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Resumo
O trabalho apresentado nesta Tese centra-se no domnio da optimizac~ao multi-
-objectivo, mais concretamente dos problemas de uxos em redes com dois ou mais
objectivos, desenvolvendo-se um conjunto de algoritmos originais, para a determi-
nac~ao de soluc~oes ecientes e n~ao-dominadas em problemas de uxos em redes.
Comecamos por fazer uma revis~ao da bibliograa na area dos problemas de u-
xos em redes, onde descrevemos os algoritmos exactos e os algoritmos aproximados,
para problemas de uxos em redes multi-objectivo com variaveis contnuas e com
variaveis inteiras. Nesta revis~ao apercebemo-nos de que a maioria dos trabalhos
existentes para este tipo de problemas se debruca apenas sobre o caso de proble-
mas com dois objectivos. Alem disso, percebemos tambem que existem nestes casos
varias diculdades. Partimos em busca de uma melhor compreens~ao deste tipo de
problemas. Descobrimos tambem que um dos principais metodos utilizados na bi-
bliograa, para calcular as soluc~oes n~ao-dominadas suportadas, anal n~ao calculava
todas as soluc~oes suportadas. Apresentamos exemplos que provam este facto. Pro-
pusemos um conjunto de novos algoritmos: um algoritmo do tipo primal-dual para
o calculo das soluc~oes n~ao-dominadas extremas no caso do problema de uxos em
redes bi-objectivo; um algoritmo baseado nos ciclos de custo zero, para o calculo de
todas as soluc~oes ecientes ou n~ao-dominadas suportadas do problema de uxos em
redes com variaveis inteiras multi-objectivo (este algoritmo resultou da demonstra-
c~ao que zemos da conexidade deste conjunto de soluc~oes, apresentada nesta Tese);
uma vers~ao melhorada do algoritmo de restric~ao-" que calcula todas as soluc~oes
ecientes ou n~ao-dominadas do problema de uxos em redes com variaveis inteiras
multi-objectivo; e um algoritmo dos trapezios, para o calculo de representac~oes do
conjunto de todas as soluc~oes n~ao-dominadas, no problema de uxos em redes inteiro
bi-objectivo. Todos os algoritmos apresentados foram implementados em linguagem
de programac~ao C e os resultados foram apresentados e analisados.
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Abstract
The work presented in this Thesis is devoted to the eld of multi-objective network
ows problems. It begins with a survey of all known exact and approximate algo-
rithms for continuous network ow problems as well as integer network ow pro-
blems. We began by doing a survey of all the algorithms known for solving the
multiple objective ow problems, for both the continuous and integer case exact
and approximation algorithms. We observed that the large majority of the algo-
rithms were designed for taking into account only two objectives and there were
several algorithms incorrect. We presented some examples showing that the most
used method to nd all the supported non-dominated solutions for the integer bi-
-objective network ow problem was wrong. A set of original algorithms were pro-
posed: a primal-dual algorithm that nds all the extreme non-dominated solutions
for the bi-objective network ow problem, a primal-dual algorithm for the minimum
ow problem, a cost zero cycle algorithm that nds all the supported ecient/non-
dominated solutions for the integer multi-objective network ow problem (this al-
gorithm is based on the proof of the connectedness of the supported non-dominated
solutions that was presented also in this Thesis), an improved "-constraint algorithm
that nds all ecient/non-dominated solutions for the integer bi-objective network
ow problem and a trapezium algorithm that nds representations of the set of all
non-dominated solutions for the integer bi-objective network ow problem. All the
algorithms have been implemented by using the C programming language and the
results and analysis were reported in this document too.
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Capı´tulo 1
Introduc¸a˜o
Os problemas de uxos em redes te^m tido um interesse crescente nas ultimas decadas,
tanto do ponto de vista teorico como pratico Ahuja et al. (1993), Lim & Lee (2008).
Imaginar um mundo sem problemas de uxos em redes n~ao e facil. A sociedade esta
organizada em redes imprescindveis em diferentes areas, por exemplo, na deslocac~ao
das pessoas (redes de estradas, de caminhos de ferro, de ligac~oes aereas, de vias
martimas); para permitir a comunicac~ao entre elas (redes de transporte de correio,
redes de telecomunicac~oes, redes de computadores, redes de dados); na construc~ao
de um ambiente saudavel (redes de recolha de lixo, de distribuic~ao de agua, de
organizac~ao da oresta); no divertimento e lazer (redes de hoteis, cafes, espacos de
divers~ao); na preservac~ao da saude e tratamento de doencas (redes de hospitais, de
meios de socorro, de centros de saude, de centros de desporto); na formac~ao (redes de
escolas, de centros de formac~ao, de espacos de teatro e cinema); e na satisfac~ao das
necessidades basicas (redes de produc~ao e distribuic~ao de alimentos, de distribuic~ao
de energia).
Em todas estas redes queremos deslocar ou transportar alguma coisa (pessoas,
produtos de consumo, informac~ao, energia, objectos, etc.) de determinados pontos
para outros de uma forma eciente, o que origina problemas que s~ao, quase sem-
pre, difceis de resolver sem a ajuda de ferramentas adequadas, nomeadamente de
optimizac~ao.
Entre as inumeras situac~oes, onde a aplicac~ao deste tipo de problemas tem sido
feita, destacamos o transporte de pessoas, objectos ou informac~ao; a concess~ao de
habitac~ao em func~ao da alterac~ao das necessidades das pessoas; o corte de placas ou
vigas a disponibilizar para futura utilizac~ao, de forma a satisfazer as necessidades
com o menor desperdcio possvel; o planeamento de torneios desportivos envolvendo
varias equipas; a construc~ao de redes electricas; a determinac~ao da melhor poltica
de energia; a procura da melhor distribuic~ao de alunos por escolas minimizando a
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dista^ncia a percorrer pelos alunos e, ao mesmo tempo, permitindo um equilbrio
racial; a determinac~ao do contorno optimo dos pocos a abrir em minas; a localiza-
c~ao de terminais de uma companhia de transporte a instalar entre um conjunto de
escolhas possveis de forma a satisfazer a procura; a destruic~ao de alvos militares; a
distribuic~ao de material de reparac~ao de equipamento por diversos locais por forma a
que, quando uma reparac~ao for necessaria, as pecas existam nos locais apropriados;
a comparac~ao de seque^ncias de ADN; a determinac~ao da menor durac~ao possvel
para um projecto como, por exemplo, a construc~ao de um edifcio; a construc~ao de
planos de evacuac~ao em grandes edifcios; a organizac~ao de espacos em armazens;
o planeamento da produc~ao numa empresa; a determinac~ao da matriz de intensi-
dades de radiac~ao a enviar para o tecido cancergeno de um corpo, minimizando
a area de tecido saudavel apanhada pela radiac~ao, evitando a perda deste e que o
funcionamento de org~aos vitais possa ser afectado.
Estes problemas s~ao todos mono-objectivo, isto e, apenas e considerada a optimi-
zac~ao de um objectivo. No entanto, a realidade e por natureza multidimensional e os
problemas surgem naturalmente com varios objectivos, que n~ao podem ser conver-
tidos ou amalgamados num unico, por diversas raz~oes, entre as quais as diferentes
unidades de medida dos objectivos. N~ao tem sentido o amalgamento de dimen-
s~oes heterogeneas (dista^ncia, barulho, humidade, etc.) numa unica unidade, cujo
signicado e difcil ou impossvel de se denir.
Podemos enumerar alguns problemas de uxos em redes multi-objectivo: (1)
num problema de transportes, uma fabrica pretende entregar os seus produtos, em
armazens ou locais de consumo, minimizando o custo de transporte, o tempo de
entrega, o consumo de combustvel e maximizando a utilizac~ao de um determinado
processo de fabrico (ver Steuer, 1986); (2) os gerentes de uma empresa querem
distribuir os seus trabalhadores pelas diversas tarefas por forma a minimizar o seu
tempo de execuc~ao, maximizar a satisfac~ao dos seus empregados quanto a tarefa
que v~ao desempenhar e quanto ao horario de trabalho e ao grupo de colegas com
que ir~ao trabalhar; (3) os gestores de uma padaria pretendem fazer entregas de p~ao
ao domiclio, minimizando o custo de transporte, a diferenca entre o momento de
entrega e o momento em que o cliente necessita do seu p~ao e o consumo de energia
para a preparac~ao do p~ao.
Quando procuramos resolver um problema multi-objectivo surgem algumas di-
culdades. A soluc~ao de um problema de optimizac~ao multi-objectivo muito rara-
mente e unica, isto e, n~ao existe uma soluc~ao que optimize em simulta^neo o conjunto
de todos os objectivos. Pelo contrario, existe um conjunto de alternativas, cada uma
delas melhor (com valor inferior ou superior se pretendermos o mnimo ou maximo
do objectivo, respectivamente), relativamente a alguns objectivos, mas pior (com
valor superior ou inferior se pretendermos o mnimo ou maximo do objectivo, res-
3pectivamente), relativamente a pelo menos um deles. Uma forma de abordar este
tipo de problemas consiste em determinar todas as soluc~oes que respeitam estas
condic~oes, designadas por soluc~oes optimas de Pareto ou soluc~oes ecientes. Esta
abordagem e interessante apenas do ponto de vista teorico, uma vez que o numero
destas soluc~oes e, em geral, muito elevado e a simples enumerac~ao do conjunto de
todas estas soluc~oes e uma tarefa muito difcil.
Pensou-se que, ao trabalhar no espaco dos objectivos em vez do espaco das
variaveis de decis~ao, calculando as imagens das soluc~oes ecientes, que designaremos
por soluc~oes n~ao-dominadas, tornaria esta tarefa mais simples, isto porque, em geral,
o espaco dos objectivos e de muito menor dimens~ao e muitas soluc~oes ecientes te^m
a mesma imagem no espaco dos objectivos. Mas tambem o conjunto das soluc~oes
n~ao-dominadas pode ter um numero muito elevado de elementos e provou-se que isso
pode acontecer mesmo para problemas com apenas dois objectivos (Ruhe, 1988a).
A escolha de uma alternativa ao calculo de todas as soluc~oes ecientes/n~ao-
-dominadas aponta, tradicionalmente, para a utilizac~ao de uma func~ao utilidade,
construda com base nas prefere^ncias do utilizador. Obtida esta func~ao, o problema
a resolver consistiria na escolha de entre as alternativas encontradas daquela que ma-
ximizasse a func~ao utilidade. Parece facil, deste modo, chegar a melhor alternativa
como soluc~ao do problema. A diculdade surge aquando da construc~ao da func~ao
utilidade. Essa diculdade n~ao esta so em esperarmos obter uma func~ao linear, mas
tambem na impossibilidade da representac~ao matematica dessa func~ao em muitos
casos (Steuer, 1986).
Outra ideia, para ultrapassar o problema do numero elevado de soluc~oes eci-
entes/n~ao-dominadas, consiste na obtenc~ao de uma representac~ao deste conjunto de
soluc~oes. Na pratica, parece ser esta uma das melhores formas de trabalhar com
este tipo de problemas. No entanto, n~ao deixa de ser importante a construc~ao de
algoritmos capazes de gerar todas aquelas soluc~oes, pois a determinac~ao de uma
\boa" representac~ao so sera possvel se pudermos fazer um estudo teorico do con-
junto de todas estas soluc~oes. Isso permitira, por exemplo, medir a qualidade da
representac~ao.
O trabalho que sera descrito nesta Tese foi iniciado com a leitura e explorac~ao da
literatura existente. Neste estudo inicial vericamos a existe^ncia de muitas falhas.
Por exemplo: (1) apenas encontramos propostos na literatura algoritmos para o
problema de uxos em redes com dois objectivos (ver Hamacher et al., 2007b); (2) os
modelos com variaveis contnuas eram escassos e muitos n~ao resolviam os problemas
que diziam resolver (ver Hamacher et al. 2007b, Lee & Pulat 1991, Malhotra & Puri
1984 e Pulat et al. 1992); (3) tambem para os modelos inteiros eram conhecidos
alguns algoritmos, mas poucos determinavam os conjuntos que diziam determinar
(ver Hamacher et al. 2007b, Huarng et al. 1992, Lee & Pulat 1993, Przybylski et al.
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2006 e Sede~no Noda & Gonzalez-Martn 2001), sendo o algoritmo Figueira (2000)
o unico capaz de determinar todas as soluc~oes n~ao-dominadas para o problema
de uxos inteiros em redes com dois objectivos ; (4) nalmente, relativamente aos
metodos aproximativos, isto e, aos metodos que determinam apenas um subconjunto
do conjunto das soluc~oes ecientes/n~ao-dominadas ou um conjunto para representar
aquele, existiam tambem muito poucos trabalhos nesta area (ver Hamacher et al.
2007a,b, Mustafa & Goh 1998 e Nikolova 1998, 2001, 2003). Note-se que n~ao estamos
a ter em conta os metodos heursticos e as meta-heursticas para as aproximac~oes.
Pareceu-nos, por isso, ser de grande interesse a investigac~ao neste domnio. Os
objectivos gerais denidos para esta Tese foram os seguintes: (1) fazer um estudo
da bibliograa existente na area do problema de uxos em redes; (2) explorar as-
pectos que ainda n~ao tivessem sido completamente cobertos pela investigac~ao ate
aquela data ou que se revelassem mal cobertos, com zonas ambguas; (3) fazer uma
caracterizac~ao matematica das soluc~oes ecientes/n~ao-dominadas suportadas para
o problema de uxos em redes inteiros com varios objectivos; (4) propor a resoluc~ao
de algumas das quest~oes por resolver.
Como objectivos de natureza experimental propusemos: (1) melhorar e imple-
mentar o algoritmo de Figueira (2000); (2) implementar os novos algoritmos propos-
tos; (3) testar, atraves do uso de problemas gerados aleatoriamente, os algoritmos
propostos.
Os resultados principais deste trabalho de investigac~ao foram publicados em tre^s
artigos em revistas e mais alguns working papers:
 Eusebio, A., Figueira, J.R. e Ehrgott, M. 2008, A primal-dual simplex al-
gorithm for bi-objective network ow problems, apresenta um novo algoritmo
primal-dual para o calculo das soluc~oes n~ao-dominadas extremas de um pro-
blema de uxos em redes bi-objectivo;
 Eusebio, A. e Figueira, J.R. 2009, Finding non-dominated solutions in bi-
-objective integer network ow problems, descreve o algoritmo de restric~ao-",
para o calculo de todas as soluc~oes ecientes/n~ao-dominadas do problema de
uxos em redes inteiro bi-objectivo;
 Eusebio, A. e Figueira, J.R. 2009, On the computation of all supported ecient
solutions in multi-objective integer network ow problems, alem de provar a
conexidade do conjunto das soluc~oes suportadas num problema de uxos em
redes inteiro multi-objectivo, apresenta um novo algoritmo para as determinar;
 Eusebio, A. e Figueira, J.R. 2006, Bi-criteria network ow problems: a cha-
racterization of non-dominated solutions, onde se faz uma primeira caracteri-
5zac~ao das soluc~oes n~ao-dominadas para o problema de uxos em redes inteiro
bi-objectivo e onde se apresentam varios exemplos sobre este assunto;
 Eusebio, A. e Figueira, J.R. 2007, A note on the computation of nondominated
supported vectors in bicriteria network ow problems, onde se apresenta uma
primeira vers~ao do algoritmo do circuito de custo zero para o problema de
uxos em redes inteiro bi-objectivo;
 Eusebio, A. e Figueira, J.R. 2008, A negative-cycle algorithm for computing
all the supported ecient solutions in multi-objective integer network ow pro-
blems, onde se descreve o algoritmo do circuito de custo zero para um problema
de uxos em redes inteiro multi-objectivo, e se apresenta um exemplo e resul-
tados computacionais da aplicac~ao deste algoritmo.
O texto desta Tese foi dividido em tre^s partes e oito captulos, incluindo esta
Introduc~ao. Da Parte I fazem parte os captulos 2 e 3, da Parte II os captulos 4 e
5 e da Parte III os captulos 6, 7 e 8.
Na Parte I, faremos uma revis~ao sobre os conceitos matematicos de base e sobre
o estado-da-arte para problemas de uxos em redes multi-objectivo. Assim, no Ca-
ptulo 2, recordaremos a denic~ao de conceitos sobre teoria de grafos, formularemos
os diversos problemas a utilizar ao longo desta Tese, apresentaremos tambem de
forma resumida o algoritmos simplex para redes e o algoritmo por eliminac~ao dos
circuitos de custo negativo para o problema de uxo de custo mnimo numa rede. No
Captulo 3, faremos uma revis~ao sobre o estado-da-arte para problemas de uxos em
redes multi-objectivo, abordando os algoritmos que dizem determinar o conjunto de
todas as soluc~oes ecientes ou n~ao-dominadas em problemas com variaveis contnuas
e com variaveis inteiras e tambem os algoritmos aproximados.
Na Parte II, apresentaremos o trabalho realizado na area dos problemas lineares
de uxos em redes multi-objectivo com variaveis contnuas, nomeadamente, dois no-
vos algoritmos do tipo primal-dual. No Captulo 4, descreveremos um novo algoritmo
primal-dual para o problema do uxo de custo mnimo numa rede e, no Captulo
5, apresentaremos um novo algoritmo primal-dual para o problema de uxos em re-
des bi-objectivo em duas vers~oes, a primeira vers~ao como primal-dual simples e em
segundo lugar uma vers~ao melhorada daquele, aproveitando assim o conhecimento
obtido ao longo da utilizac~ao do algoritmo.
Na Parte III, apresentaremos problemas lineares de uxos em redes inteiros
multi-objectivo onde descreveremos dois novos algoritmos e o melhoramento de um
terceiro, assim como a sua implementac~ao e resultados obtidos. No Captulo 6,
descreveremos um novo algoritmo para o calculo de todas as soluc~oes ecientes/n~ao-
-dominadas suportadas de um problema multi-objectivo com variaveis inteiras, recor-
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rendo ao uso de redes residuais e circuitos de custo zero. O algoritmo foi implemen-
tado e os resultados ser~ao comentados. Apresentaremos tambem a demonstrac~ao da
conexidade do conjunto destas soluc~oes, com base no conceito de ciclo de custo zero.
No Captulo 7, apresentaremos uma vers~ao melhorada do algoritmo de restric~ao-"
(ver Figueira, 2000) para o calculo do conjunto de todas as soluc~oes n~ao-dominadas.
Descreveremos os melhoramentos e como foi feita a implementac~ao deste algoritmo.
Faremos, tambem, uma analise estatstica dos resultados obtidos. Finalmente, no
Captulo 8 descreveremos um novo algoritmo para o calculo de representac~oes do
conjunto de todas as soluc~oes n~ao-dominadas do problema de uxos em redes inteiro
bi-objectivo.
Parte I
Generalidades
7

Na primeira parte, abordamos os princpios gerais que servem de base para a ela-
borac~ao desta Tese. Os conceitos matematicos considerados ao longo do trabalho
s~ao aqui revistos de uma forma resumida e a notac~ao de base e introduzida. No
Captulo 2, apresentamos o problema de uxo de custo mnimo nas suas vers~oes
contnuo e inteiro e fazemos igualmente a revis~ao da sua formulac~ao matematica.
Recordamos tambem os diferentes tipos de condic~oes de optimalidade para o pro-
blema de uxo de custo mnimo, mais precisamente as condic~oes de optimalidade
dos custos reduzidos, dos desvios complementares e da inexiste^ncia de circuitos
de custo negativo na rede residual. Fazem parte, tambem, deste primeiro cap-
tulo os algoritmos simplex para redes e o algoritmo por eliminac~ao dos circuitos
de custo negativo. No nal do primeiro captulo s~ao denidos os problemas de
uxos em redes multi-objectivo, ambas as vers~oes com variaveis contnuas e va-
riaveis inteiras, e ainda os conceitos de ecie^ncia e domina^ncia. No Captulo
3, apresentamos o estado-da-arte sobre os problemas de uxos em redes multi-
objectivo. Este estudo foi dividido de acordo com o tipo de algoritmos em: a)
algoritmos exactos, quando elaborados para calcular o conjunto de todas as so-
luc~oes ecientes/n~ao-dominadas; b) algoritmos aproximados, que s~ao algoritmos
com o objectivo de determinar apenas uma parte representativa daquele con-
junto. Em cada uma destas secc~oes s~ao consideradas subsecc~oes para problemas
com variaveis contnuas e para variaveis inteiras. Finalmente, na ultima secc~ao
deste captulo, fazemos uma analise crtica sobre os diversos metodos propostos
para a determinac~ao das soluc~oes ecientes ou n~ao-dominadas dos problemas de
uxos em redes com varios objectivos.

Capı´tulo 2
Conceitos, definic¸o˜es e notac¸a˜o de base
Este captulo apresenta os conceitos, as respectivas denic~oes e a notac~ao de
base que de alguma forma ser~ao necessarios nos proximos captulos. N~ao e nosso
objectivo tratar o conteudo de uma forma pormenorizada, mas apenas relem-
brar certos conceitos e a notac~ao utilizada. Para uma revis~ao mais detalhada
dos assuntos abordados neste captulo, podem ser consultadas, por exemplo, as
seguintes obras: Ahuja et al. (1993), Bazaraa et al. (2005), Ehrgott (2005), Pa-
padimitriou (1982) e Steuer (1986). Na primeira parte do captulo, apresentamos
conceitos da teoria de grafos e da optimizac~ao de uxos em redes. Descrevemos
e formulamos o problema do uxo de custo mnimo, o seu dual e revemos alguns
aspectos referentes a sua geometria em programac~ao linear. Apresentamos os
diferentes tipos de condic~oes de optimalidade, as dos custos reduzidos, as dos
desvios complementares e as da inexiste^ncia de circuitos de custo negativo. Faze-
mos, ainda, uma breve revis~ao dos metodos simplex e por eliminac~ao dos circuitos
de custo negativo para o problema de uxos em redes com um unico objectivo.
Finalmente, os problemas de uxos em redes multi-objectivo s~ao descritos e s~ao
denidos os conceitos de domina^ncia e ecie^ncia.
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2.1 Teoria de grafos e optimizac¸a˜o de fluxos em redes
Nesta secc~ao fazemos uma revis~ao sobre teoria de grafos e optimizac~ao de uxos em
redes e a geometria da programac~ao linear. Revemos ainda o problema de uxo de
custo mnimo (para uma revis~ao detalhada sobre este assunto consultar a obra de
Ahuja et al., 1993).
2.1.1 Alguns conceitos de base da teoria de grafos
Consideremos um conjunto V, n~ao vazio, de elementos designados por vertices, nodos
ou nos e um conjunto de pares de nodos, A, n~ao necessariamente ordenados. O par
ordenado de conjuntos (V;A) e designado por grafo, G = (V;A). Um elemento
de A designa-se por aresta, representada por fi; jg, se a ordem dos nodos n~ao e
considerada, ou por arco, representado por (i; j) ou (j; i), se queremos dizer que o
nodo i precede o nodo j ou que o nodo j precede i, respectivamente. Deste modo,
(i; j) e (j; i) representam arcos diferentes, enquanto fi; jg e fj; ig representam a
mesma aresta. Numa aresta fi; jg ou num arco (i; j) ou (j; i) dizemos que os nodos
i e j s~ao adjacentes em G e que esta aresta ou arco liga os nodos i e j. Estes dizem-
-se extremidades da aresta ou do arco respectivo. No arco (i; j) dizemos que i e o
predecessor imediato de j e que j e o sucessor imediato de i; i e tambem designado
de extremidade inicial ou origem e j de extremidade nal ou destino. Dizemos que
dois nodos te^m arcos multiplos a liga-los se s~ao extremidades de dois ou mais arcos,
em simulta^neo. Assumimos, sem perda de generalidade, que os grafos considerados
aqui n~ao te^m arcos multiplos. Um grafo G diz-se orientado se todos os elementos
de A s~ao arcos. Um nodo diz-se isolado se n~ao e extremidade de qualquer arco ou
aresta. Um lacete e um arco em que as extremidades inicial e nal coincidem. A
todo o grafo pode associar-se um diagrama que, em geral, consiste em representar
os nodos por crculos ou pontos e as arestas ou arcos por linhas, ligando os crculos
ou pontos associados aos respectivos nodos. Na representac~ao de um arco utiliza-se,
habitualmente, uma seta para indicar a orientac~ao do arco, da extremidade inicial
para a nal.
Consideremos os grafos G = (V;A) e G0 = (V0;A0). G0 diz-se um subgrafo de
G se V0  V e A0  A. Diz-se que G0 = (V0;A0) e um subgrafo de G gerado por
V0 se A0 contem todos os arcos de A com ambas as extremidades em V0. Um grafo
G0 = (V0;A0) e um subgrafo abrangente ou gerador de G = (V;A) se V0 = V e A0  A.
Um caminho, num grafo orientado G, e uma seque^ncia, nita ou innita, de arcos
em que a extremidade nal de um arco e a extremidade inicial do arco seguinte. Um
caminho pode ser indicado pela sua sucess~ao de arcos, (i1; i2)-(i2; i3)-    , ou pelos
nodos que os ligam, i1-i2-i3-   . Num caminho nito, (i1; i2)-(i2; i3)-   -(ir 1; ir), i1 e
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ir dizem-se extremidade inicial e extremidade nal, respectivamente, desse caminho.
Um caminho nito em que as extremidades inicial e nal correspondem ao mesmo
nodo designa-se por circuito. Um circuito elementar e um circuito em que todos
os seus nodos s~ao distintos, com excepc~ao do nal que coincide com o inicial. O
numero de arcos de um caminho ou circuito designa-se por comprimento deste. Um
caminho diz-se caminho elementar se todos os seus nodos s~ao distintos. Um caminho
diz-se caminho simples se todos os seus arcos s~ao distintos; caso contrario, diz-se um
caminho composto.
Uma cadeia, num grafo orientado, e uma seque^ncia de nodos e arcos do grafo,
i0-a1-i1-a2-i2-a3-i3-   em que ou ak = (ik 1; ik) ou ak = (ik; ik 1), k = 1; 2; 3;    .
Numa cadeia nita, i0-a1-i1-a2-i2-   -ir 1-ar-ir, i1 e ir dizem-se extremidade inicial
e extremidade nal da cadeia, respectivamente. Uma cadeia elementar n~ao contem
nodos repetidos. Uma cadeia simples n~ao contem arcos repetidos. Um ciclo e uma
cadeia nita (r > 2) em que as extremidades inicial e nal correspondem ao mesmo
nodo. Um ciclo elementar e um ciclo em que todos os seus nodos s~ao distintos, com
excepc~ao da extremidade inicial que coincide com a nal. Por vezes e necessario
xar o sentido de um ciclo como o sentido de um dos seus arcos aq e dizemos que
este e de iq 1 para iq ou de iq para iq 1, consoante aq = (iq 1; iq) ou aq = (iq; iq 1).
No primeiro caso, dizemos que um arco do ciclo ak = (ik 1; ik) esta orientado no
sentido do ciclo. No segundo caso, dizemos que um arco do ciclo ak = (ik; ik 1)
esta orientado no sentido do ciclo. Caso contrario, dizemos que o sentido do arco e
contrario ao do ciclo. Um circuito e por vezes designado por ciclo orientado, uma
vez que todos os arcos, no ciclo, te^m o mesmo sentido. Nota: Nos captulos seguintes
utilizamos apenas circuitos e ciclos elementares que s~ao designados por circuitos e
ciclos, respectivamente.
Um grafo diz-se conexo se existir pelo menos uma cadeia elementar entre qualquer
par de nodos. Um grafo diz-se fortemente conexo se todo o par de nodos estiver
ligado por, pelo menos, um caminho elementar, em cada sentido. Um grafo conexo
sem ciclos designa-se por arvore. Uma arvore T = (V0;A0) e uma arvore geradora de
um grafo G = (V;A) se T e um subgrafo de G tal que V0 = V e A0  A.
Se a cada aresta e/ou nodo de um grafo associarmos um ou mais numeros reais
estamos em presenca de uma rede n~ao orientada. Se o grafo e orientado diz-se que
estamos em presenca de uma rede orientada.
2.1.2 O problema do fluxo de custo mı´nimo
O problema do uxo de custo mnimo (FCM) consiste na determinac~ao de um uxo
como, por exemplo, a quantidade de um determinado produto, um certo numero de
objectos, dados, informac~ao, etc., a transportar de determinados pontos de oferta
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ou armazens, de forma a satisfazer a procura situada noutros pontos (nodos) da
rede, ao menor custo total possvel. O uxo em cada arco (i; j) 2 A e designado por
xij. A rede subjacente ao problema FCM e denida da seguinte forma:
Consideremos um grafo orientado G = (V;A), onde V = f1; 2;    ;mg e o con-
junto de nodos e A =
n
(i1; j1), (i2; j2),    , (in; jn)
o
e o conjunto de arcos de G.
Cada arco tem associados um custo unitario cij, um limite inferior de uxo lij e um
limite superior de uxo uij, onde uij > lij (ao limite superior tambem costumamos
chamar capacidade do arco). O numero de nodos e o numero de arcos na rede s~ao
designados por m e n, respectivamente. Cada nodo k 2 V pode ter uma oferta ou
procura, bk, associada. Se bk > 0, o nodo designa-se por nodo de oferta; se bk < 0, o
nodo designa-se por nodo de procura. Um nodo em que bk = 0 designa-se por nodo
de transbordo ou ponto de passagem de uxo.
Uma rede e representada por N = (G, c, l, u, b), onde G = (V ,A) e um grafo
orientado, c = (ci1j1 , ci2j2 ,    , cinjn) 2 Zn e o vector de \custos", l = (li1j1 , li2j2 ,    ,
linjn) 2 Zn e o vector dos limites inferiores do uxo, u = (ui1j1 , ui2j2 ,    , uinjn) 2 Zn
e o vector dos limites superiores do uxo e b = (b1, b2,    , bm) 2 Zm e o vector das
ofertas/procuras. A Figura 2.1 apresenta a rede N, exemplo retirado de Pulat et al.
(1992), onde
a
i j
1
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2 4
5
6
cij
[lij, uij]
10
[0
,9
]
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[0,8]
70
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,9
]
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i j
1
3
2 4
5
6
(cij, rij)
(1
0,
7)
(-
10
,2
)
(10,4)(-10,6)
(20,8)
(70,8)
(50,6)
(25,10)
(20,2)
(-20,5)
(10,6)
(-10,1)
(50,9)(-50,1)
(-
20
,5
)
Figura 2.1: Representac~ao graca de uma rede.
 V = f1; 2; 3; 4; 5; 6g;
 A = f(1; 2); (1; 3); (2; 3); (2; 4); (2; 5); (3; 4); (3; 5); (4; 5); (4; 6); (5; 6)g
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 c = (10; 10; 20; 70; 50; 25; 20; 10; 50; 20)
 l = (0; 2; 0; 2; 0; 0; 3; 0; 0; 4)
 u = (9; 12; 8; 10; 6; 10; 10; 7; 10; 9)
 b = (10; 0; 0; 0; 0; 10)
Numa rede N podemos denir o problema FCM que consiste em identicar a
quantidade de uxo, a passar em cada arco (i; j), lij 6 xij 6 uij, de forma a
satisfazer a procura a partir da oferta disponvel, minimizando o custo total desta
operac~ao de transporte do uxo ao longo dos arcos de G.
2.1.3 Rede residual
Na construc~ao e implementac~ao de algoritmos para a resoluc~ao do problema FCM
pode ser conveniente (mesmo que de forma indirecta) utilizar a capacidade do uxo
que resta em cada arco. Assim, a rede inicial e modicada dando origem a denomi-
nada rede residual, que denimos a seguir.
Consideremos a rede N associada a um problema FCM e um uxo x = (xi1j1 ,
xi2j2 ,    , xinjn) nesta rede. A rede residual, N(x), relativamente ao uxo dado x,
e a rede que resulta de N substituindo cada arco (i; j) 2 A pelos dois arcos (i; j) e
(j; i): o arco (i; j) tem custo cij e uma capacidade residual de rij = uij  xij e o arco
(j; i) tem custo  cij e capacidade residual rji = xij   lij. A rede residual e formada
apenas pelos arcos com capacidade residual positiva. Pode mostrar-se que todo o
uxo x na rede N corresponde a um uxo x0 numa rede residual associada (Ahuja
et al., 1993).
A soma
P
ijcij para todos os arcos (i; j) num ciclo designa-se por custo do
ciclo, onde ij e igual a 1 se o arco (i; j) tiver o sentido do ciclo e ij e igual a  1
se o arco (i; j) tem sentido contrario ao do ciclo. Um ciclo (n~ao necessariamente
orientado) em N e designado por ciclo incremental relativamente ao uxo x, se ao
adicionarmos uma quantidade positiva de uxo ao ciclo (adicionando ou subtraindo
essa quantidade ao uxo dos arcos do ciclo consoante o seu sentido e ou n~ao o do
ciclo), o uxo permanece admissvel (ver denic~ao de uxo admissvel na Subsecc~ao
2.2.1). Deste modo, um ciclo incremental n~ao pode conter arcos (i; j) de sentido
contrario ao do ciclo tais que xij = lij ou arcos com o sentido do ciclo tais que
xij = uij. Cada ciclo incremental relativamente a x corresponde a um circuito na
rede residual N(x) e vice-versa (ver Ahuja et al., 1993 e Bazaraa et al., 2005).
Como exemplo de uma rede residual, consideremos a rede da Figura 2.1 e o uxo
nesta rede x = (x12; x13; x23; x24; x25; x34; x35; x45; x46; x56) = (2; 8; 0; 2; 0; 0; 8; 1; 1; 9).
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A rede residual N(x) esta representada na Figura 2.2. Por exemplo, ao arco (1; 2),
na rede inicial, com uxo 2 est~ao associados, na rede residual, o arco (1; 2), com
capacidade residual r12 = u12   x12 = 7 e custo c12 = 10 e o arco (2; 1), com
r21 = x12 = 2 e custo  c12 =  10. Mas relativamente ao arco (2; 3), na rede inicial,
esta associado apenas o arco (2; 3), na rede residual, com r23 = 8 e custo c23 = 20.
a
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)
Figura 2.2: Rede residual associada a rede da Figura 2.1 e a soluc~ao x = (2, 8, 0, 2, 0,
0, 8, 1, 1, 9).
2.2 O problema do fluxo de custo mı´nimo enquanto problema
de programac¸a˜o linear
O problema FCM pode ser formulado como um problema de programac~ao linear.
Apresentamos a seguir a formulac~ao primal e dual, para este problema. Admitimos,
sem perda de generalidade, que o limite inferior para o uxo no arco (i; j) e zero,
isto e, lij = 0, 8(i; j) 2 A. Caso lij seja diferente de zero, podemos converter o
problema num outro com l0ij = 0, bastando para isso fazer a mudanca de variavel xij
por x0ij = xij   lij. Os limites da nova variavel ser~ao l0ij = 0 e u0ij = uij   lij. O novo
problema tem o mesmo numero de soluc~oes e as soluc~oes de um podem ser obtidas
a partir das do outro, atraves de uma simples transformac~ao linear.
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2.2.1 O problema primal
Consideremos a rede N = (G, c, l, u, b). Designamos por uxo admissvel na rede
uma func~ao que a cada arco (i; j) em A associa o numero real xij satisfazendo as
seguintes restric~oes:
 as restric~oes da conservac~ao do uxo ou equac~oes de Kirchho, que dizem que
a quantidade de uxo que entra num nodo menos a quantidade de uxo que
sai e igual a procura/oferta de uxo no nodo:X
(k;j)2A
xkj  
X
(i;k)2A
xik = bk; 8k 2 V e
 as restric~oes de capacidade, que dizem que o uxo num arco n~ao pode estar
fora dos limites de capacidade desse arco:
0 6 xij 6 uij; 8(i; j) 2 A.
Representamos este uxo por x = (xi1j1 , xi2j2 ,    , xinjn). O custo do uxo x e
a soma
P
(i;j)2A cijxij. Um uxo de custo mnimo e um uxo com o menor custo,
entre todos os uxos existentes na rede N.
O problema FCM associado a rede N, pode ser formulado, matematicamente, da
seguinte forma:
minimizar
X
(i;j)2A
cijxij, (2.1)
sujeito a:
X
(k;j)2A
xkj  
X
(i;k)2A
xik = bk; 8k 2 V, (2.1.a)
0 6 xij 6 uij;8(i; j) 2 A, (2.1.b)
ou de forma mais compacta:
minimizar cTx,
sujeito a: x 2 X, (2.2)
onde
X =
n
x = (xi1j1 ;    ; xinjn) 2 Rn :
P
(k;j)2A
xkj  
P
(i;k)2A
xik = bk; 8k 2 V;
0 6 xij 6 uij; 8(i; j) 2 A
o (2.3)
e a regi~ao admissvel no espaco das variaveis de decis~ao. Ao longo desta Tese,
a designac~ao regi~ao admissvel sera utilizada sem especicar o espaco respectivo
quando nos referirmos ao espaco das variaveis de decis~ao.
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2.2.2 O problema dual
A formulac~ao (2.1) e conhecida como problema primal. A resoluc~ao do problema
FCM faz-se geralmente com recurso ao problema associado, conhecido por problema
dual.
Para construirmos o problema dual de (2.1) comecemos por associar a cada uma
das restric~oes deste problema uma variavel. Designemos por k a variavel dual
associada a restric~ao da conservac~ao do uxo correspondente ao nodo k, isto e,
a variavel dual associada a restric~ao de ordem k em (2.1.a), para todo o k em V.
Designemos por ij a variavel dual associada a restric~ao de capacidade do arco (i; j),
isto e, a restric~ao xij 6 uij ,  xij >  uij em (2.1.b), para todo o arco (i; j) em A.
O problema dual pode ser ent~ao formulado da seguinte forma:
maximizar
P
k2V
bkk  
P
(i;j)2A
uijij,
sujeito a: i   j   ij 6 cij , 8(i; j) 2 A,
ij > 0 , 8(i; j) 2 A.
(2.4)
Por hipotese os limites superiores dos arcos (i; j), 8(i; j) 2 A, s~ao n~ao negativos,
isto e, uij > 0; 8(i; j) 2 A.
O custo reduzido do arco (i; j); 8(i; j) 2 A, e denido da seguinte forma:
cij = cij   i + j. (2.5)
2.2.3 Estrutura de a´rvore geradora
No problema FCM a matriz dos coecientes das variaveis nas restric~oes (2.1.a) e
designada pormatriz de incide^ncia nodo-arco. Esta matriz temm linhas e n colunas.
Cada coluna esta associada a um arco (i; j) 2 A e tem todas as suas componentes
nulas, excepto as das linhas i e j, que s~ao 1 e  1, respectivamente. Pode provar-se
que a caracterstica desta matriz em 1 (ver Bazaraa et al., 2005). O problema pode
ser modicado adicionando uma variavel articial x01 de tal forma que a matriz, A,
resultante tenha caractersticam. Acrescentar esta variavel ao problema corresponde
a adicionarmos um arco articial a rede. Este arco e designado por arco raiz. O
novo conjunto de restric~oes pode ent~ao ser escrito, na forma matricial, como Ax = b,
onde x = (x01; xi1j1 ; xi2j2 ;    ; xinjn) e o vector das variaveis e b = (b1; b2;    ; bm) e
o vector das ofertas/procuras. Designemos por B uma submatriz n~ao singular de
A e suponhamos, sem perda de generalidade, que as colunas de B s~ao as primeiras
m colunas de A. A submatriz restante N e dividida em duas submatrizes NL e
NU . Suponhamos, sem perda de generalidade, que N = [NL NU ]. Assim, a matriz
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A pode ser dividida em tre^s submatrizes, A = [B NL NU ] e o vector x em tre^s
subvectores, x = (xB; xL; xU), de tal forma que
Ax = b, [B NL NU ]
24 xBxL
xU
35 = b:
Deste modo, podemos reescrever o novo sistema de restric~oes:
Ax = b, xB = B 1b B 1NLxL  B 1NUxU : (2.6)
Designemos por T, L e U o conjunto de arcos associados as colunas das matrizes
B, NL e NU , respectivamente. Eventualmente, L ou U podem ser conjuntos vazios.
Sendo V o conjunto de nodos da rede dada, o grafo (V;T) e uma arvore geradora
de G (Ahuja et al., 1993) designada por arvore geradora com raiz. Uma soluc~ao
x tal que xij = 0; 8(i; j) 2 L e xij = uij;8(i; j) 2 U e designada por soluc~ao
basica e o terno (T; L; U) e designado por estrutura de arvore geradora (EAG).
Note que o conhecimento dos arcos que est~ao em L e dos arcos que est~ao em U
e suciente para identicarmos a soluc~ao basica associada e, por isso, utilizamos a
notac~ao  = (L;U) para a representar, onde  designa um numero que identica a
respectiva soluc~ao. Note que conhecidos os conjuntos L e U conhecemos igualmente
xL e xU em (2.6) e consequentemente tambem xB. Designamos os arcos em T por
arcos basicos e aqueles que n~ao pertencerem a T por arcos n~ao-basicos. Uma
soluc~ao x satisfazendo (2.6), tal que 0 6 xij 6 uij;8(i; j) 2 A, designa-se por
soluc~ao admissvel e (T; L; U) por EAG admissvel. Uma EAG diz-se degenerada
se existir um arco (i; j) em T tal que xij = 0 ou xij = uij. Neste caso, diferentes
EAG's degeneradas podem estar associadas a uma mesma soluc~ao. De facto, pode
ser possvel obter uma nova EAG a partir da inicial, trocando um arco (i; j) em T,
tal que xij = 0 ou xij = uij, por um arco em L ou U , respectivamente. Se uma
soluc~ao, , tem r > 1 EAGs degeneradas associadas, representamos cada uma delas
por k , k = 1; 2;    ; r.
2.3 O problema inteiro do fluxo de custo mı´nimo
Na Secc~ao 2.2 n~ao colocamos qualquer restric~ao ao tipo de \produto" a ser trans-
portado na rede, admitindo, deste modo, a possibilidade de dividir esse \produto"
em pequenas quantidades, se necessario. Acontece, no entanto, que em muitos dos
problemas FCM praticos o \produto" na rede corresponde a objectos indivisveis
devendo, por isso, o uxo na rede ser inteiro. Como exemplo, podemos referir a
distribuic~ao de automoveis de uma determinada marca dos locais de fabrico para os
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diversos concessionarios. Passamos ent~ao a ter o problema do uxo inteiro de custo
mnimo (FICM) que, na sua formulac~ao, contem a restric~ao adicional:
xij inteiro;8(i; j) 2 A
Assim o problema FICM pode ser formulado da seguinte forma:
minimizar cTx,
sujeito a: x 2 XI , (2.7)
onde
XI =
n
x = (xi1j1 ;    ; xinjn) 2 Nn0 :
P
(k;j)2A
xkj  
P
(i;k)2A
xik = bk; 8k 2 V
xij 6 uij;8(i; j) 2 A
o
.
(2.8)
2.4 Geometria da programac¸a˜o linear
Nesta secc~ao fazemos uma revis~ao sobre a representac~ao geometrica da regi~ao ad-
missvel de um problema de programac~ao linear (ver Papadimitriou, 1982, Schrijver,
2000 e Steuer, 1986).
As restric~oes do problema de programac~ao linear (2.1) podem ser vistas como
restric~oes do tipo a1x1 + a2x2 +   + anxn = b, onde a1; a2;    ; an e b s~ao numeros
reais. O conjunto dos pontos x = (x1; x2;    ; xn) 2 Rn que satisfazem esta restric~ao
designa-se por hiperplano, isto e, um hiperplano H e o conjunto
H = fx = (x1; x2;    ; xn) 2 Rn : a1x1 + a2x2 +   + anxn = b, b 2 R,
ai 2 R; i = 1; 2;    ; ng,
onde ai 6= 0 para pelo menos um dos i = 1; 2;    ; n. Um hiperplano dene dois
semi-espacos (fechados):
SE  = fx 2 Rn : a1x1 + a2x2 +   + anxn 6 bg
e
SE+ = fx 2 Rn : a1x1 + a2x2 +   + anxn > bg.
A intersecc~ao de um numero nito de semi-espacos, quando limitada e n~ao vazia,
designa-se por poliedro. Pode mostrar-se facilmente que a regi~ao admissvel de um
problema FCM (2.1), X n~ao vazio, e um poliedro. O conjunto X e tambem um
conjunto convexo, isto e, 8x0; x00 2 X e 8 2 [0; 1], x0 + (1  )x00 2 X.
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Consideremos um hiperplano H e designemos por d a dimens~ao do poliedro X
e SE um dos semi-espacos denido por H. Se F = X \ SE e um subconjunto
de H ent~ao F designa-se por face de X e H por hiperplano de suporte que dene
F . Um vertice, uma aresta e uma faceta s~ao faces de dimens~ao zero, um e d  
1, respectivamente. Pode mostrar-se que as coordenadas de qualquer ponto num
poliedro X podem ser escritas como uma combinac~ao convexa das coordenadas dos
seus vertices (d+1 vertices s~ao sucientes para escrever qualquer ponto). Uma face
F  X de dimens~ao r e uma face maxima se n~ao existir outra face F 0  X de
dimens~ao r0 tal que F  F 0 e r < r0.
Consideremos o conjunto das restric~oes (2.1.a) e (2.1.b).
Ax = b,
0 5 x 5 u. (2.9)
De (2.6) temos, xB = B
 1b B 1NLxL  B 1NUxU . Assim (2.9) e equivalente a
0 5 B 1b B 1NLxL  B 1NUxU 5 uB,
0 5 xL 5 uL,
0 5 xU 5 uU ,
(2.10)
onde uL e uU s~ao os vectores formados pelas componentes de u correspondentes as
variaveis xB, xL e xU , respectivamente. O conjunto de restric~oes (2.10) descreve a
intersecc~ao (limitada e n~ao vazia) de semi-espacos e, por isso, dene um poliedro
P . Pode mostrar-se que P  Rn+1 m e que qualquer vertice de P corresponde a
uma EAG admissvel do problema (2.1) e vice-versa. Sabemos tambem que, num
poliedro, qualquer vertice e um ponto extremo e vice-versa. Desta forma, podemos
dizer que a qualquer ponto extremo esta associada uma EAG admissvel do problema
e a cada EAG admissvel esta associado um ponto extremo do poliedro P .
2.5 Os diferentes tipos de condic¸o˜es de optimalidade
As condic~oes de optimalidade aparecem como um metodo para averiguarmos se uma
determinada soluc~ao e optima ou n~ao. O seu conhecimento sugere a construc~ao de
algoritmos para a determinac~ao da soluc~ao optima (ou soluc~oes optimas), para o
problema respectivo.
Sabemos que quando um problema de programac~ao linear tem uma regi~ao ad-
missvel limitada, como e o caso do problema FCM considerado e uma unica soluc~ao
optima, ent~ao essa soluc~ao e um ponto extremo da sua regi~ao admissvel. Sabemos
tambem que qualquer ponto da regi~ao admissvel e um ponto extremo se e so se
e uma soluc~ao basica admissvel. Quando o problema tem mais que uma soluc~ao
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optima, qualquer uma pode ser escrita como combinac~ao convexa dos seus pontos
extremos optimos e qualquer combinac~ao convexa destes e uma soluc~ao optima para
o problema. Desta forma, o objectivo principal na resoluc~ao deste tipo de problemas
e o de encontrar os pontos extremos optimos.
No problema FCM podem ser considerados, em geral, tre^s tipos de condic~oes de
optimalidade: dos custos reduzidos, dos desvios complementares e da inexiste^ncia
de circuitos de custo negativo na rede residual.
2.5.1 Custos reduzidos
Uma forma bastante usual de vericarmos a optimalidade de uma determinada so-
luc~ao e atraves do sinal dos custos reduzidos (2.5). O algoritmo simplex para redes
e um dos algoritmos que utiliza esta condic~ao de optimalidade. Como vimos an-
tes, toda a soluc~ao basica esta associada com uma estrutura EAG na rede. Pode
mostrar-se que o custo reduzido dos arcos basicos e sempre igual a zero e, como tal,
o seu valor nada nos diz sobre a optimalidade ou n~ao de uma soluc~ao. E atraves do
sinal dos custos reduzidos dos arcos n~ao-basicos que a optimalidade sera averiguada,
de acordo com o teorema seguinte.
Teorema 2.5.1 Designemos por x uma soluc~ao basica admissvel para o problema
FCM e por (T; L; U) a EAG associada.
a) Se cij > 0; 8(i; j) 2 L e cij 6 0;8(i; j) 2 U , ent~ao x e optima.
b) Se x e optima e n~ao degenerada, ent~ao cij > 0;8(i; j) 2 L e cij 6 0;8(i; j) 2 U .
Uma EAG nas condic~oes da alnea a) do Teorema 2.5.1, isto e, tal que cij >
0;8(i; j) 2 L e cij 6 0;8(i; j) 2 U designa-se por EAG optima.
2.5.2 Desvios complementares
Dada uma soluc~ao para o problema primal e uma soluc~ao para o problema dual, po-
demos averiguar se estas soluc~oes s~ao simultaneamente optimas, para os respectivos
problemas, utilizando as denominadas relac~oes dos desvios complementares. Con-
sideremos o problema FCM (2.1) e o seu dual (2.4). Designemos por x e (; )
duas soluc~oes admissveis para o primeiro e segundo problemas, respectivamente.
Estas soluc~oes s~ao ambas optimas para os problemas respectivos se e so se tiverem
o mesmo valor objectivo, isto e, seX
(i;j)2A
cijx

ij =
X
k2V
bk

k  
X
(i;j)2A
uij

ij:
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Teorema 2.5.2 (Teorema dos desvios complementares) Consideremos as so-
luc~oes admissveis x e (; ) para os problemas primal (2.1) e dual (2.4), respec-
tivamente. Ent~ao x e (, ) s~ao optimas se e so se
xij
 
cij   i + j + ij

= 0, 8(i; j) 2 A e
ij(x

ij   uij) = 0, 8(i; j) 2 A:
Este teorema diz-nos que pelo menos um dos factores em cada um dos produtos
deve ser zero. Em particular
xij < uij ) ij = 0,
ij > 0 ) xij = uij:
Podemos deduzir outras implicac~oes deste teorema. Se o custo reduzido do arco
(i; j) n~ao e igual a zero ent~ao o valor do uxo no arco ou e igual a 0 ou e igual a uij.
Mais precisamente,
i   j < cij ) xij = 0 e (2.11)
i   j > cij ) xij = uij. (2.12)
De facto, para a primeira condic~ao temos,
i   j < cij ) cij   i + j > 0
) cij   i + j + ij > 0
) xij = 0
e para a segunda
i   j > cij ) cij   i + j < 0
) ij > 0
) xij = uij.
Podemos ainda dizer que o custo reduzido de um arco e zero, sempre que o seu
uxo n~ao e igual a um dos limites, isto e,
0 < xij < uij ) i   j = cij:
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2.5.3 Inexisteˆncia de circuito de custo negativo
Consideremos agora a rede residual associada ao problema FCM. A optimalidade de
uma soluc~ao basica admissvel, x, para o problema FCM pode ser avaliada atraves
do custo dos circuitos numa rede residual. Sabe-se que uma soluc~ao admissvel x e
optima se a rede residual N(x) n~ao contem qualquer circuito de custo negativo, de
acordo com o teorema seguinte (ver Ahuja et al., 1993).
Teorema 2.5.3 Designemos por x uma soluc~ao admissvel para o problema FCM.
A soluc~ao x e optima para este problema se e so se a rede residual N(x) n~ao
contem qualquer circuito de custo negativo.
As condic~oes de optimalidade do custo reduzido s~ao aplicaveis tambem a rede
residual com as alterac~oes ajustadas a nova rede. Estas condic~oes s~ao enunciadas
pelo teorema seguinte.
Teorema 2.5.4 Designemos por x uma soluc~ao basica admissvel para o problema
FCM e seja (T; L; U) a EAG associada a esta soluc~ao. A soluc~ao x e optima para
este problema se e so se os custos reduzidos s~ao n~ao negativos para todo o arco na
rede N(x), isto e,
cij > 0; para todo o arco (i; j) em N(x).
Designemos por W um circuito na rede residual. Sabemos que
P
(i;j)2W cij =P
(i;j)2W cij. Esta igualdade permite estabelecer a equivale^ncia entre as condic~oes
de optimalidade da inexiste^ncia de circuito de custo negativo e as condic~oes de
optimalidade dos custos reduzidos.
2.6 Resoluc¸a˜o do problema do fluxo de custo mı´nimo
Nesta secc~ao apresentamos dois algoritmos frequentemente utilizados para a resolu-
c~ao do problema FCM. O primeiro e o algoritmo simplex para redes. Este algoritmo
difere do simplex para problemas de programac~ao linear pela estrutura de dados
utilizada, pois, em vez de utilizar matrizes o metodo simplex para redes, utiliza uma
representac~ao em estrutura de arvore geradora. Este facto conduz a uma poupanca
de recursos computacionais, traduzida numa menor necessidade de memoria e numa
reduc~ao do numero de operac~oes necessarias para a determinac~ao de uma soluc~ao
optima de um problema FCM. O segundo algoritmo e um algoritmo por elimina-
c~ao dos circuitos negativos. Este algoritmo procura a soluc~ao cuja rede residual
associada n~ao tem qualquer circuito de custo negativo.
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Na resoluc~ao do problema vamos admitir que o grafo G associado a rede N
denida na Subsecc~ao 2.1.2 e conexo. So desta forma poderemos utilizar o metodo
simplex para redes. Quando o grafo n~ao e conexo nem sempre o problema e n~ao
admissvel, mas neste caso e possvel dividir o problema inicial em subproblemas,
associados com subgrafos conexos e resolve^-los separadamente.
Podemos, na resoluc~ao do problema do uxo de custo mnimo, admitir que o
total da oferta e igual ao total da procura, isto e, que
P
k2V bk = 0. De facto,
se a procura for superior a oferta, o problema e n~ao admissvel, uma vez que n~ao
existe recurso suciente para satisfazer a procura. Se a oferta for superior a procura
podemos modicar a rede inicial, acrescentando mais um ponto de procura capaz de
receber toda a oferta em excesso a um custo nulo, isto e, acrescentar um nodo m+1,
com bm+1 =  
P
k2V bk e arcos (i;m + 1); 8i 2 V com custo ci m+1 = 0. A soluc~ao
do problema na rede modicada da-nos a soluc~ao do problema inicial apagando o
nodo e arcos acrescentados.
2.6.1 Me´todo simplex para redes
Recordemos sucintamente o metodo simplex para redes, para o problema FCM (Al-
goritmo 1). Esta revis~ao e feita com base em Figueira (2000). Consideremos o pro-
blema FCM denido num grafo orientado G com um arco raiz. A ideia de base do
metodo simplex para redes consiste na construc~ao de uma EAG da forma (T; L; U).
Nesta estrutura, como visto na Secc~ao 2.2.3, m arcos pertencem a T e os restantes
pertencem a L e/ou U consoante o valor do uxo no arco respectivo e 0 ou uij,
respectivamente. O problema FCM, quando admissvel, tem sempre pelo menos
uma EAG optima (ver Ahuja et al., 1993). E possvel encontrar uma EAG optima
passando de uma EAG admissvel para outra adjacente, sucessivamente. Em cada
iterac~ao, trocamos um par de arcos (um arco que entra em T e outro que sai de T,
que podera, eventualmente ser o mesmo arco) atraves de uma operac~ao de pivotac~ao,
que consiste em:
(1) Identicar um arco elegvel (k; l) com (k; l) =2 T, isto e, um arco que n~ao satisfaca
as condic~oes de optimalidade, ou seja, um arco, (k; l), n~ao pertencente a T tal
que:
i) o seu custo reduzido , ckl, e estritamente negativo e o seu uxo esta no seu
limite inferior, isto e, ckl < 0 e (k; l) 2 L, ou
ii) o seu custo reduzido e estritamente positivo e o seu uxo esta no seu limite
superior, isto e, ckl > 0 e (k; l) 2 U .
(2) Adicionar o arco (k; l) a T e determinar um arco (p; q) que sai de T.
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(3) Determinar a nova EAG e as respectivas soluc~oes primal, x e dual, .
Quando o arco (k; l) e adicionado a T, os arcos neste conjunto deixam de formar uma
arvore uma vez que o arco (k; l) formara um ciclo com outros arcos de T. O passo
seguinte consiste em retirar um dos arcos de T, por forma a carmos novamente
com uma arvore geradora. Obtem-se uma nova EAG fazendo passar o maximo
uxo possvel,  > 0, atraves do ciclo C, com o sentido de (k; l) ou com sentido
contrario, consoante o arco (k; l) pertenca a L ou U , respectivamente, por forma a
que a soluc~ao seguinte se mantenha admissvel. O arco a retirar de T, (p; q), e um
dos que n~ao suporta um aumento do uxo superior no ciclo.
Em resumo o algoritmo simplex para redes esta descrito no Algoritmo 1.
Algoritmo 1: Algoritmo simplex para redes.
f Determina um uxo de custo mnimo. g
input: Rede orientada N = (G, c, l, u, b).
output: Estrutura de arvore geradora optima EAG(k).
(1) begin
(2) k  0;
(3) Determinar uma EAG(k) admissvel inicial;
(4) while (EAG(k) n~ao for optima) do
(5) begin
(6) Determinar a EAG adjacente, EAG(k+1):
(7) begin
(8) Considerar o terno (T; L; U), o uxo x
(9) e o vector das variaveis duais  associados com EAG(k);
(10) Determinar um arco de entrada, (k; l) e um arco de sada (p; q);
(11) Adicionar (k; l) a T e retirar (p; q) de T;
(12) Determinar a EAG e as soluc~oes x e  associadas;
(13) end
(14) k  k + 1, EAG(k)  EAG(k+1);
(15) end
(16) end
Duas EAGs adjacentes s~ao obtidas uma a partir da outra, atraves da troca de
um arco em T por um arco que n~ao esta em T atraves de uma operac~ao de pivotac~ao
(eventualmente, o mesmo arco pode entrar e sair de T, o que corresponde a mudar
um arco do conjunto L para o conjunto U ou deste para o primeiro). As soluc~oes
associadas com estas EAGs s~ao soluc~oes basicas adjacentes. Consideremos o ciclo
C que permite passar de uma EAG para a sua adjacente enviando uma quantidade
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 > 0 de uxo e as soluc~oes associadas. Se enviarmos uma quantidade 1, tal
que 0 < 1 < , de uxo atraves do mesmo ciclo obtemos uma soluc~ao diferente
daquelas que e designada por soluc~ao intermedia.
Para obter uma soluc~ao admissvel inicial, na linha (3) do Algoritmo 1, existem
varios metodos entre os quais a resoluc~ao de um problema auxiliar atraves da deno-
minada Fase I do metodo simplex ou, alternativamente, atraves da resoluc~ao de um
problema de uxo maximo na rede. A determinac~ao de um uxo admissvel pode ser
modelado como um problema de uxo maximo, construindo uma rede incremental
juntando um nodo origem s e um nodo destino t a rede N. Para cada nodo k, com
bk > 0, adicionamos um arco (s; k) ao conjunto V, com capacidade bk; para cada
nodo k, com bk < 0 adicionamos um arco (k; t) a A, com capacidade  bk. Depois
resolvemos o problema de uxo maximo, na nova rede que designamos por N0, do
nodo s para o nodo t. Pode mostrar-se que o problema tem um uxo admissvel
se e so se no uxo maximo os arcos com origem em s est~ao saturados, isto e, se
xsj = usj; 8(s; j) 2 A0, onde A0 e o conjunto dos arcos da rede N0.
Em cada iterac~ao, o Algoritmo 1 gera sempre uma soluc~ao com componentes
inteiras, para o problema FCM, devido as caractersticas da matriz das restric~oes que
passa a ser uma matriz totalmente unimodular, isto e, uma matriz em que qualquer
submatriz quadrada regular tem determinante igual a +1 ou  1 (ver Bazaraa et al.,
2005). Neste caso, a resoluc~ao do problema FICM pode ser feita relaxando a condic~ao
de que as variaveis s~ao inteiras, obtendo-se sempre uma soluc~ao optima inteira.
A utilizac~ao de duas EAGs adjacentes para determinar uma soluc~ao n~ao-inteira
e uma propriedade importante. Recordemos que, quando passamos de uma EAG
para uma adjacente, uma quantidade do uxo  e enviada atraves de um ciclo C.
A quantidade  e inteira. Se enviarmos uma quantidade n~ao-inteira, atraves do
mesmo ciclo C, e obtida uma soluc~ao n~ao inteira. Esta soluc~ao tem exactamente
jCj variaveis n~ao inteiras e, como e evidente, n~ao dene uma EAG. Esta ideia e
bastante importante, se pretendermos obter soluc~oes n~ao inteiras para o problema
de restric~ao-" relaxado, que abordaremos mais adiante. Neste caso, a resoluc~ao do
problema FICM e feita relaxando a restric~ao xij inteiro; 8(i; j) 2 A, porque existe
pelo menos uma soluc~ao optima com componentes inteiras, para o problema FCM
que sera optima tambem para o problema FICM. Determinadas as soluc~oes basicas
optimas (com componentes inteiras), as restantes podem ser determinadas atraves
de combinac~oes convexas destas (Bazaraa et al., 2005).
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Proposic~ao 2.6.1 Consideremos o problema FCM com todas as componentes in-
teiras dos vectores c, u e b e duas EAGs adjacentes, EAG0 e EAG00 e o ciclo, C, que
permite passar de EAG0 para EAG00, quando uma quantidade do uxo  e enviada
atraves deste ciclo. Ent~ao, ao enviar uma quantidade n~ao inteira atraves do ciclo C,
e obtida uma soluc~ao n~ao inteira que contem exactamente jCj variaveis com valor
n~ao inteiro.
Demonstrac~ao: O uxo nos arcos (i; j) em EAG0 e inteiro e na passagem de EAG0
para EAG00 apenas o uxo nos arcos em C e alterado. A quantidade n~ao inteira de
uxo enviada atraves do ciclo C e adicionada ou subtrada ao uxo de cada arco no
ciclo, consoante esse arco tem ou n~ao o sentido do ciclo. Assim, o novo uxo dos
arcos no ciclo e n~ao inteiro, enquanto nos outros arcos continua inteiro.

2.6.2 Algoritmo por eliminac¸a˜o dos circuitos de custo negativo
A optimalidade de uma soluc~ao, x para o problema FCM pode ser avaliada atraves
dos custos dos circuitos na rede residual. Pelo Teorema 2.5.3, uma soluc~ao admissvel
x para o problema FCM e optima se e so se a rede residual N(x) n~ao contiver
circuitos de custo negativo. Esta condic~ao de optimalidade da origem ao Algoritmo 2,
para a determinac~ao de um uxo de custo mnimo do problema FCM. Este algoritmo,
designado por eliminac~ao dos circuitos de custo negativo, e baseado nas condic~oes de
optimalidade da inexiste^ncia de circuito negativo. Comeca com um uxo admissvel
e aumenta sucessivamente o uxo atraves dos circuitos de custo negativo, na rede
residual, ate n~ao existir qualquer ciclo de custo negativo.
A existe^ncia de um circuito negativo, W , na rede residual, pode ser detectado
pela aplicac~ao sucessiva do algoritmo do caminho mais curto modicado, entre cada
par de nodos. Quando existe um circuito negativo, a dista^ncia entre dois nodos
e innitamente pequena e, deste modo, o algoritmo do caminho mais curto entra
em ciclo, nunca conseguindo obter esse caminho, uma vez que em cada iterac~ao o
comprimento do caminho continua innitamente a decrescer. No entanto, sabe-se
que  mM e um limite inferior de qualquer dista^ncia entre dois nodos, quando n~ao
existem na rede circuitos de custo negativo, ondeM e um numero real positivo maior
que o valor absoluto do custo de qualquer arco, isto e, M > max(i;j)2Afcijg. Assim,
a obtenc~ao de um comprimento inferior a este valor signica que existe um circuito
de custo negativo. Esta informac~ao usada em conjunto com o algoritmo do caminho
mais curto permite detectar a existe^ncia de circuitos de custo negativo. Existem
tambem outras formas de detectar um circuito de custo negativo (ver Ahuja et al.,
1993).
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Algoritmo 2: Eliminac~ao dos circuitos de custo negativo.
fDetermina um uxo de custo mnimo. g
input: Rede orientada N = (G, c, l, u, b).
output: Soluc~ao de custo mnimo: x.
(1) begin
(2) Determinar um uxo admissvel x na rede;
(3) while (N(x) contiver circuitos de custo negativo) do
(4) begin
(5) Identicar um circuito de custo negativo W ;
(6)   minfrij : (i; j) 2Wg;
(7) Adicionar  unidades de uxo ao ciclo W e restaurar N(x);
(8) end
(9) end
2.7 Problemas de fluxos em redes multi-objectivo
Nesta secc~ao denimos os modelos de programac~ao linear e programac~ao linear in-
teira com varios objectivos. Fazemos uma revis~ao dos conceitos de ecie^ncia e do-
mina^ncia, soluc~oes n~ao-dominadas e ecientes e sobre a conexidade do conjunto das
soluc~oes ecientes/n~ao-dominadas.
2.7.1 Definic¸a˜o dos modelos de programac¸a˜o linear e programac¸a˜o linear
inteira
O problema de uxos em redes multi-objectivo (FRMO) obtem-se de forma se-
melhante ao problema FCM considerando agora mais de um objectivo. A nova rede
associada difere da denida na Subsecc~ao 2.1.2 para o problema FCM apenas nos
custos associados a cada arco que, em vez de um unico valor, s~ao agora vectores de
\custos", um \custo" para cada objectivo. A nova rede pode ent~ao ser escrita como
N = (G, (c1, c2,    , cp), u, b) onde G = (V;A), u e b est~ao denidos na Subsecc~ao
2.1.2; c1; c2;    ; cp s~ao vectores tais que para cada arco (i; j) 2 A, c1ij; c2ij;    ; cpij
s~ao os \custos" unitarios do uxo ao longo do arco (i; j), relativos a cada um dos
objectivos 1; 2;    ; p.
O problema FRMO, associado a rede N, pode ser formulado, matematicamente,
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da seguinte forma:
\minimizar"
 P
(i;j)2A
c1ijxij;
P
(i;j)2A
c2ijxij;    ;
P
(i;j)2A
cpijxij

,
sujeito a:
P
(k;j)2A
xkj  
P
(i;k)2A
xik = bk; 8k 2 V,
0 6 xij 6 uij;8(i; j) 2 A,
(2.13)
ou de forma mais compacta:
\minimizar" f(x) = CTx,
sujeito a: x 2 X, (2.14)
onde, C e a matriz \custo" com colunas c1; c2;    ; cp e ck = (cki1j1 ; cki2j2 ;    ; ckinjn),
para k = 1; 2;    ; p.
A regi~ao admissvel no espaco das variaveis de decis~ao, X, esta denida em (2.3).
A regi~ao admissvel no espaco dos objectivos e um subconjunto de Rp assim denido:
Y = f(X) =

y = (y1; y2;    ; yp) 2 Rp : y1 =
P
(i;j)2A c
1
ijxij;
y2 =
P
(i;j)2A c
2
ijxij;    ; yp =
P
(i;j)2A c
p
ijxij;
x = (xi1j1 ; xi2j2 ;    ; xinjn) 2 X
	
.
(2.15)
Se ao conjunto de restric~oes do problema FRMO juntarmos a condic~ao de que o
uxo deve ser inteiro, isto e, xij inteiro, 8(i; j) 2 A, obtemos o denominado problema
de uxos em redes inteiro multi-objectivo (FRIMO). A regi~ao admissvel no espaco
dos objectivos representa-se por XI e coincide com a mesma regi~ao no problema
FICM (2.8). A regi~ao admissvel no espaco dos objectivos e
Y I = f(XI) = fy = (y1; y2;    ; yp) 2 Rp :
yk =
P
(i;j)2A
ckijxij; k = 1; 2;    ; p,
x = (xi1j1 ; xi2j2 ;    ; xinjn) 2 XIg.
(2.16)
Realcemos o caso em que a matriz \custo" tem todas as componentes inteiras o que
implica que os vectores do conjunto Y I tenham tambem todas as suas componentes
inteiras, uma vez que por hipotese o uxo tambem tem todas as suas componentes
inteiras.
Como casos particulares dos problemas FRMO e FRIMO, designamos por FRBO,
FRIBO os problemas de uxos em redes contnuo e inteiro bi-objectivo, respectiva-
mente.
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2.7.2 Definic¸a˜o dos diferentes tipos de soluc¸o˜es eficientes/na˜o-dominadas
Consideremos um problema FRMO. Neste problema pretendemos minimizar em si-
multa^neo um conjunto de p func~oes objectivo lineares. Em geral, n~ao existe qualquer
soluc~ao que minimize em simulta^neo todos os objectivos, dizemos, por isso, que os
objectivos est~ao em conito. Deste modo, deveremos denir o que se entende por
resoluc~ao de um problema multi-objectivo, isto e, qual o signicado do termo \mini-
mizar" num problema de programac~ao linear com mais de um objectivo. A primeira
refere^ncia conhecida, de como tratar esta quest~ao, e atribuda a Pareto (1896) e sera
a utilizada aqui tambem. Na resoluc~ao do problema, utilizando o conceito de opti-
malidade de Pareto, s~ao procuradas as soluc~oes ecientes. As denic~oes seguintes
s~ao baseadas em Steuer (1986).
Denic~ao 2.7.1 (Domina^ncia) Consideremos duas soluc~oes y0 e y00 em Y . Dize-
mos que y0 domina y00 se y0  y00 , isto e, y0q 6 y00q , para todo q = 1; : : : ; p, com pelo
menos uma desigualdade estrita.
Denic~ao 2.7.2 (Soluc~ao n~ao-dominada) Uma soluc~ao y0 2 Y diz-se n~ao-do-
minada (ND) se n~ao existir outra soluc~ao y 2 Y tal que y  y0. Caso contrario, y0
diz-se uma soluc~ao dominada. O conjunto de todas as soluc~oes n~ao-dominadas em
Y sera designado por ND(Y ).
Denic~ao 2.7.3 (Soluc~ao eciente) Uma soluc~ao x0 2 X diz-se eciente ou op-
tima de Pareto se n~ao existir outra soluc~ao x 2 X tal que y = f(x)  y0 = f(x0). O
conjunto de todas as soluc~oes ecientes sera designado por EF (X).
Podemos ainda dizer, de forma equivalente, que uma soluc~ao x0 2 X e eciente
se n~ao existir outra soluc~ao x 2 X com um melhor valor para um dado objectivo
sem deteriorar o valor de pelo menos um dos restantes objectivos, ou ainda, se n~ao
existe uma soluc~ao y 2 Y que domine y0 = f(x0).
As denic~oes anteriores podem ser tambem utilizadas para o problema FRIMO.
Neste problema, tanto a regi~ao admissvel, XI , no espaco das variaveis de decis~ao,
como a regi~ao admissvel, Y I , no espaco dos objectivos (admitindo todas as compo-
nentes da matriz C inteiras), s~ao conjuntos cujos elementos s~ao vectores com com-
ponentes inteiras. Enquanto no problema FRMO, os conjuntos EF (X) e ND(Y )
s~ao subconjuntos da fronteira de X e Y , respectivamente, os conjuntos das soluc~oes
ecientes e n~ao-dominadas, no problema FRIMO, n~ao pertencem necessariamente
as fronteiras das envolventes convexas dos conjuntos XI e Y I , conv(XI) e conv(Y I),
respectivamente. Podemos desta forma ter soluc~oes ecientes na fronteira ou no inte-
rior de conv(XI) ou soluc~oes n~ao-dominadas na fronteira ou no interior de conv(Y I).
32 CONCEITOS, DEFINIC~OES E NOTAC~AO DE BASE
Designemos por F uma face de Y . F diz-se n~ao-dominada se todos os pontos de F
s~ao n~ao-dominados, isto e, se para cada um dos pontos a soluc~ao, cujas componentes
s~ao as coordenadas desse ponto e n~ao-dominada. Uma face F  Y de dimens~ao r
diz-se n~ao-dominada maxima se n~ao existir qualquer face F 0  Y n~ao-dominada
com dimens~ao r0 tal que F  F 0 e r < r0. A imagem inversa, em X, de uma face
n~ao-dominada designa-se por face eciente e de uma face n~ao-dominada maxima
por face eciente maxima.
Designemos por
Y = = Conv(Y I + Rp
=
),
onde Rp
=
= fy 2 Rpjy = 0g e Y I +Rp
=
= fy 2 Rp : y = y0+ y00; y0 2 Y I e y00 2 Rp
=
g,
y = 0 se yq > 0, q = 1; 2    ; p.
Denic~ao 2.7.4 (Soluc~ao suportada e n~ao-suportada) Designemos por y uma
soluc~ao n~ao-dominada para o problema FRIMO. Ent~ao, se y pertence a fronteira do
conjunto Y = diz-se uma soluc~ao n~ao-dominada suportada. Caso contrario, y diz-se
uma soluc~ao n~ao-dominada n~ao-suportada.
Denic~ao 2.7.5 (Soluc~ao extrema ND ) Dizemos que uma soluc~ao n~ao-domi-
nada y e uma soluc~ao extrema se e um ponto extremo do poliedro representado por
Y .
Imagens inversas de soluc~oes n~ao-dominadas suportadas dizem-se soluc~oes e-
cientes suportadas e imagens inversas de soluc~oes n~ao-dominadas n~ao-suportadas
dizem-se soluc~oes ecientes n~ao-suportadas.
2.7.3 Conexidade do conjunto das soluc¸o˜es na˜o-dominadas
A conexidade de um conjunto e uma propriedade importante na determinac~ao dos
elementos desse conjunto, uma vez que assegura que n~ao existem pontos isolados. O
conhecimento de como estes elementos est~ao ligados permite a elaborac~ao de algo-
ritmos para os determinar. No nosso caso estamos interessados em saber se os con-
juntos das soluc~oes ecientes/n~ao-dominadas para os problemas FRMO e FRIMO,
referidos acima, s~ao ou n~ao conexos. Durante os ultimos anos foram feitos estudos
a este respeito. Naccache (1978) mostrou que para qualquer problema linear multi-
-objectivo o conjunto das soluc~oes n~ao-dominadas, ND(Y ), e um conjunto conexo.
Em particular, o problema FRMO e um caso particular do problema de programa-
c~ao linear multi-objectivo e, como tal, e conexo. Podemos tambem concluir, a partir
do trabalho realizado por Warburton (1983), que o conjunto das soluc~oes ecientes
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para o problema FRMO e conexo. O trabalho de Isermann (1977) leva-nos a con-
cluir que o conjunto das EAGs ecientes e conexo, no sentido em que e conexo o
grafo cujo conjunto de nodos e formado pelas EAGs ecientes e em que existe uma
aresta entre dois nodos se e so se as EAGs correspondentes podem ser obtidas uma
a partir da outra atraves de uma operac~ao de pivotac~ao.
No caso do problema FRIMO, cujo conjunto de soluc~oes n~ao-dominadas e for-
mado pelo conjunto das soluc~oes suportadas e n~ao-suportadas, apenas conseguimos
encontrar o trabalho de Ehrgott (1999), onde se arma que o conjunto das soluc~oes
suportadas dene um grafo conexo. A demonstrac~ao deste teorema e feita assumindo
que os pontos inteiros de uma face n~ao-dominada est~ao num grafo conexo cujos no-
dos s~ao os pontos associados com as EAGs dessa face e os pontos nos segmentos de
recta entre cada duas EAGs adjacentes, que permitem a ligac~ao dos nodos. Como
veremos, a conexidade das soluc~oes suportadas n~ao pode ser provada desta forma.
Mostraremos neste trabalho que o conjunto de todas as soluc~oes suportadas pode ser
identicado de forma diferente e a conexidade denida tambem de forma diferente.

Capı´tulo 3
Estado-da-arte sobre problemas de fluxos
em redes multi-objectivo
Neste captulo fazemos uma revis~ao da literatura sobre o problema de uxos em
redes multi-objectivo. O captulo esta dividido em quatro secc~oes. Na Secc~ao 3.1
e feita uma introduc~ao ao captulo. Na Secc~ao 3.2 s~ao revistos os principais artigos
dedicados a algoritmos exactos. Esta secc~ao esta ainda dividida em duas subsec-
c~oes de acordo com o tipo de variaveis consideradas, contnuas, onde s~ao revistos
os artigos Lee & Pulat (1991), Malhotra & Puri (1984), Pulat et al. (1992), Se-
de~no Noda & Gonzalez-Martn (2000) e Sede~no Noda & Gonzalez-Martn (2003)
e inteiras, onde s~ao revistos os artigos Figueira (2000, 2001), Gouveia (2002),
Lee & Pulat (1993), Sede~no Noda & Gonzalez-Martn (2001) e Raith & Ehrgott
(2009). Na Secc~ao 3.3 s~ao revistos os artigos sobre metodos aproximados e, tal
como a anterior, e dividida em duas subsecc~oes de acordo com o tipo de variaveis
consideradas, contnuas e discretas. Os artigos revistos nesta secc~ao s~ao: Ha-
macher et al. (2007a), Mustafa & Goh (1998), Nikolova (1998, 2001) e Nikolova
(2003). Na Secc~ao 3.4 e feita uma analise crtica dos metodos exactos, revendo
os erros cometidos que impedem que os algoritmos propostos calculem todas as
soluc~oes ecientes/n~ao-dominadas, como referido nos respectivos artigos.
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3.1 Introduc¸a˜o
Os problemas de uxos em redes s~ao casos particulares do problema de programac~ao
linear e, como tal, podem ser resolvidos utilizando os algoritmos para este. Sabemos,
no entanto, que, para problemas com um unico objectivo, varios algoritmos foram
elaborados, utilizando as propriedades particulares dos problemas de uxos em re-
des. Estes algoritmos s~ao computacionalmente mais ecientes, no sentido em que
utilizam menos recursos computacionais, para resolver o mesmo problema, como,
por exemplo, memoria e tempo. S~ao exemplos o algoritmo Hungaro para problemas
de afectac~ao, o algoritmo de Dijkstra para problemas do caminho mais curto e o
algoritmo simplex para problemas do uxo de custo mnimo numa rede. Motivados
por estes resultados, tambem no caso de problemas com varios objectivos se conce-
bem algoritmos mais ecientes que possam beneciar das propriedade particulares
destes. Apesar de encontrarmos alguns trabalhos nesta area, podemos dizer que
ainda ha um grande caminho a percorrer. A maior parte dos artigos encontrados,
para este tipo de problemas, apenas tratam o problema bi-objectivo. A investigac~ao
no tema aqui abordado parece-nos plenamente justicada pela releva^ncia da soluc~ao
deste tipo de problemas na tomada de decis~ao em problemas praticos e, tambem,
pela quantidade de quest~oes teoricas a ele associadas.
3.2 Algoritmos exactos
Consideramos como pertencendo a classe dos algoritmos exactos todos os algoritmos
que dizem determinar o conjunto de todas as soluc~oes ecientes ou n~ao-dominadas
para o problema considerado. Dividimos esta classe de algoritmos em duas: caso
contnuo e caso inteiro, correspondendo assim aos algoritmos para os problemas
FRMO e FRIMO, respectivamente. Nos problemas FRMO, as soluc~oes ecientes
est~ao na fronteira da envolvente convexa da regi~ao admissvel, enquanto, no problema
FRIMO, podem existir soluc~oes ecientes no interior dessa regi~ao, o que torna o
calculo de todas estas soluc~oes mais difcil.
3.2.1 Caso contı´nuo
Nesta subsecc~ao fazemos uma revis~ao sobre os algoritmos existentes que pretendem
calcular o conjunto de todas as soluc~oes ecientes ou todas as soluc~oes n~ao-domi-
nadas para o problema FRMO. A maioria dos artigos, no caso contnuo, exploram
a conexidade do conjunto das soluc~oes ecientes. Convem recordar, em primeiro
lugar, que o problema FRMO e um caso particular do problema de programac~ao
linear multi-objectivo e, como tal, os metodos para o segundo problema s~ao tambem
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aplicaveis ao primeiro. Assim, por exemplo, o problema FRMO pode ser resolvido
utilizando o software ADBASE baseado no algoritmo para problemas de programa-
c~ao linear multi-objectivo em Steuer (1986) e revisto em Schechter & Steuer (2005).
Tambem o estudo feito por Isermann (1977) sobre a determinac~ao do conjunto de
todas as soluc~oes ecientes para o problema de programac~ao linear multi-objectivo
se pode aplicar ao problema FRMO. Neste estudo e mostrado que e conexo o grafo
G = (V;A), onde V representa o conjunto das soluc~oes basicas ecientes e A o
conjunto de arestas fi; jg tais que as soluc~oes basicas ecientes representadas pelos
nodos i e j podem ser obtidas uma a partir da outra por uma simples operac~ao
de pivotac~ao. Esta propriedade permite-nos comecar arbitrariamente numa solu-
c~ao basica eciente e, a partir desta, obter o conjunto de todas as soluc~oes basicas
ecientes restantes, atraves da realizac~ao de operac~oes de pivotac~ao. A grande di-
culdade da procura de soluc~oes ecientes desta forma surge quando as soluc~oes
encontradas s~ao degeneradas. Segundo Cunningham (1976) mais de 90% dos pivots
no metodo simplex para redes podem ser degenerados. No entanto, e conhecido o
bom comportamento do metodo simplex para redes (ver Bazaraa et al., 2005). No
problema FCM s~ao conhecidas as vantagens de utilizarmos EAGs em vez da notac~ao
matricial dos problemas de programac~ao linear (Bazaraa et al., 2005).
A revis~ao que faremos aqui refere-se a algoritmos especcos para o problema
FRMO, utilizando, por isso, propriedades especiais destes, com o objectivo de mi-
nimizar o tempo necessario para resolver o problema assim como a quantidade de
memoria envolvida. Os artigos revistos nesta subsecc~ao s~ao os seguintes: Lee & Pulat
(1991), Malhotra & Puri (1984), Pulat et al. (1992) e Sede~no Noda & Gonzalez-
Martn (2000, 2003).
Malhotra & Puri (1984) Malhotra & Puri (1984) apresentaram um algoritmo que,
segundo eles, calcula todas as soluc~oes n~ao-dominadas do problema FRBO, quando
as capacidades dos arcos s~ao todas iguais, isto e, uij = u; 8(i; j) 2 A.
O algoritmo comeca por calcular o mnimo lexicograco para o primeiro objectivo
(a soluc~ao que minimiza o primeiro objectivo ou, se existir mais que uma, de entre
as varias soluc~oes que minimizam o primeiro objectivo aquela que tem o menor
valor para o segundo objectivo, ou uma delas se existir mais que uma), utilizando o
algoritmo dos arcos n~ao-conformes (out-of-kilter). A soluc~ao obtida e optima para o
primeiro objectivo e, por isso, todos os arcos est~ao em conformidade relativamente a
este objectivo. Admitindo que os mnimos para os dois objectivos s~ao diferentes, exis-
te pelo menos um arco n~ao-conforme para o segundo objectivo. Estes arcos podem
ser de dois tipos, consoante o uxo no arco e o custo reduzido, s~ao ambos positivos ou
o uxo tem valor inferior a capacidade e o custo reduzido e negativo. Para cada um
destes arcos s~ao procurados os caminhos incrementais, a partir dos quais uma nova
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soluc~ao e gerada, continuando assim o processo ate o arco se tornar conforme (in-
-kilter), para o segundo objectivo. O conjunto das soluc~oes n~ao-dominadas extremas
e obtido a partir destas, por um processo de comparac~ao. Determinadas as soluc~oes
extremas, as restantes obte^m-se por combinac~ao convexa de pares adjacentes.
Vericou-se que este algoritmo estava incorrecto. No exemplo apresentado no
seu artigo, Malhotra e Puri terminam com um exemplo cujo conjunto de soluc~oes
n~ao-dominadas extremas obtido e f(60; 288); (96; 120); (156; 60)g. E facil vericar
que falta neste conjunto a soluc~ao (72; 204).
Lee & Pulat (1991) Lee & Pulat (1991) propuseram um novo algoritmo, para a deter-
minac~ao do conjunto das soluc~oes n~ao-dominadas do problema FRBO. Estes autores
recorrem a determinac~ao das soluc~oes optimas de um problema parametrico. Como
pode ser visto no artigo de Georion (1967), as soluc~oes optimas do problema para-
metrico (3.1) para  2 ]0; 1[ s~ao soluc~oes ecientes para o problema FRBO e estas
s~ao soluc~oes optimas do problema (3.1) para algum  no intervalo ]0; 1[.
O algoritmo comeca por determinar uma soluc~ao eciente inicial e a soluc~ao n~ao-
-dominada correspondente. Esta soluc~ao inicial e uma soluc~ao optima do problema
parametrico
minimizar (c1 + (1  )c2)x,
sujeito a: x 2 X, (3.1)
com  = 1. A resoluc~ao deste problema e feita utilizando o algoritmo dos arcos
n~ao-conformes. No nal, a soluc~ao obtida, se n~ao for basica, e reajustada por forma
a que a primeira soluc~ao considerada seja basica. Depois procura na fronteira da
regi~ao admissvel o conjunto das soluc~oes n~ao-dominadas: para a esquerda, consi-
derando os arcos n~ao-conformes relativamente ao primeiro objectivo; para a direita,
considerando os arcos n~ao-conformes relativamente ao segundo objectivo. Para mu-
dar de uma soluc~ao para a adjacente, faz entrar na base um arco com o menor
quociente entre os custos reduzidos para os dois objectivos. O valor absoluto deste
quociente e igual ao declive da recta que contem o ponto inicial e o ponto associado
a soluc~ao adjacente a calcular.
Na elaborac~ao deste algoritmo, os autores desprezaram os casos em que existem
soluc~oes degeneradas. Alem disso, sup~oem, de forma errada, que qualquer soluc~ao
eciente extrema no espaco das variaveis de decis~ao tem como imagem uma soluc~ao
n~ao-dominada extrema no espaco dos objectivos.
Pulat et al. (1992) Pulat et al. (1992) propuseram um novo algoritmo para calcular
o conjunto de todas as soluc~oes n~ao-dominadas do problema FRBO.
Tal como em Lee & Pulat (1991), tambem Pulat et al. (1992) recorrem a resoluc~ao
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do problema parametrico. O algoritmo proposto comeca por determinar o mnimo
lexicograco, para o primeiro objectivo, da seguinte forma:
a) calcular o mnimo para o primeiro objectivo na regi~ao admissvel do problema
FRBO, usando o metodo simplex para redes;
b) minimizar o valor do segundo objectivo, na mesma regi~ao admissvel, sem
deteriorar (aumentar) o valor do primeiro objectivo.
A soluc~ao obtida e basica e a sua imagem e o ponto extremo mais a esquerda da
regi~ao admissvel, no espaco dos objectivos. Esta soluc~ao e uma soluc~ao optima do
problema parametrico:
minimizar f(x) = (c1 + c2)x,
sujeito a: x 2 X,
com  = 0. De seguida, o algoritmo procura as soluc~oes optimas deste problema
com 0 6  6 , sendo  um numero nito algebricamente grande, passando de uma
soluc~ao para as n~ao-dominadas adjacentes. O ponto extremo actual e cada um dos
pontos extremos adjacentes formam um segmento de recta. Pertencem a fronteira
n~ao-dominada os pontos nos segmentos que fazem parte das rectas com maior declive.
O declive e determinado pelo quociente dos custos reduzidos associados aos arcos
n~ao-basicos da soluc~ao actual. O processo e repetido para cada novo ponto extremo
encontrado ate todos terem sido analisados.
Pulat et al. (1992) perceberam que a imagem de pontos extremos da regi~ao
admissvel no espaco das variaveis de decis~ao nem sempre e um ponto extremo da
regi~ao admissvel no espaco dos objectivos. Consideraram todas as soluc~oes optimas
alternativas do problema parametrico e, deste modo, te^m a garantia que encontram
todos os pontos extremos, no espaco dos objectivos. No nal, o conjunto de todas as
soluc~oes n~ao-dominadas pode ser obtido, determinando combinac~oes convexas das
soluc~oes n~ao-dominadas extremas adjacentes.
Seden˜o Noda & Gonza´lez-Martı´n (2000) Sede~no Noda & Gonzalez-Martn (2000) pro-
puseram um novo algoritmo para calcular o conjunto de todas as soluc~oes extremas
da regi~ao admissvel, no espaco dos objectivos, que s~ao n~ao-dominadas do problema
FRBO.
O algoritmo proposto e baseado no algoritmo de Lee & Pulat (1991). A diferenca,
segundo eles, reside no facto deste algoritmo calcular soluc~oes n~ao-dominadas que
n~ao s~ao pontos extremos, enquanto o destes autores apenas calcula soluc~oes n~ao-
-dominadas extremas. Alem disso, Sede~no Noda & Gonzalez-Martn (2000) usam
40 ESTADO-DA-ARTE
agora o metodo simplex para redes, em vez do metodo dos arcos n~ao-conformes,
para a resoluc~ao do problema parametrico.
O algoritmo comeca com o ponto extremo f(x0) no espaco dos objectivos, corres-
pondente a soluc~ao n~ao-dominada que resulta da resoluc~ao do problema parametrico
(3.1) com  = 1. Depois, determina os restantes pontos extremos atraves de uma
seque^ncia nita de operac~oes de pivotac~ao. f(x0) e o ponto extremo mais a esquerda,
no espaco dos objectivos, o algoritmo procede da esquerda para a direita encontrando
os restantes pontos extremos ate obter o correspondente ao mnimo do segundo
objectivo. Para isso, e considerada a soluc~ao associada ao ponto extremo actual,
inicialmente x0, que corresponde a uma EAG (T; L; U). Esta soluc~ao e optima para
(3.1) para pelo menos um valor de  no intervalo ]0; 1[. De seguida, e determinado
o conjunto de arcos associados ao menor quociente entre os custos reduzidos do
segundo e primeiro objectivos, dos arcos em L e em U com custo reduzido para o
segundo objectivo negativo e positivo, respectivamente, isto e, entre os arcos que
n~ao preenchem as condic~oes de optimalidade para o segundo objectivo. Segundo
eles, entre este conjunto de arcos esta o pivot que conduz ao ponto n~ao-dominado
extremo adjacente, no espaco dos objectivos.
Apesar deste algoritmo calcular todos os pontos n~ao-dominados extremos no
espaco dos objectivos, n~ao calcula apenas estes pontos como e dito pelos autores,
isto e, no conjunto resultante da aplicac~ao do algoritmo podem existir outras soluc~oes
n~ao-dominadas para alem das extremas (ver Raith & Ehrgott, 2009).
Seden˜o Noda & Gonza´lez-Martı´n (2003) Sede~no Noda & Gonzalez-Martn (2003) pro-
puseram um metodo para determinar todos os pontos n~ao-dominados extremos (no
espaco dos objectivos), que e uma modicac~ao do metodo proposto por Aneja &
Nair (1979) para o problema de transportes. Este metodo, contrariamente ao que
acontecia com os anteriores, n~ao utiliza a conexidade do conjunto das soluc~oes eci-
entes. Recorre ao uso da teoria Lagrangeana para criar um problema auxiliar, para
a determinac~ao das soluc~oes n~ao-dominadas. Segundo os autores, os metodos base-
ados na explorac~ao da adjace^ncia devem calcular soluc~oes degeneradas de soluc~oes
basicas ecientes o que se traduz num custo computacional muito alto, uma vez
que, segundo Cunningham (1976), mais de 90% dos pivots, no metodo simplex para
redes, podem ser degenerados. De qualquer modo chegam a conclus~ao que o metodo
proposto e mais lento que o de Sede~no Noda & Gonzalez-Martn (2000), que usa o
conceito de adjace^ncia. Argumentam, no entanto, que este metodo tem vantagens
no sentido em que pode ser um guia na procura de soluc~oes ecientes tendo em
conta as prefere^ncias do decisor e, alem disso, usam o metodo quando est~ao ape-
nas interessados num subconjunto de pontos n~ao-dominados extremos, numa regi~ao
particular do espaco dos objectivos.
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O metodo comeca por determinar o mnimo lexicograco, para cada uma das
func~oes. Para cada dois pontos identicados consecutivamente procura pontos ex-
tremos adicionais no tria^ngulo entre estes pontos e um ponto ideal local. Procura o
ponto extremo mais proximo da linha recta que passa pelo ponto ideal e um ponto,
designado por nvel de aspirac~ao, com componentes superiores a do ponto ideal. Este
novo ponto encontrado dene duas novas areas de pesquisa futura.
3.2.2 Caso inteiro
Com excepc~ao do artigo Ehrgott (1999), que prop~oe um metodo para resolver o
problema FRIMO, todos os restantes encontrados tratam o caso de problemas com
dois objectivos e n~ao mais. O problema de encontrar todas as soluc~oes ecientes ou
n~ao-dominadas e quase sempre dividido em duas fases: na primeira fase procuram-se
todas as soluc~oes inteiras ecientes suportadas e, numa segunda fase, procuram-se as
soluc~oes inteiras ecientes n~ao-suportadas. Quase todos os artigos que prop~oem al-
goritmos, para a determinac~ao de todas as soluc~oes n~ao-dominadas para o problema
FRIBO, utilizam na Fase I o metodo proposto por Lee & Pulat (1993). Os artigos
revistos nesta subsecc~ao s~ao: Ehrgott (1999), Figueira (2000), Gouveia (2002), Lee
& Pulat (1993), Raith & Ehrgott (2009) e Sede~no Noda & Gonzalez-Martn (2001).
Lee & Pulat (1993) Lee & Pulat (1993) prop~oem um algoritmo para o calculo de
todas as soluc~oes n~ao-dominadas para o problema FRIBO dividido em duas fases.
Na primeira fase, o algoritmo procura o conjunto das soluc~oes n~ao-dominadas su-
portadas do problema e, na segunda fase, o conjunto das soluc~oes n~ao-dominadas
n~ao-suportadas.
Na Fase I, Lee & Pulat (1993) remetem para o artigo Lee & Pulat (1991) onde,
na Secc~ao 5, pagina 126, descrevem o calculo destas soluc~oes da seguinte forma:
Consideram dois pontos extremos xi e xi+1, correspondentes a soluc~oes ecientes
adjacentes (calculadas utilizando o algoritmo proposto) e designam por yi = (yi1; y
i
2)
e yi+1 = (yi+11 ; y
i+1
2 ) as respectivas imagens, no espaco dos objectivos. Como todos
os pontos extremos do problema FRBO s~ao inteiros, sugerem a seguinte forma de
calcular todas as soluc~oes inteiras nas arestas n~ao-dominadas: no nal dos Passos 2
e 3, no momento em que a divis~ao e feita, guardar a etiqueta nal de i, designada
por qi

. Ent~ao todas as soluc~oes inteiras na aresta eciente ligando yi e yi+1 seriam
obtidas da seguinte forma:
I 0 = yi + 
yi+1   yi
qi
,
quando  = 1; 2;    ; qi   1. Esta forma de proceder e recordada por Hamacher
et al. (2007b), pagina 1413.
42 ESTADO-DA-ARTE
Desconhecendo o que se passa nos Passos 2 e 3, importa realcar aqui que o que e
proposto e que as soluc~oes n~ao-dominadas inteiras no segmento que liga duas soluc~oes
n~ao-dominadas extremas, yi e yi+1, sejam calculadas como uma combinac~ao linear
destas. Este procedimento nem sempre determina todas as soluc~oes suportadas
como veremos no Captulo 6 e como pode ser visto tambem em Eusebio & Figueira
(2009b).
Na Fase II do algoritmo procuram-se as soluc~oes n~ao-dominadas n~ao-suportadas.
Considera-se um par de soluc~oes adjacentes, xt e xt+1, onde xt+1 foi obtida de xt
fazendo entrar o arco (u; v) na base. Para cada arco (i; j) 6= (u; v) n~ao-basico, destas
soluc~oes, cujo uxo xij e igual ao seu limite inferior lij em ambas as soluc~oes x
t e xt+1,
determina-se o conjunto das soluc~oes suportadas do problema FRBO modicado
atraves da alterac~ao do limite inferior de uxo no arco (i; j) para lij + 1, lij + 2,
   , uij. O mesmo raciocnio e utilizado para arcos n~ao-basicos, (i; j), diferentes de
(u; v) com uxo igual a sua capacidade, xij = uij, agora com a capacidade do uxo
maximo modicada para uij  1; uij  2;    ; lij. As soluc~oes encontradas s~ao depois
analisadas para ver se podem ser soluc~oes n~ao-dominadas do problema inicial. S~ao
deduzidas algumas propriedades e enunciadas algumas regras que evitam que sejam
calculadas todas as soluc~oes para todos os problemas auxiliares.
Neste algoritmo n~ao s~ao considerados problemas com soluc~oes degeneradas, o que
e bem frequente neste tipo de problema. A generalizac~ao deste algoritmo a casos
deste tipo e feito em Huarng et al. (1992).
Sede~no Noda & Gonzalez-Martn (2001) armam que este algoritmo n~ao deter-
mina o conjunto de todas as soluc~oes n~ao-dominadas do problema FRIBO, argu-
mentando que a raz~ao se deve ao facto de apenas serem introduzidos dois arcos
n~ao-basicos (i; j) e (u; v) de cada vez, quando mais do que dois s~ao necessarios, em
geral. Ent~ao propuseram um novo algoritmo para este problema.
Ehrgott (1999) Ehrgott (1999) prop~oe um metodo para determinar o conjunto das
soluc~oes n~ao-dominadas do problema FRIMO em duas fases: na primeira fase e de-
terminado o conjunto de todas as faces n~ao-dominadas maximas para o problema
relaxado, isto e, sem exigir que o uxo nos arcos seja inteiro; na segunda fase deter-
mina o conjunto das soluc~oes n~ao-dominadas. S~ao enumerados como passos gerais
os seguintes:
1. Determinar uma soluc~ao n~ao-dominada extrema y1.
2. Partindo de y1 determinar todas as soluc~oes n~ao-dominadas extremas.
3. Determinar todas as faces maximas n~ao-dominadas que formam a fronteira
n~ao-dominada.
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4. Determinar as soluc~oes inteiras na fronteira n~ao-dominada.
5. Determinar todas as soluc~oes n~ao-dominadas no\interior"da regi~ao admissvel
no espaco dos objectivos.
A determinac~ao de uma soluc~ao extrema inicial e feita resolvendo o problema
minimizar
pP
q=1
P
(i;j)2A
qc
q
ijxij,
sujeito a: x 2 X,
usando o algoritmo dos arcos conformes. Se a soluc~ao optima encontrada pelo
algoritmo para este problema n~ao for basica, procede-se a uma alterac~ao de uxo
de forma a encontrar uma outra soluc~ao basica com o mesmo custo. O conjunto
de soluc~oes n~ao-dominadas extremas e determinado partindo da soluc~ao anterior e
utilizando o conceito de adjace^ncia, vericando para todos os pontos extremos ad-
jacentes dos ja determinados, se podem ser ecientes extremos. As faces maximas
n~ao-dominadas s~ao determinadas vericando todas as faces associadas com o grafo
em que os nodos representam o conjunto das soluc~oes basicas ecientes e em que
uma aresta entre dois nodos existe se e so se estes nodos correspondem a soluc~oes
basicas adjacentes, como em Isermann (1977). A determinac~ao dos pontos inteiros
nas faces maximas n~ao-dominadas e feita da seguinte forma: a) durante a deter-
minac~ao das soluc~oes n~ao-dominadas extremas todos os que pertencem as arestas
n~ao-dominadas podem ser determinados imediatamente; b) considera-se uma face
maxima n~ao-dominada F 0 de dimens~ao t, 2 6 t 6 p  1 e um ponto extremo, y1 de
F 0. Escolhe-se de seguida t soluc~oes n~ao-dominadas extremas adjacentes y2;    ; yt+1
de tal forma que fy1;    ; yt+1g sejam independentes. Isto identica variaveis n~ao-
-basicas xuvi em y
1. Ent~ao todas as combinac~oes inteiras de mudanca no uxo das
variaveis xuvi (e os ciclos respectivos) conduzindo de y
1 as soluc~oes extremas adja-
centes y2;    ; yt+1 denem o conjunto das soluc~oes inteiras n~ao-dominadas em F 0.
As mudancas unitarias de uxo a serem consideradas est~ao entre 1 e a alterac~ao de
uxo necessaria para atingir yi, respectivamente. O conjunto das restantes soluc~oes
n~ao-dominadas, isto e, das n~ao-suportadas e determinado pelo paralelismo de faces
em novos problemas criados do inicial modicando os limites dos arcos conformes
para todos os objectivos n~ao sendo uma soluc~ao eciente.
Como se percebe e e dito pelo autor (linha 9, pagina 234) o procedimento para
determinar o conjunto de soluc~oes n~ao-dominadas suportadas e a generalizac~ao para
mais de dois objectivos do que foi feito por Lee & Pulat (1993) para dois objectivos.
Sendo assim, podemos armar que nem sempre o conjunto de todas as soluc~oes
n~ao-dominadas e determinado.
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Figueira (2000) Figueira (2000) prop~oe um algoritmo para a determinac~ao do con-
junto de todas as soluc~oes n~ao-dominadas para o problema FRIBO. O algoritmo
proposto esta dividido em tre^s partes da seguinte forma:
1. Na primeira parte determina o conjunto de todas as soluc~oes n~ao-dominadas
suportadas que s~ao pontos extremos da regi~ao admissvel, no espaco dos ob-
jectivos. Para isso, calcula o mnimo lexicograco para o primeiro objectivo e,
partindo deste ponto, calcula os restantes pontos extremos por ordem decres-
cente do valor do segundo objectivo e por ordem crescente do valor do primeiro
objectivo. Considera a soluc~ao actual e a EAG = (T; L; U) associada e passa
para a soluc~ao adjacente na fronteira suportada da regi~ao admissvel, do espaco
dos objectivos, com um valor superior ou igual para o primeiro objectivo. Para
isso, utiliza o valor dos custos reduzidos para identicar o arco que deve entrar
em T de tal modo que uma pivotac~ao leve a soluc~ao pretendida. Este caminho
entre os pontos extremos existe como pode ser conrmado pelo trabalho de
Isermann (1977).
2. Na segunda parte procuram-se algumas soluc~oes suportadas intermedias, para
reduzir o espaco de pesquisa, recorrendo ao metodo proposto por Lee & Pulat
(1991).
3. Finalmente, e determinado o conjunto das soluc~oes n~ao-dominadas, restantes.
Verica-se que cada soluc~ao n~ao-dominada do problema FRIBO e uma soluc~ao
optima do problema de restric~ao-"
minimizar c1x,
sujeito a: x 2 X,
c2x 6 ",
(3.2)
para uma escolha adequada do valor ". A resoluc~ao do problema (3.2) e feita
utilizando o procedimento de separac~ao e avaliac~ao progressivas (PSAP), per-
mitindo trabalhar sempre com o problema de uxos em redes em vez da reso-
luc~ao de um problema de programac~ao linear mais geral.
O algoritmo proposto aqui determina o conjunto de todas as soluc~oes n~ao-domi-
nadas, apesar de, no segundo passo, n~ao determinar todas as suportadas. O passo
2 pode mesmo ser abandonado (ver Eusebio & Figueira, 2009a). Este algoritmo
tambem pode trabalhar com o fenomeno da degeneresce^ncia, referido aqui como
uma maior diculdade.
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Seden˜o Noda & Gonza´lez-Martı´n (2001) Sede~no Noda & Gonzalez-Martn (2001) pro-
p~oem um algoritmo para o calculo de todas as soluc~oes n~ao-dominadas do problema
FRIBO.
O algoritmo e dividido em duas fases. Na Fase I s~ao calculadas as soluc~oes
n~ao-dominadas suportadas. A estrategia utilizada e semelhante a de Lee & Pulat
(1993). O algoritmo determina um ponto extremo no espaco dos objectivos, em
seguida os pontos n~ao-dominados extremos (no espaco dos objectivos) e tambem os
pontos inteiros n~ao-dominados entre ambos. Para gerar os pontos inteiros n~ao-do-
minados entre dois pontos extremos adjacentes f(xi) e f(xj) eles consideram uma
variavel n~ao-basica xuv do conjunto S de todas as variaveis n~ao-basicas xuv tais que
c2uv
c1uv
= min

c2ij
c1ij
: c2ij < 0;8(i; j) 2 L ou c2ij > 0; 8(i; j) 2 U

:
Designemos por uv a alterac~ao de uxo da variavel xuv, quando esta entra na base
na iterac~ao do metodo simplex que origina a soluc~ao xj a partir de xi e por C o
conjunto de arcos cujo uxo foi alterado. Adicionando ou subtraindo, de acordo
com o sentido do arco em C, uma unidade de uxo aos arcos de C obtemos mais
uv   1 soluc~oes que est~ao no segmento de recta que une os pontos xi e xj e as
suas imagens no segmento de recta que une os pontos f(xi) e f(xj). Desta forma
dizem determinar todas as soluc~oes n~ao-dominadas suportadas. Este metodo para
determinar as soluc~oes suportadas nem sempre determina o conjunto de todas estas
soluc~oes, como ja referimos anteriormente.
Na Fase II calculam as soluc~oes n~ao-dominadas n~ao-suportadas. Para isso, co-
mecam por utilizar as soluc~oes calculadas na Fase I para reduzir a area de procura
destas soluc~oes a um conjunto de tria^ngulos-recta^ngulos cujas hipotenusas s~ao os
pontos correspondentes a duas soluc~oes n~ao-dominadas suportadas consecutivas.
Dentro de cada tria^ngulo as soluc~oes n~ao-dominadas s~ao calculadas adoptando a
mesma estrategia de Lee & Pulat (1993), mas agora, para alem de considerar todas
os arcos n~ao-basicos, em cada soluc~ao n~ao-dominada suportada consideram tambem
perturbac~oes em mais do que um arco n~ao-basico ao mesmo tempo. A cada EAG,
(Tk; Lk; Uk), obtida na Fase I e associada uma lista, R, de arcos n~ao-basicos para
os quais uma alterac~ao de uxo no ciclo que leva a EAG adjacente pode conduzir a
uma soluc~ao n~ao-dominada. O conjunto R e denido da seguinte forma:
R = f(i; j) 2 Lk e (i; j) 2 Uk : c^1ij > 0; c^2ij < 0 e sij > suvg,
onde c^ij = cij se (i; j) 2 Lk ou c^ij =  cij se (i; j) 2 Uk, sij = c^2ij=c^1ij e suv e o
declive do segmento de recta entre o ponto representado pela EAG actual e o ponto
representado pela soluc~ao adjacente, obtida quando (u; v) entra na base. Consideram
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um ponto y = (y1; y2) tal que y1 = minxkff1(xk) + c^1ijg. Se existirem varios pontos
nestas condic~oes consideram o que tiver menor valor para o segundo objectivo. Se
este ponto n~ao for dominado por outro anteriormente calculado e for possvel enviar
uma unidade de uxo ao longo do ciclo associado, consideram este novo ponto com
um conjunto de arcos, R, associado que tem todos os arcos do ponto que lhe deu
origem menos o arco (i; j). O processo e repetido ate n~ao existirem pontos com
conjuntos R associados n~ao vazios.
Przybylski et al. (2006) mostram que o algoritmo de Sede~no Noda & Gonzalez-
Martn (2001) nem sempre calcula todas as soluc~oes n~ao-dominadas e apresentam
um exemplo em que isso n~ao acontece. Estes autores consideram um exemplo parti-
cular do problema FRIBO, em que qualquer soluc~ao admissvel dene um caminho
de um nodo s para um nodo t com o uxo em cada arco igual a 0 ou 1. Durante
a execuc~ao do algoritmo, s~ao realizadas pivotac~oes que alteram o uxo no ciclo de
uma unidade. Consequentemente, cada nova soluc~ao sera encontrada a partir de
outra realizando uma pivotac~ao. No exemplo dado, o algoritmo de Sede~no Noda &
Gonzalez-Martn (2001) n~ao consegue encontrar o conjunto de todas as soluc~oes n~ao-
-dominadas, cando por calcular uma das n~ao-suportadas. Przybylski et al. (2006)
concluem que n~ao e possvel determinar todas as soluc~oes n~ao-dominadas, para pro-
blemas de optimizac~ao combinatoria bi-objectivo atraves de metodos baseados na
pivotac~ao simplex. Armam, ainda, que este facto ja era conhecido pelo menos desde
1997.
Figueira (2001) e Gouveia (2002) Com base no documento Figueira (2001), Gouveia
(2002) implementa um algoritmo capaz de calcular a totalidade das soluc~oes de um
problema FRIBO e identicar as ecientes, para varias variantes dos problemas de
uxo de custo mnimo: caminho mais curto, transportes, afectac~ao,    .
O algoritmo recorre ao algoritmo dos k melhores uxos em Hamacher (1995), para
explorar de uma forma explcita a regi~ao admissvel tanto no espaco dos objectivos
como no espaco das variaveis de decis~ao, enumerando todos os uxos admissveis
um por um e depois usando um procedimento de ltragem para extrair apenas as
soluc~oes ecientes/n~ao-dominadas.
Raith & Ehrgott (2009) Raith & Ehrgott (2009) propuseram recentemente um algo-
ritmo que determina todas as soluc~oes n~ao-dominadas, para um problema FRIBO.
Tal como Figueira (2001) e Gouveia (2002), utilizam o algoritmo dos k melhores
uxos. O algoritmo e dividido em duas fases. Na primeira fase calcula todas as so-
luc~oes extremas, utilizando o algoritmo de Sede~no Noda & Gonzalez-Martn (2000)
modicado. Na segunda fase s~ao determinadas as restantes soluc~oes n~ao-dominadas.
Para isso, considera o conjunto das soluc~oes extremas, obtidas na primeira fase, or-
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denadas por ordem crescente do valor do primeiro objectivo. Cada par de soluc~oes
consecutivas, xi e xi+1, denem a hipotenusa de um tria^ngulo recta^ngulo cuja area
e a regi~ao de pesquisa de possveis soluc~oes n~ao-dominadas. As soluc~oes nesta area
s~ao calculadas utilizando o algoritmo dos k melhores uxos (Hamacher, 1995) no
problema denido com um unico objectivo que e a func~ao linear 1f1(x) + 2f2(x),
onde 1 = f1(x
i+1)   f1(xi) e 2 = f2(xi+1)   f2(xi), que representa, por isso, a
famlia de rectas com o mesmo declive da recta que passa por esses pontos. Com o
conhecimento de mais soluc~oes n~ao-dominadas a area de procura de soluc~oes n~ao-
-dominadas vai sendo reduzida. Trata-se portanto de um melhoramento do algoritmo
Figueira-Gouveia.
3.3 Algoritmos aproximados
Apesar do contributo teorico que pode trazer para o avanco da investigac~ao nesta
area, na pratica a determinac~ao de todas as soluc~oes ecientes/n~ao-dominadas n~ao
e adequado, n~ao so porque o tempo para o calculo destas soluc~oes, assim como os
recursos computacionais, s~ao limitados, mas tambem porque a sua enorme quanti-
dade tornaria quase impossvel a sua interpretac~ao, como pode ser visto em Ruhe
(1988a). Atendendo a todas estas raz~oes, os algoritmos aproximados podem ser uma
ferramenta fundamental na resoluc~ao de problemas praticos.
Os estudos sobre algoritmos aproximados est~ao divididos em dois grupos. No pri-
meiro grupo s~ao considerados os algoritmos que aproximam a fronteira do conjunto
das soluc~oes n~ao-dominadas por uma func~ao ou conjunto de func~oes. Pertencem ao
segundo grupo os algoritmos que calculam um numero limitado de soluc~oes, com
vista a encontrarem a soluc~ao nal preferida num tempo de calculo computacional
razoavel. Designamos por caso contnuo o primeiro grupo e, por caso discreto, o
segundo.
3.3.1 Caso contı´nuo
Todos os artigos encontrados neste grupo s~ao para o problema com apenas dois
objectivos e utilizam como base o algoritmo da sanduche proposto por Burkard
et al. (1991). O algoritmo da sanduche considera o intervalo [a; b] e, nas iterac~oes
seguintes, vai considerando partic~oes, deste intervalo, cada vez com menor amplitude
por forma a reduzir o erro da aproximac~ao, terminando quando o erro for inferior
ou igual a um determinado valor  xo inicialmente.
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Burkardet al.(1987) Burkard et al. (1987) propuseram o algoritmo da sanduche
para func~oes convexas, h, denidas num intervalo limitado [a; b]  R, da forma
h : [a; b] ! R. Assume-se que a func~ao h e contnua nos extremos do intervalo
e que as derivadas a esquerda e a direita existem e podem ser calculados os seus
valores, para qualquer t 2]a; b[, e ainda que os valores das derivadas a direita em a e
a esquerda em b s~ao nitos. No algoritmo da sanduche pretende-se determinar, de
forma eciente, duas func~oes l(t) e u(t) que aproximem h(t) a esquerda e a direita,
respectivamente, sem se afastarem muito, isto e, tal que:
l(t) 6 h(t) 6 u(t) e u(t)  l(t) 6 ; 8t 2 [a; b],
para um valor positivo sucientemente pequeno de . A construc~ao de l(t) e u(t) e
feita considerando uma divis~ao nita do intervalo [a; b] em subintervalos [ti; ti+1]; i =
0; 1;    ; r 1, onde os r pontos da divis~ao vericam a = t0 < t1 < t2 <    < tr = b.
Para cada ponto ti; i = 0; 1;    ; r 1 designa-se por h+i e h i as derivadas de h em ti
a direita e esquerda, respectivamente. Ent~ao as duas func~oes u(t) e l(t) s~ao denidas
da seguinte forma:
u(t) = h(ti) +
h(ti+1)  h(ti)
ti+1   ti (t  ti)
e
l(t) = maxfh(ti) + h+i (t  ti); h(ti+1) + h i+1(t  ti+1)g,
para ti 6 t 6 ti + 1, i = 0; 1;    ; r   1.
a = t0 t1 t2 = b
u(t)
l(t)
h(t)
Figura 3.1: Esquema ilustrativo da ideia da sanduche.
No incio temos apenas uma divis~ao do intervalo [a; b] ou nenhuma, se a regra
do limite para o erro for vericada. Em cada iterac~ao, um subintervalo [ti; ti+1]
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e escolhido e um novo ponto t 2]ti; ti+1[ e calculado, reconstruindo as func~oes
l(t) e u(t). Cada novo subintervalo [ti; t
] e [t; ti+1] que n~ao verique o limite
do erro e adicionado a uma lista para futura divis~ao. Se t e escolhido como sendo
o ponto medio do intervalo [ti; ti+1] dizemos que utilizamos a regra da bissecc~ao.
O erro da aproximac~ao actual e medido em Burkard et al. (1991) como o valor
maxfu(t)   l(t), t 2 [a; b]g. Burkard et al. (1991) prop~oem a regra da bissecc~ao do
intervalo onde o erro e maximo.
No problema FRBO o conjunto de todas as soluc~oes n~ao-dominadas pode ser
considerado como uma curva convexa com uma das func~oes, f1(x) ou f2(x), utilizada
como variavel independente, t.
Outros artigos sobre este tipo de aproximac~ao foram publicados. As diferencas
entre eles residem na forma de calcular o erro ou de calcular o novo ponto de divis~ao.
Ruhe (1988b) Ruhe (1988b) considera como medida do erro uma medida alternativa
justicando a sua necessidade pelo facto da medida considerada por Burkard et al.
(1987) variar com a rotac~ao das func~oes. Ruhe considera a dista^ncia projectiva, para
medir o erro, denida como
pdist(l(t); u(t); [a; b]) = maxfpd1; pd2g,
onde pd1 = supx2Rinfy2S d(x; y) e pd2 = supy2Sinfx2R d(x; y), d(x; y) e a dista^ncia
euclidiana entre os pontos x e y, R = f(t; l(t)) : t 2 [a; b]g e S = f(t; u(t)) : t 2
[a; b]g. Alem disso, e proposta uma outra regra para a divis~ao dos intervalos onde
o limite para o erro n~ao e vericado. De acordo com esta regra a divis~ao e feita
no ponto da func~ao h(t) onde a linha recta de suporte e paralela a linha recta que
passa pelos dois pontos extremos da curva no intervalo considerado. O algoritmo
proposto funciona da seguinte forma: em primeiro lugar s~ao determinadas soluc~oes
ecientes x1 e x2 que s~ao mnimos lexicogracos da primeira e segunda func~oes,
respectivamente. A divis~ao do intervalo [a; b] pelos pontos a = t1 < t2 <    < tr = b
corresponde a uma divis~ao 0 < 1 <    < r <1 do intervalo do para^metro  que
resolve o problema
minimizar (c1)Tx+ (c2)Tx;
sujeito a: x 2 X;
para  2]0;1[. Estes valores de  permitem-nos obter os valores das derivadas
parciais nos pontos ti; i = 1; 2;    ; r, que ser~ao utilizadas na determinac~ao de novos
pontos de quebra. As primeiras func~oes l(t) e u(t) no intervalo [a; b] s~ao as seguintes:
u1(t) = h(a) +
h(b)  h(a)
b  a (t  a),
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l1(t) = maxfh(a) + h+(a)(t  a); h(b) + h (b)(t  b)g.
O novo ponto, t, para a divis~ao do intervalo [a; b] = [cTx1; cTx2] e gerado aplicando
a denominada regra da corda, considerando t 2 arg minf[f(a) f(b)]t+(b a)h(t) :
t 2 [a; b]g. Obtemos as novas aproximac~oes melhoradas:
u2(t) =
(
h(a) + h(a) h(t
)
a t (t  a), para t 2 [a; t]
h(b) + h(t
) h(b)
t b (t  b), para t 2 [t; b]
,
e
l2(t) =
8<:
h(a) + h+(a)(t  a) , para t 2 [a; a0]
h(a0) + h(a) h(b)
a b (t  a) , para t 2 [a0; b0]
h(b) + h (b)(t  b) , para t 2 [b0; b]
,
onde a0 e b0 s~ao determinados pelos pontos de intersecc~ao de l1(t) com h(t) +
h(a) h(b)
t b (t  t).
O algoritmo continua ate que o erro seja inferior a um determinado valor  xo
no incio.
Fruhwirth et al. (1989) Fruhwirth et al. (1989) introduziram duas novas regras, para
gerar os pontos de divis~ao dos intervalos, a regra da bissecc~ao do a^ngulo e a regra
da bissecc~ao do declive. Na regra da bissecc~ao do a^ngulo, o novo ponto t e obtido
atraves do ponto de tange^ncia a curva h(t), da recta com declive igual ao da bissectriz
do a^ngulo externo das duas rectas de tange^ncia nos pontos extremos do intervalo
considerado. Na regra da bissecc~ao do declive, o novo ponto t e obtido atraves do
ponto de tange^ncia a curva h(t) da recta com declive igual a media dos declives das
mesmas rectas de tange^ncia anteriores.
De estudos comparativos feitos por estes autores, chegou-se a conclus~ao que
uma implementac~ao especial da regra da bissecc~ao do a^ngulo era a regra que se
comportava melhor, quando comparada com as regras da corda e da bissecc~ao do
declive, em termos do menor consumo de tempo e memoria computacionais.
Yang & Goh (1997) Yang & Goh (1997) propuseram uma alterac~ao no metodo da
bissecc~ao modicando a aproximac~ao inferior l(t) atraves de uma func~ao por trocos
paralelos ao da aproximac~ao superior u(t). Os novos pontos de quebra s~ao calculados
pela regra da corda. O algoritmo foi aplicado a problemas de uxos em redes bi-
-objectivo quadraticos.
Ruhe & Fruhwirth (1990) Ruhe & Fruhwirth (1990) prop~oem o calculo de uma aproxi-
mac~ao optima-, para o problema FRBO, utilizando o algoritmo da sanduche com a
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regra de calculo dos pontos de divis~ao do intervalo modicada, resolvendo, em cada
iterac~ao, dois problemas de uxos em redes em vez de apenas um.
3.3.2 Caso inteiro
Sabe-se que o numero de soluc~oes ecientes/n~ao-dominadas de um problema FRIMO
e muito elevado. Como dissemos no incio da Secc~ao 3.3, o numero de pontos n~ao-
-dominados extremos (no espaco dos objectivos) cresce exponencialmente com o
numero de nodos da rede. Da que muitos investigadores tenham optado por criar
algoritmos que determinem apenas uma parte do conjunto de todas as soluc~oes
ecientes/n~ao-dominadas ou um conjunto de pontos que possam ser uma aproxima-
c~ao para esse conjunto.
Do conjunto de artigos a que tivemos acesso podemos distinguir dois grupos de
propostas de conjuntos aproximativos do conjunto total de soluc~oes ecientes/n~ao-
-dominadas: a) calculo de todas as soluc~oes ecientes/n~ao-dominadas suportadas;
b) determinac~ao de um conjunto limitado de soluc~oes de compromisso. No primeiro
grupo est~ao os trabalhos de Lee & Pulat (1991), ja analisado, e Nikolova (1998).
Nikolova (1998) Nikolova (1998) propo^s um algoritmo para determinar o conjunto de
todas as soluc~oes suportadas de um problema FRIBO, com um unico nodo origem,
s, e um unico nodo destino, t, quando uma quantidade de uxo, v, e enviada de s
para t. Nikolova mostra que cada soluc~ao suportada pode ser obtida como a soma
de uma soluc~ao basica admissvel com uxo de valor v e um uxo de circulac~ao
eciente de valor zero no grafo incremental G(x).
Mustafa & Goh (1998) Mustafa & Goh (1998) prop~oem a utilizac~ao das soluc~oes obti-
das pelo software DINAS (Ogryczak et al., 1992) para obter soluc~oes suportadas para
o problema FRIBO e para o problema correspondente com tre^s objectivos (FRITO).
O software DINAS foi concebido para a determinac~ao de soluc~oes n~ao inteiras, de
compromisso, para problemas de transbordo. Mustafa & Goh (1998) prop~oem a
obtenc~ao de soluc~oes inteiras a partir destas. No problema FRIBO partem do pres-
suposto que qualquer soluc~ao n~ao-inteira pode ser obtida atraves de duas soluc~oes
ecientes extremas adjacentes enviando uma quantidade de uxo n~ao-inteiro atraves
do ciclo que permite passar de uma para a outra. Descobrindo qual e o ciclo, em
vez de enviarmos essa quantidade n~ao-inteira, enviamos a quantidade inteira mais
proxima. O ciclo e identicado pelos arcos com uxo n~ao-inteiro e o sentido do
ciclo e facilmente descoberto quando o desvio do uxo no arco para o inteiro mais
proximo e inferior a 1=2. Se esse desvio e igual a 1=2 e preciso tracar o ciclo para
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descobrir qual o seu sentido. O resultado e depois generalizado para o caso do pro-
blema FRITO, utilizando a combinac~ao de dois ciclos correspondentes a passagem
de uma soluc~ao eciente extrema para as ecientes extremas adjacentes. Neste caso
s~ao apresentadas algumas propriedades da combinac~ao dos dois ciclos que permitem
compreender melhor como e feito o arredondamento para o inteiro mais proximo.
Hamacher et al. (2007a) Hamacher et al. (2007a) prop~oem dois algoritmos, designados
por algoritmos das caixas, para o calculo de uma representac~ao para o conjunto
das soluc~oes n~ao-dominadas do problema FRIBO. A sua cardinalidade N e a sua
exactid~ao  satisfazem a relac~ao O(A

), onde A e a area da caixa inicial denida pelos
pontos ideal e nadir. O algoritmo comeca por calcular os mnimos lexicogracos.
Estes pontos s~ao os vertices superior esquerdo e inferior direito de um recta^ngulo
que e a caixa inicial. Este recta^ngulo inicial contem o conjunto de todos os pontos
n~ao-dominados. A seguir o algoritmo corta pecas da caixa de partida com base em
informac~ao adicional obtida atraves da resoluc~ao de um problema de restric~ao-",
lex mnimo

f2(x)
f1(x)

,
sujeito a: x 2 X,
f1(x) 6 ",
onde o valor de " e denido de duas formas diferentes dando origem a dois algoritmos.
Este procedimento da origem a um conjunto de recta^ngulos ou caixas que contem
o conjunto dos pontos n~ao-dominados, em cada fase do algoritmo. Alem disso,
para cada caixa e conhecido um ponto n~ao-dominado que representa o conjunto
das soluc~oes n~ao-dominadas dentro desta caixa. O criterio de paragem do algoritmo
baseia-se numa determinada exactid~ao, que e medida pela maior area dos recta^ngulos
restantes.
Nikolova (2001) Nikolova (2001) propo^s um algoritmo para determinar soluc~oes e-
cientes para o problema FRMO quando o decisor estabelece requisitos nos limi-
tes superiores dos valores dos objectivos. Nikolova (1998) mostra que uma so-
luc~ao eciente do problema FRBO, com objectivos
Pp 1
i=1 ifi(x) e fp(x) tais que
i > 0; i = 1; 2;    ; p   1 e
Pp 1
i=1 i = 1, e tambem eciente para um problema
FRIMO com p objectivos fi(x); i = 1; 2;    ; p. Com base neste resultado, em cada
iterac~ao o algoritmo proposto resolve um problema FRBO, cujos objectivos s~ao a
soma ponderada dos objectivos ja considerados com um dos objectivos para o qual
a restric~ao do decisor n~ao foi preenchida. Quando um problema e n~ao admissvel e
sugerida ao decisor a alterac~ao dos limites impostos para os objectivos.
ANALISE E CONCLUS~OES 53
Nikolova (2003) Nikolova (2003) prop~oe outro algoritmo para determinar soluc~oes
ecientes para o problema FRMO. O algoritmo aplica regras simplicadas de classi-
cac~ao dos objectivos que ser~ao utilizadas na denic~ao de um problema cuja resoluc~ao
origina uma soluc~ao eciente para o problema FRMO inicial. O algoritmo comeca
por determinar uma soluc~ao eciente utilizando o problema parametrico, com fun-
c~ao objectivo
Pp
k=1 k(
P
(i;j)2A c
k
ijxij);
Pp
k=1 = 1, utilizando pesos k iguais. Em
cada iterac~ao o utilizador deve classicar os objectivos escolhendo um que deseja
melhorar, os que n~ao se importa que sejam deteriorados, os que devem manter o
seu valor e os objectivos para os quais existe indiferenca. Esta classicac~ao permite
a construc~ao de um problema bi-objectivo cuja resoluc~ao origina uma nova soluc~ao
eciente.
3.4 Ana´lise e concluso˜es
Nesta secc~ao fazemos a analise da literatura sobre o problema de uxos em redes e
apresentamos as nossas conclus~oes que justicaram o desenvolvimento deste traba-
lho.
O problema de uxos em redes com varios objectivos, tanto na sua vers~ao con-
tnua, como na vers~ao inteira, e um problema difcil, em primeiro lugar porque o
numero de soluc~oes n~ao-dominadas e, claro, o numero de soluc~oes ecientes pode ser
um numero muito elevado. Como ja dissemos, Ruhe (1988a) mostrou que, para uma
insta^ncia particular do problema FRBO, o numero de soluc~oes n~ao-dominadas ex-
tremas (no espaco dos objectivos) cresce exponencialmente com o numero de nodos
na rede. Com esta conclus~ao poderamos ser levados a esquecer qualquer trabalho
na procura exacta do conjunto de todas as soluc~oes ecientes/n~ao-dominadas para
este problema procurando apenas algoritmos aproximados. No entanto, n~ao e pos-
svel conhecer as caractersticas destes problemas sem que se faca investigac~ao na
procura das soluc~oes exactas e, alem disso, e sabido que os algoritmos aproximados
dependem, de alguma forma, da existe^ncia de algoritmos exactos, nem que seja no
calculo da estimativa do erro cometido. Assim, o trabalho no estudo de algoritmos
exactos para este problema tera, certamente, uma grande importa^ncia e sera de
grande utilidade no futuro.
O estudo do problema de uxos em redes com varios objectivos so muito recen-
temente foi iniciado. N~ao admira, por isso, que exista uma grande necessidade de
investigac~ao nesta area. Dos artigos revistos e salvo melhor conhecimento, apenas o
artigo Ehrgott (1999) apresenta, sem sucesso, um algoritmo exacto para o problema
com mais de dois objectivos, todos os restantes tratam apenas o caso com dois ob-
jectivos. No caso contnuo, para o problema FRBO, os algoritmos propostos por
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Pulat et al. (1992) e por Sede~no Noda & Gonzalez-Martn (2000) calculam todos
os pontos n~ao-dominados extremos, permitindo a seguir calcular as restantes solu-
c~oes n~ao-dominadas, como os pontos dos segmentos de recta que unem os pontos
extremos associados com aquelas soluc~oes.
No caso do problema FRIMO, e preciso considerar dois tipos de soluc~oes n~ao-
-dominadas (ver 2.7.2): suportadas e n~ao-suportadas. Relativamente ao calculo das
soluc~oes suportadas, Lee & Pulat (1991) na pagina 126 na Secc~ao 5 denominada
Extensions prop~oem uma forma de calculo do conjunto das soluc~oes n~ao-dominadas
suportadas para o problema FRIBO, que e a metodologia adoptada no artigo Lee &
Pulat (1993) dedicado a este tipo de problemas. Este metodo acabou por ser utili-
zado como correcto em varios artigos que foram publicados a seguir. Por exemplo,
Ehrgott (1999) considera que esta correcto e faz a sua generalizac~ao para mais de
dois objectivos. Outros artigos que fazem uso deste metodo s~ao Sede~no Noda &
Gonzalez-Martn (2001) e Mustafa & Goh (1998). Eusebio & Figueira (2009b) apre-
sentam um exemplo que mostra que nem sempre este metodo consegue calcular todas
as soluc~oes n~ao-dominadas suportadas. No caso das soluc~oes n~ao-suportadas, nem
todos os algoritmos propostos conseguem determinar o conjunto de todas as solu-
c~oes ecientes/n~ao-dominadas n~ao-suportadas. Dos artigos revistos Figueira (2000),
Figueira (2001), Gouveia (2002) e mais recentemente Raith & Ehrgott (2009) s~ao os
unicos capazes de determinar todo o conjunto das soluc~oes n~ao-dominadas/ecientes.
Dadas as crticas apontadas na revis~ao dos algoritmos, esta area carece de forte
investigac~ao e, por isso, pensamos em explora-la de forma a colmatar certas falhas.
Parte II
Problemas lineares de fluxos em redes
multi-objectivo
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Na segunda parte desta Tese descrevemos o trabalho realizado sobre o problema
de fluxos em redes com varia´veis cont´ınuas. Dois algoritmos primal-dual sa˜o apre-
sentados. No Cap´ıtulo 4 descrevemos um algoritmo primal-dual para o problema
FCM. O algoritmo divide o conjunto de arcos da rede em dois subconjuntos, re-
correndo a` informac¸a˜o obtida a partir do teorema dos desvios complementares,
quando uma soluc¸a˜o do problema dual e´ dada. Um dos subconjuntos e´ formado
por arcos com valor do fluxo fixo igual ao limite inferior ou superior. O segundo
subconjunto de arcos juntamente com um conjunto de arcos auxiliares da˜o origem
a um problema de fluxos em redes, de que se conhece uma soluc¸a˜o admiss´ıvel ini-
cial. A soluc¸a˜o o´ptima do problema auxiliar com as varia´veis associadas aos arcos
no primeiro subconjunto formam uma soluc¸a˜o que sera´ o´ptima para o problema
inicial, quando o valor o´ptimo do problema auxiliar for zero. Caso o valor da
soluc¸a˜o o´ptima deste problema na˜o seja igual a zero, e´ gerada uma nova soluc¸a˜o
admiss´ıvel para o problema dual e o procedimento e´ reiniciado. No Cap´ıtulo 5
descrevemos um novo algoritmo primal-dual para a determinac¸a˜o de todas as
soluc¸o˜es na˜o-dominadas extremas do problema FRBO. O algoritmo recorre a um
problema parame´trico obtido a partir do problema FRBO, com o paraˆmetro a
tomar valores no intervalo ]0, 1[. Ao longo da aplicac¸a˜o do algoritmo, este inter-
valo e´ dividido em subintervalos a que corresponde um problema de fluxos em
redes com um u´nico objectivo e cuja soluc¸a˜o o´ptima e´ uma soluc¸a˜o na˜o-dominada
extrema do problema FRBO. O algoritmo e´ proposto em duas verso˜es, de acordo
com a investigac¸a˜o realizada. Na primeira versa˜o, a divisa˜o do intervalo ]0, 1[ em
subintervalos de menor amplitude e´ originada na aplicac¸a˜o do algoritmo primal-
-dual do Cap´ıtulo 4, aquando do ca´lculo de uma nova soluc¸a˜o admiss´ıvel para
o problema dual. Verificou-se que, em geral, muitos dos subintervalos gerados
iam originar a mesma soluc¸a˜o na˜o-dominada. Foi por esta raza˜o que propusemos
uma nova versa˜o evitando repetic¸o˜es, embora continuando a utilizar a mesma
estrate´gia de divisa˜o do intervalo ]0, 1[, como na versa˜o anterior. O algoritmo faz
a procura de soluc¸o˜es na˜o-dominadas numa a´rvore de divisa˜o do intervalo ]0, 1[,
explorando os subintervalos segundo um esquema de pesquisa em profundidade
da esquerda para a direita. Desta forma a obtenc¸a˜o da primeira soluc¸a˜o fornece
conhecimento suficiente para eliminarmos os subintervalos actuais e futuros que
originariam a mesma soluc¸a˜o, reduzindo desta forma os ca´lculos necessa´rios, para
obtenc¸a˜o do conjunto pretendido. Fizemos a implementac¸a˜o e testamos este al-
goritmo. Como conclusa˜o podemos referir que o algoritmo proposto e´ altamente
vantajoso, em relac¸a˜o aos denominados parame´tricos, para problemas FRBO al-
tamente degenerados.

Capı´tulo 4
Algoritmo primal-dual para o problema de
fluxo de custo mı´nimo
Neste captulo apresentamos um algoritmo primal-dual para o problema FCM.
Introduzimos o algoritmo e justicamos a raz~ao de dedicarmos um captulo a este
algoritmo. Descrevemos o algoritmo nas suas diversas partes. Depois apresen-
tamos um exemplo ilustrativo da aplicac~ao do algoritmo. Finalmente, listamos
dados e resultados da implementac~ao e comparac~ao deste algoritmo com o simplex
para redes.
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4.1 Introduc¸a˜o
Apesar de n~ao fazer parte do plano inicial deste trabalho, este algoritmo apareceu
como uma extens~ao natural do algoritmo Ehrgott et al. (2007) para problemas de
programac~ao linear bi-objectivo. Seguidamente, efectuamos estudos com vista a me-
lhoria desse primeiro algoritmo de que resultou o algoritmo descrito no Captulo 5.
A escolha da sua descric~ao num captulo isolado, em vez de uma secc~ao do Captulo
5, justica-se pelo facto do trabalho aqui descrito poder ser utilizado isoladamente
ou poder fazer parte de outros estudos. O problema FCM e um caso particular de
um problema de programac~ao linear e, como tal, poderia ser resolvido utilizando
o algoritmo primal-dual para este tipo de problemas. No entanto, e sabido que a
utilizac~ao de estruturas de representac~ao, como e o caso da EAG, diferentes das
matrizes podem poupar recursos computacionais como memoria e tempo de calculo
(ver Bazaraa et al., 2005). O algoritmo aqui proposto utiliza as condic~oes de op-
timalidade dos desvios complementares (2.5.2) dividindo os arcos da rede em dois
conjuntos, de acordo com o valor de uma soluc~ao dual admissvel dada inicialmente
ou obtida ao longo da aplicac~ao do algoritmo. O primeiro conjunto e o conjunto
de arcos da rede com uxo, igual ao seu limite inferior ou superior, obtido atra-
ves da utilizac~ao das relac~oes dos desvios complementares e de uma soluc~ao para
o problema dual. O segundo conjunto e formado pelos restantes arcos. O segundo
conjunto de arcos permite construir um problema auxiliar, que e um novo problema
de uxos em redes e, como tal, resoluvel utilizando, por exemplo, o simplex para
redes, ou qualquer outro algoritmo aplicado a redes.
4.2 Descric¸a˜o do algoritmo
Consideremos o problema primal (2.1) e o seu dual (2.4). Designemos por x uma
soluc~ao admissvel para o primal e por (; ) uma soluc~ao admissvel para o dual.
A ultima soluc~ao satisfaz as restric~oes do dual e, como tal, tambem a desigualdade
i   j   ij 6 cij para todo o arco (i; j) na rede A. Pelas relac~oes dos desvios
complementares (Teorema 2.5.2) se x e (; ) s~ao soluc~oes optimas para os respec-
tivos problemas e i   j 6= cij, ent~ao ou xij = 0 ou xij = uij. Designemos por A=
o conjunto dos arcos (i; j) tais que i   j = cij, isto e, o conjunto dos arcos com
custo reduzido igual a zero. Para cada arco n~ao pertencente a A= facamos xij = 0
se cij   i + j > 0 e xij = uij se cij   i + j < 0. Designemos por Lpd o conjunto
f(i; j) 2 A n A= : xij = 0g e por Upd o conjunto f(i; j) 2 A n A= : xij = uijg.
Verica-se que A = A= [ Lpq [ Upq.
Consideremos o problema primal auxiliar (4.1) que resulta do primal eliminando
todos os termos associados aos arcos que n~ao pertencem a A=, adicionando m va-
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riaveis articiais yk, k 2 V e substituindo a func~ao objectivo pela soma das ultimas
m  1 variaveis articiais.
minimizar z =
P
k2Vnf1g
yk,
sujeito a:
P
(1;j)2A=
x1j  
P
(i;1)2A=
xi1   y1 +
mP
k=2
( 1)tkyk = b01,P
(k;j)2A=
xkj  
P
(i;k)2A=
xik   ( 1)tkyk = b0k ,8k 2 V n f1g,
xij 6 uij ,8(i; j) 2 A=,
xij > 0 ,8(i; j) 2 A=,
yk > 0 ,8k 2 V,
(4.1)
onde
tk =

1 se b0k > 0
0 se b0k < 0
, para k 2 V:
As variaveis articiais yk, k 2 V asseguram a admissibilidade do problema (4.1). De
facto, a soluc~ao com os valores xij = 0; (i; j) 2 A=, y1 = 0 e yk = jb0kj; k 2 V n f1g
e admissvel para este problema. Os valores da oferta e da procura b0k; k 2 V s~ao
obtidos de bk atraves da equac~ao:
b0k = bk +
X
(i;k)2Upq
xik  
X
(k;i)2Upq
xki:
O problema primal auxiliar e um problema de uxo de custo mnimo numa rede
auxiliar. Esta rede auxiliar resulta da rede associada ao problema inicial adicionando
m  1 arcos: (k; 1) (se b0k > 0) ou (1; k) (se b0k < 0), k 2 V n f1g. O custo associado
a estes arcos e 1. A esta rede junta-se, ainda, um nodo 0 e um arco (0; 1) com
custo nulo (ver Grigoriadis, 1986, para uma descric~ao mais pormenorizada). Como
exemplo consideremos a rede da Figura 4.1 (a). Os arcos articiais s~ao os arcos
mais espessos na Figura 4.1 (b). Assim, por exemplo, como b2 = 1 acrescentamos o
arco (2; 1), com custo e uxo iguais a 1. Outro exemplo, como b4 =  7 < 0, ent~ao
adicionamos o arco (1; 4) com custo 1 e uxo 7. Um arco (i; j), inicialmente na rede,
pode ou n~ao pertencer a nova rede consoante o arco respectivo esta ou n~ao em A=.
No caso de pertencer a nova rede o seu custo e nulo.
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Figura 4.1: (b) e uma rede auxiliar do problema de uxos em redes (a).
Designemos por (x^; y^) uma soluc~ao optima para o problema (4.1) (pelo menos
uma existe, uma vez que o problema e admissvel). Se o valor optimo z^ =
P
k2Vnf1g y^k
e nulo, a soluc~ao x tal que xij = x^ij para todo o arco (i; j) 2 A= e xij = 0 ou
xij = uij para os restantes arcos em A (como denido anteriormente) e uma soluc~ao
admissvel para o problema inicial (2.1) uma vez que todas as variaveis articiais
te^m valor zero. Alem disso (; ) e uma soluc~ao admissvel para o dual e o par de
soluc~oes x e (; ) verica as relac~oes dos desvios complementares. Sendo assim x
e uma soluc~ao optima para (2.1).
Por outro lado, se z^ > 0 a soluc~ao actual x^ n~ao e admissvel para o problema
inicial (2.1). Neste caso procuramos uma nova soluc~ao para o problema dual inicial,
melhor que a anterior, isto e, com um valor da func~ao objectivo maior. Como (x^; y^)
e uma soluc~ao optima do problema auxiliar associado ao conjunto de arcos A=
devemos modicar este conjunto, adicionando um arco de forma a obter um novo
problema auxiliar (4.1), com um valor objectivo inferior ou igual ao actual.
Consideremos o dual do problema (4.1)
maximizar
P
k2V
b0kk  
P
(i;j)2A=
uijij,
sujeito a: i   j   ij 6 0, 8(i; j) 2 A=,
1 > 0,
( 1)tk1   ( 1)tkk 6 1, 8k = 2; : : : ;m,
ij > 0, 8(i; j) 2 A=.
(4.2)
Designemos por (^; ^) uma soluc~ao optima para este problema. Pelas condic~oes
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dos desvios complementares podemos escrever:
^i   ^j   ^ij 6 0,
^i   ^j < 0 ) x^ij = 0,
^i   ^j > 0 ) x^ij = uij,
para todo o arco (i; j) 2 A=. Consideremos agora a nova soluc~ao (0; 0) para o
problema dual inicial (2.4) denida da seguinte forma:
0 =  + ^,
0 = + ^,
onde  > 0. Temos, ent~ao:
0i   0j   0ij   cij = i + ^i   j   ^j   ij   ^ij   cij
= i   j   ij   cij + (^i   ^j   ^ij).
Esta nova soluc~ao e dual admissvel em (2.4) para um valor de  sucientemente
pequeno. Vejamos o que acontece com esta soluc~ao nos conjuntos A= e no seu
complementar:
1ocaso: (i; j) 2 A=
Neste caso, sabemos que i j  ij   cij 6 0 e que ^i  ^j   ^ij 6 0 ent~ao
0i   0j   0ij 6 cij e, portanto, a soluc~ao e dual admissvel para o problema
inicial.
2ocaso: (i; j) =2 A=
Para os arcos que n~ao fazem parte da rede auxiliar actual n~ao conhecemos o
sinal de ^i  ^j  ^ij. Se o seu sinal for menor ou igual a zero, a nova soluc~ao
e admissvel qualquer que seja o valor de . Se o seu sinal for positivo, ent~ao
a admissibilidade depende do valor do , isto e, a soluc~ao e admissvel se
 6 cij   i + j + ij
^i   ^j   ^ij .
Observac~ao:
 O novo arco (i; j) a ser includo em A= deve alterar a soluc~ao actual. Se o novo
arco (i; j) a juntar a A= pertencer a Lpd e vericar ^i  ^j 6 0 ou pertencer a
Upd e ^i  ^j > 0, a soluc~ao actual continuara optima. Assim, consideramos os
arcos em A nA= que satisfazem (i; j) 2 Lpd (isto e, tais que cij   i + j > 0)
e ^i   ^j > 0 ou (i; j) 2 Upd (isto e, cij   i + j < 0) e ^i   ^j < 0.
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Algoritmo 3: Algoritmo primal-dual.
f Determina um uxo de custo mnimo. g
input: Rede orientada N = (G, c, l, u, b).
output: Soluc~ao de custo mnimo: x, ou resposta: problema n~ao
admissvel.
(1) begin
(2) Determinar uma soluc~ao admissvel para o dual do problema inicial: ;
(3) Construir o problema auxiliar, como em (4.1);
(4)   0;
(5) while (o valor optimo do problema auxiliar for positivo e existir ) do
(6) begin
(7) Determinar uma soluc~ao optima para o dual do problema auxiliar ^;
(8) if (Epd 6= ;) then
(9) begin
(10) Calcular  como em (4.4);
(11)    + ^;
(12) Construir o novo problema auxiliar, como em (4.1);
(13) end
(14) else ( n~ao existe);
(15) end
(16) if ( existe) then determinar a soluc~ao de custo mnimo x;
(17) else o problema e n~ao admissvel;
(18) end
Consideremos o seguinte conjunto:
Epd = f(i; j) 2 A : (i; j) 2 Lpd e ^i   ^j > 0 ou (i; j) 2 Upd e ^i   ^j < 0g (4.3)
Se Epd 6= ; escolhamos  > 0 tal que:
 = min

cij   i + j
^i   ^j : (i; j) 2 Epd

. (4.4)
Deste modo, pelo menos um arco (i; j), n~ao pertencente ao conjunto actual A=,
passara a fazer parte de A= na proxima iterac~ao. A n~ao existe^ncia de um arco
nestas condic~oes signica que o problema dual inicial e ilimitado ou que o problema
primal inicial e n~ao admissvel.
Na iterac~ao seguinte e considerado o novo conjunto A= de todos os arcos (i; j) 2
A tais que 0i   0j = cij de onde resulta um novo problema auxiliar a ser resolvido.
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Alguns arcos anteriormente emA= podem n~ao estar mais emA= nesta nova iterac~ao,
isto e, poder~ao passar a fazer parte de Lpd ou Upd.
O processo precedente continua ate z^ = 0, onde uma soluc~ao optima para (2.1)
e obtida ou ate concluirmos que o problema inicial e n~ao admissvel.
O algoritmo 3 apresenta, em resumo, os passos do algoritmo primal-dual para o
problema FCM.
Na linha (2) do algoritmo, e preciso determinar uma soluc~ao inicial para o pro-
blema dual. Como usualmente, todos os custos s~ao n~ao-negativos, essa soluc~ao e em
geral simples de obter. Por exemplo, se todos os custos forem n~ao-negativos,  = 0
e uma soluc~ao admissvel para este problema.
4.3 Exemplo de aplicac¸a˜o
Consideremos a rede ilustrada na Figura 4.2.
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Figura 4.2: Exemplo de uma rede.
O problema de uxo de custo mnimo associado a esta rede pode ser formulado
da seguinte forma:
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minimizar 10x12 + 10x13 + 20x23 + 70x24 + 50x25
+25x34 + 20x35 + 10x45 + 50x46 + 20x56,
sujeito a:
x12 +x13 = 10,
 x12 +x23 +x24 +x25 = 0,
 x13  x23 +x34 +x35 = 0,
 x24  x34 +x45 +x46 = 0,
 x25  x35  x45 +x56 = 0,
 x46  x56 =  10,
0 6 x12 6 9, 2 6 x13 6 12, 0 6 x23 6 8, 2 6 x24 6 10,
0 6 x25 6 6, 0 6 x34 6 10, 3 6 x35 6 10, 0 6 x45 6 7,
0 6 x46 6 10, 4 6 x56 6 9.
Este problema n~ao esta na forma geral considerada, uma vez que alguns dos
limites inferiores do uxo nos arcos s~ao diferentes de zero e, por isso, fazemos a sua
transformac~ao no problema equivalente seguinte, onde todos os limites inferiores das
variaveis s~ao nulos, como discutido na Secc~ao 2.2 e onde desprezamos a constante
300 da func~ao objectivo, por n~ao ser importante na determinac~ao da soluc~ao. O
signicado de equivale^ncia aqui e o de que ambos os problemas te^m o mesmo numero
de soluc~oes e as de um podem ser obtidas a partir das do outro atraves de relac~oes
lineares entre as suas variaveis.
minimizar 10x12 + 10x13 + 20x23 + 70x24 + 50x25
+25x34 + 20x35 + 10x45 + 50x46 + 20x56,
sujeito a:
x12 +x13 = 8,
 x12 +x23 +x24 +x25 =  2,
 x13  x23 +x34 +x35 =  1,
 x24  x34 +x45 +x46 = 2,
 x25  x35  x45 +x56 =  1,
 x46  x56 =  6,
x12 6 9, x13 6 10, x23 6 6, x24 6 8, x25 6 6,
x34 6 10, x35 6 7, x45 6 7, x46 6 10, x56 6 5,
xij > 0;8(i; j) 2 A,
onde A = f(1; 2); (1; 3); (2; 3); (2; 4); (2; 5); (3; 4); (3; 5); (4; 5); (4; 6); (5; 6)g.
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O dual deste problema e o seguinte:
maximizar 81   22   3 + 24   5   66
 912   1013   623   824   625
 1034   735   745   1046   556,
sujeito a: 1   2   12 6 10,
1   3   13 6 10,
2   3   23 6 20,
2   4   24 6 70,
2   5   25 6 50,
3   4   34 6 25,
3   5   35 6 20,
4   5   45 6 10,
4   6   46 6 50,
5   6   56 6 20,
ij > 0;8(i; j) 2 A.
Para iniciar o algoritmo precisamos de uma soluc~ao inicial para o dual. Como e
facil de ver a soluc~ao  com todas as componentes nulas e admissvel para o dual.
It. 1: Associados a soluc~ao dual temos os conjuntos A= = ;, Lpd = A e Upd = ;.
Assim, na primeira iterac~ao todas as variaveis xij s~ao nulas e o problema
auxiliar e o seguinte:
minimizar y2 + y3 + y4 + y5 + y6,
sujeito a:  y1 + y2 +y3  y4 +y5 +y6 = 8,
 y2 =  2,
 y3 =  1,
y4 = 2,
 y5 =  1,
 y6 =  6,
yk > 0; k = 2; 3; 4; 5; 6.
Este problema e representado pela rede da Figura 4.3(a). O valor optimo
deste problema e diferente de zero e, por isso, a soluc~ao deste problema n~ao
e optima para o problema inicial. O dual do problema auxiliar tem soluc~ao
optima tal que ^ = (0; 1; 1; 1; 1; 1). As diferencas ^i   ^j para cada
arco (i; j) 2 A s~ao apresentadas na Tabela 4.1a), assim como o valor do
quociente
cij 0i+
0
j
^i ^j . Deste modo, temos
 = min

10; 10; 5; 25
	
= 5,
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e a nova soluc~ao admissvel para o dual inicial e
00 = (0; 0; 0; 0; 0; 0) + 5 (0; 1; 1; 1; 1; 1) = (0; 5; 5; 5; 5; 5).
Passamos a iterac~ao seguinte.
Tabela 4.1: Resultados obtidos nas diversas iterac~oes.
arc cij   0i + 0j ^i   ^j
cij 0i+0j
^i ^j
(1; 2) 10 1 10
(1; 3) 10 1 10
(2; 3) 20 0
(2; 4) 70  2
(2; 5) 50 0
(3; 4) 25  2
(3; 5) 20 0
(4; 5) 10 2 102 = 5
(4; 6) 50 2 502 = 25
(5; 6) 20 0
cij   00i + 00j ^i   ^j
cij 00i +00j
^i ^j
5 1 5
5 1 5
20 0
80  2
50  2
35  2
20 0
0 2
40 2 402 = 20
20 0 202 = 10
(a) It. 1 (b) It. 2
arc cij   000i + 000j ^i   ^j cij 
000
i +
000
j
^i ^j
(1; 2) 0 0
(1; 3) 0 0
(2; 3) 20 0
(2; 4) 90  1
(2; 5) 60  1
(3; 4) 45  1
(3; 5) 30  1
(4; 5) 0 0
(4; 6) 30 2 302 = 15
(5; 6) 10 2 102 = 5
cij   ivi + ivj ^i   ^j cij 
iv
i +
iv
j
^i ^j
0 0
0 0
20 0
95 1 95
65 1 65
50 1 50
35 1 35
0 0
20 0
0 0
(c) It. 3 (d) It. 4
arc cij   vi + vj ^i   ^j
cij vi +vj
^i ^j
(1; 2) 0 0
(1; 3) 0 0
(2; 3) 20 0
(2; 4) 60 0
(2; 5) 30 0
(3; 4) 15 0
(3; 5) 0 0
(4; 5) 0 0
(4; 6) 20 1 20
(5; 6) 0  1
cij   vii + vij ^i   ^j cij 
vi
i +
vi
j
^i ^j
0
0
20
60
30
15
0
0
0
 20
(e) It. 5 (f) It. 6
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It. 2: O arco (4; 5) e adicionado a rede actual uma vez que e o unico arco corres-
pondente ao valor mnimo do quociente
cij 0i+0j
^i ^j .
O novo problema auxiliar esta representado na Figura 4.3(b). Este pro-
blema tem soluc~ao optima com valor da func~ao objectivo maior que zero
(ver Figura 4.3(c)). O problema dual deste tem soluc~ao optima tal que ^ =
(0; 1; 1; 1; 1; 1). Calculamos o valor de ,  = min5; 5; 20; 10	 = 5,
que e obtido para os arcos (1; 2) e (1; 3) (ver Tabela 4.1). Assim, a nova
soluc~ao dual e a seguinte:
000 = (0; 5; 5; 5; 5; 5) + 5 (0; 1; 1; 1; 1; 1)
= (0; 10; 10; 10; 0; 10)
e passamos a iterac~ao seguinte.
As iterac~oes seguintes est~ao resumidas nas Tabelas 4.1 e 4.2 e nas Figuras
4.3 e 4.4. O algoritmo termina com  = (0; 10; 10; 20; 30; 70), A= =
(1; 2); (1; 3); (3; 5); (4; 5); (4; 6); (5; 6)
	
, x = (2; 6; 0; 0; 0; 0; 5; 1; 1; 5) e f(x) = 340.
O valor optimo do problema inicial sera, por isso, 640 com soluc~ao optima associada
(2; 8; 0; 2; 0; 0; 8; 1; 1; 9).
Tabela 4.2: Resultados do primal-dual.
It. Soluc~ao dual A= Soluc~ao do dual au-
xiliar

1 =(0,0,0,0,0,0) fg ^=(0,-1,-1,1,-1,-1) 5
2 =(0,-5,-5,5,-5,-5) f(4,5)g ^=(0,-1,-1,1,1,-1) 5
3 =(0,-10,-10,10,0,-10) f(1,2), (1,3), (4,5)g ^=(0,0,0,1,1,-1) 5
4 =(0,-10,-10,15,5,-15) f(1,2), (1,3), (4,5),
(5,6)g
^=(0,0,0, -1,-1,-1) 35
5 =(0,-10,-10,-20,-30,-50) f(1,2), (1,3), (3,5),
(4,5), (5,6)g
^=(0,0,0,0,0,-1) 20
6 =(0,-10,-10,-20,-30,-70) f(1,2), (1,3), (3,5),
(4,5), (4,6), (5,6)g
O problema auxiliar pode ser resolvido com o algoritmo simplex para redes e e
importante salientar que, em cada iterac~ao, a resoluc~ao do problema auxiliar e feita
pegando na rede optima do problema auxiliar da iterac~ao anterior. Desta forma,
o numero de iterac~oes para a resoluc~ao do problema auxiliar e, em geral, muito
reduzido (ver Figuras 4.3 e 4.4).
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Figura 4.3: Redes associadas a resoluc~ao do problema da Figura 4.2 (continua).
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Figura 4.4: Redes associadas a resoluc~ao do problema da Figura 4.2 (continuac~ao).
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4.4 Experieˆncias computacionais, resultados e comenta´rios
Implementamos ambos os algoritmos, o simplex para redes e o primal-dual descrito
neste captulo, utilizando linguagem de programac~ao C. Testamos um conjunto de
7 problemas cada um com 30 insta^ncias, gerados utilizando a ferramenta NET-
GEN (ver Klingman et al., 1974). Como condic~ao particular admitimos para todas
as insta^ncias que os custos associados aos arcos eram n~ao-negativos. Esta hipo-
tese permite-nos obter uma soluc~ao admissvel inicial para utilizac~ao do algoritmo
primal-dual. Nestas condic~oes, embora a diferenca n~ao fosse muito grande, o algo-
ritmo primal-dual resolveu as insta^ncias geradas num tempo medio inferior ao tempo
medio gasto pelo algoritmo simplex para redes, para resolver o mesmo conjunto de
insta^ncias. Parece-nos, por isso, que podemos armar que este algoritmo n~ao e pior
que o simplex para redes em termos de tempo gasto, na resoluc~ao deste tipo de
problemas.
Tabela 4.3: Tempo CPU medio.
Numero de numero de tempo CPU tempo CPU
nodos arcos primal-dual simplex
50 1000 0 0
60 1400 0 0,01
70 1860 0 0,01
80 2450 0,01 0,01
90 2970 0,01 0,01
100 4000 0,01 0,02
200 13090 0,02 0,04
Capı´tulo 5
Um algoritmo primal-dual para os
problemas de fluxos em redes bi-objectivo
Neste captulo apresentamos um algoritmo primal-dual para o problema FRBO.
Fazemos uma introduc~ao ao captulo, descrevendo a forma como surgiu e como foi
desenvolvido. Introduzimos a programac~ao parametrica, para problemas multi-
-objectivo, desenvolvendo o caso bi-objectivo, em particular, com a descric~ao
de um algoritmo que sera comparado na ultima secc~ao deste captulo com o
primal-dual. Apresentamos tambem um exemplo de aplicac~ao deste algoritmo.
Descrevemos igualmente um novo algoritmo primal-dual para o problema FRBO.
Comecamos por desenvolver um algoritmo primal-dual directo e depois uma mo-
dicac~ao deste, introduzindo melhorias na explorac~ao do espaco de procura das
soluc~oes. Depois apresentamos um exemplo que descreve as diferencas entre as
duas vers~oes do algoritmo. Finalmente, relatamos as experie^ncias computacionais
produzidas, utilizando este algoritmo, comparamos o algoritmo parametrico com
este e apresentamos os resultados desta analise.
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5.1 Introduc¸a˜o
Este captulo apresenta um novo algoritmo primal-dual para a determinac~ao de
todas as soluc~oes n~ao-dominadas extremas, para o problema de uxos em redes
bi-objectivo. O algoritmo surgiu na seque^ncia de estudos feitos para a resoluc~ao
do problema FRBO utilizando o algoritmo, para problemas de programac~ao linear
multi-objectivo, apresentado em Ehrgott et al. (2007). Como caso particular da
programac~ao linear multi-objectivo, o problema FRBO pode ser resolvido com esse
algoritmo, mas, como e sabido, a utilizac~ao de estruturas de redes em vez de matri-
zes melhora os recursos computacionais necessarios para a resoluc~ao do problema.
Por isso, numa primeira parte recriamos o algoritmo de Ehrgott et al. (2007), atra-
ves dos conceitos da optimizac~ao em redes. O algoritmo trabalha com a analise de
possveis soluc~oes ecientes em subintervalos do intervalo ]0; 1[ que surgem ao longo
da aplicac~ao do algoritmo. Foi possvel vericar que muitos destes subintervalos
originavam a mesma soluc~ao. Surgiu, por isso, a necessidade de procurar uma al-
ternativa que evitasse esta repetic~ao de trabalho, isto e, a procura de soluc~oes em
subintervalos que no nal originavam soluc~oes ja conhecidas. Em conseque^ncia, ela-
boramos uma vers~ao modicada do algoritmo. Esta nova vers~ao percorre o conjunto
de subintervalos obtidos seguindo um esquema de pesquisa em profundidade da es-
querda para a direita. Obtida a primeira soluc~ao n~ao-dominada extrema utiliza-se
o conhecimento fornecido por ela, para apagar alguns dos subintervalos ja existen-
tes e guarda-se esta informac~ao para utilizac~ao durante a aplicac~ao do algoritmo,
levando possivelmente a que outros subintervalos sejam tambem apagados, com o
signicado que a continuac~ao da sua analise n~ao seria necessaria pois uma soluc~ao
era ja conhecida. Na comparac~ao do algoritmo proposto com um parametrico con-
clumos que, em geral, o parametrico apresenta melhores resultados computacionais,
excepto para casos particulares altamente degenerados em que o algoritmo proposto
e seguramente melhor.
5.2 Breve introduc¸a˜o a` programac¸a˜o parame´trica
Uma das abordagens que aparece repetidamente na literatura, para a resoluc~ao
de um problema com varios objectivos, consiste em reduzir o vector de func~oes
objectivo a uma famlia de func~oes que resultam da soma ponderada daquelas (ver
DaCunha & Polak, 1967 e Georion, 1968). A abordagem funciona muito bem
para o caso em que temos dois objectivos (ver Georion, 1967). Na secc~ao seguinte
descrevemos como o conjunto das soluc~oes ecientes extremas do problema FRBO
pode ser obtido. O teorema seguinte apresenta uma equivale^ncia entre o conjunto
das soluc~oes ecientes de um problema FRMO e o conjunto das soluc~oes optimas
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de um problema parametrico, com um unico objectivo que e a soma ponderada dos
objectivos do problema FRMO.
Teorema 5.2.1 (Ecie^ncia) Uma soluc~ao x 2 X e eciente, para o problema
FRMO, se e so se existir
 2  =
n
 = (1; 2;    ; p) 2 Rp : q > 0; q = 1; 2;    ; p e
pX
q=1
q = 1
o
,
tal que x e soluc~ao optima do problema de programac~ao linear
minimizar TCTx,
sujeito a: x 2 X. (5.1)
Este tipo de parametrizac~ao e designada por convexa. Outros tipos de parametri-
zac~ao podem ser encontrados na literatura (ver Steuer, 1986).
Uma EAG optima para o problema (5.1) designa-se por EAG eciente para o
problema FRMO associado.
A seguir apresentamos uma forma de utilizac~ao do Teorema 5.2.1 para determinar
todas as soluc~oes ecientes do problema FRBO.
5.2.1 Caso bi-objectivo
A determinac~ao do conjunto de todas as soluc~oes basicas ecientes ou, alternativa-
mente, de todas as EAGs ecientes, para o problema FRBO e equivalente a deter-
minar todas as soluc~oes optimas de uma seque^ncia de problemas de programac~ao
linear da forma:
minimizar (c1)Tx+ (1  )(c2)Tx,
sujeito a: x 2 X, (5.2)
para todo o  2]0; 1[ (Teorema 5.2.1). Recordando, o problema FRBO pode ser
formulado como se segue:
\minimizar"
 
(c1)Tx; (c2)Tx

,
sujeito a: Ax = b,
0 = x = u.
(5.3)
O custo reduzido associado a func~ao objectivo parametrica, do problema (5.2), e:
c() = c1 + (1  )c2, (5.4)
onde c1 e c2 representam os custos reduzidos para o primeiro e segundo objectivos,
respectivamente. Consideremos uma soluc~ao basica optima, x, de (5.2) para um
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determinado valor  e uma variavel n~ao-basica xij desta soluc~ao. Podemos considerar
dois casos, conforme o uxo do arco (i; j) esta no seu limite inferior ou no seu limite
superior da seguinte forma:
A) (i; j) 2 L, isto e, xij = 0.
Neste caso, atendendo a que a soluc~ao x e optima, o custo reduzido do arco (i; j)
e n~ao negativo, isto e, cij() > 0, pelas condic~oes de optimalidade (Secc~ao 2.5).
N~ao sabemos, no entanto, qual o sinal dos custos reduzidos deste arco quando
consideramos cada um dos objectivos individualmente. Consideremos os dois
casos possveis relativamente ao primeiro objectivo: c1ij > 0 ou c1ij < 0 e vejamos
o que acontece para cada um destes casos.
(a) c1ij > 0.
De acordo com o sinal do custo reduzido, para o segundo objectivo, temos:
i. c2ij > 0, o que implica cij() > 0, ou seja a condic~ao de optimalidade
para este arco e sempre vericada, qualquer que seja o valor de  no
intervalo ]0; 1[, ou
ii. c2ij < 0.
Neste caso o custo reduzido do arco (i; j) e n~ao negativo quando  >
 c2ij
c1ij c2ij . De facto,
cij() > 0 , c1ij + (1  )c2ij > 0
, (c1ij   c2ij) >  c2ij
,  >  c
2
ij
c1ij   c2ij
(b) c1ij < 0.
Neste caso c2ij > 0, obrigatoriamente, pois se c2ij < 0 a soluc~ao considerada
n~ao seria optima. Para este intervalo de valores temos,
cij() > 0 , c1ij + (1  )c2ij > 0
,  6  c
2
ij
c1ij   c2ij
B) (i; j) 2 U , isto e, xij = uij.
Neste caso, para o arco (i; j) e para este valor de , cij() 6 0. Analisemos
o que acontece para os diferentes sinais dos custos reduzidos considerando os
objectivos de forma isolada.
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(a) Suponhamos em primeiro lugar que c1ij 6 0, ent~ao se
i. c2ij 6 0, temos cij() 6 0, isto e, este arco n~ao interfere com a optima-
lidade da soluc~ao, qualquer que seja o valor de  no intervalo ]0; 1[ e
se
ii. c2ij > 0, o custo reduzido da func~ao parametrica para o arco (i; j) e n~ao
positivo quando  >  c
2
ij
c1ij c2ij . De facto,
cij() 6 0 , c1ij + (1  )c2ij 6 0
, (c1ij   c2ij) 6  c2ij
,  >  c
2
ij
c1ij   c2ij
.
(b) Se c1ij > 0, ent~ao a soluc~ao apenas podera ser optima se c
2
ij 6 0. Assim
temos,
cij() 6 0 , c1ij + (1  )c2ij 6 0
,  6  c
2
ij
c1ij   c2ij
.
Consideremos os conjuntos seguintes
J1 = f(i; j) 2 L : c1ij > 0 e c2ij < 0g
[ f(i; j) 2 U : c1ij 6 0 e c2ij > 0g (5.5)
e
J2 = f(i; j) 2 L : c1ij < 0 e c2ij > 0g
[ f(i; j) 2 U : c1ij > 0 e c2ij 6 0g. (5.6)
Designemos por 1 a quantidade
1 = max
  c2ij
c1ij   c2ij
: (i; j) 2 J1

(5.7)
e por 2,
2 = min
  c2ij
c1ij   c2ij
: (i; j) 2 J2

. (5.8)
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A soluc~ao actual do problema continua como soluc~ao optima para o problema para-
metrico quando o valor  pertence ao intervalo [1; 2]. Este facto sugere o seguinte
procedimento, para a determinac~ao do conjunto de pontos ecientes extremos, para
o problema FRBO:
1. Determinar a primeira EAG, (T; L; U), eciente resolvendo o problema (5.2)
com  inferior a 1, mas sucientemente proximo de 1, de tal modo que a soluc~ao
seja tambem optima para o problema com  2 [1; 1] e 1 < 1. Esta soluc~ao
e o mnimo lexicograco do problema (5.3) para a primeira func~ao objectivo.
2. Determinar o conjunto de arcos candidatos a entrar em T e o novo valor de 
de acordo com (5.7) e com eles determinar as EAGs ecientes adjacentes.
3. Repetir o passo anterior ate que todos os arcos que n~ao pertencam a T sejam
tais que, para (i; j) 2 L; c2ij > 0 e para (i; j) 2 U; c2ij 6 0, isto e, ate que a
soluc~ao seja optima relativamente ao segundo objectivo.
Algoritmo 4: Algoritmo parametrico para o problema FRBO.
fDetermina o conjunto das soluc~oes ecientes extremas. g
input: Rede N = (G, c, l, u, b).
output: Conjunto de soluc~oes ecientes extremas: EFE(X).
(1) begin
(2) Determinar uma EAG admissvel/Concluir que o problema e
(3) impossvel;
(4) Determinar o conjunto, S2, de todas as EAGs ecientes para o problema
(5) (5.3) que s~ao optimas para o problema (5.2), com  = 1;
(6) S3  ;;
(7) while (S2 6= ;) do
(8) begin
(9) Considerar uma EAG i de S2;
(10) S2  S2nfig;
(11) S3  S3 [ fig;
(12) Determinar o conjunto S1 de EAGs ecientes adjacentes de i;
(13) S2  S2 [ S1nS3;
(14) end
(15) Determinar o conjunto EFE(X) de todas as soluc~oes extremas
(16) associadas com as EAGs em S3;
(17) end
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O procedimento e descrito no Algoritmo 4. Note que o problema (5.2) com
 = 1 pode ter soluc~oes optimas alternativas e nem todas serem ecientes para o
problema (5.3). Designemos por x uma soluc~ao optima de (5.2) com  = 1 e por
y = (y1; y2) = (f1(x); f2(x)) a imagem de x no espaco dos objectivos. Ent~ao se x
n~ao e uma soluc~ao eciente isso signica que existe uma soluc~ao eciente x0 tal que
y0 = (y01; y
0
2) = (f1(x
0); f2(x0)), y0 6 y com y0 6= y. Mas como y1 = min
x2X
f1(x) ent~ao
y02 < y2. Assim, x
0 e uma soluc~ao optima para (5.2) com  = 1. Neste caso x0 e
eciente se e so se existir um  2]0; 1[ tal que x0 e uma soluc~ao optima do problema
(5.2). Deste modo, existe um 0 <  < 1 tal que x0 e uma soluc~ao optima de (5.2)
com  = 1  . O custo reduzido para (5.2) com  = 1   e o seguinte:
c() = c1 + (1  )c2 = (1  )c1 + c2.
Se a soluc~ao x0 for optima para (5.2) com  = 1 e  = 1   ent~ao, relativamente a
x0, todos os arcos (i; j) em L com c1ij = 0 te^m c
2
ij > 0 e todos os arcos (i; j) em U
tal que c1ij = 0 te^m c
2
ij 6 0.
Exemplo 5.2.1.
Consideremos o problema FRBO associado a rede representada na Figura 5.1.
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Figura 5.1: Problema FRBO.
O objectivo e encontrar todas as soluc~oes basicas admissveis ecientes. O pri-
meiro passo consiste em resolver o problema FCM utilizando o primeiro objectivo.
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A soluc~ao optima e x = (5; 5; 4; 1; 3; 6; 4) na Figura 5.2 (EAG 20), obtida utili-
zando o Algoritmo 1. Esta EAG n~ao e eciente para o problema da Figura 5.1,
uma vez que o uxo da variavel x13 e igual ao limite superior do arco (1; 3) e os
custos reduzidos deste arco relativos ao primeiro e segundo objectivos s~ao c113 = 0
e c213 > 0, respectivamente. Entre as estrategias para determinar todas as EAGs
ecientes para o problema (5.3), que s~ao optimas de (5.2) com  = 1, podem ser
aplicadas as seguintes:
1. Determinar o conjunto das EAGs optimas para (5.2), S1, e retirar deste con-
junto todas as EAGs n~ao ecientes.
2. Passar da EAG actual para uma adjacente ate encontrar uma EAG eciente.
Consideremos a primeira estrategia. Designemos por S1 o conjunto actual de
EAGs optimas para o problema (5.2), com  = 1, e S2 o conjunto das EAGs ainda
n~ao examinadas. Ent~ao S1 = f20g e S2 = f20g. Facamos S2 = fg e determinemos
as EAGs adjacentes de 20 e optimas para o mesmo problema. Os custos reduzidos
dos arcos n~ao-basicos na EAG 20 s~ao c
1
13 = 0 e c
1
35 = 0 (ver Figura 5.2). Se o
arco (1; 3) ou (3; 5) for o arco de entrada numa operac~ao de pivotac~ao, a soluc~ao
correspondente continua optima. Quando o arco (1,3) entra na arvore T, 75 e
obtida e quando o arco (3; 5) entra 24 e obtida; por isso, 75 e 24 s~ao EAGs
adjacentes de 20. Facamos S2 = f75; 24g. O algoritmo continua a determinar
as EAGs adjacentes de 75: S1 = f20; 75g, S2 = f24g. A soluc~ao 75 tem tre^s
EAGs adjacentes: 20, 
1
91 e 
2
91. As EAGs 
1
91 e 
2
91 s~ao degeneradas e representam
a mesma soluc~ao. Facamos S2 = f191; 291g e S1 = f20; 75; 24g e determinemos
as EAGs adjacentes de 24. Continuando desta forma ate S2 = fg o algoritmo
determina todas as EAGs optimas S1 = f20; 75; 24; 191; 291; 193; 293g (ver Figura
5.6 e Tabela 5.1), para o problema (5.2), com  = 1. Apenas as EAGs 191 e 
2
91 s~ao
ecientes.
 L U
20 fg f(1,3),(2,3),(3,5)g
75 f(3,4)g f(2,3),(3,5)g
24 fg f(1,3),(2,3),(4,5)g
191 f(1,3),(3,4)g f(2,3)g
291 f(3,4)g f(1,2),(2,3)g
193 f(1,3)g f(2,3),(4,5)g
293 fg f(1,2),(2,3),(4,5)g
Tabela 5.1: Conjunto de soluc~oes optimas para o problema parametrico com  = 1.
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Na segunda estrategia passamos da EAG optima actual, para outra adjacente,
por forma a obtermos a primeira eciente. N~ao existe garantia de que este processo
seja mais rapido do que o metodo anterior, mas, em geral este facto e verdade. A
EAG 20 tem c
1
13 = 0 e c
2
13 = 12 e o arco (1; 3) pertence a U . Como foi visto, uma
EAG eciente n~ao pode conter um arco em U , com custo reduzido igual a zero para
o primeiro objectivo e com custo reduzido positivo para o segundo objectivo. Ent~ao,
o algoritmo determina uma EAG adjacente quando o arco (1; 3) entra na base. A
EAG obtida e 75 que n~ao e eciente, uma vez que o arco (3; 5) pertence a U e tem
custo reduzido c135 = 0 e c
2
35 = 7 > 0. Inserindo o arco (3; 5) na arvore as EAGs 
1
91
e 291 s~ao obtidas atraves de uma operac~ao de pivotac~ao, ambas s~ao ecientes.
Podemos agora passar ao segundo passo do algoritmo com S2 = f191; 291g. Con-
sideremos a primeira EAG, 191, representada na Figura 5.7(a). Facamos S2 = f291g
e S3 = f191g, e consequentemente J1 = f(2; 3)g o que conduz a
1 = max
  22
 2  22

=
11
12
.
A soluc~ao actual e optima para o problema (5.2) com  2 [11
12
; 1]. Quando o arco
(2; 3) entra na arvore, e obtido o ciclo na Figura 5.7(b). Depois o arco (2; 4) sai
da arvore e uma nova EAG eciente e obtida (ver Figura 5.7(c)), 189. Facamos
S2 = f291; 189g e passemos a iterac~ao seguinte.
Consideremos a EAG 291, facamos S2 = f189g e S3 = f191; 291g e consequente-
mente J1 = f(2; 3)g o que conduz a:
1 = max
  22
 2  22

=
11
12
,
signicando que a soluc~ao actual e optima para o problema parametrico com  2
[11
12
; 1] e que o arco (2; 3) entra na arvore. O arco (2; 4) deixa a arvore e 289 e obtida.
Facamos S2 = f189; 289g e passemos a iterac~ao seguinte.
Consideremos a EAG 189, facamos S2 = f289g e S3 = f191; 291; 189g. J1 =
f(1; 3)g e 1 = 1517 . Consequentemente, o arco (1; 3) entra na arvore e uma nova
EAG e obtida, 47 (ver Figura 5.7(e)). Facamos S2 = f289; 47g e passemos a
iterac~ao seguinte.
Consideremos a EAG 289, facamos S2 = f47g e S3 = f191; 291; 189; 289g. J1 =
f(1; 2)g e 1 = 1517 . A soluc~ao 47 obtida ja esta em S2. Passemos a iterac~ao seguinte.
Consideremos a EAG 47, facamos S2 = fg e S3 = f191; 291; 189; 289; 47g. J1 =
fg. Como S2 = fg o ciclo while termina.
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O conjunto de soluc~oes ecientes extremas e o seguinte:
EFE(X) = f(10; 0; 4; 6; 0; 4; 6);
(10; 0; 3; 7; 0; 3; 7);
(7; 3; 0; 7; 0; 3; 7)g.
BREVE INTRODUC~AO A PROGRAMAC~AO PARAMETRICA 83
Problema
i j
(c1ij , c
2
ij) (c¯
1
ij , c¯
2
ij)
[0, uij] xij
pi1i
pi2i
pi1j
pi2j
a i j
xij + δij∆
[0, uij]
i
Problema
i j
(c1ij , c
2
ij) (c¯
1
ij , c¯
2
ij)
[0, uij] xij
pi1i
pi2i
pi1j
pi2j
a i j
xij + δij∆
[0, uij]
i
20
Problema
i j
1
3
2 4
5
(c1ij, c
2
ij)
[0, uij]
(3
,1
2)
[0
,1
0]
(6,9)[0,5]
(1
,1
2
)
[0
,4
]
(28,1)
[0,7]
(2
5,
16
)
[0
,8
]
(28
,25)
[0,6
]
(3,14)[0,8]
10 -10
bi bj
Soluc¸a˜o o´ptima utilizando a func¸a˜o 1
1
3
2 4
5
(3
,1
2)
[0
,1
0]
5
(6,9)(0,12)
[0,5]
5
(1
,1
2
)(-2
,2
7
)
[0
,4
]
4
(28,1)
[0,7] 1
(2
5,
16
)
[0
,8
]
3
(28
,25)
(0,-
5)
[0,6
] 6
(3,14)[0,8]
4
pi1
1
= 0
pi2
1
= 0
pi1
2
= −3
pi2
2
= −12
pi1
4
= −31
pi2
4
= −13
pi1
3
= −6
pi2
3
= 3
pi1
5
= −34
pi2
5
= −27
i
Soluc¸a˜o efficient 2
1
3
2 4
5+
∆
[0
,1
0]
5-∆[0,5]
1 +∆
[0,7]
3
-∆
[0
,8
]
Soluc¸a˜o o´ptima utilizando a func¸a˜o 1 - alternativa com melhor valor de f2 —¿2
3
4
53
+
∆
[0
,7
]
6-∆
[0,6
]
4+
∆
[0,8]
Soluc¸a˜o o´ptima utilizando a func¸a˜o 1 - alternativa com melhor valor de f2 —¿2
1
3
2 4
8-
∆
[0
,1
0]
2+
∆[0,5]
4 -∆
[0,7]
0
+
∆
[0
,8
]
i
Soluc¸a˜o efficient 2
1
3
2 4
5+
∆
[0
,1
0]
5-∆[0,5]
1 +∆
[0,7]
3
-∆
[0
,8
]
Soluc¸a˜o o´ptima utilizando a func¸a˜o 1 - alternativa com melhor valor de f2 —¿2
3
4
53
+
∆
[0
,7
]
6-∆
[0,6
]
4+
∆
[0,8]
Soluc¸a˜o o´ptima utilizando a func¸a˜o 1 - alternativa com melhor valor de f2 —¿2
1
3
2 4
8-
∆
[0
,1
0]
2+
∆[0,5]
4 -∆
[0,7]
0
+
∆
[0
,8
]
i
ciclo associado a entrada do arco (1; 3) ciclo associado a entrada do arco (3; 5)
75
Soluc¸a˜o o´ptima utilizando a func¸a˜o 1 - alternativa com melhor valor de f2 —¿1
1
3
2 4
5
(3
,1
2)
[0
,1
0]
8
(6,9)[0,5]
2
(1
,1
2
)(-2
,1
5
)
[0
,4
]
4
(28,1)
[0,7] 4
(2
5,
16
)(
0,
12
)
[0
,8
]
0
(28
,25)
(0,7
)
[0,6
] 6
(3,14)[0,8]
4
pi1
1
= 0
pi2
1
= 0
pi1
2
= −3
pi2
2
= −12
pi1
4
= −31
pi2
4
= −13
pi1
3
= −6
pi2
3
= −9
pi1
5
= −34
pi2
5
= −27
Soluc¸a˜o o´ptima utilizando a func¸a˜o 1 - alternativa com melhor valor de f2 —¿2
1
3
2 4
5
(3
,1
2)
[0
,1
0]
5
(6,9)(0,12)
[0,5]
5
(1
,1
2
)(-2
,2
7
)
[0
,4
]
4
(28,1)
[0,7] 1
(2
5,
16
)
[0
,8
]
7
(28
,25)
[0,6
] 2
(3,14)(0,5)
[0,8]
8
pi1
1
= 0
pi2
1
= 0
pi1
2
= −3
pi2
2
= −12
pi1
4
= −31
pi2
4
= −13
pi1
3
= −6
pi2
3
= 3
pi1
5
= −34
pi2
5
= −22
i
Soluc¸a˜o efficient 2
1
3
2 4
5+
∆
[0
,1
0]
5-∆[0,5]
1 +∆
[0,7]
3
-∆
[0
,8
]
Soluc¸a˜o o´ptima utilizando a func¸a˜o 1 - alternativa com melhor valor de f2 —¿2
3
4
53
+
∆
[0
,7
]
6-∆
[0,6
]
4+
∆
[0,8]
Soluc¸a˜o o´ptima utilizando a func¸a˜o 1 - alternativa com melhor valor de f2 —¿2
1
3
2 4
8-
∆
[0
,1
0]
2+
∆[0,5]
4 -∆
[0,7]
0
+
∆
[0
,8
]
i
Soluc¸a˜o efficient 2
1
3
2 4
5+
∆
[0
,1
0]
5-∆[0,5]
1 +∆
[0,7]
3
-∆
[0
,8
]
Soluc¸a˜o o´ptima utilizando a func¸a˜o 1 - alternativa com melhor valor de f2 —¿2
3
4
53
+
∆
[0
,7
]
6-∆
[0,6
]
4+
∆
[0,8]
Soluc¸a˜o o´ptima utilizando a func¸a˜o 1 - alternativa com melhor valor de f2 —¿2
1
3
2 4
8-
∆
[0
,1
0]
2+
∆[0,5]
4 -∆
[0,7]
0
+
∆
[0
,8
]
i
ciclo associado a entrada do arco (3; 4) ciclo associado a entrada do arco (1; 3)
Figura 5.2: Soluc~oes optimas do FCM do exemplo 1, considerando apenas o primeiro
objectivo.
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Figura 5.3: Soluc~oes optimas do FCM do exemplo 1 (continuac~ao).
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Figura 5.4: Soluc~oes optimas do FCM do exemplo 1 (continuac~ao).
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Figura 5.6: Ligac~ao entre as EAGs optimas do exemplo 1, usando apenas o primeiro
objectivo.
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Figura 5.7: EAGs ecientes.
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5.3 Algoritmo primal-dual
Nesta secc~ao introduzimos um novo algoritmo primal-dual bi-objectivo, para o cal-
culo de todos os pontos n~ao-dominados extremos, no espaco dos objectivos. A ideia
baseia-se no trabalho de Ehrgott et al. (2007), onde e apresentado um algoritmo
primal-dual para o problema de programac~ao linear multi-objectivo. Construmos,
em primeiro lugar, um algoritmo primal-dual para determinar todos os pontos n~ao-
-dominados extremos, no espaco dos objectivos. Ao testar este algoritmo, vericamos
que a mesma soluc~ao extrema poderia ser obtida em diferentes iterac~oes do algo-
ritmo. Evitar este tipo de repetic~ao foi, por isso, um dos nossos objectivos. Para
isso, propomos uma modicac~ao do algoritmo primal-dual elaborado inicialmente,
tirando partido da informac~ao obtida em cada soluc~ao calculada, evitando assim a
obtenc~ao de soluc~oes repetidas.
5.3.1 Descric¸a˜o do algoritmo
O problema FRBO pode ser tambem formulado da seguinte forma:
minimizar f1(x) = (c
1)Tx =
P
(i;j)2A
c1ijxij,
minimizar f2(x) = (c
2)Tx =
P
(i;j)2A
c2ijxij,
sujeito a:
P
(k;j)2A
xkj  
P
(i;k)2A
xik = bk, 8k 2 V,
xij > 0, 8(i; j) 2 A,
xij 6 uij, 8(i; j) 2 A.
(5.9)
Designemos por X o conjunto de soluc~oes admissveis para o problema (5.9) no
espaco das variaveis de decis~ao Rn e por Y = fy = (y1; y2) 2 R2 : y1 = f1(x); y2 =
f2(x); x 2 Xg o conjunto das soluc~oes admissveis no espaco dos objectivos R2. Como
hipotese, consideramos que o problema tem pelo menos duas soluc~oes n~ao-dominadas
diferentes, isto e, que os mnimos lexicogracos s~ao diferentes.
De acordo com o Teorema 5.2.1, a determinac~ao de todas as soluc~oes ecientes
de (5.9) e equivalente a determinac~ao de todas as soluc~oes optimas do conjunto de
problemas de uxos em redes da forma
minimizar
P
(i;j)2A
 
(c1ij   c2ij) + c2ij

xij,
sujeito a:
P
(k;j)2A
xkj  
P
(i;k)2A
xik = bk, 8k 2 V,
xij 6 uij, 8(i; j) 2 A,
xij > 0, 8(i; j) 2 A,
(5.10)
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para todos os valores de  2 ]0; 1[.
Como X e Y s~ao poliedros e uma vez que o conjunto das soluc~oes n~ao-dominadas
de Y e um subconjunto da fronteira de Y +R2
=
= Rp
=
fy+ d : y 2 Y; d 2 R2; d = 0g,
Y tem um numero nito de pontos extremos fy1; : : : ; ytg. Assumiremos que as
soluc~oes est~ao indexadas de tal forma que yi1 < y
i+1
1 (e, deste modo y
i
2 > y
i+1
2 ) para
i = 1; : : : ; t  1. Todas as outras soluc~oes n~ao-dominadas s~ao combinac~oes convexas
de yi e yi+1 para algum i 2 f1; : : : ; t   1g. Para resolver o problema de uxos em
redes bi-objectivo e por isso suciente encontrar, para cada i = 1; : : : ; t uma soluc~ao
admissvel xi de (5.9) tal que f1(x
i) = yi1 e f2(x
i) = yi2.
Alem disso, sabemos que existe uma divis~ao nita do intervalo ]0; 1[ em subin-
tervalos tal que uma soluc~ao eciente extrema de (5.9) esta associada com um e
apenas um dos subintervalos dessa divis~ao (ver Benson & Sun, 2000). O algoritmo
de Ehrgott et al. (2007) resolve um programa linear multi-objectivo aplicando o
algoritmo primal-dual ao problema parametrico, como no Teorema 5.2.1, de forma
a construir a divis~ao do intervalo ]0; 1[ e calcula uma soluc~ao eciente para cada
subintervalo desta divis~ao. A mesma ideia e usada aqui para encontrar todas as
soluc~oes n~ao-dominadas extremas para o problema de uxos em redes bi-objectivo
(5.9). Consideremos o problema (5.10). O seu dual e o seguinte:
maximizar
P
k2V
bkk  
P
(i;j)2A
uijij,
sujeito a: i   j   ij 6 (c1ij   c2ij) + c2ij, 8(i; j) 2 A,
ij > 0, 8(i; j) 2 A,
k 2 R, 8k 2 V.
(5.11)
Como o segundo membro das restric~oes deste problema depende de , as soluc~oes
admissveis tambem dependem de . Designemos por ((); ()) uma soluc~ao
admissvel de (5.11) e por q; q = 1; 2; : : : ; r uma divis~ao de ]0; 1[, tal que, para cada
q, existe A=q  A e tal que, para todo o  2 q:
1. i()  j() = (c1ij   c2ij) + c2ij 8(i; j) 2 A=q e
2. i()  j() 6= (c1ij   c2ij) + c2ij 8(i; j) =2 A=q ,
e para todo o  2 ]0; 1[nq temos i()   j() 6= (c1ij   c2ij) + c2ij, para algum
(i; j) 2 A=q .
Consequentemente, para  2 q e (i; j) 2 A n A=q devemos ter xij = 0 ou
xij = uij. Designemos por Lq o conjunto de arcos (i; j) tal que xij = 0 (assim
i()  j() < (c1ij   c2ij) + c2ij qualquer que seja (i; j) 2 Lq) e por Uq o conjunto
de arcos (i; j) tal que xij = uij (assim i()  j() > (c1ij   c2ij)+ c2ij qualquer que
seja (i; j) 2 Uq).
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Para cada intervalo q necessitamos resolver um problema primal auxiliar, como
em (4.1):
minimizar z =
P
k2Vnf1g
yk,
sujeito a:
P
(1;j)2A=q
x1j  
P
(i;1)2A=q
xi1   y1 +
mP
k=2
( 1)tkyk = b01,P
(k;j)2A=q
xkj  
P
(i;k)2A=q
xik   ( 1)tkyk = b0k, 8k 2 V n f1g,
xij 6 uij, 8(i; j) 2 A=q ,
xij > 0, 8(i; j) 2 A=q ,
yk > 0, 8k 2 V.
(AP (A=))
Note que (AP (A=)) n~ao depende de . Assim, se o valor optimo do problema
(AP (A=)), z^, for zero a soluc~ao optima x formada pelas componentes desta soluc~ao
a que juntamos as restantes componentes em Lq e Uq e tambem optima para (5.10),
para qualquer  2 q, tal como acontecia no algoritmo primal-dual com um unico
objectivo. Se z^ > 0 podemos formular o dual (DAP (A=)) da seguinte forma:
maximizar
P
k2V
b0kk  
P
(i;j)2A=q
uijij,
sujeito a: i   j   ij 6 0, 8(i; j) 2 A=q ,
1 > 0,
( 1)tk1   ( 1)tkk 6 1, 8k = 2; : : : ;m,
ij > 0, 8(i; j) 2 A=q .
(DAP (A=))
Designemos por (^; ^) uma soluc~ao optima do problema (DAP (A=)). Uma nova
soluc~ao para o problema dual inicial (5.11) e ent~ao determinada da seguinte forma:
0() = () + ()^,
0() = () + ()^,
onde () > 0 e denido por,
() = min
n
(c1ij c2ij)+c2ij i+j
^i ^j : ((i; j) 2 Lq e ^i   ^j > 0) ou
((i; j) 2 Uq e ^i   ^j < 0)
o
:
(5.12)
Note que () e uma func~ao de  uma vez que o quociente ((c1ij c2ij)+c2ij i+
j)=(^i   ^j) depende de . Assim, o intervalo q e dividido em r0 > 0 intervalos
qq0 ; q
0 = 1; 2; : : : ; r0. Para cada um destes subintervalos, um novo conjunto de arcos
A=qq0 e denido e o procedimento e repetido. O Algoritmo 5 esquematiza as operac~oes
do metodo que acabamos de descrever.
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Algoritmo 5: Algoritmo primal-dual bi-objectivo.
fDetermina o conjunto das soluc~oes n~ao-dominadas extremas. g
input: Rede orientada N = (G; (c1; c2); l; u; b).
output: Conjunto de soluc~oes n~ao-dominadas extremas: NDE(Y ).
(1) begin
(2) 0  ]0; 1[, 0  0 e NDE(Y ) ;;
(3) L  f(0;A=0 = ;; L0 = A ; U0 = ;; 0 = 0)g;
(4) while (L 6= ;) do
(5) begin
(6) l (q;A=q ; Lq; Uq; q) 2 L ;
(7) y^  valor optimo de AP (A=q );
(8) begin
(9) if (y^ = 0) then
(10) begin
(11) L  L n flg;
(12) y  imagem da soluc~ao do primal associada a y^ = 0;
(13) NDE(Y ) NDE(Y ) [ fyg;
(14) end
(15) else
(16) begin
(17) ^  valor optimo de DAP (A=q );
(18) Determinar a divis~ao qq0, q
0 = 1; : : : ; r0 de q de acordo com
(19) (5.12) e a nova soluc~ao dual qq
0
() qualquer que seja q0 =
(20) 1; : : : ; r0;
(21) L  L nflg[f(qq0; Lqq0; Uqq0; qq0(); qq0()) : q0 = 1; : : : ; r0g;
(22) end
(23) end
(24) end
(25) Retirar de NDE(Y ) os pontos que n~ao s~ao extremos;
(26) end
A linha (25) e necessaria se estivermos interessados apenas nos pontos extremos
de Y , pois algumas soluc~oes n~ao-dominadas n~ao-extremas podem ser calculadas.
Como Y e um subconjunto de R2, a identicac~ao dos pontos extremos que s~ao
soluc~oes n~ao-dominadas faz-se rapidamente a partir do conjunto NDE(Y ) obtido,
depois de ordenado, por exemplo, por ordem crescente da primeira coordenada dos
seus elementos.
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5.3.2 Algoritmo primal-dual modificado
O algoritmo primal-dual, como foi apresentado na Subsecc~ao 5.3.1, divide o intervalo
]0,1[ de acordo com os pontos de divis~ao da func~ao linear por trocos (). No
entanto, nem todos estes subintervalos produzem uma soluc~ao eciente diferente
para (5:9) e pode acontecer que a mesma soluc~ao seja encontrada repetidamente.
Nesta secc~ao mostramos que esta redunda^ncia pode ser evitada. De facto, no caso
bi-objectivo, podemos ir mais alem e, possivelmente, descobrir um subintervalo com
uma amplitude superior, onde a soluc~ao actual continua optima, mais precisamente,
dada uma soluc~ao eciente, e possvel determinar para que valores de  a proxima
soluc~ao eciente diferente sera encontrada obtendo-se, assim, um conjunto de sub-
intervalos q; q = 1; 2; : : : ; r que constituem uma divis~ao do intervalo ]0,1[.
O algoritmo primal-dual divide o intervalo ]0; 1[ sucessivamente de acordo com
a arvore da Figura 5.8.
a
]0, 1[
Λ1 Λ2 · · · Λr
Λ11 Λ12 · · · Λ1r′
...
...
Λ11···1
Λ11···1 Λ11···2 · · · Λ11···r(q)
Figura 5.8: Esquema de divis~ao do intervalo .
Seguindo um esquema de pesquisa em profundidade da esquerda para a direita, a
primeira soluc~ao eciente x obtida (associada a 111) e uma soluc~ao optima para
o problema (5.10) com  = ", sendo " um numero positivo sucientemente pequeno.
Esta soluc~ao minimiza o segundo objectivo e a sua imagem no espaco dos objectivos
e um ponto extremo de Y .
Consideremos os conjuntos L e U dos arcos no limite inferior e superior, respec-
tivamente. Como vimos anteriormente cij e i s~ao func~oes ans de . Assim, os
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custos reduzidos s~ao tambem func~oes ans de  e temos:
cij() = (c
1
ij   c2ij)+ c2ij   i() + j() > 0; 8(i; j) 2 L,
cij() = (c
1
ij   c2ij)+ c2ij   i() + j() 6 0; 8(i; j) 2 U:
Designemos por 0 2 ]0; 1[ o valor de 0:
0 = maxf  : cij() > 0; 8(i; j) 2 L
e cij() 6 0; 8(i; j) 2 Ug: (5.13)
A soluc~ao x permanece optima para o problema (5.10) para todo o  2 ]0; 0].
Deste modo, na segunda iterac~ao do algoritmo primal-dual, todos os subintervalos
q  ]0; 0] podem ser removidos de futuras analises uma vez que a mesma soluc~ao
x ou uma com o mesmo valor objectivo seria obtida nesses intervalos.
De forma semelhante, sempre que o algoritmo encontra uma nova soluc~ao e-
ciente os custos reduzidos dos arcos dos conjuntos L e U associados e o valor de
0 s~ao calculados como em (5.13). Todos os subintervalos para os quais sabemos
que ja existe uma soluc~ao (eciente) s~ao apagados de analises futuras. Vericar-se-a
tambem se um subintervalo encontrado posteriormente no algoritmo verica esta
condic~ao (ver Algoritmo 6).
No incio da aplicac~ao do algoritmo fazemos  = 0. Na Linha (19) actualizamos
o seu valor, onde 0 e calculado de acordo com (5.13) e apagamos todos os l de L
para os quais q  [0; ].
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Algoritmo 6: Algoritmo primal-dual bi-objectivo modicado.
fDetermina o conjunto das soluc~oes n~ao-dominadas extremas. g
input: Rede orientada N = (G; (c1; c2); l; u; b).
output: Conjunto de soluc~oes n~ao-dominadas extremas: NDE(Y ).
(1) begin
(2) 0  ]0; 1[, 0  0,   0 e NDE(Y ) ;;
(3) L f(0;A=0 = ;; L0 = A; U0 = ;; 0 = 0; 0 = 0)g;
(4) while (L 6= ;) do
(5) begin
(6) l (q;A=q ; Lq; Uq; q; q) 2 L com o menor valor de q (q e Q
(7) s~ao os extremos do intervalo q);
(8) if (Q 6 ) do L = L n flg e ir para (4); else
(9) begin
(10) y^  valor optimo de AP (A=q );
(11) if (y^ = 0) do
(12) begin
(13) L L n flg, x soluc~ao primal associada;
(14) L arcos com uxo igual ao limite inferior;
(15) U  arcos com uxo igual ao limite superior;
(16) 0  maxf : cij() > 0 8(i; j) 2 L e cij () 6 0 8(i; j) 2 Ug
(17) onde cij() = (c
1
ij  c2ij)   +c2ij  i() + j() e o custo
(18) reduzido do arco (i; j);
(19)   maxf0; Qg;
(20) y  imagem da soluc~ao do primal associada a y^ = 0;
(21) NDE(Y ) NDE(Y ) [ fyg;
(22) end
(23) else
(24) begin
(25) (^; ^) soluc~ao optima de DAP (A=q );
(26) Calcular a divis~ao qq0 , q
0 = 1; : : : ; r0 de q de acordo com
(27) (5.12) e a nova soluc~ao dual qq
0
(); qq
0
() para todo o q0 =
(28) 1; : : : ; r0;
(29) L L n flg [ f(qq0 ; Lqq0 ; Uqq0 ; qq0(); qq0()) :
(30) q0 = 1; : : : ; r0g;
(31) end
(32) end
(33) end
(34) Retirar de NDE(Y ) os pontos que n~ao s~ao extremos;
(35) end
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5.3.3 Exemplo ilustrativo
Consideremos o problema de uxos em redes bi-objectivo representado na Figura
5.9.
i j
1
3
2 4
5
(c1ij,c
2
ij)
uij
(3
,5
)
10
(8,1)
5
(5,5)
4
(3,9)
7
(2
,7
)
8
(10,
2)
6
(1,4)
8
10 -10
1
3
2 4
5
1
0
1
0
1
0
1
10
0
1
1
1
−1
Figura 5.9: Problema de uxos em redes bi-objectivo.
Matematicamente, este problema FRBO pode ser formulado da seguinte forma:
minimizar f1(x) = 3x12 + 8x13 + 5x23 + 3x24 + 2x34 + 10x35 + x45,
minimizar f2(x) = 5x12 + x13 + 5x23 + 9x24 + 7x34 + 2x35 + 4x45,
sujeito a: x12 +x13 = 10,
 x12 +x23 +x24 = 0,
 x13  x23 +x34 +x35 = 0,
 x24  x34 +x45 = 0,
 x35  x45 =  10,
(5.14)
x12 6 10; x13 6 5; x23 6 4; x24 6 7; x34 6 8; x35 6 6;
x45 6 8, x12; x13; x23; x24; x34; x35; x45 > 0.
(5.15)
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Consideremos um para^metro  2]0; 1[. O problema parametrico associado e:
minimizar ( 2+ 5)x12 + (7+ 1)x13 + 5x23 + ( 6+ 9)x24+
+ ( 5+ 7)x34 + (8+ 2)x35 + ( 3+ 4)x45,
sujeito a: x12 +x13 = 10,
 x12 +x23 +x24 = 0,
 x13  x23 +x34 +x35 = 0,
 x24  x34 +x45 = 0,
 x35  x45 =  10,
(5.16)
x12 6 10; x13 6 5; x23 6 4; x24 6 7; x34 6 8; x35 6 6,
x45 6 8, x12; x13; x23; x24; x34; x35; x45 > 0.
Designemos por 1; 2; 3; 4; 5 as variaveis duais associadas as restric~oes (5.14)
e por 12; 13;    ; 45 as variaveis duais associadas as restric~oes (5.15). Deste modo
o dual do problema parametrico pode ser denido como:
maximizar 101   105   1012   513   423   724   834   635   845,
sujeito a: 1  2  12 6  2+ 5,
1  3  13 6 7+ 1,
2  3  23 6 5,
2  4  24 6  6+ 9,
3  4  34 6  5+ 7,
3  5  35 6 8+ 2,
4  5  45 6  3+ 4,
12; 13; 23; 24; 34; 35; 45 > 0.
Apliquemos o Algoritmo 6 com o objectivo de encontrar todas as soluc~oes n~ao-do-
minadas extremas para o problema (5.14). Ao longo desta aplicac~ao evidenciaremos
as principais diferencas da aplicac~ao deste algoritmo relativamente ao Algoritmo 5.
0: O algoritmo comeca por considerar o problema parametrico com um valor de
 no intervalo 0 =]0; 1[. Uma soluc~ao admissvel para o dual deste problema
tem todas as componentes nulas, isto e, podemos considerar 0 = 0. O pro-
blema primal auxiliar (AP (A=)), com variaveis articiais apenas, tem valor
optimo z^ = 10, como se pode ver imediatamente na rede respectiva. No caso
geral, podemos obter esta soluc~ao utilizando o Algoritmo 3. Como z^ 6= 0 a
soluc~ao obtida n~ao e optima para o problema parametrico inicial. O problema
dual auxiliar tem valor optimo 10 com ^ = (0; 1; 1; 1; 1). Estes valores s~ao
rapidamente obtidos utilizando a rede do problema auxiliar. O calculo de
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() (ver Tabela 5.2) conduz-nos a decomposic~ao de 0 em dois subintervalos:
1 =]0;
2
11
] e 2 = [
2
11
; 1[, da seguinte forma:
() = min

4+ 1;
 3
2
+ 2

=

4+ 1;  2 ]0; 2
11
]
 3
2
+ 2;  2 [ 2
11
; 1[
e
1() = 0 + ()^
= (0; 4+ 1; 4+ 1; 4+ 1; 4  1) se  2 ]0; 2
11
],
2() = 0 + ()^
=

0;
 3
2
+ 2;
 3
2
+ 2;
 3
2
+ 2;
3
2
  2

se  2

2
11
; 1

:
Tabela 5.2: Calculos auxiliares para  em 0.
arc cij   0i + 0j ^i   ^j cij 
0
i+
0
j
^i ^j
(1; 2)  2+ 5  1
(1; 3) 7+ 1  1
(2; 3) 5 0
(2; 4)  6+ 9 0
(3; 4)  5+ 7 0
(3; 5) 8+ 2 2 8+2
2
= 4+ 1
(4; 5)  3+ 4 2  3+4
2
=  3
2
+ 2
Consideremos o primeiro subintervalo da divis~ao e passemos a segunda itera-
c~ao.
1: Com  2]0; 211 ] e a soluc~ao dual 1 determinemos os novos conjuntos A=, L1 e
U1. Temos cij 1i +1j > 0 para todo o arco (i; j) 2 A excepto para (3; 5) que
verica c35  13 + 15 = 0. Isto implica que no novo problema auxiliar xij = 0,
para todo o (i; j) 2 A excepto x35 (ver Tabela 5.3), isto e, A= = f(3; 5)g,
L1 = A n f(3; 5)g e U1 = ;. O problema auxiliar tem valor optimo 10 6= 0 e o
novo dual auxiliar tem soluc~ao optima  = (0; 1; 1; 1; 1). Temos
() = min

11+ 2;
5
2
;
 11
2
+ 1

=
 11
2
+ 1, 8 2

0;
2
11

;
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isto e, 1 mantem-se sem qualquer decomposic~ao. Actualizamos os valores da
soluc~ao dual:
1() =

0; 3
2
+ 2;
19
2
; 3
2
+ 2;
3
2
  2

:
Tabela 5.3: Calculos auxiliares para  em 1.
arc cij   1i + 1j ^i   ^j cij 
1
i+
1
j
^i ^j
(1; 2) 2+ 6  1
(1; 3) 11+ 2 1 11+ 2
(2; 3) 5 2 5
2
(2; 4)  6+ 9 0
(3; 4)  5+ 7  2
(3; 5) 0 0
(4; 5)  11+ 2 2  11+2
2
=  11
2
+ 1
O novo problema auxiliar tem x12 = x13 = x23 = x24 = x34 = 0 com va-
lor optimo 10 6= 0. A soluc~ao optima do problema dual associada e ^ =
(0; 1; 1; 1; 1). Assim,
() = min

33
2
+ 1;
11+ 3
2
; 3+ 9
2

=

33
2
+ 1;  2 ]0; 1
22
]
11+3
2
;  2 [ 1
22
; 2
11
[
,
(ver Tabela 5.4) e 1 e decomposto em 11 =]0;
1
22
] e 12 = [
1
22
; 2
11
], com
11() = (0; 15+ 3; 7  1; 18+ 1; 15  3), 8 2

0;
1
22

,
12() =

0;
5
4
+
7
2
;
27
4
  3
2
; 17
4
+
1
2
; 5
4
  7
2

, 8 2

1
22
;
2
11

.
Consideremos o intervalo 11 e passemos a iterac~ao seguinte.
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Tabela 5.4: Calculos auxiliares para  em 1 (2
o caso).
arc cij   1i + 1j ^i   ^j cij 
1
i+
1
j
^i ^j
(1; 2)  7
2
+ 7  1
(1; 3) 33
2
+ 1 1 33
2
+ 1
(2; 3) 11+ 3 2 11+3
2
(2; 4)  6+ 9 2  6+9
2
=  3+ 9
2
(3; 4)  16+ 9 0
(3; 5) 0 0
(4; 5) 0 0
11: O problema auxiliar tem x12 = x23 = x24 = x34 = 0 e o seu valor optimo e
5 6= 0. O problema dual auxiliar tem soluc~ao optima ^ = (0; 1; 1; 1; 1) e
() = min

 11+ 1
2
;
 39+ 7
2

=  11+ 1
2
,
8 2 11 e 11() e actualizada para,
11() =

0; 4+
7
2
; 4  3
2
; 7+ 1
2
; 4  7
2

.
Os custos reduzidos dos arcos respectivos implicam que x12 = x24 = x34 = 0
e que x13 = u13 = 5: O problema primal auxiliar tem valor optimo 5 6= 0 e
o problema dual correspondente tem soluc~ao optima ^ = (0; 1; 1; 1; 1),
onde
() = min

2+
17
2

= 2+
17
2
:
A soluc~ao dual admissvel e actualizada, para  2 ]0; 1
22
], da seguinte maneira:
11() = (0; 2  5; 2  10; 9  8; 6  12):
O problema primal auxiliar seguinte tem x13 = 5, x24 = x34 = 0 e valor optimo
4 6= 0. O problema dual associado tem soluc~ao optima ^ = (0; 0; 0; 1; 1).
Temos assim:
() = minf 17+ 6; 16+ 9g =  17+ 6,
11() = (0; 2  5; 2  10; 8  14; 11  18):
100 ALGORITMO PRIMAL-DUAL BI-OBJECTIVO
O valor dos custos reduzidos implica que o proximo problema auxiliar tenha
x13 = 5, x34 = 0 e x35 = u35 = 6. Este problema tem valor optimo 0 e, por
isso, encontramos uma soluc~ao que e optima para o problema inicial (5.16) para
 2 [0; 1
22
]. Essa soluc~ao e x12 = 5, x13 = 5, x23 = 1, x24 = 4, x34 = 0, x35 = 6
e x45 = 4 com f1(x) = 136 e f2(x) = 99. Na vers~ao original do algoritmo
primal-dual, continuavamos a procura de uma nova soluc~ao no intervalo 12 =
[ 1
22
; 2
11
]. No algoritmo modicado, propomos o uso da informac~ao contida na
soluc~ao obtida de forma a reduzir trabalho posterior. Esta soluc~ao tem arcos
(3; 4) 2 L e (1; 3); (3; 5) 2 U e e uma soluc~ao optima do problema parametrico
para  2 ]0; 6
17
] tendo em conta que c34 =  + 3 > 0 para todo o  2 ]0; 1[,
c13 = 9   9 6 0 para todo o  2 ]0; 1[ e c35 = 17   6 6 0 para  2 ]0; 617 ].
Como [ 1
22
; 2
11
]   2 ]0; 6
17
] o algoritmo continua com  2 [ 2
11
; 1].
a
Λ0 =]0, 1[
Λ1 =]0,
2
11
] Λ2 = [
2
11
, 1[
Λ11 =]0,
1
22
] Λ12 = [
1
22
,
2
11
] Λ21 = [
2
11
,
9
16
] Λ22 = [
9
16
, 1[
Λ211
= [ 2
11
,
6
17
]
Λ212
= [ 6
17
,
9
16
]
Λ221
= [ 9
16
,
3
5
]
Λ222
= [3
5
, 1[
(×)(×) y = (104, 132)
x = (5, 5, 0, 5, 3, 2, 8)
y = (125, 105)
x = (5, 5, 0, 5, 0, 5, 5)
y = (96, 144)
x = (7, 3, 0, 7, 1, 2, 8)
y = (136, 99)
x = (5, 5, 1, 4, 0, 6, 4)
Figura 5.10: Esquema com subintervalos e soluc~oes.
2: O uso do algoritmo para  2 2 conduz a subarvore do subintervalo 2 na
Figura 5.10. O subintervalo 211 pode ser descartado uma vez que sabemos
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que a mesma soluc~ao n~ao-dominada seria obtida neste intervalo. Ao explo-
rar os subintervalos 212, 221 e 222, as soluc~oes n~ao-dominadas (125; 105),
(104; 132) e (96; 144) e as soluc~oes ecientes correspondentes (5; 5; 0; 5; 0; 5; 5),
(5,5,0, 5; 3; 2; 8) e (7; 3; 0; 7; 1; 2; 8) s~ao obtidas.
O algoritmo termina; a forma como o subintervalo ]0; 1[ foi subdividido e as
soluc~oes encontradas s~ao apresentadas na Figura 5.10. O smbolo () indica
que o intervalo foi apagado devido aos calculos de  depois de encontrada
uma soluc~ao.
5.4 Experieˆncias computacionais, resultados e comenta´rios
Foram implementados dois algoritmos, para o problema de uxos em redes, usando
linguagem de programac~ao C:
(pd) O Algoritmo 6 e
(par) um algoritmo parametrico como descrito na Subsecc~ao 5.2.1, usando o sim-
plex para redes para determinar a primeira soluc~ao eciente. O algoritmo
parametrico implementado calcula todas as soluc~oes optimas alternativas de
forma a assegurar que todos os pontos ecientes extremos s~ao encontrados (ver
pagina 122 em Steuer, 1986).
O computador usado para os testes estava equipado com um processador Intel
Pentium 2.13GHz e 1GB de memoria RAM e foi utilizado o sistema operativo OS
X.
Tabela 5.5: Para^metros do problema (uij designa a capacidade, m designa o numero de
nodos e n o numero de arcos).
Tipo de m n Origens Destinos Oferta % Arcos da estrutura
problema Total com com uij
c1ij max c
2
ij max
1 10 40 5 4 100 20 20 0 { 20
2 20 100 7 5 200 30 30 0 { 30
3 30 300 8 12 300 25 25 0 { 30
4 40 600 12 14 400 20 30 0 { 40
5 50 1000 15 15 600 25 25 0 { 40
6 60 1400 20 20 800 20 20 0 { 40
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Tabela 5.6: Resultados numericos para todas as insta^ncias.
Tipo de Media de Tempo CPU
insta^ncia Algoritmo NDE(Y) Max Media Mediana Min Moda
1 pd 7:77 0:03 0:01 0:02 0 0
par 0:06 0:02 0 0 0
2 pd 29:63 0:20 0:13 0:14 0:08 0:14
par 0:08 0:03 0:03 0:02 0:02
3 pd 85:67 3:16 2:32 2:38 1:45 1:94
par 0:11 0:06 0:05 0:03 0:05
4 pd 126:77 14:38 10:30 10:29 5:47 5:47
par 0:27 0:19 0:19 0:14 0:19
5 pd 208:33 75:05 50:74 50:28 32:73 32:73
par 0:98 0:68 0:66 0:48 0:59
6 pd 281:03 267:89 138:18 133:13 68:13 68:13
par 1:80 1:23 1:19 0:89 1:11
Um conjunto de 180 insta^ncias do problema de uxos em redes foi gerado, u-
sando o gerador de redes NETGEN adaptado a este problema particular. Foram
considerados seis tipos de problemas com 30 insta^ncias para cada um deles. Os
coecientes das func~oes objectivo foram gerados aleatoriamente (usando a distribui-
c~ao uniforme) do conjunto de inteiros f0; 1; 2;    ; 100g. Todos os arcos te^m uma
capacidade limitada. Os restantes para^metros dos problemas gerados est~ao listados
na Tabela 5.5 seguindo as convenc~oes do NETGEN (ver Klingman et al., 1974).
Tabela 5.7: Resultados numericos para as insta^ncias altamente degeneradas.
NDE(Y) Bases ecientes Tempo CPU
Nodos Arcos pd par
10 42 7 37 0:00 0:22
10 42 8 35 0:00 1:25
20 100 23 2 333 0:20 1:41
20 100 21 2 692 0:23 2:66
20 100 16 2 998 0:14 1:49
20 100 13 7 431 0:11 8:55
20 100 18 2 041 0:20 1:27
20 100 20 3 259 0:17 2:64
20 100 13 2 979 0:16 3:80
20 100 22 5 782 0:30 4:83
continua na proxima pagina
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continuac~ao da pagina anterior
NDE(Y) Bases ecientes Tempo CPU
Nodos Arcos pd par
20 100 18 2 581 0:24 1:53
20 100 11 3 219 0:08 1:56
20 100 17 2 802 0:17 1:22
20 100 17 4 372 0:19 2:38
30 300 55 6 007 1:52 10:70
30 300 73 1 322 1:92 2:41
30 300 56 8 096 1:50 17:20
30 300 59 2 134 1:91 1:58
30 300 54 9 493 1:25 7:63
30 300 53 13 528 1:48 16:99
30 300 51 5 541 1:44 5:53
30 300 49 8 902 1:69 7:81
30 300 56 17 433 1:63 23:34
40 600 68 4 500 5:19 7:56
40 600 49 17 912 2:36 38:33
40 600 77 8 847 2:30 11:72
40 600 96 9 923 4:25 14:64
40 600 69 11 168 2:48 37:11
40 600 71 26 659 2:91 178:20
40 600 71 16 631 2:25 37:64
40 600 78 16 291 2:59 37:39
O algoritmo parametrico gasta um tempo menor que o primal-dual para a maio-
ria das insta^ncias (ver Tabela 5.6). No entanto, para algumas insta^ncias o al-
goritmo primal-dual e mais rapido (ver Tabela 5.7 onde s~ao apresentados alguns
exemplos). Os custos de 31 insta^ncias da Tabela 5.7 foram gerados de forma a
que as insta^ncias resultantes fossem altamente degeneradas. Todas estas insta^ncias
te^m um grande numero de bases ecientes, muito maior que o numero de pontos
n~ao-dominados extremos, signicando isto que existem muitas soluc~oes degenera-
das. Os nossos testes computacionais parecem apontar que o algoritmo primal-
-dual e mais adequado para resolver este tipo de insta^ncias difceis. A Figura 5.11
mostra que, quando o numero de bases ecientes cresce quando comparado com
o numero de soluc~oes n~ao-dominadas, o tempo de CPU utilizado pelo algoritmo
primal-dual decresce quando comparado com este mesmo tempo gasto pelo algo-
ritmo parametrico. Neste graco u = numero de bases ecientesnumero de soluc~oes n~ao-dominadas extremas
e v =
tempo CPU gasto por pd
tempo CPU gasto por par. 211 insta^ncias foram consideradas, as 180 insta^n-
cias da Tabela 5.5 mais 31 insta^ncias adicionais geradas.
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Figura 5.11: (a) Numero de bases ecientes por pontos n~ao-dominados extremos (u)
versus taxa de tempo CPU gasto pelo algoritmo pd sobre o tempo CPU gasto pelo algoritmo
par (v); (b) 0 6 u 6 3;(c) 0 6 v 6 2.
Parte III
Problemas lineares de fluxos em redes
inteiros multi-objectivo
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Nesta parte apresentamos o trabalho realizado no a^mbito dos problemas dos u-
xos inteiros em redes com varios objectivos. No Captulo 6, descrevemos um novo
algoritmo para identicar todas as soluc~oes n~ao-dominadas ou ecientes suporta-
das para este problema. O algoritmo baseia-se nas condic~oes de optimalidade de
uma soluc~ao cuja rede residual associada n~ao contem qualquer circuito de custo
negativo e, no caso de haver soluc~oes optimas alternativas, estas est~ao associadas
com circuitos de custo nulo. Assim, utilizando uma func~ao objectivo adequada,
podemos determinar o conjunto das soluc~oes n~ao-dominadas ou ecientes supor-
tadas, procurando os circuitos de custo nulo, nas redes residuais associadas as
soluc~oes optimas que v~ao sendo determinadas. Todo o algoritmo e construdo
com base na demonstrac~ao de um teorema que mostra a conexidade do conjunto
de todas as soluc~oes n~ao-dominadas suportadas com base no conceito de ciclo de
custo zero. O algoritmo proposto determina apenas as soluc~oes n~ao-dominadas
suportadas, embora se pense ser possvel generaliza-lo para determinar o conjunto
de todas as soluc~oes n~ao-dominadas. O algoritmo foi implementado e testado e os
resultados fazem parte deste captulo tambem. No Captulo 7, descrevemos um
algoritmo capaz de calcular todas as soluc~oes n~ao-dominadas e ecientes supor-
tadas e n~ao-suportadas para o problema bi-objectivo. Como e sabido as soluc~oes
ecientes/n~ao-dominadas deste problema podem ser obtidas recorrendo a resolu-
c~ao de problemas de restric~ao-", com uma escolha adequada do valor ". E essa a
estrategia utilizada: atraves da escolha adequada do valor de ", determinamos a
soluc~ao optima do problema de restric~ao-" associado, que nos da uma das coorde-
nadas da soluc~ao n~ao-dominada correspondente. Queremos realcar aqui a forma
como e feita a resoluc~ao do problema de restric~ao-". E sabido que a introduc~ao
da restric~ao-" no problema de uxos em redes origina um novo problema que
n~ao e mais de uxos em redes. No entanto, este problema pode ser resolvido
utilizando apenas problemas de uxos em redes, atraves de um procedimento de
separac~ao e avaliac~ao progressivas, permitindo dessa forma tirar vantagem das
propriedades deste tipo de problemas. O algoritmo proposto foi implementado e
os resultados fazem parte deste captulo, assim como a sua analise. Finalmente,
no Captulo 8, um novo algoritmo para o calculo aproximado das soluc~oes n~ao-
-dominadas do problema de uxos em redes e descrito. Este algoritmo utiliza a
capacidade que o algoritmo proposto no Captulo 7 tem de ir buscar qualquer
soluc~ao eciente/n~ao-dominada. Deste modo, e possvel obter uma representac~ao
do conjunto de todas as soluc~oes ecientes/n~ao-dominadas com determinadas ca-
ractersticas denidas, por exemplo, pelo decisor. Esta caracterstica e de extrema
importa^ncia considerando que n~ao existe uma\boa"representac~ao, do conjunto de
todas as soluc~oes ecientes/n~ao-dominadas, mas existem alternativas diferentes,
como veremos tambem neste captulo.

Capı´tulo 6
Determinac¸a˜o de todas as soluc¸o˜es inteiras
suportadas
Este captulo e dedicado a determinac~ao das soluc~oes suportadas, num problema
FRIMO. Comecamos por fazer uma breve introduc~ao ao captulo, explicando
como apareceu e a importa^ncia do algoritmo proposto. Seguidamente, fazemos
uma caracterizac~ao das soluc~oes n~ao-dominadas como imagens das soluc~oes eci-
entes. Mostramos, atraves de exemplos, que nem todas as soluc~oes no conjunto
das n~ao-dominadas suportadas s~ao imagens de soluc~oes ecientes extremas ou
intermedias. Depois, introduzimos conceitos teoricos, alguns dos quais s~ao novos
e descrevemos os diversos passos do algoritmo. Este algoritmo resulta da prova
de que o conjunto das soluc~oes suportadas e conexo. Apresentamos um exemplo
ilustrativo da aplicac~ao do algoritmo. Finalmente, descrevemos como foi feita a
implementac~ao do algoritmo, listamos os resultados obtidos da resoluc~ao de um
conjunto de problemas e analisamos esses resultados.
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6.1 Introduc¸a˜o
Este captulo apresenta um novo algoritmo para determinar todas as soluc~oes e-
cientes suportadas e todas as soluc~oes n~ao-dominadas suportadas, para o problema
de uxos em redes inteiro multi-objectivo. O algoritmo utiliza a conexidade do
conjunto de soluc~oes ecientes associadas com os circuitos de custo zero numa rede
residual, demonstrada no Teorema 6.3.1. Convem referir que, tanto quanto e do
nosso conhecimento, n~ao havia ate agora qualquer algoritmo dedicado ao calculo
das soluc~oes n~ao-dominadas suportadas, que conseguisse calcular todo o conjunto
destas soluc~oes. Um dos metodos mais utilizados, que foi usado por diversos investi-
gadores como determinando todas estas soluc~oes, vericou-se estar incorrecto, como
mostramos na Secc~ao 6.2.
6.2 Caracterizac¸a˜o das soluc¸o˜es na˜o-dominadas
Consideremos um problema FRIMO com regi~oes admissveis XI e Y I , no espaco das
variaveis de decis~ao e no espaco dos objectivos, respectivamente, como denido na
Subsecc~ao 2.7.1. Contrariamente ao que acontece no problema FRMO, em que todas
as soluc~oes n~ao-dominadas pertencem a fronteira da regi~ao admissvel, neste pro-
blema podemos ter soluc~oes n~ao-dominadas na fronteira ou no interior de conv(Y I),
isto e, podemos ter soluc~oes n~ao-dominadas suportadas ou n~ao-suportadas, como
vimos na Subsecc~ao 2.7.2.
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iFigura 6.1: Problema FRIBO.
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46, 65, 79, 88,
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13, 35, 54, 69, 80
8, 30, 50, 66
3, 26,
22, 44, 63, 77, 86,
17, 39, 58, 72, 82
12, 34, 53, 68
7, 29, 49
2, 25
21, 43, 62, 76, 85
16, 38, 57, 71
11, 33, 52
6, 28
42, 61,
15, 37, 56
10, 32
24,
4, 48
47
1
20, 75
5
93
90
89
91
D
C
B
A
430 440 450 460 470
f1HxL
460
480
500
520
540
560
580
600
f2HxL
Figura 6.2: Regi~ao admissvel no espaco dos objectivos.
Sabemos que todos os pontos extremos do poliedro conv(Y I) s~ao imagens de pon-
tos extremos do poliedro conv(XI), isto e, dado um ponto extremo y 2 conv(Y I)
existe sempre um ponto extremo x 2 conv(XI) tal que y = f(x) (ver Steuer, 1986,
Zeleny, 1974). Alem disso, como estamos a admitir que todas as componentes dos
vectores u, b e da matriz C s~ao inteiras, as soluc~oes associadas aos pontos extre-
mos te^m componentes inteiras (ver Bazaraa et al., 2005). Como e facil de ver,
nem todas as imagens de pontos extremos em conv(XI) s~ao pontos extremos em
conv(Y I). Como exemplo consideremos o problema FRIBO representado pela Fi-
gura 6.1. O conjunto das soluc~oes admissveis, no espaco das variaveis de decis~ao,
tem 93 elementos no total, como pode ser visto em Figueira (2000) e na Tabela
6.1. A representac~ao da regi~ao admissvel no espaco dos objectivos esta na Figura
6.2, com a numerac~ao das soluc~oes cujas imagens s~ao representadas pelos pontos
respectivos. O poliedro conv(XI) tem 12 pontos extremos correspondentes a 12 so-
luc~oes basicas admissveis, numeradas 1; 4; 5; 20; 24; 47; 48; 75; 89; 90; 91; 93. Destas,
as soluc~oes 89, 90, 91 e 93 s~ao degeneradas. Ao olhar para a Figura 6.2 podemos
constatar que todos os pontos extremos do poliedro conv(Y I) s~ao imagens de pelo
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menos um ponto extremo de conv(XI). Alguns s~ao imagens de apenas um ponto
extremo, como e o caso do ponto 5, mas outros s~ao imagens de mais que um ponto
extremo como, por exemplo, o ponto extremo mais a esquerda que e imagem dos
pontos extremos 24 e 93.Problema
i j
1
3
2 4
5
6
(c1ij, c
2
ij)
[0, uij]
(6
,2
4)
[0
,6
]
(27,7)[0,6]
(1
8
,8
)
[0
,5
]
(13,25)
[0,4]
(24,28)[0,5]
(7
,1
)
[0
,4
]
(6,20)
[0,5]
(9
,9
)
[0
,1
]
(24,12)[0,6]
(1
3,
9)
[0
,5
]
8
-2
-1
2
-1
-6
bi bj
Soluc¸a˜o 256
1
3
2 4
5
6
(6
,2
4)
[0
,6
]6
(27,7)[0,6]
2
(1
8
,8
)
[0
,5
]
0
(13,25)
[0,4] 4
(24,28)[0,5] 0
(7
,1
)
[0
,4
]
0
(6,20)
[0,5]1
(9
,9
)
[0
,1
]
1
(24,12)[0,6]
5
(1
3,
9)
[0
,5
]
1
8
-2
-1
2
-1
-6
i
Figura 6.3: Problema FRIBO.
Tabela 6.1: Soluc~oes admissveis do problema da Figura 6.1.
No x12 x13 x23 x24 x34 x35 x45 y1 y2
1 5 5 0 5 0 5 5 455 480
2 5 5 0 5 1 4 6 450 508
3 5 5 0 5 2 3 7 445 536
4 5 5 0 5 3 2 8 440 564
5 5 5 1 4 0 6 4 459 460
6 5 5 1 4 1 5 5 454 488
7 5 5 1 4 2 4 6 449 516
8 5 5 1 4 3 3 7 444 544
9 5 5 1 4 4 2 8 439 572
10 5 5 2 3 1 6 4 458 468
11 5 5 2 3 2 5 5 453 496
12 5 5 2 3 3 4 6 448 524
13 5 5 2 3 4 3 7 443 552
continua na proxima pagina
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continuac~ao da pagina anterior
No x12 x13 x23 x24 x34 x35 x45 y1 y2
14 5 5 2 3 5 2 8 438 580
15 5 5 3 2 2 6 4 457 476
16 5 5 3 2 3 5 5 452 504
17 5 5 3 2 4 4 6 447 532
18 5 5 3 2 5 3 7 442 560
19 5 5 3 2 6 2 8 437 588
20 5 5 4 1 3 6 4 456 484
21 5 5 4 1 4 5 5 451 512
22 5 5 4 1 5 4 6 446 540
23 5 5 4 1 6 3 7 441 568
24 5 5 4 1 7 2 8 436 596
25 6 4 0 6 0 4 6 450 508
26 6 4 0 6 1 3 7 445 536
27 6 4 0 6 2 2 8 440 564
28 6 4 1 5 0 5 5 454 488
29 6 4 1 5 1 4 6 449 516
30 6 4 1 5 2 3 7 444 544
31 6 4 1 5 3 2 8 439 572
32 6 4 2 4 0 6 4 458 468
33 6 4 2 4 1 5 5 453 496
34 6 4 2 4 2 4 6 448 524
35 6 4 2 4 3 3 7 443 552
36 6 4 2 4 4 2 8 438 580
37 6 4 3 3 1 6 4 457 476
38 6 4 3 3 2 5 5 452 504
39 6 4 3 3 3 4 6 447 532
40 6 4 3 3 4 3 7 442 560
41 6 4 3 3 5 2 8 437 588
42 6 4 4 2 2 6 4 456 484
43 6 4 4 2 3 5 5 451 512
44 6 4 4 2 4 4 6 446 540
45 6 4 4 2 5 3 7 441 568
46 6 4 4 2 6 2 8 436 596
47 7 3 0 7 0 3 7 445 536
48 7 3 0 7 1 2 8 440 564
49 7 3 1 6 0 4 6 449 516
50 7 3 1 6 1 3 7 444 544
51 7 3 1 6 2 2 8 439 572
52 7 3 2 5 0 5 5 453 496
53 7 3 2 5 1 4 6 448 524
54 7 3 2 5 2 3 7 443 552
continua na proxima pagina
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continuac~ao da pagina anterior
No x12 x13 x23 x24 x34 x35 x45 y1 y2
55 7 3 2 5 3 2 8 438 580
56 7 3 3 4 0 6 4 457 476
57 7 3 3 4 1 5 5 452 504
58 7 3 3 4 2 4 6 447 532
59 7 3 3 4 3 3 7 442 560
60 7 3 3 4 4 2 8 437 588
61 7 3 4 3 1 6 4 456 484
62 7 3 4 3 2 5 5 451 512
63 7 3 4 3 3 4 6 446 540
64 7 3 4 3 4 3 7 441 568
65 7 3 4 3 5 2 8 436 596
66 8 2 1 7 0 3 7 444 544
67 8 2 1 7 1 2 8 439 572
68 8 2 2 6 0 4 6 448 524
69 8 2 2 6 1 3 7 443 552
70 8 2 2 6 2 2 8 438 580
71 8 2 3 5 0 5 5 452 504
72 8 2 3 5 1 4 6 447 532
73 8 2 3 5 2 3 7 442 560
74 8 2 3 5 3 2 8 437 588
75 8 2 4 4 0 6 4 456 484
76 8 2 4 4 1 5 5 451 512
77 8 2 4 4 2 4 6 446 540
78 8 2 4 4 3 3 7 441 568
79 8 2 4 4 4 2 8 436 596
80 9 1 2 7 0 3 7 443 552
81 9 1 2 7 1 2 8 438 580
82 9 1 3 6 0 4 6 447 532
83 9 1 3 6 1 3 7 442 560
84 9 1 3 6 2 2 8 437 588
85 9 1 4 5 0 5 5 451 512
86 9 1 4 5 1 4 6 446 540
87 9 1 4 5 2 3 7 441 568
88 9 1 4 5 3 2 8 436 596
89 10 0 3 7 0 3 7 442 560
90 10 0 3 7 1 2 8 437 588
91 10 0 4 6 0 4 6 446 540
92 10 0 4 6 1 3 7 441 568
93 10 0 4 6 2 2 8 436 596
Temos ainda pontos extremos como imagens de pontos n~ao extremos associados
a soluc~oes n~ao-basicas como, por exemplo, o ponto extremo mais a esquerda que e
imagem das soluc~oes n~ao-basicas 46, 65, 79 e 88.
Relativamente as restantes soluc~oes n~ao-dominadas, temos pontos n~ao-extremos
que s~ao imagens de pontos extremos. Por exemplo, as soluc~oes 47 e 90 s~ao soluc~oes
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basicas admissveis extremas, representadas por pontos extremos em conv(XI) e as
suas imagens s~ao soluc~oes n~ao-dominadas suportadas, mas n~ao-extremas. Podemos,
por isso, dizer que nem toda a soluc~ao eciente extrema tem como imagem uma
soluc~ao n~ao-dominada extrema. Podemos ainda ter soluc~oes ecientes extremas que
te^m como imagens soluc~oes n~ao-dominadas n~ao-suportadas. No exemplo que temos
estado a considerar a soluc~ao 89 e eciente extrema, mas a sua imagem e uma soluc~ao
n~ao-dominada n~ao-suportada.
Outra caracterstica, que se torna bastante importante, uma vez que n~ao foi con-
siderada por muitos investigadores, como referido no Captulo 3, e que nem todas
as soluc~oes n~ao-dominadas suportadas s~ao imagens de soluc~oes ecientes extremas
ou intermedias. Mostramos este aspecto nos dois exemplos seguintes. Considere-
mos, em primeiro lugar, o problema FRIBO da Figura 6.3. Uma parte da regi~ao
admissvel, no espaco dos objectivos, esta representada na Figura 6.4.
236, 189, 121, 229, 177, 106, 48, 163, 92, 40, 79, 29,
212, 150, 80, 31, 134, 67, 23, 56, 17, 12
105, 45, 13, 36, 8, 6
21, 4, 2
256, 61, 22
1
H290,356L
H293,331L
H296,306L
H299,281L
H302,256L
200 300 400 500 600
f1HxL
260
280
300
320
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f2HxL
Figura 6.4: Parte da regi~ao admissvel no espaco dos objectivos.
Repare-se, por exemplo, no ponto (290; 356). Este ponto e imagem de 15 so-
luc~oes, 3 das quais, as soluc~oes 256, 61 e 22, s~ao basicas admissveis, isto e, s~ao
representadas por pontos extremos no poliedro conv(XI). Calculamos todas as so-
luc~oes intermedias daquelas 3 soluc~oes e vericamos que algumas das soluc~oes que
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te^m como imagem este ponto n~ao s~ao intermedias. Assim, quando passamos da
soluc~ao 256 para a 61 atraves de uma operac~ao de pivotac~ao s~ao obtidas as soluc~oes
intermedias 236, 189 e 121; quando passamos da soluc~ao 256 para a 22 s~ao obtidas as
soluc~oes intermedias 229, 163 e 79; e quando passamos da 61 para a 22 s~ao obtidas
as soluc~oes 48, 40 e 29. Desta forma as soluc~oes 236, 189, 121, 229, 163, 79, 48, 40
e 29 s~ao soluc~oes intermedias e as soluc~oes 177, 106 e 92 s~ao soluc~oes n~ao-basicas
n~ao-intermedias. Neste caso, todas as soluc~oes te^m a mesma imagem e havia, por
isso, varias formas de a obter.Soluc¸a˜o 5
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Figura 6.5: Problema FRIBO.
Vejamos agora um outro exemplo, onde a determinac~ao das imagens das solu-
c~oes extremas e intermedias deixa algumas das soluc~oes n~ao-dominadas suportadas
por identicar. Consideremos o problema FRIBO representado na Figura 6.5. O
conjunto das soluc~oes n~ao-dominadas suportadas esta representado na Figura 6.6.
As soluc~oes admissveis s~ao as mesmas do primeiro exemplo, isto e, do problema
FRIBO da Figura 6.1. Neste caso cada soluc~ao n~ao-dominada e imagem apenas de
uma soluc~ao do espaco das variaveis de decis~ao. As soluc~oes 1, 47, 5, 89, 75 e 91
s~ao basicas admissveis sendo as soluc~oes 89 e 91 degeneradas. A soluc~ao 1 tem
como soluc~oes adjacentes as soluc~oes 47, 5 e 4, mas apenas as soluc~oes 47 e 5 s~ao
suportadas. Quando passamos da soluc~ao 1 para a adjacente 47 e obtida a soluc~ao
25 como intermedia e quando passamos da soluc~ao 1 para a 5 n~ao existem soluc~oes
intermedias. A soluc~ao 47 tem como soluc~oes adjacentes as soluc~oes 89, 1 e 48. A
soluc~ao 48 n~ao e eciente. Quando passamos da soluc~ao 47 para a 89 temos como
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soluc~oes intermedias 66 e 80. A soluc~ao 5 tem como adjacentes as soluc~oes 1, 75 e
20. A soluc~ao 20 n~ao pertence ao conjunto das ecientes. Entre as soluc~oes 5 e 75
existem as soluc~oes intermedias 32 e 56. Podemos em conclus~ao dizer que entre os
pontos representados 1 e 75 as soluc~oes n~ao-dominadas suportadas que s~ao imagens
de intermedias s~ao as designadas por 25, 66, 80, 32 e 56. Desta forma as soluc~oes
28 e 49 apesar de n~ao-dominadas e suportadas n~ao s~ao imagens de soluc~oes basicas
admissveis ou de soluc~oes intermedias. Para visualizarmos melhor o tipo de soluc~oes
neste exemplo consideremos a representac~ao das soluc~oes ecientes. Este problema
(Figura 6.5) pode ser formulado da seguinte forma:
\minimizar" (15x12 + 26x13 + 25x23 + 23x34 + 12x35 + 25x45;
2x12 + 19x13 + 10x23 + 15x24 + 22x34 + 27x35 + 28x45),
sujeito a: x12 +x13 = 10,
 x12 +x23 +x24 = 0,
 x13  x23 +x34 +x35 = 0,
 x24  x34 +x45 = 0,
x35 +x45 = 10,
0 6 x12 6 10, 0 6 x13 6 5, 0 6 x23 6 4, 0 6 x24 6 7,
0 6 x34 6 8, 0 6 x35 6 6, 0 6 x45 6 8 e
x12, x13, x23, x24, x34, x35, x45 inteiros.
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Figura 6.6: Representac~ao do conjunto das soluc~oes n~ao-dominadas suportadas.
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Consideremos a representac~ao em R3 da regi~ao admissvel deste problema, de
acordo com a Subsecc~ao 2.4. Para isso notemos que o problema dado e equivalente
ao seguinte problema de programac~ao linear inteira:
\minimizar" (15x12 + 26x13 + 25x23 + 23x34 + 12x35 + 25x45;
2x12 + 19x13 + 10x23 + 15x24 + 22x34 + 27x35 + 28x45),
sujeito a: x12 +x13 = 10,
x13 +x23 +x24 = 10,
x24 +x34 +x35 = 10,
x24 +x34  x45 = 0,
0 6 x12 6 10, 0 6 x13 6 5, 0 6 x23 6 4, 0 6 x24 6 7,
0 6 x34 6 8, 0 6 x35 6 6, 0 6 x45 6 8 e
x12, x13, x23, x24, x34, x35, x45 inteiros.
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Figura 6.7: Solido representando a envolvente convexa da regi~ao admissvel do problema
na Figura 6.5.
Consideremos as variaveis x12, x23, x35 e x45 como variaveis de folga na primeira,
segunda, terceira e quarta restric~oes, respectivamente. A regi~ao admissvel pode ser
representada em R3 usando apenas as tre^s variaveis de decis~ao x13, x24 e x34. A
envolvente convexa da regi~ao admissvel e o poliedro representado na Figura 6.7. O
conjunto das soluc~oes ecientes suportadas esta representado na Figura 6.8 pelos
pontos numerados de acordo com a notac~ao utilizada anteriormente. Nesta gura
ve^em-se claramente os pontos extremos e os pontos intermedios, nos segmentos de
recta entre dois pontos extremos. Os pontos 28, 52, 49, 71, 68 e 82 s~ao pontos que
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n~ao est~ao associados com soluc~oes extremas nem com soluc~oes intermedias, mas, no
entanto, s~ao soluc~oes suportadas porque as suas imagens s~ao pontos da fronteira de
Y =.
0
x13
x24
x34
5 1
47
8991
75
32
56
28
52
71
85
25
49
68
82
66
801
1
Figura 6.8: Conjunto de soluc~oes ecientes.
6.3 Algoritmo de circuito de custo nulo
Nesta secc~ao introduzimos os conceitos teoricos que servem de suporte ao novo
algoritmo proposto. Consideremos o problema FICM associado a rede N = (G, c,
l, u, b). A optimalidade de uma soluc~ao, x, para este problema pode ser avaliada
atraves do custo dos circuitos numa rede residual. Como foi visto na Secc~ao 2.5,
sabe-se que a rede residual N(x), associada a soluc~ao optima x do problema FICM,
n~ao contem qualquer circuito de custo negativo. Denimos custo reduzido (2.5) de
um arco (i; j) como a quantidade cij = cij   i + j. Esta denic~ao e aplicavel
tanto a rede residual como a rede associada ao problema inicial. A soluc~ao x e uma
soluc~ao optima para o problema FICM se e so se cij > 0, para todo o arco (i; j) em
N(x).
Denic~ao 6.3.1 Designemos por x0 e x00 duas soluc~oes admissveis do problema
FICM. A soluc~ao x00 diz-se uma soluc~ao de ciclo adjacente de x0 se x00 pode ser
obtida a partir de x0 acrescentando  unidades de uxo num ciclo em N, no sentido
do arco (p; q), associado a um circuito W em N(x0), onde  = rpq = minfrij : (i; j) 2
Wg. A soluc~ao obtida atraves do aumento de 1 unidades de uxo neste ciclo, onde
0 < 1 <  com 1 inteiro, designa-se por soluc~ao de ciclo intermedia de (x
0; x00).
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Proposic~ao 6.3.1 Se x00 e uma soluc~ao de ciclo adjacente de x0 ent~ao ou x0 e uma
soluc~ao de ciclo adjacente de x00 ou x0 e uma soluc~ao de ciclo intermedia de (x00; x000),
onde x000 e uma soluc~ao de ciclo adjacente de x00.
Demonstrac~ao: Se x00 e uma soluc~ao de ciclo adjacente de x0 ent~ao existe um ciclo,
i1 a1 i2 a2    is as i1 (ak = (ik; ik+1) ou ak = (ik+1; ik), k = 1; 2;    ; s 1 e
as = (is; i1) ou as = (i1; is)), na rede N, tal que o aumento de  unidades de uxo ao
longo deste ciclo leva a soluc~ao x00. Consideremos a soluc~ao x00 e o ciclo anterior com
o sentido contrario, i1  as  is      a2  i2  a1  i1. A mesma quantidade de uxo
enviada atraves deste ciclo origina a soluc~ao x0. Sendo W o circuito correspondente
na rede residual N(x00) e  = minfrij : (i; j) 2 Wg ent~ao x0 e uma soluc~ao de ciclo
adjacente de x00. Se  < minfrij : (i; j) 2 Wg, x0 e uma soluc~ao de ciclo intermedia
de (x00; x000), onde x000 e uma soluc~ao de ciclo adjacente de x00.

Proposic~ao 6.3.2 Consideremos dois pontos extremos adjacentes x0 e x00 do poli-
edro X. Se x00 e uma soluc~ao de ciclo adjacente de x0, ent~ao x0 e tambem uma
soluc~ao de ciclo adjacente de x00.
Demonstrac~ao: Sabemos que se x0 e x00 s~ao soluc~oes extremas adjacentes, ent~ao
existe pelo menos um ciclo incremental em N que permite obter uma soluc~ao a
partir da outra atraves de um aumento de uxo ao longo deste ciclo. Estes ciclos
est~ao associados a circuitos W e W 0 em N(x0) e N(x00), respectivamente, e denem
x00 como uma soluc~ao de ciclo adjacente de x0 e vice-versa.

Consideremos o problema parametrico de uxos em redes inteiro:
minimizar
pP
k=1
kc
kx,
sujeito a: x 2 B(k),
(6.1)
para algum  = (1; 2;    ; p) 2  e B(k)  XI .
No que se segue, assumiremos que o problema FRIMO tem mais que uma so-
luc~ao n~ao-dominada suportada. Usamos a designac~ao seque^ncia de ciclos como
uma seque^ncia de soluc~oes optimas x(1); x(2);    ; x(p) para o problema (6.1), com
B(k) = XI , tal que para cada par, (x(q); x(q+1)), x(q+1) e uma soluc~ao de ciclo adja-
cente de x(q), q = 1; 2;    ; p  1, para algum problema do tipo (6.1). Uma soluc~ao
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x 2 XI diz-se estar numa seque^ncia de ciclos x(1); x(2);    ; x(p) se x e uma das so-
luc~oes x(1); x(2);    ; x(p) ou se x e uma soluc~ao de ciclo intermedia de (x(q); x(q+1)),
para algum q = 1; 2;    ; p  1.
As soluc~oes n~ao-dominadas suportadas est~ao na fronteira de Y =. Mostramos
a seguir que o conjunto de todas as soluc~oes n~ao-dominadas suportadas para o
problema FRIMO e conexo.
Teorema 6.3.1 Consideremos duas soluc~oes n~ao-dominadas suportadas e extremas
y0 = f(x0) e y00 = f(x00) do problema FRIMO, na mesma face n~ao-dominada maxima,
FY , na fronteira de Y
=. Qualquer soluc~ao n~ao-dominada suportada em FY e imagem
de uma soluc~ao eciente numa seque^ncia de ciclos x0;    ; x00.
Demonstrac~ao: Para qualquer face eciente maxima, FX de X, f(FX) e uma face
n~ao-dominada maxima de Y ; e para cada face n~ao-dominada maxima, FY de Y ,
f 1(FY ) \ X e uma face eciente maxima de X (ver Dauer & Gallagher, 1996).
Alem disso, sabemos que os pontos de uma face eciente maxima, FX , s~ao soluc~oes
optimas do problema (6.1) para um valor xo 0 = (01; 
0
2;    ; 0p) 2  (ver, por
exemplo, Gal, 1977). Estamos apenas interessados nos pontos em FX e FY com
componentes inteiras.
A seguir mostramos que dada uma soluc~ao optima do problema (6.1), com B(k) =
XI , podemos determinar todas as soluc~oes optimas restantes em XI atraves dos
circuitos de custo zero das redes residuais associadas as soluc~oes ja encontradas.
Assumiremos, sem perda de generalidade, que entre dois nodos, i e j, na rede N,
n~ao existe mais do que um arco, o arco (i; j) ou o arco (j; i).
Dadas duas soluc~oes optimas x(1), x(2) de (6.1), com  = 0 e B(k) = XI ,
ou x(1);    ; x(2) e uma seque^ncia de ciclos ou x(2) esta numa seque^ncia de ciclos
x(1);    ; x(3). De facto, a rede residual, N(x(1)), tem pelo menos um circuito de
custo zero; caso contrario, considerando x(1) como o melhor uxo (aquele que tem o
menor custo) para este problema, o segundo melhor uxo (calculado, por exemplo,
usando o algoritmo da determinac~ao do segundo melhor uxo de Hamacher, 1995)
teria um custo maior que o custo do uxo x(1), mas isto signicaria que o problema
(6.1), com B(k) = XI , tinha apenas uma soluc~ao optima, o que n~ao e verdade, porque
assumimos que os objectivos est~ao todos em conito. Consideremos a soluc~ao de
ciclo adjacente, x(1;1), de x(1) obtida atraves do circuito de custo zero W (1) em
N(x(1)). Se x(1;1) = x(2) ou x(2) e uma soluc~ao de ciclo intermedia de (x(1); x(1;1))
ent~ao a demonstrac~ao termina. Caso contrario, consideremos o aumento de uxo
com  = rpq = minfrij : (i; j) 2 W (1)g unidades que nos leva ao uxo x(1;1).
Consideremos a partic~ao de XI em dois conjuntos, B(1) e B(2), de acordo com o
sentido do ciclo correspondente na rede N:
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(1) se o seu sentido e o mesmo do arco (p; q) na rede N, consideremos o conjunto
B(1) = fx : x 2 XI e lpq 6 xpq 6 apqg, onde apq e o uxo do arco (p; q) na
soluc~ao x(1);
(2) caso contrario, consideremos o conjunto B(1) = fx : x 2 XI e aqp 6 xqp 6 uqpg,
onde aqp e o uxo do arco (q; p) na soluc~ao x
(1);
e o conjunto B(2) = XI n B(1). Verica-se que x(1) 2 B(1), x(1;1) 2 B(2) e x(2) esta
em B(1) ou B(2). Vejamos o que acontece em cada um destes dois casos:
a) Se x(2) 2 B(1), consideremos x(1) como a melhor soluc~ao do problema:
minimizar
pP
k=1
kc
kx,
sujeito a: x 2 B(1),
e a rede N associada com este problema. Determinemos a soluc~ao de ciclo
adjacente, x(1;2), de x(1) atraves do circuito de custo zero W (1;2) em N(x(1))
(x(1;2) existe, uma vez que x(2) tem o mesmo custo que x(1)). Se esta solu-
c~ao e x(2) ou se x(2) e uma soluc~ao de ciclo intermedia de (x(1); x(1;2)) ent~ao
a demonstrac~ao termina. Caso contrario, consideremos o aumento de uxo de
rpq = minfrij : (i; j) 2 W (1;2)g unidades que conduz ao uxo x(1;2). Considere-
mos a partic~ao de B(1) nos subconjuntos B(1;1) e B(1;2) da mesma forma que a
partic~ao de XI foi feita nos conjuntos B(1) e B(2), em (1) e (2).
b) se x(2) esta em B(2) consideremos x(1;1) como a melhor soluc~ao do problema:
minimizar
pP
k=1
kc
kx,
sujeito a: x 2 B(2),
e a nova rede N associada com este problema. Calculemos a soluc~ao de ciclo
adjacente, x(1;1;1), de x(1;1) atraves do circuito de custo zero W (1;1;1) em N(x(1;1)).
Se x(1;1;1) = x(2) ou x(2) e uma soluc~ao de ciclo intermedia de (x(1;1); x(1;1;1)) ent~ao a
demonstrac~ao termina. Caso contrario, consideremos o aumento de uxo de rpq =
minfrij : (i; j) 2 W (1;1;1)g unidades que conduz ao uxo x(1;1;1). Consideremos a
partic~ao de B(2) nos subconjuntos B(2;1) e B(2;2) da mesma forma que foi feita a
partic~ao de XI em B(1) e B(2), em (1) e (2).
Repetindo este processo encontraremos uma seque^ncia de ciclos x(1);    ; x(3) tal que
x(2) = x(3) ou tal que x(2) esta na seque^ncia de ciclos x(1);    ; x(3).
Conclumos que a soluc~ao optima x de (6.1), com B(k) = XI , esta na seque^ncia de
ciclos x0;    ; x00. De facto, sabemos que x esta numa seque^ncia de ciclos x0;    ; x000
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e a seque^ncia de ciclos x0;    ; x00 pode ser subdividida em duas seque^ncias de ci-
clos x0;    ; x000 e x000;    ; x00. Assim a seque^ncia de ciclos x0;    ; x00 contem x e a
demonstrac~ao termina.

Podemos agora dizer que o conjunto de todas as soluc~oes n~ao-dominadas su-
portadas para o problema FRIMO e conexo, uma vez que o conjunto dos pontos
extremos n~ao-dominados tambem e conexo.
Proposic~ao 6.3.3 O conjunto das soluc~oes ecientes suportadas para um problema
FRIMO e conexo.
Demonstrac~ao: O conjunto das soluc~oes ecientes extremas do problema FRMO e
conexo como foi demonstrado, em 1983, por Warburton (1983). O Teorema 6.3.1
mostra que todas as soluc~oes ecientes suportadas, numa mesma face, est~ao numa
seque^ncia de ciclos com origem numa soluc~ao eciente extrema. Assim, conclumos
que o conjunto de soluc~oes ecientes suportadas para o problema FRIMO e conexo.

A demonstrac~ao do Teorema 6.3.1 da origem ao Algoritmo 7 que determina
todas as soluc~oes ecientes/n~ao-dominadas suportadas para o problema FRIMO.
Consideremos o problema parametrico (6.1), com B(k) = XI , para algum , xo,
associado a face eciente maxima FX 2 X e a soluc~ao n~ao-dominada y0 = f(x0) tal
que x0 2 FX . O Teorema 6.3.1 diz que todas as soluc~oes ecientes em FX para o
problema FRIMO est~ao numa seque^ncia de ciclos x0; :::; x00.
Os valores dos 's para cada face eciente s~ao calculados atraves dos custos de
um circuito na rede residual. Podemos comecar por calcular a soluc~ao n~ao-dominada
associada com o mnimo do objectivo de ordem p resolvendo um problema do tipo
(6.1), com B(k) = X, para valores de 1; 2;    ; p 1 positivos e sucientemente
proximos de 0 e tais que p = 1   1   2        p 1. Este problema pode
ser resolvido utilizando o algoritmo de eliminac~ao dos circuitos de custo negativo
(Algoritmo 2). Designemos por x(1) a soluc~ao encontrada. Esta soluc~ao n~ao tem
circuitos de custo negativo e
P
(i;j)2W
Pp
k=1 kc
k
ij > 0, para todo o circuito W em
N(x(1)). Este sistema de desigualdades permite a determinac~ao de um vector 
associado a face eciente maxima contendo x(1). Gal (1977) mostra como isto pode
ser feito para todas as faces ecientes maximas. Se tivermos apenas dois ou tre^s
objectivos, o procedimento seguinte pode ser usado.
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Algoritmo 7: Algoritmo do circuito de custo zero.
fDetermina todas as soluc~oes ecientes suportadas para o problema FRIMO. g
input: Rede orientada N = (G, (c1, c2,    , cp), u, b).
output: Conjunto de todas as soluc~oes n~ao-dominadas (ecientes)
suportadas do problema FRIMO: Ys(Xs).
(1) begin
(2) Calcular o conjunto de todos os 's, (1); (2);    ; (t), associados as
(3) faces ecientes maximas F1; F2;    ; Ft e um ponto extremo para cada
(4) face, x(1); x(2);    ; x(t), respectivamente;
(5) E  f(x(1); (1); XI); (x(2); (2); XI);    ; (x(t); (t); XI)g, onde x(k) e
(6) tal que f(x(k)) = y(k), k = 1; 2;    ; t;
(7) Ys  fy(10); y(20);    ; y(t0)g;
(8) Xs  fx(100); x(200);    ; x(t00)g (Estas soluc~oes s~ao as do conjunto E
(9) depois de eliminar as repetic~oes);
(10) while (E 6= ;) do
(11) begin
(12) E  E n f(x(k); (k); B)g;
(13) Considerar o problema minx2B
Pp
k=1 kc
kx para  = (k) e a rede
(14) correspondente N;
(15) if (existir uma soluc~ao de ciclo adjacente, x(k
0), de x(k) associada
(16) a um circuito de custo zero W na rede residual N(x(k)) e
(17) com um arco (l; q) tal que rlq = minfrij : (i; j) 2Wg) do
(18) begin
(19) Juntar os elementos (x(k); (k); B(1)) e (x(k
0); (k); B(2)) ao con-
(20) junto E, onde B(2) = B nB(1) e B(1) = fx 2 B : 0 6 xlq 6 alqg
(21) se o arco (l; q) 2 N ou B(1) = fx 2 B : aql 6 xql 6 uqlg caso
(22) contrario, onde alq (aql) e o uxo do arco (l; q) ((q; l)) na solu-
(23) c~ao x(k) ;
(24) if (y(k
0) n~ao esta em Ys) then Ys  Ys [ fy(k0)g;
(25) if (x(k
0) n~ao esta em Xs) then Xs  Xs [ fx(k0)g;
(26) for (x(k
00) soluc~ao de ciclo intermedia de (x(k); x(k
0))) do
(27) begin
(28) if (y(k
00) n~ao pertence a Ys) then Ys  Ys [ fy(k00)g;
(29) if (x(k
00) n~ao pertence a Xs) then Xs  Xs [ fx(k00)g;
(30) end
(31) end
(32) end
(33) end
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Quando o problema tem dois objectivos, a Linha (2) do Algoritmo 7 pode comecar
pelo calculo de todas as soluc~oes n~ao-dominadas suportadas extremas, isto e, os
pontos extremos do conjunto Y =. Isto pode ser feito usando, por exemplo, uma
pesquisa dicotomica ou um problema parametrico resolvido atraves do algoritmo de
ciclo-negativo ou atraves do algoritmo primal-dual (ver, por exemplo, Ehrgott, 2005
e Eusebio et al., 2008). As faces n~ao-dominadas maximas s~ao, neste caso, segmen-
tos de recta ligando pares de soluc~oes n~ao-dominadas adjacentes, uma vez que Y
apenas tera uma face n~ao-dominada de dimens~ao 0 se o numero de soluc~oes n~ao-
dominadas extremas for igual a 1. Suponhamos que o declive de um segmento e d,
ent~ao o vector  associado a esta face n~ao-dominada maxima e  = ( d
d 1 ; 1   dd 1).
Se o problema FRIMO tiver tre^s objectivos ent~ao o problema pode ter faces n~ao-
-dominadas maximas de dimens~ao 2 ou segmentos de recta. As faces de dimens~ao
2 s~ao parte do plano cuja equac~ao e Ay1 + By2 + Cy3 = D, A;B;C > 0. Neste
caso temos  = ( A
A+B+C
; B
A+B+C
; C
A+B+C
). Se a face n~ao-dominada maxima e um
segmento de recta existem, em geral, varios vectores . Os candidatos s~ao encon-
trados entre os vectores perpendiculares a este segmento de recta, de tal forma que
k > 0; k = 1; 2;    ; p e
pP
k=1
k = 1.
6.4 Exemplo ilustrativo
Consideremos o problema FRIMO, com tre^s objectivos, representado na Figura 6.9.Soluc¸a˜o
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Figura 6.9: Problema FRIMO.
No primeiro passo do algoritmo, as faces ecientes maximas, para este problema,
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s~ao determinadas. Estas faces s~ao os polgonos [ABCDEF ] e [CDIH] e o segmento
de recta [IJ ]. Estas faces est~ao representadas na Figura 6.10 e 6.11 no espaco das
variaveis de decis~ao e no espaco dos objectivos, respectivamente (ver os polgonos a
cinzento). O ponto C associado a soluc~ao eciente x(1) = (7; 3; 0; 7; 0; 3; 7) pertence
as duas primeiras faces e o ponto I associado a soluc~ao x(3) = (10; 0; 3; 7; 1; 2; 8)
pertence ao segmento de recta [IJ ]. Os 's associados com estas faces s~ao (1) =
(44
63
; 1
9
; 4
21
), (2) = (76
99
; 1
9
; 4
33
) e (3) = (11
13
; 1
13
; 1
13
), respectivamente. Assim, temos,
inicialmente, E = f(x(1); (1); XI), (x(1); (2); XI), (x3; (3); XI)g, Ys = fy(1); y(3)g =
f(445; 536; 74); (442; 560; 71)g e Xs = fx(1), x(3)g = f(7, 3, 0, 7, 0, 3, 7), (10, 0, 3, 7,
1, 2, 8)g.
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Figura 6.10: Conjunto de soluc~oes ecientes para o problema FRIMO na Figura 6.9.
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Figura 6.11: Conjunto de soluc~oes n~ao-dominadas para o problema FRIMO na Figura
6.9.
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It.1: No segundo passo do algoritmo consideramos o elemento (x(1); (1); XI) =
((7; 3; 0; 7; 0; 3; 7), (44
63
, 1
9
, 4
21
); XI) em E e colocamos
E  f(x(1), (2), XI), (x(3), (3), XI)g.
Consideremos o problema auxiliar associado a primeira face.
minimizar 44
63
f1(x) +
1
9
f2(x) +
4
21
f3(x)
= 115
9
x12 +
46
3
x13 +
23
9
x23 +
512
63
x24 +
19
3
x34 +
208
9
x35 +
1105
63
x45,
sujeito a: x12 +x13 = 10,
 x12 +x23 +x24 = 0,
 x13  x23 +x34 +x35 = 0,
 x24  x34 +x45 = 0,
 x35  x45 =  10,
x12 6 10; x13 6 5; x23 6 4; x24 6 7; x34 6 8; x35 6 6; x45 6 8,
x12; x13; x23; x24; x34; x35; x45 > 0 e inteiro.
A rede residual associada a soluc~ao x(1) (Figura 6.12) esta na Figura 6.13. Con-
sideremos a soluc~ao de ciclo adjacente x(4) = (10; 0; 3; 7; 0; 3; 7) obtida atraves
do ciclo de custo zero 1  2  3  1. (x(1); x(4)) tem x(5) = (8; 2; 1; 7; 0; 3; 7) e
x(6) = (9; 1; 2; 7; 0; 3; 7) como soluc~oes intermedias. As soluc~oes n~ao-dominadas
correspondentes s~ao y(4) = (442; 560; 71), y(5) = (444, 544, 73) e y(6) = (443,
552, 72).
Soluc¸a˜o
i j
1
3
2 4
5
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[lij , uij] xij
1
1
5
9
[0
,1
0]
7
4
6
3[0,5] 3
2
39
[0
,4
]
0
512
63
[0,7] 7
1
9
3
[0
,8
]
0
208
9
[0,6
] 3
1
1
0
56
3[0,8]
7
a
i j
1
3
2 4
5
(cij , rij)
(
1
1
5
9
, 3
)
(−
1
1
5
9
, 7
)
( 4
6
3 , 2)(
−
4
6
3 , 3)
(
2
39
,4)
(−512
63
, 7)
(−
1
9
3
, 8
)
(
208
9
, 3)
(−
208
9
, 3)
( 1
1
0
56
3 , 1)(−
1
1
0
56
3 , 7)
i
Figura 6.12: Soluc~ao x(1).
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iFigura 6.13: N(x(1)).
O novo conjunto E e o seguinte:
E =
n
(x(1); (1); B(1) = fx 2 XI : 0 6 x12 6 7g);
(x(4); (1); B(2) = fx 2 XI : 8 6 x12 6 10g);
(x(1); (2); XI);
(x(3); (3); XI)
o
:
Temos, Ys = fy(1); y(3); y(4); y(5); y(6)g e Xs = fx(1), x(3), x(4), x(5), x(6)g
It.2: Como E 6= fg o algoritmo continua considerando (x(1); (1); B(1)) 2 E. E  
E n f(x(1); (1); B(1))g.
A rede residual associada a soluc~ao x(1) (Figura 6.14), na rede associada
com B(1), esta representada na Figura 6.15. Consideremos a soluc~ao de ci-
clo adjacente x(7) = (5; 5; 0; 5; 0; 5; 5) obtida atraves do ciclo de custo zero
1 3 5 4 2 1. (x(1); x(7)) tem x(8) = (6; 4; 0; 6; 0; 4; 6) como soluc~ao inter-
media. As soluc~oes n~ao-dominadas correspondentes s~ao y(7) = (455; 480; 70)
e y(8) = (450; 508; 72).
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Figura 6.14: Soluc~ao x(1).
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Figura 6.15: N(x(1)).
O novo conjunto E e o seguinte:
E =
n
(x(1); (1); B(1;1) = fx 2 XI : 0 6 x12 6 7 e 0 6 x13 6 3g);
(x(7); (1); B(1;2) = fx 2 XI : 0 6 x12 6 7 e 4 6 x13 6 5g);
(x(4); (1); B(2) = fx 2 XI : 8 6 x12 6 10g);
(x(1); (2); XI);
(x(3); (3); XI)
o
:
Os novos conjuntos Ys e Xs s~ao Ys = fy(1), y(3), y(4), y(5), y(6), y(7), y(8)g e
Xs = fx(1), x(3), x(4), x(5), x(6), x(7), x(8)g.
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It.3: Como E 6= fg o algoritmo continua, considerando (x(1); (1); B(1;1)) 2 E.
E  E n f(x(1); (1); B(1;1))g.
Consideremos a soluc~ao de ciclo adjacente x(9) = (7; 3; 3; 4; 0; 6; 4) obtida
atraves do ciclo de custo zero 2   3   5   4   2 na rede associada com
B(1;1). (x(1); x(9)) tem x(10) = (7; 3; 1; 6; 0; 4; 6) e x(11) = (7; 3; 2; 5; 0; 5; 5)
como soluc~oes intermedias. As soluc~oes n~ao-dominadas correspondentes s~ao
y(9) = (457; 476; 65), y(10) = (449; 516; 71) e y(11) = (453; 496; 68).
O novo conjunto E e
E =
n
(x(1); (1); B(1;1;1) = fx 2 XI : 0 6 x12 6 7 e 0 6 x13 6 3 e 0 6 x35 6 3g);
(x(9); (1); B(1;1;2) = fx 2 XI : 0 6 x12 6 7 e 0 6 x13 6 3 e 4 6 x35 6 6g);
(x(7); (1); B(1;2) = fx 2 XI : 0 6 x12 6 7 e 4 6 x13 6 5g);
(x(4); (1); B(2) = fx 2 XI : 8 6 x12 6 10g);
(x(1); (2); XI);
(x(3); (3); XI)
o
:
Os novos conjuntos Ys e Xs s~ao Ys = fy(1), y(3), y(4), y(5), y(6), y(7), y(8), y(9),
y(10), y(11)g e Xs = fx(1), x(3), x(4), x(5), x(6), x(7), x(8), x(9), x(10), x(11)g.
It.4: Como E 6= fg o algoritmo continua, considerando (x(1); (1); B(1;1;1)) 2 E e
E = E n f(x(1); (1); B(1;1;1))g.
N~ao existem circuitos de custo zero na rede residual associada com B(1;1;1).
It.5: Como E 6= fg o algoritmo continua, considerando (x(9); (1); B(1;1;2)) 2 E.
E  E n f(x(9); (1); B(1;1;2))g.
Consideremos a soluc~ao de ciclo adjacente x(10) = (7; 3; 1; 6; 0; 4; 6) obtida
atraves do ciclo de custo zero 2  4  5  3  2 na rede associada com B(1;1;2).
(x(9); x(10)) tem x(11) como soluc~ao intermedia.
O novo conjunto E e
E =
n
(x(9); (1); B(1;1;2;1) = fx 2 XI : 0 6 x12 6 7 e 0 6 x13 6 3 e x35 = 6g);
(x(10); (1); B(1;1;2;2) = fx 2 XI : 0 6 x12 6 7 e 0 6 x13 6 3 e 4 6 x35 6 5g);
(x(7); (1); B(1;2) = fx 2 XI : 0 6 x12 6 7 e 4 6 x13 6 5g);
(x(4); (1); B(2) = fx 2 XI : 8 6 x12 6 10g);
(x(1); (2); XI);
(x(3); (3); XI)
o
:
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Os conjuntos Ys e Xs mantem-se os mesmos.
It.6: (   )
As restantes soluc~oes ecientes/n~ao-dominadas s~ao calculadas de forma similar.
6.5 Experieˆncias computacionais, resultados e comenta´rios
O algoritmo 7 foi implementado para problemas FRIBO, usando linguagem de pro-
gramac~ao C. O computador utilizado para os testes foi um Intel Pentium com um
processador de 2.5GHz e 3GB RAM e sistema operativo OS X.
Com o objectivo de testar o algoritmo foram considerados cinco tipos de pro-
blemas resultantes da alterac~ao do numero de nodos, numero de arcos, o total de
oferta disponvel e o numero de nodos de oferta e de procura, de acordo com a Ta-
bela 6.2. Para cada um destes tipos de problemas foram geradas, aleatoriamente, 30
insta^ncias utilizando a ferramenta NETGEN. Os coecientes das func~oes objectivo
foram aleatoriamente gerados (distribuic~ao uniforme) entre o conjunto de numeros
inteiros de 0 a 100. Todos os arcos te^m capacidade limitada, isto e, os limites de
uxo em cada arco s~ao nitos. Os para^metros dos problemas est~ao de acordo com
as convenc~oes usadas no NETGEN (ver Klingman et al., 1974).
Tabela 6.2: Para^metros dos problemas.
Tipo de No de No de No No Oferta % de arcos Capacidade
problema nodos arcos origens destinos total com c1ij com c
2
ij uij
maximo maximo
1 10 40 5 4 100 20 20 0 { 20
2 20 100 7 5 200 30 30 0 { 30
3 30 300 8 12 300 25 25 0 { 30
4 40 600 12 14 400 20 30 0 { 40
5 50 1000 15 15 600 25 25 0 { 40
Na Tabela 6.3, mostra-se o numero medio de soluc~oes n~ao-dominadas suportadas
(NDS), o numero medio de soluc~oes ecientes suportadas (ES) e o tempo medio CPU,
em segundos, obtidos para cada problema.
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Tabela 6.3: Resultados obtidos.
Tipo de Numero de Numero medio de Tempo CPU medio
problema nodos arcos NDS ES (segundos)
1 10 24 33,03 33,03 0,01
2 20 100 119,73 120,40 0,17
3 30 300 274,00 299,27 1,55
4 40 600 466,93 515,77 4,46
5 50 1000 759,83 951,90 14,11
O algoritmo parece ser capaz de determinar os conjuntos das soluc~oes ecientes
e n~ao-dominadas suportadas para insta^ncias de tamanho pequeno ou medio num
tempo CPU baixo. O tempo de calculo de cada soluc~ao n~ao-dominada suportada e
em media de 0:007 segundos. Este tempo cresce com o numero de nodos e com o
numero de arcos na rede, como pode ser visto na Tabela 6.4.
Tabela 6.4: Tempo medio, em segundos.
Tipo de problema 1 2 3 4 5
Tempo CPU (s) /NDS 0.0004 0.0014 0.0057 0.0094 0.0186
Capı´tulo 7
Determinac¸a˜o de todas as soluc¸o˜es
na˜o-dominadas/eficientes
Neste captulo comecamos por fazer uma introduc~ao, justicando a necessidade
e descrevendo o aparecimento do algoritmo, para a determinac~ao de todas as so-
luc~oes ecientes/n~ao-dominadas para o problema FRIBO. Revemos o metodo de
restric~ao-" e as suas propriedades. Seguidamente, apresentamos o algoritmo. O
algoritmo funciona sem quebrar a estrutura de rede para os problemas auxiliares,
calculando uma soluc~ao optima inteira do problema de restric~ao-". A exactid~ao
deste algoritmo e tambem demonstrada. Apresentamos um exemplo de aplicac~ao
do algoritmo, ilustrado com as diversas regi~oes admissveis do problema inicial e
dos problemas auxiliares. Finalmente, apresentamos os resultados das experie^n-
cias computacionais realizadas e fazemos uma analise estatstica dos resultados,
utilizando modelos de regress~ao linear.
133
134 DETERMINAC~AO DE TODAS AS SOLUC~OES N~AO-DOMINADAS/EFICIENTES
7.1 Introduc¸a˜o
Neste captulo descrevemos um algoritmo, designado de restric~ao-", que determina
todas as soluc~oes n~ao-dominadas/ecientes, suportadas e n~ao-suportadas, do pro-
blema FRIBO. O trabalho realizado e apresentado neste captulo resulta da analise
e melhoramento do algoritmo em Figueira (2000). Em Figueira (2000) o algoritmo
esta dividido em duas partes. Na primeira parte utiliza-se a estrategia proposta em
Lee & Pulat (1993), para o calculo de algumas soluc~oes n~ao-dominadas suportadas
e, na segunda parte, s~ao calculadas as restantes soluc~oes n~ao-dominadas. Verica-se
que o metodo proposto para calcular as soluc~oes n~ao-dominadas n~ao-suportadas e
capaz de calcular qualquer soluc~ao n~ao-dominada e, deste modo, o algoritmo n~ao
precisa de utilizar duas fases evitando os erros cometidos em Lee & Pulat (1993). As-
sim, o algoritmo aqui proposto calcula todas as soluc~oes n~ao-dominadas ou ecientes
sem qualquer divis~ao entre suportadas e n~ao-suportadas. Procedemos tambem a im-
plementac~ao e experimentac~ao deste algoritmo e os resultados obtidos s~ao descritos
neste captulo.
7.2 Me´todo da restric¸a˜o-"
O metodo da restric~ao-" e bastante conhecido na resoluc~ao de problemas de optimi-
zac~ao. Este metodo foi introduzido por Haimes et al. (1971) e pode ser estudado mais
pormenorizadamente em Chankong & Haimes (1983). Aqui, o metodo e aplicado
para calcular soluc~oes ecientes num problema FRIBO. Nesta secc~ao apresentamos,
resumidamente, algumas propriedades deste metodo.
Consideremos uma rede N = (G = (V;A), (c1, c2), l, u, b) e o problema FRIBO
associado, que pode ser escrito, matematicamente, como:
minimizar f1(x) =
P
(i;j)2A
c1ijxij,
minimizar f2(x) =
P
(i;j)2A
c2ijxij,
sujeito a:
P
(k;j)2A
xkj  
P
(i;k)2A
xik = bk; 8k 2 V,
0 6 xij 6 uij; xij inteiro, 8(i; j) 2 A.
(7.1)
O problema de restric~ao-" associado ao problema (7.1) e o problema que consiste
em minimizar um dos objectivos, sujeito ao conjunto de restric~oes para o problema
original e mais uma restric~ao complementar relativamente ao outro objectivo, o
qual n~ao devera ultrapassar um determinado valor real xo. Matematicamente, o
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problema de restric~ao-" pode ser formulado da seguinte forma:
minimizar f1(x),
sujeito a: x 2 XI ,
f2(x) 6 ";
(7.2)
onde " e um numero real.
No problema de restric~ao-", " toma valores reais de forma a que este problema
se mantenha admissvel. Para identicar o conjunto de soluc~oes ecientes/n~ao-do-
minadas, e resolvida uma seque^ncia de problemas do tipo (7.2), correspondentes a
diferentes valores de " (ver Chankong & Haimes, 1983).
Teorema 7.2.1 Designemos por y1 uma soluc~ao optima para o problema (7.2),
X = fx 2 XI : y1 = f1(x)g e y2 = min
x2X
f2(x). Ent~ao y
0 = (y1; y2) e uma soluc~ao
n~ao-dominada para (7.1) (ver Chankong & Haimes, 1983).
Demonstrac~ao: Suponhamos que y0 n~ao e uma soluc~ao n~ao-dominada para o pro-
blema (7.1). Ent~ao existe um outro y = (y1; y2) 2 Y I tal que y1 6 y1 e y2 < y2 ou
y1 < y

1 e y2 6 y2. O ultimo caso n~ao pode ocorrer porque como y1 = f1(x) < f1(x0)
ent~ao y1 n~ao seria uma soluc~ao optima para o problema (7.2), o que contraria, cla-
ramente, a nossa hipotese. O primeiro caso tambem n~ao pode ocorrer. O valor de y1
e optimo para (7.2), ent~ao f1(x) 6< f1(x0). Assim, f1(x) = f1(x0), isto e, x; x0 2 X
e y2 < y2, o que resulta numa contradic~ao, uma vez que y2 = min
x2X
f2(x).

E importante realcar que este teorema e geral e n~ao se exige, por exemplo, que o
conjunto das soluc~oes seja conexo. Este teorema sera aplicado no algoritmo proposto,
neste captulo, para determinar todas as soluc~oes ecientes e n~ao-dominadas do
problema (7.1).
7.3 Esboc¸o do me´todo
Nesta secc~ao introduzimos um novo algoritmo para determinar o conjunto de todas
as soluc~oes n~ao-dominadas de um problema FRIBO. O algoritmo recorre a resoluc~ao
de uma seque^ncia de problemas de restric~ao-" (7.2) e utiliza um procedimento PSAP,
para a resoluc~ao deste problema n~ao necessitando, por isso, de utilizar outro tipo
de algoritmo para alem dos algoritmos para a resoluc~ao de problemas de uxos em
redes. O algoritmo comeca por calcular uma primeira soluc~ao n~ao-dominada com o
valor mnimo do primeiro objectivo e que, como e obvio, e a soluc~ao n~ao-dominada
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com maior valor para o segundo objectivo. Depois determina as restantes soluc~oes
n~ao-dominadas por ordem decrescente do valor do segundo objectivo e crescente do
primeiro. O algoritmo pode tambem ser utilizado para determinar todas as soluc~oes
ecientes associadas com uma soluc~ao n~ao-dominada. Bastara, para isso, explorar
a arvore do PSAP ate obter todas as soluc~oes optimas ecientes que s~ao as optimas
alternativas para o problema (7.2). Neste caso, o algoritmo calcula todas as bases
optimas alternativas de forma a assegurar que as operac~oes de pivotac~ao conduzem
a proxima base adjacente eciente (ver Steuer, 1986, p. 122).
Este metodo depende em grande parte do calculo das EAGs no algoritmo simplex
para redes. Este algoritmo e sucientemente poderoso para evitar algumas das
maiores diculdades surgidas nos algoritmos baseados no simplex (ver Bazaraa et al.,
2005), principalmente devidas a degeneresce^ncia (devemos ter em conta, que se n~ao
existir degeneresce^ncia, o algoritmo simplex em redes converge num numero nito
de iterac~oes; o termo degeneresce^ncia aqui signica que existe pelo menos um arco
(i; j) em T, diferente do arco raiz, com uxo igual a zero ou igual ao limite superior,
uij.):
1. Entrada em ciclo. Sabemos que o algoritmo simplex para redes pode ser sus-
ceptvel de entrar em ciclo, isto e, pode voltar innitamente ao mesmo stio
atraves de uma seque^ncia innita de pivots degenerados que pode ocorrer. No
entanto, existem regras que evitam a formac~ao destes ciclos que s~ao de fa-
cil implementac~ao e benecas computacionalmente para problemas altamente
degenerados, como e o caso dos problemas de uxos em redes. Estas regras
baseiam-se na manutenc~ao de uma estrutura de arvore geradora fortemente
admissvel que consiste numa arvore geradora com um arco raiz na qual todos
os arcos degenerados (i; j) (se existir algum) est~ao orientados por forma a ser
possvel enviar uma quantidade positiva de uxo de qualquer nodo para a raiz,
atraves da arvore, sem violar qualquer limite do uxo (ver Ahuja et al., 1993).
Nota: A impossibilidade da construc~ao de tal arvore signicaria que a rede
actual poderia ser subdividida em duas ou mais subredes e o problema ac-
tual poderia ser subdividido em dois ou mais subproblemas associados a essas
subredes.
2. Numero consecutivo de pivots. Embora o uso de estruturas de arvore geradora
fortemente admissveis garantam converge^ncia num numero nito de iterac~oes
e, no entanto, possvel que o numero consecutivo de pivots degenerados se torne
exponencial em m e n. A escolha da variavel de entrada atraves da regra da
Mais Recentemente Considerada (MRC) garante que o numero de pivots numa
seque^ncia de pivots degenerados, mantendo T com os mesmos arcos, n~ao sera
superior a n (ver Bazaraa et al., 2005).
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O algoritmo simplex em redes implementado e essencialmente baseado nos pro-
cedimentos propostos em Grigoriadis (1986), sendo tanto a entrada em ciclo como
um numero exponencial de pivots consecutivos evitados.
O algoritmo que propomos pode ser apresentado resumidamente da seguinte
forma:
1. Calcular a soluc~ao correspondente ao mnimo lexicograco lex minf(f1(x),
f2(x)) : x 2 Xg.
2. Calcular minff2(x) : x 2 Xg.
3. Depois, o algoritmo calcula todas as soluc~oes n~ao-dominadas ate atingir uma
soluc~ao optima do segundo objectivo, f2. Estas soluc~oes n~ao-dominadas s~ao
obtidas resolvendo uma seque^ncia de problemas de restric~ao-". Obtem-se, em
primeiro lugar, a soluc~ao optima do problema de restric~ao-" com variaveis reais
e depois usa-se um PSAP. Se a soluc~ao optima inteira do problema de restri-
c~ao-" e unica, ent~ao e eciente para o problema bi-objectivo. Caso contrario,
o algoritmo determina a soluc~ao optima correspondente ao mnimo de f2(x)
que e eciente.
Apresentamos de seguida o procedimento geral. Depois mostramos como as
soluc~oes inteiras podem ser obtidas a partir das soluc~oes n~ao-inteiras. Finalmente,
provamos a correcc~ao do algoritmo.
7.3.1 Procedimento geral
Nesta secc~ao, apresentamos o procedimento geral para determinar todas as soluc~oes
n~ao-dominadas para o problema FRIBO. O algoritmo calcula todas as soluc~oes n~ao-
-dominadas comecando com a soluc~ao n~ao-dominada y(0) = (y1; y2) associada ao
mnimo lexicograco (y1 = min
x2X
f1(x) e y2 = min
x2X
f2(x
), onde X = fx : f1(x) =
y1g) e termina com o mnimo do segundo objectivo f2(x). As restantes soluc~oes
n~ao-dominadas s~ao determinadas por ordem decrescente dos valores do segundo
objectivo, usando problemas de restric~ao-". O algoritmo e apresentado a seguir
como Algoritmo 8.
Na linha (3) do algoritmo determina-se a soluc~ao optima lexicograca y(0) para
o problema FRIBO. Tal pode ser feito atraves do algoritmo simplex para redes,
resolvendo o problema parametrico em redes min
x2X
f1(x)+ (1 )f2(x), sendo  um
numero real, no intervalo ]0; 1[, sucientemente proximo de 1, de tal forma que a
soluc~ao optima encontrada seja tambem optima para o problema min
x2X
f1(x), isto e,
os custos reduzidos c1ij+(1 )c2ij associados aos arcos (i; j) 2 L s~ao n~ao-negativos
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e os associados aos arcos (i; j) 2 U s~ao n~ao-positivos para  2 [1; 2] tal que 1 < 1
e 2 > 1. A existe^ncia de tal  esta garantido pelas propriedades da programac~ao
linear (ver Zeleny, 1974), uma vez que estamos a supor que os mnimos lexicogracos
do problema FRIBO existem e s~ao diferentes.
Algoritmo 8: Algoritmo de restric~ao-".
fCalcula todas as soluc~oes n~ao-dominadas do problema FRIBO. g
input: Rede orientada N = (G = (V;A), (c1, c2), u, b).
output: Conjunto de todas as soluc~oes n~ao-dominadas: ND1.
(1) begin
(2) ND1 fg;
(3) y(0)  (y1; y2) = lexmin
x2X

f1(x)
f2(x)

;
(4) y2  min
x2X
f2(x) ;
(5) k  0 e ND1 ND1 [ fy(0)g ;
(6) " y(k)2  , sendo  um numero real positivo sucientemente pequeno,
(7) de tal forma que n~ao exista qualquer soluc~ao n~ao-dominada y = (y1; y2)
(8) tal que y2 esteja entre y
(k)
2 e y
(k)
2    ;
(9)
y
(k+1)
1  minimizar f1(x),
sujeito a: x 2 XI ,
f2(x) 6 ";
(rest-")
(10) y
(k+1)
2  min
x2X(k+1)
f2(x), onde X
(k+1) = fx 2 XI : y(k+1)1 = f1(x)g ;
(11) ND1 ND1 [ fyk+1g ;
(12) if (y
(k+1)
2 = y

2) then STOP;
(13) else k  k + 1;
(14) voltar a linha (6) ;
(15) end
Sabemos que, em geral, na linha (6) ,  2]0; 1], uma vez que n~ao existe qualquer
soluc~ao inteira y = (y1; y2) tal que y2 2]y(k)2  1; y(k)2 [. No entanto, podera ser possvel,
para problemas FRIBO particulares, ter  com um valor superior a 1, o que reduzira
a regi~ao de procura de soluc~oes n~ao-dominadas e aumentara a velocidade de calculo.
Na secc~ao seguinte, mostramos como pode ser feito o calculo de uma soluc~ao
inteira para o problema de restric~ao-", utilizando a estrutura de redes, n~ao sendo
necessario recorrer a programac~ao linear, mais geral, para resolver este problema.
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7.3.2 Ca´lculo de uma soluc¸a˜o o´ptima inteira
As soluc~oes optimas para o problema (rest-") s~ao obtidas atraves do PSAP com as
componentes principais: separac~ao e avaliac~ao descritas no algoritmo abaixo.
Designemos por Q uma lista de subproblemas do tipo (K) a serem analisados e
por Apurada a soluc~ao com o melhor valor para o subproblema (rest-") entre todos
os que ja foram analisados.
Passo 1. Considerar o problema inicial (K) com X(K) = XI . Este problema repre-
senta a raiz da arvore do PSAP.
Fazer Q = fg e Apurada = (+1;+1)
\minimizar" (f1(x); f2(x)),
sujeito a: x 2 X(K). (K)
Passo 2. Considerar os casos seguintes de acordo com o conjunto X(K).
a) Se existirem duas EAGs ecientes adjacentes suportadas, EAG(k1) e
EAG(k2), tais que y
(k1)
2 < " 6 y
(k2)
2 , fazer x
(k0) = x(k1) + 1d, onde
1 =  " y
(k1)
2
y
(k2)
2  y
(k1)
2
, e d = x
(k2) x(k1)

.  e a quantidade de uxo enviado
ao longo do ciclo C numa iterac~ao simplex, quando o arco (k; l) =2 T e
inserido em T, passando da EAG(k1) para a EAG(k2).
(i) Se todas as componentes da soluc~ao x(k
0) s~ao inteiras ou y
(k0)
1 e
maior ou igual que a primeira componente de Apurada, actualizar
Apurada (Avaliac~ao).
(ii) Caso contrario, considerar os dois novos problemas (K1) e (K2)
(Separac~ao).
\minimizar" (f1(x); f2(x)),
sujeito a: x 2 X(K),
xkl 6 bx(k
0)
kl c
(K1)
e
\minimizar" (f1(x); f2(x)),
sujeito a: x 2 X(K),
xkl > dx(k
0)
kl e.
(K2)
Fazer Q = Q [ fK1; K2g
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b) Caso contrario, se existir uma EAG eciente suportada EAG(k
0) tal
que y
(k0)
2 < " e n~ao existir outra EAG suportada eciente EAG
00 tal que
y
00
2 > y
(k0)
2 ent~ao actualizar Apurada.
Passo 3. Se Q = fg, STOP; caso contrario, considerar outro problema (K) de Q,
fazer Q = Q n f(K)g e repetir o Passo 2.
No Passo 2. a actualizac~ao de Apurada e feita considerando Apurada = y(k
0)
quando y
(k0)
1 < Apurada1 ou se se verica y
(k0)
1 = Apurada1 e y
(k0)
2 < Apurada2. A
notac~ao bx(k0)kl c representa o maior inteiro menor ou igual a x(k
0)
kl e dx(k
0)
kl e representa
o menor inteiro maior ou igual a x
(k0)
kl .
No Passo 2.a)(ii), quando o problema actual e dividido em dois subproblemas,
a EAG(k1) e eciente para um deles e a EAG(k2) para o outro. Isto permite-nos
encontrar as duas soluc~oes adjacentes no Passo 2.a) atraves de um caminho de
soluc~oes adjacentes ecientes. Sabemos que, dada uma EAG eciente, EAG0, para o
problema FRIBO e um ponto eciente extremo x, comecando em EAG0 e realizando
apenas pivotac~oes ecientes, isto e, passando de uma soluc~ao eciente para outra
soluc~ao adjacente eciente, podemos obter uma EAG associada com a soluc~ao x
(ver Schechter & Steuer, 2005). Consideremos uma soluc~ao eciente x0 e passemos
para uma soluc~ao adjacente eciente x00. As soluc~oes x0 e x00 s~ao optimas para o
problema parametrico min
x2X
f1(x)+(1 )f2(x) para  2 [1; 2], onde 1 = min12
e 2 = max12,
12 = f  2 [0; 1] : (c1ij   c2ij) + c2ij > 0 se (i; j) 2 L
e (c1ij   c2ij) + c2ij 6 0 se (i; j) 2 Ug, (7.3)
1 e igual a 0 ou a
 c2k1l1
c1k1l1
 c2k1l1
para algum arco (k1; l1) que n~ao esta em T e 2 e igual
a 1 ou
 c2k2l2
c1k2l2
 c2k2l2
para algum arco (k2; l2) que n~ao esta em T. Se 1 2]0; 1[, ent~ao
existe 01 2 [0; 1], 01 6 1 tal que uma nova soluc~ao optima e obtida para o problema
parametrico com  2 [01; 1], quando o arco de entrada e (k1; l1). Da mesma forma,
se 2 2]0; 1[, ent~ao existe um 02 2 [0; 1], 02 > 2, tal que uma nova soluc~ao optima
e obtida para este problema com  2 [2; 02], quando o arco de entrada e (k2; l2).
O procedimento termina com uma soluc~ao n~ao-dominada Apurada 6= (+1,
+1), uma vez que para cada problema (rest-") existe pelo menos uma soluc~ao
n~ao-dominada tal que f2(x) 6 ".
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7.3.3 Ca´lculo das soluc¸o˜es na˜o-inteiras
Uma das principais caractersticas do PSAP proposto esta relacionada com a variavel
de ramicac~ao xkl que e a variavel de entrada permitindo passar da EAG
(k1) para
a EAG(k2) (Passo 2). A soluc~ao optima para o problema (rest-") e calculada no
Passo 2 como x(k
0) = x(k1) + 1d, onde d e um vector com a direcc~ao da recta
x(k1)x(k2). Por construc~ao, x(k1) e x(k2), s~ao tais que " 2 [f2(x(k1)); f2(x(k2))]. Como
f2 e uma func~ao linear sabemos que existe uma soluc~ao x
(k0) no segmento de recta
[x(k1)x(k2)] tal que f2(x
(k0)) = ". Cada ponto de [x(k1)x(k2)] pode ser escrito como
x(k1) +1d, 1 2 [0;], sendo  o valor no Passo 2. O valor de 1 correspondente
a este ponto x(k
0) pode ser obtido considerando a semelhanca entre os dois tria^ngulos
[ACE] e [BCD], na Figura 7.1, e a proporcionalidade entre os comprimentos dos
seus lados: EC
AC
= DC
BC
. Note que o ponto x(k
0) poderia tambem ser x(k2)+1d
0, onde
d0 = x
(k1) x(k2)

. A quantidade 1 e agora obtida considerando a semelhanca entre
os dois tria^ngulos [ACE] e [ABF ].
yHk2L
yHk1L
¶ y2
Hk2L
-y2
Hk1L
¶-y2
HkrL
A
D
F E
B
C
Figura 7.1: Calculo do valor 1.
7.3.4 A exactida˜o do algoritmo
Para provar a exactid~ao do Algoritmo 8 temos de mostrar que todas as soluc~oes
n~ao-dominadas ser~ao encontradas e que nenhuma das soluc~oes determinadas pelo
algoritmo e uma soluc~ao dominada.
Proposic~ao 7.3.1 No nal da aplicac~ao do Algoritmo 8, as soluc~oes do conjunto
ND1 s~ao todas n~ao-dominadas e qualquer soluc~ao admissvel que n~ao esteja em
ND1 e dominada.
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Demonstrac~ao: Todas as soluc~oes no conjunto ND1 s~ao n~ao-dominadas. De facto, a
primeira soluc~ao encontrada e n~ao-dominada uma vez que e um mnimo lexicograco.
As restantes soluc~oes em ND1 s~ao obtidas de acordo com o Teorema 7.2.1, sendo,
por isso, soluc~oes n~ao-dominadas.
Suponhamos que existe uma soluc~ao n~ao-dominada y n~ao pertencente a ND1.
Ent~ao, por denic~ao de soluc~ao n~ao-dominada, n~ao existe uma soluc~ao y0 tal que
y01 6 y1 e y02 < y2 ou y01 < y1 e y02 6 y2. Representemos por y(k+1) a soluc~ao obtida
de y(k) no Ponto (4) do Algoritmo 8 tal que y
(k+1)
2 6 y2 < y
(k)
2 . Como y
(k+1)
1 6 y1
e y
(k+1)
2 6 y2, ent~ao y = y(k+1) e y 6= y(k+1), isto e, y e uma soluc~ao dominada, o
que nos conduz a uma contradic~ao. O que signica que n~ao pode existir qualquer
soluc~ao n~ao pertencente a ND1, como queramos demonstrar.

7.4 Exemplo ilustrativo
Nesta secc~ao ilustramos a forma como o algoritmo proposto funciona. Consideremos
o problema FRIBO representado na Figura 7.2.
Soluc¸a˜o
i j
1
3
2 4
5
(c1ij , c
2
ij)
[lij , uij ]
bi bj
(3
,5
)
[0
,1
0]
(8,1)[0,5]
(5
,5
)
[0
,4
]
(3,9)
[0,7]
(2
,7
)
[0
,8
]
(10
,2)
[0,6
]
(1,4)[0,8]
10 -10
a
1
2 4
3
5
[0
, 1
0]
7(
3,
5)
[0, 5]
3
(8, 1)
[0
, 8
]
1
(2
, 7
)
[0, 6
] 2
(10
, 2)
[0, 7] 7
(3, 9) 〈−4, 6〉
[0
,
4
]
0
(
5
,
5
)
〈
0
,
9
〉
[0, 8]
8
(1, 4)
〈−
7, 9〉
pi1(1) = 0
pi1(2) = −3 pi1(4) = −10
pi1(3) = −8
pi1(5) = −18
pi2(1) = 0
pi2(2) = −5 pi2(4) = −8
pi2(3) = −1
pi2(5) = −3
i
Figura 7.2: Rede de um problema FRIBO.
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Soluc¸a˜o
i j
1
3
2 4
5
λc1ij + (1− λ)c
2
ij
[lij, uij ]
bi bj
−
2λ
+
5
[0
, 1
0]
7λ
+
1[0, 5]
5
[0
,4]
−6λ+ 9
[0, 7]
−
5λ
+
7
[0
, 8
]
8λ+
2
[0, 6
]
−
3λ
+
4[0,8]
10 -10
a
i j
1
3
2 4
5
λc1ij + (1− λ)c
2
ij
xij (c¯ij)
pii pij
−
2λ
+
5
5
7λ
+
1
5
(10λ
−
6)
5
0
(λ
+
3)
−6λ+ 9
5
−
5λ
+
7
3
8λ+
2
2
−
3λ
+
4
8
(
−
16λ
+
9)0
2λ− 5
3λ− 7
8λ− 14
−5λ− 9
i
Figura 7.3: Problema parametrico.
Este problema tem 93 soluc~oes admissveis (ver Tabela 6.1). Entre as 93 solu-
c~oes, apenas 10 s~ao ecientes. Estas 10 soluc~oes correspondem biunivocamente a
10 soluc~oes n~ao-dominadas. Na Figura 7.11 est~ao representadas todas as soluc~oes
admissveis, com as soluc~oes n~ao-dominadas representadas por um crculo.Soluc¸a˜o
i j
1
3
2 4
5
λc1ij + (1− λ)c
2
ij
xij (c¯ij)
pii pij
−
2λ
+
5
7
7λ
+
1
3
5
0
(
−
9
λ
+
9)
−6λ+ 9
7 (−10λ+ 6)
−
5λ
+
7
1
8λ+
2
2
−
3λ
+
4
8
(
−
16λ
+
9)0
2λ− 5
−7λ− 1
−2λ− 8
−15λ− 3
a
i j
1
3
2 4
5
λc1ij + (1− λ)c
2
ij
xij (c¯ij)
pii pij
−
2λ
+
5
5
7λ
+
1
5
(9λ
−
9)
51
−6λ+ 9
4
−
5λ
+
7
0
(λ
+
3)
8λ+
2
6 (1
7λ−
6)
−
3λ
+
44
0
2λ− 5
2λ− 10
8λ− 14
11λ− 18
i
Soluc¸a˜o
i j
1
3
2 4
5
λc1ij + (1− λ)c
2
ij
xij (c¯ij)
pii pij
−
2λ
+
5
7
7λ
+
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3
5
0
(
−
9
λ
+
9)
−6λ+ 9
7 (−10λ+ 6)
−
5λ
+
7
1
8λ+
2
2
−
3λ
+
4
8
(
−
16λ
+
9)0
2λ− 5
−7λ− 1
−2λ− 8
−15λ− 3
a
i j
1
3
2 4
5
λc1ij + (1− λ)c
2
ij
xij (c¯ij)
pii pij
−
2λ
+
5
5
7λ
+
1
5
(9λ
−
9)
51
−6λ+ 9
4
−
5λ
+
7
0
(λ
+
3)
8λ+
2
6 (1
7λ−
6)
−
3λ
+
44
0
2λ− 5
2λ− 10
8λ− 14
11λ− 18
i(a) (b)
Figura 7.4: Soluc~oes (a) x(0) = x48; (b) x5.
Quando executamos o Algoritmo 8, o primeiro conjunto de soluc~oes n~ao-do-
minadas e ND1 = fg. De seguida, determinamos y(0) resolvendo o problema da
Figura .3 com  2]0; 1[ proximo de 1. A soluc~ao x(0) = (7; 3; 0; 7; 1; 2; 8) e obtida
com y 0) = (f1(x
(0)); f2(x
(0))) = (96; 144) = y48. O valor optimo para o problema
min
x2X
f2(x) e y

2 = 99 (ver Figura 7.11). O conjunto actual de soluc~oes n~ao-dominadas
passa a ser ND1 = fg [ fy48g = fy48g.
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O problema (rest-") e resolvido usando o procedimento descrito acima com o
valor de " = 143:5. A escolha de " poderia ter sido diferente. Sabemos que qualquer
numero real entre 143 e 144 serviria, uma vez que todas as componentes de qualquer
soluc~ao admissvel em Y I , s~ao inteiras. A soluc~ao n~ao-dominada y27 = (100; 138) e
obtida. Actualizamos o conjunto das soluc~oes n~ao-dominadas obtidas para ND1 =
fy27; y48g.
De seguida, precisamos resolver o problema (rest-"). Consideremos " = 137:5. A
arvore do PSAP da Figura 7.10 contem todas as soluc~oes visitadas antes de se atingir
a soluc~ao optima. Descrevemos de seguida as iterac~oes utilizadas para determinar
essa soluc~ao.
It 1
1. Resolver o problema (rest-") considerando primeiro o problema (K).
\minimizar"f(x) = (f1(x); f2(x)),
sujeito a: x 2 XI ,
onde f1(x) = 3x12+8x13+5x23+3x24+2x34+10x35+x45, f2(x) = 5x12+x13+
5x23+9x24+7x34+2x35+4x45 e X
I = f(x12; x13; x23; x24; x34; x35; x45) 2 N70 :
x12 + x13 = 10,  x12 + x23 + x24 = 0,  x13   x23 + x34 + x35 = 0,
 x24   x34 + x45 = 0,  x35   x45 =  10, x12 6 10, x13 6 5, x23 6 4,
x24 6 7, x34 6 8, x35 6 6, x45 6 8g.
Fazer Q = fg, Apurada = (+1;+1).
2. EAG48 e EAG4 s~ao EAGs adjacentes, ecientes e suportadas tais que y42 <
137:5 6 y482 . Descrevemos de seguida como se obtem EAG4.
A soluc~ao x(0) = x48 e optima para o problema parametrico com 3
5
6  6
1. Consideremos a EAG, EAG48, associada a esta soluc~ao. (ver Figura
7.4(a), os arcos em T est~ao com um traco mais espesso). Quando  = 3
5
,
uma nova soluc~ao alternativa e obtida inserindo o arco (2; 4) na arvore T
atraves de uma iterac~ao do simplex (Figura 7.5). Isto leva-nos a uma nova
soluc~ao x4 = (5; 5; 0; 5; 3; 2; 8) e a uma nova EAG, a EAG4 com y4 =
(f1(x
4); f2(x
4)) = (104; 132). As EAGs EAG48 e EAG4 s~ao adjacentes e
tais que y42 < 137:5 6 y482 .
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+
3)
−6λ+ 9
5
−
5λ
+
7
3
8λ+
2
2
−
3λ
+
4
8
(
−
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i
Figura 7.5: Soluc~ao x4.
O arco (1; 3) e o arco de entrada que nos permite passar da EAG4 para a sua
adjacente EAG48. O ponto y(k
0) esta na intersecc~ao das rectas y2 = " e y
4y48.
Temos y
(k0)
1 = f1(x
(k0)) = 100:33333, onde x(k
0) = x4 + 1d = (5:91667,
4:08333, 0, 5:91667, 2:08333, 2, 8) com 1 = 2  137:5 132144 132 = 0:916667 e
d = (1; 1; 0; 1; 1; 0; 0).
A regi~ao admissvel X(K) e dividida em dois subconjuntos: X(k1) = X(K) \
fx 2 X : x13 6 4g e X(k2) = X(K) \ fx 2 X : x13 > 5g.
Consideremos os dois subproblemas:
\minimizar" (f1(x); f2(x)),
sujeito a: x 2 X(K1), (B)
e
\minimizar" (f1(x); f2(x)),
sujeito a: x 2 X(K2). (C)
Temos Q = Q [ fB;Cg = fB;Cg. EAG48 e uma EAG eciente suportada
para o problema B e EAG4 e uma EAG eciente suportada para o problema
C. Esta informac~ao e guardada para ser utilizada mais tarde.
3. Consideramos seguidamente o problema (K)=B (ver Figura 7.6). Q = fCg.
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Figura 7.6: Regi~ao admissvel para o problema B.
It 2
2. EAG48 e uma EAG eciente e suportada para o problema B de tal forma
que y482 > " = 137:5. Uma iterac~ao simplex leva-nos a EAG eciente
e suportada EAG27 com y272 > 137:5. Esta soluc~ao tem EAG
25 como
soluc~ao adjacente, eciente e suportada com y252 < 137:5. Assim, s~ao
consideradas as EAGs EAG(k1) = EAG25 e EAG(k2) = EAG27.
Temos 1 = 0:055556 e d = (0; 0; 0; 0; 1; 1; 1) com x(k0) = (6, 4, 0, 6,
1:94444, 2:05556, 7:94444) e (k; l) = (4; 5) e o arco de entrada permitindo
passar da EAG27 para a adjacente EAG25. O problema (K) e dividido
em,
\minimizar" (f1(x); f2(x)),
sujeito a: x 2 X(K),
x45 6 7,
(D)
e
\minimizar" (f1(x); f2(x)),
sujeito a: x 2 X(K),
x45 = 8.
(E)
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Q = fC;D;Eg.
3. Q 6= fg, consideremos o problema D (ver Figura 7.7). Q = fC;Eg.
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Figura 7.7: Regi~ao admissvel para o problema D.
It 3
2. EAG(k2) n~ao existe e EAG(k1) = EAG47. O valor y472 = 135 < " e
Apurada = (+1;+1), deste modo fazemos Apurada = y47 = (103; 135).
3. Q 6= fg, consideremos o problema E (ver Figura 7.8). Q = fCg.
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Figura 7.8: Regi~ao admissvel para o problema E.
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Figura 7.9: Regi~ao admissvel para o problema C.
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It 4
2. EAG(k2) n~ao existe e EAG(k1) = EAG27. O valor y272 = 138 > " e, por isso,
n~ao actualizamos o vector Apurada.
3. Q 6= fg, consideremos o problema C (ver Figura 7.9). Q = fg.
A
f1 = 100.33
B
f1 = 100.39
C
f1 = 104
f2 = 132
SI
D
f1 = 103
f2 = 135
O´ptima
E
f1 = 100
f2 = 138
SNA
x13 ≤ 4 x13 = 5
x45 ≤ 7 x45 = 8
SI - Soluc¸a˜o Inteira
SNA - Soluc¸a˜o Na˜o Admiss´ıvel
i
Figura 7.10: Diagrama PSAP.
It 5
2. EAG(k2) n~ao existe e EAG(k1) = EAG4. O valor de y42 = 132 < ".
Apurada = y47 e y41 = 104 > y
47
1 = 103.
3. Q = fg, STOP. A soluc~ao n~ao-dominada y47 e a soluc~ao do problema actual
(ver a arvore do PSAP da Figura 7.10).
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O conjunto das soluc~oes n~ao-dominadas e actualizado e, deste modo, ND1 =
fy27; y47; y48g.
Como y472 6= y2 o algoritmo continua. Para quando a soluc~ao n~ao-dominada y5 e
obtida (ver Figura 7.11).
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Figura 7.11: Soluc~oes n~ao-dominadas.
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7.5 Resultados computacionais
O algoritmo apresentado foi implementado e executado para um grande numero de
insta^ncias do problema FRIBO (mais de 2160 insta^ncias). O objectivo desta secc~ao
e o de relatar os resultados para uma melhor compreens~ao do comportamento do
algoritmo.
O algoritmo foi implementado usando linguagem de programac~ao C. Os ensaios
foram feitos num computador pessoal, equipado com um processador Intel Pentium
2.5GHz com 3GB de RAM. O programa foi executado no sistema operativo OS X.
Para cada tipo de problema foi gerado um conjunto de 30 insta^ncias. A escolha
de 30 insta^ncias justica-se com base na pratica adoptada pelos estatsticos que
consideram, em geral, uma amostra de tamanho inferior a 30 como uma amostra
pequena para a deduc~ao de conclus~oes com signicado estatstico. Cada insta^ncia
foi obtida usando o gerador de redes NETGEN (ver Klingman et al., 1974), depois
de algumas alterac~oes feitas para que fosse possvel gerar insta^ncias do problema
FRIBO.
Resolvemos um conjunto de 72 tipos de problemas com 30 insta^ncias cada, cons-
trudas segundo o esquema da Figura 7.12, utilizando como para^metros os usados
pelo gerador NETGEN:
- numero de nodos, m;
- numero de arcos, n;
- maior valor do custo, C (Os coecientes inteiros das variaveis das duas func~oes
objectivo s~ao gerados aleatoriamente entre os inteiros f0; 1; 2;    ; Cg);
- maior valor do limite maximo das capacidades dos arcos, U (Todos os arcos te^m
capacidade limitada, sendo o limite inferior sempre igual a 0 e o superior gerado
aleatoriamente entre o conjunto de inteiros no intervalo [0; U ]);
- e oferta total,
P
.
De acordo com esquema da Figura 7.12, consideramos insta^ncias com
20 nodos e 40, 80, 120 e 156 arcos (156 arcos foi o numero maximo de arcos
admitido pelo NETGEN quando o numero de nodos e igual a 20);
30 nodos e 60, 120, 180, 240 e 306 arcos (306 arcos foi o numero maximo de arcos
admitido pelo NETGEN quando o numero de nodos e igual a 30).
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As combinac~oes de U , C e
P
foram escolhidas de acordo com o esquema da Figura
7.12. Assim, insta^ncias do tipo 1 te^m m = 20, n = 40, C = 100,
P
= 100 e U = 20.
Insta^ncias do tipo 2 te^m os mesmos para^metros com excepc~ao de U = 60. Insta^ncias
do tipo 3 te^m agora valores
P
= 500 e U = 20. A enumerac~ao continua desta forma
ate as insta^ncias do tipo 72 com m = 30, n = 306, C = 1000,
P
= 500 e U = 60.
Para cada insta^ncia, dois numeros exigidos pelo gerador NETGEN, designa-
dos por sementes, foram aleatoriamente gerados. O primeiro numero no intervalo
[12345678, 15345678] e o segundo no intervalo [56789123, 59789123]. N~ao existe
qualquer raz~ao especial para a escolha destes intervalos, outros poderiam ter sido
escolhidos. De referir ainda que, apesar do numero de arcos ser um dos para^me-
tros de entrada do gerador NETGEN, algumas vezes este para^metro e modicado
durante a gerac~ao de uma insta^ncia (ver Klingman et al., 1974).
a
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Figura 7.12: Esquema para o calculo dos para^metros do problema.
Os para^metros referidos, assim como o numero de soluc~oes n~ao-dominadas, o
tempo CPU para determinar todas estas soluc~oes e o numero de soluc~oes ecientes,
foram registados numa base de dados. Posteriormente, fez-se um estudo estatstico
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destes dados, utilizando o software SPSS vers~ao 17.0 SPSS (2007). O estudo dos
dados, obtidos atraves de ensaios computacionais, e abordado por Con & Saltz-
man (2000). Estes autores referem algumas das principais tecnicas que devem ser
utilizadas neste estudo e realcam a importa^ncia da analise estatstica na aquisic~ao de
conhecimento e poder de explicac~ao do comportamento dos algoritmos. O tamanho
da amostra sucientemente grande e tambem essencial, com vista a aquisic~ao de
signica^ncia estatstica. Na nossa analise estatstica dos dados, aplicamos modelos
de Regress~ao Linear Multipla (RLM), com vista a explicac~ao da variabilidade do
numero de soluc~oes n~ao-dominadas e do tempo necessario para as calcular.
O valor medio (x), o mnimo (Min), o maximo (Max) e a mediana (Me) das 30
insta^ncias, de cada tipo, s~ao apresentados na Tabela 7.1, tanto para o numero de
soluc~oes n~ao-dominadas como para o tempo CPU gasto para calcular estas soluc~oes.
Tabela 7.1: Resultados computacionais.
Soluc~oes ND Tempo CPU (s)
N x Min Max Me x Min Max Me
1 113:57 5 391 87:50 0:29 0:011 1:178 0:18
2 97:80 19 256 85:00 0:21 0:044 0:642 0:16
3 575:43 150 1 789 459:50 1:65 0:226 6:424 1:11
4 604:57 38 1 942 559:00 1:65 0:062 4:9 1:33
5 115:17 12 437 90:00 0:67 0:024 1:764 0:56
6 101:33 2 244 88:50 0:58 0:013 2:082 0:46
7 576:87 132 2 318 394:50 3:39 0:65 14:343 2:42
8 870:30 295 2 775 706:50 4:66 1:287 23:146 3:19
9 294:47 52 646 268:00 3:64 0:277 13:892 3:08
10 336:83 104 791 304:50 4:18 0:532 22:523 3:17
11 1 300:23 227 2 687 1 108:00 18:53 0:971 47:354 15:49
12 1 763:80 190 4 698 1 834:50 29:03 1:352 86:254 28:96
13 351:60 92 1 611 269:00 8:66 1:444 63:709 4:45
14 448:93 167 973 398:00 8:61 1:166 24:749 6:64
15 1 707:73 600 7 355 1 373:00 37:34 5:539 120:171 24:95
16 3 580:73 911 17 197 2 425:50 82:16 11:66 422:525 52:53
17 523:03 133 975 506:00 18:18 2:161 34:621 18:20
18 532:07 228 910 519:50 17:01 3:26 43:568 16:86
19 1 767:83 649 3 413 1 785:00 80:10 11:513 354:267 75:31
20 3 179:37 549 7 793 2 873:00 134:40 6:033 286:355 126:93
21 615:03 241 1 347 576:00 30:36 7:503 72:652 27:17
22 702:53 292 1 693 611:50 31:18 6:913 80:043 24:83
23 3 024:07 882 6 687 2 740:50 175:28 29:786 428:957 147:74
continua na proxima pagina
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continuac~ao da pagina anterior
Soluc~oes ND Tempo CPU (s)
N x Min Max Me x Min Max Me
24 4 178:90 1 512 9 231 3 695:00 239:18 43:543 713:566 215:07
25 764:70 423 1 544 735:00 61:93 20:242 127:17 55:47
26 754:50 397 1 554 704:50 50:35 20:617 104:27 46:34
27 2 983:47 1 240 5 914 3 077:00 333:05 65:309 1 161:936 283:10
28 4 205:43 2 104 6 853 4 189:50 480:41 125:621 1 186:836 440:43
29 855:23 322 2 061 813:00 80:20 23:48 205:406 73:54
30 885:70 279 1 774 875:00 80:83 21:375 182:449 75:88
31 4 617:73 1 874 10 112 4 181:50 625:66 153:453 2 456:594 503:18
32 5 817:00 2 336 13 229 5 475:00 673:65 144:211 2 312:055 630:70
33 91:27 25 325 78:50 0:39 0:053 1:861 0:31
34 93:10 19 248 80:50 0:44 0:042 1:663 0:37
35 502:70 63 1 679 386:50 2:98 0:121 28:739 1:63
36 747:37 92 3 485 656:00 4:02 0:204 23:831 2:71
37 107:63 9 331 81:50 0:89 0:036 3:83 0:69
38 147:83 42 565 113:50 1:27 0:423 3:648 0:97
39 573:90 32 1 870 485:50 4:59 0:242 14:244 4:07
40 614:27 24 1 480 521:00 4:84 0:208 16:537 3:85
41 36:00 13 102 27:00 0:66 0:119 4:38 0:45
42 338:30 27 780 329:00 11:65 0:22 38:808 9:25
43 1 675:30 362 3 401 1 651:50 71:90 6:869 162:427 55:18
44 2 207:47 925 4 910 1 940:00 98:76 12:037 494:366 69:69
45 403:70 150 976 342:00 20:20 3:309 54:819 17:75
46 386:77 150 696 371:00 19:55 4:258 44:236 17:73
47 2 297:20 681 5 100 2 066:00 130:22 18:566 326:761 103:84
48 3 597:90 1 024 8 888 3 300:50 202:30 36:978 707:646 139:90
49 542:17 206 953 541:50 64:49 11:656 140:511 58:76
50 571:13 221 992 588:00 61:32 15:391 129:027 62:16
51 3 234:20 1 617 6 183 2 899:00 539:51 170:234 1 386:575 468:07
52 3 836:90 2 048 8 772 3 608:50 550:64 181:945 1 805:395 439:72
53 613:43 185 1 294 573:00 87:67 16:441 174:184 81:46
54 679:43 373 1 287 648:50 108:48 34:969 269:078 98:78
55 3 929:47 2 158 7 510 3 423:00 799:14 284:926 2 000:449 615:69
56 4 858:10 1 852 9 425 4 483:00 878:01 163:641 2 547:984 798:18
57 719:60 307 1 126 677:50 193:94 74:234 358:977 173:66
58 733:07 403 1 104 695:50 194:02 80:484 353:578 186:43
59 4 563:30 2 486 6 643 4 695:00 1 892:74 505:879 3 388:99 1 911:86
60 4 643:60 2 310 9 170 4 859:00 1 587:67 589:191 3 375:016 1 537:61
61 867:97 445 1 502 887:50 287:46 85:836 549:68 278:50
62 897:50 416 1 544 862:00 298:17 116:031 726:563 274:47
63 6 386:53 3 797 10 619 6 304:50 3 092:06 1 287:125 5 970:688 2 762:59
64 7 568:33 4 506 13 667 7 083:50 3 046:85 948:422 9 036:875 2 625:93
continua na proxima pagina
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continuac~ao da pagina anterior
Soluc~oes ND Tempo CPU (s)
N x Min Max Me x Min Max Me
65 928:70 503 1 348 977:50 513:91 195:721 1 263:803 549:12
66 974:50 523 1 618 979:00 509:94 248:315 1 127:118 485:96
67 5 354:77 3 120 8 007 5 502:50 4 528:82 2 135:723 9 163:605 4 441:91
68 5 560:97 3 324 8 349 5 262:50 3 629:21 1 369:25 7 638:859 3 412:84
69 1 216:00 663 1 798 1 189:00 801:09 362:969 1 205:906 807:34
70 1 246:93 565 1 973 1 172:00 831:46 260:125 1 551:906 683:16
71 8 629:67 3 819 16 374 8 370:50 8 566:01 2 786:063 20 199:67 8 127:72
72 10 070:43 5 117 17 127 9 983:00 7 688:51 2 994:73 15 212:34 6 925:04
As 30 insta^ncias mais difceis, isto e, as que gastaram mais tempo CPU no calculo
das soluc~oes n~ao-dominadas te^m valor de
P
= 500; um numero de nodos igual a
30; apenas uma destas insta^ncias tem um numero de arcos igual a 240, todas as
restantes te^m o maior numero de arcos utilizado, que foi 306; 18 insta^ncias te^m
U = 20 e 12 te^m U = 60; apenas uma delas tem C = 100, tendo as restantes
C = 1000. O tempo CPU utilizado pelo algoritmo depende do numero de soluc~oes
n~ao-dominadas, uma vez que o calculo de uma destas soluc~oes e feito resolvendo um
problema de restric~ao-". A determinac~ao da soluc~ao optima deste problema depende
da arvore do PSAP. Esta sera a raz~ao para um maior ou menor tempo de CPU gasto
no calculo de todas as soluc~oes n~ao-dominadas.
De seguida, descrevemos alguns dos resultados estatsticos obtidos a partir dos
dados recolhidos. O numero medio de soluc~oes n~ao-dominadas e o tempo CPU
medio para encontrar todas estas soluc~oes, para cada insta^ncia, cresce quando o
limite superior do intervalo onde se geram os custos passa de 100 para 1000. O
mesmo acontece quando a oferta total passa de 100 para 500. Comparando insta^ncias
obtidas utilizando o para^metro C = 1000 com as que te^m C = 100, as primeiras te^m,
em media, mais 733:07 soluc~oes n~ao-dominadas do que as segundas. E o tempo CPU
necessario para resolver estas insta^ncias (calcular todas as soluc~oes n~ao-dominadas)
e, em media, de mais 368:32 segundos que o gasto pelas insta^ncias com C = 100.
Em media, insta^ncias com
P
= 500 te^m mais 995:42 soluc~oes n~ao-dominadas que as
insta^ncias com
P
= 100. E o tempo CPU necessario para resolver estas insta^ncias
e maior (mais 1395:74 segundos, em media) que o tempo CPU para resolver as
insta^ncias com
P
= 100. As insta^ncias com U = 60 te^m, em media mais 415:95
soluc~oes n~ao-dominadas e gastam menos 42:01 segundos que as insta^ncias com U =
20. Em media, as insta^ncias consideradas te^m mais 69:62 soluc~oes ecientes que
soluc~oes n~ao-dominadas. O valor mnimo para esta diferenca e 0 e o valor maximo
e 6092.
Consideremos o modelo de regress~ao multipla (uma das tecnicas apresentadas
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em Con & Saltzman, 2000),
snd = b0 + b1
X
+b2n+ b3C + b4m+ b5U +  (7.4)
onde, as variaveis snd,
P
, n, C, m e U representam o numero de soluc~oes n~ao-
-dominadas, a oferta total disponvel na rede, o numero de arcos, o limite superior
dos custos, o numero de nodos e a capacidade maxima de cada arco na rede, res-
pectivamente, e  e um termo aleatorio. O modelo de regress~ao ajustado, com os
coecientes de regress~ao arredondados na terceira casa decimal, e o seguinte,
snd   2042:176 + 7:120
X
+16:400n+ 0:815C   54:066m+ 10:401U:
Os coecientes estandardizados s~ao 0:580, 0:543, 0:149,  0:109 e 0:085 para b1,
b2, b3, b4 e b5, respectivamente. O coeciente de determinac~ao multipla ajustado
(R2 ajustado) e 0:613. Assim, podemos dizer que 61:3% da variabilidade de snd e
explicada pelas variaveis
P
, n, C, m e U . Podemos tambem dizer que
P
e n s~ao as
variaveis que originam a maior alterac~ao em snd. O modelo correspondente, com as
variaveis
P
e n apenas, explica 57:4% da variabilidade de snd. Podemos dizer que a
fraca contribuic~ao de m para a variabilidade do numero de soluc~oes n~ao-dominadas
e negativa, isto e, nos nossos dados (resultados) um valor maior de m conduz a um
menor valor do numero de soluc~oes n~ao-dominadas.
Consideremos, agora, o modelo de regress~ao multipla para o tempo CPU.
tempo = b0 + b1
X
+b2n+ b3C + b4m+ b5U +  (7.5)
onde, tempo e o tempo CPU. O procedimento estatstico por passos (stepwise) apaga
os termos b4m e b5U do modelo de regress~ao ajustado. Isto signica que existe evi-
de^ncia estatstica para considerarmos b4 e b5 nulos. O modelo de regress~ao ajustado
e ent~ao
tempo   2011:512 + 2:489
X
+11:447n+ 0:410C:
O coeciente de determinac~ao multipla ajustado e 0:406 e os coecientes estandardi-
zados s~ao 0:296, 0:554 e 0:110 para b1, b2 e b3, respectivamente. Podemos, por isso,
dizer que 40:6% da variabilidade do tempo CPU e explicada pelas variaveis
P
, n e
C. Alem disso, a variavel que origina a maior variabilidade do tempo e o numero de
arcos n.
Considerando a variavel dependente como o tempo CPU e a independente como o
numero de soluc~oes n~ao-dominadas snd (ver Figura 7.13), podemos dizer que 60:1%
da variabilidade do tempo CPU e devida ao numero de soluc~oes n~ao-dominadas.
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Figura 7.13: Diagrama de dispers~ao do numero de soluc~oes n~ao-dominadas versus tempo
CPU.
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Figura 7.14: Rede de um problema FRBO.
Usando os dados reunidos podemos armar que a variabilidade do tempo CPU
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gasto para calcular todas as soluc~oes n~ao-dominadas e devida, principalmente, ao
numero de soluc~oes n~ao-dominadas. A maior parte da variabilidade deste numero e
explicada pela oferta total disponvel na rede, o numero de arcos e o custo maximo
de cada unidade de uxo em cada arco.
290 300 310 320 330 340 350 f1HxL
240
260
280
300
320
340
360
f2HxL
Figura 7.15: Soluc~oes n~ao-dominadas.
O algoritmo pode calcular tambem todas as soluc~oes ecientes. Como exemplo, o
programa foi executado para o exemplo da Figura 7.14. Um conjunto de 14 soluc~oes
n~ao-dominadas: f(290; 356), (292; 350), (293; 331), (295; 325), (296; 306), (298; 300),
(299; 281), (301; 275), (302; 256), (304; 250), (316; 244), (328; 238), (340; 232), (352;
226)g (ver Figura 7.15) corresponde a um conjunto de 74 soluc~oes ecientes (ver Ta-
bela 7.2). Para obter todas as soluc~oes ecientes e necessario um maior tempo CPU.
Para percebermos a forma como o algoritmo funciona consideremos a resoluc~ao do
problema de restric~ao " com " = 280:5. A arvore do PSAP e apresentada na Figura
7.16. Existem tre^s soluc~oes ecientes nos nodos 10, 18 e 28. Se pretende^ssemos
calcular apenas as soluc~oes n~ao-dominadas, os ramos da arvore abaixo dos nodos
14 e 22 poderiam ser cortados, nestes nodos, com f1 = 300:34. Qualquer soluc~ao
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nestes ramos teria f1 > 301 e f2 > 275. Era, por isso, evitado continuar a explorar
estes ramos procurando uma soluc~ao melhor. Neste caso, como pretendemos todas
as soluc~oes ecientes, n~ao podemos abandonar estes ramos.
Tabela 7.2: Soluc~oes ecientes do problema da Figura 7.14.
No x12 x13 x23 x24 x25 x34 x35 x45 x46 x56 y1 y2
1 6 2 0 0 4 0 1 1 1 5 290 356
2 6 2 0 1 3 0 1 1 2 4 290 356
3 6 2 0 2 2 0 1 1 3 3 290 356
4 6 2 0 3 1 0 1 1 4 2 290 356
5 6 2 0 4 0 0 1 1 5 1 290 356
6 6 2 1 0 3 0 2 1 1 5 290 356
7 6 2 1 1 2 0 2 1 2 4 290 356
8 6 2 1 2 1 0 2 1 3 3 290 356
9 6 2 1 3 0 0 2 1 4 2 290 356
10 6 2 2 0 2 0 3 1 1 5 290 356
11 6 2 2 1 1 0 3 1 2 4 290 356
12 6 2 2 2 0 0 3 1 3 3 290 356
13 6 2 3 0 1 0 4 1 1 5 290 356
14 6 2 3 1 0 0 4 1 2 4 290 356
15 6 2 4 0 0 0 5 1 1 5 290 356
16 6 2 0 0 4 0 1 0 2 4 292 350
17 6 2 0 1 3 0 1 0 3 3 292 350
18 6 2 0 2 2 0 1 0 4 2 292 350
19 6 2 0 3 1 0 1 0 5 1 292 350
20 6 2 0 4 0 0 1 0 6 0 292 350
21 6 2 1 0 3 0 2 0 2 4 292 350
22 6 2 1 1 2 0 2 0 3 3 292 350
23 6 2 1 2 1 0 2 0 4 2 292 350
24 6 2 1 3 0 0 2 0 5 1 292 350
25 6 2 2 0 2 0 3 0 2 4 292 350
26 6 2 2 1 1 0 3 0 3 3 292 350
27 6 2 2 2 0 0 3 0 4 2 292 350
28 6 2 3 0 1 0 4 0 2 4 292 350
29 6 2 3 1 0 0 4 0 3 3 292 350
30 6 2 4 0 0 0 5 0 2 4 292 350
31 5 3 0 3 0 0 2 1 4 2 293 331
32 5 3 0 2 1 0 2 1 3 3 293 331
33 5 3 0 1 2 0 2 1 2 4 293 331
34 5 3 0 0 3 0 2 1 1 5 293 331
continua na proxima pagina
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continuac~ao da pagina anterior
No x12 x13 x23 x24 x25 x34 x35 x45 x46 x56 y1 y2
35 5 3 1 2 0 0 3 1 3 3 293 331
36 5 3 1 1 1 0 3 1 2 4 293 331
37 5 3 1 0 2 0 3 1 1 5 293 331
38 5 3 2 1 0 0 4 1 2 4 293 331
39 5 3 2 0 1 0 4 1 1 5 293 331
40 5 3 3 0 0 0 5 1 1 5 293 331
41 5 3 0 0 3 0 2 0 2 4 295 325
42 5 3 0 1 2 0 2 0 3 3 295 325
43 5 3 0 2 1 0 2 0 4 2 295 325
44 5 3 0 3 0 0 2 0 5 1 295 325
45 5 3 1 0 2 0 3 0 2 4 295 325
46 5 3 1 1 1 0 3 0 3 3 295 325
47 5 3 1 2 0 0 3 0 4 2 295 325
48 5 3 2 0 1 0 4 0 2 4 295 325
49 5 3 2 1 0 0 4 0 3 3 295 325
50 5 3 3 0 0 0 5 0 2 4 295 325
51 4 4 0 2 0 0 3 1 3 3 296 306
52 4 4 0 1 1 0 3 1 2 4 296 306
53 4 4 0 0 2 0 3 1 1 5 296 306
54 4 4 1 1 0 0 4 1 2 4 296 306
55 4 4 1 0 1 0 4 1 1 5 296 306
56 4 4 2 0 0 0 5 1 1 5 296 306
57 4 4 0 2 0 0 3 0 4 2 298 300
58 4 4 0 1 1 0 3 0 3 3 298 300
59 4 4 0 0 2 0 3 0 2 4 298 300
60 4 4 1 1 0 0 4 0 3 3 298 300
61 4 4 1 0 1 0 4 0 2 4 298 300
62 4 4 2 0 0 0 5 0 2 4 298 300
63 3 5 0 0 1 0 4 1 1 5 299 281
64 3 5 0 1 0 0 4 1 2 4 299 281
65 3 5 1 0 0 0 5 1 1 5 299 281
66 3 5 0 0 1 0 4 0 2 4 301 275
67 3 5 0 1 0 0 4 0 3 3 301 275
68 3 5 1 0 0 0 5 0 2 4 301 275
69 2 6 0 0 0 0 5 1 1 5 302 256
70 2 6 0 0 0 0 5 0 2 4 304 250
71 2 6 0 0 0 1 4 0 3 3 316 244
72 2 6 0 0 0 2 3 0 4 2 328 238
73 2 6 0 0 0 3 2 0 5 1 340 232
74 2 6 0 0 0 4 1 0 6 0 352 226
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1
f1 = 299.06
2
f1 = 299.06
3
f1 = 299.17
4
f1 = 299.06
5
f1 = 299.06
22
f1 = 300.34
23
f1 = 300.00
6
f1 = 302
SI
7
f1 = 299.06
14
f1 = 300.34
15
f1 = 300.00
24
f1 = 300.34
25
f1 = 337
SNA
30
f1 = 299
SNA
31
f1 = 310.34
SNA
8
f1 = 300.34
9
f1 = 300.00
16
f1 = 300.34
17
f1 = 300.00
SNA
20
f1 = 300.00
SNA
21
f1 = 300.00
SNA
26
f1 = 300.34
27
f1 = 337
SNA
10
f1 = 301
SI
O´ptima 11
f1 = 322
SNA
12
f1 = 299
SNA
13
f1 = 310.34
SNA
18
f1 = 301
SI
O´ptima
19
f1 = 334
SNA
28
f1 = 301
SI
O´ptima
29
f1 = 334
SNA
x23 = 0 0 ≤ x23 ≤ 5
x25 = 0 1 ≤ x25 ≤ 5
x24 = 0
0 ≤ x24 ≤ 4
x 45 = 0
x45 = 1
x24 = 1
2 ≤ x24 ≤ 4
x34 = 0
1 ≤ x34 ≤ 4
x45 = 0
x45 = 1
x25 = 1
2 ≤ x25 ≤ 5
x24 = 0
1 ≤ x24 ≤ 4
x34 = 0
1 ≤ x34 ≤ 4
x45 = 0
x45 = 1
x23 = 1
2 ≤ x23 ≤ 5
x25 = 0
1 ≤ x25 ≤ 5
x24 = 0 1 ≤ x24 ≤ 4
x34 = 0
x24 = 0
i
Figura 7.16: Exemplo da arvore PSAP no calculo de todas as soluc~oes ecientes.

Capı´tulo 8
Representac¸a˜o do conjunto das soluc¸o˜es
na˜o-dominadas1
Neste captulo apresentamos o calculo de uma \boa" representac~ao do conjunto
de todas as soluc~oes n~ao-dominadas para o problema FRIBO. Fazemos uma re-
vis~ao sobre o que se entende por \boa" representac~ao e introduzimos os conceitos
e denic~oes necessarios. Descrevemos um novo algoritmo para o calculo da re-
presentac~ao referida da seguinte forma: em primeiro lugar, propomos a vers~ao
geral do algoritmo, que pode ser adaptada a diversos tipos de representac~oes;
seguidamente descrevemos adaptac~oes do algoritmo ao calculo de dois tipos de
representac~ao particulares. Apresentamos um exemplo ilustrativo sobre o calculo
de uma representac~ao. Finalmente, relatamos as experie^ncias computacionais,
listamos os resultados e fazemos uma analise dos resultados.
1O trabalho deste captulo, nomeadamente no que concerne ao algoritmos dos trapezios, resultou
de uma conversa com M. Ehrgott, H. Hamacher e S. Ruzika. Provavelmente alguns desenvolvi-
mentos que se seguir~ao a partir da conclus~ao desta Tese ser~ao feitos em colaborac~ao com estes
investigadores.
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8.1 Representac¸a˜o
De seguida fazemos a revis~ao de alguns conceitos sobre uma \boa" representac~ao do
conjunto das soluc~oes n~ao-dominadas em programac~ao matematica multi-objectivo.
Estamos interessados na obtenc~ao de uma representac~ao, em vez do conjunto de
todas as soluc~oes n~ao-dominadas. A necessidade de termos apenas uma parte deste
conjunto deve-se, fundamentalmente, ao numero elevado de soluc~oes n~ao-dominadas,
para o problema de uxos em redes multi-objectivo. Uma representac~ao de um
conjunto de elementos e um conjunto, em geral, com um numero muito menor de
elementos, para representar o primeiro. Esses elementos podem ou n~ao ser ele-
mentos desse conjunto, correspondendo a dois tipos de representac~ao diferentes.
Dizemos que os elementos do segundo conjunto representam os elementos do pri-
meiro e por isso s~ao designados por elementos representativos. A representac~ao que
abordamos neste captulo e do primeiro tipo, isto e, os seus elementos s~ao soluc~oes
n~ao-dominadas. Os elementos da representac~ao dever~ao ser escolhidos de forma a
conservar as caractersticas dos elementos que representam. Algumas regras, para
a escolha da representac~ao do conjunto das soluc~oes n~ao-dominadas, para um pro-
blema de programac~ao multi-objectivo, podem ser encontradas na literatura (ver
Ruzika & Wiecek, 2005, Sayin, 1999). Entre estas regras referem-se tre^s dimens~oes
de interesse: Cobertura, Uniformidade e Cardinalidade.
1. Um conjunto diz-se uma cobertura se contem pontos de todas as regi~oes do
conjunto das soluc~oes n~ao-dominadas sem que falhe alguma.
2. Uma representac~ao deve ser uniforme no sentido de que n~ao deve incluir
mais do que um ponto de uma mesma regi~ao do conjunto das soluc~oes n~ao-
-dominadas.
3. O numero de elementos, cardinalidade, da representac~ao n~ao pode ser dema-
siado elevado, pois aumentaria a diculdade na sua interpretac~ao e tambem a
necessidade de recursos computacionais como a memoria e tempo CPU. Por
outro lado, um numero demasiadamente pequeno de elementos, na represen-
tac~ao, pode deixar por explorar algumas regi~oes com caractersticas especiais.
Usaremos tre^s medidas da qualidade da representac~ao, para medir as tre^s dimens~oes
referidas acima na representac~ao Yr de ND(Y
I), como em Sayin (1999):
1.  como o valor maximo da dista^ncia de qualquer soluc~ao n~ao-dominada para
a soluc~ao mais proxima na representac~ao;
2.  como o valor mnimo da dista^ncia de qualquer soluc~ao na representac~ao para
a soluc~ao mais proxima nessa mesma representac~ao; e
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3. jYrj como o numero de soluc~oes do conjunto Yr.
Denic~ao 8.1.1 (Representac~ao ) Consideremos um numero real  > 0 e um
subconjunto n~ao vazio Yr  ND(Y I). Diz-se que o conjunto Yr e uma representac~ao
 de ND(Y I) se e so se para todo y 2 ND(Y I) existir um yr 2 Yr tal que d(y; yr) 6
, onde d(y; yr) representa a dista^ncia entre os pontos y e yr.
Denic~ao 8.1.2 (Representac~ao uniforme ) Consideremos um numero real 
> 0 e um subconjunto n~ao vazio Yr  ND(Y I). Diz-se que Yr e uma representac~ao
uniforme  de ND(Y I) se e so se para todo y
0
r; y
00
r 2 Yr, y0r 6= y00r , d(y0r; y00r ) > .
Denimos dois tipos de representac~ao, mas outras representac~oes poderiam ser
denidas. Por exemplo, uma representac~ao com um determinado numero de elemen-
tos xos. Para as representac~oes denidas estamos interessados em representac~oes
com um pequeno valor de , um pequeno valor de jYrj e um grande valor de . Estes
valores est~ao relacionados e, por exemplo, quando o valor de  diminui o valor de
jYrj cresce; quanto maior e o valor de  maior e o valor de . Desta forma, n~ao pode-
mos melhorar todas as medidas da qualidade de uma representac~ao em simulta^neo
e teremos que encontrar um compromisso entre elas.
8.2 Algoritmo aproximativo segundo a te´cnica dos trape´zios
Nesta secc~ao apresentamos um algoritmo que determina representac~oes do conjunto
das soluc~oes n~ao-dominadas do problema FRIBO. Este algoritmo utiliza o algoritmo
de restric~ao-" apresentado no Captulo 7, para determinar soluc~oes n~ao-dominadas
para o problema FRIBO. Como vimos o algoritmo de restric~ao-" consegue calcu-
lar qualquer soluc~ao n~ao-dominada do problema FRIBO. Desta forma, denindo
quais as propriedades do tipo de soluc~oes n~ao-dominadas que pretendemos, pode-
mos utiliza-lo para obter um conjunto aproximado de soluc~oes n~ao-dominadas para
este problema. O procedimento podera ser integrado num sistema interactivo de
apoio ao utilizador. O algoritmo proposto podera ser utilizado para determinar va-
rios tipos de representac~ao sendo preciso que o utilizador em co-interacc~ao com o
analista opte pelo tipo de representac~ao pretendida ou, possivelmente, por determi-
nar varios tipos de representac~ao fazendo depois a sua comparac~ao.
Na Secc~ao 8.1 denimos as medidas para a avaliac~ao de uma representac~ao do
conjunto de soluc~oes n~ao-dominadas. Essas medidas s~ao conituosas, isto e, a melho-
ria de uma das medidas implica, geralmente, a degradac~ao de outra. Em particular,
se pretendermos um valor de  grande, n~ao podemos esperar um valor de  pequeno e
vice-versa, pois quando um dos valores aumenta o outro tambem aumenta e quando
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um diminui o outro tambem diminui. Deste modo n~ao e possvel falar de uma \boa"
representac~ao, mas em \boas" representac~oes alternativas de acordo com as escolhas
dos diversos para^metros. A seguir apresentamos a forma geral do algoritmo que
pode ser modicado de acordo com as especicac~oes pretendidas, relativamente a
representac~ao desejada.
8.2.1 Apresentac¸a˜o do algoritmo
O algoritmo determina uma representac~ao do conjunto das soluc~oes n~ao-dominadas
do problema FRIBO. O utilizador e o analista devem a partida escolher um de
entre os varios tipos de representac~oes que o algoritmo pode determinar. Varios
criterios podem ser tidos em conta. Entre eles temos uma representac~ao , uma
representac~ao uniforme , um determinado numero de elementos na representac~ao
ou qualquer combinac~ao destas. O utilizador pode estar limitado no tempo e por
isso interessado numa \boa" representac~ao, utilizando o tempo disponvel para o seu
calculo.
Algoritmo 9: Algoritmo dos trapezios.
fDetermina uma representac~ao do conjunto das soluc~oes n~ao-dominadas do pro-
blema FRIBO. g
input: Rede N = (G, c, l, u, b).
output: Representac~ao: Yr.
(1) begin
(2) Determinar o conjunto inicial Yr;
(3) k  1;
(4) while (n~ao se vericar a condic~ao de paragem) do
(5) begin
(6) Determinar o valor de ";
(7) Calcular a soluc~ao optima y(k+1) do problema de restric~ao-";
(8) Yr  Yr [ fy(k+1)g;
(9) k  k + 1;
(10) end
(11) end
O algoritmo proposto comeca por determinar uma ou duas soluc~oes n~ao-domina-
das, consoante o tipo de representac~ao pretendida, se pretendemos uma representa-
c~ao uniforme  ou uma representac~ao , correspondentes aos mnimos lexicogracos
dos objectivos considerados. De seguida aplica-se o algoritmo de restric~ao-", para
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o calculo da soluc~ao n~ao-dominada mais proxima do local pretendido, ate que as
condic~oes de paragem denidas pelo utilizador sejam vericadas (ver Algoritmo 9).
Nas duas subsecc~oes seguintes apresentamos o algoritmo adaptado a duas formas
diferentes de escolher os para^metros que medem a qualidade da representac~ao. Na
primeira secc~ao, admitimos que o utilizador com o apoio do analista pretende um
conjunto de soluc~oes n~ao-dominadas correspondentes a uma representac~ao , com
 xo, com um valor  t~ao grande quanto possvel. Na segunda secc~ao admitimos
que queremos uma representac~ao uniforme ,  xo, com um valor de  t~ao pequeno
quanto possvel.
8.2.2 Uma representac¸a˜o 
Suponhamos que pretendemos determinar uma representac~ao  do problema FRIBO
com um valor de  t~ao grande quanto possvel. Neste caso, podemos utilizar o
algoritmo de restric~ao-" da seguinte forma:
1. Calcular os mnimos lexicogracos para o problema FRIBO, isto e, as soluc~oes
y(1) e y tais que
y(1) = lex min
xij2X
0B@
P
(i;j)2A
c1ijxijP
(i;j)2A
c2ijxij
1CA (8.1)
e
y = lex min
xij2X
0B@
P
(i;j)2A
c2ijxijP
(i;j)2A
c1ijxij
1CA . (8.2)
Sabemos que ambas as soluc~oes y(1) e y s~ao n~ao-dominadas e que te^m com-
ponentes inteiras. S~ao, por isso, soluc~oes n~ao-dominadas suportadas para o
problema FRIBO. Designemos por Yr a representac~ao do conjunto das solu-
c~oes n~ao-dominadas inteiras ND(Y I).
2. Vericar se y(1) e y preenchem as condic~oes para pertencer a Yr e, em caso
armativo, inclu-las neste conjunto. Vericar se a condic~ao de paragem do
algoritmo se verica, isto e, se todas as soluc~oes n~ao-dominadas est~ao a uma
dista^ncia, de uma soluc~ao na representac~ao, inferior ou igual a . Caso con-
trario continuar no passo 3.
3. Fazer k = 1.
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4. Determinar a soluc~ao n~ao-dominada seguinte, y(k+1), a ser includa na repre-
sentac~ao Yr. De acordo com a denic~ao escolhida para a qualidade da nossa
representac~ao podem ser obtidas diversas soluc~oes. Neste caso, considerar o
par de soluc~oes y(k1) e y(k2) com maior dista^ncia entre si e determinar a soluc~ao
n~ao-dominada y(k), que esta, aproximadamente, a mesma dista^ncia de y(k1) e
y(k2).
5. Repetir o passo anterior, com k = k + 1, ate que a dista^ncia entre qualquer
par de soluc~oes n~ao-dominadas seja inferior ou igual a .
Sabemos que uma soluc~ao, y(k+1), que satisfaca exactamente as condic~oes acima
raramente existe. Procuraremos uma soluc~ao proxima, isto e, que diste aproxima-
damente o mesmo das duas primeiras, resolvendo o problema de restric~ao-" com
" =
y
(k1)
2 +y
(k2)
2
2
, para determinar a soluc~ao n~ao-dominada com o maior valor para o
segundo objectivo e menor ou igual que ".
8.2.3 Uma representac¸a˜o uniforme 
Numa representac~ao uniforme  as soluc~oes da representac~ao devem distar entre si
pelo menos  unidades. Alem disso, vamos obrigar a que o  seja um valor t~ao
pequeno quanto possvel. O algoritmo de restric~ao-" pode ser utilizado da seguinte
forma:
1. Calcular o mnimo lexicograco, y(1), para o problema FRIBO, tal que
y(1) = lex min
xij2X
0B@
P
(i;j)2A
c1ijxijP
(i;j)2A
c2ijxij
1CA , (8.3)
y(1) e uma soluc~ao n~ao-dominada para o FRIBO e, inicialmente, Yr = fy(1)g.
2. Calcular o mnimo do segundo objectivo, isto e, o valor
y2 = min
xij2X
f2(x)
3. Fazer k = 1.
4. Determinar a soluc~ao n~ao-dominada seguinte, y(k+1), a ser includa na repre-
sentac~ao Yr, resolvendo o problema de restric~ao-". Neste caso, a restric~ao "
deve obrigar a que a dista^ncia da soluc~ao y(k+1) a y(k) seja pelo menos igual a
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. Por exemplo, utilizando a dista^ncia euclidiana (ver Figura 8.1), o valor de
" passa a ser variavel, por forma a que y(k+1) esteja o mais proximo possvel
de y(k), distando pelo menos  unidades desta. Assim, para cada numero real
y1 > y(k)1 , denimos "(y1) como:
"(y1) =
(
y
(k)
2  
q
2   (y1   y(k)1 )2 se y(k)1 6 y1 < y(k)1 + 
y
(k)
2 se y1 > y
(k)
1 + 
.
O primeiro conjunto de valores, para ", corresponde ao quarto de circunfere^n-
cia, representado na Figura 8.1.
Ε
yH1L
Figura 8.1: Representac~ao esquematica de ".
5. (   ) Repetir o passo anterior, com k = k+1, ate n~ao existir qualquer soluc~ao
n~ao-dominada a uma dista^ncia de pelo menos  unidades da soluc~ao actual,
na regi~ao n~ao explorada.
O algoritmo de restric~ao-" pode ser facilmente adaptado para trabalhar com este
tipo de valores para ".
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8.3 Exemplo ilustrativo
Consideremos o problema de uxos em redes com dois objectivos representado na
Figura 8.2. A seguir ilustramos a determinac~ao das representac~oes  e uniforme .
8.3.1 Uma representac¸a˜o 
Suponhamos que, como na Subsecc~ao 8.2.2, queremos uma representac~ao  do con-
junto das soluc~oes n~ao-dominadas. Fixemos, ao acaso,  = 10.
Soluc¸a˜o
i j
1
3
2 4
5
(c1ij , c
2
ij)
[lij , uij ]
bi bj
(3
,5
)
[0
,1
0]
(8,1)[0,5]
(5
,5
)
[0
,4
]
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pi1(3) = −8
pi1(5) = −18
pi2(1) = 0
pi2(2) = −5 pi2(4) = −8
pi2(3) = −1
pi2(5) = −3
i
Figura 8.2: Exemplo de uma rede bi-objectivo.
Apliquemos o algoritmo a este problema:
It.1 O algoritmo comeca por calcular as duas soluc~oes optimas lexicogracas y(1) =
(96; 144) e y = (136; 99) (est~ao representadas na Figura 8.3 pelos dois pontos
mais espessos).
y(1) e y s~ao soluc~oes n~ao-dominadas. A dista^ncia entre estas soluc~oes n~ao-
-dominadas e d(y(1); y) = 60:2 e a condic~ao de paragem, considerando uma
dista^ncia inferior a 10, n~ao e vericada. Assim Yr = fy(1); yg. O conjunto Yr e
considerado com os seus elementos ordenados por ordem crescente da primeira
coordenada dos seus vectores.
Todas as soluc~oes em ND(Y I) est~ao no recta^ngulo, com os vertices superior
esquerdo e inferior direito nos pontos y(1) e y, respectivamente (ver Figura
8.3).
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Consideremos o valor " =
y
(1)
2 +y

2
2
= 121:5. De seguida calculamos y(2) tal que
y(2)  minimizar f1(x),
sujeito a: x 2 XI ,
f2(x) 6 121:5.
A soluc~ao optima para este problema e x(2) = (6; 4; 0; 6; 0; 4; 6) com y(2) =
f(x(2)) = (114; 120). O conjunto Yr e actualizado para Yr = fy; y(1); y(2)g.
Passamos a iterac~ao seguinte.
yH1L
y*
100 110 120 130 140
100
120
140
160
Figura 8.3: Area de procura de soluc~oes n~ao-dominadas.
It.2 Sabemos agora que o conjunto ND(Y I) esta includo nos dois recta^ngulos da
Figura 8.4. (y(2); y) e o par de soluc~oes, entre as soluc~oes vizinhas ja encon-
tradas, com maior dista^ncia (30:4 unidades). Assim e este o par considerado.
Coloquemos " =
y
(2)
2 +y
()
2
2
= 109:5 e resolvamos o problema seguinte
y(3)  minimizar f1(x),
sujeito a: x 2 XI ,
f2(x) 6 109:5.
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yH1L
yH2L
y*
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140
160
Figura 8.4: Esquema do resultado obtido na 2a iterac~ao.
yH1L
yH2L
yH3L
y*
100 110 120 130 140 150 160
100
120
140
160
Figura 8.5: Esquema do resultado obtido na 3a iterac~ao.
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A soluc~ao optima e x(3) = (5; 5; 0; 5; 0; 5; 5) com y(3) = f(x(3)) = (125; 105). O
conjunto Yr e actualizado para Yr = fy(1); y(2); y(3); yg. A nossa partic~ao tem
agora quatro soluc~oes n~ao-dominadas e n~ao temos a garantia de que a dista^ncia
entre qualquer soluc~ao n~ao-dominada e uma soluc~ao de Yr seja inferior a 10.
Assim, o algoritmo continua.
It.3 (   ) O par de elementos com maior dista^ncia e (y(1); y(2)) e " = 132:75. O
problema de restric~ao-" e resolvido e o algoritmo continua ate termos a garantia
de que para qualquer soluc~ao n~ao-dominada em ND(Y I) existe um elemento
em Yr que dista 10 unidades ou menos daquela.
Nota: A forma como o algoritmo foi implementado obriga ao calculo de outras
soluc~oes n~ao-dominadas antes de obter a soluc~ao desejada. Essa informac~ao e
guardada, para futuros calculos, reduzindo dessa forma a zona de procura de
soluc~oes n~ao-dominadas a um conjunto de trapezios, representados nas Figuras
8.4 e 8.5 pelas linhas a vermelho.
8.3.2 Exemplo de uma representac¸a˜o uniforme 
Determinemos agora uma representac~ao uniforme , de acordo com a subsecc~ao
8.2.3. A determinac~ao de y(1) e do mnimo para o segundo objectivo foi feita na
subsecc~ao anterior e temos y(1) = (96; 144) e y2 = 99. Fixemos  = 10 e k = 1.
It.1 Na primeira iterac~ao o algoritmo resolve o problema de restric~ao-" com
" =

144 p102   (y1   96)2 se 96 6 y1 < 106
144 se y1 > 106
.
A soluc~ao obtida e y(2) = (103; 135). A representac~ao actual e ent~ao o conjunto
das duas soluc~oes n~ao-dominadas encontradas, isto e, Yr = fy(1); y(2)g. Fazemos
k = 2 e vamos para a iterac~ao seguinte.
It.2 Nesta iterac~ao o valor de  e:
" =

135 p102   (y1   103)2 se 103 6 y1 < 113
135 se y1 > 113
.
A resoluc~ao do problema de restric~ao-" associado da origem a soluc~ao n~ao-do-
minada y(3) = (111; 123). Adicionamos esta soluc~ao ao conjunto Yr, fazemos
k = 3 e passamos a iterac~ao seguinte.
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Figura 8.6: Determinac~ao de uma representac~ao uniforme .
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It.3 (   ) O algoritmo continua. A representac~ao obtida e o conjunto Yr = f(96; 144),
(103; 135), (111; 123), (118; 114), (125; 105), (136; 99)g, com seis soluc~oes n~ao-
-dominadas. A Figura 8.6 mostra as varias etapas da aplicac~ao do algoritmo a
este problema.
Em cada iterac~ao e marcado o crculo indicado com um quarto de circunfere^ncia
e procuramos a soluc~ao n~ao-dominada no exterior mas o mais perto possvel
desse crculo abaixo da recta y2 = y
(k)
2 . Na primeira iterac~ao, com y
(k) = y(1)
determinamos y(2). Na segunda iterac~ao, com k = 2 determinamos y(3), na
terceira, com k = 3 determinamos y(4), na quarta, com k = 4 determinamos
y(5) e, nalmente, na quinta iterac~ao, com k = 5, determinamos y(6). A soluc~ao
n~ao-dominada y(6) e tal que y
(6)
2 e o mnimo do segundo objectivo quando as
restric~oes do problema inicial s~ao mantidas.
8.4 Resultados computacionais
O algoritmo foi implementado usando linguagem de programac~ao C. Os testes foram
feitos num computador pessoal equipado com um processador Intel Pentium 2.5GHz
com 3GB de RAM. O programa foi executado utilizando o sistema operativo OS X.
O conjunto de problemas e insta^ncias utilizados nos testes foram os mesmos do
Captulo 7 cujos para^metros se encontram especicados na Figura 7.12. Na Tabela
8.1 encontram-se os resultados obtidos, para uma representac~ao , como na Subsec-
c~ao 8.2.2. O valor de , para cada problema e para cada insta^ncia, foi calculado
automaticamente sendo aproximadamente igual a 10% da dista^ncia entre as soluc~oes
n~ao-dominadas associadas aos mnimos lexicogracos para cada uma das func~oes.
A escolha foi ao acaso. Olhando para o tempo gasto no calculo da representac~ao
podemos dizer que ele e bastante reduzido, para o conjunto de problemas testados.
Em media o algoritmo determinou 9 soluc~oes n~ao-dominadas para cada insta^ncia
com um numero mnimo de 2 e um maximo de 12. Em media o tempo gasto para
este calculo foi de 0:46 segundos, com um tempo mnimo de 0 segundos e um maximo
de 8:9 segundos.
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Tabela 8.1: Resultados computacionais.
Soluc~oes ND Tempo CPU (seg.)
N x Min Max Me x Min Max Me
1 8:5 5 12 8:5 0:01 0 0:03 0
2 8:83 5 12 9 0:01 0 0:02 0:01
3 8:9 5 12 9 0:01 0 0:03 0:01
4 8:93 2 12 9 0:01 0 0:03 0:01
5 8:3 3 11 9 0:01 0 0:02 0:01
6 8:07 2 12 8 0:01 0 0:03 0
7 9:3 6 12 9 0:01 0 0:03 0:01
8 8:83 6 10 9 0:01 0 0:05 0:01
9 8:47 5 12 8:5 0:04 0:01 0:1 0:04
10 9:47 6 11 10 0:05 0:01 0:1 0:04
11 9:6 7 11 10 0:06 0:01 0:14 0:05
12 8:6 6 11 9 0:07 0:01 0:49 0:05
13 8:93 6 11 9 0:04 0:01 0:18 0:04
14 9:2 6 11 9 0:05 0:01 0:12 0:05
15 9:37 5 12 10 0:06 0:02 0:2 0:05
16 9:43 6 12 9 0:07 0:02 0:21 0:06
17 8:93 6 12 9 0:1 0:04 0:23 0:09
18 8:7 6 12 8:5 0:09 0:02 0:23 0:09
19 9:03 6 11 9 0:16 0:05 0:46 0:13
20 9:03 6 11 9 0:15 0:01 0:35 0:15
21 9:2 7 12 9 0:11 0:03 0:2 0:1
22 8:93 6 12 9 0:09 0:03 0:16 0:09
23 9:4 7 12 9 0:15 0:05 0:42 0:13
24 9:07 6 12 9 0:17 0:04 0:51 0:15
25 9:2 6 11 9:5 0:25 0:05 0:54 0:24
26 9 6 11 9:5 0:21 0:07 0:4 0:2
27 9:43 8 11 9 0:35 0:1 0:68 0:32
28 9 7 11 9 0:36 0:12 0:87 0:32
29 9 7 10 9 0:23 0:04 0:45 0:21
30 8:93 6 11 9 0:2 0:07 0:53 0:16
31 9:23 8 11 9 0:38 0:15 1:35 0:3
32 9 7 11 9 0:3 0:1 0:56 0:28
33 8:8 5 11 9 0:01 0 0:07 0:01
34 8 5 11 8 0:01 0 0:04 0:01
35 9 5 11 9 0:02 0 0:1 0:01
36 9 5 12 9 0:02 0:01 0:04 0:02
37 8:53 4 12 8 0:01 0 0:03 0:01
continua na proxima pagina
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continuac~ao da pagina anterior
Soluc~oes ND Tempo CPU (seg.)
N x Min Max Me x Min Max Me
38 8:93 7 11 9 0:01 0 0:05 0:01
39 9:07 5 12 9 0:02 0 0:05 0:02
40 8:7 3 11 9 0:01 0 0:05 0:01
41 7:9 6 11 8 0:04 0:01 0:11 0:03
42 8:77 5 10 9 0:09 0:01 0:22 0:08
43 9:07 6 11 9 0:15 0:02 0:41 0:13
44 9:07 6 11 9 0:15 0:04 0:53 0:12
45 8:83 7 11 9 0:09 0:03 0:24 0:09
46 8:67 6 11 9 0:09 0:01 0:18 0:08
47 9:27 7 11 10 0:15 0:04 0:38 0:13
48 9:37 7 11 9:5 0:13 0:04 0:37 0:13
49 9:2 6 11 9 0:38 0:09 0:82 0:34
50 9:33 7 11 10 0:34 0:11 0:85 0:28
51 9:57 8 12 10 0:69 0:22 1:52 0:64
52 9:47 7 12 10 0:56 0:21 1:7 0:45
53 9:2 6 11 9 0:34 0:09 0:68 0:32
54 9:37 7 11 9:5 0:32 0:04 0:76 0:27
55 9:3 8 11 9 0:55 0:19 1:37 0:53
56 9:13 7 11 9 0:52 0:13 1:51 0:45
57 9:23 8 10 9 0:72 0:31 1:53 0:7
58 9:17 7 11 9 0:65 0:26 1:17 0:68
59 9:7 8 11 10 1:75 0:35 4:33 1:52
60 9:47 8 11 9 1:07 0:14 2:63 0:92
61 9:13 8 11 9 0:74 0:31 1:47 0:74
62 9:07 7 11 9 0:7 0:27 2:29 0:65
63 9:4 7 11 9:5 1:5 0:53 3:22 1:46
64 9:27 7 11 9 1:06 0:43 1:89 1:05
65 9:4 7 11 10 1:5 0:71 2:42 1:35
66 9:37 7 11 9 1:45 0:4 2:74 1:37
67 9:47 8 11 9 3:32 1:17 8:94 3:32
68 9:27 7 11 9:5 2:02 0:97 6:1 1:66
69 8:9 7 10 9 1:48 0:42 4:51 1:48
70 9:37 7 12 9:5 1:56 0:62 3:55 1:43
71 9:13 7 11 9 3:12 1:37 7:37 3:13
72 9:4 7 11 9 2:34 0:94 3:9 2:27

Conclusa˜o e investigac¸a˜o futura
Os problemas multi-objectivo de uxos em redes ocupam uma area muito impor-
tante no a^mbito do problema tratado e da Investigac~ao Operacional, pela sua ligac~ao
a um enorme numero de problemas reais, de que apresentamos exemplos na Intro-
duc~ao desta Tese, e tambem pelo facto de aparecerem como subproblemas de outros
problemas, justicando-se, deste modo, a investigac~ao levada a cabo por nos.
Em resumo, nesta Tese estudamos os problemas de uxos em redes com mais
de um objectivo, propusemos novas formas de calcular o conjunto das soluc~oes
ecientes/n~ao-dominadas e novas formas de determinar aproximac~oes para este con-
junto. Apresentamos dois novos algoritmos do tipo primal-dual, um para o problema
de uxo de custo mnimo e outro para o problema bi-objectivo de uxos em redes,
ambos com variaveis contnuas. O primeiro algoritmo apareceu como conseque^ncia
dos estudos feitos sobre o segundo e os resultados obtidos mostram que, na resolu-
c~ao de problemas gerados aleatoriamente, o tempo gasto pode ser inferior ao tempo
gasto pelo algoritmo simplex para redes. O segundo determina o conjunto de todas
as soluc~oes n~ao-dominadas extremas e a sua implementac~ao revelou bons resultados,
sobretudo, na resoluc~ao de problemas altamente degenerados. As restantes soluc~oes
n~ao-dominadas podem ser obtidas como combinac~oes convexas de pares de soluc~oes
n~ao-dominadas extremas.
Relativamente ao problema inteiro multi-objectivo de uxos em redes estudamos
o conjunto das soluc~oes suportadas e provamos que este e um conjunto conexo. Esta
prova foi feita atraves da utilizac~ao de redes residuais e de circuitos de custo nulo
nestas redes. Com base na demonstrac~ao elaboramos um algoritmo que permite de-
terminar o conjunto de todas as soluc~oes ecientes/n~ao-dominadas suportadas para
este problema. O algoritmo foi implementado e experimentado para um numero ele-
vado de problemas e insta^ncias e os resultados foram apresentados e revelaram um
bom comportamento do algoritmo em termos computacionais. A utilizac~ao de circui-
tos de custo nulo para a determinac~ao de soluc~oes n~ao-dominadas foi, tanto quanto
e do nosso conhecimento, feito aqui pela primeira vez. Mostramos tambem, atraves
de exemplos e ilustrando com guras, que o conjunto de todas as soluc~oes n~ao-
-dominadas suportadas nem sempre e formado apenas pela imagem de soluc~oes ex-
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tremas e soluc~oes intermedias, contrariamente ao que era assumido ate aqui. Ainda,
para estes problemas, apresentamos uma nova vers~ao do algoritmo de restric~ao-",
para o calculo de todas as soluc~oes ecientes e n~ao-dominadas, mostrando que a sua
aplicac~ao pode ser feita a qualquer problema, mesmo a problemas degenerados. Fi-
zemos a sua implementac~ao e executamos o codigo para uma quantidade elevada de
problemas e insta^ncias, fazendo depois o estudo estatstico dos dados e resultados.
Finalmente, ainda para estes problemas propusemos um algoritmo que determina
aproximac~oes para o conjunto de todas as soluc~oes n~ao-dominadas. Este algoritmo
pode gerar varios tipos de representac~oes do conjunto das soluc~oes n~ao-dominadas,
em func~ao da denic~ao de \boa" representac~ao. Fizemos a sua implementac~ao e
apresentamos os resultados. E sabido que tanto o conjunto de soluc~oes ecientes,
como o conjunto de soluc~oes n~ao-dominadas te^m uma cardinalidade, em geral, muito
elevada, de tal forma que qualquer analise desse conjunto se torna um trabalho quase
impossvel, assumindo, por isso, um grande relevo o calculo de \boas" representa-
c~oes desse conjunto. No entanto, a existe^ncia de algoritmos exactos, que consigam
calcular o conjunto de todas as soluc~oes, e uma ajuda importante na construc~ao de
algoritmos para o calculo de uma \boa" representac~ao.
O trabalho apresentado deixa em aberto um conjunto de pistas de investigac~ao
para o futuro, algumas das quais descrevemos a seguir. Em primeiro lugar, parece
que muito do trabalho aqui efectuado pode ser generalizado para problemas com
mais de dois objectivos. Assim, tanto o algoritmo primal-dual como o algoritmo de
restric~ao-" podem ser estendidos a problemas com tre^s objectivos, numa primeira
fase, e provavelmente ser generalizados para o caso de um numero p > 3 de objec-
tivos. Pensamos que o algoritmo primal-dual podera ser vantajoso, relativamente
aos parametricos, n~ao so para casos degenerados, mas mesmo no caso geral. Este
trabalho sera de grande importa^ncia, uma vez que n~ao se conhecem algoritmos es-
pecialmente dedicados a problemas com mais de dois objectivos. O algoritmo de
circuito de custo zero, como foi apresentado, calcula apenas as soluc~oes suportadas
para o problema multi-objectivo de uxos em redes. Parece-nos, no entanto, que e
possvel transformar este algoritmo de forma a que possa calcular o conjunto de to-
das as soluc~oes ecientes ou n~ao-dominadas. Esta tarefa sera igualmente de grande
importa^ncia, uma vez que se trata de um algoritmo multi-objectivo, que revelou
um bom comportamento computacional. Todo este trabalho podera ser integrado e
ser programado num sistema de apoio ao utilizador, para resoluc~ao de problemas de
uxos em redes. Este sistema ajudara o utilizador na escolha de uma\boa"represen-
tac~ao do conjunto de soluc~oes ecientes ou n~ao-dominadas para um problema deste
tipo. Tal sistema devera conseguir mostrar ao utilizador caractersticas do conjunto
a representar, como estimativas da cardinalidade desse conjunto, da dista^ncia media
das soluc~oes da representac~ao as soluc~oes n~ao calculadas, etc.
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Na conclus~ao desta Tese podemos armar que os objectivos a que nos propuse-
mos foram plenamente cumpridos superando ate as nossas expectativas iniciais, na
medida em que foram detectadas e resolvidas algumas falhas nesta area e e proposto
um conjunto de ferramentas que acreditamos vir a servir de base a novos resultados.
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