Summary. Two easy-to-check conditions are given which, together, are sufficient and "almost necessary" for A-stability of linear multistep integration formulae. As an example, these conditions are applied to the two-parameter family of all two-step methods which are at least second-order accurate.
]=o ]=o is A-stable in the sense of DAI~LQI~ST [1] if all solutions of the finite difference equation obtained by applying formula (1) to the equation
tend ~o zero for any fixed h > 0 and any 4, ReX < 0. A-stable integration formulae are useful for solving s~iff systems of equations; i.e., systems with widely split ~ime constants. In the presellt paper we give a criterion for analyzing the A-stability of linear k-step formulae. More specifically, we state two easy-to-check conditions which are sufficient and "Mmost necessary" for A-s~ability in a sense to be defined laber. It was shown by D_~m&VlST [1] that a necessary condition for A-stability of the formula (1) is p ~< 2, where p is the order of accuracy as h -~ 0. The Trapezoidal t~ule has maximum order (p = 2) with minimum step number (k = 1) and, of all A-stable multistep formulae, it has the smallest error constant [1] . Thus, if we are concerned only with A-stability, studying formulae with k > 1 appears -uninteresting. However, if we restrict the order of accuracy ~o p = 2 to satisfy the necessary condition for A-stability we obtain, for k > 1, families of integration formulae depending on para-meters. Typically, such formulae are actually A-stable if and only if the parameter values satisfy certain constraints. Within these constraints, the parameters can then be chosen in such a way as to make the formulae accurate with respect to the rapidly varying solutions of stiff systems. This can be done, for example, by exponential fitting as shown, for k --~ 1, in LI~mER and WILLOVGI~Y [2] .
Formula (1) 
where the rational function
is the univalued inverse of the k-valued function zi (q). DAIILQUIST [1] has shown that only implicit formulae of type (1) can be A-stable; i.e., formulae for which D~ ~= 0 and a (z) has maximum degree k. We therefore restrict our investigation to this case. we note that, if fiz 4 0, then q (z) is analytic at z : ~; i. e., the zi (oo) are the finite roots a~ of a (z). The theorem stated above makes it easy to obtain sufficient conditions for A-stability because we have to verify u (z) ~ 0 only on a onedimensional set, I z! ~ 1 (condition N 2), rather than on a two-dimensional set such as, for example, the set l zl> 1 involved in the formulation of Lemma 2.1, p. 30 of DAHLQUIST [1] . Inequality N 1 differs from the analogous statement of Lemma 2.1 of DAHLQUIST only by the absence of the equality sign; the effort involved in verifying either one is the same.
The roots a, of a (z) satisfy condition N 1 if and only if the roots s~ of the transformed polynomial, 
which contains a free parameter, /t, and is at least first-order accurate. This formula was proposed in LII~IGER and WILLOUO~Br [2] and, by 1 ,direct methods, was shown to be A-stable if and only if /~ ~< ~-. The 1 /present theorem tells us easily that/t < ~ is sufficient for A-stability:
In applying the condition N2 to (11) we find Y0-----~1----1-2ft. which is discussed extensively in [1] .
As a further example we determine constraints, on the parameters fl0 and fl~ of the family of integration formulae
which guarantee A-stability. This family consists of all linear two-step (k = 2) integration formulae which are at least second-order accurate {p >~ 2) as h -+ 0. From the viewpoint of A-stability we are interested only in such pairs of parameter values which make p = 2 because formulae with p > 2 cannot be A-stable as mentioned at the beginning of the present paper.
Formula (12) is normalized in an unusual ,fi2 ~-1; this is natural for, as mentioned earlier, is another necessary condition for A-stability. In will be focused on a (z), we choose #o and fil as By (10), the polynomial a(z) = z ~ § fll way, namely by letting fl~ :~ 0 (i.e., implicitness) addition, as our attention the two free parameters. z ~ rio transforms into s($)=a 0$2-~bo$-~al, where ao--~ 1-~fio+fll, bo=2(1--rio), and al : 1 + #o-ill-In this case, the first column of the RouTg scheme (12) open triangle found by applying condition N 1 is a proper subset of this wedge. Thus, condition N 1 again implies N 2, and a formula of type (12) is A-stable if the pair (rio, ill) satisfies inequalities (13).
As an interesting special case we have proved the A-stability of the backward differentiation formula
for which fie ~ fil = 0. For real q, the A-stability of (14) as well as of the corresponding formulae with k = 1, 3, 4, and 5, was known [5] .
We have shown that the A-stability of formulae (11) and (12) is governed by the "almost necessary" condition N 1. Formulae having this property can be A-stable, without satisfying N 1, only if for at least one of the roots a~ of ~ (z)we have [~[----1. Such formulae not covered by our theorem are thus exceptions, in the sense that the corresponding points in parameter space lie on the boundary of the domain of A-stability. To guarantee p ~ 2 accuracy, three out of the 2 k ~ 1 degrees of freedom existing in the formula (1) are used up and there exist 2 k --2 free parameters. In general, we can expect that the domain of A-stability is of this same dimension and, for k >~ 2, the dimension of its boundary is 2 ]c --3. In the case of formula (11) we only enforce p = 1 and, thus, 1 the domain of A-stability, # ~< ~, is one-dimensional (rather than zerodimensional as it is if we enforce p --~ 2). This domain is determined by 1 our theorem with the exception of its zero-dimensional boundary, # --2 ' corresponding to the Trapezoidal t~ule.
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