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Chapter 1
Introduction
1.1 Computational Protein Structure Prediction Methods
Predicting the tertiary and quaternary structure of a protein based solely on its amino
acid sequence has been referred to as the ”Holy Grail” of structural biology. Chapter 2
constitutes a comprehensive review of the current state of computational protein structure
prediction. Specifically, I have written chapters 2.6, 2.7, 2.9, and 2.10.6, as well as portions
of chapters 2.2 and 2.3.
The software used in the remainder of this work is named the BCL (BioChemical Li-
brary), and it was developed in the Meiler Lab at Vanderbilt University. The basic premise
of de novo folding with the BCL is shown in Figure 1.1. The knowledge-based potentials
that are used to evaluate the overall energy of each protein model come from statistics in
the PDB. Specialized scoring terms can also be incorporated at this stage based on the fold-
ing protocol, including experimental restraints or specific scoring for membrane proteins.
This work is concerned with improving the current methodology for the BCL’s folding
algorithm (BCL:Fold) either completely de novo or coupled with experimental data from
cryo-Electron Microscopy (EM).
1.2 Cryo-Electron Microscopy
There are currently upwards of 100,00 known three-dimensional structures of proteins
in the Protein Data Bank (PDB) [1], the vast majority of which were determined by X-ray
crystallography. In general, crystallography does provide a reliable atomic structure of a
protein crystal, but the requirement of a protein to crystallize introduces many problems.
First, the process of crystallization can introduce artefacts and trap a protein in a non-native
conformation. In addition, the time investment in determining suitable crystallization con-
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Figure 1.1: BCL De Novo Folding Pipeline. From a protein’s primary structure, secocndary
structure elements (SSEs) are predicted using a consensus prediction of various machine
learning methods in order to create a pool of SSEs. Next, these SSEs are assembled in
three-dimensional space using a stochastic Monte Carlo sampling algorithm that applies
moves to entire SSEs. Each model is evaluated using knowledge-based energy potentials,
and new models are either accepted or rejected based on the Metropolis criterion.
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ditions can be enormous, and many proteins defy crystallization altogether.
An important class of molecules whose structures are underrepresented in the PDB are
membrane proteins (MPs). MPs make up about 30% of the eukaryotic proteome, but only
about 1.4% of protein structures in the PDB [1]. This dichotomy is especially problematic
considering the fact that MPs constitute about 60% of drug targets [2]. Proper understand-
ing of how a drug interacts with a protein relies on an intimate knowledge of the protein’s
structure. MPs are notoriously difficult to crystallize, sparking the need for alternative
experimental techniques to structurally characterize these proteins.
One such technique is cryo-electron microscopy (EM). Studying protein structure by
cryo-EM has the distinct advantage that proteins are not required to crystallize, which opens
up cryo-EM’s usefulness as a tool to study a breadth of differenty types of proteins. Rather,
the proteins are plunge-frozen and imaged in their native state. This approach allows the
direct inspection of a native-like protein, and the multiple conformations present also allow
for scientists to investigate protein dynamics. Cryo-EM is thus particularly suitable for
MPs, as they need only to be reconstituted and not coaxed into crystallization.
Cryo-EM has historically yielded lower-resolution images. At medium resolutions (30 -
12 A˚), the overall shape and organization of macromolecules can be gleaned, but important
functional parts of a protein are not visualized until higher resolutions. At about 10 A˚
resolution, α -helices can start to emerge as density rods, and β -strands can be visualized
at about 5 A˚ resolution. Individual side chain character can start to be visualized at about 3
A˚ resolution.
Recent developments in imaging and image processing technology have allowed cryo-
EM images to attain higher and higher resolutions. One such technology is the development
of the direct electron detector (DED). DEDs have the advantage over their predecessor, the
charge coupled device, in that they can directly detect electrons rather than first relying
on converting electrons to photon counts. This process can introduce backscattering of
electrons and loss of resolution. Another important technological advance was the advent
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of movie mode. In movie mode, images are captured at intervals fractions of seconds
apart and then recombined. In this way, any blurring effect caused by particle drift can be
corrected for. Additional technological improvements, as well as the general increase of
computational space and power available, have allowed many recent cryo-EM images to
achieve atomic-level detail. In recent years, the atomic structure of the human ribosome
was determined to 3.5 A˚ resolution by cryo-EM [3, 4]. In 2013, Yifan Cheng at the Uni-
versity of California, San Francisco determined the structure of TRPV1, a small MP, to 3.4
A˚ resolution [5], and the structure of γ-secretase, another MP implicated in Alzheimer’s
disease, was determined to a resolution of 3.4 A˚ in 2015 [6]. The number of protein struc-
tures determined by cryo-EM has been increasing at a rapid rate, and as these technologies
become more and more widespread, cryo-EM is predicted to become more popular as a
method of structural determination. EM can help elucidate the structure of many MPs.
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Chapter 2
Towards Solving the Protein Folding Problem Computationally
2.1 Abstract
The protein folding problem has been a grand challenge in molecular biology for over
half a century. Theories have been developed that provide us with an unprecedented un-
derstanding of protein folding mechanisms. However, computational simulation of pro-
tein folding is still difficult, and prediction of protein tertiary structure from amino acid
sequence is an unsolved problem. Progress toward a satisfying solution has been slow
due to challenges in sampling the vast conformational space and deriving sufficiently fast
and accurate energy functions. Nevertheless, several techniques and algorithms have been
adopted to overcome these challenges, and the last two decades have seen exciting advances
in enhanced sampling algorithms, computational power, and tertiary structure prediction
methodologies. This review aims at summarizing these computational techniques, specifi-
cally conformational sampling algorithms and scoring strategies that have been frequently
used to study protein folding mechanisms or to de novo predict protein tertiary structures.
We hope that this review can serve as an overview on how the protein folding problem can
be studied computationally and, in cases where experimental approaches are prohibitive,
help the researcher choose the right computational approach for the problem at hand. We
conclude with a summary of current challenges faced and an outlook on potential future
directions.
2.2 Introduction
Protein folding is a process of molecular self-assembly during which a disordered
polypeptide chain collapses to form a compact and well-defined three-dimensional struc-
ture. A grand challenge in structural biology has been to understand the process by which
5
Figure 2.1: The number of articles published each year (1973 - 2016) with the phrase
”protein structure prediction” or ”protein folding” in either the title, abstract, or author
keywords. The data were taken from Web of Science.
proteins fold into their functional tertiary structure (folding mechanism) and to predict this
tertiary structure from amino acid sequence (structure prediction), two tasks that are collec-
tively known as the protein folding problem.[7, 8, 9] Solving this problem is of far-reaching
impact as it will not only reveal the missing link between sequence and structure but also
provide molecular biologists with a theoretical framework and practical tools for applica-
tions such as drug design and protein engineering. As a result, an enormous amount of
effort has been contributed to study the protein folding problem by the scientific commu-
nity. This is illustrated by Figure 2.1, which shows the striking growth in the number of
articles published each year on this problem since Anfinsens thermodynamic hypothesis
of protein folding, that protein native state resides in the global minimum of Gibbs free
energy, was formally stated in 1973. [10] A comprehensive review of the study of this
problem is deemed impossible for an article of this kind. As many excellent review ar-
ticles on the theory and experimental validation of protein folding have been published
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over the years,[11, 12, 13, 14, 15, 16, 17, 18, 19, 20] here we focus our discussion on
computational methods for studying folding mechanisms and predicting tertiary structures.
Specifically, we limit our discussion to protein folding simulations and de novo protein
structure prediction at atomic detail, as methods based on coarse-grained representation of
protein structures were recently comprehensively reviewed.[21] In addition, due to space
limitations, we are not able to cover the complete literature of this topic, and we apologize
to those whose contributions have not received the deserved attention.
The two key components of any folding simulation or structure prediction methods are
efficient sampling of conformational space and accurate evaluation of the energy of sam-
pled conformations. Hence, the main body of this article is devoted to discussing different
algorithms and their advances toward efficiently sampling extensiveconformational space
followed by approaches and progress toward accurate energy functions. To put the discus-
sion under the theoretical framework of protein folding, we first briefly summarize different
views on the mechanisms of protein folding. The interplay between sampling algorithms
and energy functions is concretely illustrated by discussing some representative methods
shown to be relatively successful in the Critical Assessment of protein Structure Prediction
(CASP) experiment.[22, 23] Finally, we present a summary on the progress and outline
specific challenges that future development in the field will likely overcome.
2.3 Various Views on the Mechanism of Protein Folding
The conformational space accessible to a polypeptide chain is astronomically large,
a systematic search for the functional structure of a polypeptide chain with 100 residues
would take an amount of time even longer than the age of the universe. The fact that
proteins fold on a biologically meaningful timescale, with some attaining to their func-
tional structure in just a few microseconds, led Levinthal to conclude that there must be
a specific folding pathway that each protein follows when it folds to the native state [24].
This classical view of protein folding assumes a sequential model and postulates a well-
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defined sequence of intermediates which follow one another so as to carry the protein from
the unfolded random coil to a uniquely folded native state.[24, 25, 26] However, the ob-
servation that kinetic folding intermediates (molten globules) form asynchronously over a
range of timescales fostered the multipath funneled energy landscape paradigm of protein
folding.[13, 17, 19, 27, 28, 29] In this new view, it is inferred that proteins must fold into
their unique native state through multiple unpredictable pathways that involve the progres-
sive organization of an ensemble of partially folded intermediates on a rugged free energy
surface that resembles a funnel (Figure 2.2). The native state resides in the deepest basin of
the funnel according to Anfinsens thermodynamic hypothesis.[10] A more recent formula-
tion of the mechanism of protein folding is centered around of concept of foldons.[16] In
whats called the foldon-based hypothesis, a protein starts folding by forming an initial seed
foldon through unguided search, and it follows a foldon-determined folding pathway as the
seed foldon guides subsequent foldons in a folding upon binding way. While this hypoth-
esis states that proteins fold along a definite path after formation of the initial foldon, the
foldon formation at the initial stage is assumed to be accomplished through a disordered
multitrack search.[16]
2.4 Conformational Sampling is a Bottleneck
A polypeptide chain with a typical size can adopt an astronomical number of confor-
mations. For example, if we assume that the backbone torsional angles each can adopt
three stable conformations, then a protein made up of a polypeptide chain consisting of
100 amino acid residues would have a total of about 1049 conformations. This is a gross
underestimate, given that the degrees of freedom of sidechains are ignored. It is agreed that
conformational sampling remains to be a bottleneck of de novo structure prediction.[30,
31, 32, 33, 34] Nevertheless, there has been exciting improvement in sampling algorithms
based on statistical mechanical principles or guided by experimental or predicted restraints,
all of which are further accelerated by improvements in hardware speed and power. For the
8
Figure 2.2: Surface Rendering of a Hypothetical, Simplified Folding Energy Landscape.
Extended polypeptide chains at the top of the funnel might navigate through a myriad of
different routes (black dashed arrows) or a single definite path (blue arrow) to the native
state, sitting at the bottom of the funnel. Some routes involve transient intermediates while
others might have significant local energy minima that are so deep that the protein is kinet-
ically trapped in them.
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convenience of discussion, we divide conformational search methods into the following
three broad categories: molecular dynamics simulations, Monte Carlo simulations, and ge-
netic algorithms. For each category of algorithms, we give a general formulation of the
algorithm and a review of the latest studies in which the algorithm was applied to de novo
protein structure prediction.
2.4.1 Unbiased Molecular Dynamics Simulations
Molecular dynamics (MD) simulation is a widely used computational technique for ex-
ploring the macroscopic properties of molecular systems through explicit computation of
microscopic particle motions. MD has had enormously influential applications in biomolec-
ular systems and has been heavily used to study motion-related phenomena such as pro-
tein folding, conformational flexibility, protein structure determination from NMR, ligand-
protein interaction, and protein-membrane interaction.[35, 36, 37, 38, 39, 40, 41, 42, 43]
The two essential elements of a MD simulation are the interaction potential for the parti-
cles and the equations of motion governing the dynamics of the particles.[44, 45] Here, we
describe how MD simulations explore the phase space of a molecular system. A typical
MD run involves generation of successive microstates of a molecular system by solving
Newtons equations of motion for all atoms simultaneously with femtosecond timesteps
(Equation 1).
mi
d2ri
dt2
= Fi =−∂U (r1,r2, . . . ,rN)∂ri (2.1)
where ri and U (r1,r2, . . . ,rN) denote position vector and potential energy of point mass
i, respectively. Fi denotes the force acted upon point mass i. The result of the simulation
is a trajectory of microstates that specifies how the system explores the phase space as
time goes by [44]. The result of the simulation is a trajectory of microstates that specify
how the system evolves in phase space [44]. In principle, equilibrium properties can be
computed by averaging over the trajectory if it is of sufficient length to give a representative
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ensemble of the microstates of the system. Unfortunately, the usefulness of MD in studying
long timescale biological phenomena is often limited due to inadequate sampling of all
relevant conformational states of a system. Even when the energy barriers separating two
topologically different low energy regions of the conformational space are of order kBT ,
traversing them by random thermal fluctuation cannot be achieved within a reasonable
amount of time.
A wide range of biologically interesting phenomena occurs over timescales on the order
of milliseconds, several orders of magnitude beyond the reach of traditional MD simula-
tions. As a result, studying processes that involve major conformational changes, such
as protein folding, activation, and deactivation, by MD simulations has been traditionally
challenging.[46] The very first successful de novo protein folding simulation via MD was
notably made by Duan and Kollman, who folded the villin headpiece (a 36-mer) in explicit
solvent for two months on parallel supercomputers to obtain models up to 4.5 A˚from the
experimental structure [47]. This small protein was later folded by Pande and coworkers
to 1.7 A˚with a total simulation time of 300 µs or approximately 1000 CPU years with the
help of worldwide-distributed computers [48].
Substantial progress has been made during the past decade or so to extend the folding
times accessible by conventional MD simulations through efficient parallelization of MD
codes or MD-specialized hardware (Figure 2.3).[49] The MD-specialized parallel method
Desmond and its associated massively parallelized machine Anton, developed relatively
recently in the Shaw research group, allow for conducting millisecond timescale MD sim-
ulations of systems with tens of thousands of atoms in just a few weeks [50, 51]. Anton
is built on MD-specific ASICs (application-specific integrated circuits) that interact in a
tightly coupled manner using a high-speed communication network. Its ability to effi-
ciently perform simulations on the timescales over which many physiologically relevant
processes take place expands substantially the set of problems for which the MD approach
is tractable. Armed with this specialized set of software and hardware, Shaw et al were
11
Figure 2.3: Folding timescales accessible to MD simulations have increased exponentially
since Duan and Kollman folded the villin headpiece by MD simulations in explicit solvent.
[47] Shown are all proteins simulated using unbiased, all-atom MD in empirical force fields
reported in the literature. Adopted, with permission, from reference . See reference for
reference to each folding simulation highlighted in the figure.
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able to simulate protein folding from extended random coils [52, 53] and structural origin
of slow diffusion in protein folding [54], protein-ligand recognition [55, 56], mechanism
of nucleotide exchange in G proteins [57], and mechanisms of kinase activation and inhi-
bition, at realistic timescales. The de novo folding simulations conducted by Shaw et al
generated evidence in favor of the single-pathway view of protein folding (Figure 2.2). For
example, equilibrium simulations of WW domain captured multiple folding and unfolding
events that consistently follow a well-defined folding pathway. [53] Subsequent folding
simulations of 12 fast-folding proteins tend to emulate the foldon-based distinct pathway
picture.[52]
A different approach to overcome the sampling challenge of MD is through statistical
analysis of multiple independent trajectories or aggregating independent short simulations
using Markov state models (MSM) to make a complete model of system dynamics.[49,
58, 59] The MSM effectively pieces together this complete model from independent tra-
jectories, allowing for prediction of kinetic phenomena on timescales much longer than
the individual trajectories used to construct the model.[49] While the MSM-based ”multi-
trajectory” approach has some advantages over the reaction coordinate-based single tra-
jectory analysis, such as identifying areas of phase space for adaptive sampling,[60, 61]
insights gained from MSM analysis unfortunately disagreed with the foldon-based single
pathway view of folding. For example, while Shaw et al concluded that folding of the WW
domain follows a definite pathway where the first hairpin folds first,[53] using MSM to
analyze the same simulation trajectories, Lane et al detected a parallel statistically signifi-
cant pathway where the second hairpin of the WW domain folds first.[62] Similar analysis
conducted by Beauchamp et al [63] on the MD trajectories of 12 small fast-folding proteins
by Lindorff-Larsen et al[52] also arrived at conflicting conclusions regarding the folding
mechanism of half of simulated systems.
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2.4.2 Enhanced Sampling Techniques in MD
The roughness of energy landscapes with many local minima separated by high-energy
barriers makes adequate conformational sampling a challenging task. MD trajectories often
do not reach all biologically relevant conformations, a problem that can be addressed by
employing enhanced sampling algorithms.[64, 65] Several enhanced sampling techniques
in simulations of biological systems have been developed such as replica exchange molec-
ular dynamics (REMD) and metadynamics.[65]
The replica-exchange method was developed to overcome the multitude of local min-
ima separated by high energy barriers.[66] Many molecular simulation scenarios require
ergodic sampling of energy landscapes that feature many minima, and barriers between
minima can be difficult to overcome at ambient temperatures over accessible simulation
timescales. Replica-exchange simulations seek to enhance the sampling in such scenarios
by running n non-interacting copies of the system Ci (i = 1, · · · ,n) in parallel each at a dif-
ferent temperature Ti in the canonical ensemble (Figure 2.4). The non-interacting nature
of this artificial compound system ensures that each states weight factor (C1,C2, · · · ,Cn) is
given by the product of Boltzmann factors of each copy.
w = exp
{
−
n
∑
i=1
βiUi
}
(2.2)
Compared to a standard Monte Carlo simulation, which affects the conformation of only
one copy, REMD explores the energy landscape by periodically exchanging the confor-
mations of replicas. The probability of transition of a compound system such that the
conformations between a pair of copies
(
Ci,C j
)
are exchanged is
p = min
(
1,e∆
)
(2.3)
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Where
∆=
(
β j−βi
)(
U j−Ui
)
(2.4)
Exchange of the conformations of replicas decreases auto-correlation, thus enabling repli-
cas to reach thermal equilibrium faster than without exchange. While it is not necessary
to restrict the exchange to copies with neighboring temperature (e.g. j = i+ 1), doing
so will be optimal, since the transition probability decreases exponentially with the dif-
ference in temperature between copies [67]. It is also worth noting that while exchange
of conformations between copies must be conducted in a Monte Carlo way, there is no re-
striction on which algorithms should be used for updating the conformation of an individual
copy locally. In fact, several variants of REMD have been developed.[68] For example, a
replica-exchange Monte Carlo (REMC) technique was implemented in the threading-based
structure prediction pipeline QUARK and tested in CASP11.[69]
Metadynamics is a class of methods that eases sampling by introducing a time-dependent
biasing potential that acts on a selected number of coarse-grained order parameters, of-
ten referred to as collective variables (CVs).[70, 71, 72, 73] CVs are generally nonlinear
functions of the atomic positions of the simulated system that should ideally distinguish
between all relevant metastable states. Some simple but informative CVs used in protein
folding simulations are number of C contacts, number of backbone H-bonds, and helicity of
the backbone, and the free energy surface is usually plotted as a function of these CVs.[70]
The added biasing potential is introduced through successive addition of small repulsive
Gaussian kernels deposited along the system trajectory in CV space (Figure 2.4).[72, 73]
The added Gaussian kernel is a function of the current position and the previous position
of the system in the CV space, and its intended purpose is to discourage the system from
revisiting configurations that have already been sampled, thus accelerating sampling. The
final summation of the deposited Gaussian kernels also gives an unbiased estimate of the
free energy landscape of the system. In contrast to these advantages, it is, however, far
from trivial to decide when to stop a simulation and find a set of CVs proper for describing
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the process of interest.[72, 73]
Both REMD and metadynamics have been used to de novo fold several small peptides
and proteins. The first example of using REMD to sample a folded structure starting from
a completely unfolded state is probably the study of Rhee et al where a 23-residue BBA5
protein was folded by whats called multiplexed REMD.[74] Using REMD simulations in
implicit solvent, Pitera et al folded a 20-residue designed Trp-cage peptide starting from an
extended coil to a state ¡ 1.0 A˚Cα RMSD from conformations in the NMR ensemble.[75]
Recently, Jiang et al folded a diverse set of 14 fast folding proteins from their unfolded
states using REMD with a residue-specific force field.[76] A similar study by Nguyen et al
included a larger set of 17 proteins; while they successfully folded most proteins, misfolded
structures are thermodynamically preferred for 3 proteins.[77]
2.5 Monte Carlo Simulation
MD simulation is without a doubt a required technique if one wishes to study fold-
ing pathway or kinetics computationally. However, for tertiary structure prediction of large
proteins whose energy landscapes are populated with many local minima separated by high
barriers, Monte Carlo (MC) simulation can be much more efficient (Figure 2.5a). It is, in
fact, the underlying search engine of some of the most successful de novo tertiary structure
prediction methods [69, 78, 79, 80] and our method BCL::Fold.[81] Unlike MD simula-
tions where successive conformations of the system are connected through time, in a MC
simulation, each new conformation of the system depends only upon its immediate prede-
cessor. The technique of MC simulation was introduced as the first computer simulation of
a molecular system in 1952.[82] Nowadays, the term Monte Carlo is often used to describe
a simulation whenever random sampling is performed.
A MC simulation explores the phase space of a system by randomly perturbing the
current conformation by actions such as moving a single atom or molecule or adjusting
dihedral angles. The energy of the new conformation is then evaluated using the energy
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Figure 2.4: A sketch of the process of REMD and that of metadyanmics. REMD: a set
of non-interacting replicas (4 in this illustration), each runs at a different temperature. In
an efficient REMD, replicas at neighboring temperatures are swapped (shown as double-
headed arrows) based on Metropolis criterion and all replicas will experience swapping.
Metadynamics: this illustrative system has two minima A and B (grey curve). The system
trapped in B is lifted by progressive deposition of repulsive Gaussian kernels (green curve)
and the free energy landscape changes accordingly (blue dashed curve). After B is filled
up, the system moves into A which is filled up similarly. When the simulation completes,
the green curve gives a first rough negative estimate of the free energy landscape of the
system.
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function. If the new conformation is lower in energy than its predecessor, it is accepted as
a starting conformation for the next iteration. If the energy is higher, the new conforma-
tion is accepted with a probability based on the infamous Metropolis criterion (Equation
3).[82] This is often done by comparing the Boltzmann factor of the new conformation to
a random number between 0 and 1, and the new conformation is accepted if its Boltzmann
factor is greater than the random number and rejected otherwise. While the essential search
algorithm of MC-based structure prediction methods is the same, they differ in the starting
components for assembling 3D models and in the repertoire of MC moves implemented for
perturbing the model.[83]
Primitive MC sampling can be computationally expensive and thus inefficient at finding
global energy minima. Typically, these methods are coupled with some optimization tech-
nique that vastly decreases computational expense by directing the progression of the MC
simulation toward global energy minima. One optimization technique is gradient-based
sampling, where MC iterations are directed down local property gradients, i.e. the poten-
tial next state with the lowest energy is selected. For instance, gradients can be calculated
based on side chain rotameric states [84] or, in the HP-lattice model,[85] the movement of
a residue in various directions.[86] However, when the conformational space is continu-
ous rather than discrete, gradient descent becomes unfeasible because the energy cannot be
calculated for every step forward. The most popular optimization approach shown to effec-
tively accelerate the convergence of a MC simulation is probably simulated annealing.[87]
The essential feature of this technique is that it combines Monte Carlo sampling of con-
formational space at an initially elevated temperature with an appropriate cooling scheme
over the course of the simulation. The cooling scheme, if gentle enough, theoretically en-
sures the system will reach the global minimum. In turn, the probability of a higher energy
step being accepted decreases over time, and models are directed toward the global en-
ergy minimum.[88] Many powerful de novo tertiary structure prediction methods integrate
this MC simulated annealing approach;[21] we include a detailed discussion on some se-
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lected examples of such methods (see Examples of methods for de novo tertiary structure
prediction).
2.6 Genetic Algorithms
Genetic algorithms (GAs) are an optimization procedure based on the process of evo-
lution that occurs in nature. GAs have been used in a variety of applications. Some promi-
nent ones include automatic programming, machine learning, and population genetics [89].
Generally, a GA initializes the optimization process by randomly generating an initial pop-
ulation of trial solutions each encoded as string of bits, also called a chromosome (Figure
2.5b). Offspring are produced by applying nature-inspired operations, namely mutations
and crossovers on bit strings. Mutations are introduced into strings by flipping one or more
bits, whereas crossovers between two individuals consist of randomly selecting a crossover
site and exchanging the left segment of one string with the right segment of the other (Fig-
ure 2.5b). The fittest offspring are selected for continual refinement via the iteration of
multiple generations [90].
A large number of studies of the use of GAs for de novo protein structure prediction and
protein folding simulation have been made [90, 91, 92, 93, 94, 95, 96, 97, 98, 99] since the
pioneering work of Dendekar and Argos on de novo folding simulation of a model protein
of a four β strand bundle [100] and that of Unger and Moult on searching for global energy
minimum on the 2D HP lattice model [101]. The simplest protein representations used in
GAs is the 2D HP model developed by Lau and Dill.[102] In this model, amino acids are
of only two types: hydrophobic (H) or polar (P). The sequence is folded on a 2D square
lattice on which bonds are orthogonal to each other. Folded structures are evaluated by
a so-called ”hydrophobic potential” where each pair of non-bonded direct hydrophobic
contact (occupying neighboring non-diagonal lattice vertices) receives -1. Using HP lattice
models avoids the computational power needed for all-atom models while still capturing
the general principles that govern protein folding, and they can be extended to account for
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Figure 2.5: Monte Carlo simulated annealing and genetic operations in genetic algorithms.
a) A Monte Carlo simulated annealing procedure allows the system to ”freely” navigate
the free energy surface. For example, transition from state 4 to 5 would be prohibitive to
MD simulations due to the high energy barrier separating them. b) In genetic algorithms,
conformations are encoded as bit strings (or real-valued arrays) called chromosoms. A
mutation operation flips the bit value at a randomly selected site, whereas a crossover oper-
ation takes a pair of chromosomes and exchanges parts of chromosomes split at a randomly
selected crossover site.
physicochemical characteristics of individual residues such as size, hydrophobicity, and
charge. In more detailed models, proteins can be represented as a sequence of pairs of
dihedral angles that describe the backbone degrees of freedom of each residue. Mutations
can simply be introduced by changing the dihedral angle of a residue and cross-overs by
swapping randomly assigned sections of two sequences [90, 93]
2.7 Energy Functions are Evolving Objects
An essential part of almost all successful protein folding simulations or protein ter-
tiary structure predictions is an energy function that is a good approximation to the en-
ergy landscape of real proteins. Protein energy functions can be roughly divided into
two classes: physics-based force fields and knowledge-based potentials.[103] Historically,
physics-based forces fields are coupled with MD or MC simulations to study protein dy-
namics or calculate free energies,[104, 105, 106, 107] whereas knowledge-based potentials
are mostly used for fold recognition or tertiary structure prediction.[108, 109, 110] Before
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we give a detailed account on them, we remind the reader that both of these two types
of energy functions are evolving objects. To improve accuracy, further parameter opti-
mization for physics-based force fields is required and statistics need to be rederived for
knowledge-based potentials when energy function deficiencies are identified or data sets of
better quality become available.
2.7.1 Physics-Based Force Fields
Physics-based force fields are classical mechanical models that approximate the po-
tential energy of chemical systems. Force field models ignore the electronic motions in
a system and only considers interactions among nuclei. Compared to ab initio quantum
mechanical methods, force fields are much more computationally efficient while giving a
quite acceptable level of accuracy. A force field has a functional form and a set (usually
very large) of associated parameters taken together to model bonded and non-bonded in-
teractions in a system. The functional form of a force field is often a compromise between
accuracy and computational efficiency and depends on the level of resolution (all-atom or
coarse-grained), chemical nature (inorganic, small organic, or biomolecular), and target
properties of the systems to be modeled. Nevertheless, most force fields generally contain
five components. The first three of them, so-called bond stretching, angle bending, and tor-
sion, model bonded interactions. The last two components describe electrostatic and van
der Waals non-bonded interactions [44].
U(rN) = ∑
bonds
kb
2
(l− l0)2+ ∑
angles
kθ
2
(θ −θ0)2+ ∑
torsions
kϕ
2
[1+ cos(nϕ− γ)]
+ ∑
electrostatics
qiq j
4piεori j
+ ∑
V DW
4εi j
[(
σi j
ri j
)12
−
(
σi j
ri j
)6] (2.5)
This functional form looks relatively simple but we must keep in mind that the set of pa-
rameters associated with it is very large. For example, the term that models bond stretching
(a harmonic potential) has for each bond type a force constant kb and an equilibrium bond
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length l0. These parameters of course must be determined by fitting the force field to a
given set of data obtained from experiments or quantum mechanical calculations. Depend-
ing of the size of the data set, parameter optimization may be conducted in a number of
ways: trial and error, least-squares fitting [111] or recently machine-learning algorithms
[112].
Well-known examples of force fields intended for modeling proteins include CHARMM
[113, 114, 115, 116, 117, 118], AMBER [119, 120, 121, 122], OPLS [123, 124], GROMOS
[125, 126], MARTINI [127, 128]. Their functional form invariably contains the five terms
of Equation 5, the major difference between them lies in specifics in the treatment of non-
bonded interactions and the levels of resolution covered. For modeling non-bonded inter-
actions, the original CHARMM and AMBER force fields both incorporate 12-10 Lennard-
Jones potential to explicitly model hydrogen-bonding [114, 120], whereas the OPLS and
GROMOS force field uses only the electrostatics and van der Waals terms [123, 125]. The
need for more efficient evaluation of non-bonded interactions arises when the number of
interaction sites is large. One simple way to improve efficiency is to absorb aliphatic hy-
drogens into the carbon atom to which they are bonded to form ’united atoms’ as was done
in the united-atom version of the CHARMM and OPLS force fields, or to use a coarse-
graining approach where a group of heavy atoms are combined for form a representative
virtual interaction site. The MARTINI force field aiming at providing a simple model that is
computationally fast and easy to use adopted a ’four-to-one’ coarse-graining scheme [129].
If special care is taken during parameterization, comparable level of accuracy is possible
with these reduced representations while achieving considerable computational savings.
Coarse-grained protein models and their applications was recently reviewed in detail by
Kolinski et al [21].
Molecular mechanics force fields are traditionally coupled with MD in simulating pro-
tein dynamics and folding [130]. There have been a plethora of such studies where the
utility of force fields for protein tertiary structure prediction or the accuracy of reproducing
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experimental data were reported [52, 47, 48, 131, 132, 133, 134, 135, 136]. However, no
agreement has been reached regarding whether force fields are sufficiently robust for these
applications [137, 138]. Early analysis concluded that force fields driven by MD simula-
tions are not particularly successful in structure prediction.[137] However, evidence has
been accumulating that demonstrate that physics-based force fields are sufficiently accu-
rate for predicting native-state structures and folding rates [52, 53, 54, 133, 138, 139]. In
particular, it was pointed out the prediction of tertiary structures, folding rates, and melt-
ing temperatures appears to be more robust than is the prediction of the enthalpy and heat
capacity of folding or that of the radii of gyration of unfolded states [138].
2.7.2 Knowledge-Based Potentials
Unlike physics-based force fields, which model interactions found in the most basic
molecular systems using fundamental physics laws explicitly and separately, knowledge-
based potentials (KBPs) are energy functions derived from statistical analyses of known
protein structures and the application of the inverse Boltzmann relation to the probability
distribution of geometries [140, 109, 141]. The physical meaning of KBPs has been under
vigorous debate since their introduction [142, 143, 144, 145, 146, 147], although justifica-
tions of KBPs as ”potentials of mean force” have been provided by analogy to the reversible
work theorem in statistical thermodynamics [148] or on the basis of probabilistic arguments
[78, 147]. Nevertheless, KBPs are widely used and surprisingly effective in scenarios in-
cluding but not limited to protein structure prediction [78, 149, 80, 150], refinement of
NMR structures[151, 152], fold recognition [153, 154], protein-ligand or protein-protein
interactions [155, 156, 157, 158], and protein design [159]. Thus, in this article, we sum-
marize the formalism of KBPs, specific implementations of different types of potentials,
and their applications instead of concerning about the physical interpretation of KBPs. A
KBP energy function is a linear combination of individual potentials with each capturing a
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specific type of interaction. The most common formulation of such scoring functions is:
E (C|S) =∑
i j
wi j
(
−kT ln p
(
c j|si
)
p
(
c j
) ) (2.6)
where E(C|S) is the energy of conformation C given that the underlying amino acid se-
quence is S. p(c j|si) is the probability that a given sequence si adopts conformation c j,
whereas p(c j) is an unconditional probability that any sequence fragment adopts confor-
mation c j.
p(c j|si)
p(c j)
can be thought of as an ”equilibrium constant” of a hypothetical chemical
reaction: random sequence, unique conformation→ unique sequence, unique conformation
[144]. The types of individual potentials incorporated into a KBP scoring function is es-
sentially only limited by the type of statistical relations that can be practically extracted
from known protein structures. Thus, different implementations of KBPs remain rather
diverse. In addition to the above inverse Boltzmann formulation, other formations of indi-
vidual KBP terms have also been widely used. For example, the KBP under the modeling
package ROSETTA was formulated based on Bayesian theorem [78]. This approach was
also adopted by Woetzel et al recently to derive the KBP for a secondary structure element-
based protein folding algorithm [81, 160, 161, 162]. In their Discrete Optimized Protein
Energy, or DOPE, Shen and Sali compute the negative logarithm of the joint probability
density function of a given protein [150].
The types of individual potentials incorporated into a KBP energy function are essen-
tially only limited by the type of statistical relations that can be practically extracted from
known protein structures. Depending on its intended purpose, a KBP may include individ-
ual potentials that fall into one or several categories. We elaborate three such potentials in
the following and refer the reader to references [78, 80, 160] for examples of other poten-
tials.
1) pairwise distance-dependent potential that approximates residue contact energies
[140, 109, 141, 163]. The concept of pairwise distance-dependent potentials was first in-
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troduced in the pioneering work of Tanaka and Scheraga, who related residue contact fre-
quencies to the free energies of formation of corresponding interactions using the simple
relationship between free energy and equilibrium constant [164]. Their work was followed
by that of Miyazawa and Jernigan, who formalized the theory of residue contact potentials
using quasi-chemical approximation [165, 166]. However, these early implementations of
contact potentials are in fact not distance-dependent except that a single cutoff distance was
used to define residue contact. A real pairwise distance-dependent potential was first intro-
duced by Sippl [163] and this was followed by an explosion of different statistical potentials
[149, 150, 160, 167, 168, 154, 169, 170, 171, 172, 173, 174, 175, 176, 177, 178, 179, 180].
Such pair potentials are usually formulated at residue level where inter-residue distances
are measured between Cβ atoms or sidechain centroids in reduced representation of amino
acid residues to promote computational efficiency. However, atomic level formulation usu-
ally gives better discriminatory power albeit at the cost of more computational resourse
[148, 149, 150, 173, 175, 181].
2) solvent accessibility-based environment potentials that represent the interactions of
individual residues with their local environment [80, 154, 182, 183]. Residue environment
potentials are often included to account for solvation effects. Precise calculation of solvent
accessibility requires full atomic structure and is time-consuming. In tertiary structure pre-
diction scenarios where reduced representations of residues are used, good approximations
to solvent accessibility such as residue contact numbers provide significant computational
savings [160, 184, 185, 186]. It should be noted that in addition to transforming solvent
accessibility statistics to energy-like potentials using the inverse Boltzmann relation, they
have also been incorporated into KBP scoring functions as a penalty term to disfavor mod-
els where residue-specific solvent accessibilities disagree with expected solvent accessibil-
ities [80].
3) potentials of torsion angles that evaluate backbone Φ, Ψ torsion angles and/or the
preference of sidechain rotamers [154, 187, 188]. It is well known that only certain com-
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binations of Φ,Ψ torsion angles are populated in proteins [189] and significant correla-
tions exist between side-chain torsion angle probabilities and backbone Φ,Ψ angles.[190]
Including such potentials has been shown to enable the energy function to exclude con-
formations that have unlikely combinations of torsion angles. In a study by Kocher et al
where several types of potentials were tested to recognize protein native folds, potentials
representing backbone torsion angle preferences recognized as many as 68 protein chains
out of a total of 74.[154] This result was striking given the fact that backbone torsion
potentials consider solely local interactions along the chain and are well known to be in-
capable of determining the full 3D fold.[154] Potentials of torsion angles have also been
used to refine structures generated from NMR data.[151, 152] Kuszewski et al incorpo-
rated a database-derived torsion angle potential into the target function for NMR structure
refinement, resulting in a significant improvement in various quantitative measures of qual-
ity (Ramachandran plot, side-chain torsion angles, and overall packing).[151] In a similar
way, Yang et al constructed a database of 2405 refined NMR structures.[152]
2.8 Improving Sampling and Scoring with Restraints
Due to their intrinsic inaccuracies, a common issue with energy functions is that incor-
rect conformations may be scored comparably to (or even better than) the native state,[110]
lending the energy function inability to recognize the native state (Figure 2.6a). This is-
sue be remedied by incorporating sparse experimental data as restraints, which offers some
structural information that by itself is insufficient to completely determine the proteins
structure (Figure 2.6b, c).
2.8.1 Sparse Experimental Data as Restraints
Restraints from sparse experimental data drastically decrease conformational space that
needs to be sampled to only those structures consistent with the data. Many software suites
implement algorithms to couple their de novo prediction methods with limited experimental
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Figure 2.6: Cooperative effects of energy functions and sparse restraints on a hypothetical
protein. a) The energy function has two comparable minima, lending itself the inability
to tell decoy D1 from the native state N; b) A scenario where decoy D1 violates some
restraints and is thus penalized by the restraint score. However, as sparse restraints by
themselves are insufficient to completely determing the protein’s structure, there exist de-
coys, such as D2, that satisfy the restraints as well as the native state N does; c) Adding
sparse restraints to the energy function renders an energy surface closer to the protein’s real
free energy surface, such that only one global minimum corresponding to the native state
exists; d) The real free energy surface of the protein.
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data, including those from nuclear magnetic resonance (NMR), electron paramagnetic res-
onance (EPR), cross linking mass spectrometry (XL MS), and electron microscopy (EM).
NMR rivals X-ray crystallography as a technique by which an entire protein structure
can be unambiguously determined. Solution-state NMR can determine the structure of
relatively small proteins (¡ 20 kDa), but intensive experimental techniques and analysis
of NMR spectra are required to determine a high-resolution structure of a protein. Each
residue typically requires upwards of 15 constraints. Oftentimes, NMR spectroscopy can
provide some degree of low-resolution information about the global conformation of a
protein, even for larger proteins [191, 192]. These sparse restraints, including chemical
shifts (CSs), Nuclear Overhauser Enhancements (NOEs), and residual dipolar couplings
(RDCs), do not provide enough information to fully determine the structure of a protein,
but can be used in conjunction with computational PSP software. CSs provide information
about the protein backbone conformation, while NOEs and RDCs give information about
the global fold of the protein. De novo PSP software can take advantage of just CSs [193],
CSs and NOEs [194], or all three types of restraints [195].
Site-directed spin labeling (SDSL) and EPR can be used to glean information about
proteins of nearly any size in their native environments. In addition, only a small amount
of sample is required for structural interrogation by EPR. The accessibility and mobility
of the spin labels can be used to determine the exposure and topology of SSEs [196, 197].
Distances between spin labels can be detected up to 60 A˚, and can give insight into the
overall fold of the protein as well as different conformational states [198, 199]. However,
it is not feasible to use EPR to determine the full structure of a protein. EPR is rather ex-
perimentally intensive, as it requires the introduction of unpaired electrons into the protein.
This generally requires mutating all cysteines to alanine or serine, followed by mutating
the desired labeling sites to cysteine and coupling with spin labels. This technique will
only give a small part of structural information about the protein, so these sparse EPR
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data can be used in conjunction with computational protein structure prediction methods
[200, 201, 202]. The selection of sites to spin label is integral to the efficacy of structure
determination by EPR [200].
Similarly, XL-MS experiments can be used to determine inter-atomic distances that
serve as experimental restraints. XL-MS can be used with proteins in their native states, and
has proven to be compatible with relatively large proteins, flexible proteins, and membrane
proteins [203, 204, 205]. In addition, the samples used can be heterogeneous and dynamic,
as the output of XL-MS experiments is an average. The basis of XL-MS is the ability
of two functional groups of a protein to form covalent bonds if they are within a certain
distance of one another. These cross links can occur both inter- and intramolecularly. The
proteins are then enzymatically digested, and MS is used to identify these cross links and
surface labels [206, 207, 208].
EM provides data similar in format to that of X-ray crystallography, that is, a density
map of a protein or complex. The data are thus less sparse than many of the aforemen-
tioned experimental techniques, but EM has historically provided lower-resolution density
maps, from which an atomic structure cannot be gleaned. However, even low resolution
EM density maps are integral for identifying the overall organization of large molecular
complexes. In recent years, EM technologies have progressed such that density maps with
resolutions in the range of 4 8 A˚ can regularly be attained, at which level SSEs can be
visualized and even some side chain character can be visualized [209]. Many computa-
tional modeling methods have been developed that work with EM density maps, either in
fitting previously solved structures into density maps, determining the topology and loca-
tion of SSEs [210, 211], performing comparative modeling, and de novo protein structure
prediction.
Most de novo protein structure prediction algorithms require the use of a segmented
density map, which can be accomplished with the use of various segmentation algorithms
[212, 213, 214]. Then, SSEs can be extracted from the density map either manually or with
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the use of algorithms that automate the selection of helices and/or sheets from a segmented
density map [210, 215, 216, 217]. Next, de novo modeling algorithms can use these data
with the density map and primary sequence of the protein in order to create a full structural
model either via optimization [218] or using Monte Carlo methods [219, 220, 221].
2.8.2 Predicted Contacts as Restraints
If no experimental restraints are available for the protein, secondary and tertiary re-
straints can be predicted from an amino acid sequence based on existing structures. Sec-
ondary structures can be predicted using machine learning methods. Artificial neural net-
works (ANNs) can be used to predict secondary structures from position-specific scoring
matrices [222, 223], reduced amino acid representation [224], or multiple sequence align-
ments (MSAs) [225, 226]. Methods have also been developed specifically to predict mem-
brane protein topology from amino acid sequence using ANNs [224, 227, 228], support
vector machines (SVMs) [229], or Hidden Markov Models (HMMs) [230, 231].
It is a long-standing observation that three-dimensional protein folds can be predicted
from sufficient information regarding the proteins inter-residue contacts [232, 233]; the
addition of even relatively sparse information about tertiary contacts into an algorithm’s
scoring function can help improve protein models [234]. Recently, the incorporation of
long range contact predictions has resulted in the most effective de novo protein structure
prediction algorithms [235, 236]. Several algorithms have been devised to predict these
contacts using the principle of correlated mutations. In general, amino acid contacts that
stabilize the protein fold are assumed to evolve complementarily if one residue of a contact
is mutated, the other will likely also mutate to a reasonable interaction partner.
In order to identify pairs of correlated mutations, amino acid pairs can be scored based
on their physicochemical similarity using the McLachlan matrix [237], which is based on
the frequencies of observed mutations in homologous proteins. Correlated mutations can
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also be scored by mutual information between MSAs based on the equation
MI =∑
ab
f
(
AiB j
)
log
f (AiB j)
f (Ai) f (B j)
(2.7)
The above equation indicates that the mutual information between two protein sites i and j
is computed by summing over amino acid pairs ab for every amino acid type a and b, where
f (AiB j) is the observed relative frequency of ab at columns i j and f (Ai) is the observed
relative frequency of amino acid type a at position i. The identification of these correlated
mutations is used in many methods of multiple sequence alignment [232, 238, 239, 240,
241] from which tertiary contact predictions can be extrapolated.
In recent years, numerous algorithms have come out that account for covariance caused
by indirect inter-residue coupling effects, which has led to improvement in prediction of
correlated mutations [241, 242, 243, 244, 245, 246, 247, 248, 249, 250, 251, 252, 253, 254].
These methods are based on the observation that two residues aligned in multiple sequence
alignments may exhibit statistical dependencies even though they are distant in physical
space, which usually arises from chains of interacting pairs of residues. Also, informa-
tion regarding the conservation of certain residues regardless of their tertiary contacts must
be considered for correlated mutations to properly represent actual three-dimensional con-
tacts. Many methods have been devised that decouple direct from indirect residue coevolu-
tion, primarily based on statistical methods. Covariation-based contact prediction has also
proven successful as a scoring metric for de novo folding [244, 245].
Machine learning methods, including ANNs [255, 256, 257, 258, 259], genetic algo-
rithms [260, 261], random forests [262], HMMs [263, 264], and SVMs [265, 266], have
also arisen as successful methods to predict 3D contacts These methods use various features
to predict contact maps. Some of the most successful of these machine learning methods
for contact prediction are hybrid methods that predict contacts based on both physico-
chemical features and evolutionary features, using MSAs as part of their training data sets
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[267, 268, 269, 270].
2.9 Examples of Methods for de novo Tertiary Structure Prediction
Protein structure prediction methods can be broadly grouped into template-based mod-
eling, where construction of target models involves threading the target sequence through
the structure of homologous proteins (templates), and de novo structure prediction, where
target models are constructed from sequence alone, without relying on similarity at fold
level between the target sequence and any of the known structures.[32, 137, 271, 272]
Template-based modeling is based on the premise that tertiary structures of proteins in the
same family are more conserved than their primary sequences.[273, 274, 275] While it can
produce very accurate models for target sequences if templates with sequence identity ¿ 50
2.9.1 FRAGFOLD
FRAGFOLD was developed based on the rationale that proteins tend to have com-
mon structural motifs at the super-secondary structural level.[276, 277, 278] In FRAG-
FOLD, 3D models are built by assembling super-secondary structural fragments from a
library of highly resolved protein structures with MC simulated annealing and evaluated
with a knowledge-based energy function. FRAGFOLD was initially tested in CASP2,[276]
CASP4,[277] and CASP5.[278] Its success in predicting the fold of NK-Lysin marked the
first correct de novo blind prediction of a proteins fold.[276]
The super-secondary structural fragments considered include α-hairpin, α-corner, β -
hairpin, β -corner, β −α − β unit, and split β −α − β unit. Favorable super-secondary
structural fragments are selected based on the quality of threading. Threads that contra-
dict the reliable regions of predicted secondary structure by PSIPRED [279] are skipped.
In addition to this sequence-specific fragment list, a general fragment list that consists of
all tripeptide, tetrapeptide, and pentapeptide fragments is also constructed from a library
of highly resolved protein structures. The knowledge-based potential function in FRAG-
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Figure 2.7: Highlights of de novo structure prediction in CASP experiments. Predicted
structure models (rainbow) are superimposed with the crystal structures (grey). a) Rosetta-
predicted structure model superimposed with a crystal structure (PDB code: 1whz) of
CASP6 target T0281, hypothetical protein from Thermus thermophilus Hb8. This model
is astonishingly close to the crystal structure with a Cα RMSD of 1.6 A˚. b) I-TASSER-
predicted structure model superimposed with a crystal structure (PDB code: 4dkc) for the
CASP10 ROLL target R0007, interleukin-34 protein from Homo sapiens. c) Superimpo-
sition of a QUARK-predicted structure model with a crystal structure (PDB code: 5tf3) of
the cASP11 target T0387, hypothetical protein YPO2654 from Yersinis pestis. This model
has a Cα RMSD of 2.9 A˚from the crystal structure. d) Superimposition of a BCL::Fold-
predicted structure model with a solution NMR structure (PDB code: 2mq8) of CASP11
target T0769, a de novo designed protein LFR11 with ferredoxin fold. While this target
is in the category template-based modeling, BCL::Fold assembled models for it without
relying on any homologous templates.
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FOLD initially consists of a set of pairwise potentials, a solvation potential, a term for pe-
nalizing non-compact folds, a term for penalizing steric clashes, and a term that accounts
for hydrogen-bonding.[276] The total energy of a 3D model is computed according to:
Etotal =W1Eshort−range+W2Elong−range+W3Esolvation+W4Eclash
+W5Eh−bonding+W6Ecompact
(2.8)
where W1−6 are tunable weights, Eshort−range represents the sum of pair potentials for
residue separation of 6 or less, Elong−range represents the sum of pair potentials for residue
separation of 7 or more. Esolvation for a residue α is computed in a similar fashion:
Eαsolvation(r) =−RT ln
[
f α(r)
f (r)
]
(2.9)
where r is the degree of residue burial characterized by contact number [280], f α(r) rep-
resents the frequency of occurrence of residue α with burial r and f (r) represents that fre-
quency of occurrence of all residues with burial r. Ecompact = dmax−dcuto f f and penalizes
non-compact folds defined as folds in which the maximum distance between any pair of Cα
atoms is greater than a predetermined cutoff. This energy function was recently comple-
mented with predicted contacts as a restraint term [281]. Jones and coworkers found that
combining statistical potentials with predicted contacts by PSICOV[282] is significantly
better than either statistical potentials or predicted contacts alone [281].
2.9.2 Rosetta
The Rosetta algorithm for de novo protein structure prediction employs MC simulated
annealing to assemble protein-like 3D models from fragments of unrelated protein struc-
tures with similar local sequences using an energy function based on Bayes’ theorem.[283,
78] The algorithm is based on the experimental observation that local sequence preferences
bias, but do not uniquely determine, the local structure of a protein.[283] Rosetta has turned
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out to be one of the most successful methods indicated by results from CASP experiments
[79, 284, 285] and several other studies (see Figure 2.7a for an example).[286, 33]
Model construction in Rosetta is performed via a sequence of fundamental conforma-
tion modification operations termed fragment insertion. For each fragment insertion, a se-
quence segment of three or nine residues is selected, and the torsion angles of these residues
are replaced with the torsion angles of a homologous fragment selected from a ranked list
of fragments of known structure.[78] Fragment insertions that decrease the energy of the
resulting conformation are accepted and those that increase the energy are accepted accord-
ing to the Metropolis criterion.[82] Derivation of the Rosetta scoring function was based
on a Bayesian separation of the total energy into components that describe the likelihood
of a particular structure, independent of sequence, and those that describe the fitness of the
sequence given a particular structure [78].
P(structure|sequence) = P(sequence|structure)P(structure)
P(sequence)
(2.10)
The original Rosetta scoring function is coarse-grained: terms corresponding to solvation
and electrostatic effects are based on observed residue distributions derived from known
protein structure databases, and hydrogen bonding is not explicitly described. However,
preferences of β -strand pairing geometries and β -sheet patterns are included. Steric clashes
are generally penalized, while van der Waals interactions are not explicitly modeled. A
more physically realistic, atomic-level scoring function was developed later for applica-
tions requiring more detailed structurally information. In this ”fine-grained” version of the
energy function, van der Waals interactions are modeled with a 6-12 Lennard-Jones po-
tential. Solvation effects are included, using the Lazaridis-Karplus model, and hydrogen-
bonding is explicitly accounted for using a secondary structure- and orientation-dependent
potential derived from high-resolution protein structures [287]. Energetics of local interac-
tions are described using an amino acid- and secondary structure-dependent potential for
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backbone torsion angles. The reader is referred to reference 240 for a mathematically more
detailed description of the Rosetta scoring function.
2.9.3 I-TASSER
Recent CASP experiments have shown significant advantages of integrating various
techniques such as threading, de novo modeling and atomic-level structure refinement ap-
proaches into a single pipeline of tertiary structure prediction.[22, 285, 288, 289, 290, 291]
The I-TASSER method,[292, 293, 294] which implements TASSER296 in an iterative
mode, is one example of the composite approaches. I-TASSER has been particularly suc-
cessful as shown by recent CASP experiments (see Figure 2.7b for an example).[292, 293,
291, 69]
I-TASSER uses a sophisticated threading scheme, which compares the target sequence
with template structures using profile-profile alignment, for selection of the most proba-
ble structure fragments. Aligned regions of the target sequence are modeled by connecting
template fragments through a random walk of Cα -Cα bond vectors of variable lengths. Un-
aligned regions are simulated on a cubic lattice system for computational efficiency. Initial
full-length coarse-grained models are refined via REMC simulation where two kinds of
moves are implemented: off-lattice rigid fragment translations and rotations of the aligned
regions and on-lattice 26 bond movements and multi-bond sequence shifts of unaligned
regions.[295] The models of the first-round TASSER simulation are clustered and the
cluster centroids are submitted to a second-round TASSER simulation to remove physi-
cally unrealistic interactions. Finally, backbone atoms and sidechain rotamers are added
to the model with the lowest energy from the second round.[294] The energy function of
I-TASSER includes the original TASSER knowledge-based potential and a new burial po-
tential based on neural network-predicted accessible surface area (ASA).[294] The original
TASSER potential consists of long-range pair interactions of sidechain centers of mass, lo-
cal Cα correlations, hydrogen-bond, hydrophobic burial interactions, propensities for pre-
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dicted secondary structures, protein specific pair potentials of sidechain centers of mass,
and tertiary contact restraints extracted from the threading templates.[296]
2.9.4 QUARK
QUARK is an algorithm for de novo protein structure prediction using REMC simu-
lations guided by a consensus knowledge-based energy function. In contrast with Rosetta
and I-TASSER that assemble fragments of fixed sizes, QUARK assembles 3D models from
small structure fragments of multiple sizes from 1 to 20 residues. To increase the struc-
tural flexibility and the efficiency of conformational search, QUARK also implements a set
of movements consisting of free-chain constructions and fragment substitutions between
decoy and fragment structures.[80] The QUARK algorithm has been shown to be highly
successful in recent CASP experiments (see Figure 2.7c for an example).[80, 69]
QUARK generates structure fragments for target sequences by threading sequence seg-
ments through a library of non-homologous experimental structures. Multiple features such
as solvent accessibility, real-value Φ and Ψ angles, and secondary structure types as pre-
dicted from back-propagation neural networks are used to improve generation of struc-
ture fragments. Optimization of 3D models is performed via REMC simulations that start
with initial models assembled by chaining randomly selected fragments with varied sizes.
Conformational sampling of each replica is done through residue-level, segment-level, and
topology-level movements. After each running cycle, the conformations between every two
adjacent replicas are exchanged according to the Metropolis criterion.[82] Protein structure
models built by QUARK are evaluated by a composite knowledge-based energy function
consisting of atomic-level pair potentials, hydrogen-bonding potential, SSE packing poten-
tials, heuristic terms that account for excluded volumes, solvent accessibility, and radius of
gyration.[80]
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2.9.5 BCL::Fold
The BCL::Fold algorithm developed in our group seeks to overcome the limitations
of protein size and fold complexity by assembling idealized secondary structure elements
(SSEs) into 3D models, thereby facilitating the sampling of non-local contacts as shown
by our benchmark study [161, 81]. Thus, BCL::Fold may be a promising tool for structure
prediction of proteins with high contact order.[297, 298, 299] It’s also worth mentioning,
that in contrast to the other four methods, which heavily reply on the availability of homol-
ogous template structural fragments (short or long), BCL::Fold is ”truly” de novo in the
sense that no template structure is needed at any state of the algorithm. While BCL::Fold
was not ranked among the most successful methods, we would still like to highlight the
CASP11 target T0769. While this protein is in the category of template-based modeling,
meaning that a suitable template can be identified that covers all or nearly all of the tar-
get, BCL::Fold predicted a model with a Cα -RMSD of 1.8 A˚to the released solution NMR
structure without relying on any homologous templates (Figure 2.7d).[162]
In BCL::Fold, the necessary complexity reduction of the sampling space is achieved
by assembling SSEs from a predetermined pool of SSEs using a Monte Carlo simulated
annealing algorithm and omitting more flexible loop regions. A high-quality pool of SSEs
can be readily created using machine learning-based secondary structure prediction meth-
ods such as PSIPRED.[222] BCL::Fold implements a comprehensive list of SSE-based
MC moves, which are categorized into six main categories: adding SSEs, removing SSEs,
swapping SSEs, single SSE moves, SSE-pair moves, and moving domains consisting of
multiple SSEs.[81] Models generated by BCL::Fold are evaluated by a knowledge-based
consensus energy function called BCL::Score,[160] which consists of potentials residue
pair interaction, residue environment, SSE packing, β -strand pairing, loop length, radius
of gyration, contact order, secondary structure prediction agreement. Separate penalizing
energy terms were also included to exclude conformations with clashes between amino
acids or secondary structure elements and loops that cannot be closed.[160] BCL::Score
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can also be complemented with experimental or predicted restraints to improve selection
of native-like models.[186, 185, 300, 195]
2.10 Outlook
In the past decade, weve seen hardware and algorithmic advances that enabled re-
searchers to perform millisecond timescale simulations of protein folding, and weve also
seen development of methodologies that predicted tertiary structure with better accuracy for
proteins with larger size. Despite these achievements, there is still a long list of challenges
on the way toward a solution to the protein folding problem.
On the folding mechanism side, even though long simulations have been available,
unambiguous scientific results learned from such simulations have thus far been modest
and theories about how proteins fold have not yet converged.[49] First, it is still being de-
bated whether proteins fold via a single definite pathway or multiple parallel pathways.
Although both views have received support from simulations and experiments,[16, 17] ad-
ditional simulations with more robust trajectory analysis and experimental validation are
required to disambiguate conflicting results. Second, realistic folding simulations have
thus far been limited to small proteins (¡ 100 residues), it is questionable whether folding
mechanisms revealed by these simulations are generalizable to larger proteins. Thus, simu-
lating the folding of larger proteins will likely be a major trend for the next decade. Finally,
full integration of simulations to experimental workflows has been slow. Closer interac-
tion between simulations and experiments such that simulations be tested by experiments
and in turn aid in the interpretation of experimental results and guide the design of future
experiments will have greater impact on the field.
On the structure prediction side, larger proteins, especially those with multi-domains,
stay a significant challenge to de novo structure prediction methodologies. These proteins
are often characterized by their high contact order and long folding time.[297, 301] Con-
formational sampling of these proteins is usually inefficient and is complicated not only by
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protein size, but also by the considerable number of non-local contacts, which are formed
by residues far apart in sequence but usually critical for structural stability. [302, 230] Con-
sequently, tools for de novo structure prediction are not likely to become practically useful
for structure prediction for any but very small, sometimes medium-sized proteins.[30, 32]
Other challenging targets, especially for methods whose energy functions heavily rely on
statistics extracted from known structures, may also include proteins with rare and unusual
folds.[289] Accurate prediction of tertiary structure for these challenging targets certainly
requires the joined forces of high-performance hardware, efficient algorithms for confor-
mational sampling, accurate energy functions, and, last but not least, valuable experimental
restraints.
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Chapter 3
Optimization of EM-Fold
3.1 Introduction
Coupling computational protein structure prediction methods with experimental data
greatly decreases the conformational space that computational techniques need to sample.
The BioChemical Library (BCL), developed in the Meiler Lab at Vanderbilt University,
can perform protein structure prediction either completely de novo or coupled with exper-
imental restraints. The basic premise of the BCL protein folding pipeline is the assembly
of SSEs. From a protein sequence, machine learning methods are used to predict a pool of
SSEs. Each SSE is used as an entire entity in the subsequent assembly of these SSEs in
three-dimensional space using a Monte Carlo Metropolis sampling algorithm with simu-
lated annealing. The quality of each model is evaluated using a series of knowledge-based
energy potentials [303]. These scoring functions are optimized for the type of protein being
folded, and experimental data can be included at this stage.
The use of the BCL folding algorithm with EM data is called EM-Fold. When assem-
bling models using EM-Fold, density rods that represent SSEs must first be gleaned from
an experimental density map either manually or using various automatic segmentation al-
gorithms [304, 305, 306, 307]. Next, structure prediction occurs via two main stages: as-
sembly and refinement. In the assembly stage, these density rods are filled with SSEs from
the pool. The Monte Carlo moves used during this stage include such large-scale move-
ments as adding and removing SSEs from the model, swapping two SSEs, and flipping
SSEs. The next stage, the refinement stage, consists of much smaller moves that keep each
SSE within its density rod; these moves include small bends and rotations. Each potential
model is scored not only in terms of the energy of the arrangement, but also its feasibility.
Models are severely penalized if they do not fully occupy the density map and if it is not
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possible for a loop to exist between subsequent SSEs [308, 309].
EM-Fold is currently optimized for medium-resolution (5 - 10 A˚) density maps, where
SSEs can be seen but no highly detailed information is present. The goal in this work is to
optimize the algorithm for use with EM density maps in a higher resolution range (3 - 5 A˚),
where more side chain information is present, but a protein cannot be unambiguously traced
through the density map. EM density maps are regularly being released in this resolution
range.
3.2 Adding Side Chains
BCL models consist of just SSEs; no loop regions or side chain data is explicitly mod-
eled. However, at higher resolutions, bulky side chains become apparent in density maps.
The idea here is to create a way to represent side chains so as to optimize the fit of the
model with less ambiguity.
3.2.1 The Cross Correlation Coefficient
The Pearson Correlation is a measure of the linear dependence between two variables.
In EM-Fold, it is quantified by the Cross Correlation Coefficient (CCC) and is used to
evaluate the fit of a model into a density map. At each Monte Carlo stage, a density map
of each model is simulated using trilinear interpolation to the given resolution. Then, the
experimental and simulated density maps are overlaid, and the CCC quantifies the fit.
CCC =
k∑x=kx=0ρS(x)ρE(x)−∑x=kx=0ρS(x)∑x=kx=0ρE(y)√
k∑x=kx=0ρE(y)2−
(
∑x=kx=0ρE(y)
)2 ·√k∑x=kx=0ρS(y)2− (∑x=kx=0ρS(y))2 (3.1)
Here, ρS represents the density of the voxels of the simulated density map, while ρE repre-
sents the density of the voxels of the experimental density map.
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Figure 3.1: Enrichment achieved with CCC score. A) Density maps overlaid with atomic
model of rhodopsin. Density maps simulated at 4.5 A˚ and 5.5 A˚ resolution, and maps
blurred using Gaussian blur from experimental density map to 8 and 10 A˚ resolution. B)
Enrichment of top 10% of CCC values for best quality models, i.e. models among top 10%
by RMSD.
3.2.2 Relationship Between CCC and Model Quality
The CCC quantifies the agreement of each protein model with the provided experimen-
tal density map. The CCC correlates with model quality as quantified by root mean squared
deviation (RMSD) normalized to 100 residues (Figure 3.1). As resolution improves, the
enrichment of high quality models by prefiltering by CCC increases accordingly. We hy-
pothesize that this is due to the extra level of information present at higher resolutions.
Once side chain character starts to be seen in density maps, the CCC becomes increasingly
relevant.
3.2.3 Side Chain Representation
Currently, atomic side chain coordinates are added using Rosetta to perform a monte
carlo simulation following model refinement in the BCL, as BCL models have no explicit
side chain representation. We plan to leverage the CCC score in the BCL at higher res-
olutions by simulating some side chain character in BCL models. The rotameric state of
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each side chain is unknown, so modeling the atomic coordinates of each side chain is un-
feasible. Modeling the entire side chain could also discount flexible amino acids, whose
density will like be blurred. Rather, we plan to represent the side chain by modeling density
corresponding to each side chain off each amino acid.
The masses of each side chain atom were summed for each amino acid to create a
”superatom,” which could be placed at any position off the protein backbone. The main
option explored here were to place the superatom at the Cβ position of each amino acid
or at the center of mass of the average rotameric state of the amino acid. The average
rotameric position was calculated using Roland Dunbrack’s rotamer library [310].
3.2.4 Methods
In order to test the effects of adding side chain representation on overall model quality,
the refinement stage of EM-Fold was run starting from the idealized crystal structure of a
protein with loop regions removed. From this model, 50 models were created from 50 dif-
ferent seeds, resulting in a total of 2500 models. The Monte Carlo protocol was continued
for either 2000 iterations or 400 unimproved iterations. The temperature varied over the
course of minimization so that the fraction of accepted steps decreased linearly from 0.25
to 0.05.
A number of primarily α-helical proteins with experimental density maps available
on the EM Data Bank (EMDB) [311] were used for testing the side chain addition method
(Shown in Table 3.1). 1GAKA does not have an experimental density map, but is a small α-
helical protein that was used in conjunction with a simulated density map for testing various
parts of the algorithm. In addition to the experimental density maps, density maps were
simulated from the crystal structure of each protein at both their experimental resolutions
and at 4.5 A˚.
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Protein Name Experimental Resolution Length Number of Helices Number of Sheets
5A63B 467 3.4 9 1
5A63C 3.4 265 8 0
5A63D 3.4 101 6 0
3J6JA 3.6 97 8 0
3JAFA 3.8 342 6 13
3KTTB 4.0 513 21 2
1GZMA 6.9 331 7 0
1GAKA - 141 6 0
Table 3.1: Proteins used
3.2.5 Results and Discussion
For all proteins with both experimental and simulated maps, adding either representa-
tion of side chains did not change overall model quality. Figure 3.2 shows the output for
this procedure for 5A63B (a monomer of human Gamma-secretase) with a density map
simulated at 4.5 A˚. Even though there is a clear distinction between the CCC scores for
models with side chains and without, this does not translate into a difference in model
quality. One potential explanation for this is that the CCC is not weighted highly enough
in the EM-Fold scoring function to actually have an effect.
In order to further examine whether adding side chains will actually have an effect on
model quality, I examined one individual α-helix. I took one helix and individually applied
each of the five EM-Fold refinement mutates to it. In Figure 3.3, the effects of rotating and
translating the helix along its Z-axis can be seen. In both cases, the addition of side chains
worsens the CCC of the model with the density map. The difference is greatest where the
protein is farthest from its native state, i.e., has the highest RMSD. This indicates that the
CCC can be a good metric for discriminating better quality models from lower quality ones.
However, the same principle was applied to the other three refinement mutates: bends,
XY rotations, and Z flips, the results of which are shown in Figure 3.4. Unlike with Z
rotations and translations, there is no clear relationship between model quality and the
difference in CCC for bend and XY rotations. One flip of the helix along its Z axis reveals
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Figure 3.2: Effect of Side Chain on Model Quality. Blue represents models with no side
chain information. The red curve represents models with all side chain density at Cβ po-
sition, and the green curve represents models with all side chain density at the position of
the average rotameric state of the amino acid. The y-axis represents the density of models
with A) CCC and B) RMSD better than that value.
Figure 3.3: Effects of Side Chains on Rotation and Translation. Single α-helix A) rotated
and B) translated from its native position. Top panel: blue curve represents models with
no side chains, and the red curve represents models with side chain density at Cβ position.
Lower panel shows the corresponding RMSD for each model.
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Figure 3.4: Effects of Side Chains on Other Refinement Mutates. A single helix was A)
flipped along the Z axis, B) bent randomly up to 5 rad, and C) rotated along its XY-axes.
Top panel shows the CCC with the density map, with the blue points representing models
with no side chains, and the red points representing models with side chain density at the
Cb position. Bottom panel plots the RMSD of the model.
the expected trend of a much lower CCC corresponding with poor model quality. These
data indicate that although adding side chains may assist in creating high quality models
when Z rotations and translations are used, this is not necessarily the case with all the
mutates used in the refinement protocol, which may indicate that the current sampling
procedure needs to be updated.
3.3 Implementation of Multistage Refinement
Based on the observation that adding side chains only improves model selection when
Z rotations and translations are used, we propose a multistage refinement protocol. In the
first stage, we aim to orient the general shape of a helix within a density rod by using all
refinement mutates. The next stage will consist only of Z rotations and translations and
will include side chain density at the Cβ position. The purpose of the second stage is to
properly orient the helices once they have been placed in the proper density rods.
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3.3.1 Methods
The proteins 1GZMA, 1GAKA, and 5A63B (described in Table 3.1) were used to study
the effects of the two stage refinement protcol. For each protein, a series of ten different
starting models were produced by running the BCL assembly protocol with the protein’s
native pool. Each outputted model was inspected visually to ensure that the SSEs were
in the correct general position with respect to one another, so they would be appropriate
models to refine with EM refinement. Starting models had RMSDs varying from 3 - 11 A˚.
Different quality starting models were used to prevent the possiiblity of differing effects
depending on this quality. For instance, it is possible that if a starting model is very close
to the native position, then making these changes won’t help improved the model in any
measurable way.
Density maps of each protein at a resolution of 4.5 A˚ were simulated from the native
model and used as restraints for EM refinement. Each starting model was put through two
rounds of refinement. The first round was identical to the original EM Refinement: all five
refinement mutates were used, and models had no side chain information. After the first
stage, the model with the best RMSD was selected for further refinement in the second
stage, which consisted of only rotations and translations. I tested this second stage both
with and without any side chain representation.
3.3.2 Results and Discussion
An instance of the results of using the two stage refinement protocol can be seen in
Figure 3.5. For each protein tested, 10 different starting models of various qualities were
used to begin the refinement protocol. All starting models and proteins tested revealed
the same general trend. The second stage of refinement increased model quality and the
range of quality of models produced. However, there was no discernible difference between
models in the second stage with and without side chains. This trend held true for all ten
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Figure 3.5: Two Stage Refinement Protocol. The two-stage refinement protocol was im-
plemented for A) 1GAKA, B) 1GZMA, and C) 5A63B. In each graph, the blue curve
represents the models produced by the original refinement protocol, the green curve repre-
sents models with two stages of refinement, and the red curve represents models produced
by two stages of refinement with the addition of side chain information.
starting models for all three proteins.
The observation that addition of side chains has no effect on quality of the models pro-
duced by refinement using just rotations and translations was surprising due to the previous
observation that adding these side chains to a single helix resulted in drastic differences
in model quality. We hypothesized that this discrepancy was due to the low weight of the
CCC score in each model’s overall energy score.
3.4 Optimization of CCC Score
There are many different terms that go into computing the overall BCL energy of each
model in EM Refinement; these terms and their weights are summarized in Table 3.2. The
CCC has a weight of only 1. Excluding the penalty scores, this score makes up only about
1% of the total score, depending on the number of SSE prediction methods used. The
hypothesis here is that increasing the weight of the CCC score will result in the models
with side chains producing better quality models.
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Scoring Term Weight
*AA Clash 500
AA Distance 0.35
AA Neighbor Count 50
Loop Length 10
*Loop Closure Gradient 50000
Radius of Gyration 5
Contact Order 0.5
*SSE Clash 500
SSE Packing 8
Strand Packing 20
SSE Prediction Methods 1
CCC 1
Table 3.2: EM Refinement Scoring Terms. Terms denoted with an asterisk are considered
penalty terms, and are weighted so that any models that do not adhere to these penalties
will be exempt.
3.4.1 Methods
Here, only the second stage of refinement was studied, as this stage was where the
discrepancy between models with and without side chains was minimal. The same proteins
were used as were used for examining the effects of the two stage refinement (1GAKA,
1GZMA, 5A63B). The ten models that had the best RMSD after the first stage of refinement
were used as starting models. Again, density maps were simulated from the native model
at a resolution of 4.5 A˚. Models were scored using three different scoring weights: the
original scoring function with a CCC weight of 1, weighting the CCC at 1000, and using
solely the CCC to evaluate model quality.
3.4.2 Results and Discussion
The results of adjusting the weight of the CCC score were varied both between models
of the same protein and between different kinds of proteins. In some cases, increasing the
weight of the CCC score improved the quality of outputted models with side chains; an
example is shown in Figure 3.6 A-C. However, in other cases, increasing the weight of
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the score made little difference (Figure 3.6 D-F). The fact that increasing the CCC weight
makes a difference in some cases supports the hypothesis that adding side chains to BCL
models can help improve model quality based on the fit of models within density maps.
Further investigation is required as to why only some cases see an improvement in outputted
model quality. In addition, further studies can be done to optimize how strongly the CCC
score should be weighted.
3.5 Conclusion
Adding side chains to BCL models has shown some promise in improving models pro-
duced by EM fold in the 3-5 A˚range. In particular, using a two stage refinement protocol
leads to an improvement in model quality, where the first stage serves to orient a helix
within a density rod, and the second optimizes the helix’s orientation. Further work needs
to be done to enhance both the sampling and scoring functions used in EM-Fold refinement.
In addition, EM-Fold is currently based on positioning α-helices within density rods, but
β -strands also start to appear at higher resolutions. An algorithm for positioning β -strands
within EM density maps should eventually be developed as well.
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Figure 3.6: Optimizing Weight of CCC Score. An example of changing the weight of
the CCC score while folding 1GAKA with EM-Fold refinement. Each row respresents a
different starting model. Red curves represent models with side chains, whereas blue curves
represent original BCL models. Models were scored using the original CCC weight (A,D),
a weight of 1000 (B,E), or only with CCC (C,F). With the first starting model, increasing
the weight of the CCC score leads to the improvement of models with side chains over
original models.
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Chapter 4
Development of Fragment-Based Topology Score
4.1 Introduction
The basic premise of the complete de novo protein folding pipeline with the BCL is
shown in Figure 3.1. Clustering is currently done by first creating a distance matrix com-
paring each produced model by RMSD. Next, K-means clustering is performed based on
this distance matrix, and the medoids of each cluster are selected as for further refinement.
Each medoid is intended to be a representative model for the topology represented by all
the models in each cluster.
4.1.1 K-Means Clustering
K-means clustering is arguably the most widely used tool for cluster analysis. Its pur-
pose is to divide a set of data points x = (x1, . . . ,xn) into sets S = S1, . . . ,Sk such that
intra-class similarity is mazimized, but inter-class similarity is minimized. The Euclidean
distance between each point and the cluster mean is used to measure this similarity, i.e. the
term
k
∑
i=1
∑
x∈S
(x−µi)2 (4.1)
where µi is the mean of each cluster k is minimized. Typically, k-means clustering is
performed in an iterative manner. The basis of performing the clustering in this manner
is that minimizing this term is asymptotic, that is, S will converge to a single paritioning
[312]. Iterative k-means clustering begins with a random selecting of k points to represent
cluster means. Next, each point is assigned to a cluster based on the mean to which it has
the lowest Euclidean distance. The mean of each cluster is subsequently recalculated, and
this process is repeated until the partitioning converges.
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Figure 4.1: De Novo Folding Pipeline. The overall protocol for folding, from a protein
sequence to a final three-dimensional model, is outlined here. Clustering steps follow the
Monte Carlo assembly step and the loop construction step.
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K-means clustering is intuitively a good way to approach partitioning data sets, as it is
robust and easily progrmamable. However, k-means clustering is highly dependent on two
parameters: the number of clusters, which is user-inputted, and the initial mean selection.
Having a set number k means that the user must know or expect something about the data
set prior to analysis. The fact that clustering depends on initial random selection means that
multiple outcomes can occur. In addition, the presence of outliers can skew the partitioning
due to the algorithm’s reliance on calculating means.
4.1.2 Partitioning Around Medoids
An alternative to traditional k-means clustering is paritioning around medoids (PAM)
clustering, which is more robust to outliers and noise in the data. PAM also accepts a
dissimilarity matrix as input. PAM clustering is performed in essentially the same way as
k-means, but the distance to the cluster medoid rather than mean is minimized. In addition,
the distance metric used is the Manhattan distance, so the term
k
∑
i=1
∑
x∈S
‖x−]mui‖ (4.2)
is minimized. However, PAM clustering maintains the errors of k-means clustering in
that the resulting clustering is dependent on both the user-inputted k value and the initial
partitioning of the data. Two ways to get around these flaws are to run the clustering with
many different values of k, and to run the clustering many times so all potential clusterings
will be sampled.
4.1.3 Quantifying Clustering
There are many existing methods for comparing the structcures of two different protein
models, all of which have different intentions and basic premise. Structure comparison
methods are generally organized into two main classes based on whether or not they require
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the initial superimposition of the two protein models. Of the superimposition-depenent
methods, RMSD is likely the most popular. RMSD is calculated by the following equation
RMSD =
√
1
n
sumni=1d
2
i (4.3)
where n represents the number of pairs of equivalent atoms, and di is the distance between
the atoms in the i-th pair. RMSD is a standard metric for quantifying model similarity, but
it is also extremely sensitive. RMSD calculation requires an all-atom alignment of the two
models and compares each individual atom, so even if two models have the same overall
topology, a small movement of one SSE could correspond with a relatively drastic increase
in RMSD. Other popular methods that rely on structural superposition are the Global Dis-
tance Test (GDT) and Longest Continuous Segment (LCS). GDT looks solely at a protein’s
α carbon atoms, and it calculates the proportion of residues that can be aligned under var-
ious distance cutoffs., whereas LCS calculates the proportion of continuous residues that
can be aligned under various RMSD cutoffs. GDT and LCS are more robust than RMSD
to small perturbations in protein structure.
Superimposition-independent structure comparison methods often rely on quantifying
the contacts made within a protein. These methods have differing ways of representing the
points that are in contact as well as the actual definition of a contact. Points can either be
individual atoms, fragments of each individual residue, or a coarse-grained model where
a point represents an entire residue. Contacts can be defined either by various distance
cutoffs or by physics-based contact definitions [313]
4.1.4 Clustering in BCL:Fold
The BCL de novo protein folding pipeline is outlined in Figure 3.1. There are two
stages of clustering: after model assembly, and after loop construction. In both of these
stages, PAM clustering is performed on the thousands of models that are outputted. Then,
56
the medoid of each cluster is selected as a representative topology of that cluster. The
idea behind clustering in this manner is a reduction of sampling space. After assembly,
thousands of models are outputted, but many will have the same overall topology that
corresponds to a local energy well. Only one model of each topology is necessary to
continue on in the pipeline, as more precise refinement is done in a later stage. A similar
approach is taken after constructing loops for each representative model. Although the
medoid of each cluster may not necessarily represent the cluster’s lowest-energy model, it
is enough that it represents a potential general topology. Here, topology is defined as the
relative arrangement of SSEs.
Currently, a dissimilarity matrix is created at each of these clustering stage by compar-
ing the RMSD of each model. Again, RMSD calculation requires an all-atom alignment of
the two models and compares each individual atom, so its primary drawback is the amplifi-
cation of minute differences. Rather, some sort of metric that can compare two topologies
without counting each atom would be ideal to use at these stages to compare topologies.
Since a BCL model consists only of SSEs with no loops nor side chains, only the
relative arrangement of SSEs needs to be looked at. One method would be to compare two
SSEs of a model at their midpoints, from which you can glean the interaction distance,
interaction strength, and twist of the SSEs with respect to one another. However, I propose
to break each SSE into fragments. The comparison between the fragments of SSEs can
provide a deeper layer of information of how the SSEs interact. Instead of only looking
at midpoint interactions, looking at fragment interactions can show more dteail about how
two SSEs interact, rather than only if they interact.
4.1.5 Interaction Weight
When quantifying the interaction between two SSEs, many different factors can be cal-
culated, including the distance between the two, the twist angle, and the weight of the
interaction. Here, the interaction weight is chosen as the metric that determines the pres-
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ence of a contact between two SSEs. Interaction weight is essentially the the deviation of
SSEs from being perfectly orthogonal. First, a line representing the shortest connection
between the two SSEs is found. The angle between this line and the primary axis of each
SSE is subseqeuently calculated.
4.2 All Amino Acid Matrices
4.2.1 Methods
In the BCL, SSEs are further represented by a vector of the overlapping fragments that
make up the SSE. Alpha helices are broken down into 5 amino acid fragments, whereas
Beta strand fragments are 3 amino acids long. In the first iteration of creating a topology
scoring metric, a matrix was created for each of the two proteins being compared. The x
and y axes of each matrix are identical; each consists of the entire amino acid sequence
of the protein. First, a protein’s matrix is filled in by iterating over its SSEs. Then, for
each pair of SSEs, the algorithm proceeds by iterating over the fragments of each SSE. If
the two fragments interact, the pair is given a score based on its interaction weight. This
weight is filled in the appropriate spot in the matrix, where each fragment is represented by
its central amino acid. Then, the actual topology similarity score between the two proteins
is given by the Frobenius norm between the two matrices:
‖ A−B ‖=
√
m
∑
i=1
m
∑
j=1
(
ai j−bi j
)2 (4.4)
where ai j and bi j represent all elements of matrices A and B, respectively. A protein-protein
dissimilarity matrix can then be generated based on these scores, from which clustering can
be performed.
58
Metric Value
Rand index 0.905
Precision 0.58
Recall 0.78
F 0.67
Matthews Correlation Coefficient 0.62
Fowlkes-Mallows Index 0.67
4.2.2 Results
The primary goal of this topology metric is to improve model clustering. For this pur-
pose, three different model proteins were used. These proteins were chosen because they
are small and helical, so ideally all possible topologies will be explored as the models are
created. For each protein, 1000 models were created. Incomplete models were filtered
out. The initial clustering revealed different trends for each protein; in general, though,
clustering with topology score did not show an improvement on clustering with RMSD
(Figure 3.2). One hypothesis for this poor clustering trend is that certain topologies might
not be similar to any others, and thus be in their own cluster. A filtering protocol was put
into place to remove this possibility. A critical value was determined halfway between the
maximum and minimum topology scores, and any models that had no value lower than
this critical value were removed as they were determined to not be similar enough to any
others. Filtering in this way gave marginally better clustering in some cases, but still did
not reveal an overall improvement. Clustering was quantified by both silhouette score and
Davies-Bouldin index.
An alternative to evaluating clustering accuracy by silhouette score or Davies-Bouldin
index is by using internal clustering. 70 models of 1ULRA were manually clustered into
8 different groups based solely on visual inspection, and compared to how they were clus-
tered based on k-means clustering by topology score. Several metrics were then calculated,
which are summarized in Table 4.1. Each metric has a value between 0 and 1, where 1
represents clustering that matches perfectly with the manual clustering. Values greater than
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0.5 indicate that there is some correlation between the two clustering definitions. Based on
these values, this topology score gives moderately good clustering data, even though it is
not necessarily good enough to cluster all models created.
4.3 Topology by SSE Mapping
Another hypothesis for the lack of success of topology scoring by creating all-amino
acid matrices is that the SSEs of various models may not match up exactly. In this case, if
SSE definitions are shifted by even one or two amino acids, then their interactions won’t be
correctly quantified. Rather, a more accurate way of calculating SSE interactions would be
to map the SSEs of one model to another, and subsequently look at the fragment interactions
of corresponding SSE pairs.
4.3.1 SSE Mapping
SSEs are mapped from one model to the next based on the Q3 score. Pools of SSEs
are created from both the template and model protein and are compared pairwise. The Q3
score is calculated as
Q3 =
100 · correct number
total number
(4.5)
where correct number is the number of residues in both SSEs, and the total number rep-
resents the number of residues that are in the first SSE definition but are excluded from
the second. When the SSE mapping is calculated, an SSE of a model is mapped to its
counterpart SSE in another model based on to which SSE it has the highest Q3 score. If no
maximum score is found, then the SSE is excluded from the mapping.
4.3.2 Methods
The SSEs of protein model A are first mapped to SSEs of protein model B using the
previously described technique. Next, a matrix is created for each protein model. Each
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matrix is a square matrix with dimensions the size of whichever model has more SSEs.
An interaction score between two SSEs is then calculating by considering the fragments
of each SSE as members of a disjoint set. The two SSEs then make up a bipartite graph,
where each fragment represents a vertex, and two fragments are connected if they have an
interaction score of at least 0.5. Then, the density of each bipartite graph is calculated by
d =
e
Va
Vb (4.6)
where e is the number of edges and V is the number of vertices in SSEs a and b.
The density score for each SSE pair is inputted into the appropriate matrix entry for each
protein. Then, the two models are compared again by calculating the Frobenius distance
between the two matrices. Models are then clustered based on these values.
4.3.3 Results and Discussion
Clustering based on SSE mapping in this way did not lead to much of an improvement
over clustering based on RMSD (Figure 3.2). Even though the two topology metrics tested
did not make a significant improvement on clustering, they were able to reach similar per-
formance levels as attained by RMSD. However, these methods are based on much more
intuitive metrics of comparing the overall topologies of two protein models. In addition,
these methods are still in their basic stages, and they have room for many more improve-
ments, whereas it is difficult to make RMSD a more accurate indicator of protein topology.
Therefore, these results are promising that the topology score can be improved from the
performance of RMSD to ever more accurate comparisons of topology.
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Figure 4.2: Performance of Topology Metrics. The blue curve represents models clustered
by RMSD, green represents those clustered by all amino acid matrices, and red represents
those clustered based on SSE mapping. All analyses were performed on a filtered dataset.
The x-axis shows the results for varying numbers of clusters k, with the corresponding
silhouette score on the y-axis.
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Chapter 5
Conclusion
The field of de novo protein structure prediction is a notoriously challenging task, as it is
an immense challenge to both sample the vast conformational space of a protein and create
scoring functions that emulate those of nature. The addition of experimental restraints helps
to reduce conformational space, and the first portion of my research dealt with utilizing
such restraints from cryo-EM at resolutions of 3 - 5 A˚in conjunction with the BCL EM-Fold
algorithm in order to improve the sampling and scoring functions of the algorithm. Next,
I aimed to create a way to quantify similarities in protein topologies based on comparing
fragments of SSEs.
The majority of currently known protein structures in the PDB have been determined
by experimental techniques like X-ray crystallography, NMR, or EM. However, these tech-
niques are not suitable for every protein, and it is also time- and labor-intensive to fully
determine a protein structure using solely these techniques. Thus, there is a need for
computational techniques to complement experimental techniques, and also ideally to pre-
dict structures completely de novo from the massive amount of sequence data available.
BCL::Fold uses the unique sampling technique of Monte Carlo sampling of entire SSEs,
which makes it a promising technique for proteins with higher contact order. Improving
the clustering by topology of the BCL de novo folding pipeline will greatly improve its
efficacy. In addition, many vital proteins, including the majority of drug targets, are mem-
brane proteins, which are amenable to imaging by cryo-EM. As cryo-EM techniques and
the resolution of the outputted images improve, more and more density maps of both MPs
and soluble proteins will be available. EM-Fold is an automated technique to determine
protein structures from these density maps, and it needs to be tailored for higher resolution
structures.
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The long-term goal of this project is de novo protein structure prediction, but the field
of computational structural biology has a long way to go before attaining this ideal. Many
different groups across the globe focus on their own methods of tertiary structure predic-
tion, each with their own strengths and weaknesses. As each individual method develops,
the collaborative nature of scientific research can ideally harness the strengths of each tech-
nique and continue the quest toward de novo tertiary structure prediction.
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