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Abstract: We show that carbon-doped hexagonal boron nitride (h-BN) has extraordinary 
properties with many possible applications. We demonstrate that the substitution-induced 
impurity states, associated with carbon atoms, and their interactions dictate the electronic 
structure and properties of C-doped h-BN. Furthermore, we show that stacking of localized 
impurity states in small C clusters embedded in h-BN forms a set of discrete energy levels in the 
wide gap of h-BN. The electronic structures of these C clusters have a plethora of applications in 
optics, magneto-optics, and opto-electronics.  
The advent of the field of two-dimensional (2D) crystals is marked by the isolation and 
electronic characterization of graphene.
1-3
 Not long after that, other layered 2D crystals were also 
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isolated, either by mechanical means,
4, 5
 or by artificial synthesis,
6-8
 in the search for 2D 
analogues of 3D materials with technological importance.
9
 One such material of interest is 
hexagonal boron nitride (h-BN), an insulating material that serves as an excellent dielectric 
substrate for graphene electronics. We study, using state of the art ab initio methods, electronic 
and magnetic properties of single-layer carbon (C) doped h-BN. We show that accurate insights 
into the interactions mediated by the impurity states pertaining to substitutional C atoms in h-BN 
can pave the way for engineering of interesting magnetic and optical properties in these 2D 
materials. Given that these 2D crystals are atomically thin films that are easily accessible by a 
variety of experimental probes, and the fast development in the controlled synthesis of these 
materials,
10, 11
 a new venue for exploration in quantum computation, photonics, magneto-optics, 
and opto-electronics based on 2D crystals is unraveled.  
The capability of modeling and predicting the electronic properties of crystals is one of the 
greatest theoretical achievements of the 20
th
 century. Given the novelty of 2D crystals and the 
lack of experimental data, theoretical modeling plays an important role in predicting the 
feasibility and usefulness of unexplored structures, and hence providing a route to their 
engineering and manipulation. However, the predictive power of theoretical methods crucially 
relies on their accuracy. Recent studies
12-18 
of C doped h-BN have used density functional theory 
(DFT) with standard functionals such as Perdew-Burke-Ernzerhof (PBE) functional.
19
 However, 
standard DFT severely underestimates band gaps. Hybrid functionals overcome this problem by 
including a fraction of the Hartree-Fock exchange energy. One such functional is the Heyd-
Scuseria-Ernzerhof (HSE) functional,
20
 which we have successfully used to study important 
properties of technologically important semiconductors.
21-25
 Here we present a comprehensive 
HSE study for electronic structure of C clusters embedded in the single-layer h-BN. 
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The calculated band gap of the pure single-layer h-BN is a clear demonstration of the accuracy 
of the HSE functional.  HSE computes a gap of 5.69 eV, which is in excellent agreement with 
experiments,
26, 27
 whereas PBE yields the band gap of 4.66 eV underestimating the gap value by 
approximately 1 eV. Similarly, HSE and PBE functionals produce band gaps of 5.57 eV and 4.22 
eV, respectively, for bulk h-BN that has the graphite-like 3D layered structure.  These results 
reassure that HSE functional is more suitable for describing semiconducting 2D crystals. 
Given the large gap value in h-BN, it is commonly assumed as a sort of electronic “vegetable” 
and has been used only as a substrate for graphene. The largest electron mobilities in supported 
graphene have been obtained with BN as the substrate.
28
 Here we show that even small quantities 
of C atoms can change this picture drastically and transform BN to be an amazing playground for 
2D physics. 
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Figure 1. Spin-resolved band structure and spin density plots for single substitutions in h-BN 
and graphene. (a) The impurity state associated with the C atom replacing a B atom is located 
close to the conduction band of h-BN. A significant spin-splitting results in occupied spin-up 
(red) and unoccupied spin-down (blue) state, yielding a net magnetic moment of 1 μB. The spin 
density is highly localized around the substitutional atom in h-BN. For the case of a 
substitutional N in graphene, (b), the partial occupation of both spin-up and spin-down 
components of the hybridized impurity band results in a very small net magnetic moment. The 
resultant spin density is highly delocalized and a staggered spin-ordering is observed between 
two graphene sublattices. For (a), the 50-atom super-cell, 5 × 5 of the two atom unit-cell, is used, 
but 200-atom 10 × 10 super-cell is used for (b). The black dashed line marks the Fermi level and 
gray dotted lines represent bulk graphene bands. 
 
For systems with a small concentration of C atoms embedded in 2D h-BN, any changes in the 
electronic structure are likely to be localized in the vicinity of C atoms due to the large band gap. 
This is clearly illustrated in our results, Figure 1(a), for an isolated single C atom substituting 
either a B or a N atom. The substitution gives rise to an unpaired electron, and induces a local 
magnetic moment. Given that the spin-orbit coupling in BN is weaker than in diamond because 
of the smaller sp
3
 distortion, the spin relaxation times are expected to be much longer.
29
  
Figure 1(a) shows spin-resolved band structure and spin density for an isolated C atom 
substituting a B atom in h-BN. The flat impurity state associated with the C atom acts as a donor 
level. The splitting between spin-up (red) and spin-down (blue) impurity states exceeds 2 eV, 
which ensures occupation of the spin-up state. When a C replaces a N atom, the impurity state 
acts as an acceptor level and the occupied spin-up state lies just above the valence band. There is 
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no spin-compensation and we obtain a magnetic moment of 1 μB (S=1/2). As evident from the 
right hand side plot of Fig. 1(a), the substitutional atom develops a tightly localized spin density. 
The tail of the spin density barely reaches fourth nearest neighbor atoms (~0.5 nm) indicating 
that the spin-spin interaction between C atoms is short-ranged. The site-projected wave-function 
character of the impurity state shows the same distance dependence. In contrast, PBE functional 
yields a very small spin-splitting of 0.9 eV. 
 
 
Figure 2. Impurity state levels and trends of energy difference between S=0 and S=1 spin-state 
for 2-D h-BN with carbon substitutions. (a) and (b), Two C atoms are at A-B sublattice sites − 
substituting a B and a N atom, and hence inducing donor- and acceptor-like flat impurity states 
deep in the h-BN gap of 5.69 eV. (c) and (d), Both C atoms are substituting B (or N) atoms, the 
A-A interaction. In both cases, there are four energy spectrum panels, and the exchange trend as 
a function of separations.  Each spectrum panel is divided by a dashed line into two, representing 
states for each of two C atoms. Blue and red line segments are up and down spin states, 
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respectively, and black segments are corresponding to spin-degenerate states. If both C atoms 
contribute equally to the formation of states, the states are drawn across the dashed line and the 
center of the line segment being at the dashed line. 
 
For comparison and increasing interest in 2D spintronic devices, we investigate the 
substitution-induced magnetic moments in graphene. In Fig. 1(b), at the Γ-point, the spin-up 
impurity state induced by substituting a C atom in graphene by a N atom is located about 0.7 eV 
below the lowest conduction state of graphene, and shows no sign of hybridization with states 
from graphene. However, near the K-point, it induces a gap at the “Dirac point” by breaking the 
sub-lattice symmetry,
30
 hybridizes with the delocalized π*-orbital, and shows the delocalized 
character. The unpaired electron occupies the spin-up impurity state and raises the Fermi level of 
the system by ~ 0.5 eV. On the other hand, the spin-down impurity state lies about 0.5 eV above 
the spin-up state at the -point and is closer to the conduction band of graphene. The spin-down 
state hybridizes with graphene states along all the high-symmetry k-points. The hybridized states 
near the -point are far above the Fermi level and hence unoccupied, whereas those near the K-
point lie below the Fermi energy and show partial occupation. The down-spin electronic 
structure of graphene near the Fermi level is hardly affected by the substitution with a N atom. 
The net magnetic moment induced by the unpaired electron is small in graphene, and the spin 
density for this system is extended, in strong contrast to the highly localized spin density for a 
substitutional C atom in h-BN. Hence, impurity states in graphene are resonances with a finite 
lifetime and we expect to observe shorter spin relaxation times than those for the C atoms in BN.  
In h-BN, with increased C atom concentration, the local electronic structure is affected by 
interaction between C atoms. Understanding this local spin-spin interaction is crucial for the 
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description of magnetism in this 2D material. Figure 2 shows spin-polarized electronic structures 
of two interacting C atoms. Depending on sublattices that they belong to, the two C atoms 
interact differently. Figure 2(a) presents the case where one C atom is at B site and the other is at 
N site − the A-B interaction, whereas in Fig. 2(c), two C atoms are at the same sublattice sites − 
the A-A interaction. The energy difference between the singlet (S=0) and the triplet (S=1) states 
is presented. When two C atoms are separated beyond their interaction range, the S=0 and the 
S=1 spin configurations are energetically indistinct. The first two panels (panel I and II) of Fig. 
2(a) and (c) show spin-resolved impurity state energy levels for the S=0 and S=1 states with two 
isolated C atoms at A-B and A-A sublattice sites, respectively. Moving C atoms closer lifts the 
degeneracy and the S=0 state becomes energetically favorable.  
In the case of A-B interactions, when C atoms are brought within the “interaction range”, a 
“tunneling” of the electron from the B-site C atom to the N-site C atom is triggered by the 
difference in “electronegativity” between two C atoms in different local surroundings. This 
induces the collapse of spin-splitting of impurity states and results in the S=0 configuration. 
Impurity states for the N-site C atom with two electrons relaxes to be a spin-degenerate state at 
about -2.5 eV and the unoccupied state that belongs to the B-site C atom about 2.0 eV above it 
(Fig. 2(a), panel III). This is analogous to the formation of an “ionic bond”. Bringing C atoms 
even closer increases the overlapping of wavefunctions of these states and leads to hybridization 
that shifts the two spin-degenerate impurity states away from each other. The energy difference 
between the occupied and the unoccupied spin-degenerate impurity states is widened to be 4.7 
eV for the closest separation (Fig. 2(a), panel IV). The S=1 configuration shows the electronic 
structure that is the superposition of two isolated C atoms with one spin-up electron sitting on 
each of the two C atoms. Alternatively, the “molecular orbital” of this spin configuration has the 
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“anti-bonding” character. Since the “anti-bonding” orbitals have a node in between two C atoms, 
the state-hybridization due to the wavefunction overlapping is negligible. Energy differences 
between S=1 and S=0 configurations are a few eV and exponentially decrease with separations 
(Fig. 2(b)). Based on the extent of the spin-density and the wavefunction we estimate that the 
“interaction range” for this A-B type substitution is about 1 nm.  
 
 
Figure 3. Changes in formation energy with increasing separation of a B (C) atom from the 
position of a B-N pair (C-C pair) or a B-N (C) hexagonal-ring embedded in graphene (h-BN). 
The energy of a pair or the closed hexagonal ring configuration is set to be zero. The structures 
shown on the right side are representative of the actual 10 × 10 supercell (200 atoms) used for 
calculation. As schematically displayed, we refer to the position change of the B (C) atom 
marked by a cross from the pair configuration to one of sites labeled by triangles or squares as 
the “zigzag” or “armchair” separation, respectively. For hexagonal-rings, only “armchair” 
separations are studied and sites are labeled by diamonds. Filled and open symbols correspond to 
two inequivalent-sublattice sites of the 2D hexagonal lattice. 
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Two C atoms at the same sublattice sites, the A-A case, possess the same local electronic 
structure when they are far apart. Unlike the A-B case, upon the formation of S=0 state, the A-A 
interaction does not invoke a charge transfer because both sites have same “electronegativity”. 
The S=0 state consists of the spin-up electron at one C atom and the spin-down electron at the 
other C atom, and shows the “molecular orbital” with the “anti-bonding” character (Fig. 2(c), 
panel I). Hence, energy levels of impurity states show no dependence on the separation of C 
atoms. On the other hand, in the S=1 configurations, two spin-up wavefunctions overlap and split 
into two hybridized states, which show the “bonding” character. Two C atoms equally share 
electrons at these hybridized states. The size of the splitting due to the hybridization depends on 
the separation. The closest separation shows about 1 eV splitting for the S=1 hybridized states 
(Fig. 2(c) panel IV). Energy differences between the S=1 and the S=0 configurations are an order 
of magnitude smaller than the A-B case, and the “interaction range” is about 0.5 nm (Fig. 2(d)). 
Recent experimental investigations on 2D-BCN materials reveal that graphene and h-BN form 
domains but do not fully phase-segregate.
11
 Figure 3 shows, in terms of formation energy, that 
both C and BN have a very strong tendency to form pairs and clusters as opposed to being 
randomly distributed, in agreement with the experimental observations.
10
 As seen in Fig. 3, all 
energies rise rapidly with small separations and level off for large separations. Breaking up a B-
N pair embedded in graphene requires at least 1.4 eV, and about 2.2 eV for large separation. 
Similarly, displacing a N atom from a B-N hexagonal ring costs 2.6–3.6 eV. Even higher 
energies are needed to separate a C atom from a C pair or from a C hexagonal ring embedded in 
2D h-BN, 2.5–3.6 eV or 4.0–4.8 eV, respectively. The “zigzag” and the “armchair” types of 
separations show no distinction in their energy trends for the C-C pair in h-BN or B-N pair in 
graphene. Likewise, equivalent and inequivalent sub-lattice site separations follow the same 
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trend for B-N in graphene. Our calculations on graphene reveal that electronic structures for the 
equivalent and the inequivalent sub-lattice site separations are different mainly near the K-point 
around the Fermi level. Such a localized small difference in the electronic structure is not 
reflected in the total energy trend.  
 
 
Figure 4. Energy spectra for graphene quantum dots embedded in h-BN. (a)-(i) present gradually 
changing spectra of a 10 × 10 supercell of h-BN containing up to nine C hexagonal rings, 
whereas (j)-(l) pertain to the six-fold symmetric hexagonal ring configurations containing one, 
seven, and nineteen rings. The flat energy levels lying between 1.0 eV and -4.8 eV can be 
ascertained as originating purely from the C quantum dots, and increase with an increasing 
number of C rings. The levels above 1.0 eV and below -4.8 eV show dispersion due to 
hybridizations with BN lattice and are contained with the rest of h-BN bands, represented as dark 
gray (filled) band and light gray (unfilled) band, respectively. The energy difference between the 
lowest unoccupied level and the highest occupied level, as indicated in the figure, gets reduced 
with clustering of rings. The energies for (a)-(b) structures lie in the UV range, those for (c)-(g) 
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gradually span the blue-to-red visible spectrum, whereas (h)-(i) belong to the infrared region. For 
the six-fold symmetric configurations, multiple doubly-degenerate levels are obtained. The 
structure containing one C ring, (j), lies within the UV range, whereas the two other symmetric 
configurations with large number of rings, (k)-(l), are both contained within the visible range of 
the electromagnetic spectrum. 
 
  Figure 4 systematically explores the energy spectra of a variety of C clusters with varying 
number of hexagonal rings. Our HSE calculations predict that electronic gaps can be gradually 
spanned, matching the entire visible electromagnetic spectrum, depending on the size and 
symmetry of the C clusters. Increasing number of C rings stacks more states in the gap of h-BN, 
and reduces the electronic gap. For systems without the six-fold symmetry, the gaps for smaller 
clusters containing one to three hexagonal-C rings lie in the UV range, whereas clusters with 
more than eight rings have gaps belonging to the IR range. On the other hand, the six-fold 
symmetry allows multiple degenerate states, and gaps for symmetric C clusters vary relatively 
slowly with increasing number of C rings. For large clusters, we find that the energy gap, Δ, 
scales perfectly with what is expected by quantum electronic confinement in graphene,
2
 that is, Δ 
 ħvF/L, where vF (~ 10
6
 m/s) is the Fermi velocity in bulk graphene and L is the cluster size. Our 
conclusion is, therefore, that depending on the C concentration and cluster size, the color of h-
BN can be modified from the infrared to the ultraviolet, covering the entire visible spectrum. In 
fact, by observing fluorescence of C-doped h-BN films it should be possible to estimate the C 
content. This makes the C-doped h-BN an exceptional material for optical applications. 
Theoretical studies
12-18
 using DFT-PBE have investigated the properties of limited and highly 
symmetric quantum dots in h-BN. However, PBE values of energy gaps and spin-splitting are 
 12 
lower than HSE results by 0.5–1.0 eV. Hence, even at the qualitative level, the substantial 
difference between HSE and PBE can lead to completely different conclusions on many material 
properties. 
We use the plane-wave projector augmented-wave (PAW) method
31
 with the HSE06 hybrid 
functional in the vasp code.
32-34
 We use a plane-wave energy cutoff of 700 eV for all our 
calculations. The hybrid BCN nanostructures are modeled in 200 atom super-cells, 10 × 10 of the 
two atom unit-cell. The Brillouin zone integration for graphene and the single-layer h-BN is 
performed on a Γ-centered 10 × 10 × 1 k-point meshes for the unit-cell, and equivalent meshes 
for larger simulation cells. Band structures are computed on discrete k-point meshes along high 
symmetry directions: Γ-M-K-Γ. 
In summary, using state of the art ab initio methods we have shown that C-doped h-BN shows 
extraordinary properties with possible applications in many different fields of condensed matter 
research. We demonstrate that the substitution-induced impurity states, associated with carbon 
atoms, and their interactions dictate the electronic structure and properties of C-doped h-BN. 
Hence, an accurate description of these impurity states is essential to understand and engineer 
properties of this new class of 2D materials. Stacking of localized impurity states in small C 
clusters embedded in h-BN forms a set of discrete energy levels in the wide gap of h-BN. The 
electronic structures of these C clusters have a plethora of applications in optics, magneto-optics, 
and opto-electronics. Hence, our results open a new venue for the study of complex magnetic 
and optical phenomena in 2D crystals. 
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