In this paper, we study Hegselmann-Krause models with a time-variable time delay. Under appropriate assumptions, we show the exponential asymptotic consensus when the time delay satisfies a suitable smallness assumption. Our main strategies for this are based on Lyapunov functional approach and careful estimates on the trajectories. We then study the mean-field limit from the many-individual Hegselmann-Krause equation to the continuitytype partial differential equation as the number N of individuals goes to infinity. For the limiting equation, we prove global-in-time existence and uniqueness of measure-valued solutions. We also use the fact that constants appearing in the consensus estimates for the particle system are independent of N to extend the exponential consensus result to the continuum model. Finally, some numerical tests are illustrated.
1 Introduction particular Cucker-Smale type models with time delays, we refer to recent papers [13, 14, 15, 19, 20, 29, 30] .
Let x i ∈ IR d represent an opinion of i-th agent, then our main system reads as dx i (t) dt = λ N j =i a ij (t)(x j (t − τ (t)) − x i (t)), i = 1, . . . , N, t > 0, (1.1) with initial data given by x i (s) = x i,0 (s), ∀ s ∈ [−τ (0), 0], (1.2) where the coupling strength λ is a positive parameter and the communication rates a ij (t) are of the form a ij (t) = ψ(|x j (t − τ (t)) − x i (t)|), (1.3) with ψ : [0, +∞) → (0, +∞) non-increasing function or, in the spirit of [27] ,
(1.4) with ψ as above. Without loss of generality, we assume ψ(0) = 1. Note that in both cases we have, for i = 1, . . . , N, 1 N By constructing a suitable Lyapunov functional, in the first part of our work, we will deduce exponential consensus estimates when the time delay is sufficiently small. Note that the constants in the decay estimates are independent of the number of the agents; this is crucial in order to extend the consensus estimate for the associated continuum equation below.
In the second part of the paper, we will study the continuum model obtained as mean-field limit of the particle system when N → ∞. Let M(IR d ) be the set of probability measures on the space IR d . Then, the continuum model associated to the particle system (1.1) is given by ∂ t µ t + div (F [µ t−τ (t) ]µ t ) = 0, x ∈ IR d , t > 0, 9) where the velocity field F is given by either . For the derivation of the continuum model associated to the Hegselmann-Krause system, without time delays, we refer to [7] . Since then, kinetic formulations for opinion dynamics have been the objects of several works, see e.g [6, 8, 10, 28] . On the other hand, the continuum formulation in presence of delay effects seems new.
Following a similar strategy to the one used for the kinetic Cucker-Smale equation in [13] (see also [15] ) we will study the global-in-time well-posedness of (1.9), more precisely, global existence and uniqueness of measure-valued solutions. In addition, we prove a stability estimate which allows to rigorously justify the mean-field limit procedure. Furthermore, the stability estimate, together with the uniform-in-N consensus estimate for the particle model, enables us to extend the asymptotic consensus to the continuum equation.
The rest of this paper is organized as follows. In Sect. 2, we will study the particle model (1.1) and show the consensus behavior for small delays. In Sect. 3, we will focus on the continuum model (1.9) obtained formally from the particle system, and we will analyze it in the set of the probability measures employing the Wasserstein distance of order p ∈ [1, ∞]. Finally, some numerical simulations are illustrated in Sect. 4.
Exponential consensus behavior of the particle system
In order to study the convergence to consensus of system (1.1)-(1.2), we need some auxiliary lemmas.
be a solution to (1.1)-(1.2). Suppose that the initial opinions x i,0 (s) are continuous functions of s ∈ [−τ (0), 0]. Moreover, let us denote
Then we have R X (t) := max
Proof. For any ǫ > 0, let us define
Let us denote T ǫ * := sup S ǫ . By continuity, S ǫ = ∅. Hence, T * > 0. We claim that T ǫ * = +∞. To prove this we argue by contradiction. Suppose that T ǫ * < +∞. Then,
Now, for t < T ǫ * , we can compute
and so, recalling (1.5), we have
Hence, Gronwall's inequality yields the estimate
From (2.13) we deduce lim t→T ǫ * R X (t) < R + ǫ, which is in contradiction with (2.12). Being ǫ arbitrary, the lemma is proved.
Remark 2.2. From Lemma 2.1, we have that for i, j = 1, . . . , N,
So, from (1.3) and (1.4), we deduce
(2.14)
The diameter function d X is not differentiable in general. Thus, we introduce the upper Dini derivative to consider the time derivative of this function. For a given continuous function F = F (t), the upper Dini derivative of F at t is defined by
Note that the Dini derivative coincides with the usual derivative when the function is differentiable at t. Then we have the following lemma.
Proof. Due to the continuity of the trajectories x i (t), i = 1, . . . , N, there is an at most countable system of open disjoint intervals {I δ } δ∈N such that
and for each δ ∈ N there exist indices i(δ), j(δ) such that
For simplicity of notation, we can put i := i(δ), j := j(δ). Of course, we can assume i = j. For t ∈ I δ , we have
(2.15) Now, we can rewrite I 1 and I 2 as 
respectively. We observe that for allk = 1, . . . , N,
Indeed, using Cauchy-Schwartz inequality, we have that
Now, observe that in both cases (1.3) and (1.4),
Hence, using (2.14) and (2.17) in (2.16), we obtain
Now, observe that
Then, arguing analogously to before, one can estimate
Therefore, using (2.18) and (2.19) in (2.15), we obtain
and so
then from (2.20) we obtain
which proves the lemma.
be a solution to (1.1)-(1.2). Then, we have
Proof. A straightforward computation gives
Taking the maximum for i ∈ {1, . . . , N }, we obtain (2.21).
Then, there exist γ, C > 0 such that
Proof. Consider the Lyapunov functional
Then, we have
Hence, from the assumptions (1.6) and (1.7) we deduce
Now, we want to show that for τ sufficiently small we can choose the positive parameter β in the definition of the Lyapunov functional F (·) such that (2.22) implies
for a suitable positive constant γ. In order to have (2.23) the following two conditions have to be satisfied: 2λ
≤ 0 and (2.24)
We can rewrite (2.24) as
.
This requires a first restriction on the time delay size, i.e.
Then, for the existence of a parameter β satisfying both (2.26) and (2.28), we need 2λ
and this gives a further condition on τ , namely
which clearly implies (2.27). Hence, the theorem is proved.
Remark 2.6. Note that in the case of potential communication rates as in (1.3) the estimate (2.17) can be replaced by a ij (t) ≤ 1.
Therefore, in such a case we can obtain an improved bound on the size of the time delay:
The continuum model: measure-valued solutions & consensus behavior
In this section, in the same spirit of [13] , we provide the existence, uniqueness of solution to the continuum model (1.9) associated to (1.1) and its consensus behavior under a suitable smallness assumption on the delay function τ (t). In order to study the existence and uniqueness of the solution of the continuum model, we assume that the delay function τ (·) is bounded from below, namely there exists a strictly positive constant τ * > 0 such that
Moreover, we assume that the potential ψ(·) in (1.3) and (1.4) is also Lipschitz continuous, and we denote by L its Lipschitz constant. We define the Wasserstein distance as follows.
be two probability measures on IR d . Then, we define the Wasserstein distance of order 1 p < ∞ between µ and ν as
and for p = ∞, limiting case as p → ∞,
where Π(µ, ν) is the set of all probability measures on IR 2d with marginals µ and ν (also called couplings for µ and ν), namely
for all continuous and bounded functions φ ∈ C b (IR d ).
Note that P p (IR d ), which stands for the set of probability measures with bounded moments of order p ∈ [1, ∞), endowed with the p-Wasserstein distance d p is a complete metric space. Moreover, we recall the definiton of the push-forward of a measure: Furthermore, we define the notion of measure-valued solution to (1.9).
Definition 3.3. Let T > 0 be any given time. We say that
where F [µ t−τ (t) ] is defined as in (1.10) or (1.11).
Let us denote B d (0, R) the ball of radius R in IR d centered at the origin. In order to prove existence and uniqueness of solution to the kinetic model (1.9), we have the following lemma.
for some positive constant R > 0. Then there exists a constant K > 0 such that 30) for all x,x ∈ B d (0, R) and for all t ∈ [0, T ].
Moreover, there exists a constant C > 0 such that
for all x ∈ B d (0, R) and for all t ∈ [0, T ].
Proof. In order to prove (3.30) and (3.31) we have to distinguish two cases, corresponding to F as in (1.10) or (1.11).
Case I (F as in (1.10)): For any x,x ∈ B d (0, R), we have
where we have used that µ t is a probability measure with support in B d (0, R) and ψ(0) = 1. Then, (3.30) is proved. Moreover, from (1.10), immediately follows |F [µ t−τ (t) ](x)| 2R which gives (3.31).
Case II (F as in (1.11)): Set ψ * := inf
Then we estimate
where we used the fact that µ t is compactly supported in B d (0, R),
and
Finally, from (1.11) we obtain immediately
for all x ∈ B d (0, R) and for all t ∈ [0, T ]. Thus, we obtain (3.31). Now, we can prove the following theorem.
Theorem 3.5. Consider the kinetic model (1.9), with g(t) ∈ C([−τ (0), 0]; M(IR d )), and suppose that there exists a constant R > 0 such that
for all t ∈ [−τ (0), 0]. Then for any T > 0 there exists a unique measure-valued solution µ t ∈ C([0, T ); M(IR d )) of (1.9) in the sense of (3.29). Moreover, µ t is uniformly compactly supported in position and we have that µ t = X(t; ·)#µ 0 , (3.32)
where X(t; ·) is the flow map generated by F [µ t−τ (t) ] in phase space.
Proof. First we observe that by Lemma 3.4 together with [6, Theorem 3.10] we have local-in-time existence and uniqueness of a measure-valued solution to (1.9) in the sense of (3.29). Moreover, this solution exists as long as it is compactly supported in position. Hence, in order to prove the global-in-time existence and uniqueness of solutions to the continuum model (1.9), we need to estimate the growth of support of µ t . So, we set
Moreover, we define R X (t) := max
We proceed by steps. Consider t ∈ [0, τ * ] and observe then that t−τ (t) ∈ [−τ (0), 0]. We consider the system of characteristics X(t; x) : [0, 33) subject to the initial condition 
Using a continuity argument as in Lemma 2.1, we obtain
Thus, we can construct a unique solution µ t to (3.33)-(3.34) on the time interval [0, τ * ], and this solution is compacty supported in the x-variable. We can iterate this argument on all the intervals of length τ * , namely on the intervals of type [kτ * , (k +1)τ * ], with k = 1, 2, . . ., until we reach the final time T . Indeed, note that if t ∈ [N τ * , (N + 1)τ * ], for some N > 0, then
Moreover, arguing as in [6] , we can find (3.32) and we have that this formulation is equivalent to (3.29) .
In order to prove the consensus behavior of the solution to the kinetic model (1.9), we need a stability estimate.
be two weak solutions to (1.9), subject to uniformly compactly supported initial data
, respectively. Then, there exists a constant C > 0, depending on T, such that
, (3.35) for all p ∈ [1, ∞] and t ∈ [0, T ).
Proof. Let p ∈ [1, ∞) and we construct again the system of characteristics
for all x ∈ IR d . By Theorem 3.5, we know that the measures µ i t have uniformly compact support for t ∈ [0, T ]. Hence, the flows X i are well-defined on this interval. Then, arguing as in [6] , we can find that µ i t = X i (t; ·)#µ i s , for any t, s ∈ [0, T ]. Moreover, as before, we define
We choose an optimal transport map S 0 (x) between µ 1 0 and µ 2 0 with respect to the p-Wasserstein
, and using the definition of push-forward, we obtain
Hence, we obtain
Moreover, using the fact that T t • X 1 (t; ·) = X 2 (t; ·) • S 0 , we can rewrite u p (t) as
We extend the definition of T t on the interval [−τ (0), 0) as the optimal transport map between g 1 t and g 2 t , and we extend u p (t) on the same interval, namely
Using (3.36), we can rewrite J as follows:
We consider, now, F as in (1.10) . In this case we have that
The first term can be bounded as follows:
where K is the natural number such that T ∈ ((K − 1)τ * , Kτ * ]. Hence, we obtain (3.35), just recalling that
we also have
This stability result is useful in order to have a rigorous passage from the particle model 
Now let {x N i } N ∈IN be the solution to the discrete model (1.1), with inital conditions given by
Moreover, let
Then, we have that µ N t is a measure-valued solution to the kinetic model (1.9), in the sense of (3.29). Moreover, if
) is a weak solution to (3.29) with initial datum g s , then according to Theorem 3.6 there exists a constant C > 0, depending only on ψ, R and T , such that
be a solution to (1.9), in the sense of (3.29) on the time interval [0, T ) with compactly supported initial datum
40)
where C is a positive constant independent of t.
Proof. As before, we construct the family of N -particle approximations of g s , {g N s } N ∈IN , i.e. 
is the diameter defined in (1.8). Moreover, let µ N t be as in (3.38). We know that this is a solution to (1.9) in the sense of (3.29) . Now, if we fix T > 0, then by Theorem 3.6 there exists a constant C 2 > 0 independent of N such that
−C 1 t for t ∈ [0, T ). Since T can be chosen arbitrarily, we obtain (3.40).
Some numerical tests
In this section, we present several numerical experiments for the particle system (1.1) with (1.3) or (1.4) showing the asymptotic time behavior of solutions. For that, we use the built-in dde23 Matlab command, which solves delay differential equations with constant delays. We consider the one dimensional case and take the communication weight function ψ either in (1.3) or (1.4) as ψ(r) = 1 (1 + r 2 ) β , r, β > 0, (4.41) the coupling strength λ = 1, the number of particles N = 10, and the initial data are
x 6 (t) = −8, x 7 (t) = −4, x 8 (t) = −5, x 9 (t) = 10, and x 10 (t) = 1, for t 0 that are integers drawn from the discrete uniform distribution on the interval [−10, 10] . In this part, we consider the particle (1.1) with (1.3). In Figure 1 , we show the time evolution of solutions {x i } 10 i=1 with β = 1 in (4.41) and different values of time delays, τ = 1, 5, 10, and 50. For the time delay τ = 1, we cannot see the oscillatory behavior of solutions, however, this behavior appears for τ = 5, 10, and 50. Furthermore, as strength of time delay increases, we need more time to have the consensus behavior and the oscillatory behavior is better observed.
We next take into account short-range interactions compared to the previous case; we chose β = 3 in the weight function ψ in (4.41). In this case, it shows the two clusters formation of solutions as time goes on, not fully consensus behavior, see Figure 2 . Note that multi-cluster formation of solutions to the particle system (1.1) with a compactly supported weight function is investigated in [22] . We also provide the time evolution of solutions on the time interval [0, 200] or [0, 300] in the zoomed images in Figure 2 to take a better look at the oscillatory behavior of solutions depending on the strengths of time delays. 4.2 The particle system (1.1) with (1.4)
In this subsection, we consider the particle system (1.1) with (1.4). Similarly as before, we first investigate the time evolution of solutions for β = 1 in Figure 3 . As expected, the consensus behavior of solutions is achieved faster in this case than in the previous case, see also [9, Section 2] for the comparison between the Cucker-Smale flocking model and the Cucker-Smale flocking model with a normalized weight. Compared to the previous case, see Figure 1 , it seems that the particle system (1.1) with (1.4) is more sensitive to the strength of time delay; multi-cluster formation is not observed during the time evolution for τ = 5, 10, 50, and after the consensus is achieved, it still highly oscillates, see the case with τ = 50 in Figure 3 . We finally provide the time evolution of solutions for the case β = 3 in Figure 4 . Again, in this case, we have the two-cluster formation of solutions. Similarly as before, we put the time evolution of solutions on the time interval [0, 100] or [0, 200] in the zoomed images in Figure 4 to have a closer look at the oscillatory behavior of solutions with different values of time delays. As mentioned before, we observe the highly oscillatory behavior of solutions as the strength of time delay increases. 
