Abstract: This paper presents a genetically trained PID (proportional-integral-derivative)-like ANFIS (adaptive neuro-fuzzy inference system) acting as a feedback controller to control nonlinear systems. Three important issues are addressed in this paper, which are, first, the evaluation of the ANFIS as a PID-like controller; second, the utilization of the GA (genetic algorithm) alone to train the ANFIS controller, instead of the hybrid learning methods that are widely used in the literature; and, third, the determination of the input and output scaling factors for this controller by the GA. The GA, with real-coding operators, is used to adjust all of the ANFIS parameters, which include the input and output scaling factors, the centres and widths of the input membership functions (MFs), and the consequent parameters.
INTRODUCTION
Intelligent control is now becoming a common tool in many engineering and industrial applications. It has the ability to comprehend and learn about plants, disturbances, environment, and operating conditions. Currently, there are a number of techniques that can be used as a basis for the development of intelligent systems, namely expert systems, fuzzy logic (FL), neural networks (NNs), and genetic algorithms (GAs).
Fuzzy logic has been successfully applied in many challenging control applications since it provides a convenient method for building non-linear controllers by using the knowledge of an expert or an experienced operator. However, there are several problems in the design process of the fuzzy controllers such as the selection of the appropriate membership functions, the selection of the fuzzy ifthen rules, and, moreover, how to tune both of them to improve the performance. On the other hand, artificial neural networks (ANNs), with their generalization and learning abilities, have been successfully employed in various kinds of non-linear neurocontrol schemes. However, ANNs have some problems, such as their black-box nature, the lack of knowledge representation power, and the selection of the proper structure and size to perform a given task. Integrating these two methodologies can lead to better technologies that take advantage of the strengths of each methodology and at the same time overcome some of the limitations of the individual techniques. This integration has led to the appearance of the neuro-fuzzy systems.
One of the most widely used neuro-fuzzy systems is the adaptive neuro-fuzzy inference system (ANFIS) network, which was proposed by Jang [1, 2] . The ANFIS, which is based on the Takagi-SugenoKang (TSK) fuzzy controllers, is a fuzzy inference system (FIS) implemented in the framework of an adaptive fuzzy neural network, and is a very powerful approach for building complex and non-linear relationships between a set of input and output data. It combines the explicit knowledge representation of a FIS with the learning power of neural networks to achieve a desired performance [1, 3] .
Several learning methods have been proposed to train the ANFIS network. Jang [4] proposed the temporal backpropagation (TBP) to train the ANFIS as a controller. In another work, Jang [1] proposed a hybrid learning rule which combines the gradient descent technique for optimizing the antecedent parameters and the least square estimator (LSE) method for the consequent parameters of the ANFIS.
Other researchers [5] [6] [7] [8] developed a hybrid learning algorithm which composes the particle swarm optimization (PSO) algorithm to optimize the antecedent parameters and the LSE algorithm to optimize the consequent parameters of the ANFIS. Lin [9] combined the GA and the LSE in a hybrid method to optimize the ANFIS parameters. Su and Zhao [10] proposed a hybrid learning method that combines the EM (expectation maximization) algorithm to estimate the antecedent parameters and the emotional learning, a psychologically motivated algorithm, to learn the consequent parameters of the ANFIS network. Himer et al. [11] studied the optimization of the ANFIS by using a modified version of the standard GA, and called this algorithm the genetic learning automata.
In this work, it has been suggested to test the effectiveness of the standard GA for optimizing both the antecedent and the consequent parameters of the ANFIS acting as a PID (proportional-integral-derivative)-like controller to control several non-linear systems. In addition, the input and output scaling factors for this controller are also obtained by the GA. The zero-order Sugeno fuzzy model was used in which the consequent of a rule is specified by a singleton. This selection was made in order to reduce the number of parameters to be optimized by the GA.
The rest of the paper is organized as follows. In section 2, the ANFIS structure is reviewed. The implementation of the real-coded GA and its operators are discussed in section 3. The proposed genetic learning for the ANFIS controller is given in section 4. The simulation results of controlling several non-linear plants are presented in section 5. Finally, section 6 presents the conclusions.
STRUCTURE OF THE PID-LIKE ANFIS CONTROLLER
To describe the structure of the PID-like ANFIS controller, shown in Fig. 1 If x 1 is A a1 and x 2 is A a2 and x 3 is A a3 , then y 5 k 0 + k 1 x 1 + k 2 x 2 + k 3 x 3 , where a1, a2, a3 g {1, 2, 3, 4, 5}.
In the Sugeno fuzzy model, y in the above rule can be either a constant or a linear function of the input variables. When y is a constant, a zero-order Sugeno fuzzy model is obtained in which the consequent of a rule is specified by a singleton. When y is a firstorder polynomial, as shown in the above rule, a firstorder Sugeno fuzzy model is obtained. As mentioned before, the zero-order Sugeno fuzzy model was used in this work. This selection was made in order to reduce the number of parameters to be optimized by the GA in the consequent part of the ANFIS structure from 500 genes in the case of a first-order Sugeno fuzzy model to 125 genes in the case of the zeroorder model. From the simulation results of section 5, it can be concluded that the zero-order model has achieved a satisfactory performance, which justifies the selection of this model.
As shown in Fig. 1 , the structure of the ANFIS controller has a total of five layers and each layer performs a defined task. The output of the ith node in layer k will be expressed as O k,i and the function of each layer is discussed in the following.
Layer 1
All nodes in this layer are adaptive nodes and generate the degree of membership for each of the three input variables. The node function is
The membership functions of A a , a 5 1, 2, …, 5, for each input variable are chosen to be bell-shaped activation functions. Only two parameters have been used for each of these functions instead of the widely used generalized bell function, which uses three parameters, in order to reduce the number of parameters to be optimized by the GA. These bell-shaped functions can be represented by
where x k , k g {1, 2, 3}, represents the scaled input variables after they have been multiplied by the input scaling factors (c 1 for the error, c 11 for its rate of change, and c 111 for the summation of errors, as shown in are the centres and widths of these bell-shaped functions respectively and are referred to as the premise parameters of the ANFIS structure.
Layer 2
Every node in this layer is a circle node, not adaptive, labelled P. These nodes perform the multiplication operation for fuzzy inferencing. The number of all possible antecedent combinations is 125 and the total number of rules is 125. Therefore, there are 125 nodes in this layer. Each node output represents the activation level of a rule
where i 5 1, 2, …, 125 and a1, a2, a3 g {1, 2, 3, 4, 5}. The output of each node in this layer represents the firing strength of the rule.
Fig. 1 Structure of the PID-like ANFIS controller

Layer 3
This layer has the same number of nodes as layer 2. Each node in this layer is also a fixed node labelled N. The ith node calculates the ratio of the ith rule's firing strength to the sum of all rule's firing strengths
where i 5 1, 2, …, 125. The outputs of this layer are called the normalized firing strengths.
Layer 4
Similar to layers 2 and 3, there are 125 nodes in this layer. All the nodes are adaptive nodes. The outputs of this layer are generated by multiplying the normalized firing strengths from the corresponding nodes in layer 3 by the consequent parameters (k 0i , i 5 1, 2, …, 125) of the zero-order ANFIS. The output of each node is
where i 5 1, 2, …, 125 and w i is the output of layer 3.
Layer 5
The single node in this layer computes the overall output as the summation of all incoming signals
Finally, in order to obtain the output of the ANFIS controller, O 5 is multiplied by a factor c 2 , which represents the output scaling factor of this controller
Equation (7) above can be written in more detail as 
where R 5 125, n 5 3, and c j , j 5 1, 2, 3 represent the three input scaling factors c 1 , c 11 , and c 111 in Fig. 1 respectively.
IMPLEMENTATION OF THE REAL-CODED GA
In this work, MATLAB software has been used for the implementation of the real-coded GA in order to train the ANFIS controller by a specifically written program for this purpose, rather than using the GA or the fuzzy logic toolboxes. The chromosome representation for the ANFIS controller in the GA can be summarized as: three genes for the input scaling factors, one gene for the output scaling factor, 30 genes for the centres and widths of each MF in the three fuzzy sets of the error (e), its rate of change (De), and the summation of errors (de) respectively, and, finally, 125 genes for the consequent parameters of the ANFIS structure. Therefore, a total of 159 genes are required to represent each chromosome in the GA for training this zero-order PID-like ANFIS controller. The input and output scaling factors are allowed to change from 0.1 to 6 (this range was found to be adequate for the '26 to 6' universe of discourse (UOD) of the three input variables). The range of values for the centres and widths for each input MF is selected to give a suitable position and width for these MFs during the training process over the corresponding UOD. Finally, the consequent parameters are allowed to vary between 26 and 6.
Operators of the real-coded GA
The following operators were used in the real-coded GA.
Hybrid selection
This selection method [12] is a combination of roulette wheel and deterministic selection. This method accepts in the new population only those strings that have better fitness values than the worst individual in the old population. This method is expected to ensure good guidance in the complex and non-linear search space.
Elitism
In this operation, the best n parents (in this work the best two) from the current generation are copied directly into the next generation as they are. This approach prevents the best fitness value in a given generation from becoming worse than that in the previous generation [13] .
Crossover
In the real-coding crossover operator, which is similar to that of binary coding, a pair of mating chromosomes exchanges information by exchanging a subset of their components, where an integer position k is selected uniformly at random along the chromosome length. Then two new chromosomes are created by swapping all the genes between positions k + 1 and L, where L is the chromosome length [13] . 
Mutation
This operation causes random changes in the components of the chromosomes in the new population. In binary-coding GA, this operator randomly flips some of the bits in chromosomes. For example, the chromosome 00010 might be mutated in its second position to yield 01010. In real-coded GA this operator is adapted by simply replacing the mutated 'gene' with another random number chosen in the same range assigned for that 'gene'. As an example, the chromosome c 5 
THE PROPOSED GENETIC LEARNING FOR THE ANFIS CONTROLLER
The following genetic procedure has been adopted for training the ANFIS controller.
Step 1
Initialize the genetic operators: the crossover probability Pc, the mutation probability Pm, the population size, and the maximum number of generations.
Step 2
Generate randomly the initial population within certain bounds, in which each individual represents the entire antecedent and consequent parameters along with the input and output scaling factors of a single controller.
Step 3
Evaluate the objective function for each individual in the population using the 0.5ISE, which has the following form 0:5ISE~0:5
where e(k) is the error between the desired output and the plant output at sample k and T is the observation time. Then, for each individual, calculate the fitness function using the Darwinian fitness equation of the form
where e is a small constant chosen to avoid division by zero.
Step 4
Put in descending order all the chromosomes in the current population (i.e. the first one is the fittest). Then apply 'Elitism' strategy described in section 3.1.2.
Step 5
Select individuals by using the hybrid selection method and then apply the real-coded genetic operators of crossover and mutation described previously.
Step 6
Stop if the maximum number of generations is reached; otherwise increment the generations counter by one and go to step 3.
SIMULATION RESULTS
In order to evaluate the performance of the PID-like ANFIS controller under consideration, three nonlinear plants are selected to be controlled by this controller, which acts as a feedback controller as shown in Fig. 2 . The sampling time used to perform the simulations is 0.1 s.
Depending on the generalization ability of this controller, an input training signal has been applied for plants 1 and 2 to optimize the controller parameters. This signal has the following definition 
The UOD for all the input MFs are selected to be from -6 to 6 (another range can also be selected since there are input and output scaling factors). Finally, the real-coded GA is set to the following parameters.
Population size: 30 Maximum number of generations: 300 Pc (crossover probability): 0.8 Pm (mutation probability): 0.05
The plants are as follows.
Plant 1 [14]
This is a non-linear (in both input and output) plant, having the following difference equation Figure 3 shows the output response, control action, best 0.5ISE against the generations, learned MFs of error, change of error, and the summation of errors for this plant. Referring to Fig. 3(a) , it is clear that the PID-like ANFIS controller has achieved a good tracking to the test signal, with only some steady state error in the sinusoidal part of the test signal since this part was not included in the training signal of equations (11) . Figure 3(b) shows the variations in the controller signal to handle the changes in the test signal from the sinusoidal part to the step changes part. From Fig. 3(c) , it can be seen that the 0.5ISE has reached its near-optimal value in fewer than the early 90 generations. Therefore, the choice of the maximum number of generations to be 300 seems to be adequate. Figures 3(d) , 3(e), and 3(f) show the final shapes of the input membership functions for the three input variables to the ANFIS controller.
Plant 2 [15]
This is a non-linear plant (in output), which has the following difference equation Figure 4 shows the output response, control action, best 0.5ISE against the generations, learned MFs of error, change of error, and the summation of errors for this plant. Figure 4(a) shows the ability of the PID-like ANFIS controller to control this non-linear plant, where it can be seen that the plant output follows the test signal with zero steady state error in all the signal parts, despite the slight oscillations occurring at the beginning of each change in the step Fig. 2 Block diagram of the control system, where the PID-like ANFIS network is used as a feedback controller
input. This performance for the controller is due to its control action, given in Fig. 4(b) . From Fig. 4(c) , it can be seen that the 0.5ISE has reached its near optimal value within the first few generations.
Plant 3 [16]
The PID-like ANFIS controller is used to control the CSTR process, which exhibits highly non-linear 
where C A is the product concentration of component A, T is the reactor temperature, q is the feed flowrate, and q c is the coolant flowrate. The objective is to control C A by manipulating q c . The remaining model parameters, defined in nominal operating conditions, are given in Table 1 . For these conditions, there are three (two stable and one unstable) steady states. The operating point in Table 1 corresponds to the lower stable steady state. This continuous time model has been numerically solved by using the fourth-order RungeKutta method with a simulation step size of 0.1 s. Figure 6 shows the output response, control action, best 0.5ISE against the generations, learned MFs of error, change of error, and the summation of errors. In spite of the non-linearity of the CSTR process, the PID-like ANFIS controller has performed well in tracking the test signal with zero steady state error in all the signal parts, with some overshoots at the beginning of each step change in the signal, as can be seen from Fig. 6(a) . Figure 6(b) shows the variations in the control signal to deal with the step changes in the test signal. The nearoptimal value of the 0.5ISE has been reached after the first 150 generations, as can be seen from Fig. 6(c) .
Robustness test
This test is done to establish how robust the PID-like ANFIS controller is to environmental changes that the control system might encounter. The plant behaviour in the presence of external bounded disturbances is investigated. These disturbances might affect the input or the output of the plant. In the present work, the latter kind only is considered.
This test was achieved on plant 2 by applying bounded external disturbances of 20 per cent of the plant output at the test phase using the same training and test signals of equations (11) and (12) respectively. The first disturbance is applied at the interval (94 ( k ( 104) while the second one is applied at the interval (161 ( k ( 171) from the test signal of equation (12) . Figure 7 shows the plant output response along with the control action of the controller for this test. By examining Fig. 7(b) , it is clear that the control actions of the PID-like ANFIS controller are adapted to eliminate the effect of the external disturbances, where the convergence to the desired response is achieved with zero steady state error after the adaptation of the control signal (see Fig. 7(a) ). This result strongly gives an indication that this intelligent controller has the ability to handle the external disturbances.
Comparative study
It is important here to compare the performance of the genetically tuned PID-like ANFIS controller with a genetically tuned classical PID controller in order to demonstrate the performance improvement resulting from the non-linear nature of the ANFIS controller. The classical PID controller used in this comparative study has the following discrete form [17] Du kT s ð Þ~K c e kT s ð Þ 1z 
