Therefore, it is essential to evaluate the reliability of the MANET. Many MANET routing protocols assume the availability of reliable nodes. This, however, is not a realistic in practical situations due to the dynamics of given wireless ad-hoc networks. Link failures and node failures are always possible due to dynamic topology. Hence, a realistic model is essential to evaluate reliability of MANETs, which is suitable in case of this types of failures. In this paper, a node failure model has been proposed. This node failure model is injected into the MANET and the Dynamic Source Routing (DSR) protocol is modified accordingly. Then, the reliability and performance evaluation of MANET is carried out. This paper also evaluates how well a DSR protocols for MANETs behave under a realistic scenario of node failures and topology changes. A gap analysis is then carried out to observe the impact of node failure on reliability and performance of MANET.
INTRODUCTION
Computing the reliability of mobile ad-hoc networks is interesting research area considered now-a-days. Although there are many reliability models and methods are suggested by different scholars in this field so far, none can be considered to be used universally. There is no unique model in this regard that can be used to perform well in all situations. The reasons for this is that the assumptions made for each model are correct to a certain level or are made approximations from the reality one in specific cases [1] . The mobile ad-hoc network reliability is particularly important for mission-critical applications such as monitoring of disaster-struck regions, remotely located civil works monitoring and management, under construction dam site work monitoring and management for multi purpose large hydro power plants, remotely located patient monitoring, battlefield monitoring, home automation, tracking of chemical and explosive agents, etc.
MANETs have a dynamic topology. In MANET, communication between nodes is made through the wireless medium. Because nodes are mobile, they may join to or leave from the network. Nodes that are within the transmission range of one another are called neighbors. Neighbors can communicate directly to each other. However, when a node needs to send data to another nonneighboring node, the data is routed through a sequence of multiple hops, with intermediate nodes acting as routers. There are numerous issues to be considered when it is required to deploy MANET. The following are some of the main issues [2] .
• Unpredictability of environment: MANET can be deployed in unknown terrains, hazardous conditions, and even hostile environments where tampering or the actual destruction of a node may be imminent. Depending on the environment, node failures may occur frequently. Copyright @ Computing Publishing UK,
• Less reliability of wireless medium: Communication through the wireless medium is comparatively less reliable and is prone to errors. This can be typically observed in order of magnitude difference in the speed of wired and wireless networks. For instance, while many enterprise users are accustomed to 100 Mbit/sec from the local Ethernet, wireless users must struggle to get a reliable 10 Mbit/sec over the air out of which 1 to 2 Mbit/sec is much more common. Due to varying environmental conditions such as high levels of electro-magnetic interference (EMI) or inclement weather, the quality of the wireless link may be unpredictable. Furthermore, in some applications, nodes may be resource-constrained and thus would not be able to support transport protocols necessary to ensure reliable communication on a lossy link. Thus, link quality may fluctuate in a MANET.
• Resource-constrained nodes: Nodes in a MANET are typically battery powered as well as limited to storage of information and processing capabilities. Moreover, they may be situated in areas where it is not possible to re-charge and thus, have limited lifetimes. Because of these limitations, they must have algorithms which are energy-efficient as well as operating with limited processing and memory resources. The available bandwidth of the wireless medium may also be limited because nodes may not be able to sacrifice the energy consumed by operating at full link speed.
• Dynamic topology: The topology of the ad-hoc networks may change constantly due to the mobility of nodes. As nodes move in and out of range of each other, some links break while new links between nodes are created. As a result of these issues, MANETs are prone to following numerous realistic scenarios of physical faults of the end to end communication connection [2] [3] .
• Transmission errors: The less reliability of the wireless medium and the unpredictability of the environment may lead to transmitted packets being garbled and thus received in error. 
II. APPROACHES USED TO DEAL WITH FAILURES -A LITERATURE SURVEY
Many algorithms, models, and protocols have been presented to evaluate the network reliability [4] - [29] . The failure detection and recovery technique [4] recovers the cluster structure in less than one-fourth of the time taken by the Gupta algorithm and is also proven to be 70% more energy-efficient than the same. The cluster-based failure detection and recovery scheme [4] proves to be an efficient and quick solution to robust and scalable sensor network for long and sustained operation.
A novel workload-aware reliability evaluation model is proposed in [5] , describes the workload grid resources and evaluate the reliability of jobs with constrain to deadline, a new type of resource fault (deadline-miss fault) is used in the model.
The effect of nodes failure rates, faults and the mobility pattern on the reliability are discussed in [6-7, 10, 18-19,25-26] .
To deal with failures most commonly used models and protocols are based on multicast [8, 27] , multi-path [9, [11] [12] 16] , multi-hop [13] , and many-cast [14] routing.
A clustering based on dominating set and spanning tree is also an important approach to evaluate reliability of MANETs. There are numerous algorithms on this topic, namely, graph theoretic algorithms for clustering in MANETs [15] . Clustering using dominating sets in a MANET was favorable in a medium size and medium speed network in terms of cluster quality, time and message complexities. Spanning tree based approach provided favorable results to evaluate reliability for a medium size MANET with better run time performance than the dominating set based algorithm. Fully distributed linked cluster architecture is introduced mainly for hierarchical routing and to demonstrate the adaptability of the network to connectivity changes [16] . With the advent of multimedia communications, the use of the cluster architecture for MANETs has been presented by Gerla [17] .
Position-based routing algorithms [20] promise to eliminate some of the limitations of topology-based routing by using additional information. The routing decision is then based on the destination's position contained in the packet and the position of the forwarding node's neighbors.
A set of algorithms that address the unpredictable and unreliable behavior exhibited by wireless ad hoc networks are presented in [21] . These new algorithms, together with the new techniques and abstractions introduced in, simplify the design of algorithms for wireless ad hoc networks. These abstractions and the algorithms that implement them are referred as virtual infrastructure. Virtual infrastructure (VI) replaces the fixed infrastructure found in more traditional networks, thus compensating for unpredictable and unreliable behavior. A novel routing protocol [22] for wireless, mobile ad-hoc networks incorporates features that enhance routing reliability, defined as the ability to provide almost 100% packet delivery rate. The protocol is based on a virtual structure, unrelated to the physical network topology, where mobile nodes are connected by virtual links and are responsible for keeping physical routes to their neighbors in the virtual structure.
Architecture to form a grid over a mobile ad hoc network by using trace files that capture the regularity in the movement or rather the stability of the nodes [23] . It has also shown the feasibility of sharing the resources using such a grid by using a theoretical model and simulation studies. Similarly, HarpiaGrid [24] , a geography-aware grid-based routing protocol for Vehicular Networks (VANETs) uses map data to generate a shortest transmission grid route, effectively trades route discovery communication overhead. Rather than using blinding, it reduces unnecessary transmissions by limiting the greedy search in the transmission path, thus greatly improving routing efficiency.
A distributed system-level fault diagnosis algorithm for detecting and diagnosing faulty processors in Dynamic Positioning System (DPS) is introduced in [28] . This is a new approach to the diagnosis problem and illustrates the procedure of diagnosis verification, which adopts a method of fault injection by setting some faults in the system by programming, and provides the basic idea, the detailed execution steps and the corresponding results. Two implementation models of algorithm are presented in it. Out of these, the first one, network topology doesn't change during diagnosis and both hard and soft faults can be easily detected. In the second model, the change in system topology is allowed during diagnosis. In this case, the ability of diagnosis decreases but it can be rectified too by setting up a fixed area for mobility of nodes.
Studies were carried out for two core fault-tolerant primitives, reliable dissemination and consensus, and presents two families of protocols which implement these primitives in a wide range of MANETs [29] . Simulation studies indicating that they were able to provide their guarantees in a bandwidth efficient manner. This was achieved by taking advantage of the broadcast nature and variable message delivery latencies inherent in ad-hoc networks. To illustrate the usefulness of these two primitives, a design for a distributed, fault-tolerant tuple space suitable to implement on MANET is presented in [29] .
A survey of recent research publications on performance and reliability evaluation of networks were carried out and it has been seen that the majority of results of simulation studies of wireless networks published in technical literatures have many pitfalls/issues [30] . These pitfalls and some important issues with some recommendations to increase the reliability of the MANET and also some simulation studies were documented in [30] .
III. SYSTEM MODELLING FOR RELIABILITY EVALUATION OF MANET
Evaluating and quantifying reliability of the MANET is of critical importance in wireless ad hoc networks. Many existing optimization algorithms assume the availability of precise reliability information, which is unrealistic due to the dynamics of ad-hoc networks [31] . Therefore, an effort is made to present a node failure reliability estimation model that accounts for uncertainty, and the failures.
Failure rates are important factors in the insurance, finance, commerce and regulatory industries and fundamental to the design of safe systems in a wide variety of applications. Failure rate is the rate at which an engineered system or component fails, expressed, for example, in failures per hour. In constant hazard model [32] , the hazard rate function does not change with time. The constant hazard model can be expressed in the form z(t) = λ. Where λ is a constant and independent of time. Many engineering components and products, particularly electronic components, exhibit this characteristic. This is the simplest hazard rate model and has been used for many years in the reliability analysis and prediction. Therefore, it has been proposed to use constant hazarded model for reliability analysis and prediction of MANET.
In the view of realistic scenarios, it has been designed a node failure model, which is based on constant hazard model and presented systematically in following steps:
• Design of node failure model using Constant hazard model • Modeling and reliability evaluation of ad-hoc networks by simulation technology.
• Effect of node failure model on reliability of MANET. The node failure model is designed to observe the effect of node failure on the performance and reliability of the network. In this model, the number of iterations is obtained by dividing total time with granularity. For each iteration, the probability is calculated using lamda (1/MTTF) and granularity values has shown below:
It is one of the important parameter to evaluate reliability. The failure rate of a system usually depends on time, with the rate varying over the life cycle of the system. In practice, the mean time to failure (MTTF, 1/λ) is often reported instead of the failure rate. This is valid and useful if the failure rate may be assumed constantoften used for complex electronics units or systems and is a general agreement in some reliability standards. This is used in this case only relate to the flat region of the bathtub curve, also called the "useful life period". The diagram showing the model for node failure and scenario generation using NetSim is shown in the Figure 1 .
The reason for the preferred use for MTTF numbers is that the use of large positive numbers (such as 2000 hours) is more intuitive and easier to remember than very small numbers (such as 0.0005 per hour). The MTTF is an important system parameter in systems where failure rate needs to be managed, in particular for safety systems. The MTTF appears frequently in the engineering design requirements, and governs frequency of required system maintenance and inspections. In special processes called renewal processes, where the time to recover from failure can be neglected and the likelihood of failure remains constant with respect to time, the failure rate is simply the multiplicative inverse of the MTTF (1/λ). 
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In this experiment, nodes are failed using constant hazard model where MTTF is given by (1/lamda) with lamda being the failure rate. Simulation time is divided into intervals using granularity. The number of intervals is obtained by dividing simulation time by granularity. In each interval the probability that a node can fail is given by P (node failure) = 1 -e (-λ х g) where λ is the failure rate and g is the granularity.
In this experiment, simulation time is 100 seconds and Granularity is 10 seconds. MTTF is varied from 10 seconds to 10000 seconds as shown in the graph and the network is simulated. The throughput is obtained for each value of MTTF. This procedure is repeated for all the iterations and result is shown in the Table 1 .
CUSTOMIZING NetSim
Custom code is developed in NetSim (NetSim TM -Network Simulation Software developed by Tetcos, Bangalore, India) using VC++. In this section, Visual Studio 2005 is used to create the dynamic link loader (dll). The primitives of the protocol have been modified as per the requirement and the properties have been set up for the simulation scenarios.
Source code modifications to NetSim
The constant hazard hard model outputs a file which indicates the time at which various nodes fail. Using this as an input to NetSim the following modifications made to the source code to fail nodes. • Using Device Id: Each device has been given a Device ID of the particular device by which these device has been identified.
Failing a Node in
• The fn_NetSim_DSR_Run()is the main function to handle all the protocol functionalities as per the logic the device which is satisfying the below condition gets failured. 
MANET SIMULATION SCENARIOS
Simulation scenarios have been set up and simulation model for reliability analysis of Ad hoc network has been designed. NetSim Standard Version 6 has been used for simulations. The snap shot of simulation scenario is shown in figure 2 .
NetSim is preferred due to following advantages:
• In-built development environment.
• Protocol libraries with open source code.
• Technically reviewed for scientific correctness. Since, routing is one of the important aspects of ad hoc networks towards reliability evaluation; DSR protocol is considered for analysis using NetSim TM . The NetSim is customized for incorporating node failure model with following properties: In this simulation nodes are failed using constant hazard mode where MTTF is given by (1/λ) with λ being the failure rate. Simulation time is divided into intervals using granularity. The number of intervals is obtained by dividing simulation time by granularity. In each interval the probability that a node can fail is given by Where λ is the failure rate and g is the granularity.
Here, simulation time is 100 seconds and Granularity is 10 seconds. MTTF is varied from 10 seconds to 10000 seconds.
The throughput and reliability is obtained for each value of MTTF after simulation. From the throughput with MTTF Characteristic as shown in figure 3 , it is observed that throughput increases with increase in MTTF. As MTTF increases lamda decreases. As a result of this 1 -exp (-lamda х Granularity) increases. Hence, the probability that a node can fail in a particular interval increases. So, failure of node increases as MTTF decreases. Hence throughput decreased as number of failed nodes increased. All the routes to destination from source may not be available due to node failures. Also, packets have to be routed through a other routes not with failed nodes. Due to all these problems, the throughput decreases with increase in number of failed nodes. The approximate equation representing the relationship between throughput and Mean Time to Failure from its characteristic may be shown as: Throughput = 0.0472*ln(MTTF) -0.0151 The number of failed nodes Vs throughput Characteristic is shown in Figure 4 . This shows the gradual decrease in throughput with increase in number of failure nodes.
IV RESULTS AND ANALYSIS
From number of failed nodes Vs reliability characteristic as shown in Figure 5 , it can be observed that reliability is very slowly decrease with the increase in failed nodes till the number of is 17 out of 20. The reliability goes down only when all the nodes are failed.
V. CONCLUSION
In this paper, It has been tried to design and develop a node failure model using Constant hazard model (CHM) to evaluate the reliability of a MANET. The simulation result of node failure model is obtained by using the NetSim and simulated the network using DSR protocol.
It was found that all the routes to destination might not be available due to node failures. Packets have to be routed through a different route when some nodes are failed. Due to these problems, the throughput decreases with increase in number of failed nodes. There was gradual decrease in throughput with increase in number of failure nodes. It was also observed that reliability is very slowly decrease with the increase in failed nodes 
