Abstract. In this paper, we investigate in detail the relationship between entropy and guesswork. The aim of the study is to lay the ground for future efficiency comparison of guessing strategies. After a short discussion of the two measures, and the differences between them, the formal definitions are given. Then, a redefinition of guesswork is made, since the measure is not completely accurate. The change is a minor modification in the last term of the sum expressing guesswork. Finally, two theorems are stated. The first states that the redefined guesswork is equal to the concept of cross entropy, and the second states, as a consequence of the first theorem, that the redefined guesswork is equal to the sum of the entropy and the relative entropy.
Introduction
Computer security is a branch of computer science, where the goal is to protect entities from being unauthorized tampered with. The three most well-known goals in the field are confidentiality, integrity, and availability. Confidentiality is the prevention of unauthorized disclosure of information, integrity is the prevention of unauthorized modification of information, and availability is the prevention of unauthorized withholding of information or resources. Collectively they are known as "CIA".
A key problem with computer security is that it is hard to measure and therefore hard to evaluate. In many situations we have not even agreed on, or defined, generally accepted security attributes [1] , making it impossible to measure security since we do not know what to measure on. Furthermore, when we actually have agreed on definitions for security attributes, like in the common criteria [2] , the measures are often qualitative, i.e., based on experience, and do not carry enough information about its values to allow formal analysis. Hence, quantitative security measures are desirable, making it possible to perform an analytical and more exact description of security.
Two proposed, quantitative confidentiality measure are entropy [3] and guesswork [4, 5] . Entropy is the famous and classical security measure of uncertainty that originally was suggested by Shannon in 1944 . He defined it as the average amount of information of a random variable. Guesswork, on the other hand, gives the minimum expected number of guesses in an optimal brute force attack. The relationship between entropy and guesswork has been under consideration for a while, and a connection has only been found in terms of bounds [4, 5] .
In this paper, the relationship between entropy and guesswork is investigated in detail. After a redefinition of guesswork, since the measure is not completely accurate, the relationship or result is stated in two theorems. The first theorem states that the redefined guesswork is equal to the concept of cross entropy, and the second theorem states, as a consequence of the first theorem, that the redefined guesswork is equal to the sum of the entropy and the relative entropy.
The rest of the paper is organized as follows. In Section 2, guessing strategies for entropy and guesswork is presented. The relationship between entropy and guesswork is investigated in Section 3. Finally, Section 4 concludes the paper.
Entropy, Guesswork, and Guessing
Guessing the correct value of a random variable X, can be seen as a game of two players. Player one chooses a secret value from a given set of possible values, and player two tries to guess the correct value, using a strategy. From the known information about the game, such as the probability distribution of the search space or conditions of the guessing process, a set of strategies or actions, are possible. In the continuation, the probability distribution of the search space is assumed to be known. Furthermore, from the set of strategies we normally want to use an optimal guessing strategy, that minimizes the needed number of questions to find the value of X. This is the focus of game theory [6] , i.e., how to best play the game.
In order to compare the efficiency between different strategies, possibly having different information about the game, measures that give the expected number of guesses to find the correct value are needed. Two such measures are entropy and guesswork. Entropy gives the minimum number of expected questions, when we have the possibility to ask questions of the form Q 1 ="Is X ∈ A?", for any set A of the search space. A variant of this question, that for example is used in the bisection method to find a root of a continuous function in an interval, is "Is X > a?". Guesswork, on the other hand, gives the minimum expected number of questions when we have the possibility to ask questions of the form Q 2 ="Is X = x i ?".
For guesswork, the optimality (minimum number of questions) comes from the fact that we can arrange the probabilities of the values x i in non-increasing probability order, and then start testing them. For entropy, the optimality comes from the fact that entropy gives the minimum average code length for compression [7] , and that a sequence of yes or no questions is equivalent to a binary code. A way to construct such a set of optimal questions is to use the Huffman algorithm [7] . In the following, we use guesswork and entropy for both the name of the measure and the optimal strategy that is connected to the measure.
The difference between guesswork and entropy resides in the information of the two questions, Q 1 and Q 2 . For Q 1 we are allowed to group several values into a set of values, and test if the correct value is in that set. For Q 2 we are only allowed to test one value at a time. Hence, Q 1 uses the divide and conquer strategy, binary search, and Q 2 uses the one at a time strategy, linear search. Furthermore, Q 2 is actually a special case of Q 1 , since Q 2 can be rewritten as "Is X ∈ A = {x i }?" for any set A of the search space. This indicates that entropy is always smaller than (or equal to) guesswork, something that will be obvious in the next section.
When searching for the correct value, the chosen strategy gives rise to a search tree. This is illustrated in Fig. 1 when we have the search space χ = {x 1 , x 2 , x 3 , x 4 } with the probabilities p(x 1 ) = 0.4, p(x 2 ) = 0.2, p(x 3 ) = 0.2, and p(x 4 ) = 0.2. The search tree for entropy (using Huffman) is shown in a), with codes x 1 = 11, x 2 = 10, x 1 = 01, and x 4 = 00, and for guesswork in b), with codes x 1 = 1, x 2 = 01, x 1 = 001, and x 4 = 000. To make things more clear, the first question for entropy is "Is X ∈ A = {x 1 , x 2 }?" , and the first question for guesswork is "Is X = x 1 ?". This is the same, in both cases, as to ask "Is the first bit set to one?". This procedure continues with the second bit, and so on, until the correct value is found. In Fig. 1 , we also see how entropy and guesswork balances the search tree. Entropy balances the tree by dividing the remaining probabilities as equal as possible between the branches, while guesswork creates the tree totally unbalanced. This is similar to the behaviours of binary and linear search. 
The Relationship between Entropy and Guesswork
In this section, background information as well as formal definitions of information entropy, relative entropy, cross entropy and guesswork is given. Then, a minor modification in the definition of guesswork is made, since the measure is not completely accurate. Finally, two theorems are stated. The first theorem states that the redefined guesswork is equal to the concept of cross entropy, and the second theorem states, as a consequence of the first theorem, that the redefined guesswork is equal to the sum of the entropy and the relative entropy.
Background
In [4] , Massey showed that a trivial upper bound for guesswork in terms of entropy does not exist. He showed this, by using an infinite probability distribution where guesswork becomes arbitrary large, while at the same time entropy tends to zero. Pliam in his PhD thesis [5] , argued that due to this entropy may not be a good measure of guessability for brute force attacks. Instead, he proposed the use of guesswork, or a measure based on variational distance, as new possible measures of guessability.
As Massey in [4] , the authors in [8] presented a slightly different example to show the same. Let the probability distribution be, p 1 = 1 − b/n and p 2 = . . . = p n = b/(n 2 − n). Then W (p) = 1 + b/2, constantly, and H(p) → 0, when n → ∞. Hence, again we have a distribution where guesswork can become arbitrary large, while the entropy tends to zero.
Even though guesswork does not have an upper bound in terms of entropy, Massey [4] showed that guesswork, however, has a lower bound in terms of entropy
when H(p) ≥ 2. This result were derived by using standard calculus of variation to find that a geometric probability distribution maximizes the entropy for a constant value of the guesswork.
Formal Definitions
In this subsection the formal definitions of information entropy, relative entropy, cross entropy and guesswork is given.
Information Entropy. Information or Shannon's entropy [3] , often simply referred to as entropy, is the classical measure of uncertainty that was originally suggested by Shannon in 1944. He defined it as the average amount of information from a discrete random variable.
Definition 1.
The entropy H(p) of a probability distribution p = (p 1 , . . . , p n ) is defined as
It is assumed that the higher the entropy of a random variable is, the harder it is on the average to guess its value. This is an assumption that has shown to be inconsistent with guesswork [4, 5] . The maximum value of the entropy, with no boundary conditions, is obtained for the uniform probability distribution u, and H(u) = log 2 (n), [7] 1 . In computer science and information theory the base of the logarithm is taken to be two, measured in bits, and in mathematics and physics the base is taken to be e, measured in nats.
Relative Entropy. The relative entropy [7] , or Kullback Leibler distance, measures the distance between two probability distributions. It can be interpreted as a measure of inefficiency, since it gives the extra number of bits if a code of an arbitrary distribution is used than the "true" distribution.
Definition 2.
The relative entropy D(p||q) between two probability distributions p = (p 1 , . . . , p n ) and q = (q 1 , . . . , q n ) is defined as
The relative entropy is always non-negative and zero iff p = q. Note that the relative entropy is not a true distance, since it is not symmetric and does not satisfy the triangular inequality.
Cross Entropy. From information theory, we also have the concept of cross entropy [9] between two probability distributions.
Definition 3.
The cross entropy H(p, q) for two probability distributions p = (p 1 , . . . , p n ) and q = (q 1 , . . . , q n ) is defined as
Cross entropy can be seen as a generalization of entropy to other distribution, and if p = q cross entropy is equal to entropy.
Guesswork. Guesswork [4, 5] is a measure that gives the minimum expected number of guesses to find the value of X, when we are only allowed to test one value at a time. This is equal to an optimal brute force. In an optimal brute force attack the attacker has complete knowledge of the probability distribution of X, and can, thus, arrange and start testing the values of X in a non-increasing probability order, according to
The crack package [10] for UNIX passwords orders the potential passwords in a similar way.
Definition 4.
Guesswork W (p) for a probability distribution p = (p 1 , . . . , p n ), arranged according to (5) , is defined as
The higher the guesswork of a random variable is, the harder it is on the average to guess its value. The maximum value, with no boundary conditions, is obtained for the uniform probability distribution u, and W (u) = 
Redefinition of Guesswork
From equation (6) in definition 4, guesswork, the last term in the sum is weighted with n. This is, however, not completely accurate, since the last guess in the guessing process discriminate the last two values of the random variable. That is, if the answer to the last question is "yes" then the correct value is x n−1 , and the search finishes. If instead the answer is "no", the correct value is x n , and the search finishes. For example, if we have p(A) = 0.5 and p(B) = p(C) = 0.25, then W (p) = 1.75. However, as illustrated in Fig. 2 , on average it is enough to make 1.5 guesses. In half of the times, it will be sufficient to use one guess to find the correct value, and in the other half it will be sufficient to use two guesses. This is why we redefine guesswork, with the last term in the sum weighted with n − 1, grouping the last two probabilities together.
Definition 5. Let the probability distribution p be arranged according to (5). Then guesswork W (p) is defined as
where
By using the same arguments as in [5] , the maximum value of the redefined guesswork is obtained for the uniform distribution u, and its value is W (u) = n+1 2 − 1 n . Note that, when n → ∞, the maximum value of the redefined guesswork and the guesswork is equal. More generalized, when n → ∞, redefined guesswork is equal to guesswork, since then r i = i.
In Fig. 3 , we have for the same probability distribution as in section 3.1, 
Redefined Guesswork and Cross Entropy
In this section, we show that the redefined guesswork is indeed a special case of cross entropy.
Theorem 1. The redefined guesswork W (p) is equal to cross entropy H(p, r),
where r = (2 −r1 , . . . , 2 −rn ), i.e.,
Proof. First note that r = (2 −r1 , . . . , 2 −rn ) is a probability distribution since
By using equations (7) and (10), we get
where the last step is according to definition 3.
Redefined Guesswork and Entropy
Now, we are in a position to state the theorem connecting the redefined guesswork, entropy, and relative entropy. 
Proof. By standard calculus cross entropy is equal to the sum of entropy and relative entropy.
Hence,
according to equation (13) and Theorem 1. Theorem 2, is actually a special case of a theorem showing that entropy gives the minimum expected length of codes. That is, H(p) ≤ L(p) = i p i l i , where l i is the length of the code word with probability p i . In the theorem, W (p) is changed to L(p), since guesswork can be seen as a special case of expected code length, with l i = r i . If instead guesswork would have been used, l i = i, we would have get
where q =
Note that when, n → ∞, equation (15) and (12) is equal. InFig. 4, we have plotted the redefined guesswork, entropy, and relative entropy for the probability distribution p 1 = 1−b/n and p 2 = . . . = p n = b/(n 2 −n), when b = 4. In the figure, by observation, superposition of H(p) and D(p ||r) becomes W (p).
Conclusion and Future Work
We have in this paper investigated in detail the relationship between the two probabilistic confidentiality measures entropy and guesswork. After a redefinition of guesswork, since the originally proposed measure is not completely accurate, we formally proved that the redefined guesswork is equal to the sum of the entropy and the relative entropy. We hope that result of the paper is a further step towards a better understanding of the similarities and differences between these measures. The goal of our future work is to compare the efficiency between the different guessing strategies, entropy and guesswork. Another goal is to identify under which circumstances the different confidentiality measures should be used. We believe that the choice of measure is dependent on the considered attack model, since the amount of information an attacker has will affect the number of guesses. Furthermore, we hope to derive a formula for the rate of the guesswork, that is connected to the rate of the entropy, and hence continue to examine the confidentiality levels for selectively encrypted messages [11] .
