Introduction
Regression models for categorical outcomes should be evaluated for fit and adherence to model assumptions. There are two main elements of such an assessment: discrimination and calibration. Discrimination measures the ability of the model to correctly classify observations into outcome categories. Calibration measures how well the modelestimated probabilities agree with the observed outcomes, and it is typically evaluated via a goodness-of-fit test.
The (binary) logistic regression model describes the relationship between a binary outcome variable and one or more predictor variables. Several goodness-of-fit tests have been proposed (Hosmer and Lemeshow 2000, chap. 5) , including the HosmerLemeshow test (Hosmer and Lemeshow 1980) , which is available in Stata through the postestimation command estat gof. The multinomial (or polytomous) logistic regression model is a generalization of the binary model when the outcome variable is categorical with more than two nominal (unordered) values. In Stata, a multinomial logistic regression model can be fit using the estimation command mlogit, but there is currently no goodness-of-fit test available. In this article, we will describe a Stata implementation of the multinomial goodnessof-fit test proposed by Fagerland, Hosmer, and Bofin (2008) . Available through the command mlogitgof, this test can be used after both logistic regression (logistic) and multinomial logistic regression (mlogit). If used after logistic, it produces results identical to the Hosmer-Lemeshow test obtained from estat gof.
The goodness-of-fit test
Let Y denote an outcome variable with c unordered categories, coded (0, . . . , c − 1). Assume that the outcome Y = 0 is the reference (or baseline) outcome. Let x be a vector of p independent predictor variables, x = (x 1 , x 2 , . . . , x p ). For details of the multinomial logistic regression model, we refer the reader to Hosmer and Lemeshow (2000, chap. 8) and to the Stata manual entry [R] mlogit.
Suppose that we have a sample of n independent observations, (
Recode y i into binary indicator variables y ij , such that y ij = 1 when y i = j and y ij = 0 otherwise (i = 1, . . . , n and j = 0, . . . , c − 1). After fitting the model, let π ij denote the estimated probabilities for each observation (i = 1, . . . , n) for each possible outcome
The test is based on a strategy of sorting the observations according to 1 − π i0 , the complement of the estimated probability of the reference outcome. We then form g groups, each containing approximately n/g observations. For each group, we calculate the sums of the observed and estimated frequencies for each outcome category, 
The multinomial goodness-of-fit test statistic is the Pearson's chi-squared statistic from the table of observed and estimated frequencies:
Under the null hypothesis that the fitted model is the correct model and the sample is sufficiently large, Fagerland, Hosmer, and Bofin (2008) showed that the distribution of C g is chi-squared and has (g−2) × (c−1) degrees of freedom.
The mlogitgof command
The mlogitgof command is a postestimation command that can be used after multinomial logistic regression (mlogit) or binary logistic regression (logistic). The syntax, options, and output of the command are similar to those of the postestimation command estat gof.
Syntax
mlogitgof if in , group(#) all outsample table
Options
group(#) specifies the number of quantiles to be used to group the observations. The default is group(10).
all requests that the goodness-of-fit test be computed for all observations in the data, ignoring any if or in qualifiers specified with mlogit or logistic.
outsample adjusts the degrees of freedom for the goodness-of-fit test for samples outside the estimation sample. 
Saved results
mlogitgof saves the following in r():
Scalars r(N) number of observations r(g) number of groups r(chi2) χ 2 r(df) degrees of freedom r(P) probability greater than χ 2
Examples
. use http://www.stata-press.com/data/r12/sysdsn1 (Health insurance data) . mlogit insure age nonwhite (output omitted )
. mlogitgof, When used after logistic, mlogitgof produces results identical to the estat gof command:
. use http://www.stata-press.com/data/r12/lbw (Hosmer & Lemeshow data) . logistic low age lwt i.race smoke ptl ht ui (output omitted )
. estat gof, group(10) 
Discussion
The mlogitgof command is designed to work similarly to the estat gof command. The main difference is that when estat gof is executed without the group() option, the ungrouped Pearson's chi-squared test is performed, whereas mlogitgof defaults to using g = 10 groups when executed without the group() option. The ungrouped test was not implemented in mlogitgof because it was found to be unsuitable for use in the simulation study by Fagerland, Hosmer, and Bofin (2008) . In other aspects, the two commands produce identical results when applied after logistic.
As shown in section 2, the goodness-of-fit test is based on a comparison of observed and estimated frequencies in groups of observations defined by the estimated probability of the reference outcome. Different choices for reference outcome could produce different results. The sensitivity of the test to the choice of reference outcome is generally small (Fagerland, Hosmer, and Bofin 2008) , but large differences may occur in specific datasets. When in doubt, perform the test for two or more choices for the reference outcome. It might also help to avoid using outcomes with few observations as reference outcome.
Goodness-of-fit tests target model misspecification and may detect a poorly fitting model. Alone, however, they cannot completely assess model fit. Goodness-of-fit tests should be considered as just one of several tools for assessing goodness of fit. Specifically, we cannot conclude that a model fits on the basis of a nonsignificant result from one
