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Abstract. The magnetoresistance of a quasi-ballistic Aharonov–Bohm (AB)
ring defined in the two-dimensional electron gas (2DEG) of an InP/In0.8Ga0.2As
quantum well is studied. The ring is connected to an Al contact on one side and
to a 2DEG reservoir at the other side. Two distinct magnetic field regimes can
be identified. At magnetic field values where time-reversal symmetry (TRS) is
broken, AB oscillations are observed. Besides oscillations with h/e periodicity,
we also observe higher harmonics with h/2e and h/3e periods. In the low-
magnetic field range, where TRS is preserved, the AB oscillations are alternately
dominated by the h/e or h/2e component, depending on the bias voltage.
Although Al is superconducting at these low magnetic fields, no evidence is
found that the observed AB oscillations are related to the proximity of the
superconductor. The bias voltage dependence is qualitatively described in terms
of a 1D scattering model.
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1. Introduction
Low-temperature electrical transport characteristics of conductors that are large on the atomic
scale, but small compared to the phase coherence length, lφ , show surprising deviations
from classical behaviour. These deviations result from the quantum mechanical nature of
electrons, in particular their wave character. At low temperature, lφ can be of the order of
several microns. With today’s fabrication technology, it is possible to make structures with
typical dimensions well below lφ, allowing for quantum transport experiments. One of the
most intriguing manifestations of the quantum mechanical wave character of electrons is the
Aharonov–Bohm (AB) effect.
In their seminal 1959 paper ‘Significance of Electromagnetic Potentials in the Quantum
Theory’, Aharonov and Bohm predicted that if a quantum mechanical wave, such as an electron
wave, is split into two partial waves enclosing a region of magnetic field, there will be a
field-dependent phase shift between the two waves [1]. Hence, if they later recombine, the
interference between them depends on the amount of enclosed magnetic flux. More precisely
speaking, it is not the magnetic field, B, that is crucial, but the magnetic vector potential, A. The
effect also occurs when the particle wave travels in a region of zero magnetic field, as long as its
path encloses a magnetic flux. Similarly, an electrostatic potential, V , contributes to the phase
even in the absence of an electric field, E. Note that the AB effect arises from single electrons
interfering with themselves. The AB effect can be measured in electron transport through a
mesoscopic metallic or semiconducting ring (see figure 1(a)). The single-electron interference
processes do not average out in a mesoscopic device, and give rise to conductance oscillations
of order e2/h [2]. The phase, φ, accumulated by the electron wave, is given by
φ = 2pi
h
∫
(mv+ |e|A) ·ds= 2pi |e|
h
∫ (∫
∇V dt +A
)
·ds
= 2pi |e|
h
[∫
V dt +
∫
A ·ds
]
, (1)
where V is related to E by E=−∇V , B=∇ ×A, and m and v are the electron mass and
velocity, respectively. The phase difference between the trajectories through the two arms of the
New Journal of Physics 10 (2008) 073031 (http://www.njp.org/)
3Figure 1. (a) Schematic picture of an AB ring. A single-electron wave splits and
recombines, enclosing a magnetic flux. The accumulated phase along the upper
(lower) arm, φ1 (φ2), is affected by the electrostatic potential, V , and the vector
potential, A. (b) Yakir Aharonov (1932), picture University of South Carolina.
(c) David Joseph Bohm (1917–1992), picture MUC.DE-Verein München.
ring is (see figure 1(a))
1φ = φ1−φ2 = 2pi |e|
h
[∫ t0
0
1V dt +
∮
A ·dl
]
= 2pi |e|
h
1V t0 + 2pi
|e|
h
BS, (2)
where 1V is the difference in electrostatic potential between the upper and lower arms, t0
the time between splitting and recombination of the electron wave, and S the enclosed area
of the ring. A magnetic flux 8 threading the loop leads to an oscillating contribution to the
conductance with period 80 = h/e: the magnetic AB effect. The first experimental observation
of this magnetic AB effect in a single diffusive metal ring was made by Webb et al in 1985 [3].
Later it was also observed in semiconductor rings [4]. The AB effect proves that electron waves
can preserve their phase coherence in these mesoscopic rings. For a review of the AB effect in
metal systems, we refer to [5, 6].
In semiconductors, the electron density is much smaller than in metals, which results in a
smaller background conductance and therefore relatively large AB oscillations. Moreover, the
possibility of gating semiconductor devices allows the AB effect to be studied as a function
of the number of electron wave modes in the ring. By reducing the number of modes, a
relative amplitude up to 20% was observed [7, 8]. Semiconducting AB rings also allow for
the incorporation of quantum dots (QDs) [9, 10] in their arms. In this way, (partial) quantum
coherence of electron transport through QDs has been demonstrated, and the phase change could
be measured [11]–[13]. Also a ‘which-path’ detector was realized using a QD in the AB ring,
and a quantum point contact (QPC) as charge detector [14]. Most studies focused on relatively
high magnetic fields. Lindelof and co-workers [15, 16] specifically addressed the low-magnetic
field regime in GaAs/GaAlAs. This is also the regime we mainly focus on in this paper.
In the case of the electrostatic AB effect, as originally suggested, the electron phase is
affected by an electrostatic potential, although the electrons do not need to experience an
electric field [1]. The required geometry is difficult to realize, and so far only geometries where
an electric field changes the interference pattern have been investigated [17]–[19]. In [20], a
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4Figure 2. SEMmicrographs of the sample. The AB ring, etched out of the 2DEG,
is clearly visible. The bright white structures are Ti/Au gate electrodes, and the
dark grey bar at the upper side of the ring is an Al strip.
ring geometry interrupted by tunnel barriers was suggested, where a bias voltage leads to an
electrostatically controlled AB effect with predictions very similar to the original proposal.
This effect was observed in a disordered metal ring with two tunnel junctions [21], and later
in a semiconductor ring with gate-induced barriers [22]. In the rest of this paper, when referring
to the AB effect, the magnetic AB effect is meant.
Here, we report on electron transport through a quasi-ballistic two-dimensional electron
gas (2DEG) ring coupled to two reservoirs, R1 and R2, one normal (N) whereas the other is
studied in both the superconducting (S) and normal regime. The influence of a superconductor
on the transport properties of a diffusive normal ring was theoretically studied by Stoof and
Nazarov [23]. In our experiments, however, we do not find any evidence of such an influence.
Interestingly, we find that the (relative) amplitude and phase of the h/e and h/2e components
of the AB oscillations near zero magnetic field are very sensitive to the applied bias voltage. In
section 4, we present a model that qualitatively reproduces our measurement results.
2. Device
SEM micrographs of the sample are presented in figure 2. The octangular ring has a
circumference (L) of ∼10µm and encloses an area (S) of ∼ 7.0µm2 (measured along the
middle of the arms). The magnetic field that corresponds to one enclosed flux quantum h/e
is 1B = heS = 0.54mT. The arms are nominally 0.27µm wide5, giving rise to an aspect ratio,
i.e. the ratio between S and the area of the arms of the ring, of 2.7. Consequently, a magnetic
field of approximately 2.71B = 1.6mT breaks time-reversal symmetry (TRS) (ignoring the
flux cancellation effect [24]). The ring is connected at one side to a large region of the 2DEG,
whereas on the other side it is connected to a 1µm wide and 80 nm thick Al strip. Bulk Al has
a superconducting energy gap of 0.18meV and a critical temperature of 1.2K.
The InP/In0.8Ga0.2As heterostructure is grown using chemical beam epitaxy (CBE) [25],
a growth technique combining aspects of molecular beam epitaxy (MBE) and metal organic
vapour phase epitaxy (MOVPE, see e.g. [26]). MBE uses pure elements evaporated in a high
vacuum environment, where the probability of collisions between incoming molecules in the
5 The effective width of the arms is expected to be smaller due to charge depletion regions at the side walls.
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5growth chamber is negligible. MOVPE uses gaseous source materials, alkyls for group-III
elements and hydrides for group-V elements, which—mixed with a carrier gas—are led into
a reactor to decompose onto a heated substrate. CBE is a molecular beam technique using gas
sources for both group-III and group-V elements. It has a more flexible phosphorus source than
MBE, and the growth temperatures are much lower than for MOVPE.
Compared to AlGaAs/GaAs-based 2DEGs, 2DEGs in InGaAs have a low effective
mass, high conductivity at room temperature, long phase coherence length and small surface
depletion zone [27]. These differences scale with the In content. InGaAs 2DEGs are therefore
very interesting for optoelectronics, ultrafast transistors [28], superconductor/semiconductor
devices and quantum interference devices [29]. Engels et al were the first to demonstrate
quantized conductance in a strained In0.77Ga0.23As/InP 2DEG, demonstrating quasi-ballistic
transport [27]. The transport properties of a Nb-InGaAs/InP-Nb superconductor-2DEG-
superconductor structures were studied by Schäpers et al [30]. In the context of
spintronics, there has been great interest in (tuning) the Rashba spin–orbit effect in
InAlAs/InGaAs/InAlAs [31] and InGaAs/InP [32] structures. The Rashba spin–orbit coupling
is most pronounced in low band gap materials, such as InGaAs.
Our quantum-well structure consists of a semi-insulating InP:Fe (100) substrate with on
top a 300 nm InP buffer, a 10 nm strained In0.8Ga0.2As channel, a 10 nm InP spacer layer,
a Si delta-doped layer, a 50 nm Be-doped InP cap layer and a 5 nm In0.53Ga0.47As lattice-
matched etch mask layer. The Be-doping is expected to enhance the barrier height at a metal-InP
interface [33]. The electron density ns, mobility µ and elastic mean free path le of the 2DEG are
1.3× 1016m−2, 10m2V−1 s−1 and 2µm, respectively. The Fermi velocity vF = 7× 105ms−1 is
based on an effective electron mass of 0.05. The corresponding Fermi wavelength λF is∼20 nm.
This shows that the arms of the ring accommodate only a few transport channels.
Selective wet etching is used for defining the ring shape into the 2DEG [34, 35]. After
definition of the ring, an Al-In0.8Ga0.2As contact is made to one side of the ring. A brief in situAr
etch prior to metal evaporation is used to remove oxides and resist residues. The white structures
in figure 2 are Ti/Au gates. They cover the leads connecting the ring to the superconducting and
normal reservoirs, and are intended to vary the coupling of the ring to the reservoirs. A 40 nm
thick SiO2 layer was deposited prior to evaporating the gate metal to minimize leakage currents.
Despite the presence of the SiO2, the Be doping, and the accurate alignment of the gates, no
successful operation of the gates was achieved. This may be due to interruptions of the gate
electrodes at the vertical 60 nm high steps of the etching profile along the [01¯1]-direction or the
poor gating properties of the metal/SiO/InP system [35].
3. Measurements
Unless otherwise indicated, the differential resistance dV/dI of the ring is determined by
injecting an ac bias current of amplitude 0.05 nA from the upper to the lower 2DEG reservoir
while the in-phase component of the voltage is measured between a second contact to the lower
reservoir and the Al lead. The upper 2DEG reservoir is connected to the Al lead by a 5µm
long and 270 nm wide wire. The large separation between the contacts effectively results in a
two-terminal configuration which is confirmed by the fact that the same results are obtained
when the voltage and current leads are exchanged. All measurement leads are strongly filtered
and the characteristics are obtained at the base temperature (10mK) of a dilution refrigerator,
unless indicated otherwise.
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6Figure 3. Differential MR, showing clear SdH oscillations and indication for
electron focusing.
Figure 4. Fourier transform of a 80mT long MR trace. Bars over the h/e
and h/2e peaks indicate flux periods corresponding to the inside and outside
diameters of the ring. Inset: AB magnetoconductance oscillations.
3.1. Broken-TRS regime
First, we concentrate on the magnetic field regime |B|> 10mT, where the Al strip is in its
normal state and TRS is broken (due to the presence of several flux quanta in the arms of the
ring). The magnetoresistance (MR) (see figure 3) shows distinct steps at |B| ≈ 0, 0.13 and 0.8 T,
as well as Shubnikov–de Haas (SdH) oscillations superimposed on a rising Hall resistance above
1 T. The sharp feature at B ≈ 0 T is a result of the normal–superconducting transition of the
Al, and will be discussed in section 3.2. The other structures are due to the commensurability
of the cyclotron orbit with the specific sample features: at B = 0.13, the cyclotron radius is
1.5µm and corresponds to the AB ring radius; at 0.8 T, the cyclotron radius is 240 nm, roughly
corresponding to the arm width of the ring (where we ascribe the small discrepancy to side wall
depletion). In the latter case, electrons originating from the reservoirs are focused into one of the
arms of the ring at the T-junctions. This indicates specular boundary scattering, and therefore
quasi-ballistic transport in the ring (W < le < L). For comparison, a large 2DEG region was
also measured (not shown). The distinct (focusing) features are absent here.
A typical dI/dV (B) measurement is shown in the inset of figure 4. AB oscillations and
a slow modulation of the background conductance due to universal conductance fluctuations
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7Figure 5. AB MR oscillations for different temperatures without offsets. From
top to bottom T = 100, 200, . . . , and 900mK.
(UCF) are observed [24]. From the UCF in the field range 50mT< B < 1.2 T the characteristic
correlation field 1Bc = 9mT is derived. At this field scale, the autocorrelation function of the
magnetoconductance is halved. For diffusive transport, this would be the typical field increment
to add an extra flux quantum through the arms of the ring. However, the large mean free path
and specular boundary scattering in the ring give rise to the flux cancellation effect [24], which
results in an increased value of 1Bc. At low temperature and small bias voltage, the amplitude
of the AB oscillations is of the order 0.1 e2/h, in reasonable agreement with the theory. The
relative amplitude, however, is only a few percent of the background resistance which is small
as compared with the results obtained by other groups on similar systems. We believe that this
disparity is the result of series resistances resulting from a relatively weak coupling between the
reservoirs and the ring and an interface barrier at the 2DEG–Al contact.
The Fourier transform of an 80mT long trace (containing approximately 130 h/e
oscillations) is presented in figure 4. Clear h/e, h/2e and h/3e components, corresponding
to 1/B = 1.7, 3.6 and 5.2mT−1 are observed. Since TRS is broken in this field regime, the h/2e
component is ascribed to the second AB harmonic, and not to the Altshuler–Aronov–Spivak
(AAS) weak localization contribution [36]. Typical path lengths l for trajectories generating
the three oscillatory components are l = L , 2L and 3L . The relative amplitude of the three
components in the Fourier spectrum decays exponentially: exp (−l/ lφ). From this a value of
lφ ≈ 8µm is obtained. Note that this is significantly longer than le, i.e. the system is in the
transition between the quantum ballistic and diffusive regime.
The background resistance (including UCF) and the amplitude of the AB oscillations
decrease with temperature T and bias voltage. Figure 5 shows the temperature dependence
of the differential resistance. The temperature dependence of the h/e and h/2e components and
the cross-correlation function of the curves in figure 5 is well described by an exponential decay:
exp (−αT ), with α = 1.7, 3.2 and 2.5K−1, respectively.
For diffusive metal rings, a power-law temperature dependence is expected (T−1/2) once
the thermal energy, kBT , is larger than the Thouless energy, Ec: kBT > Ec. Here, Ec = h¯/τdwell,
with τdwell the typical time spent in the system (τdwell ≈ L/vF for a ballistic system). This is due
to the averaging over approximately kBT/Ec uncorrelated energy levels [5].
As the dc bias voltage is increased, the cross-correlation of the dV/dI (B) curves
decreases exponentially: exp (−βVdc), with β = 0.037µV−1. The typical energy scales
associated with a 1/e reduction of the temperature and voltage cross-correlation functions are
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8Figure 6. Differential resistance versus magnetic field. The arrows indicate the
magnetic field sweep direction. The curves overlap around zero field. The curve
for the downward sweep is therefore moved up by an offset of 2 k for clarity.
0.3K · kB ≈ 26 and 27µeV, respectively. These values are in reasonable agreement with the
estimated (ballistic) Thouless energy: Ec ≈ h¯vF/L = 45µeV. An explanation for the observed
exponential behaviour is still lacking at the moment. It is important to note that the phase of the
AB oscillations is not affected by the bias voltage in this regime.
3.2. TRS regime
In the low-field regime, where TRS is preserved, the dV/dI (B) curves are hysteretic and show
a resistance plateau near zero magnetic field, as shown in figure 6. The resistance increase is
due to a barrier at the 2DEG–Al interface, which results in increased normal scattering when
the Al becomes superconducting [37]. Flux trapping near the interface region is believed to
be the origin of the step-like features and the hysteresis. The wet etching process results in a
corrugation of the substrate near the interface which is of the same order as the thickness of
the Al film. This can result in ‘weak’ spots in the Al where magnetic flux can enter long before
Hc2 of the bulk of the film is reached (Hc2  Hc ≈ 10mT). The large phase gradients and large
supercurrents near the trapped flux strongly influence the reflection properties of the 2DEG–Al
interface.
In the region |B|< 1.5 mT clear MR oscillations are observed, which are the focus of this
section. The oscillatory pattern is not completely stable: random and abrupt fluctuations of the
AB oscillations on time scales of approximately tens of hours are observed. These fluctuations
are attributed to slow relaxation processes of impurities. To increase the reproducibility of the
oscillations, care is taken to stay on the resistance plateau during magnetic field sweeps.
Figure 7 shows a series of MR measurements obtained for different dc bias voltages. The
background resistance is strongly dependent on the bias voltage: it is halved for Vdc = 9µV,
while at Vdc ≈ 0.1mV≈1/e the plateau is completely suppressed. The clearly non-sinusoidal
shape of the traces indicates the presence of higher harmonics of the fundamental h/e period.
Starting with a predominantly h/e component at Vdc = 0µV, the voltage increase results
in a decrease of the oscillation amplitude and in a more dominant h/2e component. At still
larger Vdc, again predominantly h/e oscillations are observed. The magnitude of the h/e and
h/2e components in the Fourier transform reflects this behaviour, see figure 8. At Vdc = 4µV,
the h/2e peak is dominant, whereas for all other voltages h/e dominates. To separate the h/e
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9Figure 7. Set of dV/dI (B) measurements for different dc bias voltages, from
top to bottom: Vdc = 0, 2, 3, . . . and 9µV, respectively. The ac bias current is
0.05 nA. The curves are not offset.
and h/2e contributions, only the frequency regions around these peaks in the Fourier transform
are used for an inverse Fourier transformation (middle and bottom panels in figure 8). The
h/e oscillation not only has a small amplitude around Vdc = 4µV, but its phase also flips by
pi : the h/e oscillation changes from a maximum at zero magnetic field to a minimum as a
function of Vdc. In a two-terminal measurement setup, current conservation and TRS require
that R(B)= R(−B), which restricts the phase of the AB-oscillations at B = 0 to either 0 or
pi [38]. (A direct measurement of the transmission phase of any system is not possible via a
two-terminal interference experiment [39].) A similar phase flip between Vdc = 0 and 2µV is
evident in the inverse transform of the h/2e peak. For the highest three bias voltages, the h/2e
component is very weak. It is therefore hard to perform an inverse Fourier transform. Note that
the reconstructed h/2e oscillations are not symmetric around B = 0 for these bias voltages,
which we ascribe to this problem.
A second set of measurements is presented in figure 9. In this set, the oscillations start
with a predominant h/2e component at 0 dc bias voltage. Increments of Vdc at first lead to
more strongly pronounced h/e oscillations with a subsequent return to h/2e oscillations as Vdc
is further increased, as can also be seen in the Fourier transform of the traces, see figure 10.
Note that even a clear h/3e peak is present. In this case, no phase flip of the h/e component is
observed in the inverse Fourier transforms, while the h/2e component flips phase once when
the amplitude of the h/e oscillations reaches its maximum. The asymmetry of low-amplitude
h/e curves around zero field here is also ascribed to the inadequateness of our procedure for
such small Fourier components.
The two sets of measurements presented above, are representatives for six independently
obtained series. In each case, the oscillations are either dominated by the h/e or h/2e component
at Vdc = 0µV, and the (relative) amplitude and phase of the components are influenced by the
dc bias voltage. The amplitude of both the h/e and h/2e oscillations is modulated by the bias
voltage. A phase flip is observed for both components when their respective amplitudes go
through a minimum. The voltage modulation of the h/2e component is thereby roughly twice
as fast as the modulation of the h/e component.
The behaviour of the AB oscillations in this small-field regime with TRS is strikingly
different from the large-field regime. At large fields, the oscillations are always dominated
by the h/e component and no phase flips are observed as a function of Vdc. This remarkably
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(a)
(b)
Figure 8. (a) Fourier transforms of the traces presented in figure 7 (before the
Fourier transforms are taken the low frequency components of the signal are
removed by subtracting a ninth-order polynomial fit). (b) The inverse Fourier
transform of the h/e and h/2e components in the frequency domain. Curves
are offset along the dV/dI axis for clarity. From the top to the bottom trace
Vdc = 0, 2, 3, . . . and 9µV, respectively.
different behaviour might at first sight be ascribed to the influence of the Al contact, which
is superconducting in this regime. However, dominant h/2e oscillations have also been
observed in the region next to the low-field resistance plateau (not shown), which suggests
that TRS is required for this effect, and not the superconductivity of the Al. Secondly, apart
from the resistance plateau at small bias voltage and magnetic field that is characteristic
New Journal of Physics 10 (2008) 073031 (http://www.njp.org/)
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Figure 9. Set of dV/dI (B) measurements for different dc bias voltages, from
top to bottom: Vdc = 0, 1, 1.9, 2.6, 3.3, 3.8, 4.2, 4.6, 5.0, 5.4, 5.7, 6.2 and 7.2µV,
respectively. The curves are not offset.
for superconductor–tunnel–barrier–normal–conductor interfaces, no other influences of the
superconductor were observed. More specifically, no reflectionless tunnelling, no re-entrant
behaviour of the resistance as a function of bias voltage, or ‘giant’ AB oscillations with an
amplitude of the order e2/h times the number of channels with an h/2e periodicity are observed.
We therefore believe that the physics can be caught in a fully normal-conducting picture. In the
next section, a possible explanation of the observed effects is given in terms of a model for a
normal, single-channel ring.
4. Conductance model of a single-channel ring
Following Büttiker et al [40], we model the sample as a single-channel ring, as depicted in
figure 11. At the entrance (and exit) of the ring, the three outgoing waves with amplitudes α′1(2),
β ′1(2) and γ
′
1(2) are related by the scattering matrices S (represented by the black triangles in
figure 11) to the three incoming waves α1(2), β1(2) and γ1(2) [41]. The S matrices are chosen to
be real and symmetric and are parameterized by the coupling parameter , 06  6 0.5:
S =
 − (a + b) √ √√ a b√
 b a
 , (3)
with a = (√1− 2− 1) /2 and b = (√1− 2 + 1) /2. Maximum coupling is achieved when
 = 0.5, in which case no reflection of the incident wave α1 occurs, whereas  = 0 results in
complete reflection of the incident wave. At the black squares in figure 11, no reflection takes
place, but the phase of the wave function is shifted by η1,2 (i.e. there is no scattering within
the arms), where η1,2 represent the dynamic phases, acquired in the upper and lower arms,
respectively. 8 is the magnetic flux applied through the ring. In this model, the transmission
probability T of the ring is given by
T = 1− R = 1−
∣∣∣∣∣ 2− cos 2ϕ− 2+ cos 2ϑ + 4
√
1− 2 cos 2η
2− cos 2ϕ + 2+ cos 2ϑ − 2e2iη (1− 2)− 2e−2iη
∣∣∣∣∣
2
(4)
with R the reflection probability, − = 1−
√
1− 2, + = 1 +
√
1− 2, ϑ = pi 8
80
, η =
(η1 + η2) /2 and ϕ = (η1− η2) /2.
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(a)
(b)
Figure 10. (a) Fourier transforms of the traces presented in figure 9. (b) The
inverse Fourier transform of the h/e (top) and h/2e (bottom) components in the
frequency domain. Curves are offset along the dV/dI axis for clarity. From the
top to bottom trace: Vdc = 0, 1, 1.9, 2.6, 3.3, 3.8, 4.2, 4.6, 5.0, 5.4, 5.7, 6.2 and
7.2µV.
In figure 12, the transmission T and its h/e and h/2e components are plotted as a function
8 for different values of η1 and η2. For each successive trace, the dynamic phases η1,2 are
incremented by 0.05pi . The scatter matrices at the entrance and exit of the ring have the same
coupling parameter  = 0.35 (30% of a wave α1 incident on a single S scatterer is reflected).
The effect of the finite phase coherence length is modelled by adding an imaginary component
to the dynamic phase: η1,2 → η1,2 + 0.25i (even though this results in T + R < 1, equation (4) is
now better suited for comparison to the experimental data). With this choice of parameters, the
modelled traces of figure 12 are very similar to the experimental data of figures 7 and 8.
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Figure 11. Schematic representation of a one-dimensional (1D) ring. At the
triangles an incident wave is scattered to the three outgoing channels according
to the S matrix. At the squares only the phase of the incident wave is changed.
A magnetic flux 8 is confined to the grey area in the centre of the ring.
For instance, successive increments of η1,2 induce transitions between dominant h/e and
h/2e contributions, resembling the effect of Vdc increments. In the experimental and calculated
traces, the h/e component is gradually modulated by increments of η or Vdc, respectively. In
both cases, phase flips occur when the oscillation amplitude goes through a minimum. The
h/2e component shows more abrupt phase flips when the amplitude of the h/e component
is maximized. This behaviour is not specific for only this set of parameters. Note that T
is proportional to the conductance, while in the figures presenting the experimental data the
differential resistance is plotted.
The relation between experimental voltage increments and phase increments in the model
is obtained from the following relation (valid in the ballistic regime):
δφ = 1
h¯
L
vF
eδVdc, (5)
using eV dc  EF and δφ = Lδk, with k the wave number. Substituting L and vF, gives δφ ≈
0.01pi µV−1, which is in reasonable agreement with the experimentally observed behaviour.
5. Discussion and conclusions
No signatures of the proximity of the superconductor are found in the AB-related transport
data. The model proposed in section 4 to explain the dc voltage dependence of the h/e and h/2e
components of the AB oscillations seems to capture the most prominent characteristics of the
experimental results. The observed alternating dominance of h/e and h/2e oscillations at low
magnetic fields, is very similar to the behaviour observed by Yacoby et al for a GaAs/AlGaAs
ring [39]. In that study, a local gate voltage applied to a single arm of an AB ring is shown to
change the dominance of h/e oscillations into h/2e oscillations and vice versa. Halving of the
h/e period to h/2e has also been observed in [15, 16], where a gate electrode covers the entire
AB ring. This behaviour is explained by an asymmetry in the electron density between both
arms of the AB ring, much in line with the explanation we give for the observed bias voltage
dependence in our present experiment.
The strong voltage dependence of the background resistance and the exponential decay
of the oscillation amplitude with increasing temperature and bias voltage remain unexplained.
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Figure 12. Top panel: equation (4) as a function of the applied flux 8 with
 = 0.35. From top to bottom η1 and η2 are successively incremented by 0.05pi
starting with the initial values η1 = 0.12pi + 0.25i and η2 = 0 + 0.25i. In the
middle panel, the h/e component is shown, whereas the bottom panel shows
the h/2e component. The curves are offset for clarity.
Despite the presence of more than one transport channel in the ring, a single-channel model
seems to give a good description of the data.
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