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SUMMARY 
This work presents a method for optimization of the cost of double- 
layer grids using a nonlinear programming approach. The design 
problem is expressed as a constrained optimization problem in which the 
optimum values of the design variables are sought, while the design 
constraints are satisfied. The cross-sectional areas of the members 
of the double-layer grids are considered to be the design variables 
and so are the changes in the topology of the grids. The design 
constraints consist of bounds on member stresses, buckling of members, 
slenderness ratio of members and joint displacements. 
The constrained optimization problem is transformed into a sequence 
of unconstrained problems, each of which is, in turn, solved by a series 
of one-dimensional minimization problems. The unconstrained optimization 
method requires the partial derivatives of the cost function and the 
design constraints with respect to the design variables. The required 
derivatives are obtained by direct differentiation of the load-displace- 
ment relationships. 
The number of analyses required in the optimization process is 
reduced drastically, by establishing some approximate relations to 
predict the structural behaviour of the grids, along each direction of 
search. The structure is then analysed only once to solve each one- 
dimensional minimization problem. 
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CHAPTER 1 
PRELIMINARIES AND BASIC CONCEPTS 
Li INTRODUCTION 
The design of structures has traditionally been based on trial and 
error, where a set of initial parameters describing the structure, is chosen 
and the structural system is then analysed. These parameters are modified 
to satisfy certain prescribed design requirements and are employed in the 
next analysis. By repeating this procedure, a satisfactory design can be 
achieved. The disadvantages of this approach, however, are the problems 
associated with the number of required iterations and the manner in which 
the parameters are modified. In fact, the number of iterations and the 
procedure for altering the parameters are mostly based on the judgement and 
intuition of the designer. Furthermore, such a process is unlikely to give 
rise to the most efficient design (optimum design) for a prescribed structural 
configuration. 
There is, clearly a need for an automated design procedure, by which 
the parameters defining the structure could be evaluated systematically. 
Recent advances in the fields of computers, optimization techniques and 
matrix methods of structural analysis provide all the necessary tools for 
the development of optimum structural design methods. 
To achieve an optimum design, a function which is the basis for choice 
between various acceptable designs, and the design requirements, are 
expressed in terms of the parameters describing the structural system. The 
design problem, can be posed as a constrained optimization problem, in 
which the minimum (or maximum) of the specified function is the ultimate 
objective, subject to the satisfaction of the design requirements. 
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There is a branch of mathematics that deals with the solution of these 
types of problems, known as mathematical programming. Among the techniques 
in this field of mathematics, nonlinear programming is of great importance 
as it is being used in conjunction with nonlinear functions. 
Some of the nonlinear programing techniques that have been used in 
structural design, are briefly explained in Chapter 2. A constrained 
optimization method which forms the basis of the present work is presented 
in Chapter 3. The application of the method to optimum design of double- 
layer grids is the subject of discussion in Chapter 4, with the results 
being presented in Chapter 5. 
To understand the general concepts of an optimization problem, the 
present Chapter, introduces the mathematical formulation of optimization 
problems together with geometric interpretation of optimum design problems. 
The basic concepts and terminology of structural optimization are first 
defined and then some of the most widely used techniques in engineering 
design are classified. 
1 
,2 DESIGN 
VARIABLES AND DESIGN SPACE 
When a design concept has been chosen, one may proceed to describe 
the system by means of a certain number of quantities. In structural 
design problems, these may specify dimensions of members, external loads, 
material properties, parameters that describe the structural configuration 
and topology of the structure, etc. These quantities will be subdivided 
into two groups, which shall be referred to as design variables and 
preassigned variables, respectively. The preassigned variables are those 
which are selected prior to the optimization, while the design variables 
are left to be sought during the search for optimum. 
There are various quantities by which one can define a structure. In 
linear elastic structural design problems, the following variables can be 
considered (see 01.17 and E1.2])*: 
*Numbers in square brackets refer to the numbers in the list of references 
given at the end of each Chapter. 
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(a) The simplest kind of design variable is the cross-sectional 
properties of a member, representing the cross-sectional area of 
a truss member, the moment of inertia of a flexural member, the 
thickness of a plate, etc. 
(b) Configuration variables or geometry variables, generally correspond 
to a change in geometrical properties (length of bars, area of plates) 
and thus, an alteration of the external shape of the structure. 
These variables, are often represented by coordinates of the joints. 
(c) Material property variables, deal with changes in the nature of 
the material(s) used for the structural members. For example, the 
efficiency of the structure can be improved by changing Young's 
modulus and material density of some of its members. 
(d) Finally, topological variables, include a change in the inter- 
connection pattern of the structure. For example, changing the 
number of members or joints are considered as topological variations. 
One may consider any of these categories as preassigned variables. 
If the design variables can assume arbitrary values in a specified 
range, then they are referred to as continuous (design) variables. Some 
of the variables may be restricted to assume discrete values and hereafter 
will be referred to as discrete (design) variables. In most techniques 
of structural optimization, the design variables, are considered to be 
continuous. These methods cannot readily be adopted for optimization with 
discrete variables. Thus a number of algorithms have been developed 
specifically for this type of problem, which are mentioned in Section 1.9. 
Examples of discrete variables are number of stiffeners on a plate, number 
of divisions along the side of a grid structure, rolled steel members 
produced in distinct sizes, available joint sizes for a double-layer grid, 
variables relating to the topology of a structure, etc. 
In order to simplify the notation, all design variables will be 
arranged in a design vector, 
T 
Cx19x2,..., xn7 ..... (1.1) 
where n is the total number of design variables. 
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The n-dimensional Euclidean space, spanned by the design variables 
is referred to as the design space. In cases with two variables, the 
design space reduces to a plane. A design space involving n design 
variables will be a hyperspace. Any particular set of variables is called 
a design point, or simply a point, in the design space. 
1.3 OBJECTIVE FUNCTION 
The objective function is the function whose least (or greatest) 
value is sought in an optimization procedure (objective function is also 
referred to as merit, criterion, utility and cost function). The objective 
function is a function of the design variables, and is shown as f(X). In 
structural problems, this function may be formulated to reflect the weight 
or the cost of the structure, or any other criterion which is desired to be 
taken as a basis for selection of an optimum design. 
1 
.4 
DESIGN CONSTRAINTS 
A (design) constraint is defined as a restriction to be satisfied in 
order that a design point be acceptable in the design space. A constraint 
may take the form of a relation imposed directly on a design variable or a 
group of variables in which case it is referred to as an explicit constraint. 
A constraint, on the other hand, may represent a relation between quantities 
that cannot be expressed directly in terms of the design variables, which is 
referred to as an implicit constraint. An example of an explicit constraint 
is to impose bounds on the ratio of the height of a double-layer grid H, to 
its span S, as 
-uý0 
v-ý0 
999*o 
where u and v are lower and upper bounds on HIS, respectively. An example, 
of implicit constraints is a limit imposed on the stress Qi, of a typical 
member i of a statically indeterminate structure as 
Qui - cri >_ 0 ..... (1.3) 
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where aui is the specified constraint limit on vi. 
The stress ai, is a function of the design variables and the preassigned 
variables as follows 
cr i= gi (xl'x2,..., xn, preassigned variables) ..... (1.4). 
For a statically indeterminate structure, it is not possible to present a 
relationship that would express ai as an explicit function of the variables. - 
Explicit or implicit constraints may usually be formulated as 
inequalities of the form 
gi 
where I. is the number of inequality constraints. 
In addition to the inequality constraints, one may also have equality 
constraints of the type 
hi(X) = 0, i=1,2,..., E .... (1.6) 
where E is the number of equality constraints. 
1.5 PRESENTATION OF OPTIMUM DESIGN PROBLEMS 
Mathematically, an optimum design problem, may be stated as follows: 
'Find the design vector X, such that the objective function f(X) , is 
minimized or maximized, subject to the constraints 
gi (X) 2 0, i=1,2, ... ,I..... (1.7a) 
hi(X) = 0, i=Z, 2,.... E ..... (l. 7b) 
representing inequality constraints (I) and equality constraints (E) on the 
variables'. 
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It should be noted that, there is no essential difference between a 
minimizing problem and a maximizing problem. Because a value of the design 
vector X. that minimizes f(X) under the constraints (1.7), also maximizes -f(X) 
under the same constraints. Thus, every minimizing problem can be 
formulated as a maximizing problem, and vice versa. From now on, the 
attention is focused on the minimizing problem only, and the minimization 
of the objective function under consideration, subject to the specified 
constraints (design requirements) is referred to as structural optimization. 
A design point which satisfies all of the constraints (1.7), is 
referred to as a feasible design (point). The set of all the feasible 
design points is called the feasible region. 
When a design point satisfies an inequality constraint as an equality, 
the point is a 'boundary point' and the constraint is an active constraint 
at that point. In other words, the ith inequality constraint is said to 
be active at a design point X. for which gi(X) = 0. If gi(X) <0, then the 
constraint is violated and the corresponding design is unacceptable or 
infeasible. As far as the equality constraints are concerned, a design 
point is infeasible when hi(X)' 0. The set of infeasible design points is 
called the infeasible region. 
If there exists a feasible design point X*, such that f(X*) s f(X) 
for all X in some feasible neighbourhood of X*, then X* is called a local 
optimum solution. 
The optimum design problem is then to find the lowest value of the 
local optimum solutions. Such a solution is referred to as a global 
optimum solution. 
1.6 GEOMETRIC INTERPRETATION OF OPTIMUM DESIGN PROBLEMS 
For simplicity, the geometric representation of design problems is 
discussed in terms of two design variables and then it is generalized for 
n design variables. 
Let xl and x2 be the design variables, f(xl, x2) be the objective 
function, gl(xl, x2) ý 0, g2(xl, x2) z 0, g3(xl, x2) Z0 be three inequality 
constraints and hl(xl, x2) =0 be an equality constraint. The plane xl-x2 
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whose axes represent the design variahles, is the design space. The inequality 
constraints are plotted in the design space as equalities. * The feasible 
region is then the intersection of the three regions, 
gi(xl, x2) = 0, i=1,2,3 ..... (1.8) 
in the design space xl-x2 , and is shown as the shaded region 
in fig. l. l. The 
equality constraint hl(xl, x2) =0 is also plotted in the design space and will 
reduce the feasible region to the points for which hl(xl, x2) = 0, only. 
A three-dimensional Euclidean space whose axes represent xl, x2 and 
f(xl, x2) is referred to as the objective space. The plot of f(xl, x2) in the 
objective space can be, in general, represented by a surface and it is called 
the objective surface. 
The projection of the shaded region upward onto the objective surface 
will give rise to the region which is shown dotted. The curve representing 
the equality constraint can also be projected upward onto the objective 
surface to form a space curve in the objective space. 
The optimization problem is then to find the lowest position of a point, 
on this space curve, within the dotted region (AB). 
It may be noted that if there were an additional equality constraint, 
then the two constraints would intersect at one or more points in the shaded 
region. The projection of these points upon the objective surface would 
represent the feasible region. However, if the two equality constraints did 
not intersect each other in the shaded region, then there would not be any 
solution to the problem. In the case, where no equality constraint were 
present, then the whole dotted region would be used to determine the lowest 
point on the objective surface. 
It is possible to generalize the geometric representation of the 
optimum design problem with n design variables. In this case, the design 
space is an n-dimensional Euclidean space and the objective space is formed by 
introducing an extra dimension to the design space. Hence, the objective 
space is an (n+l)-dimensional Euclidean space. In the objective space, the 
(n+l) th dimension is used to plot the values of the objective function f(X). 
The function f(X), is in general, a hypersurface and it is called the objective 
hypersurface. Each constraint appears in the design space as a hypersurface, 
representing the locus of design points which cause the 
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f(x1, x2) 
objective 
surface 
xl 
i 
i 
IIýý 
feasible re 
excluding h 
IL 
Fig. l. l Representation of an optimum design problem in the 
objective space. 
X2 
X2 
91 - 
X* 
\` hI 
g2 
p level contours of 
< objective function 
f(X) 
Xl 
f(X) decreases 
Fig. l. 2 Representation of an optimum design -roblem in the 
design space. 
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constraint to be satisfied as an equality constraint. The feasible 
region bounded by the constraint hypersurfaces can be projected upward 
onto the objective hypersurface. The problem then reduces to the deter- 
mination of the lowest value of the objective hypersurface within the 
feasible region formed by the projections of the equality and inequality 
constraints from the design space. 
An alternative method of presenting the optimization problem is to 
use the design space, instead of the objective space. Thus, the three- 
dimensional example explained before, would require only a two-dimensional 
space. In this case, the objective function has to be presented in the 
design space. The intersection of the objective surface with a plane 
parallel to xl-x2 plane, generates a contour curve along which the value of 
the function is constant. The projection of this contour curve onto the 
xl-x2 plane is called a level contour. Several such level contours, each 
corresponding to a certain value of f(X), ar, 2 shown in fig. l. 2 as dashed 
curves. Thus, the presentation of the objective function in the design 
space will be, in general, a family of curves, for two-dimensional cases. 
Assuming the level contours of the objective function are decreasing. 
as shown in fig. 1.2, then the point X*, represents the position for the 
minimum value of f(X). If the equality constraint hl(X) = 0, is removed, 
the point P, will be the optimum point. 
For the general case, the objective function is represented by a family 
of hypersurfaces in the design space, each of which corresponds to some 
constant value of f(X). Similarly, the constraint functions are represented 
by hypersurfaces in the same space. The optimization problem then involves 
a search within the feasible region, to find the lowest value of the 
objective function. 
1.7 CONVEX SETS AND CONVEX FUNCTIONS 
In general, an optimum design problem, may have a number of local as 
well as a global optima. Consider a design problem with two design variables 
and a linear objective function and let gi(X) >0 for i=1,2,3,4, be four 
inequality constraints. The feasible region will be the intersection of 
the regions defined by these four constraints. The set of points giving 
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a constant objective function value is a straight line. It is assumed 
that the objective function is reduced in the direction shown in fig. 1.3. 
X2 
"\ ýý 
ýýý 
g22X) feasible region 
\\\ 
\\\N\ 
decreasing ý\ \B 
objective Xg2<X)ý\ function value N\ ýý \N 
C \N 
94(X) 
local optima 
global optimum 
Fig. l. 3 Local and global optima. 
X1 
It is clear that the points A, B and C are local optima and point B 
is the global optimum. 
There is, however, a special class of sets and functions, namely convex 
sets and convex functions, for which the global optima are the same as local 
optima. First a convex set is defined as follows: 
A nonempty set of points is said to be convex, if the line segment 
joining any two points of the set entirely belongs to the set. In other 
words, if the two points X1 and X2 are in the set, then AXI + (1-A) X2 
must also belong to that set for each 0sxs1. 
A function f(X) is said to be convex if, on the line connecting every 
pair of points XI and X2 in its region of definition, the function is less 
than or equal to a linear interpolation of f(X1) and f(X2). In other words, 
the function is convex over a convex set of X, if for any two points Xl and 
X2 in the set and for all 0sxs1. 
g1(X) 
A &B &C 
B 
f CAXI + (1-x) X2] 5 af(X1) + (1-a)f(X2) ..... (1.9). 
18 
Figure 1.4 illustrates a convex function of one variable f(x), for which 
the inequality (1.9) is equivalent to AB s AC. Furthermore, if the 
inequality (1.9) is replaced by a strict inequality, then f(X) is said to 
be strictly convex. 
i 
ýII 
ý to 
Xý Ax1+(1-a)X2 x2 
f(x) 
ai 
Fig. 1.4 A convex function for one variable. 
X 
If a function f(X) is convex, then -f(X) is a concave function. It 
can be shown that the region defined by the inequality f(X) z0 is a convex 
region if f(X) is a concave function. It can also be shown that the 
intersection of any number of convex regions is itself a convex region. 
Hence, if all the constraint functions in an optimum design problem are 
concave, then the feasible region will be a convex region. It is to be 
noted that a region with equality constraint is convex if and only if the 
equality constraint is a linear function of the design variables. 
A convex programming problem for optimization is one with a convex 
feasible region and a convex objective function. It can be proved that 
for a convex programming problem, every local optimum solution coincides 
with the global optimum solution. 
f[xx1+(1-a)x23 
'(xl)+(1-ý)f(x2) 
C 
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la8 GRADIENT DIRECTION 
Assuming f(X) is continuous and differentiable, it can be expanded 
in a Taylor series about a design point 
Xo = EX019 xo2 9 ... 9 x0 ]T 
as 
n af(X0) 1nn a2f(Xo) f(X)=f(Xo)+ iE1(xi-xoi) axi 
+ i=1 j=1(xi-xoi)(xj-xoJ) ax i ax 
+1Enn (x -x )(x. -x )(x -x )a3f(X0) :" i=1 j=1 k=1 i of o"ý k ok axiaxjaxk + ..... (1.10). 
Retaining only the linear terms in (1.10), one obtains the equation for the 
tangent hyperplane to f(X) at X0 as 
n 
f(X) = f(X) +E (xi-x ) 
af(Xo) 
..... (1.11) o i1 o. ý axi 
where 
af(X0) 
axi ' 
i-l, 2,..., n 
are the partial derivatives of f(X) with respect to design variables xi, at 
X0. The intersection between the tangent hyperplane and the plane f(X)=f(Xo), 
yields the tangent to the contour curve . which can 
be described by 
the following equation (see fig. l. 5a for n=2); 
n 3f (X ) 
i=i(xi-xoi) axi = ..... 
(1.12) 
or in matrix notation 
(X-X0)Tvf(Xo) =0..... (1.13) 
where T indicates the transpose of the vector (X-X0) and 
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f(x,, x2) 
normal vector 
contour curve 
x X2 
II Iý 
\I gradient xol direction 
x 
contour tangent 
level contour 
Fig. 1.5a Gradient direction in the objective space. 
of 
ax 
Xol 
XOZ 
, \\ 
\\ 
decreasing 
f(x1, x2) 
X1 
Fig. 1.5b Gradient direction in the design space. 
X2 
radient direction 
(steepest 
direction) 
of 
ax2 
contour tangent 
tangent plane 
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r af(X0) af(X0) af(X0) vf(X0) - ax 1 ax2 00 "'' ax n 
.... (1.14). 
The projection onto the design space of the vector which is orthogonal to 
the tangent hyperplane is called the gradient direction and it is also 
referred to as direction of steepest descent (see fig. l. 5b for n=2). 
It is seen from equation (1.13) that the gradient direction must have the 
following equation 
X-X0 = xvf(X0) 00600 
(1.15) 
where a is a scalar. This means that the gradient vector at any point 
has direction cosines given by the expression 
2. = vf(X)/Ivf(X)I ..... (1.16) 
where 
2, = [119 '29 ...., Zn] 
T- 
and 
of X2 Ivf(X)l =E()..... (1.17). in1 = axi 
If the function is taken to be the objective function, then the 
gradient of the objective function represents a vector normal to the hyper- 
surfaces of the function in the design space, along which the objective 
function increases most rapidly for a given unit distance (see Section 3.6.1). 
In the case of a constraint function, the gradient is a vector normal to 
the constraint hypersurface, at the point under consideration. 
In addition, a point, for which 
vf(X) =0 ..... (1.18) 
where 0 is an n-dimensional null vector, is called stationary point. The 
stationary point is an extreme point or unconstrained optimum point, 
provided that the scalar 
(X-X0)T H(X)(X-X0) 
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known as the quadratic form, maintains the same sign for all XJO; where H(X) 
is the matrix of second -order partial derivatives 
H(X) = 
a2 
ax 
'1 X 
..... 
(1.19) 
. ax. 
evaluated at X0 and it is called the Hessian Matrix. At the stationary 
point the Hessian Matrix is definite. 
If H(X) is positive definite (that is, if the value of the -quadratic 
form is positive for all X#0), it can be shown that the extreme point is a 
minimum point. If H(X) is negative definite, the extreme point is a 
maximum point. The matrix H(X) may also be positive or negative semi- 
definite, in such cases, the point X is a saddle point. 
The concept of the gradient vector and the Hessian matrix is essential 
to determine the direction of search in most optimization techniques which 
will be discussed in the next Chapter. At this stage, it is worth applying 
the concept of the gradient vector and the matrix of second derivatives in 
defining a convex function. 
Let f(X) be a convex function over the convex set X, then 
., 
f(Xo) + (X-X0)T vf(X0) s f(X) ..... (1.20). 
The proof of this inequality is straightforward and it can be seen from 
fig. 1.6, when f(X) is a function of one variable. 
f(x) 
xx 0 
f(xo)+(x-xo)vf(xo) 
Fig. 1.6 Linear approximation to convex function. 
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Another property of a convex function is that the function f(X) is 
convex, if and only if H(X) is positive semi-definite for all X. To see 
this point, suppose H(X) is positive semi-definite. Taking the quadratic 
terms of the Taylor series, the expansion of f(X) about point Xo would be as 
follows in matrix form 
f(X)=f(Xo) + (X-X0)T vf(X0) +, (X-X0)T H(X) (X-X0) ..... (1.21). 
Since H(X) is positive semi-definite, 
(X-Xo)T H(X) (X-X0) k0..... (1.22) 
so that 
f(X) Z f(Xo) + (X-Xo)T Vf(Xo) ..... (1.23). 
This inequality is the same as that of (1.20), implying that f(X) is convex. 
1,9 CLASSIFICATION OF THE OPTIMIZATION METHODS 
The mathematical optimization methods can be categorised in a variety 
of ways; one such classification is shown in fig. 1.7. The simplest case is 
the general unconstrained optimization problem, in which there are no 
constraints and the problem is to find values of the design vector X, which 
optimize f(X). A constrained optimization problem is, however, to 
optimize f(X), when some constraints are imposed on the problem. 
numerical optimization techniques are designed to solve the general 
and constrained problems (see and [1.71). 
Many 
unconstrained 
. 
When the objective function and all the constraint functions are 
expressed as explicit functions of the design variables, and assumed to 
possess continuous first-order partial derivatives with respect to all the 
variables, then necessary conditions for optima can be found by the 
classical analytic methods for both classes of unconstrained and constrained 
problems. If it is assumed further that the functions possess continuous 
second-order partial derivatives with respect to all the variables, then 
sufficient conditions for optima can also be found. 
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Unfortunately, the use of classical optimization methods in 
engineering design is quite limited, because of difficulties of obtaining 
explicit expressions for the required derivatives and also solving 
algebraically the resulting system of usually quite nonlinear simultaneous 
equations. There are, however, several searching schemes, by which one 
can optimize any function subject to all sorts of constraints. 
The flexibility of the search techniques is to an extent that for an 
optimization problem, one may choose a direct search method which only 
requires the evaluation of the objective and the constraint functions. 
There are, however, methods which make use of first or second-order 
derivatives of these functions. In the next Chapter some of the search 
techniques which have been widely used in structural engineering design, 
will be discussed. 
The classification based on the constrained optimization can be as 
follows: 
1. Mathematical programming methods. 
2. Optimality criteria methods. 
3. Methods based on optimal control theory. 
4. Dynamic programming. 
This classification for constrained optimization can be quite vague, because 
there can be a great deal of overlapping. In fact, the optimality criteria 
approach could be regarded as theoretical foundation for mathematical 
programming methods. 
The first two methods referred to above are widely used in structural 
optimization, while the latter two are used sparingly. 
An optimization problem of the type expressed by the following 
formulation is called a mathematical programming problem: 
optimize f(X) 
subject to gi (X) z: 0, i=1,2,..., I ..... (1.24a) 
hi(X) =0, i=1,2,..., E ..... (1.24b) 
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where I and E represent the number of the inequality and equality constraints, 
respectively. 
Depending on the properties of the functions f(X), gi(X) and hi(X) 
that are involved in (1.24), one should work with different mathematical 
programming techniques. 
If f(X)9 gi(X) and hi(X) are all linear functions of X, then one will 
have a linear programming problem. Linear programming is one of the most 
widely used optimization techniques. The simplex method, which was 
devised by G. B. Dantzig in 1947, is an algorithm for the solution of the 
general linear programming problem. The simplex method takes several forms, 
and the associated theory has been explained in many texts (see C1.8] and 11.9]). 
The main advantages of linear programming are that it can be solved 
easily and directly with the simplex method and that it can handle large 
problems in terms of the number of design variables. Its principal 
limitation in structural design applications is that, it requires the 
constraints and the objective function to be linear equations. Only a few 
cases exist in structural optimization directly satisfying these requirements. 
The only general class of structural design, directly solvable by the linear 
programming method is that involving plastic design problems and its recent 
application on several problems can be found in [1.10). 
A common use of linear programming in structural design, however, is 
applicable to problems in which the nonlinear equations are linearized to 
bring the problem within the scope of linear programming (see Chapter 6 of 
Ref. [1.11]). 
If f(X) is a quadratic function of X, while all the gi(X) and hi(X) 
are linear in X, one will have a quadratic programming problem. Many 
algorithms have been devised for the solution of this type of problem. Most 
of these algorithms are extensions of the simplex method. The quadratic 
programming approach suffers from the same disadvantages as linear programming, 
since the objective function of many realistic problems cannot be represented 
as a quadratic function and moreover, the combination of a quadratic function 
and linear constraints is very rare in structural design problems. 
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However, quadratic programming has been used in the elastic-plastic 
analysis and design of structures as it is possible to formulate this class 
of design problem to satisfy the requirements of quadratic programming. 
Its fundamentals and applications by several investigators can be found in 
Chapters 12 to 16 of Ref- 11.101. 
If either f(X) or one or more of gi(X) and hi(X) are nonlinear in terms 
of the design variables, one will have a general nonlinear programing 
problem. In this class of problems no assumptions are made about the 
objective function or constraints, hence, its generality makes it applicable 
to every sort of optimization problem. In the next Chapter reference is 
made to some of the methods of nonlinear programming, which have been used 
in structural optimization. 
So far, it was assumed that all the design variables are continuous, 
however, this may not be the case and some or all of the variables may be 
required to assume only specified, discrete values. In this case, another 
class of optimization techniques known as discrete programming becomes 
applicable and these fall into the following subgroups: 
(a) All the variables are equal to either 1 or 0, this leads to 
a class of methods, termed zero-one programming. 
(b) All the variables assume discrete values, though not necessarily 
1 or 0. The methods for the solution of such problems are 
referred to as integer programming techniques. 
(c) Some of the variables are discrete, while the rest are continuous. 
Methods for solution of such cases are referred to as mixed- 
integer programming techniques. Special cases, however, exist 
when the discrete variables are evenly or unevenly spaced. 
The development of methods for discrete programming first started in 
the field of linear programming. The bulk of the work done on discrete 
variable problems, has been devoted to the problems in the linear 
programming field and to some extent in the field-of quadratic programming. 
But in the field of nonlinear discrete programming, no substantial work has 
yet been done. 
As far as the application of discrete programming in structural 
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optimization is concerned, it is in the early stages of development and 
much work should be carried out as the discrete variables are often 
encountered in structural problems. Some of the work on structural 
optimization in discrete variables can be found in [1.117 and 01.121. 
In the field of mathematical programming, there are two methods, 
namely, separable programing and geometric programming, which are of 
practical importance. 
The function Q(X) is said to be separable if it is of the form ýQ(xý). 
In other words, the function can be written as the sum of functions, 
each involving only one variable. If f(X), gi(X) and hi(X) are all 
separable, then one would have a separable programming problem which 
is, in general, nonlinear. The method replaces each nonlinear function 
by a piecewise linear function and the resulting system can be solved by 
a linear programming method. This technique sometimes is referred to as the 
piecewise linearisation method. Its application in structural design 
is described in 11.13] and [1.14. The major difficulty in this method is 
that it is not possible in realistic problems, to express the functions as 
separable functions. 
Let Q(X) be a polynomial with positive coefficients Ct, and arbitrary 
real exponents ati. The function is the sum of T terms containing 
variables xl*x2,..., xn and of the following form 
Tn 
=Ea Q(X) t=1 ýt i=1 Xi ti ..... (1.25a) 
with Ct z: 0, t=1,2,..., T ..... (1.25b) 
and xi 2: 0, i=1,2,..., n ..... (1.25c). 
If the objective function f(X), and all the constraints gi(X) and hi(X), 
are polynomials of the form (1.25), then one will have a geometric programming 
problem, which can be regarded as one of the non-linear programming methods. 
The restrictions imposed on the functions, limit the usefulness of the method. 
29 
However, it has been used by many investigators and satisfactory results 
have been reported (see [1: 131 and 01.1511. 
So far, a brief review of the first category of constrained 
optimization (mathematical programming methods) has been made and the 
general ideas of the techniques together with their applications and short- 
comings have been presented. The second category is the optimality criteria 
methods, which are briefly discussed in the next Section. 
Finally, in connection with the constrained problems, there are two 
methods, namely, optimal control theory and dynamic programming. The 
application of optimal control theory to structural optimization has been 
confined to simple one-dimensional structures. A review of its applications 
has been presented in [1.16]. 
Dynamic programming is a powerful optimization technique which may be 
applied to many problems whose solution involves a multistage decision 
making process. Its main advantage is that it can solve continuous and 
discrete nonlinear problems. There are two problems that may be encountered 
when using dynamic programming. The first is that, with realistic problems, 
the computer storage may become very large. The second problem is that, 
it is not possible to formulate the problem generally in a manner, suitable 
for dynamic programming. It becomes very difficult and inefficient to 
apply the method when there are more than a few constraints in the problem. 
Some of its applications and references for further information can be found 
in [1.11] and [1.17]. 
1 
, 
10 FULLY STRESSED DESIGN AND CONCEPTS OF OPTIMALITY CRITERIA 
A fully stressed design is an iterative design in which the maximum 
allowable stress is attained in each structural member under at least one 
of the loading conditions. Analysis is restricted to the selection of 
member sizes of a fixed structural geometry and specified materials and no 
consideration is given to displacement limitations. . 
There are several methods based on fully stressed design and the 
simplest one consists of a cyclic analysis design procedure in which the 
results from a given cycle are used to scale the members to the fully stressed 
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state. The scaled sizes are then employed in the next analysis cycle. To 
express this procedure, in algebraic form, let (xi)'k and (ai)k denote the design 
variable and the stress state of the ith member in the kth cycle, respectively, 
for loading case-i. Also let the allowable stress be denoted by Qi . The 
design variable to be employed in the (k+l)th cycle is evaluated from 
(xi)k+1 = max 
I `Cai, 
k Ok 
..... 
(1.26). 
This approach is termed the 'stress-ratio method', (see [1.11), Chapter 2). 
For statically determinate structures, the fully stressed design, 
coincides with the minimum weight design as the internal forces are 
independent of the design variables. However, for statically indeterminate 
structures there is no assurance that the process converges to the optimum 
design; this is because of the absence of the objective function in the 
algorithm. 
To overcome the shortcomings of the fully stressed design, the 
optimality criteria concepts are introduced in which consideration is given 
to both the objective function and the design constraints. The basic idea 
is to establish an appropriate criterion that is to be satisfied at the 
optimum design point. This criterion may be used as an exact formulation 
which directly provides a rigorous result to the problem. Generally, using 
optimality criteria as an exact formulation, does not seem to be practical 
because a large number of nonlinear equations is involved. However, a 
recurrence relation may be derived from the optimality criteria, from which 
after several iterations, the design variables are found. Several optimality 
criteria algorithms and the necessary recurrence relations have been 
derived by different investigators and they have been used successfully for 
the optimization of structures (see [1.21] and [1.22]). 
In this Section, the general idea of the optimality criteria is presented, 
which forms the basis of the methods of optimization, discussed in the next 
Chapters. The idea is based on the standard Lagrange multipliers technique 
iith equality constraints) and extended by the Kuhn-Tucker theory for the 
cases where inequality constraints exist. 
To minimize f(X), subject to E equality constraints 
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hi(X) = 0,. i=1,2,..., E 
by using the 'Lagrangian function $' one can write 
E 
$(X, u) = f(X) + j1 uihi(X) 
where the ui's are called the Lagrange multipliers. 
In fact, the addition of the term 
E 
E 
i=1 uihi(X) 
,,,.. (1.27a) 
..... 
(1.27b) 
to the function f(X) does not change its value because of relation (1.27a). 
Hence the problem reduces to that of the minimization of q(X, u). The 
necessary conditions for the local optima are obtained by differentiating 
equation (1.27b) with respect to variables xj, j=1,2,..., n , where n is 
the number of the design variables; 
E ah. (X) 
axe = 
af(X + i=1 ui ax = 0, j=1,2,..., n 
..... 
The optimum point hasto satisfy equations (1.28) and (1.27a). So the 
necessary conditions can be expressed in the form 
ae X, u =09aX, u =0..... (1.29) axj a ui 
for j=1,2,..., n 
i =1,2,... E. 
Relations (1.29), in general, give rise to (n+E) nonlinear equations, 
corresponding to n design variables and E equality constraints. It is to be 
noted that the conditions (1.29) are not sufficient for the existance of a 
constrained local optimum of f(X). Sufficient conditions involve second or 
higher order derivatives of ý(X-Msee C1.71 and [1.181). 
In most structural design problems, the constraints are in the form of 
inequalities. Therefore, the conditions (1.29) must be modified to take 
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account of the inequality constraints. The Lagrange multiplier technique 
was extended by Kuhn and Tucker (Ei. 191). for the cases where inequality 
constraints are present. 
Consider the problem, 
minimize f(X) 
subject to gi(X) z 0, i=1,2,..., I. 
The necessary conditions for a design point X to be a local minimum of the 
above problem, can be proved to be as follows: 
I ag (X) of(X) 
=E j=1,2,.,., n( .... 1.30a) axj i=1 i axj 
a1gi(X) = 0, i=1,2,..., 1 ..... (l. 30b) 
xi2 0b i=1,2,..., I ..... (1.30c) 
where the xi's are the Lagrange multipliers. 
It can be proved that if the function f(X) and regions 
gi(X)z 0, i=1,2,..., I 
are all convex, then the conditions (1.30) are also sufficient for the design 
point X, to be a global optimum. 
The conditions (1.30) are referred to as the optimality criteria in 
structural design applications and are also referred to as the Kuhn-Tucker 
optimality conditions. 
It is interesting to consider the geometric interpretation of the 
Kuhn-Tucker Conditions. As an example, take the case of a nonlinear 
programming problem with two design variables X= Cxl, x2]T and three inequality 
constraints 
gi(X)Z 0, i=1,2,3 
as shown in fig. 1.8a. The optimum solution lies at X*, where the constraints 
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Fig. l. 8a A design problem with two active constraints at X*. 
X2 
xl 
Fig. 1.8b Illustration of Kuhn-Tucker optimality 
conditions at X*. 
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g1(X) and g2(X) are active and g3(X) is inactive. Figure 1.8b gives a view 
of the neighbourhood of X*. The vectors vgl(X) and vg2 (X) are the gradients 
of the active constraints at X* and form a sector with an angle of a. 
The condition (1.30a), then simply states that the gradient of the objective 
function vf(X) at X*, has to pass through the sector, generated by the gradients 
of the active constraints at the optimum point. Meanwhile, the condition 
xi z 0, i=1,2 (equation 1.30c) must be satisfied in the definition of the 
sector. 
Generally, when I active constraints are involved, then 
I 
SEI x vgi (X) , where xi z. - 0 
represents a cone in the design space. The condition (1.30a), can then be 
interpreted as vf(X) belonging to the cone formed at the optimum point. 
It can be concluded that no other feasible design point satisfies this 
condition. In other words, if vf(X) lies outside the cone, then the point 
is not an optimal point. Moreover, only the active constraints would appear 
in equation (1.30a). Because if the ith constraint is active at the optimum 
point, the condition 
ai 9i (X) =0..... (1.30b) 
places no restriction on ai. If the ith constraint is inactive, the 
condition (1.30b) forces xi to vanish. Thus, only terms associated with 
active constrains are included. 
It is possible to generalize the Kuhn-Tucker optimality conditions for 
handling both equality and inequality constraints. Assuming a problem, with 
E equality constraints and I inequality constraints, then the necessary 
conditions for a local optimum can be proved to be as follows: - 
ah. (X) 
of XI agi(X) Eý ý=Ex-ý ui ax. =1,2,..., n .... 
(1.31a) 
axe i=1 i axe i=1 
aigi(x) = o, i=1,2,..., I .,.. (1.31b) 
hi(X) = 0, i=1,2,..., E .... (1.31c) 
xi ? 0, i=1,2,..., I .... (1.31d). 
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Furthermore, if the problem is a convex programming problem, then the 
conditions (1.31) are also sufficient for a global optimum (see El. 18] and 
11.203 for proof). 
The optimality conditions (1.31), in general, represent (n+I+E) 
nonlinear equations which can be solved for the n design variables, the I 
multipliers X. and the E multipliers ui. 
In many engineering problems, it is not possible to establish 
analytical expressions for the functions under consideration. Thus the 
gradients of the functions cannot be found analytically, in terms of the 
design variables. In such cases the optimality conditions cannot be used 
directly to evaluate the optimum design variables. However, the necessary 
conditions, explained in this Section, form the mathematical foundation of a 
search optimization technique which is used in the present work. 
kh, 
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CHAPTER 2 
NONLINEAR PROGRAMMING TECHNIQUES 
2.1 INTRODUCTION 
This Chapter deals with some of the optimization techniques that have 
been applied to structural design problems. All the methods are applicable 
for the solution of a constrained problem which can be stated as 
minimize f(X) 
subject to gi(X)2t0, i=1,2,..., I ..... (2.1). 
where X is the vector of the design variables and I is the number of 
inequality constraints. The attention is focused on inequality constraints 
as these constraints are often encountered in structural optimization. 
Some of the methods, however, are modified to consider the solution of 
problems with mixed equality and inequality constraints. 
There are many techniques available for the solution of a constrained 
nonlinear optimization problem. As discussed in the first Chapter, the 
use of classical optimization techniques will lead to the solution of a 
system of nonlinear simultaneous equations as well as obtaining explicit 
equations for the required derivatives of the objective function and the 
constraints. Hence, the use of search methods, becomes essential to 
solve a nonlinear programing problem. There are various search techniques 
to solve problem (2.1). Some of these techniques do not need the gradients 
of the functions and are based on the comparison of a number of design 
points ([2.1], [2.2] and[2.31). 
39 
In the present Chapter, some of the methods that require the 
partial derivatives of the functions, are discussed as these are, in 
general, more efficient. The methods that have been widely used in 
structural optimization are as follows: 
1. Sequence of linear programming methods. 
2. Methods of feasible directions. 
(a) Usable-feasible directions method. 
(b) Gradient projection method. 
The mathematical foundation of the methods together with their advantages 
and shortcomings are presented in the next Sections. 
2.2 SEQUENCE OF LINEAR PROGRAMMING METHODS 
This method solves a nonlinear programming problem by first 
linearizing the nonlinear functions using the first two terms of a 
Taylor series. Consider the nonlinear programming problem (2.1) and 
assume that an initial trial design vector X0 is available. At the 
design point Xo, a linear approximation to this problem is given by 
minimize f(X) = f(Xo) + of (X0)T(X-X0) . ....... 
(2.2a) 
subject to 
gi(X)= gi(Xo) + vgi(Xo)T(X-X0)Z 0 ...... (2.2b). 
for i=1,2,91. 
The problem is now a linear programming problem. Once this problem is 
solved for X by one of the linear programming methods such as the simplex 
method, the process can be repeated with the design vector X, replacing 
Xo to obtain a new solution. Thus, the procedure is iterative with the 
solution vector X becoming the initial design point X0, for the next cycle. 
The major difficulty with this method is that there is no guarantee 
that it converges to the optimum solution. A number of modifications has 
been made to the method to speed up its convergence. It has been shown 
that, only if the linearized constraint expressions are saved from all 
cycles of linear programming and imposed on the current cycle, then the 
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process will converge for convex problems (E2.41). With this modification, 
the number of constraints will increase rapidly as the number of cycles 
increases. 
The method, however, is an efficient technique for solving convex 
programming problems with nearly linear objective and constraint functions. 
The first application of the method to structural design was presented in 
[2.5] and later was modified and applied to several problems ([2.6] and 
[2.7]). 
2.3 METHODS OF FEASIBLE DIRECTIONS 
This class of methods solves a nonlinear programming problem by moving from 
a feasible design point to an improved feasible design point. The basic 
idea is to choose a starting point satisfying all the constraints and to 
move to a better point according to the iterative scheme 
Xk+l = Xk +akdk ...... (2.3). 
where Xk is the design point for the kth iteration, dk is the direction of 
movement, ak is the distance of movement (step length) and Xk+l is the 
design point at the end of-the kth iteration. The kth cycle of iteration 
involves the following steps: 
Given point Xk, the search direction dk is determined, such that for ak>0, 
the following two relations are satisfied 
gi(Xk + akdk)Z 0, i=1,2,..., I ...... (2.4a) 
f(Xk + akdk) <f(Xk) ...... (2.4b). 
After such a direction is determined, a one-dimensional optimization problem 
is solved in order to determine how far to proceed along dk. This leads to 
the new point Xk+l, and the process is repeated until a point is obtained 
such that no direction satisfying relations (2.4) can be found. In general 
such a point denotes the constrained local minimum of the problem (2.1). 
This local minimum need not be a global one unless the problem is a convex 
programming problem. 
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2.3.1 USABLE-FEASIBLE DIRECTIONS METHOD 
A direction satisfying relation (2.4a) is called feasible while a 
direction satisfying both relations (2.4a) and (2.4b) is called a usable- 
feasible direction. 
To determine a usable-feasible direction for problem (2.1), let X 
be a feasible solution and let the indices of the active constraints at X 
be il, i2,..., ir, where r indicates the number of active constraints at 
X. Furthermore, suppose that f(X) and 
g1(X), i=i1'1290.09ir 
are differentiable at X and that the inactive constraints are continuous 
at X. If 
vf(X)Td <0 
and vg(X)Td >0, 
..... (2.5a) 
..... (2.5b) 
then d is a usable-feasible direction. The reason is as follows: 
Let d satisfy relations (2.5). Since the inactive constraints are 
continuous at X, for some a> 0, it follows that 
gi(X + ad) z0, i=1,2,..., I 
except (2.6). 
Also, by differentiability of the active constraints 
gi(X) = 0, i=i1'129.099ir ..... (2.7) 
one can expand gi (X + ad) as follows 
gi(X + ad) = gi(X) + aVgi(X)Td + Ri(X, a, d), i=i1, i29.. 02ir 
..... (2.8) 
hký 
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where Ri (X, a, d) -* 0 as a+ 0. 
Since relations (2.7) and (2.5b) hold, then for 
gi(X + ad) >0, 
The combination of (2.6) and (2.9) gives 
gi(X + ad) Z 0, i=1,2,..., I 
a> 0, 
..... (2.9). 
..... (2.1O). 
Equation (2.10) indicates that (X + ad) is feasible, for a> 0. 
By a similar argument, since 
of (X)Td< 0 
and 
f(X+ad) = f(X) + aVf(X)Td + Rf (X, a, d) 
where Rf -}0 as a} 0, it can be concluded that 
f(X + ad) <f(X), for a> 0 
hence d is a usable-feasible direction. 
To represent the usable-feasible direction graphically, consider a 
design problem with two design variables 
X= Exl , x23 
It is assumed that the feasible region of this problem is the intersection 
of the two inequality constraints 
gi(X) z0, i=1,2 
as shown in fig. 2.1. At the point X, g1(X) is an active constraint and 
a vector d satisfying 
vgl(X)Td =0 
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is tangential to g1(X) = 0. Also a vector d satisfying 
Vf(X)Td =0 
represents a vector tangent to the objective function at the point under 
consideration. Then the intersection of the two inequalities 
vgl(X)Td >0 
and 
vf(X)Td <0 
will be a sector and it is referred to as tl 
(see fig. 2.1). This sector represents the 
feasible directions satisfying inequalities 
intersection of the inequalities (2.5) is a 
and any direction lying in this hyper-cone, 
direction. 
...... (2. lla) 
...... (2. llb) 
he usable-feasible sector 
collection of all the usable- 
(2.11). In general, the 
hyper-cone in the design space 
will represent a usable-feasible 
There are, in general, several directions which satisfy inequalities 
(2.5). One would naturally choose the best possible usable-feasible 
direction at the current point. Such a direction must obviously make 
the value of Vf(X)Td negative and the values of vgi(X)Td positive and 
as large as possible, simultaneously. This is achieved by introducing 
a variable 2 and solving the following suboptimization problem (12.8]), 
minimize Z 
subject to Vf(X)Td-Z sO 
vgi(X)Td+Z Z 0, 
-1 sdjs 1, 
i= ii, i2,,.,, ir 
j=1,2,... ,n 
..... (2.12a) 
..... (2.12b) 
..... (2.12c) 
where dj is the jth component of d and n is the number of the design 
variables. Equation (2.12c) represents a constraint imposed on d. 
If this constraint is not imposed, 
value of the above problem will be 
then the, optimal objective function 
- CO 4 
It is to be noted that the minimization problem (2.12) is a linear 
programming problem in terms of the variables Z, dl, d2,..., dn 
, 
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The simplex method can be used to solve this problem and determine the 
components of d. If the solution of (2.12) gives a value of Z<O, then 
d is obviously a usable-feasible direction. If, on the other hand, Z=O, 
then it can be shown that the Kuhn-Tucker optimality conditions discussed 
in the previous Chapter, are satisfied at X, and hence the point X can be 
taken as the optimal solution. The reason is as follows: 
The Kuhn-Tucker conditions for a local minimum are (see Section 1.10) 
Vf(X) - Er 
1=i1 
ai vg1 (X) =0 ..... (2.13a) 
xi 0 ..... (2.13b). 
If equations (2.13) hold, then the inequalities 
vf(X)Td <0 
vgi(X) 
Td>0, i=il, i2,..., ir 
cannot all simultaneously hold for any d. 
implies 
..... (2.14a) 
..... (2.14b) 
To see this, note that (2.13a), 
1 
vf(X) = E. Xi vgl (X) 
i=11 
which if substituted into (2.14a), yields 
Er li vg1(X)Td <0....... (2.15). 
i=i1 > 
Inequality (2.15) cannot be true for all ai> 0, while inequalities". (2.14b) 
hold. Hence, if the Kuhn-Tucker conditions are satisfied, there is no 
d satisfying (2.14). In this case the value of Z tends to zero and a 
local optimum is reached. 
2.3.2 THE TREATMENT OF EQUALITY CONSTRAINTS 
The foreging method of feasible directions must be modified in order 
to handle equality constraints. To elaborate, consider a problem with 
a single nonlinear equality constraint h(X)=O as shown in fig. 2.2. 
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correction move 
to the feasible 
region 
Given a feasible point Xk, there exists no nonzero direction dk such that 
h(Xk + akdk) =0 for ak >0. 
This difficulty may be overcome by moving along a tangential direction 
dk with 
vh(Xk)T dk =0 
and then making a corrective move back to the` feasible region. 
To be more specific, consider the following problem 
minimize f(X) 
subject to gi(X) Al i=1,2,..., I 
hi(X) = 0, i=1,2,..., E ..... (2.16). 
Let Xk be a feasible point, and let i- I , i2,..., ir_ indicate the indices 
of the active constraints at Xk. The following linear programming 
problem must be solved 
minimize Vf(X)T d 
subject to vgi(X) Tdz0, i=il, i2,..., ir 
vhi(X)Td = 0,1=1,2,..., E ..... (2.17). 
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The resulting direction dk is tangential to the equality constraints. 
A search along dk is used, and then a move back to the feasible region 
leads to Xk+l and the process is repeated. 
In addition, if gi(X) and hi(X) in problem (2.16), were all linear 
constraints, then the solution to. linear programming problem (2.17), 
would generate a usable-feasible direction. In this case, the optimal 
objective function value would be --, thus an extra constraint that 
bounds d, or the objective function should be imposed on problem (2.17). 
Once the search direction. dk is generated, the search along this direction 
will lead to the design point Xk+l, which is feasible and it does not need 
a correction move. (The problem of one-dimensional search along dk will be 
discussed later). 
The method of usable-feasible directions discussed in the foregoing 
Sections is an efficient way of reducing a nonlinear programing to a 
sequence of linear programming problems. This method has been used 
successfully with some modifications to solve several problems in 
structural design ( [2.9] and C2.10] ). The method was applied to 
several trusses and it was found that the geometry of trusses can 
efficiently be treated as design variables and considerable weight 
reduction can be achieved as a result of geometric changes. 
2.3.3 GRADIENT PROJECTION METHOD 
The usable-feasible directions method discussed in the previous 
Sections requires the solution of an auxiliary optimization (linear 
programming) problem for each iteration to find the direction of search. 
Although, this procedure, gives the best direction, but it involves a lot 
of computational work. The gradient projection method ([2.111 and 12.12]) 
is an alternative to usable-feasible directions method. It does not 
require the solution of an auxiliary linear optimization problem to find 
the usable-feasible directions. It uses the projection of the objective 
function gradient onto the constraints tangents that are currently active. 
Although the method has been developed for a general nonlinear programming 
problem, its effectiveness is mainly confined to problems in which the 
constraints are all linear. V 
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In this Section, the gradient projection method is discussed with 
reference to a problem involving only linear constraints and it is 
modified for nonlinear constraints in the next Section. Consider the 
problem 
minimize f(X) 
n 
subject to gi(X) = aji Xi - bi i 0, i=1,2,..., I .... (2.18). 
Let there be r active constraints at the design point X. that is, 
gi(X) = 0, i=il, i2,..., ir ..... (2.19). 
The gradients of the above active constraints are given by 
T 
vgi(X) = Coli , a2i,.. 0 001 ani J, i=il, i2,..., ir 
.... (2.20). 
The problem for obtaining a usable-feasible direction d can be posed 
as follows 
minimize vf(X)T d 
subject to vgi(X)Td = 0, i=il , i2,0 .., ir .... 
(2.2 1) 
. 
The resulting direction d lies in the constraint surface that is active 
at the current point and a small movement along this direction will not 
violate the constraint. As previously mentioned, a constraint that bounds 
the vector d or the objective function must be imposed on problem (2.21). 
This constraint can be one of the following relations: 
n 
dTd = ýE1 d2 =1...... (2.22a) 
-1 s dj s1, j=1,2,..., n ...... 
(2.22b) 
vf(X)Td s1 ,,,.., (2.22c). 
Let a matrix N of order (n x r) be defined as 
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N= [Vgil(X), ogi2(X), ... "Vgir(X)7 
and let equation (2.22a) be taken as a bound on d. 
The problem of finding d can be stated as 
minimize vf(X)Td 
subject to NTd =0 
dTd-1=0 
.... (2.23) 
,,,, (2.24a) 
.... (2.24b) 
..... (2.24c), 
Since problem (2.24) is an optimization problem with equality 
constraints only, the Lagrange multiplier method can be used to solve the 
problem. The Lagrangian function associated with this problem is 
ý(d, X, B)= vf(X)Td + XT NTd+ ß(dTd-1) 
where 
.... (2.25) 
a= Cal . a2 '. .. 9Xr]T 
is the vector of Lagrange multipliers associated with equation (2.24b) and ß 
is the Lagrange multiplier associated with equation (2.24c). The necessary 
conditions for the minimum are given by 
ra =V f(X) +Na+ 2ßd =0.,.. (2.26a) 
a30 - 
NTd =0.... (2.26b) 
= dTd-1 =0.... (2.26c). 
Equation (2.26a) gives 
d=- 2ß 'Cvf(X) + Na] .... (2.27). 
Substitution of equation (2.27) into equation (2.26b) gives 
NTd =-1 ENT Vf(X) + NTNX 1=0.... (2.28). 
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Considering equation (2.26c), B will not be zero, and hence equation (2.28) 
gives 
NT vf(X) + NTNX =0.... (2.29) 
from which A is found to be 
X= _(NTN)-1 NT vf(X) .... (2.30). 
Substitution of equation (2.30) into equation (2.27) gives 
or 
where 
d=-ß EI _ N(NTN)-1NT)] Vf(X) .... (2.31a) 
d=-ßP of (X) .... (2.31b) 
P=I- N(NTN)-1NT 
.... (2.32) 
is called the projection matrix. Disregarding the scaling constant -20, 
it can be said that the matrix P projects the vector vf(X) onto the inter- 
section of all the hyperplanes perpendicular to the vectors 
vgi(X), i= i1, i2, ..., 1r 
To interpret this fact graphically, consider a design problem with two 
design variables 
X= Cxl, x2JT 
whose feasible region is the intersection of the three linear constraints 
gi(X) 4, i=1,2,3 
as shown in fig. 2.3. At the design point X, gl(X) is an active constraint 
and the search direction 
d=P vf(X) 
is perpendicular to 791M. 
If Xk is the starting point of the kth iteration, then dk is found 
to be 
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dk = Pk vf(Xk) 
where Pk indicates the projection matrix P evaluated at the point Xk. 
If dk ý 0, the search starts from Xk and moves along the direction dk 
to find a new point Xk+l, according to the relation 
Xk+l 0 Xk + akdk 
where ak is the step length along the search direction dk (see [2.111 
for computation of ak). If dk = 0, it can be concluded from equations 
(2.30) and (2.31a) that 
vf(Xk) = NA = 11 vg11(Xk) + 12 vg12(Xk) + ... + ar vgir(X 
.... (2.33) 
where the components of vector a can be found from equation (2.30). 
Equation (2.33) states that the gradient of the objective function is 
given by a linear combination of the gradients of the active constraints 
at Xk. Furthermore, if all 
ai, i=1.2,..., r 
given by equation (2.30) are non-negative, the Kuhn-Tucker conditions will 
be satisfied at Xk and hence the procedure can be concluded. 
However, if some of" the, Ai's are negative and - dk=0, . then- equation (2.33) 
indicates that some constraint gradients vgi(Xk) make an obtuse angle 
with Vf(Xk) at Xk. This also means that the constraints for which Ai's are 
negative, are active at Xk but they should not be considered in finding a 
new search direction. Otherwise, the search direction will turn out to 
be a zero vector. This is illustrated in fig. 2.3, where the constraint 
gradient vgl(Xk, ). should not be considered in finding a usable-feasible 
direction starting from point Xk. 
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2.3.4 PROBLEMS WITH NONLINEAR CONSTRAINTS 
The gradient projection method explained in the previous Section, for 
linear constraints, can be extended to solve problems with nonlinear 
constraints. The major difficulty with some of the nonlinear constraints 
is that the gradient projection method, generates directions dk such 
that even for small moves the currently active constraints can be 
violated (see fig. 2.4). Therefore, some form of correction move is 
often needed to bring the current infeasible design point to the feasible 
region. 
v g(Xk) 
Consider the following problem 
minimize f(X) 
subject to gi(X) 4, i=1,2,..., I 
hi(X) = 0, i=1,2,..., E 
Correction move to the 
feasible region 
g=0 
.... (2.34). 
Let Xk be a feasible solution and let N be the matrix whose rows are 
ogi(Xk)T, i=il, i2,..., ir 
and 
vhi(Xk)T, i=1,2,..., E. 
The process of minimization problem (2.34) is as follows: 
Fig. 2.4 Projecting the gradient in the 
presence of nonlinear constraints. 
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l. Let 
P=I- N(NTN)-1NT 
be the projection matrix. 
2. Let 
dk -P Vf(Xk) 
be the direction of search. 
3. If dk#0, then f(X) is minimized from Xk in the direction dk 
and if necessary, a correction move to the feasible region is 
made. 
4. If dk=0, then the vector 
. 1= -(NTN)-1NT Vf(Xk) 
is calculated. If all the components of A are positive, then 
an optimum point is reached. Otherwise, the rows of N corresp- 
onding to x< 0 are deleted and the process is repeated. 
' The process of correcting iterations back to the feasible region may 
be a disadvantage of the method and it reduces the efficiency of the method. 
Also, computational work involved in inverting (NN) is time consuming. 
The method, however, has been applied to a number of structural design 
problems (12.13] and 02.14]). In these problems, the weight of the, 
structures was considered to be the objective function and it was shown 
that the method is an effective approach for weight minimization. 
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CHAPTER 3 
METHOD OF OPTIMIZATION 
3.1 INTRODUCTION 
The methods of feasible directions explained in Chapter 2, are 
effective, but the process of finding a direction of search requires a 
lot of computational work. The solution of an auxiliary linear programming 
problem is necessary for determination of each search direction. Also, the 
presence of nonlinear constraints reduces the efficiency of the methods. 
A general method for the solution of the constrained optimization 
problem under investigation, is presented in this Chapter. The basic idea 
of the method is based on converting the constrained problem into equivalent 
unconstrained problems. The objective function is suitably modified by 
some functions of the constraint equations and the constrained optimum is 
obtained as the limit of a sequence of unconstrained optima of the modified 
objective function. To achieve this, a number of algorithms can be derived 
from the necessary and sufficient conditions for a point to be a local 
constrained optimum. In the next Section, an algorithm is presented which 
satisfies these conditions. 
3.2" DERIVATION OF THE EQUIVALENT UNCONSTRAINED PROBLEMS 
Consider the following nonlinear programming problem: 
minimize f(X) 
subject to gi(X) Z 0, i=1,2,..., I .... (3.1) 
57 
where I represents the number of inequality constraints. The necessary and 
sufficient conditions that a point X* to be a local minimum of problem (3.1), 
where f(X) and gi(X), i=1,2,..., I are twice differentiable functions, are 
that there exists a vector X* such that 
gý(X*) 2: 0, .... (3.2a) 
* xigi(X*) = 0, i=1 2 ... I .... 
(3.2b) 
* ai Z0, .... (3.2c) I* 
vf(X*) - ist aj vgi(X*) =0.... (3.2d) 
and that in addition, for every nonzero vector y such that 
yT vgi(X*) = 01 i=il, i2,..., ir .... (3.3a) 
then i 
yT [V2f(X*) v2gi(X*)J y> 0 .... (3.3b) 1 
where il, i2,..., ir represent the indices of the active constraints at 
(X*, X*), (see E3.5] for proof). 
It is assumed that there is a neighbourhood around the local minimum 
(X*, a*), in which the constraints can be strictly satisfied. That is, 
there exist points X such that 
gi(X) >0, i=1,2,..., I .... (3.4). 
In this feasible neighbourhood, consider a design point Xr, for which the 
following conditions are satisfied: 
gi(Xr) >0, 
xigi (Xr) = Rr >0, 
Ai 0, 
i=1,2,..., I 
.... (3.5a) 
IJ 
of (Xr) - iEi a1 Vgi(Xr) =0 
,..... (3.5b) 
9 ... (3.5c) 
.... (3.5d) 
and for every y such that 
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yT Vgi(Xr) = 0, i=il, i2,..., ir .... (3.6a) 
then it 
yTCv2f(Xr) ajv2g. (Xr)] y> 0 .... (3.6b) 
1 
where Rr is a small positive value. To satisfy relation (3.5c), let 
xi = ui, thus automatically satisfying the nonnegativity requirement (3.5c) 
on the ai's. clearly 
x, gi (X*) =0 
is equivalent to 
uig1(X*) = 0. 
Thus equation (3.5b) becomes 
uigj(Xr) = Rr >01 "21 92900091 .... (3.7). 
Solving for each u. i from (3.7) and substituting into (3.5d), yields 
I R2 
V f(Xr) - i=1 -r - vgi(Xr) =0.... 
(3.8). 
91 (Xr) 
Equation (3.8) states that the gradient of the function 
P(X, R )= f(X) + R2 :El.... (3.9) rrj =l 9) 
vanishes at Xr; that is, the necessary condition that Xr should be a local 
unconstrained minimum of P(X, Rr) is satisfied. 
Now, it is proved that Xr also satisfies the sufficient conditions 
of being a local minimum of P(X, Rr). The matrix of second partial derivatives 
of P(X, Rr) is 
I R2 I 2R2 
o2p(X, Rr) = o2f(X) _ ýE1 2r o2g. (X) + iEl ogl(X) 
r og. (X)T 
9i (X) gi(X) 
.... (3.10). 
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Assuming as Rr ºO, X-*X*, then 
R2 R2 
r and r -º 
92(Xr) 9i(Xr) 
0, for i=1,2,..., I 
except i=il, i2,..., ir 
since for all inactive constraints at X* 
lim gi(Xr) = gi(X*)> 0, for i=1,2,..., I 
Rr 0 
except i=il, i2,..., ir0 
Hence, the inactive constraints contribute a negligible amount to 
72P(Xr, Rr) as Rr 0. 
As far as the active constraints are concerned, considering relations 
(3.6), it can be concluded that 
yTv2P(Xr, Rr)y> 0 
for all y such that 
yT vgi(X, j O, 
Since, the following relation holds for the active constraints at Xr, 
2 
lim Rr 
R0r 
gi(Xr) 
it follows from (3.10) that 
YT v2P(Xr, Rr) y>0 
when Rr is small enough, for all y such that 
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yT vgj(Xr) 0 0. 
Thus v2P(Xr, Rr) is a positive definite matrix, indicating that Xr is the 
local unconstrained minimum of P (X, Rr) and both the necessary and sufficient 
conditions for a local minimum are satisfied at Xr. 
Referring to equation (3.9), it can be seen that the function P(X, Rr) is 
nothing but the sum of the objective function and the inverse of the 
inequality constraints imposed on the problem and Rr is a positive constant. 
Hence, the constrained optimization problem (3.1) can be converted into an 
unconstrained problem, and as Rr+ s it will be shown that the minimum value 
of P(XRr) converges to that of the constrained problem. If, on the other 
hand, the unconstrained minimization of P(X, Rr) is repeated for a sequence 
of values 
Rk = Rr, k=1,2,... 
the solution is brought to converge to that of the original constrained 
problem under special conditions. This method is referred to as 'sequential 
unconstrained minimization technique' (SUMT). There are some other forms 
of P(X, Rr) that can be derived from the optimality conditions (see C3.11, 
3.2], C3.3] and t3.4]). 
Having converted the constrained problem into a series of unconstrained 
problems, a method for the optimization of the unconstrained functions has to 
be developed. Before evaluation of the optima of P(X, Rr), some of the basic 
properties of the function are presented. 
3.3 CONVERGENCE PROOF 
In the foregoing Section the constrained problem was transformed into 
unconstrained problems as 
P(X, Rk) = f(X) + Rk 
I 
i E1 
1, k=1,2,... 
9ý X ..... (3.11). 
This function is minimized for a sequence of decreasing. values of Rk such 
that Rk-ºO when k increases. It is readily seen that-if'any of the constraint 
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functions gi(X), i=1,2,..., I, approaches zero, the term 
II 
Rk i EI -g-i, -. TX) 
increases very rapidly. Hence the significance of the above term is such 
that its value will be small at points away from the constraint boundaries 
and will tend to infinity as the constraint boundaries are approached. 
Therefore, the value of P(X, Rk) also increases as the constraint boundaries 
are approached. 
Assuming P(X, Rk) is a convex function (see Section 3.4), it can be 
shown that as this function is minimized for a decreasing sequence of Rk, 
the unconstrained minima 
Xk, k=1,2,... 
converge to the optimal solution of the constrained problem stated in (3.1) 
as Rk-+O' The reason is as follows: 
Let X* be the optimum solution of the constrained problem (3.1). 
It has to be proved that 
..... (3.12). lim [min P(X, Rk)] =P (Xk, Rk) = f(") Rk -+0 
Since f(X) is assumed to be continuous, and f(X*)rf(X) for all feasible 
points X. it is possible to choose a feasible point X such that 
f(X) <f(X*) + e/2 ...... (3.13) 
for any value of c>O. Also, a suitable value of k, say, k is selected 
such that 
I 
Rk -iE1 
9i(X) 
< E/2 = ..... (3.14). 
To illustrate, consider a problem of one variable f(x), subject to a single 
constraint g(x)Z0, as shown in fig. 3.1. The point x is chosen to satisfy 
relation (3.13). Let P(x, Rk) be the unconstrained function corresponding 
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f(x) 
P(x, Rk) 
Fig. 3.1 Geometric representation of P(X, R) for a 
problem of one variable (in the objective 
and its convergence to the optimum of the 
problem x*. 
design 
space) 
constrained 
x* xk xk xx 
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to Rk with the minimum point xk and let P(x, Rk) be the unconstrained 
function corresponding to RR defined by inequality (3.14). The subsequent 
discussion is applicable to a general design vector X and it can also be 
easily seen from this one-dimensional example. 
It can be seen that the value of the function P(X, Rk) is always 
greater than f(X), since gi(X), i=1,2,..., I are nonnegative for all feasible 
points X, that is 
f(X*)s min P(X, Rk) = P(Xk, Rk) ..... (3.15). 
Furthermore, 
P(Xk, Rk)s P(XR, Rk) ..... (3.16) 
since Xk minimizes P(X, Rk). Also by choosing Rk< Rk , it follows that 
P(X*kk , R) = f(X*k k)+ R- iE1 =1 9i(Xk) 
I * 
> f(Xý) + Rk i11) 
ik 
> P(X*, Rk) .... (3.17). 
Thus 
** 
f(X*)sP(Xk, Rk)5 P(XR, Rk)s P(Xk, Rk) .... (3.18). 
But 
*I1 P(XR, Rk)s P(X, Rk) = f(X) + Rk 1=1 --- .,.. 
t 
Combining inequalities (3.18) and (3.19), it follows that 
f(X*)s P(Xk, Rk)s f(X) + RR iE1 .... (3.20). 91(X) 
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Noting inequalities (3.13) and (3.14), inequality (3.20) becomes 
f(X*)s p(Xk, Rk)< f(X*) + e/2 + c/2 = f(X*) +c 
or 
P(Xk*, Rk) -f(X*) <e .... 
Given any c>0, it is possible to choose a value k so as to satisfy 
inequality (3.21). Hence as kf- (Rk-O) it follows that 
lim P(Xk, Rk) = f(X*) 
Rk-*O .... 
(3.22). 
From the above convergence proof, it can be concluded that as 
Rk-ºO, 
Jim f(X*) = f(X*) 
and 
kam' 
lim Rk Ci1J=0 
k., ý 1=1 9 i. "T 
It can also be shown that if Rl, R2,..., Rk, Rk+l.... is a strictly 
decreasing sequence of positive values, then 
i =1 97k) sil gi7k+1) 
and 
f(Xk) Z f(Xk+l) 
..... (3.23a) 
..,.. (3.23b). 
For this, consider two consecutive values of R. say, Rk and Rk+l with 
0` Rk+l ` Rk 
Since Xk+l minimizes P(X, Rk+l), then 
f(Xk+1) + Rk+l 
"ý '1< 
f(X*) +R .ý1 1 9+, ) k k+l9 
..... (3.24). 
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Similarly, 
f(X*) +RE< f(Xk+1) + Rk 
E. 1 
) k i-1 91Mk )19 k+l 
..... (3.25). 
Combining inequalities (3.24) and (3.25), will give rise to relation 
(3.23a). Dividing inequality (3.24) by Rk+l and inequality (3.25) by 
Rk and adding up the resulting inequalities, will give rise to relation 
(3.23b). 
3,4 EXISTANCE OF GLOBAL OPTIMUM 
It was seen that the sequential minimization of 
P(X, Rk) = f(X) + Rk ill El-9j-7T Rk>0, k=1,2,..., ... (3.26) i 
for a decreasing sequence of values of Rk, gives the minima Xk, k=1,2,.... 
As k-+o , the points Xk converge to the minimum of the following problem 
minimize f(X) 
subject to gi(X) 0, i=1,2,..., I .... (3.27). 
In order to ensure the existance of a global minimum of P(X, Rk) for 
every positive value of Rk, the function P(X, Rk) has to be a strictly 
convex function of X. Otherwise, the discussion in the previous Section 
is only true for local minima and all the relations proved are valid for a 
neighbourhood of local minima. The sufficient conditions for P(X, Rk) to 
be strictly convex is discussed in this Section. If these conditions are 
satisfied, then for every Rk>O, there exists a unique minimum for (3.26). 
It will be proved that if f(X) is convex and gi(X), i=l, 2,..., I, 
are concave functions (-gi(X), i=1,2,..., I are convex functions), then the 
function P(X, Ro defined by equation (3.26) will be a convex function of X. 
If either f(X) is strictly convex or one of the functions gi(X), i=1,2,..., I 
is strictly concave, then the function P(X, Rk) is strictly convex. This 
is proved in two steps; first it is proved that if a function gk(X) is 
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R 
concave, then 
Rk 
) for Rk>0 will be convex. 
Second, it is proved that the sum of convex functions is convex, and 
strictly convex if at least one of the functions is strictly convex. 
Consider, the Hessian matrix H(X) of 
Rk las 
)J Nk 
a2 Rk Rk agk(X) H(X) _ xiaxj 
(g -) = axi ax. ý 
or 
Rk a2gk(X) 2Rk agk(X) agk(X) H(X) 
g) axax 
+ 
gk(X) ax ax, .... 
(3.28). 
JJ 
It has been shown (see Section 1.7) that the Hessian matrix of a convex 
function is positive semidefinite. Since gk(X) is concave, -gk(X) is 
convex and therefore the first matrix on the right hand side of (3.28) is 
positive semidefinite. To prove H(X) is also positive semidefinite, observe 
that in the interior of the feasible region g3 (X)> 0 and for any nonzero 
vector y, 
fý 
yTH(X)y =-k 
9k (X) 
Ta 9k 
y+ y axiaxi 
[YTvgk(x)]2 
) 9k (X 
This states that H(X) is positive semidefinite, hence 
Rk 
is convex. 
9k(X) 
Consider a set of convex functions 
fl(X), f2(X), sis fr(X) 
and let 
r 
FAX) 
4 
ZO 
.... (3.29). 
..... (3.30). 
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In Section 1.7, it has been indicated that if fi(X) is convex, then for 
any two points X1 and X2 and for 0 sX s1, 
r 
F[AXI + (1-a)X2] = iEl f1 [AXI + (1-A)X2] 
s iEl Cýfi(X1) + (1-X)f1(X2)3 
= XF(X1) + (1-a) F(X2) .... (3.31). 
This shows that F(X) which is the sum of convex functions, is also convex. 
It can also be seen that if any of the functions fi(X), i=1,2,..., r is 
strictly convex, then the function F(X) will also be strictly convex. 
Now, consider the function 
IR 
), R> 0. P(X, Rk) = f(X) + i=1 9k 1 
Since gi(X), i=1,2,..., I are all concave, then 
I Rk 
E 
i=1 gj 
will be convex. Assuming f(X) is convex, it follows that P(X, Rk) is 
convex. In particular, P(X, Rk) will be strictly convex, if at least one 
of the functions 
f(X), ) 
is strictly convex. 
The proceeding discussion guarantees that the sequential minimization 
of P(X, Rk) for a decreasing sequence of values Rk leads to the global 
minimum of the original constrained problem, provided that P(X, Rk) is 
strictly convex. When the convexity conditions are not satisfied, it will 
not be possible to prove that the minimum found"by this method is a global 
one. In such cases, a local minimum may be found. However, one can always 
reapply the method from different feasible starting points and try to find 
a better local minimum if the problem has several local minima. 
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3.5 PROBLEMS WITH EQUALITY CONSTRAINTS 
The method of sequential unconstrained minimization discussed so far, 
cannot be directly applied to solve problems involving equality constraints. 
Consider a general class of problems of the form 
minimize f(X) 
subject to g1(X)2: 0, i=1,2,..., I 
hi(X) = 0, i=1,2,..., E ..... (3.32). 
The above problem can be converted into a sequence of unconstraied 
minimization problems by constructing a function of the form 
IE 
P(X, Rk) = f(X) + Rk 1=1 GiCgi(X)7 + H(Rk) i=, hi(X) ... (3.33). 
Where Gi is some function of the inequality constraints gi(X), tending to 
infinity as the constraint boundaries are approached and H is some function 
of the parameter Rk tending to infinity as Rk tends to zero. The signi- 
ficance of the third term on the right hand side of equation (3.33) is that 
as H(Rk)-ºo , the quantity 
E 
iEl hi(X) 
must tend to zero. If this quantity does not tend to zero, P(X, Rk) 
would not tend to infinity, and this cannot happen in a sequential 
minimization process if the problem has a solution. To satisfy the above 
requirements, the following form of equation (3.33) has been suggested (C3.4] 
and [3.5]), 
P(X, Rk) = f(X) +Rki E1 +-. hý 
? (X) .... (3.34). gýX) ý -1 
It can be proved that if the problem posed in (3.32) has a solution, the 
unconstrained minima of P(X, Rk), k=l, 2,...., defined by equation (3.34), for 
a sequence of values 
RI>R2> ..... > Rk 
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converge to the optimal solution of the original constrained problem as RkfO. 
Furthermore, the solution obtained at the end of the sequential, minimization 
of P(X, Rk) is guaranteed to be the global minimum of the problem, if the 
following conditions are satisfied: 
(a) f(X) is convex. 
(b) gi(X), i=1,2,..., I are concave. 
E 
(c) jEl h? (X) is convex in the interior region 
defined by the 
inequality constraints. 
(d) One of the functions f(X), Rk/gi(X), i=1,2,..., I and 
E 
i-li 
(X) is strictly convex. 
It should be noted that the starting point has to satisfy all the 
inequality constraints, that is 
gj(X)> 0, i=1,2,..., I 
at the starting point. However, this starting point need not necessarily 
satisfy the equality constraints. 
There are a number of other functions, by which one can transform the 
general nonlinear programming problem (3.32) into a sequence of unconstrained 
problems. Some of these functions can be seen in-[3.6] 
3.6 OPTIMIZATION OF THE UNCONSTRAINED FUNCTIONS 
The manner in which a constrained optimization problem may be converted 
into a sequence of unconstrained problems was discussed in the previous 
Sections. It would now be required to develop a technique by which the 
optimum points of the transformed unconstrained functions can be obtained. 
The problem to be considered in this Section is the calculation of the 
minimum of a given function P(X), where X is the vector of the design 
variables as 
X =Ex,, x22046$xn1 
T 
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and n is the number of the design variables. 
As it has already been discussed in Chapter 1, a point X* will be 
a local minimum of P(X), if the necessary conditions 
aP(X) 
= 0, j=1,2,..., n axj .... (3.35) 
are satisfied at X*. The point X* is guaranteed to be a local minimum, if 
the matrix of second partial derivatives of P(X) is positive definite, that is, 
H(X*) _ 
1a2px* 
axi axk positive 
definite .... (3.36). 
Equations (3.35), in general, represent n nonlinear equations, which must be 
solved to evaluate X*. Since obtaining explicit expressions for the required 
derivatives is not usually possible in structural optimization, the solution 
of the resulting system of nonlinear equations (3.35) seems impractical. 
Several numerical methods have been developed for solving an unconstrained 
optimization problem. These methods can be classified into two broad 
categories as direct search methods and descent methods or gradient methods. 
The direct search methods require only the evaluations of the function and 
do not use the partial derivatives of the function in finding the minimum 
points. These methods are, in general, less efficient than the gradient 
methods as they require more function evaluations (see [3.7], C3.8], C3.9], 
t3.101 and [3.11] for details). , The-direct search methods, however, may be 
used for problems where the derivatives of the function are not continuous. 
or are not available. These methods, can also be efficient, where the 
computational work involved in evaluation of the derivatives may be very time 
consuming. 
The gradient methods, require the evaluation of first and possibly 
higher order derivatives of the function to be minimized. Since more 
information about the function under consideration is used, through the 
use of derivatives, the gradient methods are generally more efficiento 
compared to the direct search techniques ([3.121, [3.131, [3.141, [3.151 and 
C3.161). In the present work, an unconstrained optimization technique is 
being used which requires the evaluation of the derivatives, thereby the 
number of function evaluations is reduced which, in turn, the number of 
structural analyses are being reduced. 
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3.6.1 DESCRIPTION OF THE METHODS USING DERIVATIVES 
In general, a search algorithm to minimize P(X) proceeds as follows: 
Given a point Xk, a direction vector dk(search direction) and a suitable 
step size ak must be found to yield a new point as 
Xk+l - Xk + ak dk 
such that 
P(Xk+I)` P (Xk) 
..... (3.37) 
and the process is repeated. There are various methods by which the search 
direction dk can be found. One such direction is the direction of 'steepest 
descent'. A vector d is called a direction of descent of a function P(X) at 
X, if there exists a ö>o such that 
P(X + ad)< P(X), for all 0sa s'd. 
In particular, if 
lim CP(X + ad) - P(X)] /a <0..... (3.38) 
WOO 
then d is a direction of. descent. The'method of-steepest descent moves 
along the direction d with IIdII= 1, which minimizes relation (3.38), where 
IIdiI represents the Euclidean norm of d. - It will be shown that if P(X) 
is differentiable at X with a nonzero gradient, then the optimal solution 
to the problem of minimization (3.38) subject to IId! Is 1 is given by 
d*vPX 
...... (3.39) llvP(X)ll 
that is, (3.39) is the direction of steepest descent of the function at X, 
along which P(X) is decreased most rapidly for a given amount of change. 
The reason is as follows: 
From differentiability of P(X), it follows that 
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lim P(X+ad)-P(X) 
_ vP(X)Td 
arº0 a 
Thus the problem reduces to 
minimize VP(X)Td 
subject to Ildil s1. 
By the Schwartz inequality, for I Id fls 1, 
vP(X)Tdz - IIvP(X)II IIdUIZ -IIvP(X)II. 
For 
d*__ vPX 
I IvP(X)II 
it follows that 
vP(X)Td* = -IIvP(X)tI " 
Thus d* is the optimal solution. 
The method of steepest descent usually works quite well during early 
stages of the optimization process. However, as a-stationary point is 
approached, the method usually behaves poorly. In other words, near the 
optimum point the rate of convergence is, slow. This fact can be explained 
by considering the following expression for P(X) at Xk. 
P(Xk + ad) = P(Xk) + avP(Xk)Td + Rr(Xk, d, a) ..... (3.40) 
where Rr (Xk, d, a)} 0 as a; 0 and d=- vP(Xk). 
If Xk is close to a stationary point with zero gradient, then IIvP(Xk)II 
will be small, making the term 
av P(Xk)Td =- a liv P(Xk)II2 
of a smaller order of magnitude. Since the steepest descent method employs 
the linear approximation of P(X) to find a direction of search, where the 
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term Rr(Xk, d, a) in (3.40) is ignored, one should expect that the directions 
generated at late stages will not be very effective. Hence, a major 
disadvantage of this method is that no account is taken of the second 
derivatives of P(X) which determines its behaviour near the minimum point. 
To overcome this problem, the function P(X) is approximated by a quadratic 
function at the current point Xk. Then a suitable search direction is 
found for this quadratic approximation to the function. In order to present 
the method, consider the following quadratic approximation Q(X) at a given 
point Xk: 
Q(X) = P(Xk) + VP(Xk)T(X-Xk) + (X-Xk)T H(Xk)(X-Xk) .... (3.41) 
where H(Xk) is the Hessian matrix of P(X) at Xk. A necessary condition 
for a minimum of the quadratic approximation Q(X) is that 
vQ(X) =o 
or 
vP(Xk) + H(Xk)(X-Xk) = 0. 
Assuming that the inverse of H(Xk) exists, the point Xk+l is given by 
Xk+l = Xk -H (Xk)-1 vP(Xk) ..... (3.42). 
Equation (3.42). represents the iterative scheme when the second derivatives 
of P(X) are used to determine the search direction. It can be shown that 
the convergence of the above iterative scheme'is rapid when Xk is near the 
optimal point. Furthermore, the success of the method depends on the 
direction. 
dk = -H (Xk)-1 VP(Xk) 
being a direction of descent. Thus it is required that 
vP(Xk)dk< 0 
or 
vP(Xk)H(Xk)-1 vP(Xk) >0 
which is satisfied at all points for which vP(Xk)#0, if H(Xk) is positive 
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definite. However, if Xk is not close to the optimal point, it may happen 
that H(Xk) is not positive definite, then the method may fail to converge 
in this case. Another difficulty with this method is the evaluation of the 
inverse of the matrix H(Xk). 
From the foregoing discussion, it can be concluded that both the methods 
using the first derivatives and the second derivatives have their own di s- 
advantages. The main shortcoming of the method with first order derivatives 
(steepest descent method) was that the slow convergence near the optimum 
point. The disadvantage of the method with second order derivatives was 
that the slow convergence far from the optimum point. Hence, another class 
of methods should be introduced to overcome the above problems. An attempt 
is made to replace H-1(Xk) by a positive definite symmetric matrix G(Xk) 
which is updated in each iteration without the need for matrix inversion. 
Denoting G(Xk) by Gk, the search direction will be 
dk = -Gk VP(Xk) 
and the iterative relation (3.37) becomes 
Xk+l = Xk - akGk vP(Xk) , k=1,2,... ..... (3.43). 
The matrix Gk must be modified such that in the early stages of the 
search procedure, the direction dk would act as that of the steepest descent. 
Also, the slow convergence of the method of steepest descent, near the 
optimal point is overcome by modifying the sequence Gl, G2,..., Gk in such a 
way that Gk becomes approximately equal to H-l(Xk) as Xk approaches the 
optimal solution. If Gk is chosen as an identity matrix in the first step, 
that is, G1=I and converges to H-1(Xk) as the optimum is reached, then this 
modified technique has the following properties: 
Near the initial point, the technique resembles the method with- first order 
derivatives in its initial rapid reduction of the value of P(X). ' Also, near 
the optimal point it resembles the method with second order derivatives in its 
ultimate fast convergence. 
The theory and methods of updating the matrix Gk have been studied by 
many mathematicians (C3.17], [3.18], [3.19], E3.20], C3.21], and [3.22] ). 
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The method in [3.22], in particular, was modified for the present work to 
minimize the unconstrained problems under consideration. The main steps 
of the method are presented in the next Section. 
3.6.2 THE MODIFIED METHOD USING FIRST ORDER DERIVATIVES 
The summary of the method for minimizing a differentiable function of 
several variables is presented. In particular, if the function is a 
quadratic function of n variables with the Hessian matrix H, then it can be 
proved that 
a) Gn+1 = N"1 
b) the optimum is reached in at most n iterations. 
the method is basically valid for a quadratic function only. Since a 
general function can be closely represented by its quadratic approximation 
in the vicinity of the optimum point, the method is applicable for optimizing 
both quadratic and nonquadratic functions. 
The main steps of the method are summarized. below for the kth 
iteration, where it is assumed that an initial point XI is available: 
1. Let 
dk= -Gk vP(Xk) .... (3.44) 
with GI=I. Then dk. is the direction of search from the current 
point Xk. 
2. A linear search is performed to find ak > 0, where ak is the 
value of ak that minimizes. P(Xk + ak dk), (see Section 3.6.3). 
Then let 
ek = ck dk ..... (3.45a) 
Xk+l- Xk + ek ..... (3.45b) 
Yk = VP (Xk+1).,. - VP(Xk): 
... ..... 
(3.45c). 
3. The new point Xk+l is checked for optimality. If Xk+l satisfies 
a, 
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the termination criteria, the process is concluded, otherwise step 
(4) is carried out. 
4. The matrix Gk+l is constructed as follows: 
ßkBkT (GkYk)(GkYk)T 
Gk+l = Gk + ..... (3.46) T ek Yk YkT Gkyk 
and k is replaced by k+l. The process then returns to step (1). 
The termination criteria can be taken as when a norm of dk is smaller 
than some prescribed values. The following two norms of dk may be used: 
a) I Idkill = max I (dk)i I i 
n 
b) IId012 ="ý(d)? 
[i 
-1 ki 
where IIdkII denotes a norm of. dk,, (dk)i denotes the ith component of dk 
and I(dk)il is the absolute value of (dk)i. As a further safeguard, a 
norm of VP(Xk) may be checked. , 
It, has also been recommended that the 
calculations may be continued for at least n iterations in order to avoid 
false minima, where n is the number of the design variables. 
Some of the main properties of the method are discussed in Appendix A, 
. where 
it will be shown that for a quadratic function with a positive definite 
Hessian matrix H: 
I) The matrices Gk, k=1,2,... are'positive'definite, hence the directions 
dk, k=1,2,.., are descent directions. 
II) The search directions dl, d2,... -, dk, ksn, are linearly independent 
vectors, where n is the number of the design'ývariables. 
III) The method converges in at most n iterations, regardless of the 
starting point and the order of search `directions. 
IV). The sequence of matrices Gk, k=1,2,..., n+l tends to the inverse of 
the Hessian matrix of the quadratic function, that is Gn+i=H_l. 
V) The matrix Gk+l can be updated by equation (3.46). 
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3.6.3 DETERMINATION OF THE STEP LENGTH 
Finding the step length ak , involves solving a subprogram to minimize 
P(Xk+ak dk), for a given design vector Xk and a search direction dk, which is 
a one-dimensional search problem (line search) in terms of the variable ake 
The classical method to solve this problem is to evaluate the derivative of 
the function with respect to ak and solve the following equation 
dk vP(Xk + akdk) =0..... (3.47). 
Equation (3.47), in design problems, may not be expressed e pTicitly 
in terms of ak. Furthermore, ak satisfying the above equation is not 
necessarily a global minimum; it may be a local minimum, a local maximum, 
or even a saddle point. For these reasons and the problems involving the 
solution of a nonlinear equation, a number of search techniques have been 
developed to solve a one-dimensional minimization problem (C3.6] and C3.14]. ). 
For the present work, a numerical technique has been developed which 
is based on the functional evaluations and comparisons only. To begin with, 
Consider the one-dimensional problem 
minimize P(a) 
subject to asa: 5 b ..... (3.48). 
Since the exact location of the minimum of. P(a) over the interval Ca, b] 
is not known, this interval is called the interval of uncertainty. During 
the search procedure, if one can exclude portions of this interval that do not 
contain the minimum, then the interval of 
, 
uncertainty is reduced. 9. - 
Let a* be the minimum of P(a) in - the above interval. If P(a) is 
strictly decreasing for a<a*'and is strictly increasing for a>a*, then 
P(a) is said to be a unimodal function. For such a function, the interval 
of uncertainty can be reduced by evaluating the function at two points within 
the interval. Suppose that two points x and u in the interval Ca, b] are 
chosen such that 
a<A<i<b. 
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If P(a)>P(u), then the minimum lies in the interval Cx, b], while if 
P(a) s P(u), the minimum lies in the interval Ca, uj. The former case is 
illustrated in fig. 3.2. Then the initial interval can be replaced by the 
new narrower interval, and this procedure can be applied to the new interval 
and by repeating this procedure, the interval can be made sufficiently small. 
When a* is to be found by means of functional evaluations and comparisons 
only, the efficiency of the method depends on the answer to the following 
question: 
"Given an upper bound for the error in the estimate of a*, how should 
successive values of x and u be chosen so as to minimize the number 
of function evaluations and for a given interval, how many 
evaluations of the function are required? ". 
In References [3.23] and [3.24]. it is shown that the answer to this 
question is related to the Fibonacci sequence {Fv}, defined by 
Fo = Fl =1 
Fv+l- Fv + Fv_l, v=1,2,.... .... (3.49) 
and therefore the sequence is 
v0123456789 10 11 12 13 14 15 ,.... 
Fý 112358 13 21 34 55 89 144 233 377 610 987 ..... 
Suppose that at iteration k, the interval of uncertainty is Cakbk] 
Consider the two points ak and uk given below, where m is the total number 
of function evaluations to be performed, 
a-ak 
Fm-k-i 
(b k -a k) k-k (3.50a) 1="m-k+l 
uk = ak + 
Fes 
(b -a) ..... (3.50b) m-k+l 
kk 
for k=1,2,..., m-1. 
P(a) 
Fig. 3.2 Reducing the interval of uncertainty 
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x aý b a 
new 
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The new interval of uncertainty [ak+l' bk+lI is given by 
EXk'bk7 if P(Ak)> P('k) ..... (3.51a) 
and [ak, ukI if P(ak)s P(uk) ..... (3.51b). 
If Case (3.51a) holds, then noting (3.50a) and letting v=m-k in (3.49) 
yields 
b+ -a +=b -a =b -a - 
Fm"k"1 
(bk-a )= 
Fm-k 
(b -a ) klklkkkkm k+l k Fm-k+l kk 
.... (3.52). 
If Case (3.51b) holds, noting (3.50b), it follows that 
bk+l-ak-1 = uk-ak =m-k - (bk-ak) .... (3.53). 
m-k+l 
Thus, in either case, the interval of uncertainty is reduced by the factor 
Fm-k/Fm-k+l 
. 
Now,, it is shown that at iteration k+l, either xk+l = uk or 
uk+l = ak, so that one function evaluation is needed after the first 
iteration. I 
Suppose that P(ak)> P(uk)' so that 
ak+l = Ak and bk+l = bk' 
Noting (3.50a) and replacing k by k+1, it follows that 
Fm-k-2 
_ 
Fm-k-2 
Ak+1 =, ak+l + (bk+l ak+l) - Ak + F-- (bk7ýd ..... (3.54). 
Substituting for Ak from (3.50ä), yields 
4 
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=a+ 
m-k-1 
(b -a) + 
Fm-k-2 
(1- 
Fm-k-1 
)(b a (3.55). 
+1 k- m_k+l kk Fm-k m k+l kk 
Letting v=m-k in (3.49), it follows that 
1- 
Fm-k-1 
= 
Fm-k 
..... (3.56) 0' 
m-k+l m-k+l 
Substituting (3.56) into (3.55), yields 
+=a+ 
Fm-k-1 + Fm-k-2 
(bk-ak) ..... (3.57). k1k 
m-k+l 
Now let v =m-k in (3.49) and noting (3.50b), it follows that 
a=a+ 
Fm-k 
bau...... (3.58). k+l k7 
m +1(k 
k) -k 
Similarly, if P(ak)sP(uk), it can be proved that 
uk+l = Ak ..... (3.59). 
Thus, in either case, the value of P(a) must be evaluated only once at 
iteration, k+l. 
To summarize, at the first iteration, two function evaluations are 
made, and at each subsequent iteration, only one evaluation of the function 
is necessary. Thus, at the end of iteration (m-2), the number of function 
evaluations will be (m-1). Also, for k=m-1, it follows from (3.50a) and 
(3.50b) that 
bm-1)' um-1 = -Z (am-1 - 
Since either am_l - um-2 or um-1 am-2, theoretically no new function 
evaluations are needed at this stage. However, in order to further reduce 
the interval of uncertainty, the last function evaluation (mth) is placed 
slightly to one side of the midpoint am-1 um-1' so that Z (bm-l-am-1) is 
the length of the final interval of'unce rtainty Cam, bm]. From the above 
discussion, it can be concluded that if the variable a could assume only 
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discrete values, then the mth function evaluation would not be necessary and, 
hence, the number of function evaluations would be (m-i). 
In this method, the number of function evaluations m must be chosen 
beforehand. This is because equations (3.50a) and (3.50b) are dependent on 
M. From (3.52) and (3.53), the interval of uncertainty is reduced at 
iteration k by the factor Fm-k/Fm-k-1' Hence at the end of (m-1) iterations, 
where m total function evaluations have been made, the interval of uncertainty 
is reduced from (bl-al) to (bm-am) = (bl-al)/Fm. Therefore, m must be 
chosen such that (bl-al)/ m reflects the accuracy required (e). 
In addition, when (bl-al)/e , does not coincide with one of the 
numbers in the Fibonacci sequence, then the initial interval of uncertainty 
is extended. For the extended interval, the values of the function P(a) 
may be taken as a large value, in cases, where P(a) is not defined in that 
extended interval. 
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CHAPTER 4. 
STRUCTURAL OPTIMIZATION OF DOUBLE-LAYER GRIDS 
4.1 INTRODUCTION 
In the previous Chapter, a general method for solving a nonlinear 
programming problem was presented. The method transforms the constrained 
problem into a sequence of unconstrained problems and each unconstrained 
problem is, in turn, solved in terms of a series of one-dimensional 
optimization problems. Now, it is intended to apply this method to 
structural optimization. In particular, the method will be applied to a 
number of double-layer grids for which the cost of the grids is considered 
to be the objective function. First the constraint equations and the cost 
function are presented in terms of the design variables. The constraints 
consist of bounds on member stresses, buckling of members, slenderness 
ratio of members and joint displacements. At later stages, geometry and 
topological variables including variations of the height of the grids9 changes 
in the number of joints and members will be also considered. * 
Computational aspects of the optimization method will be discussed in 
which a method is presented to evaluate the necessary derivatives of the 
functions under consideration. Also, a technique will be introduced by which 
the number of analyses of the structure can be reduced to one analysis only 
for each one-dimensional search. 
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4,2 DOUBLE-LAYER GRIDS 
Double-layer grids belong to the category of three-dimensional skeletal 
structures which can be assembled from a large number of prefabricated 
pyramidal units or from individual' members to form a rigid structure. These 
structures are especially suitable for large spans, without internal columns, 
such as industrial buildings, exhibition halls, sports centres and so on. 
A double-layer grid can be described as two parallel flat grids, 
referred to as the 'top , layer' and the 'bottom-layer', interconnected by 
inclined and/or vertical members, referred to as 'bracing members' or 'diagonal 
members'. The members forming the top and bottom-layers are referred to as 
the 'chord members'. 
In general, the two layers are not of identical layout and various 
configurations of double-layer grids can be achieved by considering different 
layouts for the top and/or the bottom-layer, -combined with 
different arrange- 
ments of the bracing members. If. for instance, each of the top and bottom- 
layers consists mainly of two sets of parallel lines, usually intersecting at 
right angles, then a structure is formed with pyramidal units of square bases, 
which is referred to as a 'two-way double-layer grid',. Thereares however, 
a number of other types of double-layer grids such as three-way double-layer 
grids and lattice grids for which the full details' and development of various 
configurations can be found in References '[4,13, [4.21 and [4.31, 
Figure 4.1 illustrates some examples of1double-layer grids.. The 
graphical arrangements shown in this. figure, may"be seen as the plan view of 
the double-layer grids, where the joints are in'd'icated by-little circless the 
members in the top-layer are drawn in thick full lines, - the members in the 
bottom-layer are drawn in broken lines and 'the bracin g members are drawn in thin 
full lines. A plot of the type shown in fig. 4.1a is used, whenever some of 
the members of the grids overlap or coincide. 
In the present work, the attention , is focused on the tw6-ýway I double- 
layer grids only and the detailsý of ihese'-wil-1 be'ý gi"ven later. 
In the past, several attempts have, beep made to, compare different 
arrangements of double-layer grids and 
' 
to draw conclusions regarding their 
optimum shapes and configurations (see [4.41', [4.51 and [4.6]). From a 
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practical point of view, the results have been so far of rather limited value 
and cannot be directly used to select the best type of layout for preassigned 
variables such as span, support and loading conditions. 
Also, the attention has been so far concentrated on the optimum weight 
of the grids despite the fact that optimum weight cannot necessarily be a 
satisfactory criterion in this context. In this work, however$ an attempt 
is made to compare the cost of a number of two-way double-layer grids and the 
results will be presented later. 
The bulk of the past research has been mainly focused on various 
approximate methods of analysis such as slab analogy methods and finite 
difference methods. Other methods of analysis such as elastic-plastic 
design of double-layer grids have also received a lot of attention. The 
stress distribution and structural behaviour of a number of double-layer 
grids have also been investigated under different loading and support 
conditions (see [4.7 ], 6.8] and [4.9]), but it seems that no significant 
work has been carried out on structural optimization of double-layer grids. 
In addition, in the past, the design of the members of a given layout 
of double-layer grid has been confined to the satisfaction of a number of 
design equations recommended by codes of practice. In some other cases, 
the design of double-layer grids have been based on the idea of the fully 
stressed design in which each structural member sustains a limiting allowable 
stress under at least one of the loading conditions. However, fully stressed 
designs do not necessarily give rise to optimal solutions for statically 
indeterminate structures, since there is no explicit reference to weight 
or cost as an objective function in the fully stressed design process. Thus, 
it is essential to investigate the difference between a fully stressed design 
and an optimum design for double-layer grids. The details of achieving a 
fully stressed design and an optimum design of double-layer grids are presented 
in the subsequent Sections. 
'dig 
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4ý3 METHOD OF ANALYSIS 
The standard stiffness method of structural analysis is used as a means 
for analysis of the double-layer grids under consideration. In this Section, 
a brief description of the method for the elastic linear analysis of skeletal 
structures is presented. This brief description of the stiffness method is 
not intended to be a comprehensive introduction to the subject, since the 
detailed formulations of the method as applied to different classes of 
structures are now available in a number of texts (for instancessee C4.101, 
[4.111 and [4.121). 
Consider a linear skeletal structure under a general system of loading. 
Let the terminals of a typical member b be at- joints i and J (i<j). To the 
structure as a whole a Cartesian coordinate system is allocated which is 
referred to as the 'frame coordinate system' (O-X-Y-Z in fig. 4.2). To each 
member of the structure a Cartesian coordinate system is allocated which is 
referred to as the 'member coordinate system' (OI-X'-Y'-Z' in fig. 4.2). 
The actual external loads are replaced by a system of 'equivalent 
external loads' which are applied at joints and produce joint displacements 
identical to those produced by the actual loading system. The structure is 
analysed for the equivalent external loading system and the results of the 
analysis may then be easily modified to correspond to the actual loading 
system. 
The components of the internal. force at the ends i and j of member b, 
relative to the coordinate system of the member, form the elements of column 
vectors P, '. j and P'-i which are referred to as 'member end force vectors'. i 
The components of displacement at the ends i and j of member b. relative to 
the coordinate system of the member, form the elements of column vectors 
d! and d. which are referred to as 'member end displacement vectors'. Ii ii 
The force-displacement relations for member b are given by 
Pij - (Kil)b dii + (K12) b dji """"" (4.7a) 
Pii - (K21)b dij + (K22)b dj1 """"" (4.1b) 
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where (K' (KII are the 'stiffness matrices' llýb* 2)b9 CKjl)t, and N21b 
of the member relative to the member coordinate system. 
The force-displacement relations given in equations (4.1) can be 
represented relative to the frame coordinate system by the following 
expressions 
Pij = (K11 )b did + (K12)b dpi ..... (4.2a) 
Pji (K21)b did + (K22)b dpi ..... (4.2b) 
where 
Pik = Tb P.. , d.. = Tb did , ...., etc. ..... (4.3a) 
ýK11ýb = Tb X191 b Tb ' (K12) b - Tb (K12)bTT ,....., etc. 
.,... (4.3b) 
and Tb is the 'transformation matrix' by which vectors and matrices relative 
to the coordinate system of member b are transformed into the frame 
coordinate system. 
The conditions of compatibility, in general, require that all the 
member ends connected to a joint have the same components of displacement. 
Relations (4.2), considering the conditions of compatibility, will become 
Pik (K1.1)b di + (K12)b dj ..... (4.4a) 
Pji (K21)b di + (K 22) b dj ..... (4.4b) 
where di and di are column vectors, the elements of which are the components 
of displacement ofJoints i and j relative to the frame coordinate system. 
The column vectors di and di are referred to as 'joint displacement vectors'. 
The components of equivalent external loads at a joint i, relative to 
the frame coordinate system, form the elements of a column vector wi which is 
referred to as a 'joint external load vector'. 
The conditions of equilibrium at a joint i require that 
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E. lj =ll ..... (4.5) 
where the summation extends over all the member ends connected to that 
joint. Relations similar to (4.5) may be written for all the joints of 
the structure giving rise to a system of simultaneous equations. This 
system, after being modified to take account of the constraint degress of 
freedom (see [4.101, [4.131 and [4.141). may be represented by the 
following matrix relation 
Kd =w..... (4.6) 
where d is the 'displacement vector of the structure' containing all the 
joint displacement vectors, w is the 'external load vector of the structure' 
containing all the joint external load vectors and K is the 'stiffness matrix 
of the structure' which is composed of the stiffness matrices of all the 
members. 
The system of equations represented by relation (4.6) may be solved to 
find the joint displacements. Knowing the joint displacementss ihe internal 
forces at the member ends can be obtained from relations similar to (4.4). 
The above brief description of the standard stiffness method is in 
the most general form and applicable to the analysis of any linear skeletal 
structure. The dimensions of the vectors and matrices and the elements of 
these vectors and matrices, however, are different for different structures. 
In the case of double-layer grids, in general, the vectors associated 
with members are of dimension six and matrices associated with members are 
of order of six by six. The reason is that double-layer grids in the most 
general case where members have bending and torsional rigidity as well as 
axial rigidity (that is, the members are rigidly-connected at the joints), 
can have six degrees of freedom at each joint. These are three translation 
components and three rotation components. Thus, the members are, in general, ' 
subjected to axial force as well as bending moments, torque and'shears when 
a general system of external loading is applied to the structure. 
The geometry of double-layer, grids is. ýusuallY such . that the 
, loads 
appliedat joints are transmitted through the structure-to the supports 
93 
mainly by axial force. Thus a reasonable. assumption for the analysis of 
properly proportioned double-layer. grids, with. adequate supports, is that 
the members have axial rigidity only. That is, the members are assumed 
to be pin-connected at the joints. The analysis of the grids then reduces 
to a pin-jointed stiffness analysis in which the axial forces in the members 
and the three components of translation at the joints are evaluated. In 
addition, certain bending moments due to uniformly distributed load are 
considered as a second stage of analysis, the details of which are given 
in Section 4.4.3. 
It should be noted that the method of analysis and the ýhoice of 
assumptions are not the prime objects of the present work. Any method of 
analysis and assumptions could have been used to evaluate the forces in the 
structure without reducing the generality of the technique of optimization. 
The above mentioned assumptions, however, will give rise to a simple 
formulation of the method of analysis and reduce the computational efforts 
tremendously. 
4.4 PREASSIGNED VARIABLES 
As it was stated in the first Chapter, the preassigned variables must 
be first introduced in an optimization problem. For the double-layer grids 
under consideration, the preassigned variables are taken as general. confi- 
gurations of the grids, span, support conditions, loading conditions, member 
cross-sections and jointing system which are briefly described in the sequel. 
4.4.1 GRID CONFIGURATIONS 
Considering that the number of cases which could be studied in this 
Thesis is limited, it was thought more appropriate to concentrate on a 
relatively small number of basic cases (which, nevertheless, covers most 
practical cases). With this objective in mind, it was decided to consider 
four different configurations of two-way Oguble-layer grids, from amongst all 
the possible double-layer grids. These arrangements are as follows: 
Case 1. In this arrangement, the layout of the top and bottom-layers are 
the same with one layer being offset from the other in plan. The 
members of both layers are parallel to the boundary lines of the 
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grid. This arrangement is referred to as 'square-on-square 
offset' grid and an example ofAts, plan view is shown, in fig-4-3. 
Case 2. In this arrangement, the top-l ayer members are set parallel to 
the outer edges but the bottom-layer members are set diagonally 
which results in the members in the bottom-layer being set at a 
length, /-2 times those of the top-layer. This arrangement is 
referred to as 'square-on-diagonall grid and an example of its plan 
view is given in fig. 4.4. 
Case 3. In this arrangement, the top-chord members are at 45 
0 to the edges 
of the grid, whilst those in the bottom-layer run parallel. This 
grid is referred to as 'diagonal-on-squarel double-layer grid and 
an example of which is shown in fig. 4.5. 
Case 4. In this arrangement, the top and bottom-layers are similar and 
run in the same direction with one layer being offset with respect 
to the other in plan. The members of both layers are set at 45 
0 
to the edges of the grid. This configuration is referred to as 
'diagonal-on-diagonal' grid and an example of this grid is illustrated 
in fig. 4.6. 
All the grids are chosen to have a square shaped boundary and it is 
further assumed that the grids cover an area of 30m x 30m. 
4.4.2 SUPPORTS 
It was assumed that the support conditions are the same for all the 
types of the grids consisting of columns that provide vertical constraints 
only. The supports were considered along all sides of the bottom-layer of 
the grids at each boundary joint, except for the case of square-on-diagonal 
grids in which the bottom-layer is supported at every other boundary joint. 
It is to be noted that with the above assumptions, the rigid body 
movements of a grid will not be restrained. Hence some horizontal constraints 
should be imposed to prevent the structure from becoming a mechanism. However, 
when due to symmetry the analysis is affected by considering a portion of 
the grid (j of the grid is analysed in the present work) then because of 
imposition of fictitious constraints the rigid body movements of the grids will 
not come into play. 
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4.4.3 LOADING 
The external loading was considered to be a uniformly distributed 
load covering the whole of the top-layer. To convert the distributed 
load to equivalent concentrated loads applied at joints, it was assumed 
that the cladding system would be such that-the transmission of the loads 
to the grid members would take place in two directions. The distributed 
load is first shared between the top-chord members each of which takes the 
load on the area formed by connecting the terminal joints of the member to 
the centroids of the areas of the adjacent openings. Thus a triangulated 
load is applied over the member. Then the share of each joint is half the 
loads applied over all the members connected to that joint. Fig. 4.7 
represents the plan of the top-layer of a double-layer grid under uniformly 
distributed load and the assdmed shares of loads for some members and a joint 
are indicated by the shaded areas. 
Once the loads for all the joints are obtained in this manner, a pin- 
jointed linear stiffness analysis is carried out and all the axial forces 
and the joint displacements are evaluated. 
Since the members of the top-layer of the double-layer grids are 
subjected to uniformly distributed loads, they are under the action of bending 
moments. The analysis for evaluating the bending moments is on the basis 
that the members are simply supported and are under the triangulated loads 
as discussed above. 
The intensity of loading is based on CP3 where allowance is ma'de 2 
for imposed load, including snow, weight of joints and self weight of 150 kg/m 
4.4.4 STRUCTURAL CROSS SECTIONS AND JOINTING SYSTEM 
Circular hollow sections were assumed to be used for the members of the 
double-layer grids under consideration. The advantages of using hollow 
sections and their applications in space structures can be found in [4.151. 
In conjunction with the cross-sections being used, a suitable jointing 
system had to be considered. The consideration of the jointing system is 
necessary due to the fact that in optimum cost design of double-layer grids, 
the cost of the joints is one of the most important factors affecting the 
100 
i 
I I 
-;;; I- 
_/ý, 
Fig. 4.7 Shares of loads for some typical members and joints. 
1Dl 
final cost of double-layer grids. One possibility for jointing system was 
to design a joint and another choice was to adqpt one of the prefabricated 
systems. It was decided to choose, the latter and this was basically due 
to the availability of cost components of the joints. Many types of 
prefabricated joints have been so far developed and comprehensive information 
on various types can be found in [4.11, [4.21, [4.71 and[4.161. For the 
present investigation, the Nodus jointing system was. adopted which is a 
relatively new jointing system, introduced by the Tubes Division of the 
British Steel Corporation. 
4.5 DESIGN VARIABLES 
The design variables are considered to be the cross-sectional areas of 
the members and some geometrical and topological parameters. In general, 
the cross-sectional area of each member can be taken as an independent design 
variable. In practical cases, however, it is possible to reduce the number 
of area variables by declaring that certain members have identical cross- 
sectional properties. The members are, therefore, divided into different 
groups and the members of each group have the same cross-sectional area. For 
the double-layer grids under consideration, it is assumed that all the members 
of the top-layer have a similar cross-sectional area Atq members of the bottom 
layer have a different cross-sectional area Ab and the diagonal members have 
a third cross-sectional area A Thus the design vector corresponding to d* 
cross-sectional areas XA is defined as 
XA = [At ' Ab 9 Ad 3T..... (4.7). 
The geometrical and topological design variables for double-layer 
grids. in general, can be defined as the Cartesian coordinates of the joints 
and the connection pattern of the grids. These design variables can be 
linked when a symmetrical design is specified. For a double-layer grids 
the position of joints are altered in such a way that the joints of the top- 
layer and the joints of the bottom-layer remain in two parallel planes. 
The distance between these two parallel planes, referred to as the 'height 
of the grid' and denoted by H is taken as a design variable. Changes 9 
considered in the number of joints and members are done such that the overall 
layout of the grid remains identical. That is, the basic pyramidal unit 
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along each side of the 
, 
grid, referred to as the 'number of divisions of the 
grid' and denoted by N is taken as a design variable. Thus the design 9 
vector corresponding to geometric changes can be defined as 
XB . CHg , N9 
]T 
..... (4.8). 
The design space defined by the design variables (4.7) is separated 
from that of (4.8). The optimum cross'-sectional areas are obtained by 
the method explained in Chapter 3 and the optimum geometry will be discussed 
later. All of the design 
i 
variables, except Ng, are assumed to be continuous 
even if in practice only discrete values may be accepted. 
4,6 DESIGN CONSTRAINTS 
Referring to the first Chapter, a constraint i, may be expressed as 
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(X)k 0 
..... 
(4.9a) 
or hi (X) =0..... (4.9b) 
where gi(X) represents an inequality constraint and hi(X) represents an 
equality constraint. In structural design, equality constraints refer to 
the requirement that equilibrium and compatibility conditions must be 
satisfied for all proposed designs. These equality constraints are usually 
imposed in terms of an analysis within the overall optimization process. 
Thus, equation (4.9b) can be omitted and the remaining constraints that are 
discussed in this Section are of type (4.9a). 
The cross-sectional areas of the members of the double-layer grids are 
optimized to withstand the combined stresses obtained from axial forces and 
bending moments. The inequality constraints include bounds on stresses in 
the members and the stress limitation equations-can be derived (see [4-191) 
for a member subjected to axial forces and bending moments, taking into account 
the effect of buckling. The allowable stresses and safety factors are 
obtained from the American Institute of Steel Construction (AISC) specification 
CE4.181). 
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Considering the assumptions made on the analysis of the double-layer 
grids, there are two possible loadi. ng conditions to wKich a double-layer grid 
member may be subjected. A member may be either subjected to combined 
stresses resulting from compressive forces and bending moments or it may be 
under the action of tensile forces and bending moments. For these two 
possibilities different design constraints will be considered. 
For a member, subjected to compressive forces and bending moments 
the following constraints must be satisfied: 
(gdl =1 
fa. 
- 
Cmfb 
2: 0 (4.10a) 
a (l_ a)Fb 
e 
(g mb0 o9soo (4.10b) d2 -T 
(1- Te)F b 
fa fb 
(9d3 1 -'y rb ?.. 0 Ty 
(g = 
Al) / 41) -1 a0....... (4.10d) d4 rrc min 
d 4) / (, ) k0 (4.10e) 5rrc max 
where gC represents an inequality constraint for a compression member 
and 
fa = actual axial compressive stress 
fb actual maximum fibre compressive bending stress 
Fa allowable axial compressive stress for axial force only 
Fb allowable bending stress for bending moment alone 
Fy yield stress of the material whose value is taken as 2400kg /Cm2 
Fe = allowable Euler stress e where Fe = ff 
E 
y (KL/r)4 
y is the factor of safety whose value for Euler stress is discussed 
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in the next Section. The value of y in equation (4.10c) is 
taken as 5/3, E is the modulus of'elasticity (2-1 x 106 kg/Cm 
2 
KL/r is the slenderness ratio of the member ,L is the member 
length, 
K is the effective length factor whose value is considered to be 
1-j KL is the effective member length and r is the radius of gyration 
in the plane of bending. 
(KL/r) 
c min & 
(KL/r) 
c max--' -- minimum and maximum slenderness ratios considered 
for compression members 
Cm =a coefficient whose value shall be taken as 0.85 (see [4.181). 
To explain the constraint equations (4.10), it can be shown that (14.191), 
fa 
+ 
Cmfb 
=1 
a (1 
fa) Fb 
e 
..... (4. lla) 
fa 
+ 
fb 
=1 T-/Y ..... (4. llb). 
Equation (4.11a) is used when the maximum bending moment occurs at a point 
between the ends of the member, while equation (4.11b) checks the member for 
maximum bending moment at one end. 
The stress constraint equations define the feasible region such that 
any design point lying in this region, constitutes an acceptable design 
(feasible design). Such a region for a compression member is expressed as 
follows: 
0fa+cmfb 
a (1- 
fa 
Fb T 'e 
fa fb 
0 T-/-Y + 
yT b- 
..... (4.12a) 
.... (4.12b). 
This feasible region is further reduced by imposing a bound on the slenderness 
ratio of the member as 
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KL KL ("iýc 
min: 5' r 
Pc 
max .... 
(4.13). 
Noting that fa -fb. and'' 
fa 
are nonnegative, the constraint T -- *T-, T, /Y 
aby 
relations (4.10) can be directly obtained from (4.12) and (4.13). 
For a member subjected to tensile forces and bending momentst the 
following inequality constraints must be satisfied: 
ff b (4.14a) 01 T- ky r- t b 
KL KL 
eseee (4.14b) (902 = (1) 1 (-r)t min 
0 
KL KL (4.14c) (903 =1- ("P 1 (-r)t max 2: 
0 
where gt represents an inequality constraint for a tension member, (KL/r)t min 
and (KL/r)t max are the 
lower and upper bounds on the slenderness ratios 
of the tension members. The notation fa is used for both members under 
tensile and compressive forces. 
A constraint inequality which restricts the maximum deflection of 
the structure is also being considered. This constraint can be, expressed 
as follows 
d 
06) ..... (4.15) 
where dm is the maximum calculated deflection and da is the maximum 
allowable deflection. 
In addition to the above mentioned constraints, the local buckling of 
the member cross-sections and the lower/upper bounds on the height and the 
number of divisions of double-layer grids are also imposed. '- 
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4.6.1 ALLOWABLE STRESS ON AXIALLY LOADED COMPRESSION MEMBER_(F 
a) 
Consider a member without initial imperfections whose material 
. is assumed to be linearly elastic. Theoretically, the allowable stress for 
such a member subjected to axial compressive forces is given by its elastic 
buckling stress (Euler buckling stress) as 
2 
Fe Ir E2 
(KL/r) ..... 
(4.16). 
Of course, the stress F must remain below the yield stress F in order for ey 
equation (4.16) to be valid. 
However, in practical design, because of the presence of residual 
stresses in structural steel sections, the actual compressive stress Fcj 
in the member at buckling is 
Fc=Fe+Fr ..... (4.17) 
where Fr is the compressive residual stress in the member. The experimental 
results obtained by the Column Research Council (CRCý(see [4.171)9show that 
Fr may be as high as Fy /2. In order to determine the limit of applicability 
of equation (4.16). the value of F is set to its maximum value F and F Cyr 
is set equal to its assumed maximum value Fy /2. Then from (4.17) it follows 
that 
F /2 essee (4.18). 
Thus, it is concluded that equation (4.16) can be used as long as Fe remains 
less than F /2. The corresponding value of KL/r, denoted as C is yC 
obtained by solving (4.18) for CC 
E 
CC = ,r Fy ..... 
(4.19). 
Whenever the effective slenderness ratio KL/r; -,, Cc s the Euler formula (4.16) 
can be used to evaluate the stress in the member. This is shown in fig. 4.8. 
For the region O<KL/r<Cc , the Column Research Council proposes a 
parabolic curve given by the following equation 
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Fy 
0.6Fy 
0.5FY 
0.261 F, 
KL 
r 
Fig. 4.8 Allowable stress curves for a compression member. 
0c 
c 
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iKL/r 2] Fy for 'L e. c *egg. (4.20). rc c 
This equation is also plotted in fig. 4.8. where it can be seen that for KL/r=O, 
the value of Fc is Fy. The curve has a horizontal tangent at KL/r=O and it 
forms a continuous curve with the curve of equation (4.16) at the point 
KL/r= Cc* 
For design purposes a suitable factor of safety y. must be 
introduced in order to obtain allowable stresses Fa from Fc as 
Fa= ' /Y *to@* 
The American Institute of Steel Construction (AISC), (Ref. [4.181). has 
proposed the following factors of safety for use with the CRC formulas as 
5+3 KL/r 
-1( 
KL )3 for KL <C (4.22a) 1 11 7g "C- =C 
crc 
23 for KL z: C eggs@ (4.22b). Y2 77 rc 
Thus, the allowable stress formulas for axially loaded compression 
members used in design constraints,, can be expressed as 
[, 
_1 (KL/r 
2] Fy 'Z =) 
c 
53 KL/r 
-1 (KL r) 
3 
for KL <C rc 
(4.23a) 
2 12 It E Fa 
(KL / r) 
where C 
2YE 
c T- 
for KL ; -> 
C 
rc 
o»oet (4.23b) 
oeoee (4.23c). 
These equations are also shown in fig. 4.8. 
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4.6.2 DESIGN CONSTRAINTS IN TERMS OF'DESIGN'VARIABLES 
The foregoing discussion 
it is applicable to a structure 
assumed that the members of the 
circular cross-section with rad 
addition, the ratio of the wall 
known, that is 
tb 
Trb ab 
in Section 4.6 has been so far general and 
with any member cross-sections. It is 
double-layer grids are made up of tubes of 
ius Rb and wall thickness t b9 where, in 
thickness to the radius is assumed to be 
es*** (4.24) 
where ab is a given value and subsript b denotes a typical member b, or 
a member with maximum stress in a group of members. For member b, cross- 
sectional area Abs radius of gyration rb and section modulus Wb are as 
follows: 
AR2 (4.25a) b0 (c'l )b b 
rb ý (0'2) bRb (a2)b b/(cll )b (4.25b) 
wR3 
(c3) bA ý2 (4.25c) bý ('3)b b3b 
a, ) 
/2 
b 
where 
(a Ob = 'ff Cb (2-ab) *sees (4.25d) 
(c'2) b (4.25e) 
ir E (4.25f). (a3)b 2 «zr - (1 -O'b) 
0 
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Substitution of equations (4.25) into the equations expressing 
fa2f b9 Fe and Fa Will give rise to the following expressions 
in terms 
of design variable Ab: 
ýfdb= 1=ab Wb 
- 
3/2 
(fb)b= (02)b Ab 
(F 
e)b= 
(03)b Ab 
(F 
a)b «3 
Ei-(ß 4)b/ 
5 zý +A -1 
k 
(ß5)b b -(ß6)b b 
(Fa)b '2 (03)b Ab 
for (LLP b: 5' Cc 
f or KL (-'P ý'. Ic 
(4.26a) 
so** (4.26b) 
(4.26c) 
**to (4.26d) 
(4.26e) 
where b=1,2, ... G and G may be the number of members or number of 
groups of members. 312 
Also, 
(02)b = 
(al)b Mb 
(4.27a) 
(0'3) b 
ir2 E(, 2) 
2 
esse (4.27b) 12 b 
3)b ý 'm Z ("1)b(KL)b 
(KL 2 
(ß4)b = 
(al)b )b 
(4.27c) 
2(a2)2 CZ bc 
3(011)1 (KL 
(B5)b =8b 
)b 
sees* (4.27d) (02)b, Cc 
1/2 
3 (al)b (KL)b 
(4.27e). 6)b ý83c3 (a2)b 
c 
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Substitution of equations (4.26) into constraint equations (4.10) 
and (4.14) will give rise to the fo-Ilowing expressions for the constraints 
in terms of the design variables AV b=1929,,.. tG. These expressions are 
divided into two groups as: 
(a) For a member b. subjected to compressive forces and bending moments: 
5A +(0 Ai (A -i 
(gc) 1bb 
5)b b -(06)b b 
(7b-(em)b 
b) 0 
[A IFA b- (04) byA b-cb 
for ( KL )týcc (4.28a) 
r 
(9dlb 0 1- 
1ab-(0 
m)b 
Agi 
2: 09 
(03)b Ab (S)b A b-cb 
L fo r (L) >C (4.28b) rc 
A 
(9d2b ý (em)b 
0Ab0 
(4.28c) 
A b-lb 
(9d 3b =1- 
cb (52)b Ab2: 
0 
o4ooo (4.28d) ý/y Fb 
(gd4b - A-j KL (4.28e) Ab (-r)cb 
min 
0 
(g A KL .... (4.28f) d5b (Yb b (-r)cb max 
0 
where i 
b (KL) (B7)ba bb (4.28g) 
(c'2) b 
(em)b'2 (02)b(63)bCm 
. -.... (4.28h). F b 
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(b) For a member b. subjected to tensile forces and bending moments: 
3 
-72 a b. CB2)b Ab0 (4.29a) (9t)lb -'777 F yb 
A -J, KL I ý-. o *oooo (4.29b) 
(902b (07)b b ('2ý)tb min 
A KL (4.29c) (903b (871b bI ("Ptb max ; -> 
0 
where in equations (4.28) and (4.29), a, (mean axial stress) is an implicit 
function of the design variables AP b=1929 ... 9G. 
The parameters that have not been specified in the foregoing discussion 
are as follows: - 
r, 
The bounds imposed on the slenderness ratios of the members of 
the double-layer grids are considered to be 
o< (LL) < 200 for compression members, rb 
0< Ar) b< 300 
. for tension members. 
2. The maximum allowable deflection of the grids is taken as 
da= span of the grids/350. 
3. The allowable bending stress is considered as 
Fb 7 0.6 F (see 14.181). y 
4. The ratio of the wall thickness of the cross-sections to their 
radius is assumed to be , 
ab = 0.06, 
since this. ratio varies from 0.04 to 0.1 in a practical range of 
sections. 
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COST FUNCTION 
In order to make a comparison between various design solutions to 
determine the most economical design., it is necessary to formulate an 
objective function. The criteria used herein to evaluate design alternatives 
is the cost of fabricated tubes. cost of painting, cost of delivery, cost 
of erection and cost of joints. The current price list was supplied by the 
British Steel Corporation (B. S. C. ) and it can be found in Appendix B. 
To present the cost function, suppose that the structure consists of 
a total of G groups of members. Let be the total length of all the 
members in a group b, and let the cross-sectional area of members of that 
group be Ab* Then the weight of the structure W. is given by 
G 
J-1 Yb 
whe re Yb is the density of the material of group b. 
given in Appendix B, it follows that 
oesoo (4.30) 
According to the data 
cost of fabricated tubes- = w, W 
cost of painting =W2w 
cost of delivery =W3w 
cost of erection =W4w 
where w,, w 2. w3 and w4 may be deduced from Appendix B. Thus the overall 
cost of the structure (excluding the cost of joints) will be 
G 
CM=wW=W bEl Yb ýA b, oeoos (4.31) 
where w=w, + w2 +W3+w 4' 
As far as the cost of joints is concerneds the Nodus jointing system 
is adopted for this investigation and the price list of the Nodus Components 
is included in Appendix B. (see Ref. [4.161 for details of the Nodus system). 
The cost of the joints does not depend on the weight of the joiAts but on 
the number and the size of the joints used. The joint cost is defined here 
as the total cost of the joints used for the top-chord and the bottom-chord, 
fork connectors at the bracing members and the stanchion assembly at supports. 
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To evaluate the size of the joints, there are a number of graphs 
and tables published by B. S. C. ([4.161),. givi. ng the strength of the Nodus 
joints, by which a joint can be designed when the forces applied to that 
joint are known. It is, however, indicated that when chords in circular 
hollow sections (CHS) are being used, there is no need to consider joint 
strength (calculated from the graphs) as it is always greater than the 
strength of the section in its specified size range. The following size 
range for circular hollow sections has been produced by B. S. C., which shows 
the size of a joint for a specified range of sections. 
joint size reference. 24 30 35 45 . 
55 66 
CHS outside 
1 
diameter (mm) 60.3 76.1 88.9 114.3 139.7 168.3 
Table 4.1 size range for CHS. 
Since the joint size references and the CHS member sizess are both 
discrete values, a continuous variation of one with respect to another 
must be found. To achieve this, using the discrete values of Table 4.1, 
a graph is plotted showing the variation of the joint size references with 
respect to the CHS member sizes (fig. 4.9). This graph indicates that the 
variation between these two parameters can be well approximated by a straight 
line as 
U1+u2 os*** (4.32) 
where J indicates the joint size reference, R indicates the radius of the 
CHS chord member, ul and u2 are two constants that can be evaluated by a 
least-squares first order polynomial approximation. 
The same procedure can be adopted to express the relationship between 
the price of a joint Ci and the joint size-reference J. Fig. 4.10 shows the 
variation of CJ with respect to J for different joint types and joint 
components, namely, Nodus standard joint, Nodus edge joint, stanchion 
assembly and fork connector assembly. These-graphs are for the case that 
the bracing members and the chord members are in the same line, when viewed 
in plan. The graphs for all the joint types indicate that the variation 
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Fig. 4.9 Variation of joint size reference with radius. 
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Fig. 4.10 Variation of cost with joint size reference. 
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of cost of each joint type with respect to the joint size reference can be 
well represented by a straight line. Thus for a typical joint type, the 
following relation holds 
U3+u41 oeoee (4.33) 
where u3 and u4 are constants and can be obtained from the cost coefficients 
given in Appendix B. 
Substituting for J from equation (4.32), it follows that 
u+vR esse* (4.34) 
where u=u3 +U 4uI and v=u4u2" 
Now consider a double-layer grid consisting of a total of G groups 
of members with a typical group being referred to by b. Within a group 
b, it is assumed that there exists a total of T joint types, each being 
referred to by t. Furthermore, let nbt denote the number of joint types in 
the bth group and the tth joint type. Then the, total cost of the joints C 
will be 
GT 
c bil Jl(ubt-+ vb tRb )n bt (4.35) 
where u and v are constant coefficients, corresponding to a joint in the 
th bt bt th b group and the t joint type and Rb is the radius of the cross-section 
used for the bth group. If within a group, some of the joint types do not 
exist, then the cost coefficients for these joints will be considered as zero. 
The total cost of the structure is the sum of the cost of the members 
and the cost of the joints as 
Cm+Ci 
Substituting for Rb from (4.25a), it follows that 
(4.36). 
G G* T 
CWE+EE nbt b=l Yb LbAb b=l t=l (ubt + Vbt 
*tote (4.37) 
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where (al)b is given by equation (4.25'dl. Equation (4.371 shows that the 
cost is an explicit function of the des. ign variables Ab 9b =1 929 ... 9G. 
As far as the double-layer grids under consideration are concerned, 
for the top and bottom-layers, different joint sizes are considered. As 
stated earlier in this Chapter, a total of three groups of members are 
considered, being the members of the top-layer, the members of the bottom- 
layer and the bracing members. The type of joints considered for. the top- 
layer are the Nodus standard joint and the Nodus edge joint and those 
considered for the bottom-layer are the same as for the top-layer with the 
addition of stanchion assemblies. For the third group of members (bracing 
members), the cost of the fork connectors are only considered. 
In additions in the determination of the structural weight, the 
actual lengths 'tube cutting lengths' of members are considered, on the 
other hand, the volumes of material occupied by the joints are deduced 
according to the data given in [4.161. 
4.8 OPTIMIZATION PROCESS AND ITS COMPUTATION ASPECTS 
In the last two Sections, the constraints and the objective fUnction 
of the design problem were formulated in terms of the design variables. The 
design constraints were presented for the cases where members of the double- 
layer grids are subjected to either a combination of compressive forces 
and bending momentsq or a combination of tensile forces and bending moments. 
The objective function was the cost of the structure whose minimum is sought. 
Now the following design problem must be solved: 
minimize cost of the structure C 
subject to 
(9dib k ob 
(9t) ib >- 
i=1,2,3,4,5 
b=1,2,..., G 
i=1 2,3 
b=1,2,..., G 
ga k 
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where G is the number of groups of members. The cost function C and the 
design constraints. gcq. gts. g. are expressed in terms of the cross sectional 
areas 
T 
[All A 2' ..., AG3* 
Denoting the cost function C by fCXA) and the design constraints by 
gi (XA) 2 0, i«31,2, *, *, I 
where I represents the total number of inequality constraints, then the 
optimum design problem of the double-layer grids can be stated as 
minimize f(X A) 
subject to gi(XA) ý` 09 i=1l2l ... 91 **so* (4.38). 
To solve the above problem, a general solution procedure was 
presented in Chapter 3., where the constrained problem (4.38) can be converted 
into a sequence of unconstrained problems as 
II 
P(X A' R k) =f (XA) +Rki gi VA) 9 
Rk>O, k=1,2,... 
(4.39). 
Then the unconstrained functions (4.39) are minimized for a sequence of 
decreasing values of R k* This minimization sequence converges to the 
solution of the constrained problem (4.38) as discussed in Chapter 3. 
In this Section the method of solution is presented in the form of an 
algorithm and some of the computational aspects of the method are discussed. 
Denoting XA by X, the main steps of the algorithm are as follows: 
Start with an initial feasible design point X0 satisfying all the 
constraints with strict inequality sign, that is 
gi (Xo) >0 for (4.40)*- 
Set an initial value of R, >O, also set k=l. 
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Minimize P(X, Rk) by using the method of unconstrained optimization 
explained in Sections, 3.6.2 and 3.6.3 and obtain the solution Xke 
3. Test whether X* is the optimum solution of the design problem, If k' 
so, terminate the process, otherwise, go to the next step. 
4. Find the next value of parameter Rk+l as 
Rk+l = ýRk ooooo 
where y< 1. 
5. Set the number of iteration as k+l, take the new starting point as 
X* k and go to step (2). 
Although the algoMthm is straightforward,, there are a number of 
points to be considered in implementing the method. These are: 
(a) Determination of a feasible starting point Xos 
(b) Choosing a suitable value of R 10 
(c) Evaluation of the necessary derivatives. 
All these aspects are discussed in the following Sections. 
4.8.1 STARTING FEASIBLE POINT X 
As stated earlier, the initial design point X0 is to be chosen such 
that all the constraints are satisfied with strict inequality sign. To 
achieve this, a method is proposed which is based on the idea of the fully 
stressed design. First an arbitrary area vector is assumed and by performing 
a linear analysis, all the internal forces applied to the members of the 
structure are obtained. For a typical member, the constraint inequalities 
related to combined stresses (stress constraints) are taken as equality 
constraints. The resulting nonlinear equations which are in terms of the 
cross-sectional area of that member are solved. The largest cross-sectional 
area obtained from the solution of these nonlinear equations, is taken as a 
new area for the member. On the other hand, an attempt is made to satisfy 
at least one of the stress constraints as an equality constraint, while the 
remaining constraints imposed on the member are satisfied as inequalities. 
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Such a solution, lies on the boundary of the feasible region corresponding 
to the member stress constraints. Obviously, if the resulting cross- 
sectional area is s1.1ghtly increased, then all the stress constraints will be 
satisfied as. strict inequality constraints. Now, the same procedure is 
carried out for all the groups of members, and the result will be a new area 
vector for the structure. The process is repeated with the new area vector 
until convergence is obtained. To get a design point with strict inequality 
sign, every component of the final area vector is increased by a small 
prescribed amount. Then the modified design point will be inside the 
feasible region. 
It is to be noted that this approach is only valid if the design 
variable vector is taken as the cross-sectional areas of the members. 
The main steps of the method are as follows: 
Assume an initial vector of cross-sectional areas (feasible or 
infeasible). 
2. Perform a linear analysis and obtain the internal forces of the 
structure. 
3. Solve the following nonlinear equations for each group of members 
using the results obtained from step (2) and allocate the largest 
obtained cross-sectional area to that group: 
fa cmfb 
a fa)F 
b F, a 
hIfa 
fb 
2 0-*, 6 ry "b 
(4.42a) 
(4.42b) 
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subject to 
cA 
KL 'KL KL ol 
r Pmax --T 
C-"' Pm1n G"r- 
-2A F Fe Ib 
hI ; >- 0 and h22.. 0 (4.42c). 
fa 
:5 Also, when T7- 0.15, the following equation may be used in lieu of 
a 
equations (2.32a) and (2.32b), (see 14.181), 
h3fafb. Fa Fb so*** 
(4.43) 
where the description of the parameters are given in Section 4.6. 
It should be noted that for a member subjected to tensile forces 
and bending moments, equation (4.42b) must be solved only. If. however, 
a member is subjected to compressive forces and bending moments, then all 
the above equations must be satisfied. Also, the solution of these nonlinear 
equations must be repeated as many times as there are member types in a 
structure. Thus, within a group ofýmembers, the solutions may be repeated 
for more than one member, if the properties (other than area-) of members 
in that group are different. 
4. Repeat steps (2) and (3) to convergence. 
The approach -consists of a cyclic. andlysis and design procedure 
in which the results from a given cycle are used to scale the members to the 
fully stressed state. The scaled sizes are then employed in the next 
analysis, The final result of such an algoMthm is thus a fully stressed 
design when it is applied to all the members of the structure, since every 
member is stressed to the maximum allowed by the stress governing equations 
(4.42) and (4,. 43). 
The method, however, does not take into account the constraints-imposed 
on the maximum deflection. Hence, after the last iteration , if the maximum 
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deflection exceeds the allowable deflection,, then member areas would be 
scaled to increase the stiffness of the structure. The scaling factor 
is obtained from the ratio of the allowable displacement to the calculated 
one. Finally, the new design point must be checked whether it satisfies 
all the constraints with strict inequality sign, otherwise the areas should 
be rescaled. 
A computer program was developed for the method in which the following 
points and conclusions are made for the double-layer grids under consideration. 
(a) The initial area ratios are assumed as unity and the results 
indicate that in most cases after two iterations, convergence 
is achieved. 
(b) As the number of area variables is increased, the number of 
iterations is also increased. 
(c) In the process, if any component of the area vector tends to 
zero, it will be replaced by a value obtained by equating tts 
slenderness ratio to a prescribed maximum value. 
(d) The criterion used to terminate the process is when the 
difference between the largest component of area vector is 
less than a pre-set small value in two successive cycles. 
(e) An iterative method for the solution of the nonlinear equations 
under the specified constraints is developed. The details of 
the method can be found in Appendix C. 
4.8.2 MODIFICATION OF P(X, Rk) FOR INFEASIBLE DESIGN POINTS 
In the previous Section a method was presented to evaluate an 
initial design point X 00 
A suitable initial design point Xo must satisfy 
two basic requirements. Firstly, it Must not be far away from the desired 
optimum point and secondly it must be a feasible point. ý Since X. is the 
result of a fully stressed design, it can be a suitable choice as the 
starting point. In evaluating X., however, no attempt had been made to 
include the displacement constraints directly, but it was suggested that the 
member cross-sectional areas should be rescaled to avoid violation of the 
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displacement constraints. To overcome the problem of rescaling, in the case 
of constraint violation, the function F(XqRk. ) must be modified to take 
account of the infeasible design points. rn addition,, near the boundary 
of the feasible region as the constraints gi(X) tend to zero, the term 
1: 1/gi(X) will tend to infinity. Thus to avoid this infinite discontinuity 
in the term 1/gi(X) and to take account of the infeasible design points, 
the function P(XsRk3 is modified as follows (11-111): 
P(X, Rk) = f(X) +Rý G(gi(X» toooo (4.44) ki 
where 
1 for gi(X) (4.45a) G(gi(X)) gi(X) 
2e-gi(X) 
for 
: 
gj(X) < (4.45b) z 
and where e is a pre-set value and it is reduced as Rk is being reduced. 
Figure 4.11 illustrates the modified function for a design problem of one 
variable. 
g(x 
1 
-g (-x) )le region 
M 
ion 
x 
Fig. 4.11 Modified function. 
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4.8.3 INITIAL VALUE OF PARAMETER. R 
Since the unconstrained minimization of PCX, R 09 k=1929.... is to 
be carried out for a decreasi. ng sequence of Rk' it would seem advantageous 
to select R1= Er A. where r_ r 
is selected to be as small as possible depending 
on the problem under consideration. This would mean that the minimum 
Xt of P(X, Rl) is very close to the constrained minimum of the objective 
function f(X), since the effect-of R G(gi(X)) could be neglected. 
In such a case, P(X, R k) changes more rapidly in the vicinity of the minimum 
point and becomes more difficult to minimize as, R becomes smaller, thus the k 
number of one-dimensional minimizations will be increased. However, if'R I is 
chosen beyond-a certain value, 'then the term Rf G(gi(X)) is increased II 
drastically and X* will be far away from the desired minimum point, thus it 1 
requires an excessive number of unconstrained minimization of P(X9 Rk) 9 k=1,29*oo 
Therefore, a value of R1 has to be chosen to overcome the above mentioned 
difficulties. The matter of selecting a suitable initial value of the 
parameter RI has been discussed theoretically (see [3.51) but the task is 
still mainly an art (for the details see Appendix D). The theoretical 
approach for finding a suitable RI requires the evaluation of the Hessian 
matrix of the constraints as well as the first derivatives of the objective 
function as it can be seen from Appendix D. 
An initial value of R, can be determined in such a way that in the 
neighbourhood of the initial design point X0. the two terms f(X) and 
R G(gi(X)) do not differ greatly in value. Hence a reasonable value of 
R, can be obtained when 
f(X )=R jE G(gi(Xo)) 011 
or 
Rf 
(X 
0)- 
G(gi (X0) i 
where G(gi(Xo))is defined in equations (4.45a) and (4.45b). 
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4.8.4 REDUCTION IN NUMBER OF ANALYSES 
The optimization process as explained in the previous Sections, is 
composed of findi 
" 
ng a number of directions of search in the feasible region. 
Then along each of these directions the minimum point is obtained by 
comparing the values of 
P (X., R iT-. G(gi(X)). d2f CX) +i 
The constraint equations gi(X) derived in Section 4.6.2 are implicit functions 
of the design variables X and thus at every design point an analysis of the 
structure should be carried out to evaluate these constraints. For double- 
layer grids with a large number of joints and members, the demands on the 
computational time would have been a major problem if the grids had to be 
analysed for all the design points under investigation. An attempt is made 
to replace the implicit expressions by some approximate explicit functions 
along each direction of search. Then in the process of one-dimensional 
optimization all the functions are defined explicitly in terms of the design 
variables and no further analyses of the structure are carried out. 
Referring to the design constraints explained in Sections 4.6 and 4.6.2, 
it can be seen that the mean axial stress a b(X) of each group of members and 
the maximum displacement dm(X) are the implicit functions. 
To replace ab( X) and dm(X) by approximate functions, it is assumed 
that an initial vector of cross-sectional areas 
x0 =[A ol *A o2l ese, 
A 
oG] 
is available. The following polynomials are considered for a b( X) and dm(X): 
G ýcb (Xo) 
6a 1:, (A -A + b(X)'-'- b(Xo) + b= b ob) a Ab 
GG2 IE 
-A 
ý'ab (Xo 
7 b=l J-1 CAb ob) 
(AC-A 
oc Mb aA 
for ab gb=l 929. .. 9G (4.46a), 
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d (X) 1%-, d (X )+G-Ddm 
(xö) 
m0. bý= 
(Ab -Aobl --a7rfl- 
GGa2 ýfil(X 0) 
bE1 CE, 
(A b -Aob)(AC-Aoc aAbaAC 
***to (4.46b) 
where X represents the vector of cross-sectional areas as 
X= [A, *A 2 .... AG3 
and G is the number of member groups. The method of evaluations of 
3crb 
g9 
3d m 
9 '9-1 
32 crb 
- and aA DA b 
a2d m is discussed in the next Section. W,, -, TA b b b c c 
4.8.5 EVALUATION OF DERIVATIVES 
Let K., d and w be the stiffness matrix, the displacement vector and 
the external load vector of a linear structure, respectively. The relation- 
ship between the external loads and the joint displacements is given by 
Kd = o9oos (4.47). 
Differentiation of equation (4.47) with respect to the design variables 
A bs b=1029 ... G. yields 
ak 3d aw d+K., 
IT - . 7; 1 b "b 'b 
04046 (4.48). 
The external load vector w is assumed to be independent of AbI then 
-aw =0 *ego* (4.49). a7 b 
Thus, from (4.48), it follows that 
ad K-1 A d, b=1,2,..., G *too* 
(4.50). 
3T AT b "'b 
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The right hand side of equation (4.50) consists of known quantities,, therefore 
the derivatives of the displacement vector with, respect to the design variables 
A bI b=1,2,..., G can be evaluated. 
The detqils of the computational procedure for evaluating 
ad 
, b=l 2,..., G 
are presented below. First the vectors 
vb=Ad, b=1,2,..., G 
aWb **see 
(4.51) 
. are evaluated and then the required 
derivatives can be found from 
ad Vb' b=1929*.., G 
37b oeoes 
(4.52). 
A The matrices g's b=1929... G in equation (4.51) that represent the partial 
derivates of R stiffness matrix of the structure with respect to the design 
variables Abob=112s ... G, are obtained from the direct differentiation of 
the member stiffness matrices. When considering a typical member, b, with 
terminal joints i and j, equation (4.51) can be represented as 
column i column 
row i 
row i 
B(K 11)b B(K 12) b 
3(K 21)b a(K 22)b 
aA b 
I 
(Vb) i 
d. 
J 
(Vb) i 
go*** (4.53) 
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where the rest of the elements are zero and 
a(Kij) 
ij = 1,2 --a 7ýb 9. 
are the derivatives of the member stiffness matrices with respect to Ab* 
(Note that for a pin-jointed structure, 
a(K 11)b a(K 22)b 
= ý _ 
a(K 12)b a(K 21)b 
T TTT ) a b aAb a Tb bb b 
os. (4.54) 
where Tb is the transformation matrix that transforms vectors and matrices 
associated with member b, from the member coordinate system into the frame 
coordinate system). 
From relation (4.53). it follows that the i th and the j 
th 
components 
of the vectors Vb a re 
a(K ll)b a(K 12)b (V b) i -57ý-b di +- aA bdj 
(4.55a) 
(V 
3(ý21)b di+ a(K 22) bd (4.55b) b)j = aA b 
for b=l 2,. .., G. 
where di and di are the vectors of-displacements associated with joints i and 
i. 
In cases where the members of the structure are grouped and to each 
group the same cross-sectional area Ab is allocated, then relations similar 
to those of (4.55a) and (4.55b) can be written for all the members of that 
group and the results are added to the previous components already evaluated 
in vectors Vb* In this case, relations (4.55a) and (4.55b) are expressed as 
A 
Td=VP b=1,2,..., G *sees (4.56) "'b 
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where the summation extends oyer all the members with. the same cross- 
sectional area AV, 
Using equations C4.56), a set of vectors VhL9 b=1,2,..., G can be 
obtained for all the design variables. Now, it is necessary to evaluate 
3d 
=- K-1 Vb' b=1,2...., G es**@ (4.57). aNb 
Equations (4.57) can be rearranged as 
ad K a-Ab 
vV b=1,2,..., G sees@ (4.58). 
Relations (4.58) represent a system of linear equations with G right-hand 
side vectors -V b=1921 ... 9G that can be solved for 
ad 
b' 1119 '2"b 
As far as the solution of the system of equations represented by (4.58) 
is concerned, it is not necessary to carry out all the operations of the 
solution, since the decomposed form of the stiffness matrix is available (it 
has been previously computed in order to solve for the displacement vector 
d in equation (4.47)). Equations (4.58) may be rewritten as follows 
(LDL T) ad = _V V b=1,2,..., G 3Tb Ute** 
(4.59) 
where L is a lower triangular matrix and D is a dia'gonal matrix. Denoting 
T DL by U (which is available), equation (4.59) can be expressed as 
ad (LU) -, -Ar = -Vb' b=1,2,..., G "b e*ooo 
(4.60). 
The system of equations (4.60) may be solved by carrying out a sequence 
of forward and backward substitions only for each Vb vector as 
L(d Ob = -Vb' b=l 2,... G 
ad U Tw- = (d I lb, b=l 2,... G "b 
--e- solve for (d Ob by forward elimination, 
ad solve for jr by backward substitttion. "'b 
(The vectors -V bI b=1929 ... G should be modified to take account of the 
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the support conditions, before carrying out the operations of forward and 
backward substitutions). 
The second derivatives of the functions under consideration can be 
obtained by differentiation of equation(4.48) as 
32 k ak ad ak ad 32 d d+ i-x K- aA aA Cb aw c 
TN 
c a7v b 
'7rb Mc 
for b=1,2.,,,.., G 
c=1,2, ... G 
where Ab and Ac represent two independent design variables. Since the 
design variables are the cross-sectional areas, then for a pin-jointed 
structure, 
D2 k0 
37b-aAc- 
Thus, equation (4.61) will give rise to 
a2 d K-1 (A 
IA b aA c 
aKb 
ad A ad 
3WC + 37c aWb) 
*see (4.62). 
»es* (4.63) 
for b=l 92s ... IG 
c=l 29... 9G. 
Equations (4.63) are similar to those of (4.50) and represent a 
2* system of linear equations which requires G solutions. The system of 
equations can be easily solved for 32 d by a sequence of forward and 
backward substitutions. ' 3A b aAc 
Having obtained the first and the second derivatives of the displace- 
ment vector with respect to the design variables, the explicit equation (4.46b) 
can be established. 
Finally, the derivatives of the mean axial stress ab with respect, to 
the-4estgn_ variables must be. found*-. Relations (4.1) for a.:. typical member 
b of a pin-jointed structure can be expressed as 
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(pl! i)b = (-EAC)b TTd bi -( 
EA Td (4.64a) -r)b bj 
(Pý = ji)b 
EA 
-C) TT bb d+ (EA TTd ***oo (4.64b) i -r)b bj 
where P! and P'. are the end member forces relative to the member coordinate Ii ii 
system. The mean axial stress in member b is 
ab= 
(pii)b 
= (E TT (d di) esse* (4.65). Ab 
Vbbi 
Thus 
ad. ad. b= (E TT j (4.66a) Vbb( -- aTb a rb a7b 
and 
a2 '7b 
-ET 
a2d. a2d 
--r- -00000 X- -C )b Tb TV, '! (4o66b) 
cbcb 37X c) 
for b=l 2,... G 
c=l 2,..,, G. 
All the quantities on the right hand side of equations (4.66) are known, 
thus, the vectors 
Ba ba2ab 
--r an d b=1,29 9G bc 
c=1,2,..., G 
can be found. Substitution of these derivatives into relations (4.46a) 
will give rise to the approximate explicit expressions for the stresses 
in the members of the structure. 
It is worth mentioning that approximate explicit relations can also 
be established for the axial forces as 
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8+ Pt (A -A (X), 2ý Pi i (X0) bý-1 b ob) 
ap, 
ji (xo) BA b 
GG 2pli ý x0) 11 
«7 bE1 CE1 
(A b -A ob) 
(AC-Aoc) 
ZA b eA c 
ooese (4.67) 
whe re 
2D8 . ad ad ETT (d di) + EA TT (4.68a) bbbb Ub- b rb 
and 
32p ad. ad a 
ra ad ad. 
TTi+b TT -vý) L) bb MC b 'aý'K'b 
Z2Ab aA c 
aÄb b 
2 d. 
+ (EA TTa 1- -- 
1) 
@*es* (4.68b). T) bb( jir ar - ZÄ 7c abc 
The above expressions for the derivatives can be easily evaluated and 
by substitution of these expressions into (4.67), an approximate relation 
is obtained for the axial force M Obviously, relation (4.67) for jig 
predicting Pt is sufficiently accurate for small deviations of X from X 11 0 
The foregoing procedure for calculating the derivatives has to be 
modified when the directions of some of the restricted degrees of freedom 
are not in the direction of the frame coordinate system (nonconformable joints); 
(for analysis of structures with nonconformable joints see [4.141). 
Consider a double-layer grid with a symmetrical layout where the 
loading and support conditions are also symmetrical. Then 1/8 of the grid 
can be analysed as shown in fig. 4.12. 
To a nonconformable joint a Cartesian coordinate system is allocated 
(011 -, X" - Y" -P in fig. 4.12) which is referred to as a 'joint coordinate 
system'. Let Ti (or Ti) denote the"transformation matrix by which vectors 
related to the joint coordinate system at joint i (or j) are transformed into 
those relative to the frame coordinate system. Relation (4.53) can now be 
modified as follows: 
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24 
22 23 
joint coordinate system 20 21 
y x1l 
is 19 
z Oil 14_ Is- --- 
16 
a nonconformable 10 12 13 
joint 
689 
I \J/2 \JV3 \JV 4,5 
rid structure 
te 
x 
Fig. 4.12, Structure with nonconformable joints. 
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row i 
row i 
(VII)i b 
PIN b 
@so** (4.69) 
where (V")i and (VII) are the i 
th 
and the jth components of (V") bbjb 
relative to the joint coordinate system and 
TT di d! : -- TT d so*** (4.70). 
Similarly, relations (4.56) and (4.58), can be written relative to 
the joint coordinate system as 
ak" ii = E Zar VI, estee 
and 
co I umn i col umn 
TT 
3(K II)b 
T TT 
a(K 12)b 
T BA b 
Tý 
a(KZI)b 
T! 
a(K 22)b 
J aA j b 
Ti 
3d" =_ Vit , b= 1 2,. .. G ooote (4.72) =S `b 
where V is the stiffness matrix of the structure relative to the joint 
coordinate system. 
The solution of the system of equations represented by (4.72) will 
give rise to the desired derivatives relative to the joint coordinate 
system (note that the decomposed form of V is available). Of course, 
before solving (4.72), the vectors -V b9 b=192s ... G should be modified 11 
to take account of the support conditions. 
If necessary, the vectors 
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a- d" 
can be transformed into the frame coordinate system as 
ad d. ' J=T b=l 2,..., G (4.73) a rb alb 
where the subscript (i) denotes the components of the vector d associated 
with a nonconformable joint (i). 
The procedure for evaluation of the derivatives can be summarized 
as follows: 
Let the relationship between the external loads and the joint 
displacements relative to the frame coordinate system be given 
by 
Kd = **so* (4.74). 
2. Let relation (4.74) be transformed into the joint coordinate 
system as 
Vd" = o9ees (4.75). 
(To obtain V. for a nonconformable joint (i),, the matrices T 
Ti and Ti are formed and then the submatrix containing the rows 
T of K associated with joint (i) is premultiplied by Ti and the 
submatrix containing the columns of K associated with joint (i) 
is postmultiplied by Ti and the procedure is repeated for all 
the nonconformable joints. The vector w" is obtained by 
premultiplying the external load vector of each nonconformable 
joint (i) by TT). I 
3. Let V be decomposed into the form 
Kll =CV VT = Lll Ull sese. (4.76) 
where V is a lower triangular matrix, 
V is a diagonal matrix, 
, IT and U" = DII L 
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4. Let 
Wd" = d" I o*ooo 
(4.77) 
and substitute (4.76) and (4.77) into (4.75), giving 
L"d" I tote# (4.78). 
Solve (4.78) for dI by forward elimination. Substitute the 
solution obtained into (4.77) and solve 
Ulld"=d" 1 ooooo (4.79) 
for d" by backward substitution. If necessary, transform 
the displacement vector d" into the frame coordinate system 
by premultiplying the components of d" associated with each 
nonconformable joint by Ti 11 
5. Form the vectors Vb 9 b=1,2,..., G as 
3V E ,=dV (4.80) b, b=1,2,..., G 000*0 "b 
where Vb can be set up from individual member-properties. 
Apply support conditions with respect to the joint coordinate 
II system on vectors Vb9 b=l s29 ... 9G. 
6. Find 
3d" - -V -1 W, b=1,2,..., G sooe (4.81) -371-- b b 
by a sequence of forward and backward substitutions as step 4. 
If necessary, transform the vectors ad" into the frame coordinate 577 b 
dll 
system by premultiplying the components of associated with 
each nonconformable joint by T io 
b 
7. Use relations (4.63) to evaluate the second derivatives. This 
can be done by repeating steps 5 and 6 and replacing Vb by V bc as 
Vil = 
A" ad" + ak" ad" bc -T- V- a-T-) *sees 
(4.82) 37b Acacb 
for b=l 2,... G 
c=l 2,... 6. 
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The results will be G2 vectors a 
d" 
0 WO-Ac 
Having obtained the derivatives of the displacement vector with respect 
to the design variables, the derivatives of the mean axial stress can be 
obtained by relations (4.66). 
4.8.4 DERIVATIVES OF THE UNCONSTRAINED FUNCTION P(X, R 
The unconstrained function 
I 
PýX, RO = f(X) +Rk jEj G(gi(X) ..... (4.83) 
whe re 
G(gi(X)) gi(X) for gi(X) a 
12c - gi(X)l /e2 for gi(X)<e eeess (4.84) 
discussed in Section 4.8.2 is to be minimized for a given value of Rk" 
As explained in Section 3.6.2, the method by which the above function is 
minimized, requires the first derivatives of P(X, Rk) only. Differentiating 
relations (4.83) and (4.84) with respect to the design variable Ab9 yields 
aP(Xl, Rk) af(X I aG(gi (X» 
ý=)+RE..... (4.85) 3A b aA bk i=l aA b 
where ýgi (X) 2 
)T 
/ gi (X) for gi(X)k 
BG(gi (X)) 3b t 
aA b agi M2 
-/E for gi(X)< rb- 
tote (4.86). 
Since some approximate explicit relations have been established for the 
implicit constraint functions gi(X), i=1,2,..., I and the objective function 
was also expressed explicitly in terms of the design variables, the above 
derivatives can be found. 
138 
4.9 OPTimum GEOMETRY 
The design variables considered to represent the geometry of the 
double-layer grids were the height of the grids H9. and the number of 
divisions along one side of the grids N90 As far as the height of the 
grids is concerned, it can be. incorporated in the optimization process 
6xplained in the previous Sections. The necessary derivatives of the 
functions under consideration with respect to H9 can be evaluated without 
great difficulty. Some approximate explicit relations can also be 
established to represent the variation of the design constraints as a 
function of H9 similar to those of Section 4.8.4. However, the design 
variable N9 is of a different nature in the sense-that it is a discrete design 
variable and with a change in N9, the number of members and joints in the 
structure are also changed. Thus is is not possible to establish an 
approximate relation by which the structural behaviour of the grids can 
be predicted. Furthermore, the derivatives of the objective function and 
the constraints with respect to N9, are not defined. 
Considering the above difficulties, a direct search method was 
developed to obtain the optimum values of H9 and N90 The method is based 
on an extension of the one-dimensional optimization technique explained 
in Section 3.6.3. The method does not need the derivatives of the functions 
under investigation and it can be used when the design variables are discrete 
variables. The only requirement is that the functions to be minimized should 
be unimodal functions (see Section 3.6.3 for the properties of a unimodal 
function). 
The extension of the method to multidimensional cases is discussed 
by taking a function of two variables P(x,, x 2) which is a unimodal function. 
Consider the problem, 
minimize P(xl, x2) 
subject to 
a1 ý x1 ý b1 
a2 !ýx2 :5b2 ***** (4.87) 
where al, bl, a 2' b2 are lower and upper bounds for variables x1 and x2 
respectively. 
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Now, let j(x, ) be defined in the following manner 
j(xl) = min P(x,, x2) *oooo (4.88). 
a,: 5x2 : sb 2 
Keeping xI at any fixed yalue, P(xl, x2) becomes a unimodal function of X2* 
Thus j(x, ), being the minimum of a unimodal function of X2 for each value of 
x1. can be determined by the one-dimensional search method of Section 3.6.3. 
The process is as follows: 
Two points xk and "k in the interval [albl are chosen according 
to the one-dimensional search method of Section 3.6.3 as - 
'ý'k 
2. j(X k) and j("k ) are evaluated according to the one-dimensional search 
method of Section 3.6.3. 
j(x k) is compared with j( 
if j(X k) ýý j("k)' the new interval is 4k jbf]; 
if i(x k) < j( the new interval is [a * d' 1 
The former case is illustrated in fig. 4.13. 
- The three procedures above can be repeated for each new interval, until 
min i(xl) = min P(x,, x2) 
is located. 
It is therefore, seen that the required solution of the problem 
(4.87) is obtained as a result of a sequence of one-dimensional searches. 
The above procedure can be extended to cases with more than two varidbles, 
but the efficiency of the method decreases as the number of variables increases. 
A computer program was developed based on this method and applied 
to the double-layer grids under consideration to get the optimum values of H9 
and N go 
In the geometry optimization process, for a given design point 
xB= EN 
9, 
H9 
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j(xl) projected 
x2 
b2 
ncreasing 
P(xl, x2) 
a2 
xl 
Fig. 4.13 Plot of P(x xj)uin the design space and reducing 
the intervai o ncertainty. 
a1 Ak b1 
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the cost of the structure is a function of the cross-sectional areas 
xA= [A, 9A 2' **"' G] 
which, in turn, is minimized with respect to XA according to the 
optimization technique explained in Section 4.8. 
To investigate the general behaviour of the double-layer grids under 
consideration and to check the unimodality of the objective functions the 
cost of the grids were obtained for a wide range of H9 and N 90 
The results 
will be discussed later. 
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CHAPTER 5 
COMPUTER IMPLEMENTATION OF THE OPTIMIZATION TECHNIQUE., 
RESULTS AND CONCLUSIONS. 
5.1 INTRODUCTION 
The aim of this Chapter is to discuss the reliability and efficiency 
of the method of optimization explained in the previous Chapters together 
with the basic results and conclusions. To achieve this, a program was 
developed based on the technique of optimization and it was successfully 
applied to the double-layer grids under investigation. Before presenting 
the results and conclusions, the main steps in the computer program are 
explained. 
5.2 DATA GENERATION 
In order to minimize the amount of effort and reduce the possibility 
of making errors in the prepartion of the-data for the program, 'it was 
desirable to develop a method to generate the data automatically. The data 
consists of information about topological properties of the structure, 
geometrical properties of the members and kinematical characteristics of the 
joints. 
The basic steps in the program for data generation are as follows: - 
An integer coordinate system is considered and then the topological 
model of the structure is represented on this coordinate system. 
2. By defining a function, the integer coordinates of the joints are 
generated. The joints are then numbered in the same order as 
they are generated. 
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3. A matrix is defined which contains the joint numbers, such that 
the position of an element of this matrix, corresponds to the 
integer coordinates of that joint* 
4. By steps 1,2 and 3. the planar configuration of the structure 
is generated and presented as a matrix. By defining different 
functions and using the matrix generated in step 3, one can 
generate the member list, load vector, constraint lidt, non- 
conformable joint information, coordinates of the joints and the 
rest of the required data. 
5.3 ANALYSIS AND DESIGN METHOD 
The analysis is based on the matrix formulation of the stiffness method 
as applied to linearly elastic pin-jointed space frames. A one-dimensional 
stiffness matrix array is generated for decomposition using Gaussian 
elimination, taking advantage of the properties of the matrix which is 
symmetric, positive definite and banded. 
If a structure has a symmetrical layout and if the loading is also 
symmetric, then the program is capable of analysing a portion containing 
I th 
m of 
the structure, wherem is the number of planes of symmetry. (i- M) 
As it was explained in Section 4.8.1. a method 
, 
of automated design 
was presented by which every group of members is designed for the maximum 
forces in that group such that at least one of the members of the group 
sustains a limiting allowable stress and this method is referred to as a 
'fully stressed design method'. The results of this method are used as an 
initial design point for the optimum design process and the results could also 
be employed as a means of comparing the optimum design and the fully stressed 
design. A part of the computer program is concerned with finding the cross- 
sectional areas of the members of the grids based on the idea of the fully 
stressed design. 
A 
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5.4 OPTimum DESIGN PROCESS 
The program developed to achieve the optimum cost of double-layer grids 
is composed of two parts. The first part deals with optimum geometry by 
which the optimum values of the height of the grids and the number of divisions 
along one side of the grids are obtained. 'These results are presented in 
Section 5.6. The second part of the optimum design program deals with 
achieving the optimum cross-sectional areas by the method discussed in 
Chapter 3 and applied to double-layer grids in Chapter 4. 
s previously indicated, the cost of the double-layer grids and the A rik. 2 
design constraints were formulated in terms of the design variables and then 
the constrained optimization problem under consideration was transformed into 
a number of unconstrained design problems. - Each of the unconstrained problems 
had to be solved by a number of one-dimensional optimizations. Thus, 
first a subroutine was developed to achieve the minimum of a function of one 
variable by the technique presented in Section 3.6.3. 
The problem of finding the successive directions of search in each 
unconstrained problem was achieved by the, algorithm presented in Section 3.6.2. 
As stated therein, the derivatives of the cost function and the design 
constraints with respect to the design variables were required. Therefore, 
a part of the program was devoted to evaluation of the necessary derivatives 
and finding the search directions to minimize each of the unconstrained 
problems. As far as the evaluation of the derivatives of the functions under 
investigation are concerned, there were no difficulties in cal ' 
culations of the, 
derivatives of explicit functions'. However, ý the functions that could not be 
represented in terms of the deýign variables (implicit functions) such as 
stresses and deflections, were replaced bysome approximate functions (see 
Section 4.8.4). Having established approximate relations for implicit, 
functions, the necessary derivatives could be easily found. 
In the process of evaluation of the derivatives, an approximate-method 
was used to check the validity of the derivatives. This method is based on 
the definition of the derivatives using, a two step finite difference method. 
For example, the derivative of a function P(X) with respect to the variable 
xi can be approximately found as follows: 
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DP(X) 2L P(X. ý-eX) - P(X +U) 
axi UX i 
where X is the design vector, SX is a*column vector with all its elements 
being zero, except for the element corresponding to the variable xj9 which 
is set equal to 6xi and 6xi is a small prescribed value. 
5.5 OPTimum GRIDS 
The program whose main features were explained in the previous Sections, 
was applied to the double-layer grids for which the preassigned variables 
and the design variables were given in Chapter 4. The efficiency of the 
technique of optimization is studied in terms of the amount of computational 
work required for obtaining the optimum design point. Since the optimization 
method is a search method, then its efficiency is directly related to the 
number of search directions required to reach the optimum point. As 
previously explained, for each direction of search an analysis of the structure 
is needed, thus the total number of analyses that is necessary to obtain an 
optimum grid can be considered as a criterion for the efficiency and reliabi- 
lity of the method. 
In the optimization process, the manner in which the cost of double- 
layer grids is reduced in terms of the number of analyses, is presented 
graphically. A coordinate system is chosen such that one of its axes shows 
the number of required analyses and the other axis shows the ratio of cost 
at each iteration to the optimum cost (C/C OP 
The variation of the 
reduction in cost against the number of analyses is presented as a graph. 
For each double-layer grid with a given height H and a number of divisions 9 
along one side of the grid Ng. such a, graph can be presented. In this 
Section, however, only the graphs corresponding to the optimum grids are 
given. Figures 5.1,5.2,5.3, and 5.4 illustrate the variation of the 
cost of the four types of the double-layer grids under consideration. 
The values of H9 and N9 given in each figure, correspond to the grids 
that were found to have the least cost. The four graphs a, b, c and d in 
each figure correspond to various initial design points. Let Xop be the 
148 
C/Co 
1.9 
1.8 
1.7 
1.6 
1.5 
1.4 
1.2 
Fig. 5.1 Variation of cost, function with number of analyses for the 
square-on-square double4ayer grid (with approximate functions). 
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Fig. 5.2 Variation of cost fti-Iction with number of analyses for the 
square-on-diagonal double-layer grid (approximate functions). 
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Fig. 5.3 Variation of cost function with number of analyses for the 
diagonal-on-square double-layer grid (approximate functions). 
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Fig. 5.4 Variation of cost function with number of analyses for 
the diagonal-on-diagonaz double-layer-grid (approximate functions). 
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optimum design vector and X0 be the initial design point and a be a scalar. 
The following relation may be written: 
Xop a CIX 09 
Graphs a, b, c and d are then for the cases where a takes the values 2,1.7, 
1.4 and I. I. respectively. 
In all cases, it can be observed that convergence to optimum solution 
occurs after 6 to 10 analyses of the grids. Obviously, the smaller the 
value of a. the less the number of analyses would be. 
An interesting observation was that in most cases the optimum point 
coincides with the design point achieved from the fully stressed designs 
except for the cases where the deflection constraints are violated in the 
fully stressed design approach. It, therefore, can be concluded that for 
given values of H9 and N9, it would be appropriate to accept the results of 
the fully stressed designs despite the fact that there is no proof which 
indicates the optimality of its_ results. Then the attention should be 
mostly focused on optimum geometry rather than finding the optimum cross- 
sectional areas. 
It was also noted that if an infeasible initial design point was 
considered, after the first direction of search, a feasible design point 
would be immediately achieved and the rest of the optimization process 
would be followed as usual. This fact is due to the manner in which the 
unconstrained optimization problem was modified to take account of the 
infeasible design points (see Section 4.8.2). The general pattern of the 
graph of cost against number of analyses, with an infeasible starting point 
is shown in fig. 5.5. 
The computational work was reduced substantially by replacing the 
implicit functions in the optimization problem by some approximate explicit 
functions. The effect of this replacement was that, the number of analyses 
required to complete each one-dimensional search, was reduced drastically. 
For example, each one-dimensional search would have required some 15 to 20 
analyses. However, by introducing the technique explained in Section 4.8.4, 
the number of analyses were reduced to one analysis only for each direction 
of search. 
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Fig. 5.5 Variation of cost with number of analyses 
with a starting infeasible design point. 
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For ease of reference, let the optimization problem in conjunction 
with approximate functions be referred to as 'approximate process' and the 
original problem with no approximate functions involved, be referred to as 
'exact process'. It was observed that the number of search directions that 
would be necessary for the exact process is less than that of the approximate 
process in most cases. Nevertheless, the large number of analyses required 
in finding the optimum along a search direction for the exact process would 
make it inefficient. To compare the results of both cases, the exact 
process was also applied to the double-layer grids under consideration and the 
results are shown in figures 5.6.6.79 5.8 and 5.9. 
The graphs of the exact process show that the cost is decreasing 
with the successive iterations. However, it can be seen from the pattern of 
the graphs of the approximate process (figs. 5.1 to 5.4) that the cost function 
is not always decreasing. A zig-zagging phenomenon can be observed in some 
parts of the graphs. This fact is due to the introduction of the approximate 
functions. which sometimes causes overestimation or underestimation of the 
structural behaviour of the grids. Despite this zig-zagging phenomenon, 
however, the convergence occurs provided that an appropriate limit is imposed 
on the distance travelled along a direction of search (step length). 
As far as the optimum design point is concerned, the results of both 
cases were exactly the same. This fact can be explained as follows: 
In the early stages of the optimization process, the minima along the 
directions of search in the approximate process are not the same as those of 
the exact process. However, as the design points evaluated in successive 
search directions approach the optimum point, the step lengths become smaller. 
Thus, the difference between the implicit functions and their corresponding 
approximate explicit functions becomes less; consequently the final solution 
of both cases would be the same. 
Before ending this Section, it is to be mentioned that the choice 
of an initial value of factor Rk in the minimization of the function P(X, R k) 
(see Section 4.8.3) was a difficult matter,, since it was not possi6le to 
derive an analytical value for this factor. Some numerical investigations 
were carried out to find a suitable initial value of Rk* Table 5.1 shows a 
wide range of values of Rk which were used to minimize P(X, Rk) . The total 
number of search directions required to complete the minimization process are 
given for the four types of double-layer grids. The results of both cases, 
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Fig. 5.6 Variation of cost function with number of search directions for 
the square-on-square double-layer grid (exact process). 
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Fig. 5.7 Variation of cost function with number of search directions 
for the 
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double-layer grid (exact process). 
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Fig. 5.8 Variation of cost function with nu-nber of search 
directions for the diagronal-on-square double-layer 
grid (exact process). 
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Fig. 5.9 Variation of cost function with number of search directions 
for the diagonal-on-diagonai double-layer grid (exact process). 
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exact process and approximate process, are presented. 
From these numerical results it was evident tftat a suitable value 
of Rk which results in the least number of iterations, would be in the 
range 
f (xo) 
Rk=0.01 to 1.0 
where f and gi represent the cost function and the constraint functions$ 
respectively,, at'the initial design point X 0* 
No. of iterations 
square-on- square-on- diagonal-on- diagonal-on- 
Rk square grid diagonal gri( I square grid diagonal gri 
exact approx ex act approx. exact approx. exact appro) 
proceL! procesl process process process proces! proces! procev. 
10 1 40 34 '33 28 38 82 23 20 
in 0 32 24 24 - 15 23 14 7 7 
10- 1 30 45 22. 14 12 8 13 11 
10- 2 32 31 13 17 11 7 6 11 
10- 3 10 26 17 13 4 5 4 4 
In-4 11 14 10 12 4 4 4 6 
10-5 11 2A 29 8 4 5 q 5 
10- 6 33 15 - 12 5 8 34 5 
10- 7 
I I 
20 
I I 
42 
I 
5 
I 
4 
I I 
5 
II 
Table 5.1 Number of iterations against Rk 
(Hg = 3.5m, Ng 5, X0= 2X op). 
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5.6 CHANGES iN GEOMETRY OF THE. GRIDS 
For a given layout of double-layer gr! 49 the geometric varIabLles were 
considered to be the height of the grid R9 and the number of pyramidal units 
along one side of the grid N 9" 
Since N9 is a discrete variable, the 
constraint functions and the cost function are discontinuous. The methods 
of discrete programming could be used to solve this problem. In the field 
of discrete programming, the optimization of problems with nonlinear 
functions seems to be inefficient,, especially,, where the derivatives of the 
functions are required. In fact, the discontinuous functions could be 
replaced by some auxiliary continuous functions, that would give rise to the 
same optimal! solution. 
A direct search method of optimization which does not require the 
gradients of the functions, was developed and applied to the grids, (see 
Section 4.9). With two variables H9 and N9, the method proved to be 
effective. Nevertheless, this method must be improved for cases where many 
variables are involved. 
As it was discussed in Section 4.9 
the optimum point of a unimodal function. 
of the cost function, the cost of the doub' 
found for a wide range of H9 and N9- In 
for given values of H and N, the optimum 99 
the method is capable of finding 
To investigate the unimodality 
le-layer grids under study, was 
eval uation of the - cost of the, gri ds, 
cross-sectional areas were used. 
Meanwhile, *to investigate the general behaviour of the grids with 
changes in H9 and Ng. the weight and the maximum deflections of the grids were 
also given. The effect of the variations of H9 and N9 for different grid 
configurations on the weight, cost and maximum deflection are shown in 
Tables 5.2.5.39 5.4 and 5.5. 
A number of conclusions can be drawn based on the numerical results 
and these are summarized as follows: - 
The most efficient two-way grid is found to be the diagonal-on- 
square in terms of the grid cost. The reason is that the grid 
possesses members in the top-layer orientated at 450 to the, edges 
of the grid, which yields the shortest possible length of the 
compression members. Thus the effect of bending moment on the 
Table 5.2 - Variation of weight, cost and deflection of the 161 
squaxe-on-square grids as a function of H9 and N go 
(a) Weight (kg/m 2) 
Ng, \Hg(nl ) 1,0 1.5 2oO 2,5 3,0 3.5 4. '0 4.5 5.0 
5 24.63 20.49 18.53 17.52 17.04 16.92 17.00 17.26 17.61, 
7 23.82 19.12 16.99 16.00 15.68 15.76 16.14 16.74 17. -55 
9 23.11 18.25 16.19 15.39 15.34 15.74 16.50 17.52 18.89 
.U 
22.59 17.72 15.82 15.29A 15.54 16.34 17.56 19.16 21.07 
13 22.22 17.43 15.72 15.49 16.12 17.36 19.11 21.30 23.87 
15 21.94 17.28 15.82 15.92 16.95 18.68 21.00 23.82 27.14 
17 21.69 17.24 16.05 16.51 17.98 20.23 23.16 26.67 31.10 
19 
-- 
1 21.52 
-- 
1 17.27 1 16.38 1 17.38 1 19.17 121.97 125.55 129.81 136.63 
I 
(b) Cost (unit Cott/m2 ) 
5 28.26 23.83 21.66 20.51 19.93 19.72* 19.73 19.92 20.22 
7 30.79 25.33 22.76 21.49 20.96 20.89 21.13 21.61 22.31 
9 33.59 27.44 24.66 23.42 23.07 23.24 23.81 24.71 25.87 
36.76 30.00 27.11 25.99 25.84 26.33 27.31 28.69 30.40 
13 40.27 32.97 29.97 28.99 29.13 29.99 31.42 33.36 35.68 
15 44.03 36.21 33.16 32.36 32.80 34.08 36.04 38.54 41.56 
17 47.99 39.72 36.64 36.03 36.79 38.53 41.03 44.17 48.30 
19 52.20 43.42 40.35 39.95 41.07 43.28 46.37 150.21 1 56.91 
*optimum point 
(c) Max. deflection (cm) 
5 7.11 4.39 3.13 2.41 1.96 1.65 1.43 1.26 1.10 
7 8.62 5.37 3.86 2.99 2.44 2.07 1.79 1.59 1.43 
9 9.58 6.04 4.36 3.40 2.78 2.36 2.05. 1.82 1.64 
10.17 6.46 4.73 3.70 3.05 2.55 2.22 1.98 1.79 
13 10.64 6.83 4.98 3.91 3.22 2.74 2.. 39 2.13 1.93 
15 10.98 7.12 5.22 4.11 3.39 2.89 2.53 2.26 2.04 
17 11.23 7.35 5.42 4.28. 3.54* 3.03 2.65 2.37 2.14 
19 11.41 7.53 5.58 4.43 3.67 3.15 2. '76 
_'2.4'7 
2.2o 
A 
Table 5.3 - Variation of weight, cost and deflection of the 162 
square-on-;. diagonal grids as a function of H and N 
(a) Weight (kg/m 2) 
H( 
N N, U )1,0 1.5 2.0 2.5 3.0 - 3.5 4. '0 4.5 5*. 0 
5 
7 23.34 19.22 17.29 16.32 15.91 15.93 16.22 16.74 17.48. 
9 . 21.49 17.12 15.43 14.71 14.60 14.92 15.54 16.41 17.51 
11 20.83 16.27 14.41 13.89 14.09 14.75 15.76 17.06 18.64 
13 20.35 15.89 14.17 13.73* 14.10 15.13 16.57 18.36 20.48 
_15 
20.09 15.73 14.17 1 13.97 14.66 15.98 17.78 20.01 22.70 
17 19.80 15.59 14.22 14.29 15.34 17.06 19.32 22.09 25.32 
19 19.73 1 16.65__ 14.50 14.86 16.29 118.47 21.25 24.62 28.51 
Cost (unit cost/m2) 
5 
7 29.67 24.99 22.74 21.55 20.98 20.88* 21.07 21.49 22.15 
9 30.65 25.22 23.01 21.96 21.64 21.79 22.28 23.02 23.99 
33.06 26.89 24.16 23.18 23.10 23.56 24.40 25.53 26.96 
13 35.77 
1 29.19 26.34 25.21 125.15 25.92 1 27.15 28.75 30.68 
15 38.89 31.86 28.89 27.85 
128.01 28.93 30.40 32.35 34.80 
17 42.07 34.62 31.56 30.64 31.05 32.30 34.18 36.61 39.52 
19 
45.72 37.79 34.64 33.84 34.54 36.17 38.49 41.47 44.98 
(c) Max. deflection (cm) 
5 
7 9.16 5.25 3.38 2.54 2.02 1.68 1.45 1.27 1'* 14 
9 10.28 5.93 4.12 3.13 2.52 2.11' 1'. 83 1.62 1.46 
10.58 6.69 4.77 3.68 
1 
2.99 2.52 2.19 1.94 1 . 74 
13 10.91 7.12 5.24 4.14 3.43 2.92 2.54 2.25' 2*03 
15 11.06 
1 
7.33 5.43 4.32 3.59 3.09 2973 2.45 2.22 
17 11.25 7.56 - 5.63, 4.49. 3.74,. 3.22- 2.84 2.56 2.34 
19 11.38 7.71 5.78 4.64. 3.8T ý 3.35 2.96 
[T. 
66 
F2.46 
Table 5.4 Variation of weight, 
diagronal-on-square 
(a) Weight (kg/m2 )' 
cost and deflection of the 163 ýrids as'a' 
. 
function of H9 and N go 
'Zý 
m 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4. '5 5, 'o 
5 20.20 16.43 14.66 13.77 13.38 13.38 13.73 14.28 14.95 
7 20.02 15.89 14.09 13.33 13.18. * 13.47 14.13 15.07 16.26 
9 19.35 15.34 13.79 13.35 13.62 14.42 15.69 17.32 19.26 
1.1 19.31 15.36 14.01 13.89 14.59 15.98 17.92 20.31 23.11 
13 19.58 15.34 14.32 14.63 15.88 17.95 20.67 1 23.90 27.65 
15 21.02 16.39 15.09 15.58 17.43 20.23 23.76 27.93 32.71 
17 22.26 17.60 16.49 17.27 19.49 22.85 27.20 32.39 38.28 
Cost ( wit cost/ 
5 25.43 21.18 19.13 18.04 17.50 17.40* 17.71 18.20 18.83 
7 29.11 23.93 21.54 20.39 19.97 20.06 20.55 21.35 22.40 
9 32.46 26.79 24.35 23.34 23.23 23.75 *-24.80 ! 26.22 27.96 
36.92 30.61 27.97 27.08 27.26 28.28 29.92 32.04 34.57 
13 42.22 34.48 31.85 31.18 31.80 33.43 35.78 38.66 42.08 
15 50.20 40.71 36.74 35.71 36.77 39.05 42.12 45.89 50.28 
17 58.60 47.84 43.39 M 10 42.96 45.31 49.05 . 53.76 59.16 
(c) Max. deflection (cm) 
5 7.09 4.49 3.28 2.59 2.15 1.80 1.45 1.21 1 1.03 
7 8.13 5.21 3.83 '3.04 2.54 2.19 1.93 1.73 1.58 
9 9.04 5.82 4.29 3.42 2.86 2.46 2.17 1.95 '1.78 
9.56 6.23 4.63 3.70 3.10 2- 68 2.37 2.13 1.95 
13 9.71 6.61 4.93 3.96 3.32 2.87 2.54 2.28 2.07 
15 9.48 6.54 5.07 4.17 3.51 3.03 2.68 2.40 2.19 
17 9.46 6.46 5.04 4.18 3.59 3.15 2.81 2.52 2.30 
Table. 5.5 Variation of weight, 
on-cUagonalgrids as a 
(A) Weiqht NOW) 
cost and deflection of the diagrona. 1- 164 
function of H9 and N go 
1. .0 1.5 2. .0 2.5 3.0 3, *5 4.0 4.5 
1 
5.0 
5 18.91 16.09 14.88 14.40 1 14.37 14.69 15.27 16.05 17.01 
7 17.87 14.72 13.77 13.74* 14.28 15.30 16.65 18.32 20.26 
9 18.28 15.17 14.23 14.39 15.41 17.12 19.42 22.15 25.38 
1.1 18.89 15.87 15.26 15.88 17.59 19.94 23.08 27.03 31.54 
13 - 19.50 16.78 16.47 17.57 20.01 23.55 27.61 32.89 38.91 
15 20.27 17.73 17.82 19.77 23944 27.87 33.03 39.46 47.14 
17 21.09 18.77 19.53 22.36 26.90 32.45 38.67 46.66 56.14 
(b) Cost (unit cost/m 
2) 
5 24.74 21.41 19.91 19.24 19.08* 19.29 19.79 20.50 21.37 
7 27.94 23.54 22.01 21.65 22.00 2i. 87 24.09 25.64 27.45 
9 33.47 28.27 26.23 25.74 26.40 27.90 30.05 32.61 35.75 
.U 
39. $5 33.71 31.47 31.14 32.31 34.26 37.10 40.83 45.13 
13 46.69 39.74 37.17 36.97 38.72 41.83 1 45.48 50.48 56.19 
15 54.26 46.09 43.25 43.70 46.61 50.45 55.09 61.12 68.45 
17 62.30 52.81 50.08 51.14 54.72 59.53 65.09 72.64 81.71 
I 
I. - I- 
I- I- I F-T . 
(c) max deflection (cm) 
5 6.08 3.49 2.36 1.77 1.41 1.17 1.01 0.89 0.79 
7 7.27 4*54 3.24 2.48 2.01 1.70 1.48 1.31 1.18 
9 7.72 4.95 3.67 2.94 2.45 2.08 1.82 1.49 1.29 
.U 
8.1 5.25 3.93 3.15 2.62 2.26 1.98 1.79 1.60 
13 8.35 5.50 4.13 3.35 2.82 2.41 2.12 1.92 1.75 
15 8.60 5.69 4.32 3.52 2.92 2.53 2.25 2.02 1.85 
17 8.79 5.88 4.48 
- 
3.61 
- 
3.04 2.65 2.36 2.12 1.94 
1 1 11 
1- - T II 
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design of members becomes less as well as reducing the danger 
of buckling. 
2. Generally, square-on-diagonal. grids appear to be superior to the 
rest of the grids in terms of weight and cost, despite producing 
higher deflections. 
3. As the number of divisions N9 increases, the square-on-diagonal 
grids'become the cheapest and diagonal-on-diagonals are getting 
more costly. The reason is related to the number of joints and 
lengths of the diagonal members. 
4. The optimum weight does not coincide with the optimum cost. 
5. The results indicate that, weight, cost and deflections are 
higher for greater number of divisions. 
6. The weight and cost functions are unimodal over. the regions 
investigated. 
7. From the comparison of the results, it appears that for the specified 
load and support conditions,, the optimum cost occurs when H9 
is considered to be between span/10 to span/15. However, 
changes in the cost do not differ significantly for cases of 
H9 ranging from span/15 to span/20. 
8. The cost of joints is about 20%. to 40% of the total Structural 
cost for optimum grids. Nevertheless, as the number of divisions 
increases, the ratio of joint cost to total cost will also 
increase and this ratio may reach as much as twice the cost of the 
grids for higher number of divisions. 
166 
5.7 SUGGESTIONS FOR FURTHER RESEARCH 
The work-presented in this Thesis can be extended as follows: 
The cost function may be improved by considering the cost of cladding, 
analysis, and other factors affecting the overall cost. 
2. The structural behaviour of other types of double-layer grids can be 
considered together with the effects of various support conditions, 
loading cases,, spans and cross-sectional shapes. 
3. The convexity of the feasible region and the objective function may 
be investigated, in relation to the cross-sectional areas as the design 
variables. This will lead to the necessary and sufficient conditions 
for the existance of a global optimal solution. 
4. The study of optimum geometry may be extended . in particular, when 
the discrete design variables are involved. 
5. The design constraints can be derived for a double-layer grid under a 
general loading system, while the rigidity of the joints are taken into 
account. In effect., the stress constra ints can be evaluated for an 
element of a space structure, considering the interaction of all the 
possible member forces including the effect of buckling. 
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APPENDICES 
APPENDIX A- PROPERTIES OT THE UNCONSTRAINED 
METHOD OF SECTION 3.6.2 
1 Positive definiteness of the matrix Gk 
It will be shown that the matrix Gk is positive definite for all k. 
The proof is by induction. - For k=l, G, =I which is obviously a symmetric 
and positive definite matrix. Now, it is assumed that G is positive definite 
for k. it will be proved that G is also positive definite for k+l. 
Let y be a nonzero vector, then by equation (3.46). it follows that 
yT Gk+l Y4 YTk Y+ 
(y Td2 (YT G kyk) 
2 
esoo 
ekT Yk y kT G. k Yk 
Since Gk is a symmetric positive definite matrix, there exists a positive 
definite symmetric matrix GI such that k 
Gi G' kk 
Let a= GI y and b= GI then k kll 
yT Gk ' y= aTa..... (A. 3a) . 
IkT Gkyk '2 bTb *see* (A. 3b)t 
and yT Gkyk `2 aTb (A. 3c). 
Substituting (A. 3a), (A. 3b) and (A. 3c) into (M). yields 
TG 
k+l Y= 
(a T a)(b 
T b) - (a 
Tb )2 (y 0 k) 
bTb ek T Yk 
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In equation (A. 4), always 
(a T a)(b 
T b) ý--(a T b) 2 
and bTb>0. 
Hence , 
(by Schwartz inequality)+ 
YT G 
(Y'ek) 2 
k+l 
eT ooo*o kyk 
Furthermore, by using equations (3.45). it follows that 
eT OT E vp (X k «yk ýk k+1) - Vp (Xk) 3 
= OT VP (X 
T VP (X k k+l )- ek k) 
Z Ct VP(X 
Td+ 
a* VP(X 
TG VP(X oet. (A. 6). k k+l )kk k) kk) 
Note that P(Xk+ "k d k) attains a minimum at 
* 
only if "k 
T VP(Xk +akdkdk= 09 
or VP(X k+l) 
T dk = 
Therefore, the first term on the right hand side of (A. 6) is zero. Since Gk 
is assumed to be positive definite and a*->O , it follows that the second k 
term in (A. 6) is positive, which in turn, impliesAhat 
0 tees (A. 7). 
From (A. 5) and (A. 7). it follows that 
4tet a and b be two vectors and let ja 
T bI denote the absolute value of 
aTb. Then the following inequality, referred to as the schwartz inequality, 
holds: 
TbI 
where 11 a and b 11 are the norms of the vectors a and b, defined by 
a 11 (a 
T 
a)l and 11 b 11 = (b 
T b) i. 
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YT G k+l y >0, for all nonzero y (A. 8)9 
tat is,, G k+l is positive definite. 
It should be noted that the result which has been proved above, 
is entirely theoretical. It is poss 
' 
ible in practice for Gk to become 
singular owing to numerical errors. 
As2 Properties of the search dTr-ddtions- 
It will be proved that the search directions generated by this 
method are 'conjugate' directions. To define conjugate directions, let 
H be a symmetric matrix. The vectors d,, d 2* 9-ses dk are called H- 
conjugate or simply conjugate if they are linearly independent and if 
dT Hd0 fo ri e! ýee*(A. 9). 
Consider the problem of minimization-of the quadratic function 
P (X) =ixTHX+ CT X+Ct. 
where H is anxn symmetric positive definite matrix, C is a vector and 
C0 is a constant. SUppose-that the problem is solved by the method ' 
explained in Section 3.6.2. with an initial point X and a symmetric 
positive definite matrix G say, G I. Let a for k=1,2,..., n be an I-k 
optimal solution to the problem to minimize'P(Xk +ad let 
- C-I Ik 
dq and 
Xk+l xk+akdk (A. 11 
where 
dk Gk vp (X k) 
and Gk is determined by equation (3.46). If VP(Xk) ý 0, for each k, then 
it is proved that the directions d1ld 29 ... ldn are H-conjugate. Furthermore, 
G 
n+l = H-1 **so* (A. 12). 
' 
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It is first proved that for any k with 1: 5k: 5n, the following 
conditions must be satisfied: 
(a) dl, d2l"' dk are linearly independent, 
(b) dT Hd=0 for i$j and i J: 5 k, Ij 
(c) G k+1 He i ej, or equivalently G k+l Hd di for 1 r. J: rk 
where ej aid JO 
The proof is by induction. For k=l, parts (a) and (b) are obvious. 
To prove part (c), for any j,, it follows that 
He i= H(aj dj) = H(Xj+l - Xj) = VP(Xj+, ) -. VP(Xj) = yj 
ooooo (A. 13) - 
In particular, He i ý--*11 - Thus, postmultiplying equation (3.46) by yj 
and letting k=l, yields 
e eT Gl*flyT G 
G2 I=G, +II-11 yl = 6, ..... (A. 14a) 
OT T lyl Yl lyl 
or G2 He, =6 1 (A. 14b) 
so that part (c) is true for k=l. 
Now suppose that parts (a), (b) and (c) hold for k: 5n-1. To show 
that they also hold for k+l, first it is proved that, 
di VP(Xk+l) ý0 for i=1,2, ... sk oooo (A. 15). 
It should be noted that P(X i +a i di) attains a minimum at ai only if 
VP(X + ai di) =0 
that is, d'i vP(Xi+, ) 
ý= 
0 
0* 
(A. 16b). 
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Thus (A. 15) holds for i=k. For 1<k, 
*d 
Xk+l ýx1+aId1+a2d2+ o4ooooo + ai di+ 'lT+l di+l + **** +ak k 
k 
or Xx aj d ... (A. I 7b) k+l l' i+l + j=i i 
Al so k 
VP (X oH+C2 HXj+j +C+H Jj 
d ... (A. 1 8a) k+l ) Xk+l 1+1 aii 
k 
or VP(X k+l) = vP(Xi+, ) +H j=; +l aj di... 
(A. 18b). 
Premultiplying equation (A. 18b) by dT % i=1929 ... k. yields I 
TT 'k d Ti VP (Xk+1 di V (Xi +1 +di, Hi aj dj 
(A. 19). 
The first tem on the right hand side of equation (A. 19) is zero (see A. 16b) 
and the second term is also zero since the search directions di and di for 
iýj are H- conjugate (induction hypothesis), Thus 
dTj VP(X for i=1,2,...., k (i: sk) (A. 20). I k+l) 
0 
Since part (c) holds for k: 5n-1, therefore 
G k+l H dig for i5k esse 
(A. 21). 
Thus, noting (A. 20) and (A. 21), for i: 5k, 
dT Hd '2 dT HG VP(X = (dTj HG= dTV I k+l 'i k+l k+l) I k+l) 7p 
(Xk+l) 
i 
P(Xk+l) =0 
(A. 22). 
Equation (A. 22) shows that part (b) is true for k+19 stating that 
dj9d 2 9... ld k. k: 5n are H-conjugate vectors. 
Now it is shown that part (c) holds for k+l. Letting J5 k+l 
equation (3.46) can be expressed as: 
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e9TGT 
Gk+2 H 0. =G k+l + 
k+l k+l * k+l 'yk+l Yk+l Gk+l H0i 0"*" (A. 23) . TyT-Gt 
k+l «yk+I k+l k+l 'ýyk+l 
Noting (A. 13) and letting j=k+l in (A. 23). it follows that 
G k+2 H0 k+l `3 0 k+l 9999 
(A. 24). 
Now, let j: sk. Since part (b) holds for k+l , 
TH0=dTHd (A. 25). k+l i (li "k+l ' k+l 
Noting that part (c) holds for k. -considering equation (A. 13) and the 
fact that part (b) holds true for k+l, it follows that 
TGH ej `y 
T0= OT 7H6* dT 'Hd=0 es. (A. 26). «yk+l k+l k+l i k+l i= ck+lc'j k+l i 
Substituting (A. 25) and (A. 26) into (A. 23) and noting that part (d) holds for 
k, it follows that 
GHa=GHo' aj 9 j: gk **es (A. 27). k+2 i k+l i2 
Equations (A. 24) and (A. 27) state that part (c) holds for k+l. 
To finish the proof, it has to be proved that part (a) holds true 
for k+l. Suppose that 
k+l 
i E, iii di =0 es. (A. 28) 
where Uit i=192,0 ... qk+l are constant values. 
Multiplying (A. 28) by dT H and noting that part (b) holds for k+l, it k+l 
follows that 
J Hd = 0. k+l k+l 
By assumption VP(X k+l) ý0 and since it was proved that G k+l is positive 
definite, it follows that 
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G vp (X k+l «- k+l 
Since H is positive definite, then 
dTHd00 k+l k+l 
and hence 'pk+l ý0. Also, 
k di=0 
and since dqd 2$*0* qd k are linearly independent because part 
(a) holds 
for k. then 
iii =0 for i=1,2,,..., k. 
Thus d,, d 29... d k+l are linearly independent-and it follows that part (a) 
holds for k+l. 
Thus parts (a), (b) and (c) hold true for k+l. In particular, by letting 
k=n, it follows that d,, d 210*0 sdn are H-conjugate vectors. 
Now, let k=n in part (c), Then 
H G. = 0. for j=l 929. .. n. n+l ii 
Suppose G is a matrix whose columns are dl, d 2 9... qd n9 
then 
G 
n+l 
HG=G. 
Since the matrix H is nonsingular and can be inverted, then 
n+l 
H=I. 
This equation implies that 
n+l 
I 
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A, 3 Convergence Proof 
In the previous Section it was proved that the method of Section 
3.6.2 generates conjugate directions. Now, it is proved that if the 
quadratic function (A. 10) is minimized sequentially, along each direction 
of n linearly independent H- conjugate directions, then the global minimum 
of the function will be located at or before the n 
th 
step regardless of the 
starting point. The reason is as follows: 
Let X* minimize the quadratic function 
then 
P (X) =iXTHX+ CT x+ co ooooo (A. 29). 
VP(X*) = HX* +C --* 0 (A. 30). 
Given a point X,, and a set of linearly independent H-conjugate directions 
dlqd 20... Od n. a set of constants "k can always 
be found such that 
X* 
n 
oo*oo =+ El uk k 
Equations (A. 30)and (A. 31) lead to 
n 
HX +C+ H( J-1 "k dd00 00000' (A. 32). 
Premultiplying equation (A. 32) by dT, yields k 
dT (HXI + dT Hnd *go** (A. 33). k +C) k (J-1 "k k) '2 0 
Since part (b) of Section A. 2. holds, it follows that 
(HX +C)T d dT Hd0 *see* (A. 34), k+ "k kk 
or (HX 1 +C)T dk 
Pk -T **see (A. 35). 
dk Hdk 
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Now consider the iterative minimization procedure of Section 3.6.2, 
starting at the point X1 and successively minimizing the function (A. 29) 
in the directions d,, d 29"** 9d n9 where 
these directions are linearly 
independent and H-conjugate. The successive points are determined by 
the relations 
x k+l axk+ ck dk ooooe (A. 36) 
where ak is found by minimizing P(Xk+ak d ds so that 
dT vp (X k+l ) "2 oeuee (A. 37) 
Since the gradient of P(X) at the potht X* is given by W 
VP(Xk+l) =H Xk+l +C ooooo (A. 38). 
Equation (A. 37) can be written as 
dT[H(X +a *d ooeso (A. 39). kkk k) + C3 ý0 
Equation (A. 39) gives 
a* 
(H xk +C)T dk 
**see (A. 40). k "IT dkHdk 
Letting i=O and k=k-1 in equation (A. 17b) one obtains 
kil 
Xk =X1+ j=l Ctj di soooo (A. 41). 
So that 
XT = XT 
k-1 * 'IT 'kHdk1Hdk+A aj ciHdk 00*00 (A. 42). 
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Noting part (b) of Section A. 2, 
xTHd= XT Hd (A. 43). kkIk 
Thus equation (A. 40) becomes 
a*=-. 
(H X +C) 
T dk 
oeo. (A. 44)'s k dT Hd kk 
which can be seen to be identical 
* 
with equation (A. 35). 
1 
He nce the minimizing 
step lengths are given by "k or cýk Since the optimal point X* is originally 
expressed as a sum of n quantities jj,, 'ý29 0**D"n which have been shown to be 
equivalent to the minimizing step lengths a*, a*, sees a*, the minimization 12k 
process leads to the minimum points in n steps or less. Furthermore, since 
no assumption has been made regarding X1 and the order of dl, d 20**o 9d n9 
the 
process converges in n steps or less, independent of the startipg point as 
well as the order in which the minimization directions are used. 
AA Improving the"matrix Gk 
So far., equation (3.46) has. been used without explanation. It is 
now possible to justify the use of equation (3.46) for updating G ko It is 
convenient to rewrite equation (3.46) as 
G k+l '2 Gk+Ak+Bk 
where e eT GT 
-A=kk and B 
ktkykGk 
k Ole k yl G kkkA 
(A. 45a) 
**see (A. 45b). 
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First it is proved that Ak is the term that makes Gk tend to H-1, in the 
sense that 
n 
HkI Ak o9oo (A. 46). 
To prove equation (A. 46), let T be the matrix whose columns are 
0k. k=1,2,..., n. Then the equations 
dTHd=0. or equivalently eT He =0 for k0j, kjkj 
imply that 
TH oese (A. 47) 
where D is a diagonal matrix with elements eT He kk 
Equation (A. 47), gives 
H-1 =T D-1 TT 
But 
n 
TDTED k=l )kk ekek 
k=l 
T He T (ek k) kk 
n 
I: 
0T kek 
k=l --r7-- 
ek He k 
n eeT kk E 
k=1 T 
klk 
n 
J, Ak 
*to@ (A. 48). 
(using equation (A. 13) 
9*99 (A. 49). 
and the point in question is proved. 
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The form of the term Bk can be deduced because the following equation 
must be satisfied for a quadratic function (see part. (c) of Section A. 2). 
G k+l He k=ek see** (A. 50). 
Noting equation (A. 45a), equation (A. 50) can be written as 
(G k+Ak+B k) He k =e k 
= Gk- He k+ AkHek +B kHe k 
Considering equation (A. 46), it follows that 
.k 
He k na k toete (A. 52). 
Combining (A. 51) and (A. 52) will give rise to 
Bk He k=-Gk He k *oooo (A. 53). 
Using equation (A. 13), equation (A. 53) can be expressed as 
B kyk '2- G kyk * 
This implies that the simplest form for Bk is 
BG kyk 
ZT 
kz Ty 
k 
where Z is a vector determined by the condition that Bk is symmetric. 
Thus, 
Bk 
G kykyk 
TG 
k. 
TG 
Yk kyk 
179 
APPENDIX B 
COST LIST 
The following cost list has been supplied by the Constructional 
Steel Research and Development Organization (Constrado) and was used to 
evaluate the structural cost. 
Cost of fabricated tube = 000 per tonne of tube. 
Cost of painting average 
specification = 1 65 per tonne of tube and joints. 
Cost of delivery = 1 60 per tonne of tube and joints. 
Cost of erection = 1 80 per tonne of tube and joints. 
List price of NODUS Components + 10% handling charge 
The following joint types and components were required to meet all 
member intersections in this work: 
Standard joints with bracing members in line with (or at 45 0 
to) chord members when viewed in plan. 
2. Edge joints with bracing in line with (or at 450 to) chord 
members when viewed in plan. 
3. Additional stanchion ends for joints at supported nodes. 
4. Bracing connectors. 
(for details see Ref. 14.161). 
Sub Form Joint size reference Assembly 241 301 351 451 
Nodus In ýine CHS 17.99 22.53 24.93 35.12 
-standard joint 45 CHS 18.19 22.95 25.31 35.66 
Nodus In ýine CHS 20.80 25.85 28.87 43.68 
edge joint 45 CHS 20.51 24.82 28.04 41.94 
Fork 
connector Standard CHS . 2.19 2.42 3.41 
5.32 
assembly 
Stanchion For standard and. 
assembly in line 
0 
12.04 12.76 12.73 16.32 
For edge 45 12.09 12.81 12.81 16.33 
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APPENDIX C 
SOLUTION OF THE NONLINEAR EQUATIONS OF 
SECTION 4.8.1 
Constraint equations hl, h 21' and h3 used in Section 4.8.1, are 
nonlinear equations that could be expressed in terms of one single variable 
KL/r, slenderness ratio of a typical member. Therefore any of these 
equations could be written in the form 
9 
A) 
+ g, 
41) 
-i=o *see* (C. 1) 1rr 
where g, and g,, indicate the portions corresponding to axial force and 
bending moment. The problem is then finding the root of the above equation 
in the interval 
KL M 
:5 
KL 
r. rr ooooo 
(C. 2) 
where KL/r., and KL/ru are lower and upper bounds imposed on KL/r. 
An iterative technique has been developed to evaluate the required 
root. The method traps the root in the above interval and then makes the 
interval smaller and smaller. The process is as follows: 
1. Select the lower and upper bounds on KL/r, for the members of 
the double-layer grids, these are , 
O<KL <300 r 
L O<L < 200 r 
for tension members 
for compression members, 
LL, L 2. Find the midpoint of the interval, 
L (L +L r. ri 7 F. ru 
3. Evaluate the radius of gyration rig area Aisf a and 
Fa 
(see Section 4.6). 
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4e If fa z 0.15. calculate h and h The following restrictions ra 12 
must be reached: 
(a) h, and h2s19 
(b)i hi-I I or I h2-11: 5 eq 
KL (for equation hl) 92 (7-; ) a0 
where c is a small pre-set valUe. 
The following cases may arise: 
(i) h, or h2 is equal to 1 +e. In this case the solution is complete, 
provided the other equation is less than 1. 
(ii) hI and h2 are both less than 1. then the new interval will be 
LL KL r KL KL 
ri ru otherwise 
it would be LF 
.9ri 
L [. KL LL 
92 (Lr-): 5 0' then the interval is r., 
9ri 
5. fa !ý0.15, equation h If Ta 3 is calculated and compared to 1 and 
the new interval is chosen. 
In either case, the interval has been halved and the other 
half of the-i6itial interval need not be considered further. Now, 
if KL/r, or KL/r u 
is replaced by KL/riq depending on the resulting 
case, the process can be repeated with a smaller interval. Repeating 
this procedure will locate KL/ri to the accuracy desired for the root 
of the equation (KL/r*). 
As shown in figure C. 1, equation h, may have more than one root. 
L L By imposing the restriction 92( r0 on the solution, the smallest KL/r 
L) ýý 
is obtained which yields the largest cross-sectional area. 
I 
Fig. C. 1 Graphical representation of the design equations. 
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KL KIL KL KL KL 
rt r* rirur 
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APPENDIx D 
AN ESTIMATE OF THE INITIAL PARAMETER R, 
Since a necessary condition for 
I 
P (X, RI) = f(X) + R, jEj G (gi(X)) (D. 1) 
to be minimized is that its first partial derivatives must vanish, 
therefore a suitable choice of R1 would be given by the R that minimizes 
the magnitude of the square of the gradient of P(X, R) at the starting 
point X00 That is 
21 112 vp(X 0 1, 
Rl)ll min 11 vf(X 0) +R iElvG(gi(Xo)) 
(D. 2) 
R 
whe re 11 VP (XO R, )Il denotes the Euclidean nom of vP(XOIRI). 
I 
Denoting iEl G (gi(X) by G, (X), the value of R, can be obtained from (D. 2) 
as 
= 
-Vf(X 0) 
T VG, (X0) 
11 VG 
1(10)11 
(D. 3). 
Equation (D. 3) can be used providing it yields Rj>O, which in turn, implies 
that the following relation must hold: 
T Vf(X 0) VG, 
(Xo)< 0 
If, however, 
vf(X 0) 
T 
VG, (X0)k 0 (D. 5) 
then R, : 50; but in this case, it follows that f(X) can be decreased along 
the direction of steepest descent -vf(Xo), therefore it has been suggested 
that the problem of Rl: sO, may be overcome by taking a sequence of steps of 
given length along -vf(Xo)' and recomputing equation (D. 3) at each new point, 
until a positive value of 
ý, 
is achieved or an unconstrained minimum of f(X) 
(where vf(X)=O) is obtained (see Ref. [3.31). 
I 
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Equation (D. 3) gives a reasonable value of R, provided that Xo, is not too 
close to the boundary of the feasible region. Otherwise the resulting 
value of RI will be too small and the minimization of PCX, Rl) becomes 
difficult. 
However, a better estimate of the value of R1 is suggested to be the 
solution to the problem: 
minimize P (xo 9-R, ýP 
(Xl 9 R, (D. 6) RII 
where X is the minimum of P(X, RI) (see Ref. [3.3ý). 
First an expression is derived for 
[P(XO, 
Rl) - P(Xl 9R, )] in terms of the 
unknown Rl. Expanding P(X, R, ) in a Taylor series about the point X, and 
taking the linear and quadratic terms only, it follows that 
T*T P(X, RI) = P(X,, Rl) + (x-x*) VP(Xl, Rl) +j (X-XI) H (X,, R, )(X-X*) Ip 
(D. 7) 
where Hp (X,, Rl) is the Hessian matrix of P(X., Rl) at X=Xl. 
Since VP(X,, R, ) 0. equation (D. 7) can be written as 
T P(XgRl)-P(X,, Rl) = j(X-Xl) ýH p 
(X,, R, )(X-Xl) (D. 8). 
Now, interchanging X and X* in equation (D. 7). will give rise to 
TTT P(Xl»RI)=P(X, R1) +(X -X) VP(X. R1) +J(X7-X) H (X, R7)(X*-X) p 
Assuming that Hp (X, Rl)=H 
P 
(X,, R, ), which is exact when P(X, Rl) Is a 
quadratic function and is otherwise an approximation. Equations (0.8) and 
(D. 9) can be combined to give 
T P(X, R, )-P(X,, Rl) =_-J(X*-X) VP(X,, Rl) 
i(X-X*, ) TH (X, Rl)(X-Xt) 
p1 
From (D. 10b) and (D. 10a), it follows that 
(D. I Oa) 
(D. 1 Ob). 
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VP(X, Rl) =Hp (A, Rl)(X-Xl) (D. 11a) 
or (X-xl) =Hp (X, Rl)vP(X, Rl) (D. 11b). 
Substituting for (X-X*, ) in (D. 10a), it follows that 
T P(X, Rl)-P(X, *Rl) VP(X, Rl) Hp1 (XRI)VP(X, Rl) 
(D. 12). 
Thus, at the initial point X=Xo, equation (D. 12) becomes 
1)T 
-1 P (X0 ,R1 )-P(XRI)=IVP(X 0RHp 
(X 
0 
Rj)VP(XO, RI ) (D. 13). 
Now, 
P(X, Rl) = f(X)+R, G, (X) (D. 14a) 
VP(X, RI) =Vf(X)+R., 9G, (X) (D. 14b) 
and Hp (XgRl) = Hf(X) + R, H G(X) 
(D. 14c) . 
where Hf(X) and HG(X) are the Hessian matrices of f(X) and Gl(X), 
respectively. If the elements of the matrix Hf(Xo) are assumed small 
as compared with the corresponding elements of the matrix RIH G(Xo)' which 
could be the case if the initial point Xot is near the boundary of the 
feasible region, then equation (D. 13) becomes 
P(X 
0 
Rj)-P(X, R1) -- -r'RJ[Vf(XD)+R, VG, (XO)]T HG1 (X0) [Vf(XO)+R, VG, (X 01 
(D. 15). 
- The value of R19 which minimizes (D. 15) can be simply obtained by 
differentiation of (D. 15) with respect to RI and equating that to zero. 
The-resulting value of RI will be 
186 
R 
vf (X 0) 
THG 1(XO)vf(XO) -i 
vG, (X0) 
THG1 (XO)VG, (X0) 
It is 
I 
assumed that in (D. 16) that vf(Xo) and VG, (Xo) are nonzero, 
and that HG (Xo ) exists. If these conditions are not all satisfied 
then some other method must be used to determine RV 
