A continuous time cluster algorithm for two-level systems coupled to a dissipative bosonic bath is presented and applied to the sub-ohmic spin-Boson model. When the power s of the spectral function J(ω) ∝ ω s is smaller than 1/2, the critical exponents are found to be classical, mean-field like. Potential sources for the discrepancy with recent renormalization group predictions are traced back to the effect of a dangerously irrelevant variable.
The purpose of this letter is two-fold: 1) We present a novel and accurate quantum Monte-Carlo (QMC) method to study the low temperature properties of the sub-ohmic spinboson model, and 2) we determine its critical exponents at the quantum phase transition using this method together with finite temperature scaling and re-confirm the correctness of the quantum-classical mapping for the sub-ohmic bath with s < 1/2.
The spin-boson Hamiltonian is defined as
where σ x,z are Pauli spin-1/2 operators, a + i , a i are bosonic creation and annihilation operators, ∆ the tunnel matrix element, and ω i the oscillator frequencies of the bosonic degrees of freedom. The coupling between the the spin σ and the bath via the λ i is determined by the spectral function for the bath: (2) for 0 < ω < ω c and J(ω) = 0 otherwise. α represents the coupling strength to the dissipative bath and ω c is a cut-off frequency. The parameter s specifies the low-frequency behavior of the spectral function: s = 1 represents an ohmic bath, and s < 1 a sub-ohmic bath. A system described by (1) and (2) displays for s ≤ 1 a quantum phase transition (at zero temperature) at a critical coupling strength α c . In the following we determine the critical exponents and herewith the universality class of this transition with the help of a continuous time cluster algorithm that samples stochastically the imaginary time path integral for the partition function of the model (1).
Consider a Hamiltonian for an Ising spin in a transverse field of the form
where Γ is the transverse field strength, Γ = ∆/2 in (1),â and ω a set of Hermitian operators and parameters, respectively, like the Bose operators and coupling constants and frequencies in the spin-boson model. G is a function of theσ z and (â, ω) alone, it is Hermitian but otherwise arbitrary.
The partition function for this Hamiltonian is derived by implicitly performing the limit of an infinite number of time slices in its Suzuki-Trotter representation [15, 16, 17] and yields the imaginary time path integral
where
and σ(τ) is now a real valued function of the imaginary time τ ∈ [0, β], denoted as a spin-1/2 world line. These world lines represent realizations of a two-valued Poissonian process that is sketched in Fig. 1a : They are piecewise constant functions consisting of consecutive segments of spin-up (σ = +1) and spin-down (σ = −1), where the spin-flips occur at stochastic times 0 < τ 1 < τ 1 , . . . τ n (n arbitrary) and the interval lengths ∆τ i = τ i+1 − τ i obey a Poissonian statistics P(∆τ) = Γ −1 exp(−Γ∆τ) with mean value 1/Γ [16] . The path integral (5) can hence be directly sampled by generating stochastically realizations of such world lines and accepting them according to their "Boltzmann"-weight exp(−S ω [σ(τ)]). More efficient sampling procedures like cluster algorithms are based on this principle [16] .
For a general transverse Ising model (without coupling to a dissipative bath) G(σ z ) represents just the "classical" energy E(σ z ) that is diagonal in the z-representation of the spin-1/2 degrees degrees of freedom and
This form holds for an arbitrary number of spins in a transverse field, and for arbitrary spin-spin interactions.
In the case of the spin-boson model (1) with the spectral function (2) the trace over the oscillator degrees of freedom yields [2] S ω = S SB with
The kernel imposes long-range interactions in imaginary time:
It has the symmetry K(β − τ) = K(τ) and the asymptotics
is regularized via the frequency cut-off ω c in (2) and approaches a constant for τ → 0.
An efficient way of sampling the path integral is a cluster algorithm based on [16] . It is generalization of the SwendsenWang cluster algorithm [18] to continuous time world lines, in which not individual spins but the world line segments are connected during the cluster-forming procedure, and has to incorporate the long-range interactions [19] . It is sketched in Fig. 1b : Starting from a world line configuration σ(τ) new potential spin-flip sites are introduced according to a Poissonian statistics, then all segments are pairwise "connected" with probability where a, b and c, d denote the limits of segment S I and S II , respectively. Finally the connected clusters are identified and flipped with probability 1/2. All potential spin-flip times that do not represent real spin-flips are then removed. We implemented this algorithm and tested it by comparing results with those obtained with conventional Monte-Carlo procedures in discrete imaginary time extrapolated to an infinite number of time-slices. We analyzed the sampling characteristics of the algorithm for the kernel (7) with (2) over the whole range 0 < s < 1 and found that on average after 5 updates as sketched in Fig.1b the world line configuration are statistically independent from the starting configuration. The data presented below represent averages over 10 5 -10 6 cluster updates.
To study the phase transition in the sub-ohmic spin-boson model (s < 0.5) we utilize the finite-β scaling forms for thermodynamic observables close to the critical point
where δ = (α − α c )/α c denotes the distance from the critical point, x O and g O are the scaling exponent and scaling function of the observable O, respectively. The exponent y * t is 1/ν below the upper critical dimension (s > 1/2), ν being the correlation length exponent, and y * t = 1/ν + (1/2 − s) above the upper critical dimension (s < 1/2). [19] . We use the dimensionless ratio of moments Q = m 2 2 / m 4 , which has x Q = 0 and is therefore asymptotically independent of temperature at δ = 0, to locate the critical point α c as shown for s = 0.2 in Fig.2a . This estimate for α c is then used to perform the finite-β scaling analysis for Q, Q =Q(β y * t δ) the magnetization m = |m| = β At the critical point α = α c the scaling forms predict χ ∝ T −x with x = 2y * h − 1 = 1/2, which is clearly confirmed by our data displayed in Fig.2d : χ · T 1/2 collpaes onto one point at δ = 0. Moreover the scaling forms imply at T = 0 χ ∝ |α − α c | −γ with γ = (2y * h − 1)/y * t = 1, which is demonstrated in Fig.3a-c for different values of s < 1/2., and m ∝ (α−α c ) β m for α > α c with β m = −(y * h − 1)/y * t = 1/2, which is demonstrated in Fig.3d .
Next we allow for an unbiased fit of the critical exponents to our data, including corrections to scaling as in [19] . We determined y * t and y * h by finite-β scaling of ∂Q/∂α (α = α c ) ∝ β y * t and χ(α = α c ) ∝ β 2y * h −1 . The results confirm (10) within the error bars for the whole range of s < 1/2 that we studied. Only close to s = 1/2 the finite-β scaling analysis is impeded by the presence of logarithmic corrections at the upper critical dimension. Fig.4a-b shows the resulting estimates for the exponents 1/ν = y * t − (1/2 − s) and β m = −(y * h − 1)/y * t as a function of s in comparison with the NRG predictions of [13] .
Although our results for the critical exponents of the subohmic bath obtained with our continuous imaginary time algorithm deviate from the NRG prediction, results for the phase diagram match: In Fig.4c our estimates for the critical coupling α c are compared with those obtained with the NRG method [13] , they agree very well.
We confirmed the scenario described here for other values of ∆ and ω c , and also for smooth frequency cut-offs as well as for other kernels (7), like one that has a regularization in time (K(τ) = 0 for τ < τ c ) rather than in frequency. We also found that the limit ω c → ∞ (or τ c → 0) exists and is approached smoothly and fast, and conclude that, concerning the critical exponents, the regularization does not play a significant role. We also implemented a conventional QMC algorithm in discrete time (with a finite number of Trotter time slices M) and found that for any fixed value of ∆τ = β/M mean-field exponents describe perfectly the scaling at the critical point for s < 1/2 (see also [19, 20] ). Moreover we found that the extrapolation M → ∞ of numerical data for Q, m and χ obtained for fixed M reproduces perfectly the results obtained with our continuous imaginary time cluster algorithm and that the convergence is smooth and fast (with 1/M, as expected).
Our conclusion therefore is that the quantum-to-classical mapping does not fail in the sub-ohmic spin-Boson model. The question remains, why the NRG calculation presented in [12, 13] yields apparently correct results for quantities like the critical coupling, i.e. the phase diagram (see Fig. 4c ), but fails to predict the correct critical exponents in the case s < 1/2.
We believe the problem is rooted in a shortcoming of the present NRG implementation. As detailed in Ref. 21 , due to the truncation of the bosonic Hilbert space, the NRGwhile correctly describing the delocalized phase and the critical point -it is unable to capture the physics of localized phase of the spin-boson model for s < 1. Technically, a finite expectation value σ z is accompanied by a mean shift of the bath oscillators which diverges in the low-energy limit. Hence, the NRG results are expected to be reliable as far as they do not involve properties of the localized fixed point.
The analysis of critical exponents in Ref. 13 now assumed that all exponents are properties of the critical fixed point. However, this assumption is invalid for the order-parameter related exponents β m and δ m if the critical fixed point is Gaussian (like in a φ 4 theory above its upper critical dimension). Then, the order parameter amplitude is controlled by a dangerously irrelevant variable, and β m and δ m are properties of the flow towards the localized fixed point, which in turn is not correctly captured by NRG. (Note that δ m involves the non-linear field response at criticality, which is undefined for a purely Gaussian theory.) Therefore, the values of β m and δ m extracted from (present) NRG calculations are unreliable.
Considering that the NRG calculations nevertheless gave well-defined power laws which were moreover consistent with hyperscaling, it is worth asking for the underlying reason. We conjecture that the artificial Hilbert-space truncation, which determines the flow to the "wrong" localized fixed point and limits both the field response and the condensate amplitude, is equivalent to an operator which is exactly marginal at criticality in the φ 4 language. Near criticality, this has no consequences below the upper critical dimension, s > 1/2, as the quartic interaction is relevant here, but for s < 1/2 the marginal operator instead dominates over the quartic term. It is easy to show that an exactly marginal coupling leads to y * h = (1 + s)/2 − y i with y i = 0 such that hyperscaling is fulfilled, while y * t takes its mean-field value -this is what characterizes the set of NRG critical exponents [13] . (The correct result y * h = 3/4 for s < 1/2 implies y i = (2s − 1)/4 arising from the dangerously irrelevant variable.) The above reasoning is supported by analyzing fermionic impurity models, which naturally have the property that a Hilbert space constraint limits the field response. For instance, a resonant-level model with power-law bath density of states, which is controlled by a stable intermediate-coupling fixed point, shows hyperscaling for all bath exponents [22] .
Finally, the analytical RG argument in Ref. 13 , based on an epsilon-expansion for small s, predicted non-mean-field exponents obeying hyperscaling for a related reason: While the RG equations (9)- (11) To conclude we have, with the help of an efficient and accurate continuous time cluster Monte-Carlo algorithm, shown that the quantum-to-classical mapping is valid in the case of the sub-ohmic spin-boson model. The presence of a dangerously irrelevant variable for s < 1/2 impedes the correct extraction of the critical exponents with current versions of the NRG method -work on its extension to produce reliably the necessary determination of magnetic observables in the localized phase is in progress.
