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ABSTRACT 
Let A = (Aij) be an n xn skew-symmetric matrix and G(A) be the associated 
graph; the vertices of G(A) are identified with the rows (and columns) of A, and 
the edges with the nonzero entries of A. A basic fact, used in Tutte’s 1947 
paper on matching, is: det A # 0 if and only if G(A) has a perfect matching. 
This holds generically, i.e., when the nonzero entries Aij (i < j) are independent 
parameters. The present paper gives a weighted and nongeneric version of this 
relation. Let A(z) = (Aij(z)) be an n x n skew-symmetric polynomial matrix 
in 5, and define 6(A) = deg,det A(z) [the degree of the determinant of A(z)]. 
We attach deg, Aij(s) to edge (i,j) of G(A) as a weight and define S(A) = 2x 
[maximum weight of a perfect matching in G(A)]. Then 6(A) 5 8(A), with 
equality in the generic case. It is proven by a combinatorial argument that the ^ 
gap between 6(A) and S(A), if any, can be resolved by an unimodular congruence 
transformation. That is, for a nonsingular A(z) there exists a unimodular U(Z) 
such that A’(z) = U(X)A(X)U(Z)~ satisfies [6(A) =] b(A’) = 8(A’). The proof 
relies on the dual integrality of perfect matching polytopes known in polyhedral 
combinatorics. 
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1. INTRODUCTION 
Let A(z) = (Aij(x)) b e an n x n skew-symmetric polynomial matrix 
with 
A&) = 1 Aijsxs, Aij(x) = -A&) E F[x], (1.1) 
sEZ+ 
where the coefficients A,js are elements of a certain field of F characteristics 
distinct from two’ (typically the real number field R) and the summation 
is taken over a finite subset of nonnegative integers Z+. In this paper 
we are interested in a combinatorial characterization for the degree of the 
determinant of A(x): 
6(A) = deg, det A(x). (14 
By convention we put S(A) = --co if det A(x) = 0. 
Let &(A) denote the highest degree of a nonvanishing term in the defin- 
ing expansion of the determinant, 
det A(x) = c sgn o fi Aiatil (z); 
c7 i=l 
that is, 
& (4 = mom de, fi -4,(i) (~1. 
i=l 
(1.3) 
Obviously, &(A) is an upper bound on 6(A), though there can be a gap be- 
tween them due to possible cancellations of nonzero terms in the expansion. 
Two different kinds of cancellations are to be identified, namely, combina- 
torial (or nonnumerical) cancellation due to skew-symmetry, and numerical 
cancellation due to accidental coincidence. The combinatorial cancellation 
occurs most typically for a skew-symmetric matrix of odd order (with n 
odd); namely skew-symmetric matrix of odd order has a vanishing deter- 
minant. henceforth we assume that n is even. 
The possibility of combinatorial cancellation can be eliminated by con- 
sidering the Pfaffian (see [8] for detail) of A: 
where the summation is taken over all partitions P = {{in , Jo}, . . . , {iv, jv}} 
1 When F is of characteristic two, a skew-symmetric matrix is nothing but a symmetric 
matrix, which is dealt with in [12]. 
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(v = n/2) of V = { 1,. . , n} into unordered pairs, and 
1 2 ‘.’ 2u- 1 
ap = sgn 
ii j, ‘.’ i, 
3 
Aihjk. 
The following relation is well known. 
LEMMA 1. For a skew-symmetric matrix A of even order, det A = 
(pf A)‘. 
As a combinatorial counterpart of 6(A) we define 
$(A) = 2mpmdeg,ap(x), (1.4) 
where by convention we put S(A) = -co if up(x) = 0 for all P. Since 
there is no combinatorial (or nonnumerical) reason for the cancellation 
among nonzero terms in the Pfaffian, equality S(A) = $((A) holds in the 
generic case, where the nonzero leading coefficients of Aij(x) are regarded 
as mutually independent parameters. This easy observation for the generic 
case is summarized in the following theorem, a statement to the effect that 
S(A) serves in fact as a combinatorial counterpart of S(A). 
THEOREM 1. Let A(x) be a skew-symmetric polynomial matti over a 
field F of characteristic distinct from two. 
(1) 6(A) I @A). 
(2) The equality holds generically, i.e., if the set of nonzero leading 
coeficients 
{Aij, I A,j(x) # 0, s = degAij(x), i < j} 
is algebraically independent (over a subfield of F). 
We say that A( z is upper tight if 6(A) = g(A). It should be clear that ) 
d(A) 5 g(A) 5 &(A) 
and that &(A) can be strictly larger than 6(A) even in the generic case 
(see Example 1 below). 
The combinatorial structure of skew-symmetric matrix A can be rep- 
resented conveniently by a (nonbipartite) graph G = G(A) = (V, E), as 
observed already by Tutte in his pioneering work [17] (see Remark 1 be- 
low) and nicely expounded by Lov&z and Plummer [8]. The vertex set 
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V = V(G) is identified with the row set R of A, which in turn has a nat- 
ural one-to-one correspondence to the column set C; IV1 = IRI = ICI = n. 
The edge set E = E(G) is identified with the nonzero entries of A, i.e., 
E(G) = { (4 j) I i E V, J’ E v, A&$ # O}, 
where (i,j) and (j, i) are not distinguished and hence G has no parallel 
edges. To edge e = (i, j) E E is attached a cost (or weight) 
~~=cij=max{s]Aij~#O}=deg,Aij(~)(>O). (1.5) 
The set of end vertices of an edge e = (i, j) E E is denoted by de = {i, j}, 
and this notation is extended for M c E as aM = u{& I e E M}. A 
subset M of E is called a matching if I dM 1 = 21 M] , and a perfect matching 
if IaMl = 2]M] = IVI. Th e cost (or weight) of M C E is defined by 
C(M) = C cij. 
(i,j) EM 
M is an optimal matching if M is a perfect matching of maximum weight. 
Noting that nonzero terms in the Pfaffian pf A correspond one-to-one to 
perfect matchings @ G(A), we can give an alternative definition of graph- 
theoretic flavor to S(A) of (1.4). Namely, 
@A) = 2 max {c(M) I M is a perfect matching in G(A)}. (1.6) 
By the convention for the singular case we have i?(A) = -cm if no perfect 
matching exists in G(A). 
REMARK 1. In proving the fundamental theorem on the existence of a 
perfect matching, Tutte [17] observed that 
A is nonsingular w G(A) has a perfect matching [generically] 
(1.7) 
for a skew-symmetric matrix A = (Aij) (no polynomials were involved). By 
considering a polynomial matrix A(z) instead of a matrix A of constants, we 
have obtained the weighted version (i.e., Theorem 1 above) of this relation. 
In fact, for a polynomial matrix, the relation (1.7) can be rewritten as 
S(A) # -cm u g(A) # -m [generically], 
which is an immediate consequence of Theorem 1. The main concern of 
this paper is a further extension of this relation to the nongeneric case. 
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In particular, we are interested in the interplay between the combinatorial 
structure and the numerical structure. This amounts to a combinatorial- 
matrix-theoretic understanding of Edmond’s polyhedral approach [4-61 to 
weighted matchings. ??
We now move on to the_nongeneric case, where accidental numerical 
cancellation can occur and S(A) can be strictly larger than S(A). If A(x) 
is transformed to A’(x) = U(x)A(x)U(x)T with a unimodular polynomial 
matrix U(x) [i.e., with det U(x) being free from x], then 6(A) remains 
invariant, whereas g(A) does change (increase or decrease), since G(A) 
changes. The objective of this paper is to give a combinatorial p_roof of 
Theorem 2 below, which claims that the gap between S(A) and S(A), if 
any, can be resolved by such transformation. (We will prove a slightly 
stronger statement, Theorem 3 in Section 2.2). 
THEOREM 2. Let A(x) be a nonsingular skew-symmetric polynomial 
matrix over a field of characteristic distinct from two. Then 
6(A) = min{z(A’) 1 A’ E F(A)}, 
where 
0.8) 
F(A) = {U(X)A(X)U(X)~ 1 U(x) is unimodular}. 
Namely, there exists a unimodular U(x) such that 6(A’) = g(A’) for A’(x) = 
u(x)A(x)U(~)~. 
Note that 6(A) = ??(A’) f or all A’(x) = U(X)A(X)U(X)~ E F(A). The 
following intuitive argument will show that a transformation U(z) that 
attains the minimum on the right-hand side of (1.8) is very rare: For a ran- 
domly chosen U(x) the transformed matrix A’(x) will have more nonzero 
entries than A(x), or equivalently, the graph G(A’) has more edges than 
G(A), and consequently, the maximum weight of a perfect matching in 
G(A’) is larger than that in G(A). In contrast, Theorem 2 claims that 
by a judicious choice of U(x) we can annihilate certain (critical) edges of 
G(A) by intentionally causing numerical cancellations so that the maximum 
weight of a perfect matching may be smaller in G(A’). 
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FIG. 1. Graph G(A(O)) (Example 1). 
EXAMPLE 1. Consider a skew-symmetric polynomial matrix over F = 
R (n = 6): 
A(z) = A(‘)(z) = 
0 x4 fx x5 0 0 0 
-x4-x 0 x6 0 x3 0 
-X5 -x6 0 1 x3 0 
0 0 -1 0 1 Ly 
0 -x3 -2s -1 0 X4 
0 0 0 -a -x4 0 1 (1.9) 
with a nonzero parameter (Y introduced for an illustrative purpose. The 
associated graph G = G(A(O)), h s own in Figure 1, has 6 vertices and 9 
edges. By inspection we see that it admits three perfect matchings with 
weights 8, 8, and 7, and 
pf A = Ad34&6 + Am‘bb - Ad-kA46 
= (x4 + x) . 1 x4 + x5 . x3 a - (x4 + z) . x3 . a 
= (a + 1)x8 - ax7 + x5 - ax4. 
Accordingly we have 
@A”‘) 16, 6(A(‘)) 16 if cy # -1, = = 
14 if c~ = -1. 
Note also that &(A(‘)) = 19, [see (1.3) f or notation], which can never be 
equal to 6(A(O)). Note that bo(A(0)) = 19 stems from the canceling terms 
AAAAAA 12 23 31 45 56 64 andAAAAAA 21 32 13 54 65 46. 
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Now assume that QI = -1. If we choose2 
U(x) = 
1 0 0 0 0 0 
x: 
-k 
0 0 0 0 
1 0 0 0 
0 0 0 1 0 0 
0 0 0 0 1 0 
-x2 X -1 0 0 1 
(1.10) 
we see A’(x) = Ac2)(x) = U(X)A(X)U(T)~ is given by 
1 
0 x4 fx -x2 0 X2 
-x4-x 
,“3 -; 
3 0 ,91 x3 
A(2)(x) = “,’ 1 -x4 +x3 0 
0 -1 0 1 
,“3 
, (1.11) 
0 -X3 x4-x3 -1 0 
-x2 -X3 0 0 -X3 0 
for which 6(Ac2)) = g(Ac2)) = 14 holds true. Note that no cancellation 
occurs among the leading terms in 
pf A’ = Ai2Ai4A& - A:3A:6A&5 + Ai6Ak3Ai5 + Ai6Ak5AL4 
= (2 + x) . 1 . x3 - (-x2) . x3 . 1+ x2 . (-x3) 1 + x2 . x3 . 1 
= x7+x5+x4. 
The associated graph G(Ac2)) is depicted in Figure 2, which is to be com- 
pared with G(A(‘)) of Figure 1. 
The transformation matrix U(x) above is obviously unimodular, since 
it is a triangular polynomial matrix with U,,(x) = 1, though U(x) is not 
always guaranteed to be triangular in general. 
Theorem 2 is easy to prove if we resort to a purely algebraic argument. 
In fact, it is an immediate corollary of the following lemma on a normal 
form x(x) for a skew-symmetric polynomial matrix A(x) under unimod- h- 
ular congruence. Note that S(x) = 6(A) by the block-diagonal structure 
of Z(z). 
2As we will see in Examples 3 and 4, the matrix U(z) is constructed as the 
product of two “simpler” unimodular matrices: U(r) = U(2)(z)U(‘)(r), and accord- 
ingly, the matrix A’(z) = A(‘)( z results from the iterated transformations A(l)(z) = ) 
U(l)(z)A(s)U(‘)(z)T and Ac2)(z) = U(2)(~)A(1)(s)U(2)(z)T. 
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FIG. 2. Graph G(Ac2)) and dual variable p(z) (Examples 1 and 3). 
LEMMA 2 [13, Theorem IV.1 1. For a skew-symmetric polynomial ma- 
trix A(x) over a field not of characteristic 2, there exists a unimodular 
U(x) such thatz(x) = @Q(S)) = U(x)A(~)u(x)~ satisfies (i) &j(x) = 0 
if j # i - (-l)i, and (ii) 22, - 1,2k(x) = -22k,2k - l(x) = fk(x) for 
k=1,2,..., [n/2], where fk(x) divides fk+ l(x) for k = 1,2,. . . , [n/2] - 1. 
In spite of this short algebraic proof, we are interested in an alternative 
combinatorial proof of Theorem 2 which leads to a better understanding 
of the structure of perfect matchings from the viewpoint of combinatorial 
matrix theory. The algebraic proof does not respect our previous obser- 
vation (Theorem 1) that we can take U(z) to be the identity matrix in 
the generic case. This is because the normal form in Lemma 2 does not 
distinguish between the combinatorial structure and the numerical struc- 
ture of a skew-symmetric matrix. The combinatorial proof, to be given 
in Section 2, will show how to choose a transformation U(x) which makes 
A(x) upper-tight with a “minimum” change in the combinatorial struc- 
ture. Furthermore, the combinatorial proof makes it possible to construct 
an efficient algorithm of “combinatorial relaxation” type [lo] to compute 
S(A) (see [ll]). It is hoped that this paper will contribute to enforcing 
the link between linear algebra (determinant) and graph/matroid theory 
(matching) observed in various contexts [l, 7-10, 161. 
Before proceeding to the next section, we explain very briefly at this 
point the basic idea of the combinatorial proof in ge_neral terms. To estab- 
lish Theorem 2 it suffices to show that if S(A) 5 S(A) - 2, A(x) can be 
modified by means of a unimodular congruence to another matrix A’(x) 
such that :(A’) 2 $(A) - 2. The modification procedure makes essential 
use of dual variables based on the standard duality theorem for the poly- 
hedral description of perfect matchings (see Section 2.1 for details) of the 
following kind: 
g(A) = max PIP(A) 5 max PLP(A) 
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I min DLP(A) < min DIP(A), 
where max PLP(A) an d min DLP(A) stands for the optimal values of the 
primal and the dual linear program [2, 161 for the matching problem in 
G(A), respectively, and max PIP(A) and min DIP(A) for the optimum 
values of the integer programs. The integrality theorems of Edmonds [5] 
and Cunningham and Marsh [3] ( see Lemma 3 in Section 2.1), together 
with the strong duality theorem in linear programming, state that all these 
“obvious” inequalities are in fact equalities for each A. Combining this 
with S(A) 5 S(A), we obtain 
S(A) 5 $(A) = min DIP(A). 
Note that if A(z) is transformed to A’(z) = U(CC)A(X)U(X)~, then S(A) 
remains invariant, whereas S(A), as well as the associated linear and integer 
programs, does change, since G(A) changes. In the proof of Theorem 2 
a sequence of unimodular transformations are constructed based on the 
solutions to the dual programs. 
REMARK 2. The case of a symmetric polynomial matrix C(z) has been 
c_onsidered in [ll, 121. The result shows that the obvious inequality S(C) < 
So(C) holds generically with equality, and that there exists a unimodular 
U(X) such that 6(C’) = &,(C’) for C’(X) = U(X)C(X)U(X)~. This shows, 
in particular, that symmetric matrices can be treated by means of bipartite 
graphs. As such, the combinatorial proof for this case is easier than the 
proof in Section 2 for skew-symmetric matrices. 
2. COMBINATORIAL PROOF 
2.1. Linear-Programming Description 
We consider the following primal-dual pair of linear programs (the PLP 
is a standard description of the perfect matching polytope): 
PLP: maximize c c& 
eEE 
subject to c & = 1 (i E V) 
&3i 
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DLP: minimize c Pi + c q&5- [- 7r(p, q)] 
iEV SE.5 
subject to Pi +pj + c 4s L cij [(i~j) E E], 
{i,j}csES 
$9 2 0 (SE S), (2.2) 
where 
S = {S C V 1 IS/ > 3, IS] is odd}. (2.3) 
Note that I = (& / e E E) is the primal variable and (p, q) = (pi 1 i E 
V) @ (qs 1 S E S) the dual variable. 
With respect to q we define 
s+ = s+(q) = {S E s 1 qs > O}, (2.4) 
which denote the (index) set of the active dual variables qs. By abuse of 
terminology, we call a member of S a blossom and one of S+(q) an active 
blossom with respect to q. The set S+ is said to be nested if 
Sin& # 0, Si E S+, Sz E S+ implies either Sr & 5’2 or Sr > S2. 
The (total dual) integrality stated below is crucial to our proof. See 
Schrijver [15] for an alternative proof for (2). 
LEMMA 3 (Integrality). 
(1) (Edmonds [5]) PLP has un integral solution [with & E (0, 1) (e E 
WI. 
(2) (Cunningham and Marsh [3]) If ce is integer for e E E, then 
DLP has an optimal solution (p, q) such that 
(Int) : 
(Nest) : 
pi E Z (i E V) and qs E Z (SES), (2.5) 
s+ (4) is nested. (2.6) 
By virtue of the primal integrality we have 
g(A) = 2 min { n(p, q) 1 (p, q) is feasible to DLP}. (2.7) 
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Edmond’s primal-dual (blossom) algorithm [446], yields a dual optimal 
solution (p, q) that satisfies the above condition (Nest) and the half- 
integrality 
(Int2 ): pi E :Z (i E V) and qs E Z (SE S), (2.8) 
where pi E z LZ means 2p, E Z. Obviously (Int2) is weaker than (Int). 
Throughout the proof we assume (and maintain) dual variables satisfying 
the two conditions (Int2) and (Nest). 
The optimality (complementarity) of a perfect matching is given as 
follows. For e = (i,j) E E, the reduced cost is defined by 
C, = Eij = Cti - p, - pi - &ii, (2.9) 
where 
Qzi = C (4s I {i,j} C S E S}. (2.10) 
Then (p, q) is (dual) feasible if and only if C, 5 0 (e E E) and qs 2 0 
(SE S). An edg e e is said to be tight [with respect to (p, q)] if C, = 0. We 
Put 
E* = E*(p,q) = {e E E ( C, = 0}, (2.11) 
which is the set of tight edges. We also put G* = G*(p, q) = (V, E*(p, q)). 
The cost c, for e E E” remains the same in G” and in G. 
LEMMA 4. (Optimality criterion). Let A4 be a perfect matching in 
G(A), and (p, q) be a dual feasible solution. Then both M and (p, q) are 
optimal (i.e., c(M) = n(p, q)) if and only if 
~4 C E*(p,q) and 
I{eEM / aecS}I =v for all s E s+(q). 
2.2. Basic Strategy: Primal-Dual Approach 
To establish Theorem 2 it suffices to show that if 6(A) 5 $(A) - 2, then 
A(z) can be transformed to another matrix A’(z) such that 
(Pl) A’(z) = U(X)A(~)U(~)~ with U(X) E &(B’[z]), det U(X) = 1, 
(P2) i(A’) 5 @A) - 2, 
where Mn(F[z]) d enotes the set of n x n polynomial matrices over F. 
To realize such a transformation we will employ two primitive operations, 
which we call gap reduction and blossom reduction. 
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TABLE 1. Two primitive operations 
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Operation 
Applied when 
Matrix A(z) 
Degree 6(A) 
Graph G(A) 
Dual var. (optimal): 
p for vertices 
q for blossoms 
cs,s 4.9 
Dual objective = n(p, q) 
Matching weight $(A) 
(primal objective) 
Gap reduction 
(primal change) 
S(A) < i(A), q = 0 
A’(x) 
= 6(A’) 
G(A’) 
(feasible) 
P 
4 
2 :(A’) + 2 
Blossom reduction 
(dual change) 
q#O 
A’(x) 
= 6(A’) 
G(A’) 
(feasible) 
PP’ 
4 ?I Q’ 
zCs~sqkf1 
4P’, Q’) 
> ;(A’) 
The approach adopted here makes essential use of the dual variable 
(p, q) introduced for the polyhedral description in the previous subsection. 
It is similar in vein to the approach of Murota [lo] for the bipartite case. 
However, a novel technique must be devised before it can be implemented 
for the nonbipartite case, where dual variables q for blossoms are involved 
in addition to p for vertices. 
Let (p, q) be a dual optimal solution for A(x) having the properties 
(Nest) and (Int2) of (2.6) and (2.8). W e now introduce the two primitive 
operations as follows (see Table 1): 
Gap reduction: When 6(A) < g(A) and q = 0, find A’(x) such that 
(Pl) and (P2) above are satisfied. 
Blossom reduction: When q # 0 find A’(z) of (Pl) and a dual variable 
(p’, q’) satisfying (Nest) and (Int2) of (2.6) and (2.8) such that 
(1) both (p, q) and (p’, q’) are dual feasible for A’(x), 
(2) 4P, 4) = 4P’, 4% 
(3) q? 4’ and (CsESqs) -I L CSES& 
where q k q’ means the componentwise inequality. 
Recall that a matrix A(x) is said to be upper tight, or tight, if S(A) = 
$(A), and nontight otherwise. Let us call a matrix A(x) blossom-free if it 
admits an optimal dual solution (p, q) with q = 0. 
The first operation, gap reduction, applicable to a nontight blossom- 
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8(A) - 6(A) 
blossom reduction 
0 cscs 4s 
FIG. 3. Change of (~,,sqs,~(A) - 6(A)) in “gap 
reduction”. 
reduction” and “blossom 
free matrix A(z), decreases the gap ?(A) - S(A) at least by two. On the 
other hand, the second operation, blossom reduction, is applicable when 
A(s) is not blossom-free and decreases the dual variable q associated with 
blossoms. This is an auxiliary operation that enables us to eventually 
apply the operation of gap reduction. The conditions required of (p, q) 
and (p’, q’) in blossom reduction imply 
$A) = 27r(p,q) = 27r(p’,q’) > @A’), 
where the first equality is due to the optimality of (p, q) for A(z), and the 
last inequality to the feasibility of (p’, q’) for A’(z). 
It is clear that repeated applications of these two operations lead to 
an upper tight matrix. To be more specific, we apply gap reduction if 
A(z) is nontight and blossom-free, and blossom reduction if A(z) is not 
blossom-free. Then the following hold true (see Figure 3): 
(1) @A) - W) never increases and is bounded below by zero, 
(2) @A) - 6(A) d ecreases at least by two in gap reduction, 
(3) c s E S qs decreases at least by one in blossom reduction. 
Hence in a finite number of steps, we obtain a matrix A(z) for which 
6(A) = $(A). It is noted that a blossom-free matrix will no longer be 
blossom-free after it is modified by gap reduction. It may also_be mentioned 
that blossom reduction may happen to cause a decrease of S(A), in which 
case the dual variables (p, q) and (p’, q’) are not optimal for A’(z). 
Since blossom reduction can be applied to upper tight matrices too, we 
obtain the following claim, which is stronger than Theorem 2. 
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THEOREM 3. Let A(x) be a nonsirqular skew-symmetric polynomial 
matrix. Then there exists ‘a unimodular c(x) such that 
(i) S(A’) = g(A’) and 
(ii) A’(x) is blossom-free, 
where A’(x) = U(X)A(X)U(X)~. 
The details of the two operations will be described in 
2.6. As will be seen in Section 2.6, blossom reduction, 
Sections 2.5 and 
which is an op- 
eration on matrices, bears resemblance to the graph-theoretic operation 
of shrinking/expanding blossoms in Edmond’s algorithm. Moreover the 
present approach is easily seen to be patterned after the primal-dual algo- 
rithm developed in the field of combinatorial optimization for the optimal- 
matching problem, the minimum-cost flow problem, and others [2, 141. 
2.3. Extraction of the Tight Part 
To derive a necessary and sufficient condition for upper-tightness we 
extract the tight part from A(x), which is composed of the entries that can 
potentially contribute to the coefficient of x 2A) in detA(x). For a dual 
feasible (p, q) we define a constant matrix I(A; p, q) = A* = (Atj) by 
Azj = “i$~ if C&d E E*(z4 4, 
otherwise 
(2.12) 
Equivalently, 
Aij(x) = xP* +P.J +&;I [At + o(l)], (2.13) 
where o(l) denotes an expression consisting of negative powers of x. Often 
the dual variable (p, q) is chosen to be optimal later in the proof, though 
it is not assumed at this moment. Note that I(A; p, q) = A* varies with 
the choice of (p, q) (not unique even for optimal (p, q)). 
The linear algebraic significance of the dual variables is made clear by 
the “levelling” or “scaling” operation fI(A;p) defined by 
,C(A; p) = diag(x; -p) A(x) . diag(x; -p), (2.14) 
where 
diag(x; -p) = diag(xmP*, xepz, . . , xppn). 
LEMMA 5. Let A(x) = C(A;p). 
(I) s(x) = 6(A) - 2 xi E v pz , @i) = @A) - 2 Xi, v pi. 
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(2) U(P,CI) d 1.f 2s uu easible, then &j(x) = ZQZJ [At + o(l)]. 
Proof. (1): The first relation is immediate from (2.14). The second 
follows from the equality &i,jJ ??M(cij - p, - pj) = c(A4) - Cze “pi, 
which holds true for any perfect matching M. 
(2): This is a restatement of (2.13). ??
EXAMPLE 2 (Continued from Example 1). As the optimal dual vari- 
able (p, q) = (p(O), q(O)) for A = A(‘) of (1.9) we may take 
PI 
(0) = 0, pcl’ = 1, p$w =2, pp’ = -2, p?’ = 27 Pf’ = 2; 
and qs (‘) = 3 and 5’ = { 1,2,3} and qp) = 0 otherwise. We have 5^(A(O)) = 
27r(p(O), q(O)) = 16. Those variables and the reduced costs C, are illustrated 
in Figure 4. According to (2.14) and (2.12) we have 
: 
0 x3 + 1 X3 0 0 0 
-2s - 1 0 2s 0 1 0 
i’o’(z) = +l(“);p(o)) = -r3 -;’ 0 1 x-r 
_1 o 1 
11 
0 -1 --2-i -1 0 1 
0 0 0 -cY -1 0 1 
(2.15) 
and 
0 110 00 
-1 0 1 0 1 0 
(A(c))* I@(O); @), q(o)) -1 -1 0 1 0 0 = = . 
o-1 0 lo 
(2.16) 
0 -1 0 1 
0 --cy -1 0 
Let (p, q) be dual optimal for A(z). By Lemma 4 an optimal matching 
M & E in G is a perfect matching in G*(p, q), and the converse is also 
true if q = 0. [Note: q = 0, i.e. S+(q) = 0, nullifies the second condition 
in Lemma 4.1 This implies the following lemma when combined with the 
relations det A = (pf A)', det A* = (pfA*)2 from Lemma 1. 
‘as!Mlay!$o 0 
‘Zs=s "03 Z =a 
'yg=s "03 'I 1 
:(g = u) 8 = J Ian0 xy?eur 3~~~aururds-Mays ayq ~ap!suoD 
‘as83 aye LOU S! Syq ‘XaAaMOq %MOU[S aldumxa %I!MOllOJ 
aq& .m@u!suou s! *y J! Quo pus 31 [(y)g = (v)g ‘.a.!] !@I~~ laddn s! (x)y 
?TKj$ ‘0 # b uay~ uaAa ‘~1!813 03 pa?durg+ aq #$LI au0 ‘F mv~ia?J 
(LI’Z) .Kr)o + *v laPl(,)qx = (xc)v VP 
uayJ ‘(z1.z) Rq paugap aq (b ‘d !V)J = +y ?a! pm ‘0 = b 6u@jk?, 
-JVS (2)~ JOJ uoyjos 1vwydo imp ‘I) SF (b‘d) yvy~ aunssv ‘g v~/\~yua? 
.(z W’-=W ((0)v)~ “03 ((c$ ‘,,,4 19 a EIJQA Imp pus slso3 pampax ‘p ‘3rd 
momy\I onzvx 
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FIG. 5. Graph G(A) with nested blossoms (Remark 3) 
where Sr = {1,2,3} and S2 = {1,2,3,4,5} (see Figure 5). We have 
A* = 7-(A; P, Q) = 
0 11 100 
-1 0 1 0 cro 
-1 -1 0 0 0 1 
-1 0 0 0 PO 
0 --Q 0 -p 0 1 
0 0 -1 0 0 -1  (2.19) 
Direct expansions show that 
det A(x) = [(p + 1)~’ - ox41 2, detA* = (p+l -cY)~, 
whereas $((A) = 10. Thus (2.17) does not hold in this case. With a = 2 and 
p = 1 we see that the upper-tightness of A(z) does not imply det A* # 0; 
and with Q = 2 and p = -1 we see that the converse is not true either. 
Thus there is no relation between the upper-tightness of A(z) and the 
nonsingularity of A* if q # 0. 
The upper-tightness in the general case with q # 0 is considered in [ll, 
Proposition 4.61. Furthermore, an efficient algorithm for testing for the 
upper-tightness is constructed in [ll, Section 4.41. ??
2.4. General Modification Scheme 
We prepare a general modification scheme to modify a skew-symmetric 
polynomial matrix by means of a unimodular congruence. This scheme will 
be used both for gap reduction in Section 2.5 and for blossom reduction in 
Section 2.6. 
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Recall that A* = 7(A;p,q) is defined by (2.12) with respect to a dual 
feasible (p, q), and let T C V be such that 
A* [T, T] is singular, (2.20) 
where A* [T, T] means the submatrix of A* with row and column indices in 
T. The modification of A(s) with respect to (T,p, q) is defined as follows; 
the resulting matrix is denoted by D(A; T, p, q). 
General modification scheme for (A, T, p, q) 
Step 1. Put A* = I(A;p, q). Since A*[T, T] is singular by assumption, 
there exists a nonzero vector u = (pi E F 1 i E V) such that 
c uiA; = 0 (j E T), i.e., u[TITA*[T,T] = OT, (2.21) 
(ET 
where u[T] = (ui 1 i E T). W e c h oose u with minimal support, i.e., such 
that supp u = {i E V 1 ui # 0) is minimal with respect to set inclusion; in 
particular suppu C T. 
Step i?. Let h E suppu be such that 
ph=max{piIiEsuppu}. (2.22) 
Step 3. Divide ‘1~i (i E V) by oh (so that Q = 1). The elimination matrix 
U = (Uik 1 i, k E V) is defined by 
where 6ik denotes the Kronecker delta. 
Step 4. The transformation matrix U(x) is defined by 
U(x) = diag(x; p) . U . diag(x; -p), (2.23) 
i.e., 
if i=h, 
otherwise, 
where a( h, k) = ph - pk. 
Step 5. Finally we put 
(2.24) 
W; T,p, 4 = u(+WW4T. 
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LEMMA 7. Assuming that (p, q) is dual feasible for A(z) and that T C: 
V satisfies (2.20), let V(x) be defined in step 4 above. If the condition 
(Int2) of(2.8) as satisfied, then the following are true: 
(1) U(x) E J%(W). 
(2) det U(X) = 1. 
(3) B(z) = D(A;T,p,q) = U(X)A(X)V(X)~ is a skew-symmetric poly- 
nomial mutriz with 6(B) = S(A). 
Proof (1): Recall first that the matrix A* is represented by the graph 
G* = G* (p, q) which consists of the tight edges E* (p, q) of (2.11). The 
submatrix A* [T, T] corresponds to the vertex-induced subgraph G*[T] = 
(T, E*[T]) of G * induced on T, where E*[T] = {(i, j) E E’ ] i E T, j E T}. 
Let Cr,Cz, . . . (Cl C T) be the connected components of G* [T]. Then 
the submatrix A*[T, T] is a block-diagonal matrix (or direct sum) with 
each diagonal block corresponding to a connected component: A* [T, T] = 
@I A* [Cl, Cl]. Hence the minimality of supp u implies that supp u is con- 
tained in a single component. Therefore, if i E supp u and j E suppu, 
the two vertices i and j are connected in G’ [T] (and a fortiori in G*). 
On the other hand, we see that pz - pj E Z for (i,j) E E*, since 
pi+pj=cij_Qij~Zandpi~~Z,pj~aZby(Int2). Hencepi-pjEZ 
if the two vertices i E V and j E V are connected in G*. 
Combining the two observations above, we conclude that p, - pj E Z 
if i E supp u and j E supp u. In particular, a(h, k) = pb - pk E Z in the 
definition (2.24) of U(z). 
The choice of h in step 2 guarantees a(h, Ic) 2 0. Hence it follows that 
u(x) E M&+1). 
(2): (2.23) implies det U(X) = det U = 1. 
(3): This follows from (1) and (2) above. ??
For T c V we consider a condition with reference to q: 
T n S # 0, SE S+(q) implies T C S, (2.25) 
which imposes a certain “locality” of T with respect to the active blossoms. 
LEMMA 8. When qs 2 0 for all S E S, the condition (2.25) implies 
Qij = Qkj (i,k ET; j E V), (2.26) 
where Q%j is defined by (2.10). 
Proof. Let i E T and j E V, and note from (2.10) that Qij = 
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C{qs ( {i,j} & S E S+(q)}. If {i,j} C S E S+(q), then T fl S # 0, which 
implies T & S by (2.25). Hence Qij = C{qs 1 T U {j} & S E S+(q)}, the 
right-hand side of which is independent of i E T. ??
If the locality condition (2.25) is satisfied, the resulting matrix D(A; T, 
p, q) enjoys nice properties with respect to the dual variable (p, q), as 
stated below. 
LEMMA 9. Suppose (p,q) is dual feasible for A(x) with the property 
(Int2) of (2.8), and that T c V satisfies (2.20) and (2.25). Then the fol- 
lowing statements hold true for B(x) = V(A; T, p, q). 
(1) (p, q) is dual feasible for B(x), and hence g(B) < 27r(p, q). 
(2) B* = 7(B;p,q) satisfies Bij = -Bj;L = 0 (j E T) (see (2.12) for 
notation). 
(3) 1’(p, q) is optimal for A(x), then g(B) < g(A). 
Proof (1): Put A(x) = L(A;p) and k?(x) = (B;p), and note that 
L(B;p) = U . C(A;p) . UT for U of step 3. Then the dual feasibility 
of (p, q) for A(x) is equivalent to deg& 5 Qij, and that for B(x) to 
deg& < Qij. The claim is obvious for (i, j) with i, j # h, since Bij = Aij. 
Fori=h,j#hwehaveBhj=zzET UiXij and deg& 5 Qij = Qhj for 
i E T by (2.26) of Lemma 8. Hence degBh, 5 Qhj. Thus (p, q) is feasible 
for B(x), and then (2.7) implies g(B) 5 27r(p,q). 
(2): This follows from (2.21) and the relation B* = UA*UT. 
(3): The optimality of (p, q) for A(z) implies g(A) = 27r(p, q), which is 
to be combined with the inequality in (1) to complete the proof. ??
2.5. Gap Reduction 
Let A(x) be a nontight blossom-free matrix. That is, assume that 
S(A) < g(A) and A(x) admits a dual optimal solution (p, q) satisfying 
q = 0 and (Int2) of (2.8). Then A* = A*[V, V] = I(A;p, q) is singular 
by Lemma 6, and therefore the general modification scheme of Section 2.4 
can be applied to A(z) with T = V. This realizes the operation of gap 
reduction, as stated below. 
LEMMA 10. Suppose that A(x) is not upper tight (i.e., S(A) < g(A)) 
and that (p, q) is a dual optimal solution for A(x) satisfying q = 0 and 
(Int2) of (2.8). Then (P2, i.e., ):(A’) 5 g(A) - 2.is satisfied by A’(X) = 
WA; V, P, 4. 
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Proof. Put A(s) = L(A;p) and Z(X) = L(A’;p). Note that (P2) 
is equivalent to $(A’) 5 -2, since g(A) = 0 by q = 0. Using &j(z) = 
A$ + o(1) [cf. Lemma 5(2)] and (2.21), we obtain 
&(x) = c ui&(x) = c uiAIJ +o(l) = o(l) (j # h). 
iEV 2EV 
For (i,j) with i,j # h we have A’ij(x) = &j(z) = Az; +0(l). Therefore 
$(A’) < 0, which implies g(z) < -2, since g(z) E 22. ??
EXAMPLE 3 (Continued from Example 2). Consider the following skew- 
symmetric matrix (n = 6): 
A(‘)(z) = I I (2.27) 
0 x4 tx -x2 0 0 
-x4-x 
X2 ,“3 -; 
3 0 ,“3 0 
1 -x4+x3 0 
0 0 -1 0 1 
0 -X3 x4_x3 -1 0 ,“4 
0 0 0 -a -X4 0 
with a! a nonzero parameter. This matrix is obtained from A(‘)(z) of (1.9) 
in Example 1 by blossom reduction (see Example 4 in Section 2.6), though 
this fact is not used here. 
The dual variable (p, q) = (p(O), q(O)) with q(O) # 0 given in Example 
2 is optimal also for the above A(‘)(x). The matrix A(‘)(x) admits an 
alternative optimal dual variable (p, q) = (p(l), q(l)) with q(l) = 0 and 
(1) = 3 
Pl 2’ P2 
(1) = 4, $1 = 2, pf) = -2, &) = 2, &) = 2. 
Hence A(l)(x) is blossom-free. Using the dual variable (p(l), q(l)), we trans- 
form A(‘)(x) according to the proposed procedure for gap reduction. We 
have 
(A(r))* = I@(r); +), q(r)) = 
01 0 0 00 
-10 0 0 00 
00 0 1 -1 0 
00-l 0 la 
00 l-l 01 
0 0 0 -a’ -1 0 1. 
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Since det (A(‘))* = ((Y + 1)2, let us assume (Y = -1 for A(‘)(z) to be non- 
tight (cf. Lemma 6). The vector u of (2.21) is given by uT = (O,O, -1, 0, 0, l), 
supp u = {3,6}, and h = 6 is chosen in (2.22). We obtain Ac2)(x) = 
D(A(‘); Q(l), g(l)), which has given in (1.11) in Example 1. Note that 
Ac2)(s) = U(2)(~)A(1)(~)U(2)(~)T with 
0 0 -1 0 0 1 
where the last row (corresponding to h = 6) coincides with uT, since 
a(h, k) = 0 if Uk = 0. 
For Ac2)(x) we find an optimal dual variable (p, q) = (~(~1, qc2)): 
Pl 
(2) = 2, pf) = 2, pp) = 2, pp = -2 pf) =27 P!) = 1; 
and q@) = 0. Figure 2 illustrates the associated graph G(Ac2)) along with 
the dual variable (p c2), qc2)). We see, again by Lemma 6, that Ac2)(z) is 
upper tight with S(Ac2)) = S(A - (2) ) = 27r(~(~),q(~)) = 14, since 
(A@))* = 7(A(2);p(2), q(2)) = 
is nonsingular and qc2) = 0. 
0 10 0 00 
-1 0 0 0 01 
0 0 0 1 -1 0 
0 o-1 0 10 
0 0 l-l 01 
0 -1 0 0 -1 0 
Z’. 6. Blossom Reduction 
We construct a procedure for blossom reduction based on the general 
modification scheme of Section 2.4. 
Suppose that (p, q) is a dual optimal solution for A(z) satisfying q # 0 
as well as (Nest) of (2.6) and (Int2) of (2.8). Let Sa be a minimal member of 
S+(q) (minimal with respect to set inclusion) and A* = I(A;p, q), where 
S+(q) and I(A; P, q) are defined in (2.4) and (2.12) respectively. 
We note first that (2.20) is satisfied with T = So, i.e., A*[So, So] is 
singular, since A* [So, So] is a skew-symmetric matrix of odd order. This 
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implies that the general modification scheme can be applied with T = So. 
Let A’(z) = D(A; So,P, q), and h denote the index selected in step 2. 
Here Lemma 7 shows property (Pl) of Section 2.2. Note also that Lemma 
9 applies, since the locality condition (2.25) is satisfied by virtue of the 
minimality of SO. 
Putting 
c = min(ai, EZ), 
where 
~1 = jE~p_h{-degA&(~) +ph +pj + Qhj), E2 = as,,/2 
[see (2.10) for the notation Qhj; 5’0 -h is a shorthand notation for SO -{h}], 
we define another dual variable (p’, q’) by 
p; = pi +E (i E so - h), p:,=pi (~E(V-S,,)u{h}); 
Qk” = 9s” - 2&, 4;=4s (SZSO, SES). 
The following lemma guarantees that the dual variables (p, q) and (p’, q’) 
meet all the requirements listed in Section 2.2 for blossom reduction. 
LEMMA 11. (1) Both (p, q) and (p’, q’) are dual feasible for A’(z). 
(2) T(P’, cl’) = T(P, 4. 
(3) E E ;z, E > ;. 
(4) (p’, q’) satisfies (Int2) of (2.8) and (Nest) of (2.6), and q 2 q’, 
(Cs&sm) - 12 Cs&& 
Proof (1): The feasibility of (p, q) follows from Lemma 9(l). The 
feasibility of (p’, q’) for A’(z) is equivalent to 
where 
degA$ <pi+p> +Qij, (2.28) 
Q& = c (4; I {i,j) G S E S}. 
First note that 
QL = { 
Qij - 2~ if {i,j} & SO, 
&ij otherwise 
by the definition of q’. We will show (2.28) for three cases (i, j) with (i) 
i = h, j E SO - h, (ii) i = h, j E V - SO, and (iii) i, j # h, i # j. 
Case (i). For i = h, j E SO - h it follows from the definition of E that 
degA;j 5 ph+Pj+Qhj-& 
= p; + (p; - E) + (Q& -t 2~) - E = P; + p; + Q& 
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Case (ii). For i = h, j E V - SO, the feasibility of (p, q) for A’(s) as 
well as the definition of (p’, q’) implies 
degAkj Iph+pj +Qhj =pi+pi +Q&. 
Case (iii). For i, j # h, i # j, we have 
by the feasibility of (p, q) for A’(z), and the right-hand side (RHS) is less 
than or equal to pi + p; + Qij, since 
(PL - E) + (P[i - E) f (QIj + 2~) (i,j E SO - h), 
RHS = 
(P:, - E) f Pi f Q:j (i E So - h, j E V - So), 
Pi + <Pi - &) + Q:j (i E V - SO, j E SO - h), 
pi f pi $ QLj (i, j E V - SO). 
(2): +‘, 4’) - n(p, q) = E [ISo - hi - 2 x w] = 0. 
(3): For j E Se - h we have 
A~j(2) = C uiAij(z)zPh-Pz [by (2.13)1 
i E so 
= c z~{~~~+pj+~~j [ATj + ,(l)]}z?‘-pi 
i E so 
[by (2.26)] 
=2 ph +pj +(2/e c ui [At + o(l)] [by (2.21)] 
z E so 
=5 Ph+P_) fQh3 x O(l). 
Hence deg A& < ph + pi + Qhj, which implies ~1 > 0, whereas s1 E ;Z 
by (Int2). Therefore, ~1 L ;. Finally, ~2 2 i follows from qsO E Z and 
QS” > 9. 
(4): (Int2) for (p’,q’) follows from (3) above. (Nest) and Q k Q’ are 
obvious. Finally, C sES9S-CSES9g=4So-4$,,=2&r1. ??
EXAMPLE 4 (Continued from Example 2). Let us apply the above 
procedure for blossom reduction to A(O)(z) of (1.9), for which (p(O), q(O)) is 
optimal and q(O) # 0, as seen in Example 2. We have Ss = {1,2,3} as the 
only (hence minimal) active blossom. Then we obtain A’(z) = A(‘)(x) = 
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D(A(O); So,p(‘) , q(O)), which has been shown as (2.27) in Example 3. Note 
that A(l)(x) = U(l)(s)A(o)(s)U(l)(z)T with 
1 0 0 0 0 0 
W(z) 1 ,i’ 1 0 0 0 0 = o 00100’ 0 --z 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 1 
uT = (1, -l,l,O,O,O) in (2.21), and h = 3 in (2.22) 
We have e1 = 3, ~2 = E = $ and obtain the modified dual variable 
(p’, q’) = (p(l), q(l)) with q (l) = 0, which has already been given in Exam- 
ple 3. Note that r(p co), q(O)) = r(p(l), q(l)) = 8 and that both (p(O), q(O)) 
and (p(l), q(l)) are feasible for A(‘)(z). 
APPENDIX: NOTATION 
A(z) = (A&)) : Aij(x) = CsEZ4 Ai& = -Aji(z). (1.1) 
A* = (At): tight part; At = Aij,.:, ifcj = 0, o otherwise. (2.12) \ 
A(z) = C(A;p): “leveling” or “scaling.” (2.14) 
cij = degz Aij(z): cost of edge (i,j) in G(A). (1.5) 
CZij = cij - pi - pj - Qzj: reduced cost. (2.9) 
c(M) = CCz,jjEMcij: cost of matching M. Section 1 
6(A) = deg, det A(z). (1.2) 
g(A) = 2 maxp deg, up(z) (P: partition of V into pairs). (1.4) 
g(A) = 2 max{c(M) 1 M is a perfect matching in G(A)}. (1.6) 
go(A) = mm, deg, II:= 1 Ai, (x). (1.3) 
& = {i,j}: end vertices of edge e = (i,j). Section 1 
dM = u{ae 1 e E M}: set of vertices incident to M. Section 1 
D(A; T,p, q): result of “general modification scheme.” Section 2.4, step 5 
E(G) = {(i,j) (i E V, j E V, Aij(Z) # 0): edge set of G(A). Section 1 
E’ = E*(p, q) = {e E E 1 C, = 0): tight edges. (2.11) 
F : field of coefficients. Section 1 
G = G(A) = (V, E): graph for A. Section 1 
G’ = G*(p, q) = (V, E*(p, q)): graph for A*. Section 1 
h : vertex with ph = max{pi 1 i E SUPPU}. (2.22) 
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(It): pi E Z (i E V) and qs E Z (S E S). (2.5) 
(Int2): pi E +Z (i E V) andqs E Z(S E S). _ (2.8) 
L(A;p) = diag(z; -p) . A(z) . diag(z; -p): “leveling” or “scaling.” (2.14) 
M: (perfect) matching. Section 1 
Mn(F[z]): set of n x n polynomial matrices over F. Section 2.2 
72: size of matrices. (1.1) 
(Nest) : SI n S’, # 0 (5’1, Sz E S+) implies Si G Ss or Si > S,. 
p = (pi 1 i E V): d ua variable for vertices in DLP. 1 ;;:;i 
pfA = Cp ap: Pfaffian of A (P: partition of V into pairs). Section 1 
r(p,q) =CievPi+Cses [(IS] - 1)/2]qs: dual objective function. (2.2) 
q=(,qslSES): d ua variable for blossoms in DLP. 1 (2.2) 
Qij = CM I&j) G S E S). (2.10) 
5’0: minimal active blossom. Section 2.6 
S = {S c V]lSl L 3, IS] is odd}: family of blossoms. (2.3) 
S+ = S+(q) = {S E S I qS > 0): family of active blossoms. (2.4) 
a(h, k) = ph - pk: exponent to z in u(X). (2.24) 
suppu = {i E V 1 ui # 0): support of u. Section 2.4, step 1 
T: subset of V in ‘<general modification scheme.” Section 2.4 
I(A;p,q) = A* = (AFj): tight part. (2.12) 
u = (ui E F I i E V): vector in transformation matrix U. (2.21) 
U: coefficient of transformation matrix V(X). Section 2.4, step 3 
U(Z): unimodular transformation matrix. (2.24) 
The author thanks Masaaki Sugihara of the University of Tokyo for 
discussion, and Akihiro Sugimoto of ATR and Satoru Iwata of Kyoto Uni- 
versity for careful reading of the manuscript. 
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