ABSTRACT
INTRODUCTION
eginning with tape drives and early disk drives up to the appearance of economically practical solid state drives, the performance of sort-merge routines has been an item of concern. To justify this concern, Knuth (1998, p. 3) gives examples that range from 25% to over 50% of computer time being taken up with sorting. Sort-merge is employed whenever the file being sorted is too large to fit entirely into memory at one time. Sort-merge performance has been bound up in the amount of RAM available and the performance of the storage devices holding the original file and the intermediate runs produced in the Sort-Merge process. As a result, a number of processing schemes have been devised to wring the most performance out of hard disk drive (HDD) technology.
The solid state drive (SSD) has emerged to supplant the HDD. The major problem of the SSD is wear and has been well documented in Solid-State Disks: Coming to a System Near You (Ruth, 2008) , among others. The problem achieved a headline in September, 2013 when Computerworld announced "SSDs do die, as Linus Torvalds just discovered" (Mearian, 2013, p.1) . Mearian (2013, p. 1) implies that this wear problem manifests itself with such dramatic effect when the habits and processes of the HDD environment are applied to a SSD environment.
The purpose of this study is to establish qualitative values for the practice of using HDD sort-merge procedures on SSDs and to demonstrate the gains possible by using other procedures. This study will review the sort-merge, keysorting, and the multi-step merge. Next, the effect of solid state drives on the various sorting routines is examined to establish a qualitative view of the differences between the HDD and the SSD, and that is followed by a brief qualitative summary.
SORT-MERGE
The sort-merge routine has a number of variations. Figure 1 shows a general sort-merge process. It may be implemented with tape storage or disks. Further, it requires only sequential access to the storage devices. An optimized sorting process in the first phase minimizes the run time, and with no seeking being required, the only other component of the total time is the file transfer time (Tf). To elucidate this transfer time, follow the arrows in Figure 1 . The full file is read into the sort process once (Tf); the full file is written out to working storage as runs (Tf); the full file is read into the merge process (Tf); and finally the full file is written in sorted sequence to storage (Tf). The total transfer time for this whole process is 4 Tf . 
KEY-SORTING
Many of the routines used in sorting may be traced back to the early days of computing when various clever schemes were employed to overcome the limitations of the available hardware. Multi-step merges and key-sorting are two of those schemes. Multi-step merges are useful in overcoming limitations of main storage, and Schick (1963) resorted to a key-sorting scheme to overcome the memory limits of the IBM 1401. Today's students of file structures often forget that the main memory of the IBM 1401 was either 4000, 8000, 12000, or 16000 characters ("The IBM 1401 ", 2015 . Key-sorting uses only keys and the disk address of the corresponding record, thereby allowing more records of the original file to be represented in the limited main memory and in fewer work files.
The other characteristic of the IBM 1401 that is often forgotten is that the computer was single-tasking; there was no need to worry about another task moving the heads in-between the IO operations of the sort-merge job. The consequence of that fact was that, with proper placement of all files in the same or adjacent cylinders, seek time was minimized. In the early 1960's, the worrisome component of disk access was rotational delay, as evidenced by Schick's (1963) attention to it and his development of an interleaving scheme to minimize rotational delay. Figure 2 shows Schick's (1963) key-sorting process. Again, the full file is read into the sort process (Tf). Now the outputs are runs of keys with associated main storage addresses, much smaller than full data records and with proportionately much smaller transfer time (Tk). The runs of keys are read into the merge process (Tk) and the results are used to fetch the associated records (Tf) and write them in sorted sequence to storage (Tf). The total transfer time for this process is 3 Tf + 2 Tk. The assumption is that 2 Tk is much smaller than Tf, and the additional cost of retrieving the records does not exceed the savings gained in handling only the keys. Of course, this assumption depends on the performance of the secondary storage, and in the context of the hard-disk drive (HDD), the assumption fails (Folk & Zoellick, 1992, p. 212) . The extra seeking needed to retrieve the full-data record
