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ABSTRACT
This thesis focuses in understanding various concepts and aspects related to the black
hole information puzzle and in developing new ways to test the validity of the assump-
tions that are behind Hawking's original proposal. We start in chapter 2 with a brief
discussion of particle production and entropy generation in scalar quantum field the-
ory in expanding spacetimes with many-particle initial states. In chapter 3, we study
the Hawking radiation for the geometry of an evaporating 1+1 dimensional black hole.
We compute Bogoliubov coefficients and the stress tensor. We calculate the entropy
of entanglement produced in the evaporation process, both for a 1+1 dimensional and
3+1 dimensional black hole. We present a straightforward computation through the
density matrix of Hawking radiation. On the other hand, we use a recent result of
Srednicki to estimate the entropy. It is found that the one space dimensional result of
Srednicki is the pertinent one to use, in both the 1+1 and the 3+1 dimensional cases.
In chapters 4 and 5, we investigate the validity of the semiclassical approximation
in the black hole evaporation. First, we consider the definition of matter states on
spacelike hypersurfaces. We take into account the quantum fluctuations in the black
hole background spacetime and study their effect on the time evolution of matter
states. We show that on any hypersurface that captures both infalling matter near
the horizon and Hawking radiation, quantum fluctuations in the background become
important. This suggests that we cannot describe the matter state by a semiclassical
evolution up to this stage. We estimate that the correlations between the matter and
gravity are so strong that a fluctuation of order exp(-M/Mpalij) in the mass of the
black hole produces a macroscopic change in the matter state. In chapter 5 we discuss
how the existence of classical turning points can affect the validity of the semiclassical
approximation. We show how turning points can appear in the evolution of a two
dimensional black hole. We argue that turning points can create more complicated
phase correlations than what can be seen in the leading order semiclassical approxi-
mation without back reaction. We demonstrate this in the context of simple quantum
mechanical models.
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However, we show that the effect is not present in a simple minisuperspace model
of quantum matter in a closed universe.
Thesis supervisor: Dr. Samir D. Mathur
Title: Assistant Professor
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Chapter 1
Introduction and Overview
1.1 The Black Hole Information Problem
Every physics freshman has heard about black holes and has pondered upon the fate
of an astronaut or a cosmonaut travelling into a black hole. The puzzling aspects of
black holes are however far from being limited to the level of classical physics - even
more tantalizing problems are encountered when one tries to combine black holes
with quantum physics. In mid-seventies it was proposed by Stephen Hawking [1] that
black holes formed in a gravitational collapse are not stable objects, but they begin to
radiate thermally and lose their energy. Thus, first of all, black holes are not so black
as they were thought to be. Further, he made the remarkable suggestion [2] that
the black hole will evaporate completely and this process will not follow the rules of
quantum mechanics. If this picture is correct, it means that the true laws of Nature
should be based on some far deeper conceptual basis than quantum mechanics, on
something new that we would not have even vague ideas about.
Hawking's theory can be described as follows. One can imagine that the matter
which forms the black hole is in a pure quantum state IT) (a superposition of s-waves,
say). Initially the matter is very diffuse so that the spacetime is approximately flat.
Later, as the black hole forms, an apparent horizon separating the interior of the
black hole from the external world will also form. Other than that, the horizon is not
really a very special place, for instance a part of this room could be inside a black
hole horizon right now. Thus there is no reason why the total quantum state should
not contain correlations which connect the both sides of the horizon. In other words,
the quantum state is of the form
I) = Z ciJ I¢', inside) IXJ , outside)
iJ
where [I1 i, inside) (IXJ ,outside)) represents states which are inside (outside) the hori-
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zon. Hawking showed that the inside (outside) states are particles with negative
(positive) energy; the negative energy particles will be trapped into the black hole
and decrease its energy and the positive energy particles will radiate out to infinity
where the radiation turns out to be thermal with a temperature
hc3
TH 8rkBGM
This temperature is called the Hawking temperature and the radiation is called Hawk-
ing radiation. In this formula, G is Newton's constant, kB is Boltzmann's constant
and M is the (instantaneous) mass of the black hole. For astrophysical black holes,
the Hawking temperature is very small. For example, a solar mass black hole would
have a Hawking temperature of the order TH 10-7K.
At this point the total state I) is still a pure state. However, a crucial point of
Hawking's argument is that there should be no good reason to expect the black hole
to stop shrinking and eventually disappearing in a final explosive stage. After the
black hole is gone, the states i, inside) are gone with it and then also the correlations
which linked them to the particles of the radiation. As a result, the final quantum
state will be a mixed state described with a density matrix
p= aiJ XI, outside) (XJ, outside.
IJ
This would mean that a pure state has evolved into a mixed state, which is in contra-
diction with the unitary time evolution rule of quantum mechanics. The correlations
lost along with the black hole represent fundamental information of the system which
has disappeared. This is why Hawking's problem is often called the 'black hole infor-
mation problem'.
1.2 Overview of the Thesis
This thesis work focuses in understanding various concepts and aspects related to the
black hole information puzzle and in developing some new ways to test the validity
of the assumptions that are behind Hawking's original proposal, and the assumptions
behind the alternate viewpoint presented by t'Hooft [3].
Coarse grained entropy in an expanding universe
I start in chapter 2 with a simple model of scalar field theory in an expanding uni-
verse and first review briefly the phenomena of spontaneous and stimulated particle
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production. This is a central feature of quantum field theory in a curved spacetime.
In a flat Minkowski spacetime, when we define a vacuum, all inertial observers will
agree with the definition. However, in a curved spacetime there is no unique choice
for a class of observers with respect to whom to define what is meant by a vacuum.
Therefore, we could have one natural definition of a vacuum in one region of space-
time, but a different one in some other region of the spacetime. The former vacuum
state would then look like an exited state in the latter region. Hawking radiation is an
example of this more general phenomenon. I also discuss the notion of entropy in an
expanding universe. In an expanding universe the time evolution of matter states is
naturally unitary. Therefore, strictly speaking there is no entropy generation either.
More precisely, no fine grained entropy is generated. Usually in thermodynamics the
notion of entropy means a coarse grained entropy. For example, the time evolution
of a classical gas follows the classical equations of motion and according to the Li-
ouville's theorem the phase space volume is conserved in the process. However, if
the system is complex enough, in practise it is impossible to keep track of all the
degrees of freedom and one is forced to adopt a coarse grained picture of the system.
Then the volume of the phase space may appear to grow. This then leads to an
apparent increase in the entropy of the system. Similar points of view may be taken
in quantum field theory and there are various coarse graining scenarios with different
physics motivations. I investigated a particular scenario proposed by Brandenberger,
Mukhanov and Prokopec [4]. Their work considered a vacuum initial state. I found
out that if their procedure is applied to more general many-particle (mixed) initial
state, the amount of generated entropy depends non-trivially on the initial average
number of particles per mode. In the case of bosons, the number of produced particles
in an expanding universe becomes larger the more particles there was to begin with,
but the generated entropy behaves in an opposite way and becomes less.
Fine grained entropy of the Hawking radiation
In chapter 3, we discuss the fine grained entropy SHR of the Hawking radiation
emerging from an evaporating black hole. Our main interest is to calculate SHR using
field theory techniques.
Recently there has appeared new string theory motivated models of two dimen-
sional gravity. It was found that the new models allow black hole like solutions to the
field equations and, coupled to quantum matter, they also Hawking radiate. These
models became then very popular since they made it possible to investigate many
features of black hole evaporation in a greatly simplified setting. Especially, it was
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possible to find a model which allowed an exact analytical treatment of a black hole
which evaporates completely in a finite time. This model was introduced by Russo,
Susskind and Thorlacius [4]. We study Hawking radiation in this model.
Our first route to calculate the entropy of the radiation is a straightforward one.
We will first find the density matrix Prad which describes the radiation. Then we will
compute the entropy SHR = -Tr(prad In Prad).
In order to find the density matrix of the radiation, we need to investigate the
Bogoliubov transformation which relates the observations of inertial observers in the
far past and far future regions in the background spacetime. The Bogoliubov trans-
formation encodes the structure of the Hawking radiation, as Hawking discovered in
his original work [1]. In the case of two dimensional dilaton gravity black holes, the
Bogoliubov transformation has been studied by Giddings and Nelson [6]. Their calcu-
lation ignored the backreaction of the Hawking radiation to the black hole geometry.
In other words, they considered an eternal black hole which radiates infinitely. We
repeate their analysis in the case where the backreaction has been included and the
black hole evaporates in a finite time. A priori the Bogoliubov transformation could
be quite different from the eternal black hole case. However, the differences turned
out not to be very significant. After we have obtained the Bogoliubov transforma-
tion, we can deduce the form of the density matrix Prad of the Hawking radiation and
evaluate the entropy Srad-
Our second method of calculating the entropy is motivated by the results of
Bombelli et. al. [7] and Srednicki [9] on the entanglement of two subregions of
space in a vacuum state, in various spacetime dimensions. They considered a flat
space free field theory in a vacuum state 10), and formed a reduced density matrix
p = Trinside 10)(0I
by taking a trace over the degrees of freedom inside a spherical region of space. In two
and three space dimensions, the entropy S = -Trutside(p In p) was found to depend
on the radius R of the sphere as follows:
where d is dimensionality of the space. The three dimensional result is int)d - eresting
where d is dimensionality of the space. The three dimensional result is interesting
since it depends quadratically on the radius of the sphere, like the Bekenstein-Hawking
entropy for black holes. To get a finite result, it was necessary to introduce an
ultraviolet cutoff , which could be interpreted e.g. as the radial thickness of the
sphere. This entropy is attributed to the correlations between the inside and outside
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of the spherical region. Therefore the answer is independent of the order of the traces
over 'inside' and 'outside' degrees of freedom. The leading contribution comes from
short distance correlations, therefore the answer is ultraviolet divergent. In order
to make contact with the Bekenstein-Hawking entropy, one would need to justify a
specific choice for the UV cutoff.
In the one space dimensional case, the role of a 'sphere' is played by a segment
of length R. In this case the entropy depends on the ratio of the length and the UV
cutoff through a logarithm. Therefore the overall coefficient in front of the logarithm
is meaningful. In the higher dimensional cases the overall coefficient depends on the
specific regularization procedure.
We do not present an analytical derivation of the results of [7] and [9]. (They
were originally obtained by using numerical considerations). Instead, we will present
a heuristic derivation. Our main interest is to show how the one dimensional result of
Srednicki can be used to calculate the entropy SHR of the Hawking radiation. For an
initial vacuum state, we compute the entanglement entropy of the subregion of past
null infinity which contains the starting points of all rays which experience a redshift
and give rise to the Hawking radiation. A natural cutoff scale is given by a relation
to the characteristic wavelength of Hawking radiation. The resulting entanglement
,entropy is equal to the total fine grained entropy of the radiation. Perhaps more
surprisingly, we show that the entropy of radiation from a three dimensional black
hole can also be derived using the one dimensional Srednicki result. This is due to
the fact that most of the Hawking radiation is in s-waves.
These two different routes give microscopic field theoretic computations of the
entropy SHR. It had been derived earlier by Zurek, using purely thermodynamic
arguments [13]. The result shows that the entropy of the radiation is bigger than the
Bekenstein-Hawking entropy of a black hole, a fact which is not always appreciated.
The result should not be so surprising, since the black hole evaporates into vacuum
and the process is not adiabatic. In fact, as we also discuss, the entropy of the
radiation can be made arbitrarily large by feeding repeatedly matter into the hole, at
the same time the Bekenstein-Hawking entropy never increases its initial value.
The results of Bombelli et. al. and Srednicki have been proved analytically by
Holzhey [10], Callan and Wilczek [11] (who coined the name geometric entropy for this
approach), Kabat and Strassler [12], Susskind and Uglum [13] and Fiola et. al. [14].
Fiola et. al. also considered the entropy of two dimensional evaporating black holes
and found results similar to ours. It should also be mentioned that in a subsequent
work Holzhey et. al. [15] investigated further the cutoff dependency of geometric
11
entropy and introduced an elegant renormalization scheme to obtain a finite cutoff
independent entropy. Our approach is similar in spirit to this and can be recast in
their formalism.
The validity of the semiclassical approximation
In the remainder of the thesis, we move to a central issue in the black hole infor-
mation problem. Hawking's theory is based on the assumption that the black hole
evaporation process can be adequately studied in the framework of semiclassical grav-
ity. Since for most of the time of evaporation the black hole remains a macroscopic
object and the curvature of the gravitational field outside its horizon is negligible over
planckian distances, there would seem to be no reason to expect quantum gravita-
tional effects to play any role in the process. However, this view point has already
for some time been challenged by 't Hooft [3], Page [8], Susskind [17] and others [18];
they have pointed out that superplanckian energy scales are important in the black
hole problem because of the exponential redshift between asymptotic observers and
the region close to the horizon which gives rise to the Hawking radiation. They have
argued that the semiclassical approximation gives an insufficient picture of the black
hole evolution.
One possible way to investigate the validity of the semiclassical approximation
for is to study how it emerges from the Wheeler-de Witt equation of quantum grav-
ity. In chapter 4 we study if the semiclassical picture is consistent with quantum
fluctuations in the background metric. We do this in the simplified context of two
dimensional dilaton gravity. We consider the evolution of matter states on spacelike
hypersurfaces (one-geometries) which provide a foliation of a 1+1 dimensional space-
time. From semiclassical physics one would expect the time evolution of matter states
to be insensitive to Planck scale fluctuations in the background spacetime.
In order to describe both outgoing radiation quanta and infalling matter quanta,
one needs to follow the evolution of matter up to hypersurfaces which traverse both
trough the outgoing radiation and infalling matter, we shall call these surfaces S-
surfaces. We find that in an evolution up these surfaces the matter states are very
sensitive to the background fluctuations. We compute a natural inner product on
a one-geometry between matter states which started out as vacuum states in back-
grounds within a Planck scale fluctuation. As the states evolve up to S-surfaces, they
become almost orthogonal'. This does not appear to be consistent with the spirit
1This is orthogonality is non-trivial, unlike the orthogonality between vacuua of fields of different
mass or between a vacuum and a state with one low energy exitation.
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of the semiclassical description2 . Rather, this effect seems to be in the spirit of 't
Hoofts's arguments [3], where he claims that large fluctuations appear in appropriate
operator quantities, thus perhaps leading to quantum gravity effects in the black hole
evaporation.
Does this mean that the semiclassical approximation is really insufficient to cap-
ture the physics of black hole evaporation? It is important to investigate if the effect
which we found is spurious. Let us first recapitulate what is done in chapter 4. We
are interested in matter states. Matter states are defined on spacelike hypersurfaces.
The evolution of a state from one hypersurface to the next one gives a notion of time
evolution. There are infinitely many hypersurfaces and correspondingly we could
think of many different ways to do the time evolution of matter states. We would
like to check if the quantum fluctuations in the background spacetime can affect the
time evolution. In chapter 4 we find that this indeed can happen, even if we consider
a time evolution in a regime where would expect the semiclassical description to be
sufficient. This brings us to ask if the sensitivity to the background fluctuations is
inevitable or incurable. We investigate this issue further in chapter 5.
First of all, it can be shown that in a black hole spacetime there are only two
basic different categories of hypersurfaces [20]. One can consider a time evolution of
a matter state which uses hypersurfaces which all belong into the same category. The
time evolution which we consider in section 4.3.3 of chapter 4 is an example of such
time evolution, and we find that in this case the matter state becomes increasingly
sensitive to the background fluctuations as it evolves forward in time. It turns out
that the two categories of hypersurfaces are related with each other by a time reversal
symmetry [20]. Therefore, one can consider a backward time evolution of a matter
state with hypersurfaces all in the other category (than above), and now one finds that
the matter state becomes more sensitive to the background fluctuations as it evolves
towards earlier times [20]. This motivates us to check what would happen in a time
evolution which first uses hypersurfaces in the first category and then crosses over to
the other category. Could it be that the matter state is sensitive to the background
fluctuations only somewhere in the middle, but not any more at later times? Further,
could the sensitivity in the middle leave any kind of an 'imprint' to the state which
could still be detected at late times?
In chapter 5, we show that crossing over from one category of hypersurfaces to
the other category creates a turning point in the evolution. Thus, we need to first
2 For additional discussion, see [19].
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investigate in general what kind of effects turning points can create in the semiclassical
approximation. As we will discuss, the semiclassical approximation is not valid in the
vicinity of a turning point. This is because the WKB approximation which is a part
of the semiclassical approximation breaks down near a turning point. We will give
estimates of the size of this region and also discuss when the region is big enough to
be relevant at all. We also remind the reader that even if the WKB approximation
is not valid at the turning point, it can again be used after the system has evolved
sufficiently far from the turning point. In this case, one needs to scrutinize the
potential tunneling issues and join the two WKB solutions at the turning point in an
appropriate way. In the same manner, even if the semiclassical approximation breaks
down at the turning point, we need to study if it becomes again applicable after the
turning point.
We will first discuss simple quantum mechanical models of a light particle coupled
to a heavy particle. The light particle is the analogue of quantum matter and the
heavy particle is the analogue of gravitational degrees of freedom. In this context,
using an exact quantum mechanical solution, we will demonstrate that a turning
point (in the motion of the heavy particle) can indeed leave a permanent imprint
into the total wavefunction which survives until the end of the time evolution. This
imprint would be missed in the leading order semiclassical calculation. We then move
on to investigate a simple minisuperspace model of quantum matter propagating in
a closed radiation dominated Robertson-Walker cosmology. In this case, there is a
turning point at the point when the universe has reached its maximum size and begins
to recollapse. We study the imprint of the turning point into the state, and find that
soon after the turning point the imprint will become insignificant. Thus, in this case
the time evolution of states is sufficiently described with a leading order semiclassical
approximation.
Finally, we study dilaton gravity black holes and show how the turning points
appear in crossing from one category of hypersurfaces to another. We would like
to investigate if the turning point can cause lasting effects to the states, or if these
effects decay away as they do in cosmology. This work is not yet done. So far we have
studied the tunneling issues at the turning point, we will discuss some preliminary
results.
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Chapter 2
Coarse-grained Entropy and
Stimulated Emission in Curved
Space
One of the interesting features of quantized fields in a curved spacetime [1] is that the
concept of particles becomes very observer-dependent. For instance, in an expanding
Universe spontaneous particle creation can occur. One defines generally a vacuum
state such that all inertial observers in the past region agree that the spacetime looks
empty of particles. As a result of the expansion of the Universe, the above vacuum
state looks full of particles using modes natural to inertial observers in the far future
region. Stated differently, a no-particle initial state can evolve to a many-particle
state. However, since one starts with a pure state, one ends with a pure state. Thus
there must be subtle correlations between the particles in the final state. In particular,
there is no entropy production in this process even if lots of particles are produced.
But, it may be that some of these subtle correlations are very difficult to detect and/or
that they may be quite sensitive to interactions between the produced particles. One
may then consider such information about the system to be "less relevant" and either
discard it altogether or apply some kind of a "statistical averaging" procedure to it.
This way one can try to associate a "coarse-grained" entropy to the final state of the
system, hopefully in as natural way as possible. There has been a lot of work in this
direction by Hu, Kandrup and collaborators [2].
Recently, novel such approaches have been proposed. Brandenberger, Mukhanov
and Prokopec (BMP) discussed in [3, 4] among other issues a coarse-graining proce-
dure based on averaging over the so called squeeze angles which appear in the S-matrix
of particle production. On the other hand, Gasperini and Giovannini [5], together
This chapter is based on work which has appared in Physical Review D49 (1994) 2122.
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with Veneziano (GGV) [6] related entropy generation to an increased dispersion of a
superfluctuant operator. Both groups were especially interested in the entropy gen-
eration related to the production of gravitational waves and density fluctuations in
inflationary universe models.
In this chapter, we study the coarse-graining procedure based on averaging over
the squeeze angles, which we shall call the BMP approach. We investigate the entropy
generation starting not from an initial vacuum state with zero entropy, but allowing
the system to be initially in some generic many-particle (mixed) state with non-zero
entropy. If one starts with many bosons it is known [7] that the particle production
will be amplified as a result of boson statistics, as one would expect. So, in general
one can ask whether the entropy generation (in the coarse-grained sense) would also
be amplified or not. Indeed, as a consistency check it is necessary to investigate if
definitions of coarse-grained entropy will lead to a growing entropy even if initial state
is allowed to be an arbitrary many-particle state with initial entropy. In [5, 6] the
GGV entropy was shown to be growing at least in certain classes of initial states.
Interestingly, it was found that their entropy generation did not depend at all on the
number of particles or entropy of the initial state. Here we will attempt to investigate
the BMP entropy in similar situations. At least in the case of an initial density matrix
where particles appear as pairs of opposite momenta, and initial entropy depends on
the average occupation number per mode, we can show that the BMP entropy grows,
though the entropy generation is attenuated. The BMP entropy does depend on the
initial number of particles in a non-trivial way. In the end we comment briefly on the
case of an initial thermal density matrix.
A scalar field in a D-dimensional curved spacetime is described by an action
S = | dDx/ i2--g [g - (m2 + R(x))b2], (2.1)
where R(x) is the Ricci scalar curvature of the metric and is a coupling constant.
Assume that the metric depends explicitly on time and that it is asymptotically flat
in the far past and far future: g,,(, t) -- Cv , as t -- ±oo. In this case there
are two natural ways to quantize the field b in the Heisenberg picture [1]. One can
either use modes which look like plane waves in the far past region, or modes which
look like plane waves in the far future region, respectively. One then associates two
sets of annihilation/creation operators to these modes, the 'in' and 'out' operators.
These in turn define two vacua, one for the 'in' annihilation operators and one for
the 'out' operators.
The 'in' and 'out' modes can be related via a Bogoliubov transformation, which
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can be given in terms of annihilation/creation operators as
ain =* out - tout (2.2)
'This transformation is generated by a S-matrix
anj = SatS- , (2.3)
which has the explicit form [8]
S 1 - exp1 I 1 r -lp*]a toutaout (2.4)S = 1/: exp{ 2 [ok : skkw~k akt (2.4)
,d/e 2 kk 
tout out+ [a' -1]a a atoutat 13u }
The factor A is the in-out vacuum amplitude. We use the convention of [9]
where the coefficients a have taken to be real. The S-matrix is known to generate a
unitary transformation between the 'in' and 'out' representations if the gravitational
field has a compact support [10]. For Robertson-Walker type universes the in-out
vacuum amplitude is zero and the 'in' and 'out' representations are thus unitarily
inequivalent.
The S-matrix relates the in- and out-vacuum states in the following way
0, in) = S O,out)
I 1
exp{[a- 1l] ,atoutatut} I 0, out) . (2.5)
/det(a) 2k k
This is the statement that an inertial observer in the far future region sees the in-
vacuum state as full of out-particles. Similarly, the density matrix of the system
expanded using in-modes (- pi) can be related to an expression using out-modes
(- pf) as follows
00
Pi = E f(nr) I n,in)(in,n, I (2.6)
g/ n =O
00
= I| E f(nk)S I n,out)(out, nI S - l _ SpfS- 1,
n=O
using (2.3) and (2.5). Suppose now that the system is initially in an arbitrary many-
particle state. In this state the average occupation number per mode (using in-modes)
is given by
nk Trp Tr(pia a ) . (2.7)IcTrpi k 
19
In the far future region an inertial observer sees the average occupation number per
mode using out-modes as
nf 1 Tr(SpfS-a tok (2.8)
Using the cyclicity of the trace and the properties of the Bogoliubov transformation
one can derive the relation between in- and Wi to be
=1 ak - 12 ) + I kp 1 ( + p) (2.9)
This is the formula for "stimulated emission" [7]. It tells us that even if the spon-
taneous creation of particles is weak, I [p 12<< 1, the particle production nfi -n
can become arbitrarily large, if the initial average occupation number per mode is
arbitrarily large. This amplification of particle production is a result of the boson
statistics of the particles. For fermions the particle production would be attenuated
[11].
Let us now discuss for simplicity metrics of the form ds2 = dt2 - a2(t)d52 , where
a(t) is a scale parameter of the universe. We again just require that a(t) -+ a±
asymptotically as t --+ o. As a result of the invariance under spatial translations,
the Bogoliubov coefficents can be written as
at, = kbkr - cosh rkk, (2.10)
/3a= fl~6Lp E einh r~66,~. (2.10)
kp = kbk,-p - e sinh rbkS,_ .
The parameters rg, Ok are called squeeze parameter and squeeze angle in the Quantum
Optics literature, and the S-matrix is called a two-mode squeeze operator [12]. If one
starts with a vacuum state, the final state (2.5) is called a squeezed vacuum. In the
initial vacuum case, if one expands the corresponding SpfS- 1 in the 'out' basis of
energy eigenstates, one finds [4] that the off-diagonal components of SpfS - 1 have an
oscillatory dependence of the angles Ok. In the BMP coarse-grained entropy approach
it is assumed that these angles represent irrelevant information about the system
(e.g., in the sense that they would be very difficult to measure) and they are therefore
averaged over. After the averaging only the diagonal elements of SpfS - 1 survive and
one then defines a coarse-grained entropy with the resulting reduced density matrix
pred with the usual formula S = -kBTr(pred log Pred). The result is [3, 4]
Sf, - sf,o kB (cosh 2 rk log cosh2 rk - sinh2 rk log sinh2 rk)
k
= kB [(n-' + 1) log(i'° + 1) - (') log(ii'O)], (2.11)
/;~
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where the notation hf' means the LHS of (2.9) in the case of an initial vacuum state.
Now we turn to consider initial density matrices pi which can describe generic many-
particle states with non-zero entropy. Let us assume that the initial density matrix
has the form
00
Pi ]7 Z f~(n) ng, n,in)(in, n, n- j , (2.12)
k,(kz>O) n=O
where the coefficients f(n) are of the form fk(n) = (n-')n(nk + )n+l. That is, we
start with a many-particle state where particles appear in pairs of opposite momenta,
with an initial average occupation number spectrum n = n k and with (ordinary)
entropy given by -kBTr(pi log pi). Writing the initial entropy in more explicit form,
it is
Si ___ Sk = kB E [(ni + 1) log(ik + 1) - () log(fi)] (2.13)
k,(k,>O) k,(kz>O)
When we expand the resulting final density matrix SpfS - 1 (2.7) in 'out' energy
eigenstates, we find that also in this case the off-diagonal elements have an oscillatory
dependence on the angles 9k. Therefore, following the BMP approach and averaging
over the angles, only the diagonal elements will survive. Thus the reduced density
matrix of the final state has the form
Pred = I E fk(n) I n,n_-,out)(out,ng,n- ] , (2.14)
k,(kz>O) n=O
where fk(n) = (ni, n_k, out I SpfS - 1 I out, nk, n_k). After some effort, one can show
that the coefficients have the form
= (2.15)f(n)- ( + 1)n + l (2.15)
where nf is the LHS of (2.9) with the n of (2.12). Thus, the final coarse-grained
entropy is
Sf = kB 5 [( 1 + 1)log(nf (i + 1) -( g()] (2.16)
k,(kz>O) ,(k> )
The entropy depends only on the occupation number spectrum of particles in the final
state. This result is in agreement with a similar formula given in [3] by a more heuristic
argument to define entropy of a statistical system with a definite spectrum which is
valid both in and far out of thermodynamical equilibrium. Let us now compare the
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entropy generation per mode in the initial vacuum and initial many-particle cases.
Denote
Aos=- ~ sf- O (2.17)
Ask s - , (2.18)
where (2.17) applies to the former case and (2.18) to the latter case. As a first
consistency check, we find that Ask > 0, so the coarse-graining led to a growing
entropy in our many-particle case. However, as we compare (2.18) and (2.17) we find
that
Ask < A sk; (2.19)
i.e., the entropy generation is attenuated if one starts with many particles present in
the mode k. The equality holds iff nk = 0. This result is easiest to see in the following
way. Consider the difference Ask - A 0os. Substitute (2.16) and (2.13) to (2.18), and
(2.11) to (2.17). Then substitute n as a function of n- and I 12 sinh2 r by
using (2.9) and (2.10). The difference Ask - Aosk depends then symmetrically on
nk and I k 12. By drawing a 3d plot one can see that it is always non-positive and
it decreases monotonically as either variable increases. Further, as both variables
approach infinity,
Ask- Aos - log2 -1 -0.31 (2.20)
asymptotically. This finite value is the maximum difference between the generated
entropies per mode. Thus, unlike the GGV entropy, the BMP entropy generation is
not independent of the number of particles in the initial state, but has some 'memory'
about the initial occupation numbers. Since entropy is a measure of loss of informa-
tion, it would appear that more information about the initial state of the system is
conveyed to the final coarse-grained state when stimulated emission dominates the
spontaneous particle production (since the entropy generation is attenuated).
The next case to be investigated would be an initial thermal density matrix
Pi = II Z- 1 exp(-pw inatinain)
This situation is somewhat trickier to deal with, for the following reason. Initially,
the particles of opposite momenta are uncorrelated. However, in the expansion of
the universe the particles are produced in pairs of opposite momenta. This induces
correlations between the opposite momenta in the final density matrix. It would have
the form
00
Sp S-' = I E fk(n,m; nm) n, m ,out)(out, n, m' I , (2.21)
k,(k,>O) nm,nl,ml=0
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where
f(n, m; n', m') = (2.22)
1 -win[(C atut -Ogaout)(ao-ut - att)+(k- ) "(nk, m_, out e k -k k k - - I out, n, ).
Again, one can see that the n n' or m m' components have an oscillatory
dependence of the squeeze angles and they vanish in the coarse graining. However, the
diagonal coefficients (those of the reduced density matrix) will have a form f(n, m)
where the dependence on n and m does not factorize. Hence the opposite momenta
have acquired correlations through the particle production and the reduced density
matrix is not of the same type as the initial one. As advocated in [6], one would like
to ignore the correlations between different modes. Further, one should not do this
by replacing the two-mode squeeze operator by a one-mode squeeze operator, since
the particles are then not created in the correct way as pairs of opposite momenta.
We would like to propose that the correlations between opposite momenta could be
ignored by proceeding to define fk(n) = Em fk(n, m) and f_(m) = E fk(n, m).
Then we would define the final reduced density matrix to be
00
Pred = n Z fJ(n)f (n(m) n,m k,out)(out, n,,m I , (2.23)
/;,(k>0) n,m=O
which is of the same type as the initial density matrix. Now the final entropy would
be given by
Sf = -B, i , fk(n) log fk(n). (2.24)
k n
Unfortunately, at the present we do not have explicit formulas for the coefficients f(n)
or the final entropy. It would be very interesting to see if the resulting expressions
could depend on the final average occupation number in the same fashion as in the
earlier case. We hope to be able to return to this question in the future.
Finally, let us clarify that even if we found a different result as in the GGV
approach, that the entropy generation depends on the number of particles in the
initial state, we are not arguing that it would mean that the BMP approach is 'better'
than the GGV approach. As stated in [2], it is good to have different definitions
of entropy, corresponding to loss of different information about the system. Both
EBMP and GGV approaches have the virtue of giving the correct average occupation
number for particles in the final state. Otherwise the GGV approach appears to
discard information about the system a bit more generously, since it leads to a greater
growth of entropy.
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Chapter 3
Evaporating Black Holes and
Entropy
3.1 Introduction
Several interesting phenomena are related to the discovery of Hawking radiation [1].
It is intriguing that black holes seem to obey laws of thermodynamics [2]. The in-
formation contained in the matter which made up the black hole is lost into the
singularity. Hawking radiation appears in the evaporation of the hole, but the out-
going modes are not in a pure state; instead they are mixed with modes of the field
that fall into the singularity. The precise significance of black hole thermodynamics,
and its relation to the ordinary ideas of thermodynamics and information theory, are
matters of debate.
Recently the discovery of 1+1 dimensional models for black holes [3, 4] has led to
a more accurate understanding of the semiclassical features of black hole geometry
and Hawking radiation. In particular the model of [4] (the RST model) can be
exactly solved to yield the semiclassical geometry of a black hole formed by a shock
wave of infalling matter, and evaporating by massless scalars to an endpoint (the
'thunderpop'). It may even be possible to obtain a complete quantum gravity plus
matter description of the black hole evaporation process in 1+1 dimensions [5].
In this chapter we study some features of the semiclassical geometry and Hawking
radiation in semiclassical models. For the RST model of the evaporating hole we
compute the Bogoliubov coefficients. We perform a point splitting calculation to
compute the stress tensor at 1+. We also compute the stress tensor in the evaporating
region using the anomalous trace of the matter stress tensor. The RST model is solved
This chapter is based on work in collaboration with Samir D. Mathur which has appeared in
Physical Review D50 (1994) 917.
26
also for the case where the hole is formed by one shock wave, evaporation occurs for
a time, and then a second shock wave increases the mass of the hole again. (This
geometry is used for clarifying some aspects of the entropy produced by the hole, as
discussed below.)
We then study the 'entropy of entanglement' of the Hawking radiation, by two
methods. We can compute the density matrix obtained by tracing the field modes
inside the horizon. This was the approach taken by Hawking and also carried out
ill [6] for the 1+1 dimensional case, and it yields a density matrix that is close to
thermal after the initial stage of the collapse and formation of the hole. We consider
the case where the hole has a finite lifetime (due to the evaporation) and thereby
estimate the entropy of the entire radiation produced. We then compare this result
to that obtained by using a calculation first studied by Bombelli et. al. [7] and
more recently by Srednicki [8]. Consider a scalar field in flat Minkowski space in the
vacuum state, and 'trace out' the degrees of freedom inside a ball of radius R. The
entropy of the reduced density matrix is the 'entropy of entanglement' between the
region inside the ball and its complement. The entropy S depends on R and also on
the ultraviolet cutoff, which gives the 'sharpness of separation' between the regions.
In the one-space-dimension case, the infrared cutoff also appears. We find that both
for the 1+1 dimensional black hole and for the 3+1 dimensional hole the one space
dimension result of Srednicki is the pertinent one to use, and the leading dependence
of the entropy on the black hole mass is reproduced.
The plan of this chapter is as follows. In section 3.2 the RST model is reviewed.
In section 3.3 the Bogoliubov coefficients for a scalar field in the evaporating black
hole background are computed. Section 3.4 contains the calculation of stress-tensor.
Section 3.5 studies the two shock wave solution. We discuss the entropy of the Hawk-
ing radiation for 1+1 dimensional black holes in section 3.6, and for 3+1 dimensional
black holes in section 3.7. Finally, a discussion is presented in section 3.8.
3.2 The RST model
The model of Russo, Susskind and Thorlacius (RST) [4] is a modified version of the
model of two dimensional dilaton gravity coupled to quantum matter introduced in
[3]. A key idea of RST was to introduce an additional counterterm which restores a
global symmetry originally present in the classical dilaton gravity + matter action.
This allowed them to solve the theory analytically in the large N limit. The properties
of the RST model have been extensively discussed in the literature [4, 9, 10] so we
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will just mention the facts we will need for later use.
The semiclassical effective action of RST can be written as follows
f N1 2N +2S 2 d2x {(e -24 2 )R +4e [(V$) 2 + A2] - 2(Vfi) 2} (3.1)
NN fr 2X g d2X' -g(x')R(x)G(x, ')R(x')
where R is the 1+1 dimensional scalar curvature, is the dilaton field and fi, i =
1..., N are N massless conformal scalar fields. G(x,x') is the Green's function for
the d'Alembertian in curved space. The constant A plays the role of Planck mass.
The analysis of the semiclassical equations of motion that follow from the action
(3.2) can be simplified by the following two steps. First, one can write the metric in
the conformal gauge, given by
1
g+d = -- e2p , g+ = 0 ,
where x+ = x° + x1. Secondly, one can make a field redefinition and introduce the
fields
1 20 r )
= K e-e2 + + in - (3.2)
2 4 4
x = t-'e-20 +p- Ž Iln(4),2 4
where N i. The coordinates x+ can be fixed so that Q = X, so the dilaton field12'
q differs from the conformal factor of the metric p by a constant. The matter fields
are assumed to reflect from the strong coupling boundary Q = Qcr = 1 [4]. The
semiclassical equations can now be reduced to
+a_fi = 0 (3.3)
+_+ai = -A 2
K,± 2 = -7rTf + t±(x).
Here TL+ are the components for outgoing and ingoing matter energy of the stress-
tensor, which is defined as follows. Since the classical matter action is written as
1 r N
S =-1 d2x/Z (Vfi)2 (34)
i=l
the stress tensor is
TV = -2 SfTf = as  .
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The components representing outgoing and ingoing matter are normalized as
T f 1 - E a fiaf ,
27r
in the conformal gauge.
The functions t(x±) are fixed by boundary conditions. We assume that the
:incoming matter energy flux at I- vanishes sufficiently rapidly at early and late
times. Then, t+(x+) = 1/4(x+)2 . The solution for the field Q can now be found to
be + 1
= A2x+( -+ P+()) + ln(-4A2x+x-) , (3.5)
'where
M(x +) = A du u T++(u) (3.6)
P+(x+) = A du Tf+(u).
Consider now an incoming matter shock wave that carries energy M. The stress
tensor is then given by
T (x+) = A (x+ - +) , (3.7)
which is the only non-vanishing component. We substitute this in the equations (3.6)
above. Following [9], we set AO = 1.
After solving the RST equations one finds the following results. The Penrose
diagram for the evaporating black hole spacetime is given in Fig. 1.
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Figure 1: The black hole geometry formed by an incoming shock wave (thick
line with arrows). Evaporation occurs in region II; regions I and II are linear
dilaton vacuua.
The spacetime is seen to be divided into three regions. The 'lowest' region I,
before the incoming shockwave at x +, is the linear dilaton vacuum, bounded from
the left by the timelike strong coupling boundary Q = Q,,. The incoming shockwave
forms the black hole by causing the boundary Q = Qc,, to become spacelike. It can be
shown that the scalar curvature R diverges at the spacelike portion of the boundary.
The apparent horizon also forms after the incoming shockwave. Following [4], the
apparent horizon is defined by the condition 0+ = 0. After the black hole forms, it
starts to evaporate, and the apparent horizon shrinks until it meets the singularity at
the endpoint of evaporation. At the endpoint of evaporation a short (delta function)
burst of negative energy is seen to emerge from the black hole. This is called the
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'thunderpop' [4], and it travels along the null line x- = x to future null infinity.
(x7 is a light-cone coordinate of the endpoint to be specified later.) Thus the region
II bounded by the thunderpop and the incoming shockwave is the curved region of
the evaporating black hole. After the thunderpop, the spacetime becomes again flat
and the boundary Q = r,, becomes timelike. The corresponding region III is a linear
dilaton vacuum.
In the linear dilaton vacuum region I the metric is
ds2 = (A 2x+x-)-ldx+dx-
We can write it as ds 2 = -dy+dy - using coordinates
y- = ln(-Ax-)
A
(3.8)
y = - n(Ax +)-y+.
A
T'he shift y+ is introduced to set the origin of the coordinate y+ to the point A where
the reflected ray of the event horizon (see Fig. 1.) meets I-.
The event horizon, the singularity and the apparent horizon meet at point E, the
end point of evaporation. In our conventions, its coordinates are
(nM 4M)1 R 4 M(xs, X+ = (1 - e x 4M(e - 1)r, A2 4rMl (3.9)
We can now specify what the shift y+ is. In region I the reflecting boundary Q =
,,cr = is the line
y+ = + In -y+
Reflecting the line x- = x- (off the boundary Q = Qcr) back to I-, we find that
the point A has y I n(Ax) + = - y. Setting yA = yields y =
ln(-4Ax ).
The region II is the curved region of the evaporating black hole. It can be joined
continuously but not smoothly with region III along the line x- = x;, with region
III being again a linear dilaton vacuum, but with the coordinate x- shifted. From
the joining conditions the metric in III can be found to be
ds2 = ( 2x+(x- + M))-ldx+dx- 
If one makes the coordinate transformation
a+ = -ln(Ax + )
1 Ax- + M
0*~~~~~~~~a Ar
(3.10)
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this metric becomes ds2 = -da+da - . The coordinate a- has been normalized so
that the thunderpop is at a- = 0. The reflecting boundary Q = ,,c in region III is
at a+ = a- + ln(Ax+).
The metric in II becomes asymptotically flat near 2 +. We can extend the coordi-
nates oa from region III into region II in the neighbourhood of Z+. Then the metric
in region II also has the asymptotic form ds2 -, -da + da - near Z+ . Thus, a i are the
physical coordinates near Z+.
Finally, we identify some points of interest in the Penrose diagram. The point A
where the reflection of the null line x- = x; meets Z- we already set to be at y+ = 0.
The point B is the projection of the end point E along a null ray to past null infinity.
We find it to be located at y+ = 4. The point C is defined by projecting the point
where the apparent horizon meets the incoming shockwave along a null ray to future
null infinity. It is at
1 KA 4rM
ac = - 4 ln( (exp( )-1)) .A 4irM 4-
Since M >> KA, to a good accuracy a c = - .4 The absolute value of ac is thus
the total (retarded) time of evaporation of the black hole.
3.3 Bogoliubov transformations
In this section we calculate the Bogoliubov coefficients for the relation between the
natural mode functions in the 'in' region close to Z- and the 'out' region close to
Z+. In [1] the Bogoliubov coefficients were estimated for modes travelling close to the
horizon that forms in a spherical collapse of a star. In [6] the Bogoliubov coefficients
were computed for the 1+1 dimensional eternal black hole geometry, i.e. without
taking into account the backreaction on the metric due to the Hawking evaporation.
Our notations follow those in [6] where we refer to for all introductory steps.
We choose the following form for modes at Z-, Z+ respectively
1 +
UW = e-w+ (in) (3.11)
v = e-iw- (out),
where the normalization factor is in agreement with the form (3.4) of the matter
action.
We define the Bogoliubov coefficients aWW, and /,w for the relation between the
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'in' and 'out' modes as follows
V= dwo' [wwUw' + flww'Cu] (3.12)
To compute the Bogoliubov coefficients, we pull the 'out' mode back to Z-. First
we divide the mode into two parts at the point a- = 0. The 'upper' piece v =
,-I2e- i" a- 0(a-) reflects from the timelike boundary in region III without experiencing
any blueshift. At Z- it becomes
1 -iw(y+y+)(y+ - B+)
where y+ was defined in the previous section.
However, the 'lower' piece v = ;e-iW0e (-a- ) gets distorted. It first experi-
ences a blueshift when pulled back to region I. This is done by replacing the coordinate
a- with the coordinate y- using the relation
1 -e- X y- + rM/Atc
= -ln[ 
x7 + rM/AK 
Then we reflect the mode from the timelike boundary in region I back to I-, by
replacing y- with
Y_ = y + -In ln(-Asx)
The final relation between the coordinates a- and y+ can then be written as
1 Ax-e-XY+ + rM/A(
= - n[ $_ / (3.13)
- ln[AA(eAY+ - C)]
where
A -A rM -= e4 rM / A (3.14)
Ax- + rM/AK
rM/A 1 - e-4 rM / AX.C --
As an important aside, notice that (3.13) implies a relation between a small dis-
tance da- at + centered at a- and the corresponding small distance dy+ at I-
which results from mapping the former distance along null rays which reflect from
the boundary back to the past null infinity. This relation can be found to be
dy+ = {1 + (e4'rM/"K _ )ex}-l da - . (3.15)
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The result (3.15) tells us that a distance do- at + (before the endpoint of evapora-
tion) maps to a much smaller distance dy+ at Z-, with the 'squeeze factor' becoming
exponentially larger as the black hole evaporates. This observation will turn out to
be crucial in applying the Srednicki calculation for black holes, as will be discussed
in the section 6.
Returning back to the behaviour of the modes, (3.13) tells us that the 'lower' part
of v, becomes
= 1 exp - ln[AA(ey+ _- C)]}0(-y+) (3.16)
when pulled back to 2-.
It is now straightforward to proceed to find the Bogoliubov coefficients. The result
is
-w 2-'{° dy-expAln[AX(e-AY+ C)] + iw'y+} (3.17)
O -'L, dl w  {iwln[AA(e-xY+ - C) - iJy+}
2r w -o y x
+ e-iw o j dz+ exp{-i(w + w')z+}}
These results resemble the ones of Giddings and Nelson (GN), with the following
three differences: 1) there are additional terms resulting from the 'upper' part of the
mode v, i.e., the part after the endpoint of evaporation, 2) A is different, and 3)
we have C = 1- e-4M/" X while GN had C = 1. (Of course, C m 1 since M/KA >> 1.
However, the small difference turns out to be significant if one tries to investigate the
behaviour of the modes very near the endpoint.)
The integrals in the above expressions can be evaluated further. Substituting first
x = e y+ and then t = Cx, we get
aw, = 2- () 1/2 ()iw/ ci(w)/" fdo t)iw/ t-li(w-w')/t((3.18)
+ eiw'y+ -
w -w'- iAM }
The remaining integral can be identified as an Incomplete Beta function. The coeffi-
cient /3 , is computed similarily. The final expressions are
1/2 {(a>^iw/x C(+)/ C(_ + T- + AM, i + AX3.19)
-irA + (w XM')- }
- iA eiw (W - - iU.M)) }
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,, W1 ( )1/ 2 {(XA)iw/A Ci(w-w')/A Bc ( - Am i+ )
/
3
= 2wA w' AA
-iX e- iW'y ( + w' - iAM')-'}
Note that in the semiclassical approximation the thunderpop is a delta function at
I+ , thus there is a part of the field modes that is not captured by the modes e -iw at
1+ for any finite range of w. Thus the Bogoliubov coefficients computed below need
to be supplemented with an infinite frequency component to completely describe the
field at +.
Let us now turn to the issue of examining the nature of the radiation by studying
the approximate behaviour of the Bogoliubov coefficients. We expect outgoing ther-
mal radiation at constant temperature to be seen in the region a- E ( -- 0) of
27+, except perhaps at the beginning and very end of the evaporation process. The
coordinate y+ corresponding to this region is very small, so we can approximate
ln[A(e- x A+ - C)] z ln[1 - e4,M/"lAy+] . (3.20)
If we are not too close to the endpoint, the term 1 in (3.20) is negligible. For the
essence of Hawking radiation, we have the frequency w A at + and very high
frequencies w' e4' r(M+y+)/ A at I-. For such w, w' we can ignore the second integrals
in the expression (3.17) for a, ,,,. We therefore get
1 ,F~f0 iw
2 d y + e x p ln[ - e4 rM/ X1- y +] + iw'y+}} (3.21)
~ww, m 2 I- n[-ed y+ex- wlny+ .
This means that we get the thermal relation (see [6])
a, M -e/xWW, (3.22)
and we see that the outgoing radiation is thermal with constant temperature TH = 
in the region a- E (_4,M 0) at + .
3.4 The stress tensor
Since we have worked out the relations between the 'in' and 'out' modes, we can
easily calculate the VEV of the stress-energy at +, i.e. (O, in T,,,(a-) I O, in)ren
by using the point-splitting method. The non-vanishing component of (T,,)'en is the
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-- component. Since we are computing the 'in' VEV at 1+, we need first the form
of the 'in' mode at I + . For or- < 0 it is
1 iw 1
uW = exp{- ln[x e-' + C]}0(-cr-) (3.23)
Again, for oa > 0 (after the endpoint) there is no redshift and it is then trivial to
see that the stress-tensor vanishes in this region. We concentrate only in the region
before the endpoint. Using the point-splitting method, we first calculate
(T__(a-))= lim A dw u( )u,(o) ' (3.24)
lr2 ,-b,- 2 i- 2 d ,-2
where the LHS means the VEV with respect to the 'in'-vacuum. (We use this notation
in the following.) For a- < 0 the step functions are just constant and can be ignored.
Taking the partial derivatives and making a series expansion in (al- a) j yields then
a term which diverges quadratically in the limit, and a finite term. The divergent
term must be subtracted (it is just the usual vacuum divergence) and the finite term
gives the renormalized value for the stress-energy:
A2 1
(T__(a-))` = 48r [1 - (1 + (e4 ;rM/nA - 1)eA-)2] (3.25)
This result is for one conformal scalar field, for N fields it must be multiplied by
N. Note that in the region a- E ( ) we can approximate
A2 4
n(T__(a)) ~ A = - (TH)2 (3.26)
which is the correct value for outgoing thermal radiation at temperature TH = 
(Comment: if one would use the approximate behaviour of the mode very near
the end point, one would find that (T__) ' n -- 0 at roughly Planck distance from the
end point. One should not, however, trust such a local treatment when dealing with
modes.)
The above formula gave (T__) only at I + . However, in 1+1 dimensions it is
easy to calculate (T,,) " n everywhere by using the trace anomaly, integrating the
covariant conservation equation and applying the boundary conditions (see [11] for
details). Using this route, we end up with the following results for the stress tensor
everywhere in region II:
N 1 e- 2P + 1/4 )( 2x+x- + 1/4)2
= 48r (x-) 2 e- 2P - 1/4 e-2 P - 1/4
N 1 e-2P + 1/4 A2x+(x- + 7rM/KA2) + 1/4)2 1
= 48r (x+)2 (e-2 - 1/4 e - 1/4
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NA 2 1(TX+/-)' ~ 24ir e-2P-1/4
- 2p [A2X+(X- + +M) + 1/4][A2X- + }
(e-2p -1/4)2 A2 X+X-
where p is given implicitely via the equation
2p _P2x+(x - + rM) _ ln 2X+X-] + 7 *3rMp =-l-2n[-A2+] + (3.28)
e2 2 KA2 4 A
In the above the stress tensor is given in the 'Kruskal' coordinates x since one is
generally interested in its behaviour in both sides of the apparent horizon.
3.5 Two incoming shock waves
In this section we present the solution of the RST equations in the case of two incoming
shock waves. We use this geometry later in section 6 where we discuss the entropy of
the black hole. We want to first form a black hole of mass M0, which then starts to
evaporate. Then the second shock wave at a later time carries additional energy to
the black hole. For instance, it could restore the black hole back to its original mass.
The question then is: How much is the entanglement entropy after the evaporation
process? If the second shock wave carries just enough energy to restore the black
hole back to its original mass, but not more, is this entanglement entropy related to
Bekenstein entropy? We discuss this question in section 6, here we will just derive
the results that we will use.
Recalling how we defined the incoming shock wave, it is clear that for two incoming
shock waves we should replace (3.7) with
T+ (x+) = _ 6(x + - ) + 6(X+ - X+) (3.29)+ A + A+ I(3.29)
'The first term on the RHS is the first shock wave at x+ (we set again Ax+ = 1)
carrying energy Mo and the second term is a later shock wave at x+ carrying energy
M1 . We do not specify x+, M1 here, but x+ should be chosen so that the black hole
formed by the first shock wave has not yet evaporated away when the second shock
wave reaches it. On could think of M1 being the energy needed to restore the black
hole back to its original size, but for now that is not essential.
The spacetime curve for the apparent horizon can be found by solving the equation
3+Q = 0 (this follows from setting 0+ = 0 for the dilaton field; which is the RST
definition of the apparent horizon). The solution is
1 1
+
- (3.30)4A (x- + 1-M-o M ' (x+ - +)) KA2 .nX+
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for x+ > x +. The boundary of the spacetime is the critical line Q = Q,, = , which
defines another curve x+ = x+(x-). The (final) endpoint of evaporation is where the
above two curves meet. We find it to be located at
x e_4.(Moo+M/.A)_ 1= -cXA2-(Mo + 1 e-4(MO+M1)/t )-1 (3.31)
x+ 4 (M+r (e4r (Mo+Ml)/N -_ 1).
- 4 (M + -)
We can now join the region II with the linear dilaton vacuum in region III with
an appropriate shift of the coordinate x-. For the metric in region III, we find
ds 2 - dx+dx -
XA2 +(x- + (M + (Mo  Mi/X))
This in turn tells us how to define the coordinates ao which are the 'physical' coor-
dinates near Z+ . We define
a+ ln(Ax+) (3.32)
= X
a l nx- + l(M0 + l/1)
A AX- + r(Mo + Ml/Axl+)]
On the other hand, we still have the 'physical' coordinates in region I
= -ln(Ax+ ) - (3.33)
y = - ln(-Ax-)
where y+ = - ln(-4Ax ), with x given now by (3.31). The reflecting boundary in
region I is the line y+ = y- + In - y+.
It is straightforward to see that the relation between the coordinates '-, y+ now
becomes
a = ln[AA(eAY+ C')] , (334)
A
where
AA' = e47r(Mo+M1)/AK (3.35)
C' = 1 _ e- 4 r(Mo+M )/X .
As we noticed in section 3, this implies a relation between a distance da- at Z+,
centered at ao- and the corresponding small distance dy+ at i- . In the two shock
wave case, the relation is
dy+ = {1 + (e4r(Mo+Ml)/.A- 1)e-}-'da- . (3.36)
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Again, a distance da-in 1+ (before the endpoint of evaporation) maps to a much
smaller distance dy+ in I- and this 'squeeze factor' becomes exponentially large as
the black hole evaporates. In the present case the 'squeeze factor' reaches the value
,, e47(Mo+Ml)/nA which exceeds the value e4 '!M°/ "X that would be obtained in the
absence of the second shock wave. The result (3.36) will be used in the next section.
3.6 Entropy for 1+1 dimensional black holes
As argued by Hawking, the process of pair creation by the gravitational field of the
black hole creates a state which is 'mixed' between the regions exterior and interior
to the horizon. If we compute the reduced density matrix that describes the field
in the exterior region, then the entropy computed for this density matrix gives the
'entropy of entanglement' [12] between the interior and exterior regions of the hole.
Ef we do not take into account the backreaction from the created vradiation then an
infinite number of particle pairs are produced and the entropy of entanglement will be
found to be infinite also. But in the simple RST model we can estimate the produced
entropy for the semiclassical geometry that includes backreaction. We shall do this
in two ways:
1. We directly compute
S = -Trfplnp} (3.37)
where p is the reduced density matrix describing the field in the exterior region.
Here we use the fact that p is to a good approximation a thermal density matrix.
2. We use the result of Srednicki described in the introduction. Thus a complete
spacelike hypersurface is considered, and the part corresponding to the interior
of the horizon is assumed to be, effectively, the traced over region considered in
this approach.
1. The essential idea is to define reasonably localised regions on + such that the
density matrix can be described as approximately thermal in those regions. Hawking
presented this analysis for the 3+1 dimensional black hole [1]; it was worked out
explicitly for the 1+1 case in [6] (without backreaction). We follow the notations of
[6] in the following. Define a complete set of orthonormal wavepackets on 1+:
Vj= dodw e2 riwn/e v,, (3.38)
where j = 0, 1, 2,... and n are integers. The wavepacket jn is peaked about +
coordinate o- = 27rn/e, has a spatial width - 1 and a frequency wj t je. In this
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basis the reduced density matrix obtained by tracing out the field inside the black
hole is
{fljn }
P -- Z-1 Z e- 'Ejnn nW'l{jn})({nJn}l ° (339)
This has the form of a thermal density matrix. We can write
P = I Pin
jn
with
00
pin = Nj-l Z r(nn)lnjn)(ninI
njn=O
r(njn) = e- njn"w
S = Sjn
jn
We get
(3.40)
(3.41)
(3.42)
(3.43)
where
Sjn = -Tr(jn){Pjnlnpjn} =
00
- E r(njn)lnr(nin)
n n n=o
A brief computation gives
Sjn = 3dwj(e3wJ- 1)-1 - ln(1 - e-1j ) 
00
Sn = E Sjn
j=o
00
= E{Pwj(eiw -j=o 1)-
1
- ln(1 - e-'w')}
00
--, dj{3je(ep j - 1)- 1j
The entropy from N evaporating fields is
The separation between wavepackets (3.38) is Aa- = 27r/e. Thus in time T the
number n ranges from n = 1 to n = T/2r. From (3.46, 3.47) we get
S = NrT
6' 
(3.48)
The total evaporation time is T = 4s. This gives the estimate of the total entropy
created in the Hawking radiation:
(3.49)47rMStotal = 4M
A 
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Thus
(3.44)
(3.45)
(3.46)
- ln(1 - e- Oj e)} 72
= E 
S= N Sn.
n
(3.47)
Note that this is twice the Bekenstein entropy, which for the 1+1 dimensional hole
is SBek = 2M. The result (3.49) is the entropy of a thermal distribution of bosons
at temperature p-1 and with energy E = M, which in one dimension is given by
S = 2E. For a discussion of how the entropy of radiation at Z+ relates to the
Bekenstein entropy, see [13].
2. We now investigate the application of Srednicki's result to the black hole. We
split the discussion into 3 parts:
* (i) We recall the result of [8], and discuss the issue of infrared divergence.
* (ii) We discuss how this result may be applied to the black hole, after making
some plausible arguments for the required modifications.
* (iii) We carry out the calculations for the entropy.
(i) The computation of Srednicki for the one space dimension case may be de-
scribed as follows. We consider a free scalar field on a 1-dimensional lattice, with
lattice spacing a. Let this field be in the vacuum state. We select a region of length
R of this lattice and trace over the field degrees of freedom outside this region. This
gives a reduced density matrix p, from which we compute S = -Tr{plnp} which is
the entropy of entanglement of the selected region with the remainder of the lattice.
It is immaterial whether we trace over the interior or exterior of the selected region;
since the field was in a pure state overall the entanglement entropy is the same in
both cases. This entropy is given by [8]
S = c ln(R/a) + 2 ln(iR), (3.50)
for one scalar field. (For N species the result must be multiplied by N.) Here iP is an
infrared cutoff.
The infrared term is very sensitive to boundary conditions. As an example consider
taking a periodic lattice, and let the scalar field be periodic as well. If the field is
massless, then the zero mode of the field varies over an infinite range, in the vacuum
state. If we trace over the degrees of freedom in a subregion of the lattice, then the
mean value of the field inside is correlated to the mean value outside, but this mean
value can take on an infinite range of values. The entanglement entropy will thus be
infinite.
If we take antiperiodic boundary conditions for the scalar field then the zero mode
does not exist. With this choice (3.50) becomes [14]
n(R/) + 6 (3.51)1S - ln(R/a) + In(I/R) (3.51)
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where I is the infrared cutoff coming from the finite size of the lattice. Another way
to kill the zero mode of the scalar field is to have a vanishing boundary condition for
the field at say x = 0. Let the traced over region extend from x = x1 to x = x2.
Now modes with wavelength much greater than x2 effectively vanish over the interval
(x1, x2 ), so they do not serve to entangle this region with the remainder of the line
x > 0. Thus the entanglement entropy will be finite without the need for an explicit
infrared regulator. A third way of dealing with the zero mode is to simply assume
that the field has a small mass #. Then no other infrared regulation should be needed
and the results should not be sensitive to choice of boundary conditions.
(ii) For the black hole, we start by considering a complete spacelike hypersurface
through the evaporating geometry, described as follows. Starting at spatial infinity
(a- = -oo), we move near + to a point with a- = l
-
< 0. (The black hole
vanishes at a- = 0.) Then we smoothly bend this hypersurface so that it enters the
horizon and reaches the timelike segment of the line Q = Qcr. (This timelike segment
occurs before this critical line becomes the singularity.) Thus the hypersurface is kept
spacelike all through, and avoids the singularity by passing below it. An observer
collecting radiation far from the black hole will see the part of this hypersurface that
lies along 1+, and we would wish to trace over the part that cannot be observed from
outside the black hole. This would give the reduced density matrix, and thereby the
entropy of entanglement between the field inside and outside the hole. Let us be
more precise about what we take as the 'observed' part. Suppose that the observer
at Z+ carries an instrument with her which she uses to collect the outgoing radiation.
At first, near a- = -oo nothing comes out from the black hole. The observer has
to wait for quite a while before the black hole starts to radiate. At some point the
radiation starts and becomes approximately thermal. We have discussed earlier that
this happens roughly at ao = -4. Correspondingly, around this point the observer
turns on her instrument. The observer then collects radiation up to some retarded
time al-, when she turns her instrument off again. Thus the part of the hypersurface
between ao and al- corresponds to observations, and the rest of it will be traced over.
Notice that the observer can neither start nor stop collecting radiation at an instant,
but there will be a short time scale da- which she needs to turn on or shut off her
instrument in a proper way. The time interval needed should be sufficiently rapid
to give a good accuracy for specifying the turn-on point ao and the shut-off point
a-, on the other hand it should not be so small that it creates disturbances in the
matter field that generate radiation comparable to the Hawking radiation collected.
It is reasonable to assume that the time intervals doa-(ao), d-(ao) needed should
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be given by the typical wavelength in the outgoing thermal radiation. Thus we can
assume that da- , OH (our result for the entropy of the hole will turn out not
to depend on this choice).
We split the contribution of different modes to the entropy, as follows: a) the
modes of wavelength w - 1 >> M/A 2 (these modes are effectively constant over the
observed region (-, crl), so they may be taken as a contribution to the 'zero mode');
b) the leftmoving modes with w-1 ' M/A 2; c) the rightmoving modes with w-1 <
A2
Modes of type a) will give a divergence in the entanglement entropy even in flat
,Minkowski space (without black hole). This happens when the mass t of the field is
taken to zero, or (if the field is massless) as the observed part of the hypersurface is
taken further and further away from the line Q = Q,,cr where the field vanishes. Since
we are interested in entropy of entanglement of the rightmoving Hawking radiation
(which occurs over a distance M/A 2 ), we subtract this (diverging) contribution arising
from the large wavelength modes w- >> M/A 2 . We also ignore the leftmoving modes
lb), as they do not contribute to the Hawking radiation. The rightmoving modes c) are
of interest to us, but after particle pairs have been created, the state of the field is not
the vacuum state for the geometry on the spacelike hypersurface under consideration.
Srednicki's result, on the other hand, applies to a vacuum state for the field. The
essential idea is to follow the rightmoving (i.e. outgoing) modes of the field back
from I + , through the collapsing matter to the line Q = ,,cr where they reflect to
left moving modes that can be followed back to 1-. Here these left movers are in
the vacuum state, so that we may apply a Srednicki type approach to estimate the
entanglement entropy in these modes.
As we follow the radiation modes back to 1- in the manner indicated above, we
observe the following. The region a- E (,,al o) in 1+ corresponds to a region y+ E
(y+(ao), y+ (al)) in 1-, where the relation between oa, i = 0,1 and y+(aT), i = 0,1
is given by the formula (3.13) in section 3.3. Thus, the latter region is the region of
starting points for ingoing rays which will experience redshift and give arise to the
collected radiation in the 'observed' region of 1+. Also, this region is separated from
'the rest of 1- by 'cuts' of size dy+(cr-) and dy+(oal), the size of which follows from the
size of the corresponding cuts near 1+ by the relation (3.15) given in section 3.3. Now
we can apply the result of [8]. We disentangle the finite region y+ E (y+(ao), y+(al))
from the rest of I- by cuts of size ao = dy+(o-), al = dy+(al ). Ignoring 'zero modes'
and the leftmovers, we expect to create an entropy for each scalar field (see discussion
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in section 3.8 below)
R RS = 31n(-) + c31n(-) , (3.52)
ao al
where R = y+(o,-) - y+(~o ) and K3 = ,. (A factor of because we are considering
only rightmovers and another factor of because the contribution to S is separated
over the two 'cuts'.)
(iii) Let us rewrite (3.52) as
1 1
2K3 ln(RA) + K3 In( )+ K3 n(-) . (3.53)
a0A alA
We substitute ai = dy+(ao), i = 0, 1 given by the relation (3.15):
al = (1 + (e4rMI/ _ )e1 })-lda- (3.54)
~ e 47rM _
-
1
1
ao -
A
The former approximate formula is valid for a0T E (-_4, 0) and the latter just results
from the fact that the redshift is negligible for the rays at earlier times.
After substitution we get (ignoring the infrared cut-off term)
S = K3 ln(e /"e1 ) + K3 ln( -A) + 2K3 ln(RA) (3.55)
41rM
= K3( A + a-) + 23 n(R).
The second term is negligible with respect to the first term, since it can be calculated
that R . The first term is the significant term. As we take a- closer and closer
to the endpoint a- = 0 (the observer collects more outgoing radiation), the first term
approaches
4irM
K3 A (3.56)
The above result for entropy must be multiplied by N, the number of scalar fields.
Let us deduce the value of K3 by comparing (3.56) with the entropy of entanglement
estimated directly from the density matrix of the outgoing radiation (eq. (3.49)).
This gives
S -A , if K3 = . (3.57)A 12
If our assumptions regarding the separation of the 'zero mode', of right and left
movers are correct (i.e., if K1 = 4 3, K1 as given in (3.50)), then (3.57) agrees with
the calculation of Srednicki which gave Kl = -. We discuss this issue further in section
8.
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Note that if we consider the evaporation right up to the endpoint, then the cutoff
scale (over which the radiation measurement is switched off) must go to zero, and
the entropy becomes infinite. But since we are using the semiclassical geometry, it
is not justified to go below distance A-' (or (NA)- 1, for large N) in our analysis.
With this restriction, the entropy from the cutoff scale of the endpoint is ignorable
compared to the entropy of the hole, for holes that evaporate over classical time scales
47r.M/KAA2 >> A-.
The significance of the Bekenstein entropy for a black hole is a matter of debate.
One hypothesis is that the horizon behaves as a membrane with eSBek states, so that
there is an upper limit to the entanglement entropy of the matter outside the hole
with the hole itself [15]. Thus if a sufficiently large amount of matter were thrown
into the hole then a part of the information would have to leak back out through
subtle correlations in the Hawking radiation [16].
In a semiclassical treatment of the gravitational field, on the other hand, there
seems to be no limit to the amount of information that can disappear into the black
hole. Thus the entanglement entropy can also grow without bound when matter is
repeatedly thrown into the hole and the black hole mass allowed to decrease back to
M by evaporation.' It is possible to verify in the simple 1+1 dimensional evaporating
RST solution that the entanglement entropy can indeed exceed the Bekenstein value
by an arbitrary amount. We illustrate this by taking a simple example: the RST
model with two incoming shock waves, discussed in the previous section.
We again apply the Srednicki approach to estimate entropy. Consider an observer
at I+ collecting radiation, who switches on the measuring device at ao and switches
it off at ao- with the corresponding switch-on-off intervals d-(ao[) as before. The
only difference in the two shockwave case is that now the relation between the da-'s
at + and the corresponding dy+'s at I- is different. The relation was given by the
formula (3.36) in section 4. Now we need to substitute
al = {1 + (e47r(Mo+M1)/A -l)exi}'lda- (3.58)
e-41r(Mo+M1 )/A e- 1PtX e'
ao A 1
into the equation (3.53) above. Also the distance R will be different, but it is still of
the order of and the R-dependent term can thus be ignored. All this gives for the
tWe are grateful to S. Trivedi for pointing this out to us.
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entropy (for N fields)
S NK 3 Iln(e4 '(MO+M1)/Ite>v e ) + NK3ln(A) +... (3.59)
47r(M + M)NI3( K A ) -0,
where + ... represents the ignored contributions from the subleading R-dependent
term and the infrared cutoff term. As al - 0, the entropy becomes
S m NK,3 4 '( M o + M1 (3.60)
Substituting 3 = 1/12 gives then
4r(Mo + M1 )Ar (3.61)
Note that the Bekenstein entropy, on the other hand, need not exceed SBek = 2 at
any time if the mass of the hole never exceeds Mo. The final entropy of entanglement
(3.61) could be made arbitrarily large (as one could see by considering e.g. a n-shock
wave case).
3.7 Entropy for 3+1 dimensional black holes
Let us now turn to the 3+1 dimensional black hole. We will consider only the
Schwarzschild case. The Bekenstein entropy for this hole is
Sbek = A/4 = 4r(2M) 2/4 = 47rM2 (3.62)
The entropy collected in the form of radiation by an observer at Z+ is also proportional
to M2 [13, 12] though it requires use of the 'transmission coefficients' r(w) for its
computation.
One is tempted to compare such entropies to the result obtained by carrying out
the flat space calculation of Bombelli et. al. or Srednicki for the case of three space
dimensions. In the latter calculation one considers a massless scalar field, say, in the
vacuum state in three space dimensions. One traces over the field modes inside an
imaginary sphere of radius R, and computes the entropy of the corresponding reduced
density matrix. In this calculation it is convenient to decompose the scalar field into
angular modes Yi,m(, ¢), so that we obtain a 1-dimensional problem in the radial co-
ordinate r for each such angular mode. The different angular modes decouple from
each other, so we have to just add the entropies resulting from the computation for
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each mode. The radial co-ordinate is taken as a 1-dimensional lattice with lattice
spacing a. The entropy is found by numerical computation to be [8]
S .30(R/a)2 (3.63)
Thus we seem to reproduce the R2 dependence expected of the black hole entropy.
But if we accept that (3.63) applies to the black hole then we are faced with the
question: What should be the value of the cutoff a?
As we now argue, the result (3.63) is not the one relevant to the 3+1 dimensional
black hole. In fact, the 1-dimensional result (3.50) is again the relevant one to use. To
see this, consider decomposing the scalar field in the black hole geometry into modes
with angular dependence YI,m((O,q). Since we have assumed spherical symmetry,
these modes decouple from each other. Thus we can consider studying the evolution
of different fields (labelled by {l, m}) on the 1+1 dimensional geometry obtained by
the spherically symmetric reduction of the 3+1 dimensional geometry. Proceeding
in this way, one would need to find the 'entanglement entropy' of fields in one space
dimension, which (for free fields) is given by the the result (3.50).
At this point one sees an important difference between the flat space 3-dimensional
problem and the 3+1 dimensional black hole. This difference occurs in the number of
angular modes Y1,m that contribute significantly to the entropy. Consider first the flat
space problem. If we had taken a lattice with lattice spacing a all over 3-space, then
on the boundary sphere of radius R we could consider angular modes with I < R/a. If
we first reduce the Hamiltonian to a sum over modes and then put the r co-ordinate
on a lattice, then again it is found that for I >> R/a the degrees of freedom on the
two sides of the r = R boundary effectively decouple [8]. This happens because the
radial wave equation is dominated at large by a 'mass term' arising from the angular
Laplacian, and such a term does not couple neighbouring sites of the r co-ordinate
]lattice. Since -l < m < I, the number of angular modes contributing to the entropy
is O{(R/a) 2 }, which explains the leading power dependence of the entropy (3.63) on
the cutoff a. (Treating the 1-dimensional problem for each angular mode should give
a ln(R/a) dependence multiplying the dependence (R/a) 2 , but the above argument
is too crude to distinguish the presence or absence of logarithmic terms.)
Thus we see that the difference between the a dependence of (3.50) and (3.63)
can be understood in terms of the large number ( O{(R/a) 2 }) of angular modes
contributing to the entropy in the 3-dimensional flat space problem. But in the 3+1
dimensional black hole, we know that most of the radiation comes out in only a
few angular modes! In fact for a reasonable first estimate of the Hawking radiation
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one can require that only the s-wave modes (I = 0) emerge from the hole. We now
compute the entropy of the 3+1 hole with such an approximation.
While we cannot solve the geometry of the evaporating 3+1 dimensional hole as
accurately as for the RST model, for the purposes of our calculation we can consider
the Schwarzschild metric with a time dependent mass M. The surface gravity of the
black hole is = (4M)-'. The temperature is T = </2ir = (8rM)-1. The luminosity
in the s-wave mode is
dE = 1 dww rT (3.64)
dt 2r 1 e/T 1 12 
From (3.64) we compute M(y), the mass of the hole at the I+ Schwartzschild coor-
dinate y. (We take y = 0 at the endpoint of evaporation, so y is negative in the part
of I+ where the Hawking radiation is being received.) We have
M(y) -Y )1/3 (3.65)
As mentioned above, we approximate the evaporating geometry by just letting M
depend on time. Letting v be the Minkowski co-ordinate at I-. This approximation
then gives
dy = -4M(y)d(ln(vo - v)) (3.66)
when the co-ordinate v is close to the value v0o which reflects at r = 0 to move along
the event horizon. Integrating (3.66) gives
ln(vo - vf) - ln(vo - vi) = 967r(M2 - M2) (3.67)
We have Mi = M, and we let Mf be of the order of Planck mass. Further, ln(vi - vo)
can be ignored compared to ln(vo - vf). Following the discussion of entropy in the
1-dimensional case, we write (for one evaporating field, one 'cut' and rightmovers
only):
S - 12 ln(a) - ln(v) (3.68)
Here 6v is found from (3.66) by setting dy = A (for some chosen scale A over which
the observation of radiation is switched off):
v = A A e-96rM2 (3.69)4Mf 4Mr
Substituting in (3.68) we get
S x 87rM2 = 2SBek (3.70)
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We have ignored terms logarithmic in M; these corrections are smaller than the
contribution of the l 0 modes which we have also neglected.
We can now compare the result (3.70) for the entanglement entropy with the
thermodynamic entropy collected at I+. Following [13], we compare the change in
the thermodynamic entropy received at Z+ to the change in the Bekenstein entropy
of the hole:
fo7' dxx 2a(x){xex/(ex - 1) - ln(ex - 1)}
R = dS/dSBek = dxx2 (){xex/(ex -1) (3.71)
Here
a(w) = EF ,m(W)/[27(wM)2 ] (3.72)
I,m
is the absorptivity per unit area of the black hole. In the above used approximation to
Hawking radiation we used only the = 0 mode, and let the 'transmission coefficient'
I' be unity for all w. This gives (w) = 1/[27(wM)2 ]. Substituting this in (3.71) gives
R = 2, in accordance with (3.70). For more realistic models, taking into a account
the transmission coefficients rF,m(w), one obtains R 1.3-1.6 [17]. To reproduce the
effect of nontrivial F(w) we would need to extend the Srednicki calculation to fields
with position dependent 'mass term'; we do not investigate this further here.
We can also compare the above derivations to the direct computation of the en-
tropy of the density matrix obtained in the evaporation process; i.e., carry out the
calculation analogous to (3.39) to (3.49). We again have S, = 3T/3e, but now
T = (8rM) - ' _ T. Following the evaporation process we find M = (n/128) 1/3.
This gives, as expected,
nmax 3T
S = E 3T 87rM = 2 SBek. (3.73)
n=l
In our above application of Srednicki's result, we found that the one space di-
mensional formulation was more relevant, rather than the three space dimensional
one. On the other hand if an observer stands near the horizon of the black hole, she
sees thermal radiation with power in a large number of angular momentum modes.
Then it is possible that by carrying out the above calculations with a different choice
of hypersurface (e.g. with the 'outside' part of the hypersurface corresponding to a
static frame near the horizon) one would find relevant the equation (3.63).
3.8 Discussion
In this chapter we have carried out the computation of Bogoliubov coefficients, stress
tensor and the entanglement entropy for an evaporating black hole. Before one had
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explicit models of evaporating geometries, such quantities had been calculated only in
the absence of backreaction. With backreaction, it is possible to obtain for example
the stress tensor in the region between the event horizon and the apparent horizon.
With regard to the issue of entropy, for the static black hole geometry (i.e., ig-
noring the back reaction and evaporation) a calculation similar in spirit to the cal-
culations of Bombelli et. al. and Srednicki was performed by Frolov and Novikov
[18]. These authors computed the entanglement entropy of the field modes outside
the horizon with the field modes inside the horizon. The quantum fluctuations of the
horizon suggest a short-distance cutoff at the horizon. Using this cutoff, one obtains
an entropy which is of the order of the Bekenstein entropy. Our calculation, on the
other hand, considers the geometry of an evaporating hole. Our cutoff is at Z+: It has
the interpretation of the 'time of switching' of the instrument measuring the Hawking
radiation and is thus related to the temperature of this radiation (see section 3.6).
We find hte entropy of the Hawking radiation to be that computed by Zurek [13],
instead of the Bekenstein value.
Concerning the application of Srednicki's result to the black hole entanglement
entropy, we have made two assumptions. First, we have assumed that the infrared
divergence comes from modes with wavelength very large compared to the system
size; after these modes are removed, the entropy can be split into a contribution from
rightmoving modes and a contribution from leftmoving modes. Second, we assumed
that when we cut the region R out of a line, the entropy of system, say, can be split
into two parts, one coming from each of the two cuts at the two ends of R. What we
do now is offer some heuristic arguments to justify these assumptions.
First we wish to understand the appearance of the logarithmic dependence in the
entanglement entropy. Consider a segment of the real line, 0 < x < I + I2, divided
into two regions near x = I, by a 'cut' of length a << I1, I2. Further, assume I, < 12.
The scalar field we take to vanish at x = 0, x = I, + I2. What is the entanglement
entropy of I, with I2 (with cutoff scale a)?
Suppose I1 = I2. The field modes have wave numbers
k = I n = 1,2,.... (3.74)
The mode k = r/(I1 + I2) is 'shared' between the two sides I1,2, and we assume that
it gives an entropy s. Now consider modes with 1 < n < (I + I 2 )/a. For any scale
w -1 of the wavelength we can make localized wavepackets just as was done in section
6 (eq. (3.38)). The number of such wavepackets is - n. Only the wavepacket that
overlaps both sides of the cut at x = I, contributes to the entanglement entropy; and
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we again take this entropy to be s. (This is an assumption.) Equivalently, we find
that each mode (3.74) contributes to the entropy, which becomes
Il/a I
S I s E- s n (3.75)
a
Now suppose instead that I << 2. For k - 1 >> I, the mode essentially vanishes
over I, and so cannot entangle this region with I2. For wavelengths k- ' < I we
make localized wavepackets in the region 0 < x < ax, a > 1, just as in the discussion
above, and thus find again eq. (3.75), where we note that I, is the smaller segment.
Now we address a more complicated case. We have the segments
* I: 0 < x < I,
* R: I < x < I +R
* 12 I + R < x < I +2 + R .
Let R < < I << I2. I and R are separated by a cut of size al << R, and R and I2 are
separated by a2 << R. We want the entanglement entropy of R with the remainder
(i.e., I U 12). Again, we do not need to consider modes with wavelength k-1 >> I,
since these effectively vanish over R, I1. The modes with R < k - < I give a
contribution S m s in . The modes with k-' < R can be made into wavepackets
that get 'partitioned' at two places; x = I, x = I, + R. These give the contributions
S sln R, Smslin R. Overall, we then get
S s ln-+ s n-+ sn . (3.76)
al a2 R
If al = a2 - a, I = I2 - I, we can write
R I
S m 2s In + sin I (3.77)
a R
which resembles (3.50) with ;2 = -- 21l. The value of s we can fix by the direct
calculation of the entropy in the 1+1 dimensional black hole evaporation preceeding
eq. (3.49). For the modes with k-1 < R, one can clearly make a breakup between
right and left movers. Thus we conclude s = , after doubling up the obtained answer
for the rightmovers alone.
The above gives a heuristic understanding of the entropy of entanglement, which
should be useful in applying the result with a variety of boundary conditions.
In conclusion, we note that the 'exponential expansion' of coordinates near the
horizon gives rise to thermal radiation, as was shown by Hawking. By using the result
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of Srednicki, the same coordinate transformation gives the entanglement entropy pro-
duced by the thermal radiation. Thus we seem to be one step closer to understanding
the nature of black hole thermodynamics.
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Chapter 4
Breakdown of the Semiclassical
Approximation at the Black Hole
Horizon
4.1 Introduction
Since the original papers of Hawking [1, 2] arguing that black holes should radiate
thermally, and that this leads to an apparent loss of information, it has been hoped
that investigations of this apparent paradox would lead to a better understanding
of quantum gravity. Over the last few years, there has been renewed interest in
this general problem. One reason is the construction of 1+1 dimensional models
where evaporating black holes can be easily studied [3]. Another reason is the work
by 't Hooft [4, 5, 6] suggesting that the black hole evaporation process may not be
semiclassical. This idea is based in part on the fact that although Hawking radiation
emerges at low frequencies of order M - ' at I+, it originates in very high frequency
vacuum modes at T- and even close to the black hole horizon, the latter frequencies
being about eM times the Planck frequency [7] (here M is the mass of the black hole
in Planck units). 't Hooft also argues that if the black hole evaporation process is to
be described by unitary evolution, then there should exist large commutators between
operators describing infalling matter near the horizon and those describing outgoing
Hawking radiation [6] despite the fact that they may be spacelike separated.
Recently' Susskind et. al. have argued that the information contained in infalling
matter could be transferred to the Hawking radiation at the black hole horizon, thus
avoiding information loss [9]. A common argument against this possibility is that
This chapter is based on work in collaboration with Gilad Lifschytz, Miguel Ortiz and Samir D.
Mathur which has appeared in Physical Review D51 (1995) 1764.
'Historically, the greatest champions of this view point have been Page [8] and 't Hooft [4, 5].
55
from the perspective of an infalling observer, who probably sees nothing special at the
horizon, there is no mechanism that could account for such a transfer of information.
In response, Susskind suggests a breakdown of Lorentz symmetry at large boosts, and
a principle of complementarity which says that one can make observations either far
above the horizon or near the horizon, but somehow it should make no sense to talk
of both [9].
The 1+1 dimensional black hole problem including the effects of quantum gravity
was recently studied in Ref. [10]. It was found that there are very large commutators
between operators at the horizon, and operators at Z+ measuring the Hawking radi-
ation, agreeing with the earlier work of 't Hooft [6]. Ref. [10] assumes a reflection
boundary condition at a strong coupling boundary. Some natural modifications of
this boundary condition have been studied recently in [11]. De Alwis et. al. [12] have
investigated the semiclassical approximation in canonical quantum gravity, and the
relation of the black hole problem to the issue of time. There have been many other
studies of quantum gravity on the black hole problem, some of which are listed in
[13].
Let us recall the basic structure of the black hole problem [2]. Collapsing matter
forms a black hole, which then evaporates by emission of Hawking radiation [1].
The radiation carries away the energy, leaving 'information' without energy trapped
inside the black hole. The Hawking radiation arises from the production of particle
pairs, one member of the pair falling into the horizon and the other member escaping
to form the Hawking radiation outside the black hole. The quantum state of the
quantum particles outside the black hole is thus not a pure state, and one may
compute the entanglement entropy between the particles that fall into the black hole
and the particles that escape to infinity. It is possible to carry out such a computation
explicitly in the simple 1+1 dimensional models referred to above. One finds [14, 15]
that this entropy equals the quantity expected on the basis of purely thermodynamic
arguments [16].
Such calculations are carried out in the semiclassical approximation, where one
assumes that the spacetime is a given 1+1 dimensional manifold, and the matter is
given by quantum fields propagating on this manifold. How accurate is this descrip-
tion? We wish to examine the viewpoint raised by 't Hooft and Susskind (referred to
above) that quantum gravity is important in some sense at the horizon of the black
hole. To this end we start with a theory of quantum gravity plus matter, and see
how one obtains the semiclassical approximation where gravity is classical but matter
is quantum mechanical. The extraction of a semiclassical spacetime from suitable
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solutions of the Wheeler-DeWitt equation has been studied in [17]. Essentially, one
wishes to obtain an approximation where the variables characterizing gravity are 'fast'
(i.e. the action varies rapidly with change of these variables) and the matter variables
are 'slow' (i.e. the action varies slowly when they change). This separation hinges on
the fact that the gravity action is multiplied by an extra power of the Planck mass
squared, compared to the matter variables, and this is a large factor whenever the
matter densities are small in comparison to Planck density. We recall that the matter
density is indeed low at the horizon of a large black hole (this is just the energy in
the Hawking radiation). One might therefore expect the semiclassical approximation
to be good at the horizon. It is interesting that this will turn out not to be the case,
as we shall now show in a 1+1 dimensional model.
It was suggested in [18] that a semiclassical description (i.e. where gravity is clas-
sical but radiating matter quantum) can break down after sufficient particle produc-
tion. This suggestion is based on the fact that particle creation creates decoherence
[19], but on the other hand an excess of decoherence conflicts with the correlations
between position and momentum variables needed for the classical variable [20].
In this chapter we investigate this crude proposal and find that there is indeed
a sense in which the semiclassical approximation breaks down in the black hole. It
turns out that the presence of the horizon is crucial to this phenomenon, so what we
observe here is really a property of black holes.
Since in black hole physics one is interested in concepts like entropy, informa-
tion, and unitarity of states, it is appropriate to use a language where one deals with
'states' or 'wavefunctionals' on spacelike hypersurfaces, instead of considering func-
tional integrals or correlation functions over a coordinate region of spacetime. In this
description, the dynamical degrees of freedom are 1-geometries, and it is more funda-
mental to speak of the state of matter on a 1-geometry than on an entire spacetime.
Thus, we will need to study the canonical formulation of 1+1 dimensional dilaton
gravity. Recall that in this theory the gravity sector contains both the metric and an
additional scalar field, the dilaton, which together define a 1-geometry. The space of
all possible 1-geometries is called superspace. We assume that our theory of quan-
tum gravity plus matter is described by some form of Wheeler-DeWitt equation [21],
which enforces the Hamiltonian constraint on wavefunctionals in superspace. For
dilaton gravity alone, a point of superspace is given by the fields {p(x), +(x)}. Here
we have assumed the notation that the metric along the 1-dimensional geometry is
ds 2 = e2pdx2 , and is the dilaton. One of the constraints on the wavefunctionals is
the diffeomorphism invariance in the coordinate x. Using this invariance we may re-
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duce the description of superspace so that different points just consist of intrinsically
different 1-geometries. More precisely, choose any value of , say qo. Let s denote
the proper distance along the 1-geometry measured from the point where = o,
with s positive in the direction where decreases. The function +(s) along the 1-
geometry describes the intrinsic structure of the 1-geometry, and is invariant under
spatial diffeomorphisms (we have assumed here for simplicity that is a monotonic
function along the 1-geometry, and that the value qo appears at some point along the
1-geometry). Loosely speaking, we may regard superspace as the space of all such
functions +(s) (for a spacetime with boundary, this description must be supplemented
with an embedding condition at the boundary).
Let us now consider the presence of a massless scalar field f(x). Points of su-
perspace now are described by {0(s),f(q(s))}, and wavefunctionals on this space,
[(s), f(q$(s))], satisfy the Wheeler-DeWitt equation
(Hgravity + Hmatter) IF[0(), f(Q)] = O. (4.1)
We are now faced with the question: How do we obtain the semiclassical limit of
quantum gravity, starting from some theory of quantum gravity plus matter? At
the present point we have only 1-geometries in the description, and we have to
examine how the 1+1 dimensional spacetime emerges in some approximation from
[(s), f(0)]. Obtaining a 1+1 dimensional spacetime has been called the 'problem
of time' in quantum gravity, and considerable work has been done on the semiclassical
approximation of gravity as a solution to this problem [17]. We wish to reopen this
discussion in the context of black hole physics.
In mathematical terms, we have [(s), f(q(s))] giving the complete description
of matter plus gravity. What is the state of matter on a time-slice? If we are given
a classical 1+1 spacetime, then a time-slice is given by an intrinsic 1-geometry O(s)
(plus a boundary condition at infinity). Thus the matter wavefunctional on a time-
slice (s) should be given by
o(8)[f((s))]- IF[0(s), f((s))] , (4.2)
The semiclassical approximation then consists of approximating the full solution of
the Wheeler-DeWitt equation by the product of a semiclassical functional of the
gravitational variables alone, times a matter part which is taken to be a solution
Om(8)[f(q(s))] (4.3)
of the functional Schr6dinger equation on some mean spacetime M (here the func-
tion +(s) is like a generalized time coordinate on M). If any quantum field theory on
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curved spacetime calculation using (4.3) can be used to approximate the result ob-
tained using the exact solution of the Wheeler-DeWitt equation of (4.2), then we say
that the semiclassical approximation is good. On the other hand, if this approxima-
tion fails to work, we conclude that quantum fluctuations in geometry are important
to whichever question it is that we wished to answer.
For the black hole problem, it is appropriate to make a separation between the
matter regarded as forming the black hole, denoted by F(5(s)), and all other matter
f(O(s)). It is then more natural to regard F(O(s)) as part of the gravitational degrees
of freedom, and it is certainly regarded as a classical background field in the derivation
of Hawking radiation using the semiclassical approximation. In this situation we must
be more precise about what we require for the semiclassical approximation to be good.
Assume that the black hole is formed by the collapse of some wavepacket of matter
F, into a region smaller than the Schwarzschild radius. We note that the energy
of this matter wavepacket cannot be exactly M, because an eigenstate of energy
would not evolve at all over time in the manner needed to describe the collapsing
packet. In fact, since the matter will be localized to within the Schwarzschild radius
.U, there will be a momentum uncertainty much greater than 1/M in Planck units,
which leads to an energy uncertainty which must also be much larger than 1/M.
This uncertainty is still quite small, but should nevertheless not be ignored. The
different possible energy values in this range (M,M + AM) where AM > 1/M,
will give different semiclassical spacetimes. For the semiclassical approximation to
]be good for any given computation, it must be independent of which of the slightly
different spacetimes is chosen. Conversely, if the difference in any quantity of interest
becomes significant when evaluated on different spacetimes in the above mass range,
then we cannot use a mean 2-geometry to describe physics, and we should say that
the semiclassical approximation is not good2
Casting this problem in the language of the preceeding paragraphs, we must ask
whether the wavefunctional of matter from the full quantum solution of the Wheeler-
DeWitt equation is well approximated by working on a fixed spacetime M of mass
IAl and ignoring the uncertainty AM in M. Now, suppose that the semiclassical
approximation were a good one when describing the state of matter on a given time-
slice (s). If we consider the different matter states that are obtained on (s) by
taking different values for M, which cannot be clearly distinguished because we are
averaging over the fluctuations in geometry, then these states should not be 'too
2The role of fluctuations in the mass of the infalling matter was also discussed in [10]. Generally,
fluctuations in geometry can also arise from other sources, but we shall ignore these here.
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different' if there is to be an unambiguous definition of the state on the time-slice. This
is a minimal requirement for a semiclassical calculation to be a good approximation
to T[O(s), F(O(s)), f(O(s))].
Let the state of quantized matter obtained by working on M be Om()[f((s))],
where in M the energy of the infalling matter is M. This is a state in the Schr6dinger
representation, and thus depends on the time-slice specified by the function (s) (plus
boundary condition). At slices corresponding to early times (i.e. near Z-, before the
black hole formed) for all spacetimes with mass M in the 'range (M, M + AM), we
fix the matter state to be approximately the same in each spacetime. In terms of a
natural inner product relating states on a common 1-geometry in different spacetimes
(which we define in this chapter), this means that
opm(S)++(9)) t 1 (4.4)
on these early time slices, where M is a spacetime with mass M in the above range.
On each spacetime the matter state evolves in the Schr6dinger picture in different
ways, so that the inner product (4.4) will not be the same on all slices. For the
semiclassical approximation to be good at any given slice, we need that (4.4) hold on
that slice.
Having fixed the matter states on different spacetimes so that they are very similar
at early times, we analyse later time slices to check that this property still holds. Any
slice is taken to start at some fixed base point near spatial infinity. Consider now
a slice that moves up in time near I+ to capture some fraction of the Hawking
radiation. The slice then comes to the vicinity of the horizon, and then moves close
to the horizon, so as to reach early advanced times before entering the strong coupling
domain (see Fig. 1).
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I+
I'
Figure 1: An example of an S-surface, shown in an evaporating black hole
spacetime.
The importance of such slices to the black hole paradox has been emphasized by
Preskill [24] and Susskind et. al. [9] in their arguments relating to information bleach-
ing and to the principle of black hole complementarity. Susskind et. al. conjectured
that the large Lorentz boost between the two portions of the slice should lead to a
problem in the semiclassical description of a black hole. Slices of this type have also
been used in the literature as part of a complete spacelike slicing of spacetime, that
stays outside the horizon of the black hole [22] and captures the Hawking radiation,
and on which semiclassical physics should therefore apply. For these surfaces, which
we shall refer to as S-surfaces, we shall show in this chapter that it is no longer the
case that matter states are approximately the same for different background space-
times. Indeed, even for IM - iil e- M we find that on a 1-geometry +(s) of this
type,
As was argued above, the fluctuations in the mass of the hole must be at least of
order AM > 1/M, so we see that the state of matter on such slices is very ill defined
because of the fluctuations in geometry. This shows that at least one natural quantity
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that we wish to consider in black hole physics, the state of matter on what we have
termed an S-surface, is not given well by the semiclassical approximation.
The plan of this chapter is the following. In section 4.2 we review the CGHS
model, and give some relevant scales. In section 4.3 we study the embedding of 1-
geometries in different 1+1 dimensional semiclassical spacetimes. In section 4.4 we
compare states of matter on the same 1-geometry, but in different spacetimes. Section
4.5 is a general discussion of the meaning of these results and of possible connections
to other work.
4.2 A review of the CGHS model
There follows a quick review of the Callan-Giddings-Harvey-Strominger (CGHS)
model [3], with reference to the Russo-Susskind-Thorlacius (RST) model [23] which
i ncludes back-reaction and defines some relevant scales in the CGHS solution. Al-
though all calculations in this chapter are for a CGHS black hole, the general features
of the results that are derived are expected to apply equally well to other black hole
models in two and four dimensions.
The Lagrangian for two dimensional string-inspired dilaton gravity is
SG 2 dxdt e - 2 [R + 4(V) 2 + 4A2] (4.5)
where +(x) is the dilaton field and A is a parameter analogous to the Planck scale.
Writing
ds2 = -e 2Pdx+dx -
where x = t x are referred to as Kruskal coordinates, (4.5) has static black hole
solutions
e-2and a linear e-2 _ 2 + (4.6)
and a linear dilation vacuum (LDV) solution with M = . More interesting is the
solution obtained when (4.5) is coupled to conformal matter,
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singularity
-c o
Figure 2: The Penrose diagram of the CGHS solution.
S 1=SG- J dxdt g (Vf) 2,
where f is a massless scalar field. A left moving shock wave in f giving rise to a stress
tensor
1+fa+f = MS(x+ - 1/A)
yields a solution
e-2 p = -= _-(Ax+ - 1)O(x + - 1/A)- A2 x+- (4.7)
representing the formation of a black hole of mass M/A in dimensionless units (the
Penrose diagram for this solution in shown in Fig. 2). For Ax+ < 1 (region I), the
solution is simply the LDV, whereas the solution for Ax+ > 1 (region II),
e-2p = e-2 M Ax+ (Ax-+ M)
is a black hole with an event horizon at Ax- = -M/A.
It is possible to define asymptotically flat coordinates in both regions I and II. In
region I, we define
Ax+ = e y+ Ax = e-y- (4.8)
A
and in region II we introduce the "tortoise" coordinates Aaa:
Ax+ = eA+, x- + =-e- - . (4.9)
+X
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The coordinate y- is used to define right moving modes at 2. To define left moving
modes at IR we can use either y+ or oa+. As (4.8) and (4.9) tell us, both coordinates
can be extended to I U II so that y+ = a+. It is easy to see that as - oc or as
y -+ o, p - -o. Notice also that e plays the role of the gravitational coupling
constant in this theory. It is generally believed that semiclassical theory is reliable
in regions where this quantity is small. At infinity e -+ 0, and so this is a region
of very weak coupling. Even at the horizon, e = VAM is small provided that the
mass of the black hole is large in Planck units (M/A > 1). This is assumed to be the
case in all calculations so that the weak coupling region extends well inside the black
hole horizon.
One virtue of this two dimensional model is that it is straightforward to include
the effects of backreaction by adding counterterms to the action S. This was first
done by CGHS, but a more tractable model was introduced by RST who found an
analytic solution for the metric of an evaporating black hole. However, the RST
model still exhibits all the usual paradoxes associated with black hole evaporation
(for a review see [24, 25]).
coupling
region
0
io
0
Figure 3: The Penrose
scales shown.
diagram of the RST solution with some approximate
Although we will carry out our calculations in the simpler CGHS model, the RST
solution (whose Penrose diagram is shown in Fig. 3), is a useful guide for identifying
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certain scales in the evaporation process. These can be usefully carried over to a
study of the CGHS solution, and serve to determine the portion of that solution that
is unaffected by backreaction: The time scale of evaporation of the hole as measured
by an asymptotic observer is tE ' 4M in Planck units; the value of x- at which a
proportion r of the total Hawking radiation reaches I + is Ax- = -M(1 + e-4rM/A)/A
(by this we mean that the Hawking radiation to the right of this value carries energy
rM); the value of x+ , for x- = xp, which corresponds to a point well outside the
hole, in the sense that the curvature is weak and the components of the stress tensor
are small is Ax+ = Me4rM/AX/ provided that Ax+ > e2M/' . On the basis of these
scales, we can define a point P at (Ax+, Axe) as defined above, located just outside
the black hole, in the asymptotically flat region, and to the left of a proportion r of
the Hawking radiation.
4.3 Embedding of 1-geometries
In this section, we shall compare how a certain spacelike hypersurface may be
embedded in collapsing black hole spacetimes (4.7) of masses M (denoted by M) and
l/ = M + AM (denoted by M), where AM is a fluctuation of at most Planck size.
In 1+1 dimensional dilaton gravity models an invariant definition of a 1-geometry
is provided by the value of the dilaton field +(s) as a function of the proper distance s
along the 1-geometry, measured from some fixed reference point. For spacetimes with
boundary, such as the black hole geometries in the CGHS model, this reference point
may be replaced by information about how the 1-geometry is embedded at infinity.
It is natural to regard asymptotic infinity as a region where hypersurfaces can be
nailed down by external observers who are not a part of the quantum system we are
considering. We impose the condition that 1-geometries in different spacetimes should
be indistinguishable for these asymptotic observers, ensuring that the semiclassical
approximation holds for these observers. This condition and the function +(s) are
enough to define a unique map of E from M to M.
It is important to point out at this stage that it is possible that this map is not
well defined for some M, in the sense that there may exist no spacelike hypersurface
in M with the required properties. For the surfaces we consider, this issue does not
arise. Further, it can be argued that there is no important effect of this phenomenon
on the state of the matter fields, at least as long as one is away from strong curvature
regions. (To see this it is helpful to use the explicit quantum gravity wavefunction
for dilaton gravity given in [26]). For this reason we shall ignore all spacetimes M
65
where does not fit.
Given an equation for YAM,
Ax- = f(Ax+ )
and expressions for p(x+,x - ) and (x+,x- ) in M and p(x+, -) and (x+,Y- ) in
M, we determine the corresponding equation for zM,
Ax- = f(Ax+)
by requiring that (s) = (s) and similarly d/ds(s) = d/d(sg) (it is if these
equations have no real solution for a given M that we say that 5 does not fit in M).
These conditions require one boundary condition which fixes EM at infinity, and this
may be chosen in such a way that the equations for M and EM are the same in
asymptotically flat (tortoise) coordinates sufficiently far from the black hole.
We shall demonstrate that while most surfaces embed in very slightly different
ways in spacetimes M and M with masses differing only at the Planck scale, there
is a special class of surfaces for which this is not true (what we mean by embeddings
being different will be discussed later). These are the S-surfaces which catch both
the Hawking radiation (the Hawking pairs reaching 1+, but not those ending up at
the singularity) and the in-falling matter near the horizon (see Fig. 1). It is useful
to give an example of such surfaces. A straight line in Kruskal coordinates xz going
through a point P (Me4 rM/A/A, -M(1 + e-4rM/A)), is a line of this type, catching
a proportion r of the outgoing Hawking radiation, provided the slope of the line
is extremely small - of order e- 8rM/ X. The smallness of this parameter will play an
important role in our discussion. Although the line is straight in Kruskal coordinates,
it will, of course, look bent in the Penrose diagram, ending up at io. Far from the
horizon, these lines are lines of constant Schwarzschild time At = 4rM, giving an
interpretation for minus one half the logarithm of the slope in terms of the time at
infinity.
It is worth pointing out that the map from a surface EM in M to the corresponding
surface EM in M defines a map from any point Q on ZM to a point Q: on E in
MA. Any other choice of surface -M in M passing through Q maps Q to a different
point Q- in M. This uncertainty in the location of a point Q in M gives a geometric
way of defining the fluctuations in geometry around Q. Generally, we may expect all
the images of Q in M to lie within a small region of Planck size. However, we shall
see below that this is not the case near a black hole horizon.
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4.3.1 Basic Equations
Here we present the basic equations describing the embedding of E. In a collapsing
black hole manifold M of mass M (4.7), it is convenient to define as
Ax- = f(Ax +) - M/A.
If we use Kruskal coordinates x to describe E in a black hole manifold M of mass
.li as
Ax- = f(Ax+) - M/,
then in region II of (4.7)
M l xI 
- Ax+f(Ax+) = - A+f(+ ) (4.10)
f + Ax+f' f + +f (4.11)
where prime denotes a derivative with respect to the argument. The first equation is
the requirement of equal +(s) and the second of equal dq/ds(s).
Once we identify the embedding of E in M, we can then identify points in both
spacetimes by the value of s on E. This identification may be described by the function
xt+(x+ ) between coordinates on E in each of the spacetimes. To solve the equations
(4.10) and (4.11), for x+(x+), differentiate (4.10) by x+ and divide by (4.11), to get
dx+ '
Another combination of these equations gives
J--fi= -(f + Ax+f') ± /(f - Ax+f')2 - 4zAMf'/
where AMlI = M- M. Combining both equations,
ln(A+) =2 f d(Ax+) 
-
f (4.12)(f + Ax+f') T /(f - Ax+f')2 - 4AMf'/A
which is a general expression for +(x+) for any E. Similarly, if we label the one
geometry by Ax+ = g(z-) where z- = Ax- + M/A (using the notation g = f-l), we
find an analogous expression for -(x-):
ln(Ax- + M/A) = 2 dz- g (4.13)(g + z-g') T 4/(g - z-g')2 - 4AMg'/A
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In (4.12) and (4.13), the sign of the square root is determined by requiring that as
AM tends to zero we get x+ = x. From these equations one can construct the
corresponding one geometry in M. In order for the solution to make sense, the
expressions inside the square root must be positive. This condition is a manifestation
of the fitting problem mentioned above.
4.3.2 A large shift for straight lines
For simplicity, we focus our attention on lines that are straight in the Kruskal coordi-
nates x. Below we present a quick analysis of the embedding of these 1-geometries
in neighbouring spacetimes. In the next subsection a more detailed treatment will be
given.
Consider the line E defined in M by the equation
Ax- = f(Ax +) - = -a 2 + + b.
It is easy to see that as a consequence of (4.10) and (4.11), the function f(AX+)
describing the deformed line in Kruskal coordinates on M must also be linear. This
is a helpful simplification. Let us write the equation for E in M. as
M 2A -- = f(Ax+) )- = _2 AX+ + b
The parameters b and b are related by
(b + M/A) 2 4AM (b + M/A) 2 (4.14)
- + a 2
It is useful to define another quantity 6, so that E crosses the shock wave, (Ax+ = 1)
in M at Ax- = -M/A - 6 (i.e. 6 = 2 - b - M/A). We then find from equation
(4.12) that
2cA + = 2aAx+ + 6/a - a ± (a2 - 6)2/a 2 + 4AM/A
We still have a free parameter a. The way to fix it is by imposing the condition
that should be the same for an asymptotic observer at infinity, meaning that as
expressed in tortoise coordinates or a, E should have the same functional form up
to unobservable (Planck scale) perturbations. This may be achieved, as we will see
later, simply by picking a point on E in M, call it x +, and demanding that both lines
have the same value of X at the point x+ = + = x+. Then
= a + 6/a - a ± (a2 6)2/a2 + 4AM/A (4.15)
'24
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Taking x0 -- co fixes the line at infinity. The result does not depend on whether we
take xo -* oo or just take it to be in the asymptotic region x0o > Me 2M/A/A.
We can actually derive some quite general conclusions about how the embedding
of E changes from M to M from (4.14) and (4.15). Let us split the possible E's into
three simple cases, for any value of a and 6 (recall that LAM/Al < 1):
1. (a 2 6)21/a2 > 4AM/A
In this case
a = a
and
AM
Ax+ = Ax+ +A(
2. (a2 - 6)2 /a 2 < 4AM/
For AM/A > 0 (this is taken to avoid fitting problems)
a = a
and
AX+ = Ax+ i AM/
a
3. (a2 _ 6)2/a2 4M/A
Again AM/A > 0 , and we find a similar result
a = a
and
Ax+ Ax+ iM /A
a
In the last two cases the sign ± depends on the sign of a 2 - 6.
The above results all show that the slope & of the line in M is virtually identical
lo the slope a in M (identical in the limit x0 --+ o). It is also the case that the
position of the line in the x- direction is almost the same in M and M. However,
for lines with small values of a and , there is a large shift in the location of the
line in the x+direction in A74 relative to its position in M. The lines for which this
effect occurs are precisely the S-surfaces that we have discussed above. These were
defined to have a2 Me-sM//A, and 0 < 6 < Me-4 rM/A, which are both small
enough to compensate for the AM in the numerator in the expressions above. The
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large shift, and the fact that it occurs only for a very specific class of lines, precisely
the S-surfaces which capture both a reasonable proportion of the Hawking radiation
and the infalling matter (see Fig. 1), is the fundamental result behind the arguments
presented in this chapter. The fact that only a special class of lines exhibit this effect
is reassuring, as it means that any effects that are a consequence of this shift can only
be present close to the black hole horizon.
4.3.3 Complete hypersurfaces
So far we have not taken the hypersurfaces to be complete, i.e., we have not done
the full calculation of continuing them to the LDV and finishing at infinity in the
strong coupling regime. We will now perform the full calculation for a certain class of
hypersurfaces. They will provide us a convenient example (for calculational purposes)
for use in section 4, where we will discuss the implications of the large shift on the
time evolution of matter states.
We choose, for convenience, to work with a class of hypersurfaces that all have
dq/ds = -A:
-a2Ax+2c -2 -M (Ax+ > 1)
Ax 2 A (4.16)
These lines are of type 1 ((a2-6)2/a2 > 4AM/A) discussed in section 3.2. They have
one free parameter, the slope a2. At spacelike infinity, these lines are approximately
constant Schwarzschild time lines, a° = -Ina, and for different values of a, they
provide a foliation of spacetime in a way often discussed in the literature [22] in the
context of the black hole puzzle. They always stay outside the event horizon, and
they cross the shock wave at a Kruskal distance 6 = 2aM/A + a 2 from the horizon.
After crossing the shock wave they continue to the strong coupling region. For an
early time Cauchy surface, the parameter a 2 is arbitrarily large (a 2 -, oo would
make the lines approach I-). As a 2 becomes smaller, the lines move closer to the
event horizon. Finally, as a2 - 0, the upper segment asymptotes to 1+ and to the
segment of the event horizon above the shock wave. This is illustrated in Fig. 4. We
are mostly interested in the S-surfaces that catch a ratio r of the Hawking radiation
emitted by the black hole, which fixes the value of a. For r not too close to 1, the
S-surfaces are well within the weak coupling region.
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io
Figure 4: Examples of the complete slices of Sec. 3.3.
We want to find the location of the above lines in a black hole background with a
mass M = M + ,AM. It is easy to see that in the new background, the lines
MM
-a2X + - 2a - M (Ax+ > 1)
Ax: -· (4.17)
- a+ A Ax+ (Ax+ < 1)
also satisfy dq/ds = -A. We only need to identify the new slope &2 in terms of the
old one, and as before, this is given by the boundary conditions at infinity. Requiring
A+ = ae+, where a+ is the tortoise coordinate defined in (4.9), yields
a ( + g A e-
If we also want to require Ado = ao, we need to do the fixing at infinity, which of
course sets
a = 
After fixing the a± coordinates at infinity, we may check that a; and oa do not differ
appreciably as we approach the point P (still considered to be in the asymptotic
region) along an S-surface. Taking a _ e- 4rM/A and P to be at Ax+ Me4 rM/A/A,
Ax - -M/A - Me- 4 rM/A /A as before, we find that at P
h + - + iM (e 1/2 (4.18)
'AM
Pa-ao P 2M '
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which is a small deviation. We conclude that if we had fixed the surface at P instead
of infinity, all results would be qualitatively unchanged, as one would expect.
We can now compute the relationship between Ax+ and Ax+. As we saw in the
previous subsection, the points in the original line get "shifted" by a large amount in
the new line. It is easy to see that
X+ = Ax+ +-- (4.19)
aM A
Ax+ - 2A M (4.20)
For instance, for a e-4rM/, AM/ A A/M the shift is of the order of
X-+ - Ax+ 2 e4rM/ 
which is huge. Even for AM/A e- M /X, the shift can be extremely large. As we will
see in section 4, instead of the relations Ax+ = Ax+(Ax+), we will be interested in
the induced relations between the asymptotically flat coordinates A+ and AO+, and
Ay- and y-. A huge shift in the Kruskal coordinate close to the shock wave will
correspond to a big shift in the coordinate Aa+, in which the metric is flat at ZR. As
a consequence, the relation between Ad+ and Ao+ is nonlinear, as we will discuss in
the next section.
Finally, let us mention an immediate consequence of this large shift in the x+
direction. The map of an S-surface from M to M74 induces a map from a point Q
close to the horizon to a point Q which is shifted a long way up the horizon in terms
of Kruskal coordinates. A similar map induced by other surfaces through Q which are
not S-surfaces will not shift Q by a large amount. We therefore see the presence of
large quantum fluctuations near the horizon in the position of Q in the sense defined
above. These large fluctuations are already a somewhat unexpected result.
4.4 The state of matter on E
We have seen in the previous section in some detail the large shift that occurs in the
x+ direction when we map a S-surface E from a black hole spacetime M to one with
a mass which differs from M by an extremely small amount, even compared with
the Planck scale. This appears to be a large effect, capable of seriously impairing
the definition of a unique quantum matter state on E in a semiclassical way. There
are, however, many large scales in the black hole problem, and it is premature to
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draw conclusions from the appearance of this large shift in the Kruskal coordinates,
without verifying that there is a corresponding shift in physical (coordinate invariant)
quantities. An absolute measure of the shift is given by the asymptotic tortoise
coordinate a+ at ZR. The exponential relationship between x+ and a+ implies that
the shift is of Planck size for an x+ far from the shock wave (x+/x + 1, where xp
is again as defined at the end of section 4.2), and there is no reason to expect this to
give rise to a large effect. However, for lx/+ < 1 (close to the horizon), the shift
in Aa+ is of order M/A, an extremely large number. This implies that the shift is
macroscopic in the sense that, for example, matter falling into the black hole some
fixed time after the shock wave will end up at very different points on Z, depending
on whether we work in M or M. Similarly, identical quantum states on IR should
appear very different on E in the two cases, meaning that the matter state on is
strongly correlated with the fluctuations in geometry.
The heuristic arguments above suggest that the expectation values of local opera-
tors can be very different for states in M and M that appear identical on 2- (where
there is a fixed coordinate system through which to compare them). In this section,
we will attempt; to make the notion of different quantum states of matter on more
precise, allowing us to estimate the scale of entanglement between the matter and
spacetime degrees of freedom. In order to do this, it is necessary to have a criterion
to quantify the difference between two semiclassical matter states living in different
spacetimes M and M, that are identical on I- and are then evolved to E. Rather
than look at expectation values of operators, we construct an inner product
between Schr6dinger picture matter states on the same E through which states on M
and MA can be compared. The inner product makes use of a decomposition in modes
defined using the diffeomorphism invariant proper distance along , through which
the states can be compared. Details of this construction can be found in Appendix
A.
An important feature of the inner product is that for a Planck scale fluctuation
_AM and for states 1, M) and , AM) that are identical on 2- it can be checked that
(0, , M 14, , M) 1 (4.21)
on any generic surface E that does not have a large shift. This is a necessary condi-
tion for the consistency of quantum field theory on a mean curved background with
a mass in the range (M, M + SM): If states on M and Ai4 are orthogonal on ,
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this is an indication that the approximate Hilbert space structure of the semiclassi-
cal approximation is becoming blurred due to an entanglement between the matter
and gravity degrees of freedom. Using the inner product, we now show that matter
states become approximately orthogonal on S-surfaces for extremely small fluctua-
tions AM/A . e-4'rM/ in the mass of a black hole, dramatically violating condition
(4.21).
In general the states that we wish to compare are most easily expressed as Heisen-
berg picture states on M and M, and the prospect of converting these to Schr6dinger
picture states, and evolving them to E is rather daunting. As explained in Appendix
A, there is a short cut to this procedure. For the states we are interested in (those
that start as vacua on I-) the basic information needed for the calculation of the
inner product is the relation induced by +(s) on E between the tortoise coordinates
on M and M, namely + = a+(a+). This allows us to compute the inner prod-
uct between the Schr6dinger picture states by computing the usual Fock space inner
product between two different Heisenberg picture states, defined with respect to the
modes e- iwa+ and e- iW+ . The latter inner product is given in terms of Bogoliubov
coefficients. It should be stressed that this is just a short cut, and that the inner
product depends crucially on the surface E, which is seen in the form of the function
a+ = + (+).
We will study the overlap
(O in, E,M10 in, E, M) (4.22)
where 10 in, E, M) is the matter Schr6dinger picture state in spacetime M on the
hypersurface which was in the natural left moving sector vacuum state on IR. We
shall also use this quantity to estimate the size of AM = ( - M) at which the
states begin to differ appreciably. To evaluate the inner product (4.22), we first need
to find the induced Bogoliubov transformation
/00
vW = dwo'[ awWw + /3wwvW: ] (4.23)
between the in-modes
, e-a (4.24)
1 _-iwo+
where a + and a+ are related by an induced relation
a+ = a+(a+ ) . (4.25)
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Let us derive the relation (4.25) above, for the example of Section 3.3. As (4.20)
shows us, the shift AX+ - Ax+ can become large and Ax+ above the shock wave maps
to AX+ further above3 the shock wave. As Ax+ comes closer to the shock wave and
crosses to the other side, the image point A + can still be located above the shock
wave. Only when Ax+ is low enough under the shock wave, does Ax+ also cross the
shock and go below it. Thus, the relation between the coordinates is split into three
regions:
MaAx+- +A = aAx +
(o!+4>X+= (apt( M~~Ay Ax±(a 3
(Ax + > 1)
( M
(1 Ax >Ax+ >O
x+ a /
Rewriting (4.26) using the asymptotic coordinates, we then get the relation (4.25):
Ao+ =
(0 > Xa+)
where
This coordinate tr nsformation is illustrated in Fig. 5.
This coordinate transformation is illustrated in Fig. 5.
3 For simplicity, we will consider only the case AM < 0 in this section. The conclusions will not
depend on this assumption.
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. (4.26)
) ] (A+ > Al+)
1-4)] (>al+ M Ai+ >0)
+ - (A&+ >Ao,+>o) , (4.27)
(4.28)
Figure 5: A graph of the function A+(Aa+). The vertical axis = Ad+, the
horizontal axis = Aa+ . The part of the graph to the right (left) of the vertical
axis corresponds to both points being above (below) the shock wave. (The
interpolating part is in the region A + E (-0.0013,0) so the plot coincides
with a segment of the vertical axis in the figure). The values M/A = 20, AM/A
= -1/20 and r = 1/2 were used in the plot.
As can be seen, in the first region (which corresponds to both points being above
the shock) the transformation is logarithmic. On the other hand, in the third region
when both points are below the shock, the transformation is exactly linear. The form
of the transformation for the interpolating region when the other point is above and
the other point below the shock should not be taken very seriously, since it depends
on the assumptions made on the distribution of the infalling matter. For a shock
wave it looks like a sharp jump, but if we smear the distribution to have a width
of e.g. a Planck length, the jump gets smoothened and the transformation becomes
closer to a linear one.
The Bogoliubov coefficients are now found to be
,,, = 2,' V II + ' (4.29)
1 w
/ww - 2w
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where I, are the integrals
I= - da+ e-iw+(+) :iw'e+ (4.30)
-00oo
Substituting the relations (4.27) above, we get
I, = d&+ exp {-iln [e+ - ( - iw'&+} (4.31)
+ da+ exp {-iln K e + + i +}
0aa+ /- V
+ d-+ exp {i&+ - i-ln [+ ] - i'+}
-- I~5,(1)+ I,(2) + I,(3)
To identify the first integral, introduce first
_---- 1 + -\ -- = e (4.32)
and change the integration variable from Aa+ to Ay,
)Ae- x y - e x°+ . (4.33)
We now find that
Iwh (l)=e'/Ai / dy exp i)] }, (4.34)
where
1
C 1 1 (4.35)
Now we can recognize the integral to be the same as discussed in [14]. This integral
can be identified as an incomplete -function. However, it is also possible to make
the standard approximation of replacing the integrand by its approximate value in
the interval Ay E (-1, 0) [1, 14, 27]. Note that this interval corresponds to a region
Ao+ E (0,ln[(e - 1)AA + 1]). The latter can be large: for AA eM/A it has size
- M/A. Indeed, comparing with (4.20) we notice that A - 1 is equal to the shift
Ax+ - Ax+ above the shock, which could become exponential. So we can use
IW(1) * A\A'wi/, dy exp -i- ln [-AAAy] iw'y . (4.36)
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As discussed in [27], this leads to the approximate relation
I+ (l)-em/> (I1w,(l)) (4.37)
for the integrals.
The logarithm in (4.36) implies that I!,,(1) contributes significantly in the regime
WI' - > 1. Since the coordinate transformation (4.27) was exactly linear in the third
region and we argued that smearing of the incoming matter distribution smoothens
the "interpolating part" in the second region, we can argue that IA,(2) and I,,(3) are
negligible in the regime w' - w > 1. Therefore, in this limit I ,(1) is the significant
contribution, and a consequence of (4.37) is that the relationship of the Bogoliubov
coefficients is (approximately) thermal,
ce, e -e / /3w , (4.38)
with "temperature" A/27r. Let us emphasize that the "temperature" itself is inde-
pendent of the magnitude of the fluctuation AM. Rather, it is the validity of the
thermal approximation that is affected: the larger the fluctuation AM is, the better
approximation (4.38) is. Also, the region of Aa+ which corresponds to (4.38) becomes
larger. Consequently, the inner product between 10 in, A, M) and 10 in, E, M) can be-
come appreciably smaller than 1. We refer to this as the states being "approximately
orthogonal", we will elaborate this below.
Let us now calculate the inner product (4.22). As was explained before, we have
related this inner product to an inner product between two Heisenberg picture states
related by the above derived Bogoliubov transformation. For the latter inner product,
we can use the general formula given in [30]. We then find (see Appendices):
I1( in, , M1O in, , M)12 = (det(1 + /3t)) - 2 (4.39)
We can now make an estimate of the scale of the fluctuations for the onset of the
approximate orthogonality. As a rough criterion, let us say that as
1
I(0 in, ,MIO in, ,.M) 2 < - , (4.40)
where -y e, the states become approximately orthogonal. As is shown in Appendix
B, the states become approximately orthogonal if
I M f , 48 A (4.41)
A X x
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where a is the (square root of the) slope. If the lines do not catch the Hawking
radiation, a > 1, then the fluctuations are not large enough to give arise to the
approximate orthogonality and therefore (4.21) is satisfied. On the other hand, if the
lines catch the fraction r of the Hawking radiation, a e-4rM/A and the fluctuations
can easily exceed the limit. (Recall that M/A > 1, so a is the significant factor.) Note
that the criterion (4.41) has been derived for the example hypersurfaces of section
3.3. However, the more general result for any S-surface of the types 1-3 of section 3.2
can be derived equally easily. In general the right hand side of (4.41) will depend on
both the slope a2 and the intercept4 6. The physics of the result will remain the same
as above: for the S-surfaces the approximate orthogonality begins as the fluctuations
AM/A satisfy ln(A/AM) - M/A.
One might ask what happens to the "in"-vacua at IL related to the rightmoving
modes e- iw y - , e- i w- . We can similarly derive the induced coordinate transformations
between the coordinates AX- and Ay-. This coordinate relation is virtually linear,
and therefore the 3 Bogoliubov coefficients will be m 0 and the vacua will have overlap
,m 1. Thus the effect is not manifest in the rightmoving sector.
4.5 Conclusions
Let us review what we have computed in this chapter:
It is widely believed that the semiclassical approximation to gravity holds at the
horizon of a black hole. We have computed a quantity that is natural in the con-
sideration of the black hole problem, and that does not behave semiclassically at the
horizon of the black hole. This quantity is the quantum state of matter on a hyper-
surface which also catches the outgoing Hawking radiation. The crucial ingredient
of our approach was that when we try to get the semiclassical approximation from
the full theory of quantum gravity, the natural quantity to compare between different
semiclassical spacetimes is the same 1-geometry, not the hypersurface given by some
coordinate relation on the semiclassical spacetimes. By contrast, in most calculations
done with quantum gravity being a field theory on a background two dimensional
spacetime, one computes n-point Greens functions, where the 'points' are given by
chosen coordinate values in some coordinate system. For physics in most spacetimes,
the answers would not differ significantly by either method, but in the presence of a
black hole the difference is important.
4 Recall that the hypersurfaces of section 3.3 had 6 = a2 + 2ac/M7i so the rhs of (4.41) depends
only on a.
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We computed the quantum state on an entire spacelike hypersurface which goes up
in time to capture the Hawking radiation, but then comes down steeply to intersect the
infalling matter in the weak coupling region nearthe horizon. We found that quantum
fluctuations in the background geometry prevent us from defining an unambiguous
state on this S-surface. Matter states defined on an S-surface, evolved from a vacuum
state at I-, are approximately orthogonal for fluctuations in mass of order e- M or
greater, a number much smaller than the size of fluctuations expected on general
grounds.
One can expand the solution of the Wheeler-DeWitt equation in a different basis,
such that for each term in this basis the total mass inside the hole is very sharply
defined. If one ignores the Hawking radiation, then one finds that for such sharply
defined mass the infalling matter has a large position uncertainty and cannot fall into
the hole. Thus one may say that if one wants a good matter state on the S-slice, then
the black hole cannot form. Any attempt to isolate a classical description for the
metric while examining the quantum state for the matter will be impossible because
the 'gravity' and matter modes are highly entangled. It is interesting that if we try
to average over the 'gravity states' involved in the range M -, M + AM, we generate
entanglement entropy between 'gravity' and matter. This entropy is comparable to
the entanglement entropy of Hawking pairs.
The computations of sections 4.3 and 4.4 show that the states on an S-surface
differ appreciably in the region around the horizon. However, to calculate any local
quantity close to the horizon, we could equally well have computed the state on
spacelike hypersurfaces passing through the horizon without reaching up to Z+ . On
these surfaces we would find an unambiguous state of matter for black holes with
masses differing on the Planck scale. This feature may signal that an effective theory
of black hole evaporation might not be diffeomorphism invariant in the usual way. It
also indicates that the breakdown in the semiclassical approximation is relevant only
if we try to detect both the Hawking radiation and the infalling matter. Susskind has
pointed to a possible complementarity between the description of matter outside the
hole and the description inside. 't Hooft and Verlinde et. al. have expressed this
in terms of large commutators between operators localized at 1+ and those localized
close to the horizon. These notions of complementarity seem to be compatible with
our results. It is interesting that we have arrived at them with minimal assumptions
about the details of a quantum theory of gravity.
It should be mentioned that although every spacelike hypersurface that captures
the Hawking radiation and the infalling matter near the horizon gives rise to the effect
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we have described, a slice that catches the Hawking radiation, enters the horizon high
up, and catches the infalling matter deep inside the horizon can be seen to avoid the
large shift. It seems that the quantum state of matter should be well defined on
such a slice. The significance of this special case is not yet clear to us, although it is
interesting that this type of slice appears to catch not only the Hawking pairs outside
the horizon, but also their partners behind the horizon.
Our overall conclusion is that one must consider the entire solution of the quantum
gravity problem near a black hole horizon, in particular one must take the solution
to the Wheeler-DeWitt equation rather than its semiclassical projection. We believe
that the arguments we have presented can be applied equally well to black holes in
any number of dimensions.
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4.6 Appendix A
In this appendix we shall explain the construction of a natural inner product relating
states of a quantum field defined on different spacetimes in which the same hypersur-
face E is embedded. Clearly the Schr6dinger picture allows us to compute the value
of a state on any hypersurface E in the form
II[f(x), to]
where in the chosen coordinate system Z is the surface t = to. There is of course
a tIamiltonian operator which is coordinate dependent, and which in the chosen
coordinate system specifies time evolution on constant t hypersurfaces:
H[f(x), 7f(x), x,t]T = is
We shall assume that the evolution of a state is independent of the coordinate system
used, in the sense that a state on a Cauchy surface El is taken to define a unique
state on a later surface E2. This may not always be the case [28], but we will ignore
such problems in our reasoning.
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In quantum field theory on a fixed background, there is an inner product on the
space of states on any hypersurface E. However, in order to use this inner product to
compare states in different spacetimes, it is necessary to find a natural way of relating
two states defined on E without reference to coordinates. A natural way of doing this
is to use the proper distance along E to define a mode decomposition, and to compare
the states with respect to this decomposition.
Define
a(k) = ]+ eiks f(X(S)) f( ()))
at(k) = | ds e iks (kf(X())-f ( )) (4.42)
so that [a(k), at(k')] = 6(k- k'). It is then straightforward to define the familiar inner
product on the corresponding Fock space. An easy way to picture the Fock space in
this Schr6dinger picture language is to transform to a representation I[at(k), t], in
which a(k) is represented as 6/Sat(k). The "vacuum" state, annihilated by all the
a(k), is just the functional I = 1, and excited states arise from multiplication by
at(k). The inner product is
(1, ,i2)= J k da(k)dat(k) (, [at(k). t])* 2[at(k), t]exp [- dk a(k)at(k)]
(4.43)
where (at(k))* = a(k) [29].
We could carry out the same construction for any coordinate x on Z, and the inner
products would necessarily agree. However, the operators a(k) and at(k) constructed
using proper distance are special, in that we shall say that two states M[f(x), tl] and
EM [f(x), t2] defined on different spacetimes M and M but on a common hypersurface
located at tM = tl or t = t2, are the same if they are the same Fock states with
respect to this decomposition. If they are not identical, their overlap is given by the
Fock space inner product (4.43), and this is what is meant in Section 4 by
(01 , M 1, E, AdM) 
Having defined an inner product between two Schr6dinger picture states on dif-
ferent spacetimes, we want to extend it to Heisenberg picture states on M and M,
since these are the kind of states we are used to working with in quantum field theory
in curved spacetime. The inner product we have just defined can be used to relate
Heisenberg picture states by transforming each of the states to the Schr6dinger pic-
ture, evolving them to the common hypersurface E, and computing the overlap there.
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It is useful to have a short-cut to this computation. In order to achieve this, we first
relate a Schr6dinger picture state [at(k), to] to a Heisenberg picture state TI[at(k)],
where now the a(k) are associated with mode functions on M not E: First choose
coordinates (x, t) on the spacetime such that the metric is conformally flat, that is
a constant time slice, t = to, and that the conformal factor is unity on E. Using these
coordinates, we can compute the Hamiltonian, which by virtue of two dimensional
conformal invariance is free
H = J dx(r' + (f) 2).
We pick a mode basis defined by
a(k) = eikx Wkf() + f())
at(k) = dx e -ik (kf (x) - sf(x)
so that on E this is precisely the proper distance mode decomposition. In terms of
these modes, the Hamiltonian is simply given by
H = Jdkwkat(k)a(k)
so that transforming the operators a(k) and at(k) to the Heisenberg picture simply
gives
a(k, t) = eiwk(t-to)a(k), at(k, t) = e-i'k(t-tO)at(k)
and
f(x, t) = f ; (a(k)eik + at(k)eik.x)
Correspondingly the Schr6dinger picture state Ti[at(k), t] is identical in form to the
.Heisenberg picture state: [at (k)] =- [at(k), t]t=tO. We may repeat this procedure
on another spacetime M, again defining modes on M so that TM [at(k)] is identical
to the Schr6dinger picture state on SM. Then, the inner product (4.43) serves as
an inner product for Heisenberg picture states '/M[at(k)] and TQ[at(k)] living on
spacetimes M and M.
Now in order to compare a Heisenberg picture state M[at(k)] to any other
Heisenberg picture state on M, we may make use of standard Bogoliubov coeffi-
cient techniques. Consider another state defined in the Heisenberg picture in terms
of mode-coefficients related to modes vp(x, t) on M. Let us suppose that we associate
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operators b(p) and bt(p) with the modes vp(x, t). Then
b(p) = E [kpa(k) + kpat(k)]
bt(p) = E [Ikpa(k) + ac at(k)] (4.44)
k
where
Cakp = -i dxfk(x, t)Otv(x, t), /3kp = i dxfk(x, t)tvp(x, t).
Here fk(x,t) = e-ik' x/q-Wk- are the modes defining the a(k).
We may perform a similar calculation on a neighbouring spacetime MA, also con-
taining E, to relate a set of modes vOq(x, t) to the modes fk(x, t) and similarly to relate
the operators a(k) and at(k) to the b(p) and bt(p) as
b(p) = E [&kpa(k) + /3pat(k)]
k
bt(p) = Z [kpa(k) + ekpat(k)] (4.45)
k
Now we can employ the inner product (4.43) to relate two states M[bt(p)] and
I, [bt(p')] directly.
More simply, it follows from (4.44) and (4.45) that the b's and b's are related by
b(p') = [(p, vp)b(p) + (*, vp,)bt(p)]
pP
bt(p') = E [-(,vp)t(p) - (vp, vp,)(p)] (4.46)
p
where
(ip, vp,) = i J dxvp(x, t)Otvp,(x, t) (4.47)
so that the inner product between states on M and M may be computed using the
standard inner product for states T[bt(p)] without going through the a(k).
In the examples that we consider, the Bogoliubov coefficients in (4.46) need not be
evaluated on E as in (4.47). Suppose for example that we have left moving mode bases
vp(a+) and Vp(&+) defined in terms of tortoise coordinates on M and M respectively.
Then both v and vp are functions of x+ only. We can simply change variables in
(4.47) from x to (the t differentiation becomes an x differentiation which absorbs
the factor dx/da), yielding
(v, vpI) - -i dovp(&+(u+)) Oo v,(o+) (4.48)PO = -'I P~~~~~~~~~4.8
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where a+ is given as a function a+ through the relations derived by equating points
on E according to the values of q and dq/ds, as in Section 3. The integral (4.48) looks
exactly like the familiar integral for Bogoliubov coefficients, even though it involves
mode functions on different manifolds. (4.48) may be evaluated on any Cauchy surface
in. M (or M) since both the mode functions solve the Klein-Gordon equation on M
4.7 Appendix B
We present some details of the calculation of the overlap of the two states on 2. We
now know the Bogoliubov transformation between the modes v, and v- in the text.
Subsequently, the overlap of the two Schr6dinger picture states can be found to be
(0 in, E,M10 in, E,M) = (det(ca))-' , (4.49)
where a is the matrix (a,,) of Bogoliubov coefficients. The right hand side is the
general formula for the overlap of two vacuum states related to modes connected by
a Bogoliubov transformation [30]. However, it is more convenient to consider not the
overlap but the probability amplitude
I(0 in, E, M IO in, E, M) 2 = (det(aat)) , (4.50)
where the components of the matrix aa t are
(aat), = o dow" t . (4.51)
The evaluation of the determinant of the matrix aat becomes easier if we move into
a wavepacket basis. Instead of the modes vW we use
I I (j+l)a
vj,-n- i a dw e2iwna V . (4.52)
These wavepackets are centered at or+ = 2n/a, where n = ... ,-1,0,1,..., they
have spatial width a- 1 and a frequency wj ~ ja, where j = 0,1,.... For more
discussion, see [1, 27, 14]. In the new basis, the Bogoliubov coefficients become
= a a )a d e21riwnaa (4.53)
a
Ojnw = a2 dw e2 iwn /a WW,
ma
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with the normalization
j dw" [ajn ,j'la n,, - /,jnWL";nlw"] = jjl ,nn , . (4.54)
The thermal relation (4.38) becomes
nw,, -e-/jnw, . (4.55)
Recall that the validity of the thermal approximation corresponded to the region
)ao+ E (0, ln[1 + (e - 1)AA]) where AA - 1 was the shift A+ - x+. Let us denote the
size of this region as AL. Since the separation of the wavepackets is A(a+) = 2rXA/a,
we can say that
AL ln[1 + (e- 1)AA] (4.56)
A(n Ao+) 27rA/a
packets are centered in this region.
Combining (4.54) and (4.55), we now see that
(aat)jnjln , (4.57)1 - e-2ir3/:
for n, n' "inside" AL. For the other values of n, n' (at least one of them being "out-
side"),
(act)jnjn X jj,,,nn . (4.58)
We are now ready to calculate the overlap (4.50). We get
In [(O in, M,10 in, ,[)1 ] (4 -59)
+ n (outside) j 
n L
- nma ln [ -e i]
In order to estimate the last term, we convert the sum to an integral5 :
Iln [ - e- 2 "a/A ] + odj In [ - e2-a/A] (4.60)
A -r2
2ra 6 J
5 Notice that one might like to exclude frequencies corresponding to wavelengths much larger
than the thermal region AL and impose an infra-red cut off at jmina 1/L. It turns out that for
oo > AL > 2 (0 < jmina < A/2r) the effect of imposing this cut off is negligible. Therefore we can
just as well take the integral over the full range.
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Now, combining (4.59) and (4.60), we finally get va useful formula for the overlap:
0(O in, , M10 in, ,) 2 , exp -2 2/a 2 7ra (4.61)
1 AL
Now we can estimate when the overlap is < -y- where y is a number N e. The overlap
becomes equal to y- 1 as
481ny = AL= ln[1 + (e-1)AA] (4.62)
in 1 + (e - 1) 2a- \ '
where we used (4.20) in the last step. Solving for AM, we get
AM 2 4 8
-A- 2 -4 8 e1 . (4.63)
If AM/Al is bigger, the states are approximately orthogonal. Notice that since we
used (4.20) in the end, (4.63) is a special result for the hypersurfaces of section 3.3.
However, it is straightforward to generalize (4.63) to any S-surface of section 3.2 by
using the relevant shifts as AA - 1 and proceeding as above. In general the right hand
side of (4.63) will then depend on both ca and the intercept 6.
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Chapter 5
Turning Points in the
Semiclassical Approximation
5.1 Introduction
In this chapter we discuss various ways how the existence of classical turning points
can affect the validity of the semiclassical approximation. We argue that turning
points can create more complicated phase correlations than what can be seen in the
leading order semiclassical approximation without backreaction. We discuss this in
t:he context of simple quantum mechanical models and in the case of a minisuperspace
model of quantum matter in a closed universe. We also show how turning points
appear naturally in the evolution of a two dimensional black hole. We comment
briefly on the various consequences which may result.
5.2 Simple Quantum Mechanical Examples
IIn this section we review the semiclassical approximation. To keep the discussion
as simple as possible, we consider simple quantum mechanical examples of a light
particle coupled to a heavy particle. We ask what happens if the heavy particle
encounters a turning point. We give a criterion for the validity of the semiclassical
approximation and show that it breaks down in the vicinity of the turning point. We
make an estimate of the size of the region where this happens. Then we ask if the
region can be large enough in order of the breakdown of the approximation to be
relevant. We present another criterion for this. Next, we compare an exact solution
of a quantum mechanical model with a semiclassical solution. We show that the
presence of a turning point may leave a lasting 'imprint' to the phase correlations
Based on work in progress with Samir D. Mathur
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of the wavefunction. This 'imprint' cannot be seen in the leading order semiclassical
approximation.
5.2.1 A Heavy and a Light Particle
We start with simple quantum mechanical examples. Consider a light particle coupled
to a very massive one. The heavy particle ml moves in a potential U(xl) and the
light particle m2 is coupled to the heavy particle through a potential u(xl, x 2). The
total Hamiltonian of the system is thus
H _ H + H12- =P + + U(l) + 2 + u(x l, x2) (5.1)
Let us promote the Hamiltonian as a quantum operator H and study its zero energy
eigenequation
H (xl, x 2) = 0. (5.2)
This equation is often used as a simple toy analogue of the Wheeler-de Witt equation,
viewing the heavy particle analogous to the gravitational degrees of freedom and
the light particle analogous to the matter degrees of freedom. The heavy particle
- gravity analogue can be made better if the potential U(xl) is assumed to be of
the form U(xl) = mlV(xl). In particular, the model can then be used as a simple
preparatory example in discussing how the semiclassical approximation (= quantum
field theory in curved spacetime) to quantum gravity is recovered from the Wheeler-
de Witt equation. The standard discussion in the literature [1] goes as follows. An
approximate solution to (5.2) can be found by writing an ansatz
I(Xl, X2 ) = eki[ m l SO+mS1 +m l S2+..]
and solving the equation order by order in ml. At order O(m°), the approximate
solution is given by the wavefunction
I(xl,,x2 ) = 4WKB(xl) X(Xl,X2) , (5.3)
where /WKB is a WKB wavefunction for the heavy particle
4wnKB(X1) = 1 ) emlSO(x1) (5.4)
The exponent So satisfies the Hamilton-Jacobi equation for the zero energy classical
motion of the heavy particle
1 dS0)2I( d' + V(xli) = 0 (5.5)2 dl
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so
So(xi) = Idx1/-2V(x) . (5.6)
In the Hamilton-Jacobi equation, dSoldxl is the velocity of the heavy particle, so we
call find its classical zero energy trajectory xi(t) by integrating first
t(Xl) = (5.7)
and then turning the result inside out to obtain xl(t). Now we can think that the
classical motion of the heavy particle defines a 'clock' measuring time t. This is often
called a 'WKB time'. Since the heavy particle potential was assumed to be of the
form U = mlV, the time is independent of the mass of the heavy particle, making
the notion of the clock more elegant. The clock is useful in the following way. The
function Y(xl, x2) satisfies an equation
ih d X(, 2) = l2x(x1, x 2) (5.8)
which we can rewrite into a more suggestive form using the fact that
dSo _ a
dx1 Oxl at
The equation (5.8) can now be recoqnized as a time dependent Schr6dinger equation
for the light particle,
ith X = H12(xl(t),x 2) X . (5.9)
[Note that the role that xl(t) plays in this equation resembles the situation in adiabatic
approximation in quantum mechanics, exepct that the motion of the heavy particle
is not assumed to be 'slow'.] Now let us summarize what was done. We started
by looking at a zero energy time independent Schr6dinger equation (5.2). We found
an approximate solution, which tells us that the heavy particle motion is essentially
classical whereas the light particle behaves in a quantum mechanical way. Although
the starting equation does not give any time evolution for the total state, the heavy
and the light particle are mutually correlated in such a way that the light particle can
be thought to time evolve according to a Schr6dinger equation with the time measured
by the position of the heavy particle. Finally, we point out that since exponent of the
WKB part of the total wavefunction is proportional to ml, the heavy particle part of
the wavefunction is much more rapidly oscillating as the X part which describes the
light particle.
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We would like to comment that there seems to sometimes be some confusion about
the proper name of this approximation and its relation to the Born-Oppenheimer
approximation. There are three differences to the latter:
1. The wavefunction X was not assumed to be an energy eigenstate of fH1 2.
2. For the heavy particle, an additional WKB approximation is used.
3. The light particle satisfies a time dependent Schr6dinger equation with respect
to a time defined by the classical motion of the heavy particle.
The name 'semiclassical approximation' is therefore appropriate. To be more precise,
we call this the leading order semiclassical approximation to make a distinction with
a treatment where higher order (O(ml')) corrections would be included.
We will now turn our attention to the question what happens to the semiclassical
approximation if the heavy particle potential U can have classical turning points.
Discussions in the literature about this issue seem to be mostly concerned about
tunneling issues. However, we will try to avoid tunneling effects and demonstrate
that there are other additional issues involved.
The WKB approximation in one dimensional quantum mechanics problems is
known to be applicable as long as the de Broglie wave length AdB of the particle varies
only very slightly over distances which are of the order of the wave length itself. Since
the de Broglie wave length is inversely proportional to the momentum of the particle,
and by definition the momentum approaches zero at a classical turning point, in the
vicinity of the turning point AdB grows very quickly and the WKB approximation is
no longer applicable. Therefore, in the present case it should also be obvious that the
semiclassical approximation must lose its validity when the heavy particle approaches
a turning point. Our first task is incorporate this feature into the formalism and then
make some estimates on the size of the region where the semiclassical approximation
is invalid.
To avoid tunneling effects, we assume that the heavy particle has only one classical
turning point, at xl = a. It is important to keep in mind that the position of a
turning point depends on the available energy of the particle. In the semiclassical
approximation the heavy particle followed a zero energy classical trajectory, therefore
we will assume that x1 = a is a turning point for zero energy. It is natural to specify
the integration limits in (5.6) by writing
S0(x1) = j dxi-2V(xi) (5.10)
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so the heavy particle phase factor vanishes at the turning point.
Now we investigate how rapidly the heavy particle and light particle phase factors
oscillate near the turning point. Notice that the time dependece in (5.9) arises through
the classical motion xl = x l (t) of the heavy particle. Near the turning point, the
motion of the heavy particle will slow down. For simplicity, let us assume that
the light particle wavefunction X is an energy eigenfunction of H1 2 with an energy
eigenvalue E(xl(t)). The parameter xi(t) is slowly evolving. If we also assume that
the energy levels are sufficiently separated, the time evolution of the light particle
wavefunction is given by the adiabatic approximation. Thus,
X(xl(t), 2) = exp{-- j E(xl(t'))dt'} x(a,x2) (5.11)
where the time is taken to be zero at the turning point: xl(O) = a. Now, we can
change the integration variable from t to x1. Using x1 = dSo/dx 1 with (5.5) we get
1 E(x) } (a, )
X(Xl,X2)=exp{- fj dx' 2V() x(aX2)
We can now compare the heavy particle phase factor
wih= l lidxh pa2V(xt) (5.12)
h
with the light particle phase factor
1If adx~ E(x')
=2dx V . (5.13)
An essential feature of the semiclassical approximation is that the heavy particle sector
was supposed to oscillate more rapidly than the light particle sector, or aOh/dXl >
Op/Oxl. This is equivalent to
E(xl) < -2miV(xl) = ml( d)2 . (5.14)
In other words, the semiclassical approximation applies to the region where the kinetic
energy of the heavy particle is much larger than the energy of the light particle. This
will be violated when the heavy particle slows down as it approaches the turning
point. We will now make a simple estimate of when the semiclassical region is not
applicable. We approximate the heavy particle potential near the turning point
U(xl) ml V(xl) ml V'(a) (a - x) ,
and assume that E(xl) E(a) so that we can pull it outside the integral in (5.13).
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Then, the semiclassical approximation is not good in a region of size
E
IV'(a)l
near the turning point. But this is irrelevant if the region is so small that the heavy
particle wavefunction does not have time to go through more than several full oscil-
lations. Using this additional condition ch(a - Axl) > 27r we find that if
E > ((h U(a))) , (5.15)
the breakdown of the semiclassical approximation can be thought to be significant
near the classical turning point.
A good strategy to gain more insight to the turning point effects is to consider a
simple example where everything can be calculated exactly. For this purpose, let us
choose specific potentials U(xl), u( 1l, x2) and consider the model
2: 2H = 2P1 + m1rx + P2 + (x1 - 2)2 . (5.16)2m, 2m 2 2
This system describes a heavy particle moving on an incline (with r denoting the
slope of the incline) and a light particle moving on a line, connected to the heavy
particle by a spring with a spring constant K. Let us now find an exact solution of
the time independent Schr6dinger equation
fH (Xl, X2) = -ET (X1,X2),
where an arbitrary energy ET reflects the freedom in the choice of a zero energy. Let
us factorize the equation by changing the coordinates x1, 2 to the center of mass
coordinate X and the relative separation y. This gives the two equations
h2 02 K )r/)2
{ 2 a- 2 + C(y ) G(y)= E G(y) (5.17)
2yuy 2 2 IC
h2 02{ 2M aX2 + mlrX} F(X) = -(E + ET) F(X)
Here M is the total mass and p is the reduced mass. Since ml > m 2 , we can assume
that M n ml and m Z m 2. We will speak somewhat loosely and call X t xl as the
position of the heavy particle and y m x2 as the position of the light particle. The
first equation is the simple harmonic oscillator Schr6dinger equation with the familiar
discrete eigenenergies E = E, and eigenfunctions G(y) = Gn(y). Consider now the
second equation. We introduce the wavenumber k(X) and write the second equation
as
F"(X) + k2(X) F(X) = .
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Now, the heavy particle has a classical turning point at
E, + ETX a(En) (5.18)
mi r
We would like to emphasize that the location of the turning point depends on the
energy of the light particle. This is different from what was seen in the semiclassical
approximation, there the location of the turning point did not depend on what the
light particle was doing. We will show that this fact may give rise to additional effects
which can be missed in the semiclassical approximation. We adjust the zero energy
in the model (choose ET) so that the turning point is deep in the incline. Therefore
the heavy particle can be assumed to be confined in the classically allowed region
X < a. The exact solution of the heavy particle equation (it can be found in [2]) is
1F(X) = / j vA(s(X))k(X)
where
s(X) = J dX' k(X') = 2rm e(a _X) . (5.19)
We do not bother to write the form of vx explicitly1. It is enough to know that there
are two independent solutions, corresponding to A = 1/6, 5/6 and that in the region
far away from the turning point v reduces to a superposition of two WKB solutions:
v, - A eif; dX'k(X') + B e-i fdX'k(X')
but near the turning point it behaves like
vxA k3 .
Now we take into account the joining condition at the turning point. Since the heavy
particle is deep in the incline, the wavefunction F can only be exponentially decaying
in the region X > a. Then we know that sufficiently far in the classically allowed
region X < a the function F takes the form
F(X)= cos(-s(X) - ) 
r'k(x) 4
This means that as the heavy particle propagates from some far away point to the
turning point and back, the function F undergoes a phase change
7rAVO(En) = 2 sn(X) + - (5.20)
2
= 4 2mlrM(a(E)- X) + -
1see[2] pp. 134-137.
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We have used a notation Az(E&) to emphasize that the accumulated phase depends
on energy of the light particle through the location of the turning point (5.18). As
(5.18) shows us, this dependence can become quite significant: if the slope of the
heavy particle potential is very gentle (r very small), even small fluctuations in the
light particle energy can lead to a great change location in the turning point and thus
also in the accumulated phase A¢p. We get
aAc; 21/2M 2
__ _ [(En 2 -X]2 (5.21)0E, V mir[a(E.)
Is this behaviour something that we can reproduce in the semiclassical approximation?
It turns out that in the present case we can, but not always. Let us discuss the present
case first. We reanalyze the model using the semiclassical approximation and compare
the phase behaviour to the exact solution. We rewrite the Schr6dinger equation first
as
h2 2 h2 2 K r/{Hx + Hx }j = {- - 2+ MrX + ET -2 - (y-- -+ 2Y = .2M0aX2 2p y2 2
(5.22)
[This split makes the potential in Hx to be proportional to the same mass M which
appears in the kinetic term.] An approximate solution is then
1(-2V(X) e±kMSO(X) (X, y) , (5.23)
where
So(X) = v'[a(O)- X]
a(O) -ET/(Mr)
V(X) = r(X - a(O))
The function X satisfies
ihax axa X = Hx, X. (5.24)
We define the WKB time using the classical trajectory of the center of mass:
Ja dX' 2
tWKB(X) = = +X -[a(O)- X] , (5.25)
note that in the leading order semiclassical approximation the location of the turning
point a is independent of the energy of the light particle. The overall sign choice will
be chosen to give a negative (positive) tWKB for a motion towards (away from) the
turning point.
Next, we will assume that X is an energy eigenstate with simple harmoning oscil-
lator eigenenergy E,, so that
Hxy X = (E - m2rX) X.
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Using (5.24), (5.25) we can solve X to time evolve as
Xn = EtwKB+ m 2 rKB X(t')dt Gn(y)
[Notice that a time evolution where X propagates to the turning point and back to
the same point again is periodic. Therefore in general models there might be an
additional Berry's phase in the exponent. However, in this case there is not.]
Now the total approximate wavefunction is
I e+KM 2M-r(a(O)-X)- Entw KB+km2 r W s x(t')dt' G (5.26)
We can see that the semiclassical result reproduces the phase behaviour of the exact
solution in the WKB region. The first term is the same as (5.19) (recall that M mi).
The third term is an overall phase factor that we will not care about. The second
term can be identified with (5.21): far away from the turning point a(O) -X 
,/a(E)- X, so (5.21) reduces to
A -- tWKB
aEn
Further, all higher derivatives amAo/En decay to zero. Thus, far away from the
turning point there are no lasting effects from bouncing (other than the constant
phase shift by r/2) and the semiclassical approximation is again sufficient.
This is not true in general. For a generic potential U(X) = mlV(X), one can
derive that
_At_ M a(En) dX'
OEn h2]x k(X', a(En))
and compare this with the WKB time
M a() dX'
tWKB = Ix k(X', a(O))
Sufficiently far away from the turning point
k(X,a(En)) k(X,a(O))
so the first derivative of the phase always reduces to the semiclassical form
OA~ 1h-e ntwKB . (5.27)
However, if we look at the second derivative, it does not always decay to zero but can
instead approach a nonzero value. This means that there is a leftover phase factor
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which is of second order in the light particle energy. Therefore different energy levels
may time evolve in a more complicated way than can be seen using the semiclassical
approximation without properly taking into account energy dependent fluctuations
in the position of the turning point. In general the situation is then as follows.
Looking at an exact quantum mechanical solution, a bounce from a turning point
creates initially a complicated relative phase dependence for states corresponding to
different energy levels of the light particle. After a sufficiently long time the relative
phase shifts clear out and the first order energy dependence reduces to the usual one
which could be recovered from a semiclassical treatment. However, the bounce from
the turning point may create additional higher order dependence so the semiclassical
approximation is insufficient to capture the phase correlations of the system.
It is not hard to find example cases where the higher order corrections can be very
large. Consider for example the inverted harmonic oscillator potential V(X) = -bX 2 .
We will consider the region x < 0 and add an infinite wall at X = -e (with 
infinitesimal) to again avoid tunneling effects and an to keep the time of flight to
the turning point finite. The light particle energy dependent turning point is at
a(En) = -/E/(bM) and the wavenumber is
k(X, a(E)) = V2b (X2 - a2(E))
In the semiclassical approximation, the wavenumber is
k(X, a(O)) = 2b (X2 a(0))
with a(O) = -e. Now we get
OAq¢ 1 h 2 bM3 9cos 2b cosh(V/ c tWKB))
This is defined after a time AtWKB > t. where
t* cosh- ( )
Then the first derivative quickly reduces to (5.27). However, for the second derivative
we get
O~2Aqo 1 X
E2 2hti iE,, 2 - E_
bM
then, far away from the turning point it tends to a finite value
0 2 A2 1
aEn 2h, E
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If the potential well slopes very gently (b small), this residual energy dependence in
the phase factor can be quite significant, and leads to additional interference effects
between different energy eigenstates. This is the 'imprint' in the wavefunction from
the turning point which we mentioned in the introduction. Notice that the last
formula can be rewritten as
oE2 hM(f-V' V (a (E)) (5.28
(5.28)
aE2 hM(V(a(E))2
omitting irrelevant numerical factors. Then we can see that for a general potential, if
the turning point is near a local maximum, there will be a significant residual energy
dependece which is given by the formula (5.28). This is the main result of this section.
5.3 Example in Minisuperspace Quantum Cos-
mology
Now that we have seen that turning points may spoil the the simple phase correla-
tions of the semiclassical approximation, we would like to investigate an example in
quantum gravity. We discuss a simplified quantum cosmological model of quantum
matter evolving in a closed universe and check whether the turning point effect found
in the previous section would spoil the semiclassical approximation in this case. It
would be quite surprising if this should happen in the case of a macroscopic universe.
At least in our simplistic model example this will not however be the case.
vvvWe start with
S = Sgrav.+cl.matter / d4x( 6rG- P)
where pm is a function related to the energy density of the pertinent classical matter
and we will specify it later. The first term in the action is the Einstein-Hilbert action
of classical gravity and G is the Newton's constant.
Using a spherically symmetric ansatz for the metric,
ds2 = 2No2(t)dt2 - a2(t)d] (5.29)
N2(t)dt2 - a2(t)df3 
where N, a have dimensions of length, t is dimensionless and a 2 = 2G/3r, the action
reduces to
S = J dtL, (5.30)
L {a(l242L = - a( - ) - 45p, a'}
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We will now choose Pm to satisfy
47r2 pma4 - C2 = constant
which means that pm is the energy density of a classical radiation fluid filling the
universe. The constant C has the dimension of length. Now the Lagrangian becomes
L=2 - N2 a
and, varying with respect to N, we get a classical equation of motion
a2 C21+ =0.
N 2 a2
The model is time reparametrization invariant, which means that we need to make a
gauge choice and choose a particular N. We choose
1N=a= M'
the latter notation is useful since M is essentially the Planck mass, M mpla.ck
Likewise, a is the Planck length a lPlanck. The classical equation of motion corre-
sponds to the dynamics of a closed radiation filled Robertson-Walker cosmology, with
the solution
a= C2( - )2
We chose the origin of time so that the expansion of the universe starts at t = -MC,
it reaches the maximum size amax = C at t = 0, after which it recollapses to zero size
at t = +MC. Since MC amax/lalck, a macroscopic size universe has a macroscopic
lifetime.
If the model is quantized, we obtain the Wheeler-de Witt equation
1 1 62 Y, C2
I2{ aM2(a2 + aaa ) + M2a(1 - 2 )} (a) = 
where 0 < y < 1 is a free parameter reflecting an operator ordering ambiguity in the
kinetic term. However, the y-dependent term is known to be irrelevant in the WKB
regime, so we will set y = 0 henceforth. We rewrite the WdW equation then as
I 1 2 M 2
1
'gr+c.m. @1/(a) = { + -U(a)} I(a) = 0,2 aM2 a
where = -/Oa and U(a) = C2 - a2 .
Let us now include additional matter in the model. We assume that the en-
ergy of the additional matter is much lower than that of the classical radiation fluid
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which was already included in igr+c.m.. We will then treat the additional matter
quantum mechanically and consider it to propagate in the background of the expand-
ing/recollapsing universe. The WdW equation is now
{R(gr.+c.m. + ?lqu.matter} 1 = 0 
We will not be more specific about what qu.matter is. For our simple model calculation
it is sufficient to choose T to be an eigenstate of qu.matter,
Rqu.matter I/ = EM2 I ,
writing the eigenenergy in a way that will be convenient later. Here E has the
same dimension as length. Our assumption of the quantum matter being much less
energetic than the radiation fluid means that E << C.
As in the quantum mechanics examples, we are interested in the phase behaviour
of T. The potential energy part of ,gr.+c.m. has a turning point at the maximum size
of the universe. After adding quantum matter, the location of the turning point (i.e.,
the maximum size of the universe) depends on E. The new classical turning point is
at
amax(E) = /C 2 + E2 E
and the classically allowed region is a < amax(E). We know that in the tunneling
region the solution can only be exponentially decaying since the tunneling region
is infinite. Thus, from the WKB joining conditions we know that far away in the
classically allowed region the wavefunction will reduce to a superposition
~ eis+i- + e- is- i}
w.here
S = 1 amx(E) da'p(a')
with the momentum
p(a) = M2 C2 - 2aE-a 2
Thus
M2 (ra+ a+E a+E
S 2 c+E') sin/ 2 ( )Ca+ E ~ / 22h 2 C- sin-iC 2 +E2 ) + 2)
We will now consider the time behaviour of the first two derivatives vvof S with
respect to EM 2 . The scale factor a of the universe is related to the WKB time by
a2 t )2
=2 1- (U - 1 -=
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The first derivative is
,as _c_ [a -in -(6+V /1 -7 2' }
a(EM 2) C L'[1 - 1 2&
where e = E/C is very small. As we can see in Figure 1., the time dependence of
the first derivative becomes very quickly linear after an expected troublesome period
(where the semiclassical approximation is not valid) near the turning point.
Figure 1: Time dependence of the first derivative of S, plotted with two
parametrizations E = 0.00001 and E = 0.001.
The second derivative is
02S _ 1{ (1 + 2 2 ) 2 +- -n1- 2
+ sin-'( / )(EM2 ) 2 M2 (1 + e2)/r72 - 2e2 V -2
As Figure 2. shows, around the turning point the second derivative decays into a
constant value. However, the constant value is not equal to zero.
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Figure 2: Time dependence of the second derivative of S, plotted with two
parametrizations E = 0.00001 and E = 0.001.
The key fact is that the nonzero end value is of the order 1/M 2 (- 1/mpl) and is
thus negligibly small as long as the energy of the quantum matter is much less than
than Planck energy. [This also means that the decay in the figure is much faster than
it seems, since the units vertical axis are in 1/M2 .] Thus the semiclassical approach,
which does not take into account the quantum matter energy dependence in the
location of the turning point, is accurate enough in our cosmological example. It the
quantum matter energy would be M2 , so that the residual second derivative would
be significant, it would mean that we need to take into account its backreaction to the
spacetime geometry itself. Then it would be as significant as the radiation fluid which
we had included into the gravitational action, and our model would cease to make
any sense. In short, it seems that the residual second order energy dependence in the
phase factor which we have discovered is related to the issue whether the backreaction
of the quantum subsystem to the 'classical' subsystem is significant or not.
5.4 Turning Points and Black Hole Evolution in
Dilaton Gravity
Models of 1+1 dimensional gravity have been around for quite a while [3]. More re-
cently, models with black hole like solutions have become popular. We are especially
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interested in the black hole spacetimes which are vacuum solutions in the CGHS
model. This model has recently been studied in the framework of Dirac quantization
and solutions to the Wheeler-De Witt equation have been found [4, 5]. [The equiv-
alence of the solutions of [4] and [5] is shown in [6].] Consider all hypersurfaces in a
black hole spacetime. The Wheeler-de Witt equation describes evolution from one
hypersurface to the next one. In such an evolution, turning points may appear as we
shall show in this section. We will examine the behaviour of the (pure gravity) wave-
function in the vicinity of a turning point. We need to identify the classically allowed
region where the wavefunction is oscillatory. We will also investigate the possibil-
ity of having exponentially decaying (or growing) behaviour in classically disallowed
regions. In other words, we need to study if tunneling issues can arise.
Here we will be using the results presented in [4, 7]. [For additional discussion,
see [8].] We start with a brief review. Consider a class of two dimensional dilaton
gravity models of the form
s = d2 x' [-9axOx - v(x) + D(x)R . (5.31)
Here X is the dilaton scalar field and (gaf) is a two dimensional metric. The action
can be rewritten in a form where the kinetic term disappears. First rescale the metric
(g ) = Q-2 (-)
with a rescaling factor Q satisfying the equation
dD d lnQ
-1+4- - =0,
dx dX
then perform a field redefinition
X - = D(X)
and introduce a new potential
V(X())
As a result, the action (5.31) becomes
S = J dxv[R-V()]. (5.32)
We need to relate (5.31),(5.32) to the CGHS dilaton gravity action
s = f d2xi/ e-2 [R + 4(Vq$)2 + 4A2] . (5.33)
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The actions (5.31),(5.32),(5.33) can be related with the following rules:
D(X) = X2 = e- 2
=
02(X) = X:2v( '
The metrics g, 9 can be parametrized as follows:
gpdx'adx = Q-2g,OdxadxP3
= Q-2e2P [_N(dx0 ) 2 + (dx1 + NLdx0) 2 ],
where N, N_. are the lapse and shift functions and x° = (x+ +x-)/2, x1 =
are the time and the space components of the Kruskal coordinates. In
gauge (N = 1, N± = 0) there are then additional relations
(x+-x-)2
the Kruskal
= p = - ln = p + - ln V .
Using
which
the parametrization (5.35) in (5.32) one can rewrite the action in a form from
it is easy to read out the canonical momenta
2
=
= .
HN = HN1 = -
The Hamiltonian is the
phism constraints
sum of the time reparametrization and spatial diffeormor-
H = dxl [N + NH(]
where
1
X = 2 "- 2''- nIII + e2 V(Q)
X1 = pTlp+iH - l.
The time reparametrization (or, the Hamiltonian) constraint = 0 can be written
as a Hamilton-Jacobi equation
1 OS S
2[ O 0 1, P = 02 ao af
where
g9[, p] = +4 -4' /' + 2e2PV() .
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(5.34)
It was found [4] that this is solved by a functional
-'In[ + Qe1 (5.35)S[, p-,C] = /dxlIQcln 2 + c
which depends on an integration constant C through the functional
Qc = 2(q') 2 + (C + j(q))e 2P (5.36)
where j(q) is given by dj()/dq = V(X). For the CGHS model,
A2
j() = -- 2-&2
When the theory is quantized using the Dirac quantization approach in the Schr6dinger
representation, the Hamiltonian constraint becomes the WdW equation. As usual,
the operator ordering is ambiguous. In [4] a specific operator ordering was used to
write the WdW equation as
(H 'I(q, P-) = (g - QC li QC` 1,) IF((, p) = 0 . (5.37)
This equation is solved by a wavefunctional T = exp(iiS) where S is the solution
(5.35) of the H-J equation. It is interesting that the exact solution is similar to the
WKB solution. However, this seems to be tied with the specific choice of operator
ordering. As we shall show later, Q tends to zero at a turning point, so (5.37)
becomes singular. It seems possible that a wavefunctional which would be a solution
to the WdW equation with a nonsingular operator ordering at a turning point could
differ from the WKB solution at the turning point. Then the situation would be
similar to the case of the models which we discussed earlier.
The integration constant C can be expressed as a functional of the canonical
variables p-, , HII, Is, using the relations
S _g (5.38)
H- = Qc · (5.39)p
The result is
C-e-2P (1I2 (,)2) _ j() (5.40)
4
We will now relate C to the mass M of a black hole in this special case. In the CGHS
model (with the respective field definitions) the black hole solution is given by2
e2p = e2 = M - x+x - . (5.41)
2We will use A = 1 henceforth.
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We can express Qc and HII in the CGHS fields:
Qc = 4e- 2 /()2 + (2Ce2O - l)e2P (5.42)
and
Il =-20 = 4e-2'q,
we are using the Kruskal gauge N = 1, Nl = 0. From (5.41) we find q', q. Substitut-
ing these to Qc, II and using (5.39) we can finally identify
M
C = 2 (5.43)
Now we are all set to discuss the existence of turning points. Let us consider all
different ways of foliating the black hole spacetime with hypersurfaces. It can be
shown [9] that the foliations fall into two basic categories. In the case of an eternal
black hole, the two categories have a simple description:
1. hypersurfaces which cross the event horizon of the black hole, we call surfaces
in this category ingoing hypersurfaces
2. hypersurfaces which avoid the black hole and cross the event horizon of the
white hole, these will be called external hypersurfaces
A. boundary case is given by the surfaces which do neither. In a fluctuating black
hole spacetime these surfaces are pathological in a certain sense [9] so we will not
promote this case as a separate (third) category. As an example of this division into
categories, consider a class of hypersurfaces EZ which are straight lines in the Kruskal
coordinates
Ey : x- = -a 2 x+ .
For any fixed slope a 2, it is evident that > 0 (y < 0) correponds to external
(ingoing) hypersurfaces. The boundary case y = 0 surfaces correspond to constant
Schwarzschild time slices
1
= (a+ + a) = -Ina .
It is apparent that there is a one-to-one correspondence between the ingoing and
external hypersurfaces. This is a result of the time reversal symmetry in the eternal
black hole spacetime. Time reversal reverses the roles of black and white holes and
therefore maps the external to ingoing surfaces and vice versa. We have previously
discussed the role of hypersurfaces (or, 1-geometries) in the black hole context and
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described how they are used to give a notion of time in studying the evolution of
quantum matter in a fluctuating black hole spacetime background. We found that if
we use only external surfaces to foliate the spacetime, the quantum matter states will
become very sensitive to subplanckian fluctuations in the spacetime and their time
evolution is thus ill-behaved. On the other hand, we could proceed in the opposite
way and consider the backward time evolution of a final matter state using a foliation
with ingoing hypersurfaces. In this case the matter state becomes more sensitive to
the background fluctuations as it evolves towards earlier times [9], so this leads to an
equally bad time evolution for the matter state. A natural question is then to ask if
these problems can be overcome if one considers a time evolution which starts with
surfaces in one category (external) and crosses over to the other category (ingoing)
somewhere in the middle. Since in the previous cases the matter state is well behaved
in the asymptotic regions, it might be that all sensitivity is confined to a time interval
in the middle, with no sensitivity remaining in final result of the time evolution. This
would mean that the semiclassical approximation after all sufficiently describes the
black hole evolution, up to the last stages of its lifetime.
We will now discuss the case of crossing from one category to the other and show
that this is equal to going over a turning point. More precisely, the boundary of the
two categories forms a turning point in the evolution. Let us first rewrite the surfaces
,y as
1 -_ o
i +a 2 1 + 
Then
e 2 = M + 4a2 (x) 2 - 2(1 - a2)x _ 72
(1 (a2)2
and we find that
dO 2e 2 \/i-,0-+ ·F~?T~-~-~?(5.44)
,'(q$) o = 2± xa ) + a2(e 2 - M) (5.44)
for a hypersurface. [The overall sign choice is arbitrary, we will choose it to be
negative.] It is evident that this quantity has a global maximum at the boundary case
= 0. We can now calculate how the momenta (5.38,5.39) depend on the surfaces
El. We already found what Qc looks like in the CGHS notation, and similarly
g = 8e2 [(1') 2 _ of" + 'p' - e2p]
When we foliate the spacetime with Ey, we should make the gauge choice
4 2+ e2p _. 24
(1 + 2) 2
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(o, IN = ' N = 0) instead of p = q (which corresponds to a foliation with
surfaces x°=const. and the Kruskal gauge choice N = 1, N1 = 0). Substituting this
relation to Qc,g along with (5.44), yields
g-O , Qc + a 2 (5.45)
so
I = 8+y2 (5.46)+ a2
IIn = 0.
The latter equation is consistent with HI = -2(P - q) = 0. The first equation shows
that as -y changes from negative to positive (crossing the boundary of categories), the
momentum HII decreases to zero at the boundary and then increases again. Thus the
boundary of the two categories is a turning point in dilaton gravity.
Let us now examine how the wavefunction behaves near the turning point. We
:rewrite S in terms of , p:
dx' Qc - 2e-'q'O'In-4e- 2 - Qc
,s- = |dx {Qc - 2e- 2q'ln[4e-20 + Qc}
and change the integration variable from x1 to . We will first consider only the outer
parts the hypersurfaces and keep the upper limit of integration at some finite value
,o}. Then
0 QC 2e -4e - 2 0 - QCS = J0 dOI {O/ - 2e In[ 4e-2 + Qc]. (5.47)
o1 -4e- 2 ~ + Qc
Now we substitute ' from (5.44) and Qc from (5.45) and change again the integration
variable to
= 2 + a2(e- 2 - M) .
Now we get
S= 2 A- dy {2 + ln[ + 11]}
The contribution from the infinite end of integration will be zero. We end up with
S= 1 {21lo + (2 - 2)ln[0 ]} . (5.48)
a2 0io + HIv
Now, suppose that we had restricted the hypersurfaces to the external region
outside the event horizons, where e-2 + > M. Then we should take the integration
limit ro -+ IYI, which yields
3,2S=2-.
r 2
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In this case then the wavefunctional remains purely oscillatory throughout. However,
as was pointed out already in [7], the wavefunctional can become exponentially de-
caying (or growing) if the first term Qc in (5.47) becomes imaginary, or in the second
term the logarithm becomes imaginary. Since we now know that there is a turning
point in the evolution, the crucial issue is to understand what would be the joining
conditions for the wave functional at the turning point. In the case of minisuper-
space closed cosmology, we knew that the wavefunction could only be exponentially
decaying in the tunneling region a > amax. Further, that model reduced essentially to
ordinary one dimensional quantum mechanical problem where tunneling and joining
conditions are well understood. However, the present situation is infinite dimensional,
the degrees of freedom are hypersurfaces (one-geometries) and thus we are dealing
with a function space. Moreover, we do not yet know what would the 'potential' look
like in this function space and we do not know what the joining conditions would look
like in the present setting. Still, it is possible to make a few interesting observations.
1. One possibility is that at the turning point the hypersurfaces tunnel into the
direction of one-geometries which can only fit in spacetimes of more massive
black holes. More precisely, considers the direction of hypersurfaces with
,'() = ( ) = 2e+ + 2 M)
where M 7 M. For these surfaces, we find that
Qc = 8 + 2 + -M)1+ a 2
Thus, around the turning point -y = 0 the wavefunction is oscillatory towards the
direction of hypersurfaces in a black hole spacetime with lower mass (M < M).
On the other hand, as y = 0 and M > M, the wavefunction could become
exponentially decaying (growing). However, the exponent of the integral is
actually
8 a=M - M f dOIS + 1 + a 2 I - (oscillatory terms)
where the integral is infinite.
2. Another more intriguing possibility is that the surfaces start to penetrate into
the region behind the event horizon. This causes the logarithmic term in S
become imaginary. This possibility may allow a finite tunneling direction, in-
vestigations of this are underway.
112
Bibliography
[1] For recent reviews on the topic, see for example C. Kiefer, The Semiclassical
Approximation to Quantum Gravity, Freiburg University Report No. THEP-
93/27, to appear in Canonical Gravity - from Classical to Quantum, edited by
J. Ehlers and H. Friedrich (Springer, Berlin 1994) (gr-qc/9312015); C. Isham,
Canonical Quantum Gravity and the Problem of Time, Lectures presented at
the NATO Advanced Summer Institute "Recent Problems in Mathematical
Physics", Salamanca, June 15-27, 1992; K. Kuchaf, Time and Interpretations
of Quantum Gravity, in Proceedings of the 4th Canadian Conference on Gen-
eral Relativity and Relativistic Astrophysics, eds. G. Kunstatter, D. Vincent
and J. Williams (World Scientific, Singapore, 1992).
[2] E. Merzbacher, Quantum Mechanics, Second edition, John Wiley & Sons
(1970), Chapter 7.
[3] C. Teitelboim, Phys. Lett. B126 (1983) 41 and "The Hamiltonian Struc-
ture of Two-Dimensional Space-Time and its Relation with the Conformal
Anomaly", in Quantum Theory of Gravity, S. Christensen, ed. (Adam Hilger,
Bristol, 1984); R. Jackiw, "Liouville Field Theory: A Two-Dimensional
Model for Gravity?", in Quantum Theory of Gravity, S. Christensen, ed.
(Adam Hilger, Bristol, 1984); R. Jackiw, Nucl. Phys. B252 (1985) 343.
[4] D. Louis-Martinez, J. Gegenberg and G. Kunstatter, Phys. Lett. B321 (1993)
193.
[5] D. Cangemi and R. Jackiw, Phys. Rev. D50 (1994) 3913; Phys. Lett. B337
(1994) 271.
[6] E. Benedict, Phys. Lett. B340 (1994) 43.
[7] J. Gegenberg and G. Kunstatter, Phys. Rev. D47 (1993) R41292.
113
[8] G. Lifschytz, S. D. Mathur, and M. Ortiz, A Note on the Semi-Classical
Approximation in Quantum Gravity, MIT Report No. MIT-CTP-2384 (gr-
qc/9412040).
[9] E. Keski-Vakkuri and S. D. Mathur, unpublished.
114
