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Resumen
La creciente demanda en cuanto a sistemas de s´ıntesis con elevadas prestaciones exige a la
comunidad cient´ıfica un elevado grado de progresio´n en sus investigaciones. Cada vez son ma´s
los a´mbitos en los que se pueden aplicar sistemas de s´ıntesis de voz: campo de la domo´tica;
facilidad de acceso para personas invidentes; aplicaciones informa´ticas; etc.; y, los potenciales
clientes cada vez somos ma´s exigentes, es decir, queremos que nuestros sitemas trabajen de la
mejor forma posible y consumiendo el mı´nimo nu´mero de recursos de nuestros equipos. Es por
ello que, en el a´rea de s´ıntesis de voz, se abrio´ una nueva v´ıa de investigacio´n, a parte de las
ya abiertas, entorno a un concepto conocido como modelo oculto de Markov (HMM), el cual
resulto´ ser muy efectivo en cuanto a calidad de voz y realmente eficiente en cuanto a consumo
de memoria de los dispositivos. La s´ıntesis mediante modelos ocultos de Markov es actualmente
una de las grandes apuestas en el mundo de procesado de voz y su futuro es muy prometedor.
El presente proyecto se ubica en el contexto de este tipo de s´ıntesis y, el principal objeti-
vo del mismo, ha sido el de poder adaptar e integrar un sistema mediante modelos ocultos de
Markov existente y de libre distribucio´n (HTS) dentro de otro sistema que, en esencia, trabaja
intensamente el me´todo de s´ıntesis mediante concatenacio´n de unidades (Ogmios). La integra-
cio´n llevada a cabo se puede dividir principalmente en dos fases: la primera hace referencia a la
integracio´n del mo´dulo de entrenamiento de modelos ocultos de Markov; y la segunda, esta´ re-
presentada por las tareas que fueron necesarias para integrar la parte de s´ıntesis propiamente
dicha, es decir, la parte que genera voz a partir del texto de entrada y a partir de los modelos
entrenados.
La primera fase de integracio´n ha consistido en poder acomodar el mo´dulo de entrenamiento
de los modelos de HTS. Para poder llevarlo a cabo lo que se ha hecho ha sido crear un nuevo
mo´dulo, denominado LabelsHTS, que ha servido como interfaz entre los dos sistemas, Ogmios
y HTS. Por lo que respecta a la segunda fase, el objetivo se alcanzo´ al realizar otro nuevo
mo´dulo, llamado SynthesisHTS, que logra extender las funcionalidades de Ogmios a partir de
los procedimientos de s´ıntesis aportados por HTS.
Al te´rmino de esta integracio´n, se ha conseguido atribuir a Ogmios una nueva metodolog´ıa
de s´ıntesis. Por otro lado, Ogmios tambie´n realiza su aportacio´n a HTS, ya que, mediante esta
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Cap´ıtulo 1
Introduccio´n a la s´ıntesis de voz
En este primer cap´ıtulo se va a introducir el concepto de la s´ıntesis de voz a trave´s de un
nivel de abstraccio´n relativamente elevado. En cap´ıtulos posteriores el lector podra´ encontrar el
concepto de s´ıntesis narrado con un mayor nivel de detalle. Por otra parte, se realiza una muy
breve introduccio´n a los principales sistemas de s´ıntesis existentes hoy en d´ıa.
En la seccio´n llamada “motivacio´n del proyecto” el lector podra´ hayar las principales causas
que han motivado la creacio´n del presente proyecto.
1.1. S´ıntesis de voz
La voz humana esta´ compuesta por sonidos emitidos a trave´s del aire procedente de los
pulmones a su paso por el tracto vocal, cuerdas vocales y faringe. Estos sonidos se pueden
clasificar en dos categor´ıas: sordos y sonoros. En los sonoros, la vibracio´n de las cuerdas vocales
pasa a trave´s del tracto vocal sin a penas impedimento. En los sordos, en cambio, el tracto cambia
de forma a lo largo del tiempo, obstruyendo el paso del aire en cierta medida. A nivel de sen˜al,
los sonidos sordos son de naturaleza ruidosa mientras que los sonoros tienen cierta periodicidad
(muestras de voz sucesivas esta´n correladas). En la figura 1.1 se puede ver un fragmento de voz,
en el que se transita de un estado “sonoro” (fonema ’a’), con su correspondiente periodicidad, a
un estado “sordo” (fonema ’s’), con su forma ruidosa.
Figura 1.1: Fragmento de sen˜al de voz.
La s´ıntesis de voz es el procedimiento mediante el cual se logra generar voz humana, median-
te procedimientos artificiales, a partir de una representacio´n escrita de cualquier texto en una
determinada lengua. Por ello, la s´ıntesis del habla tambie´n es conocida como TTS (del ingle´s,
Text-To-Speech). A continuacio´n se expone una breve explicacio´n de los sistemas de s´ıntesis ma´s
relevantes.
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Existen diversos me´todos para sintetizar voz humana, de entre los cuales, el ma´s desarrollado
y extensamente utilizado es el basado en concatenacio´n por seleccio´n de unidades. El concepto
fundamental que gira entorno a este proceso es que la sen˜al de voz se obtiene a partir de
la concatenacio´n de segmentos de voz pregrabada, escogidos previamente, con el objetivo de
obtener una sen˜al de voz lo ma´s natural posible. Para poder perpretar con e´xito este tipo de
s´ıntesis se necesita disponer de una base de datos con archivos de audio y de texto, y cuanto
ma´s extensa sea los resultados de la s´ıntesis sera´n mejores.
Otro me´todo es el de s´ıntesis articulatoria, en la cual la voz se trata de obtener a partir
de para´metros articulatorios, es decir, a partir de para´metros que dependen directamente de
la forma que toma el tracto vocal y nasal a lo largo del tiempo. Se han hecho estudios de las
posiciones reales de la articulaciones bucales (lengua, labios, mand´ıbula, etc), en el proceso de
produccio´n de voz, mediante resonancias magne´ticas para poder observar detalladamente su
evolucio´n temporal. Se ha investigado bastante sobre este me´todo de s´ıntesis pero no se han
alcanzado niveles extraordinariamente altos de calidad.
Por otro lado, tambie´n esta´ la s´ıntesis por formantes, la cual se basa en un modelo de
generacio´n de voz mediante excitacio´n ma´s filtro. En este tipo de sistemas, la excitacio´n se
compone de un tren de pulsos a la frecuencia que marca la curva melo´dica. Este tren de pulsos
es filtrado mediante un banco de filtros, el cual modela el tracto bucal y nasal, y cada uno de
estos filtros modela cada uno de los formantes o resonancias del tracto bucal.
Por u´ltimo, esta´ el me´todo de s´ıntesis mediante modelos ocultos de Markov, el cual sera´ ob-
jeto de estudio en este proyecto. En este me´todo de s´ıntesis, se aprovechan las bondades es-
tad´ısticas, que ofrece el uso de este tipo de modelos, para caracterizar la forma parametrizada
de la voz. Al igual que sucede en la s´ıntesis por formantes, en este caso tambie´n se maneja el
esquema de generacio´n de voz “excitacio´n ma´s filtro” con la salvedad de que ahora se tiene un
u´nico filtro. Este me´todo de s´ıntesis representa un punto de innovacio´n importante debido al
hecho de que los modelos ocultos de Markov, desde los an˜os 80, han tenido un uso ma´s bien
destinado a reconocimiento de voz pero no a s´ıntesis.
En esencia, cualquier sistema de conversio´n de texto en habla consta de tres procesos dife-














Figura 1.2: Mo´dulos principales de un sistema de conversio´n de texto a voz.
En la etapa de ana´lisis de texto se genera la secuencia de fonemas que deben ser pronunciados
por el sistema. En este ana´lisi se determinan las secuencias de fonemas para todas las palabras
de entrada pero tambie´n para expresiones escritas no expl´ıcitas (como abreviaturas, fechas,
nu´meros, etc).
El mo´dulo de generacio´n proso´dica pretende establecer el modo en el que se van a pronunciar
los diversos sonidos. Este modo de pronunciacio´n puede hacer referencia a la intensidad de la
voz; la entonacio´n de cada fonema (con un tono agudo o grave); la duracio´n de cada fonema; o
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las pausas entre las diversas palabras, frases o grupos fo´nicos. La intensidad hace referencia a la
amplitud de la sen˜al de voz, es decir, si la voz se oye fuerte o floja. En cuanto a la entonacio´n,
esta hace referencia al pitch que toma la sen˜al a lo largo del tiempo, el cual esta´ relacionado
con el nivel de periodicidad que tiene la propia sen˜al. Teniendo en cuenta esta definicio´n del
pitch, se puede comprobar fa´cilmente que se tendra´ valor de pitch en aquellos tramos de sen˜al
en que exista cierta periodicidad, como ser´ıa el caso del estado “sonoro” de la figura 1.1, y que
no existira´ valor de pitch cuando no haya periodicidad, que ser´ıa el caso del estado “sordo” de la
figura 1.1. Otro para´metro importante es la duracio´n de cada fonema porque de ella depende la
velocidad en que se pronuncia la frase global. En lo que respecta a la pausas, este es un para´metro
muy importante para dar naturalidad a la elocucio´n. Por ejemplo, la frase ((Hola Juan, man˜ana
estare´ en el trabajo, as´ı que env´ıame el documento cuando puedas.)) es muy distinta en la
pronunciacio´n si se hace considerando las pausas que imponen los signos de puntuacio´n, que si
no se consideran. Por otro lado, en algunas ocasiones, existen pausas impl´ıcitas aunque no hayan
signos de puntuacio´n y que deben ser consideradas por el mo´dulo de generacio´n proso´dica. Este
ser´ıa el caso, por ejemplo, de la frase: ((Hoy viernes saldre´ a cenar con mi novia y man˜ana iremos
a la playa)), en la cual, la conjuncio´n ’y’ induce una separacio´n entre dos grupos fo´nicos, los
cuales se deben pronunciar con una pausa antes de la palabra ’y’ para dar la mayor naturalidad
a la frase.
Por u´ltimo, el tercer mo´dulo es el encargado de generar voz sinte´tica a partir de la informa-
cio´n que le proporciona los mo´dulos predecesores. En el mo´dulo de generacio´n se sintetizan los
sonidos que le indica el mo´dulo de ana´lisis del texto y estos sonidos son sintetizados del modo
en que le indica el mo´dulo de generacio´n de prosodia.
1.2. Motivacio´n del proyecto
En el marco de la sociedad de la informacio´n actual, los sistemas de generacio´n automa´tica
del habla (Text-To-Speech systems) adquieren cada vez un mayor peso. Una muestra de este
incremento de intere´s se refleja en la aparicio´n de nuevas empresas dedicadas, en parte, a generar
sistemas de TTS, como por ejemplo Nuance, Loquendo, Verbio, entre otras.
Cada vez surgen nuevas necesidades por parte de particulares y empresas, como por ejemplo,
para poder escuchar un e-mail co´modamente, si se considerara un usuario, o para reducir costes
en la generacio´n de locuciones de atencio´n telefo´nica, si se considera un call-center. Asimismo,
algunos de los mercados explotados son: telefon´ıa (operadores automa´ticos); multimedia (edicio´n
de cata´logos virtuales); discapacitacio´n (ayuda a personas invidentes); etc. La mayor´ıa de estos
sistemas optan por usar s´ıntesis por concatenacio´n de unidades, la cual es la que ofrece una mayor
calidad en la voz obtenida, sin embargo, se requiere de una importante base de datos para que
los resultados sean satisfactorios, lo cual puede suponer un problema si la memoria disponible
es limitada. Es en este tipo de aplicaciones (PDA’s, mo´viles, etc) donde puede comenzar a jugar
un papel importante los sistemas de s´ıntesis basados en modelos ocultos de Markov.
As´ı pues, una de las principales caracter´ısticas de los sintetizadores que usan HMM’s (Hid-
den Markov Models) es que requieren de una menor capacidad en lo que a memoria se refiere
para poder funcionar, en comparacio´n con otros sistemas, como los de concatenacio´n.
La s´ıntesis mediante HMM actualmente nos proporciona una voz ma´s artificial pero con un
mayor nivel de inteligibilidad del que proporciona otro sistema. Por ejemplo, para el me´todo de
concatenacio´n de forma de onda tendr´ıamos una voz en apariencia mucho ma´s natural, pero que,
debido a posibles transiciones defectuosas entre fragmentos (lo cual puede producir un cierto
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ruido de fondo) se puede dar el caso de que el oyente tenga dificultades para comprender lo
que dice. Es decir, los sistemas de s´ıntesis por concatenacio´n pueden tener un comportamiento
irregular y padecer bajadas espora´dicas de calidad. Otra ventaja que proporciona la s´ıntesis
mediante HMM con respecto a la de concatenacio´n es su flexibilidad. Por ejemplo, permite
cambiar algunas caracter´ısticas de la voz o el estilo de locucio´n (velocidad, entonacio´n, etc) con
cambiar algunos para´metros de los modelos (duracio´n, pitch, etc). En cambio, para conseguir
este efecto, en sistemas de seleccio´n y concatenacio´n se necesitar´ıa una gran cantidad de datos.
Mediante HMM, adema´s, se puede generar voz con caracter´ısticas propias de cualquier hablante
[9].
El principal objetivo de este proyecto es el de integrar un sistema de s´ıntesis de voz basado en
modelos ocultos de Markov, HTS (HMM-based speech synthesis system. http://hts.sp.nitech.ac.jp/ ),
dentro de OGMIOS (sistema de s´ıntesis de voz desarrollado por la UPC) con el fin de extender
as´ı el conjunto de los posibles me´todos de s´ıntesis que puede llevar a cabo. Una vez integrado
para el ingle´s, se pretende poder extrapolar su uso a otras lenguas como el castellano o el ca-
tala´n, aprovechando las bases de datos disponibles para las mismas. Adema´s de estos hitos se
tratara´ de realizar ligeras modificaciones en los procedimientos de s´ıntesis que desempen˜a HTS
con la intencio´n de tratar de mejorar la calidad de voz obtenida.
1.3. Estructura de la memoria
El proyecto comienza con una explicacio´n teo´rica, en el cap´ıtulo 2, sobre la s´ıntesis realizada
mediante modelos ocultos de Markov. En este cap´ıtulo primero se realiza una introduccio´n al
concepto de s´ıntesis mediante HMM’s. Luego, se an˜ade una explicacio´n sobre los datos necesarios
para poder perpretar un entrenamiento de modelos. Adema´s, se explican los tipos de modelos
considerados, as´ı como los para´metros que estos emiten. Por u´ltimo, este cap´ıtulo explica el
propio proceso de s´ıntesis: entrenamiento de los modelos y posterior generacio´n de voz a partir
de los modelos obtenidos en el entrenamiento.
En el tercer cap´ıtulo se realiza una explicacio´n sobre co´mo el sistema HTS (sistema de
s´ıntesis mediante HMM’s) pone en pra´ctica todo lo explicado, a nivel teo´rico, en el cap´ıtulo 2.
En el cuarto cap´ıtulo se exponen los procedimientos que fueron necesarios para poder inte-
grar el sistema HTS en el sistema de s´ıntesis creado en la UPC (Ogmios). En este cap´ıtulo se
exponen las soluciones que se adoptaron para poder integrar HTS en Ogmios, tanto a nivel de
entrenamiento de los modelos como a nivel de generacio´n de voz a partir de los mismos.
Por u´ltimo, en el cap´ıtulo 5 se expone un serie de pruebas que se realizaron sobre tres
me´todos distintos de produccio´n de voz, en comparacio´n con el me´todo que propone el sistema
HTS. En este cap´ıtulo se realiza una explicacio´n teo´rica y pra´ctica lo ma´s exhaustiva posible de
cada una de las tres posibles alternativas de produccio´n de voz.
Cap´ıtulo 2
S´ıntesis mediante modelos ocultos de
Markov
En este cap´ıtulo se va a exponer el sistema de s´ıntesis que representa el principal objeto
de estudio de este proyecto, del cual, se realiza una explicacio´n conceptual y anal´ıtica. Este
sistema es el que hace uso de los modelos ocultos de Markov. La seccio´n 2 comienza con una
breve introduccio´n a la s´ıntesis por modelos ocultos de Markov y a continuacio´n se va iterando
a trave´s de las siguientes secciones para explicar del modo ma´s exhaustivo posible cada uno de
los elementos y conceptos que giran entorno a un sistema de s´ıntesis de esta ı´ndole.
2.1. Introduccio´n
En este tipo de s´ıntesis se hace uso de los modelos ocultos de Markov (introduccio´n con-
ceptual en ape´ndice C) para caracterizar el comportamiento de la voz. Este tipo de modelos se
puede clasificar en dos categor´ıas: los modelos discretos y los modelos continuos. En los modelos
discretos los valores que puede tomar la salida en cada estado pertenecen a un conjunto definido
y finito. En cambio, en los modelos ocultos de Markov continuos, el dominio de sus observables
es infinito.
Para el caso de la s´ıntesis de voz, los modelos empleados son continuos ya que los observables
de dichos modelos esta´n compuestos por un conjunto de caracter´ısticas propias de la voz, las
cuales pueden tomar valores de modo continuo, por lo que en este caso las funciones de densidad
de probabilidad de los observables son continuas (habitualmente Gaussianas).
En el proceso de s´ıntesis se persigue el siguiente objetivo: obtener una forma de onda
correspondiente a una voz humana a partir de un modelo oculto de Markov, tal y como muestra
de modo esquema´tico la figura 2.1.
En este punto se nos plantean dos nuevos problemas: el primero es que ¿co´mo se obtienen
los para´metros que definen a un modelo λ = (A,B, pi) ?, donde A es la matriz que define las
probabilidades de transicio´n entre estados, B es la matriz que define la estad´ıstica de los obser-
vables para cada estado, y pi es el conjunto que define las probabilidades de estar inicialmente
en cada uno de los estados del modelo; y el segundo problema que surge es que, una vez que se
tiene definido el modelo λ, ¿de que´ modo se consigue obtener voz a partir de sus para´metros?
El primer problema se resuelve mediante la aplicacio´n de un entrenamiento sobre los modelos
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Figura 2.1: El principal objetivo es el de obtener voz a partir de un HMM.
ocultos de Markov, los cuales son los que luego permitira´n sintetizar a partir de sus observables.
Y el segundo, mediante la aplicacio´n de un algoritmo de generacio´n que consigue convertir la
informacio´n que reproducen los modelos en una sen˜al de voz. Un esquema del sistema de s´ıntesis














Figura 2.2: Sistema de s´ıntesis mediante HMM.
2.2. Datos necesarios para poder aplicar el entrenamiento
El entrenamiento se lleva a cabo a trave´s del estudio exhaustivo de una base de datos, la
cual esta´ compuesta por un conjunto de sen˜ales de voz y sus representaciones escritas en el
idioma que se desee modelar. En lo que a texto se refiere, es necesario que haya sido procesado
previamente con el fin de segmentar y etiquetar todas las oraciones de modo correcto. Es decir,
no podemos tratar, en el entrenamiento, con texto plano sino que la parte textual debe reflejar
de la mejor manera posible lo que dice la parte de audio y co´mo lo dice. As´ı pues, adema´s del
conocimiento sobre la sucesio´n de fonemas que se da en cada frase, tambie´n es necesario tener
informacio´n acerca de su posicio´n dentro de la misma; informacio´n sobre la entonacio´n con que
cada fonema es pronunciado en la correspondiente grabacio´n; y tambie´n es importante conocer
su duracio´n.
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Por otro lado, en el entrenamiento no se trabaja directamente con las sen˜ales de voz sino
que con otro tipo de informacio´n extra´ıda de las mismas. Esta informacio´n esta´ relacionada
con su espectro y su frecuencia fundamental. Por lo tanto, en este caso tambie´n se debe aplicar
una preparacio´n previa de los datos en la que las sen˜ales de voz son divididas en una serie de
tramas, normalmente solapadas entre s´ı, y de cada una de ellas se extrae informacio´n asociada
a la frecuencia fundamental y al espectro (figura 2.3).
al espectro.
vinculada a la frecuencia fundamental y
De cada trama se extrae informacion
Figura 2.3: Entramado de una sen˜al de voz.
2.2.1. Informacio´n espectral
La informacio´n asociada al espectro, de la que se ha hablado hasta ahora, procede de una
parametrizacio´n que se aplica a la sen˜al. La parametrizacio´n que mejor resultado ha obtenido
hasta el momento es la realizada mediante MFCC’s (coeficientes cepstrum en la escala de Mel).
El espectro representado por los MFCCs tiene una resolucio´n en frecuencia muy similar a la
del o´ıdo humano, el cual tiene una mayor resolucio´n a bajas frecuencias. Es por este motivo que el
ana´lisis del cepstrum en la escala de Mel resulta especialmente u´til en sistemas de reconocimiento
o s´ıntesis de voz. El cepstrum de la sen˜al contiene informacio´n sobre la variabilidad del espectro
y se calcula a partir de la sen˜al de voz de modo continuo, trama a trama.
En cada trama, se aplica un ana´lisis mel-cepstral para obtener los coeficientes del cepstrum
de la trama en cuestio´n. En este ana´lisis, el modelo espectral para la voz en dicha trama, H(ejω),
















1− αz−1 , |α| < 1 (2.2)
representa una transformacio´n bilineal mediante la cual se aproxima el plano Z en la escala
de Mel (
∼
z) en funcio´n del plano Z en escala lineal (z).
Considerando esta transformacio´n, la relacio´n que hay entre las pulsaciones angulares en




(1 + α2)cosω − 2α (2.3)
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donde el para´metro α sirve para ajustar la aproximacio´n entre las dos escalas, en funcio´n de
la frecuencia de muestreo considerada. Por ejemplo, se ha encontrado emp´ıricamente que, para
una frecuencia de muestreo de 10 KHz, una buena aproximacio´n de la escala de Mel basada en
una evaluacio´n subjetiva del pitch, se consigue mediante un valor de α = 0.35 [13].
Para obtener una estimacio´n insesgada del espectro de la sen˜al en la ventana de ana´lisis se








R(ω) = log IN (ω)− log |H(ejω)|2 (2.5)
y donde IN representa el periodograma modificado[4], el cual permite hacer una estimacio´n
espectral del proceso x(n), considerado como estacionario dentro de cada trama y donde N
representa el nu´mero de muestras de la trama en cuestio´n. Para asegurar buena estimacio´n
espectral por parte de IN , ya que e´ste es asinto´ticamente insesgado, se debe asegurar que N sea
lo suficientemente elevado, por ejemplo, unas 400 muestras.
En 2.4 se tiene la funcio´n de coste que se desea minimizar y el objetivo de esta minimizacio´n
es encontrar los coeficientes cepstrum tal que 2.1 se asemeja lo ma´ximo posible a la estimacio´n del
espectro realizada por el periodograma modificado. No obstante, se aplica una transformacio´n
de para´metros sobre 2.1 con el objetivo de facilitar la minimizacio´n de 2.4, la cual se comenta a
continuacio´n.




b(m)φm(z) = K ·D(z) (2.6)
donde








c(m), m = M;
∼
c(m)− αb(m+ 1), 1 6 m < M ;
φm(z) =
{






, m > 1;
Y, ya que H(z) es un sistema de fase mı´nima, la minimizacio´n de E es equivalente a la
minimizacio´n de








con respecto a b = [b(1), b(2), b(3), ..., b(M)]T .
Segu´n [13],  es convexo con respecto a b, con lo cual, el problema de minimizacio´n de 2.9
se puede resolver de modo eficiente y sin incurrir en demasiado error, aplicando el me´todo de
Newton-Raphson.
2.2.2. Pitch o frecuencia fundamental
La informacio´n relacionada con la frecuencia fundamental es lo que se conoce como pitch.
Dentro de un contexto de sen˜al temporal, el concepto de pitch se puede encontrar explicado en
algunos textos como periodo de pitch, considera´ndolo como el periodo que tiene la sen˜al de voz
cuando esta posee cierta periodicidad. Por otro lado, bajo el contexto de la sen˜al en el dominio
de la frecuencia, el pitch es la separacio´n frecuencial que existe entre dos formantes consecutivos
siempre que el sonido posea cierta sonoridad, y por tanto, cierta periodicidad.
Aunque existan estas dos acepciones para el pitch, la que ma´s se suele usar es la que se aplica
a nivel frecuencial, la cual hace referencia a la frecuencia fundamental a nivel de percepcio´n de
la voz, y cuyo valor medio habitual esta´ entre 70 y 400 Hz, siendo ma´s bajo para hombres que
para mujeres. Se trata de un para´metro caracter´ıstico de cada locutor y esta´ vinculado con el
tono o frecuencia fundamental de vibracio´n de las cuerdas vocales. Para sonidos sonoros, los
cuales tienen cierta periodicidad ya que el sonido fluye desde las cuerdas vocales sin excesivo
impedimento, el pitch puede tomar valores dentro del rango especificado, sin embargo, para
sonidos sordos, resulta imposible de calcular debido a su naturaleza ruidosa.
El pitch, por lo tanto, es un para´metro indispensable para poder ejecutar con e´xito la s´ıntesis
de voz, y por ende, debe ser considerado por algu´n tipo de modelo oculto de Markov. As´ı pues,
el pitch es un para´metro que debe ser entrenado por algu´n modelo. Para ello, tal y como sucede
con el cepstrum, previamente debe ser extra´ıdo a partir de las grabaciones de voz contenidas en
la base de datos. El pitch es un para´metro diferenciador entre la s´ıntesis y el reconocimiento, ya
que en reconocimiento no es tan importante o tan necesario.
La obtencio´n del pitch a partir de una sen˜al de voz se realiza aplicando un me´todo de
autocorrelacio´n cruzada normalizada[14][10].







y el periodo de pitch se toma como la longitud, en nu´mero de muestras, que hay entre el
pico de ma´xima correlacio´n (m = 0) y el segundo ma´ximo pico de correlacio´n que se encuentra
si aumentamos el decalaje, m. Luego, una vez se tiene el periodo de pitch, τ , el pitch se haya
directamente tomando el inverso de e´ste, fo = 1/τ .
Algo que se debe tener presente es el hecho de que el pitch no siempre existe. Y esto sucede
en aquellas ocasiones en que la sen˜al tiene una funcio´n de autocorrelacio´n semajante a una delta
de dirac, es decir, no existira´ pitch en aquellos procesos que se asemejen a ruido blanco, y este
es el caso de los sonidos sordos.
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Toda esta informacio´n es sobre la que se trabaja en el entrenamiento, con lo que, los modelos
que se obtienen deben ser capaces de generar los para´metros de excitacio´n y de espectro que
mejor definan a cada fonema con la duracio´n ma´s ajustada posible a la realidad. La tarea de
convertir estos para´metros a sen˜al de voz se delega a la parte de generacio´n, la cual conforma el
motor del sistema de s´ıntesis.
As´ı pues, las caracter´ısticas de la voz que se deben considerar para sintetizar y que, por tanto,
deben ser emitidas por algu´n modelo oculto de Markov son: la duracio´n; el pitch o frecuencia
fundamental (fo), extra´ıdo trama a trama; y una parametrizacio´n de la sen˜al, relacionada con
el espectro de la misma, extra´ıda tambie´n de cada trama. A continuacio´n se exponen los tres
tipos de modelos considerados en s´ıntesis.
2.3. Tipos de modelos considerados en s´ıntesis
2.3.1. Modelo para la envolvente del espectro
Cada uno de los estados de este tipo de modelos emiten vectores con alguno de los coefi-
cientes, relacionados con el espectro, presentados en el apartado anterior. Asimismo, tambie´n se
emiten sus correspondientes coeficientes dina´micos (estos coeficientes se pueden entender como
valores de las derivadas y segundas derivadas de los coeficientes esta´ticos desde un punto de
vista de funcio´n temporal),∆ y ∆2, otorgando informacio´n, a la salida, sobre las caracter´ısticas
dina´micas de todos los coeficientes. Esto permite conocer, adema´s de los propios coeficientes,
su tendencia temporal, es decir, se puede saber si el pro´ximo valor de cada coeficiente que se
tendra´ en la pro´xima trama sera´ mayor al actual (∆ > 0), o si sera´ menor (∆ < 0), y con
que´ tendencia (∆2). Y como se vera´ ma´s adelante, el uso de estos coeficientes dina´micos repre-
sentan una restriccio´n sobre la manera en que deben variar los coeficientes esta´ticos a lo largo
del tiempo. Esta restriccio´n se basa en el hecho de que los coeficientes esta´ticos, empleados para
la generacio´n de voz, mantengan una evolucio´n natural entre las sucesivas tramas. La forma de














Figura 2.4: HMM cuyos para´metros de salida son los coeficientes espectrales de un fonema, y sus com-
ponentes dina´micas.
La funcio´n de densidad de probabilidad que define la estad´ıstica de los observables para el
estado i en un modelo para los coeficientes espectrales toma la expresio´n 2.11, en la que se puede
ver como, para un caso general, la f.d.p esta´ constituida por la ponderacio´n de N funciones de
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densidad de probabilidad Normales1, cada una con su media µ
in







A nivel estad´ıstico los observables de los modelos para los coeficientes asociados a la envol-
vente del espectro son ma´s sencillos de caracterizar que los del pitch. En el caso de los coeficientes
espectrales, tal y como se ha comentado, las salidas de cada estado siempre son vectores en Rn
y se pueden caracterizar de modo sencillo mediante n mezclas (en ingle´s, mixtures). En cam-
bio, para el pitch, debido a su particular naturaleza, su caracterizacio´n estad´ıstica resulta ma´s
complicada, la cual se expone en el siguiente punto.
2.3.2. Modelo para el pitch
En estos modelos los observables ya no son vectores sino que en cada trama, el modelo de
pitch que toque para dicha trama, emitira´ un u´nico escalar con el valor del pitch en el caso de
que este exista (sonido sonoro), mientras que no emitira´ ningu´n valor en el caso de que no exista
(sonido sordo).













Figura 2.5: HMM para el pitch de un fonema.
Como se ha comentado anteriormente, el pitch tiene un comportamiento distinto en funcio´n
de si el sonido es sonoro o sordo: en sonidos sonoros se puede medir un valor de pitch mientras que
en sordos no. Ello implica que las funciones de densidad de probabilidad de salida para un modelo
del pitch no sean Gaussianas puras sino´ que poseen una estad´ıstica particular. As´ı pues, para
caracterizar correctamente esta componente de la voz primero se debe hacer una diferenciacio´n
entre sonidos sonoros y sonidos sordos, es decir, una diferenciacio´n entre “existe pitch” y “no
existe pitch”. Y, una vez se ha hecho esta diferenciacio´n, para el caso en que s´ı exista, se estudie
de modo estad´ıstico los valores que puede tomar. Por lo tanto, en la caracterizacio´n del pitch
aparecen dos procesos estoca´sticos para los observables de los HMMs en vez de uno, como suced´ıa
con la duracio´n o con los para´metros espectrales, y estos son: por un lado la existencia o no de
pitch; y por otro, en caso de que exista, que´ valor toma.
As´ı pue´s, para poder modelar el cara´cter sonoro o sordo de la fo se deber´ıa usar un HMM
discreto, cuya u´nica salida en cada estado sea “sonoro” o “sordo”. Pero por otro lado, el cara´cter
1En este contexto, a cada una de estas funciones de densidad de probabilidad se le denomina mezcla. En este
proyecto se considera una estad´ıstica de salida con u´nica mezcla aunque existen implementaciones con ma´s de
una, de las cuales un ejemplo se puede hallar en http://hts.sp.nitech.ac.jp/.
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sonoro se deber´ıa modelar mediante un HMM continuo con un nu´mero arbitrario de mezclas.
Por lo tanto, para modelar correctamente la fo se requerir´ıa un h´ıbrido entre un HMM de tipo
discreto y otro de tipo continuo, lo cual representa el principal problema que surge en el modelado
de la fo. No obstante, este problema se resuelve mediante el uso de HMMs con distribucio´n
multi-espacial de probabilidad (MSD-HMM)[8]. En este caso, las probabilidades de salida de los
estados se definen mediante un espacio con distribucio´n multiespacial de probabilidad (MSD).
A continuacio´n se detalla este concepto y se demuestra su utilidad en el modelado del pitch.
Un espacio con MSD consiste en un espacio muestral, Ω, el cual es la unio´n de G subespacios
(Ω =
⋃G
g=1 Ωg). Cada subespacio Ωg es un espacio de dimensio´n real ng (Ωg = <ng), con
ng = 0, 1, ...,m, la cual puede ser distinta a la de los otros subespacios, es decir, no todos
los subespacios tienen por que´ tener la misma dimensio´n. La originalidad y principal potencial
de MSD reside en el hecho de que se puedan producir observaciones consecutivas de distinta
dimensio´n, inclusive dimensio´n nula. Cada subespacio tiene una f.d.p, Ng(x), x ∈ <ng y su
propia probabilidad, P (Ωg) = ωg, cumplie´ndose
∑G
g=1 ωg = 1.
Cada realizacio´n dada en este espacio se representa mediante un vector aleatorio o que
consiste en un conjunto de ı´ndices de subespacios implicados en la misma, X , ma´s el propio
vector de salida, x. As´ı pues, o = (X , x) indica que la salida x esta´ estad´ısticamente definida
por los subespacios indicados en X . En X no tienen por que´ estar todos los ı´ndices de los
subespacios que conforman Ω pero s´ı se debe cumplir que todos los subespacios implicados en
un evento tengan la misma dimensio´n. As´ı mismo, La probabilidad de tener una observacio´n o




ωgNg(V(o)) con S(o) = X , V (o) = x (2.12)
Para el caso del modelado del pitch, cada estado del modelo con MSD tiene dos subespacios
(G=2): uno, Ω1, de dimensio´n nula (n1 = 0), asociado a las observaciones de tipo “sordas”; y
otro, Ω2, con n2 = 1, que refleja las observaciones de tipo “sonoras”. Para el caso del subespacio
con n1 = 0, se impone que N1(x) ≡ 1 para simplificar la notacio´n. Por otro lado, para el
subespacio con n2 = 1, N2(x) es una f.d.p Gaussiana. De este modo se caracteriza perfectamente
el comportamiento del pitch y se salva as´ı el hecho de tener dos posibles observables de distinta
dimensio´n. As´ı pues, la estad´ıstica de los observables queda definida segu´n 2.13.
b(o) = P (sordo)N (o|sordo) + P (sonoro)N (o|sonoro)
= ω1N1(?) + ω2N2(fo) = ω1 + ω2N2(fo) (2.13)
Mediante esta formulacio´n se pone de manifiesto el hecho de que, para el caso de las ob-
servaciones con dimensio´n nula (“sonido sordo”), ya que no se conoce ningu´n valor de pitch
para este caso, so´lo importa el hecho de que se de´ la situacio´n de “sonido sordo”; mientras que
para los “sonidos sonoros” s´ı que se estudia estad´ısticamente su valor, y es por ello que Ng(x)
existe en este caso. As´ı pues, se tiene un sonido sordo con probabilidad ω1 y un sonido sonoro
con probabilidad ω2. Luego, para el caso de que sea sonoro, el pitch tiene una estad´ıstica bien
definida con N2(fo).
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2.3.3. Modelo para la duracio´n
La informacio´n de duracio´n hace referencia a lo que dura cada fonema. As´ı pues, se debe
tener un modelo que contemple esta informacio´n a su salida. No obstante, es importante notar
que sus observables no se emiten trama a trama, tal y como suced´ıa con los modelos de los puntos
anteriores, sino que se emiten una sola vez por cada fonema. Adema´s, la topolog´ıa de este tipo de
modelos siempre sera´ un u´nico estado ya que, como los observables se emiten una sola vez, carece
de sentido el hecho de tener ma´s de un estado. Los datos de entrenamiento para modelos de este
tipo son las duraciones de los fonemas, que en el comienzo del entrenamiento se extraen de la
parte escrita de la base de datos. Los fonemas pueden haber sido etiquetados minuciosamente a
mano, o por procedimientos automa´ticos[2]. En la figura 2.6 se muestra un posible modelo para
la duracio´n en el que el u´nico estado emite un vector cuya dimensio´n coincide con el nu´mero de
estados que tiene cada modelo para el pitch, y con el nu´mero de estados de cada modelo para
los coeficientes espectrales. As´ı pues, el para´metro observable del estado tendra´ una estad´ıstica




Figura 2.6: Modelo para la duracio´n del fonema. Se puede observar que el observable tiene dimensio´n 3,
que es justamente el nu´mero de estados que tienen los modelos para el pitch y los modelos
que emiten informacio´n espectral.
Si consideramos que en s´ıntesis de voz, los modelos ma´s comunmente empleados son del ti-
po ”left-to-right”, se puede afirmar que los modelos para la duracio´n proporcionan informacio´n
relacionada con la estad´ıstica de transicio´n entre estados para los modelos del espectro y del
pitch.
Estos tres tipos de modelos, en s´ıntesis de voz, van siempre cogidos de la mano, es decir,
los modelos de tipo “duracio´n” son los encargados de decir a los de tipo “pitch” y a los de tipo
“espectro” el tiempo que deben estar emitiendo en cada estado. Por ejemplo, si el modelo de
duracio´n del fonema /o/ dice que el estado 2 deba durar 10 ms, esto implicara´ que los modelos
correspondientes al pitch y a los para´metros espectrales de dicho fonema deban emitir tantas
tramas de datos (pitch o coeficientes espectrales, segu´n el modelo) como sea necesario hasta
llegar a alcanzar los 10 ms que impone el modelo de duracio´n.
2.4. Entrenamiento de los modelos
Este proceso tiene por objetivo la construccio´n de modelos ocultos de Markov que mejor
caractericen algu´n idioma. La unidad mı´nima que se trata en este proyecto es el fonema, con lo
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que, los modelos que se obtienen son de los fonemas de dicho idioma.
Mediante cada uno de los modelos se pretende caracterizar de la mejor forma posible el
comportamiento de todos los fonemas, y esto se consigue asignando valores adecuados a todos
los para´metros de cada modelo. Esta asignacio´n de valores no se puede realizar de modo arbitrario
sino´ que requiere la ejecucio´n de un entrenamiento concreto. Los modelos que se obtienen son de
tipo “izquierda-a-derecha”, es decir, las u´nicas posibles transiciones son entre estados adyacentes,
tal y como muestran las figuras 2.4 y 2.5.
2.4.1. Modelos iniciales
En las primeras etapas del entrenamiento, los modelos de los fonemas que se obtienen son
poco precisos. El objetivo de la primera etapa es el de obtener una primera aproximacio´n a
los modelos finales, la cual se realiza haciendo uso de los datos de entrenamiento (a nivel de
para´metros de voz) conjuntamente con sus segmentaciones temporales. Como se ha comentado
previamente, estas segmentaciones temporales marcan la duracio´n de cada uno de los fonemas
en las frases de la base de datos. As´ı pues, se tiene conocimiento de los datos (coeficientes
espectrales y pitch) que hacen referencia a cada unos de los fonemas del alfabeto. Lo que se hace
en este primer paso es leer los datos de entrenamiento de cada fonema y realizar una estimacio´n
inicial de los para´metros de cada modelo λ. El proceso para estimar los modelos en este primer
punto pasa por el simple hecho de contar valores, calcular las medias a partir de estos valores,
calcular varianzas, calcular matrices de covarianza para los datos vectoriales, etc. Luego, en las
siguientes etapas, estos modelos se van refinando hasta optener los o´ptimos de cada fonema.
As´ı pues, en el te´rmino de la primera etapa, el primer modelo λ0 que se obtiene procede de
la segmentacio´n de los para´metros de voz. En esta primera aproximacio´n del modelo oculto de
Markov, los para´metros de sus estados se obtienen de una particio´n equitativa del fonema entre
los estados tal y como muestra la figura 2.7. Con lo que, cada estado estima sus para´metros a
partir de las observaciones inclu´ıdas en cada particio´n. No obstante, el hecho de realizar esta
particio´n del fonema de igual modo entre los estados del modelo inicial comporta que este modelo
no sea el mejor ya que, al partir el fonema en partes iguales, se asume que cada una de estas
partes define un´ıvocamente a cada uno de los estados del modelo que se desea obtener, cosa que
generalmente no sucede. Este hecho se pone de manifiesto en el estado 3 de la propia figura 2.7, el
cual, para que su primera estimacio´n fuera mejor, sus fronteras deber´ıan estar mejor emplazadas,
por ejemplo, la frontera marcada con un ’*’ deber´ıa estar ma´s hacia la derecha. Asmimismo,
este hecho no sucede con el estado 1, del que s´ı que se realizar´ıa una buena estimacio´n inicial.
1 2 3 4
*
Figura 2.7: Segmentacio´n de un fonema en partes iguales para realizar una primera estimacio´n del
modelo.
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2.4.2. Mejora de los modelos mediante el algoritmo de Viterbi
Para salvar esta situacio´n lo que se pretende es mejorar las fronteras de los estados, es decir,
ajustar los l´ımites de cada estado para mejorar el modelo obtenido anteriormente mediante la
particio´n equitativa del fonema. En esta situacio´n, por un lado se vuelve a leer el mismo segmento
del fonema (sus para´metros asociados), y por otro lado se tiene el primer modelo obtenido, λ0.
Para mejorar el modelo λ0 obtenido lo que se hace ahora es tratar de determinar la secuencia de
estados, S = (s1, s2, ..., sT ) (el sub´ındice indica el instante), que mejor define la observacio´n dada
por la secuencia de tramas correspondientes al fonema en estudio, O = (o1, o2, ..., oT ) (ver 2.8).
Es decir, en otras palabras, lo que se pretende es mejorar las asociaciones entre los conjuntos de
observaciones y los estados, con respecto a las que se hab´ıan realizado para obtener el modelo λ0.
Y, una vez se consiguen reajustar las asignaciones de observaciones entre los diversos estados del
modelo a estimar, para cada estado, se vuelven a calcular las medias y las matrices de covarianza
de sus observables a partir de las observaciones que le han sido reasignadas. Esta reasignacio´n
de observaciones se lleva a cabo de modo recursivo mediante la aplicacio´n del algoritmo de
Viterbi[15][3].
1 2 3 4
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Secuencia de observaciones
obtenida de la secuencia
de tramas del fonema
y que se pretenden 
redistribuir entre los
diversos estados del HMM
para poder estimar la estadistica
de sus observables ,
Figura 2.8: Particio´n de un fonema y observaciones de cada una de las partes.
Mediante el algoritmo de Viterbi se obtiene la secuencia de estados, S, ma´s veros´ımil, dada
una secuencia de observacio´n, O, y un modelo λ, es decir, maximiza P (S|O, λ), que es equivalente
a maximizar P (S,O|λ), ya que
P (S,O|λ) = P (O|λ)P (S|O, λ) (2.14)
y siendo P (O|λ) comu´n para todas las posibles secuencias de estados. Esta secuencia de
estados obtenida siempre estara´ restringida por las probabilidades de transicio´n, las cuales, en
nuestro caso las posibles transiciones son entre estados consecutivos.
Para la aplicacio´n de este algoritmo se definen las siguientes variables:
δt(i) = ma´x
s1,s2,....st−1
P (s1, s2, ...st−1, st = i, o1, o2, ..., ot|λ) (2.15)
Φt(i) = arg ma´x
s1,s2,....st−1
P (s1, s2, ...st−1, st = i, o1, o2, ..., ot|λ) (2.16)
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Siendo 2.15 el valor de verosimilitud del camino ma´s probable de entre todos los posibles
caminos que lleguen al estado i en el instante t. Y 2.16, un vector que contiene informacio´n
asociada a la secuencia de estados ma´s probable hasta el instante t.
Asimismo, el algoritmo se ejecuta del siguiente modo:
1. Inicializacio´n
δ1(i) = piibi(o1)⇒ δ1(1) = b1(o1) (2.17)




{δt−1(i)aij}bj(ot), t = 2, ..., T j = 1, ..., N (2.18)
Φt(i) = arg ma´x
16i6N
{δt−1(i)aij}, t = 2, ..., T j = 1, ..., N (2.19)





s∗T = arg ma´x
16i6N
[δT (i)] (2.21)
En 2.20 se tiene el valor de probabilidad de la secuencia de estados ma´s veros´ımil y 2.21
contiene informacio´n relativa a la secuencia de estados ma´s probable.
4. Backtracking
En este proceso es donde se lee la secuencia de estados ma´s veros´ımil que ha seguido el
sistema, y esto se hace aplicando la expresio´n 2.22 de modo recurrente y leyendo dichos
estados “hacia atra´s”, es decir, se comienza obteniendo el u´ltimo estado y se termina por




t+1), t = T − 1, T − 2, ..., 1 (2.22)





Este proceso se va repitiendo hasta que no se consigue mejorar el modelo entre sucesivas
iteraciones.
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2.4.3. Mejora de los modelos mediante el algoritmo de Baum-Welch
Al te´rmino de la aplicacio´n del algoritmo de Viterbi, el modelo resultante posee una es-
tad´ıstica de sus observables ma´s real. No obstante, la mejora que se realiza sobre un modelo,
λ = (pi,A,B), mediante Viterbi so´lo optimiza la estad´ıstica de salida del modelo, B. Existe
otro algoritmo, que se aplica despue´s del de Viterbi, en el que se reajustan todos los para´me-
tros del modelo (pi,A,B) de modo simulta´neo con el fin de maximizar la probabilidad de la
observacio´n (datos de entrenamiento) dado dicho modelo. Este algoritmo es conocido como el
de Baum-Welch y se trata de un procedimiento iterativo en el cual se maximiza la P (O|λ). En
cada iteracio´n de este algoritmo, se parte de un modelo inicial, λ′, y se llega hasta un nuevo
modelo mejorado, λ. Y, para la aplicacio´n de este algoritmo se define una funcio´n auxiliar, 2.24,
en la que se ven implicados los para´metros de ambos modelos (λ′ y λ) y que permite, mediante




P (S,O|λ′)log[P (S,O|λ)] (2.24)
Fue demostrado por Baum que, el hecho de maximizar la funcio´n Q(λ′, λ) con respecto
a los para´metros del nuevo modelo, λ, se maximiza la probabilidad de la observaco´n dado el
modelo, es decir, ma´xλ[Q(λ′, λ)] 7→ P (O|λ) > P (O|λ′). Por lo tanto, el problema de maximizar
P (O|λ) se traduce ahora en maximizar la funcio´n Q(λ′, λ). A partir de esta funcio´n Q se extraen
unas nuevas funciones que permiten obtener los para´metros del nuevo modelo a partir de los
para´metros del anterior. El procedimiento de como se obtienen dichas funciones es el que sigue
a continuacio´n:






















Para simplificar el desarrollo, en 2.25, se considera que la estad´ıstica de salida de cada estado
esta´ compuesta por una v.a Gaussiana multivariable y esta estad´ıstica es la que corresponder´ıa
a los para´metros espectrales si consideramos una mezcla. Asimismio, el desarrollo ser´ıa ana´logo
para el pitch.






P (s1 = 1, O|λ′)log(pii) (2.26)













P (st = i, st+1 = j,O|λ′)log(aij) =






P (st = i, st+1 = j,O|λ′)log(aij) (2.27)











P (st = i, O|λ′)logN (ot;µi,Σi) (2.28)
Las expresiones 2.26 y 2.27 son de la forma:
∑N
i=1 xilog(yi), la cual tiene un u´nico punto
ma´ximo para yi. Se puede calcular dicho ma´ximo si se aplica multiplicadores de Lagrange bajo
la restriccio´n
∑N
i=1 yi = 1, y su valor es yi =
xiPN
j=1 xj
. Los para´metros del primer y segundo
sumando de 2.25 cumplen con la restriccio´n del siguiente modo:
∑N
i=1 pii = 1 y
∑N
j=1 aij = 1.
As´ı pues, el valor de cada pii que hace ma´ximo 2.26 toma la siguiente expresio´n:
pii =
P (s1 = i, O|λ′)∑N
j=1 P (s1 = j,O|λ′)
=
P (s1 = 1, O|λ′)
P (O|λ′) = P (s1 = i|O, λ
′) (2.29)
Del mismo modo, el valor de cada aij que hace ma´ximo 2.27 es:
aij =
∑T−1
t=1 P (st = i, st+1 = j,O|λ′)∑N
k=1
∑T−1
t=1 P (st = i, st+1 = k,O|λ′)
=
∑T−1
t=1 P (st = i, st+1 = j,O|λ′)∑T−1
t=1 P (st = i, O|λ′)
(2.30)
Por otro lado, para hallar el ma´ximo de 2.28 se debe aplicar las derivadas parciales con












P (st = i, O|λ′)logN (ot;µi,Σi) = 0 (2.32)
Y, desarrollando 2.31 y 2.32 se encuentran los valores de µ
i




t=1 P (st = i, O|λ′)ot∑T
t=1 P (st = i, O|λ′)
(2.33)





t=1 P (st = i, O|λ′)(ot − µi)(ot − µi)T∑T
t=1 P (st = i, O|λ′)
(2.34)
Al final, una vez se tienen los valores ma´ximos de cada sumando, como es natural, se
tendra´ el ma´ximo en Q(λ′, λ), con lo que se obtendra´ una versio´n mejorada del modelo. Exami-
nando 2.29, 2.30, 2.33 y 2.34 se puede observar como los para´metros del nuevo modelo obtenido,
λ, dependen de los para´metros del modelo de la iteracio´n anterior, λ′, y de los observables, O.
La aplicacio´n de este algoritmo finaliza cuando se alcanza un nu´mero ma´ximo de iteraciones,
o cuando converge obteniendo el mejor modelo posible dada la observacio´n de los datos de
entrenamiento.
2.4.4. Mejora de los modelos mediante el uso de a´rboles de decisio´n
El proceso de entrenamiento que se ha detallado en este punto hace referencia a las primeras
fases de lo que ser´ıa el entrenamiento completo. No obstante, los pasos de entrenamiento que
vendr´ıan a continuacio´n basan su potencial en el uso de los mismos algoritmos esenciales (Viterbi
y Baum-Welch) pero aplicando ciertas variantes en lo que respecta a la captacio´n de los datos
de entrenamiento. Asimismo, en este caso, hemos visto como se aplica el entrenamiento a partir
de los fonemas aislados (considerando solamente el valor de cada fonema). Sin embargo, una de
las mejoras que se aplican en las siguientes etapas del entrenamiento es el hecho de considerar
los fonemas con informacio´n asociada al contexto. Este tipo de fonemas aportan una mayor
informacio´n en cuanto al contexto del propio fonema, es decir, en los fonemas contextuales se
conoce cua´les son los fonemas vecinos; en que´ posicio´n esta´ el fonema en cuestio´n dentro de la
frase; incluso puede aportar informacio´n acerca de la entonacio´n con que se deber´ıa pronunciar;
etc (ver ape´ndice A). As´ı pues, este tipo de fonemas ofrecen la posibilidad de realizar un entre-
namiento o´ptimo gracias a toda la informacio´n que contienen. No obstante, por contra, el hecho
de que los fonemas contextuales tengan toda esta informacio´n (que los hace muy particulares
entre s´ı) hace que el taman˜o de la base de datos para estimar correctamente los para´metros
de sus modelos sea insuficiente. Es por ello que se aplica una agrupacio´n entre los estados de
los diversos modelos (asociados a los fonemas contextuales), con el fin de que, los datos que se
utilizan para estimar los para´metros de un estado de algu´n modelo, se empleen tambie´n para
estimar los para´metros de otro estado en otro modelo. Esta agrupacio´n se lleva a cabo mediante
a´rboles de decisio´n, los cuales son construidos mediante la te´cnica MDL (Minimum description
Length)[6], la cual permite determinar el a´rbol o´ptimo, es decir, con las ramificaciones justas y
necesarias.
Para elaborar los a´rboles se emplean mu´ltiples preguntas en referencia a informacio´n con-
textual que posee cada fonema (en la figura 2.9 se tiene algunas muestras de preguntas). Por
ejemplo, la pregunta “R-fricativa ?” se aplica sobre todos los primeros estados de todos los mo-
delos obtenidos hasta este punto. Para esta pregunta, habra´ modelos que s´ı la cumplan (que
el fonema ma´s pro´ximo por la derecha al fonema central sea fricativo) y habra´ otros que no.
As´ı pues, la formulacio´n de estas preguntas establece una divisio´n de estados, es decir, para la
primera pregunta de 2.9, habra´ modelos cuyos primeros estados se agrupen en el nodo 1 y otros
en el nodo 1’. Y, una vez se ha realizado la pregunta a todos los elementos del nodo, el conjunto
inicial de estados i -e´simos queda dividido en dos (los que cumplen la condicio´n y los que no).
Las preguntas que se aplican a cada nodo no se escogen al azar sino´ que son seleccionadas















Figura 2.9: Ejemplo de a´rbol de decisio´n para el primer estado de un modelo.
bajo el criterio de MDL [6]. As´ı pues, el MDL permite escoger la pregunta o´ptima, de entre
todas las posibles, tal que la divisio´n hace que mejore (sea mı´nima) la longitud de descripcio´n
(Description Length). La DL es un para´metro que esta´ relacionada con la verosimilitud de los
estados que hay en cada nodo, es decir, con el hecho de que el conjunto de estados que hay en
cada nodo defina de la mejor manera a sus observables asociados. El concepto de DL se asocia al
estado (a su estad´ıstica) que surge de cada nodo, es decir, de la contribucio´n de todos los estados
contenidos en el nodo se obtiene un nuevo estado que engloba los para´metros del conjunto. Si
volvemos a la situacio´n de la figura 2.9, vemos como el primer nodo ha sido desglosado mediante
la pregunta “R-fricativa ?”. Esto implica que esta ha sido la pregunta, de entre todas las posibles,
que ha hecho que la longitud de descripcio´n de los dos subconjuntos, 1 y 1’, sea minima de entre
todas las posibles divisiones del conjunto 0 (cada tipo de pregunta implica una divisio´n distinta).
Una de las facilidades que ofrece el me´todo de MDL es el hecho de que permite detener el
proceso de agrupacio´n de estados en el momento preciso. Mediante MDL, siempre que se hace
una divisio´n, se mide si esta divisio´n aporta una mejora o por el contrario, el hecho de realizar
dicha divisio´n, implica un empeoramiento (aumento) de la longitud de descripcio´n. As´ı pues,
so´lo se realizara´n divisiones mientras se mejore la DL en cada una de ellas.
Este proceso se ira´ generando para cada nuevo nodo creado y se finalizara´ el a´rbol cuando
para todos los nodos terminales no haya una divisio´n va´lida. Es decir, se dara´ por conclu´ıdo
dicho a´rbol de decisio´n cuando para todos los nodos terminales no se obtenga ninguna mejora
notoria al aplicar cualquier divisio´n con cualquiera de las cuestiones, o el nu´mero de tramas
relacionadas con los estados contenidos en dichos nodos este´ por debajo de cierto umbral. Al
final del proceso se tiene un conjunto de ligaduras de estados, con lo que se consigue reducir el
nu´mero final de para´metros a estimar al fusionar estados de diversos contextos acu´sticamente
parecidos.
Para entender mejor la mejora que reporta esta agrupacio´n de estados, en lo que respecta
a cantidad de datos de entrenamiento, se expone la siguiente situacio´n: ponga´monos en el caso
de que se han realizado los a´rboles de agrupacio´n para los segundos estados (comenzando por la
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izquierda) de los modelos; en este caso, supongamos que en uno de los nodos terminales se tengan
todos los segundos estados de los modelos cuyos fonemas contextuales asociados tengan la forma
*∧r-a+*=* (tomando el fonema ’a’ como el fonema central y el ’*’ representa cualquier fonema);
en esta situacio´n, los segundos estados de los fonemas p∧r-a+t=s y b∧r-a+s=u se consirerar´ıan
el mismo, con lo que, todas las realizaciones de p∧r-a+t=s contribuir´ıan al modelado del segundo
estado de b∧r-a+s=u y viceversa.
Por otra parte, debido a que los factores contextuales afectan de modo independiente a los
para´metros espectrales, pitch y duracio´n, el proceso de creacio´n de a´rboles se ejecuta de modo
independiente para cada uno de estos para´metros. Con lo cual, se generara´ un a´rbol por cada
uno de los estados de cada tipo de modelo.
Una vez se finaliza la divisio´n de los estados, lo que se hace es agrupar todos los estados
de los nodos terminales y proseguir en el entrenamiento de los modelos con estas ligaduras de
estados. Se vuelven a aplicar todos los procedimientos expuestos anteriormente (Viterbi, Baum-
Welch y la consiguiente reestimacio´n de para´metros) pero esta vez considerando los fonemas
contextuales con ligaduras de estados.
Por otro lado, considerando la importante cantidad de ca´lculos que se deben hacer y la
cantidad de datos que se analizan en el entrenamiento, la elaboracio´n de los HMM’s resulta muy
costosa en lo que a tiempo se refiere. Por ejemplo, para el caso planteado en este proyecto, el
entrenamiento de los modelos dura entorno a las doce horas, aunque existen diversas duraciones
en funcio´n del tipo de entrenamiento planteado y de la envergadura de la base de datos[5].
2.5. Generacio´n de voz
Finalmente, el proceso de s´ıntesis se completa mediante la generacio´n de voz, la cual hace
uso de los modelos obtenidos en la fase de entrenamiento. El proceso de obtencio´n de voz a
partir de texto y de los modelos pasa por diversas etapas:
Primero, el sistema normaliza el texto, es decir, convierte abreviaturas, nu´meros o fechas,
etc., en su represencatio´n fone´tica, del mismo modo en que se har´ıa en cualquier otro tipo
de sistema de s´ıntesis de voz.
Luego, el sistema realiza una divisio´n del texto en unidades proso´dicas, existiendo la po-
sibilidad de marcar las entonaciones de los fonemas, sus duraciones, etc. Es decir, extrae
la ma´xima informacio´n proso´dica posible a partir del texto.
Acto seguido, a partir de la secuencia de fonemas y de la informacio´n sobre la prosodia, el
sistema escoge aquellos modelos (obtenidos en el entrenamiento) que mejor caractericen a
cada fonema en su contexto actual (situacio´n dentro de la frase, es decir, la situacio´n con
respecto a otros fonemas; si el fonema esta´ al final de la oracio´n y se trata de una pregunta
interrogativa; etc.) y genera la secuencia de modelos asociada. El sistema, para seleccionar
estos modelos, que conforman la cadena de modelos que se va a sintetizar, lo hace mediante
el uso de a´rboles de decisio´n obtenidos en la parte de entrenamiento y aprovechando la
informacio´n contextual obtenida en los anteriores mo´dulos del proceso de s´ıntesis.
Y para finalizar, el sistema genera voz a partir de dicha secuencia de modelos ocultos de
Markov.
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Los dos primeros puntos se corresponden con el mo´dulo “Preprocesado” de la figura 2.10,
el tercer punto se corresponde con el mo´dulo “Seleccio´n de modelos ” y el u´ltimo hace referencia
al mo´dulo “Generacio´n”.
Texto Seleccion modelosPreprocesado Generacion
la voz
Obtencion de 
Figura 2.10: Generacio´n de voz a partir de los modelos obtenidos en el entrenamiento.
La explicacio´n que sigue se va a centrar ba´sicamente en esta u´ltima parte. Asimismo, esta
seccio´n se divide en otras dos: la de obtencio´n de los para´metros acu´sticos (coeficientes espec-
trales, (fo), y duracio´n) a partir de los modelos; y la de generacio´n de voz a partir de dichos
para´metros.
2.5.1. Obtencio´n de los para´metros de voz a partir de los modelos ocultos de
Markov
En esta seccio´n el sistema transforma el texto en formato “hmm” (secuencia de modelos)
a una secuencia de tramas con informacio´n sobre los coeficientes espectrales y el pitch que se
debe tener en cada instante.
El primer paso consiste en determinar la duracio´n de cada uno de los modelos de la frase de
la mejor forma posible, y ma´s concretamente, se determina la duracio´n de cada uno de los estados
de dichos modelos. As´ı pues, dada una duracio´n objetivo T del modelo, lo que se pretende es
hallar la secuencia de estados, S = (s1, s2, ..., sT ), que maximiza




bajo la restriccio´n de que T =
∑K
k=1 dk. Donde pk(dk) es la probabilidad de que el estado
k dure dk, y K es el nu´mero de estados del modelo λ. Aplicando multiplicadores de Lagrange y
considerando que la estad´ıstica de duracio´n de cada estado k se modela mediante una Gaussiana
de media ξ(k) y varianza σ2(k), se obtiene las siguientes expresiones






En 2.36 se tiene la duracio´n de cada estado del modelo λ donde ξ(k) y σ2(k) son la duracio´n
media y la varianza para el estado k respectivamente, ambas obtenidas en el entrenamiento de
los modelos de duracio´n. El para´metro α es un para´metro controlador de la duracio´n de cada
estado. Por ejemplo, si se impone que α = 0 se asegura que las duraciones que se asignara´n
a cada estado se correspondera´n a las duraciones medias obtenidas en el entrenamiento. Por
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otro lado, se pone de manifiesto la facilidad que ofrece este tipo de modelos de duracio´n para
modificar el tempo de las frases ya que, si se define α 6= 0 la duracio´n de cada estado sera´ distinta
a la esperada (ξ(k)), pudiendo ser mayor o menor segu´n el caso.
En este punto, lo que se hace ba´sicamente, es imponer la duracio´n de los estados de cada
modelo, y esto se traduce en la asignacio´n de un nu´mero determinado de tramas a cada estado.
As´ı pues, si por ejemplo, en la maximizacio´n de 2.35 se decide que el segundo estado de un
modelo debe durar 30 ms, esto implica que el sistema estara´ en el estado 2 tantas tramas como
sean necesarias hasta completar los 30 ms. Cabe destacar que esta asignacio´n de duracio´n tam-
bie´n se le asignara´ al propio estado de los modelos para los coeficientes espectrales y el pitch,
del fonema en cuestio´n, tal y como muestra la figura 2.112, es decir, la secuencia de estados que
se encuentra a partir del modelo de duracio´n es trasladada a los modelos para el pitch y los
coeficientes espectrales.
1 2 3 4 5
t
Figura 2.11: Asignacio´n de tiempos a cada uno de los estados de un modelo oculto de Markov. Esta
asignacio´n se extrae a partir de un modelo de duracio´n, y luego se impone para los modelos
de los coeficientes espectrales y pitch.
As´ı pues, en este punto ya tenemos la secuencia de estados que debe seguir cada modelo a
lo largo del tiempo. Y, una vez se tiene esta secuencia de estados, el siguiente paso es el de la
obtencio´n de los para´metros asociados a los coeficientes espectrales y al pitch, a partir de sus
respectivos modelos. A continuacio´n se detalla el procedimiento para la determinacio´n de los
coeficientes espectrales, pero el proceso ser´ıa ana´logo para la generacio´n del pitch en aquellas
tramas que sean “sonoras”, es decir, tramas en que deba haber algu´n valor para el pitch.
En este punto, lo que se pretende es hallar la observacio´n, O = (oT1 , o
T
2 , ..., o
T
T )
T , que ma-
ximiza su probabilidad para una secuencia de estados fijada, S = (s1, s2, ..., sT ), y un modelo,
λ. Es decir, se pretende maximizar P (O|S, λ) con respecto a O. Desarrollando esta expresio´n y
considerando una u´nica mezcla, para simplificar la notacio´n, se tiene



















Donde N es el nu´mero de coeficientes espectrales a determinar. En este caso, dado que se
consideran, adema´s de los coeficientes esta´ticos, los coeficientes dina´micos, los observables son
vectores de 3N elementos. Desarrollando la maximizacio´n de 2.38 se tiene
ma´x
O








Sin embargo, dado que O posee una estad´ıstica Normal, resulta ma´s co´modo aplicar loga-
ritmos a la maximizacio´n y la expresio´n a maximizar queda
2Las tramas se representan como slots de tiempo no solapados para mejorar la representacio´n aunque en
realidad estar´ıan solapadas en tiempo.
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OTΣ−1O +OT Σ−1M} (2.40)






)T , siendo µ
st
un vector de dimensio´n 3Nx1 que define el valor









es la matriz de covarianza de los observables de un estado cuando el sistema esta´ en el
instante t y tiene dimensio´n 3Nx3N. Y K es una matriz que se puede elidir ya que no depende
del para´metro de maximizacio´n, O.
De 2.40 se comprueba que la maximizacio´n sin ninguna restriccio´n da como solucio´n trivial
O = M , lo cual es incongruente porque lo ma´s probable que pase es que la evolucio´n temporal,
que hay en O (secuancia de T observaciones), de los coeficientes esta´ticos no se corresponda
con los coeficientes dina´micos. Por lo tanto, se debe considerar un hecho importante, y es que
en la maximizacio´n se deben imponen ciertas ligaduras. Estas ligaduras hacen referencia al
hecho de que la evolucio´n temporal de cada coeficiente espectral debe ser continua, es decir,
si se observara la gra´fica que describe cada coeficiente en funcio´n de t e´sta debe representar
una funcio´n continua y derivable. Esta continuidad, o mejor dicho, esta naturalidad que deben
describir los coeficientes se consigue imponiendo valores a la derivada de la funcio´n que describir´ıa
cada coeficiente i (1 6 i 6 N , donde N es el nu´mero de coeficientes espectrales que se tiene por


















T )T , deben
estar ligados segu´n 2.41 y 2.42. Esta restriccio´n se puede representar matricialmente del siguiente
modo
O = W C (2.43)
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Se debe tener en cuenta que la matriz W es una matriz que u´nicamente define la aplicacio´n
sobre los coeficientes para obtener O y que es constante. Asi pues, la maximizacio´n de P (O|S, λ)
con respecto a O es equivalente a maximizarla con respecto a C. Con lo cual, de
∂P (W C|S, λ)
∂C
= 0 (2.44)
se obtiene el siguiente sistema de ecuaciones
W TΣ−1W C = W TΣ−1M (2.45)
Finalmente, a partir de 2.45 se pueden obtener los coeficientes espectrales que maximizan
P (O|S, λ). Pero para resolver el sistema de ecuaciones 2.45 se deben hacer del orden de T 3N3
operaciones, lo cual resulta inabordable. Sin embargo, este nu´mero de operaciones se puede re-
ducir considerablemente si se considera la descomposicio´n de Cholesky.
No obstante, para el caso del pitch, el proceso de generacio´n de su valor a partir de los
modelos difiere con respecto al de generacio´n de los coeficientes espectrales ya que el pitch posee
una naturaleza particular. Tal y como se ha explicado anteriormente, el pitch puede representar
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a un sonido sonoro, y tener un cierto valor, o puede representar a un sonido sordo y carecer de
valor. Por lo tanto, este hecho se debe considerar en el proceso de generacio´n de para´metros, con
lo que, para generar correctamente el pitch, primero se determina de modo estad´ıstico mediante
los a´rboles de decisio´n en que´ tramas asociadas al modelo (recordar figura 2.11) se debe imponer
un pitch “sordo” o un pitch “sonoro”. Y, para aquellas tramas en que s´ı exista valor el proceso
de extraccio´n del mismo es ana´logo al expuesto en este punto.
En este punto se ha explicado el me´todo para obtener los coeficientes espectrales (me´todo
tambie´n va´lido para el pitch) que maximizan P (O|S, λ). Sin embargo, existen otros criterios
para obtener los coeficientes espectrales (y el pitch) o´ptimos. Estos criterios son: obtencio´n de
los coeficientes que maximizan P (O,S|λ); y obtencio´n de los coeficientes que maximizan P (O|λ).
Estos me´todos se exponen en [20].
Una vez se obtienen los para´metros de voz de la frase a sintetizar, y considerando las
restricciones aplicadas en la maximizacio´n, se puede decir de ellos que siguen una progresio´n
real y natural en sus valores.
Una prueba de la importancia de los coeficientes dina´micos se puede observar en la imagen
2.13 de la pa´gina 35. Se puede ver como el espectrograma asociado a una sen˜al sintetizada
considerando los coeficientes dina´micos el espectro evoluciona de modo progresivo y sin dar
cambios bruscos en su forma. En cambio, por lo que respecta a la s´ıntesis sin considerar los
coeficientes dina´micos, se puede ver como en este caso, la evolucio´n temporal del espectro no es
tan progresiva com en el anterior caso.
Por otro lado, si escuchamos las dos sen˜ales y las comparamos, podemos notar como la
sen˜al sintetizada sin haber considerado los coeficientes dina´micos tiene un cara´cter mucho ma´s
“robotizado” que la otra.
2.5.2. Obtencio´n de voz a partir de los para´metros acu´sticos
El objetivo de esta parte del proceso de s´ıntesis es el de obtener las sen˜ales de voz a partir
de los para´metros extra´ıdos en el punto anterior. Para ello, se considera el modelo de produccio´n










Figura 2.12: Modelo de filtro ma´s excitacio´n para generacio´n de voz.
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Figura 2.13: Espectrogramas del comienzo de la palabra catalana “allo`” sintetizada considerando los
coeficientes dina´micos (a) y sin considerarlos (b).
La parte de excitacio´n, por un lado se compone de un tren de impulsos, espaciados en
tiempo segu´n el periodo de pitch (1/fo), que modela la existencia de pitch en la voz a generar;
y por otro, se compone por un ruido que modela la no-existencia de pitch. As´ı pues, el sistema
conmutara´ de un tipo de excitacio´n a otro en funcio´n de si el sonido que se debe generar es sonoro
o sordo, es decir, si el sonido que se debe sintetizar en cada trama tiene algu´n valor para el pitch
o no. Cabe resaltar el hecho de que, el tren de impulsos modela la glotis del locutor mientras
que el ruido modela aquellas situaciones en que el sonido sea ruidoso, como por ejemplo, en la
pronunciacio´n de fonemas fricativos.
La parte de filtrado es la encargada de generar la sen˜al de voz a partir de la excitacio´n que
se le aplica. Esta parte es la que modela el tracto vocal del locutor, el cual define un´ıvocamente
cada sonido que se va a emitir, y depende de los para´metros espectrales emitidos por los modelos
ocultos de Markov.
As´ı pues, la voz se genera trama a trama a partir de los para´metros de excitacio´n y de los
para´metros espectrales emitidos en cada trama por el modelo de Markov correspondiente.
Analizando el modelo en el dominio de la frecuencia, se puede decir que la parte de filtrado
es la que trata de definir de la mejor manera posible la envolvente del espectro que debe tener la
sen˜al en una trama determinada. Mientras que la parte de excitacio´n es la que acaba de definir
los pequen˜os detalles del espectro de la sen˜al obtenida.
Hasta ahora se podr´ıa decir que tenemos casi todos los ingredientes para poder generar voz:
se tiene el pitch que debe tener cada trama (en caso de ser sonora) y se conocen las tramas
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en que el sistema debe estar en el estado “sonoro” o en el estado “sordo”. Sin embargo, ahora
faltar´ıa la definicio´n del filtro para cada una de las tramas implicadas. Los coeficientes de este
filtro no son directamente los para´metros espectrales que emiten los modelos de Markov sino
que se obtienen a partir de ellos. Adema´s, se debe considerar que, del mismo modo que el tracto
vocal var´ıa su forma con el tiempo, el filtro tambie´n ha de cambiar de modo pertinente con
el transcurso del tiempo. As´ı pues, este filtro se obtendra´ a partir de aquellos para´metros que
conten´ıan informacio´n espectral sobre la sen˜al de voz. Es decir, se recalculara´n los coeficientes
de dicho filtro, trama a trama, en funcio´n de los coeficientes espectrales esta´ticos.
A continuacio´n se van a dar las nociones ba´sicas de obtencio´n del filtro a partir de los
coeficientes cepstrum.
Construccio´n del filtro de s´ıntesis mediante los MFCC’s
La te´cnica que se emplea para la obtencio´n de dicho filtro a partir de estos coeficientes
recibe el nombre de MLSA (Mel Log Spectrum Approximation) [13] [11].
La expresio´n ideal para la funcio´n de transferencia del filtro MLSA viene dada por
H(z) = eF (z) (2.46)
donde F (z) es la funcio´n de transferencia del filtro denominado “ba´sico”. Para esta expre-
sio´n, se cumple que si el filtro ba´sico es estable, el filtro MLSA sera´ estable y de fase mı´nima.








c(n)′s son los coeficientes del cepstrum en la escala de Mel y z representa el plano
Z correspondiente a la propia escala de Mel, se puede asegurar que la funcio´n de transferencia
definida por 2.46 se aproxima enormemente a la envolvente del espectro de la sen˜al de voz que
se desea sintetizar. Esto es as´ı porque, si consideramos el proceso de extraccio´n de los cepstrum
a partir de las sen˜ales de voz reales que se ha expuesto en la pa´gina 15, podemos observar como
los coeficientes cepstrum han sido obtenidos de modo que la expresio´n 2.1 (ana´loga a 2.46) se
aproxime lo ma´ximo posible al espectro de la propia voz en cada trama.









y la forma de ln|H(z)| ser´ıa ide´ntica a la envolvente del espectro pero en magnitudes lo-
gar´ıtmicas.
No obstante, en la pra´ctica, hacer que H(z) sea exactamente una exponencial no resulta
realizable y, por esto, lo que se debe hacer es una aproximacio´n a una exponencial. Esta aproxi-
macio´n se suele hacer mediante una funcio´n de transferencia racional usando una aproximacio´n
de Pade´.
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Mediante esta aproximacio´n racional se consigue obtener H(z) a partir de una combinacio´n
lineal de MFCCs, con lo cual, se consigue que |H(z)| sea lo mas semejante posible a la envolvente
del espectro en la escala de Mel ya que, por ejemplo, para la aproximacio´n modificada de Pade´ de
tercer orden el error ma´ximo cometido es de 0.2 dB en el rango |f | < 0,48 [11].
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Cap´ıtulo 3
S´ıntesis mediante modelos ocultos de
Markov en HTS
En el cap´ıtulo anterior se presenta un ana´lisis teo´rico sobre el sintetizador por modelos
ocultos de Markov. En este cap´ıtulo, se va a ver co´mo se ponen en pra´ctica todos estos conceptos.
En concreto, se va a explicar co´mo trabaja un sintetizador real por modelos ocultos de Markov
que existe hoy d´ıa. Este sintetizador es comunmente conocido en el mundo de procesado de voz
como HTS (HMM-based speech synThesis System) [7]. Este cap´ıtulo compone un punto de vista
pra´ctico sobre todos los conceptos estudiados en el cap´ıtulo anterior.
3.1. Introduccio´n
HTS es un sistema de s´ıntesis por HMM’s que nacio´ a partir de la colaboracio´n entre
universidades japonesas y americanas. Desde el an˜o 2002, HTS se lanzo´ como una herramienta
de s´ıntesis, en co´digo abierto, para facilitar el estudio y la investigacio´n de la s´ıntesis de este
tipo. Desde entonces, dicho proyecto ha seguido una evolucio´n en cuanto a mejoras en la s´ıntesis.
Estas mejoras en la calidad de voz obtenida se produjeron a partir de mejoras en los me´todos de
entrenamiento de los modelos y en los me´todos de generacio´n de voz a partir de dichos modelos.
Uno de los avances ma´s notorios en esta herramienta de s´ıntesis se dio´ en el 2006, para el
cual, las mejoras ma´s relevantes son
Agrupacio´n contextual basada en MDL (Minimum Description Lenght)
Modelado del pitch mediante el uso de MSD (Multi-space probability Distribution)
Modelado de las duraciones de los fonemas as´ı como agrupacio´n de los fonemas con es-
tad´ıstica de duracio´n similares.
Adaptacio´n de las funciones de densidad de probabilidad de salida de los modelos en
funcio´n del locutor. Lo cual implica que se puede remodelar la estad´ıstica de los observables
de los modelos ocultos de Markov con unas pocas frases del nuevo locutor.
Reduccio´n en el uso de la memoria necesaria para la creacio´n de a´rboles de decisio´n basados
en agrupacio´n contextual.
Se an˜adio´ la posibilidad de realizar alineamiento de los modelos tanto a nivel de estado
como a nivel de los propios modelos.
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Aumento en el rendimiento del programa hts engine, el cual es el encargado de generar
voz a partir de los modelos.
3.2. Datos iniciales necesarios
Para poder entrenar modelos de Markov se debe tener una base de datos que contenga un
numero de ficheros de audio y su correspondiente transcripcio´n escrita. Cada fichero de audio
se puede ver como una informacio´n que depende directamente de los observables que emiten los
HMMs, cuyos para´metros se desean estimar en el entrenamiento. La calidad final de los modelos
obtenidos dependera´ en gran medida de la calidad de la base de datos tratada. Es importante que
sea extensa (en nuestros experimentos se han usado para los ficheros de audio unos 50 MBytes,
que se corresponden con una hora de grabacio´n aproximadamente, y unos 10 MBytes de texto)
y que las frases este´n fone´ticamente equilibradas, es decir, disen˜adas de modo que se distingan
bien los diversos fonemas que las componen.
En este proyecto se usan ficheros de tipo raw, compuestos por una secuencia de muestras de
voz tomadas a 16 KHz, 16 bits por muestra y un solo canal . La vertiente textual de la base de
datos difiere en el formato en funcio´n del sistema con el que se desee integrar HTS. Por ejemplo,
para el caso de Festival (sistema TTS multilingu¨e) las locuciones esta´n en formato .utt, mientras
que si HTS se integra con Ogmios (labor llevada a cabo en este proyecto, ver siguiente cap´ıtulo)
el formato es .mar (sistema TTS desarrollado por la UPC).
Adema´s de estos datos de partida, tambie´n se dispone del fichero questions qst.hed, el cual
contiene el conjunto de posibles cuestiones que van a ser consideradas para la elaboracio´n de los
a´rboles de decisio´n (explicados en la pa´gina 27). A continuacio´n se muestra un pequen˜o ejemplo




La interpretacio´n de cada l´ınea es la siguiente: QS “nombre” {condicio´n}, donde “nombre”
es la etiqueta que identifica a dicha pregunta con respecto al resto de preguntas del fichero ques-
tions qst*.hed, y “condicio´n” representa la condicio´n que debe cumplirse para que la respuesta
a la pregunta “nombre” tome un valor verdadero. As´ı pues, en el ejemplo anterior, la primera
pregunta se puede leer del siguiente modo: la pregunta “LL-o” es cierta si se cumple que “oˆ
*”. La interpretacio´n de las condiciones se puede comprender mejor si se considera el formato
sobre los fonemas contextuales explicado en el ape´ndice A. Con esto, las dos primeras preguntas
van dirigidas directamente a fonemas. En la primera se pregunta sobre si el fonema previo al
fonema anterior del fonema actual es el fonema /o/, mientras que en la segunda cuestio´n se
pregunta sobre si el fonema que sigue al actual es de tipo “Back Fricative”. Por otro lado, en
la u´ltima cuestio´n del ejemplo, se pregunta sobre si la palabra actual es la cuarta palabra de la
frase actual, empezando a contar desde el final de la propia frase. As´ı pues, las preguntas pueden
ir dirigidas a fonemas, a palabras, o incluso a s´ılabas, entre otros para´metros (ape´ndice A).
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3.3. Preparacio´n de los datos para el entrenamiento
3.3.1. Preparacio´n de los datos de voz
En el entrenamiento no se consideran las propias muestras de voz, sino´ que se trabaja sobre
una parametrizacio´n de la misma. Esta parametrizacio´n se consigue mediante la obtencio´n de
los coeficientes cepstrum en las frecuencias de Mel (MFCC) y mediante el pitch. Para conseguir
los MFCC se aplica una transformacio´n a la sen˜al de voz. Para llevarla a cabo primero se
enventana la sen˜al mediante una ventana deslizante formando as´ı un flujo de tramas. Dicha
ventana puede ser de diversos tipos (Blackman, Hamming o Hanning) y tanto su longitud, como
su desplazamiento en el tiempo son parametrizables por la aplicacio´n. De cada trama tomada se
extraen un total de 25 coeficientes cepstrum. Y, a medida que se calculan los coeficientes MFCC
de la sen˜al de voz, e´stos son guardados en un fichero con extensio´n cmp.
Cuando se tienen todos los MFCCs de todas las tramas de las grabaciones, se pasa a
extraer el pitch o frecuencia fundamental vinculado a cada trama de la grabacio´n. A diferencia
del proceso de extraccio´n de los MFCCs, en esta etapa se tratan todas las muestras de voz de
modo consecutivo y sin repetir ninguna, es decir, nunca se producira´ solapamiento. Despue´s de
tratar una grabacio´n entera, de ella se genera un fichero con extensio´n lf0 que contiene una lista
con el pitch (log(f0)) de cada trama. El valor de log(f0) que se escribe de cada trama posee
informacio´n impl´ıcita acerca de la naturaleza del sonido, con lo que, si este valor es igual a −e10
se tratara´ de un sonido sordo, y en caso contrario, se tratara´ de un sonido sonoro.
En este punto del proceso de preparacio´n de datos, de cada grabacio´n de voz se tienen dos
nuevos ficheros: el primero de ellos con el cepstrum (extensio´n mcp) y el segundo con el pitch
(extensio´n lf0 ). En la siguiente punto, se procesan y agrupan los datos de estos ficheros para
componer uno nuevo con extensio´n cmp, el cual sera´ el que finalmente se usara´ en el entrena-
miento. Este fichero contiene, por cada trama, el pitch y los coeficientes del cepstrum, as´ı como
sus respectivos coeficientes dina´micos (delta y delta-delta). En la figura 3.1 se muestra la infor-









Figura 3.1: Informacio´n contenida en un fichero de tipo cmp y asociada a una trama.
3.3.2. Preparacio´n de los datos de texto
En lo que respecta a los datos asociados al texto, en el entrenamiento se emplean unos
ficheros, que denominaremos etiquetas, escritos de tal manera que cada una de sus l´ıneas re-
presenta un fonema en particular e informacio´n asociada a e´l (para ma´s detalle ve´ase ape´ndice
A). As´ı pues, se debe realizar una conversio´n desde el formato existente en la base de datos
al formato de las mencionadas etiquetas. En la finalizacio´n de este proceso, por cada archivo
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de la base de datos se habra´n generado dos etiquetas, una con toda la informacio´n asociada al
contexto de los fonemas (ape´ndice A) y otra que es una versio´n reducida de la anterior ya que
so´lo incluye el flujo de fonemas y sus correspondientes duraciones. A las etiquetas extendidas,
con informacio´n contextual, diremos que son del tipo full y a las otras, del tipo mono.
En el siguiente paso se generan dos Master Label Files (MLF), uno para las etiquetas de
tipo full y otro para las etiquetas de tipo mono. Un MFL es un tipo de fichero que emplea el
sistema HTS para englobar un nu´mero elevado de ficheros y que contiene informacio´n acerca del
directorio contenedor de este conjunto de archivos.
En el siguiente punto se generan dos listas que sera´n u´tiles para el proceso de entrena-
miento. Una contendra´ todos los fonemas que aparecen en la base de datos (mono.list). Y la
otra tendra´ todos los fonemas pero en su versio´n extendida y para todos los posibles contextos
(full.list), la cual surge de la ordenacio´n del contenido de todas las etiquetas de tipo full.
En la u´ltima fase de preparacio´n de los datos se genera un fichero llamado train.scp que
contiene una lista con los ficheros (path en valor absoluto ma´s el nombre) de tipo cmp que
almacenaban la parametrizacio´n de la sen˜al de voz a nivel de cepstrum y de pitch (figura 3.1).
3.4. Entrenamiento de los modelos de Markov con HTS
































Figura 3.2: Esquema del entrenamiento llevado a cabo por el sistema HTS.
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3.4.1. Inicio del proceso
En este proceso se persigue, como primer objetivo, la obtencio´n de los HMMs asociados
a los fonemas de la lista mono.list constru´ıda en el apartado anterior. Cada modelo tendra´ la
siguiente topolog´ıa: cinco estados y transicio´n entre estados lineal (en ingle´s se suele denominar
“left-to-right”), es decir, so´lo se puede transitar de un estado al que inmediatamente le sucede.
El primer paso del entrenamiento lo realiza el programa HCompV de HTK[17] (Hidden
Markov Model Toolkit, conjunto de herramientas que permiten generar HMMs) y consiste en
computar la media y la varianza global de los para´metros de voz de la base de datos. Mediante
este proceso se analizan todas las tramas de todos los ficheros cmp, que contienen informacio´n
sobre el cepstrum y el pitch, y se genera un fichero, que se denomina init.mmf, con los valores
de las varianzas globales de cada uno de los para´metros de los ficheros de tipo cmp (cada
varianza reflejada en init.mmf es el 1 % de su valor global). Este conjunto de varianzas define
las cotas inferiores de las varianzas que se estimara´n en los pasos sucesores para los coeficientes
del cepstrum y los valores del pitch.
3.4.2. Obtencio´n de los primeros modelos de cada fonema
En el siguiente paso, se aplica un ana´lisis orientado a cada uno de los fonemas de la base de
datos de manera individual. Se realiza mediante el programa HInit de HTK y permite obtener
una primera aproximacio´n a los modelos asociados a cada fonema. HInit busca cada una de
las realizaciones de cada fonema y procesa sus para´metros a trave´s de dos pasos: segmentacio´n
uniforme y alineamiento de Viterbi.
En la segmentacio´n uniforme, como su nombre indica, cada observacio´n del fonema en
estudio es segmentada en cinco tramos iguales (uno por estado) y se hace una primera estimacio´n
del modelo del fonema. Cada estado del modelo obtiene su distribucio´n de probabilidad de salida
(medias de los MFCC, medias del pitch, varianzas, etc) a partir de todos los segmentos vinculados
a e´l. Por ejemplo, la informacio´n probabil´ıstica para el primer estado se obtendr´ıa de todos los
primeros segmentos de cada realizacio´n del fonema en estudio. Para el pitch, ya que define una
distribucio´n multiespacial de probabilidad con dos subespacios (“sonoro” y “sordo”), las tramas
de cada segmento uniforme se distribuyen entre los dos subespacios aplicando un algoritmo de
K-medias modificado.
En este proceso de segmentacio´n, todas las varianzas de todos los para´metros tienen como
cota inferior los valores de las varianzas de los para´metros contemplados en el fichero init.mmf.
El modelo resultante de la segmentacio´n so´lo tiene informacio´n relacionada con la estad´ıstica
de la observacio´n en cada estado, bi(o), e informacio´n referente al estado inicial, cumplie´ndose
pi1 = 1 ya que los modelos que se consideran son “left-to-right” y el estado inicial siempre sera´ el
estado 1. La matriz de probabilidades de transicio´n se comienza a estimar en las siguientes
iteraciones, en que se aplican el alineamiento de Viterbi.
En el paso de alineamiento de Viterbi, por cada fonema, se vuelven a analizar todas sus
realizaciones. El objetivo de este punto es el de mejorar la estimacio´n del modelo anterior por
segmentacio´n uniforme, la cual representa el punto de partida del algoritmo iterativo aplicado
por HInit. Para aplicar Viterbi, en cada iteracio´n, u´nicamente se consideran las bi(?)′s del
modelo de la iteracio´n anterior. Se leen las secuencias de vectores O = (o1, o2, ..., oT ) de todas
las realizaciones del fonema en estudio. Sobre cada lectura, se aplica Viterbi y se extrae la
secuencia de estados ma´s probable vinculada a dicha observacio´n O. Al final del proceso, cada
realizacio´n del fonema tiene distribuidas sus tramas entre los estados del modelo anterior. Los
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nuevos valores de bi(?)′s se extraen directamente a partir de la segmentacio´n realizada mediante
Viterbi, es decir, se recalculan las f.d.p de salida para el estado i-e´simo del nuevo modelo a
partir de todos los segmentos i-e´simos (obtenidos mediante Viterbi) de cada realizacio´n. Las
probabilidades de transicio´n se estiman contando el nu´mero de veces que se visita el estado
durante el alineamiento y considerando que el modelo es “left-to-right”. Y el proceso concluye
cuando se han realizado un nu´mero ma´ximo de iteraciones o no se obtiene una mejora entre
iteraciones consecutivas.
A continuacio´n, mediante el programa HRest, se aplica el algoritmo de Baum-Welch para
hacer una nueva reestimacio´n de los modelos de los fonemas aislados. En este punto tambie´n
se consideran las varianzas mı´nimas impuestas por init.mmf. Baum-Welch se aplica de modo
ana´logo al algoritmo de Viterbi, estudiando los fonemas por separado y todas sus realizaciones.
Sin embargo, mediante Baum-Welch no se realizan las conjeturas que Viterbi aplica. Mediante
Viterbi se impone que una observacio´n dada, ot, deba asociarse con un estado en particular
mientras que Baum-Welch realiza una asignacio´n de estados ma´s flexible y dice que una obser-
vacio´n puede proceder de varios estados con una probabilidad determinada. Esta probabilidad
se traduce despue´s en una ponderacio´n de los para´metros que se consideran de dicha observacio´n
para cada estado. As´ı pues, Baum-Welch permite hacer una reestimacio´n ma´s precisa que Vi-
terbi. La figura 3.3 expone ma´s claramente este concepto de flexibilidad que ofrece Baum-Welch.
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Figura 3.3: Asociacio´n de los para´metros de las tramas de “transicio´n” entre los estados de un modelo
segu´n Viterbi y segu´n Baum-Welch.
El objetivo del entrenamiento hasta este punto ha sido el de encontrar los mejores modelos
de fonemas aislados (SAMPA 1). Los para´metros de voz (cepstrum ma´s pitch) de estos fonemas
se extra´ıan de las tramas contenidas en los ficheros .cmp. Dichas tramas eran seleccionadas
a trave´s de los campos temporales, indicados en el .lab correspondiente, asociados al fonema.
Con lo cual, cuando se extraen las tramas de una realizacio´n de un fonema, puede suceder
que cojamos tramas que realmente proceden de los fonemas vecinos o puede suceder que no
1Define los fonemas empleados en el proyecto
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cojamos las suficientes tramas que realmente esta´n vinculadas a la realizacio´n del fonema. Este
problema es ana´logo al expuesto en la figura 2.7 pero en este caso el problema viene de una mala
colocacio´n de las fronteras laterales de cada fonema y no por un mal reparto de los para´metros
del fonema entre los diversos estados. Esta situacio´n se puede producir debido a que el programa
que realiza las etiquetas (.lab) puede ser que cometa ciertas imprecisiones. Por ello, HTS recurre
a la ejecucio´n del programa HERest para eludir este problema. HERest, en vez de analizar
cada fonema por separado, trabaja sobre toda la frase de manera global tratando de mejorar los
modelos de los fonemas. En este punto, el procedimiento de HERest es el que sigue: primero, por
cada frase, construye su HMM compuesto mediante la concatenacio´n de los modelos obtenidos
en los puntos anteriores; luego, aplica el algoritmo de Baum-Welch sobre la frase completa para
realizar la asignacio´n de observaciones a los estados de modo ana´logo al realizado con HRest. Y
por u´ltimo, se reestiman los para´metros de cada modelo a partir de dicha asignacio´n.
3.4.3. Obtencio´n de los modelos contextuales de los fonemas
Este punto del entrenamiento permite dar un paso hacia el modelado de los fonemas a
nivel contextual, es decir, considerando la situacio´n de cada fonema en cada frase. En este
punto se ejecuta el programa HHEd, el cual permite manipular conjuntos de HMMs y generar
nuevas agrupaciones de modelos. Para este caso, HHEd se usa simplemente para renombrar
cada modelo obtenido de los puntos anteriores. El primer comando que lanza el programa HHEd
es CL full.list, donde full.list contiene una lista de todos los fonemas de la base de datos
en todas sus versiones contextuales 2. Mediante este comando, a cada fonema con informacio´n
contextual, se le asigna uno de los modelos obtenidos hasta ahora. As´ı, por ejemplo, para los




se asignar´ıa a cada uno de ellos el modelo del propio fonema ’@’. Esto provoca que, en este
punto, hayan muchos modelos redundantes ya que diversas versiones de fonemas contextuales
poseen un mismo modelo (se tiene el mismo modelo mu´ltiples veces pero con distinto “nombre”).
Para salvar esta redundancia de informacio´n, HHEd realiza una agrupacio´n de modelos. Es decir,
agrupa todos los fonemas contextuales que hayan sido clonados a partir de un mismo modelo.
Esta tarea la desempen˜a mediante el comando
TI T fon {*-fon+*}.transP
Este comando se emplea para cada uno de los fonemas. Agrupa todas las versiones del
fonema contextual cuyo fonema central es fon. Y este conjunto de fonemas contextuales se
referencian mediante la macro T fon.
En los puntos predecesores, en que se aplicaba el algoritmo de Baum-Welch, se pretend´ıa
obtener una versio´n mejorada de los modelos de los fonemas, lo cual nos permet´ıa conseguir el
modelo que mejor caracterizaba a cada fonema por separado pero sin tener en cuenta el “valor”
de los fonemas vecinos. No obstante, este modelo obtenido no es el o´ptimo ya que para obtenerlo
2Un elemento de esta lista tendr´ıa la forma: u∧n-@+k=@... y tiene informacio´n contextual expuesta en el
ape´ndice A
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se han estudiado fonemas distintos como si fueran exactamente el mismo. Por ejemplo, las
palabras “camio´” y “mare”, fone´ticamente hablando poseen el mismo fonema ’a’. Sin embargo,
a nivel de pronunciacio´n, el fonema ’a’ de estas dos palabras es distinto ya que esta´ acompan˜ado
por diferentes fonemas, es decir, se pronuncia en diferentes contextos. Por tanto, para lograr una
mejora en el modelado de los fonemas, se debe realizar esta acotacio´n a nivel de contexto y de
este modo impedir que fonemas que se pronuncian de modo distinto sean tratados por igual.
Este refinamiento en los HMM’s es el que compete a este punto del entrenamiento.
En este punto del entrenamiento se vuelve a aplicar Baum-Welch sobre cada frase de la base
de datos mediante el programa HERest, pero esta vez con el objetivo de mejorar los modelos de
los fonemas contextuales. Para hacerlo, como punto de partida para la aplicacio´n del algoritmo
se emplean los modelos de los fonemas obtenidos hasta ahora (modelos obtenidos sin considerar
los contextos, solamente los fonemas). Una vez concluye este proceso, se tiene un conjunto de
modelos de gran envergadura, ya que se obtiene un modelo por cada fonema contextual. Es
facil que se tengan muchos modelos distintos ya que se ha considerado un modelo por fonema
contextual. Y, si se tiene en cuenta la cantidad de datos que se asocian a cada fonema contextual
(ape´ndice A) es natural que en la base de datos existan miles de fonemas contextuales distintos,
y por lo tanto, miles de modelos distintos en este punto del entrenamiento. Por ejemplo, para
el catala´n, se tienen ma´s de 30.000 ejemplares de fonemas contextuales diferentes hallados en la
base de datos. As´ı pues, se tendra´n ma´s de 30.000 modelos aparentemente distintos. As´ı mismo,
se tiene un conjunto de datos de entrenamiento relativamente pequen˜o para poder modelar con
suficiente precisio´n cada uno de estos fonemas contextuales. Por ejemplo, se podr´ıa tener ma´s
de un fonema contextual del que so´lo se tenga una u´nica realizacio´n en toda la base de datos
para poder estimar su modelo, con lo cual la estimacio´n realizada ser´ıa muy mala. Es por esto,
que se hace necesario aplicar mejoras sobre dichos modelos.
3.4.4. Mejora de los modelos contextuales mediante clustering
Los modelos contextuales que se han obtenido en el punto anterior son muy malos porque
no hay suficientes datos para todos ellos. No obstante, algunos de estos modelos no son del todo
distintos en la realidad y se pueden aplicar ligaduras entre ellos. Estas ligaduras se establecen
a nivel de estado, es decir, globalmente los modelos no tienen por que´ ser ide´nticos pero s´ı que
pueden tener estados que se asemejen. Por ejemplo, se puede aplicar una ligadura siguiendo
la idea de que los estados centrales de un fonema no se alteran de modo significativo en los
diferentes contextos. As´ı pues, para “O-e+s” y “f-e+t” se puede considerar que comparten los
para´metros de los estados centrales del fonema ’e’. Asimismo, tambie´n se podr´ıan ligar estados
laterales, este ser´ıa el caso de “f-e+s” y “f-e+t”, de los que seguramente se pudieran ligar los
primeros estados de los dos modelos. Adema´s de estos ejemplos, se pueden realizar agrupaciones
siguiendo otros criterios.
Estas agrupaciones se desempen˜an mediante a´rboles de decisio´n y permiten salvar la situa-
cio´n de tener pocos datos para estimar cada modelo. Y esta labor la lleva a cabo el programa
HHEd mediante unos para´metros adecuados. Asimismo, si seguimos con el primer par de mode-
los del pa´rrafo anterior, por el hecho ligar sus estados centrales, para reestimar los para´metros
de dichos estados (despue´s de la ligadura se considera como si fueran los mismos estados), ahora
se tendra´n ma´s realizaciones (como mı´nimo se tendra´n dos: la de “O-e+s” y la de “f-e+t”) con
lo cual, la calidad del modelo obtenido sera´ mayor.
Debido a que al cepstrum, al pitch y a la duracio´n el contexto les afecta de modo distinto,
se agrupan de modo independiente los para´metros de cada uno de ellos. Es decir, se generan dis-
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tintos a´rboles para los para´metros espectrales, para los para´metros de la frecuencia fundamental
y para la duracio´n del estado.
En esta fase del entrenamiento se generan un total de diez a´rboles para el cepstrum y para
el pitch (los de la duracio´n se obtienen ma´s adelante): cinco (uno por estado) para agrupar
los estados que comparten propiedades a nivel del cepstrum; y otros cinco para aglomerar los
estados con propiedades semejantes en excitacio´n (pitch).
El siguiente punto del entrenamiento vuelve a ejecutar de nuevo el programa HERest, si-
guiendo la misma pol´ıtica de siempre: analizar una frase completa y reajustar la asignacio´n
de las tramas entre los diversos estados de cada fonema, y luego, reestimar los para´metros de
los HMM’s a partir de dichas reasignaciones. No obstante, en este caso se utilizan los modelos
procedentes de la agrupacio´n anterior. Asimismo, la mayor diferencia entre esta ejecucio´n del
programa HErest y la inmediatamente anterior reside en el hecho de que para este caso, los mo-
delos utilizados en la primera iteracio´n tienen una mayor riqueza ya que sus estados proceden de
agrupaciones entre estados acu´sticamente similares. Asimismo, al considerar las ligaduras entre
estados, todas las realizaciones de dicha ligadura afectan a la estimacio´n de los para´metros de
dicho estado, de dicha ligadura. Si por ejemplo consideramos que el primer estado de los fonemas
“f-e+s” y “f-e+t” estan ligados, la estimacio´n de los para´metros de esta ligadura estara´ afectada
por todas las frases en que surja “f-e+s”, pero tambie´n por todas aquellas en que aparezca “f-
e+t”. As´ı pues, el hecho de establecer estas ligaduras permite aprovechar las semejanzas entre
fonemas de diferentes contextos y mejorar as´ı la calidad de la estimacio´n de los modelos ocultos
por el hecho de emplear ma´s datos de los que se usar´ıan sin las ligaduras.
En el siguiente paso, se procede a deshacer estas ligaduras para luego volver a ejecutar
HERest pero con los modelos independientes los unos de los otros (sin ligaduras). Ahora, por
ejemplo, el resultado de la estimacio´n del modelo para “f-e+s” no afectara´ a “f-e+t”.
A continuacio´n, se vuelven a realizar ligaduras entre todos aquellos estados cuyos para´metros
ma´s se asemejan para luego volver a ejecutar HERest considerando estas nuevas ligaduras.
Ahora, adema´s de entrenar los para´metros del cepstrum y de la excitacio´n, se realiza un primer
paso en el entrenamiento de los modelos de duracio´n de los fonemas. Como ya se ha explicado
anteriormente, para modelar los para´metros del cepstrum y pitch, primero se aplica Baum-
Welch con el objetivo de realizar la distribucio´n de tramas entre los diversos estados del fonema
y luego, a partir de estas asignaciones, se reestiman los para´metros. Pues bien, en este punto del
entrenamiento, estas asignaciones de tramas a los estados de cada modelo de fonema permite
estimar los para´metros del modelo de duracio´n vinculado con dicho fonema ya que una trama
tiene una duracio´n de 25 ms y tramas consecutivas esta´n decaladas 5 ms, con lo cual, en un
nu´mero determinado de tramas existe informacio´n temporal de modo impl´ıcito. La estimacio´n
de los modelos para la duracio´n de cada estado se realiza en este punto del entrenamiento porque
se considera que los modelos obtenidos para el cepstrum y para el pitch son los ma´s fieles a la
base de datos. Por lo tanto, partiendo de la premisa de que los modelos del cepstrum y del pitch
son los o´ptimos, los modelos para la duracio´n tambie´n lo sera´n, ya que estos u´ltimos se estiman a
partir de las asignaciones trama-estado de los primeros. As´ı pues, al te´rmino de esta fase se tiene
un nuevo conjunto de HMM’s de la duracio´n de cada uno de los fonemas en todos sus contextos.
Cabe destacar que estos modelos tienen una topolog´ıa diferente a la vista en el apartado 2.3.
En vez de tener cinco estados, cada modelo de duracio´n tiene un u´nico estado y su observable
consiste en un vector de dimensio´n 5 en el que cada uno de sus elementos representa la duracio´n
de cada uno de los estados, para los modelos conjuntos de pitch y cepstrum, del fonema.
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En el anterior paso se han encontrado los modelos de duracio´n de todos los fonemas en
todos sus contextos, con lo que se vuelve a tener el mismo problema de falta de realizaciones de
cada fonema debido a la variabilidad de sus para´metros (fonemas vecinos, entonacio´n particular
de cada fonema, posicio´n dentro de la frase, etc.). Es por ello que, para poder mejorar la calidad
de los modelos de duracio´n, se realizan agrupaciones de estados de dichos modelos, tal y como
se aplicaba para los modelos asociados al cepstrum y al pitch, a trave´s de a´rboles de agrupacio´n
(para el caso de los modelos de duracio´n so´lo se genera un a´rbol ya que estos modelos so´lo
tienen un estado). Mediante estas agrupaciones, al igual que suced´ıa con el cepstrum y el pitch,
se consigue mejorar los modelos gracias a la combinacio´n de los mismos, que contextualmente no
son exactamente ide´nticos pero que se consideran similares, a nivel acu´stico, bajo la aplicacio´n
del criterio de MDL [6].
Al final de todo el proceso de entrenamiento, como resultado se tienen una serie de ficheros
que sera´n necesarios para la seccio´n de generacio´n de voz del sistema. Estos ficheros son los
correspondientes a los modelos de los fonemas contextuales obtenidos (mcp.pdf, lf0.pdf, y dur.pdf )
y a los a´rboles de decisio´n para los cinco estados de cada tipo de modelo (tree-mcp.inf, tree-lfo.inf
y tree-dur.inf )
3.5. Generacio´n de voz en HTS
En este punto se trabaja directamente con la etiqueta que representa el texto a sinteti-
zar3, la cual, a trave´s de la utilizacio´n de los modelos (ficheros *.pdf) y los a´rboles (ficheros
*.inf) obtenidos en el apartado de entrenamiento, es convertida a una sen˜al de voz siguiendo el
procedimiento que se expone a continuacio´n.
El primer paso que se realiza es el de conversio´n del texto de formato “etiqueta” a forma-
to “secuencia de modelos”. Para ello, observemos primero un pequen˜o tramo, de unos pocos
fonemas, de una etiqueta de ejemplo.
t ∧ i− f + r = u ∼ 1 4/A : 0 0 1/B : 0− 0− 4 ∼ 1− 2 · · ·
i ∧ f − r + u = n ∼ 2 3/A : 0 0 1/B : 0− 0− 4 ∼ 1− 2 · · ·
f ∧ r − u+ n = d ∼ 3 2/A : 0 0 1/B : 0− 0− 4 ∼ 1− 2 · · ·
r ∧ u− n+ d = o ∼ 4 1/A : 0 0 1/B : 0− 0− 4 ∼ 1− 2 · · ·
u ∧ n− d+ o = s ∼ 1 3/A : 0 0 4/B : 0− 1− 3 ∼ 2− 1 · · ·
n ∧ d− o+ s = s ∼ 2 2/A : 0 0 4/B : 0− 1− 3 ∼ 2− 1 · · ·
Mediante esta lista se puede observar la cantidad de datos contextuales que aporta cada
fonema. Por ejemplo, en la primera l´ınea, se puede ver que el fonema /f/ esta´ entre el fonema
/i/ y el fonema /r/; y, segu´n los campos nume´ricos que hay justo antes de “/A”, /f/ es el primer
fonema de la s´ılaba que lo contiene, comenzando a contar por la izquierda, y a la vez es el cuarto
fonema de la s´ılaba que lo contiene, contando de derecha a izquierda. Adema´s de esta, existe
ma´s informacio´n asociada a cada fonema (ape´ndice A).
En este caso, lo que se desea es asociar, a cada unos de estos fonemas en formato “etiqueta”,
alguno de los modelos obtenidos en la fase de entrenamiento. Para ello, se hace uso de los a´rboles
de decisio´n obtenidos. Estos a´rboles se generaban en el entrenamiento y, el principal objetivo
que se persegu´ıa para dicho entrenamiento era el de asociar un conjunto de modelos de fonemas
3Se reserva para otros programas, Ogmios o Festival, la conversio´n y adaptacio´n de texto plano a formato
“etiqueta”.
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contextuales distintos y tratarlos como si de un solo modelo se tratara (en realidad se un´ıan los
estados de dichos modelos).
En el caso de s´ıntesis se aprovechan estos a´rboles, pero ahora el objetivo es la clasificacio´n
de cada uno de los fonemas contextuales. Por clasificacio´n se debe entender como la asignacio´n
de un modelo a cada fonema contextual que se desee sintetizar. Pero esta clasificacio´n no es a
nivel de modelo sino´ que es a nivel de estado, es decir, se contruye el modelo de cada fonema,
estado a estado, a partir del a´rbol de decisio´n de cada estado. Para ello, se asignan los estados
que mejor se adaptan a cada fonema dada su informacio´n contextual.
El procedimiento de clasificacio´n para obtener, por ejemplo, un modelo para el cepstrum es
el que sigue: para cada estado, primero se toma el a´rbol que le corresponda (dado el estado y
el tipo de modelo) y lo que se hace es ir formulando la secuencia de preguntas que se aplicaron
para la creacio´n de dicho a´rbol (ver ape´ndice B), comenzando por la pregunta del nodo ra´ız, y
en funcio´n de las respuestas a dichas preguntas se llegara´ a uno u otro nodo final. Una vez se
llega a un nodo final lo que se hace es vincular el estado, representado por dicho nodo, al estado
i-e´simo del modelo para el fonema contextual, y as´ı sucesivamente para todos los estados con lo
que se consigue construir el nuevo modelo.
La variabilidad de los fonemas nuevos (que no esta´n en la base de datos) a sintetizar es
infinita y es por esto que se requiere de una clasificacio´n, y lo que permiten los a´rboles de decisio´n
es el determinar que´ modelo le va mejor a cada fonema contextual que entra al sistema.
El encargado de realizar esta tarea de clasificacio´n es el programa hts engine. Para construir
los modelos de cada nuevo fonema que se desee sintetizar, hts engine hace uso de la informacio´n
que le proporcionan los a´rboles juntamente con la informacio´ estad´ıstica que le aportan los
ficheros de los modelos. Para entender mejor co´mo hts engine realiza la conversio´n de fonema
en modo “etiqueta” a fonema en modo “modelo”, primero se va a exponer la estructura interna
de los ficheros con informacio´n sobre la estad´ıstica de los nodos finales de cada tipo de a´rbol.
Estos ficheros tienen extensio´n .pdf y contienen la definicio´n de la estad´ıstica de cada uno de
los nodos terminales de los a´rboles de decisio´n. Existen tres ficheros .pdf, uno para cada tipo de
para´metro, y estos son: el mcp.pdf, el lf0.pdf y el dur.pdf.
La estructura gene´rica para los tres ficheros4 se representa en la figura 3.4. Donde la cabecera
contiene informacio´n sobre el nu´mero de para´metros que emite cada estado y sobre el nu´mero
de nodos finales asociados a cada estado.
cabecera datos
Figura 3.4: Estructura gene´rica de los ficheros .pdf.
Un ejemplo de cabeceras para cada uno de los ficheros .pdf ser´ıa el siguiente:
mcp.pdf → 75 305 271 296 219 259
lf0.pdf → 3 344 363 297 261 300
dur.pdf → 5 386
4Se puede analizar el contenido de los ficheros mediante los siguientes comandos:
cabecera ./swab +f fichero.pdf | ./dmp +i | less
datos ./swab +f fichero.pdf | ./dmp +f | less
donde los programas swab y dmp pertenecen a la librer´ıa SPTK.
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En este ejemplo se puede observar como el primer valor de cada fichero tiene un orden de
magnitud distinto al resto. Este primer valor indica el nu´mero de observables que ofrece a su
salida cada uno de los estados emisores. As´ı pues, cada uno de los estados del cepstrum emitira´ 75
valores (los 25 MFCCs, sus ∆’s y sus ∆2’s); cada estado para el pitch emitira´ 3 para´metros (lf0,
∆lf0, y ∆2lf0); y por u´ltimo, cada estado de los modelos de duracio´n emitira´ 5 observables (cada
uno de ellos representa el tiempo durante el cual debe emitir cada estado de los otros tipos
de modelos). El resto de valores indican el nu´mero de nodos terminales que se tienen en cada
a´rbol para cada estado, esto es, el nu´mero de estados i-e´simos diferentes que se han obtenido
del entrenamiento para cada tipo de modelo. Por ejemplo, para los modelos de la duracio´n, se
tienen 386 nodos finales para el u´nico estado de dichos modelos. Por otro lado, se tendr´ıan un
total de 363 “segundos” estados distintos de tipo pitch, es decir, se tienen 363 nodos finales en
el a´rbol del segundo estado emisor para el pitch.
En lo que respecta a los datos de los ficheros .pdf, e´stos contienen informacio´n sobre la
estad´ıstica de salida de cada tipo de estado. A continuacio´n se detalla la estructura de datos
para cada fichero.
El fichero mcp.pdf estructura la informacio´n tal y como se muestra en la figura 3.5, donde
cada una de las columnas representa la estad´ıstica de salida de cada n-e´simo nodo terminal del
a´rbol a-e´simo (y por tanto, del estado a-e´simo).
MFCCs
MFCCs







n = 1 Indexado a nivel
de nodo final
Figura 3.5: Estructura interna del fichero mcp.pdf.
Por otro lado, esta´ el fichero lf0.pdf, el cual tiene informacio´n sobre la esta´distica de salida
de los estados vinculados a los nodos finales del fichero de a´rboles correspondiente (tree-lf0.inf ).
El fichero lf0.pdf, dada la doble naturaleza estoca´stica del pitch, adema´s de las medias y las
varianzas de lf0, ∆lf0, y ∆2lf0, contiene informacio´n sobre la probabilidad de que el sonido
que se deba emitir sea sonoro (“voiced”) o sordo (“unvoiced”). En la figura 3.6 se muestra de
modo esquema´tico la estructura de datos del fichero lf0.pdf. En este caso, cada columna tambie´n
representa la estad´ıstica de salida del n-e´simo nodo final en el estado a-e´simo pero esta vez, la
estad´ıstica es para el pitch.
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Figura 3.6: Estructura interna del fichero lf0.pdf.
Por u´ltimo, esta´ el fichero dur.pdf, el cual tiene una estructura interna ma´s sencilla que los
anteriores ya que, para el caso de los modelos de duracio´n, e´stos poseen un u´nico estado, con lo
cual, no sera´ necesaria la indexacio´n a nivel de estado. En la figura 3.7 se muestra la estructura
interna de datos para el fichero dur.pdf.
n = 1 Indexado a nivel
de nodo final
duracion del estado1 (media y varianza)
duracion del estado 2 (media y varianza)
duracion del estado 3 (media y varianza) 
duracion del estado 4 (media y varianza)
duracion del estado 5 (media y varianza)
Figura 3.7: Estructura interna del fichero dur.pdf.
Como se ha comentado anteriormente, los a´rboles permiten asociar alguno de los modelos
obtenidos del entrenamiento al fonema que se desea sintetizar. Esta labor de construccio´n del
modelo se realiza estado a estado, para los modelos de pitch y cepstrum, mientras que para el
modelo de duracio´n so´lo se obtiene la estad´ıstica de su u´nico estado. El programa hts engine
primero lee el fonema contextual que desea sintetizar y lo primero que hace con e´l es extraer
su modelo para la duracio´n. Para ello, el programa va haciendo saltos a trave´s de los nodos del
fichero que contiene el a´rbol de decisio´n para la duracio´n (tree-dur.inf ). Estos saltos los hara´ de
un modo u otro en funcio´n de la informacio´n contextual del fonema, es decir, el programa
llegara´ a un nodo final o a otro en funcio´n del contexto en que este´ el fonema a sintetizar.
Pongamos por ejemplo, que en esta secuencia de saltos entre nodos (con sus correspondientes
preguntas sobre el contexto), el programa llega al nodo final cuya macro es “dur s2 8”. En este
caso, hts engine, con la informacio´n s2 y 8 ira´ a buscar el modelo de duracio´n almacenado en
fichero dur.pdf. El “s2” indica que es el primer estado del modelo (sera´ el u´nico estado), y el 8
es el nu´mero que distingue e identifica a este nodo final con respecto a los dema´s.
Una vez se asocia el modelo de duracio´n al fonema a sintetizar, el siguiente paso es el de
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obtener el modelo de cepstrum y pitch para el propio fonema, y esto se realiza estado a estado.
Por ejemplo, para el cepstrum, hts engine comenzara´ por el primer estado y para obtener la
estad´ıstica de salida para este estado hara´ lo siguiente: leera´ el a´rbol del primer estado para los
modelos del cepstrum e ira´ saltando de un nodo a otro, de modo ana´logo a la obtencio´n del
modelo de duracio´n, en funcio´n de las respuestas que haga a las preguntas sobre su contexto,
y, cuando llegue al nodo final, mediante su macro asociada podra´ obtener la informacio´n de la
estad´ıstica de salida del modelo del cepstrum para el fonema a sintetizar. Y as´ı sucesivamente
para los cinco estados que componen los modelos del cepstrum. Para entender mejor esta obten-
cio´n de la estad´ıstica de cada estado, pongamos por ejemplo que se esta´ tratando de construir la
estad´ıstica del segundo estado del modelo para fonema ’@’. En este caso, supongamos que dicho
fonema, despue´s de realizar las transiciones necesarias entre los nodos del a´rbol del segundo
estado, llega al nodo final cuya macro es “mcp s3 6” (en HTS, los estados emisores se etiquetan
comenzando por el “s2” y acabando por el ‘s6”, con lo que ‘s3” representa el segundo estado). En
este caso, a partir del nombre de esta macro, hts engine obtiene los indices necesarios (estado y
nu´mero de nodo final) para poder extraer la estad´ıstica para este estado y que esta´ almacenada
en el fichero mcp.pdf.
El proceso de construccio´n del modelo para el pitch es ana´logo al explicado en el pa´rrafo
anterior y la u´nica diferencia reside en los datos que se recuperan del fichero *.pdf.
Una vez se tiene constru´ıdo el modelo para cada fonema, lo que se hace es generar los
para´metros de voz del modo en que se ha explicado en 2.5.1. Y, una vez se generan los para´metros
acu´sticos, el siguiente paso es el de obtencio´n de voz a partir de dichos para´metros, el cual se
lleva a cabo mediante el proceso explicado en 2.5.2.
Cap´ıtulo 4
Integracio´n de HTS en Ogmios
En este cap´ıtulo, primero se van a explicar las principales caracter´ısticas del sistema de
s´ıntesis de voz realizado en la UPC, Ogmios. Acto seguido, en el apartado 4.2 se van a explicar
las principales adaptaciones realizadas sobre HTS para ser acomodado en Ogmios, as´ı como los
me´todos que se han aplicado para poder utilizar HTS en Ogmios.
4.1. Ogmios
Ogmios es un sistema de conversio´n de texto a voz desarrollado por la UPC[1] que permite
sintetizar varias lenguas a partir de principios de funcionamiento comunes entre todas ellas. Se
trata, en esencia, de un sintetizador por concatenacio´n de unidades. En un principio fue disen˜ado
para sintetizar en catala´n y en espan˜ol pero luego se extendio´ su uso para otras lenguas como
el france´s, el ingle´s y el portugue´s. Su principio ba´sico de disen˜o contempla el hecho de que
los algoritmos empleados en la s´ıntesis sean independientes del idioma a sintetizar, mientras
que las posibles dependencias con el lenguaje se albergan en los datos usados del propio idioma
(grabaciones de voz, representaciones textuales; etc). Es por ello, que Ogmios permite extrapolar
su uso a diversas lenguas sin un esfuerzo excesivamente intenso en lo que a implementacio´n del
sistema se refiere.
El sistema esta´ formado principalmente por un conjunto de mo´dulos independientes entre
s´ı, implementados en C++, pero que combinados permiten la conversio´n de texto a voz. Todos
estos mo´dulos se combinan y comunican entre s´ı por medio de una interfaz que esta´ basada en un
conjunto de datos altamente estructurados que definen interrelaciones a diferentes niveles, yendo
desde someras definiciones sinta´cticas y llegando hasta la definicio´n de caracter´ısticas acu´sticas
de los segmentos de voz que van a ser concatenados.
Como se ha comentado anteriormente, Ogmios esta´ compuesto por diversos mo´dulos, y cada
uno de ellos lleva acabo una funcio´n determinada. Todos los mo´dulos pueden ser clasificados en
tres principales categor´ıas: ana´lisis simbo´lico; generacio´n de prosodia; y generacio´n de formas de
onda. A continuacio´n se expone una breve explicacio´n sobre cada una de estas a´reas.
Ana´lisis simbo´lico Esta a´rea es la encargada de etiquetar y clasificar cada uno de los
signos que no son texto estrictamente hablando. Por ejemplo, estos signos son acro´ni-
mos, abreviaturas, expresiones de tiempo o de fechas, pa´ginas web, direcciones de correo
electro´nico, etc. Luego, una vez se clasifican los signos, e´stos son expandidos a su transcrip-
cio´n ortogra´fica completa. Por ejemplo, el acro´nimo UPC ser´ıa expandido a universidad
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polite´cnica de catalun˜a. La informacio´n de entrada a este conjunto de mo´dulos normalmen-
te es texto plano aunque tambie´n se ofrece la opcio´n de que e´ste sea marcado mediante
un lenguaje SSML (Speech Synthesis Markup Language). Finalmente, se deriva la pronun-
ciacio´n que debe tener cada palabra a partir de un diccionario y luego, un auto´mata de
estados finitos se encarga de asignar la pronunciacio´n a cada nueva palabra entrante.
Generacio´n de prosodia La funcionalidad de este bloque de mo´dulos es ana´loga a la que
se ha comentado en cap´ıtulos predecesores. Se encarga de generar la prosodia del texto,
con lo cual, se trata del principal agente en la obtencio´n de una calidad sonora lo ma´s
natural posible. Todas las tareas que conllevan el hecho de generar prosodia (generacio´n
del contorno de la fo, segmentacio´n de las duraciones, control de las pausas, etc) Ogmios
las ejecuta por medio de un u´nico mo´dulo.
Generacio´n de forma de onda La generacio´n de voz se realiza por medio de la con-
catenacio´n de segmentos de voz pregrabados y contenidos en una base de datos de gran
taman˜o. Las unidades elementales con que trabaja el sistema son demifonemas contextua-
les. Para seleccionar los segmentos se consideran sus caracter´ısticas fone´nticas y acu´sticas.
Tambie´n se puede hacer una seleccio´n a nivel de frases parcialmente completas, minimi-
zando as´ı el nu´mero de uniones entre segmentos, con lo cual, al aprovechar parte de una
frase de la base de datos, no se considera la informacio´n de la prosodia para este tramo ya
que el tramo en s´ı contiene su propia prosodia impl´ıcita.
4.2. Adaptacio´n de HTS a Ogmios
El principal objetivo pra´ctico de este poyecto ha sido el de adaptar, o incluir, un sistema
basado en modelos ocultos de Markov (HTS) dentro de otro sistema cuyo principal potencial
reside en la s´ıntesis por concatenacio´n de unidades de voz (Ogmios). As´ı pues, gracias a esta
integracio´n se facilita la s´ıntesis mediante modelos ocultos de Markov sobre los idiomas con
que trabaja Ogmios (catala´n, castellano, ingle´s, portugue´s y france´s), de entre los cuales, el
ma´s trabajado en este proyecto ha sido el catala´n. No obstante, cabe destacar el hecho de la
gran versatilidad que ofrece el ta´ndem HTS-Ogmios para poder adaptar la s´ıntesis mediante
modelos ocultos de Markov a otros idiomas. En esta seccio´n se explica el modo mediante el
cual se ha integrado el sistema HTS en Ogmios. El principal punto de adaptacio´n ha sido el
de generacio´n de los ficheros con los fonemas contextuales, es decir, los ficheros “etiquetas” con
extensio´n .lab, los cuales, tal y como se ha comentado en secciones anteriores, contienen fonemas
con informacio´n contextual.
4.2.1. Generacio´n de los ficheros de tipo etiqueta mediante Ogmios
La generacio´n de las etiquetas interpretadas por HTS, mediante Ogmios, es el principal
elemento de adaptacio´n entre los dos sistemas. Las etiquetas son imprescindibles para el funcio-
namiento del entrenamiento y para la propia s´ıntesis en s´ı. As´ı pues, si se pretend´ıa sintetizar
mediante modelos ocultos de Markov, dentro de Ogmios, y aprovechando las facilidades de en-
trenamiento y s´ıntesis que incluye HTS, no hab´ıa ma´s remedio que generar los ficheros etiquetas
de algu´n modo. En un principio se considero´ la posibilidad de generar los ficheros .utt, propios
de Festival, ya que, a partir de e´stos, se pueden generar las etiquetas gracias a unos scripts
espec´ıficos. Sin embargo, se desestimo´ esta opcio´n debido a la complejidad que conllevaba y se
decidio´ generar las etiquetas directamente. En este punto es donde comienza la aportacio´n de
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Ogmios a la s´ıntesis mediante HMM’s ya que gracias a la estructura de datos con que trabaja se
consigue generar las etiquetas de un modo relativamente sencillo. Esta estructura de datos recibe
el nombre de “multicapa” (multilayer). As´ı pues, en este punto se desarrollo´ una aplicacio´n cuyo
objetivo era el de trasladar la informacio´n existente en la multilayer de Ogmios y plasmarla
en los ficheros correspondientes de tipo etiqueta. Esta aplicacio´n nueva creada para generar las
etiquetas ha pasado a ser un nuevo mo´dulo de Ogmios y se llama HTSLabels. Por otro lado, la
informacio´n que existe en la multilayer en el momento en que el mo´dulo HTSLabels accede a
ella es generada mediante otros mo´dulos, previamente disen˜ados por la UPC, a partir del fichero
.mar correspondiente. En la figura 4.1 se muestra el esquema correspondiente a la secuencia de
procesos a los que se ve sometido cada fichero .mar. En esencia, en los mo´dulos que preceden al
mo´dulo HTSLabels, lo que se hace es ir an˜adiendo informacio´n a la multilayer de forma oportuna.
Y, en el instante en que el mo´dulo HTSLabels comienza a funcionar, en la multilayer ya se tiene




Figura 4.1: Proceso de generacio´n de ficheros .lab (etiqueta) a partir de ficheros de tipo .mar.
A continuacio´n se expone una breve explicacio´n sobre el servicio que ofrece cada mo´dulo.
Para entender mejor la utilidad de cada mo´dulo se aconseja tener presente el formato de los
ficheros .lab, expuesto en el ape´ndice A.
Mar2ML Este mo´dulo es el encargado de generar la multilayer con la que se va a trabajar,
as´ı como su estructura ba´sica a partir del fichero de entrada de tipo .mar.
GPOSTagger Este mo´dulo es el encargado de an˜adir informacio´n de tipo GPOS (guess
part-of-speech) a la multilayer. En concreto, se an˜ade la informacio´n de este tipo a cada
una de las palabras de la frase contenida en el .mar. El GPOS hace referencia al tipo de
palabra dado (verbo, preposicio´n, etc) y permite clasificar todas las palabras de la frase.
El hecho de hacer esta clasificacio´n puede ayudar a identificar mejor todas aquellas partes
de la frase que tienen cierto significado, es decir, que funcionan como una u´nica unidad en
la sintaxis de la oracio´n completa. A cada una de estas unidades sema´nticas mı´nimas se
les conoce, en ingle´s, como phrases (http://en.wikipedia.org/wiki/Phrase).
Ph2Dp Este mo´dulo an˜ade un nuevo nivel de informacio´n a la multilayer. En concreto, este
nuevo nivel se denomina UNIT y an˜ade informacio´n sobre las unidades ba´sicas de texto
con que trabaja Ogmios. Estas unidades ba´sicas son los difonemas (puntos intermedios
entre dos fonemas).
Phonollogic Este mo´dulo an˜ade informacio´n a la capa UNIT, correspondiente a los difo-
nemas. Esta nueva informacio´n que introduce hace referencia al trifonema y a la palabra
en los que esta´ inclu´ıdo cada difonema.
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HTSLabels Este mo´dulo se encarga de acceder al contenido de la multilayer y aprovechar
la informacio´n que esta le proporciona para poder generar el fichero .lab correspondiente.
Acto seguido, se va a explicar en que´ consiste la multilayer y luego se va a extender una
explicacio´n sobre co´mo el mo´dulo HTSLabels accede a ella para generar los ficheros .lab.
Definicio´n de la multilayer
En la figura 4.2 se expone la estructura ba´sica de la multilayer en el momento en el que
HTSLabels accede a ella, en la cual, se puede ver que se trata de una serie de nodos anidados






Figura 4.2: Estructura ba´sica de la multilayer del sistema Ogmios.
Es importante tener en cuenta el hecho de que la multilayer representa y contiene informa-
cio´n sobre algu´n fichero de tipo .mar. Y que, por lo tanto, los nodos que la componen contienen
toda la informacio´n, desglosada en diversas categor´ıas, referente a la locucio´n en cuestio´n. Asi-
mismo, como se puede observar en la figura 4.2, los nodos esta´n agrupados en categor´ıas, o mejor
dicho, en capas (multilayer) en funcio´n de la informacio´n que estos contengan (una palabra; o
un fonema; o un difonema; etc). Cada uno de estos nodos puede albergar informacio´n de cual-
quier tipo, siempre que resulte interesante almacenarla para cada nodo. Por ejemplo, para el
caso de los nodos de la capa “Palabras”, estos pueden contener informacio´n acerca del GPOS
(guess part-of-speech) al que puede pertenecer cada palabra, es decir, si esta es un verbo, un
pronombre, una preposicio´n, etc. Otro ejemplo ser´ıa para los nodos de la capa “Unidades”, los
cuales pueden contener informacio´n acerca del trifonema al cual pertenece cada uno, es decir, el
trifonema al que pertenece cada difonema representado por cada nodo de esta capa.
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Acceso a la multilayer desde el mo´dulo HTSLabels y creacio´n del fichero.lab
Tal y como se ha comentado en el punto anterior, la multilayer representa toda la informa-
cio´n de intere´s acerca de la locucio´n de entrada. Y cada una de las capas representa la locucio´n
pero en el a´mbito correspondiente. Por lo tanto, en la capa “Palabras” tenemos la secuencia de
palabras (nodos de palabras que pueden contener ma´s informacio´n a parte de la propia palabra)
que conforman dicha locucio´n, mientras que en la capa “Fonemas” se tiene la misma locucio´n
pero representada por la correspondiente secuencia de nodos de fonemas. Y esto suceder´ıa con
el resto de niveles o capas de la multilayer. Por otro lado, cabe destacar el hecho de que existe
navegabilidad entre las diversas capas de la multilayer, por ejemplo, si se esta´ en un nodo de un
fonema en particular se puede acceder al nodo padre correspondiente de la capa “S´ılabas”.
Como se ha comentado anteriormente, el objetivo del mo´dulo HTSLabels era el de plasmar
toda esta informacio´n, contenida en la multilayer, en un fichero de tipo .lab cuyo formato se
explica en el ape´ndice A. Como se puede observar en este ape´ndice, la informacio´n existente en
los ficheros .lab, asociada a cada locucio´n, esta´ agrupada en fonemas, palabras, s´ılabas, grupos
fo´nicos, etc. As´ı pues, por ejemplo, para cada fonema, se debe tener informacio´n sobre el propio
fonema pero tambie´n sobre su palabra contenedora.
Todas estas consideraciones se tuvieron en cuenta a la hora del desarrollo del mo´dulo HTS-
Labels. En este caso, se obto´ por tomar como capa principal la asociada a los fonemas, es decir,
el recorrido principal que sigue el mo´dulo a trave´s de la multilayer lo hace sobre la capa “Fone-
mas”, y, si en algu´n momento necesita realizar operaciones u obtener informacio´n de otra capa,
lo que hace es navegar a la nueva capa de intere´s pero sin perder la referencia del fonema actual.
Es decir, el mo´dulo navegar´ıa al nodo o conjunto de nodos de intere´s para captar de ellos la
informacio´n que necesite, y, una vez que la haya adquirido, el mo´dulo retornara´ al nodo de tipo
fonema en el que se encontraba justo antes de navegar entre las diversas capas de la multilayer.
De este modo, este mo´dulo completa el fichero .lab l´ınea a l´ınea, con toda la informacio´n aso-
ciada a cada fonema para cada l´ınea. A continuacio´n se expone un pequen˜o ejemplo que explica
de modo ma´s gra´fico la navegacio´n que se realiza desde la capa “Fonemas” a otras capas.
Supo´ngase que se tiene la siguiente frase, de la cual, se desea obtener su versio´n .lab a partir
de la multilayer correspondiente:
Buenos d´ıas don Paco.
Y que la multilayer asociada a dicha frase es la que se presenta en la figura 4.3, en la cual
no se representa la capa de “Unidades” (difonemas) para no extender demasiado el esquema.
Ahora, supongamos que el mo´dulo HTSLabels ha llegado hasta el fonema “d” (marcado en
rojo en la figura) despue´s de analizar los fonemas previos. Supo´ngase tambie´n que se esta´ en
la situacio´n de generar los campos asociados a los fonemas (ver ape´ndice A). En este caso,
acceder a los fonemas vecinos del fonema “d” es relativamente sencillo ya que so´lo requiere de
una navegacio´n sobre el mismo nivel o capa, con lo cual, se acabar´ıan completando los cinco
primeros campos de la l´ınea correspondiente al fonema “d”, dentro del fichero .lab.
Por otro lado, siguiendo en el mismo fonema “d”, se podr´ıa considerar el caso en el que
HTSLabels este´ en la situacio´n de comenzar a rellenar los campos del .lab correspondientes a la
informacio´n sobre las palabras. Un ejemplo de este tipo de campos, orientado a palabras, ser´ıa el
d2 del mismo fichero .lab en el que se debe representar el nu´mero de s´ılabas de la palabra previa
a la actual. En esta situacio´n, lo que hace este mo´dulo es, desde el nodo “d” de tipo fonema,
se realiza una navegacio´n a trave´s de la jerarqu´ıa de la multilayer hasta llegar a la palabra que
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Buenos dias don Paco
nos di as pa cobue
n d i a s n
don
d o p a ocb eu so
Figura 4.3: Ejemplo de multilayer.
contiene a dicho fonema, en este caso, “d´ıas”. Y, una vez esta´ en esta capa, ya puede navegar
sobre ella y llegar hasta la palabra previa a la palabra actual, o llegar hasta la palabra que sigue
a la palabra actual, etc. En este ejemplo, ya que se pretende dar valor al campo d2, lo que se
har´ıa ser´ıa ir hasta la palabra anterior y una vez all´ı, descender hasta la capa “S´ılabas” para
contar el nu´mero de s´ılabas pertenecientes a la palabra anterior.
Un para´metro importante que se debe tener en cuenta a la hora del entrenamiento y que
es mejor no obviarlo es el vinculado a la duracio´n de cada fonema. Este para´metro se consigue
obtener de la multilayer a partir de dos datos que proporciona cada nodo de tipo fonema. Estos
datos son TB (instante de comienzo del fonema) y TE (instante en el que finaliza el fonema) y
las unidades de estos dos campos son segundos. Estos para´metros son de elevada importancia
ya que, como se ha comentado en cap´ıtulos anteriores, en las primeras fases del entrenamiento,
se debe hacer una segmentacio´n de los ficheros que contienen los para´metros de voz (pitch y
coeficientes espectrales). As´ı pues, cuando se pretend´ıa hacer una primera aproximacio´n del
modelo para el fonema /@/, por ejemplo, lo que se hac´ıa era tomar todas las realizaciones de
dicho fonema de todos los ficheros que contienen los para´metros de voz de cada frase. Y, para
tomar estas realizaciones, o estos intervalos de para´metros de voz (pitch y cepstrum), asociados
a cada frase, la u´nica manera de hacerlo es conociendo las tramas en los que se da dicho fonema
/@/, es decir, conociendo los instantes de tiempo en los que se da dicho fonema /@/.
Por otra parte, en los ficheros de etiquetas se debe incluir informacio´n referente a las pau-
sas, es decir, informacio´n asociada a los silencios que hay inclu´ıdos en cualquier oracio´n. Esta
informacio´n no se refiere a las pausas que hay entre cualquier palabra sino a las pausas que
hay entre signos de puntuacio´n, como por ejemplo: un punto, una coma, un punto y coma, etc.
Para representar estos silencios intr´ınsecos de cada frase, en los ficheros .lab se hace mediante
el uso de un fonema especial llamado /pau/ (pausa). Este fonema /pau/ no lo proporciona la
multilayer de modo directo, es decir, de entre la secuencia de fonemas de cualquier frase, en
esta nunca se encontrara´ un fonema llamado /pau/. Este fonema lo da la multilayer, de modo
impl´ıcito, mediante el uso de eventos de tipo BREAK. A continuacio´n se puede ver un ejemplo
de co´mo la multilayer presenta dos nodos de tipo fonema, con sus respectivas informaciones,
entre los cuales hay un evento de tipo BREAK que debe ser traducido por el fonema /pau/.
"s" C=1 D=112 DIF=5.088 TB=5.024 TE=5.136;
EVENT="BREAK" EVENT_IDX=1;
"i" D=112 DIF=5.316 TB=5.244 TE=5.356;
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En este caso, la secuencia de fonemas que se tendr´ıa en el fichero .lab correspondiete ser´ıa,
salvando el resto de para´metros contextuales, la siguiente: s→ pau→ i. Y, la informacio´n sobre
do´nde comienza y do´nde acaba dicho fonema /pau/ se toma de los fonemas vecinos. As´ı pues,
en este caso, el campo TB del fonema /pau/ ser´ıa el campo TE del fonema /s/, y, el campo TE
del fonema /pau/ se corresponder´ıa con el campo TB del fonema /i/.
La pol´ıtica de trabajo que sigue el mo´dulo HTSLabels para completar el resto de los cam-
pos de la etiqueta (fichero .lab) para cada fonema es ana´loga a la explicada en los anteriores
pa´rrafos. Y todo este proceso es el que permite generar los ficheros de etiquetas que se usan en
el entrenamiento de los modelos. No obstante, tambie´n se ejecuta el mo´dulo HTSLabels en el
proceso de s´ıntesis, una vez que ya se han obtenido los modelos, pero en este caso no se crea
el fichero .lab correspondiente. Esta situacio´n se expone de forma ma´s detallada en el siguiente
punto.
4.2.2. Generacio´n de voz mediante HTS a trave´s de Ogmios
En el anterior punto se ha visto como el mo´dulo HTSLabels acced´ıa a la informacio´n conteni-
da en la multilayer para poder generar los ficheros .lab que luego son usados en el entrenamiento.
En el proceso de s´ıntesis, el procedimiento es ana´logo al explicado en el punto anterior ya que,
los mo´dulos que preceden a HTSLabels an˜aden informacio´n relevante a la multilayer y luego esta
informacio´n es le´ıda por HTSLabels. No obstante, en el proceso de s´ıntesis, el comportamiento
de HTSLabels es ligeramente distinto al anterior caso. En esta situacio´n, HTSLabels no genera
un fichero .lab, a partir de la informacio´n que lee de la multilayer, sino que lo que hace es an˜adir
un nuevo campo dentro de la capa “Fonemas”. Este nuevo campo recibe el nombre de HTS y
consiste en toda la informacio´n contextual asociada a cada nodo de tipo fonema. As´ı pues, en
este caso, lo que se hace es escribir la informacio´n de lo que ser´ıa la etiqueta (.lab), asociada al
texto de entrada, en la multilayer, en vez de escribirla en un fichero de tipo etiqueta. Asimis-
mo, con esto, se aprovecha la flexibilidad que ofrece la multilayer para incluir cualquier tipo de
informacio´n a los nodos que componen cada una de sus capas, y en este caso, se aprovecha la
inclusio´n de informacio´n a los nodos de tipo “Fonema”. Esta informacio´n an˜adida es aprovecha-
da por otro mo´dulo, que se incluye a los vistos en la figura 4.1, para el proceso de s´ıntesis. Este
mo´dulo recibe en nombre de SynthesisHTS.
Funcionamiento del mo´dulo SynthesisHTS
SynthesisHTS es el mo´dulo de generacio´n de voz y permite obtener voz a partir de los
modelos y del texto de entrada. SynthesisHTS es en realidad una adaptacio´n para Ogmios
del programa hts engine (inclu´ıdo en el proyecto HTS, http://hts.sp.nitech.ac.jp/ ). Como se ha
comentado en el punto anterior, este mo´dulo accede a la multilayer justamente despue´s de que
HTSLabels an˜ada la informacio´n contextual a cada nodo de tipo fonema de la multilayer.
Este mo´dulo lleva a cabo una serie de procesos diferenciados que le permiten generar voz,
pero, antes de ponerse a trabajar, lo que hace es preparar su entorno de trabajo. Esta preparacio´n
consiste en las reservas de memoria necesarias para las estructuras de datos con las que trabaja,
y adema´s, tambie´n lleva a cabo la inicializacio´n adecuada de los punteros a estructuras de tipo
FILE. Estos punteros apuntan a los ficheros que el mo´dulo SynthesisHTS necesita para ejecutar
la s´ıntesis y, en esencia, estos ficheros son los correspondientes a los a´rboles de decisio´n; los
ficheros que contienen las ventanas de todos los para´metros (cepstrum, pitch y duracio´n), las
cuales permiten generar los para´metros a partir de los modelos y considerando los coeficientes
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dina´micos de los mismos (recordar que estas ventanas contienen los coeficientes de 2.41 y 2.42
de la pa´gina 32); y los ficheros que contienen los modelos de todos los para´metros.
Una vez hecho esto, SynthesisHTS, para obtener voz a partir de los fonemas hace lo siguiente:
Primero, accede a la multilayer con el objetivo de obtener la informacio´n contextual aso-
ciada a cada fonema. Es decir, el mo´dulo accede al valor que toma el campo HTS dentro
de cada nodo de la multilayer que es de tipo fonema. Y, por ende, accede a la informacio´n
contextual de cada uno de los fonemas que se van a sintetizar. Para ello, SynthesisHTS
rellena una estructura con datos ligados llamada HTS Model, la cual, una vez que se ha
completado dicha estructura con todas las informaciones contextuales de todos los fone-
mas, e´sta es pasada por referencia a otras funciones de este mo´dulo. Por lo tanto, toda la
informacio´n que se ten´ıa en la multilayer, que era de tipo etiqueta (campo HTS ), en este
punto ha pasado a formar parte de un puntero a la estructura HTS Model. Cabe destacar
el hecho de la apropiada reserva dina´mica de memoria que realiza el sistema, en estos
casos, para evitar situaciones de violacio´n de segmento.
Luego, una vez tiene toda esta informacio´n contextual, para cada fonema, lo que hace es
obtener los modelos que mejor se adapten a las caracter´ısticas contextuales definidas por
HTSLabels para dicho fonema. Esto lo hace para los diversos tipos de modelos (de dura-
cio´n, de pitch y de para´metros espectrales) y para ello considera los a´rboles de decisio´n
que se tienen para cada tipo de modelo. El procedimiento es el mismo que se ha comen-
tado en apartados anteriores. El sistema, para cada tipo de modelo, escoge el modelo que
mejor responde a la informacio´n contextual de cada fonema mediante la aplicacio´n de las
preguntas de los a´rboles de decisio´n. Las preguntas de los a´rboles son respondidas por la
informacio´n contextual de cada fonema, y de este modo, el sistema va navegando a trave´s
del a´rbol de decisio´n hasta llegar a algu´n nodo final. Y una vez que se llega a un nodo
final, para cualquiera de los tres tipos de a´rboles, lo que se hace es asociar al fonema el
modelo que cuelga de dicho nodo final.
Acto seguido, una vez que se tiene la secuencia de modelos, SynthesisHTS genera los
para´metros acu´sticos (duracio´n, pitch y coeficientes espectrales) segu´n el procedimiento
explicado en cap´ıtulos anteriores. Para ello, para cada tipo de para´metro, el mo´dulo con-
sidera el modelo obtenido en el punto anterior y los ficheros que contienen las ventanas,
los cuales permiten calcular los coeficientes dina´micos. En este caso paticular, de entre los
tres posibles criterios que se exponen en [20], el que se utiliza es el de la maximizacio´n
de la probabilidad de las observaciones una vez que se conoce la secuencia de estados. Es
decir se maximiza la expresio´n P (O|S, λ). Esto implica que, primero se generan las dura-
ciones de cada estado, es decir, el nu´mero de tramas que el sistema dedica a cada estado
de todos los modelos que representan la frase. Y, una vez que se tiene la definicio´n de
esta secuencia de estados, el sistema trata de obtener los observables ma´s veros´ımiles en
funcio´n de la correspondiente secuencia de funciones de densidad de probabilidad. Tal y
como se ha comentado en apartados anteriores, para el pitch primero se toman decisiones
con respecto a si una trama es sonora o sorda, y, para el caso en que sea sonora, se genera
el valor de frecuencia fundamental ma´s probable dada la f.d.p asociada a dicha trama. En
cambio, para el caso del cepstrum, los vectores de para´metros se generan trama a trama
sin hacer especiales distinciones entre las tramas sonoras de las sordas.
Finalmente, se genera la voz considerando los para´metros acu´sticos obtenidos en la fase
anterior mediante un modelo de produccio´n de voz basado en filtro ma´s excitacio´n. En este
caso, como excitacio´n se tiene la combinacio´n de un tren de impulsos, a la frecuencia de
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pitch para las tramas sonoras, ma´s ruido Gaussiano para las tramas sordas, y el filtro usado
sigue la metodolog´ıa MLSA (Mel Log Spectrum Approximation) ya que los coeficientes
espectrales usados son los cepstrum en la escala de Mel.
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Cap´ıtulo 5
Modificaciones sobre el sistema
HTS-Ogmios
En este cap´ıtulo se van a explicar diversas alternativas, que se han puesto en pra´ctica en
este proyecto, en lo que respecta a la parte de produccio´n de voz a partir de los para´metros
que emiten los modelos. En concreto, las pruebas se han centrado en el modelo de produccio´n
de voz basado en excitacio´n ma´s filtro. El principal objetivo de este punto es el de demostrar
la flexibilidad que ofrece el sistema para poder generar voz mediante otros tipos de me´todos de
produccio´n y, a su vez, establecer un marco de referencia para comparar las diversas alternativas
de produccio´n de voz. En concreto, las nuevas soluciones para generar voz que se han puesto en
pra´ctica son las siguientes: s´ıntesis mediante codificacio´n de prediccio´n lineal (LPC-PARCOR);
s´ıntesis mediante coeficientes del cepstrum en escala lineal (LFCC); y s´ıntesis fundamentada en
excitacio´n mezclada basada en MELP (Mixed Excitation Linear Prediction).
En los dos primeros, LPC y LFCC, se ha modificado el modo en el que se modela la
envolvente del espectro en cada trama, es decir, se ha modificado el modo en el que se genera
el filtro asociado al modelo de produccio´n de voz. Por otro lado, para el caso del uso de MELP,
la modificacio´n se ha aplicado en lo que respecta a la parte de excitacio´n de dicho modelo de
produccio´n.
Cabe destacar el hecho de que, para implementar estas tres metodolog´ıas sobre el sistema
(HTS-Ogmios) se debe realizar una adaptacio´n del mismo. Esta adaptacio´n se compone de dos
partes: la primera ser´ıa la parte referente al ana´lisis de la voz, es decir, a la extraccio´n de los
para´metros de voz (LPC’s, LFCC’s o los niveles de excitacio´n para MELP) para poder aplicar
el entrenamiento correspondiente; y la segunda parte hace referencia a la s´ıntesis de voz a partir
de estos nuevos para´metros. Cada una de estas partes se explicara´ con mayor nivel de detalle en
cada uno de los siguientes subapartados.
A continuacio´n se exponen las alternativas para s´ıntesis de voz mediante modelos ocultos de
Markov, y, para cada una de ellas se incluye una explicacio´n esquematizada de su funcionamiento.
5.1. S´ıntesis mediante coeficientes de prediccio´n lineal
La idea fundamental que gira entorno al concepto de los coeficientes de prediccio´n lineal es
que e´stos permiten obtener una estimacio´n de una muestra de voz a partir de muestras pasadas.
Esta idea ba´sica, de estimacio´n de la muestra presente, a partir de anteriores muestras queda
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Donde se tiene que la estimacio´n de la muestra actual depende de M muestras anteriores,
las cuales, multiplicadas correctamente por una serie de coeficientes (los LPC), permiten obtener
la mejor estimacio´n posible.
Mediante los coeficientes de prediccio´n lineal se modela el tracto vocal como un filtro de
respuesta impulsional infinita (IIR). En las aplicaciones habituales de este tipo de parametri-
zacio´n de la voz, la entrada del filtro es la denominada sen˜al de error (se vera´ ma´s adelante),
la cual se obtiene en el momento del ana´lisis de la voz original. No obstante, la entrada que
se tomara´ para el filtro de nuestro experimento consiste en una serie de impulsos, o ruido, en
funcio´n de si la voz a sintetizar es sonora o no. Esta excitacio´n se extrae de la autocorrelacio´n
de la sen˜al en el momento de ana´lisis de la misma, y la filosof´ıa sobre co´mo se obtiene la ex-
citacio´n es ana´loga a la comentada en apartados anteriores: si hay pitch, entonces habra´ cierta
correlacio´n con el pitch lag correspondiente, con lo cual la excitacio´n tendra´ que ser un tren de
impulsos espaciados apropiadamente; en cambio, si no hay pitch es porque la autocorrelacio´n
es muy baja, con lo cual la excitacio´n consistira´ en un ruido. Es decir, en este experimento, se
ha sintetizado voz empleando la misma excitacio´n que se tomaba con los MFCC’s (coeficientes
cepstrum en la escala de Mel) y so´lo se ha cambiado el modo en que se modela la envolvente del
espectro de la voz.
El hecho de que el filtro sea de tipo IIR tiene algunas propiedades intr´ınsecas para este
tipo de filtros, de entre las cuales, la que ma´s nos preocupa es la que hace referencia a su
estabilidad. Los filtros IIR suelen ser inestables con relativa facilidad debido principalmente a la
retroalimentacio´n que los caracteriza. Y este es un hecho determinante en la calidad de la s´ıntesis
obtenida mediante los coeficientes LPC ya que puede suceder que en unas pocas muestras la
sen˜al se dispare, en magnitud, y no se pueda volver a recuperar.
El uso de esta te´cnica de parametrizacio´n de la voz se ha extendido sobre todo en el campo
de la telefon´ıa ya que permite transmitir la voz de la manera ma´s o´ptima, es decir, transmitiendo
el menor nu´mero de bits posible. Con lo cual, mediante este tipo de parametrizacio´n se reduce
la redundancia de la sen˜al de voz ya que, si hay alguna secuencia de muestras de voz con cierta
correlacio´n con respecto a las anteriores, estas pueden ser estimadas. Por lo tanto, se podr´ıa
decir que los me´todos de prediccio´n lineal son un mecanismo de compresio´n de voz en el cual,
primero se parametriza la voz, y luego, a partir de estos para´metros, se puede reconstruir la
sen˜al de voz.
Por lo tanto, a partir de los dos pa´rrafos anteriores se deben tener en cuenta la problema´tica
que puede representar el uso de los LPC’s para s´ıntesis. Por un lado, la sen˜al se puede descontrolar
debido a la potencial inestabilidad del filtro IIR. Y por otro, se tiene que, al ser un me´todo de
compresio´n de voz, la calidad obtenida es probable que no sea tan buena como la obtenida
mediante los coeficientes del cepstrum, por ejemplo. No obstante, a parte de estas desventajas,
la principal idea que debe permanecer en la mente del lector es que, el principal objetivo no
era mejorar la calidad de la s´ıntesis sino´ demostrar que se pueden modelar filtros, constru´ıdos a
partir de LPC’s, a partir de modelos ocultos de Markov.
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5.1.1. Ana´lisis de voz para la obtencio´n de los coeficientes de prediccio´n lineal
(LPC)
El objetivo de este punto es el de entender como se obtienen los coeficientes de prediccio´n
lineal a partir de las sen˜ales de voz que se usan en el entrenamiento. Adema´s, una vez que se
extraen estos coeficientes a partir de la voz, lo que se hace es entrenar los modelos ocultos de
Markov para que sus observables sean los LPC’s y no los cepstrum en la escala de Mel, como
suced´ıa en cap´ıtulos anteriores.
El ana´lisis de la voz para obtener los para´metros, tal y como suced´ıa con los cepstrum en
la escala de Mel, se lleva a cabo trama a trama. Por lo tanto, el objetivo es el de obtener los
coeficientes de prediccio´n lineal que parametrizan la voz en cada trama. Para ello, lo que se
desea es obtener los LPC tal que la prediccio´n de la sen˜al, expresio´n 5.1, es la mejor posible. El
criterio que se emplea para obtener los coeficientes o´ptimos es el de minimizacio´n del error de
prediccio´n cuadra´tico medio, es decir, se pretende minimizar la siguiente expresio´n
J = E{e2(n)} (5.2)
donde e[n] es el error de prediccio´n, el cual se obtiene a partir de la resta entre la muestra
real de voz y la muestra estimada, tal como se puede ver en la siguiente expresio´n




Se debe considerar que la funcio´n de coste J representa una superficie co´ncava, con M
grados de libertad. As´ı pues, existe un u´nico punto que representa el mı´nimo de J . Y este punto
se obtiene tomando las derivadas parciales de J , segu´n los coeficientes am, e iguala´ndolas a 0,






ams[n−m])s[n− k]} = 0 (5.4)








amRs[k −m] = −Rs[m] (5.6)
para m = 1, 2, ...,M y donde Rs[m] es la autocorrelacio´n de la sen˜al s[n] evaluada en m.
La ecuacio´n 5.6 se puede representar en forma matricial del siguiente modo:
R
s
a = −rs (5.7)
que se corresponde con





Rs[0] Rs[1] · · · Rs[M − 1]





Rs[M − 1] Rs[M − 2] · · · Rs[0]

a = [a1, a2, ..., aM ]
T
rs = [Rs[1], Rs[1], ..., Rs[M ]]
T
Donde la expresio´n 5.7 recibe el nombre de ecuacio´n normal. Y, asumiendo la existencia de
inversa para R
s




No obstante, el hecho de tener que calcular una matriz inversa es computacionalmente
muy intensivo. Y, si tenemos en cuenta que este ca´lculo se debe hacer para cada trama, la
parametrizacio´n mediante LPC’s resultar´ıa del todo inviable. As´ı pues, lo que se hace es aplicar
un me´todo de ca´clulo que permite obtener la solucio´n pero de forma ma´s ra´pida, que si se
calculara la matriz inversa de la forma tradicional. Este me´todo es conocido como el algoritmo
de Levinson-Durbin [16] y se trata ba´sicamente de un proceso iterativo para la inversio´n de
matrices. La principal ventaja de este me´todo es su eficiencia computacional en comparacio´n
con los me´todos esta´ndares de inversio´n de matrices.
En este apartado se ha visto co´mo se obtienen los LPC para una trama de voz dada. Y,
ahora, lo que vendr´ıa ser´ıa el entrenamiento de los modelos para que generen estos para´metros
y no otros. Este entrenamiento se lleva a cabo segu´n lo que se ha visto en cap´ıtulos anteriores.
Es decir, los modelos se entrenan en funcio´n de lo que el sistema lee de la base de datos, y, en
este caso, lo que lee son coeficientes de prediccio´n lineal.
5.1.2. S´ıntesis de voz mediante los coeficientes de prediccio´n lineal (LPC)
El objetivo de este punto es el ver co´mo se puede recuperar la voz mediante los coeficientes
de prediccio´n lineal. En este punto, se debe considerar que los modelos de Markov ya han sido
entrenados y que se ha ejecutado el procedimiento (apartado 2.5.1) de obtencio´n de los LPC’s
a partir de los mismos modelos para alguna frase que se desee sintetizar.
Para entender co´mo se realiza la s´ıntesis de la voz a partir de los LPC’s se debe retomar la
expresio´n 5.3.
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con lo cual, se tiene que la sen˜al se puede recuperar a partir del error de prediccio´n y del








representa la funcio´n de transferencia del filtro IIR, el cual es de orden M . Para asegurar
estabilidad se debe cumplir que todos sus polos este´n contenidos dentro de la circumferencia
unidad, tarea que no resulta sencilla de perpretar, y menos au´n cuanto ma´s elevado sea el
orden del filtro. En nuestro caso, se ha usado un filtro de orden 25, con el cual, para sintetizar
cualquier frase, en poco tiempo la sen˜al se tornaba inestable debido a que en el entrenamiento
de los modelos no se ha tenido control sobre la estabilidad de los filtros que iban a estimar.
As´ı que, para poder sintetizar como es debido, no hab´ıa ma´s remedio que solventar este pro-
blema de inestabilidad. Para ello, lo que se ha hecho ha sido aplicar una transformacio´n especial
a los coeficientes que emit´ıan los modelos ocultos de Markov. Estos nuevos coeficientes reciben
el nombre de PARCOR (Partial correlation) e incluyen un criterio para asegurar estabilidad en
el filtro que se genera a partir de ellos. Estos coeficientes, tambie´n conocidos como coeficientes
de reflexio´n, aseguran estabilidad en el filtro que se obtiene a partir de ellos si se cumple que el
mo´dulo de cada coeficiente es menor que uno.
Por lo tanto, al procedimiento de generacio´n de para´metros espectrales (LPC) a partir de
los modelos se le an˜ade el de conversio´n de estos coeficientes a los coeficientes PARCOR. Para
ello, se ha aprovechado la librer´ıa SPTK1, de la cual, se han usado las funciones para pasar de
los LPC a los coeficientes PARCOR y para sintetizar a partir de los PARCOR.
Ahora, se debe recordar el comentario sobre que los modelos para los coeficientes LPC’s no
esta´n entrenados para asegurar que el filtro generado sea estable. Este hecho supone que, ya que
no se tiene control sobre la estabilidad que proporcionan los LPC’s, los coeficientes PARCOR
tampoco inducira´n un filtro estable, es decir, es probable que alguno de los coeficientes PARCOR
obtenidos no tenga mo´dulo menor que uno. Por ello, la transformacio´n se hace de manera que
siempre se asegure estabilidad a partir de los PARCOR, la cual se ha llevado a cabo por medio
de un procedimiento iterativo que consiste en reducir el valor de la magnitud de los LPC’s hasta
que la transformacio´n hacia los PARCOR asegure estabilidad en los mismos.
Una vez que se tienen los coeficientes de reflexio´n, el filtro que se construye a partir de ellos
tiene una estructura particular, la cual es conocida como estructura en celos´ıa, la cual se explica
en [19].
Una cuestio´n importante que se debe tener en cuenta es el hecho de la excitacio´n empleada
para este tipo de s´ıntesis. En s´ıntesis mediante LPC’s, lo habitual es utilizar como excitacio´n la
sen˜al de error de prediccio´n que se ha obtenido en la etapa de ana´lisis. No obstante, ya que no
se ha aplicado un entrenamiento de ningu´n tipo para modelar esta sen˜al de error, lo que se hace
es aprovechar la excitacio´n que se ha usado hasta ahora (tren de impulsos ma´s ruido).
El resultado obtenido, en lo que respecta a la calidad de voz, no se puede decir que sea
extraordinaria sino ma´s bien tiene un cara´cter robotizado bastante marcado. Por otra parte,
s´ı se puede decir que la voz obtenida es bastante inteligible.
1Speech Signal Processing Toolkit, http://sp-tk.sourceforge.net/.
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5.2. S´ıntesis mediante coeficientes cepstrum en escala lineal (LFCC)
El objetivo de esta seccio´n es el de demostrar la posibilidad de s´ıntesis mediante los coe-
ficientes cepstrum pero esta vez sin aplicar el cambio de escala frecuencial que se aplica en el
ana´lisis MFCC, visto en 2.2.
En este caso, tanto en el ana´lisis como en la s´ıntesis se ha empleado los programas fftcep y
lmadf respectivamente, ambos aprovechados de la librer´ıa SPTK.
5.2.1. Ana´lisis de voz para la obtencio´n de los coeficientes cepstrum en escala
lineal
El cepstrum en escala de frecuencia lineal, en una trama determinada, se puede representar








donde X(k) representa la transformada discreta de Fourier y N es el taman˜o de la trans-
formada inversa. Resumiendo, la obtencio´n del cepstrum en escala lineal es ana´logo al que se ha
explicado en el segundo cap´ıtulo pero es este caso no se considera la transformacio´n bilineal.
5.2.2. S´ıntesis de voz mediante los coeficientes cepstrum en escala lineal
(LFCC)
En este caso, el me´todo de s´ıntesis empleado es el conocido como LMA (Log Magnitude
Approximation)[12]. Este me´todo es muy parecido al MLSA, explicado en el apartado 2.5.2. Se
hacen las aproximaciones de Pade´ pertinentes con la salvedad de que en este caso no se considera
la transformacio´n bilineal en en frecuencia, que se aplicaba en el caso de MLSA.
Tanto en este caso como en la s´ıntesis mediante los coeficientes de prediccio´n lineal, no se
han llevado a cabo grandes cambios en lo que a entrenamiento de modelos se refiere. S´ımple-
mente se han cambiado los para´metros a modelar, es decir, se ha pasado de modelar MFCC’s a
modelar LPC’s o LFCC’s pero la estructura interna de los ficheros de entrenamiento (.cmp) y
el tratamiento de los mismos en el entrenamiento es la misma. Esto no sucede, como veremos a
continuacio´n, en el caso de modelar una excitacio´n mezclada.
En esta caso, se ha comprobado como la calidad en la voz obtenida no es mejor que la
obtenida mediante los MFCC’s pero si que mejora con respecto a la voz sintetizada mediante
LPC’s.
5.3. S´ıntesis mediante excitacio´n mezclada
En los dos puntos anteriores se ha hablado sobre cambios aplicados en lo que se refiere al
modelado de la envolvente del espectro de la voz en cada trama. En este punto, se va a explicar
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el intento de mejora de la s´ıntesis pero esta vez el camino seguido ha sido el de la modificacio´n
de la excitacio´n y no el de el me´todo en que se estima el filtro del modelo de produccio´n de voz.
El me´todo que se expone en esta seccio´n se ha usado con e´xito en [20] para la s´ıntesis
mediante modelos ocultos de Markov. El principal objetivo de este punto ha sido el de probar
que se pueden modelar coeficientes asociados a la excitacio´n, mediante HTS-Ogmios, e intentar
mejorar la calidad de s´ıntesis obtenida hasta ahora.
La idea ba´sica que gira entorno al concepto de excitacio´n mezclada es el hecho de que,
en la voz real, los sonidos sonoros no siempre son puramente sonoros. Es decir, hasta ahora,
en el procedimiento de s´ıntesis se ha considerado que cuando los sonidos eran sonoros, pues la
excitacio´n era siempre un tren de impulsos para toda la banda de frecuencias de trabajo. Sin
embargo, en la voz real, esto no es siempre as´ı ya que es probable que en algunas subbandas el
sonido no sea puramente sonoro. Este hecho lo podemos ver en la imagen 5.1. As´ı pues, para
ser ma´s rigurosos en el proceso de s´ıntesis, se debe considerar este feno´meno, el cual se pretende
modelar mediante el uso de excitacio´n mezclada.
Figura 5.1: Espectro de un tramo sonoro de voz real. En la parte marcada en rojo se tiene una subbanda
que es notoriamente sonora, mientras que en la zona marcada en verde se tiene una subbanda
ruidosa.
Para modelar correctamente este hecho se debe diferenciar la periodicidad de la sen˜al en
cada subbanda. En [16] se hace una divisio´n de la banda de trabajo en cinco subbandas pero para
una frecuencia de muestreo de 8 KHz. En este proyecto, ya que se trabaja sobre una frecuencia
de muestreo de 16 KHz, la divisio´n de subbandas es la siguiente: 0 - 1 KHz; 1 - 2 KHz; 2 - 4
KHz; 4 - 6 KHz y 6 - 8 KHz. En excitacio´n mezclada se considera el nivel de sonoridad de cada
una de estas subbandas, el cual, para cada una de ellas se trata un valor comprendido entre 0 y
1. El nivel de sonoridad tiende a 1 para sen˜ales sonoras (casi perio´dicas), mientras que tiende a
valer 0 para sen˜ales con cara´cter ma´s bien ruidoso.
La divisio´n de la sen˜al en diversas subbandas se lleva a cabo por medio de un banco de
filtros. Estos filtros esta´n implementados a partir de funciones sinc enventanadas, los cuales
proporcionan buenas propiedades de selectividad y discriminacio´n.
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5.3.1. Ana´lisis de voz para la obtencio´n de los niveles de sonoridad
El principal objetivo de este punto es el de obtener el nivel de sonoridad de cada subbanda,
es decir, el determinar si una subbanda es sonora o por el contrario tiene un comportamiento
ruidoso. Para ello, se realiza un ana´lisis de forma independiente para cada una de las cinco
subbandas. No obstante, el ana´lisis de las cinco subbandas comparten elementos. Por ejemplo,
para las cinco subbandas se realizan ca´lculos de la autocorrelacio´n normalizada en el pitch lag.
El pitch lag es el valor de t tal que la autocorrelacio´n es ma´xima, es decir, es justamente el valor








Para banda base (0 - 1 KHz), el procedimiento para estimar la sonoridad en esta subbanda
es directamente el valor de 5.13 en el pitch lag.
Para el resto de bandas, el procedimiento para estimar los niveles de sonoridad pasa por los
siguientes puntos:
Se calcula la autocorrelacio´n normalizada, dada por 5.13, en el pitch lag. Esta autocorre-
lacio´n se calcula sobre la sen˜al a la salida de cada filtro y tomara´ el valor r1.
Por otro lado, de la misma sen˜al a la salida del filtro, se toma su envolvente. Para ello lo que
se hace es aplicar un rectificado de onda completa y luego un filtrado paso bajo. Una vez que
se tiene la envolvente, lo que se hace es aplicar el ca´lculo de la autocorrelacio´n normalizada
para dicha envolvente y en el punto de pitch lag. El hecho de usar la envolvente es porque
en algunos casos se puede reflejar de mejor manera el nivel de periodicidad. Supongase
que el valor que toma esta autocorrelacio´n es r2.
Por u´ltimo, el valor del nivel de sonoridad para cada subbanda se toma como el ma´ximo
entre r1 y r2.
A parte de estos procedimientos para determinar el nivel de sonoridad de cada banda, los
cuales, se aplican para cada banda de manera independiente, tambie´n se contempla otro criterio.
Este criterio se conoce como el nivel de picos de la sen˜al de error de prediccio´n (peakiness) y se
calcula para la sen˜al a la entrada de los filtros. Mediante el valor de “peakiness” se fuerza a que
los valores de algunos de los niveles de sonoridad valgan 1, indicando que para esas subbandas
la sen˜al se considera sonora pura. La dependencia entre el valor de “peakiness” y los niveles de
sonoridad para las diferentes subbandas (nsi, i = 1, ..., 5) es la siguiente:
Si p > 1,34 ⇒ ns1 = 1
Si p > 1,60 ⇒ ns2 = 1 y ns3 = 1
5.3.2. Modificacio´n del sistema de entrenamiento
En este caso ya que se consideran unos nuevos para´metros (los niveles de sonoridad) se debe
realizar un entrenamiento sobre algu´n tipo de modelo que los emita. En el apartado anterior se ha
visto como, para una trama de la sen˜al de voz analizada, se obtienen los niveles de sonoridad de
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cada una de las subbandas contempladas. Por lo tanto, ya que se tienen unos nuevos para´metros,
de los que se ten´ıan al principio en HTS, se modifico´ la estructura interna del programa para
poder modelarlos.
En realidad lo que se hizo fue an˜adir un nuevo tipo de modelo, los cuales ten´ıan una
topolog´ıa de cinco estados y cada uno de ellos pod´ıa emitir los cinco niveles de sonoridad de
cada trama. Asimismo, tambie´n se modificaron los ficheros de tipo cmp, los cuales, para este
caso, contemplaban informacio´n sobre los niveles de sonoridad (ma´s sus coeficientes dina´micos)
de cada trama, adema´s de la informacio´n que ya conten´ıan antes, que era el pitch y los MFCC’s
(ma´s sus respectivos coeficientes dina´micos).
Una vez consideradas estas modificaciones, el sistema ejecuta el entrenamiento tal y como
se ha visto en el cap´ıtulo 2 pero considerando los nuevos modelos: aplica Viterbi; Baum-Welch,
genera los ficheros de a´rboles correspondientes a cada tipo de modelos, etc.
5.3.3. S´ıntesis de voz considerando los niveles de excitacio´n
En este caso, el procedimiento de generacio´n de para´metros es el mismo que el visto en la
pa´gina 30, pero con la salvedad de que ahora se generan ma´s para´metros que antes.
En la figura 5.2 se muestra el esquema de s´ıntesis en el que se consideran los niveles de













En esta situacio´n, lo que se tiene es que los dos tipos de excitacio´n (ruido o tren de impulsos)
no se multiplexan en funcio´n de si la trama es sonora o sorda, sino´ que siempre se suman. Pero
esta suma se realiza considerando los valores de niveles de sonoridad generados. Por ejemplo, si
en la banda de 1 a 2 KHz se tiene un nivel de sonoridad de 0.8 esto implica que la ganancia
del filtro, correspondiente a esta banda, sera´ de 0.8 para la parte del tren de impulsos; y que la
ganancia valdra´ 0.2 para el filtro de la rama con ruido a su entrada. Mediante este esquema, se
consigue tener una excitacio´n ma´s fiel a lo que ser´ıa realmente para la voz humana.
Para este caso, la calidad de voz obtenida tambie´n es mejor con respecto a la obtenida con
LPC’s y es semejante a la obtenida mediante LFCC’s.
72 CAPI´TULO 5. MODIFICACIONES SOBRE EL SISTEMA HTS-OGMIOS
Cap´ıtulo 6
Conclusiones
6.1. Valoracio´n global del proyecto
En este proyecto se ha estudiado una metodolog´ıa de s´ıntesis de voz innovadora, en la
que se hace uso de los modelos ocultos de Markov. Se puede considerar como una tendencia
innovadora debido que los modelos ocultos de Markov han sido empleados durante an˜os, de
forma exitosa, para procedimientos de reconocimiento de voz. As´ı pues, la s´ıntesis mediante
HMM’s debe estar agradecida al esfuerzo y dedicacio´n que se ha realizado previamente en el
campo del reconocimiento.
En este proyecto se describen las principales caracter´ısticas de un sintetizador de esta ı´ndole,
as´ı como todas sus componentes, las cuales se pueden agrupar en dos grandes categor´ıas: mo´dulos
de entrenamiento de modelos y mo´dulos de generacio´n de voz a partir de los modelos. Estas dos
componentes, conforman el principal punto diferenciador de este tipo de s´ıntesis con otros.
El entrenamiento de los modelos se puede entender, desde un nivel de abstraccio´n elevado,
como un procedimiento de aprendizaje, en el que la ma´quina adquiere las habilidades necesarias
para generar voz, mientras el procedimiento de generacio´n engloba los procesos necesarios para
obtener voz, desde un texto, partiendo de los conocimientos adquiridos en el entrenamiento. En
el entrenamiento, el sistema aprende a modelar la voz, lo cual resulta enormemente interesante.
Pero, ma´s interesante es, si cabe, el hecho de como la ma´quina extrapola su conocimiento sobre
una voz, y es capaz de sintetizar cualquier texto que tenga como input. No obstante, se debe
tener en cuenta que, para que los resultados en la s´ıntesis sean los o´ptimos, el texto que se desea
convertir a voz debe estar escrito en el idioma para el cual el sistema ha sido entrenado. Como
es natural, si la ma´quina se ha preparado para sintetizar en un idioma, si se le pide que sintetice
texto en otra lengua, esta lo hara´ con “acento”de la lengua para la cual se ha entrenado. Lo
mismo suceder´ıa con una persona espan˜ola que nunca haya estudiado ingle´s, y que trate de
leer un texto anglosajon, la cual lo har´ıa de un modo “espan˜olizado”. A parte de esta cierta
analog´ıa entre el modo de produccio´n de voz en personas y en el sistema, es importante salvar
las distancias, ya que, aunque la complejidad global del sistema es elevada, no llega a alcanzar
la complejidad que gira entorno a los mecanismos de aprendizaje del habla que tenemos los
humanos.
Por u´ltimo, comentar que en este proyecto se reflejan las exigencias, en cuanto a nivel de
conocimientos matema´ticos y de procesado de voz, que demanda cualquier sistema de s´ıntesis
de voz basado en modelos ocultos de Markov.
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6.2. Valoracio´n del trabajo realizado
El trabajo realizado en el presente proyecto ha estado enfocado hacia el estudio en profun-
didad de esta metodolog´ıa de s´ıntesis con el fin de poder ser integrada dentro de un sistema
que trabaja con otra tecnolog´ıa, la s´ıntesis mediante concatenacio´n de unidades. Con lo cual,
principalmente se ha integrado un sistema de s´ıntesis por modelos ocultos de Markov, HTS, en
un sistema por seleccio´n de unidades, Ogmios. Entre ambas tecnolog´ıas existen diversas dife-
rencias pero tambie´n comparten diversas analog´ıas. Es por ello que se han podido aprovechar
algunas de las facilidades que ofrece Ogmios para otorga´rselas a HTS. Entre estas capacidades
que se han ofrecido a HTS esta´n: los mo´dulos de ana´lisis del texto; los mo´dulos de generacio´n
de prosodia a partir del texto; etc.
A lo largo del desarrollo de este proyecto, se han comprobado varias cosas sobre este tipo de
s´ıntesis. Una de ellas es que se trata de un sistema de s´ıntesis muy amplio en cuanto a conceptos,
que contiene dos mo´dulos principales: el de entrenamiento y el de generacio´n de voz; y que cada
uno de ellos bien podr´ıa ser por si solo motivo de realizacio´n de ma´s de un proyecto. Otro
comentario que se podr´ıa an˜adir es que la calidad de voz obtenida del sistema HTS-Ogmios es
bastante buena y que mejorarla resulta muy complicado.
Una de las dificultades, en cuanto a consumo de tiempo, que acarreo´ el estudio y desarrollo
de este proyecto ha sido el procedimiento de entrenamiento de los modelos, ya que se trata de
un procedimiento muy intenso, computacionalmente hablando, y que, adema´s se aplica sobre
una gran cantidad de datos. Por ejemplo, con la base de datos que se ha empleado (una hora de
grabaciones), el tiempo medio para poder evaluar los resultados del entrenamiento era de unas
doce horas aproximadamente. Por ello, el proceso de adaptacio´n del entrenamiento de HTS a
trave´s de Ogmios fue el ma´s costoso en cuanto a tiempo de implementacio´n.
A parte de todo el trabajo realizado para adaptar e integrar HTS en Ogmios, tambie´n se
realizo´ una investigacio´n en lo que respecta a la parte de generacio´n de voz. En esta investigacio´n
se probaron diversas alternativas relacionadas con los procedimientos de produccio´n de voz a
partir de los modelos. Se establecio´ una comparativa en cuanto a la solucio´n que plantea HTS, y
las otras tres que se han planteado en este proyecto. Estas pruebas tambie´n resultaron positivas
ya que se pudo sintetizar mediante cada una de ellas. No obstante, ninguna permitio´ conseguir
una calidad de voz que mejorara la calidad de la solucio´n que propone HTS.
6.3. Perspectivas de futuro
La s´ıntesis mediante HMM’s abre nuevas v´ıas de investigacio´n ya que en ella se consideran
mu´ltiples elementos susceptibles de ser mejorados. Por ejemplo, existen estudios sobre las pro-
babilidades de transicio´n entre estados. Tambie´n es posible que se puedan realizar mejoras en
lo que respecta al entrenamiento de los modelos. Y, otro punto que podr´ıa ser mejorado y del
cual se han visto algunas posibles alternativas en el cap´ıtulo 5, es el de la produccio´n de voz a
partir de los para´metros generados por los modelos. No obstante, existen diversas l´ıneas activas
de investigacio´n, las cuales, an˜o tras an˜o, alcanzan nuevas mejoras en los resultados obtenidos.
Dadas las ventajas que presenta, se puede afirmar que la s´ıntesis mediante HMM’s representa
una poderosa alternativa a otras tecnolog´ıas de s´ıntesis existentes. Comparando este sistema de
s´ıntesis con el de s´ıntesis por concatenacio´n de unidades, se puede decir que este permite obtener
una calidad de voz ma´s natural y con menos cantidad de datos, lo cual es un punto a favor para
la implementacio´n de este sistema de s´ıntesis en terminales mo´viles. Adema´s, es un sistema de
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s´ıntesis con gran versatilidad ya que se pueden cambiar algunos para´metros de la voz generada
(como la velocidad de locucio´n y la entonacio´n) con relativa facilidad.
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Ape´ndice A
Formato de las etiquetas de texto
El formato de cada una de la l´ıneas de las etiquetas es el siguiente
tb te
p1 ∧ p2 − p3 + p4 = p5 ∼ p6 p7
/A : a1 a2 a3
/B : b1 − b2 − b3 ∼ b4 − b5 & b6 − b7 # b8 − b9 $ b10 − b11 ! b12 − b13; b14 − b15|b16
/C : c1 + c2 + c3
/D : d1 d2
/E : e1 + e2 ∼ e3 + e4 & e5 + e6 # e7 + e8
/F : f1 f2 /G : g1 g2 /H : h1 = h2 ∼ h3 = h4|h5 /I : i1 i2 /J : j1 + j2 − j3
Informacio´n asociada a la duracio´n de cada fonema
◦ tb → Instante de comienzo del fonema en centenares de picosegundos.
◦ te → Instante en el que acaba el fonema en centenares de picosegundos.
Informacio´n asociada a los fonemas
◦ p1 → Fonema que hay antes del fonema previo.
◦ p2 → La identidad del fonema previo.
◦ p3 → El fonema en estuido (es el fonema central)
◦ p4 → El fonema posterior
◦ p5 → El fonema que sigue al fonema posterior
◦ p6 → Posicio´n del fonema en estudio en la s´ılaba actual (forward)
◦ p7 → Posicio´n del fonema en estudio en la s´ılaba actual (backward)
Informacio´n asociada a las s´ılabas
◦ a1 → Vale 1 si la s´ılaba previa a la del fonema en estudio es “stressed”, en caso contrario, vale 0.
◦ a2 → Vale 1 si la s´ılaba previa a la del fonema en estudio es to´nica, en caso contrario, vale 0.
◦ a3 → El nu´mero de fonemas en la s´ılaba previa a la del fonema en estudio.
◦ b1 → Vale 1 si la s´ılaba actual es “stressed”, en caso contrario, vale 0.
◦ b2 → Vale 1 si la s´ılaba actual es to´nica, en caso contrario, vale 0.
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◦ b3 → El nu´mero de fonemas en la s´ılaba actual.
◦ b4 → Posicio´n de la s´ılaba actual dentro de la palabra actual (forward)
◦ b5 → Posicio´n de la s´ılaba actual dentro de la palabra actual (backward)
◦ b6 → Posicio´n de la s´ılaba actual en la frase actual (forward)
◦ b7 → Posicio´n de la s´ılaba actual en la frase actual (backward)
◦ b8 → El nu´mero de s´ılabas “stressed” que hay antes de la s´ılaba actual dentro de la actual frase.
◦ b9 → El nu´mero de s´ılabas “stressed” que hay despue´s de la s´ılaba actual dentro de la actual frase.
◦ b10 → El nu´mero de s´ılabas to´nicas que hay antes de la s´ılaba actual dentro de la actual frase.
◦ b11 → El nu´mero de s´ılabas to´nicas que hay despue´s de la s´ılaba actual dentro de la actual frase.
◦ b12 → El nu´mero de s´ılabas desde la s´ılaba “stressed” previa ma´s pro´xima hasta la s´ılaba actual.
◦ b13 → El nu´mero de s´ılabas desde la s´ılaba actual hasta la s´ılaba “stressed” posterior ma´s pro´xima.
◦ b14 → El nu´mero de s´ılabas desde la s´ılaba to´nica previa ma´s pro´xima hasta la s´ılaba actual.
◦ b15 → El nu´mero de s´ılabas desde la s´ılaba actual hasta la s´ılaba to´nica posterior ma´s pro´xima.
◦ b16 → El nombre de la vocal dentro de la s´ılaba actual.
◦ c1 → Vale 1 si la siguiente s´ılaba a la del fonema en estudio es “stressed”, en caso contrario, vale 0.
◦ c2 → Vale 1 si la siguiente s´ılaba a la del fonema en estudio es to´nica, en caso contrario, vale 0.
◦ c3 → Nu´mero de fonemas en la siguiente s´ılaba.
Informacio´n asociada a las palabras
◦ d1 → gpos (tipo de palabra) de la palabra previa a la actual.
◦ d2 → El nu´mero de s´ılabas en la palabra previa.
◦ e1 → gpos (tipo de palabra) de la palabra actual.
◦ e2 → El nu´mero de s´ılabas en la palabra actual.
◦ e3 → Posicio´n de la palabra actual dentro de la actual frase (forward).
◦ e4 → Posicio´n de la palabra actual dentro de la actual frase (backward).
◦ e5 → El nu´mero de palabras de tipo “content” previas a la palabra actual dentro de la frase actual.
◦ e6 → El nu´mero de palabras de tipo “content” posteriores a la palabra actual dentro de la frase
actual.
◦ e7 → El nu´mero de palabras desde la palabra de tipo “content” ma´s pro´xima hasta la actual.
◦ e8 → El nu´mero de palabras desde la palabra actual hasta la siguiente palabra de tipo “content”
ma´s pro´xima.
◦ f1 → gpos (tipo de palabra) de la siguiente palabra.
◦ f2 → El nu´mero de s´ılabas en la siguiente palabra.
Informacio´n asociada a cada grupo fo´nico
◦ g1 → El nu´mero de s´ılabas en el grupo fo´nico previo.
◦ g2 → El nu´mero de palabras en el grupo fo´nico previo.
◦ h1 → El nu´mero de s´ılabas en el grupo fo´nico actual.
◦ h2 → El nu´mero de palabras en el grupo fo´nico actual.
◦ h3 → Posicio´n del grupo fo´nico actual dentro de toda la oracio´n completa (forward).
◦ h4 → Posicio´n del grupo fo´nico actual dentro de toda la oracio´n completa (backward).
◦ h5 → TOBI. Entonacio´n de la s´ılaba actual.
◦ i1 → El nu´mero de s´ılabas en el siguiente grupo fo´nico.
◦ i2 → El nu´mero de palabras en el siguiente grupo fo´nico.
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Informacio´n asociada a la frase completa
◦ j1 → El nu´mero de s´ılabas en toda la oracio´n completa.
◦ j2 → El nu´mero de palabras en toda la oracio´n completa.
◦ j3 → El nu´mero de frases en toda la oracio´n completa.
En esta tabla se ha hablado de frases y oracio´n completa. A continuacio´n se tiene un pequen˜o
ejemplo explicativo sobre que´ es cada cosa.
Buenos d´ıas, ¿ que´ tal esta´s ? Yo ahora estoy bien.
En este ejemplo tendr´ıamos una oracio´n completa: “Buenos d´ıas, ¿ que´ tal esta´s ? Yo ahora
estoy bien.” y tres frases:
1. Buenos d´ıas
2. ¿ que´ tal esta´s ?
3. Yo ahora estoy bien.
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Ape´ndice B
Ficheros de a´rboles de decisio´n
En este anexo se expone una pequen˜a muestra del contenido de los ficheros de tipo *.inf,
en los cuales hay informacio´n sobre los a´rboles que se han empleado en el entrenamiento para
realizar el “clustering” de estados de HMMs de los modelos contextuales, as´ı como las cuestiones
que fueron necesarias para su creacio´n.
A continuacio´n se tiene una pequen˜a muestra de cuestiones que se han empleado para
elaborar los a´rboles. Esta parte es mucho ma´s extensa en el fichero *.inf de lo que aqu´ı se
expone y suele estar compuesta por unas 350 cuestiones. El formato de las cuestiones y sus
correspondientes respuestas es el que sigue: primero se tiene la pregunta en s´ı, por ejemplo,
“LL-VoicedConsonant”, que pregunta sobre si el fonema previo al fonema de la izquierda del
fonema en estudio es de tipo “Voiced Consonant”, y, la respuesta sera´ afirmativa en el caso de
que el fonema en estudio cumpla que su fonema previo-previo este´ contenido en el conjunto b,
d, j y sera´ negativa en caso contrario.
QS LL-Voiced_Consonant { "b^*","d^*","j^*" }
QS LL-Front_Consonant { "b^*","em^*","m^*","p^*","v^*","w^*" }
QS LL-Non_Coronal { "b^*","em^*","f^*","j^*" }
QS LL-Anterior_Consonant { "b^*","d^*","w^*","z^*" }
QS LL-IVowel { "I^*","ix^*","i^*" }
QS LL-Front_Stop { "b^*","p^*" }
QS LL-g { "g^*" }
QS LL-m { "m^*" }
QS LL-n { "n^*" }
QS LL-N { "N^*" }
QS LL-t { "t^*" }
QS LL-w { "w^*" }
QS LL-pau { "pau^*" }
...
A continuacio´n se puede ver una muestra de lo que se corresponder´ıa con la parte de los
a´rboles del *.inf. En este ejemplo so´lo se tiene la parte inicial del a´rbol para el primer estado
del modelo (HTS enumera los estados “emisores” de los HMMs del 2 al 6). Se puede observar
como el nodo ra´ız “0” tiene la pregunta “C-Phrase TOBI End-tone-0” asociada, y dependiendo
de si la respuesta que da el fonema a esta pregunta sobre su contexto es afirmativa o negativa
se ira´ al nodo “1” o al nodo “2”, y as´ı sucesivamente.
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{*}[2]
{
0 C-Phrase_TOBI_End-tone-0 -1 -2
-1 Seg_Fw==2 -3 -4
-2 L-Syl_Num-Segs==0 -20 -35
-3 C-Not_Affricate -5 -15
-4 L-Unvoiced_Consonant -10 -8
-5 C-Unvoiced_Consonant -6 -12
-6 L-silences -7 -26
-7 C-Medium_Vowel -9 -24
-8 C-High_Vowel -21 -29
-9 C-Continuent -11 -16
-10 C-Short_Vowel -17 -23
...
A continuacio´n podemos ver un nodo, el “215”, que se divide entre un nodo terminal y otro
que continuara´ dividie´ndose, el “254”. Adema´s, se puede ver como el nodo “216” se divide entre
dos nodos terminales.
Los nodos terminales se marcan del siguiente modo: tipoHMM estado nu´mero, donde “nu´me-
ro” sirve para identificar cada macro dentro del a´rbol para un tipo de modelo y un estado. Estas
macros permiten hacer referencia a para´metros de estado (para´metros estad´ısticos de sus obser-
vables), las cuales se obtienen del entrenamiento y se usan en el proceso de s´ıntesis.
...
-215 R-Rounded_Vowel -254 "mcp_s2_173"




Modelos ocultos de Markov
Introduccio´n a los modelos de Markov
Con modelos ocultos de Markov se modelan sistemas que siguen una estad´ıstica Markoviana.
Los sistemas markovianos tienen un comportamiento definido dentro de un conjunto de estados
determinado. Se caracterizan por tener una evolucio´n estoca´stica entre estados a lo largo del
tiempo, es decir, el sistema transita de un estado a otro de un modo aleatorio. Para modelar
este comportamiento se emplean las cadenas de Markov, que son una serie de nodos (estados del
sistema) enlazados mediante las probabilidades de transicio´n entre dichos nodos. Se trata de una
cadena con memoria ya que recuerda el u´ltimo estado, cosa que condiciona las probabilidades de
los estados futuros. En una cadena de Markov de primer orden cada estado implica una u´nica
salida del sistema modelado.
Los modelos ocultos de Markov son una extensio´n de los modelos expuestos en el pa´rrafo
anterior. En este caso, la salida del sistema puede tomar varios valores en cada estado, con lo
que nace una nueva variable aleatoria (discreta o continua), la cual, tambie´n puede ser un vector
de variables aleatorias. As´ı pues, este tipo de sistemas se pueden ver como un doble proceso
estoca´stico: el de las transciones entre estados y el de la salida en cada estado [18]. A este
tipo de modelos se les conoce como ’ocultos’ debido a que, a partir de los observables (salida
del sistema), no podemos conocer el estado en que se encuentra exactamente. Pero, aunque el
estado sea oculto, podemos predecir de modo aproximado dicho estado a partir de las salidas.
Cadena de Markov de primer orden
Consideramos una cadena de Markov de primer orden con ’M’ estados posibles. As´ı pues,
el sistema tambie´n tendra´ ’M’ salidas posibles, una por estado, ya que en este tipo de cadenas
cada salida obedec´ıa a un estado determinado. La evolucio´n de la cadena durante ’n’ instantes
de tiempo define una secuencia de observacio´n que se trata de un conjunto ordenado de variables
aleatorias.
X = (χ1, χ2, ..., χn) (C.1)
El alfabeto de cada v.a es: Θ = {o1, o1, ..., oM}. Asimismo, se puede definir la secuencia de es-
tados asociada mediante la expresio´n S = (s1, s2, ..., sn). Tanto en esta explicacio´n como en la
que sigue en el siguiente punto, el sub´ındice indica el instante ’1’, instante ’2’, etc. y no indica
que sea el estado nu´mero 1 ni el estado nu´mero 2, etc. sino´ que puede ser que el estado en el
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instante 1 (s1) sea el estado 4 o que el estado en el instante 8 (s8) sea el estado 1, etc.
La probabilidad de obtener una observacio´n X viene dada por
P (X) = P (χ1, χ2, ..., χn) = P (χ1)
n∏
i=2
P (χi|χ1, χ2, ..., χi−1) (C.2)
es decir,
P (X) = P (χ1)P (χ2|χ1)P (χ3|χ1, χ2) · · ·P (χn|χ1, χ2, ..., χn−1) (C.3)
pero en la pra´ctica se asume que la probabilidad de estar en un estado so´lo depende del estado
inmediatamente anterior y no de los predecesores al anterior, con lo que nos quedar´ıa la siguiente
expresio´n:
P (X) = P (χ1)P (χ2|χ1)P (χ3|χ2) · · ·P (χn|χn−1) (C.4)
y, debido a que cada estado solamente tiene asociada una salida, se cumple
P (X) = P (χ1)P (χ2|χ1)P (χ3|χ2) · · ·P (χn|χn−1) =
= P (s1)P (s2|s1)P (s3|s2) · · ·P (sn|sn−1) = P (S)⇒
⇒ P (X) = P (S) (C.5)
As´ı pues, segu´n la expresio´n C.5 la probabilidad de tener una observacio´n determinada,
P (X), para una cadena de Markov de primer orden, depende u´nicamente de la probabilidad de
tener una secuencia de estados concreta.
Modelo oculto de Markov (HMM)
Consideramos una cadena de Markov con ’M’ estados posibles. A diferencia del anterior tipo
de cadenas de Markov, en este caso el sistema no tiene por que´ tener el mismo nu´mero de salidas
distintas que de estados, con lo que, en general tendra´ ’Q’ salidas posibles. Si monitorizamos la
sucesio´n de eventos que nos otorga el sistema a lo largo de ’n’ transiciones tendremos el siguiente
observable X = (χ1, χ2, ..., χn) cuyo alfabeto es Θ = (o1, o1, ..., oQ). Y la secuencia de estados
que ha seguido el sistema S = (s1, s2, ..., sn).
Sin embargo, en este caso, podr´ıamos obtener varias salidas de un mismo estado. Por ejem-
plo, si consideramos que la transicio´n s1 → s2 → s3 se hace sobre el mismo estado, podr´ıa
suceder que obtuvie´ramos tres salidas distintas, o que las tres salidas consecutivas tomen el
mismo valor, etc. Por lo tanto, generalmente se cumplira´ que:
P (X) 6= P (S)
P (χ1, χ2, ..., χn) 6= P (s1, s2, ..., sn) (C.6)
Al tratarse de un HMM se debe considerar su doble naturaleza aleatoria, es decir, en este caso
un estado no define un´ıvocamente un valor de salida sino´ que define un conjunto de valores,
cada uno de ellos con cierta probabilidad.
Formalmente, un modelo oculto de Markov queda definido por:
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A = {aij} = {P (st = j|st−1 = i)} ⇒ matriz de probabilidades de transicio´n entre estados.
B = {bi(okt)} = P (χt = ok|st = i) ⇒ representa la matriz de densidades de probabilidad
para la salida de cada estado. bi(?) es la f.d.p de los observables en el estado i, la cual
puede ser multivariable. bi(okt) no es estrictamente un valor de probabilidad pero contiene
informacio´n acerca de la verosimilitud de emitir el s´ımbolo ok cuando el sistema esta´ en el
estado i y en el instante t.
pi = {pii} = P (s0 = i); 1 5 i 5 Q⇒ distribucio´n de probabilidad de los estados iniciales.
Habitualmente, por simplicidad de notacio´n se define un HMM del siguiente modo: λ = (A,B, pi).
A continuacio´n se presentan dos ejemplos sencillos de un modelo de Markov cla´sico y de un
modelo oculto de Markov con el objetivo de comprender mejor la diferencia que existe entre los
dos tipos de modelos.
Cadena de Markov de primer orden
Estos modelos se pueden usar, por ejemplo, para modelar un canal de transmisio´n que tenga
memoria. En este ejemplo, tendr´ıamos tres estados: uno modelar´ıa los bits emitidos correcta-
mente, otro para representar los bits erro´neos y el u´ltimo considerar´ıa los borrones (indetermi-
naciones). A continuacio´n se muestra una figura representativa de dicho ejemplo.
Bit erroneoBit correcto     Borron
(estado 1) (estado 2) (estado 3)
ok ko #
Figura C.1: Cadena de Markov simple que modela el comportamiento de un canal de transmisio´n. Se
puede observar como a cada estado le corresponde una salida (a partir del observable se
puede conocer el estado).
Modelos ocultos de Markov
Tambie´n se podr´ıa modelar el canal del ejemplo anterior mediante este tipo de modelos. En
la siguiente figura se muestra ma´s detallado como quedar´ıa la distribucio´n de probabilidades de
los dos procesos estoca´sticos implicados en el modelo: el de las transiciones entre estados y el
de las posibles salidas en cada estado. Dedicando especial atencio´n a la distribucio´n de proba-
bilidades de salida, en este ejemplo particular cada estado tiene una distribucio´n que marca un
comportamiento distinto respecto a los dema´s estados. El estado 1 nos marcar´ıa una tendencia
de muchos bits correctos seguidos. En cambio, el estado 2 dictar´ıa una sucesio´n de errores ma´s
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pronunciada. Mientras que el estado 3 ser´ıa un h´ıbrido de los dos anteriores y no tiene un com-
portamiento tan definido como el de los otros estados.
Estado 1 Estado 2 Estado3
p(ok) = 0.8 
p(#) = 0.1
p(ko) = 0.9 p(ko) = 0.4
p(#) = 0.3
p(ok) = 0.3 
p(ko) = 0.1
p(#) = 0.02








Figura C.2: Ejemplo del canal de transmisio´n modelado mediante un HMM. En este caso, a partir de los
observables (ok, ko, #) no se puede conocer con seguridad el estado en que esta´ el sistema
en cada instante pero s´ı se puede estimar siempre que se conozca la estad´ıstica del modelo.
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