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Abstract
Dynamic mode decomposition (DMD) provides a practical means of extracting insightful dynamical
information from fluids datasets. Like any data processing technique, DMD’s usefulness is limited by
its ability to extract real and accurate dynamical features from noise-corrupted data. Here we show
analytically that DMD is biased to sensor noise, and quantify how this bias depends on the size and
noise level of the data. We present three modifications to DMD that can be used to remove this bias:
(i) a direct correction of the identified bias using known noise properties, (ii) combining the results of
performing DMD forwards and backwards in time, and (iii) a total least-squares-inspired algorithm. We
discuss the relative merits of each algorithm, and demonstrate the performance of these modifications
on a range of synthetic, numerical, and experimental datasets. We further compare our modified DMD
algorithms with other variants proposed in recent literature.
1 Introduction
With advances in both experimental techniques and equipment, and computational power and storage capac-
ity, researchers in fluid dynamics can now generate more high-fidelity data than ever before. The presence of
increasingly large data sets calls for appropriate data analysis techniques, that are able to extract tractable
and physically relevant information from the data. Dynamic mode decomposition allows for the identification
and analysis of dynamical features of time-evolving fluid flows, using data obtained from either experiments
or simulations. In contrast to other data-driven modal decompositions such as the proper orthogonal de-
composition (POD), DMD allows for spatial modes to be identified that can be directly associated with
characteristic frequencies and growth/decay rates. Following its conception, DMD was quickly shown to be
useful in extracting dynamical features in both experimental and numerical data (Schmid and Sesterhenn,
2008; Schmid, 2010). It has subsequently been used to gain dynamic insight on a wide range of problems
arising in fluid mechanics (e.g., Schmid et al., 2011; Schmid, 2011; Jardin and Bury, 2012) and other fields
(e.g., Grosek and Kutz, 2014).
DMD has a strong connection to Koopman operator theory (Koopman, 1931; Mezic´, 2005), as exposed in
Rowley et al. (2009), and further reviewed in Mezic´ (2013), which can justify its use in analyzing nonlinear
dynamical systems. Since its original formulation, numerous modifications and extensions have been made
to DMD. Chen et al. (2011) highlights the connection that DMD shares with traditional Fourier analysis, as
well as proposing an optimized algorithm that recasts DMD as an optimal dimensionality reduction problem.
This concept of finding only the dynamically important modes has also been considered in subsequent works
of Wynn et al. (2013) and Jovanovic´ et al. (2014). All of these works are motivated, in part, by the fact that
by default DMD will output as many modes as there are pairs of snapshots (assuming that the length of the
snapshot vector is greater than the number of snapshots), which is arbitrary with respect to the dynamical
system under consideration. In reality, one would prefer to output only the modes and eigenvalues that are
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present (or dominant) in the data. When the data is corrupted by noise (as will always be the case to some
degree, especially for experimental data), this process becomes nontrivial, since noisy data might have a
numerical rank far larger than the dimension of the governing dynamics of the system. Further to this, one
cannot expect to have a clean partition into modes that identify true dynamical features, and those which
consist largely of noise.
Simple ways of achieving this objective can involve either first projecting the data onto a smaller dimen-
sional basis (such as the most energetic POD modes) before applying DMD, or by choosing only the most
dynamically important DMD modes after applying DMD to the full data. One can also truncate the data to
a dimension larger than the assumed dimension of the dynamics, and then apply a balanced truncation to the
resulting dynamical system to obtain the desired reduced order model. This approach is sometimes referred
to as over-specification in the system identification community (see, e.g., Juang et al., 1988). Keeping a
higher dimension of data than that of the assumed dynamics can be particularly important for input-output
systems that have highly energetic modes that are not strongly observable or controllable (Rowley, 2005).
Ideally, any algorithm that restricts the number of DMD modes that are computed should also additionally
be computationally efficient. A fast method to perform DMD in real time on large datasets was recently
proposed in Hemati et al. (2014), while a library for efficient parallel implementation of number of common
modal decomposition and system identification techniques is described in Belson et al. (2013). An extension
of DMD that potentially allows for better representation of nonlinear data has also recently been proposed
(Williams et al., 2015), and although the computational costs increase dramatically with the dimension of the
system, a kernel method described in Williams et al. (2014) reduces the cost to be comparable to standard
DMD.
One of the major advantages of DMD over techniques such as global stability analysis, for example, is
that it can be applied directly to data, without the need for the knowledge or construction of the system
matrix, which is typically not available for experiments (Schmid, 2010). For this reason, analysis of the
sensitivity of DMD to the type of noise typically found in experimental results is of particular importance.
The effects of noise on the accuracy of the DMD procedure was systematically investigated in the empirical
study of Duke et al. (2012), for the case of a synthetic waveform inspired by canonical periodic shear flow
instabilities. More recently, Pan et al. (2015) have extended this type of analysis to more complex data
with multiple frequencies, as might be found in typical fluids systems. The present work builds upon these
previous studies by analytically deriving an expression that explicitly shows how DMD should be affected
by noise, for the case where the noise is assumed to be sensor noise that is uncorrelated with the dynamics
of the system. Our analysis complements the “noise-robust” DMD formulation in Hemati et al. (2015) by
explicitly quantifying the influence of noise on DMD. Further, while our analysis is consistent with the total
least-squares formulation in Hemati et al. (2015), we use the insights gained from our analysis to develop
alternative techniques to total least-squares DMD that may be preferable in certain applications. Ultimately,
the availability of multiple “noise-aware” DMD algorithms allows the user to approach dynamical analysis
of noisy data from multiple angles, thus garnering more confidence in the computations. We note that the
case of process noise, where noise can interact with the dynamics of the system, is also the subject of recent
work (Bagheri, 2014).
Our analysis uses a recent characterization of DMD (Tu et al., 2014b), which highlights the connection of
DMD to related techniques that are used in other communities for the extraction of dynamical information
from data. Many linear system identification techniques are closely related in that they are based around
singular value decomposition of a data matrix; aside from DMD there is the eigensystem realization algo-
rithm (Juang and Pappa, 1985) and balanced proper orthogonal decomposition (Rowley, 2005), for example.
Indeed, the origin of such an approach seems to date back to the work of Ho and Kalman (1965).
In this work, we first show that the dominant effect of noise on DMD is often deterministic. This not only
allows us to accurately predict its effect, but also allows for a correction to be implemented to recover the
noise-free dynamics. As well as directly correcting for the noise, we present two other modifications of DMD,
that both are able to remove this bias without needing to know the noise characteristics. Sect. 2 develops
the theory that characterizes the effect of noise on DMD, which subsequently motivates the formulation of
our modified algorithms, which we term noise-corrected DMD (ncDMD), forward-backward DMD (fbDMD)
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and total least-squares DMD (tlsDMD). In Sect. 3, we analyze the performance of these algorithms on a
number of synthetic data sets, which are corrupted by Gaussian white noise. We additionally investigate
how the algorithms perform on data with both sensor and process noise. In Sect. 4, we use numerical and
experimental data from flow past a cylinder undergoing periodic vortex shedding, to demonstrate the utility
of the proposed modifications of DMD for real fluids data.
2 Characterizing noise in dynamic mode decomposition
This section details the methodology that is used to analyze the effect of noise in DMD. After introducing
DMD in Sect. 2.1, the effect of sensor noise in the data on the results of DMD is studied in Sect. 2.2, which
in particular shows that DMD is biased to sensor noise. Sects. 2.3–2.5 formulate three different modifications
of the DMD algorithm that are designed to remove this bias.
2.1 Dynamic mode decomposition
DMD has undergone a number of formulations, interpretations and modifications since its inception. Com-
mon to all methods is the requisite collection and arrangement of data, summarized now. Suppose we collect
snapshots of data xi, which we assemble as columns in the data matrix Z. For fluids systems xi will typically
be a velocity field snapshot, but more generally it is a vector of observations of an evolving dynamical system
at a given time. From Z, we select all pairs of columns that are sampled at a time difference ∆t apart, and
place them into the matrices X and Y (where the data in a given column of Y was collected ∆t after the
equivalent column of X). Note that if Z consists of a sequential time-series of data, then X and Y are
simply Z with the last and first columns excluded, respectively. Let X and Y each be n by m matrices,
so we have m pairs of snapshots, each of size n. By not explicitly requiring a single time-series of data,
we allow for larger or irregular time gaps between snapshot pairs, the concatenation of data from multiple
time-series, and for the removal of any corrupted or spurious data. Recently, Tu et al. (2014b) proposed an
interpretation of DMD modes and eigenvalues as the eigendecomposition of the matrix
A = Y X+, (1)
where X+ denotes the Moore-Penrose pseudoinverse of a matrix X . While this is a succinct interpretation,
and one which will be useful in the ensuing analysis, it is typically not an efficient (or even feasible) means
of performing DMD (as discussed in Tu et al. (2014b)). This is especially true when n≫ m, which is often
the case in high-dimensional fluids systems. Instead, since X and Y have rank at most min(m,n), it is
typically more efficient to first project the data onto a subspace that is (at most) of this dimension. One
way to do this is by projecting the original snapshots onto the POD modes of the data, which is implicitly
done in all DMD algorithms. Note that the POD modes of X are the columns of U in the singular value
decomposition X = UΣV ∗ (though typically POD is performed after first subtracting the temporal mean
of the data, which is not done here). We present here a typical algorithm to compute DMD, that is most
similar to that proposed in Tu et al. (2014b) as exact DMD.
Algorithm 1 (DMD).
1. Take the reduced singular value decomposition (SVD) of X, letting X = UΣV ∗.
2. (Optional) Truncate the SVD by only considering the first r columns of U and V , and the first r rows
and columns of Σ (with the singular values ordered by size), to obtain Ur, Σr, and Vr
3. Let A˜ := U∗r Y VrΣ
−1
r
4. Find the eigenvalues µi and eigenvectors wi of A˜, with A˜wi = µiwi,
5. Every nonzero µi is a DMD eigenvector, with a corresponding DMD mode given by ϕi := µ
−1
i Y VrΣ
−1
r wi.
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This method is similar to the original formulation in Schmid (2010), but for the fact that in step 5
the DMD modes are no longer restricted to lie within the column space of X . We also explicitly provide
the optional step of truncating the SVD of X , which might be done if the system is known to exhibit low
dimensional dynamics, or in an attempt to eliminate POD modes that contain only noise. We note that
this is not the only means to reduce the dimension of the identified system dynamics, nor is it necessarily
optimal. Indeed, Wynn et al. (2013) develops a method that optimizes the projection basis in parallel while
performing a DMD-like eigendecomposition. Jovanovic´ et al. (2014) takes a different approach, seeking a
small number of nonzero modes from the full eigendecomposition that best approximate the system dynamics.
An empirical comparison between these various dimensionality-reduction techniques will be given in Sect 3.3.
Note that the continuous eigenvalues λci of the system are related to the discrete time eigenvalues identified
via DMD via λci = log(µi)/∆t. The growth rate γi and frequency ωi associated with DMD mode ϕi are
then given by λci = γi + iωi.
The matrix A˜ is related to A in Eq. (1) by A˜ = U∗rAUr. While A can be viewed as an approximating linear
propagation matrix in Rn (i.e., the space of original data vectors), A˜ is the equivalent propagation matrix
in the space of POD coefficients, which we will sometimes refer to as POD space. Another interpretation of
A˜ is that it is the spatial correlation matrix between the POD modes Ur, and the same POD modes shifted
by the assumed dynamics A (Schmid, 2010). If we let x˜k = U
∗
r xk be the representation of a given snapshot
x in the POD basis and let X˜ = U∗rX and Y˜ = U
∗
r Y , then it is easy to verify that the equivalent of Eq. (1)
in POD space is
A˜ = Y˜ X˜+. (2)
Eq. (2) will be useful for the subsequent analysis performed in this paper.
2.2 Sensor noise in DMD
In this work we use the term sensor noise to describe additive noise that affects only our measurements of a
given system, and does not interact with the true dynamics. If we have a discrete-time dynamical system
x(t+∆t) = F [x(t)],
then we assume that our measurements take the form
xm(t) = x(t) + n(t),
where n(t) is a random noise vector. For the purposes of this paper, we will take each component of n(t) to
be independent and normally distributed with zero mean and a given variance. With X and Y as described
in Sect. 2.1, suppose that we measure Xm = X + NX and Ym = Y + NY , where NX and NY are random
matrices of sensor noise. Note that some (or most) columns of random data in NX might also be in NY ,
but shifted to a different column. We will assume that the noise is independent of the true data, and is
independent in both space and time, so that each element of a given noise matrix is a random variable taken
from a fixed zero-mean normal distribution. From Eq. (2), the measured DMD matrix A˜m can be computed
from
A˜m = Y˜mX˜
+
m = (Y˜ + N˜Y )(X˜ + N˜X)
+
= (Y˜ + N˜Y )(X˜ + N˜X)
∗[(X˜ + N˜X)(X˜ + N˜X)
∗]+
= (Y˜ X˜∗ + N˜Y X˜
∗ + Y˜ N˜∗X + N˜Y N˜
∗
X)
[
X˜X˜∗ + N˜XX˜
∗ + X˜N˜∗X + N˜XN˜
∗
X
]+
, (3)
where we have used the identity M+ = M∗(MM∗)+. Note that here the ·˜ notation means that the data is
expressed in the POD basis obtained from the noisy data. We perform our analysis in this POD space rather
than with the original data to allow for truncation of low energy modes, and because the computation of the
pseudoinverse X+ can be prohibitive for large datasets. We expect that the presence of noise should result
in some error in the computation of A˜m (in comparison to the noise free matrix A˜) and thus some amount
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of error in the computed DMD eigenvalues and modes. Since elements of A˜m are statistical quantities
dependent on the noise, it will make sense to compute statistical properties of the matrix. We begin by
computing E[A˜m], the expected value of the computed DMD matrix. Provided that we have truncated any
POD modes with zero energy, X˜X˜∗ should be invertible. If the noise terms are sufficiently small, then we
can make use of the matrix perturbed inverse expansion (M + P )−1 = M−1 −M−1PM−1 + . . . , where
higher order terms will be small for M ≫ P . Eq. 3 then becomes
A˜m = (Y˜ X˜
∗ + N˜Y X˜
∗ + Y˜ N˜∗X + N˜Y N˜
∗
X)(X˜X˜
∗)−1
[
I − (N˜XX˜∗ + X˜N˜∗X + N˜XN˜∗X)(X˜X˜∗)−1 + . . .
]
. (4)
Taking the expected value of Eq. (4), we may classify the terms into three categories: a deterministic
terms that does not involve N˜X or N˜Y (which ends up being A˜), terms involving one or three noise matrices,
which will have expected values of 0 (e.g., N˜Y X˜
∗(X˜X˜∗)−1), and terms which involve two or four noise
matrices. It is terms this latter category that may have non-zero expected values, and thus bias the result of
applying DMD to noisy data. Discarding terms containing a single noise matrix, and additionally discarding
higher order terms from the expansion, we have
E(A˜m) = A˜(I − E(N˜XN˜∗X)(X˜X˜∗)−1) + E(N˜Y X˜+N˜X)X˜+ + E(N˜Y X˜+X˜N˜∗X)(X˜X˜∗)−1
+ Y˜ E(N˜∗X(X˜X˜
∗)−1N˜X)X˜
+ + Y˜ E(N˜∗X(X˜X˜
∗)−1X˜N˜∗X(X˜X˜
∗)−1)
+ E
[
N˜Y N˜
∗
X(X˜X˜
∗)−1(I − N˜XN˜∗X(X˜X˜∗)−1)
]
, (5)
where we have noted that Y˜ X˜∗(X˜X˜∗)−1 = Y˜ X˜+ = A˜. Assuming that the noise is sufficiently small
compared with the true data, we can further neglect the term involving four noise matrices. The largest of
the remaining terms will be that which contains the product N˜XN˜
∗
X . The remaining terms do not necessarily
have zero mean, but for the purposes of this investigation will be neglected. Our results will demonstrate
that this simplification is justifiable. This reduces Eq. (5) to the following expression, relating the identified
and true DMD matrices:
E(A˜m) = A˜(I − E(N˜XN˜∗X)(X˜X˜∗)−1). (6)
It might seem surprising that Eq. (6) contains NX , but not NY . The reason for this will become apparent in
Sect. 2.5, where casting DMD in an optimization framework shows that the standard algorithm is optimal
only when assuming that all of the noise is in Y , but not X . From a mathematical point of view, it is
because the expression A˜ = Y˜ X˜+ is linear in Y˜ but not in X˜, which is why perturbations to X˜ do not have
to propagate through the equation in an unbiased manner. Note that the same analysis can be performed
without transforming into POD space (i.e., without the ·˜ notation), with the analogous expression to Eq. (6)
being
E(Am) = A(I − E(NXN∗X)(XX∗)−1), (7)
subject to XX∗ being invertible. For systems where the size of each snapshot is larger than the number of
snapshots (i.e, n > m, which is typical for fluids systems), XX∗ will not be invertible, thus motivating our
choice to work in POD space. Moreover, one might want the option to truncate all but a certain number of
POD modes, in order to obtain a low-dimensional model for the dominant system dynamics. Up until this
point, we have not made a distinction between the POD modes of the clean data, X , and the noisy measured
data, Xm, with the latter typically being all that we have access to. This issue will be explicitly addressed
in Sect. 2.3.
Eq. (6) shows that DMD is biased to sensor noise. In practice, the importance of this finding will depend
on how the magnitude of this bias compares to the random component of error, that will fluctuate with
different samples of random noise. Figure 1 shows an illustration of how bias and random components of
error contribute to the total error in the estimation of some quantity from noisy data. Appendix 1 provides
scaling arguments that suggest that the bias will be the dominant component of error in DMD whenever
5
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Figure 1: Illustrative diagram showing how the error in estimation of a given quantity can be decomposed
into bias error (being the difference between the true and expected value of the identified quantity), and
random error (representing the fluctuation in the estimated quantity between different noise realizations)
m1/2SNR > n1/2, where SNR is the signal-to-noise ratio. When this is the case, it would be particularly
advantageous if one had access to a bias-free alternative to DMD. The remainder of this section will present
a number of such alternatives.
2.3 Direct correction of sensor noise bias in DMD
Referring back to Eq. (6), we can form a bias-free estimate of the true DMD matrix A˜ via
A˜ ≈ A˜m(I − E(N˜XN˜∗X)(X˜X˜∗)−1)−1. (8)
Making this modification in practice requires an accurate estimate of both the noise covariance, E(N˜XN˜
∗
X),
and the true data covariance, X˜X˜∗, in POD space. For noise that is sufficiently small, we can utilize the
approximation
X˜X˜∗ = U∗XX∗U ≈ U∗mXmX∗mUm = Σ2m, (9)
where UmΣmV
∗
m is the singular value decomposition of the noisy data, Xm. This allows for us to express
the bias of DMD in terms of quantities that are measurable from noisy data. The assumption that XX∗ =
(Xm − NX)(Xm − NX)∗ ≈ XmX∗m can be further refined by retaining the NXN∗X term, but for small
noise this higher order term will typically be small enough to neglect after being inserted into Eq. (8). The
assumption that U ≈ Um will largely be justified by means of results that show the utility of this analysis.
Analyzing the precise relationship between U and Um in more detail is beyond the scope of this work, and
is indeed an active area of research. We direct the interested reader to relevant results in perturbed SVD’s
(Stewart, 1991, 2006; Bai and Silverstein, 2009), random inner product matrices (Cheng and Singer, 2013;
Tao and Vu, 2012), and POD-type operations on noisy data (Epps and Techet, 2010; Singer and Wu, 2013;
Zhao and Singer, 2013).
Assuming that the noise is uniform as well as spatially and temporally independent, then E(N˜XN˜
∗
X) =
E(U∗NXN
∗
XU) = U
∗mσ2NU = mσ
2
NI, where σ
2
N is the variance of each independent component of the noise
matrix. With this assumption, and the approximation given in Eq. (9), Eq. (8) becomes
A˜ ≈ A˜m(I −mσ2NΣ−2m )−1. (10)
If the noise is sufficiently small, then a perturbed inverse approximation gives
A˜ ≈ A˜m(I +mσ2NΣ−2m ). (11)
We thus have derived a correction to the bias that is present in the original DMD matrix Am due to the effect
of sensor noise. We note that this approximation relies on an accurate knowledge of the noise covariance
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matrix. There are numerous means to estimate noise properties from data, see Pyatykh et al. (2013), for
example. The approximations used in deriving this expression also rely on the magnitude of the noise being
smaller than that of the true data within each non-truncated POD mode. We now state explicitly the
algorithm by which we can correct for the effect of sensor noise in the DMD algorithm, which we refer to as
noise-corrected DMD, or ncDMD:
Algorithm 2 (Noise-corrected DMD (ncDMD)).
1. Compute A˜m from the measured data as per steps 1–3 of Algorithm 1
2. Compute the approximation of A˜ from Eq. (10)
3. Compute the DMD eigenvalues and modes via steps 4–5 of Algorithm 1, using the bias-free estimate of
A˜.
As was also noted in Sect 2.2, we could have performed all of the above analysis without first project-
ing onto the space of POD coefficients, which gives us the following as analogous to Eqs. (10) and (11)
respectively, subject to the appropriate inverses existing:
A ≈ Am(I −mσ2N (XmX∗m)−1)−1 ≈ Am(I +mσ2N (XmX∗m)−1). (12)
While this approach might be computationally prohibitive for many applications of DMD (since it requires
inverting large n× n matrices), it could in theory be more accurate, since it doesn’t rely on any assumption
that the POD modes for the measured and true data are sufficiently close to each other. Note again that
XX∗ can only be invertible if m > n, as otherwise it cannot be full rank.
2.4 Forward-backward DMD
If we were to swap the data in X and Y , then (for suitably well behaved data) we should expect to identify
the inverse dynamical system, with state propagation matrix Bm (or B˜m in POD space), which approximates
the true dynamics B (and B˜). Note that it is not guaranteed that the dynamics of the original system are
invertible, but this assumption should not be too restrictive for the majority of physical systems under
consideration (particularly after projection onto an appropriate POD subspace). It is argued in Appendix 1
that sensor noise has the effect of shifting the computed DMD eigenvalues to appear to be more stable than
they actually are (i.e., moving them further inside the unit circle). Since our analysis was independent of the
nature of the data, we should expect the same effect to be present for the computation of the inverse system.
However, if B˜ is invertible, then we should have B˜ = A˜−1, meaning that we should be able to compute an
estimate of the forward-time propagation matrix using backward-time DMD, via A˜backm = B˜
−1
m . However,
given that the eigenvalues of B˜m should have their growth rates underestimated, those of the eigenvalues of
A˜backm will be overestimated. Specifically, from consideration of Eq. (6), we have
E(B˜m) = B˜
(
I − E(N˜XN˜∗X)(X˜X˜∗)−1
)
,
and so
A˜backm ≈
(
I − E(N˜XN˜∗X)(X˜X˜∗)−1
)−1
A˜, (13)
where we are using the fact that the noise and POD energy components are the same for forward- and
backward-DMD. We can then combine estimates of the dynamics from forward- and backward-time DMD
to obtain
A˜mA˜
back
m = A˜
(
I − E(N˜XN˜∗X)(X˜X˜∗)−1
)(
I − E(N˜XN˜∗X)(X˜X˜∗)−1
)−1
A˜ = A˜2. (14)
We thus have the estimate
A˜ ≈ (A˜mA˜backm )1/2. (15)
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Note that this square root will in general be non-unique, and thus determining which root is the relevant
solution could be nontrivial. One reasonable method, if there is any ambiguity, is to take the square root
which is closest to A˜m (or A˜
back
m ). See Golub and Van Loan (2012) for a more detailed discussion of the
computation of matrix square roots. As an aside, note that if we assume that we know the equivalent
continuous time matrices A˜cm = log(A˜m)/∆t and A˜
c,back
m = log(A˜
back
m )/∆t, then the equivalent of Eq. (15) is
A˜c ≈ 1
2
(A˜cm + A˜
c,back
m ).
We are now in a position to formalize this algorithm, which we refer to as forward-backward DMD or fbDMD.
Algorithm 3 (forward-backward DMD (fbDMD)).
1. Compute A˜m from the measured data as per steps 1–3 of Algorithm 1
2. Compute B˜m from the measured data as per steps 1–3 of Algorithm 1, where X and Y are interchanged
3. Compute the approximation of A˜ from Eq. (15)
4. Compute the DMD eigenvalues and modes via steps 4–5 of Algorithm 1, using the improved estimate
of A˜ from step 4.
Note that in the case where most data snapshots are in both X and Y (e.g., for a sequential time series
of data) we can reduce the computational cost of steps 1–2 in Algorithm 3 by first taking the SVD of the
entire data set, and then working is the space of the resulting POD modes.
2.5 Total least-squares DMD
For the case where the number of snapshots, m, is greater than the size of each snapshot, n, the DMD matrix
A can be interpreted as the least-squares solution to the overdetermined system AX = Y . When n > m,
then the solution for the now underdetermined system is the minimum Frobenius norm solution to AX = Y .
In both cases, this solution is A = Y X+. Note that it is possible to turn an under-determined system
into an over-determined system by truncating the number of POD modes used to less than m (truncating
to precisely m results in a unique solution when the data is full column rank, with no loss of data). A
least-squares solution of this form minimizes the error in Y , but implicitly assumes that there is no error
in X . This can explain why the bias in DMD (Eq. (6)) is dependent on N˜X , but not N˜Y . That is, in the
least-squares case DMD can be viewed as finding
A : Y + EY = AX, minimizing ‖EY ‖F ,
where ‖ · ‖F denotes the Frobenius norm of a matrix. When doing backwards-time DMD in Sect. 2.4, we
conversely assume that Y is known exactly and minimize the error in X . That is, assuming the identified
dynamics are invertible, we find
A : Y = A(X + EX), minimizing ‖EX‖F .
For this reason, combining forward- and backward-time DMD takes into account the error in both X and
Y . A more direct means of doing this is to use a single algorithm that finds a least-squares solution for the
error in both X and Y . It is possible to adapt standard TLS algorithms (Golub and Van Loan, 2012) to a
DMD setting, which we perform here. We seek
A : (Y + EY ) = A(X + EX), minimizing ‖E‖F , where E =
[
EX
EY
]
.
The expressions Y + EY and X + EX can be interpreted as Ym −NY and Xm −NX . To solve for this, we
can rearrange the equation to obtain
[
A −I]
[
X + EX
Y + EY
]
= 0. (16)
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We would now like to assume that 2n < m. This might not be the case, particularly for high-dimensional
fluids data. To get around this, and improve computational tractability, we may project Eq. (16) onto a
POD subspace of dimension r < m/2, to obtain
[
A˜ −I]
[
X˜ + E˜X
Y˜ + E˜Y
]
= 0. (17)
This POD projection step is in contrast to the TLS DMD formulation in Hemati et al. (2015), where a
projection is performed onto a basis determined from an augmented snapshot matrix Z =
[
X
Y
]
. We find
that the present formulation yields more accurate eigenvalues in a number of examples. Note that the
nullspace of
[
A˜ −I] is r-dimensional, meaning that the 2r by m matrix
[
X˜ + E˜X
Y˜ + E˜Y
]
can have rank at most
r.
Let the full SVD of
[
X˜
Y˜
]
be given by UΣV ∗. If the data is noisy, we should expect that all 2r diagonal
entries of Σ are nonzero. By the Eckart-Young theorem (Eckart and Young, 1936), the nearest (in the sense
of Frobenius norm) rank r matrix will be given by
[
X˜ + E˜X
Y˜ + E˜Y
]
= UΣ1:rV
∗,
where Σ1:r contains the leading r singular values of Σ, with the rest replaced by zeros. We then have that
[
X˜ + E˜X
Y˜ + E˜Y
]
= UΣ1:rV
∗ =
[
U11 U12
U21 U22
] [
Σ1 0
0 0
] [
V ∗1
V ∗2
]
=
[
U11Σ1V
∗
1
U21Σ1V
∗
1
]
,
where Uij are r by r matrices, and V1 is the first r columns of V . Rearranging this equation, we obtain the
total least-squares estimate for A˜:
A˜ = U21U
−1
11 . (18)
Note that this derivation requires that U11 be invertible. While the derivation includes the full SVD of the
augmented data, Eq. (18) indicates that we only need the first r columns of U , meaning that only a reduced
SVD is required. Algorithm 4 summarizes this total least-squares approach to DMD, which we refer to as
total least-squares DMD, or tlsDMD.
Algorithm 4 (total least-squares DMD (tlsDMD)).
1. Collect data X and Y , and project onto r < m/2 POD modes to obtain X˜ and Y˜ .
2. Take the SVD of
[
X˜
Y˜
]
, letting
[
X˜
Y˜
]
= UΣV ∗.
3. Partition the 2r by 2r matrix U into r by r sub-matrices, letting U =
[
U11 U12
U21 U22
]
(note that only the
first r columns need to be computed).
4. Compute the total least-squares DMD matrix A˜, using Eq. (18).
5. Compute the DMD eigenvalues and modes using steps 4–5 of Algorithm 1.
An alternative and more focused exposition of tlsDMD is given in Hemati et al. (2015). We note that
Algorithm 4 is not identical to that presented in this work (due to the lack of pre-truncation of POD modes),
however we find that Algorithm 4 gives marginally better results in terms of the accuracy of identified
eigenvalues.
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Figure 2: (a) Eigenvalues (in continuous-time) identified from regular DMD (Algorithm 1, dots) and noise-
corrected DMD (Algorithm 2, crosses) from 100 snapshots of data from Eq. (19), with ∆t = 0.1 and
σ2N = 0.01. Only one of the complex conjugate pair of eigenvalues is shown. The mean and 95% confidence
ellipse of 1000 trials are given for each data set. (b) shows the mean and 95% confidence ellipse for the same
data set for Algorithms 1–4
3 Results with synthetic data
In this section we will test our proposed modifications to DMD on a number of examples. Using known
dynamics with the addition of random noise will allow us to examine the performance of these proposed
modifications (Algorithms 2–4) in comparison to regular DMD (Algorithm 1). We begin by considering
a simple 2-dimensional linear system in Sect. 3.1. In Sect. 3.2, we consider the same system with an
expanded set of observables, which tests the important case of high-dimensional data that is described by
low-dimensional dynamics. Sect. 3.3 compares the performance of the proposed modifications of DMD to
other DMD variants in recent literature, while Sect. 3.4 considers the problem of identifying dynamics that
are quickly decaying and obscured by dominant modes and noise, a case where DMD-like algorithms could
be of most use. Finally, in Sect. 3.5 we analyze how the proposed DMD modifications treat process noise.
3.1 Example: A periodic linear system
We consider first a simple two-dimensional linear system, with dynamics given by
x˙ =
[
1 −2
1 −1
]
x. (19)
This system has (continuous-time) eigenvalues λc1,2 = ±i, so gives purely periodic dynamics, with no
growth or decay. We discretize with a timestep ∆t = 0.1, so the discrete-time eigenvalues are then λ1,2 =
e±∆ti. We use 100 timesteps of data (i.e., m = 99), corrupted with Gaussian white noise of variance
σ2N = 0.01. The identified continuous-time eigenvalues from both regular DMD (Algorithm 1), and the
direct noise-correction (Algorithm 2) are shown in Fig. 2(a), for 1000 different trials from the initial condition
x0 = [1 0.1]
T . We assume that the correction term is given by mσ2NIn, and observe that this corrects almost
perfectly for the bias in the DMD algorithm in terms of identifying eigenvalues. Also shown in Fig. 2(a) are
ellipses representing the 95% confidence region, with the major and minor axes of the ellipse aligned with
the principal component directions of the eigenvalue data. For clarity, in the presentation of subsequent
results, we will omit individual data points and show only such ellipses. In Fig. 2(b) we show the mean and
95% confidence ellipses for Algorithms 3 and 4. As with ncDMD, both fbDMD (Algorithm 3) and tlsDMD
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Figure 3: Error in the estimated propagation matrix A˜ arising from performing DMD and ncDMD on noise-
corrupted data generated from Eq. (19), for different values of m and σ2N . In (a) the error is given as
‖Atrue − Apred‖F , while in (b) this quantity is normalized by the standard deviation of the noise, σN . In
both cases, the error is averaged over 100 trials for each m and σ2N . Note that for clarity, (b) excludes the
two largest noise levels shown in (a)
(Algorithm 4) accurately correct for the bias in the mean of the identified eigenvalue. Further to this, fbDMD
and tlsDMD also both reduce the area of the 95% confidence ellipse, which indicates that they are more
likely to attain a closer approximation to the correct eigenvalue on any given trial.
Focusing back on comparing Algorithms 1 and 2, we show results for a variety of values of m and σ2N in
Fig. 3. In Fig. 3(a), rather than looking at the error in the eigenvalues, we instead consider the Frobenius
norm of the difference between the true and identified propagation matrices, ‖Atrue − Apred‖F . For very
small noise, the correction makes little difference, since the random error is larger than the bias error. For
larger values of noise, we observe that the error saturates when using standard DMD, which is due to the
presence of the bias term identified in Sect. 2.2, which has a size independent of the number of samples, m.
We note that the magnitude of this bias term is proportional to σ2N , as predicted by Eq. (10). Evidence
of this error saturation phenomena can also be seen in past studies of the effect of sensor noise on DMD
(Duke et al., 2012; Wynn et al., 2013; Pan et al., 2015). After this bias term is corrected for, we see that the
error decays proportional to m−1/2 for all values of noise, as predicted from the analysis in Appendix 1. The
more rapid decay in error with m for small numbers of samples seems to arise from the fact that the data
has not yet completed one full period of oscillation. Fig. 3 shows the corrections to DMD made using both
the sampled (NXN
∗
X) and theoretical (mσ
2
N I) covariance matrices. Normally the sample noise covariance
would not be known, and so we demonstrate here that the theoretical covariance achieves almost the same
decrease in error. Fig. 3(b) shows that the ncDMD error curves collapse when the error is normalized by
the standard deviation of noise, σN (note that we could also multiply the error by the SNR to get the same
scaling).
Fig. 4 shows the performance of Algorithms 3 and 4 on the same data as Fig. 3. Again, we find that
both of these algorithms can prevent the error saturation present in standard DMD, and indeed can perform
noticeably better than Algorithm 2 for larger noise levels. Algorithms 2–4 all appear to exhibit the same
asymptotic behavior as the number of snapshots, m, increases, with the error decreasing proportional to
m−1/2.
A common means to mitigate the effect of noisy data is to collect multiple time-series of data, and process
this in such as way to improve the results over just using one data set. One can ask the question if it is
better to concatenate the snapshots of data from each time series and apply DMD to this collection, or to
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Figure 4: Error in the estimated propagation matrix A˜ arising from performing DMD, ncDMD, fbDMD,
and tlsDMD on noise-corrupted data generated from Eq. (19), for different values of m and σ2N . The error
is given as ‖Atrue −Apred‖F , and is averaged over 100 trials for each m and σ2N
apply DMD to phase-averaged data. Our results suggest that the latter option is preferable if using standard
DMD, since adding additional pairs of snapshots will not decrease the error beyond a certain level, due to
this bias saturation at large m. If we are using ncDMD, fbDMD, or tlsDMD, however, then we should get
the same scalings regardless of which option is chosen, since in both cases the error should be proportional
to p−1/2, where p is the number of trials of data collected.
3.2 A periodic linear system with a high-dimensional state of observables
This example considered in Sect. 3.1 has m≫ n, which is atypical of many fluids systems for which DMD is
used. To consider the case where the size of the state n is larger than the number of snapshots m, we expand
the state of our system to include time-shifts of the data. In this sense, we have new observables given by
zk =


xk
xk−1
...
xk−q

 , (20)
with the size of the state n = 2(q+1). This periodic system can equivalently be viewed as a traveling wave,
which is now observed over a larger spatial domain. Similar data (but with a non-zero growth rate) was
considered in Duke et al. (2012) and Wynn et al. (2013). Since the dynamics are still only two-dimensional
despite the higher dimensional state, we use only the first two POD modes of the data to identify a 2 × 2
propagation matrix A˜. The next section will examine alternative means of performing this dimensionality
reduction.
Fig. 5 shows the statistical results (in terms of DMD eigenvalues) of performing variants of DMD on
such data, using m = 50 and a range of snapshot sizes, n. We find that a bias exists for regular DMD,
but the magnitude of this bias decreases as the size of each snapshot increases (note that the scale between
subplots, thought the aspect ratio remains the same). We find that Algorithms 2–4 all outperform regular
DMD in terms of giving mean (expected) eigenvalues that are closer to the true value. For small state sizes,
Algorithms 3 and 4 also also give a smaller confidence ellipse, though this is not observed for larger state
sizes. As the size of the state increases, the bias component of the error of DMD (evidenced by the difference
between the true and mean identified eigenvalue) becomes smaller relative to the random component of the
error (indicated by the size of the confidence ellipse). This means that the modifications to DMD presented
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Figure 5: Mean and 95% confidence ellipses of continuous-time eigenvalues identified by applying regular
DMD (Algorithm 1), noise-corrected DMD (Algorithm 2), forward-backward DMD (Algorithm 3) and total
least-squares DMD (Algorithm 4) for noisy data generated from 1000 trials of data generated by Eq. (19),
and observed as in Eq. (20). Here the number of snapshots m is fixed to be 50, ∆t = 0.1, and σ2N = 0.1.
Only one of the complex conjugate pair of eigenvalues is shown
in Algorithms 2–4 give the largest improvement when the size of the state is small, due to the fact that in
this regime the bias component of error is larger than the random component. Note that these conclusions
may be predicted from the scaling laws given in Eqs. (25) and (28). Moreover, one can verify that as the
size of the state (n) increases, the size of the ellipses decrease proportional to n−1/2.
3.3 Comparison to other modified DMD algorithms
Without any modification, applying DMD on noisy data will give min(m,n) eigenvalue-mode pairs, many of
which may be mostly or entirely due to noise, particularly if the underlying dynamics are low-dimensional.
For this reason, a number of modifications of DMD that aim to identify a small number of dynamically
important modes have been developed. The most simple means of reducing the dimension of the data
is to simply project onto a reduced number of POD modes, which is explicitly mentioned as an optional
step in Algorithm 1. This projection step was also used within Algorithms 2–4 in Sect. 3.2. A number
of alternative means to obtain a small number of dynamic modes from DMD-type algorithms have been
proposed, as briefly mentioned in Sect. 1. These variants all start with the observation that standard
DMD can be formulated within an optimization framework, in the sense that it identifies a least-squares or
minimum-norm propagation matrix for a given data set. Chen et al. (2011) proposes a modification termed
optimized DMD that seeks to find optimal low-rank dynamics that best matches a sequential time-series
of data. While the fact that this method optimizes over the entire time-sequence of data rather than just
pairwise snapshots should increase its robustness to noise, the non-convexity of the optimization potentially
limits its utility. Optimal Mode Decompostion (OMD, Goulart et al. (2012); Wynn et al. (2013)) finds an
optimal low-dimensional subspace on which the identified dynamics reside, rather than assuming that this
subspace is simply the most energetic POD modes. This approach was shown to give an improvement on
the DMD eigenvalues obtained for noisy data in Wynn et al. (2013). Sparsity-promoting DMD (spDMD,
Jovanovic´ et al. (2014)) adds an l1 regularization term that penalizes the number of DMD modes with
non-zero coefficients in the approximation of the time-series of data.
This section will compare OMD and spDMD with the algorithms presented in the present work. Of the
algorithms presented here, we will focus on fbDMD (Algorithm 3), which was found to perform equally well
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Figure 6: Mean and 95% confidence ellipses of continuous-time eigenvalues identified by applying regular
DMD (Algorithm 1), forward-backward DMD (Algorithm 4), OMD and spDMD for noisy data generated
from 1000 trials of data generated by Eq. (19), and observed as in Eq. (20). Here the number of snapshots
m is fixed to be 50, ∆t = 0.1, and σ2N = 0.1. Only one of the complex conjugate pair of eigenvalues is shown
as tlsDMD, and better than ncDMD, in Sects. 3.1 and 3.2. Fig. 6 shows identified eigenvalue statistics (mean
and confidence ellipses) for each of these algorithms, using the same data as that for Fig. 5. We observe
that OMD gives a more accurate mean eigenvalue that DMD, and a confidence ellipse of approximately the
same size. spDMD gives a mean identified eigenvalue that is closer again to the mean, although the variance
in the eigenvalues identified for each trial is larger. We note that spDMD occasionally produced erroneous
results, which were excluded as outliers from the statistical analysis. This highlights an important advantage
to the modifications to DMD presented here - the algorithms are given in closed form, and do not rely on
an appropriate selection of parameters and tolerances that are most likely required for an optimization
procedure. In all of the cases, fbDMD (and tlsDMD, which is not shown but barely distinguishable from
fbDMD) gives the best estimate of the true eigenvalue.
While these results suggest that fbDMD/tlsDMD is more accurate than OMD and spDMD, we must re-
member that the results from one data set do not show the global superiority of any given algorithm. Indeed,
one could most likely find data sets for which any given algorithm is superior (by some chosen metric) to
others. We conclude this section by noting that it should be possible to combine the optimization procedures
presented in Chen et al. (2011), Wynn et al. (2013), and Jovanovic´ et al. (2014)) with the modifications to
DMD presented here. Indeed, a simple means to do this might be to modify Algorithm 3 so that the results
of applying a given algorithm forwards and backwards in time are geometrically averaged, as in Eq. (15).
3.4 Identifying hidden dynamics
The systems considered in Sects. 3.1 and 3.2 could be considered “easy” in the sense that the dominant
dynamics are simple, and of consistently larger magnitude than the noise. Indeed, it is not difficult to
qualitatively identify such dynamics by eye from simply looking at some visualization of the data. A more
difficult case occurs when some of the dynamics are of low magnitude and/or are quickly decaying, and thus
might quickly be lost among the noise in the measurements. A major benefit of data processing techniques
such as DMD is the ability to identify dynamics that might otherwise remain hidden. With this in mind,
we now consider a superposition of two sinusoidal signals that are traveling across a spatial domain in time,
with the amplitude of one mode growing, and the other decaying:
f(x, t) = sin(k1x− ω1t)eγ1t + sin(k2x− ω2t)eγ2t + nσ(x, t), (21)
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Figure 7: Visualization of data generated by Eq. (21), with k1 = 1, ω1 = 1, γ1 =1, k2 = 0.4, ω2 = 3.7,
γ2 = −0.2, and σ = 0.5
where we set k1 = 1, ω1 = 1, γ1 = 1, k2 = 0.4, ω2 = 3.7 and γ2 = −0.2. We thus have the superposition of
a growing, traveling wave, and a decaying signal that is quickly hidden by the unstable dynamics. The four
continuous-time eigenvalues of this data are γ1±ω1 and γ2±ω2. This data is again similar to that considered
in Wynn et al. (2013) and Duke et al. (2012), if we neglect the decaying dynamics. Fig. 7 shows the data with
white noise of standard deviation σ = 0.5. Fig. 8 shows the performance of various DMD-type algorithms in
identifying one of the dominant eigenvalues (1 + i) and one of the “hidden” eigenvalues (−0.2+ 3.7i). Mean
eigenvalues and error ellipses are computed from 1000 different noise samples. Unsurprisingly, all methods
are quite accurate at identifying the dominant eigenvalue, though the variants proposed in the present work
show improvements in both the mean and scatter over the 1000 trials. In terms of the hidden eigenvalue, we
observe that DMD (as well as OMD) estimates a decay rate that is almost double the true value. In contrast,
all of ncDMD, fbDMD, and tlsDMD predict the eigenvalue accurately, with a reduction in the error of the
mean eigenvalue between DMD and fbDMD (for example) of 88%. In addition, we note that the scatter in
the identified hidden eigenvalue across the trials is smaller for fbDMD and tlsDMD (as indicated by smaller
confidence ellipses).
3.5 Differentiating between process and sensor noise
This section will primarily address the issue of comparing and distinguishing between the effects of process
and sensor noise. We consider the Stuart-Landau equation, which has been used as a model for the transient
and periodic dynamics of flow past a cylinder in the vortex shedding regime (Noack et al., 2003; Bagheri,
2013). In discrete time, we can express this system in polar coordinates by
rk+1 = rk + dt(µrk − r3k + nr),
θk+1 = θk + dt(γ − βr2k +
nθ
rk
),
(22)
where we have included process noise terms nr and nθ, which are assumed to be independent in time, and
sampled from separate zero-mean Gaussian distributions with variance σ2P . We take as our data snapshots
of the form
xk =
[
e−Jiθk e(−J+1)iθk · · · eJiθk]T , (23)
for some integer J . We may add sensor noise to this data as in previous sections. For µ > 0, Eq. (22) contains
a stable limit cycle at r =
√
µ, with period 2pi/(γ − βµ). Starting on the limit cycle, we consider data with
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Figure 8: Mean and 95% confidence ellipses of continuous-time eigenvalues identified by applying regular
DMD (Algorithm 1), OMD, noise-corrected DMD (Algorithm 2), forward-backward DMD (Algorithm 3) and
total least-squares DMD (Algorithm 4) to 1000 trials of noisy data generated by Eq. (21), with k1 = 1, ω1 = 1,
γ1 =1, k2 = 0.4, ω2 = 3.7, γ2 = −0.2, and σ = 0.5
process noise, sensor noise, neither, and both. Without any noise, the eigenvalues identified from this data
will lie upon the imaginary axis, at locations given by λc = ij(γ − µβ). Process noise acts to perturb the
system from its limit cycle, which ultimately leads to phase diffusion, and a “bending” of the eigenvalues
such that they instead lie on a parabola. The behavior of this system with process noise is described more
extensively in Bagheri (2014). Fig. 9 shows the results of applying variants of DMD on data generated by
Eq. (22) with µ = 1, γ = 1, β = 0, and dt = 0.01, with data collected using Eq. (23) with J = 10. Applying
DMD on noise-free data gives eigenvalues along the imaginary axis, while data from the system with process
noise gives a parabola of eigenvalues, as expected. For data collected using Eq. (23), each data channel
will be orthogonal in time, and will contain the same energy. As a result, sensor noise will act to shift all
identified eigenvalues into the left half plane by the same amount, as observed in Fig. 9(a). Fig. 9(b) shows
that applying ncDMD accurately corrects for this shift, for the system with and without process noise. This
shows that it is possible to distinguish between the effects of these two forms of noise, given only an estimate
of the magnitude of the sensor noise. That is, we are able to eliminate the effects of the noise that is due to
imperfections in our observations, while retaining the effects of actual disturbances to the system. Fig. 9(c)
shows the tlsDMD corrects for the effects of both process and sensor noise, which is desirable if one wishes to
recover the dynamics of the noise-free system. The results for fbDMD are not shown, but were very similar
to those for tlsDMD. The ability of tlsDMD and fbDMD on process noise is not surprising, since they treat
X and Y in a symmetric manner, and thus consider phase diffusion both forwards and backwards in time.
4 Results with numerical and experimental data
Having analyzed the performance of the various proposed modifications of DMD on synthetic data sets, we
now turn our attention to data obtained from fluids simulations and experiments. We will focus on the
canonical case of the unsteady wake of a circular cylinder exhibiting periodic vortex shedding. In Sect. 4.1
we present results from data obtained from a two-dimensional direct numerical simulation, while Sect. 4.2
considers data obtained from PIV measurements in a water channel.
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Figure 9: Eigenvalues identified using (a) DMD, (b) ncDMD, and (c) tlsDMD for the Stuart-Landau equation
(Eq. (22)), with 100, 000 snapshots of data from Eq. (23), with r0 = 1, µ = 1, γ = 1, β = 0, and dt = 0.01.
Data with sensor noise, process noise, neither and both are considered, with noise levels for process and
sensor noise being σ2P = 0.01 and σ
2
N = 10
−4 respectively. Note that in the absence of sensor noise, DMD
and ncDMD are identical
4.1 Cylinder wake: simulation data
We use an immersed boundary projection method (Taira and Colonius, 2007; Colonius and Taira, 2008),
with a domain consisting of a series of nested grids, with the finest grid enclosing the body, and each
successive grid twice as large as the previous. The finest grid consists of uniformly spaced points with grid
spacing equal to 0.02D (where D is the cylinder diameter), extending 2D upstream and 4D downstream of
the center of the cylinder, and spanning 4D in the direction normal to the flow. Each successively larger
grid contains the same number of grid points, with twice the grid spacing as the previous grid. The coarsest
grid spans 24D in the streamwise direction and 16D in the normal direction. Uniform boundary conditions
are used to first solve the Navier-Stokes equations on the largest grid, with each smaller grid using the next
larger grid for boundary conditions. The numerical scheme uses a 3rd order Runge-Kutta time stepper, with
a time step of 0.01D/U∞, where U∞ and D are the freestream velocity and cylinder diameter, respectively.
The Reynolds number Re = U∞Dν was set to be 100, where ν is the kinematic velocity. This Reynolds
number is above that for which the wake is stable (47, Provansal et al. (1987)), and below that for which
3-dimensional instabilities emerge (approximately 194, Williamson (1996)). At this Reynolds Number, the
wake is hence unstable, and approaches a single periodic limit cycle characterized by a von-Ka`rma`n vortex
street in the wake. The data to be analyzed was taken from 234 snapshots of the vorticity field, spaced
0.1D/U time units apart. This corresponds to approximately 4 complete periods of vortex shedding. We
truncate the data to only consider first 15 POD modes. These first 15 POD modes contain 99.99% of the
total energy of the clean data, and 92.96% of the total energy of the data after the addition of Gaussian
white noise with standard deviation σ = 0.2U/D. Thus it is almost entirely noise that is truncated for the
noisy data.
Fig. 10 shows results from applying various variants of DMD to such data. Though not shown, the results
of applying tlsDMD were visually indistinguishable as using fbDMD. Since we are artificially adding noise, we
can compare the results using noisy data to those generated from the noise-free data. When applying regular
DMD to noisy data, we observe significant errors in the growth rate associated with the highest-frequency
eigenvalues (Fig. 10(a)). For an oscillatory system such as this, the DMD eigenmodes are very similar to
the POD modes, with a DMD mode corresponding to λc ≈ 0 that is almost the mean flow, and the modes
associated with conjugate pairs of DMD eigenvalues corresponding to pairs of POD modes with equal energy,
see Chen et al. (2011) for further discussion of this phenomenon. This means that the observed measured
eigenvalues are in line with the analysis given in Sect. 2.2 and Appendix 1, since the lower energy POD
modes oscillate the most. We can see the effect of this error in Fig. 10(b), which shows the prediction of a
number of POD coefficients as evolved by the identified system, starting from the true initial condition. The
dominant, low frequency POD modes are accurately predicted, but the higher “harmonics” are erroneously
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Figure 10: (a) Eigenvalues and (b) POD coefficients identified from applying DMD, ncDMD fbDMD, and
tlsDMD to DNS vorticity data from a cylinder wake at Re = 100. Noisy data was corrupted with Gaussian
white noise with σ = 0.2U/D
predicted to decay when using regular DMD. ncDMD improves the performance marginally, while fbDMD
and tlsDMD both almost completely remove the erroneous decay of the high-frequency modes.
As well as considering eigenvalues, we also validate in Fig. 11 that the modifications of DMD do not
adversely affect the identified DMD modes. This is shown both visually in Fig. 11(a), and quantitatively
in Fig. 11(b), where we give the inner product 〈φi,noisy , φi,clean〉 of the ith modes identified from clean
and noisy data, where we have pre-scaled the modes to be of unit norm. We enumerate the modes by
the imaginary component of the associated eigenvalue, with mode 0 corresponding to the eigenvalue on
the real axis. For modes that come in complex conjugate pairs, we arbitrarily consider those with positive
imaginary component. We see that both fbDMD and tlsDMD marginally outperform regular DMD, in terms
of identifying modes that are at least as close to those identified from noise-free data. The decrease in the
inner product as the mode number increases is indicative of noise being more significant in higher-frequency
modes, which contain less energy.
4.2 Cylinder wake: experimental data
We now turn our attention to data acquired from water channel experiment. An anodized aluminum cylinder
of diameter D = 9.5mm and length L = 260mm was immersed in a recirculating, free-surface water channel
with freestream velocity U∞ = 4.35cm/s. This gives a Reynolds number Re =
DU∞
ν = 413. Further details
of the experimental setup and methodology are provided in Tu et al. (2014a). We apply variants of DMD to
500 snapshots from a vorticity field of size 135×80. Fig. 12 shows the identified eigenvalues and the predicted
POD coefficients from the models identified from DMD and tlsDMD. As in Sect. 4.1, we first project onto
the 15 most energetic POD modes. Note that some eigenvalues (typically quickly decaying) are outside the
range of the plot. As was the case with DNS data, we observe that DMD gives eigenvalues that are further
into the left half plane that and of the other methods. This manifests in the erroneous prediction of decaying
POD coefficients (Fig. 12(b)), particularly for modes that are less energetic, and more rapidly oscillating.
We thus conclude that more accurate low-dimensional models for the experimental results can be achieved
by using tlsDMD. We note that this improvement can be attained without explicit knowledge of the process
and sensor noise characteristics.
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Figure 11: (a) A subset of the DMD modes (real components) computed from applying various variants of
DMD to DNS data of flow around a cylinder. (b) Inner product between (normalized) clean modes, and
modes obtained from noisy data (with σN = 0.2U∞/D)
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Figure 12: (a) Eigenvalues and (b) POD coefficients identified from applying DMD and tlsDMD to experi-
mental vorticity data
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5 Discussion and conclusions
It was shown in Sect. 2 that simple linear algebraic considerations can allow us to derive an estimate for
the bias that exists in all standard formulations of DMD. This subsequently led to the formulation of the
three modified algorithms that we suggest can be used to eliminate this bias. Sect. 3 showed that this
predicted bias is indeed present in the results of DMD. Directly correcting for this bias term (Algorithm 2,
ncDMD) was shown to almost completely eliminate this bias. While this modification demonstrates that
our characterization of the dominant effects of noise was accurate, its usefulness is limited by the fact that it
requires an accurate estimate of the noise covariance. Additionally, the presence of a Σ−2 term in correction
factor used in ncDMD makes this computation unsuitable for cases where small singular values that are
not truncated. On the other hand, the correction factor in Algorithm 2 may be applied to existing DMD
results with minimal computational effort. Algorithms 3 (fbDMD) and 4 (tlsDMD), which do not require
knowledge of the noise characteristics, were also found to correct for the bias, and also were able to reduce
the random error across many noise realizations (as seen by smaller associated confidence ellipses in Fig. 2,
for example). Furthermore, fbDMD and tlsDMD were found in Sect. 3.5 to also compensate for the effect of
process noise. This feature could be desirable or undesirable, depending on the purpose for which DMD is
being applied. Note that this is also consistent for the findings in Sect. 4.2, where for a notionally periodic
system, tlsDMD was found to give eigenvalues very close to the imaginary axis, despite (presumably) the
presence of both sensor and process noise.
In practice, the examples examined in Sects. 3.4, 4.1 and 4.2 suggest an overarching principle: while
regular DMD can be accurate for identifying dominant dynamics that have much larger amplitudes than
the noise in the data, accurate identification of the eigenvalues associated with lower amplitude modes
(and in particular, their real components) can be significantly improved when using the modified DMD
algorithms presented here. Conversely, if one is primarily concerned with the identification of modes and
their frequencies of oscillation, and less concerned with accurate identification of growth/decay rates, then
the effect of sensor noise is comparatively minimal, and subsequently the choice of DMD algorithm is less
important.
Fundamentally, the bias in DMD arises because the algorithm is essentially a least-squares algorithm,
which is designed for cases where the “independent” variable (which in DMD takes the form of the data X)
is known accurately, and the “dependent” variable Y contains the noise/error. In reality, since X and Y
should both be affected by noise, minimizing the error in both the X and Y “directions” can allow for a
more accurate answer to be obtained. One drawback of tlsDMD is that it requires taking the SVD of a
larger matrix. Note that for cases where n > m (i.e., the size of each snapshot is larger than the number of
snapshots) and there is no truncation of POD modes corresponding to small singular values, DMD gives the
minimum Frobenius norm (of A) solution to AX = Y . In this case, in principle neither fbDMD or tlsDMD
should yield any improvements. In reality, however, if there is noise in the data, then we do not necessarily
want an exact fit to the data, but rather an unbiased estimate of the noise-free dynamics. We may obtain
this by truncating POD modes that are deemed to be mostly noise, and use some variant of DMD to identify
the remaining dynamics. tlsDMD and fbDMD give very similar results, which suggests that fbDMD can be
viewed as a computationally cheaper alternative to approximating the results of tlsDMD. Note that while
fbDMD is often computationally cheaper, it relies on being able to invert the matrix B˜m, which might be
an ill-conditioned operation for some data.
In Sect. 3.3, we compared the variants presented here with two recent optimization algorithms that have
been proposed. The results show our algorithms outperforming both sparsity promoting DMD and OMD.
Note that since these algorithms are not in closed form, but instead contain optimization procedures, the
results depend somewhat on the specification of the relevant optimization parameters. In this comparison,
our use of Algorithms 2–4 relied upon the projection onto a low dimensional subspace before applying DMD-
type algorithms. We particularly note that the tlsDMD algorithm proposed here is slightly different from
that given in Hemati et al. (2015) due to this POD projection, which we found empirically to give improved
results. We suggest that this is because the initial truncation of low-energy POD modes has a filtering effect
that better isolates the true dynamics, at least for the datasets considered here. One could imagine, however,
that in certain cases this projection could lead to significant degradation of results. For example, where the
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dynamically important modes are highly dissimilar to the dominant POD modes, the flexibility for the
projection basis to be modified could be particularly advantageous. In such cases, sparsity promoting DMD
or OMD could give more favorable results. In general, it is relatively common in system identification to use
a subspace that is larger than the dimension of the underlying dynamics, and then later truncate to obtain a
reduced order model of an appropriate size/rank. This can be particularly important when the dealing with
specific system inputs and outputs (Rowley, 2005). Juang and Pappa (1986) discuss a number of ways in
which true dynamic modes can be distinguished for noisy modes, in the context of the eigensystem realization
algorithm. Tu et al. (2014b) further discusses how DMD modes can be scaled, from which appropriate modes
can be chosen. The spDMD algorithm in Jovanovic´ et al. (2014) essentially automates this procedure, and
comes with the additional potential advantage of not requiring a-priori knowledge of the dimension of the
reduced order dynamics to be identified. Note that it is also possible to combine the modifications to
DMD proposed here with the OMD and spDMD optimization procedures, which could result in further
improvements in some circumstances.
Though we used a large number of trials when testing our results on synthetic data in order to obtain
statistically meaningful findings, in reality one would most likely not have this luxury with real data. In
this case, it is important to understand for the size and quality of the data to be analyzed, both the best
algorithm to use, and the amount of confidence that should be had in the results of the chosen algorithm.
While this work has been motivated by and has largely focused on sensor noise (that is, noise which only
affects measurements, and not the system dynamics), the characterization and removal of process noise (i.e.,
disturbances to the system states) is entirely another matter. Interestingly, the effect of process noise was
identified analytically in Bagheri (2014) to be a parabolic decay in the growth rate of identified eigenvalues
with increasing frequency. It turns out that a similar effect is observed here for the case of measurement noise.
Isolating sensor noise from process noise (especially with limited prior information about the statistics of
either) is an important and challenging task, particularly when dealing with more complex, turbulent flows,
where the true dynamics exist on a wide range of spatial and temporal scales. The fact that DMD, ncDMD
and tlsDMD/fbDMD each perform differently on these different forms of noise could itself be an important
tool to this end.
Particularly in experimental data, users might typically preprocess data in a number of ways before
considering applying DMD-type algorithms. It could be advantageous to investigate precisely how various
averaging and smoothing operations affect the subsequent analysis of dynamics, and subsequently whether
such post-processing and analysis can be achieved through a single algorithm.
Ultimately, having a larger selection of possible algorithms should be of benefit to researchers who desire
the dynamical information that DMD-type algorithms can provide, who can choose based on the size of
the data, amount of noise present, required accuracy of the results, and amount of computational resources
available. One of the major advantages of DMD (and related algorithms) advocated in Schmid (2010) is the
fact that it requires only direct data measurements, without needing knowledge of any underlying system
matrix, thus making it well suited to use on experimentally acquired data. Inevitably, however, data from
experiments is always affected to some extent by noise. It is thus important to properly understand and
quantify how noise can influence the results of DMD. Conversely, the quest for high quality data can often
require large investments of both time and money. Formulating algorithms that are more robust to noisy
data can be a cheaper alternative to obtain results of sufficient accuracy. As it becomes easier to generate
and store increasingly large datasets, it is also important to recognize that simply feeding larger quantities of
data (e.g., more snapshots) into a given algorithm does not guarantee desired improvements in the accuracy
of their outputs, as illustrated in Figures 3 and 4.
The problem that fluid dynamicists face in extracting tractable information from large datasets is not
unique to fluids, and rather transcends a wide variety of fields of study (although other fields are often not
afforded the luxury of knowing the underlying differential equations). It is valuable to recognize and make
use of the parallels in previous and current developments across a wide range of fields. We likewise hope
that other areas can benefit from the work that is motivated by the desire to understand how fluids flow.
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Appendix 1: Quantifying the size of the bias in DMD
We seek to quantify the magnitude of this bias present in DMD that was derived in Sect. 2.2, subject to
certain simplifying assumptions on the nature of the data and noise. If the noise is uniform, and spatially and
temporally independent, then E(N˜XN˜
∗
X) = E(U
∗NXN
∗
XU) = U
∗mσ2NU = mσ
2
N I, where σ
2
N is the variance
of each independent component of the noise matrix. Furthermore, if we assure that we are projecting onto
the POD modes of the clean data, then (X˜X˜∗) = Σ2, where UΣV ∗ is the singular value decomposition of
X . Thus with these assumptions, Eq. (6) can be simplified to give
E(A˜m) = A˜(I −mσ2NΣ−2). (24)
The (diagonal) entries Σ2i of Σ
2 have the interpretation of being the energy content of the ith POD mode.
We then should expect that Σ2i ∼ mnqiσ2X , where σ2X is the RMS value of the elements in the data matrix
X , and qi =
Σ2
i
Trace(Σ2) is the proportion of the total energy of the system contained in the i
th POD mode.
For this scaling, we make the assumption that adding/removing rows and columns of data (i.e., varying m
and n) does not affect either σX or qi. The bias term mσ
2
NΣ
−2 is a diagonal matrix whose ith entry has a
size (eb)i proportional to
(eb)i ∼ 1
nqiSNR2
, (25)
where SNR is the signal-to-noise ratio. Thus sensor noise has the effect of reducing the diagonal entries of
the computed A˜m matrix by a multiplicative factor of 1 − σ
2
N
nqiσ2X
, which means that POD coefficients are
predicted to decay more rapidly than they actually do. This effect is most pronounced for lower energy
modes, for which the qi is smaller. We thus expect to identify with DMD (continuous-time) eigenvalues
that are further into the left half plane than they should be (or would be if we applied DMD to noise-
free data). Duke et al. (2012) argues in the case of periodic data that the growth rate of the eigenvalues
should typically be the most challenging to identify, since there are a range of pre-existing methods that can
identify frequencies. Here we have argued that it is precisely this growth rate that is most affected by noise.
Importantly, the amount of bias is independent of m, which suggests that the bias component of the error
will be particularly dominant when we have a large number of low-dimensional snapshots. Importantly, this
suggests that one cannot always effectively reduce the effect of noise by simply using more snapshots of data,
since the bias error will eventually become the dominant error.
While we can now quantify the magnitude of the bias in DMD, we do not as yet know how it compares
to the random component of the error that would arise from a given realization of noise. To do this, we will
estimate the typical size of the variance of individual entries of A˜, using the standard definition
var
[
A˜ij
]
= E
{(
(Y˜mX˜
+
m)ij − E
[
(Y˜mX˜
+
m)ij
])(
(Y˜mX˜
+
m)ij − E
[
(Y˜mX˜
+
m)ij
])}
. (26)
Referring back to Eq. (3), if we exclude terms that are quadratic or higher in noise, and assume that the
noise covariance matrix is sufficiently close to its expected value, we find that
(Y˜mX˜
+
m)− E
[
(Y˜mX˜
+
m)
]
= (Y˜ + N˜Y )(X˜ + N˜X)(X˜X˜
∗ + X˜N˜∗X + N˜XX˜
∗ + N˜XN˜
∗
X)
−1 − Y˜ X˜+ − E(N˜XN˜∗X)Σ−2
=
[
Y˜ X˜+(X˜N˜∗X + N˜XX˜
∗) + N˜Y X˜
∗ + Y˜ N˜∗X
]
Σ−2.
Elements of the terms X˜N˜∗X , N˜X Y˜
∗, N˜Y X˜
∗, and Y˜ N˜∗X are uncorrelated sums over m random terms, with
each term in the sum having variance nqiσ
2
Xσ
2
N where as before qi is the energy fraction in the i
th POD
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mode. This means that the sum will have variance mnqiσ
2
Xσ
2
N . Assuming that Y˜ X˜
+(= A˜) does not greatly
change the magnitude of quantities that it multiplies, and assuming that qi remains constant when varying
m and n, this means that we find that
var
[
A˜ij
]
∼ σ
2
N
mnσ2X
. (27)
Thus the expected size of the random error in applying DMD to noisy data is
er ∼ 1
m1/2n1/2SNR
. (28)
Comparing Eq. (28) with Eq. (25), we propose that the bias in DMD will be the dominant source of error
whenever
m1/2SNR > n1/2.
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