Abstract. This paper develops a method to rigorously show the validity of continuum description for the deterministic dynamics of many interacting particles with random initial data. We consider a hard sphere flow where particles are removed after the first collision. A fixed number of particles is drawn randomly according to an initial density f 0 (u, v) depending on d-dimensional position u and velocity v. In the Boltzmann-Grad scaling, we derive the validity of a Boltzmann equation without gain term for arbitrary long times, when we assume finiteness of moments up to order two and initial data that are L ∞ in space. We characterize the many-particle flow by collision trees which encode possible collisions. The convergence of the many-particle dynamics to the Boltzmann dynamics is achieved via the convergence of associated probability measures on collision trees. These probability measures satisfy nonlinear Kolmogorov equations, which are shown to be well-posed by semigroup methods.
the validity of the continuum equation is known for large times. In [Rez04, HR07] stochastic variants of the hard ball evolution and coagulating Brownian particles are studied where the collisions between the individual particles are random in the sense that two particles at distance r collide at any given moment with a rate V (r). These systems have better ergodic properties, and the justification of the continuum limit does not require the tracking of pair distributions.
There are two slightly different strategies for justifying the scaling limit for deterministic collisions. In [Lan75] the focus is on k-particle projections of the many-body evolution. This leads to involved expressions for the correlations which are eventually controlled via the BBGKY hierarchy. In this paper we follow a strategy which is similar to the approach in [Szn87] . In addition to the k-particle marginal, information about the past evolution is kept as well, and this leads to transparent expressions for the correlations. A preliminary version was first introduced in [MT08, MT10] .
In this article we combine our approach with semigroup theory. This allows us to consider spatially heterogenous initial distributions. The challenge is that we have to include the transport term in our analysis, which leads to more stringent regularity requirements for the initial distribution.
We consider the evolution of n balls of diameter a and with position u(i, t) ∈ U ⊂ R d for i ∈ {1, . . . , n} with d ≥ 2 and respective velocity v(i, t) ∈ R d . Our main interest is the kinetic limit, when the number of particles n tends to infinity and the initial values (u(i, 0), v(i, 0)) are independent identically distributed (iid) random variables distributed according to some initial distribution f 0 . The diameter a of the particles is coupled to the number n by the Boltzmann-Grad scaling, which is in the easiest form
The final aim is to analyze the situation, where the particles interact via some suitable potential, like a hard sphere one. We are going to compare deterministic continuum descriptions with the empirical density given for all open sets A ⊂ U × R d and any fixed time by the number of particles in A divided by the total number of particles. Our main result is that the density f of the continuum description solves the nonlinear Boltzmann equation
where Q − ≥ 0 is the collision operator accounting for the losses. The collision operator can be easily derived for hard core potentials in a situation of completely independent particles with density f (u, v, t) . Particles with velocities v and v collide at position u with a given probability depending on v and v and impact parameter ν ∈ S d−1 , which encodes the collision angle of two particles (see Figure 1 ). In the density there is a loss at (u, v) and (u, v ). The loss operator has the form
In the case of collisional dynamics the loss is balanced by the corresponding gain at (u, v * ) = (u, v−((v−v )·ν)ν) and (u, v * ) = (u, v +((v−v )·ν)ν) with the consequence that the Boltzmann equation is augmented by the appropriate gain term.
In [MT10] we analyze a situation of spatially homogeneous initial data, which corresponds to a version of (1.2), where the transport term v · ∇ u f vanishes. In the present paper we will allow for heterogeneous initial data reintroducing the transport term. To handle the transport term we will restrict our attention to initial densities f 0 which are absolutely continuous with respect to the Lebesgue measure, and have finite total energy:
We require the u-marginal of f 0 to be in L d (U ) to ensure that particles overlap at any given point only with probability zero (see section 7) and that the energy density and its transported versions are also bounded in L ∞ (U ), K ∞ = ess sup (t,u)∈(0,T )×U
Note that (1.5) and the continuity of the L ∞ norm with respect to mollification implies ess sup u∈U
The main result (Theorem 2.1) is a rigorous justification of (1.2) if f 0 fulfills (1.3), (1.4), and (1.5). A key element in the proof is an intermediate layer of description between the complicated n-body evolution and the one-body distribution f ( · , · , t). This layer consists of trees which describe the history of collisions of an individual particle and its potential scattering particles. This extra layer allows on one hand a relatively easy description of the limiting (idealized) distribution P t ; see the definition in (4.39). On the other hand we can estimate the error between the empirical distributionP t created by the n-body evolution and the idealized distribution P t ; see Proposition 5.5.
In contrast to [MT10] , where we used explicit formulas for the distributions, we derive nonlinear Kolmogorov equations for the evolution of the probability measures P t andP t with time t. As we are essentially describing the evolution of low-dimensional marginals, the Kolmogorov equations are quadratic in the measure. A key result is the derivation of the Kolmogorov equation forP t which accounts for the correlations caused by the history of the evolution.
By fixing one of the arguments of the Kolmogorov operator it will be possible to apply general semigroup theory to the idealized evolution. A fixed-point argument then provides the existence of a nonlinear semigroup. The desired convergence of the multibody empirical distribution to the idealized one in the Boltzmann-Grad limit then follows with relative ease. The final step is to derive the density description f t ( · , · ) as a marginal from the distribution of trees. The Boltzmann equation will then appear naturally from the differential equation for the distribution on trees.
Allowing heterogenous initial data requires a number of additions to the methods in [MT10] , because several new error terms are created by the spatial heterogeneity. A careful analysis of regularity of the initial data (1.3) f 0 is needed to deal with concentration phenomena in position space and to obtain solutions to (1.2). We will consider here a bounded domain with periodic boundary data, i.e.,
On the level of partial differential equations several formulations of (1.2) are relevant. In a particular form this equation is well-defined for L 1 -data with respect to the space coordinate u. We require higher spatial regularity in the derivation, such that we can obtain standard mild and weak solutions of (1.2). Following ideas in [MT10] , L 2 regularity is enough to prove tightness of the self-similar tree measure by deriving bounds on the expected number of nodes in the trees. We need L d to obtain good bounds on the initial overlap of particles. In the current paper we impose L ∞ assumptions on the spatial energy density for simplicity of presentation.
It is noteworthy that the well-posedness of the Boltzmann equation in some function space does not imply that the limit of the single-particle distribution is a solution of the Boltzmann equation; an explicit counterexample has been constructed in [MT10] .
In the current paper we prove all required regularity for finite times through a simple a priori bound of the solutions of (1.2) due to the sign of the right-hand side. However, we expect that with growing complexity more involved estimates will be required. The analytical understanding of various aspects of kinetic equations has progressed significantly within the last 25 years. A crucial tool is the gain of regularity and compactness through velocity averaging lemmas for various equations [Ag84, GLPS99, Ge90, GG92, DP01, DLM91]; for further references see the review [Per04] . The existence of renormalized solutions to the full Boltzmann equation [DL89a] uses transport theory as in [DL89b] . These tools are also used in [Rez04] and [BGL93, LM01a, LM01b, GS04] with the aim to derive the incompressible NavierStokes equation through scaling of solutions of the Boltzmann equation.
The paper is organized as follows. In section 2 we will describe the setup and formulate the main result. In section 3 the collision trees are introduced. Various probability distributions are considered in sections 4 and 5. The main theorem will be proved in section 6, by deriving the effective single particle dynamics. In section 7 we discuss spatial concentrations.
Setup and main result.
We define the multibody evolution in the following way. Let f 0 ∈ L 1 (U × R d ) be a density of initial conditions. For each n ∈ N consider the random variable
with z 1 , . . . , z n iid according to f 0 and a determined by (1.1) giving a probability measure Prob a . The particles evolve by force-free Newtonian dynamics with initial conditions u
according to the differential equationṡ
The scattering state (1 for unscattered, 0 for scattered and removed) for each particle i = 1, . . . , n and time t is defined by
where a will depend on n and where the distance of particles on the torus U with data
This means in particular that particles are removed if they overlap at time t = 0. See [MT10] for a proof that β i (t) is well-defined. We compare the multibody evolution with the single-body description f :
where
is the loss term and κ d is the volume of the (d− 1) dimensional unit ball, in particular, κ 2 = 2 and κ 3 = π. We will consider mild solutions of (2.5), which are functions
, where S t is the strongly continuous linear semigroup given by
For n ∈ N, consider the evolution of (2.3) with initial conditions (2.2) as in (2.1). The diameter a is coupled to n via the Boltzmann-Grad scaling
Then the density of the unscattered particles converges to a solution of the Boltzmann equation in the sense that for all ε > 0 and all open
is the unique mild solution of (2.5). Furthermore, there exists a sequence a k → 0 and corresponding particle numbers n k , such that with probability 1 (i) The number of particles n is fixed for given diameter a, unlike in [MT10] , where it was a random number given by a Poisson distribution with intensity a 1−d . So here we consider a canonical ensemble as opposed to a grand canonical ensemble in the easier case. As we need some control of correlations to prove convergence in probability (2.9), proofs would not be much easier for a grand canonical ensemble.
(ii) For other notions of solutions of (2.5) see Proposition 4.10. (iii) Some effects of spatial concentration are analyzed in section 7, and concentration effects in velocity are ruled out via the absolute continuity with respect to the Lebesgue measure.
with some additional nonconcentration assumptions in velocity space seems to be conceivable but is not considered for presentational reasons. (v) The convergence of k-particle distribution functions to a product of f t can be shown for every fixed k using the same method. This gives a connection to the classical derivation for short times using the BBGKY hierarchy, which was applied to the simpler problem of coagulation by Lang and Nguyen [LN80] .
Here the spheres move along Brownian paths and two intact spheres annihilate each other if the distance between the centers drops below a. Although the series generated by the BBGKY hierarchy does not converge globally, a rigorous justification of the corresponding Boltzmann equation was obtained by restarting the procedure at small positive time. The BBGKY hierarchy could also be applied to the ballistic annihilation model, but this would require bounds on exponential moments.
Collision trees.
We introduce the intermediate layer of collision trees to analyze the multibody dynamics. Each node of a collision tree corresponds to a particle. All nodes l except the root node are marked with information encoding a collision with another particle which corresponds to one of the tree nodes. The root node is marked with the initial position and velocity (u, v) of the corresponding particle.
Collisions happen in the gainless case, considered here, if |u + sv − (u + sv )| U ≤ a for some time s ∈ [0, t] and some (u , v ) = (u 0 i , v 0 i ) for some particle i. Given the time t and the set of all initial states, the tree of particle 1 is defined recursively. The children of the root node correspond to particles which intersect the path of the root particle up to time t. The child nodes are marked with the velocity v l , collision time s l , and impact parameter
This rule is applied recursively to every child node with t replaced by s l .
After this preparation it is easy to see that the scattering state of the root node is equal to 1 if and only if either the tree has just one node or the scattering states of each child node is equal to 0. Thanks to the recursive definition of the tree and the fact that the scattering state of each leaf is 1, the scattering state of the root particle is thus a simple function of the tree structure.
Due to the finiteness of the number of particles and number of possible collisions in finite time for given velocities, the trees have finite size. We will later show that the size of the trees relevant in the description of (2.3) is uniformly bounded as n → ∞ in our scaling. To compare the dynamics of several particles, we will consider "trees" with α roots, which is a forest in graph theory language. The number α is fixed; in particular, the behavior with α = n will not be considered.
We use the following notation for marked trees. We start with the standard graph theoretic notion of a rooted tree, i.e., an acyclic graph with a tagged vertex denoted as root. We use a partial order > p on trees. We say k > p l if k is on the unique simple path which connects l to the root. Note that this is opposite to the standard graph theoretic order, but it is more suitable in our context. We will denote byl the first node on the simple path from a node l to the root and calll the parent of l, whereas l is a child ofl.
We will use the notation (m, E) for a rooted tree, where m is the set of nodes and E the set of edges. The set of rooted trees will be denoted by T .
Definition 3.1 (marked trees). 
The markers induce a finer partial order "<" on the set of vertices:
The distance between two trees Φ and Ψ is defined as
By τ (Φ) we denote the final collision time We will also consider trees generated by several particles, in this case The definition of the evolution of the set of trees is based on two elementary operations: extraction of subtrees and pruning. We consider subtrees Φ , where the new root corresponds to the particle which creates the final collision l with the root of Φ. The subtree Φ contains all child nodes of the final collision and recursively all of their children, etc., that is, all nodes k with l ≥ p k. The pruned treeΦ is obtained by removing all nodes of Φ (and respective edges) from Φ; for an illustration see Figure 2 . A more formal definition is given now.
Definition 3.2. Let Φ ∈ MT such that #m(Φ) > 1 and let l ∈ m(Φ) be the node which corresponds to the final collision in the sense thatl = root and
Recall that MT is a metric space and denote for each Ψ ∈ MT by
the ball with diameter h centered at Ψ. For 0 < h < 2 the ball B h (Ψ) is a 2d#m(Ψ) dimensional smooth set. Definition 3.3. The standard Lebesgue measure on MT is denoted by dλ.
We will now describe several probability measures on MT to first describe the idealized distribution P t , closely related to the Boltzmann equation, and then the empirical distributionsP t , related to the annihilation flow. We collect several prop-erties of these to prepare Proposition 5.5, which delivers the convergence ofP t to P t as n → ∞.
Idealized distribution.
The idealized distribution P t is characterized by a differential equation (4.5). Before stating the equation we give a simple example which motivates the form and the analysis of the equation. Then we show that (4.5) admits a unique solution P t . Finally we study the properties of P t which will be instrumental when we demonstrate in section 5.1 that for each t the probability distribution P t is very close to the empirical tree distributionP t , which is generated by the annihilation dynamics.
To motivate the analytical setting we consider first a simple example which illustrates the notation and the way semigroup theory applies. Recall that δ denotes the Dirac distribution and consider the linear system of differential equations
with a parameter μ ≤ 0 and time
is the set of all finite unsigned measures, or alternatively, the dual space of C(Ω). The solution is given by u(t) = exp(μt) and
The generator takes the form
which is clearly a continuous map from X to X. In the case of the example, the operator L t is actually continuous,
The operators below are not continuous and hence a more detailed analysis is required. A key result is that our approach delivers the existence of solutions v ∈ L 1 (R × [0, T ]). Indeed, assume for simplicity that u, v ≥ 0, and the general case can be treated analogously. One obtains
where the first inequality is obtained by estimating ∂v ∂t (s, t) from above by δ(s−t)u(t). Now we consider a setting which is more closely linked with annihilation dynamics.
Existence and uniqueness of the idealized distribution.
The idealized distribution P a t is characterized via a nonlinear Kolmogorov equation. The distribution P a 0 is supported on trees with only one node (the root). For t > 0 the support of the distribution P a t are those trees with the property τ < t, i.e., the probability of all trees with τ > t is 0 by definition.
At each time t the gain term in the Kolmogorov equation is nonzero only on trees with the property t = τ . This means that for a given tree Φ the time evolution P a t (Φ) is a nonnegative function which is zero for t < τ and nonincreasing for t ≥ τ . At time t = τ (Φ) the function t → P a t (Φ) jumps instantaneously from 0 to a finite value which is determined by the probabilities of the subtreesΦ and Φ and the rate which depends only onΦ and Φ , but not on their probabilities. The loss term is nonzero only on trees with t > τ; it is demonstrated in Lemma 4.1 that the loss term in (4.5) is the integral of the gain term.
We will show in section 5 that the time evolution of the probability distribution of trees in the empirical case satisfies a similar, albeit more involved, evolution equation. The similarity of the idealized and the emipirical Kolmogorov equation is the prerequisite for the derivation of the analytical bounds in section 5.1 which deliver the closeness of the idealized and the empirical distribution of trees in the limit where a tends to 0.
The idealized tree distribution P a t satisfies a nonlinear Kolmogorov equation in the form
with the convention v = v(Φ), v = v(Φ ), etc., and the loss rate μ
Formula (4.6) expresses the probability of Φ in terms of the subtreesΦ and Φ . The operator Q t,− compensates the gain caused by Q t,+ with the result that Q t conserves the mass. From now on we will abbreviate the initial condition in (4.5) by using the convention
Note that for a given tree Φ the operator L a t extracts the subtrees Φ such that the roots of Φ and Φ collide at time t. The initial position u(Φ ) varies with a as in (3.1) and provides the sole mechanism how L a depends on a. The dependency on a will be mostly suppressed. The "idealized" distribution P t is defined by P t = P 0 t . We will often use the quasi-linear form of the operator Q t in our analysis:
To see that Q t conserves the total probability we have to show that the delta distributions in (4.8) and (4.11) are equivalent.
Lemma 4.1. Let Φ ∈ MT . Then Proof. Let MT * = {Φ ∈ MT : u root = 0} and define for each Φ ∈ MT * and u ∈ U the translated tree ξ(Φ, u) ∈ MT as
Then we find that the left-hand side of (4.12) can be rewritten as
Similarly we obtain for the right-hand side of (4.12)
Hence, both sides of (4.12) coincide and the proof is finished. An immediate consequence of Lemma 4.1 is that the average of Q t [P, P ] is zero in the sense that
The relation to the Boltzmann equation will become apparent in Proposition 4.9. To study the existence of solutions of (4.5), we first introduce the appropriate function spaces. We define spaces of integrable functions on MT with general weights
du ds w(u, s) = 1 , and let X = X 1 . Note that X is a Banach space but it is not a subset of L 1 (MT ) because the τ -marginal can have concentrations.
. To see that X is a Banach space we suppose that f m is a Cauchy sequence in X ; then f m → f in M (MT ). Since the sequence f m converges it is also tight. The absolute continuity follows from the disintegration theorem [DM78] , which provides the existence of σ ∈ M ([0, T ]) and a family of measures
holds. Then for E t ⊂ MT t of measure zero f t (E t ) = 0 for σ-almost every t, such that we have f ∈ X after a modification on a set of measure zero.
After this preparation we can derive an existence and uniqueness result for the linearized evolution, where we fix the second argument in (4.10). The distribution P and the operator Q depend on a, the dependency is not shown for the sake of notational convenience.
Lemma 4.3.
is the generator of a strongly continuous evolution U (s, t) on X, i.e., there exits a unique solution of the equation
For each t > 0 the solution P t has the following properties:
is independent of a and t, i.e., π[P t ] = f 0 . Remark 4.4. As a consequence of Lemma 4.3(iv) we obtain the following formula for the collision rate which involves only f 0 but not P t :
Proof of Lemma 4.3. We show that Q t [ · , P ] generates an evolution on X with X 2 being a subset of the domain of the unbounded operator Q t [ · , P t ]; for this we use general results of [Paz83, Chapter 5]. The aim is to prove the existence of an evolution operator, which is the nonautonomous version of a semigroup. We study the resolvent equation
with R λ h = λh − Q t [h , P ] for λ > 0 and g ∈ X. It suffices to establish the existence of nonnegative solutions h if g ≥ 0. Indeed, for general h we can decompose h and g into positive and negative parts:
We consider two separate cases depending on whether the time coincides with the final collision time of a tree.
Then for t = τ (Φ), we obtain
We are using that t = τ (Φ) for the pruned treeΦ, such that we can use (4.19) for the h(Φ) expression. Then the solution to (4.20) is given by
where v = v root (Φ ). The key observation in (4.19) and (4.21) is that h is nonnegative for nonnegative g and λ > 0. Hence for nonnegative h we have 
holds. The first equation is due to (4.17), and the second equation follows from (4.13).
Nonpositive right-hand-sides h can be treated analogously. Thus
This shows that Q t [ · , P t ] is a stable family of generators with exponential growth rate 0 and bound M = 1. Furthermore as (4.13) also holds when restricting to Φ with given root data, then also h ∈ X if g ∈ X .
We will demonstrate now that for each h ∈ X 2 (cf. (4.14)), t ∈ [0, T ], and P ∈ X,
It is immediate that the first term and the second term coincide:
and thus inequality (4.22) is established. Hence, we obtain for each
This implies that
We Together with (4.13) this implies that for each t ≥ 0 the measure P t characterizes a probability distribution on MT .
Next we show that the measure P t has a density with respect to the Lebesgue measure for all t ≥ 0 by adapting (4.4). We note that P t has a density on the trees just consisting of the roots due to absolute continuity of f 0 . Following Remark 4.2 it suffices then to show that there exists a function h ∈ L 1 ([0, T ]) with the property
(4.24) First note that (4.24) is a consequence of the stronger bound
in (4.24). As P t solves (4.15) strongly, ∂ t P ∈ C 0 ((0, T ), X) and we have that for each t ∈ [0, T ] by
where we used
, part (iv) follows from (4.13).
We will also need an L 1 version of (4.23). Remark 4.5. Lemma 4.3 also holds if X is replaced with the Banach space 
(ii) For given initial data and for each t the measure P a t converges to P t = P 0 t in Z as a → 0. Proof. As the role of a is not relevant for (i) we will not show the dependency on a in this part of the proof. We prove (i) by approximating P t by a sequence of probability measures P t,k which are defined recursively by the equation
where the convention (4.9) has been used. The existence of an evolution operator for (4.25), (4.26 To check the strong continuity condition in Y , condition (E 5 ), we start with initial data in f ∈ X 2 and use the previous results with X replaced by X 2 and Y by X 3 . Then Theorem 5.3.1 in [Paz83] implies that there is a unique Y -valued solution of
Replacing P by P t,k−1 and P t by P t,k gives that
Next we will prove that P t = lim k→∞ P t,k exists by showing that the solutions of the nonautonomous linear equation (4.27) are a contraction of P ∈ C 0 ([0, T ], X) with respect to the norm
To consider a solution of (4.27), we replace P withP t :
2 ) constructed above can represented as a mild solution of (4.29). Lemma 4.3 gives the evolution U (t, s) generated byP ; thus
Then (4.23), the boundedness of U (t, s), and the fact that P s X2 ≤ K ∞ for all s ≥ 0 give the estimate
to a unique fixed point P . Setting P t = P t in (4.27) and using Lemma 4.3 then gives the desired regularity.
To prove (ii), we reintroduce the parameter a with the convention that P t = P 0 t
Denoting the evolution generated by Q t [ · , P t ] as U (t, s), we obtain
By Remark 4.5 we obtain the bound
Using (4.30) and that U (t, s) is a bounded operator on Z we arrive at
Due to strong continuity of spatial shifts in the L 1 norm used for Z, the last term converges to 0 as a → 0. Gronwall's inequality gives the required convergence in (ii).
Remark 4.7. The existence result Proposition 4.6(i) delivers a tightness bound on the number of nodes #m(Φ) of trees Φ in P t of the following form: there exists a function M (ε) such that
for all ε > 0.
Properties of the idealized distribution.
It is interesting to note that P t is a historical Markovian process (cf. [DP91] ) in the following sense:
for all s ≤ t and g ∈ C(Φ) with the property g(Φ) = g(pr s (Φ)) for all Φ ∈ MT , where
m t = {l ∈ m : ∃l ≥ p l such thatl = root and s l ≤ t} ∪ {root} denotes the stripped tree where all collisions after time t are removed. Equation (4.32) shows that no information is lost. As this fact is irrelevant for our purposes we will not give a proof.
On the other hand, it is possible to find Markovian random variables with constant complexity. As an intermediate step toward constructing Markovian random variables we show that the subtrees with collision times t ≥ s are Markovian with respect to (u(s), v(s)).
Definition 4.8.
For each tree Φ ∈ MT the random variable β(Φ) ∈ {0, 1} is defined recursively by
The random variable β(Φ) is the indicator function of those trees where the root particle has not undergone a collision. We will show now that the expectation of this observable satisfies a closed evolution equations.
Proposition 4.9. Consider P t = P
t as in Proposition 4.6. The marginal distribution
satisfies the closed equation
in the weak sense, where
The appearance of the transport term v · ∇ u f is a result of the change from Lagrangian to Eulerian coordinates: P t provides the distribution of the initial positions and velocities and f t (u, v) characterize the densities of particles with velocity v at position u at time t. An analogous statement is also true if a > 0, but this is irrelevant for our purposes.
Proof.
A change of variables in I 2 yields that
We analyze now I 1 . The definition of β implies that
Thanks to formula (4.13) the first term vanishes. The definition of Q t implies that
The last equality follows from a change of variables. Putting everything back together we find that
, which is the claim. The link between the mild solutions in Proposition 4.6 and weak solutions in Proposition 4.9 is provided by the following proposition. We derive a formula that can be evaluated for a wide class of measures.
35) is satisfied for all t ∈ (0, T ) if and only if f t is the unique mild solution of (2.5). (ii) Equation (4.35) implies that f t is also a distributional solution. Furthermore, every distributional solution with
Proof. An equivalent formulation for f t being a mild solution (2.7) is
with h # First we show (i). Let f t be a mild solution; then ]. This observation also shows that f t given by (4.35) is a mild solution, completing the proof of (i). For part (ii), we observe that mild and distributional solutions coincide following [Ba77] for
, which immediately shows the second part of (ii). For solutions given by (4.35), we first observe 0
The last equation is due to (1.5). This completes the proof. Remark 4.11. Interestingly there exists an explicit solution of the nonlinear Kolmogorov equation (4.5), but this fact is not relevant for our analysis. The corresponding expressions were used in the analysis of the idealized distribution in [MT10] . They can be obtained from (4.16) and explicit calculation of the rates.
Let Ω ⊂ MT and t ∈ [0, ∞). Then the idealized distribution is given by
where the integrated collision rate is I t is defined recursively,
where the initial positions u l are defined by formula (3.1). We end the section by introducing trees without "recollisions." Despite particles undergoing at most one collision, an effect akin to recollision occurs when the same particle appears in multiple positions within the same collision tree (see, e.g., Figure 3) . A particle will appear again when it has an intersection with a particle that is not its parent or one of its children. We introduce a set of good trees, which have uniform bounds on the maximal velocities on the number of nodes in the tree and which do not have recollisions. Proof. We first show that G(0) is a set of measure 1. The only nontrivial condition is (4.40) with a = 0. Let (σ, E) ∈ T be a tree and define MT (σ, E) := {Φ ∈ MT : m(Φ) = σ, E(Φ) = E}. Recall (3.1), which provides for each l ∈ σ a recursive formula for the initial position u l . We will write u l (s l , v l ) to emphasize the dependency of the initial position on the collision time s l and velocity v l .
Definition 4.12. A tree Φ is recollision free on the time interval [0, t] at diameter a if
The dimension of MT (σ, E) is (2d) #σ as the nodes are parameterized by (u,
On the other hand, for a = 0 any pair l, l ∈ σ and fixed (
is of zero measure by a simple dimension argument. To see this, we first express
for given t = s l the velocity v l is contained in the countable set (2d) #σ − 1. Since MT = ∪ σ∈T MT (σ) and P t ∈ L 1 (MT ) we obtain that P t (MT \ G(0)) = 0 and P t (G(0)) = 1.
Furthermore, for each Φ ∈ G(0) there exists a 0 such that Φ ∈ G(a) for all a < a 0 . Hence lim a→0 G(a) = G(0) and dominated convergence implies lim a→0 P t (G(a)) = P t (G(0)) = 1. Thanks to the convergence in Proposition 4.6(ii) we obtain the remaining claim lim a→0 P a t (G(a)) = 1. We will also consider a finite number of trees simultaneously. Definition 4.14. For α > 1 and Φ = (
and accordingly for a > 0. The notion of good trees directly extends to a finite number of trees and the set of simultaneously good trees is denoted as G α (a) ⊂ MT α .
Empirical distribution.
We consider the empirical distribution of treesP t defined by the Newton dynamics (2.3) and the rule that if the distance between two particles drops below a, then the trees of the particles are removed. The dependency on a will be suppressed throughout this section. We use the convention that Prob t (·) denotes the joint distribution of n trees, whereasP t is the marginal distribution of an n-independent number of trees.
The choice of the initial states z 1 , . . . , z n ∈ U × R d , time t ≥ 0, and particle labels
We denote the induced joint probability of the trees byP
). Note that we can assume i 1 = 1, i 2 = 2 . . . thanks to the invariance under permutation of the labels.
The key result in this section is the demonstration that the empirical distribution P t satisfies a differential equation (5.3) which is very similar to the idealized equation (4.5). The main difference is given by factors γ and ζ which account for dilution effects and initial overlaps. The similarity of (5.3) and (4.5) enables us to show later that the total variation distance betweenP t and P t converges to 0 as a tends to 0.
The empirical Kolmogorov equation contains a singular gain term which is positive if and only if t = τ (Φ) and a loss term which is nonzero for times t > τ(Φ). Like in the idealized case the probability of a tree Φ is defined to be 0 if t < τ(Φ). At time t = τ (Φ) the probabilityP t (Φ) jumps from 0 to finite value. In contrast to the idealized case the collision probabilities depend on the structure of the tree, not only on the position and velcocity of the root particle at time τ . However, due to the simplicity of the gainless evolution the collision rates can be expressed as functions of single-tree probabilities; hence we can avoid closure problems. This leads to the use of conditional probabilities as the particles which correspond to the nodes of the treeΦ can have a direct influence on a further collision with the root of Φ , e.g., by ruling out particles that would contradict the data ofΦ and by reducing the number of available particles.
For Ψ ∈ MT α the conditional distribution of Φ given Ψ ∈ MT α is defined aŝ
The empirical collision rateμ t is obtained by considering all possible colliding initial data; we define it by the expression
with the convention
α and a sufficiently small. The empirical distributionP t satisfies for all (Φ, Γ) ∈ G 1+α (a) the following differential equation:
The proof of Proposition 5.1 relies on the a priori information thatP t is absolutely continuous with respect to the Lebesgue measure.
Lemma 5.
Let a > 0 and Ψ ∈ G(a). The empirical distributionP t is absolutely continuous with respect to the Lebesgue measure λ in a neighborhood of Ψ. Moreover, if A ⊂ U × R
d is measurable and has the property 1 Ψ (z) = 1 for all z ∈ A, then the inequalityP
holds with z t given by (5.2).
Proof. Note first that G(a) is an open set. This implies that there exists h > 0 such that B h (Ψ) ⊂ G(a).
If #m(Ψ) = 1, thenP t (Φ) ≤ f 0 (z 0 ) for all t ≥ 0. This establishes the absolute continuity.
Assume now that #m(Ψ) > 1 and let ϕ :
Indeed, assume that j ∈ m(Φ) is the node which corresponds to the last collision (i.e., s j = τ (Φ)). A simple algebraic computation shows that in a coordinate system where ν j = e 1 = (1, 0, . . . , 0) T we obtain that the gradient
Then one obtains, in a coordinate system where ν λ = e 1 = (1, 0, . . . , 0) T , the formula where Id(d) is the d-dimensional identity matrix. Hence, the determinant of F is just the product of the determinants of F ll . This yields (5.7). Now we consider the mapφ :
Observe next that the inequalitŷ
holds because the existence of a tree requires that the initial states form a subset of ω.
Let ω ⊂ U × R d be the set of initial positions and velocities. Now we consider the cubes C h,l ⊂ U × R d centered atφ l (Ψ) with side length h. The cubes are disjoint for sufficiently small h since Ψ ∈ G. If a and h are small, the assumption that the initial values z 1 . . . z n ∈ U × R d are iid random variables with law f 0 and the scaling law (1.1) imply that
for each l ∈ m(Ψ), where by a slight abuse of notation we use f 0 as a measure, i.e.,
together with (5.9) implies that
, the right-hand side in (5.11) remains bounded as h → 0 for almost every Ψ ∈ G(a). This establishes the absolute continuity ofP t . Formula (5.6) is an immediate consequence of the definition ofP (· |Ψ) and the assumption that z 1 , z 2 , . . . are iid random variables with law f 0 . We obtain an upper bound instead of equality because of the possiblity that particles 1 and 2 could correspond to one of the nodes of Ψ. The proof of the lemma is complete.
Proof of Proposition 5.1. To simplify the notation we assume that Γ = ∅, which means that no conditioning is active. The general case is analogous, as explained at the end of the proof.
We consider for a fixed t ≥ 0 two cases: τ (Φ) = t and τ (Φ) < t. We start with the case τ (Φ) = t and will derive the product expression in the singular part ofQ t . Recall that ν(Φ) denotes the impact parameter of the final collision.
The probabilityP t (Ψ) can be expressed in terms of the probabilities of Ψ t and
The key idea is that the first probability can be expressed in terms of a two-body event.
We will now demonstrate that
(5.12) by establishing matching upper and lower bounds. First we derive the upper bound. For each t ≥ 0 and h > 0 sufficiently small define the set of trees near Ψ, which have identical pruned trees
From this we introduce
which are all possible nearby extracted trees. AsP t is absolutely continuous by Lemma 5.2 we obtain that
Since there are at most n possible choices for the index of the colliding particle we find thatP
The permutation invariance and the fact that the particles inΨ t are ruled out as collision partners implies that
Formula (5.7) implies that
and thereby delivers the upper bound
Next we derive the corresponding lower bound
Define the set of initial values leading to a collision within the time interval [t, t + h]:
and using the inclusion-exclusion principle we obtain that
(5.17) Lemma 5.2 implies that
.
The estimation of I h is straightforward: formula (5.8) implies that
as h tends to 0, where u , v are the root data of Ψ . Moreover, since Ψ ∈ G(a) one obtains that there exists a constant C uniformly on G(a) such that
if a is sufficiently small. As a consequence of the bounds (5.19) and (5.20) the righthand side in estimate (5.18) tends to 0 as h tends to 0. Hence, we have established that the left-hand side of (5.17) converges to 0 and thus (5.15) holds.
Combining (5.14) and (5.15) one obtains (5.3) in the case that τ = t.
The final step is the justification of the loss term. It is not possible to obtain the loss term by integrating the gain term for two reasons:
1. The explicit representation of the gain term is valid only for good trees. 2. The representation of loss term is simpler than the conservation form because of cancellation effects. Assume next that τ (Φ) < t and consider the set of colliding initial values W h defined in (5.16). It suffices to show that
Analogously to the case τ (Φ) = t we obtain the upper and lower bounds
as h → 0. Equation (5.21) holds thanks to (5.20) and the fact that J does not depend on h. Thus we have established the claim also in the case τ < t.
Finally we establish the initial condition (5.4). If Γ = ∅ and u 1 has been selected, the probability that each of the remaining n − 1 initial positions does not overlap is given by (5.5).
The assumption that Γ = ∅ does not involve a loss of generality. For generic Γ everything can be repeated line by line, except that we have to add the conditioning encoded by Γ to all expressions involvingP . For the initial conditions (5.4), we need to condition on the event that the remaining initial positions also do not overlap with the particle in Γ. The expression (5.5) for ζ(Φ, Γ) follows when observing that the pair of trees (Φ, Γ) are assumed to be good such that the particles of Φ and Γ do not overlap for a small enough.
Convergence.
We now proceed to estimate the difference between the empirical distributionP a t and the idealized P t . The key estimate which provides a quantitative link between Q andQ is provided by the following comparison principle.
and μ t is defined in (4.16). and observing that s → η s is nondecreasing we obtain
we obtain
We use induction over k = #m(Φ) in (5.5). First assume that #m(Φ) = 1. In this case τ = 0 andP 0 (Φ) = p a 0 (Φ), which together with (5.25) implies that
Assume next that the estimate has been established for all trees with at most k nodes and let #m(Φ) = k + 1. Define k 1 = #m(Φ) and k 2 = #m(Φ ) with k 1 + k 2 = k + 1 and max{k 1 , k 2 } ≤ k. Thus the induction assumption implies that 
Proof. Formulas (5.5), (1.6), and (1.1) imply
if C is suitably chosen and a is sufficiently small. Estimate (5.22) immediately implies thatP t converges in the total variation sense to P t as a tends to 0.
Proposition 5.5. For each α ≥ 1 the total variation distance between P α and P α satisfies
Proof. We assume that α = 1; the case α > 1 can be treated analogously. Lemma 4.13 implies that for each ε > 0 there exists a > 0 so small that
We use that
For each Ω ⊂ MT Lemma 5.4 implies
where ξ(a) := sup Φ∈G(a) η t (Φ) with ρ t and η t (Φ) defined in Proposition 5.3.
Uniformly for Φ ∈ G(a) a particle can cover a cylinder of volume less equal to Then the first part of the proof yields that lim a→0 χ i (t) = A df t (u, v) for each i. Now we define the random variable s n = 1 n n i=1 χ i (t). The claim (2.9) follows if the variance V n = (s n − s n ) 2 converges to 0 as n tends to infinity. Thanks to the permutation invariance we obtain that V n ≤ 1 n (χ 1 (t) − χ 1 (t) ) 2 + n − 1 n (χ 1 (t) − χ 1 (t) )(χ 2 (t) − χ 2 (t) ) ≤ 1 n + | (χ 1 (t) − χ 1 (t) )(χ 2 (t) − χ 2 (t) ) | . (χ 1 (t) − χ 1 (t) )(χ 2 (t) − χ 2 (t) ) = 0 (6.2) uniformly in A, which completes the proof of (2.9). Equation (6.2) is the main reason to consider trees with several roots. In particular this gives V n ≤ b(n) for some decaying function b : N → R uniformly in the test set A again by (5.26).
Finally we show (2.10). We recall a well-known principle in probability theory. Let x N ∈ R be a sequence of independent random numbers such that E(x N ) = 0 and let V N be the variance of x N . If 
Hence lim a→0 Prob(sup N ≥N0 |x N | ≤ ε) = 1, i.e., for each realization and each ε > 0 there exists almost surely a number N 0 > 0 such that sup N ≥N0 |x N | ≤ ε. Let s n be the sum and V n be the variance of s n as above. Since lim a→0 V n = 0 uniformly in A there exists a subsequence V n k such that ∞ k=1 V n k < ∞ for all A. We apply now the previous consideration to the sequence x k = s n k such that
as k tends to infinity and thus we obtain the desired weak- * convergence (2.10).
Spatial concentrations.
We discuss variants and limitations of the presented theory. We require R d f 0 ( · , v) dv ∈ L ∞ (U ) in (1.6). This implies that in (5.27) the expected number of particles overlapping with any given particle converges to 0 with a. The result holds also with less restrictive assumptions on the initial distribution.
Proposition 7.1.
Then the expected number of overlapping particles at a given point u 0 converges to zero for a → 0.
Proof. The expected number of particles in ball B a of radius a around a u 0 ∈ U is given by p(u 0 ) = n Ba(u0) R d df 0 (u, v), which by the scaling and (2.8) can be estimated using the Hölder inequality
Whereas for R d dvf 0 (u, v) = |u| p near u = 0 with −d < p < −1, we still have
but the expected number of particles in a ball of radius a around 0 tends to infinity; this effect will not be statistically relevant, as the growth is sublinear in n.
We now modify this example such that the expected number of nodes in the empirical trees tends to infinity for a tending to zero, even for short times when f 0 ∈ L 1 1+|v| (U × R d ). Note that the idealized theory leads to the integral equation (4.35), which is well-defined for initial data in L 1 1+|v| (U × R d ) and can be easily interpreted for measures. While the first example does not show nonvalidity due to singularities, it highlights difficulties in a proof for more general initial distributions, as tightness (4.31) was crucial to restrict the error estimates to trees of finite size. The expected number of particles overlapping the first particle can be expressed as U×R d df 0 (u, v) p(u). If u ∈ B a/2 (u j ), then for some constant C independent of j and a,
