Marine ecosystems are increasingly stressed by human-induced changes. These ocean drivers -13 including warming, acidification, deoxygenation and perturbations to biological productivity -14 can co-occur in space and time, but detecting their trends is complicated by the presence of noise 15 period. The combined multiple-driver field reveals emergence patterns by the end of this century 27 that are relatively high over much of the Southern Ocean, North Pacific, and Atlantic, but 28 2 relatively low over the tropics and the South Pacific. For the case of two drivers, the tropics 1
there. The magnitude of these global drivers will likely continue to grow, given current trends in 23 fossil fuel CO 2 emissions and the strong inertia within the global community with respect to 24 efforts to decarbonize (Friedlingstein et al., 2014) . 25 
26
The detection of secular trends in driver fields on regional-to global-scales is complicated by the 27 presence of natural variability in the climate system, as has been shown for dissolved oxygen by 28
Frölicher et al. (2009) . The presence of background natural variability motivates the introduction 29 (Fig. 3b) , 90.9% of the global ocean has emerged with 8 67% certainty, clearly having expanded beyond their limits from [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] [2014] . This includes 9 expansion into the North Atlantic, and the high latitudes over the Southern Ocean. For O 2 10 inventories (Fig. 3c) , with 42.3% of the globe emerged with 67% certainty, the Southern Ocean 11 increasingly emerges towards the end of the century, and the North Pacific subtropics have 12 emerged with high confidence. For the case of NPP (Fig. 3d) , with 23.7% of the globe emerged 13 with 67% certainty, there continues to be only weak emergence over most of the globe, the 14 exceptions being a coherent structure spanning the southern subtropics and subtropical front 15 
Local emergence confidence intervals for the multi-driver mean 1
We now consider an average across the four ecosystem drivers of the confidence intervals for the 2 same time intervals [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] [2014] (Fig. 4a) and 2075-2084 (Fig. 4b) (Fig. 4a) , the multi-driver confidence intervals have already risen 9 above the threshold of one standard deviation (67% confidence interval) in the Equatorial 10 Atlantic, the South Atlantic, and the Arabian Sea. The Indian and Pacific sectors of the Southern 11
Ocean weigh in at 60% confidence intervals, thereby below one standard deviation. With the 12 exception of the South Atlantic, subpolar regions are minimum regions for confidence intervals. (Fig. A1e) , it is important to acknowledge that emergent O 2 15 inventories are thereby not to be understood as a driver. Interestingly, the hemispheric 16 asymmetry between the northern and southern subtropics of the Pacific is the reverse of the 17 asymmetry found in the Atlantic. 18 
19
By the later period 2075-2084 (Fig. 4b) , the confidence intervals averaged over the four drivers 20 are higher than during the earlier period 2005-2014 except for the eastern equatorial Atlantic and 21 the western equatorial Indian Oceans. There continues to be a hemispheric asymmetry between 22 the subtropics of the northern and southern subtropical Pacific. Interestingly, the fact that 23 subpolar regions have become maxima for the multi-driver mean during the later period 24 represents a reversal of what is found during the earlier period. For both hemispheres this reflects 25 an important contribution from the O 2 inventories, as can be seen in the subpolar time series 26 changes in Figs. 1b and 1f . A relative decrease in variability in SST can be seen over the 27 subpolar regions (Figs. A1d and A2d), contributing to the increased confidence in emergence 28 over these regions (the differences between Fig. 2b and Fig. 3b) . case, the fields presented in Fig. 2 and Fig. 3 were considered gridpoint-by-gridpoint to find the 14 three maximum drivers, and these were then averaged over the same biome regions. 15 Unsurprisingly, the confidence intervals are higher for this case with three drivers than with four. 16 For the time interval 2005-2014, 87.8% of the global surface area has emerged above the 67% 17 confidence interval (Fig. 4c) , and for 2075-2084 98.8% has emerged above 67% (Fig. 4d ) 18 
We then consider averages over the two top drivers for the period 2005-2014 (Fig. 4e) and 2075-20 2084 (Fig. 4f) . Clearly the emergence characteristics are significantly higher here. As is 21 revealed in the structures of locally maximum and minimum confidence intervals, the dominant 22 Taken together, the six panels in Fig. 4 reveal a strong sensitivity to the number of drivers used to 1 characterize multiple-driver emergence. For the case of emergence over 2075-2084, it is 2 interesting to note that the patterns are different. For four drivers, the Southern Ocean has the 3 strongest emergence, whereas with two drivers the tropical band has the strongest emergence. 4
Sensitivity of Confidence Intervals to Length of Decadal Trend Window 5
Next we consider the sensitivity of our confidence interval calculation for the period 2005-2014 6 (Fig. 2) to the length of the window over which trends are calculated. The sensitivity of the 7 confidence intervals over 2005-2014 to the width of the window is considered in Fig. 5 , where a 8 window of 10 yr has been used instead of the 30 yr used in Fig. 2 . We show that for all four 9 drivers, the choice of a 10 yr trend window results in important decreases in the confidence 10 intervals over the global domain relative to a 30 yr trend window. 11
12
For Ω arag (Fig. 5a) , the confidence intervals are much lower in the regions directly impacted by El 13 Niño variability with a 10 yr window than they are with a 30 yr window (Fig. 2a) . For SST as well, the pattern obtained with a 10 yr window (Fig. 5b ) reveals large differences 21 from the pattern obtained with a 30 yr window (Fig. 2b) . The relatively elevated values 22 throughout much of the tropics and the subtropics have now disappeared, revealing relatively 23 weak confidence intervals over global domain. A similar loss of confidence is found in for O 2 24 inventories (Fig. 5c ) and for NPP (Fig. 5d) . In fact for SST, O 2 inventories, and NPP, using a 10 25 yr window results in very weak confidence nearly everywhere over the global domain. The coalescence of the different global drivers in certain regions is already creating a number of 1 hot-spots (Fig. 4) , with the Southern Ocean and more generally the high latitudes projected to 2 increase in importance by 2075-2084. 3 
4
Consistent results regarding the temporal hierarchy of ecosystem driver emergence were found 5 through the analysis of confidence intervals (Fig. 2 and Fig. 3 ) and time of emergence (ToE) 6 (Fig. 6) as diagnostics. However, we prefer the confidence interval analysis over the ToE analysis 7 for two reasons. First, for the four ecosystem drivers the saturation characteristics of the ToE 8 analysis (emergence before 1965 or after 2085) are widespread, complicating interpretation. 9
Second, and perhaps more importantly, ToE diagnostics require a specification of a threshold of 10 signal-to-noise that is somewhat arbitrary (here we have considered both 1 and 2 standard 11 deviations, but have chosen to emphasize the less conservative value of 1 in Fig. 6 ). 
Perceptible changes in ocean drivers 8
We have previously defined perceptible changes in drivers of ocean ecosystems as anthropogenic 9 changes that are above the noise level of the natural background decadal variability to which 10 organisms are adapted. For the case where two of the four ecosystem drivers are used ( Fig. 4e  11 and Fig. 4f) , our analysis has revealed that Ω arag and SST are the dominant drivers with early 12 emergence in the tropics. In fact, it should be emphasized that this is a result of our two-driver 13 analysis, rather than an assumption or an imposed constraint. In particular, the two-driver 14 analysis presented in spanning Indonesia, the Philippines, Malaysia, Papua New Guinea, and the Solomon Islands 22 (Allen, 2008) . 23 24 It is important however to emphasize that the analyses for multiple drivers seen in Fig. 4  25 consisted of averaging of confidence intervals obtained for the individual drivers. In interpreting 26 these results for SST and Ω arag in the Coral Triangle as the confidence intervals for the impacts of 27 multiple drivers, it remains a scientific challenge to determine whether they are in fact acting 28 additively, synergistically, or antagonistically in their impact (Boldt et al., 2014 , and references 1 therein). To date resource management strategies have tended to focus on the impact of 2 individual drivers, with little consideration or attention to potential relationships and feedbacks 3 between the drivers. Addressing these questions is beyond the scope of our study, but it is our 4 hope that the analysis considered here will contribute to motivating future work in this direction. 5
What is clear, however, is that anthropogenic CO 2 emissions to the atmosphere are the common 6 driver of the perturbations considered here, and this underscores the necessary of a single policy 7 response (reduction in emissions). Substantial mitigation efforts are required if ocean ecosystems 8 are to be spared from the "quadruple whammy" of the drivers considered here. 9 
Implications for Observing System Design 11
It is also important to consider the implications of our study for optimization of the global ocean 12 observing system. With this goal in mind, our study can be considered as an Observing System 13 Simulation Experiment (OSSE). With an OSSE, one considers a model to be an analog for the 14 real ocean, for which one has the fully resolved state evolution to round-off error. Earlier OSSEs 15 is then as follows: Given an observing system with perfect skill that allows one to perfectly 29 monitor the evolution of the system, how many years of continuous measurements are needed to 1 identify the secular trend above the noise of background variability? Our main result is that 2 sustained decadal measurements will be needed even for the idealized case of a perfect observing 3 system. 4 5 Viewed in this way, our main results point to the importance of maintaining a sustained mult-6 decadal observing system for ocean biogeochemistry and ecosystem drivers. For the four drivers 7 considered here, the confidence intervals found with a 30 yr window for calculating trends (Fig.  8 2) are significantly higher than those found with a 10 yr window (Fig. 5) . For the case with a 10 9 yr window, even Ω arag reveals broad expanses of non-emergence over the decade 2005-2014. 10 This is in evidence, for example, over important parts of the Coral Triangle biodiversity hot spot 11 spanning the Indo-Pacific Warm Pool region, as well as for the North Atlantic. This underscores 12 the potential importance of sustained multi-decadal continuous measurements in order to identify 13 the rate of acidification associated with the secular trend in these regions. 14 
15
More generally, our analysis of conficence intervals for emergence for two versus four drivers 16 ( Fig. 4e) The main result of our study is that among our four ecosystem drivers, there is a pronounced 6 temporal and spatial hierarchy to emergence over global scales. Using a one-standard deviation 7 (67%) confidence interval threshold for signal-to-noise, and a 30 yr trend window, we find that 8 the acidification driver (Ω arag ) emerges earliest and NPP emerges latest over global scales. 9
Between these two outliers, SST and O 2 inventories have intermediate timescales of emergence, 10 but opposing patterns between the two of them. SST emerges earlier in the low latitudes and 11 later in the high latitudes, while O 2 inventories exhibit earlier emergence over high latitude 12 regions than in the tropics. We also considered a multiple-driver analysis where we combined 13 the four individual drivers. There we found that whereas 41% of the global ocean area exhibits Considered as an Observing System Simulation Experiment (OSSE), our results emphasize the 23 need for a sustained global observing system for multiple decades for the task of identifying 24 anthropogenic trends in ecosystem drivers. This is true even for the case of a global bio-Argo 25 array within a broad multi-platform observing system, as is revealed in the contrast between the 26 confidence intervals for emergence of the secular trend between a 10 yr sustained observing 27 system (Fig. 5) and a 30 yr sustained observing system (Fig. 2) . 28 29 Appendix A: Secular trends and natural variability underlying signal-to-noise 1 analysis 2
We characterize here the secular trends (left columns in Figs. A1,A2 ; referred below as TREND) 3 and standard deviations of the secular trends (right columns in Figs. A1,A2 ; referred below as 4 NOISE) separately. Recall that the signal-to-noise ratio is defined as the ratio of these two fields. 5 Ω arag decreases everywhere over the global domain (Fig. A1a) , with minimum relative rates of 6 decrease in the equatorial regions, and a general tendency towards stronger relative rates of 7 decrease at high latitudes. Largest NOISE of Ω arag is simulated in a number of dynamically 8 active regions, including the margins of the subtropical gyres and the equatorial Pacific. 9
However, with the exception of a few isolated regions, the TREND is everywhere significantly 10 larger than the NOISE for Ω arag . For SST, the TREND over 2005-2014 is positive (warming) over 11 most of the globe, with the notable exception of the western subpolar North Atlantic and large 12 expanses of the Southern Ocean (cooling). This stands in contrast to Ω arag , where the trend had 13 the same sign over the entire domain. 14 
The NOISE for SST finds largest expression in the subpolar regions of the Northern Hemisphere 16 and over parts of the Southern Ocean. In fact it can be seen in the Fig. 1c,d that the extratropical 17 regions of weak or negative TREND in SST are associated with enhanced variability. The 18 tropics, on the other hand, reveal only modest NOISE amplitude relative to the TREND. Taken 19 together, this helps to account for the fact that the confidence interval map in Fig. 2b reveals high  20 confidence in the tropics relative to the subpolar regions. As has been stated in the main text, it 21 may seem somewhat surprising that the signal-to-noise-ratio is relatively elevated in the 22
Equatorial Pacific, given that this is the region of largest natural variability in the climate system. 23
It is important to emphasize here that we are considering trends over a 30 yr interval in our 24 quantification of NOISE rather than considering the standard deviation associated with 25 interannual variability for each of the drivers. regions of the globe, the NOISE is of sufficient amplitude relative to TREND to give the 13 consistently lowest Confidence Interval distribution of the four drivers considered here (Fig. 2d) . 14 
It is worth noting in Fig. A1 that the unforced components (right column) of the four drivers 16 exhibit large-scale spatial coherence rather than small grid-scale noise. However, these structures 17 are distinct for each of the drivers. The task of calculating Time of Emergence (ToE) in Fig. 6 is complicated by the fact that the 1 signal-to-noise ratio (SNR) in time series for individual grid points in the ocean model does not 2 in general tend to be monotonically increasing over the period 1950-2100. Rather, the evolution 3 of the SNR can reflect that for this particular diagnostic, the 30 ensemble members may not be 4 sufficient to eliminate noise when averaged. 5
6
As an illustration of this problem, we consider in Fig. A3 are relatively short-timescale excursions above the two standard deviation threshold that precede 12 by a number of decades the more permanent crossing of the one standard deviation threshold. 13 However, this does not occur for all of the grid points in the domain of interest. As a 14 consequence of these early excursions above the one standard deviation threshold, the spatial 15 pattern of ToE using a strict definition of first crossing (Fig. A3b) reveals a spatial pattern that 16 has a ToE before 2014 (present time) over more than 50% of the region. 17
18
It is important to understand the degree to which the ToE structure in Fig. A3b reflects short-19 term versus longer-term or permanent transitions of the SNR about the one standard deviation 20 threshold, rather than short-term excursions. To evaluate this, we apply to the full suite of time 21 series shown in Fig. A3a (gridpoint-by-gridpoint SNR for SST) a robust Loess filter. We have 22 chosen to use a 10 yr tolerance window with the robust Loess filter, with this serving effectively 23 as a low-pass filter that is obtained using 10 yr local regressions over the entire time period for 24 each individual gridpoint. The result of applying the robust Loess filter is shown in Fig. A4a,  25 where the filtered time series are shown as red lines overlaying the full time series shown in blue. 26 The filtered time series are seen to behave as low-pass filters that effectively remove the higher 27 frequency components. When these smoothed time series are used to define ToE with the same 28 two standard deviation threshold, the resulting pattern (Fig. A4b) for O 2 inventories. In fact, the sensitivity of NPP should be expected to be larger than that of 25 SST, given that the sensitivity shown here may be obscured by the saturation characteristics of 26
NPP. 27 28 25
We also consider in Fig. A6b the sensitivity of the ToE to the choice of a SNR ratio of one in 1 Fig. 6 . Here as well, the sensitivity considers the global area-weighted mean. The sensitivity is 2 strongest for SST, and then the second strongest is found for O 2 inventories. The sensitivity is 3 weakest or Ω arag and for NPP, but as a caveat it needs to be emphasized that both of these fields 4 exhibit saturation behavior in Fig. 6 . If the suite of 30 ensemble runs with ESM2M had been 5 runs for a significantly longer time intervals, say from 1860-2300, then one would expect that the 6 sensitivity for these two fields to be more pronounced. 
