In this paper we give an L p -theory for stochastic parabolic equations with random fractional Laplacian operator. The driving noises are general Lévy processes.
Introduction
Let d, m ≥ 1 be positive integers, p ∈ [2, ∞) and α ∈ (0, 2). As usual R d stands for the Euclidean space of points x = (x 1 , ..., x d ). We will use dx to denote the Lebesgue measure in either R d or R m , which is clear in each context.
In this article we are dealing with L p -theory of the stochastic partial differential equations of the type du = a(ω, t)∆ α/2 u + f (u) dt + where β 1 < α and β j 2 < α/2 (see Assumptions 2.13 and 3.7). An L p -theory of (1.1) is introduced in [7] for the case that a(ω, t) = 1 and are only finitely many Winer processes appear in the equation. The approach in [7] cannot cover the case when there are infinitely many Wiener processes, and the assumptions on g in [7] are stronger than conditions in our paper (See Remark 2.12 below). Moreover equations driven by jump processes are not considered in [7] . A Hölder space theory for more general (but non-random) integro-differential equations driven by Hilbert space-valued Wiener process is given in [19] (also see [18] for a deterministic equation). Even though the main result in [19] provide a nice Hölder regularity of the solution to such problem, due to the Hölder-type function spaces defined there, assumptions on f and g are quite strong. Furthermore in [19] the equations with discontinuous Lévy processes are not considered. We emphasize that the approach of this paper, based on L p theory in [14] , is different from [19] . Our results include the case when f and g are only distributions and the number of derivatives of f and g are negative and fractional. On the other hand if f and g are sufficiently smooth in x then Sobolev embedding theorem combined with our L p -theory gives pointwise Hölder continuity of the solution even when Z k are general Lévy processes.
L p -theory for second-order stochastic parabolic equations driven by Wiener processes was first established by Krylov [14] . Recently in [6] L p regularity theory for second-order stochastic parabolic equations driven by Lévy processes is discussed.
In this paper, we establish an L p -theory for stochastic parabolic equations with the random fractional Laplacian driven by arbitrary Lévy processes. Our result includes the case when the equation is driven by Lévy space-time white noise (see Theorems 4.3 and 4.4) . Among main tools used in the article to study L p -regularity theory are Burkholder-Davis-Gundy inequality and a parabolic version of Littlewood-Paley inequality for the fractional Laplacian operator introduced [11] .
The organization of this article is as follows. First, in section 2, we prove uniqueness and existence results of equation (1.1) driven by Wiener processes in the space L p (Ω × [0, T ], H γ+α/2 p ) (Theorem 2.15). Here p ∈ [2, ∞) and γ ∈ R. In section 3 we extend Theorem 2.15 for the case when Z k t are Lévy processes and Z k t have finite p-th moments (see condition (3.2) ). In section 4, the condition (3.2) is weakened, and the uniqueness and existence results are proved in the space L p,loc (Ω × [0, T ], H γ+α/2 p ). The condition (3.2) can be completely dropped if only finitely many Lévy processes appear in the equation.
If we write c = c(...), this means that the constant c depends only on what are in parenthesis. The constant c stands for constants whose values are unimportant and which may change from one appearance to another. The dependence of the lower case constants on the dimensions d, m may not be mentioned explicitly. We will use ":=" to denote a definition, which is read as "is defined to be". For a, b ∈ R, a ∧ b := min{a, b} and a ∨ b := max{a, b}. Let C ∞ 0 (R d ) be the collection of smooth functions with compact supports in R d . Most of functions we discuss in this paper are random (depend on ω ∈ Ω). For notational convenience, we suppress the dependency on ω in most of expressions 2 Stochastic Parabolic equations with the random fractional Laplacian driven by Wiener processes Let (Ω, F, P ) be a complete probability space, {F t , t ≥ 0} be an increasing filtration of σ-fields F t ⊂ F, each of which contains all (F, P )-null sets. We assume that on Ω we are given independent one-dimensional Wiener processes W 1 t , W 2 t , ... relative to {F t , t ≥ 0}. Let P be the predictable σ-field generated by {F t , t ≥ 0}.
Let p(t, x), where t > 0, denote the inverse Fourier transform of e −|ξ| α t in R d , that is,
For a suitable function g and t > 0, define the corresponding convolution operator
where
dx is the Fourier transform of g in R d . In this section we study the nonlinear equations of the type
where a(ω, t) ∈ (δ, δ −1 ) for some δ > 0, and f (u) = f (ω, t, x, u) and g k (u) = g k (ω, t, x, u) satisfy certain continuity conditions, which we will put below. First we introduce some stochastic Banach spaces. Let (φ, ψ) :
For n = 0, 1, 2, ..., define
In general, for γ ∈ R define the space 
where F is the Fourier transform in
Let P be the completion of P with respect to dP × dt, and
Proof. See Theorem 0.2.6 of [24] (also see the remark below the theorem). ✷ Lemma 2.36 easily yields the following results.
Remark 2.3 Let γ, β ≥ 0. Then due to the well-known inequality 
s., and consequently the series of stochastic integral
holds for all t ≤ T a.s.. In this case we write
and define the norm
Theorem 2.6 The space H γ+α p (T ) is a Banach space, and for every 0
In particular, for any t ≤ T ,
Remark 2.7 Note that α is not involved in (2.8).
Proof. See Theorem 3.7 in [14] . Actually in [14] the theorem is proved only for α = 2, but the proof works for any α ∈ (0, 2). We will give the detailed proof of Theorem 3.4 below, which is the counterpart of Theorem 2.6 for pure-jump Lévy processes. ✷ Remark 2.8 It follows from (2.4) that for any µ, γ ∈ R, the operator (
The same reason shows that (
Theorem 2.9 (i) For any deterministic functions f = f (t, x) and u 0 = u 0 (x) with
has a unique solution u with
, the equation
has a unique solution u ∈ H γ+α p (T ) and for every 0
Proof. (i). See, for instance, Theorem 2.1 in [18] .
(ii). This result is also known. See, for instance, Lemma 3.2 and Lemma 3.4 of [7] . Actually since equation (2.11) is deterministic for each fixed ω, the claim of (ii) can be obtained from (i). Indeed, the uniqueness and estimate (2.12) are obvious by (i). For the existence of solution, assume that u 0 and f are sufficiently smooth in x, then using Fourier transform one can easily check that
solves (2.11) and is in H γ+α p (T ). For general u 0 and f it is enough to use a standard approximation argument (see, for instance, the proof Theorem 2.11).
✷
Now we give our assumption on a(ω, t).
Assumption 2.10
The process a(ω, t) is predictable and there is a constant δ > 0 so that
Now we present an L p -theory for linear stochastic parabolic equations with random fractional Laplacian.
admits a unique solution u in H γ+α p (T ), and for this solution
holds for all t ≤ T a.s..
(ii) A version of Theorem 2.11 is proved in [7] under stronger conditions on g and the processes. Precisely in [7] it is assumed that a(ω, t) = 1, g ∈ H γ+α/2+ε p (T ), ε > 0, and there are only finitely many Wiener processes in equation (2.13).
Proof. Step 1. Owing to Remark 2.8, we only need to show that the theorem holds for a particular γ = γ 0 . Indeed, suppose that the theorem holds when γ = γ 0 . Then it is enough to notice that u ∈ H 
in place of f, g and u 0 , respectively. Furthermore,
Step 2. Next we assume a(ω, t) = 1 and prove the theorem for the equation:
Remember that we may assume γ = −α/2. Since the uniqueness of (2.15) follows from results for the deterministic equations (Theorem 2.9), we only need to show that there exists a solution u ∈ H α/2 p (T ) of (2.15) and u satisfies estimate (2.14) with f = u 0 = 0 and γ = −α/2.
For a moment, assume N 0 > 0 is a fixed non-random constant, g k = 0 for all k > N 0 and
where τ k i are bounded stopping times and
Using Fourier transform one can easily show (See, for instance, [7] ) that if functions h 1 = h 1 (t, x) and h 2 = h 2 (x) are sufficiently smooth in x then
Therefore we have
Also by (2.17) and stochastic Fubini theorem ([22, Theorem 64]), almost surely,
and by Burkholder-Davis-Gundy's inequality, we have
Now we use a parabolic version of Littlewood-Paley inequality for fractional Laplacian (Theorem 2.3 in [11] )
and get
Similarly, (2.18) and Burkholder-Davis-Gundy's inequality yield
k=1 |a n | p and T t f p ≤ c f p , we see that for every t > 0
Consequently, 
By definition (2.7) and Remark 2.3, for any t ≤ T ,
Combining this with (2.20) and (2.9) we have that for every 0
Finally, Gronwall leads to (2.14).
Now we drop the additional assumptions on g by using the following standard approximation argument: By Theorem 3.10 in [14] , for g ∈ L p (T, ℓ 2 ) we can take a sequence g n ∈ L p (T, ℓ 2 ) so that g n → g in L p (T, ℓ 2 ) and each g n = (g 1 n , g 2 n , · · · ) satisfies above assumed assumptions, that is, g k n = 0 for all large k and each g k n is of type (2.16). By the above result, the equation
has a unique solution u n . It also follows that u n − u m is the unique solution of
and, by the previous argument
We only need to prove u is a solution of (2.15). Equivalently, we need to prove that for any φ ∈ C ∞ 0 (R d ), the equality
holds for for all t ≤ T (a.s.), or equivalently
which implies that one can take a subsequence n j so that (1
By taking the limit from
and remembering that both sides of (3.7) are continuous in t, one easily get that equality (3.7) holds for all t ≤ T (a.s.).
Step 3. Next we prove the theorem for the equation
Again we may assume γ = −α/2, and due to Theorem 2.9 we only need to show that there exists a solution u and it satisfies estimate (2.14). By Theorem 2.9, the equation
Also by the result of Step 2, the equation
has a unique solution and
Now it is enough to take u = v + w.
Step 4 (A priori estimate). We prove the a priori estimate (2.14) holds given that a solution u ∈ H γ+α p (T ) of the following equation already exists :
This time we prove (2.14) only for γ = 0. This is enough due to the reason given in Step 1. By
Step 3, the equation
has a solution v ∈ H α p (T ) and
wheref := (a(ω, t) − 1)∆ α/2 v, and
, to prove (2.14) we only need to show that for each ω ∈ Ω,
For fixed ω, define a non-random functions
where ξ(ω, t) := t 0 ds a(ω,s) . Then clearlyũ satisfies
LetT (ω, T ) be such that T = T (ω,T ) 0 ds a(ω,s) . Since δT <T (ω, T ) < δT , applying (2.10), we get
This and relations in (2.29) easily lead to (2.28).
Step 5 (Method of continuity). The solvability of equation (2.27), the a priori estimate (2.14) and the method of continuity obviously finish the proof of the theorem. But below we show how the method of continuity works only for reader's convenience.
For λ ∈ [0, 1], denote a λ (ω, t) = (1 − λ) + λa(ω, t). Then obviously a λ is predictable and a λ ∈ (δ, δ −1 ). It follows from Step 4 that if u ∈ H γ+α p (T ) is a solution of the equation 
(T ) with initial date u 0 (for instance take the solution of (2.27)), and define u 2 , u 3 , · · · so that u n+1 ∈ H γ+α p (T ) is the solution of
By the a priori estimate (2.14),
Thus if |λ − λ 0 | < 1/(2N (p, T, δ)), the map which send u n to u n+1 is a contraction in H γ+α p (T ), and has a unique fixed point u. Thus u satisfies (2.30)-(2.31). Since the above constant N is independent of λ, it follows that J = [0, 1] and the theorem is proved. ✷ Finally we consider the nonlinear equation
where f (u) = f (ω, t, x, u) and g k (u) = g k (ω, t, x, u).
Moreover, for any ε > 0, there exists a constant K ε so that for any u = u(x), v = v(x) ∈ H γ+α p and ω, t, we have
(2.34)
To give an example of f (u) and g(u) satisfying Assumption 2.13, we introduce the space of point-wise multipliers in H γ p . For each r ≥ 0, define 
Fix κ 0 = κ 0 (γ) ≥ 0 so that κ 0 > 0 if γ is not integer. It is known (see, for instance, Lemma 5.2 in [14] ) that for any a ∈ B |γ|+κ 0 and h ∈ H γ p ,
and the same inequality holds for ℓ 2 -valued functions a.
Example 2.14 Fix κ 0 = κ 0 (γ) ≥ 0 so that κ 0 > 0 if γ is not integer. Consider
. Assume for each ω, t,
Then by (2.36), for each t
Since for any α 1 < α and ε > 0, by interpolation theory,
, one easily gets (2.34).
Here is the main result of this section. 
where c = c(p, T, δ).
Proof. Our proof is virtually identical to the that of Theorem 6.4 in [14] , where the theorem is proved when α = 2. The only difference is that one has to use Theorem 2.11 in this article, in place the corresponding result in [14] . We skip the proof here since we will give the proof for more general case in next section. ✷ By Sobolev embedding theorem, we immediately get the following 
General case
Let Z 1 t , Z 2 t , ... be independent m-dimensional Lévy processes relative to {F t , t ≥ 0}. For t ≥ 0 and Borel set A ∈ B(R m \ {0}), define A) ] is the Lévy measure of Z k . By Lévy-Itô decomposition, there exist a vector α k , a non-negative definite matrix β k and m-dimensional Wiener process B k so that
For any q, k = 1, 2, · · · , denote
Now we fix p ∈ [2, ∞) and denote c k := ( c k,2 ∨ c k,p ). In this section we assume
((3.2) will be weaken in section 4). Then for any 2 < q < p, by Hölder's inequality,
Thus by absorbing α k := |z|≥1 zν k (dz) into α k we can rewrite (3.1) as
We first consider the following linear equation:
Relocation of the term ∞ k=1 g k ·α k dt into the deterministic part of (3.3) allow us to assumẽ α k = (0, . . . , 0). Moreover, since B k,j 's are independent 1-dimensional Wiener processes where
for some h = (h 1 , h 2 , · · · ) and independent one-dimensional Wiener processes W k t and Y k t := R m z N k (t, dz). Note that Y k t are independent m-dimensional pure jump Lévy processes with Lévy measure of ν k .
Furthermore by considering u − v, where v is the solution of
from Theorem 2.11, we find that without loss of generality we may also assume h k 's are all zero. By < M, N > we denote the bracket of real-valued square integrable martingales M and N . Also let [M ] denote the quadratic variation of M .
is a square integrable martingale with
(ii) Suppose that (3.2) holds. Then, for any
defines a square integrable martingale on [0, T ], which is right continuous with left limits. Indeed,
It follows that [M n ] t converges in probability uniformly on [0, T ] and this certainly proves the claim.
(3.5) holds for all t ≤ T a.s.. In this case we write
and define
To prove that H γ+α p (T ) is a Banach space we need the following result, which is an infinite dimensional extension of Kunita's inequality (for example, see [2, Theorem 4.4.23] ). In fact, if m = 1 then the proof is given in [5] .
Proof. Due to monotone convergence theorem we may assume g k,j = 0 for all i > M and 1 ≤ j ≤ m. By monotone convergence theorem,
ds, which is a square integrable martingale becuase g k are bounded predictable processes. By Burkholder-Davis-Gundy inequality (For example, see [22, Theorem 48] .)
Recall that for any q > 1, (
and Burkholder-Davis-Gundy inequality,
Similarly, in general, for p ∈ (2 n−1 , 2 n ],
Also since for each 2 ≤ q ≤ p,
Thus the lemma is proved. ✷ 
Proof. By Theorem 2.6 and the reasons explained just before Remark 3.1, without loss of generality we assume that Y k t = R m z N k (t, dz). Moreover, due to Remark 2.8 it suffices to prove the theorem only for γ = 0. First we prove (3.9). Let du = f dt + ∞ k=1 g k · dY k t with u(0) = u 0 . For a moment, we assume that g k,j = 0 for all k ≥ N 0 , 1 ≤ j ≤ m and g k,j is of the type 
Then by Burkholder-Davis-Gundy inequality and Lemma 3.3,
Since n |a n | p ≤ ( n |a n | 2 ) p/2 and (
and using the argument used in Remark 3.1(ii) one can show that (3.12) holds in Ω × [0, T ] (a.e.). Also using the inequality (see (3.9 
and taking m → ∞, one finds that (u(t, ·), φ) is right continuous with left limits, and consequently (3.12) holds for all t ≤ T (a.s.). The theorem is proved. ✷
where c = c(d, p, α, ε) is independent of t.
Proof. Note that we may assume α(1/2 − 1/p) < ε < α/2. Let q > p be chosen so that
We will use an interpolation theorem. First, note that
Define an operator A by
Then, due to (2.19) and the inequality
, the linear mappings
and
are bounded and their norms are independent of t. It follows from the interpolation theory (see, for instance, [3, Theorem 5.1.2]) that the operator
is bounded and its norm is independent of t. The lemma is proved. ✷ By the result of Step 1, we may assume that γ = −α/2. The uniqueness is obvious and we only prove the existence and the estimate (3.14). Considering approximation arguments, for a moment, we assume that g k,j = 0 for all k > N 0 and 1 ≤ j ≤ m and that It is known that there exists a constant c > 0 so that cR γ (x) is the kernel of the operator (1 − ∆) (γ+α/2)/2 , that is (1 − ∆) (γ+α/2)/2 f = (cR γ * f )(x). Assumption 4.1 (i) For each x, ξ = ξ(ω, t, x) is predictable, and ξ(ω, t, ·) L 2s ≤ K for each ω, t.
(ii) For each x, u, the processes f (ω, t, x, u), h(ω, t, x, u) are predictable, and |f (ω, t, x, u) − f (ω, t, x, v)| ≤ K|u − v|, |h(ω, t, x, u) − h(ω, t, x, v)| ≤ K|u − v|.
By following the arguments in the proof of [14, Lemma 8.4 ], we get the following 
