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Abstract. This paper presents an improvement of the SCMAS architecture aimed 
at securing SQL-run databases. The main goal of such architecture is the detection 
and prevention of SQL injection attacks. The improvement consists in the incorpo-
ration of unsupervised projection models for the visual inspection of SQL traffic. 
Through the obtained projections, SQL injection queries can be identified and 
subsequent actions can be taken. The proposed approach has been tested on a real 
dataset, and the obtained results are shown. 
Keywords: Multiagent System for Security, Neural Projection Models, Unsuper-
vised Learning, Database Security, SQL Injection Attacks. 
1   Introduction 
Over the last years, one of the most serious security threats to databases has been 
the SQL injection attack [1]. In spite of being a well-known type of attack, the 
SQL injection remains at the top of the published threat list [2]. The solutions pro-
posed so far seem insufficient to block this type of attack because the vast major-
ity of them are based on centralized mechanisms [3], [4] with little capacity to 
work in distributed and dynamic environments. Furthermore, the detection and 
classification mechanisms proposed by these solutions lack the learning and adap-
tation capabilities for dealing with attacks and variations of the attacks that may 
appear in the future. 
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This work presents a novel multiagent solution for anomaly visualization. The 
proposed multiagent system (MAS) is composed of agents with specialized abili-
ties to detect and predict SQL injection attacks [5]. Most of the agents are focused 
on data monitoring and analysis. However, it is necessary to incorporate a new 
agent type with projection ability for anomaly visualization. This agent incorpo-
rates different projection models for data visualization, with the aim of notably 
improving the function of the MAS. As stated in [6], scant attention has been giv-
en to visualization in the security field, although visual presentations help opera-
tors and security managers to interpret large quantities of data. Several attempts 
have been made to apply connectionist models to the field of security, mainly 
based on a classificatory standpoint. A complementary approach is followed in 
this work, in which the main goal is to provide a data projection to visually iden-
tify SQL injection attacks. This idea has been previously applied in the field of 
Network Intrusion Detection [7]. 
The rest of the paper is structured as follows: Section 2 introduces the MAS ar-
chitecture. Section 3 describes the unsupervised projection models. Section 4 
shows the experimental results and, finally, Section 5 presents the obtained con-
clusions and the future work. 
2   A Multiagent Solution for SQL Anomaly Visualization 
The Structure Query Language (SQL) constitutes the backbone of many Data-
base Management Systems (DBMSs), especially relational databases. It carries 
out information handling and database management, but it also facilitates build-
ing a type of attack that can be extremely lethal. SQL injection attacks are a po-
tential threat at the application layer of the TCP/IP protocol stack. Although this 
type of attack has been the subject of many studies; it continues to be one of the 
most frequent attacks over the Internet. SQL injection occurs when the intended 
effect of the SQL sentence is changed by inserting SQL keywords or special 
symbols [1]. 
To deal with such attacks, the SCMAS architecture [5] has been upgraded by 
including a new type of agent named “Visualizer”, which provides the capacity of 
visualization. Its main function is to complement the classification of SQL attacks 
through visualization facilities. As a result, this new agent contributes to improv-
ing  the classification performance of SCMAS. The SCMAS architecture proposes 
a novel strategy to block SQL injection attacks through a distributed approach 
based on the capacities of the SQLCBR agents, which are a particular type of 
CBR-BDI agents [8]. The architecture has been divided into four levels so that the 
specific tasks are assigned according to the degree of complexity. The different 
types of agents located at the different levels of the SCMAS architecture can be 
described as: 
• Sensor: captures datagrams, orders TCP fragments to extract the request’s SQL 
string and executes a syntactic analysis of the request’s SQL string. 
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• FingerPrint: performs a pattern matching of known attacks.  
• DBPattern: updates and adds new patterns to the pattern database. 
• Anomaly: this core component of the architecture carries out a classification of 
SQL strings through detection anomalies. It integrates a case based reasoning 
(CBR) mechanism. 
• Manager: is responsible for the decision-making, evaluation and coordination 
of the overall operation of the architecture.  
• Forecaster: predicts attacks by considering user behavior. 
• LogUser: updates the profile of application users. 
• DB: is responsible for executing queries to the database once the requests are 
classified as legal, and getting the results.  
• Interface: facilitates the interaction between a human expert in charge of secu-
rity and the SCMAS architecture. It can be run on mobile devices. 
• Visualizer: this is the new type of agent proposed in this work for upgrad-
ing the SCMAS architecture. It applies different projection models for 
visualizing the SQL-related data, whose features are described in section 
4.1. As a consequence of that, the SQL injection attacks can be visually 
identified. 
Fig. 1 depicts the upgraded SCMAS architecture, incorporating the Visualizer 
agent and showing the different layers and their respective agents. 
 
Fig. 1 Upgraded SCMAS architecture 
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3   Unsupervised Projection Models 
Projection models are used as tools to identify and remove correlations between 
problem variables, which enable us to carry out dimensionality reduction,  
visualization or exploratory data analysis. In this study, some unsupervised statis-
tical and neural projection models, namely Principal Component Analysis (PCA) 
[9], Curvilinear Component Analysis (CCA) [10], and Cooperative Maximum 
Likelihood Hebbian Learning (CMLHL) [11] have been applied, comparing their 
results. 
PCA [9] is a standard statistical technique for compressing multidimensional 
data; it can be shown to give the best linear compression of the data in terms of 
least mean square error. PCA describes the variation in a set of multivariate data 
in terms of a set of uncorrelated variables each of which is a linear combination of 
the original variables. Its goal is to derive new variables, in decreasing order of 
importance, which are linear combinations of the original variables and are uncor-
related with each other. 
CCA [10] is a nonlinear dimensionality reduction method. It was developed as 
an improvement on the Self Organizing Map (SOM) [12], trying to circumvent the 
limitations inherent in some linear models such as PCA. CCA is performed by a 
self-organised neural network calculating a vector quantization of the submanifold 
in the data set (input space) and a nonlinear projection of these quantising vectors 
toward an output space. As regards its goal, the projection part of CCA is similar 
to other nonlinear mapping methods, as it minimizes a cost function based on in-
terpoint distances in both input and output spaces. Quantization and nonlinear 
mapping are separately performed: firstly, the input vectors are forced to become 
prototypes of the distribution using a vector quantization method, and then, a 
nonlinear mapping of the input vectors is built. 
CMLHL [11] extends the MLHL model [13] that is a neural implementation of 
Exploratory Projection Pursuit (EPP) [14]. The statistical method of EPP linearly 
projects a data set onto a set of basis vectors which best reveal the interesting 
structure in data. CMLHL extends the MLHL model by adding lateral connections 
[11], which have been derived from the Rectified Gaussian Distribution [15]. 
Then, CMLHL finds the independent factors of a data set capturing some type of 
global ordering in the data.  
Considering an N-dimensional input vector ( x ), and an M-dimensional output 
vector ( y ), with ijW being the weight (linking input j  to output i ), then 
CMLHL can be expressed as: 





,                                                              (1) 
2. Lateral activation passing: ( ) ( )[ ]+−+=+ Aybτ(t)yty ii 1                         (2) 
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4. Weight change: ( ) 1||.. −=Δ pjjiij eesignyW η                                              (4) 
Where: η  is the learning rate, τ  is the “strength” of the lateral connections, b  
the bias parameter, p  a parameter related to the energy function [11], [13] and 
A  is a symmetric matrix used to modify the response to the data [11]. The effect 
of this matrix is based on the relation between the distances separating the output 
neurons. 
4   Experimental Results 
To check the proposed Visualizer agents, several unsupervised projection models 
(introduced in section 2) have been applied to a real dataset containing samples of 
the target attacks.  
In the projections shown in this section, normal queries are depicted as circles 
(‘O’), while anomalous ones are depicted as crosses (‘+’). This “class” informa-
tion is used only for visualizations purposes. The projection models are not pro-
vided with such information while being trained as they are based on unsupervised 
learning. 
4.1   Dataset 
A web application with access to a database was developed to check the proposed 
approach. The web application manages a virtual store where different interfaces 
are available to carry out queries on the database. MySQL 5.0 was selected as the 
DBMS to support the web application. Once the database had been created, legal 
queries were sent from the designed user interfaces. These requests were filtered 
to avoid redundancy and only legal SQL queries were gathered to generate the 
dataset. However, in the case of malicious queries, the dispatch of the queries was 
automated using the tool SQLMap 0.5 [16]. This tool is able to fingerprint an ex-
tensive DBMS back-end, retrieve remote DBMS databases, usernames, tables, and 
columns, enumerate entire DBMS, read system files, and much more taking ad-
vantage of web application programming security flaws that lead to SQL injection 
vulnerabilities. Although the SQLMap 0.5 tool generates a wide variety of mali-
cious queries by using different strategies of attack, these queries were also fil-
tered to remove any similar SQL string previously stored.  
The dataset was formed by a set of 1,000 entries for legal and malicious que-
ries. Finally, for the classification process and application of the projection mod-
els, the SQL strings were syntactically analyzed, storing in the dataset the fields 
described in Table 1. 
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Table 1. Dataset fields obtained from the syntactic analysis of SQL queries 
Field Description Type (Values) 
Affected_table Number of tables affected by the query Int (n tables) 
Affected_field Number of fields  affected by the query Int (n fields) 
Command_type Type of declared command in the query Int (0-3) 
Word_GroupBy Number of repetitions of Group By clause Int (n clause) 
Word_Having Number of repetitions of Having clause  Int (n clause) 
Word_OrderBy Number of repetitions of Order By clause  Int (n clause) 
Numer_And Number of repetitions of the And Operator Int (n ops) 
Numer_Or Number of repetitions of the Or Operator Int (n ops) 
Number_literals Number of Literal in the SQL string Int (n literals) 
Number_LOL Number of declared Expressions Literal-
Operator-Literal in the SQL String 
Int (n exprs) 
Length_SQL_String Length of the SQL String Int (n chars) 
4.2   Experiments 
The visualization capability of the Analyzer agent was tested by applying its pro-
jection models (PCA, CCA and CMLHL) to the aforementioned dataset. Fig. 2 
shows the PCA and CMLHL projections of this dataset.  
  
a) PCA projection. b) CMLHL projection. 
Fig. 2 Projections of the analysed dataset 
The PCA projection (Fig. 2.a) is able to depict some structure of the analyzed 
dataset. Although these two first principal components amount to 99.7% of data 
variance, the depicted structure is not related with the normal/anomalous separa-
tion of data. That is, normal queries (circles) and anomalous queries (crosses) are 
mixed up in most of the groups that can be identified in Fig. 2.a. 
Fig. 2.b shows the CMLHL projection of the analyzed dataset. Several clusters 
can be identified in this figure, most of them having a kind of internal organization 
differentiating normal queries from anomalous ones. 
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Fig. 3 CCA projection of the analysed dataset 
Finally, CCA was applied to the dataset, as can be seen in Fig. 3. This projec-
tion model is able to depict the data in a way that most normal queries can be 
grouped, excluding the anomalous ones. Some normal and anomalous queries are 
overlapped, what would be considered as false positives/negatives.  
From this experimental setup, we can conclude that CCA provides the best pro-
jection of the dataset under analysis, outperforming PCA and CMLHL. The CCA 
projection (Fig. 3) allows the visual identification of anomalous queries, as most 
of them can be distinguished from normal traffic. 
5   Conclusions and Future Work 
This paper presents a novel solution based on a new hierarchical MAS for visual-
izing SQL traffic. It allows the detection of SQL injection attacks by differentiat-
ing them from normal SQL queries. This solution combines the advantages of 
MASs, such as autonomy and distributed problem solving, with the visualization, 
learning and adaptation capabilities of unsupervised neural projection models. The 
proposed approach solves one of the lacks of the SCMAS architecture: the visuali-
zation of the data in an effective and intuitive way. Further work will focus on the 
combination of the new visualization abilities with the classification process  
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