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ABSTRACT
Current applied intelligent systems have crucial shortcomings either in reasoning the gathered knowl-
edge, or representation of comprehensive integrated information. To address these limitations, we
develop a formal transition system which is applied to the common artificial intelligence (AI) sys-
tems, to reason about the findings. The developed model was created by combining the Public
Announcement Logic (PAL) and the Linear Temporal Logic (LTL), which will be done to analyze
both single-framed data and the following time-series data. To do this, first, the achieved knowledge
by an AI-based system (i.e., classifiers) for an individual time-framed data, will be taken, and then,
it would be modeled by a PAL. This leads to developing a unified representation of knowledge, and
the smoothness in the integration of the gathered and external experiences. Therefore, the model
could receive the classifier’s predefined -or any external- knowledge, to assemble them in a unified
manner. Alongside the PAL, all the timed knowledge changes will be modeled, using a temporal
logic transition system. Later, following by the translation of natural language questions into the
temporal formulas, the satisfaction leads the model to answer that question. This interpretation in-
tegrates the information of the recognized input data, rules, and knowledge. Finally, we suggest a
mechanism to reduce the investigated paths for the performance improvements, which results in a
partial correction for an object-detection system.
1 Introduction
Nowadays, artificial intelligence (AI) is inseparable from real-world applications. Besides, the classification, which
is considered as the classic application of AI-based algorithms, the cognitive understanding is also gained significant
attention more recently. The current works on visual understandings of both image (see [1], [2], and [3]), and video
(see [4], [5], and [6]) show the importance of data understandings. Although to date developed approaches get more ac-
curacy via proposing new approaches, there is no certain approach formed to solve such problems, entirely. Moreover,
due to the probabilistic nature of most of these approaches, it seems that it is impossible to attain complete accuracy
in the near future.
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To be more precise, followed by the accessing of current works, the process of data understanding could be divided
into the following steps: the first and the most popular one is the object recognition from the input data, for which
there are many solutions, with fairly great performances [7]. The next step is the knowledge extraction, which is a
way to understand the knowledge acquired in the initial step. Herein, objects will be transformed into symbols, in
which they could be shared and aggregated in a modal logic approach [8]. Following that, for a reasoning system, it
is mandatory to interpret guaranteed rules which could be fed into the system, using predefined protocols (i.e., “cat is
an animal”). The final step is to collect a set of knowledge that would lead a model to answer ordinary questions. The
last three steps will be discussed further in this study.
1.1 Related Work
Although, comprehensive definition of AI has always been a challenge between scientists, the reasoning is one of the
most mentioned and agreed dimensions of AI (see [9], [10], [11], [12]). This dimension of AI is trended in most
science fields, due to the availability of big and high-quality datasets [13], fast progress of natural language, image,
and video processing systems (which could be assumed video as an ordered set of images [14], [15]). Furthermore,
it motivates the most recent works in this area to target Visual data understanding and question answering [16], and
natural language queries [17], [18]. For instance, a question-answering (QA) reasoning system is developed by [19]
which was a combination of methods developed in previous works in QA reasoning systems. Further, they introduced
an algorithm to select the best paths of commonsense knowledge, in order to get the whole inference required for QA.
Although, the method works well for the specific applications, yet, it is not a general solution for the QA problem.
Following this method, and together with systematic analysis of popular knowledge resources and the knowledge-
integration methods, [20], stated a modeling solution “non-extractive commonsense QA”, which is more accurate but
still does not cover all such problems. More recently, the “CoLlision Events for Video REpresentation and Reasoning”
(CLEVRER) method developed by [16], which is a reasoning system in video streams based on human intelligence.
In this research, unlike most previous studies, “causal structures” are taken into account. Also, this model could
answer four main varieties of questions, which are descriptive (e.g., “what color”), explanatory (“what’s responsible
for”), predictive (“what will happen next”), and counterfactual (“what if”). Hereabouts, the method for the extraction
of features from the video frames is ResNet-50 [21], which is a well-known object detection method. This method
(CLEVRER) is one of the most accepted methods in such a field. Due to the characteristics of the reasoning systems
together with the power of the temporal logic in formalizing natural language into formulas, this kind of model gained
more interested in reasoning systems [22]. In a new perspective, the Metric Temporal Logic (MTL), which is an
extension of the Linear Temporal Logic (LTL), was studied in [23] to handle stochastic state information. Considering
the modal logic in such problems would lead to a new way of problem-solving, because this approach seems suitable
for such problems.
1.2 Motivation
This study aims to provide a flexible reasoning system, which could render the knowledge achieved by AI-based sys-
tems. Hither, we are going to develop a model to be applied to the existed classifiers, to translate the information
attained from the results. Besides, our model could handle multi-knowledge flow in a multi-classifier scenario. More-
over, in the developed model, the obtained knowledge by classifiers will be aggregated in a defined and unified format.
Accordingly, the analysis would be performed considering each scenario of the collaboration for such classifiers (i.e.,
the investigation of knowledge of each agent, a group of agents, knowledge which is distributed between agents, etc.).
Herein, the verification of the investigated formulas will be proposed for such a statement using the definition of “ver-
ified formula” which is provided by [8]. Furthermore, a human language to the defined temporal formula translation
approach is addressed, to get a more expressive model, and also to confirm the power of the adaption of such a model
in real-world applications. Finally, a strategy for determining the probability of each state-transition is also suggested.
These probabilities assist us to apply the method in a more optimized fashion. This final adjustment directs us to a
“correction for time-series data” strategy for time-series object detection algorithms.
2 Problem Definition
In this section, we are going to define the problem that we will be solving in this study. There are many definitions
for intelligent agents. One of the most common out of all, is to develop human-like reasoning from input data. There
are many approaches in which objects, referred to as knowledge, could be extracted from input data. But still, there
is a lack of a generalized system to model to infer from gained knowledge. To reach that kind of intelligence from a
classifier, we developed a model in the following steps:
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1. Assume the classifier as an artificial neural network (ANN), which is the most common way for classifying
approaches, this kind of classifier could not guarantee full accuracy. These classifiers are based on statistical
methods, and the accuracy is based on the architecture and training set. Even by the assumption of good
architecture, if a new input data fed into an ANN, the network could not guarantee the correct output. To
overcome this problem, [24] presented an approach to verify predefined properties in such models. This
method leads these models to verify properties for each input. In the case that the property could not be
verified, [8] developed a multi-agent epistemic logic model to find all possible outcomes concerning that
property, by that multiple classifiers. By applying this method, the outcome of the classifier would be a set of
possible outputs(i.e., possible worlds).
2. Generally, the set of knowledge is directly driven by classifiers. This set of knowledge contains the classes of
found objects, yet from a real-world perspective, each detected object would contain more information (i.e.,
ontology rules). To reflect this, an intelligent agent should understand the category of the object together with
sub-categories which are fed in as input rules. In this model, for each possible class of object, predefined
inferences would be extracted in a unified and formal manner.
3. The previous developed model was exclusively designed for a single-framed data, therefor the time-series
data could not be considered. To bring them into consideration, we developed a combination of temporal
logic transition system [25] with the developed epistemic logic model. This leads us to extract all possible
sequences (named execution path) of knowledge represented in time-series data.
4. Here, input-output would be in question-answering format. Accordingly, to get an outcome from the devel-
oped model, the model should provide an answer to respecting questions that are asked. To do this, first, all
possible answers would be extracted due to the asked question. Then, using preexisted approaches, natural
language statements will be translated into temporal formulas. Finally, each formula of every possible answer
would be investigated in the developed temporal model and the satisfying formula reflects the answers to the
question.
5. The verification in this transition system is also defined by modifying the verification definition in [24] and
[8]. Accordingly, the situation of the answer would be determined (whether it is a verified answer, possible
answer, verified for a single classifier or it needs some information to get a possible/verified answer).
6. The space state explosion, and following that, numerous execution paths could make the proposed method
very time and space consuming in large models. To overcome that difficulty, an approach is developed, to
find the most probable path and investigate the satisfaction on that path. This method for finding the most
probable path could be lead us to a data-stream correction (if there are misclassifications in small fractions of
such data), in semi-continuous data-streams.
Here, we are going to do the mentioned steps as an example of a video stream and classifiers. In this case, classifiers
could determine objects appearing during the video, following by extracting all possible outcomes for each image
known as data-frame. Then, by collecting all input rules of objects (i.e., an input rule could be “elephants” are
“animals” so in each possible situation an “elephant” detected, we infer that an “animal” is also detected) each possible
outcome will be enhanced for each image in the video. Next, by placing the model of all possible situations for images
in a hierarchical sequencing the transition system would be made. Consequently, we could investigate the satisfaction
of formulas that are created by the translation of questions. After that, for the sake of the performance, we will
calculate the probability of each transition relation, following that, finding the most probable execution path. In the
fig 1 a model for two-framed data is illustrated, in which the most probable path is w0,0w1,0w2,0w3,0. This path could
lead us to correct the misclassifications of classifiers.
3 Public Announcement Logic
In this section, we are going to introduce a logical model for interpreting single-framed data. Following each step of
the development of the model, an application of such a model was represented. The epistemic model is based on an
extension of PAL that is mentioned in [8]. It will be applied to extract knowledge from a single-framed data (i.e., an
image).
Let us, first introduce the syntax and semantics of the logic. The syntax of the language PAL is as follows, in BNF:
φ ::= p | ¬φ | (φ ∧ φ) | Kiφ | DAφ | [φ]φ.
Where p as a propositional variable (atomic formula) is a pair of the form (x, c), in which x denotes the input data and c
denotes the target class. We also notice thatKiφ read as “i-th classifier knows φ”. In other words, the i-th classifier was
assured about the truth value of φ, so φ could be named a “robust” knowledge for the classifier i. Followed that,DAφ
3
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Figure 1: A combination of transition system and epistemic model for two-framed data. The probability of each
transition is also determined. The most probable execution path out of all 36 possible ones is w0,0w1,0w2,0w3,0
M1 = (W1, R1, V1),W1 = {w1,0, w1,1, w1,2}, R1 = {(w1,0, w1,1), (w1,0, w1,2), (w1,1, w1,2)};
M2 = (W2, R2, V2),W2 = {w2,0, w2,1}, R2 = {(w2,0, w2,1)};
T S = (S,R, s0, s−1,→, L),
S = w0,0,∪W1 ∪W2 ∪ w3,0, s
0 = w0,0, s
−1 = w3,0,
R = R1 ∪R2,
→= {(w0,0, w1,0), (w0,0, w1,1), (w0,0, w1,2), (w1,0, w2,0), (w1,0, w2,1), (w1,1, w2,0),
(w1,1, w2,1), (w1,2, w2,0), (w1,2, w2,0), (w2,0, w3,0), (w2,1, w3,0)};
read as “φ is a distributed knowledge in a group A of classifiers”. The formulaDAφ holds exactly when, aggregation
of knowledge of agents in the group A, satisfies φ. Here, the formula φ will be named a “robust” knowledge within
groupA. The robustness of formula φ ensures that the formula is verified by those classifiers [8]. Finally, the formula
[ψ]φ read as “after a correct announcement of ψ, φ will holds”. By employing this operator, it could investigate that,
which knowledge is significantly missing. In other words, by adding which information, the system could satisfy the
inspecting formulas.
A PAL Kripke model is a tuple M = (W,R1, . . . , Rn, V ), whereW = {w1, . . . , wk} is a set of worlds (hereabouts
the setW is a representative for all possible output results of the input data), Ri ⊆ W ×W is an equivalent relation
between worlds for each classifier i in {1, . . . , n}. The intended meaning of sRis′ relation is, the worlds s and s′
cannot be distinguished by i-th classifier. And finally, V : W −→ 2Prop is the evaluation function specified that the
knowledge represented in any world, where Prop is the set of all atoms. We extend the evaluation function V to all
formulas as follows:
• M, w |= p iff p ∈ V (w),
• M, w |= ¬φ iff M, w 2 ϕ,
• M, w |= φ ∧ ψ iff M, w |= φ andM, w |= ψ,
• M, w |= Kiφ iff ∀v ∈ Ri(w),M, v |= φ,
• M, w |= DAφ iff ∀v ∈ RA(w),M, v |= φ, where RA :=
⋂
i∈A
Ri.
• M, w |= [ψ]φ iff M, w |= ψ impliesMψ, w |= φ.
The intended meaning of satisfaction of an atomic formula (x, c) in a worldw is “the class c has appeared as respective
classifier’s output class for the input data x”. We also mention that for every formula φ and ψ, φ  ψ means that for
every modelM , and every point w ∈M ,M,w  φ implies thatM,w  ψ.
In the following example, we applied the model on an image as an input.
Example. (Representation of an Image) Assume that, we have an image as input, with some objects on the picture.
The classifiers are trained by the same sets of objects as an output class. Moreover, it is assumed that the classifiers are
multi-object detectors, which means they could detect more than one object class in the output if they exist. The next
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assumption in this section is, the rules of relations between objects and their features are given (i.e. dog is an animal
and has two eyes, four legs, etc.). There are many approaches for this purpose, for example, the rules or categories
could be derived from object tags in a natural language processing (NLP) model (see [26], [27]).
Remark: 1. (Sub-features of a result class) Hereby, for each image, we have a Kripke model, in which, each word
contains a possible outcome from the image, which are detected by classifiers. So, it can be writtenM,w  (x, c1) ∧
· · ·∧(x, ck), P (w) = {(x, c1)∧· · ·∧(x, ck)}. Moreover, each output class has some other features that could be driven
from it. For instance, a human knows that “cats” are animals, they have two eyes, four legs, etc. To be more formal,
for each output class (x, ci), it could be written (x, ci)  (x, ci1 ) ∧ · · · ∧ (x, cim ), in which (x, cij ) is a concluded as
a feature of (x, ci). Note that, it could be even more nested, in other words, (x, cij )  (x, cij1 ) ∧ · · · ∧ (x, cijl ) and so
on.
2. (Verification of a sub-features) Here, if there is only one possible world for the input image, the outcome is
“robust” and this means that the output is verified concerning the predefined property [8]. In the case that there
is more than one possible world represented for the image, it is also possible to find some other robust features.
To introduce this kind of robustness, assume that two possible worlds w,w′ are possible ones for the input image.
The world M,w  (x, “Chair′′) ∧ (x, “Cat′′) and M,w′  (x, “Chair′′) ∧ (x, “Dog′′), we could say that M 
(x, “Chair′′) ∧ (x, “Animal′′) it represents that the image robust for “Chair′′ and “Animal′′. It is derived from
the fact (x, “Dog′′)  (x, “Animal′′), (x, “Cat′′)  (x, “Animal′′). This kind of verification will be more useful
in the process of reasoning about questions. For illustration, assume that the question asks information about existing
“animals” in the image and doesn’t care which animal showed in the image. So we could provide the verified answer
about existing animals. As an illustration, algorithm 1 developed to aggregate all available knowledge, including
the classifier’s knowledge and sub-features. The output of this algorithm would be a Kripke model. Moreover, in
algorithm 2 satisfaction of PAL formulas will be determined.
Algorithm 1 The Single-Framed Knowledge Extraction (SFKE) function shall collect the knowledge, produced by
classifiers, together with the aggregation of external subset rules, we also use MASKS function developed in [8].
Let C as the set of classifiers, ζ as the set of rules, x0 as the single framed input data, and η as the defined confident
neighborhood
1: function SFKE(C, ζ, x0, η)
2: ⊲ V could be driven from the modelM
3: R,M :=MASKS(C, x0, η)
4: for all possible world w ∈M do
5: for all atomic formula p ∈ w do
6: Add all sub rules of p defined in ζ to V (w).
7: returnM
Algorithm 2 The PAL Satisfaction function (PALS) shall investigate the satisfaction of PAL formulas.
Let φ as the PAL formula,M as the Kripke model, and w as a world
1: function PALS(φ,M, w)
2: ⊲ Ri and V could be driven from the modelM
3: if φ is an atomic formula then
4: return φ ∈ V (w)
5: ⊲ This will be true if φ ∈ V (w) and false otherwise
6: if φ is in form of ¬ψ then
7: return ¬ PALS(ψ,M, w)
8: if φ is in form of ψ1 ∧ ψ2 then
9: return PALS(ψ1,M, w)∧PALS(ψ2,M, w)
10: if φ is in form ofKiψ then
11: return ∧w′PALS(ψ,M, w
′);∀w′ ∈ Ri(w)
12: if φ is in form ofDAψ then
13: RA :=
⋂
i∈A
Ri
14: return ∧w′PALS(ψ,M, w′);∀w′ ∈ RA(w)
15: return false
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4 Linear Temporal Public Announcement Logic (LTPAL)
In this section to extract all possible sequences, named execution paths, of knowledge represented in time-series data,
we introduce an LTL extension of PAL by the following grammar, in BNF:
φ ::= p | ¬φ | (φ ∧ φ) | Kjφ | DAφ | [φ]φ
Φ ::= φ | (¬Φ) | (Φ ∧ Φ) | XΦ | [ΦUΦ]
Here, the temporal operators are XΦ (in the neX t data-frame Φ must be true) and [ΦUΨ] (Ψ must remain true Until
Φ becomes true). To define the Kripke semantic of this logic, assume thatM0 = ({w00}, R00 , . . . , R0k , V0),
M1 = (W1, R10 , . . . , R1k , V1), . . .
,Mn−1 = (Wn−1, R(n−1)0 , . . . , R(n−1)k , Vn−1)
,Mn = ({wn0}, Rn0 , . . . , Rnk , Vn) are PAL models, where Wi’s are mutually disjoint sets, and V0(w00) =
Vn(w00) = ∅.
We build a new model T S = (S,R, s0, s−1,→, L), known as a transition system, in which S =
⋃n
i=0Wi is the set of
states, R = {Rij | 0 ≤ i ≤ n, 0 ≤ j ≤ k}, s
0 = w00 and s
−1 = wn0 are initial and final states,→= Wi×Wi+1, 0 ≤
i < n are transition relations, and the labeling function L : S −→ 2Prop which assigning propositional letters to states
is defined by L(wij ) = Vi(wij ), for each wij ∈Wi.
An executive path π
i...j
T S
in the model T S is a sequence of worlds wiwi+1 . . . wj where wi → wi+1 → · · · → wj for
wk ∈ Wk, i ≤ k ≤ j. A executive path π
i...j
T S
is called total and denoted by πT S if wi = s
0 and wj = s
−1. The set of
all total executive path will be denoted by ΠT S . Next, we introduce the semantics for LTPAL as follows:
• T S, πi...j
T S
 φ iff T S, wi  φ,
• T S, πi...j
T S
 XΦ iff T S, πi+1...j
T S
 Φ,
• T S, πi...j
T S
 [Φ1UΦ2] iff there exist m, i ≤ m ≤ j, T S, π
m...j
T S
 Φ2, and for all k, i ≤ k < j, we have
T S, πi...kT S  Φ1.
We notice that in the first clause above we look at the transition system T S over PAL formulas simply as a Kripke
model. Moreover, the algorithm 3 is developed to create a transition system from PAL models.
By the function TEMS developed in algorithm 4, temporal formulas could be investigated. Other temporal operators
could be driven from the two operators next (XΦ), and until (UΦ) in the following way:
• FΦ ≡ [⊤UΦ]
• [ΦRΨ] ≡ ¬[¬ΦUΨ]
• [ΦWΨ] ≡ [ΨR(Φ ∨Ψ)]
• GΦ ≡ [⊥RΦ]
The intended meaning of future (FΦ) is “eventually Φ becomes true”, global (GΦ) is “Φ must remain true forever”,
release ([ΦRΨ])) is “Ψ remains true until and including when Φ becomes true, if Φ never become true, Ψ always
remains true”, and weak until ([ΦWΨ]) is “Φ has to remains true at least until Ψ; if Ψ never holds, Φ must always
remains true” [28], [29].
4.1 Formalizing Questions and answers in LTPAL
Easy interpretation of human language in modal logics (especially in LTL) is one of the most important strengths of
such logics (see [30],[31], and [32]). This kind of interpretation could help robots to react to human orders [33]. In
order to convert the question into a formula, first of all, we need to extract all possible answers to the question. Then
after converting each possible answer to LTL formula using the existing -and abovementioned- approaches we will
investigate the satisfactory of each answer. The developed model would lead us a PAL modifications on such LTL
formulas. To explain that let Φ(p1, . . . , pσ) be a LTL translated formula and φi, 1 ≤ i ≤ σ is a PAL formula. Then
Φ(φ1, . . . , φσ) is obtained form φ by substituting each of pi with φi, for all 1 ≤ i ≤ σ, respectively. For instance,
for Φ(p1, p2) = G[p1UXp2], φ1 = ¬DA¬p1, and φ2 = Kip2, we have Φ(φ1, φ2) = G[(¬DA¬p1)U〈X(Kip2)〉],
which, for the transition system T S and the investigated execution path πT S , means that “p1 should always be a
possible answer until in the world which right after, p2 is a robust knowledge for the i-th agent”. By defining a way for
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Algorithm 3 The Time-Series Transition System (TSTS) function shall create the transition system by the given input
information.
Let C as the set of classifiers, ζ as the set of rules, X as the time-series input data of size k, and η as the predefined
confident neighborhood
1: function TSTS(C, ζ,X, η)
2: ⊲M = (W,R1, . . . , Rn, V )
3: S := {w0}
4: W ′ := {w0}
5: R1, . . . , Rn := {(w0, w0)}
6: s0 := w0
7: s−1 := w0
8: → := ∅
9: L(w0) := ∅
10: T S := (S,R1, . . . , Rn, s0, s−1,→, L)
11: for all x0 in X do
12: M := SFKE(C, ζ, x0, η)
13: ⊲ Kripke modelM = (W,R′1, . . . , R
′
n, V )
14: S := S ∪W
15: R1, . . . , Rn := R1, . . . , Rn ∪R
′
1, . . . , R
′
n
16: for all w ∈W and w′ ∈W ′ do
17: → :=→ ∪ {(w′, w)}
18: W ′ := W
19: W := {wk+1}
20: S := S ∪W
21: R1, . . . , Rn := R1, . . . , Rn ∪ {(wk+1, wk+1)}
22: s−1 := wk+1
23: for all w ∈W and w′ ∈ W ′ do
24: → :=→ ∪ {(w′, w)}
25: return T S
Algorithm 4 The TEMporal Satisfaction function (TEMS) function shall investigate the satisfaction of LTL formulas.
Let Φ as the LTL formula, T S as the transition system, and w as a world
1: function TEMS(Φ, T S, πi...jTS )
2: ⊲→ could be driven from the model T S
3: if i > j then
4: return false
5: if Φ is a PAL formula then
6: return PALS(Φ,M, wi)
7: ⊲ let wi as first world in path π
i...j
TS
8: if Φ is in form of ¬Ψ then
9: return ¬ TEMS(Ψ, T S, πi...jTS )
10: if Φ is in form of Ψ1 ∧Ψ2 then
11: return TEMS(Ψ1, T S, π
i...j
TS )∧TEMS(Ψ2, T S, π
i...j
TS )
12: if Φ is in form ofXΨ then
13: return TEMS(Ψ, T S, πi+1...jTS )
14: if Φ is in form of [Ψ1UΨ2] then
15: if TEMS(Ψ2, T S, π
i...j
TS ) then
16: return true
17: while TEMS(Ψ1, T S, π
i...j
TS ) do
18: i := i+ 1
19: if TEMS(Ψ2, T S, π
i...j
TS ) then
20: return true
21: return false
7
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introducing robustness and possibility for a classifier, together with the definition of verified and possibility concerning
a group of classifiers, answers could be labeled to assure the questioner, “how reliable is this answer”. This would
lead us to design a more proper system for critical applications. Moreover, by capturing missing knowledge, it could
be caught that which knowledge is mandatory for the system which is not discovered by classifiers or external, and
which part of the system could be manipulated to obtain the missing information. In the following, we would like to
introduce when a formula is verified, possible, robust or it is missing information in our model:
1. The formula Φ(p1, . . . , pσ) is verified for the group A of classifiers exactly when, for all πT S ∈ ΠT S we
have TS, πT S  Φ(DAp1, . . . , DApσ).
2. The formula Φ(p1, . . . , pσ) is a possible scenario for the group A of classifiers exactly when, there exists
πT S ∈ ΠT S , in which we have TS, πT S  Φ(¬DA¬p1, . . . ,¬DA¬pσ).
3. The formula Φ(p1, . . . , pσ) is robust with i-th agent’s perspective exactly when, for all πT S ∈ ΠT S , we have
TS, πT S  Φ(Kip1, . . . ,Kipσ).
4. The formula Φ(p1, . . . , pσ) is possible with i-th agent’s perspective exactly when, there exists πT S ∈ ΠT S ,
in which we have TS, πT S  Φ(¬Ki¬p1, . . . ,¬Ki¬pσ).
5. A PAL formulaψ is called a verified-missing information for a formulaΦ(p1, . . . , pσ) in groupA of classifiers
exactly when, there exists πT S ∈ ΠT S , in which we have TS, πT S 2 Φ(DAp1, . . . , DApσ) and for all
πT S ∈ ΠT S , we have TS, πT S  Φ([ψ]〈DAp1〉, . . . , [ψ]〈DApσ〉).
6. A PAL formula ψ is called a possible-missing information for a formula Φ(p1, . . . , pσ) in group A of clas-
sifiers exactly when, for all πT S ∈ ΠT S , we have TS, πT S 2 Φ(¬DA¬p1, . . . ,¬DA¬pσ) and there exists
πT S ∈ ΠT S , in which we have TS, πT S  Φ([ψ]〈¬DA¬p1〉, . . . , [ψ]〈¬DA¬pσ〉).
7. A PAL formula ψ is called a verified-missing information for a formula Φ(p1, . . . , pσ) of i-th classifiers
exactly when, there exists πT S ∈ ΠT S , in which we have TS, πT S 2 Φ(Kip1, . . . ,Kipσ) and for all
πT S ∈ ΠT S , we have TS, πT S  Φ([ψ]〈Kip1〉, . . . , [ψ]〈Kipσ〉).
8. A PAL formula ψ is called a possible-missing information for a formula Φ(p1, . . . , pσ) of i-th classifiers
exactly when, for all πT S ∈ ΠT S , we have TS, πT S 2 Φ(¬Ki¬p1, . . . ,¬Ki¬pσ) and there exists πT S ∈
ΠT S , in which we have TS, πT S  Φ([ψ]〈¬Ki¬p1〉, . . . , [ψ]〈¬Ki¬pσ〉).
Example. (Representation of a Video) In the previous chapter, a PAL logic for representing image data was il-
lustrated. In this example, assume that the given finite video stream contains n − 1 images, and models of epis-
temic information extraction for these images are assumed to be M1 = (W1, R10 , . . . , R1k , V1), . . . , Mn−1 =
(Wn−1, R(n−1)0 , . . . , R(n−1)k , Vn−1). By adding two dummy models M0 and Mn the transition model T S =
(S,R, s0, s−1,→, L) could be created.
For clarification, we will describe a real-world situation: assume that, there is a medical clean-room in an Operating
theater, which is monitored by a camera. The recorded video will be fed into a set of classifiers A, which are fairly
accurate. The room will be cleaned with an air conditioner together with an ultra-violet (UV) led. As it is known that
the UV led would damage humans, thus, it must be turned off while a person is in the room. On the opposite, the air
conditioner should work during the appearance of a person in that room, it also should be stopped in an empty room
for saving electricity power. So, the first protocol is to “shout down UV while any person monitored”, and the second
one is “shout down the air conditioner when no one is in the room”. The classifiers should answer the vital question
of “How much the protocols are robust?”.
Let p as “at least a human exists” and q as “the UV is on”, and r as “air conditioner is on”. The LTL formulas for first
question is:
• G(p⇒ X¬q): which is the translation of “by observation of human, the UV should be shouted down”.
• For all πT S ∈ ΠT S , TS, πT S  G(DAp ⇒ X〈DA¬q〉): by satisfaction of this formula the satisfaction of
the property would be verified within the groupA.
• There exists πT S ∈ ΠT S , TS, πT S  G(¬D¬p ⇒ X〈¬Dq〉): by satisfaction of this formula, there is a
scenario in which the formula holds. It means that this property is possible within the group A.
• For all πT S ∈ ΠT S , TS, πT S  G(Kip ⇒ X〈Ki¬q〉): by satisfaction of this formula, this property would
be robust for i-th classifier.
• There exists πT S ∈ ΠT S , TS, πT S  G(¬Ki¬p⇒ X〈¬Kiq〉): by satisfaction of this formula, i-th classifier,
consider this property as a possible one.
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More handily, for all πT S ∈ ΠT S , TS, πT S  G(¬DA¬p ⇒ X〈DA¬q〉) will ensure the system in any possible
situation, the possible existence of anybody should enforce UV-let to turned off. Accordingly, this system leads us to
investigate whether protocols are followed or not. Besides, it can be observed that any error by the system is caused
by which classifier.
5 Finding most probable paths in a semi-continuous stream
Traversing all paths in the developed transition system could be very time-consuming, concerning the size of PAL
models. Fortunately, the computation could be reduced in special conditions to reach an applicable approach. In
particular, and for instance, image frames of video streams are strongly correlated with the next and previous image
frames [34]. In other words, it could be assumed, the video stream as semi-continues data and the overall changes
between frames should be minimal. It also could be assumed as a Markov-chain memoryless data flow, which means
every data frame is just related to its previous data frame. Using this property of video streams together with recent
technology of NLP the most probable path could be determined. Here, we will calculate the changes by the label of
objects represented in frames and finding the most probable path among all possible paths. As it mentioned before, the
set of paths ΠT S in the transition system T S are created by worlds of n+ 1 modelsM0, . . . ,Mn, in which relations
are between two successive worlds of models Mi and M(i+1). To find out the similarities and differences between
two worlds, first, we extract word-tags of true atomic formulas in each world, and then we will find the probability of
each relation by NLP approaches, by finding the tags’ similarities in both worlds (see [35], [36], [37]). After finding
the similarity score of each transition relation, the most possible path could be found in time complexity O(| → |)
by following a greedy algorithm. To introduce the approach, we assume the transition system was made of n + 1
PAL models Mi = (Wi, Ri1 , . . . , Rin , V ), 0 ≤ i ≤ n. Let minπ
0...(i−1)
T S
→ wij be the best found path of length
i + 1, starting at the initial state s0 to the world wij , and also let P→i
j,k
be the represented probability score between
worlds wij and w(i+1)k (which is calculated similarity between tags in worlds wij and w(i+1)k by the NLP algorithm,
i.e. Siamese [37]). The possibility score of the most probable path from s0 to w(i+1)k is Pminpi0...iT S →w(i+1)k
=
minj(Pminpi0...(i−1)
T S
→wij
× P
→
j,k
i
) and the path would beminπ0...iT S → w(i+1)k ≡ minπ
0...(i−1)
T S
→ wij → w(i+1)k .
By continuing this approach to the state s−1 the best path would be converged into one and the most possible path
would be found. This path could be applied in many real-world applications, i.e., a frequent mistake in the video
stream object detection systems is misclassifications in some special frames, because of the exceptional situation of
the object. Employing this algorithm would lead to getting rid of the partial misclassifications. Moreover, the above
mentioned epistemic formula could be applied in the most probable path for reducing the time of computations. The
algorithm 5 is also developed to find the most probable path among the transition system.
Algorithm 5 TheMost Probable Path Extraction (MPPE) function shall collect the most possible path of a data-stream.
The similarity score of tags in the 3rd line could be found with any arbitrary NLP algorithms.
Let T S as a transition system
1: function MPPE(T S)
2: for all (wi, wi+1) ∈→ do
3: P(wi,wi+1) := similarity score of tags in wi and wi+1
4: for index ∈ {1, . . . , length(πT S)} do
5: for all wi ∈ Wi do
6: minPwi := 0
7: minπwi := ∅
8: for all π0...iT S = minπ
0...i−1
T S
→ wi do
9: if Ppi0...i
T S
> minPwi then
10: minPwi := Ppi0...i
T S
11: minπwi := π
0...i
T S
12: returnminπs−1
6 Conclusions
The statistical nature of most common classification algorithms, together with reaching a high accuracy in most applied
applications (i.e. classification, NLP, etc.) made them so popular, but unfortunately, the reasoning about answers seems
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so complicated. Accordingly, the logical point of view in classification problems to extract information and reasoning
should be get noticed in critical cases. In the introduced approach, first, a straight way is represented to aggregate
knowledge acquired by any classification or by any input rules, in a unified manner. Next, by introducing an LTL-
based transition system, the flow of knowledge in time-series data is modeled. Later, to answer any question, all
possible answers will be converted to LTL formulas. Such formulas could be investigated in the developed model, so,
satisfied formulas could be reported as answers. The reliability of answers could also be investigated using defined
robustness and verification concepts. Moreover, it is possible to catch missing information that could lead the system to
the answer, for any level of reliability. The captured missing information could lead us to find out classifiers’ shortages
of information and the cause of the wrong decision makings. In the final part, an approach was developed to find the
most probable path in order to reduce the state-space in larger models.
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