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Par définition, le rôle de la machine est d’assister, voire de remplacer l’humain dans des tâches
fastidieuses, répétitives, ou dangereuses. Dans un premier temps, les automates se sont imposés
en maîtres dans l’industrie. Capables de réaliser des suites d’actions prédéfinies, ils excellent dans
la reproductibilité et la précision des tâches auxquelles ils s’attellent. Cependant, leur manque
d’adaptabilité ne leur permet pas de se positionner sur tous types de travaux. Une grande part
d’autonomie est nécessaire afin d’exécuter des tâches plus complexes, qui requièrent une réactivité
aux changements de l’environnement. Ainsi, sortir d’un environnement contrôlé pour évoluer en
environnement naturel, nettement plus complexe, n’est pas une tâche que l’on peut confier à un
système seulement capable d’actions comme l’automate. Ce genre de tâches est plus généralement
réservé aux robots.
Contrairement à un automate, qui ne fait qu’agir dans son environnement, le robot interagit.
En ce sens, on entend qu’il est doté d’une capacité de perception, d’analyse et de prise de décision,
et d’action. Il agit en réponse à des stimuli externes avec un certain degré d’autonomie. La capa-
cité de perception d’un robot est intrinsèquement liée à la présence de capteurs, qui permettent
à la machine de recueillir des données, à la fois sur elle-même, mais aussi sur son environnement.
Avec la complexification des tâches confiées aux robots, la perception de l’environnement, aussi
appelée perception de scène, doit se faire de manière plus complète, plus fine. Améliorer cette
perception passe alors généralement par l’acquisition d’une plus grande quantité de données, à
l’aide de capteurs redondants, mais aussi par la multiplication des types de capteurs différents.
On fait référence à cette multiplicité des types de capteurs par le terme de multimodalité.
Parmi les tâches les plus complexes confiées à des robots, la navigation autonome démontre
parfaitement l’intérêt de la multimodalité. Une grande adaptabilité et une perception de scène
efficaces sont nécessaires lorsque l’on doit faire face à des changements de luminosité jour/nuit, à
la diminution de distance de vue que peut provoquer le brouillard, ou à la géométrie du véhicule
qui implique des angles de vue réduits, à la gestion des imprévus (accidents, comportements
erratiques des autre usagers, mais aussi cyclistes et piétons)... De nombreux capteurs ont été
développés ou adaptés pour ces circonstances, comme par exemple les télémètres laser et les
radars qui sont insensibles aux conditions d’ensoleillement et de brouillard et compensent ainsi
les manques des cameras opérant dans le spectre de la lumière visible.
Pourtant, si la multimodalité semble alors la solution à de nombreux problèmes, elle apporte
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2aussi son lot de difficultés. L’exploitation de données issues de modalités différentes nécessite
généralement de connaître la configuration géométrique, c’est-à-dire l’orientation et la position,
de chaque capteur relativement aux autres. Le processus d’estimation de cette configuration,
aussi appelé recalage de capteurs, ou estimation de pose suivant la littérature, est un sujet
particulièrement étudié depuis les débuts de la recherche en vision par ordinateur.
L’accès désormais trivial à des moyens de communication sans fil rapides et fiables permet par
ailleurs de commencer à considérer des applications dont tous les capteurs ne sont pas fixes et au
sein d’un seul robot mobile, mais partagés entre différents agents, qu’il s’agisse d’autres robots,
ou encore de l’infrastructure dans laquelle ces derniers évoluent. D’un cas de recalage tradition-
nel, où la pose de chaque capteur est fixe par rapport aux autres, on se place alors dans un cas où
le recalage doit être effectué entre des capteurs mobiles. Cette tâche est d’autant plus difficile que
les modalités considérées fournissent des informations de nature profondément différente. Dans
ces circonstances, la recherche d’éléments communs entre les données de ces différentes modali-
tés est la clé pour commencer à entrevoir une solution à ce problème. Plus particulièrement, les
éléments de nature géométrique de la scène, telles les droites de l’environnement, sont notable-
ment invariables aux changements de modalité, et fournissent un point de départ intéressant à
l’estimation de pose robuste. La mise en correspondance efficace de ces primitives géométriques
à travers plusieurs modalités est par ailleurs un sujet encore largement ouvert.
Le récent regain d’intérêt pour la navigation autonome, couplé au développement de nouveaux
capteurs dédiés à ce domaine, fait ainsi croître les besoins de méthodes de recalage dites robustes.
On entend par cela des méthodes résilientes aux erreurs générées par les capteurs ou le traitement
des données préalables au recalage de capteurs.
Ainsi, les travaux présentés dans ce manuscrit se concentrent sur la problématique d’estima-
tion de pose multimodale robuste, en considérant des modalités désormais fréquentes dans la
robotique mobile. Ce travail de thèse a donné lieu à trois contributions principales : un algo-
rithme d’estimation de pose s’appuyant sur des droites 2D et 3D et la connaissance a priori de
la direction verticale, ainsi que deux algorithmes d’appariement employant ces mêmes primitives
géométriques.
Ce mémoire de thèse se divise en trois chapitres, présentant un état de l’art des méthodes
de recalage de capteurs jusqu’au développement de méthodes robustes de recalage dédiées à la
multimodalité caméra-télémètre laser.
Le premier chapitre présente tout d’abord le principe de la multimodalité, en introduisant
les concepts liés à la coopération entre systèmes robotiques et présentant certains des travaux
de coopération s’appuyant sur les modalités caméra-télémètre laser. On y fait état des différents
capteurs fréquemment employés en robotique mobile, avec une attention particulière portée sur
le capteur caméra, au cœur de ce travail de thèse. Le processus de recalage de capteurs est
également abordé au sein de cette partie, et on présente un état de l’art des méthodes associées.
Dans un second chapitre est présentée la première contribution majeure de cette thèse, sous la
forme d’une méthode originale d’estimation de pose reposant sur la connaissance de la direction
3verticale d’une caméra, et les correspondances entre des droites 2D et 3D. On se concentre ici
sur l’aspect théorique fréquemment considéré dans la littérature, où l’appariement des droites
extraites de chaque modalité est supposé a priori connu. Après l’introduction d’un état de l’art
des méthodes de recalage de capteurs basées sur les droites, notre méthode est comparée aux
algorithmes de l’état de l’art. Une étude de la robustesse extensive est réalisée sur un jeu de
données en simulation. Enfin, ces résultats sont confrontés à des données réelles à l’aide d’un jeu
de données constitué au sein du laboratoire IRSEEM, puis sur le jeu de données public KITTI.
Lors de cette évaluation de la robustesse, les résultats obtenus démontrent une amélioration des
performances, en comparaison avec les algorithmes de l’état de l’art.
Le troisième chapitre de ce mémoire introduit deux algorithmes d’appariement de droites
2D et 3D. Basés sur la célèbre méthode RANSAC, ces algorithmes se distinguent en employant
respectivement deux et une paire(s) de droites pour réaliser une mise en correspondance, ou
éliminer d’un jeu de données des correspondances de droites aberrantes. On se place dans ce cas
dans une approche plus réaliste de l’estimation de pose, dans laquelle les correspondances entre
les éléments saillants de chaque modalité ne sont pas connues. Une étape d’appariement est alors
nécessaire. Dans un premier temps sont présentées les métriques spécifiques à l’appariement de
droites, ainsi qu’un état de l’art des méthodes de ce domaine. Afin de valider le comportement
de ces algorithmes, une étude de la robustesse de ces algorithmes est finalement proposée sur un
jeu de données de simulation, ainsi que sur les jeux de données IRSEEM et KITTI. Les résultats
présentés mettent en évidence une grande amélioration des performances dans la suppression
de paires aberrantes pour un jeu de données pré-apparié, ainsi qu’en terme d’appariement en
comparaison avec les méthodes de l’état de l’art.
Finalement, un résumé des différents points clés est présenté, et des perspectives aux pro-
blèmes soulevés sont présentées.
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La notion de multimodalité est fondamentalement liée à celle de capteurs. Qu’ils soient placés
au sein d’un même robot, ou partagés entre plusieurs machines, l’exploitation de la multimodalité
est grandement facilitée lorsque la position et l’orientation de ces systèmes, ou des capteurs qui
les composent, sont connues. Appelé calibrage, estimation de pose ou recalage de capteurs en
fonction des disciplines qui s’y attellent, l’estimation de ces paramètres est une problématique
d’autant plus ouverte que de nouvelles technologies de capteurs émergent fréquemment.
Ce chapitre a la vocation triple de présenter de manière succincte les concepts liés à la
multimodalité et les possibilités qu’offre la collaboration entre systèmes robotiques, d’exposer
les technologies de capteurs les plus courantes en robotique mobile, et d’aborder les axes de
recherche majeurs du recalage de capteurs.
✶✳✷ ❈♦♦♣ér❛t✐♦♥ ❡t r♦❜♦t✐q✉❡
✶✳✷✳✶ ❈♦♥❝❡♣ts ❛✉t♦✉r ❞❡ ❧❛ ❝♦♦♣ér❛t✐♦♥
De l’automate au robot D’un point de vue logiciel comme matériel, l’architecture d’un
robot est généralement pensée de manière à séparer les différentes tâches à effectuer suivant
plusieurs niveaux d’abstraction, qui sont de plus en plus nombreux à mesure que la complexité
de l’environnement et de la tâche confiée au robot s’accentue. Aux niveaux les plus bas, on
retrouve les compétences liées à l’automatisme. Ces compétences, telles que l’asservissement des
actionneurs, sont communes au robot et à l’automate. Aux niveaux les plus hauts, on retrouve
les compétences les plus complexes, telles que la localisation, la planification d’actions et de
13
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trajectoires, ... La figure 1.1 illustre ces éléments. Les différentes architectures de contrôle d’un
robot dépendent des interactions, généralement cycliques, entre ces fonctions majeures que sont
la perception, la décision et l’action, elles-mêmes réparties en un nombre variable de couches
d’abstractions.
Redondance, complémentarité et dissemblance : Pourquoi collaborer ? Au sein d’un
seul robot, de nombreux sous-systèmes collaborent dans l’optique de réaliser une tâche commune.
Pour les tâches les plus complexes, les plus critiques, ou dans des environnements particulièrement
contraints (intervention en milieu radioactif, aéronautique, ferroviaire, ...), certaines fonctions
peuvent être dupliquées à des fins de redondance ou de dissemblance. En aéronautique, par
exemple, la vélocité relative de l’appareil par rapport à l’air environnant est mesurée à l’aide
de dispositifs nommés sondes de Pitot. Ces sondes sont en général au minimum triplées, et un
vote est constamment effectué par le calculateur de vol afin de déterminer si une des sondes
est défectueuse. De cette manière, on peut isoler les valeurs aberrantes. Il s’agit du principe
de redondance. Pour accentuer encore la sûreté de fonctionnement, il est fréquent que certains
calculateurs avioniques soient doublés ou triplés, mais avec des implémentations dans des langages
de programmation utilisant des bases différentes (Ada et C, par exemple). Ainsi, si une avarie
ou un arrêt inattendu lié à la logique d’implémentation survient, les autres calculateurs ont
moins de chances d’être impactés. On fait ici référence au principe de la dissemblance. Dans
la robotique mobile, cette fois, il est désormais relativement fréquent de rencontrer des robots
munis de capteurs complémentaires. On note par exemple les caméras dites RGB-D (RGB pour
Red Green Blue Depth en anglais, ou Rouge Vert et Bleu - Distance). Ces cameras fournissent
une image du spectre visible, augmentée d’une estimation de la profondeur de la scène. Cette
profondeur est mesurée à l’aide de textures projetées dans le spectre infrarouge, et observées
par une seconde caméra scrutant ce spectre lumineux. Un traitement en ligne permet in fine
d’associer une profondeur à chaque pixel RGB. Ce type de capteur utilise le principe de la
complémentarité des capteurs du spectre visible et infrarouge.
La figure 1.2 présente un autre intérêt à la prise de vue infrarouge par rapport à une vue
du spectre visible dans le cas d’un environnement enfumé. L’image de droite est acquise à l’aide
d’une caméra infrarouge Flir.
Systèmes indépendants, systèmes communicants, systèmes collaborants Depuis le
début du siècle dernier, nous assistons à un développement exponentiel des moyens de commu-
nication sans fil pour le grand public. Avec une récente explosion au cours de ces trois dernières
décennies, cette tendance s’est aussi largement imposée dans le domaine de la recherche robo-
tique, où le coût en baisse de ces technologies permet désormais une communication sans fil d’un
volume de données conséquent.
Cette disponibilité de la communication sans fil ouvre de nouvelles possibilités quant à l’archi-
tecture robotique, autant d’un point de vue matériel que logiciel. De systèmes robotisés indépen-
dants, on observe l’émergence de systèmes que l’on qualifie de communicants, ou de collaborants.
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Trois configurations physiques de capteurs sont possibles :
— capteurs fixes : dans un premier cas, les capteurs sont liés au robot par une transformation
rigide et qui reste supposément inchangée après leur installation sur le système. Cette
configuration est retrouvée par exemple dans les véhicules autonomes, où caméras, radars,
LiDARs et autres capteurs sont fixés sur le véhicule. Étant donné que la transformation
rigide entre les capteurs ne change pas au cours du temps, le recalage de capteurs doit
être effectué une seule fois via une étape de calibrage du système.
— capteurs mobiles avec transformation rigide connue : dans cette seconde configuration,
les capteurs sont liés à des parties mobiles du robot dont la pose est connue à l’aide de
capteurs proprioceptifs. On peut imaginer un robot dont la caméra est montée sur un bras
télescopique (c.f. Figure 1.5), lui même muni de capteurs de déplacement linéaire. De la
même manière, un bras manipulateur 6-axes muni à son extrémité d’un capteur de type
palpeur rentre dans cette catégorie. La transformation entre le palpeur et la base du bras
manipulateur est susceptible de changer à chaque commande, mais est connue à l’aide des
encodeurs liés à chaque axe de rotation. Ici, le recalage de capteurs peut lui aussi être
effectué durant une phase de calibrage. Cependant, suivant la précision requise dans la
tâche du robot, la pose du capteur mobile peut ne pas être considérée comme absolue et
doit intégrer une approche probabiliste.
— capteurs libres : dans cette dernière catégorie sont regroupées les configurations multi-
robots, ou les configurations pour lesquelles les transformations entre les capteurs doivent
être estimées continuellement car variant au cours du temps. On retrouve ici des travaux
comme ceux de Käslin et al. (2016), Kim et al. (2010) et plus généralement les applications
d’exploration coordonnée et simultanée (collaboration drone et véhicule au sol, exploration
par essaim de drones, voiture autonome communicant avec l’infrastructure et d’autres vé-
hicules, ... ). L’estimation du déplacement d’un même capteur au cours du temps peut être
considérée comme le recalage de plusieurs capteurs identiques à des positions différentes.
Pour cette raison, ce cas particulier est regroupé au sein de cette catégorie.
✶✳✷✳✸ ❆s♣❡❝t t❡♠♣♦r❡❧
Coopération synchrone, asynchrone et souple La collaboration multi-robots évoque en
premier lieu un déploiement simultané et un échange de données constant d’un groupe de robots.
Pourtant, d’autres configurations sont à considérer. En effet, l’aspect temporel de l’échange de
données, ou synchronisation peut prendre plusieurs formes. On peut présenter cet aspect en trois
types distincts :
— Tout d’abord, la coopération asynchrone. Lorsque l’on considère les capteurs au sein d’un
même robot, une acquisition asynchrone signifie l’absence de signal permettant de dé-
clencher l’acquisition simultanée de données. En fonction des applications, un traitement
supplémentaire de l’information doit être effectué afin de prendre en compte ces écarts
temporels.
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mI =


ku 0 u0
0 kv v0
0 0 1




x
y
z

 = A.MC (1.4)
Le produit des matrices de projection affine A et perspective P est indépendant de la position
de la caméra dans l’espace, ainsi que de la structure de la scène. A.P peut donc être pré-calculé
et regroupé :
A.P =


f.ku 0 u0 0
0 f.kv v0 0
0 0 1 0

 (1.5)
On peut alors poser αu = f.ku et αv = f.kv. L’équation 1.5 devient alors :
A.P =


αu 0 u0 0
0 αv v0 0
0 0 1 0

 = [K|0] (1.6)
Le produit A.P regroupe toutes les grandeurs physiques liées à la caméra, aussi appelées
paramètres intrinsèques de la caméra :
— la focale exprimée en pixels dans les directions u et v, notées αu et αv
— les coordonnées du point principal u0 et v0
— le paramètre d’oblicité θ, s’il n’a pas été considéré négligeable.
Si elle est exprimée en coordonnées homogènes, la projection du point MM en un point image
mI est donnée par la relation :
mI ∼ [K|0].TrC←M .MM ∼ Pproj .MM (1.7)
Modèle de caméra réelle
Bien que le sténopé permette de poser les bases géométriques de la création d’images sur une
surface plane, il ne permet pas, en pratique, de modéliser fidèlement une caméra réelle. Afin de
corriger les problèmes de luminosité du sténopé, les caméras modernes sont munies d’une ouver-
ture plus grande qui permet de capter d’avantage de lumière, ainsi que d’un système de lentilles
qui permet la convergence des rayons lumineux sur le plan image. Cependant, l’introduction de
lentilles n’est pas sans contrepartie, car elles induisent des déformations dans les images.
Profondeur de champ Le premier défaut de l’image lié à l’introduction de lentilles est le
flou en dehors de la profondeur de champ. La profondeur de champ correspond à la zone dans
laquelle doit se trouver un objet afin que son image soit nette. La taille de cette zone dépend
de plusieurs paramètres lors de la prise de vue, notamment de la distance de mise au point, et
du degré d’ouverture du diaphragme de la caméra. Dans le cas du sténopé, l’ouverture est très
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Figure 1.24 – Schéma général du recalage de capteurs
nées multidimensionnels, pouvant représenter directement les données empilées (liste de points
3D, empilement d’images...), ou des informations de plus haut niveau (coordonnées de zones de
fort contraste, paramètres d’équation de droites...).
Afin d’atteindre cet objectif, on cherche donc à minimiser une distance entre ces deux jeux
de données, telle que :
Tr = argmin
N∑
i=1
M˜i − f(Tr,Mi), (1.9)
où f représente une fonction permettant d’appliquer la transformation Tr au sous ensemble Mi.
Pour plus de clarté, on suppose dans ce cas simplifié que M et M˜ sont de même nature et de
même dimension.
La chaîne de traitement classique du processus de recalage de capteurs est présentée sur la
figure 1.24.
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Acquisition de données La première étape du recalage de capteurs est l’acquisition de don-
nées. La section 1.3 développe cet aspect multimodal et la représentation des données associées.
Échantillonnage Une fois l’acquisition effectuée par les capteurs, il est parfois nécessaire de
procéder à un ré-échantillonnage des données afin d’accélérer le recalage. En effet, il n’est pas
toujours possible, ni souhaitable de traiter l’intégralité des données brutes. Dans le cas de nuages
de points denses, par exemple, le volume de données représentant un modèle complexe comme
celui du laboratoire de navigation autonome (LNA) de l’IRSEEM est déjà de l’ordre de plusieurs
dizaines de millions de points, regroupés dans une liste textuelle de plus d’un gigaoctet. En
fonction des algorithmes de recalage utilisés, on aura tendance à sous-échantillonner ce nuage, de
manière à diminuer le nombre de points à considérer et ainsi réduire le coût de calcul. À l’inverse,
dans le cas d’images RGB-D, l’image brute des distances comporte des zones pour lesquelles
la profondeur n’est pas connue (manque de couverture du projecteur infrarouge, occultation
partielle de la scène, trop grande absorption infrarouge du milieu...). On doit alors faire appel à
des méthodes de reconstruction des donnés manquantes (interpolation, méthodes probabilistes...)
pour obtenir une estimation de la profondeur pour chaque pixel. On notera toutefois que les
caméras RGB-D modernes intègrent directement ces étapes pour fournir une estimation de la
profondeur pour chaque pixel sans nécessiter une sur-implémentation par l’utilisateur final.
Les méthodes de recalage dites directes se basent directement sur les données dont le ré-
échantillonnage ne modifie pas la nature de l’information (coordonnées de points 3D, intensité
des pixels), pour procéder à l’étape de recalage de capteurs.
Une autre partie de la littérature s’appuie sur l’extraction d’informations de plus haut niveau,
feature extraction, ou extraction de caractéristiques, pour procéder au recalage de capteurs. On
parle alors de recalage basé sur des amers, ou feature-based registration. L’idée est ici d’identifier
des caractéristiques locales, aussi appelées amers, ou features, qui peuvent être retrouvées après
un déplacement des capteurs, car discriminantes dans la scène. Les amers peuvent être de nature
photométrique, c’est-à-dire basés sur les variations de l’intensité des pixels d’une image, ou
géométriques, donc issus d’une analyse structurelle de la scène. L’extraction d’amers est un
sujet de recherche qui a été largement abordé avec l’essor du traitement d’image, mais qui reste
ouvert dans le cas de données tridimensionnelles, comme celles générées par des capteurs LiDAR.
Complexe, ce sujet est abordé dans la section 1.6.
Mise en correspondance, recalage, mesure d’erreur L’étape de mise en correspondance
des données, que l’on considère une méthode directe ou indirecte de recalage, est dépendante de
la transformation qui doit être estimée in fine. À travers cette étape, on cherche à établir des
correspondances entre les données cible et de référence, tout en discriminant les correspondances
aberrantes. Dans le cas des algorithmes de recalage basés sur des amers géométriques, cette
mise en correspondance peut se faire de manière statistique, comme dans le célèbre algorithme
RANSAC de Fischler et Bolles (1981), ou en minimisant une erreur algébrique, comme dans
les travaux de Ferraz et al. (2014). L’idée est alors de proposer une ou plusieurs tentatives
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de correspondances que l’on utilise pour estimer une transformation possible entre les jeux de
données. On valide ou infirme ensuite cette proposition à l’aide de métriques, telles que l’erreur
de reprojection.
La mise en correspondance dans le cadre de méthodes basées features est encore sujette à
recherches, et les deux contributions principales de cette thèse rentrent dans cette catégorie.
Le chapitre 2 présente mes résultats sur le recalage de capteurs par l’estimation de pose, et le
chapitre 3 est dédié à ma contribution à la problématique d’appairage.
La mise en correspondance dédiée aux méthodes directes de recalage est présentée dans la
section 1.5.
✶✳✺ ❆♣♣r♦❝❤❡ ❞✐r❡❝t❡
✶✳✺✳✶ ❘❡❝❛❧❛❣❡ ✸❉✴✸❉
Le recalage 3D/3D consiste à aligner deux jeux de données tridimensionnelles dont une partie
se recoupe. Ces données peuvent être acquises par divers capteurs, comme des caméras stéréo-
scopiques, des réseaux de caméras, des LiDARs ou radars, caméras RGB-D... La section 1.3
donne des détails plus amples sur ces modalités. Concernant les méthodes directes de recalage
3D/3D, deux approches sont possibles en fonction des données disponibles. Si le recoupement
des données est relativement important entre les deux jeux, comme par exemple dans le cas d’un
faible déplacement entre deux acquisitions, on s’orientera vers des méthodes dites d’optimisation
globale du recalage. Dans le cas contraire, pour des déplacements plus importants impliquant
des angles de vues très différents et un recoupement faible des données, on s’orientera plutôt vers
des approches dites d’optimisation locale.
L’algorithme ICP (Iterative Closest Point), de Besl et McKay (1992), et les variantes qui en
découlent occupe une place prépondérante dans la littérature concernant les méthodes d’optimi-
sation globale. Son objectif est de réduire itérativement la distance entre les correspondances de
deux nuages de points. La version originale de l’ICP a été utilisée dans le calibrage des capteurs
ayant permis de valider expérimentalement les contributions de cette thèse. Plus de détails sont
fournis dans la section 2.4.3. Cet algorithme est relativement peu efficace, et la convergence vers
une solution optimale peut échouer si les correspondances entre les nuages de points ne sont
pas connues. Lorsque les correspondances ne sont pas connues entre les deux nuages de points,
des stratégies complémentaires doivent être employées pour accélérer le recalage. On note par
exemple l’utilisation d’arbres binaires à k-dimensions, ou kd-tree (Bentley (1975)), qui permettent
d’organiser les données en fonction de leur répartition spatiale et ainsi accélérer la recherche du
point le plus proche. La figure 1.25 illustre ce propos. On notera aussi des approches point à plan
de Chen et Medioni (1992), ou plan à plan par Segal et al. (2009), contrairement à l’approche
point à point de l’ICP traditionnel.
Dans le cas de méthodes d’optimisation locale, on considérera plutôt les approches de type
BnB (Branch and Bound) Hartley et Kahl (2009) Parra Bustos et al. (2014) Olsson et al. (2008)
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La corrélation croisée et ses variantes sont définies dans Pratt (1991). L’un des principaux
points faibles de ces méthodes repose sur l’aspect prédéterminé de la fenêtre déplacée. Si la
transformation à estimer n’est pas une translation, une fenêtre donnée sur l’image source aura
une correspondance déformée sur l’image cible. Ce problème est retrouvé dans le cas de fenêtres
rectangulaires, mais aussi circulaires. Le fait de déplacer arbitrairement une fenêtre pose d’autres
contraintes : deux fenêtres contenant des pixels ayant une faible variance au niveau de l’intensité
auront une corrélation croisée élevée, malgré l’absence de correspondance réelle dans les images.
Finalement, dans le cas des méthodes basées sur la corrélation croisée, l’utilisation directe de
l’intensité des pixels provoque une forte sensibilité aux changements d’illumination de la scène,
ou à la multimodalité (caméra visible-infrarouge, par exemple).
Des versions généralisées de ce procédé ont été proposées par Hanaizumi et Fujimur (1993),
Berthilsson (1998) et Simper (1996) pour faire face aux déformations de l’image que la corréla-
tion croisée normalisée simple ne peut gérer. Dans une optique similaire, Barnea et Silverman
(1972) proposent un algorithme basé sur la somme des différences absolues de similarité d’in-
tensité de pixels baptisé Sequential Similarity Detection Algorithm (SSDA). La somme du carré
des différences de similarité SSDS a été introduite ensuite par Wolberg et Zokai (2000a). Ces
deux derniers algorithmes, ainsi que la corrélation croisée normalisée, sont employés dans les
applications de localisation 2.5D coopérative de Käslin et al. (2016), où l’intensité des pixels
correspond à l’élévation du terrain. Le robot au sol se localise dans une carte 2D en comparant
l’élévation qu’il observe à l’aide d’un capteur LiDAR à une carte aérienne d’élévation réalisée par
un drone volant. Huttenlocher et al. (1992) introduit une nouvelle mesure de similarité basée sur
la distance de Hausdorff Rockafellar et Wets (2009). Contrairement aux mesures de corrélation
croisée, les mesures de similarité peuvent faire face aux différences entre images d’une même
scène qui surviennent dans le cas d’une acquisition multimodale.
Les études de Brown (1992), Zitova et Flusser (2003) proposent un état de l’art plus exhaustif
de ces méthodes.
Afin de traiter des images subissant un bruit dépendant de la fréquence, il est possible d’em-
ployer des méthodes basées sur la représentation des images dans le domaine fréquentiel que
permet la transformée de Fourrier. Ces méthodes reposent sur l’analyse de la densité spectrale
de puissance croisée qui est la transformée de Fourrier de la corrélation croisée des images cible
et source. Elles s’appuient sur le théorème du décalage de phase de la transformée de Fourrier,
introduit par Bracewell et Bracewell (1986). Parmi les méthodes remarquables, on notera les
algorithmes de De Castro et Morandi (1987), Chen et al. (1994), Reddy et Chatterji (1996),
Wolberg et Zokai (2000b), Anuta (1970), Foroosh et al. (2002).
Une dernière catégorie est basée sur l’information mutuelle, qui est issue de la théorie de l’in-
formation. L’information mutuelle mesure la dépendance statistique entre deux variables aléa-
toires, et est liée à la notion d’entropie. L’information mutuelle MI est telle que :
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MI(X;Y ) = H(X)−H(X|Y ) = H(Y )−H(Y |X) = H(X) +H(Y )−H(X,Y ), (1.10)
oùH représente l’entropie,H(.|.) représente l’entropie conditionnelle etH(., .) l’entropie conjointe
Kullback (1997). Une des premières méthodes employant l’information mutuelle est donnée par
Wells III et al. (1996). On notera les travaux de Thévenaz et Unser (1998), Ritter et al. (1999),
Studholme et al. (1999), Maes et al. (1997), Pluim et al. (2001) et plus récemment de Wolcott
et Eustice (2014).
✶✳✻ ❆♣♣r♦❝❤❡ r❡♣♦s❛♥t s✉r ❞❡s ❛♠❡rs ❡t ❞❡s❝r✐♣t❡✉rs
Les méthodes de recalage de capteurs reposent sur la recherche de similarités dans les données
acquises par les capteurs à recaler, et l’estimation des transformations géométriques associées. Si
les méthodes directes de recalage s’appuient sur l’intégralité des données considérées sans discri-
mination, une autre catégorie de méthodes se base sur la recherche et l’extraction de caractéris-
tiques locales discriminantes. Ces caractéristiques, appelées points d’intérêt, amers ou features,
peuvent représenter la position d’un point spécifique d’une image ou d’un nuage de points. De
tels éléments sont généralement recueillis à l’aide de détecteurs de coins ou de contours. Les
amers peuvent aussi faire référence à une information de plus haut niveau, comme la direction
d’une ligne ou d’un plan passant par un point donné. On parle dans ce cas d’amers géométriques.
Enfin, les amers peuvent servir de point de référence pour décrire une zone remarquable. Cette
description du voisinage d’une caractéristique discriminante fait référence aux descripteurs.
Feature detection, Feature extraction On différencie, dans la littérature, la détection et
l’extraction de points d’intérêt, aussi appelés respectivement feature detection et feature extrac-
tion. Suivant les auteurs, ces deux termes peuvent cependant représenter des concepts similaires.
De manière générale, la détection d’amers fait référence à la localisation, et éventuellement au
calcul de l’orientation ou la forme, de ce point d’intérêt. Lors de l’extraction de feature, on inclue
à l’étape de détection une phase de description de caractéristique. L’objectif est alors de décrire
l’information utile d’un amer et de son entourage sous forme d’une signature géométrique ou
photométrique, à l’aide d’un descripteur. On condense alors généralement ces descripteurs en
un vecteur binaire ou de scalaires. Il est aussi possible, en lieu et place d’une description vecto-
rielle du voisinage d’un point, de représenter directement les propriétés géométriques de l’amer
(équation de droite, spline...). Cette dernière catégorie de représentation dépend de la nature des
données disponibles.
Caractéristique locale idéale A travers leur étude, Tuytelaars et al. (2008) proposent une
définition d’une caractéristique locale idéale :
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— répétabilité : Les problématiques de recalage, ou d’estimation de pose, nécessitent de dé-
tecter un amer correspondant au même élément physique à travers de multiples modalités,
lors d’un changement de point de vue (changement de pose) ou de conditions d’observation
(jour/nuit, saisonnalité).
— caractère discriminant : L’élément détecté doit être suffisamment distinct et variable pour
faciliter l’association de cette caractéristique à travers plusieurs modalités, prises de vue
ou changement de pose.
— localité : Les caractéristiques extraites doivent présenter l’aspect le plus local possible.
L’amer idéal serait un point, géométriquement parlant, c’est-à-dire un élément ponctuel
possédant une position, mais sans volume. La localité permet de réduire les probabilités
d’occultation et facilite l’estimation des transformations géométriques ou déformations
photométriques. Des amers non ponctuels (droites, courbes ...) peuvent cependant pré-
senter des avantages en cas d’importants changements de pose, ou de multimodalité où
les coordonnées spatiales seules sont disponibles (nuage de points sans information de
réflectance).
— quantité : La quantité de caractéristiques extraite doit être suffisante, de manière à pou-
voir représenter efficacement les détails de la scène (objets de petite taille), sans pour
autant sur-définir des zones comportant peu d’informations, ou des informations redon-
dantes (plans, patchs d’intensité similaire ...). L’application finale définit ainsi la quantité
à extraire.
— précision : Les amers extraits doivent être précisément localisés à travers les données ou
modalités à recaler. Ce point est d’autant plus important dans les tâches de reconstruction
3D, de calibrage ou de recalage de capteurs. La précision implique aussi une considération
de la taille et/ou de la forme des amers, si les caractéristiques recherchées prennent en
compte ces éléments.
— performance : En lien avec la quantité de données, un compromis est à trouver concernant
la performance recherchée. Pour une application dont le temps d’exécution est critique,
on veillera à ne pas imposer un coût de calcul trop important dans les phases d’extraction
et d’appairage des caractéristiques.
✶✳✻✳✶ ❉ét❡❝t✐♦♥ ❞❡ ♣♦✐♥ts ❞✬✐♥térêt✱ ❡①tr❛❝t✐♦♥ ❞✬❛♠❡rs ❣é♦♠étr✐q✉❡s
Détection de contours Lorsque l’on parle d’amers photométriques, on fait nécessairement
référence aux éléments d’une image au sens large. Les amers photométriques correspondent à
des pixels dont l’intensité diffère significativement de leurs éléments alentours, appelés voisinage.
Cette intensité n’est d’ailleurs pas nécessairement une représentation en couleur (RGB) ou en
nuance de gris des données, mais peut aussi représenter une profondeur (carte des distances
projetée en 2D), une réflectance...
Historiquement, la détection d’amers repose sur le calcul d’une valeur de saillance, ou corner-
ness, pour chacun des points d’une image. Cette valeur peut être calculée à l’aide d’une fonction
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Détection de coins
Dans Moravec (1980), on emploie une fonction qui calcule un score de saillance en se basant
sur la comparaison entre l’intensité d’un patch, ou fenêtre, centré sur le pixel évalué, et les patchs
centrés sur son voisinage. Le score est calculé à l’aide de la somme des différences au carré (SSD)
du patch central et des fenêtres déplacées sur le voisinage de ce point, suivant les coordonnées x
y de l’image. Harris et Stephens (1988) proposent une approximation de la méthode de Moravec
(1980) en s’appuyant sur la dérivée seconde de la SSD. Une matrice A est définie telle que
A =
[ 〈
I2x
〉
〈IxIy〉
〈IxIy〉
〈
I2y
〉
]
(1.11)
où l’opérateur 〈〉représente la moyenne sur les patchs évalués, et Ix et Iy sont les dérivées
partielles respectivement en fonction de x et y de l’image. La fonction de réponse à la saillance
C est alors définie par :
C = det(A)− k.(trace(A))2 (1.12)
avec k un hyper-paramètre déterminé empiriquement en fonction de la sensibilité souhaitée.
Shi et al. (1994) proposent un détecteur reposant sur cette même matrice A, mais proposent
d’utiliser le minimum des valeurs propres λ1 et λ2 de A comme fonction C, qui devient alors :
C = min(λ1, λ2) (1.13)
Cette méthode est présentée comme plus efficace aux déformations affines. Dans le même esprit,
d’autres contributions utilisent cette matrice A, combinée à des métriques différentes. Zheng
et al. (1999) propose de diminuer la complexité calculatoire en calculant seulement deux images
des gradients de second ordre.
Smith et Brady (1997) introduisent le détecteur SUSAN (Smallest Univalue Segment Assim-
ilating Nucleus), pour lequel chaque pixel −→m, d’intensité I(−→m) inclus dans un disque de rayon r
est comparé au pixel central −→m, ou noyau, et donne une réponse c(−→m) telle que :
c(−→m) = e
−
(
I(−→m)−I(−→m0)
t
)6
(1.14)
Le seuil de détection t, de même que la mise à l’exposant 6 de la fonction c sont arbitrairement
déterminés. La somme de ces réponses individuelles devient finalement le score de saillance du
noyau.
Les détecteurs de la famille AST (accelerated segment test) s’inspirent de cette méthode, mais
accélèrent grandement le calcul du score de saillance en ne considérant que les pixels situés sur le
cercle de rayon r, au lieu de tous les pixels du disque. Le détecteur FAST Rosten et Drummond
(2006), est l’un des plus cités de ce type.
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Figure 1.29 – Détection de segments par filtrage de Canny et transformée de Hough
particulière de la détection de contours. Historiquement, la détection de lignes est proposée
comme une étape supplémentaire d’un filtrage de contours. À l’issue d’un filtrage de contours,
comme il peut être réalisé à l’aide d’un filtre de Canny (1986), une transformée de Hough (1962)
permet d’extraire les lignes directrices de l’image considérée. Cette méthode est illustrée sur la
figure 1.29. De nombreuses approches ont été proposées, avec des variantes permettant d’amé-
liorer la détection : Xu et al. (1990), Kiryati et al. (1991), Matas et al. (2000), Galambos et al.
(2001), Fernandes et Oliveira (2008), Li et al. (2009).
En parallèle, des méthodes ne reposant pas sur la transformée de Hough ont été développées.
Etemadi (1992) et Chan et Yip (1996) s’appuient sur des cartes des contours. En particulier,
Etemadi (1992) propose de créer une carte des contours, qui est ensuite parcourue à la recherche
de courbes et segments.
Basées sur l’analyse de l’orientation des gradients associés à chaque pixels, on notera les
méthodes de Von Gioi et al. (2010) avec leur Line Segment Detector (LSD), encore à l’état de
l’art, ainsi que celles de Burns et al. (1986), Desolneux et al. (2000), Desolneux et al. (2007), ou
encore EDlines d’Akinlar et Topal (2011) et Salaün et al. (2016) avec MLSD.
Si la plupart des méthodes présentées ici sont dédiées au traitement d’image, d’autres mé-
thodes d’extraction d’amers géométriques adaptées aux données de profondeur existent.
Serafin et al. (2016) proposent d’extraire directement d’un nuage de points épars des plans et
des droites en se basant sur une analyse en composante principale (Hotelling (1933)) du voisinage
de chacun des points du nuage. On récupère ainsi la direction de la normale à chaque point, qui
sert ensuite à extraire les plans et les droites du nuage. Un résultat est visible sur la figure
1.30. Lin et al. (2015) proposent d’extraire des droites d’un nuage de points dense d’une manière
similaire. En calculant la normale de patchs, une carte des plans est reconstituée, et l’intersection
de ces plans fournit des segments de droite.
Plutôt que de traiter directement un nuage de points dense ou épars, une autre approche
dans le traitement de l’information d’un nuage de points consiste à profiter de la littérature très
riche du traitement d’image : la simple visualisation d’un nuage de points sur un écran est après
tout une projection de ce nuage sous forme d’image en deux dimensions. Il est fréquent d’encoder
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Figure 1.32 – Descripteurs SURF centrés autour de leurs points d’intérêt associés. Image du
jeu de données KITTI
Figure 1.33 – Descripteurs ORB et amers associés. Image du jeu de données KITTI
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Descripteurs de contour
Basés transformée de Fourrier (FD)
Basés transformation en Ondelette (WD)
Basés Espace de courbure multi-échelle (CSS)
Basés contexte de forme
Descripteurs de région
Basés Moment de Zernike
Basés SIFT
Basés Transformation Radiale Angulaire (ART)
Descripteurs hybrides
FD + ART
FD + ZMD
Table 1.1 – Classification des descripteurs de forme 2D par Kazmi et al. (2013)
Plus récemment, Kazmi et al. (2013) apportent une revue des différents descripteurs de forme
2D et 3D.
Concernant les descripteurs de forme 2D, on note trois grandes catégories : les descripteurs
de contour, de région et les descripteurs hybrides. Ces catégories sont reprises dans le tableau
1.1. De la même manière, les descripteurs de forme 3D sont regroupés en cinq catégories :
— les méthodes basées sur la silhouette d’une forme 3D selon plusieurs points de vues (View-
based methods),
— les méthodes s’appuyant une description par histogramme, où l’on sépare l’environnement
en sous-volumes appelés bins, dont on compte les points qu’ils renferment,
— les méthodes basées sur un changement d’espace de représentation, comme le passage en
représentation fréquentielle par la transformée de Fourrier, ou la décomposition à l’aide
de fonctions harmoniques sphériques,
— les méthodes faisant appel à la théorie des graphes,
— les approches hybrides qui combinent différentes méthodes citées ci-dessus.
Le tableau 1.2 reprend cette classification.
Les travaux de Gawel et al. (2016) comparent des descripteurs volumiques appliqués à un
nuage de points. Ces descripteurs sont ici des volumes cloisonnés de l’espace dans lesquels on
compte le nombre de points du nuage de points emprisonnés. Ces volumes servent ensuite dans
une méthode de description par histogramme. Sur la figure 1.35, on peut observer les volumes
des descripteurs Gestalt et Boxoli.
Avec l’intérêt que représente l’apprentissage profond depuis une dizaine d’années, certaines
méthodes reposant sur les réseaux de neurones convolutionnels ont vu le jour. On notera parti-
culièrement les travaux de Zeng et al. (2016), qui proposent d’entraîner un réseau à localiser des
points d’intérêts dans des nuages de points denses de type RGB-D, et d’extraire puis appairer
des descripteurs. Ils permettent ainsi un recalage de deux nuages de points denses. Un extrait du
résultat de l’apprentissage de leur réseau de neurones 3DMatch est présenté sur la figure 1.36.
Conclusion A travers ce chapitre, nous avons introduit les différents concepts liés à la mul-
timodalité robotique. Après avoir présenté les capteurs les plus courants en robotique mobile,
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nous avons proposé un état de l’art des méthodes de recalage de capteurs en s’appuyant sur la
chaîne de traitement typique.
Nous avons présenté les méthodes directes de recalage, s’appuyant sur la totalité des don-
nées fournies pour estimer la pose d’un capteur. En contre-pied de ces algorithmes, nous avons
introduit les méthodes reposant sur la recherche de données saillantes dans leur voisinage, dites
méthodes basées sur des amers. Nous avons finalement fait la distinction entre méthodes repo-
sant uniquement sur l’aspect géométrique des amers pour procéder au recalage de capteurs, et les
méthodes utilisant en complément une description du voisinage de ces points saillants, appelée
méthodes basée descripteurs.
Si de nombreuses approches existent dans le sujet très actif qu’est le recalage de capteurs, nous
avons identifié qu’une grande différence dans la nature des données issues des modalités caméras
et LiDAR complique considérablement le processus de recalage. Nous avons vu que recalage
de capteurs nécessite d’identifier des informations communes entre les modalités, et invariantes
aux conditions d’acquisition. Nous avons ainsi déterminé que les approches s’appuyant sur la
géométrie seule peuvent être un point d’entrée intéressant pour aborder ce problème. Dans cette
optique, nous nous sommes intéressés à la recherche d’amers dits géométriques, qu’il s’agisse de
points, courbes, droites... Dans le chapitre suivant, nous proposons ainsi d’explorer les méthodes
d’estimation de pose s’appuyant sur des droites de l’environnement.
❈❤❛♣✐tr❡ ✷
❈♦♥tr✐❜✉t✐♦♥ à ❧✬❊st✐♠❛t✐♦♥ ❞❡ ♣♦s❡
❜❛sé❡ ❧✐❣♥❡s ✿ ❈❛s t❤é♦r✐q✉❡ ❛✈❡❝
♠✐s❡ ❡♥ ❝♦rr❡s♣♦♥❞❛♥❝❡ ❝♦♥♥✉❡
✷✳✶ ■♥tr♦❞✉❝t✐♦♥
A travers le chapitre précédent, nous avons relevé que le recalage de capteurs pouvait être
effectué en considérant la totalité des données à disposition sans distinction, c’est-à-dire en uti-
lisant des méthodes dites directes. Ce recalage peut aussi être réalisé en s’appuyant sur des
caractéristiques particulières, se démarquant de leur voisinage, et que l’on appelle amers. Nous
avons aussi vu que ces amers peuvent être enrichis d’une description de leur voisinage, appelée
descripteur, pour faciliter leur appariement à travers diverses conditions d’acquisition ou plu-
sieurs modalités. Le recalage consiste néanmoins à retrouver des informations communes entre
modalités, et à les apparier. Cet appariement constitue alors la base des méthodes permettant
d’estimer une transformation liée au changement de référentiel entre les capteurs à recaler.
Nous présentons sans ce chapitre la première contribution de ce travail de thèse, sous la forme
d’une méthode d’estimation de pose basée lignes, s’appuyant sur une connaissance a priori de la
direction verticale.
Le problème de la multimodalité LiDAR - caméra Recaler des capteurs fournissant
une information 2D, comme des caméras, avec des capteurs produisant des informations de
profondeur, comme les LiDARs, doit se faire en recherchant des éléments communs entre les
modalités. Cette tâche est d’autant plus malaisée que la nature des données à appairer est
différente. Dans le cas de LiDARs fournissant des nuages de points épars, la difficulté est encore
accrue, car les données fournies sont par nature lacunaires. L’une des pistes pour compenser cela
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est de s’appuyer directement sur des éléments de la géométrie naturellement invariants au point
de vue, et à cette représentation éparse. Les droites, présentes en grand nombre dans des scènes
aussi bien naturelles qu’artificielles, sont un support d’information riche en ce sens.
Une part de la littérature du recalage 2D-3D s’appuie sur ces droites, segments ou lignes, pour
estimer la pose d’une caméra. On cherche alors à estimer les paramètres permettant de projeter
ces droites 3D sur le plan image d’une caméra. Cette estimation des paramètres liés à la projection
perspective basée sur n correspondances entre lignes 2D et 3D s’appelle Perspective-n-Line, ou
PnL.
Deux principales catégories d’algorithmes d’estimation de pose basées lignes se distinguent :
les méthodes itératives et les méthodes algébriques.
✷✳✷ ▼ét❤♦❞❡s ❣é♥ér❛❧❡s ❞✬❡st✐♠❛t✐♦♥ ❞❡ ♣♦s❡ ❜❛sé❡ ❧✐❣♥❡s
Dans le cas d’une acquisition de données à partir de capteurs réels, les correspondances entre
amers en deux et trois dimensions ne sont pas nécessairement connues. Suivant la méthode
d’acquisition, les deux jeux de données peuvent contenir des amers sans correspondance, ou
aberrants (aussi appelés outliers en anglais).
Dans ces deux cas, il est nécessaire de procéder à une étape d’appariement des amers 2D et
3D, qui doit pouvoir intégrer une étape de rejet des paires aberrantes avant de pouvoir réaliser
l’estimation de pose. Sans cette phase de rejet, même les méthodes de l’état de l’art perdent en
précision (Xu et al. (2017)).
Dans la plupart des recherches concernant le PnL, on suppose la correspondance entre amers
connue. On utilise alors préalablement ou simultanément à l’estimation de pose un procédé de
filtrage des mauvaises correspondances. On note toutefois les travaux de David et al. (2003) puis
Zhang et al. (2012b) qui permettent simultanément d’appairer les amers et de d’estimer la pose.
✷✳✷✳✶ ▼ét❤♦❞❡s ❣é♥ér❛❧❡s
Méthodes itératives Les méthodes itératives d’estimation de pose reposent sur la formula-
tion de ces problèmes sous forme d’une minimisation itérative d’une erreur géométrique (erreur
de reprojection, ...) ou algébrique (fonction d’erreur spécifique à chaque formulation).
Les travaux de Liu et al. (1990) reposent sur l’estimation successive des paramètres des
matrices de rotation et de translation d’une caméra comme étant deux sous-problèmes distincts.
Leur méthode est appelée R_then_ T (R puis T, en anglais).
Kumar et Hanson (1994) développent plus tard une méthode appelée R_and_T permettant
d’estimer simultanément ces deux matrices.
Récemment, les travaux de Zhang et al. (2016) ont apporté à l’état de l’art deux nouvelles
formulations de la méthode R_and_T en introduisant un paramètre d’incertitude dans les ex-
trémités des segments (segment endpoints, en anglais).
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Les algorithmes itératifs ont deux inconvénients majeurs s’ils ne sont pas initialisés correcte-
ment : ils convergent lentement, en comparaison avec les méthodes algébriques, et ils ont tendance
à converger vers des minima locaux de la fonction d’erreur, rendant la pose estimée parfois loin
de la réalité.
Méthodes algébriques Le principe des méthodes algébriques est d’estimer la pose d’une
caméra en formulant le problème sous forme d’un système d’équations. Dhome et al. (1989) et
Chen (1990) proposent tous deux des solutions minimales au problème de PnL à partir de trois
correspondances, ou P3L.
La formulation de Dhome et al. (1989) ne fonctionne pas avec plus de trois correspondances
de lignes, et impose une configuration géométrique spécifique.
Mathématiquement, il existe au minimum huit solutions au problème de P3L dans le cas
général (Chen (1990)).
A l’époque, aucune de ces méthodes n’exploite d’autres correspondances pour réduire le
nombre de solutions possibles. De plus, ces méthodes sont sensibles au bruit.
Le travail d’Ansar et Daniilidis (2003) apporte une méthode permettant d’exploiter plus de
quatre correspondances, tout en réduisant de cette manière le nombre de solutions. Cette ap-
proche a cependant une complexité O(n2), n correspondant au nombre de lignes. L’obtention de
la solution est alors très chère en temps de calcul pour un grand nombre de lignes considérées.
De plus, cette méthode ne fonctionne pas dans le cas de configurations spécifiques (lignes ortho-
gonales) où la formulation du problème sous forme d’un système polynomial renvoie un ensemble
de solutions. L’algorithme tolère mal le bruit et finit par renvoyer des solutions dans l’ensemble
des complexes.
Mirzaei et Roumeliotis (2011) ont récemment apporté une amélioration significative à la
résolution algébrique du problème de PnL. Avec une méthode de complexité O(n), l’algorithme de
Mizraei permet de traiter au minimum trois correspondances de lignes, et est plus robuste au bruit
que les précédentes méthodes proposées. Cette méthode repose sur la construction d’un système
polynomial à 23 solutions possibles. La solution finale est identifiée grâce à une décomposition en
valeurs propres d’une matrice produite à partir des solutions, appelée matrice de multiplication.
La pose de la caméra est récupérée en deux étapes. L’orientation est calculée à partir d’une
minimisation de l’erreur quadratique, et la position est obtenue grâce à une formulation linéaire
des moindres carrés. La matrice de multiplication étant relativement longue à produire, cet
algorithme souffre d’un temps de calcul élevé (78ms pour 10 lignes) malgré sa complexité moindre.
Il a aussi tendance à converger vers plusieurs solutions.
Zhang et al. (2012a) présentent l’algorithme RPnL, fonctionnant avec au minimum quatre
lignes et qui est plus précis que l’algorithme de Mirzaei et Roumeliotis (2011). Les correspon-
dances sont divisées en triplets qui servent à résoudre un système polynomial de P3L. La solution
optimale est enfin identifiée à partir des racines des dérivées du système, dans le sens des résidus
des moindres carrés.
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La méthode RPnL a été récemment améliorée par Xu et al. (2017) avec l’algorithme ASPnL
(Accurate Subset based PnL). Cet algorithme est plus précis sur les jeux de données réduits, mais
est très sensible aux mauvais appariements ce qui limite son intérêt dans le cadre d’une application
réelle où les appariements aberrants sont courants. Cet algorithme est lui aussi coûteux en temps
de calcul (jusqu’à 880ms pour un jeu de données de 1000 lignes).
Méthodes algébriques basées sur la formulation linéaire du PnL : LPnL Plutôt que
de formuler le problème d’estimation de pose sous forme d’un système d’équations polynomiales,
une partie de la recherche sur le PnL se concentre sur une formulation sous forme d’un système
d’équations linéaires. La taille des systèmes d’équations ainsi formés dépend alors du nombre
de correspondances entre les lignes considérées. L’ensemble de ces méthodes est regroupé sous
l’appellation LPnL, pour Linear Pespective-n-Line.
La résolution de systèmes d’équations linéaires est moins coûteuse en calcul que la résolution
de systèmes d’équations de plus haut rang. Les méthodes de LPnL sont donc généralement plus
rapides à l’exécution que les méthodes de PnL s’appuyant sur une formulation polynomiale, quel
que soit le nombre de droites considérées.
Les différentes méthodes de l’état de l’art se distinguent sur deux points : premièrement par le
système de coordonnées utilisé pour générer un système d’équations linéaires, et deuxièmement
par l’algorithme de résolution de ce système.
La manière la plus directe de résoudre les systèmes d’équations de la formulation LPnL est
attribuée à Hartley et Zisserman (2003) et leur algorithme DLT (Direct Linear Transform). Une
section de l’ouvrage de Hartley et Zisserman y est consacrée.
L’algorithme DLT permet de transformer les correspondances entre plusieurs lignes en un sys-
tème homogène d’équations linéaires. Ces correspondances sont formulées à travers des matrices
que l’on appelle matrices de mesure. La solution de ce système d’équations se trouve ainsi dans le
noyau (ou kernel, ou matrix nullspace en anglais) des matrices de mesures. L’une des conditions
impératives à l’application de l’algorithme DLT est que les différentes matrices M doivent avoir
la même norme. Il est donc nécessaire de normaliser les données, sans quoi l’algorithme est trop
sensible au bruit et produit des résultats aberrants.
La première méthode de résolution de PnL grâce à l’algorithme DLT est apportée par Hartley
et Zisserman (2003). Cette méthode ne formule pas directement le problème de PnL par rapport
à des lignes, mais plutôt par rapport à des points inclus sur celles-ci. En effet, si un point repose
sur une ligne, cela est aussi vrai pour sa projection. Cette méthode est appelée DLT_Lines par
Silva et al. (2012), et a besoin d’au moins 6 correspondances pour fonctionner.
Les travaux de Přibyl et al. (2016) portent sur l’application de la méthode DLT à des lignes
paramétrisées en coordonnées de Plücker. Leur algorithme est appelé DLT_Plucker_Lines, et
nécessite au minimum 9 lignes pour fonctionner.
Plus récemment encore, Xu et al. (2017) ont développé plusieurs variantes de l’algorithme
DLT_Lines, chacune s’appuyant sur des lignes 2D et des points 3D. Leurs méthodes sont ap-
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Méthode Nb. de droites nécessaires Nb. de solutions
P3L 3 9
Mizraei 3 27
Ansar 4 1
RPnL 4 1
ASPnL 4 1
DLT_lines 6 1
DLT_Plücker_Lines 9 1
DLT_Combines_Lines 5 1
LPnL_Enull 6 1
Table 2.1 – Récapitulatif des méthodes algébriques d’estimation de pose 6DDL.
pelées LPnL_DLT_LS, LPnL_DLT_ENull, LPnL_Bar_LS et LPnL_Bar_ENull, et sont une
variation de l’algorithme DLT de Hartley et Zisserman (2003) en changeant les systèmes de co-
ordonnées (cartésien et barycentrique avec une paramétrisation Cayley-Gibbs-Rodriguez), et le
solveur d’équations (adapté de Lepetit et al. (2009)).
Přibyl et al. (2017) combinent la redondance structurelle des points et des lignes de manière
à réduire le nombre de correspondances nécessaires à la résolution du système linéaire à 5. Un
récapitulatif des méthodes algébriques, du nombre de droites requises à l’estimation de pose, et
le nombre de solutions associées est présenté sur le tableau 2.1.
✷✳✸ ❊st✐♠❛t✐♦♥ ❞❡ ♣♦s❡ ❜❛sé❡ ❧✐❣♥❡ ❛✈❡❝ ❝♦♥♥❛✐ss❛♥❝❡ ❞❡ ❧❛
❞✐r❡❝t✐♦♥ ✈❡rt✐❝❛❧❡
✷✳✸✳✶ ➱t❛t ❞❡ ❧✬❛rt
De nombreux systèmes sont aujourd’hui équipés de capteurs d’orientation. Ces capteurs per-
mettent d’avoir un a priori sur l’orientation du système, et diminuent ainsi la complexité de
l’estimation de pose de 6 à 4 degrés de liberté (deux des trois rotations sont connues).
Bien que plusieurs méthodes aient été mises au point concernant l’estimation de pose basée
points (PnP) Lepetit et al. (2009), Hesch et Roumeliotis (2011), Ferraz et al. (2014) avec connais-
sance de la composante verticale, ce sujet est largement sous-étudié dans le cas de lignes. On
note les travaux de Horanyi et Kato (2017a) Horanyi et Kato (2017b), qui traitent de ce sujet en
proposant une formulation linéaire et polynomiale de degré 3. Les lignes 3D sont ici représentées
par un vecteur directeur et un point. Le formulation polynomiale retourne trois solutions, la
solution finale étant celle donnant la plus faible erreur de reprojection.
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L = (L1, L2, L3, L4, L5, L6)T (2.1)
avec
U = (a1, a2, a3)× (b1, b2, b3) (2.2)
V = a4.(b1, b2, b3)− b4.(a1, a2, a3)
où × est le produit vectoriel. Il est important de noter que L doit satisfaire la contrainte
bilinéaire UT .V = 0.
Notons désormais LM l’expression de L dans le référentiel monde M et LC celle de L dans
le référentiel caméra C . On exprime le changement de référentiel de LM vers LC à l’aide de la
matrice de déplacement M qui est telle que
LC =M .LM (2.3)
avec
M =
(
R −R.T[×]
03×3 R
)
(2.4)
où [×] représente la matrice antisymétrique d’un vecteur de dimension 3. R et T sont respecti-
vement les vecteurs translations et matrice de rotation permettant le changement du référentiel
monde vers le référentiel caméra, et sont respectivement notés TC←M et RC←M dans la suite
de cette thèse.
On nomme
l = (l1, l2, l3) (2.5)
la projection de la ligne 3D L sur le plan image. Par extension, son expression dans le référentiel
caméra est lC . l est définie comme l’intersection des plans Π et du plan dit plan de projection,
défini par sa normale u dans le référentiel caméra, et passant par l’origine du référentiel C et
LC . Pour cette raison, le vecteur u de dimension 3 est suffisant pour définir de manière unique
l. On a alors
lC ∽ u. (2.6)
La relation ∼ indique une égalité à un facteur d’échelle non nul près.
La projection de LM en lC peut être exprimée à l’aide de la partie supérieure de la matrice
de déplacement M, nommée matrice de projection P de droite, telle que :
P =
(
R −R.T [×]
)
. (2.7)
La projection s’exprime alors
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lC ∼ P.LM . (2.8)
On explique cela par le fait que toute droite 3D incluse dans le plan de projection défini par
u peut être projetée en une même droite 2D lC . Cette paramétrisation est identique à celle de
Přibyl et al. (2016), qui dérive elle-même de la paramétrisation de Bartoli et Sturm (2001).
Définitions préalables Soient l✐ = (li1, li2, li3)T la projection sur le plan image Π de la ligne
3D L✐ = (Li1, Li2, Li3, Li4, Li5, Li6)T , li et Li étant les ie`mes éléments d’un jeu de données
comprenant n lignes. On a alors Li = (U
T
i ,V
T
i )
T .
La résolution du problème d’estimation dans un référentiel cartésien implique l’estimation de
trois rotations, que l’on nommera en angles d’Euler ρ, θ, ψ, ainsi que trois translations tx, ty, et
tz.
Estimation de la rotation Dans le chapitre précédent, nous avons vu que certains capteurs,
tels les centrales inertielles, peuvent fournir une estimation de la direction verticale du système
auquel ils sont attachés. Connaître la direction verticale équivaut à connaître une estimation
partielle de l’orientation du système, c’est-à-dire une connaissance a priori de deux des trois
angles à estimer. Ainsi, on réduit le problème de l’estimation d’une pose de six degrés de liberté
(6 DDL) à 4 DDL.
Par définition, Li et li sont incluses dans le plan de projection. Le vecteur directeur Vi de la
ligne Li est donc orthogonal au plan de projection, et ainsi perpendiculaire au vecteur u. On en
déduit alors la contrainte suivante :
(RC←M .V
M
i )
T .lCi = (V
C )T .lCi = 0, (2.9)
avec RC←M la matrice de rotation du référentiel monde vers le référentiel caméra telle que
RC←M = Rz.Ry.Rx
=


cz −sz 0
sz cz 0
0 0 1

 .


cy 0 sy
0 1 0
−sy 0 cy

 .


1 0 0
0 cx −sx
0 sx cx

 (2.10)
avec cx = cos(ρ) , sx = sin(ρ), cy = cos(θ), sy = sin(θ), cz = cos(ψ), sz = sin(ψ). En posant
Li =
(
Li1 Li2 Li3 Li4 Li5 Li6
)T
et li =
(
li1 li2 li3
)T
, on obtient de la contrainte
(2.9) le développement suivant :
(Li5.(cx.li2 + li1.sx.sy)− Li6.(li2.sx − cx.li1.sy) + Li4.cy.li1).cz
+ (Li6.(li1.sx + cx.li2.sy)− Li5.(cx.li1 − li2.sx.sy) + Li4.cy.li2).sz
+ Li6.cx.cy.li3 − Li4.li3.sy + Li5.cy.li3.sx = 0.
(2.11)
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La connaissance a priori de la direction verticale implique que les angles ρ et θ, c’est-à-dire
que le produit matriciel Ry.Rx est connu. Ainsi, les seules inconnues de l’équation (2.9) sont cz
et sz. Pour deux lignes 3D et leur projections, on peut créer un système linéaire d’équations de
rang 2, résoudre cz et sz de manière unique, et finalement estimer l’angle ψ. Au delà de deux
correspondances 2D/3D, on se trouve en présence d’un système sur-défini, que l’on peut néan-
moins résoudre à l’aide d’une méthode traditionnelle d’optimisation, comme celle des moindres
carrés.
Dans le cas de données non bruitées, on obtient directement RC←M . Néanmoins, ce cas de
figure est peu vraisemblable si l’on considère des données réelles. On risque alors d’obtenir deux
valeurs pour cz et sz ne respectant pas la contrainte trigonométrique c2z + s
2
z = 1, et qui une fois
introduits dans la relation (2.10) produisent une matrice R˜ qui n’est pas une matrice de rotation,
et qui ne respecte pas la contrainte RTC←M .RC←M = I3. I3 représente la matrice identité. Une
étape supplémentaire doit donc être apportée de manière à respecter cette contrainte. L’approche
choisie ici repose sur la décomposition en valeurs singulières (DVS, ou SVD en anglais Golub et
Reinsch (1970)) de R˜. Cette méthode permet de décomposer R˜ en trois matrices U, Σ et V ⋆
telles que
U.Σ.V⋆ = R˜
RC←M = U.V
⋆T
. (2.12)
U et V ⋆ représentent respectivement l’ensemble des vecteurs de base orthonormée de R3, et
sont appelés vecteurs de sortie et d’entrée. On veillera ici à ne pas confondre ces termes avec
la normale U et la direction V d’une droite 3D exprimées en coordonnées de Plücker. Σ est ici
une matrice diagonale dont les éléments sont les valeurs singulières de R˜. La prochaine étape du
traitement consiste donc à estimer la translation TC←M =
(
tx ty tz
)
.
Estimation de la translation Soit un vecteur a de scalaires défini dans R3 tel que a =(
a1 a2 a3
)T
et a[×] la matrice antisymétrique de dimension 3× 3 de a. L’une des propriétés
remarquables de la matrice antisymétrique composée à l’aide d’un vecteur réside dans le fait que
son produit avec ce dernier s’annule. On obtient donc l’égalité suivante :
a[×].a = 03×1 (2.13)
Dans l’optique d’estimer le vecteur de translation TC←M , on s’appuie sur la propriété (2.13)
pour reformuler l’équation (2.8). Pour i = 1..n droites, on obtient alors la relation suivante
lCi[×].P .Li
M = 03×1. (2.14)
Pour une correspondance entre une ligne 3D et sa projection, on obtient donc un système de
trois équations, dont la première est :
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(−Li5.(li3.(cz.sx − cx.sy.sz) + cx.cy.li2)− Li6.(li3.(cx.cz + sx.sy.sz)− cy.li2.sx)).tx
+ (Li4.(li3.(cz.sx − cx.sy.sz) + cx.cy.li2) + Li6.(li2.sy + cy.li3.sz)).ty
+ (Li4.(li3.(cx.cz + sx.sy.sz)− cy.li2.sx)− Li5.(li2.sy + cy.li3.sz)).tz
+ Li3.(li3.(cz.sx − cx.sy.sz) + cx.cy.li2)
− Li2.(li3.(cx.cz + sx.sy.sz)− cy.li2.sx)
− Li1.(li2.sy + cy.li3.sz) = 0
(2.15)
Néanmoins, ce système n’est pas résoluble en l’état, car ses lignes sont linéairement dépendantes :
ce système est de rang déficient. Un minimum de trois correspondances est nécessaire pour
résoudre la translation de manière unique (Hartley et Zisserman (2003)).
Une fois ces trois correspondances identifiées, on obtient finalement un système linéaire de
rang 3, permettant de recouvrer les trois dernières inconnues tx, ty et tz. On réarrange alors ce
système d’équations en une matrice M , telle que
M .TC←M =N , (2.16)
chaque colonne de M étant respectivement exprimée en fonction de tx, ty et tz. La matrice N
comprend tous les termes indépendants de tx, ty et tz. On résout finalement l’équation (2.16) à
l’aide de la méthode des moindres carrés, c’est-à-dire
TC←M = (M
T .M)−1MT .N .
Dans le reste de ce mémoire, on fera référence à cette méthode par l’acronyme VPnL_LS, pour
Vertical Perspective-n-Line.
Étude de la résolubilité en fonction des configurations spatiales Que l’on considère des
droites 2D ou 3D, certaines configurations spatiales communes impliquent des résultats remar-
quables quant aux opérateurs utilisés dans l’algorithme d’estimation de pose présenté ci-dessus.
On considère en particulier les produits vectoriels et scalaires de droites perpendiculaires, copla-
naires et parallèles. Le tableau 2.2 regroupe une étude de la solvabilité des systèmes d’équations
introduits dans les équations (2.16) et (2.11), lorsque la direction verticale est connue. On y
considère des configurations minimales à deux, trois et quatre droites distinctes L1,L2,L3 et L4
aléatoires ou incluses dans deux plans Π1 et Π2. || décrit le parallélisme, ⊥ la perpendicularité
et ⊂ l’inclusion dans un plan.
On remarque que lorsque la direction verticale est connue, la rotation est résoluble pour toute
configuration spatiale 3D. En revanche, la direction ne l’est qu’à partir d’une configuration à trois
droites, du moment qu’au moins deux droites ne sont pas parallèles.
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Configuration 3D Rang du système
pour résoudre R
Rang du système
pour résoudre T
R résoluble T résoluble
v1 et v2 aléatoires 2 2 oui non
v1 ||v2 2 2 oui non
v1 ⊥ v2 2 2 oui non
v1 ||v2 ||v3
{v1,v2,v3}⊂ Π1
2 2 oui non
v1 ||v2 ||v3
{v1,v2}⊂ Π1
{v3}⊂ Π2
2 2 oui non
v1 ||v2
v1 ⊥ v3, v2 ⊥ v3
{v1,v2,v3}⊂ Π1
2 3 oui oui
v1 ||v2
v1 ⊥ v3, v2 ⊥ v3
{v1,v2}⊂ Π1
{v3}⊂ Π2
2 3 oui oui
v1 ||v2
v3 ||v4
v1 ⊥ v3, v2 ⊥ v4
{v1,v2,v3,v4}⊂ Π1
2 3 oui oui
v1 ||v2
v3 ||v4
v1 ⊥ v3, v2 ⊥ v4
{v1,v2}⊂ Π1
{v3,v4}⊂ Π2
2 3 oui oui
Table 2.2 – Solvabilité de la pose avec connaissance de la direction verticale, pour des configurations spatiales de droites 3D particulières
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✷✳✸✳✸ ❖♣t✐♠✐s❛t✐♦♥ ❞❡ ❧❛ ♣♦s❡
Dans la méthode VPnL_LS, la rotation et la translation sont estimées séquentiellement. Dans
cette optique, une seconde contribution est apportée sous la forme d’une optimisation, elle aussi
séquentielle, de la rotation et de la translation. Ce raffinement de la pose est aussi introduit dans
Lecrosnier et al. (2019), et est présenté dans cette sous-section.
Optimisation de la rotation Notre méthode repose sur la connaissance a priori de la di-
rection verticale, aussi appelée vecteur gravité, pour estimer une pose complète. Comme cité
précédemment, à travers une mesure de l’accélération et de la vitesse angulaire, des capteurs
permettent de donner une estimation du vecteur gravité. Néanmoins, mis à part dans le cas
de simulations, l’estimation du vecteur gravité est dépendante de la précision du capteur qui
fournit sa mesure. Ainsi, en fonction de la centrale inertielle fournissant cette mesure, on peut
s’attendre à une précision angulaire de 0.02 pour les IMU haut de gamme, à 0.5 degrés pour les
centrales inertielles d’entrée de gamme (Albl et al. (2016)). On comprend alors que l’insertion
d’une erreur dans la direction verticale induit une diminution dans la précision de l’estimation
de pose. Pour cette raison, une méthode de raffinement de la rotation basée sur l’algorithme
d’optimisation de Gauss-Newton est proposée ici. On cherche alors une contrainte géométrique
valide pour l’ensemble des lignes 3D et leurs projections, et faisant appel au critère à optimiser,
ici une contrainte impliquant l’orientation du système.
Soient AMi et B
M
i deux points exprimés en coordonnées cartésiennes dans le référentiel monde
M , définissant la ie`me ligne 3D d’un jeu de données comprenant n ∈ N lignes 3D et leurs n
correspondances respectives 2D. Soit li la projection de la ligne 3D Li sur le plan image Π, et
VMi et V
C
i la direction de Li exprimée respectivement dans le référentiel monde et caméra.
Pour un jeu de n lignes 3D et leurs correspondances, on exprime la contrainte (2.9) sous
forme d’un ensemble de n fonctions f = (f1, ...fn) dépendant des trois angles de rotation ρ, θ,
ψ, tels que définis dans l’équation (2.10). Les fonctions f sont telles que
fi(RC←M ) = (RC←M .V
M
i )
T .li = 0. (2.17)
Par itérations successives, et en supposant une valeur initiale β0 des paramètres à optimiser
telle que β0 =
(
ρ θ ψ
)T
, on recherche un incrément δ faisant varier les paramètres de β d’un
pas s à un pas s+ 1, tout en minimisant la somme du carré des fonctions fi=1..n, tel que
βs+1 = βs + δβ. (2.18)
L’algorithme de Gauss-Newton décrit δβ tel que
(JTR.JR)
−1δβ = −JT
R
f. (2.19)
JR étant la matrice jacobienne regroupant les dérivées partielles de chaque équation fi de f en
CHAPITRE 2. CONTRIBUTION À L’ESTIMATION DE POSE BASÉE LIGNES 66
fonction des angles ρ, θ et ψ. JR, et telle que :
JR =


∂f1
∂ρ
∂f1
∂θ
∂f1
∂ψ
... ... ...
∂fn
∂ρ
∂fn
∂θ
∂fn
∂ψ

 . (2.20)
En reformulant les équations 2.18 et 2.19, on pose finalement
βs+1 = βs − (JTR.JR)
−1.JR.f (2.21)
qui nous permet de raffiner itérativement l’estimation de la rotation.
Optimisation de la translation De la même manière que pour l’optimisation de la rotation,
on s’appuie sur l’algorithme de Gauss-Newton pour optimiser l’estimation de la translation. On
cherche ici à formuler une contrainte géométrique entre les lignes 3D de notre jeu de données et
leurs projections respectives, et faisant appel au critère à optimiser, ici la translation.
On sait que la projection de tout point 3D Ai situé sur la ligne 3D Li se trouve sur la
projection li de Li. Ainsi, de manière similaire à l’équation (2.17), on exprime cette contrainte
pour un jeu g = (g1, ..., gn) de fonctions dépendant de la translation, telles que
gi(TC←M ) = (RC←M .A
M
i +TC←M )
T .li = 0. (2.22)
On exprime alors la matrice jacobienne JT de g, telle que
JT =


∂g1
∂tx
∂g1
∂ty
∂g1
∂tz
... ... ...
∂gn
∂tx
∂gn
∂ty
∂gn
∂tz

 . (2.23)
On procède finalement à la recherche itérative du minimum de la somme du carré des gi, avec
un incrément des paramètres défini tel que
βs+1 = βs − (JTT .JT )
−1.JT .g. (2.24)
Ainsi, on procède à l’optimisation de la translation.
Dans le reste de ce document, on nomme VPnL_GN la combinaison de la méthode VPnL_LS
et de ces deux optimisations successives des rotations et translations estimées.
Remarques sur l’optimisation par Gauss-Newton De par la nature non linéaire des fonc-
tions fi=1..n, l’algorithme de Gauss-Newton ne garantit pas de convergence vers une solution glo-
balement optimale (Mascarenhas (2014)), mais seulement vers un minimum local « accessible »
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depuis les paramètres d’initialisation. Pour cette raison, l’optimisation de l’orientation ne peut
être employée seule, et nécessite une initialisation proche de la solution finale. En revanche, dans
le cas de l’optimisation de la translation subséquente à l’estimation de l’orientation, les com-
posantes de la rotation sont présumées connues. On se retrouve donc dans le cas d’un système
linéaire, dont la convergence vers une solution globalement optimale est garantie par la méthode
de Gauss-Newton. On note toutefois que la solution optimale retrouvée ici est optimale vis-à-
vis de l’estimation de l’orientation fournie. Si une grande erreur est présente dans cette première
orientation, la translation raffinée sera estimée au regard d’une orientation erronée, donc éloignée
de la position réelle du système.
Comme dans de nombreux algorithmes itératifs, le nombre d’itérations maximales doit être
soit régulé par un critère d’arrêt, soit fixé manuellement. Nous choisissons ici une approche
hybride. Certains algorithmes itératifs d’optimisation ont tendance à stagner ou osciller très
faiblement lorsque les paramètres sont très proches d’un minimum local ou global. Pour cette
raison, l’arrêt de ces algorithmes de raffinement de pose s’effectue lorsqu’une limite dure de 20
itérations est dépassée, ou lorsque l’on atteint un point stationnaire (variation de l’ordre de
10−5m ou 10−5°).
✷✳✹ ❊①♣ér✐♠❡♥t❛t✐♦♥s
Après avoir posé les bases théoriques de cette méthode d’estimation de pose, couplée ou non à
une optimisation des paramètres, il convient d’en démontrer la validité expérimentalement. Pour
ce faire, on évalue dans un premier temps les performances sur un jeu de données de simulation,
permettant de maîtriser pleinement les paramètres expérimentaux. Dans un second temps, ces
algorithmes sont validés sur des données réelles.
✷✳✹✳✶ ▼étr✐q✉❡s
L’objectif des algorithmes de PnL est d’estimer la pose d’une caméra à l’aide de corres-
pondances connues entre lignes 2D et lignes 3D. On cherche donc à mesurer la précision de
l’estimation de l’orientation et de la position de la caméra. Ainsi on considère pour le reste de ce
chapitre deux métriques, qui sont l’erreur d’estimation de positon, ou erreur de translation, et
l’erreur d’estimation de rotation.
L’erreur de translation est donnée sous forme de taux d’erreur de translation, plutôt que de
distance. On comprend aisément qu’une erreur de quelques centimètres sur un déplacement de
plusieurs mètres est moindre comparée à une erreur de quelques centimètres sur un déplacement
du même ordre de grandeur. Plus formellement, ce taux d’erreur de translation est donné par le
produit de la distance euclidienne entre la position réelle et la position estimée. Cette distance
est ensuite normalisée par la norme de la position réelle. Ainsi, pour deux positions Pestime´ =(
p1 p2 p3
)T
Qre´el =
(
q1 q2 q3
)T
exprimées dans le référentiel monde en coordonnées
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cartésiennes, le taux d’erreur de translation entre ces deux points t(Pestime´,Qre´el) est donné
par
t(Pestime´,Qre´el) =
√
(q1− p1)2 + (q2 − p2)2 + (q3 − p3)2√
q12 + q22 + q
2
3
.100. (2.25)
Concernant l’erreur de rotation, plusieurs choix sont possibles en fonction de la représentation
choisie pour l’orientation. Comme le montre l’équation (2.10), la composition des rotations est
réalisée dans ces travaux à partir des angles d’Euler. La connaissance a priori de la direction
verticale signifie que sur trois angles (ρ, θ, ψ), deux sont connus (ρ, θ), et ψ reste à calculer.
Dans le jeu de données de simulation détaillé ci-après, on introduit des erreurs dans les angles
supposés connus. Dans le calcul d’erreur, on recherchera alors à ne mesurer l’erreur de rotation
que sur l’angle restant à déterminer. On calcule donc dans ce cas l’erreur de rotation en réalisant
la valeur absolue de la différence de l’angle estimé et de l’angle réel. Cette mesure d’erreur sur
un seul angle a pour inconvénient d’ignorer l’erreur introduite sur les angles (ρ, θ) lorsque l’on
simule une défaillance de l’IMU.
Dans le jeu de données réelles, aucune erreur n’est introduite dans les rotations. On cherche
donc à mesurer un écart angulaire sur les trois angles entre une valeur estimée et une vérité
terrain. On utilise alors la différence angulaire entre les matrices de rotation. Cette différence
angulaire Λ (en radians) entre deux matrices de rotations R1 et R2 tire son origine de la repré-
sentation vectorielle des rotations, et s’exprime
Λ = arccos(
tr(R1.R
T
2 )− 1
2
). (2.26)
✷✳✹✳✷ ❙✐♠✉❧❛t✐♦♥
Introduction Dans le cas du test en simulation d’un algorithme de Perspective-n-Line avec
connaissance de la direction verticale, on cherche à maîtriser principalement quatre paramètres
expérimentaux, à savoir :
— Les paramètres extrinsèques de la caméra, c’est-à-dire la pose, ou encore la position et
l’orientation de la caméra dans un référentiel de référence, ici le référentiel monde RM ;
on fait varier ce paramètre durant chaque test de la simulation de manière à valider le
comportement de l’algorithme pour toutes les poses possibles,
— Les paramètres intrinsèques de la caméra, c’est-à-dire les spécificités liées à la nature
optique de la caméra, comme les déformations dues aux lentilles,
— Le bruit des capteurs, qui fait référence aux erreurs de mesure des capteurs, comme par
exemple une imprécision dans la mesure du vecteur gravité ; on évalue la robustesse de nos
algorithmes en simulant une centrale inertielle à bas coût, puis en simulant une défaillance
croissante de cette IMU,
— Le bruit lié au traitement des données, induisant une différence entre les droites réelles et
les droites extraites de manière automatique ; on introduit ici des imprécisions en déplaçant
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translation comprise en 2m et 20m, et un changement d’orientation entre 0 rad et 2πrad.
On impose ainsi la pose de caméra à retrouver.
5. Suivant les cas de tests, on simulera une extraction imparfaite d’amers en ajoutant un
bruit gaussien aux points servant de support aux droites 2D ou 3D. Dans le cas du bruit
3D, on agit directement sur les points exprimés dans le référentiel monde, en les déplaçant
suivant les trois axes, d’une distance de σ3D mm. Pour les points 2D, ce processus inclut
une étape supplémentaire. On doit bruiter les points de l’image, en coordonnées pixeliques,
que l’on déplace de σ pixels suivant les deux axes. On ré-exprime ensuite ces points en
coordonnées métriques.
Finalement, on estime la pose de la caméra à l’aide de la méthode de PnL, et on calcule les
métriques présentées dans la sous-section 2.4.1.
Évaluer la robustesse de notre algorithme sans élément de comparaison ne serait pas rigoureux.
On compare donc nos résultats avec les différents algorithmes d’estimation de pose à l’état de
l’art. Trois algorithmes d’estimation de pose basée lignes sont donc ici considérés :
— NPnLUpL, de Horanyi et Kato (2017a) qui, comme notre algorithme VPnL_LS, s’appuie
sur une connaissance a priori de la direction verticale fournie par une IMU pour estimer
la pose d’une caméra.
— NPnLUpC, de Horanyi et Kato (2017b) qui est une variante de NPnLUpL basée sur des
équations quadratiques
— L’algorithme ASPnL, de Xu et al. (2017), qui ne s’appuie pas sur la direction verticale,
et calcule la pose complète.
Étant donné que l’on compare ici des algorithmes reposant sur la direction verticale et d’autres
calculant une pose complète, on ajoute un bruit constant de 0.5 degrés sur la direction verticale
pour plus d’équité. Ce bruit correspond à celui d’une IMU d’entrée de gamme. Lorsque cela n’est
pas précisé, cette erreur est ajoutée en entrée des fonctions d’estimation de pose, sur un des deux
angles définissant la direction verticale.
Pour chaque incrément de bruit ou de données aberrantes insérés, le nombre de tests effectués
est de 2000. La valeur médiane des erreurs est retournée, car certains des algorithmes testés
expérimentalement produisent dans des cas marginaux des erreurs particulièrement importantes,
non représentatives de leur comportement standard et induisant une valeur moyenne elle non plus
non représentative.
Robustesse au bruit 2D et 3D
Le premier test considéré est celui de la robustesse au bruit 2D et 3D. On simule ici une
extraction d’amers imprécise en déplaçant les extrémités des points 2D ou 3D définissant les
droites utilisées dans les algorithmes de PnL. Comme le montre la figure 2.3, on ajoute un bruit
croissant, dans un premier temps sur les points 3D allant de 0 à 500mm, puis dans second temps
sur les points 2D de 0 à 20 pixels, puis on mesure le taux d’erreur médian en translation, et le
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Figure 2.3 – Robustesse au bruit 2D et 3D en présence de 0.5° d’erreur sur le vecteur gravité
l’erreur médiane de rotation. Les incréments de bruits 2D et 3D sont respectivement des pas de
1 pixel et 5 mm. Il est à noter que la limite haute de ces bruits est particulièrement extrême.
Sans surprise, l’algorithme ASPnL surpasse les autres algorithmes dans une configuration
avec un faible bruit 2D et 3D. En effet, il est par nature insensible aux erreurs introduites dans
le vecteur gravité. Il délivre néanmoins des performances moindres comparé aux algorithmes
s’appuyant sur le vecteur gravité lorsque le bruit augmente, en terme d’erreur de rotation. Dans
cette catégorie, notre algorithme VPnL_GN fournit les meilleures performances, en concurrence
directe avec NPnLUpL. Tous deux fournissent une erreur de rotation de l’ordre de 0.01° à 500mm
de bruit 3D ou 14 pixels de bruit 2D, quand les performances de notre VPnL_LS sont en retrait,
tout comme NPnLUpC.
Dans le cas du taux d’erreur en translation, les résultats placent nos deux algorithmes en tête
des performances, avec un taux d’erreur de l’ordre de 3% quand NPnLUpL et ASPnL arrivent à
4% en limite haute du bruit testé.
CHAPITRE 2. CONTRIBUTION À L’ESTIMATION DE POSE BASÉE LIGNES 72
0 0.2 0.4 0.6 0.8 1
Initial orientation error (°)
2
4
6
8
10
12
14
16
M
ed
ia
n 
ro
ta
tio
n 
er
ro
r (
°)
10 -3
VPnL_LS, =5p
VPnL_GN, =5p
NPnLUpL, =5p
NPnLUpC, =5p
0 0.2 0.4 0.6 0.8 1
 Initial orientation error (°)
0
0.5
1
1.5
2
2.5
3
3.5
4
M
ed
ia
n 
Tr
an
sla
tio
n 
er
ro
r (
%)
VPnL_LS, =5p
VPnL_GN, =5p
NPnLUpL, =5p
NPnLUpC, =5p
0 0.2 0.4 0.6 0.8 1
Initial orientation error (°)
0
0.002
0.004
0.006
0.008
0.01
0.012
0.014
0.016
M
ed
ia
n 
ro
ta
tio
n 
er
ro
r (
°)
VPnL_LS, 3D =100mm
VPnL_GN, 3D =100mm
NPnLUpL, 3D =100mm
NPnLUpC, 3D =100mm
0 0.2 0.4 0.6 0.8 1
 Initial orientation error (°)
0
0.5
1
1.5
2
2.5
3
M
ed
ia
n 
Tr
an
sla
tio
n 
er
ro
r (
%)
VPnL_LS 3D =100mm
VPnL_GN 3D =100mm
NPnLUpL 3D =100mm
NPnLUpC 3D =100mm
Figure 2.4 – Impact de l’erreur d’orientation initiale
Robustesse à l’erreur d’orientation initiale
Pour ce test, on fige les erreurs 2D et 3D respectivement à 5 pixels et 100mm, et on fait varier
l’erreur induite dans le vecteur gravité de 0° à 1° par pas de 0.02°. Il est à noter que ASPnL
est exclu de ce test, car ne s’appuyant pas sur la direction verticale pour estimer la pose. Pour
cette catégorie de bruit, nos deux algorithmes sont définitivement plus performants en terme
d’erreur en translation pour les gammes de bruit 2D et 3D sélectionnés. VPnL_GN propose un
léger avantage pour un vecteur gravité peu bruité, tandis que VPnL_LS est plus performant
avec un bruit plus haut. En terme d’erreur en rotation, les résultats sont similaires pour un bruit
faible, mais nos deux algorithmes fournissent de meilleures performances pour un bruit plus élevé.
L’optimisation de la rotation ne fournit pas dans ce cas d’avantage.
Impact du nombre de lignes Pour ce test, on fige les valeurs de bruit 2D et 3D respective-
ment à σ = 10 pixels et σ3D = 100mm. On fait varier le nombre de droites considérées par les
différents algorithmes de PnL testés de 4 (limite basse de ASPnL) à 40, qui est un nombre de
droites cohérent dans une scène urbaine. On évalue alors les performances suivant les métriques
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Figure 2.5 – Impact du nombre de lignes sur les performances
décrites précédemment. Globalement, les performances de tous les algorithmes s’accroissent à
des rythmes relativement similaires, quelles que soient les méthodes considérées. Concernant
l’erreur en rotation, nos algorithmes fournissent les meilleurs résultats, quoique la différence de
performance avec les méthodes NPnLUpL et NPnLUpC soient marginales. ASPnL fournit en
comparaison des résultats nettement dégradés pour le bruit 2D, et rattrapant les performances
de NPnLUpL et NPnLUpC seulement pour une quarantaine de droites avec bruit 3D.
Dans le cas de l’erreur en translation, nos deux algorithmes tirent leur épingle du lot, et sont
seulement rattrapés par ASPnL, encore une fois aux alentours de la quarantaine de lignes, dans
le cas du bruit 3D.
Robustesse aux mauvais appariements
Si la correspondance entre lignes 3D et leur projection sur le plan image est supposée connue,
il est néanmoins instructif d’observer le comportement des algorithmes comparés ci-dessus dans
le cas où un certain nombre de correspondances sont incorrectes. Pour ce faire, on procède à
la génération des droites 2D et 3D de la même manière que présenté sur la figure 2.2. Pour un
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Figure 2.6 – Robustesse aux mauvais appariements 2D/3D. Cas sans bruit 2D,3D ni sur la
direction verticale
jeu comportant un nombre plus important de lignes, 40 ici, on insère des données aberrantes
juste avant la phase d’estimation de pose, en remplaçant une partie des points 3D par des
points aléatoires, eux aussi compris dans un rayon de 2m et 20m autour de la caméra. Les
données correctement appariées ne subissent aucun bruit 2D, 3D, ni de dégradation de la direction
verticale.
En observant les résultats de la figure 2.6, on remarque que même pour un nombre faible de
droites mal appairées, l’erreur en translation est très importante. Dès 20% de données aberrantes,
donc 8 droites 3D aléatoires pour 32 correctes, l’ erreur en translation pour l’algorithme le plus
performant, VPnL_LS, est de l’ordre de 33%. Cela correspond à un écart de position moyen de
9.61m et médian de 7.19m. On comprend donc qu’une telle erreur n’est pas compatible avec une
application de robotique mobile.
Discussion Cette première expérimentation valide les performances et la robustesse de nos
deux algorithmes d’estimation de pose basée ligne, VPnL_LS et VPnL_GN. Que l’on considère
un bruit 2D, 3D, un nombre de droites faible ou plus important, ainsi qu’une erreur de mesure
initiale du vecteur gravité, nos deux algorithmes proposent des résultats meilleurs ou équiva-
lents aux algorithmes de l’état de l’art. De manière générale, la méthode VPnL_LS est plus
performante dans l’estimation de la translation pour un jeu de données bruité. En complément,
notre algorithme VPnL_GN fournit des performances équivalentes ou supérieures dans le cadre
de l’estimation de l’orientation en conditions similaires. En présence de mauvais appariements
de droites, cette fois-ci sans aucun bruit, cette tendance se confirme, et on observe nettement
l’intérêt d’une optimisation de la rotation, tandis que l’optimisation de la translation fournit des
performances en retrait.
Ces résultats fournissent une base suffisante pour envisager l’expérimentation sur des données
réelles.
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Calibrage Vicon LiDAR
La méthode la plus directe pour effectuer ce calibrage consiste à mettre en correspondance
des points 3D extraits dans chacune des modalités. Ainsi, pendant l’acquisition du jeu de don-
nées, une vingtaine de marqueurs Vicon ont été disposés dans la scène à des positions aisément
discriminantes de l’environnement. Connaissant la correspondance entre ces marqueurs et leur
position individuelle dans le nuage de points, il est possible d’estimer la transformation rigide
entre les référentiels LiDAR et Vicon.
Méthode des moindres carrés La première méthode possible est celle des moindres
carrés. Elle consiste à minimiser la somme du carré de la distance entre ces paires de points.
Soient deux jeux de n points A et B exprimés en coordonnées homogènes dans deux référen-
tiels respectifs tels que
A =


xa1 ... xan
ya1 ... yan
za1 ... zan
1 ... 1

 et B =


xb1 ... xbn
yb1 ... ybn
zb1 ... zbn
1 ... 1

 (2.27)
avec (
R T
01×3 1
)
.A = B (2.28)
On note R et T respectivement matrice de rotation et vecteur de translation, les paramètres
de la transformation de référentiel A vers le référentiel B.
On sait que l’équation (2.28) équivaut à
[(
R T
01×3 1
)
.A
]T
= AT .
(
R T
01×3 1
)T
= BT . (2.29)
Nous pouvons alors formuler l’estimation des paramètres de la transformation au sens des
moindres carrés :
(
R T
01×3 1
)T
= (A.AT )−1.A.BT . (2.30)
Bien que numériquement valide, cette méthode optimise les paramètres un à un sans tenir compte
des contraintes entre chacun des paramètres. On peut ainsi obtenir une matrice de rotation pour
laquelle la contrainte trigonométrique n’est pas valide (ie. det(R 6= 1)) ).
Dans ce cas, il est nécessaire d’orthonormaliser R en une matrice R˜. Cette opération peut
s’effectuer par décomposition en valeurs singulières :
R = U.Σ.V∗T et R˜ = U.V∗. (2.31)
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du centroïde du jeu considéré. On obtient deux nouveaux jeux de points A˜ et B˜. On construit
ensuite une matrice H telle que
H = A˜.B˜T . (2.34)
La rotation R est récupérée simplement par décomposition en éléments simples (Singular
Value Decomposition, ou SVD, en anglais), et l’estimation de la translation est effectuée à partir
de R et des centroïdes de A et B.
Algorithme 2.1 Estimation de transformation rigide entre deux nuages de points par décom-
position en éléments simples
✶✿ variables :
✷✿ A = points Vicon, B = points LiDAR
✸✿ fonction : [x y z] ← centroide(matricen×3)
✹✿ [x y z] =
∑n
i=1
matricei×3
n
✺✿ fonction : [U S V∗ T ] ← SVD(matricen×n)
✻✿
✼✿ Algorithme :
✽✿ A˜ = A - centroide(A)
✾✿ B˜ = B - centroide(B)
✶✵✿ H = A˜.B˜T
✶✶✿ [U,S,V∗T] = SVD(H)
✶✷✿ R = V∗T .U
✶✸✿ T = −R.A˜
Alignement par ICP L’algorithme ICP, pour Iterative Closest Point, introduit par Chen
et Medioni (1992), est un algorithme construit pour minimiser la distance entre deux nuages de
points. Il est particulièrement utile lors de la reconstruction de surface 2D ou 3D à partir de
différentes acquisitions. Son fonctionnement simplifié est décrit dans l’algorithme 2.2.
L’implémentation de cet algorithme est reprise directement du travail de Kjer et Wilm (2010).
Comparaison des méthodes d’alignement Vicon-LiDAR Parmi ces trois méthodes
d’alignement de nuages de points, les méthodes ICP et décomposition en éléments simples
donnent des résultats équivalents, comme le mentionne le tableau 2.3. La méthode des moindres
carrés, après orthonormalisation de la matrice de rotation donne une distance d’alignement
moyenne très légèrement supérieure aux deux autres méthodes.
La méthode retenue est finalement celle de la décomposition en éléments simples, car pour
des résultats équivalents à l’ICP, sa mise en œuvre est moins coûteuse en temps de calcul.
Calibrage caméra - Vicon
Pour le reste de ce document, on note [R|T]A
B
l’expression de la pose d’un système A dans
un référentiel B. Cela correspond à la transformation permettant le changement de référentiel
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Algorithme 2.2 Iterative Closest Point (ICP)
✶✿ variables :
✷✿ A = points Vicon
✸✿ B = points LiDAR
✹✿ d = distance entre les A et B
✺✿ ǫ = critère d’arrêt
✻✿ Algorithme :
✼✿ while d>ǫ do
✽✿ for chaque point de A do :
✾✿ sélectionner le point le plus proche géométriquement dans B
✶✵✿ [R|T]← Estimer la transformation entre ces deux points
✶✶✿ Appliquer cette transformation [R|T] au nuage B
✶✷✿ d← calculer une distance entre les deux nuages de points
✶✸✿ end for
✶✹✿ end while
Méthode d’alignement (14 paires de points) Ecart moyen Temps Processeur
Moindres carrés avec orthonormalisation de R 12.75 mm 3.122ms
Décomposition en éléments simples 11.86 mm 2.525 ms
ICP 11.86mm 4.411 ms
Table 2.3 – Erreur d’alignement moyenne (mm) et temps d’exécution en fonction de la méthode.
Alignement effectué avec 23 paires de points 3D mises en correspondance manuellement.
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A vers le référentiel B, exprimé TrB←A .
On cherche ici la transformation rigide entre le centre optique de la caméra et le support de
caméra (raccourci en "support" pour la suite de cette partie).
On ne peut pas calculer directement la transformation caméra-support : la pose du support
est connue très précisément dans le référentiel Vicon grâce au motif de marqueurs qu’il comporte,
mais la pose de la caméra est en premier lieu inconnue.
Il est nécessaire de passer par un référentiel intermédiaire pour estimer la pose de la caméra.
On utilise dans ce but la mire de calibrage des paramètres intrinsèques de la caméra, munie
de marqueurs Vicon et d’un motif imprimé d’échiquier.
On note l’origine de l’échiquier mirec (cf. figure 2.11), et l’origine du motif de marqueurs
Vicon fixés à la mire mirev.
La caméra étant calibrée intrinsèquement, et en connaissant la taille exacte de l’échiquier de
la mire, il est possible d’estimer la pose de la caméra par rapport à l’origine de l’échiquier. On
note cette pose [R|T]cameramirec .
On note la transformation de mire_v vers mire_c : Trmirec←mirev . La transformation inverse
est notée Trmirev←mirec . Cette transformation est estimée depuis l’image de la mire physique
acquise par la caméra.
La pose de la caméra dans le référentiel Vicon [R|T]cameravicon est donc donnée par la relation
[R|T]cameravicon = Trvicon←mirev .Trmirev←mirec .[R|T]
camera
mirec
. (2.35)
Pour chaque image, on obtient alors une pose caméra dans le référentiel Vicon. Pour un couple
de poses caméra et support synchronisées, on sait que :
[R|T]viconcamera = Trcamera←support.[R|T]
vicon
support (2.36)
[R|T]cameravicon et [R|T]
support
vicon étant des transformations connues, on obtient [R|T]
vicon
camera et
[R|T]viconsupport grâce à une inversion matricielle. On peut alors simplement calculer la transforma-
tion Trcamera←support avec :
Trcamera←support = [R|T]viconcamera.[R|T]
support
vicon . (2.37)
Cependant, cette méthode n’optimise pas l’estimation de Trcamera←support pour toutes les
poses. En effet, les poses [R|T]cameravicon dépendent de l’estimation de [R|T]
camera
mirec
qui repose sur
la détection du motif d’échiquier et qui est elle-même susceptible au bruit. L’estimation à partir
de seulement une pose caméra et support est susceptible d’être loin de la réalité.
Afin d’améliorer la précision de l’estimation de Trcamera←support, on doit utiliser une méthode
exploitant toutes les poses caméra et support.
Deux options sont alors possibles :
— On peut calculer une transformation Trcamera←support pour chaque pose caméra et sup-
port, et calculer une pose médiane ou moyenne.
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— Il est aussi possible de formuler le problème sous forme d’optimisation au sens des moindres
carrés.
Si l’on considère cette seconde option, on reformule (2.36) de manière à pouvoir utiliser (2.30) :
(
[R|T]viconcamera
)T
=
(
[R|T]viconsupport
)T
.
(
Trcamera←support
)T
. (2.38)
On concatène les n poses de manière à ce que
A =
(
([R|T]viconsupport)
T
1 ... ([R|T]
vicon
support)
T
n
)
et
B =
(
([R|T]viconcamera)
T
1 ... ([R|T]
vicon
camera)
T
n
)
.
(2.39)
Ainsi, de la même manière que dans (2.30), on a finalement
Trcamera←support = ((A
T .A)−1.AT .B)T . (2.40)
Expérimentation et résultats A l’issue de la phase de calibrage, on procède à l’acquisi-
tion des données qui seront directement utilisées pour l’estimation de pose. Le système caméra est
déplacé dans un rayon de 5m autour de l’origine du référentiel Vicon, et orienté suivant des angles
importants. Nous sommes donc en possession d’un ensemble d’images, dont la pose est connue
dans un nuage de points LiDAR. Sur l’ensemble du jeu de données, on sélectionne un nombre
réduit d’images, au nombre de six, avec des configurations angulaires suffisamment différentes
pour valider le bon fonctionnement de nos algorithmes avec des directions verticales variées. Il
reste cependant une dernière étape avant de procéder à l’estimation de pose : l’extraction de
droites.
En partant du nuage de points LiDAR, on extrait des droites manuellement en sélectionnant
des points deux par deux, chaque paire définissant une droite distincte, en veillant à ce que
les droites résultantes soient facilement identifiables dans les images du jeu de données. Les
figures 2.14 et 2.15 illustrent le procédé. On paramétrise ensuite les paires de points en droites
en coordonnées de Plücker, telles que décrites dans la section 2.2.
Les droites 3D qui sont extraites du nuage de points sont exprimées de prime-abord dans le
référentiel du LiDAR, et il convient de les exprimer dans le référentiel Vicon avant de pouvoir
appliquer l’algorithme de PnL à l’aide des paramètres estimés dans la phase de calibrage du
système.
De la même manière que pour les droites 3D, des paires de points sont sélectionnées manuel-
lement sur les images du jeu de données, comme l’illustre la figure 2.16, puis paramétrisées en
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Extracted 2D lines
VPnL_GN
Figure 2.18 – Une vue différente utilisée pour la validation de nos algorithmes.
employées pour cette expérimentation ne permet qu’une validation conceptuelle. Une expérimen-
tation sur un plus grand nombre de poses, et sur un jeu de données de référence paraît donc
judicieux. Dans cette optique, une expérimentation sur un troisième jeu de données est présentée
dans la section suivante.
✷✳✹✳✹ ❏❡✉ ❞❡ ❞♦♥♥é❡s ❑■❚❚■
Introduction
Dans cette section, on évalue nos algorithmes d’estimation de pose sur une partie du jeu
de données KITTI (Geiger et al. (2013)). Ce jeu de données très complet regroupe un grand
nombre de séquences dédiées à des applications variées de robotique. Il est acquis par un véhicule
se déplaçant dans différentes configurations routières (plusieurs séquences de zones urbaines,
périurbaine et grands axes), et est constitué de paires d’images à haute résolution, en couleur
et nuances de gris, acquises par un double système de caméras stéréoscopiques. L’acquisition de
ces images est synchronisée avec un LiDAR Velodyne HDL-64-E qui permet d’associer à chaque
image un nuage de points 3D épars de la scène autour du véhicule. La vérité terrain de la pose
est fournie par une centrale inertielle OXTS RT3003 couplée à un système de positionnement
satellite. La figure 2.19 présente le synoptique du jeu de données, et les différents référentiels
considérés.
Parmi les séquences du jeu de données, nous avons sélectionné un sous ensemble de la séquence
00 du jeu de données d’odométrie et SLAM. Cette sous-séquence est composée de 53 images (aux
indices 1223 à 1276) à travers lesquelles le véhicule exécute deux tournants serrés successifs pour
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Figure 2.21 – Image extraite du jeu de données KITTI . Projection de lignes 3D sur l’image à
l’aide de notre méthode de PnL.
Méthode
Erreur Orientation (°) Erreur Translation (m)
Moyenne Médiane Écart type Moyenne Médiane Écart type
VPnL_LS 0.62 0.38 0.65 3.19 0.44 10.15
VPnL_GN 0.50 0.34 0.43 0.14 0.13 0.09
ASPnL 20.96 0.87 52.16 3.50 0.19 9.23
NPnLUpL 127.55 148.41 51.21 406.57 30.71 1767
NPnLUpC 94 81.12 45 445.79 163 909.94
Table 2.5 – Résultats numériques des algorithmes d’estimation de pose sur le jeu de données
KITTI
✷✳✹✳✺ ❉✐s❝✉ss✐♦♥
Dans ce chapitre, nous avons tout d’abord introduit un état de l’art de l’estimation de pose
basée ligne, puis présenté un algorithme original s’appuyant sur la représentation en coordonnées
de Plücker et la connaissance de la direction verticale. Nommé VPnL_LS, cet algorithme a été
complété d’une méthode d’optimisation de la pose, appelée VPnL_GN. Cette méthode repose
sur l’algorithme de Gauss-Newton pour raffiner successivement les estimations de l’orientation
et de la position.
Afin de valider ces méthodes, nous avons proposé une étude de la robustesse de ces méthodes.
Nous avons expérimenté tout d’abord en simulation, puis sur un jeu de données réduit réalisé au
sein du laboratoire IRSEEM, et finalement sur le célèbre jeu de données KITTI. Les résultats
présentés s’accordent à dire que les deux algorithmes introduits fournissent des performances
supérieures à celles des algorithmes de l’état de l’art, autant en présence de bruit 2D ou 3D
important, que quand des erreurs sont présentes dans la direction verticale fournie. Néanmoins, la
sensibilité à la présence de données aberrantes, particulièrement le mauvais appairage de droites
3D et 2D suggère qu’une plus grande robustesse passe par l’ajout d’un algorithme préalable
d’appairage. À travers le chapitre 3, nous nous consacrons à cette problématique.
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Figure 2.22 – Comparaison entre vérité terrain KITTI, 3DTK et pose estimée par VPnL_GN
❈❤❛♣✐tr❡ ✸
❈♦♥tr✐❜✉t✐♦♥ à ❧❛ ♠✐s❡ ❡♥
❝♦rr❡s♣♦♥❞❛♥❝❡ ❞❡ ❞r♦✐t❡s ✷❉✴✸❉
✸✳✶ ■♥tr♦❞✉❝t✐♦♥
Dans le premier chapitre, nous avons vu que le processus de recalage de capteurs implique
tout d’abord de retrouver des informations communes entre les capteurs et modalités à recaler.
Ces informations peuvent faire intervenir l’intégralité des données issues de chaque modalité, et
faire ainsi appel aux méthodes directes de recalage, ou s’appuyer sur des points saillants, appelés
amers pour procéder au recalage. Enfin, on peut aussi associer à chaque amer une signature liée
à son voisinage, appelée descripteur, et faire appel à des méthodes homonymes.
Nous avons aussi vu que quelle que soit la méthode employée, il est nécessaire d’effectuer
une mise en correspondance entre les données des capteurs à recaler. Si le détail de cette étape
varie en fonction des méthodes employées, on réalise néanmoins cet appairage en minimisant
une distance entre les données considérées, qu’elle soit une norme L1, L2, de Mahalanobis, de
Hamming...
À travers le second chapitre, nous avons introduit une méthode originale de recalage de
capteurs caméra et LiDAR, introduite sous le terme estimation de pose 2D/3D, et s’appuyant
sur une connaissance a priori de la direction verticale. Si l’évaluation de la robustesse de cette
méthode la place à l’état de l’art lorsque l’appariement des données entre modalités est connu, on
observe une sévère dégradation des performances lorsque des paires aberrantes sont introduites.
Ce phénomène est aussi observé pour les algorithmes employés dans ce test comparatif. Pour
cette raison, nous proposons dans ce chapitre deux contributions à l’appairage de droites 2D/3D,
sous forme de deux algorithmes s’appuyant sur respectivement deux et une paire de droites.
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Afin d’évaluer les performances des algorithmes d’appairage, nous proposons de nous référer
à deux métriques bien connues, qui sont le taux de rappel et le taux de précision.
Pour un jeu de données à n droites 2D et m droites 3D, le nombre de combinaisons possibles
est donné par
nombre de paires possibles = m.n. (3.1)
Un algorithme d’appariement de droites 2D/3D idéal doit être capable d’identifier et de retourner
les paires correctes dans un jeu de données, tout en écartant les paires incorrectes, qui sont des
correspondances aberrantes. On cherche donc à maximiser les taux de vrais positifs et de vrai
négatifs.
Néanmoins, la réalité n’est que rarement idéale, et un certain nombre de paires peuvent être
à tort identifiées comme correctement appairées. Il s’agit de faux positifs. De la même manière,
des paires correctes peuvent être écartées. Il s’agit alors de faux négatifs. La figure 3.1 propose
une représentation visuelle de ces termes.
Le taux de rappel renseigne sur le nombre de paires correctement appairées par rapport au
nombre de paires correctes possibles. Il est défini comme
Taux de rappel =
Nombre de vrais positifs retournés
Nombre total de paires correctes
. (3.2)
Ainsi, un fort taux de rappel signifie qu’on a identifié un grand nombre de paires correctes.
Pourtant, en sélectionnant toutes les paires possibles, on sélectionne forcément toutes les paires
correctes, mais en incluant aussi un nombre important de faux positifs. Le taux de rappel n’est
donc pas une métrique suffisante pour qualifier un algorithme d’appairage.
Le taux de précision permet de compléter cette première métrique. Il évalue le nombre de
paires correctes retournées en fonction du nombre total de paires retournées :
Taux de précision =
Nombre de vrai positifs retournés
Nombre de paires retournées
. (3.3)
Pour une recherche donnée, ces deux métriques nous permettent donc de quantifier les per-
formances des algorithmes d’appairage.
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tel que
Taux de paires valides=
m
m.n
,
ou un taux de paires aberrantes donné par
Taux de paires aberrantes = 1−
m
m.n
.
On comprend alors que même lorsque m = n, et que tous les amers possèdent une correspon-
dance, le taux de paires valides ne cesse de diminuer avec l’augmentation du nombre d’amers.
Par exemple, pour un ensemble de 20 amers appairés, 400 combinaisons d’amers en paires sont
possibles, donc seulement 5% de paires valides sur l’ensemble des combinaisons possibles. Pour
un ensemble de 50 paires valides, on a 2500 combinaisons en paires possibles, donc un taux de
2% de paires valides.
PnL robuste Dans la littérature de l’estimation de pose, un grand nombre de méthodes sup-
posent les correspondances entre amers connues, ou partiellement correctes. Dans ce second cas,
ces algorithmes intègrent des modules dédiés au rejet de paires d’amers aberrantes, et sont qua-
lifiés de robustes. Ferraz et al. (2014) proposent d’utiliser l’intégralité des amers extraits et de
minimiser itérativement une erreur algébrique, en s’inspirant des travaux de Lepetit et al. (2009).
Cette méthode d’estimation de pose basée points (Perspective-n-Point) fonctionne néanmoins en
supposant une connaissance a priori des correspondances 2D/3D, et ne permet que d’appré-
hender un taux de paires aberrantes de 50%. En se basant sur des droites, Zhang et al. (2012b)
utilisent une connaissance approximative de la pose pour procéder à l’appariement d’amers. Leur
méthode minimise itérativement une erreur géométrique reposant conjointement sur l’estimation
de la rotation et de la translation. Plus récemment, Xu et al. (2017) ont proposé des algorithmes
de PnL robustes, reformulant partiellement les travaux de Abdel-Aziz et al. (2015) (réédition de
1971) et leur formulation de l’algorithme DLT pour la rendre applicable aux droites.
Pourtant, si ces méthodes offrent des performances intéressantes pour des taux de paires
aberrantes de l’ordre de 50%, les résultats sont sévèrement dégradés lorsque l’appariement total
est à effectuer, ou lorsqu’un grand nombre d’amers sont initialement mal appariés.
Appairage basé sur les sous-ensembles Dans ces circonstances, les méthodes les plus per-
formantes s’avèrent être celles employant seulement un nombre limité d’amers pour effectuer
l’appariement. L’idée est alors la suivante. Si l’on sélectionne un nombre réduit de paires d’amers,
on maximise les probabilités de n’avoir retenu que des paires valides. A l’aide d’un algorithme
d’estimation de pose exploitant ce sous ensemble, on peut estimer la pose complète, ou même
seulement une partie de la pose.
Dans le cas où le sous-ensemble sélectionné ne contient donc que des paires valides, la pose
estimée sera, sinon exacte, a minima proche de la pose réelle. On peut alors utiliser cette pose
pour mesurer une erreur géométrique pour toutes les paires existantes. Toujours dans l’hypothèse
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où le sous-ensemble sélectionné est valide, un nombre important de l’ensemble des paires possibles
produira une erreur faible, signifiant ainsi que ces paires sont elles-mêmes correctement appairées.
On peut alors extraire les paires classifiées comme valides de l’ensemble de toutes les paires
possibles, et ensuite procéder à une estimation de pose utilisant les amers nouvellement appariés.
Si le sous-ensemble de paires sélectionnées ne comprend peu ou pas d’amers correctement
appariés, la pose estimée permettra toujours de mesurer une erreur pour l’ensemble des paires
possibles, mais seul un très faible nombre de paires produira une erreur géométrique faible. Ainsi,
on est en mesure d’identifier une combinaison d’amers dont toutes ou une partie des paires sont
aberrantes, et de continuer le processus itératif de recherche de combinaisons valides d’amers.
Si la taille maximale du sous-ensemble sélectionné ne dépend que du nombre d’amers à
apparier, la taille minimale est elle limitée par la méthode d’appairage. Dans le cas du PnL,
un minimum de quatre correspondances d’amers est nécessaire afin d’estimer une pose unique
et complète. On parle alors de P4L. Dans le cas où une partie de la pose est supposée connue,
comme c’est le cas pour notre algorithme VPnL, un minimum de trois droites est nécessaire.
Deux approches sont alors possibles.
Approche exhaustive On peut tout d’abord explorer exhaustivement toutes les combinaisons
existantes de paires d’amers. À l’issue de cette exploration exhaustive, on sélectionnera le sous
ensemble ayant généré, lors d’une itération donnée, l’erreur la plus faible pour le plus grand
nombre de paires.
Dans le cas de la recherche exhaustive, le nombre minimal de paires à considérer dans l’algo-
rithme permettant d’estimer les paramètres du modèle recherché (ici la pose), est particulière-
ment important, car il influe considérablement sur la combinatoire du problème. En supposant
que notre algorithme de PnL exploite un minimum de k correspondances de droites, et que l’on
souhaite donc explorer toutes les possibilités de combinaisons pour k amers 2D et k amers 3D. En
sélectionnant k amers dans chaque ensemble M et N , on a respectivement Ckm et C
k
n combinai-
sons (lu respectivement « k parmi m » et « k parmi n ») possibles. La lettre C est ici le symbole
de la combinaison, liée à la notion de coefficients binomiaux. De même, il y a respectivement k!
arrangements en paire possibles des k amers extraits de chaque ensemble M et N . Finalement,
pour tester exhaustivement les combinaisons de k paires d’amers des ensembles M et N , on a :
nombre de combinaisons de k paires = k!Ckm.C
k
n. (3.4)
Pour expliciter numériquement la formule (3.4), on suppose un jeu de données comportant 20
droites 3D et leur projection. Chaque amer possède donc une correspondance. On a alors un taux
de paires aberrantes de 95% sur les 200 paires existant entre les deux ensembles. On suppose
aussi un algorithme de PnL acceptant une configuration minimale de cinq paires de droites pour
fonctionner (i.e. P5L). Tester toutes les combinaisons uniques de cinq paires possibles pour ce
jeu de données revient à tester 28 844 881 920 combinaisons. Pour le même jeu de données, si
l’on réduit le nombre de paires nécessaires à l’algorithme de cinq à quatre, on passe à 563 376 600
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Algorithme de PnL
Nombre de combinaisons Temps d’exécution
de n paires (0.01ms par test)
n=1 200 2 ms
n=2 72 200 722 ms
n=3 7 797 600 13 min
n=4 563 376 600 15 h 38 min
n=5 28 844 881 920 33 jours 9 h 14 min
Table 3.1 – Pour un jeu de 20 paires d’amers, nombre de combinaisons possibles de n paires
d’amers et temps d’exécution en supposant 0.1ms par passe de PnL
tests nécessaires à l’analyse exhaustive. Passant à trois puis deux, on doit tester respectivement
7 797 600 et 72 200 combinaisons. En posant un temps de calcul plausible de 0.01ms par passe
de l’algorithme d’estimation de pose, on peut estimer le temps de calcul dans ces différents cas.
Ces résultats sont repris dans le tableau 3.1.
Chiffres à l’appui, on comprend rapidement deux faits. Premièrement, diminuer le nombre de
paires d’amers nécessaires au fonctionnement d’un algorithme d’estimation de pose permet de
grandement diminuer la combinatoire du problème d’appairage. L’approche exhaustive devient
alors viable du point de vue temps de calcul si le nombre de paires utilisées dans l’estimation de
pose est suffisamment faible.
Deuxièmement, l’appariement s’appuyant sur des sous-ensembles ne nécessite qu’un nombre
réduit d’amers correctement appariés pour apparier un jeu de données complet. Une approche
probabiliste du tirage de paires, plutôt qu’une approche exhaustive, permettrait alors de diminuer
le nombre de tirages tout en conservant néanmoins une grande probabilité de tirer un nombre
réduit de paires valides. Pour cette raison, les approches probabilistes sont aujourd’hui préférées
dans ce cas de figure.
Approche probabiliste Dans le cas des approches d’appairage dites probabilistes, on souhaite
donc effectuer un nombre de tirages de paires d’amers maximisant la probabilité de tirer une
combinaison de paires valides. Cette catégorie d’algorithmes est plus connue sous l’appellation
RANdom SAmple Consensus, ou RANSAC (consensus de l’échantillon aléatoire, en anglais),
et a été introduite par Fischler et Bolles (1981). On associe l’acronyme RANSAC au nombre
d’éléments nécessaires à l’estimation du modèle. Un algorithme RANSAC3 dédié à l’appairage
nécessite donc 3 paires d’amers pour fonctionner. Récemment, Xu et al. (2017) ont proposé
deux algorithmes RANSAC4 et RANSAC3 s’appuyant sur une formulation minimale de leur
algorithme ASPnL.
En fonction du taux de paires valides ǫ, et du nombre s de paires d’amers nécessaires à l’es-
timation de pose, et de la probabilité p d’un tirage valide souhaitée, il est possible de déterminer
le nombre W de tirages à effectuer.
En supposant un tirage aléatoire indépendant, ǫs exprime la probabilité que les s paires
tirées soient valides. Ainsi, 1− ǫs donne la probabilité qu’au moins une des paires soit une paire
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Algorithme de PnL
Nombre de tirages pour
une probabilité de réussite de 99%
Taux de paires valides : 2% Taux de paires valides : 5%
n=1 228 90
n=2 11 511 1840
n=3 575 644 36 839
n=4 28 782 311 736 825
n=5 1 439 115 661 14 736 542
Table 3.2 – Nombre de tirages nécessaires pour obtenir une probabilité de 99% de tirer un
nombre n de paires d’amers valides, pour un jeu de données avec un taux de paires valides de
2% et 5%
aberrante. La probabilité de ne jamais choisir un nombre de paires valides parmi les W tirages
effectués est donc de (1− ǫs)W . Si l’on donne p la probabilité de tirer une paire valide parmi tous
les tirages, alors la probabilité de ne jamais tirer de paire valide est de 1 − p. On sait donc que
1− p = (1− ǫs)W . En appliquant un logarithme sur cette égalité, on obtient donc la formule
W =
log(1− p)
log(1− ǫs)
. (3.5)
En fixant la valeur p à 99%, on peut donc estimer le nombre de tirages à effectuer en fonction
du nombre de paires d’amers nécessaire à l’estimation des paramètres de la pose. Le tableau 3.2
présente les résultats de l’application numérique de l’équation 3.5.
En comparaison avec le concept d’appairage exhaustif, il apparaît évident que les algorithmes
basés sur une approche probabiliste permettent de diminuer grandement le temps d’exécution
de l’appairage. Néanmoins, l’aspect probabiliste induit une incertitude des résultats, certes maî-
trisable, mais pour autant présente.
Que l’on considère une approche probabiliste ou exhaustive, les deux applications numériques
des tableaux 3.2 et 3.1 soulignent l’importance de l’apport de formulations minimales de l’estima-
tion de pose. Diminuer le nombre de paires d’amers nécessaires à ce processus permet de diminuer
la combinatoire du problème, et donc d’en accélérer la résolution. Cet aspect est d’autant plus
important que dans des applications réelles, les correspondances entre les données acquises par
des modalités différentes sont rarement connues. De manière générale, l’appariement d’amers et le
rejet de données aberrantes comptent parmi les tâches les plus coûteuses en temps de calcul dans
le processus d’estimation de pose. La réduction de la charge processeur permet, entre autres, de
diminuer l’énergie consommée par le processus complet d’appairage, mais aussi la puissance de
calcul à embarquer dans les robots. Ainsi, on ouvre la porte au traitement en ligne des données,
c’est-à-dire au traitement embarqué au fur et à mesure que les données capteurs sont acquises.
On introduit alors la notion de traitement en temps réel, pour lequel le temps de calcul par tâche
est connu. On parle alors de déterminisme du temps traitement de l’information.
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Lorsque l’on considère les algorithmes d’estimation de pose basés ligne, la formulation mini-
male pour estimer une pose unique nécessite quatre paires d’amers, i.e. P4L. Comme cité dans le
chapitre 2, Chen (1990) théorise que le P3L, dans sa formulation générale, fournit huit solutions
pour la pose. Nous avons aussi vu dans le chapitre 2 que la connaissance a priori de la direction
verticale permet de réduire la complexité du problème d’estimation de pose. On obtient ainsi
une solution unique pour une formulation à trois paires d’amers (P3L).
Nous avons aussi vu dans le chapitre 2 que la première contribution de ce travail de thèse,
l’algorithme d’estimation de pose VPnL, propose une formulation minimale à trois droites pour
estimer une pose à 4 degrés de liberté en s’appuyant sur une connaissance a priori de la direc-
tion verticale. De plus, cet algorithme permet aussi d’estimer l’orientation du système pour un
minimum de deux droites.
✸✳✹✳✶ ❆s♣❡❝t ❛❧❣♦r✐t❤♠✐q✉❡
Algorithme RANSAC2 pour l’appairage de droites C’est en s’appuyant sur cette seconde
possibilité qu’est proposée ici la seconde contribution majeure de ce mémoire. L’équation (2.9),
qui est rappelée ici
(lCi )
T .RC←M .VMi = 0,
stipule que le vecteur directeur V d’une droite 3D est perpendiculaire au plan dans lequel est
inscrit sa projection l (cf. figure 2.1). Cette contrainte géométrique, lorsqu’elle est employée pour
deux paires de droites, permet d’identifier une solution unique pour l’orientation du système.
L’utilisation d’un plus grand nombre de paires d’amers ne permet alors que d’augmenter la
précision de cette estimation.
En s’appuyant sur cette équation, on est donc capable d’effectuer l’estimation d’une partie des
paramètres extrinsèques du système à partir de deux paires de droites. On peut ensuite employer
cette contrainte, en combinaison avec cette estimation préliminaire de l’orientation du système,
pour mesurer une erreur géométrique sur l’ensemble de toutes les paires de droites possible. Ainsi,
on pose les bases d’un algorithme RANSAC2 que l’on peut alors employer autant au rejet de
paires aberrantes qu’à l’appariement d’amers. Ce processus est détaillé dans l’algorithme 3.1.
Comme dans tout algorithme basé RANSAC, on commence par extraire aléatoirement des
éléments, ici des paires d’amers, permettant d’estimer un modèle. Une fois l’orientation estimée à
l’aide de deux paires de droites, on meure l’erreur géométrique sur l’ensemble des paires possibles
à l’aide de la contrainte (2.9). On trie ensuite les paires en fonction de l’erreur associée en
constituant ainsi un vecteur d’erreur. Ce vecteur est ensuite séparé en
m.n
x+ 1
quantiles, m et n
représentant le nombre de droites extraites de chaque modalité, et la valeur de x étant déterminée
en fonction du taux de paires valides présentes dans le jeu de données. L’objectif est ici que le
premier quantile ne contienne que des paires valides. Finalement, la valeur moyenne du premier
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quantile nous renseigne sur la qualité de l’orientation préalablement estimée. Une valeur moyenne
élevée indique une estimation erronée de l’orientation, donc des paires d’amers invalides. On doit
alors procéder à un nouveau tirage. Dans le cas contraire, si la valeur moyenne de l’erreur du
premier quantile est suffisamment faible, cela signifie que l’estimation de l’orientation induit une
faible erreur pour un nombre de paires de droites conséquent. Ainsi, on peut raisonnablement
supposer que l’orientation estimée est proche de l’orientation réelle du système, et que les paires
d’amers du premier quantile sont valides.
Comme dans tous les algorithmes basés RANSAC, un nombre d’itérations maximal est fixé
en fonction de l’égalité (3.5).
Algorithme 3.1 Appairage par l’algorithme RANSAC2
✶✿ procedure Appairage
✷✿ entrées :
✸✿ li : droite 2D normalisée, i = 1..n
✹✿ Vj : direction de la droite 3D normalisée, j = 1..m
✺✿ critère d’arrêt
✻✿ N : nombre maximum d’itérations autorisées
✼✿ x : nombre d’amers que sépare chaque quantile
✽✿ sorties :
✾✿ amers appariés
✶✵✿ variables internes :
✶✶✿ RC←M : matrice de rotation du référentiel monde → caméra
✶✷✿ ε : vecteur d’erreur tel que li
T .RC←M.Vj
✶✸✿ ǫ : premier quantile de ε
✶✹✿ Algorithme :
✶✺✿ do
✶✻✿ Sélection aléatoire de deux paires 2D-3D
✶✼✿ Estimation de RC←M pour deux paires de droites
✶✽✿ Calculer ε = li
T .RC←M.Vj, ∀ i = 1..n, j = 1..m
✶✾✿ Échantillonner le vecteur d’erreur ε en
m.n
x+ 1
quantiles
✷✵✿ Extraire ǫ
✷✶✿ while ǫ > critère d’arrêt ET nombre d’itérations < N
✷✷✿ Retourner amers appariés pour lesquels εi < critère d’arrêt 23
✷✸✿ end procedure
Algorithme RANSAC1 pour l’appairage de droites Comme nous venons de le voir, la
contrainte formulée dans l’équation (2.9) permet de résoudre de manière unique l’orientation du
système pour deux paires de droites. Pourtant, il est possible de réduire encore le nombre de
droites nécessaire à la résolution de l’orientation. On combine, pour ce faire l’équation (2.9) et
la contrainte trigonométrique en un système d’équations tel que
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
 (li)
T .RC←M .Vj = 0
c2z + s
2
z = 1
, (3.6)
avec cz et sz les sinus et cosinus de l’angle Ψ à déterminer. La résolution de ce système nous
donne alors deux solutions pour l’angle Ψ. Pour chacune de ces solutions, on applique le critère
d’erreur de l’équation (2.9) à l’ensemble des paires possibles. On obtient ainsi deux vecteurs
d’erreur qui peuvent être concaténés pour former un unique vecteur dont la taille est alors le
double du nombre de paires possibles. La procédure est ensuite la même que pour l’algorithme
RANSAC2, et est détaillée dans l’algorithme 3.2. Nous pouvons donc réaliser un appariement de
droites par RANSAC1.
On note que d’un point de vue calculatoire, on doit appliquer le critère d’erreur sur un nombre
plus important de paires d’amers que pour l’algorithme RANSAC2. Il est en effet nécessaire de
considérer les deux solutions de l’orientation dans le calcul de notre vecteur d’erreur ǫ. Néan-
moins, cette opération est peu coûteuse, et l’aspect combinatoire présenté dans le tableau 3.2
et l’équation (3.5) justifie largement ce surcoût calculatoire : on diminue grandement le nombre
de tirages de paires à réaliser. Si elle n’est pas ici développée, l’approche exhaustive devient
parfaitement justifiable dans le cas d’une estimation de l’orientation à une seule paire de droites.
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Algorithme 3.2 Appairage par l’algorithme RANSAC1
✶✿ procedure Appairage
✷✿ entrées :
✸✿ li : droite 2D normalisée, i = 1..n
✹✿ Vj : direction de la droite 3D normalisée, j = 1..m
✺✿ critère d’arrêt
✻✿ N : nombre maximum d’itérations autorisées
✼✿ x : nombre d’amers que sépare chaque quantile
✽✿ sorties :
✾✿ amers appariés
✶✵✿ variables internes :
✶✶✿ RC←M : matrice de rotation du référentiel monde → caméra
✶✷✿ ε1 : vecteur d’erreur tel que li
T .RC←M1.Vj
✶✸✿ ε2 : vecteur d’erreur tel que li
T .RC←M2.Vj
✶✹✿ ε : vecteur d’erreur issu de la concaténation de ε1 et ε2
✶✺✿ ǫ : premier quantile de ε
✶✻✿ Algorithme :
✶✼✿ do
✶✽✿ Sélection aléatoire de deux paires 2D-3D
✶✾✿ Estimation de RC←M1 et RC←M2 pour une paire de droite
✷✵✿ Calculer ε1 = li
T .RC←M1.Vj et ε2 = li
T .RC←M2.Vj, ∀ i = 1..n, j = 1..m
✷✶✿ Concaténer ε1 et ε2 en ε
✷✷✿ Échantillonner le vecteur d’erreur ε en
m.n
x+ 1
quantiles
✷✸✿ Extraire ǫ
✷✹✿ while ǫ > critère d’arrêt ET nombre d’itérations < N
✷✺✿ Retourner amers appariés pour lesquels εi < critère d’arrêt 23
✷✻✿ end procedure
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Comme dans le cas des algorithmes d’estimation de pose proposés précédemment, on cherche
à valider le concept de ces algorithmes RANSAC2 et RANSAC1. Dans un premier temps, on
évalue nos deux algorithmes sur un jeu de données de simulation.
Tout comme dans le cas de l’analyse de la robustesse des méthodes VPnL_LS et VPnL_GN,
nous cherchons ici à confronter nos résultats à des algorithmes à l’état de l’art. Dans la littérature
consacrée à l’estimation de pose basée ligne, l’appariement des amers est considéré comme déjà
réalisé. Les méthodes dite robustes se contentent alors généralement d’isoler les paires d’amers
valides des paires aberrantes, et d’estimer ensuite une pose. Si ces algorithmes ne sont, par nature,
pas conçus pour effectuer un appariement d’amers, la logique veut qu’ils soient compatibles avec
cette tâche. L’appariement n’est, in fine, qu’un cas extrême du rejet de paires aberrantes où,
parmi l’ensemble de toutes les paires considérées, un très faible taux est valide. On considère
dans cette section les algorithmes RANSAC3 et RANSAC4, ainsi que RLPnL_Enull. Tous trois
sont tirés des travaux de Xu et al. (2017), dont on s’appuiera sur l’implémentation directe pour
ces tests.
RLPnL_Enull est une adaptation des travaux de Lepetit et al. (2009). RANSAC3 s’appuie
sur une formulation polynomiale du P3L, pour estimer la pose. Nous comparons donc dans cette
section nos deux méthodes d’appariement d’amers RANSAC1 et RANSAC2, ainsi que les trois
algorithmes sus-cités.
Dans un premier temps, on étudie les performances de ces algorithmes dans une tâche de rejet
de paires aberrantes. L’objectif est ici d’employer les algorithmes RANSAC3 et RLPnL_Enull
dans des conditions qui leur sont favorables, et de déterminer de la sorte si ces algorithmes
sont compatibles avec la tâche plus ardue qu’est l’appairage. Ainsi, pour un jeu de données pré-
appairé, un certain nombre de correspondances aberrantes sont insérées. On évalue la robustesse
en bruitant les amers. L’évaluation des performances est donnée en terme de taux de précision
et de rappel, comme définis dans la section 3.2 de ce chapitre, ainsi qu’en taux d’erreur en
translation, et en erreur d’orientation, comme nous les avons définis dans le chapitre précédent.
L’erreur en rotation est définie par l’équation 2.26. Dans cette catégorie de tests, on validera
le concept de nos méthodes dans un environnement de simulation non bruité, puis on validera
la robustesse en insérant du bruit 2D, 3D et sur la direction verticale, à l’image de l’évaluation
réalisée dans le chapitre 2.
Dans un second temps, on évalue les performances de nos algorithmes dans une tâche d’ap-
pariement pure : pour un nombre donné de droites 3D et leurs combinaisons, on considère toutes
les combinaisons de paires possibles, et on tâche de retrouver les paires valides. Pour un nombre
initial de 50 droites 3D et leur 50 correspondances 2D, on diminue progressivement le nombre
de correspondances, tout en réalisant l’appairage.
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Génération de données Le processus de génération de droites est ici identique à celui décrit
sur la figure 2.2, et utilisé pour la validation des algorithmes VPnL_LS et VPnL_GN. On
simule à nouveau une caméra virtuelle de 640 par 480 pixels, de distance focale 655 pixels,
déplacée aléatoirement à chaque test d’une distance de 2 à 20 mètres autour de l’origine du
référentiel monde. La caméra est ensuite orientée aléatoirement entre 0 rad et 2π rad suivant les
trois axes de rotation. On génère 50 droites 3D et leur projection à l’aide des paramètres cités
précédemment. Le bruit 2D et 3D ajouté est un bruit gaussien introduit dans les coordonnées
des points 2D et 3D définissant les droites du jeu de données.
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Quand on considère le problème de rejet de paires aberrantes avec un pré-appariement, on
se trouve alors en présence de cinquante paires de droites, dont seulement une partie sont des
correspondances aberrantes. Dans ce contexte, on fait varier le taux de paires invalides de 0 à
80%, soit jusqu’à 40 paires invalides sur un total de 50.
Absence de bruit La figure 3.2 présente les résultats du rejet de paires aberrantes lorsque
les amers valides ne sont pas bruités. L’objectif de ce premier test est d’effectuer une première
validation de concept de nos deux algorithmes RANSAC1 et RANSAC2. On propose ici des condi-
tions avantageuses, permettant aussi de valider l’implémentation fournie pour RLPnL_Enull et
RANSAC3.
On remarque que nos deux algorithmes montrent des performances supérieures à RANSAC3
et RLPnL_Enull dans le rejet de paires aberrantes, avec un taux de précision et de rappel de
100%, pour une rapidité d’exécution respectivement de l’ordre de 1ms et 3ms pour RANSAC2
et RANSAC1. Les erreurs en translation et rotation de nos deux algorithmes sont ici nulles, quel
que soit le taux de paires aberrantes.
En ces circonstances, on constate que le taux de précision de RANSAC3 se dégrade brutale-
ment à partir d’un taux de 50% de paires sans correspondances.
Les performances de RLPnL_Enull, remarquables en temps d’exécution, sont en revanche
nettement dégradées en terme d’estimation de pose et de rejet de paires aberrantes. On note
toutefois qu’ici, une erreur en translation et rotation nulle n’est que peu significative : un rejet
efficace de paires aberrantes ne laisse que des paires valides et non bruitées. Employés dans
un algorithme d’estimation de pose, ces amers n’induisent alors pas d’erreur qui pourrait se
répercuter sur l’estimation de la translation et de la rotation.
Robustesse au bruit 2D et 3D À l’issue de cette première validation, on cherche à vérifier
la robustesse de nos méthodes face un du bruit 2D et 3D important. Toujours pour un jeu de
50 paires d’amers, on fixe le taux de paires aberrantes à 50%, et on ajoute un bruit 2D gaussien
variant de 0 à 5 pixels. Dans un second cas de test, on conserve un taux de paires aberrantes de
50%, et on ajoute progressivement un bruit 3D gaussien jusqu’à 500mm sur les points définissant
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Figure 3.2 – Rejet de paires aberrantes : Validation des algorithmes pour un jeu de données
non bruité, valeurs moyennes sur 1000 lancers
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les droites. Dans un souci d’équité, on rajoute aussi un bruit de 0.1° sur la direction verticale.
Les figure 3.3 et 3.4 montrent respectivement les résultats des tests en présence de bruit 2D et
3D.
Que l’on se place dans le cas du bruit 2D ou 3D, nos deux algorithmes fournissent des
performances supérieures pour les métriques choisies ici.
Le taux de rappel de RANSAC1 et RANSAC2 oscille entre 40% et 60%, tandis que la pré-
cision est comprise entre 98% et 100%. On note dans les deux cas de sévères dégradations des
performances de l’algorithme RANSAC3+P3L en terme d’erreur en rotation et translation, avec
respectivement plus de 55° et 150% en l’absence de paires aberrantes. Dans le cas de l’esti-
mation de pose en présence d’amers bruités, on observe néanmoins une erreur en rotation et
translation pour les algorithmes RANSAC1+VPnL_GN et RANSAC2+VPnL_GN. Pour RAN-
SAC1+VPnL_GN, l’erreur de rotation reste relativement constante, aux alentours de 1° quel
que soit le taux de paires aberrantes. L’erreur en translation de nos deux méthodes reste non
nulle. On note jusqu’à 6% pour RANSAC1 et 8% pour RANSAC2 à 5 pixels de bruit 2D, mal-
gré un excellent taux de précision dans le rejet de paires aberrantes. En effet, l’introduction de
bruit diminue la précision de l’estimation de pose, malgré l’optimisation de la pose incluse dans
l’algorithme VPnL_GN.
Soumis à un bruit 2D et 3D important, nos deux algorithmes RANSAC1 et RANSAC2 ,
combinés à notre méthode d’estimation de pose VPnL_GN, fournissent des performances net-
tement supérieures à celles des algorithmes de l’état de l’art, pour une tâche de rejet de paires
aberrantes.
✸✳✺✳✸ ➱✈❛❧✉❛t✐♦♥ ❞❡ ❧❛ r♦❜✉st❡ss❡ ♣♦✉r ❧✬❛♣♣❛r✐❡♠❡♥t ❞❡ ❞r♦✐t❡s
Lorsque l’on se place dans le cas d’une tâche d’appairage, l’équation 3.1 nous indique que
l’on est en présence de 2500 combinaisons de paires uniques, dont on va chercher à identifier les
50 valides. On calcule donc ici un ratio de 50 paires valides pour 2500 combinaisons possibles,
soit un taux initial de paires valides de 2%. De par les résultats dégradés dont fait montre la
combinaison RANSAC3+P3L lors de la simple tâche de rejet de paire aberrantes, et compte tenu
du temps de calcul par passe estimé à partir des tableaux 3.2 et 3.1, cet algorithme n’est pas ici
considéré pour la tâche d’appariement.
Robustesse au bruit 2D et 3D
On évalue maintenant la robustesse de nos algorithmes RANSAC1 et RANSAC2 au bruit
2D et 3D lors de l’appariement de droites 3D. Pour ce faire, on fait varier dans un premier
temps un bruit 3D de 0mm à 500 mm, tout en conservant un bruit 2D nul. Comme dans le cas
de l’évaluation des performances en cas de rejet d’amers mal appariés, on insère une erreur de
0.1° dans le vecteur gravité. Pour chaque pas de bruit, 1000 tests sont effectués, et les valeurs
moyennes des taux de rappel et de taux de précision, tels que définis dans la section 3.2, sont
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Figure 3.3 – Rejet de paires aberrantes : Bruit 2D croissant, erreur de la direction verticale de
0.1°, bruit 3D nul, valeurs moyennes sur 1000 lancers par point, 40% de paires aberrantes.
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Figure 3.4 – Rejet de paires aberrantes : Bruit 3D croissant, erreur de la direction verticale de
0.1°, bruit 2D nul, valeurs moyennes sur 1000 lancers par point, 40% de paires aberrantes.
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utilisés permettent d’évaluer les performances des deux algorithmes.On fait ensuite varier le
bruit 2D de 0 à 5 pixels, cette fois-ci en l’absence de bruit 3D. La direction verticale sur laquelle
s’appuient nos algorithmes reste soumise à une erreur de 0.1°. Les résultats de ce test sont visibles
sur les figures 3.5 et 3.6.
L’objectif de l’appariement d’amers est avant tout de former le plus grand nombre de paires
d’amers valides pour un jeu de données. En ce sens, on observe tout d’abord les résultats en terme
de taux de rappel et de précision. Sur ces deux aspects, RANSAC1 et RANSAC2 fournissent des
performances assez similaires.
On note une précision de l’ordre de 99% en l’absence de bruit, qui décroît avec l’introduction
d’un bruit de plus en plus important pour atteindre 46% avec 5 pixels et 20% pour 500mm. En
comparaison, RLPnL_Enull reste constant avec une précision de 6%, quel que soit le bruit. A
l’issue de chaque exécution, nos deux algorithmes proposent entre 20 et 40 paires d’amers, contre
une moyenne aux alentours de 800 paires pour RLPnL_Enull. Cette différence explique le très
faible taux de précision de RLPnL_Enull, malgré un taux de rappel équivalent ou supérieur à
celui de RANSAC1 et RANSAC2.
Si l’appariement est ici évalué, la finalité de ces algorithme est l’estimation de pose. En cela,
RANSAC2+VPnL_GN fournit les moins bons résultats pour un fort bruit, avec des erreurs
en translation pouvant atteindre les 73% pour 500mm de bruit 3D. En comparaison, dans des
circonstances identiques, RANSAC1+VPnL_GN a des performances similaires à RLPnL_Enull,
aux alentours de 14% d’erreur. Il en va de même pour les erreurs d’estimation de l’orientation,
où RANSAC1+VPnL_GN donne des résultats similaires à RLPnL_Enull, proches de 1.3° en
cas de fort bruit, largement en dessous de RANSAC2+VPnL_GN.
Sans surprise, le temps d’exécution de RANSAC2 est nettement supérieur à celui de RAN-
SAC1 et RLPL_Enull. Il est à noter que malgré un taux de précision particulièrement faible
dans une tâche d’appariement d’amers, l’algorithme RLPnL_Enull fournit une estimation de
pose plausible, en comparaison directe avec RANSAC1+VPnL_GN.
✸✳✺✳✹ ❏❡✉ ❞❡ ❞♦♥♥é❡s ■❘❙❊❊▼
Si les tests sur le jeu de données de simulation permettent de valider l’aspect théorique des
algorithmes RANSAC1 et RANSAC2, il convient néanmoins d’expérimenter aussi sur un jeu
de données réelles. On s’appuie ici à nouveau sur le jeu de données IRSEEM, présenté dans le
chapitre 2, pour valider nos algorithmes dans ces circonstances. De la même manière que pour
les données simulées, on étudie le comportement de nos deux algorithmes tout d’abord dans une
tâche de rejet de paires aberrantes, puis d’appariement de droites. On sélectionne pour ce faire
une image du jeu de données et la pose associée. De cette image sont extraites 25 droites 2D, dont
la correspondance est connue dans le nuage de points représentant la scène d’expérimentation.
L’image sélectionnée correspond à un placement de la caméra à 4.3m de l’origine du repère Vicon.
Notre jeu de données n’étant pas parfait, on cherche tout d’abord à quantifier les erreurs
liées à l’expérimentation. On mesure donc les erreurs en translation et orientation entre la vérité
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Figure 3.5 – Appariement de 50 droites 2D et 50 droites 3D en présence de bruit 2D gaussien
croissant, bruit de 0.1° introduit dans la direction verticale. Valeurs moyennes sur 1000 lancers
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Figure 3.6 – Résultats de l’appariement de 50 paires de droites, avec un bruit 3D. Valeurs
moyennes sur 1000 lancers, bruit de 0.1° sur la direction verticale
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Méthode Erreur en translation (%) Erreur en orientation (°)
VPnL_GN 4.95 0.24
ASPnL 3.41 0.95
RLPnL_Enull 2.30 0.77
Table 3.3 – Écart entre vérité terrain et estimation de pose pour l’image sélectionnée dans le
jeu de données IRSEEM.
terrain et les poses retournées par les algorithmes VPnL_GN, RLPnL_Enull et ASPnL avant
tout ajout de paires aberrantes. Ces résultats sont compilés dans le tableau 3.3, et fournissent
un élément de comparaison avec les erreurs qui seront mesurées à l’issu de l’insertion de paires
aberrantes ou de l’appariement.
Rejet de paires aberrantes Au cours de 10000 itérations, on introduit 50% de paires aber-
rantes de manière aléatoire en remplaçant 50% des droites 3D par des droites aléatoires. On
réalise pour chaque test un rejet de paires aberrantes ainsi qu’une estimation de pose par les
méthodes RANSAC2+VPnL_GN, RLPnL_Enull, RANSAC3+P3L.
On y observe dans le tableau 3.4 les valeurs médianes des taux de précision et rappel des
algorithmes d’appairage, ainsi que les erreurs en translation et rotation. Dans ce cas particulier,
les valeurs moyennes sont écartées car peu représentatives.
En effet, nous avons présenté dans le second chapitre que certaines configurations spatiales
ne permettent pas d’estimer une pose complète, particulièrement lorsque l’on est en présence
de droites uniquement parallèles. En remplaçant 50% des droites 3D de ce cas de test, cette
configuration peut survenir, et induire alors une pose aberrante malgré un taux de rappel et de
précision excellents. On se retrouve alors avec des valeurs de translation estimées induisant des
erreurs particulièrement élevées, et augmentant fatalement la valeur moyenne. Afin de quanti-
fier ces d’occurrences, on présente dans ce tableau les taux moyens de validité des rotation et
translation, qui correspondent au taux de rotation et translation estimées dont les erreurs sont
inférieures respectivement à 2° et 5%.
Employés dans des tâches de rejet de paires aberrantes, nos algorithmes RANSAC1 et RAN-
SAC2 démontrent tous deux une précision médiane de 100%, pour un taux de rappel de 61.53%.
Les erreurs médianes en rotation et translation de ces deux algorithmes sont particulièrement
basses en comparaison avec les algorithmes de l’état de l’art, avec des valeurs de en dessous
de 0.40° et 1.60%. L taux de validité en rotation indique qu’une orientation est correctement
recouvrée par RANSAC1 et RANSAC2 pour dans respectivement 93.5% et 92.4% des cas. En
revanche, le taux de validité de l’estimation de la translation indique qu’une position valide ne
peut être estimée que dans 75% des cas, lorsque l’on est en présence d’un fort taux de paires
aberrantes.
Ces résultats, placent les performances de nos algorithmes largement au dessus des méthodes
concurrentes de l’état de l’art. La configuration géométrique de ce jeu de données a néanmoins un
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Méthode
Erreur Erreur Temps
Préc. (%) Rap. (%)
Taux de Taux de
Rot. Trans. d’exéc. validité validité
(°) (%) (ms) rot.(%) trans. (%)
RANSAC1
0.3482 1.3585 0.88 100 61.53 93.5 76.61
+ VPnL_GN
RANSAC2
0.30487 1.6032 0.88 100 61.53 92.4 73.94
+ VPnL_GN
RLPnL_Enull 66.141 145.54 3.22 66.6 53.84 23.09 16.53
RANSAC3
142.1 319.21 33.1 87.5 15.38 0.48 0.21
+ P3L
Table 3.4 – Valeurs médianes des erreur en rotation et translation, temps d’exécution, taux de précision et taux de rappel. Taux de
validité moyen des rotations et translations. Mesures sur 1000 tests et 50% de données aberrantes. La caméra est située à 4.3m de
l’origine du référentiel Vicon.
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fort impact sur le taux de validité en translation. Le grand nombre de droites parallèles, combiné
au taux de paires aberrantes important dégradent les performances dans le cas de l’estimation
de la translation.
Appariement de droites Dans ce second test sur le jeu de données IRSEEM, on suppose
les correspondances entre droites 2D et 3D inconnues. On doit alors tâcher d’identifier ces cor-
respondances au sein d’un grand nombre de paires possibles. Pour ce cas de test, 8 droites 3D
sont remplacées par des droites aberrantes, induisant un taux de droites sans correspondances de
32%. Tout comme dans l’évaluation des performances en présence d’un appariement imparfait,
on évalue ici les erreurs médianes en rotation, translation et temps d’exécution. On présente de
même les taux médians de précision et rappel, ainsi que les taux de validité moyens en rotation
et translation. Ces résultats sont regroupés dans le tableau (3.5).
On note cette fois une nette dégradation des résultats. La configuration géométrique compor-
tant un grand nombre de droites parallèles du jeu de données IRSEEM induit des taux de validité
moyens en rotation particulièrement faibles pour les algorithmes RLPnL_Enull (0%) et RAN-
SAC3+P3L (0%). Si les performances de RANSAC1 et RANSAC2 sont ici supérieures, les taux
restent néanmoins faibles avec respectivement 30.4% et 23.0%. Les taux moyens de translation
sont nuls pour nos deux algorithmes, avec des erreurs au delà de 200%.
Discussion À l’issue de cette première expérimentation sur des données réelles, nous constatons
que nos deux algorithmes RANSAC1 et RANSAC2 fournissent des performances dépassant celles
des algorithmes de l’état de l’art en terme de rejet de paires aberrantes.
Dans le cas d’une tâche d’appariement de droites, nous constatons cependant une dégradation
des performances. La configuration géométrique du jeu de données IRSEEM comporte un grand
nombre de droites parallèles, que nous avons identifié plus tôt comme problématiques car ne
permettant pas de discriminer efficacement les paires d’amers valides des paires aberrantes. Si ce
fait s’est avéré peu significatif dans le rejet simple de droites mal appariées, on note un échec de
l’appariement dans la majorité des cas, et ce pour la totalité des algorithmes considérés dans ce
test. Seul RANSAC1+VPnL_GN permet de retrouver une orientation avec moins de 5° d’erreur,
seulement dans 30% des cas.
Ces résultats démontrent la complexité du processus d’appariement lorsqu’un grand nombre
de droites d’orientation similaires sont présentes dans le jeu de données. Une expérimentation
sur un jeu de données plus varié est donc nécessaire pour estimer les performances de nos deux
algorithmes.
✸✳✺✳✺ ❏❡✉ ❞❡ ❞♦♥♥é❡s ❑■❚❚■
Pour valider nos deux algorithmes sur un jeu de données plus varié, on emploie à nouveau
le jeu de données KITTI et la séquence utilisée dans le chapitre 2. Pour rappel, cette sous-
séquence est constituées de 53 images dont on a extrait dans chacune entre 5 et 7 droites dont
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Méthode
Erreur Erreur Temps
Préc. (%) Rap. (%)
Taux de Taux de
Rot. Trans. d’exéc. validité validité
(°) (%) (ms) rot.(%) trans. (%)
RANSAC1
5.60 213 11.57 5.88 5.88 30.4 0
+ VPnL_GN
RANSAC2
86.98 204 2.02 5.88 5.88 23.0 0
+ VPnL_GN
RLPnL_Enull 69.22 141.77 14.13 5.82 47.05 0 0.4
RANSAC3
135.49 205 133.33 0 0.00 1.2 8.25
+ P3L
Table 3.5 – Valeurs médianes des erreur en rotation et translation, temps d’exécution et taux de précision et rappel. Taux moyen de
validité en rotation et translation. Résultats d’appariement pour 1000 tests et 32% de données aberrantes. La caméra est située à 4.3m
de l’origine du référentiel Vicon.
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Méthode
Erreur Erreur Temps Taux de Taux de
Trans. (m) Rot. (°) d’exéc. (ms) rappel (%) précis.(%)
RLPnL_Enull 19.126 123.79 1.3 46.92 68.07
RANSAC1
0.085 0.058 0.81 94.19 100
+ VPnL_GN
RANSAC2
0.089 0.058 0.74 94.29 100
+ VPnL_GN
RANSAC3
1983.3 126.06 20.1 26.34 73.58
+ASPnL
Table 3.6 – Rejet de paires aberrantes sur une sous-séquence du jeu de données KITTI. Valeurs
moyennes pour les erreurs en rotation et translation, le temps d’exécution et les taux de rappel
et précision sur 53 poses
la correspondance est connue dans un nuage de points de la scène. Dans le nuage de points, on
a extrait un total de 17 droites tout au long de la trajectoire du véhicule.
Rejet de paires aberrantes Dans un premier temps, on se propose de mesurer ici la capacité
des algorithmes RANSAC1 et RANSAC2 à effectuer un rejet de paires aberrantes. On insère
donc dans les droites 2D et 3D des droites sans correspondances. Pour chaque image, on est
alors en présence d’entre 5 et 7 droites 2D possédant une correspondance 3D, et 5 droites 2D
sans correspondances. Cela équivaut alors à un taux de paires aberrantes entre 41% et 50% en
fonction des images.
Nos deux algorithmes RANSAC1+VPnL_GN et RANSAC2+VPnL_GN sont finalement
appliqués à ces données, et les résultats sont comparés à RLPnL_Enull et RANSAC3+P3L en
terme de taux de rappel et précision, erreur en translation et rotation, et temps d’exécution.
L’erreur en translation est ici donnée en mètres, et correspond à la distance euclidienne entre
la position estimée du véhicule à sa position réelle. A nouveau, les poses utilisées comme vérité
terrain sont celle fournies par la librairie 3DTK.
La figure 3.7 reprend les résultats de ce test. Les performances présentées ici sont conformes
aux résultats des données de simulation : RANSAC3 et RLPnL_Enull fournissent des taux de
rappel et précision trop faibles pour permettre une estimation de pose précise. Si RLPnL_Enull
rivalise avec RANSAC1 et RANCAC2 en terme de temps d’exécution (1ms en moyenne contre
0.8ms pour RANSAC1 et RANSAC2), les performances en estimation de pose sont très dégradées.
Le tableau 3.6 reprend les résultats numériques de cette expérimentation.
Ce premier test confirme les performances de RANSAC1 et RANSAC2 en tant qu’algorithmes
de rejet de paires aberrantes d’amers. Combinés à l’algorithme VPnL_GN, ils permettent alors
une estimation de pose d’une précision nettement supérieure aux algorithmes à l’état de l’art,
tout en garantissant un temps d’exécution inférieur. On notera néanmoins que la connaissance
a priori de la direction verticale fournit ici un net avantage quant à l’estimation de pose. En
effet, les algorithmes RLPnL_Enull et ASPnL estiment une pose à six degrés de liberté, contre
seulement quatre dans notre cas.
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Figure 3.7 – Résultat du rejet de paires aberrantes sur le jeu de données KITTI. Taux de rappel
et précision, erreur en rotation et translation, et temps d’exécution
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Méthode
Erreur Erreur Temps Taux de Taux de
Trans. (m) Rot. (°) d’exéc. (ms) rappel (%) précis.(%)
RANSAC1
4.28 0.048 3.9 87.35 94.36
+ VPnL_GN
RANSAC2
5.20 0.055 13.0 81.66 89.70
+ VPnL_GN
Table 3.7 – Résultats numériques de l’appariement sur KITTI. Séquence de 53 images
Appariement Enfin, on cherche à évaluer les performances de RANSAC1 et RANSAC2 lorsque
l’on souhaite réaliser l’appariement de droites. Pour le jeu de données KITTI, le faible nombre de
droites disponibles par image ne pose pas un problème d’une complexité combinatoire suffisante.
En réalisant l’appariement des droites des images avec leurs correspondances 3D, on se trouve
en présence d’entre 25 et 49 combinaisons possibles par pose. Dans l’optique de complexifier le
problème d’appariement, on ne considère plus seulement les correspondances 3D de chaque droite,
mais la totalité des droites 3D extraites sur la trajectoire du véhicule pour notre sous-séquence.
Ainsi, chaque droite 2D doit être appairée parmi un jeu de 17 droites 3D. D’un nombre d’amers
sans correspondances nul, on se place ici dans le cas où seulement 30 à 40% des amers peuvent
former une paire valide. On augmente aussi de cette manière la combinatoire du problème. De
25 à 49 combinaisons possibles d’amers par pose, on a entre 85 et 119 possibilités à exploiter. On
analyse finalement les résultats de l’appariement à l’aide des mêmes métriques que précédemment,
présentés sur la figure 3.8 et dans le tableau 3.7. Par souci de lisibilité, et compte tenu des résultats
pour la simple tâche de rejet de paires aberrantes, on ne comparera pas ici nos résultats avec les
algorithmes RANSAC3 et RLPnL_Enull.
Sauf exception ponctuelle, les taux de rappel et de précision de nos deux algorithmes res-
tent relativement élevés, avec des valeurs respectives moyennes de 87% et 94% pour RANSAC1.
Concernant RANSAC2, le taux de rappel moyen est de 81% et la précision de 89%. S’il augmente
en comparaison avec les tests de rejet de paires aberrantes, le temps d’exécution de l’apparie-
ment reste néanmoins bas avec des valeurs respectives de 3.9ms et 13.0ms pour RANSAC1 et
RANSAC2.
Les erreurs en rotation et translation sont particulièrement intéressantes. Pour cette sous-
séquence, on observe une forte erreur en translation, respectivement de 4.28m et 5.20m pour
RANSAC1 et RANSAC2. En parallèle, l’erreur d’estimation de l’orientation reste très basse, de
l’ordre de 0.05 degrés dans les deux cas. Cet écart de performance entre rotation et précision est
caractéristique des choix algorithmiques pris pour ces algorithmes.
RANSAC1 et RANSAC2 s’appuient seulement sur l’orientation pour effectuer l’appariement.
Ainsi, le facteur optimisé par l’appariement est l’erreur d’orientation. Dans cette sous-séquence,
on a extrait un grand nombre de droites coplanaires et perpendiculaires, que l’estimation de
l’orientation seule ne permet pas de discriminer systématiquement dans le cas d’une tâche d’ap-
pairage. La contrainte géométrique de l’équation 2.26 employée ici optimise donc l’orientation,
au détriment de l’erreur en translation.
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Figure 3.8 – Évaluation des performances pour une tâche d’appariement sur une sous-séquence
du jeu de données KITTI. Taux de rappel et précision, erreur d’estimation de l’orientation et de
la position, et temps d’exécution des méthodes RANSAC1 et RANSAC2
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Malgré tout, les taux de rappel et de précision élevés indiquent qu’une large majorité des
paires d’amers constituées sont valides. RANSAC1 et RANSAC2 permettent donc d’effectuer un
premier appairage, qui pourrait ensuite être affiné à l’aide d’une autre contrainte optimisant cette
fois la translation. On se retrouverait alors dans le cas d’un pré-appairage avec un nombre faible
de paires aberrantes à écarter avant une estimation de pose subséquente. Nos deux algorithmes, et
particulièrement RANSAC1, permettent de diminuer grandement la combinatoire du problème.
Leur rapidité d’exécution, démontrée précédemment, permet donc d’effectuer un appariement
sinon parfait, a minima pertinent, et d’employer ensuite un algorithme plus coûteux pour le rejet
final de paires aberrantes.
✸✳✺✳✻ ❈♦♥❝❧✉s✐♦♥
Dans ce chapitre, nous avons introduit la problématique ouverte qu’est l’appariement de
droites 2D et 3D. Nous avons proposé deux algorithmes basés RANSAC utilisant la connaissance
a priori de la direction verticale pour effectuer une rejet de paires aberrantes, ou un appariement
à l’aide de seulement deux ou une paires d’amers. A travers des tests en simulation et sur des
données réelles, nous avons évalué le comportement de ces algorithmes, nommés RANSAC1 et
RANSAC2.
Employés en combinaison avec un algorithme d’estimation de pose, tel VPnL_GN, nous avons
démontré que ces méthodes permettent d’éliminer efficacement des mauvaises correspondances
de droites dans un jeu de données pré-apparié y compris en présence d’un bruit modéré. L’éva-
luation de la robustesse développée dans ce chapitre place les deux contributions RANSAC1 et
RANSAC2 devant les méthodes à l’état de l’art en terme de taux précision et de rappel de paires
valides, mais aussi de temps d’exécution pour les tâches de rejet de paires aberrantes.
Lors d’une tâche d’appariement de lignes, nous avons identifié la nécessité d’une certaine variété
dans l’orientation des droites 3D, afin de permettre un appairage efficace et précis, et ce quels
que soient les algorithmes considérés dans nos tests. Ce point s’est avéré particulièrement im-
portant dans les tests effectués sur le jeu de données IRSEEM. Nous avons en effet observé une
nette dégradation des performances de tous les algorithmes comparés lorsqu’un grand nombre
de droites parallèles est considéré pour l’appariement.
Avec une configuration géométrique des droites plus variée, l’expérimentation sur le jeu de
données KITTI nous permet de tirer des conclusions différentes. Si le taux de droites correc-
tement appariées est ici faible, les importants taux de rappel suggèrent l’emploi de RANSAC1
et RANSAC2 comme algorithmes de pré-appariement. Une combinaison avec un algorithme de
rejet de paires aberrantes minimisant conjointement les erreurs d’orientation et de translation
permettrait alors un appariement performant.
❈♦♥❝❧✉s✐♦♥ ❡t ♣❡rs♣❡❝t✐✈❡s
À travers cette thèse, nous avons abordé la problématique d’estimation de pose robuste
multimodale dans le cas d’une complémentarité caméra et LiDAR.
Dans un premier chapitre, nous avons introduit les concepts liés à la multimodalité. Ce faisant,
nous avons présenté les principaux capteurs employés en robotique mobile moderne, en portant
une attention particulière au capteur caméra et à la formation des images, au cœur de cette
problématique. Nous avons ensuite proposé un état de l’art articulé autour des méthodes de
recalage de capteurs, que nous avons séparé en deux principales catégories. Nous avons considéré
les méthodes dites directes, s’appuyant sur l’intégralité des données fournies, et les méthodes
s’appuyant sur les éléments saillants, aussi appelés amers. Pour cette seconde catégorie, nous
avons présenté la distinction entre méthodes reposant seulement sur l’aspect géométrique des
amers, et les algorithmes s’appuyant sur la description de ces points d’intérêt et de leur voisinage.
Dans un second chapitre, nous avons développé un état de l’art des méthodes d’estimation
de pose reposant sur les correspondances entre droites 2D et 3D. Après avoir introduit les mé-
thodes dites générales, estimant une pose complète, nous avons présenté les algorithmes reposant
sur une connaissance de la direction verticale pour réduire la complexité du problème. Nous
avons alors introduit la première contribution majeure de ce travail de thèse. Cette contribution
prend la forme d’une méthode originale d’estimation de pose s’appuyant sur une formulation des
droites en coordonnées de Plücker et reposant sur la direction verticale, nommée VPnL_LS. En
complément, nous avons présenté une méthode améliorant la précision de la pose à partir d’une
adaptation de l’algorithme d’optimisation de Gauss-Newton, appelée VPnL_GN. Ces méthodes
ont fait l’objet de publications dans un article de conférence et un journal. Afin de valider expéri-
mentalement ces méthodes, nous avons proposé une étude exhaustive de la robustesse à l’aide de
données simulées, en induisant un bruit sur la direction verticale et la définition des droites 2D et
3D, mais aussi sur des données réelles. Nous avons ainsi mesuré les performances en se confrontant
à trois jeux de données, l’un simulé, le second constitué pour l’occasion au sein du laboratoire
IRSEEM, et le troisième extrait du célèbre jeu de données public KITTI. Les résultats présen-
tés confirment la supériorité de nos deux méthodes en comparaison aux algorithmes de l’état
de l’art, y compris dans des cas où l’erreur issue des capteurs est particulièrement importante.
Pourtant, ces expérimentations sont réalisées dans le cas théorique de l’estimation de pose, où
chaque correspondance entre amers est connue. En pratique, une partie de ces correspondances
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est a minima incorrecte. Dans les cas les plus réalistes, l’appariement d’amers est à effectuer
avant toute estimation de pose. Nous avons ainsi évalué l’impact de mauvais appariements sur
nos méthodes et les algorithmes de l’état de l’art. Les résultats à l’issue de l’expérimentation dans
cette configuration plus réaliste ont alors démontré l’intérêt d’une approche robuste permettant
d’écarter les paires aberrantes.
Au sein du troisième chapitre, nous avons développé la problématique de robustesse de l’es-
timation de pose en nous concentrant sur le rejet de mauvaises correspondances entre amers 2D
et amers 3D, mais aussi en nous consacrant à la problématique d’appariement de droites. Dans
cette optique, nous avons dans un premier temps introduit les métriques spécifiques au problème,
puis présenté un bref état de l’art sur le rejet de paires de droites aberrantes. En développant
l’aspect combinatoire du problème d’appairage, nous avons démontré la nécessité d’une approche
diminuant le nombre de correspondances nécessaires à l’appariement. Dans cette optique, nous
avons proposé deux algorithmes d’appariement de droites, pouvant aussi être employés pour le
rejet de paires d’amers aberrantes. Basés sur la méthode RANSAC, ces algorithmes emploient
respectivement deux et une seule paire(s) de droite(s) et la connaissance a priori de la direction
verticale pour écarter les paires invalides. Cette opération est réalisée en optimisant un critère
géométrique basé uniquement sur l’orientation du système. Nommés en conséquence RANSAC2
et RANSAC1, ces algorithmes ont fait l’objet d’une communication en conférence d’une publica-
tion dans un journal. Nous avons évalué les performances de ces algorithmes successivement dans
des tâches d’appariement et de rejet de paires aberrantes d’amer à l’aide d’un jeu de données si-
mulées, et des jeux de données IRSEEM et KITTI. Dans cette première tâche, les résultats placent
nos algorithmes devant les méthodes de l’état de l’art, pour l’ensemble des métriques employées.
Concernant l’appariement de droites, les résultats sont de nature plus mitigée. En simulation,
l’algorithme RANSAC1 fournit de meilleurs résultats que les algorithmes de l’état de l’art, tandis
que RANSAC2 donne des performances équivalentes. L’expérimentation sur des données réelles
permet cependant de présenter les faiblesses de ces algorithmes. En s’appuyant uniquement sur
l’orientation des droites, certaines configurations géométriques spécifiques, particulièrement sur
le jeu de données IRSEEM, mettent en défaut le processus d’appariement de droites. En effet,
l’orientation seule des droites ne permet pas de discriminer efficacement les droites 3D paral-
lèles. Plus rares dans la séquence KITTI choisie, ces configurations sont néanmoins présentes et
induisent des erreurs importantes dans l’estimation de pose subséquente à l’appariement, parti-
culièrement sur la position du véhicule. En l’état actuel, les résultats confirment les performances
supérieures de RANSAC1 et RANSAC2 dans les tâches de rejet de paires aberrantes, mais ne
permettent pas de considérer ces algorithmes comme seuls acteurs d’un appariement.
La question de l’amélioration de la robustesse des méthodes d’estimation de pose multimodale
demeure une problématique complexe. Au cours de ces travaux de thèse, nous avons considéré
ce problème par une approche purement géométrique, et en considérant une extraction manuelle
d’amers dans des images et nuages de points. De nombreuses pistes d’amélioration ou de com-
pléments aux méthodes proposées sont envisageables.
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En se consacrant pleinement à l’estimation de pose, nous avons exclu la première étape
essentielle au recalage de capteurs. En effet, l’extraction manuelle de droites n’est pas souhaitable
dans une application de robotique autonome. Si la détection de droites dans une image est un
sujet de recherche particulièrement étudié, le pendant dans les nuages de points est nettement
plus anecdotique dans la littérature. Les solutions existantes pour ce second cas sont pour la
plupart relativement coûteuses en calcul, de par le volume de données important que génèrent
les capteurs LiDAR. Une première perspective d’amélioration des travaux de recherche présentés
dans ce mémoire réside donc dans une contribution à l’extraction de droites 3D d’un nuage de
points.
Si les algorithmes d’estimation de pose introduits dans ce mémoire se concentrent exclusi-
vement sur l’utilisation de droites, certaines méthodes hybrides employant une combinaison de
droites et de points présentent des résultats notables. Il en effet difficile d’extraire des points
possédant une correspondance entre des modalités LiDAR et caméra. L’emploi de ces éléments,
en combinaison avec des droites, pourrait fournir une opportunité supplémentaire d’améliorer la
robustesse de l’appariement.
La précision des deux algorithmes RANSAC1 et RANSAC2 introduits dans ce mémoire peut
s’avérer insuffisante pour réaliser un appariement fiable pour des configurations géométriques de
droites spécifiques. Néanmoins, la rapidité d’exécution de ces deux méthodes présentées per-
mettent d’envisager sérieusement une méthode d’appariement hybride, reposant sur un pré-
appariement par RANSAC1. Cet appairage préalable pourrait ensuite être complété et affiné
par des méthodes reposant à la fois sur une optimisation de l’orientation et de la translation
pour rejeter les correspondances aberrantes de droites. Le développement d’une telle méthode
serait une contribution intéressante à la littérature.
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Résumé : Avec la complexification des tâches confiées aux robots, la perception de l’envi-
ronnement, aussi appelée perception de scène, doit se faire de manière plus complète. L’emploi
simultané de différents types de capteurs, ou multimodalité, est l’un des leviers employés à cet ef-
fet. L’exploitation de données issues de modalités différentes nécessite généralement de connaître
la pose, c’est-à-dire l’orientation et la position, de chaque capteur relativement aux autres.
Les travaux présentés dans cette thèse se concentrent sur la problématique d’estimation de
pose robuste dans le cas d’une multimodalité incluant des capteurs de type caméra et LiDAR.
Deux contributions majeures sont présentées dans ce manuscrit. On présente dans un premier
temps un algorithme d’estimation de pose original s’appuyant sur la correspondances entre droites
2D et 3D, ainsi qu’une connaissance a priori de la direction verticale. Dans l’optique d’améliorer la
robustesse de cet algorithme, une deuxième contribution repose sur un algorithme d’appariement
de droites et de rejet de paires aberrantes basé RANSAC. Cette méthode fonctionne à l’aide de
deux ou d’une seule paire de droites, diminuant le coût en calcul du problème.
Les résultats obtenus sur des jeux de données simulées et réelles démontrent une amélioration
des performances en comparaison avec les méthodes de l’état de l’art.
Mots clés : Estimation de pose robuste, multimodalité vision-LiDAR, robotique mobile,
appariement d’amers géométriques, Perspective-n-Line
▼✉❧t✐♠♦❞❛❧ ♣♦s❡ ❡st✐♠❛t✐♦♥ ✲ ❘♦❜✉st ❛♣♣r♦❛❝❤ ✉s✐♥❣ ✷❉ ❛♥❞
✸❉ ❧✐♥❡s
Abstract : Camera pose estimation consists in determining the position and the orientation
of a camera with respect to a reference frame. In the context of mobile robotics, multimodality,
i.e. the use of various sensor types, is often a requirement to solve complex tasks. However,
knowing the orientation and position, i.e. the pose, of each sensor regarding a common frame is
generally necessary to benefit multimodality.
In this context, we present two major contributions with this PhD thesis. First, we introduce
a pose estimation algorithm relying on 2D and 3D line and a known vertical direction. Secondly,
we present two outliers rejection and line pairing methods based on the well known RANSAC
algorithm. Our methods make use of the vertical direction to reduce the number of lines required
to 2 and 1, i.e. RANSAC2 and RANSAC1.
A robustness evaluation of our contributions is performed on simulated and real data. We
show state of the art results.
Keywords : Robust pose estimation, LiDAR-vision multimodality, mobile robotics, geomet-
ric feature pairing, Perspective-n-Line;
