In this paper, we first study the perturbations and expressions for the generalized inverses a
Introduction
Let R be a unital ring and let R
• denote the set of all idempotent elements in R. Given p, q ∈ R
• . Recall that an element a ∈ R has the (p, q)-outer generalized inverse b = a (2) p,q ∈ R if bab = b, ba = p and 1 − ab = q. If b = a (2) p,q also satisfies the equation aba = a, then we say a has the (p, q)-generalized inverse b, in this case, written b = a (1, 2) p,q . If an outer generalized inverse with prescribed idempotents exists, it is necessarily unique (cf. [6] ). According to this definition, obviously, we see that the Moore-Penrose inverses in a C * -algebra and (generalized) Drazin inverses in a Banach algebra can be expressed by some (p, q)-outer generalized inverses (cf. [6, 5, 1] ).
Based on some results of Djordjević and Wei in [6] , Ilic, Liu and Zhong gave some equivalent conditions for the existence of the (p, q)-outer generalized inverse in a Banach algebra in [5] . But in our recent paper [1] , we find that Theorem 1.4 of [5] is wrong. In [1] , we first present a counter-example to [5, Theorem 1.4] , then based on our counter-example, we define a new type of generalized inverse with prescribed idempotents in a Banach algebra as follows: Definition 1.1 (see [1] ). Let a ∈ A and p, q ∈ A
• . An element b ∈ A satisfying bab = b, R r (b) = R r (p), K r (b) = R r (q),
will be called the (p, q, l)-outer generalized inverse of a, written as a (2,l) p,q = b. In addition, if a (2,l) p,q satisfies a = aa (2,l) p,q a, we call a (2,l) p,q is the (p, q, l)-generalized inverse of a, denoted by a Perturbation analysis of the generalized inverses is very important in both theory and applications. In recent years, there are many fruitful results concerning the perturbation analysis for various types generalized inverses of operators on Hilbert spaces or Banach spaces. The concept of stable perturbation of an operator on Hilbert spaces and Banach spaces is introduced by Chen and Xue in [1] . Later the notation is generalized to the set of Banach algebras by the second author in [13] and to the set of Hilbert C * -modules by Xu, Wei and Gu in [16] . Using the notation "stable perturbation", many important results in perturbation analyses for Moore-Penrose inverses on Hilbert spaces and Drazin inverses on Banach spaces or in Banach algebras have been obtained. Please see [2, 3, 4, 14, 13, 15] for detail.
Let X, Y be Banach spaces over complex field C. Let T (resp. S) be a given closed space in X (resp, Y ). Let A be a bounded linear operator from X to Y such that A (2) T,S exists. The perturbation analysis of A (2) T,S for small perturbation of T , S and A has been done in [7, 8] . Motivated by some recent results concerning the perturbation analysis for the generalized inverses of operators, in this paper, we mainly study the perturbations and expressions for various types of generalized inverses with prescribed idempotents in Banach algebras. We first consider the stable perturbation characterizations for a (2) p,q , a (1, 2) p,q , a (2,l) p,q and a (l) p,q with prescribed idempotents p and q. Then, by using stable perturbation characterizations, we can investigate the general perturbation analysis and error estimate for some of these generalized inverses when p, q and a also have some small perturbations. The results obtained in this paper extend and improve many recent results in this area.
Preliminaries
In this section, we give some notations in this paper, we also list some preliminary results which will be frequently used in our main sections. Throughout the paper, A is always a complex Banach algebra with the unit 1.
Let a ∈ A . If there is b ∈ A such that aba = a and bab = b, then a is called to be generalized invertible and b is called the generalized inverse of a, denoted by b = a + . Let Gi(A ) denote the set of all generalized invertible elements in A \{0}. Let A
• denote the set of all idempotent elements in A . If a ∈ Gi(A ), then a + a and 1 − aa + are all idempotent elements. For a ∈ A , set
Clearly, if p ∈ A • , then A has the direct sum decompositions:
The following useful and well-known lemma can be easily proved.
We list some of the necessary and sufficient conditions for the existence of a
in the following lemma, which will be frequently used in the paper. Here we should indicate that a
p,q is unique if it exists. Please see [1] for the proofs and more information.
Lemma 2.2. Let a ∈ A and p, q ∈ A
• . Then the following statements are equivalent:
The following lemma gives some equivalent conditions about the existence of a (l) p, q . See [1] for more information. Lemma 2.3. Let a ∈ A and p, q ∈ A
• . Then the following conditions are equivalent:
Let X be a complex Banach space. Let M, N be two closed subspaces in X. Set
For convenience, we list some properties about δ(M, N) andδ(M, N) which come from [10] as follows. 
Stable perturbations for the (p, q)-generalized inverses
Let a ∈ Gi(A ) and letā = a + δa ∈ A . Recall from [14] thatā is a stable perturbation of a if R r (ā) ∩ K r (a + ) = {0}. Obviously, we can define the stable perturbation for various kind of generalized inverses. In this section, we concern the stable perturbation problem for various types of (p, q)-generalized inverses in a Banach algebra.
p, q exists and w =ā (2,l) p, q . Proof. We prove our result by showing that waw = w, R r (w) = R r (p), K r (w) = R r (q). It is easy to check that
Then, by using these two equalities, we can show R r (w) = R r (a (2,l) p, q ) = R r (p) and K r (w) = K r (a (2,l) p, q ) = R r (q). We can also compute
By Definition 1.1 and the uniqueness of a (2,l) p, q , we seeā (2,l) p, q exists and w =ā
Obviously, from the proof of Lemma 3.2, we see that if a (2,l) p, q exists and 1 + a
p, q , then we also have v =ā (2,l) p, q . In order to prove the main results about the stable perturbation, we need one more characterizations of the existence of a (2,l) p, q . For an element a ∈ A and p, q ∈ A
• . Let R a : A → A be the right multiplier on A (i.e., R a (x) = xa for any x ∈ A ). Then it easy to see that a A (1−q),A (1−p) exists in the Banach algebra B(A ). So from the equivalences of (1), (2) and (3) in Lemma 2.2, dually, we can get the following equivalent conditions for the existence of a (2,l) p,q . Proposition 3.3. Let a ∈ A and p, q ∈ A
p, q . Then from Definition 1.1, we know that cac = c, and then ca, ac ∈ A
• , R r (ca) = R r (c) = R r (p), K r (ac) = K r (c) = R r (q). Thus, it follows from Lemma 2.1 that
Then, by using Lemma 2.1 again, we have
By using cac = c, we have K l (ca) = K l (c) and R r (ac) = R r (c). Thus from Eq. (3.1) we see that (2) holds. If (2) holds, similarly, by using Definition 1.1 and Lemma 2.1, we can obtain a
p, q exists. (2) ⇔ (3) By our remark above this lemma, we see these hold simply from the equivalences of (2) and (3) in Lemma 2.2. Note that we can also prove these equivalences directly by using the right multiplier R a on A . Here we omit the detail.
Now we can present one of our main results about the stable perturbation of the generalized inverse a 
In this case, we haveā
Proof.
(1) ⇔ (2) follows from the well-known spectral theory in Banach algebras.
(2) ⇒ (3) We prove our result by using Lemma 2.
p, q t andāt = 0. Thus we have
p, q δa is invertible, then for any w ∈ A there is some v ∈ A such that a
p, q ). Since for w ∈ A , we also have w =āv + (w −āv) ∈āR r (p) ∔ R r (q). Thus, we have
Now, from Eqs. (3.2) and (3.3), by using Lemma 2.2, we see thatā
p, q exists, we want to prove 1 + δaa (2,l) p, q is both left and right invertible. Sinceā
p, q ). Thus, for any x ∈ A , we can write x =āa (2,l)
Since x ∈ A is arbitrary, let x = 1, then we see that 1 + δaa (2,l) p, q is right invertible. Now we prove that 1 + δaa (2,l) p, q is also left invertible. In fact, from Proposition 3.3, we also have
p, q exists. Then for any z ∈ A , we can write z = s 1 a
Since z ∈ A is arbitrary, let z = 1, then we get that 1 + a (2,l) p, q δa is left invertible. But from Lemma 3.1 we see 1 + δaa (2,l) p, q is also left invertible. Thus, 1 + δaa
p, q . This completes the proof.
Lemma 3.5. Let a, δa ∈ A and p, q ∈ A
• such that a
p, qā x, we have (3.4) . So, x ∈ R r (f ) = K r (ā) and t =āx = 0, i.e., R r (ā) ∩ R r (q) = {0}.
(⇐) Thanks to (1), we need only to prove
• , we have t = f t. So by Eq. (3.4), we get (1 + a
p, qā t = 0 and then a 
Proof. The implication (1) ⇔ (2) comes from Lemma 2.2, Lemma 2.3 and Theorem 3.4. The implication (2) ⇔ (3) comes from Lemma 3.5. (3) ⇔ (4) we can compute in the following way,
This completes the proof.
Furthermore, by using the above theorem, we have the following results. (1) R r (ā) ∩ R r (q) = {0}, i.e.,ā is stable perturbation of a;
Proof. Note that we have K r (a
p, q a) and R r (aa
p, q ). So we can get the assertions by using Theorem 3.6.
Theorem 3.8. Let a, δa ∈ A and p, q ∈ A
• such that a (l) p, q exists. Putā = a + δa. Then the following statements are equivalent:
Proof. (1)
p, q . Thus, from our assumption, by using Theorem 3.6 and Lemma 2.3, we have
Now we need to showāR r (p) = K r (q). But since R r (ā) = K r (q), so we can prove our result by showing thatāR r (p) = R r (ā). Obviously,āR r (p) ⊂ R r (ā). On the other hand, sinceā (l) p, q exists, then by Lemma 2.3 again, we have A =āR r (p) ∔ R r (q). Now for any x ∈ R r (ā), we can write x = x 1 + x 2 with x 1 ∈āR r (p) and x 2 ∈ R r (q). From aR r (p) ⊂ R r (ā), we get x 1 ∈ R r (ā). Thus,
Therefore, x 2 = 0 and then x = x 1 ∈āR r (p). Hence,āR r (p) = R r (ā) = K r (q).
(2) ⇒ (1) Since q ∈ A • andāR r (p) = K r (q), we can write A = K r (q) ∔ R r (q) = aR r (p) ∔ R r (q). Note that R r (ā) ∩ R r (q) = {0}, K r (ā) ∩ R r (p) = {0}, then by using Lemma 2.3, we get a p, q δa is invertible andā
p, q ) −1 . Now, by using Lemma 2.3, we can get A =āR r (p)∔R r (q). Similarly, as in (1) ⇒ (2), by using R r (ā) ∩ R r (q) = {0}, we can show thatāR r (p) = R r (ā) and then R r (ā) = K r (q). This completes the proof.
The first result in the following lemma has been proved for generalized inverse a exists. Putā = a + δa. 
p, q δa is invertible and δ(R r (ā), R r (a)) < 1 − aa
Finally, we present some perturbation results for a (2) p, q .
Theorem 3.11. Let a, δa ∈ A and p, q ∈ A • such that a
p, q exists. Putā = a + δa. If 1 + a (2) p, q δa is invertible. Then the following statements are equivalent:
p, q and a (2) p, qā = a 
Conversely, if (3) holds, thenāp =āa
Corollary 3.12. Let a, δa ∈ A and p, q ∈ A
• such that a (2) p, q exists. Putā = a + δa. If 1 + a (2) p, q δa is invertible and δa = (1 − q)δa = δap. Thenā (2) p, q exists and
Proof. If δa = (1 − q)δa = δap, then it is easy to check thatāp = (1 − q)ā. Thus, Theorem 3.11 shows that our results hold.
Perturbation analysis for the (p, q)-generalized inverses
In this section, we mainly investigate the general perturbations problem for the (p, q)-generalized inverses a (2,l) p, q and a
p, q , which is the generalized condition number of the generalized inverse a • with R r (p) = R r (a). Let c ∈ A with R r (c) 
Lemma 4.2 ([13, Lemma 2.4]). For any p, q ∈
Thus, we get
But for any t ′ ∈ R r (p ′ ) and t ∈ R r (p), we have
Thus, t ′ − b at ′ ≤ (1 + b a ) t ′ − t , and then
Therefore, we have
Then by Eq. (4.1) and Eq. (4.2), we get
Now, by Lemma 4.2 and the Definition of gap-function, we have
On the other hand, for any t ∈ R r (p), by Lemma 2.2, we have
Consequently, from Eq. (4.3) and Eq. (4.4), we havê
(2) Obviously, by Eq. (4.2), we get aR r (p ′ ) ⊂ A is closed and K r (a) ∩ R r (p ′ ) = {0}. This completes the proof. Now we can give the following perturbation result for a (2,l) p, q when p has a small perturbation.
Theorem 4.4. Let a ∈ A and p, q ∈ A
p, q , then by Definition 1.1, we know that ab ∈ A • and κ = b a ≥ ab . By using Lemma 4.3 and note that p − p
From Lemma 4.3 (2), we know that K r (a) ∩ R r (p ′ ) = {0} and aR r (p ′ ) ⊂ A is closed. Thus, by Lemma 4.1, aR r (p ′ ) is complemented and A = aR r (p ′ ) ∔ R r (q). Therefore, by Lemma 2.2, we know a (2) p ′ , q exists. For convenience we write a (2,l)
. Thus for any x ∈ A , we can write x = t + t ′ with t = ab ′ z for some z ∈ A and t ′ ∈ R r (q).
Thus by using Eq. (4.5) and Eq. (4.6), we get
Letting ǫ → 0 + in Eq. (4.7), we can get
Some representations for the generalized inverse a (2,l) p,q have been presented in [1] . The following result gives a representation of a (2,l) p,q based on (1,5) inverse. Note that this result is also an improvement of the group inverses representation of a (2,l) p,q (see [1] ), which removes the existence of the group inverses of wa or aw. • such that R r (w) = R r (p) and K r (w) = R r (q). Then the following statements are equivalent:
(1) a (2,l) p,q exists; (2) (aw) (1, 5) exists and K r (a) ∩ R r (w) = {0}; (3) (wa) (1, 5) exists and R r (w) = R r (wa).
In this case, waw is inner regular and
p, q = (wa) (1, 5) w = w(aw) (1, 5) = w(waw) − w.
Now we give the result when q has a small perturbation. By using our above lemma 4.5, we can also give a new representation for the generalized inverse of the perturbed operator. Theorem 4.6. Let a ∈ A and p, q ∈ A
p, q′ exists and
p, q ). Proof. Since 1 + 1 − ab ≤ 2 + κ, then by Lemma 4.2, we havê
p, q ).
Since we also have
Now from Eqs. (4.8) and (4.9), we can compute (a
Let ǫ → 0 + in the above inequality, we obtain that (1, 5) . For convenience, we write
p, q ). Now we prove that x = b ′ by using Lemma 2.2 (4). Obviously, we have px = x. Note that p = a
Since b = w(aw) (1, 5) . we have
Thus, we have x(1 − q ′ ) = x. Finally, since aw = awaw(aw) (1, 5) = awab, we have
Therefore by Lemma 2.2 and the uniqueness of a (2,l) p, q ′ , we get that x = a (2,l) p, q ′ . When the idempotents p and q both have some small perturbations, we have the following result.
Proof. By Theorem 4.4, a (2,l) p ′ , q exists when p − p ′ < 1 (1 + κ) 2 and in this case,
By using perturbation theorems for the generalized inverse a
p, q , we can also investigate the perturbation analysis for the generalized inverse a (1, 2) p, q under some conditions. Corollary 4.9. Let a ∈ A and p, q ∈ A
• such that a We need only to show that a We need the following easy representation lemma for a Proof. Obviously, wa, aw ∈ A g for wa = p and aw = 1 − q. We also have (wa) # = p and (aw) # = 1 − q. Then by using the uniqueness of a (1, 2) p, q , we can prove our lemma by simple computation. 
