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Zusammenfassung
Ziel dieser Arbeit ist die Entwicklung allgemeiner Techniken und Konzepte, die eine mathematisch fun-
dierte Symmetriereduktion von (Quanten-)Eichfeldtheorien ermo¨glichen. Das Hauptaugenmerk liegt hier-
bei auf dem Gebiet der Schleifenquantengravitation, im Speziellen auf der Reduktion des Quantenkonfi-
gurationsraumes und der Konstruktion von normierten Radonmaßen auf den resultierenden reduzierten
Quantenra¨umen. Fu¨r die Reduktion bieten sich hierbei prinzipiell zwei Mo¨glichkeiten. Zum einen kann
man den reduzierten klassischen Konfigurationsraum quantisieren (RQ-Reduktion). Zum anderen kann
man versuchen, die Symmetrie (genauer: die Gruppenwirkung) vom klassischen auf den Quantenraum zu
heben, um dort die Reduktion direkt auf Quantenniveau durchzufu¨hren (QR-Reduktion). Bislang wurde
in der Schleifenquantengravitation nur der RQ-Zugang verfolgt. Da uns der QR-Zugang aus physikalisch-
konzeptionellen Gru¨nden jedoch als ada¨quater erscheint, haben wir ihn in dieser Arbeit systematisch ent-
wickelt. Insbesondere haben wir die jeweiligen RQ- und QR-Konfigurationsra¨ume miteinander verglichen.
Im ersten Teil dieser Arbeit legen wir die mathematischen Grundlagen fu¨r das QR-Reduktionsprinzip.
Hierfu¨r zentral ist die Fortsetzung von Gruppenwirkungen θ : G × X → X auf Mengen X zu Gruppen-
wirkungen Θ: G × Spec(A) → Spec(A) auf Spektren von C∗-Algebren A ⊆ B(X). In Analogie zur
klassischen Situation, in welcher der reduzierte Raum aus allen invarianten Zusammenha¨ngen Ared auf
dem zugrundeliegenden Hauptfaserbu¨ndel besteht, ist der quanten-reduzierte Konfigurationsraum definiert
durch
Ared := {ω ∈ A |Θ(g, ω) = ω ∀ g ∈ G},
wobei A den Quantenkonfigurationsraum der vollen Theorie bezeichnet. Dem gegenu¨ber steht die in der
Schleifenquantengravitation u¨bliche RQ-Strategie, bei der das Spektrum einer separierenden C∗-Algebra
von beschra¨nkten Funktionen auf Ared berechnet wird. Wir zeigen, dass der QR-Raum Ared stets den
entsprechenden RQ-Raum entha¨lt und dass diese Inklusion u¨blicherweise sogar echt ist. Insbesondere kom-
mutieren Reduktion und Quantisierung in diesem Kontext im Allgemeinen also nicht.
Im zweiten Teil dieser Arbeit konstruieren wir normierte Radonmaße sowohl auf den RQ- als auch auf
den QR-reduzierten Ra¨umen. Fu¨r letzteren Fall zeigen wir, dass der quanten-reduzierte Konfigurations-
raum unter recht milden Voraussetzungen in ein Produkt vier leichter handhabbarer Konfigurationsra¨ume
zerfa¨llt. Auf zweien dieser Ra¨ume werden normierte Radonmaße konstruiert. Im Falle einer freien und ei-
gentlichen Gruppenwirkung (und der Strukturgruppe SU(2)) liefert dies sogar ein normiertes Radonmaß auf
dem vollen QR-Raum, da hier die u¨brigen Faktoren nicht auftreten. Im Rahmen der urspru¨nglichen Reduk-
tion auf klassischem Niveau widmen wir uns dagegen dem Spezialfall der homogen-isotropen Schleifenquan-
tenkosmologie. Hier untersuchen wir die maßtheoretische Eigenschaften des kosmologischen Quantenkonfi-
gurationsraumes RunionsqRBohr, der durch Quantisierung des reduzierten klassischen Konfigurationsraumes R
entsteht. Wir zeigen, dass Invarianz unter der kanonischen Fortsetzung Σ: R×(RunionsqRBohr)→ RunionsqRBohr der
additiven Gruppenwirkung ΣR : R×R→ R bereits das Haarmaß auf dem RBohr-Anteil sowie das Nullmaß
auf dem R-Anteil fixiert. Damit erhalten wir denselben kinematischen Hilbertraum wie in der Standard-
schleifenquantenkosmologie. Im Anschluss konstruieren wir weitere normierte Radonmaße auf R unionsqRBohr
und vergleichen die resultierenden L2-Hilbertra¨ume miteinander. Auf den in dieser Arbeit konstruierten
Hilbertra¨umen sollen in weiterfu¨hrenden Projekten entsprechend reduzierte Observablenalgebren darge-
stellt werden.
Im letzten Abschnitt beweisen wir ein allgemeines Charakterisierungstheorem fu¨r invariante Zusam-
menha¨nge auf Hauptfaserbu¨ndeln. Dieses verallgemeinert die beiden klassischen Resultate von Wang sowie
Harnad, Shnider und Vinet. Die besondere Sta¨rke dieser Verallgemeinerung liegt hierbei in ihrer breiten
Anwendbarkeit, die es sogar sehr oft erlaubt, Ra¨ume invarianter Zusammenha¨nge explizit zu bestimmen.
Dies ist zum einen wichtig fu¨r die Symmetriereduktion im urspru¨nglichen Sinne und zum anderen fu¨r die
Untersuchung der Inklusionsrelationen zwischen den jeweiligen quantisierten reduzierten bzw. reduzierten
quantisierten Konfigurationsra¨umen.
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Abstract
The intention of this dissertation is to provide general tools and concepts that allow to perform a math-
ematically substantiated symmetry reduction in (quantum) gauge field theories. Here, the main focus is
on the framework of loop quantum gravity (LQG) where we concentrate on the reduction of the quantum
configuration space and the construction of normalized Radon measures on the reduced spaces. For the
reduction part, one basically has the following two possibilities. First, one can quantize the reduced clas-
sical configuration space (RQ reduction). Second, one can try to lift the symmetry (i.e., the group action)
from the classical to the quantum space in order to perform a symmetry reduction directly on quantum
level (QR reduction). Since in LQG only the first approach has been studied so far, we now systematically
develop the second approach. In course of that, we attack the important question whether in this context
quantization and reduction do commute or not.
In the first part of this thesis we develop the mathematical backbone of the QR-reduction concept. This
is based on the extension of group actions θ : G×X → X on sets X to group actions Θ: G× Spec(A)→
Spec(A) on spectra of C∗-algebras A ⊆ B(X). The QR-configuration space then is formed by the set
Ared := {ω ∈ A |Θ(g, ω) = ω ∀ g ∈ G}
with A the quantum configuration space of full LQG. This is in analogy to the classical situation where
the reduced classical space Ared is formed by such smooth connections that are invariant under the whole
symmetry group. In contrast to that, within the traditional RQ approach one quantizes the space Ared
by calculating the spectrum of a separating C∗-algebra of bounded functions thereon. We show that Ared
always contains this quantized reduced classical space and that this inclusion is usually even proper. Hence,
in this context, quantization and reduction in general do not commute.
In the second part of this dissertation, we construct normalized Radon measures on both the RQ and
the QR configuration spaces. We show that, for sufficiently nice group actions, the space Ared can be
written as a product of (at most) four QR configurations spaces, each corresponding to a certain symmetry
type of curves in the base manifold of the underlying bundle. We construct normalized Radon measures
on two of these spaces which, together, give rise to a normalized Radon measure on Ared whenever the
action induced on the base manifold is proper and free. Within the traditional approach we concentrate on
homogeneous isotropic loop quantum cosmology. Here, we investigate the measure theoretical aspects of
the cosmological quantum configuration space RunionsqRBohr. This arises from quantizing the reduced classical
configuration space R, parametrizing the set of invariant smooth connections in this case. We show that
invariance under the canonical extension Σ: R × (R unionsqRBohr) → R unionsqRBohr of the additive group action
ΣR : R×R→ R already singles out the normalized Radon measure
µ : AR unionsqABohr 7→ µBohr(ABohr)
for AR unionsqABohr ∈ B(R) unionsqB(RBohr) = B(R unionsqRBohr) and µBohr the Haar measure on RBohr. This means,
we end up with the same kinematical Hilbert a space as we have in standard homogeneous isotropic LQC.
Finally, we construct further normalized Radon measures on RunionsqRBohr and investigate the corresponding
L2-Hilbert spaces. It is then part of future projects to establish representations of respective reduced
observable algebras on the kinematical Hilbert spaces constructed in this work.
In the last part, we prove a general characterization theorem for invariant connections on principal
fibre bundles which extends the classical result of Wang. We consider several special cases of the general
theorem including the result of Harnad, Shnider and Vinet. Our theorem turns out to be predestined for
calculating sets of invariant connections explicitly, and, thus, is an important tool for performing symmetry
reduction in the traditional way. In addition to that, also for the investigations of the inclusion relations
between quantized reduced classical and the respective quantum-reduced configuration space it is usually
crucial to determine the respective sets of invariant connections explicitly.
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1 Introduction
1.1 Quantum Gravity
One of the most challenging problems of modern physics is the embedding of quantum mechanics
and general relativity into a superordinated (and mathematically substantiated) physical theory.
Such a unified description is expected to play a role whenever massive objects are concentrated
on small spaces being the case, e.g., for big bang scenarios or black holes. There, one would wish
such a theory to resolve the singularities that appear when one describes these phenomena in the
classical framework of general relativity.
Serious difficulties in combining quantum mechanics with general relativity arise from the
conceptual differences of these two theories and from the lack of physical experiments hinting to
some kind of quantum gravity effects. Such effects, however, one would expect from a theory
unifying gravitational and quantum nature of matter. So, at this point, unification can only be
done on a purely theoretical level, and here one basically has the choice between the following
two strategies. First, one can try to construct a completely new theory which, in the appropriate
physical limits, reproduces general relativity and quantum mechanics. Second, one can try to
quantize general relativity directly, hoping to end up with a unified theory or, to be more realistic,
to get some hints on how such a theory should look like. Following these philosophies, promising
candidates are string theory, a pertubative approach to the construction of a superordinated
theory, and the loop quantum gravity approach we will follow in this thesis.
1.1.1 Loop Quantum Gravity
Being a non-pertubative and background independent approach, loop quantum gravity (LQG)
[6,34] seems to be appropriate for understanding quantum gravity effects near classical singulari-
ties where curvature is by no means small. Indeed, within this context it was possible to derive the
Bekenstein-Hawking area law for a large class of black holes. [1,14] Now, being a canonical quanti-
zation of gravity, LQG is based on a splitting of space-time into time and space, entailing that the
four-dimensional covariance of general relativity is no longer manifest. [32, 34] In particular, the
4-dimensional diffeomorphism constraint splits up into a spatial and the Hamiltonian constraint,
the latter one defining the dynamics of LQG. Unfortunately, the quantization of the Hamiltonian
of the full theory turns out to be difficult and is, at this point, not completely understood. [33]
Here, symmetry reduced versions of LQG like loop quantum cosmology [10] can help to better
understand this quantization for the full theory. In addition to that, mathematical developments
like the reduction concept to be developed in this work carry over to a bigger class of gauge field
theories, so that LQG is not an isolated field of research but an approach to quantum gravity
whose developments enhance other areas of theoretical physics and even mathematics.
1.1.2 Challenges
Although symmetry reduced versions of loop quantum gravity exists, no conceptually satisfying
reduction concept has been developed so far. Indeed, to this point reduction has been done
on a rather intuitional level, so that the connection to the full theory was usually not manifest
but had to be established in a laborious way. Standard homogeneous isotropic loop quantum
cosmology (LQC) may serve as a prime example for this. However, since symmetric situations
in nature occur, for a physical theory one would expect to have a reasonable reduction concept
which allows to get rid of superfluous degrees of freedom.
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Now, being an Ashtekar approach to quantum field theories, LQG is based on functional
integrals. So, besides the definition of a reduced quantum configuration space, a reduction theory
here should include the construction of corresponding Radon measures which (as for the full
theory) allow to integrate over field configurations. In addition to that, appropriately reduced
holonomy-flux algebras (and Hamiltonians) have to be represented on the respective kinematical
Hilbert spaces of square integrable functions. Then, states on the reduced algebras have to be
embedded into respective symmetric sectors of LQG. [9] Once such a concept has been established,
the consideration of highly symmetric systems might allow to make verifiable predictions that can
help to advance the full theory.
1.2 Mathematical Context
The basic mathematical objects studied in this thesis are spaces of connections on principal fibre
bundles, spectra of C∗-algebras of bounded functions and normalized Radon measures. Since we
are investigating the problem of symmetry reduction, also left actions of (Lie) groups will play an
important role.
1.2.1 Invariant and Generalized Connections
In its simplest form, the configuration space1 of a classical gauge field theory is formed by the set
A of smooth connections on a principal fibre bundle (P, pi,M, S).2 Symmetries are realized by
Lie groups of automorphisms (G,Φ), and symmetry reduction just means to calculate the set
Ared := {ω ∈ A | Φ∗gω = ω for all g ∈ G} (1)
of smooth connections invariant under pullbacks by all symmetry group elements. [24, 36]
Then, in the Ashtekar approach to quantum gauge field theories, the quantum configuration
space A of the full theory is formed by the spectrum of a separating C∗-algebra P of bounded
functions on A. Here, the C∗-algebra of cylindrical functions P ⊆ B(A) is generated by matrix
entries3 of parallel transports along the elements of a fixed set P of curves in the base manifold
of P . Here, the main reason for switching from A to A is that (in contrast to A) there exists
a natural measure on A, the Ashtekar-Lewandowski one. This measure allows to integrate over
field configurations and defines the L2 Hilbert space on which the unique representation [22, 27]
of the holonomy-flux algebra is realized. The separation property of P here guarantees that the
space A is canonically embedded4 via
ιA : A → A, ω 7→ [f 7→ f(ω)].
Since ιA(A) ⊆ A is even dense [29], the space A can be seen as some kind of compactification of
A (provided that the structure group is compact, as then P is unital).
1Indeed, actually the quotient A/G of A w.r.t. the set G of gauge transformations of P is considered as physically
relevant configuration space. However, to keep it simple, in this work we concentrate on the space A and its
quantum analogue A (see below). Here, the main reason is that we rather expect technical than conceptual
difficulties when carrying over the developments of this work to the “up to gauge”-case, i.e., to the quotient A/G
of A w.r.t. the compact group G of generalized gauge transformations. See, e.g., the outlook section for some more
details.
2In the LQG approach we usually have P = Σ× SU(2) for a 3-dimensional Cauchy surface Σ of a space-time M .
3With respect to some faithful matrix representation of the structure group S.
4As we have not chosen any topology on A, this just means that ιA is injective.
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1.2.2 Symmetry Reduction
Traditionally, symmetry reduction in LQG has been done by calculating the spectrum of a C∗-
algebra of the form P′|Ared ⊆ B(Ared). This is just the closure of
P′|Ared :=
{
f |Ared
∣∣ f ∈ P′}
in B(Ared), where P′ denotes the C∗-algebra of cylindrical functions that corresponds to some
set P ′ of curves in M . Choosing P 6= P ′ then usually offers the problem that the reduced
space cannot be naturally embedded into A. Indeed, this is exactly the case for homogeneous
isotropic LQC (P = R3× SU(2)) where originally the set of linear curves was used for P ′. [13] In
particular, in view of the embedding strategy for states proposed in [9] this is disadvantageous. To
fix this problem, in [20] the space Ared = Spec
(
P|Ared
)
was introduced. Indeed, Ared is naturally
embedded in A, even homeomorphic to the closure of ιA(Ared) in A.
Now, Ared arises from a quantization of the reduced classical space Ared and not from a
reduction of the quantum space A. So, in this thesis we will follow the second, conceptual more
satisfying approach which has not been investigated so far. This means that we will perform a
symmetry reduction directly on the quantum level just by extending the left action θ : G×A → A,
(g, ω) 7→ Φ∗g−1ω which determines
Ared = {ω ∈ A | θ(g, ω) = ω ∀ g ∈ G}
to a left action Θ: G × A → A. This will provide us with the quantum-reduced configuration
space
Ared := {ω ∈ A |Θ(g, ω) = ω ∀ g ∈ G}
which, as we will see, always contains the quantized reduced classical space Ared. In several
situations, this inclusion even turns out to be proper so that in our context quantization and
reduction usually do not commute. This is also the main reason why it is much easier to construct
measures on Ared than on Ared.5 Indeed, for Ared so-called modification techniques are available,
which only work with limitations for Ared. This is just because they do not leave this space
invariant. To get a rough idea what modification of a generalized connection here means, it is
important to know that for compact and connected structure groups (the typical LQG case) one
can identify A with the space of homomorphisms Hom(P, S). Such homomorphisms map curves
in P to structure group elements, and modification then just means to change the values of such
a map along some fixed curves in a specific way. The same techniques then will also allow to
construct normalized Radon measures by means of projective structures on Ared.
1.2.3 Projective Structures and Normalized Radon Measures
A practicable way to construct normalized Radon measures on compact Hausdorff spaces (and
the usual way to do it for quantum configuration spaces in LQG) is to identify the space X of
interest as a projective limit of a reasonable family of compact Hausdorff spaces {Xα}α∈I . Here,
reasonable means that each of these spaces carries a natural normalized Radon measure, and that
all these measures are consistent in the way described below. Here, the basic idea is that for
X high-dimensional in a certain sense, each Xα catches finitely many degrees of freedom of this
space.
Now, to be a projective limit basically means that6
5For the case of homogeneous isotropic LQC we will construct measures on Ared by hand, see Section 7.
6This definition differs slightly from the standard one [5], but is equivalent to it.
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1) There exist continuous surjective projection maps piα : X → Xα which separate the points
in X
2) For each two α1, α2 ∈ I (I is a directed set) with α1 ≤ α2 there exists a transition map
piα2α1 : Xα2 → Xα1 with piα2α1 ◦ piα2 = piα1 .
A Riesz-Markov argument shows that the normalized Radon measures on X are in bijection with
the consistent families {µα}α∈I of normalized Radon measures µα on Xα. Here, consistency just
means that for α1, α2 ∈ I with α1 ≤ α2 the equality piα2α1 (µα2) = µα1 holds.
Then, for A ∼= Hom(P, S) one usually chooses I to consist of certain finite tuples α =
(γ1, . . . , γk) of curves γ1, . . . , γk ∈ P, and defines
piα(ε) := (ε(γ1), . . . , ε(γk)) ∈ Sk
for Sk the k-fold product of the structure group. Choosing these tuples appropriately then
ensures that piα is surjective, and that the Haar measure on S can be used to define a respective
consistent family of normalized Radon measures. Now, we will see that under the identification
A ∼= Hom(P, S) the quantum-reduced space Ared ⊆ A corresponds to a subset Homred(P, S) ⊆
Hom(P, S) of homomorphisms that fulfil certain invariance properties. These properties give
non-trivial restrictions to the images of the maps piα, so that we will be forced to adapt the
whole projective structure in order to obtain a non-trivial measure on Homred(P, S). For the
spaces Ared the situation is even more difficult, just because the subsets piα
(Ared) ⊆ piα(Ared) are
usually much more complicated.
1.3 Aims and Organization
Although this dissertation is rather motivated by the framework of LQG, its main goal is to
provide general tools and concepts that allow to perform a mathematically rigorous symmetry
reduction also in other (quantum) gauge field theories. Here, we will focus on the reduction of
the quantum configuration space and the definition of reasonable Radon measures thereon. We
also attack the question whether, in our context, quantization and reduction commute or not. In
course of this, we will prove a general characterization theorem for invariant smooth connections
on principal fibre bundles which generalizes the classical results of Wang [36] and Harnad, Shnider
and Vinet [24]. The definition of representations of respective reduced holonomy-flux algebras on
the constructed L2-Hilbert spaces is left as a future task.
This work is organized as follows:
• The preliminaries in Section 2 contain the notations, as well as the basic definitions, conventions
and facts concerning principal fibre bundles, projective structures and Radon measures.
• In the first part of Section 3, we present the LQC relevant cases which will serve as prime
examples during this work. In addition to that, we discuss the properties of SU(2) being
relevant for our later calculations. In the second part, we will collect the facts on spectra of C∗-
algebras of bounded functions which build the mathematical backbone of the reduction concept
introduced in [20] and that one, we will develop in Section 4. In the last part, we highlight
the most crucial properties of the Bohr compactification of a locally compact abelian group.
This is of relevance because the Bohr compactification RBohr of R plays a key role in standard
homogeneous isotropic LQC (see Section 7), and also in the constructions in Subsection 6.2. We
close Section 3 with a characterization of the continuous abelian group structures on spectra
of certain unital C∗-algebras.
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• In Section 4, we are going to lift Lie groups (G,Φ) of automorphisms of principal fibre bundles
P to spectra A of C∗-algebras of cylindrical functions P ⊆ B(A). Here, A denotes the set
of smooth connections on the respective bundle and B(A) the set of bounded functions on
A. This will provide us with the notion of an invariant generalized connection, the quantum
analogue of an invariant classical (smooth) one.
In the first step, we will use the concept of a C∗-dynamical system in order to extend an action
θ : G × X → X (of a group G on a set X) to an action Θ: G × Spec(A) → Spec(A) on the
spectrum of a C∗-subalgebra A ⊆ B(X). Then, we adapt this to the case where X equals the
set of smooth connections on a principal fibre bundle. Here, it will be crucial that the set of
paths P, used for the definition of P, is invariant in the sense that
γ ∈ P =⇒ ϕg ◦ γ ∈ P ∀ g ∈ G
with ϕ : G×M → M the action induced by Φ on the base manifold M of P . Finally, we will
consider the case where the structure group S of P is compact, and where the set of curves has
the additional property of independence.7 In this situation, it will be possible to identify the
quantum-reduced configuration spaces Ared with spaces of so-called invariant homomorphisms.
This will later be important for the investigations of the inclusion relations between Ared and
Ared, as well as the construction of measures on Ared. At the end of Section 4, we will show
that the spaces Ared and Ared are usually of measure zero w.r.t. the Ashtekar-Lewandowski
measure (LQG standard measure) on A.
• In Section 5, we will develop modification techniques for invariant homomorphisms in the event
that the induced action ϕ on M is analytic and pointwise proper. In the first part, we collect the
relevant facts and definitions concerning analytic and Lie algebra generated curves, whereby γ
is called Lie algebra generated iff it is (up to parametrization) of the form γ : t 7→ ϕx(exp(t ·~g))
for some x ∈M and ~g ∈ g\gx. Here, gx denotes the Lie algebra of the ϕ-stabilizer Gx of x.
In Subsection 5.2, we will modify invariant homomorphisms along such Lie algebra generated
curves, and in Subsection 5.3 we apply this in order to show that the inclusion Ared ⊆ Ared is
proper in several situations. In particular, we conclude that quantization and reduction do not
commute in (semi-)homogeneous LQC. For homogeneous isotropic LQC this will be shown in
Section 7.
In the last part of Section 5, we will prove an analogue of the modification result from Subsection
5.2, but now for free curves. These are embedded analytic curves γ containing a subcurve δ (free
segment) for which ϕg ◦ δ = δ holds whenever im[ϕg ◦ δ] ∩ im[δ] is infinite for some g ∈ G. We
will show that, under the condition that ϕ is analytic and pointwise proper, each free curve γ is
discretely generated by the symmetry group.8 Moreover, we will see that if each ϕ-stabilizer is
even a normal subgroup and ϕ is in addition transitive or proper, then each embedded analytic
curve is either free or (up to parametrizations) Lie algebra generated. For instance, this is the
case in (semi-)homogeneous LQC, where it will us to construct a normalized Radon measure
on Ared if the structure group is SU(2), see Section 6.
7This is the case, e.g. if P is the set of embedded analytic curves and S is connected.
8This means that we find a (maximal) free segment δ of γ such that γ admits a decomposition into finitely many
subcurves, each being (up to parametrization) an initial or final segment of ϕg ◦ δ for some g ∈ G. Here, each
of these subcurves which is not an initial or final segment of γ, then even equals (up to parametrization) the full
segment ϕg ◦ δ for the respective g ∈ G.
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• In Section 6, we will construct normalized Radon measures on certain quantum-reduced con-
figuration spaces for the case that ϕ is analytic and pointwise proper. Here, the main idea is
to split up the set Pω of embedded analytic curves into suitable subsets Pα, α ∈ I, each being
closed under decomposition and inversion of its elements. In fact, then (Subsection 4.3.2)
Ared,ω ∼=
∏
α∈I
Ared,α
holds and, provided that we have constructed normalized Radon measures on each of the spaces
Ared,α, we obtain a normalized Radon measure on Ared,ω, just by taking the Radon product one.
For instance, if ϕ is proper and free, we have Ared,ω ∼= Ared,g×Ared,F where Ared,g corresponds
to the set of Lie algebra generated and Ared,F to the set of the free curves. So, in this case
it suffices to construct normalized Radon measures on these two spaces, which is exactly the
content of Section 6.
In fact, in the first part of this section, we will construct a normalized Radon measure on
Ared,FN for the case that S is compact and connected. Here, Ared,FN corresponds to the set of
such free curves whose stabilizer9 is trivial, whereby in the above situation Ared,FN = Ared,F
holds, just because there ϕ was assumed to be free.
In the second part of Section 6, we will construct a normalized Radon measure µg on Ared,g,
exemplarily, for the most LQC relevant case that S = SU(2) (and for each n-torus). Here,
we will require some additional conditions on the ϕ-stabilizers, which appear to hold, e.g. in
spherically symmetric, (semi-)homogeneous and homogeneous isotropic LQC. Then, if ϕ is in
addition transitive (such as in homogeneous and homogeneous isotropic LQC), we have the
reasonable kinematical Hilbert space L2(Ared,g, µg). Indeed, in the transitive case Ag, hence
Ared,g is a physically meaningful candidates for a quantum(-reduced) configuration space be-
cause there ι : A → Ag is injective as, in this situation, the cylindrical functions that correspond
to P∼g separate the points in A.
• In Section 7, we will focus on homogeneous isotropic LQC. We show that quantization and
reduction do not commute and investigate the measure theoretical aspects of the classically
reduced quantum configuration space Ared. This space corresponds to the set of embedded
analytic curves in M = R3 and is homeomorphic to the compact Hausdorff space10 RunionsqRBohr.
[20] In contrast to the LQC standard approach (where the reduced quantum space is defined by
all linear curves in R3 and is homeomorphic to the compact abelian group RBohr) on RunionsqRBohr
no Haar measure is available. This will be shown in the first part of Section 7, where we
prove that no continuous group structure can exist on this space. Then, changing the focus
from Haar to normalized Radon measures, we will show that µBohr is the unique normalized
Radon measure which is invariant under the canonical extension Σ′ : R×RBohr → RBohr of the
additive group action ΣR : R × Ared → Ared of R on Ared ∼= R. Moreover, we will prove that
the same invariance condition singles out a normalized Radon measure on Ared ∼= R unionsqRBohr.
This measure even defines the same kinematical Hilbert space L2(RBohr, µBohr) as we have
in standard LQC, supporting this approach from the mathematical side. In the last part of
Section 7, we will use projective structures in order to construct further normalized Radon
measures on RunionsqRBohr and, finally, compare the respective Hilbert spaces of square integrable
functions thereon.
9As we will see, this is a well-behaving quantity if ϕ is analytic and pointwise proper.
10The topology on R unionsqRBohr is quite tricky. Details will be given in Section 7.
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• In Section 8, we will prove a characterization theorem for invariant connection on principal fibre
bundles which generalizes the classical results of Wang [36] and Harnad, Shnider and Vinet [24].
We consider several special situations such as (almost) fibre transitivity (Case 8.22 and 8.25),
Lie groups of gauge transformations (Case 8.20), trivial bundles (Case 8.29) and the gauge
fixing situation (Case 8.13). Along the way, we give applications to loop quantum gravity. In
particular, we will calculate the (semi-)homogeneous and spherically symmetric connections
already introduced in Example 3.3 and which we will use in Subsection 5.3 in order to show
that the inclusion Ared ⊆ Ared is proper in (semi-)homogeneous and spherically symmetric
LQC. We also show that the set of invariant connections depends crucially on the explicit lift
of an action ϕ : G×M →M to P , see Remark 8.27.
Each of the sections 4 – 8 closes with a short summary of its most relevant results.
2 Preliminaries
In this brief section we fix the notations and collect some facts and definitions which are more or
less standard, but crucial for this thesis.
2.1 Notations
Manifolds are always assumed to be smooth or analytic. If M,N are manifolds and f : M → N
a smooth map, then df : TM → TN denotes the differential map between their tangent bundles.
The map f is said to be an immersion iff for each x ∈M the restriction dxf := df |TxM : TxM →
Tf(x)N is injective. Elements of tangent spaces usually are written with arrows, such as ~vx ∈ TxM .
Here, we subscript the base point x whenever it helps to clarify the calculations. In particular, in
Section 8 this will be helpful to keep the track of the calculations.
Let V be a finite dimensional vector space. A V -valued 1-form ω on the manifold N is a
smooth map ω : TN → V whose restriction ωy := ω|TyN is linear for all y ∈ N . The pullback of
ω by f is the V -valued 1-form f∗ω : TM → V , ~vx → ωf(x)(dxf(~vx)). If it is clear which tangent
space ~v belongs to, we usually do not subscript ω by the base point, e.g., we write ω(~vx) instead
of ωx(~vx).
Let G be a Lie group and g its Lie algebra. For g ∈ G we define the corresponding conjugation
map by αg : G→ G, h 7→ ghg−1. Its differential deαg : g→ g at the unit element e ∈ G is denoted
by Adg, and by Ad we will denote the left action Ad: G× g→ g.
Let Ψ be a (left) action of the Lie group G on the manifold M . For g ∈ G and x ∈ M we
define Ψg : M →M , y 7→ Ψ(g, y) and Ψx : G→M , h 7→ Ψ(h, x), respectively. If it is clear which
action is meant, we will often write Lg instead of Ψg as well as g · x or gx instead of Ψg(x). For
~g ∈ g and x ∈M the map
g˜(x) := ddt
∣∣
t=0
Ψx(exp(t~g)) (2)
is called the fundamental vector field w.r.t. ~g. The Lie subgroup Gx :=
{
g ∈ G ∣∣ g · x = x} is
called the stabilizer of x ∈ M (w.r.t. Ψ), and its Lie algebra gx equals ker[dxΨ], see e.g. [15].
The orbit of x under G is the set Gx := im[Ψx]. Ψ is said to be transitive iff Gx = M holds
for one (and then each) x ∈ M . The action Ψ is called proper at x iff for each net {gα}α∈I ⊆ G
the convergence of {Ψ(gα, x)}α∈I ⊆M implies the existence of a convergent subnet11 of {gα}α∈I .
11This is a net {hβ}β∈J ⊆ G together with a map ι : J → I such that hβ = gι(β) for all β ∈ J . Moreover, for each
α ∈ I we find β ∈ J such that ι(β′) ≥ α holds for all β′ ≥ β.
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This is equivalent to require that ϕ−1x (K) ⊆ G is compact whenever K ⊆M is compact, i.e., that
ϕx is a proper map. Then, ϕ is called pointwise proper iff it is proper at x for all x ∈M . Finally,
Ψ is said to be proper iff the convergences of {Ψ(gα, xα)}α∈I ⊆ M and {xα}α∈I ⊆ M imply the
existence of a convergent subnet of {gα}α∈I . Analogous conventions hold for right actions.
A curve is a continuous map γ : D → M . Here D ⊆ R is an interval, i.e., a set of the form
(a, b], [a, b) or [a, b] with a < b. The curve γ is said to be of class12 Ck iff there is a Ck-curve
(in the sense of Ck maps between manifolds) γ′ : I → M such that γ′|D = γ. Here, I is an open
interval that contains D, and γ′ is called an extension of γ in this case. The same conventions
hold for diffeomorphisms ρ : D → D′ ⊆ R. The Ck-curve γ : D → M is called an embedding iff
we find an extension γ′ : I → M which is an injective immersion and a homeomorphism onto its
image equipped with the relative topology. If k = ω, we say that γ is an embedded analytic curve.
A curve γ is called piecewise (embedded) Ck or (embedded) Ck-path iff there are real numbers
a = τ0 < . . . < τk = b such that for each 0 ≤ i ≤ k − 1 the restriction γ|[τi,τi+1] is an (embedded)
curve of class Ck. For the case that γ is Ck for some k ∈ N≥1 or if t is not contained in the interior
of D, we will define the tangent vector γ˙(t) ∈ Tγ(t)M in the canonical way.13 In the following, I
and K will usually denote open and compact intervals, respectively, whereby I also will occur as
index set if it is not in conflict with our notations.
If W is a set and U ⊆W a subset, then U c = W\U denotes the complement of U in W . If W
is a topological space, by U we usually denote the closure of U in W . A different convention holds
for subsets B ⊆ B(Z) of C∗-algebras of bounded functions. Here, B denotes the C∗-subalgebra
of B(Z) which is generated by B, see also Convention 3.6.
If Y is a locally compact Hausdorff space, then C0(Y ) denotes the set of complex-valued,
continuous functions on Y that vanish at infinity. This is that for each f ∈ C0(Y ) and  > 0
there is a compact subset K ⊆ Y such that |f | ≤  on Y \K. If A is a Banach algebra, then
Spec(A) denotes the set of all non-zero, multiplicative, C-valued functionals on A. Then, by
G : A→ C0(Spec(A)), a 7→ [aˆ : f 7→ f(a)] we will denote the Gelfand transformation. Recall that
the Gelfand-Naimark theorem states that G is an isometric ∗-isomorphism if A is a C∗-algebra.
2.2 Principal Fibre Bundles
Let pi : P →M be a smooth map between the manifolds P and M , and denote by Fx := pi−1(x) ⊆
P the fibre over x ∈M in P . Moreover, let S be a Lie group that acts via R : P ×S → P from the
right on P . If there is an open covering {Uα}α∈I of M and a family {φα}α∈I of diffeomorphisms
φα : pi
−1(Uα)→ Uα × S with
φα(p · s) =
(
pi(p), [pr2 ◦ φα](p) · s
) ∀ p ∈ pi−1(Uα), ∀ s ∈ S, (3)
then (P, pi,M, S) is called principal fibre bundle with total space P , projection map pi, base
manifold M and structure group S. Here, pr2 denotes the projection onto the second factor S. It
follows from (3) that pi is surjective, and that:
• Rs(Fx) ⊆ Fx for all x ∈M and all s ∈ S.
12We allow k ∈ {N≥1,∞, ω}, where ω means analytic.
13Recall that there occur some technical difficulties if one just treats M as Ck-manifold. This is because only for
k =∞ the algebraic definition of a tangent vector coincides with the geometric one. So, for k 6=∞, i.e, if γ is a
Ck-curve in the smooth manifold M , we use some smooth chart (U, φ) around γ(t) in order to obtain a smooth
curve δ through γ(t) with d
ds
∣∣
s=t
(φ ◦ δ)(t) = d
ds
∣∣
s=t
(φ ◦ γ)(t). Then, we define the tangent vector of γ at t to be
the equivalence class [δ] ∈ Tγ(t)M . Now, for the case that t is not contained in the interior of D, we just use an
extension of γ in order to define γ˙(t).
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• If x ∈M and p, p′ ∈ Fx, then p′ = p · s for a unique element s ∈ S.
Then, for p, p′ ∈ Fx contained in the same fibre, we will denote by ∆(p, p′) ∈ S the unique element
for which p′ = p · s holds.
The subspace TvpP := ker[dppi] ⊆ TpP is called vertical tangent space at p ∈ P and
s˜(p) := ddt
∣∣
t=0
p · exp(t~s) ∈ TvpP ∀ p ∈ P
denotes the fundamental vector field of ~s w.r.t. the right action of S on P . Recall that the map
s 3 ~s→ s˜(p) ∈ TvpP is a vector space isomorphism for all p ∈ P .
Complementary to that, a (smooth) connection ω is an s-valued 1-form on P with
• R∗sω = Ads−1 ◦ ω for all s ∈ S,
• ωp(s˜(p)) = ~s for all ~s ∈ s.
The subspace ThpP := ker[ωp] ⊆ TpP is called the horizontal tangent space at p (w.r.t. ω). We
have dRs(ThpP ) = Thp·sP for all s ∈ S and one can show that TpP = TvpP ⊕ ThpP holds for
all p ∈ P . The set of smooth connections on P is denoted by A in the following.
2.2.1 Parallel Transports
Let γ : [a, b] → M be a C1-curve in M and ω a connection on P . Then, for each p ∈ Fγ(a) there
is a unique C1-curve γωp : [a, b]→ P with pi ◦ γωp = γ, γωp (a) = p as well as γ˙ωp (t) ∈ Thγωp (t)P , i.e.,
ωγωp (t)(γ˙
ω
p (t)) = 0 for all t ∈ [a, b]. [26] This curve is called horizontal lift of γ w.r.t. ω in p and
Pωγ : Fγ(a) → Fγ(b)
p 7→ γωp (b)
is called parallel transport along γ w.r.t. ω. The map Pωγ is a morphism, i.e., Pωγ (p · s) = Pωγ (p) · s
holds for all p ∈ Fpi(p) and all s ∈ S. For a C1-path γ one defines the parallel transport by
Pωγ := Pωγ0 ◦ . . . ◦ Pωγk−1 where γi are C1-curves with γi = γ|[τi,τi+1] for 0 ≤ i ≤ k − 1 and
a = τ0 < . . . < τk = b. It is straightforward to see that this definition is independent of the
explicit decomposition of γ.
2.2.2 Automorphisms and Invariant Connections
A diffeomorphism κ : P → P is said to be an automorphism iff κ(p · s) = κ(p) · s holds for all
p ∈ P and all s ∈ S. It is straightforward to see that an s-valued 1-form ω on P is a connection
iff this is true for the pullback κ∗ω. A Lie group (G,Φ) of automorphisms of P is a Lie group G
together with a left action Φ of G on P such that the map Φg is an automorphism for each g ∈ G.
This is equivalent to say that Φ(g, p · s) = Φ(g, p) · s holds for all p ∈ P , g ∈ G and all s ∈ S. In
this situation, we will often write gps instead of (g · p) · s = g · (p · s). Each such left action Φ
gives rise to three further important left actions:
• The action ϕ induced on the base manifold is defined by
ϕ : G×M →M
(g,m) 7→ (pi ◦ Φ)(g, pm)
(4)
where pm ∈ Fm is arbitrary. Then, ϕ is smooth because for s0 : U0 → P a smooth local
section with U0 ⊆M open we have ϕ|G×U0 = Φ(·, s0). Then, Φ is called fibre transitive iff ϕ
is transitive.
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• We equip Q = G× S with the canonical Lie group structure and define [36]
Ξ: Q× P → P
((g, s), p) 7→ Φ (g, p · s−1) . (5)
• The action θ induced on the set A of smooth connections is defined by
θ : G×A → A
(g, ω) 7→ Φ∗g−1ω.
(6)
Definition 2.1 (Invariant Connection)
A connection ω is called Φ-invariant iff Φ∗gω = ω holds for all g ∈ G.
This definition is equivalent to require that for each p ∈ P and g ∈ G the differential dpLg induces
an isomorphism between the horizontal tangent spaces ThpP and ThgpP . In literature sometimes
this condition is used to define Φ-invariance of connections.
We conclude this subsection with the following straightforward facts, see also [36]:
• Consider the representation ρ : Q → Aut(s), (g, s) 7→ Ads. Then it is straightforward to
see that each Φ-invariant connection ω is of type ρ, i.e., ω is an s-valued 1-form on P with
L∗qω = ρ(q) ◦ ω for all q ∈ Q.
• An s-valued 1-form ω on P with ω(s˜(p)) = ~s for all ~s ∈ s is a Φ-invariant connection iff it is
of type ρ.
• Let Qp denote the stabilizer of p ∈ P w.r.t. Ξ and Gpi(p) the stabilizer of pi(p) w.r.t. ϕ. Then
Gpi(p) = {h ∈ G | Lh : Fp → Fp} and we have the Lie group homomorphism
φp : Gpi(p) → S by requiring that Φ(h, p) = p · φp(h) for all h ∈ Gpi(p). (7)
If qp and gpi(p) denote the Lie algebras of Qp and Gpi(p), respectively, then
Qp = {(h, φp(h)) | h ∈ Gpi(p)} and qp =
{(
~h,deφp
(
~h
)) ∣∣ ~h ∈ gpi(p)}. (8)
2.3 Projective Structures and Radon Measures
In this subsection, we will collect the necessary facts on projective structures and Radon measures.
Here, our conventions concerning Radon measures are the same as in [16], see Definition 2.3. We
start with the following non-standard definition of a projective limit:
Definition 2.2 (Projective Limit)
Let {Xα}α∈I be a family of compact Hausdorff spaces where (I,≤) is a directed set. Recall that
this means that ≤ is a reflexive and transitive relation on I, and that for each two α, α′ ∈ I we
find some α′′ ∈ I with α, α′ ≤ α′′. A compact Hausdorff space X is called projective limit of the
family {Xα}α∈I iff
1) For each α ∈ I there is a continuous, surjective map piα : X → Xα.
2) For α1, α2 ∈ I with α1 ≤ α2 there is a continuous map piα2α1 : Xα2 → Xα1 for which piα2α1 ◦piα2 =
piα1 holds.
It follows that each of these maps is surjective and that piα2α1 ◦piα3α2 = piα3α1 holds if α1 ≤ α2 ≤ α3
for α1, α2, α3 ∈ I.
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3) If x, y ∈ X with x 6= y, then there is some α ∈ I with piα(x) 6= piα(y).
It is proven in Lemma A.1 that the above definition of a projective limit is equivalent to the usual
definition [5] as a subset
X̂ =
{
xˆ ∈∏α∈I Xα ∣∣ piα2α1 (xα2) = xα1 ∀ α2 ≥ α1}
of the Tychonoff product
∏
α∈I Xα. In particular, each two projective limits of a fixed family of
compact Hausdorff spaces are homeomorphic if the same transition maps are used.
Anyhow, in this thesis the main reason for writing a compact Hausdorff X as a projective limit
is due to Lemma 2.4. This states that we obtain a normalized Radon measures on X if we define
a consistent family (see next definition) of normalized Radon measures on the spaces Xα. Using
the standard Tychonoff product approach, here we always had to take care of the identification
of X with the space X̂. For this reason, Definition 2.2 is much more convenient for the purpose
to construct normalized Radon measures on X.
Definition 2.3 (Borel, Radon Measures)
1) A Borel measure µ on a Hausdorff space Y is a locally finite14 measure µ : B(Y ) → [0,∞],
where B(Y ) denotes the Borel σ-algebra of Y . It is said to be normalized if ‖µ‖ := µ(Y ) = 1.
2) A Borel measure µ is called inner regular iff for each A ∈ B(Y ) we have
µ(A) = sup{µ(K) : K is compact and K ⊆ A}.
3) A Radon measure µ is an inner regular Borel measure. It is called finite if µ(Y ) <∞ holds.
Recall that each finite Radon measure is outer regular, i.e., for each A ∈ B(Y ) we have
µ(A) = inf{µ(U) : U is open and A ⊆ U}.
4) Assume that we are in the situation of Definition 2.2 and {µα}α∈I is a family of Radon
measures µα : B(Xα) → [0,∞]. Then, {µα}α∈I is called consistent iff µα1 equals the push
forward measure piα2α1 (µ2) whenever α1 ≤ α2 for α1, α2 ∈ I.
Lemma 2.4
1) Let µ be a finite Radon measure on X and f : X → Y a continuous map. Then, the push
forward measure f(µ) is a finite Radon measure on Y .
2) Let X and {Xα}α∈I be as in Definition 2.2. Then, the normalized Radon measures on X
are in bijection with the consistent families of normalized Radon measures on {Xα}α∈I .
Proof: 1) Since µ is finite, f(µ) is a finite Borel measure. Then, inner regularity of f(µ) is
straightforward from inner regularity of µ.
2) See Lemma A.2. 
In Subsection 6.2, we will construct measures on Tychonoff products X = X1 × · · · × Xk from
measures µ1, . . . , µk on topological spaces X1, . . . , Xk that are not second countable. In this case,
the Borel σ-algebra B(X) is usually larger than the product σ-algebra B(X1) ⊗ · · · ⊗ B(Xk).
For this reason, we cannot use the standard product measure approach for σ-finite measures (see,
14This means that for each y ∈ Y we find U ⊆ Y open with y ∈ U and µ(U) <∞.
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e.g., [16, Chap.V, §1]). Now, if the spaces Xi are locally compact Hausdorff and µi are finite
Radon measures, then we have the notion of the Radon product measure, being defined on B(X).
Since such Radon product measures seem to occur in standard literature usually only by means of
existence statements without a concrete definition, we decided to provide such a definition at this
point. This is just to clarify what exactly we mean by Radon product measures in the following.
Lemma and Definition 2.5 (Radon Product Measure)
For a topological space Z we denote by Cc(Z) the set of continuous functions having compact
support in Z.
1) Let µ and ν be normalized Radon measures on the locally compact Hausdorff spaces X and
Y , and denote by I and J the corresponding normalized15 positive linear functionals on
Cc(X) and Cc(Y ), respectively.
• By Theorem (13.2) in [25] we obtain a well-defined positive linear functional
I × J : Cc(X × Y )→ C
just by
(I × J )(f) := I [x 7→ J (f(x, ·))] = J [y 7→ I(f(·, y))] ∀ f ∈ Cc(X × Y ). (9)
In particular, this means that fy : x 7→ I(f(·, y)) ∈ Cc(X) and fx : y 7→ J (f(x, ·)) ∈
Cc(Y ). Observe that I × J is normalized because:
. ‖I × J ‖ ≤ 1 since for each f ∈ Cc(X × Y ) we have
|(I × J )(f)|
(9)
≤ ‖I‖‖x 7→ J (f(x, ·))‖∞ ≤ ‖I‖‖J ‖ sup
x∈X
‖f(x, ·)‖∞ ≤ ‖f‖∞
. ‖I × J ‖ ≥ 1−  for each  ∈ (0, 1) since we find f1 ∈ Cc(X) and f2 ∈ Cc(Y ) with
|I(f1)| ≥
√
1−  · ‖f1‖∞ as well as |I(f2)| ≥
√
1−  · ‖f2‖∞,
so that for f1 ⊗ f2 : (x, y) 7→ f1(x) · f2(y) we have
|(I × J )(f1 ⊗ f2)| (9)= |I(f1) · J (f2)| ≥ |1− | · ‖f1‖∞ · ‖f2‖∞ = |1− | · ‖f1 ⊗ f2‖∞.
• Let µ× ν denote the respective normalized Radon measure on B(X × Y ) defined by the
Riesz-Markov theorem in the form 2.5 Satz in [16, Chap.VIII, §2]. Then, by (9) for all
f ∈ Cc(X × Y ) Fubini’s formula holds∫
X×Y
f d(µ× ν) =
∫
X
(∫
Y
f(x, y) dν(y)
)
dµ(x) =
∫
Y
(∫
X
f(x, y) dµ(x)
)
dν(y).
2) For i = 1, . . . , n let µi be a normalized Radon measure on the locally compact Hausdorff space
Xi, and let Ii denote the corresponding normalized positive linear functional on Cc(Xi).
Then, it is straightforward from Part 1) that the linear functional
In(f) := Iσ(1)
[
xσ(1) 7→ Iσ(2)
[· · ·xσ(n−1) 7→ Iσ(n)(xσ(n−1) 7→ f(x1 . . . , xn)) · · · ]] (10)
for f ∈ Cc(X1 × . . .×Xn) is well defined, normalized, positive and independent of σ ∈ Sn.
In particular, the corresponding Radon measure µn on B(X1× . . .×Xn) is normalized, and
due to (10) a respective Fubini’s formula holds.
15We have ‖I‖ = µ(X) = 1 as well as ‖J ‖ = µ(Y ) = 1 by 2.8 Satz in [16, Chap.VIII, §2].
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3) Let {Xι}ι∈I be a family of compact Hausdorff spaces and {µι}ι∈I a family of respective
normalized Radon measures. We consider the compact Hausdorff space X :=
∏
ι∈I Xι and
define a normalized Radon measure µI on X as follows.
Let J denote the set of all finite tuples J = (ι1, . . . , ιk) of mutually different elements of I.
Define XJ := Xι1 × . . .×Xιk , µJ := µι1 × . . .× µιk and the respective projection map by
piJ : X → XJ ,
∏
ι∈I
xι 7→ (xι1 , . . . , xιk).
We write J ≤ J ′ for J, J ′ ∈ J with J = (ι1, . . . , ιk) and J ′ = (ι′1, . . . , ι′k′) iff there exists an
injection σ : {ι1, . . . , ιk} → {ι′1, . . . , ι′k′}. Finally, we consider the transition maps
piJ
′
J : XJ ′ → XJ ,
(
xι′1 , . . . , xι′k′
) 7→ (xσ(ι1), . . . , xσ(ιk)).
Obviously, (J,≤) is a directed set, and X a projective limit of {XJ}J∈J. Moreover, it
is straightforward from (10) that {µJ}J∈J is a respective consistent family of normalized
Radon measures. We define µI to be the corresponding normalized Radon measure on X
provided by Lemma 2.4. ♦
Remark 2.6 (Fubini)
In the situation of Lemma and Definition 2.5.3 assume that I = I1 unionsq I2 for I1, I2 6= ∅. Moreover,
let µ1 and µ2 denote the corresponding Radon product measures on X1 =
∏
ι∈I1 Xι and X2 =∏
ι∈I2 Xι, respectively. Then, it is easy to see that µ = µ1 × µ2 holds.
In fact, by continuity of the corresponding linear functionals I, I1, I2 one only has to check
that I = I1 × I2 holds on the dense ∗-subalgebra Cyl(X) ⊆ C(X) consisting of such continuous
function which can be written in the form f ◦ piJ with f ∈ C(XJ) for some J ∈ J, see also proof
of Lemma 2.4.2. This, however, is straightforward from the definitions.
3 Special Mathematical Background
This section essentially collects some background material we could not find in the standard
literature in this form.
In the first part, we will fix some conventions concerning certain symmetric situations that
appear in loop quantum gravity (LQG) and will serve as prime examples during this work. In
particular, we will specify sets of invariant connections that belong to these situations. Since the
corresponding calculations are rather technical than illustrative, we have decided to shift them
to Section 8 and the Appendix, and only to provide the relevant information at this point. The
necessary techniques will be developed in Section 8, where we attack the characterization problem
of invariant connections in full generality. In the second part, we will prove some straightforward
facts on maps on spectra and then apply them to the case where the C∗-algebra consists of certain
bounded functions on a set. This is important for the investigations in Section 4 where we consider
C∗-subalgebras of bounded functions on sets of smooth connections. In the last part, we will give
a brief introduction into the Bohr compactification of a locally compact abelian group. This will
be used to characterize the abelian continuous group structures on spectra of C∗-subalgebras of
bounded functions by families of quasi-characters, see Definition 3.10.
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3.1 Loop Quantum Gravity Case
Usually, in loop quantum gravity (LQG) the structure group is SU(2), and the principal fibre
bundle is of the form P = Σ× SU(2) for a 3-dimensional manifold (Cauchy surface) Σ. Although
the results of this dissertation apply to a much larger class of principal bundles and structure
groups, in the LQG relevant examples of this work the bundle will be just of the form R3×SU(2).
We now collect some facts, notations and conventions concerning the Lie group SU(2), the elements
of Rn and sets of curves in R3.
Convention 3.1
1) By % : SU(2)→ SO(3) we denote the universal covering map. Then, for s ∈ SU(2) we have
s(x) := %(s)(x) = z−1(Ads(z(x))) (11)
for the linear isomorphism z : R3 → su(2), ∑3i=1 xi~ei 7→∑3i=1 xiτi with
τ1 :=
(
0 −i
−i 0
)
τ2 :=
(
0 −1
1 0
)
τ3 :=
(−i 0
0 i
)
.
Although this identification of R3 with su(2) is standard, we decided to introduce the map
z at this point. The main reason is that in our applications we will need this identification
permanently, as it simplifies the formulas and calculations drastically, see, e.g., (150), (15)
and the Appendices B.1 and G.3. The alternative would be to calculate in coordinates which
we want to avoid whenever it is possible.
Recall that16 each s ∈ SU(2) can be written in the form
s = cos(α/2) · 1+ sin(α/2) · z(~n) = exp (α/2 · z(~n)) (12)
for some ~n ∈ R3 with ‖~n‖ = 1 and α ∈ [0, 2pi). In this case %(s) rotates a point x by the
angle α w.r.t. the axis ~n.
2) In the sequel, Rn will occur as vector space (tangent space), as base manifold of a principal
fibre bundle, and as a symmetry group. In the first case we write its elements with arrows
such as ~v, and the same will be done if an element of Rn occurs as a normal vector, rotation
axis or as the traversing direction of a linear curve, see next point. In the second case, i.e.,
if Rn is considered as a base manifold, we usually write x, and in the last case we will write
v. Nevertheless, in all three situations we will make free use of the vector space operations in
Rn. For instance, if G = Rn acts via addition on M = Rn, we will write v + x. If G = R 6=0
acts via multiplication on M = Rn, we will write λ · x. In the same way, if n = 3, we also
apply the above map z to all these elements, i.e., z(~v), z(x) and z(v).
3) Whenever M = Σ = R3, the sets Pl,P∼l ,P∼l,0,Pc are defined as follows:
(a) According to the notations introduced in the previous point, by Pl we will denote the
set of curves of the form x+ γ~v,l for x,~v ∈ R3 with ‖~v‖ = 1 and γ~v,l : [0, l]→ R, t 7→ t~v.
By P∼l we will denote the set of all linear curves, i.e., the set of all embedded analytic
curves with im[γ] contained in a line through some fixed point x ∈ R3. Then, P∼l
consists of all embedded analytic curves γ equivalent to an element of Pl, i.e.,
γ = δ ◦ ρ for some δ ∈ Pl and ρ : I → R an analytic diffeomorphism.
16Observe that exp is surjective because SU(2) is compact and connected.
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Here, I denotes some open interval which contains dom[γ].
Finally, by P∼l,0 ⊆ P∼l we will denote the subset of all linear curves traversing through
the origin.
(b) Let Pc consist of all circular curves, i.e., all curves of the form
γx,τ~n,~r : [0, τ ]→ R3
t 7→ x+ cos(t) ~r + sin(t) ~n× ~r
for ~n,~r, x ∈ R3 with ‖~n‖ = 1 as well as 0 < τ < 2pi.
4) For ~s ∈ su(2) and ~v, x, v ∈ R3 we define the corresponding maximal tori in SU(2) by
H~s := {exp(t~s) | t ∈ R} H~v := Hz(~v) Hx := Hz(x) Hv := Hz(v). (13)
Hence, we suppress the map z in the last three cases. ♦
In Section 6 we will be concerned with certain equivariant maps to SU(2). Inter alia, the next
lemma then will be essential for calculating spaces of such maps.
Lemma 3.2
1) If ss′ = s′s for s, s′ ∈ SU(2), then s, s′ ∈ H~n for some ~n ∈ R3\{0}. This torus is uniquely
determined if s 6= ±1 or s′ 6= ±1.
2) Let s, s′ ∈ H~n be different from ±1. If s′ = αh(s) holds for some h ∈ SU(2), then we have
the following two possibilities:
a) s = s′ and h ∈ H~n
b) s′ = s−1 and h = exp
(
pi
2 · z(~m)
)
for some ~m ∈ R3 orthogonal to ~n with ‖~m‖ = 1 and
uniquely determined up to a sign.
In particular, αh(s0) = s
−1
0 holds for ±1 6= s0 ∈ H~n′ iff 〈~m,~n′〉 = 0.
Proof: 1) This follows by straightforward calculation involving (12), or from the general
theory of compact and connected Lie groups as {−1,1} are the irregular elements of SU(2).
2) We write s = exp(t · z(~n)) and s′ = exp(t′z(~n)) for unique reals t, t′ ∈ [0, 2pi), cf. (12). Then
exp
(
t · z(%(h)(~n))) = αh(s) = s′ = exp(t′z(~n)). (14)
If %(h)(~n) = ~n, then t = t′ and s = s′, hence, h ∈ H~n by Part 1), so that case a) holds.
If %(h)(~n) 6= ~n for ~v := %(h)(~n), then from (14), (12) and ‖~v‖ = 1 we obtain
cos(t) · 1+ sin(t) · z(~v) = cos(t′) · 1+ sin(t′) · z(~n).
Then cos(t) = cos(t′), hence sin(t) = ± sin(t′), i.e., ~n = −~v because ~v 6= ~n and since
sin(t), sin(t′) 6= 0 as s, s′ 6= ±1. Consequently, %(h) is a rotation by pi around an axis ~m
orthogonal to ~n. So, if s0 ∈ H~n′ with 〈~m,~n′〉 = 0, then
αh(s0) = exp
(
t0 · z(%(h)(~n′))
)
= exp(−t0 · z(~n′)) = s−10 .
Finally, that this equality only holds for such s0 6= ±1 with s0 ∈ H~n′ for 〈~m,~n′〉 = 0, is clear
from the fact that ~m is unique up to a sign. 
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The next example collects the most relevant loop quantum cosmology (LQC) cases to be discussed
in this work. The proofs concerning invariant connections can be found in the Appendix B.1 and
Section 8. The reason for providing these results already at this point is that we will need them
during the following sections.
Example 3.3 (Loop Quantum Cosmology)
Let P = R3 × SU(2). We consider the following symmetry groups and actions:17
GE := R
3 o% SU(2) ΦE((v, σ), (x, s)) := (v + %(σ)(x), σs)
GSP := SU(2) ΦSP (σ, (x, s)) := (%(σ)(x), σs)
GH := R
3 ΦH(v, (x, s)) := (v + x, s)
For each of these actions the corresponding induced action is pointwise proper. In the second
case, this is clear from compactness of SU(2), and in the last case this holds because ϕ is just
the addition in R3. In the first case ,we have GE = P so that even ΦE is (pointwise) proper as
topological groups always act properly on themselves.
Homogeneous Isotropic LQC:
The Lie group GE resembles the Euclidean group R
3 o SO(3) in the sense that the action ϕ
induced by ΦE on R
3 gives rise to the same orbits as the canonical action of the euclidean group
does. The ΦE-invariant connections are of the form
ωc(~vx, ~σs) = cAds−1 [z(~vx)] + s
−1~σs ∀ (~vx, ~σs) ∈ T(x,s)P, (15)
where c runs overR. This follows from Wang’s original theorem [36] and the explicit calculations
can be found in Appendix B.1.
Spherically Symmetric LQC:
It is proven in Example 8.30 that the spherically symmetric connections, i.e., the ΦSP -invariant
ones are of the form
ωabc(~vx, ~σs) := Ads−1
[
a(x)z(~vx) + b(x)[z(x), z(~vx)] + c(x)[ z(x), [z(x), z(~vx)]]
]
+ s−1~σs (16)
for (~vx, ~σs) ∈ T(x,s)P . Here, a, b, c : R3 → R are rotation invariant maps that can be writ-
ten in the form a(x) = f
(‖x‖2), b(x) = g(‖x‖2), c(x) = h(‖x‖2) for smooth functions
f, g, h : (−,∞)→ R and some  > 0.
(Semi-)Homogeneous LQC:
This is a special case of Example 8.18, where by semi-homogeneity we mean that G = GSH
is a two-dimensional linear subspace of R3 and the corresponding action is ΦSH(v, (x, s)) :=
(v+ x, s). Here, for W an algebraic complement of G in R3, the ΦSH -invariant connections are
parametrized by the smooth maps ψ : g × TW → su(2) whose restrictions ψ|g×TxW are linear
for all x ∈W , hence by the smooth maps ψ : R2×TR→ su(2) whose restrictions ψ|R2×TtR are
linear for all t ∈ R.
In the homogeneous case, i.e., if GH = R
3, the ΦH -invariant connections are in bijection
with the linear maps L : R3 → su(2), see also Example 8.26. ♦
17Observe that ΦE(g, p) = g ·% p for ·% the group multiplication in R3 o% SU(2).
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3.2 Bounded Functions and Maps on Spectra
In the first part, we relate automorphisms of abelian C∗-algebras with homeomorphisms of their
spectra. In the second part, we will apply this to C∗-algebras of bounded functions, being the
relevant quantities in the framework of loop quantum gravity. We collect some basic facts on
denseness [20,29] of a set X in the spectrum of a C∗-subalgebra of bounded functions thereon as
well as on embeddability of the spectrum of a restriction C∗-algebra into the spectrum of the full
one. In particular, this will provide us with the mathematical backbone of traditional reduction
approach in the framework of Loop Quantum Gravity. [20]
3.2.1 Maps on Spectra
Definition 3.4
For a Banach algebra A, let ‖·‖A denote the corresponding norm. For a ∈ A denote by ‖·‖a : A′ →
R≥0 the seminorm ‖χ‖a := |χ(a)| for A′ the topological dual of A.
Lemma 3.5
1) If λ : A→ B is a homomorphism of abelian Banach algebras A and B, then the map
λ : Spec(B)→ Spec(A), χ 7→ χ ◦ λ
is continuous if it is well defined. In particular, this is the case if λ is surjective or unital.18
2) If A is an abelian C∗-algebra, then η : Aut(A) → Homeo(Spec(A)), λ 7→ λ is a group
antiisomorphism.
Proof: 1) The image of λ consists of homomorphisms. So, the only case in which well-
definedness fails is when λ(χ) = 0 for some χ ∈ Spec(B). If λ is unital, then λ(χ)(1A) =
(χ ◦ λ)(1A) = χ(1B) = 1 6= 0 for all χ ∈ Spec(B), so that λ is well defined in this case. If
λ is surjective and χ ∈ Spec(B), then χ(b) 6= 0 for some b ∈ B and we find a ∈ A with
λ(a) = b. Hence, λ(χ)(a) = χ(b) 6= 0 for all χ ∈ Spec(B) also in this case. For continuity
let Spec(B) ⊇ {χα}α∈I → χ be a converging net. Then for a ∈ A and  > 0 we find α ∈ I
such that ‖χα − χ‖λ(a) ≤  for all α ≥ α. But for α ≥ α we have∥∥λ(χα)− λ(χ)∥∥a = |χα(λ(a))− χ(λ(a))| = ‖χα − χ‖λ(a) ≤ 
so that Spec(A) ⊇ {λ(χα)}α∈I → λ(χ) shows continuity of λ.
2) Each λ ∈ Aut(A) is a surjective homomorphism so that the image of η consists of well
defined and continuous maps. Then η is an antihomomorphism as
η(λ ◦ λ′)(χ) = (χ ◦ λ) ◦ λ′ = η(λ′)(χ ◦ λ) = η(λ′)(η(λ)(χ)).
Now, λ−1 ∈ Aut(A) exists so that η(λ)−1 = η(λ−1) is continuous as well. This means
that the image of η consists of homeomorphisms and shows well-definedness of this map.
To verify injectivity assume that η(λ) = η(λ′) for λ, λ′ ∈ Aut(A). Then for a ∈ A and
χ ∈ Spec(A) we have
G(λ(a))(χ) = (χ ◦ λ)(a) = η(λ)(χ)(a)
= η(λ′)(χ)(a) = (χ ◦ λ′)(a) = G(λ′(a))(χ)
18More precisely, if A and B are unital and λ(1A) = 1B.
24
so that G(λ(a)) = G(λ′(a)). Then injectivity of G implies λ(a) = λ′(a) for all a ∈ A, hence
λ = λ′. For surjectivity of η define
τ : Homeo(Spec(A))→ Aut(A)
h 7→ [a 7→ G−1 [G(a) ◦ h]] . (17)
This is well defined because G(a) ◦ h ∈ C0(Spec(A)) for each a ∈ A so that τ(h) : A→ A is
well defined for all h ∈ Homeo(Spec(A)). Moreover, τ(h) is a homomorphism since G and
G−1 are. Finally,[
τ(h−1) ◦ τ(h)] (a) = G−1 [G(τ(h)(a)) ◦ h−1] = G−1 [G(a) ◦ h ◦ h−1] = a
so that τ(h) ∈ Aut(A). Then for χ ∈ Spec(A) and all a ∈ A we have
η(τ(h))(χ)(a) = τ(h)(χ)(a) = χ(τ(h)(a)) = χ
(G−1[G(a) ◦ h])
= [G(a) ◦ h](χ) = G(a)(h(χ)) = h(χ)(a),
hence η ◦ τ = idHomeo(Spec(A)), which shows surjectivity of η. 
3.2.2 Bounded Functions
For a set X let B(X) := {f : X → C | ‖f‖∞ < ∞} denote the set of bounded, complex-valued
functions on X. Then, B(X) is an abelian C∗-algebra w.r.t. the supremum norm ‖ · ‖∞.
Convention 3.6
Let A ⊆ B(X) be some fixed C∗-subalgebra and υ : Y → X a map with Y some further set.
• Let Z be a set, B ⊆ B(Z) a subset and G the ∗-algebra generated by B. Then, by B we will
denote the closure of G in B(Z).
• The spectrum of A ⊆ B(X) is denoted by X in the following. This is motivated by the first
part of the next lemma. Since X is not assumed to carry any topology, this will not be in
conflict with the notation concerning closures of subsets of topological spaces introduced in
Subsection 2.1.
• The pullback of A by υ is the ∗-algebra υ∗(A) := {f ◦ υ | f ∈ A} ⊆ B(Y ). The closure
Rυ := υ∗(A) ⊆ B(Y ) is called restriction of A w.r.t. υ. Its spectrum is denoted by Xυ in the
following.19
• Let XA denote the set of all x ∈ X for which the map
ιX : X → Hom(A,C)
x 7→ [f 7→ f(x)]
is non-zero, i.e., XA = {x ∈ X | ∃ f ∈ A : f(x) 6= 0}. Hence, x ∈ XA iff ιX(x) ∈ Spec(A).
19In view of the second point, it would be logical to denote Spec(Rυ) by Y υ. However, we will write X
υ because the
set Y is already encoded in the map υ. Moreover, our notation suggests that we are dealing with the spectrum of
a restriction C∗-algebra. Then, if A is unital, we have Xυ ∼= Xυ by Lemma 3.7.3, where the latter space (defined
in the last point of this Convention 3.6.) is a closed subset of X. For this reason, it makes sense to use the letter
X for both spaces.
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• The set Xυ ⊆ X is defined to be the closure
Xυ := ιX
(
XA ∩ υ(Y )
) ⊆ Spec(A)
of ιX
(
XA ∩ υ(Y )
)
in Spec(A). The third part of the next lemma then shows that
Xυ ∼= Xυ = Spec(Rυ)
holds if A is unital. ♦
The first part of the following lemma is a slight variation of Proposition 2.1 in [20] which, in turn,
originates from [29]. The second part can also be derived from Corollary 2.19 in [20].
Lemma 3.7
1) If X is a set and A ⊆ B(X) a C∗-subalgebra, then ιX(XA) ⊆ Spec(A) is dense, i.e.,
X = ιX(XA). The map ιX is injective iff A separates the points in XA.
2) Let A be unital, Y a set and υ : Y → X a map. Then, υ∗ : Xυ → X is the unique continuous
map which extends υ in the sense that the following diagram is commutative:
Xυ
υ∗ // X
Y
ιY
OO
υ // X
ιX
OO
The map υ∗ is an embedding.20
3) In the situation of Part 2) we have
im
[
υ∗
]
= υ∗(Xυ) != ιX(υ(Y )) = Xυ,
i.e., Xυ ∼= Xυ by the embedding property of υ∗.
4) If ρ : X → X is a map, then A ⊆ ρ∗(A) implies f(XA) ⊆ XA.
Proof: 1) Assume there is χ ∈ U := Spec(A)\ιX(XA). Then U is an open neighbourhood
of χ. Since the space Spec(A) is locally compact Hausdorff, by Urysohn’s lemma we find
a continuous function fˆ : Spec(A) → [0, 1] such that fˆ(χ) = 1 and fˆ has compact support
contained in U . Then fˆ ∈ C0(Spec(A)) so that fˆ = G(f) for some f ∈ A. Consequently,
f(x) = ιX(x)(f) = fˆ(ιX(x)) = 0 for all x ∈ XA by construction, and f(x) = 0 for all
x ∈ X\XA by definition of XA. Consequently, f = 0 and fˆ = G(f) = 0, which contradicts
fˆ(χ) = 1. The injectivity statement is immediate from the definitions.
2) Since A and Rυ are unital, we have XA = X and YRυ = Y . Then υ
∗ : A → Rυ is a
unital algebra homomorphism, so that by Lemma 3.5.1 the map υ∗ : Spec(Rυ) → Spec(A)
is continuous and well defined.21 Obviously, υ∗ ◦ ιY = ιX ◦υ so that uniqueness follows from
denseness of im[ιY ] in X
υ = Spec(Rυ) and continuity of υ∗.
20This means that υ∗ is a homeomorphism to its image equipped with the relative topology.
21Observe that there is no ad hoc reason for υ∗(A) to be closed, i.e., υ∗ is not necessarily surjective. For this reason
we are forced to assume unitality in order to guarantee well-definedness of υ∗.
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Now, assume that υ∗(χ) = υ∗(χ′) for χ, χ′ ∈ Spec(Rυ). Then
χ(υ∗(f)) = υ∗(χ)(f) = υ∗(χ′)(f) = χ′(υ∗(f)) ∀ f ∈ A,
hence χ|υ∗(A) = χ′|υ∗(A). Since υ∗(A) ⊆ Rυ is dense and χ, χ′ are continuous, χ = χ′ follows.
Now, since Xυ is compact and im
[
υ∗
]
is a Hausdorff space, the bijective continuous map
υ∗ : Xυ → im[υ∗] is a homeomorphism.
3) By 2) we have υ∗(ιY (Y )) = ιX(υ(Y )), hence
υ∗(Xυ)
1)
= υ∗
(
ιY (Y )
)
⊆ υ∗(ιY (Y )) = ιX(υ(Y )).
Here, for the inclusion in the third step we have used continuity of υ∗. This shows υ∗(Xυ) ⊆
ιX(υ(Y )). For the converse inclusion we calculate
ιX(υ(Y )) ⊆ υ∗
(
ιY (Y )
)
1)
= υ∗ (Xυ) ,
hence ιX(υ(Y )) ⊆ υ∗(Xυ) since υ∗(Xυ) is compact.
4) If x ∈ XA, then f(x) 6= 0 for some f ∈ A. Since by assumption we have f = g ◦ ρ for some
g ∈ A, we obtain g(ρ(x)) 6= 0, hence ρ(x) ∈ XA. 
3.3 The Bohr Compactification
We start with some basic definitions and facts, cf. [30]. Then we show that the Bohr compactifi-
cation of a locally compact abelian group G equals the spectrum of the almost periodic functions
CAP(G) on G. Finally, we characterize the continuous abelian group structures on the spectrum
of a unital C∗-subalgebra of the bounded functions on a set.
3.3.1 Basic Definitions
The statements not proven here can be found, e.g., in [30]:
If G is an LCA group, then the dual group Γ of G is the set of continuous homomorphisms
χ : G→ S1, for S1 ⊆ C the unit circle, endowed with the group structure
(χ ∗ χ′)(g) := χ(g) · χ′(g), χ−1(g) := χ(g), 1Γ : g 7→ 1 ∀ g ∈ G.
The elements of Γ always separate the points in G and if G is compact, then
∫
G χ dµH = 0 iff
Γ 3 χ 6= 1 for µH the Haar measure on G. The group Γ becomes an LCA group when equipped
with the topology generated by the sets
BK,(χ) := {χ′ ∈ Γ | |χ(g)− χ′(g)| <  for all g ∈ K}.
Here K ⊆ G is compact, χ ∈ Γ and  > 0. If Γ̂ denotes the dual of Γ, Pontryagin duality states
that the map j : G→ Γ̂, j(g) : χ 7→ χ(g) is an isomorphism and a homeomorphism.
Now, if we equip Γ with the discrete topology, then we obtain a further LCA group Γd. The
Bohr compactification GBohr of G is defined to be the dual of Γd. GBohr is compact since for duals
of discrete LCA groups this is always the case. Moreover, we have Γ̂ ⊆ GBohr because GBohr equals
the set of all homomorphisms ψ : Γ→ S1 whereas Γ̂ consists of the continuous (w.r.t. the topology
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on Γ, not w.r.t. the discrete topology on Γd) ones. One can show that the map iB : G → GBohr,
defined as j above, is a continuous isomorphism to the dense subgroup iB(G) ⊆ GBohr. Since Γd
is discrete, each compact set is finite. Consequently, the topology on GBohr is generated by the
sets
Bχ,(ψ) := {ψ′ ∈ GBohr | |ψ(χ)− ψ′(χ)| < } for  > 0 and χ ∈ Γd. (18)
Lemma 3.8
Let CAP(G) ⊆ B(G) denote the C∗-algebra generated by the elements of Γ. Then, the restriction
map r : Spec(CAP(G))→ GBohr, ψ 7→ ψ|Γ is a homeomorphism.
Proof: Obviously, r is well defined and continuous. Moreover, it is injective because CAP(G) is
generated by Γ. So, the crucial part is to show surjectivity of r. For this, let ψ̂ ∈ GBohr and define
ψ on the ∗-span G of Γ in CAP(G) by
ψ(f) :=
∑k
i=1 βi · ψ̂(χi) for G 3 f =
∑k
i=1 βi · χi.
This map is well defined and linear because Γ ⊆ CAP(G) is a linearly independent subset. In fact,
let ΓB denote the dual group of GBohr and jΓ : Γd → ΓB the canonical map jΓ(χ) : ψ 7→ ψ(χ)
defined as the map j above. Then jΓ(Γ) ⊆ C(GBohr) is contained in the dual group of GBohr, so
that
∫
GBohr
jΓ(χ) dµH = 0 iff χ 6= 1 for µH the Haar measure on GBohr and χ ∈ Γ. Now, it is
straightforward to see that
ψ(f · f ′) = ψ(f) · ψ(f ′) holds for all f, f ′ ∈ G.
Then ψ extends (by linearity and continuity) to a well-defined element22 of Spec(CAP(G)) if we
can show that ψ is continuous on G. For this, let G 3 f = ∑ki=1 βi · χi be as above and  > 0.
We choose g ∈ G such that ∣∣ψ̂(χi)− iB(g)(χi)∣∣ ≤ kmax(|β1|,...,|βk|) for 1 ≤ i ≤ k and obtain
|ψ(f)| ≤ ∣∣∑ki=1 βi · [ψ̂(χi)− iB(g)(χi)]∣∣+ ∣∣∑ki=1 βi · iB(g)(χi)∣∣
≤ max(|β1|, . . . , |βk|) ·
∑k
i=1

kmax(|β1|,...,|βk|) + ‖f‖∞,
hence |ψ(f)| ≤ ‖f‖∞ +  for all  > 0. This shows |ψ(f)| ≤ ‖f‖∞ for all f ∈ CAP(G), hence
continuity of ψ. 
So, in the following we tacitly identify GBohr with Spec(CAP(G)) where we carry over the group
structure and the corresponding Haar measure µH from GBohr to Spec(CAP(G)), i.e., we define
ψ1 + ψ2 := r
−1(r(ψ1) + r(ψ2)) ψ−1 := r−1
(
r(ψ)
)
e := r−1(e) µBohr := r−1(µH).
A more concrete description of this group structure is given in the proof of Proposition 3.11. There
we show that abelian group structures on spectra of unital C∗-subalgebras of bounded functions
can be encoded by families of quasi-characters on the underlying set, see Definition 3.10.
Lemma and Convention 3.9 (Bohr Compactification of R)
1) If G = R, then Γ consists exactly of the functions of the form χl : x 7→ eilx for l ∈ R. [30].
Since we do not consider Bohr compactifications of other locally compact abelian groups in
the following, by µBohr we will always denote the Haar measure on RBohr.
22Multiplicativity on CAP(G) follows from continuity and multiplicativity on G.
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2) Let ψ ∈ RBohr, L = {lα}α∈I ⊆ R a collection of Q-independent reals, and L⊥ ⊆ R a subset
for which L unionsq L⊥ is a Q-base of R. Then, for {qα}α∈I ⊆ Q and {sα}α∈I ⊆ S1 we find
ψ′ ∈ RBohr with
ψ′(χqα·lα) = sα ∀ α ∈ I and ψ′(χl) = ψ(χl) ∀ l ∈ spanQ(L⊥).
In fact, we choose {xα}α∈I ⊆ R such that χqα·lα(xα) = sα holds for all α ∈ I, and define
ζ (χq·lα) := χq·lα(xα) if α ∈ I as well as ζ (χq·l) := ψ(χq·l) if l ∈ L⊥
for all q ∈ Q. Then, for l ∈ R arbitrary we have a unique representation of the form
l =
∑k
i=1 qi lαi +
∑k′
j=1 q
′
j l
′
j .
with l′j ∈ L⊥ and qi, q′j ∈ Q for 1 ≤ i ≤ k, 1 ≤ j ≤ k′. Here, we define
ψ′(χl) :=
∏k
i=1 ζ
(
χqi·lαi
) ·∏qj=1 ζ(χq′j ·l′j)
as well as ψ(1) := 1. Then, it is straightforward to see that ψ′ : Γ→ S1 is a homomorphism
with the desired properties.
3) Let N denote the set of maps φ : R>0 → [0, 2pi) with
φ(l + l′) = φ(l) + φ(l′) mod 2pi ∀ l, l′ ∈ R>0.
Then RBohr ∼= N.
In fact, if φ ∈ N, then ψ : χl 7→ ei sign(l)φ(|l|) for l 6= 0 and ψ(1) := 1 is a well-defined element
of RBohr because
ψ(χl · χl′) = ei sign(l+l′) φ(|l+l′|) = ei sign(l) φ(|l|)ei sign(l′) φ(|l′|) = ψ(χl) · ψ(χl′).
Here, the second equality is clear for sign(l) = sign(l′) and follows from
φ(l) = φ(l − l′ + l′) = φ(l − l′) + φ(l′) + 2pin for l > l′ > 0
in the other cases. Now, if ψ ∈ RBohr, then ψ(χl) ∈ S1, hence ψ(χl) = eiφ′(l) for φ′(l) ∈
[0, 2pi) uniquely determined. This defines a map φ′ : R → [0, 2pi) whose restriction φ :=
φ′|R>0 has the desired properties.
4) In the following, by the Bohr compactification RBohr of R we will understand both
• In Subsection 6.2, the dual group of Γd (see Convention 6.9).
• In Section 7, the spectrum of the C∗-algebra CAP(R) generated by the set Γ of continuous
characters on R.
In both cases we will refer to the modifications result in Part 2 which obviously also applies
to the Spec(CAP(R)) case.
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3.3.2 Abelian Group Structures and Quasi-Characters
Definition 3.10
Let X be a set and A ⊆ B(X) some unital C∗-subalgebra. A subset K ⊆ A with23 K = A is called
family of quasi-characters on X iff
1) im[f ] ⊆ S1 for all f ∈ K.
2) K is closed under pointwise multiplication and complex conjugation.
3) The elements of K are linearly independent.
4) For x, y ∈ X there is a net {zα}α∈I ⊆ X such that f(x)f(y) = limα f(zα) for all f ∈ K.
Moreover, there is a net {eα}α∈J such that limα f(eα) = 1 for all f ∈ K.
If X carries an abelian group structure, then f ∈ A is said to be a character iff im[f ] ⊆ S1, and
f(x+ y) = f(x) · f(y) as well as f(x−1) = f(x)
holds for all x, y ∈ X.
Proposition 3.11
1) Let X be a set and A ⊆ B(X) a unital C∗-algebra. Then, the families of quasi-characters
are in bijection with the continuous abelian group structures on X.
2) If X carries an abelian group structure, then a continuous abelian group structure on X is
compatible in the sense that
ιX(x) + ιX(y) = ιX(x+ y) ∀ x, y ∈ XA
iff the respective family K consists of characters.
The technical details of the proof can be found in Proposition B.1.
Proof: Each family of quasi-characters K gives rise to a continuous abelian group structure on
X just by
(ψ1 + ψ2)(f) :=
∑n
i=1 βi ψ1(fαi)ψ2(fαi) ψ
−1(f) :=
∑n
i=1 βi ψ1(fαi) e(f) :=
∑n
i=1 βi
for ψ1, ψ2, ψ ∈ X and f :=
∑n
i=1 βifαi with fαi ∈ K, βi ∈ C for 1 ≤ i ≤ n. Here, one has to show
that the above maps extend by continuity to A being the closure of the ∗-algebra generated by K.
Conversely, if X carries a continuous abelian group structure and Γ denotes its dual group, then
K := G−1(Γ) is the desired family of quasi-characters for G : A→ C(X) the Gelfand transform. 
Of course, if G is a compact abelian group, then Γ ⊆ CAP(G) is the family of (quasi-)characters
that corresponds to the continuous group structure on GBohr ∼= Spec(CAP(G)).
23Recall Convention 3.6 for the closure of a subset of a C∗-subalgebra of bounded functions.
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4 Spectral Extensions of Group Actions
In this section, we develop a reduction concept which, applied to the framework of loop quantum
gravity, allows to perform a symmetry reduction directly on the quantum level. We will consider
the general situation where the symmetry is represented by a Lie group of automorphisms of the
principal fibre bundle of interest. The basic idea then is to lift this symmetry to a left action on
the quantum configuration space of LQG. In analogy to the classical situation, where the reduced
configuration space is formed by the set Ared of invariant connections on P , the quantum-reduced
configuration space then will be formed by such elements which are invariant under the whole
symmetry group. In contrast to that, reduction in LQG traditionally means to quantize the
reduced classical space Ared, and we will see that the resulting space is always contained in our
quantum-reduced one. Moreover, in the next section we will show that this inclusion is even
proper in several situations, so that in this context quantization and reduction usually do not
commute.
In a first step, we will use the concept of a C∗-dynamical system in order to extend a left
action θ : G ×X → X of a group G on a set X to the spectrum of a C∗-subalgebra A ⊆ B(X).
Then, we adapt this to the case where X equals the set of smooth connections on a principal fibre
bundle, and where A is generated by parallel transports along a distinguished set of curves in its
base manifold. Finally, we consider the case where the structure group is compact, and where
the set of curves has an additional independence property. In this situation, it will be possible
to identify the quantum configuration space of LQG with a space of homomorphisms of paths.
The quantum-reduced configuration space then will be formed by the invariant ones. In the next
section, this will allow us to investigate the inclusion relations between quantized reduced classical
and respective quantum-reduced configuration spaces in much more detail.
We now start with some general statements concerning group actions on spectra of abelian
C∗-algebras.
4.1 Group Actions on Spectra
Recall [28] that a C∗-dynamical system is a triple (A, G, ϑ) consisting of a C∗-algebra A, a group
G and an antihomomorphism ϑ : G → Aut(A). If G is a topological group, then ϑ is said to be
continuous iff for each a ∈ A the map ϑ(·)(f) : G → A, g 7→ ϑ(g)(a) is continuous. In [28] it
is shown that each C∗-dynamical system with G locally compact24 and ϑ continuous, gives rise
to a continuous action Θ of G on Spec(A). In the next lemma we discuss this assignment for
the abelian case. In the first part, we will drop the continuity assumptions and show that the
assignment ϑ 7→ Θ is bijective. In the second part, we then investigate the continuity properties
of the respective maps. For instance, if A is unital, it turns out that Θ is continuous iff ϑ is. This
will provide us with a necessary condition for continuity of Θ.
Lemma 4.1
Let A be an abelian C∗-algebra.
1) The C∗-dynamical systems (A, G, ϑ) are in bijection with the left actions Θ: G×Spec(A)→
Spec(A) for which Θg is continuous for all g ∈ G.
2) If G is a topological group, then continuity of ϑ implies continuity of Θ. The converse
implication holds if A is unital.
24The proof there also works if G is an arbitrary topological group.
31
Recall that Θg : Spec(A)→ Spec(A) is defined by Θg(χ) := Θ(g, χ).
Proof: 1) Let ϑ : G→ Aut(A) be given and define the corresponding left action by Θ(g, χ) :=
η(ϑ(g))(χ). Then, Θg is well defined and continuous by Lemma 3.5.2. Moreover, since η
and ϑ are antihomomorphisms, the left action property follows from
Θ(gh, χ) = η(ϑ(gh))(χ) = η(ϑ(h) ◦ ϑ(g))(χ)
= η(ϑ(g)) (η(ϑ(h))(χ)) = Θ(g, η(ϑ(h))(χ)) = Θ(g,Θ(h, χ)).
Conversely, if Θ: G × Spec(A) → Spec(A) is a left action, then Θg ∈ Homeo(Spec(A)) for
each g ∈ G so that ϑ(g) := τ(Θg) is an element of Aut(A). Here, τ : Homeo(Spec(A)) →
Aut(A) denotes the map (17), which is just the inverse of η. Since η is an antiisomorphism,
the same is true for τ = η−1, so that
ϑ(gh) = τ(Θgh) = τ(Θg ◦Θh) = τ(Θh) ◦ τ(Θg) = ϑ(h) ◦ ϑ(g).
2) Assume that ϑ is continuous and let G× Spec(A) ⊇ {(gα, χα)}α∈I → (g, χ) ∈ G× Spec(A)
be a converging net. Then {gα}α∈I → g and {χα}α∈I → χ are converging nets as well. By
continuity of ϑ for each a ∈ A and each  > 0 we find α ∈ I such that |ϑ(g)(a)−ϑ(gα)(a)| ≤ 2
for all α ≥ α. Then, since ‖χα‖op ≤ 1 for all α ∈ I, we obtain
|χα
(
ϑ(g)(a)− ϑ(gα)(a)
)| ≤ |ϑ(g)(a)− ϑ(gα)(a)| ≤ 
2
∀ α ≥ α.
Moreover, since {χα}α∈I → χ, we find α′ ∈ I with ‖χ−χα‖ϑ(g)(a) ≤ 2 for all α ≥ α′. Then
for α ∈ I with α ≥ α, α′ we have
‖Θ(g, χ)−Θ(gα, χα)‖a = ‖η(ϑ(g))(χ)− η(ϑ(gα))(χα)‖a
= |χ(ϑ(g)(a))− χα(ϑ(gα)(a))|
≤ ‖χ− χα‖ϑ(g)(a) + |χα
(
ϑ(g)(a)− ϑ(gα)(a)
)| ≤ ,
which shows the first part.
Now, let A be unital. For fixed a ∈ A we consider the continuous function
h
(
(g, χ), (g′, χ′)
)
:= (G(a) ◦Θ)(g, χ)− (G(a) ◦Θ)(g′, χ′),
where (g, χ), (g′, χ′) ∈ G × Spec(A). Then h−1(B(0)) is open and contains ((g, χ), (g, χ))
for all (g, χ) ∈ G × Spec(A). Let g ∈ G be fixed. Then for each χ ∈ Spec(A) we find open
neighbourhoods Bχ ⊆ G, Uχ ⊆ Spec(A) of g and χ, respectively, such that
Bχ × Uχ ×Bχ × Uχ ⊆ h−1(B(0))
holds. By compactness of Spec(A) there are χ1, . . . , χn ∈ Spec(A) such that the correspond-
ing sets Uχj cover Spec(A). Then Bg := Bχ1 ∩ · · · ∩Bχn is an open neighbourhood of g and
we obtain
|(G(a) ◦Θ)(g, χ)− (G(a) ◦Θ)(h, χ)| <  ∀ χ ∈ Spec(A), h ∈ Bg.
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Consequently, ‖G(a) ◦Θg − G(a) ◦Θh‖∞ ≤ , so that
‖ϑ(g)(a)− ϑ(h)(a)‖A = ‖τ(Θg)(a)− τ(Θh)(a)‖A
= ‖G−1[G(a) ◦Θg]− G−1[G(a) ◦Θg]‖A
= ‖G−1[G(a) ◦Θg − G(a) ◦Θg]‖A
= ‖G(a) ◦Θg − G(a) ◦Θh‖∞
≤ 
for all h ∈ Bg. This shows continuity of ϑ(·)(a) at g ∈ G. 
Definition 4.2 (Θ-Invariance)
Let θ be a left action of the group G on the set X and A ⊆ B(X).
1) A is called θ-invariant iff θ∗g(A) ⊆ A for all g ∈ G, i.e., if (A, G, ϑ) is a C∗-dynamical system
with ϑ(g)(f) := θ∗g(f) for all g ∈ G and all f ∈ A.
2) We define the set
Xred := {x ∈ X | θ(g, x) = x for all g ∈ G}
of invariant elements, and denote the spectrum of the C∗-algebra A|Xred by Xred.
3) We define Xred := ιX(XA ∩Xred) to be the closure of ιX(XA ∩Xred) in X.
Remark 4.3
Let Y := Xred and υ : Y → X the canonical inclusion map. Moreover, let Xυ, Xυ denote the
corresponding spaces introduced in Convention 3.6. Then
• Xred = Xυ because A|Xred = Rυ = υ∗(A),
• Xred = Xυ because Xυ = ιX(XA ∩ υ(Xred)) = ιX(XA ∩Xred). ♦
Proposition 4.4
Let θ be a left action of the group G on the set X and A ⊆ B(X) a θ-invariant C∗-algebra.
1) There is a unique left action Θ: G×X → X such that:
(a) Θg is continuous for all g ∈ G,
(b) Θ extends θ in the sense that on XA we have
Θg ◦ ιX = ιX ◦ θg ∀ g ∈ G. (19)
Θ is explicitly given by Θ
(
g, x
)
= x ◦ θ∗g .
2) If G is a topological group, then Θ is continuous if θ∗•f : G → A, g 7→ f ◦ θg is continuous
for each f ∈ A. The converse implication holds if A is unital.
3) The set of invariant elements
Xred :=
{
x ∈ X ∣∣Θ(g, x) = x for all g ∈ G}
is closed in X, and we have Xred ⊆ Xred.
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4) If A is unital, then Xred ∼= Xred via i∗Xred : Xred → Xred ⊆ X. The following diagram is
commutative
Xred
i∗Xred
∼=
// Xred
⊆ // Xred
⊆ // X
Xred
ιXred
OO
 
iXred // iXred(Xred)
ιX
OO
⊆ // X.
ιX
OO
Proof: 1) First observe that (19) makes sense because θ∗g−1(A) ⊆ A implies A = θ∗g(θ∗g−1(A)) ⊆
θ∗g(A), hence θg : XA → XA by Lemma 3.7.4. For uniqueness, let Θ and Θ′ be two such
extensions of θ. Then, by (19) we have Θ′g|ιX(XA) = Θg|ιX(XA) for all g ∈ G so that Θ′g = Θg
by (a) and denseness of ιX(XA) in Spec(A). For existence, consider the C
∗-dynamical system
(A, G, ϑ) for ϑ(g) := θ∗g . Then, Lemma 4.1.1 provides us with a corresponding left action
Θ: G × Spec(A) → Spec(A) such that Θg is continuous for all g ∈ G. This action is given
by
Θ(g, x) = η(ϑ(g))(x) = x ◦ ϑ(g) = x ◦ θ∗g ,
so that for x ∈ XA and all f ∈ A we have
Θg(ιX(x))(f) = ιX(x)(θ
∗
gf) = f(θg(x)) = (ιX ◦ θg)(x)(f).
2) We have θ∗•f = ϑ(·)(f), so that the continuity statement is clear from Lemma 4.1.2.
3) Let Xred ⊇ {xα}α∈I → x ∈ X be a converging net. Then for all g ∈ G it follows from con-
tinuity of Θg that Θ(g, x) = Θ (g, limα xα) = limα Θ(g, xα) = limα xα = x, hence closedness
of Xred. Moreover, ιX(Xred ∩XA) ⊆ Xred by (19) so that ιX(Xred ∩XA) ⊆ Xred.
4) This follows from the parts 2), 3) of Lemma 3.7 if we define υ := iXred . 
Remark 4.5
• In the following sections, we will see that the details of the inclusion relations between the
sets Xred and Xred usually are far from being trivial.
• If A is unital, then Part 1) can also be derived from Corollary 2.19 in [20] by extending each
Θ∗g : A → A uniquely to a continuous map Θg : Spec(A) → Spec(A). In fact, it follows from
the uniqueness property of these maps that Θgh = Θg ◦ Θh holds for all g, h ∈ G. Then,
Θ: (g, x) 7→ Θg(x) is a well-defined group action with the properties from Proposition 4.4.1.
• In Subsection 4.2 we will use Proposition 4.4 in order to perform a symmetry reduction on
quantum level in the framework of LQG. Then, in Section 7, we will use this proposition in
order to derive some uniqueness statements concerning normalized Radon measures on cos-
mological quantum configuration spaces occurring in LQG, see Proposition 7.3 and Corollary
7.8.
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4.2 Invariant and Generalized Connections
We now adapt the previous subsection to the situation where the action θ comes from a Lie group
of automorphisms (G,Φ) on a principal fibre bundle (P, pi,M, S). This means that θ is given by
(6), i.e., acts on the set A of smooth connections on P by
θ : G×A → A, (g, ω) 7→ Φ∗g−1ω.
Moreover, the C∗-algebra A ⊆ B(A) is generated by parallel transports along suitable curves in
M in this case.
More precisely, let P be a fixed set of Ck-paths in the base manifold M and ν = {νx}x∈M ⊆ P
a fixed family of elements with νx ∈ Fx for all x ∈M . By C we will denote the set of all bounded
functions on A which are of the form
hνγ : ω 7→ f ◦∆
(
νγ(b),Pωγ
(
νγ(a)
))
(20)
for γ ∈ P with dom[γ] = [a, b] and f ∈ C0(S). Recall that Pωγ : Fγ(a) → Fγ(b) denotes the parallel
transport along γ w.r.t. ω as well as ∆(p, p′) ∈ S the unique element with p′ = p · ∆(p, p′) for
p, p′ contained in the same fibre over M . The corresponding unital C∗-algebra of cylindrical
functions is defined by P := C ⊆ B(A). According to Convention 3.6, here C denotes the closure
of the ∗-algebra generated by C in B(A). This definition is independent of the choice of ν, as for
ν ′ = {ν ′x}x∈M ⊆ P another such family and P 3 γ : [a, b]→M we have
∆
(
ν ′γ(b),Pωγ
(
ν ′γ(a)
))
= ∆
(
ν ′γ(b), νγ(b)
) ·∆(νγ(b),Pωγ (νγ(a))) ·∆(νγ(a), ν ′γ(a)). (21)
Convention 4.6
• In the following, let ψx(p) := ∆(νx, p) for all p ∈ Fx and all x ∈M , and define
hνγ(ω) := ∆
(
νγ(b),Pωγ
(
νγ(a)
))
= ψγ(b)
(Pωγ (νγ(a))) ∀ ω ∈ A.
• If S is compact, then there exists [12] a faithful matrix representation ρ : S → GL(n,C) of S,
which we will fix in the following. Then, since the matrix entries of ρ separate the points in
S, the functions
[hνγ ]ij := ρij ◦ hνγ , (22)
together with the unit, generate P.
• We will denote the spectrum of P by A. If it is necessary to avoid confusion, we will write
Aα with an index α referring to the involved set of curves Pα. The respective C∗-algebra of
cylindrical functions then is denoted by Pα.
The elements ω ∈ A are called generalized connections and form the quantum configuration space
of LQG. Here, the main reason for replacing A by A is that the latter space is compact and can be
equipped with a normalized Radon measure in a canonical way, see Subsection 4.3.2. Moreover,
in the relevant cases A is canonically embedded25 via the map ιA (see Convention 3.6) as the next
lemma shows. More concretely, it suffices, e.g., that each tangent vector of M is realized as a final
tangent vector of a curve in P for which each final segment is an element of P as well. Thus, if
M = R3, it suffices that P contains all linear curves:
25Here, this just means that ιA is injective.
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Lemma 4.7
The map ιA : A → A is injective if for each ~v ∈ TM there is γ ∈ P and s ∈ dom[γ] = [a, b], such
that γ˙(s) = ~v and γ|[a,t] ∈ P for all t ∈ (a, s] or γ|[t,b] ∈ P for all t ∈ [s, b).
Proof: This is a straightforward generalization of Appendix A in [20], see Lemma C.1. 
According to Definition 4.2.1 we have
Ared = {ω ∈ A | θ(g, ω) = ω for all g ∈ G} = {ω ∈ A | Φ∗gω = ω for all g ∈ G},
so that Ared equals the set of Φ-invariant connections on P , see Definition 2.1. Then, tradition-
ally, in LQG the space Ared := Spec
(
Pα|Ared
)
(cf. Definition 4.2.2) is used as reduced quantum
configuration space, see, e.g., [2]. Here, the index α hints to the fact that usually not the same
set of curves as for the full theory is used to define Pα.
To summarize, we have made the following specifications:
θ – left action θ : G×A → A, (g, ω) 7→ Φ∗g−1ω for (G,Φ)
a Lie group of automorphisms of P
A – C∗-algebra P generated by the parallel transport functions hνγ for γ
contained in the fixed set of Ck-paths P in M .
Xred – set Ared of invariant connections on P .
Xred – spectrum Ared = Spec
(
P|Ared
)
.
Xred – closure Ared = ιA(AP ∩ Ared) ⊆ A.
Now, in order to perform a reduction on quantum level, i.e, to obtain a well-defined extension Θ
of θ to A providing us with the space Ared of invariant generalized connections, we first have to
investigate under which assumptions the C∗-algebra P is θ-invariant. It turns out, to be sufficient
that P fulfils the following invariance property.
Definition 4.8
A set P of Ck-paths in M is said to be Φ-invariant iff ϕg ◦γ ∈ P holds for all g ∈ G and all γ ∈ P.
Here, ϕ denotes the left action induced by Φ on M , see (4). ♦
Of course, if P is a collection of Ck-paths in M and ϕ is of class Ck, the set 〈P〉 of all compositions
ϕg ◦ γ with g ∈ G and γ ∈ P is Φ-invariant and consists of Ck-paths as well.
Lemma 4.9
If P is Φ-invariant, then P is θ-invariant.
Proof: This is just a straightforward consequence of the fact that if γωp is the horizontal lift of
γ : [a, b] → M in p ∈ Fγ(a) w.r.t. the connection ω, then Φg ◦ γωp is the horizontal lift of ϕg ◦ γ
in the starting point Φg(p) w.r.t. the connection θ(g, ω). The technical details can be found in
Lemma C.2. 
We now are able transfer Proposition 4.4 to generalized connections, where we only consider
the case where S is compact, i.e., where P is unital. This is basically because for our further
considerations we will need that S is compact anyway. For instance, we will identify A with a
space of homomorphisms of paths, and for this compactness will be necessary. In addition to
that, the homeomorphism Ared ∼= Ared which we have (see next corollary) if S is compact will be
crucial for the investigations of the inclusion relations between Ared and Ared.
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Corollary 4.10
Let P be Φ-invariant and S be compact. Then
Θ: G×A → A, (g, ω) 7→ ω ◦ θ∗g
is the unique left action such that:
• Θg is continuous for all g ∈ G,
• Θ extends θ in the sense that on A we have
Θg ◦ ιA = ιA ◦ θg ∀ g ∈ G.
The quantum-reduced space Ared =
{
ω ∈ A ∣∣Θ(g, ω) = ω for all g ∈ G} is compact and the fol-
lowing diagram is commutative:
Ared
i∗Ared
∼=
// Ared ⊆ // Ared ⊆ // A
Ared
ιAred
OO
 
iAred // iAred(Ared)
ιA
OO
  ⊆ // A.
ιA
OO
(23)
Here, i∗Ared : Ared → Ared is a homeomorphism. The action Θ is continuous iff θ∗•f : G → P,
g 7→ f ◦ θ∗g−1 is continuous for all f of the form ρij ◦ hνγ.
Proof: By Lemma 4.9 we have θ∗g(P) ⊆ P for all g ∈ G. Moreover, P is unital and θ∗•f : G→ P,
g 7→ θ∗gf , is continuous for all f ∈ P iff26 this is the case for all generators f = ρij ◦ hνγ .
Consequently, the claim follows from Proposition 4.4. 
Remark 4.11
The elements of Ared are called invariant generalized connections and the space Ared will be
equipped with its canonical subspace topology in the following..
The next example shows that the action Θ is usually not continuous in the standard cosmological
applications.
Example 4.12 (Discontinuous Spectral Action)
Let P = R3 × SU(2), GE = R3 o% SU(2) and ΦE be as in Example 3.3, define ν := {(x,1)}x∈R3
and let P contain all linear curves in R3. The following arguments also apply to the homogeneous
case, i.e., where the group is GH = R
3 and ΦH is as in the same Example.
We show that for the linear curve γ0 : [0, 1]→ R3, t 7→ t~e1 and f := ρ11◦hνγ0 the map θ∗•f : G→ P,
g 7→ f ◦ θg is not continuous at g = e ∈ GE . For this, we define
• smooth connections ωr for r ∈ R and
• group elements gλ ∈ GE for λ ∈ R with gλ → e ∈ GE for λ→ 0,
such that for each λ > 0 we find r > 0 with |θ∗ef(ωr)− (θ∗gλf)(ωr)| = 1, i.e., ‖θ∗ef − (θ∗gλf)‖ ≥ 1.
From this it is clear that θ∗•f : G→ P is not continuous at g = e ∈ GE , so that Θ is not continuous
by Corollary 4.10.
26For this, observe that θ∗•1 = 1 and that θ
∗
•[λf + µg ] = λ θ
∗
•f + µ θ∗•g for λ, µ ∈ C and f, g ∈ P.
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(a) For r ∈ R we define the connection ωr by the right invariant geometric distribution specified
by the following smooth sections Eri : P → TP for 1 ≤ i ≤ 3:
Er1 (x, s) := (~e1, rx2 τ2 · s) ∈ T(x,s)P for x = (x1, x2, x3) ∈ R3
Eri (x, s) := (~ei,~0) for i = 2, 3.
Here, τ2 · s := d1Rs(τ2) ∈ TsSU(2).
(b) Let γy : [0, 1] → R3 denote the linear curve that starts on the ~e2-axis at y and traverses in
~e1-direction with constant velocity ~e1, i.e., γy(t) = y · ~e2 + t · ~e1. Then, its horizontal lift
γry : [0, 1]→ R3×SU(2) w.r.t. ωr in (y ·~e2,1) is given by γry(t) = (γy(t), exp(try · τ2)) because
pi ◦ γry = γy and
γ˙ry(t) = (~e1, ryτ2 · exp(tryτ2)) = Er1 (γy(t), exp(try · τ2)) = Er1
(
γry(t)
)
.
(c) By the choice of ν we have
hνγy(ω
r) = pr2 ◦ γry(1) = exp(ry · τ2)
(12)
=
(
cos(ry) − sin(ry)
sin(ry) cos(ry)
)
.
Then, for g = (−λ~e2,1) we obtain27 θ∗ghνγy = hνγλ+y , hence∥∥θ∗e[ρ11 ◦ hνγ0]− θ∗g[ρ11 ◦ hνγ0]∥∥∞ ≥ ∣∣ (ρ11 ◦ hνγ0 − θ∗g[ρ11 ◦ hνγ0]) (ωr)∣∣
=
∣∣(ρ11 ◦ hνγ0 − ρ11 ◦ hνγλ~e2)(ωr)∣∣
= |1− cos(λr)|.
(24)
This expression equals 1 for r = pi/(2λ) and implies discontinuity of the action Θ as we have
explained above. ♦
4.3 Homomorphisms of Paths and Invariance
To this point, we have seen that a Lie group of automorphisms (G,Φ) on P and a set of Ck-paths
P provides us with the quantized reduced classical spaces Ared ∼= Ared. Under the condition that
P is Φ-invariant, we even obtain the quantum-reduced configuration space Ared.
In order to investigate the inclusion properties between the spaces Ared and Ared, and to
construct reasonable measures thereon, we now are going to identify the elements of A with ho-
momorphisms of paths, so-called generalized parallel transports. These are maps assigning to a
curve γ ∈ P an equivariant mapping Fγ(a) → Fγ(b) where dom[γ] = [a, b]. This identification
will be possible under the assumption that S is compact and that the set P has some additional
independence property. Under this assignment Ared then occurs as a subspace of homomorphisms
being invariant in a natural sense. The big advantage of considering A as a space of homomor-
phisms is the possibility to apply geometrical techniques like modification of (in this case invariant)
homomorphisms to be developed in Section 5. These modifications are crucial for investigations
concerning the inclusion relations between Ared and Ared (cf. Subsection 5.3). Indeed, they will
allow us to construct invariant elements that cannot be contained in Ared or, more precisely, that
27See, e.g., proof of Lemma 4.9, i.e., (156) in Lemma C.2, where γ′ = ϕg−1 ◦ γ.
38
cannot be approximated by classical (smooth) invariant connections. In addition to that, modi-
fication turns out to be a key tool for the construction of measures on Ared, cf. Remark 4.27 or
Section 6.
For the rest of this section, let (P, pi,M, S) be a principal fibre bundle with compact structure
group S, and ν = {νx}x∈M ⊆ P a family with νx ∈ Fx for all x ∈ M . Finally, recall the map
ψx(p) = ∆(νx, p) for p ∈ Fx from Convention 4.6.
4.3.1 Homomorphisms of Paths
We start our considerations with a short introduction into homomorphisms of paths, and then
highlight their relation to the space A.
Definition 4.13
1) Let γ : [a, b]→M be a curve.
• The inverse of γ is defined by γ−1 : [a, b] 3 t 7→ γ(b+ a− t).
• A decomposition of γ is a family of curves {γi}0≤i≤k−1 with γ|[τi,τi+1] = γi for 0 ≤ i ≤ k−1
and real numbers a = τ0 < . . . < τk = b.
2) A set of Ck-paths P is said to be stable under decomposition and inversion iff
• γ ∈ P implies γ−1 ∈ P,
• for each decomposition {γi}0≤i≤k−1 of γ we have γi ∈ P for all 0 ≤ i ≤ k − 1.
The space Hom(P,MorF) of homomorphisms of paths (generalized parallel transports) is defined
as follows.
Definition 4.14
• For x, x′ ∈M let Mor(x, x′) denote the set of equivariant mappings φ : Fx → Fx′ , and define
MorF :=
⊔
x,x′∈M
Mor(x, x′).
Of course, here equivariance means that φ ◦Rs = Rs ◦ φ holds for all s ∈ S.
• Define the equivalence relation28 ∼A on P by γ ∼A γ′ iff Pωγ = Pωγ′ holds for all ω ∈ A.
Observe that by definition we have that γ 6∼A γ′ if the start and end points of γ and γ′ do
not coincide.
• Let Hom(P,MorF) denote the set of all maps ε : P → MorF such that for γ ∈ P with
dom[γ] = [a, b] we have:
(a) ε(γ) ∈ Mor(γ(a), γ(b)) and ε(γ) = idFγ(a) if γ is constant,
(b) ε(γ) = ε(γk−1) ◦ . . . ◦ ε(γ0) if {γi}0≤i≤k−1 ⊆ P is a decomposition of γ,
(c) ε(γ−1) = ε(γ)−1,
(d) ε(γ) = ε(γ′) if γ ∼A γ′.
Remark 4.15
1) Obviously, ε ∈ Hom(P,MorF) mimics the algebraic properties of the map γ 7→ Pωγ for ω ∈ A.
Consequently, A can canonically be identified with a subset of Hom(P,MorF). Then, one
28γ1 and γ2 are called holonomy equivalent in this case.
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may ask whether there is a natural topology on Hom(P,MorF) for which this subset is even
dense.29 We will see that for compact S the above identification of A with a subset of
Hom(P,MorF) extends to the spectrum A in a canonical way, i.e., A can be identified with
a subset of Hom(P,MorF) as well. If the set P has the additional property of independence,
see Definition 4.16, this identification even turns out to be bijective, so that in this case
A ∼= Hom(P,MorF) holds. Hence, carrying over the topology on A to Hom(P,MorF), A
can be considered as a dense subset of Hom(P,MorF) just because ιA(A) is dense in A. A
concrete description of this topology is given in Definition 4.16.1.
2) Our definition of Hom(P,MorF) differs from the traditional one [4] in the following two
points:
Decompositions instead of concatenations:
We require ε to be compatible w.r.t. decompositions and not w.r.t. concatenations of paths.
This avoids unnecessary technicalities as, in the following sections, it will allow us to restrict
to embedded analytic curves instead of considering all the piecewise ones. For this observe
that both sets give rise to the same C∗-algebra of cylindrical functions. Hence, define the
same quantum configuration space A. In particular, we get rid of unnecessary redundancies
such as the occurrence of curves γ : [0, t]→M with30
γ|[s,t] ∼A
[
γ|[0,s]
]−1
for some s ∈ (0, t), (25)
i.e., of curves holonomy equivalent to the constant curve [0, 1] 3 t 7→ γ(0). Without going to
much into detail, we state that if P consists of embedded analytic curves and S is connected,
then (cf. Lemma 5.3.3):
γ1 ∼A γ2 for γ1, γ2 ∈ P with dom[γi] = [ai, bi] for i = 1, 2 iff γ1 ∼im γ2, i.e.,
im[γ1] = im[γ2] and γ1(a1) = γ2(a2), γ1(b1) = γ2(b2)
iff we find an analytic diffeomorphism ρ : dom[γ1] → dom[γ2] with γ1 = γ2 ◦ ρ (we write
γ1∼parγ2 in this case).
In the piecewise embedded analytic situation things are more complicated as there ∼A and
∼im cannot longer coincide. Indeed, let δ : [0, 1]→M be piecewise embedded analytic with
δ(0) = δ(1) and Pωδ 6= idFδ(0) for some ω ∈ A.31
δ δ′
We choose a curve γ : [0, 2] → M with γ|[0,1] = [γ|[1,2]]−1 = δ and obviously have γ ∼im δ,
but Pωγ = idFδ(0) 6= Pωδ . Moreover, even if we first identified piecewise embedded analytic
curves which only differ by an insertion or a rejection of a segment γ fulfilling (25), we
also would need non-commutativity of the structure group if we want to replace ∼A by
some piecewise version of ∼par. Indeed, let δ and δ′ be piecewise embedded analytic as
29This means that for each ε ∈ Hom(P,MorF) we find a net {ωα}α∈I ⊆ A with ε(γ) = limα Pωαγ for each γ ∈ P in
a reasonable sense.
30In other words, γ is holonomical equivalent to a concatenation of a curve with its inverse.
31Apply, e.g., Proposition A.1 in [21] in order to construct such a connection.
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sketched in the picture above. Then, for γ1, γ2 piecewise embedded analytic such that γ1
first runs through δ, then through δ′, and γ2 does it the other way round, we cannot even
find a continuous map ρ : dom[γ1] → dom[γ2] such that γ1 = γ2 ◦ ρ holds. Consequently,
γ1 par γ2, but we have γ1 ∼A γ2 for abelian S because then
Pωγ1 = Pωδ ◦ Pωδ′ = Pωδ′ ◦ Pωδ = Pωγ2 .
Values in MorF instead in the structure group S:
If ν = {νx}x∈M is a choice of elements νx ∈ Fx as described in the beginning of this
subsection, then Hom(P,MorF) can be identified with the set Hom(P, S) of all maps  : P →
S that fulfil the algebraic properties (b) – (d) from Definition 4.14. The corresponding
bijection
Ων : Hom(P,MorF)→ Hom(P, S)
is just given by
Ων(ε)(γ) = (ψνγ(b) ◦ ε(γ))(νγ(a)) for dom[γ] = [a, b]. (26)
Its inverse is
Ω−1ν ()(γ)(p) := νγ(b) · (γ) · ψνγ(a)(p) ∀ p ∈ Fγ(a).
This identification is especially convenient if P is trivial, i.e., if P = M × S. indeed, then
we have the canonical choice νx := (x, e) for all x ∈ M whereby ψx = pr2. So, for such a
trivial bundle we define
Ω := Ων and have Hom(P, S) = Ω(Hom(P,MorF)), (27)
Hence, Ω(ε)(γ) = pr2(ε(γ)(γ(a), e)) for γ ∈ P with dom[γ] = [a, b].
In the following, we only refer to the spaces Hom(P, S) in specific applications. This is
because the general formulas (and the proofs) are usually less technical if we work with the
spaces Hom(P,MorF).32 In addition to that, we do not need to refer to any choice {νx}x∈M
in this case. ♦
We now come to the definitions we need to identify the spaces A and Hom(P,MorF).
Definition 4.16
1) We define the topology TH on Hom(P,MorF) to be generated by the sets of the form
Up1,...,pkγ1,...,γk (ε) :=
{
ε′ ∈ Hom(P,MorF) | ε′(γi)(pi) ∈ ε(γi)(pi) · U ∀ 1 ≤ i ≤ k
}
. (28)
Here U denotes a neighbourhood of e ∈ S, ε ∈ Hom(P,MorF), k ∈ N>0 and P 3
γi : [ai, bi]→M , pi ∈ Fγi(ai) for 1 ≤ i ≤ k.
2) We define independence of a set of curves P as follows.
32The reader who might not believe is encouraged to compare the formulas (30) and (31). Moreover, he might write
down (32) (and the respective proof) in terms of the space Hom(P, S) for an arbitrary choice {νx}x∈M , and then
does the same for the projection maps pip we will introduce in Lemma and Definition 6.7.4.
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• A refinement of a finite subset {γ1, . . . , γl} ⊆ P is a finite collection {δ1, . . . , δn} ⊆ P
such that for each path γj we find a decomposition {(γj)i}1≤i≤kj such that each subcurve
(γj)i is equivalent to one of the paths δr or δ
−1
r for 1 ≤ r ≤ n.
• A family {δ1, . . . , δn} ⊆ P is said to be independent33 iff for each collection {s1, . . . , sn} ⊆
S there is ω ∈ A such that (recall (20)) hνδi(ω) = si for all 1 ≤ i ≤ n. Due to (21) this
definition does not depend on the explicit choice of ν.
• P is said to be independent iff each finite collection {γ1, . . . , γl} ⊆ P admits an indepen-
dent refinement.34
3) Let S be compact. For ω ∈ A and γ ∈ P with dom[γ] = [a, b] we let
Pωγ (p) := limα P
ωα
γ (p) ∀ p ∈ Fγ(a) (29)
for A ⊇ {ωα}α∈I → ω an approximating net, and define
κ : A → Hom(P,MorF)
ω 7→ [γ 7→ Pωγ ] . (30)
Remark 4.17
Obviously, (29) just means to define the generalized parallel transport function that corresponds
to ω as a limit of the classical parallel transports w.r.t. the elements ωα approximating ω. This
is the coordinate free description of the map κ. A more concrete formula involving a choice of
{νx}x∈M as well as a choice of a faithful matrix representation ρ of S is provided in the next
lemma adapting the standard results [4] to our framework and shows that (30), hence (29) is well
defined.
Lemma 4.18
Let S be compact and ρ a faithful matrix representation of S. Moreover, let {νx}x∈M ⊆ P be a
family of elements with νx ∈ Fx for all x ∈M .
1) The map (30) is well defined and injective. It is surjective if P is independent. Moreover,
the following formula holds for γ ∈ P with dom[γ] = [a, b] and [hνγ ]ij = ρij ◦ hνγ as in (22):
κ(ω)(γ)(p) = νγ(b) · ρ−1
((
ω
(
[hνγ ]ij
))
ij
)
· ψγ(a)(p) ∀ p ∈ Fγ(a). (31)
2) If P is independent, then TH is the unique topology making κ a homeomorphism.
Proof: 1) ρ is a homeomorphism to B := im[ρ] ⊆ GL(n,C) since S is compact and B is
Hausdorff. Then, by compactness of B we have
lim
α
(
ιA(wα)([hνγ ]ij)
)
ij
= (ω([hνγ ]ij)ij ∈ B
For this, observe that I is directed and that by the definition of the Gelfand topology on A
for each  > 0 and all 1 ≤ i, j ≤ n we find αij ∈ I with∥∥ω ([hνγ ]ij)− [hνγ ]ij(ωα)∥∥ <  ∀ α ≥ αij .
33Our notion of independence coincides with that of weakly independence introduced in [4].
34In particular, P cannot contain constant curves.
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So, using continuity of ρ−1 and that of the right multiplication in the bundle P , we obtain
κ(ω)(p) = Pωγ (p) = limα P
ωα
γ (p)
= lim
α
νγ(b) · ψγ(b)
(Pωαγ (νγ(a))) · ψγ(a)(p)
= lim
α
νγ(b) · hνγ(ωα) · ψγ(a)(p)
= lim
α
νγ(b) · ρ−1
((
ιA(ωα)
(
[hνγ ]ij
))
ij
)
· ψγ(a)(p)
= νγ(b) · ρ−1
((
ω
(
[hνγ ]ij
))
ij
)
· ψγ(a)(p),
hence (31). In particular, this shows that the limit limα Pωαγ (p) exists and is independent
of the choice of the net {ωα}α∈I . Using the same continuity arguments, we conclude that
κ(ω) ∈ Hom(P,MorF) from κ (im[ιA]) ⊆ Hom(P,MorF). Let C ⊆ P denote the dense unital
∗-subalgebra of P generated by the functions [hνγ ]ij . If κ(ω1) = κ(ω2) for ω1, ω2 ∈ Spec(P),
then ω1|C = ω2|C by (31), hence ω1 = ω2 by continuity of this maps. This shows injectivity
of κ.
Now, if P is independent and ε ∈ Hom(P,MorF), we define the corresponding preimage
ωε ∈ A as follows. Let [hνγ ]ij denote the complex conjugate of the function [hνγ ]ij and define
ωε(1) := 1 ωε([h
ν
γ ]ij) := ρij ◦ ψνγ(b) ◦ ε(γ)(νγ(a)) ωε([hνγ ]∗ij) := ωε([hνγ ]ji).
For f ∈ C choose a representation as a sum of products of the form
F =
∑
l
λl · hl,1 · . . . · hl,n(l)
where λl ∈ C and each hlk equals 1, a generator [hνγ ]ij or the complex conjugate [hνγ ]∗ij of a
generator. We assign to f the value
ωε(F ) :=
∑
l
λl · ωε(hl,1) · . . . · ωε(hl,n(l)).
Obviously, ωε is a
∗-homomorphism if it is well defined and, it extends (by linearity) to
an element of Spec(P) if it is continuous. For well-definedness assume that F1,F2 are two
representations of f , and denote by [γ1], . . . , [γm] the equivalence (holonomy equivalence)
classes of the paths that occur in both expressions. Let {δ1, . . . , δn} ⊆ P be a refinement of
{γ1, . . . , γm} and ω ∈ A with35 hνδr(ω) = ψνδr(1)ε(δr)(νδr(0)) for 1 ≤ r ≤ m. Then it follows
from the algebraic properties of parallel transports and ε that
ωε(F1) = F1(ω) = f(ω) = F2(ω) = ωε(F2).
This shows well-definedness, and continuity now follows from |ωε(f)| = |f(ω)| ≤ ‖f‖∞. By
construction we have κ(ωε) = ε, which shows surjectivity of κ.
2) The space Hom(P,MorF) equipped with TH is obviously Hausdorff. So, since A is compact
and κ is bijective, we only have to show that κ is continuous. For this, let A ⊇ {ωα}α∈I →
35For simplicity, assume that dom[δr] = [0, 1] for 1 ≤ r ≤ n.
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ω ∈ A be a converging net, P 3 γ : [a, b] → M , p ∈ Fγ(a) and U ⊆ S a neighbourhood of
e ∈ S. Then, by (31) we have
Fγ(b) 3 κ(ωα)(γ)(p) (31)= νγ(b) · ρ−1
((
ωα
(
[hνγ ]ij
))
ij
)
· ψγ(a)(p)
→ νγ(b) · ρ−1
((
ω
(
[hνγ ]ij
))
ij
)
· ψγ(a)(p) = κ(ω)(γ)(p) ∈ Fγ(b),
so that {κ(ωα)(γ)(p)}α∈I converges in Fγ(b) to κ(ω)(γ)(p) ∈ Fγ(b). Consequently, we find
α0 ∈ I such that
κ(ωα)(γ)(p) ∈ κ(ω)(γ)(p) · U ∀ α ≥ α0,
hence κ(ωα) ∈ Upγ (κ(ω)) for all α ≥ α0. Since Up1,...,pkγ1,...,γk (ε) = Up1γ1 (ε) ∩ · · · ∩ Upkγk (ε) and I is
directed, the claim follows. 
4.3.2 Invariant Homomorphisms
We now use the identification of A with Hom(P,MorF) in order to obtain a more concrete de-
scription of the space Ared.
Definition 4.19 (Invariant Homomorphisms)
Let P be Φ-invariant and independent. We define the space of Φ-invariant homomorphisms by
Homred(P,MorF) := κ
(Ared) and equip it with the subspace topology w.r.t. Hom(P,MorF).36
Lemma 4.20
Let P be Φ-invariant and independent and ε ∈ Hom(P,MorF). Then ε ∈ Homred(P,MorF) iff
ε(ϕg ◦ γ)(Φg(p)) = Φg(ε(γ)(p)) ∀ g ∈ G,∀ γ ∈ P,∀ p ∈ Fγ(a), (32)
where dom[γ] = [a, b].
Proof: Observe that ε ∈ Homred(P,MorF) iff κ(Θg(κ−1(ε))) = ε for all g ∈ G, i.e., iff
κ(Θg(κ
−1(ε)))(γ)(p) = ε(γ)(p) ∀ γ ∈ P, ∀ g ∈ G.
So, let {ωα}α∈I ⊆ A be a net with {ιA(ωα)}α∈I → κ−1(ε). Then from
a) continuity of Θg by Corollary 4.10,
b) Θg ◦ ιA = ιA ◦ θg by Corollary 4.10,
c) Pθ(g,ω)γ (p) = Φg
(
Pωg−1γ(Φg−1(p))
)
for g−1γ := ϕg−1 ◦ γ,37
d) continuity of Φ and
e) the definition of κ
36Since κ is a homeomorphisms, this is just the topology carried over from Ared by κ, cf. Remark 4.11.
37See, e.g., (155) in the proof of Lemma 4.9.
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we obtain that
κ
(
(Θg ◦ κ−1)(ε)
)
(γ)(p)
a)
= κ
(
lim
α
(
Θg ◦ ιA
)
(ωα)
)
(γ)(p)
b)
= κ
(
lim
α
(ιA ◦ θg)(ωα)
)
(γ)(p)
e)
= lim
α
Pθg(ωα)γ (p)
c)
= lim
α
Φg
(
Pωα
g−1γ
(
Φg−1(p)
)) d)
= Φg
(
lim
α
Pωα
g−1γ
(
Φg−1(p)
))
e)
= Φg
(
ε
(
g−1γ
) (
Φg−1(p)
))
(33)
Replacing g by g−1, we see that ε ∈ Homred(P,MorF) iff for all g ∈ G, γ ∈ P and all p ∈ Fγ(a) we
have Φg(ε(γ)(p)) = ε(ϕg ◦ γ)(Φg(p)). 
In the following let P be Φ-invariant and independent.
Remark 4.21 (Invariance up to Gauge Transformations)
1) Instead of Ared ∼= Homred(P,MorF), one also can consider the space Homred,G(P,MorF) of
generalized connections that are invariant up to gauge transformations. This is the set of
elements ε ∈ Hom(P,MorF) which fulfil that for each g ∈ G there is a generalized gauge
transformation38 σ : P → P with Θg(ε) = σ∗(ε), i.e.,
Θg(ε)(γ)(p) = (σ ◦ ε(γ))(σ−1(p)) ∀ γ ∈ P,∀ p ∈ Fγ(a)
with dom[γ] = [a, b]. Obviously, Ared ∼= Homred(P,MorF) ⊆ Homred,G(P,MorF), and usually
Homred,G(P,MorF) would be seen as the more physical space. However, in this thesis we
want to concentrate on the spacesAred andAred just because we rather expect technical than
conceptual difficulties when carrying over the current developments to the “up to gauge”
case.
2) In Remark 4.15.2 we have seen that each family ν = {νx}x∈M ⊆ P of elements with νx ∈ Fx
for all x ∈M allows to identify the spaces Hom(P,MorF) and Hom(P, S) via the bijection
Ων : Hom(P,MorF)→ Hom(P, S)
defined by (26). Then, composing Ων with the bijection κ : A → Hom(P,MorF) from
Definition 4.16.3, we obtain from (26) and (31) that
(Ων ◦ κ)(ω)(γ) = ρ−1
((
ω([hνγ ]ij)
)
ij
)
(34)
for ρ is a faithful matrix representation of S.
3) For P a trivial principal fibre bundle we extend (27) to
Ω := Ων Hom(P, S) = Ω(Hom(P,MorF)) Homred(P, S) := Ω(Homred(P,MorF))
for ν the canonical choice νx = (x, e) for all x ∈M . Recall that then (see Remark 4.15.2)
Ω(ε)(γ) = pr2(ε(γ)(γ(a), e)) for γ ∈ P with dom[γ] = [a, b] holds. (35)
The spaces Homred(P, S) will only occur in concrete examples in the following. ♦
38This just means that pi ◦ σ = pi and σ(p · s) = σ(p) · s for all ∈ S.
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Fixing ν, one can always try to evaluate the invariance condition (32) in terms of the spaces
Hom(P, S). However, if Φ is too complicated, even an appropriate choice of ν will give rise
to cumbersome conditions. This is one of the reasons why we prefer to deal with the space
Hom(P,MorF) instead of Hom(P, S) in this work. Nevertheless, the next example shows that in
our LQC prime examples (Example 3.3) the action Φ is simple enough to give rise to very natural
invariance conditions in terms of the space Hom(P,SU(2)). Basically, this is the case because for
each of the groups GE , GSP , GH we have that pr2(g · (x,1)) does not depend on the base point
x, i.e., the effect of a group element on the fibres is constant in a certain sense.
Example 4.22 (Loop Quantum Cosmology)
Let P = R3×SU(2), and G := GE , Φ := ΦE be defined as in Example 3.3. Moreover, assume that
P is independent, ΦE-invariant and closed under decomposition and inversion of its elements.
• We have g−1 = (−σ−1(v), σ−1) for g = (v, σ) ∈ GE . Moreover, if γ ∈ P with dom[γ] = [a, b]
and ε ∈ Homred(P,MorF), then (32) and (35) give
Ω(ε)(ϕg ◦ γ) (35)= pr2(ε(ϕg ◦ γ)((ϕg(γ(a)),1)))
(32)
= (pr2 ◦ Φg)
(
ε(γ)(Φg−1((ϕg(γ(a)),1)))
)
.
The left hand side equals Ω(ε)(v + σ(γ)) and for the right hand side we obtain
(pr2 ◦ Φg)
(
ε(γ)(Φg−1((ϕg(γ(a)),1)))
)
= (pr2 ◦ Φg)
(
ε(γ)
((
γ(a), σ−1
))
= σ · pr2
(
ε(γ)
((
γ(a), σ−1
))
= σ · pr2
(
ε(γ)
((
γ(a),1
)) · σ−1
= ασ(Ω(ε)(γ)).
It follows that  ∈ Homred(P,SU(2)) iff
(v + σ(γ)) = (ασ ◦ )(γ) ∀ (v, σ) ∈ GE , ∀ γ ∈ P (36)
holds. In particular, this means that the value of  is independent of the starting point of the
path γ. In the same way, we see that for the spherically symmetric and (semi-)homogeneous
cases we have
GSP : (σ(γ)) = ασ ◦ (γ) ∀ σ ∈ SU(2), ∀ γ ∈ P,
GH : (v + γ) = (γ) ∀ v ∈ R3, ∀ γ ∈ P
GSH : (L(v) + γ) = (γ) ∀ v ∈ R2 ⊆ R3, ∀ γ ∈ P
(37)
for GSP , GH and GSH (semi-homogeneous) defined as in Example 3.3, and L : R
2 → R3 an
injective linear map.
• It already follows from (36) that for GE we have (x+γ~v,l) ∈ H~v for all  ∈ Homred(P,SU(2))
and the straight lines x+ γ~v,l ∈ P∼l defined as in Convention 3.1.3.
In fact, obviously σ(γ~v,l) = γ~v,l holds for each σ ∈ H~v just because σ rotates around the
velocity vector ~v of the linear curve γ~v,l. Then, (36) shows
(x+ γ~v,l) = (x+ σ(γ~v,l))
(36)
= ασ ◦ (γ~v,l) (36)= ασ ◦ (x+ γ~v,l) ∀ σ ∈ H~v,
so that, choosing σ 6= ±1, Lemma 3.2.1 implies that (x + γ~v,l) ∈ H~v. Obviously, then for
GSP the same statement holds if x ∈ spanR(~v). ♦
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The next remark collects some straightforward consequences of the case where P naturally de-
composes into independent, Φ-invariant subsets being closed under decomposition and inversion
of their elements. For this, we will need
Convention 4.23
If the set of curves Pα carries the index α, then (in reference to Convention 4.6) we denote the
respective quantum spaces by
Ared α Ared,α Ared,α Aα.
Moreover, we denote the corresponding bijection from Definition 4.16.3 by
κα : Aα → Hom(Pα,MorF) and define Homred(Pα,MorF) := κα
(Ared,α).
Remark 4.24 (Restricting Homomorphisms)
Let Pα ⊆ P0 both be independent, Φ-invariant and closed under decomposition and inversion.
Then we have the following commutative diagram:
Spec
(
P0|Ared
)
= Ared 0
i∗Ared
∼=
//
υα0

Ared,0
⊆ // Ared,0
r′0α

⊆ // A0
r′0α

κ0
∼=
// Hom(P0,MorF)
r0α

Spec
(
Pα|Ared
)
= Ared α
i∗Ared
∼=
// Ared,α
⊆ // Ared,α ⊆ // Aα κα∼= // Hom(Pα,MorF),
where we have omitted the indices 0 and α at the maps i∗Ared . We have used the following maps:
υα0 : Pα|Ared ↪→ P0|Ared – The canonical inclusion.
υα0 : Ared 0 → Ared α – The corresponding map from Lemma 3.5.1.
r0α : ε 7→ ε|Pα – The restriction of the elements of Hom(P0,MorF) to Pα.
Moreover, r′0α := κ−1α ◦ r0α ◦ κ0 is r′0α is continuous because κ0 is a homeomorphism by Lemma
4.18.2, and since r0α is continuous just by the definition of the topologies on Hom(P0,MorF) and
Hom(Pα,MorF). Commutativity of the above diagram now follows from the definitions of κ0 and
κα, (23), as well as the fact that υα0 just assigns to ψ ∈ Ared 0 the restriction ψ|Pα|Ared . Indeed,
the last two points give
ιA ◦ iAred ?= i∗Ared ◦ ιAred and ιαAred
??
= υα0 ◦ ι0Ared ,
respectively, and then commutativity is easily checked on the dense subset ιAred(Ared) ⊆ Ared 0.
For this, let Pα 3 γ : [a, b]→M and p ∈ Fγ(a). Then, for ω ∈ Ared we have(
r0α ◦ κ0 ◦ i∗Ared
)(
ι0Ared(ω)
)
(γ)(p)
(23)
= κ0
((
ι0A ◦ iAred
)
(ω)
)
(γ)(p)
(30)
= P iAred (ω)γ (p) (30)= κα
((
ιαA ◦ iAred
)
(ω)
)
(γ)(p)
?
= κα
((
i∗Ared ◦ ιαAred
)
(ω)
)
(γ)(p)
??
= κα
((
i∗Ared ◦ υα0 ◦ ι0Ared
)
(ω)
)
(γ)(p)
=
(
κα ◦ i∗Ared ◦ υα0
)(
ι0Ared(ω)
)
(γ)(p).
Here, the superscripts 0 and α hint to the fact that ι0A and ι
α
A map into different spectra. ♦
Remark 4.24 provides us with the following
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Proposition 4.25
Assume that we have P0 =
⊔
α∈I Pα for non-empty sets Pα which are independent, Φ-invariant
and closed under decomposition and inversion. Then, Homred(P0,MorF) ∼=
∏
α∈I Homred(Pα,MorF)
via the map
Ξ0I : Homred(P0,MorF)→
∏
α∈I
Homred(Pα,MorF),
ω 7→
∏
α
r0α(ω).
In particular, if each Homred(Pα,MorF) carries a normalized Radon measures µα, then we obtain
a normalized Radon measure µ on Homred(P0,MorF) just by
µ :=
(
Ξ0I
)−1(∏
α∈I µα
)
for
∏
α∈I µα the Radon product measure on
∏
α∈I Homred(Pα,MorF) from Lemma and Definition
2.5.3.
Proof: The map Ξ0I is obviously continuous and injective. Moreover, it is surjective because if
εα ∈ Homred(Pα,MorF) for all α ∈ I, then ε(γ) := εα(γ) for γ ∈ Pα is a well-defined element of
Homred(P0,MorF), just by the properties of the sets Pα. 
We close this section with some investigations concerning the measure theoretical aspects of the
reduced spaces Ared and Ared. The final remark then contains an outlook of the next sections.
Assume that M is analytic, ϕ is an analytic action, S is compact and connected and Pω the
set of embedded analytic curves in M . Moreover, assume that P ⊆ Pω is Φ-invariant39 and closed
under decomposition and inversion of its elements. As we will see in Lemma 5.3.6, then P is
independent. We recall the Ashtekar-Lewandowski measure40 [5] µAL on A being characterized
by the following property:
Let α = (γ1, . . . , γk) for γ1, . . . , γk ∈ Pω be a finite subset such that41 γi ◦ γj holds for all
1 ≤ i 6= j ≤ k, and where dom[γi] = [ai, bi] for i = 1, . . . , k. Then, the push forward of µAL by
the map
piα : A → Sk
ω 7→ (ψγ1(b1)(κ(ω)(γ1)(νγ1(a1))), . . . , ψγk(bk)(κ(ω)(γk)(νγk(ak)))) (38)
equals the Haar measure on S|α|.
A closer look at the invariance property (32) gives
Lemma 4.26
If dim[S] ≥ 1 and γ ◦ ϕg◦γ holds for some γ ∈ Pω and g ∈ G, then the Borel sets Ared,Ared ⊆ A
are of measure zero w.r.t. µAL.
39Since ϕ is analytic, one can always choose P = Pω.
40This will be a special case of the construction in Subsection 6.1, see Definition 6.5.
41We write γ∼◦γ′ iff there are open intervals I ⊆ dom[γ] and I ′ ⊆ dom[γ′] such that γ(I) = γ′(I ′) holds, see
Definition 5.4.1.
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Proof: The subsets Ared,Ared are Borel sets as they are compact by Corollary 4.10. Since by
the same Corollary we have Ared ⊆ Ared, it suffices to show that µAL(Ared) = 0. Now,
µAL
(Ared) ≤ µAL(pi−1α (piα(Ared))) = µα(piα(Ared)) ∀ α ∈ I,
and for α := (γ, ϕg ◦ γ) we find d, b ∈ S such that B := piα
(Ared) = {(s, c · s · d) | s ∈ S} holds.
In fact, for ω ∈ Ared and ε := κ(ω) we have
piϕg◦γ(ω) = ψϕg(γ(b))
(
ε(ϕg ◦ γ)(νϕg(γ(a)))
) (32)
= ψϕg(γ(b))
(
Φg ◦ ε(γ)
(
Φg−1(νϕg(γ(a)))
))
= ψϕg(γ(b))(Φg(νγ(b)))︸ ︷︷ ︸
c
· ψνγ(b)(ε(γ)(νγ(a))) · ψγ(a)
(
Φg−1(νϕg(γ(a)))
)︸ ︷︷ ︸
d
, (39)
which equals c · piγ(ω) · d.
Now, since dim[S] ≥ 1, we find {sn}n∈N ⊆ S with sn 6= sm for n 6= m, hence
B · (e, sn) ∩B · (e, sm) = ∅ for n 6= m.
Then, if µα(B) > 0, σ-additivity and translation invariance of µα would imply that
µα(S × S) ≥
∑
n∈N
µα(B · (e, sn)) =
∑
n∈N
µα(B) =∞
holds. This, however, contradicts that µα is normalized. 
We conclude this section with the following remark, providing an outlook of the next sections.
Remark 4.27
1) If ϕ is analytic and pointwise proper, then Ared,Ared ⊆ A are of measure zero w.r.t. µAL
whenever dim[S] ≥ 1 and Gx 6= {e} for some x ∈M .
In fact, we will see in Lemma 5.6.2 that for such an action ϕ and ~g ∈ g\gx for x ∈ M
we always find l > 0 such that the restriction of the curve δ : t 7→ ϕx(exp(t · ~g)) to [0, l] is
embedded analytic. Then, for g := exp(l/3 ·~g) and γ := δ|[0,l/3] the requirement γ ◦ ϕg ◦ γ
of Corollary 4.26 is obviously fulfilled.
2) Corollary 4.26 already shows that the invariance properties of the elements of Ared give non-
trivial restrictions to the images of the projection maps piα. In particular, this is the case
if the curves forming the index α = (γ1, . . . , γk) are related in the sense that ϕg ◦ γi ∼A γj
holds for some g ∈ G and some 1 ≤ i 6= j ≤ k.
Now, non-trivial restrictions can also occur if we have α = γ for a single curve γ ∈ P, namely
if γ is invariant under some symmetry group element g ∈ G\{e}, i.e., φg ◦ γ = γ. Indeed,
then by (39) we have piγ(ω) = piϕg◦γ(ω) = c · piγ(ω) · d, and for S compact and connected
and the case that c = d−1 6= ±1, such a relation can already restrict im[piγ ] to a maximal
torus as Lemma 3.2 shows.42 So, when constructing measures on the spaces Ared and Ared
by means of such projection maps, one has to take these invariance properties into account.
3) As we will see in Subsection 5.3, the inclusion Ared ⊆ Ared is usually proper. Consequently,
there are further highly non-trivial restrictions to the image of piα when restricting to Ared.
For this reason, it seems to be very hard to provide a general notion of a reduced measure
on these spaces. Anyhow, for the case of homogeneous isotropic LQC, in Section 7, we will
discuss the measure theoretical aspects of the space Ared in detail.
42See also the second point in Example 4.22
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4) For the space Ared we will investigate (next two sections) the case where P = Pω holds
and where ϕ is analytic and pointwise proper. This will allow us to follow the lines of
Proposition 4.25, as, in this case, Pω splits up into free and continuously generated curves.
We denote the respective sets by PF and PC. The set PF consists of all γ ∈ Pω which
contain a subcurve δ (free segment) such that
ϕg ◦ δ ∼◦ δ for g ∈ G =⇒ ϕg ◦ δ = δ,
and then PC is just its complement in Pω. We will see in Proposition 5.23.1 that each γ ∈ PF
is discretely generated by the symmetry group, i.e., is build up finitely many translates of
initial and final segments43 of one of its maximal free segments δ. Now,
• If ϕ is transitive or proper and admits only stabilizers which are normal subgroups, then
PC equals the set P∼g of Lie algebra generated curves, i.e., of embedded analytic curves
equivalent to a curve of the form [0, l] 3 t 7→ ϕ(exp(t · ~g), x) for some x ∈ M , ~g ∈ g\gx
and l > 0. Then, in special situations (such as if ϕ acts free), we will be able to construct
a normalized Radon measure on Homred
(P∼g ,MorF) for the case that S = SU(2). This
will be done in Subsection 6.2.
• Let PFN ⊆ PF denote the subset of non-symmetric curves, i.e., of curves for which
ϕg ◦γ 6= γ holds for all g ∈ G\{e}.44 We will see in Subsection 6.1 that Hom(PFN,MorF)
carries a natural normalized Radon measure whenever the structure group of the bundle
is compact and connected. This measure even specializes to the Ashtekar-Lewandowski
measure on Hom(Pω,MorF) if G = {e}. This is because, according to our definitions (see
Definition 5.20.2), then PFN = Pω holds.
• If ϕ is proper and free, then PC = P∼g and PF = PFN holds. Here, both sets are
independent, Φ-invariant and closed under decomposition and inversion of their elements.
So, for S = SU(2) we will obtain a normalized Radon measure on
Homred(P,MorF) ∼= Homred
(P∼g ,MorF)× Homred(PFN,MorF)
just by taking the Radon product of the measures from the first two points, cf. Proposition
4.25.
5) The set P∼g will be of particular interest because:
• Lie algebra generated curves turn out to be very useful for investigations concerning the
inclusion relations between the spaces Ared and Ared, as they often allow to decide the
inclusion problem on the level of the Lie algebras of the symmetry and the structure
group, see Subsection 5.3.
• Whenever ϕ acts transitively, the cylindrical functions that correspond to P∼g separate
the points in A, so that ι : A → Ag is injective. This is clear from surjectivity of
deϕx : g → TxM and Lemma 4.7. So, in this case not only Ag ∼= Hom(P∼g ,MorF) but
also Ared,g ∼= Homred
(P∼g ,MorF) is a physically meaningful candidate for a (reduced)
quantum configuration space. Indeed, there are approaches to LQG which only use
linear curves to define A [18]. Moreover, originally only linear curves were used to define
43Here, translates of initial and final segments of δ can only occur as initial and final segments of γ.
44In other words, the stabilizer of γ (a well-behaving and important quantity in the situation where ϕ is analytic
and pointwise proper) is trivial.
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the quantum configuration space of LQC and also in the reduction paper [11] only Lie
algebra generated curves were taken into account.45
4.4 Summary
1) In the first part of this section we have seen that it is always possible to extend a left action
θ : G×X → X
of a group G on a set X uniquely to a left action
Θ: G×X → X
on the spectrum X of a C∗-algebra A ⊆ B(X). The action Θ is always continuous in X,
and continuous if G 3 g 7→ θ∗gf ∈ A is continuous for all f ∈ A. For A unital, here even the
iff statement holds.
Continuity of Θg and the extension property
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Θg ◦ ιX |XA = ιX ◦ θg|XA ∀ g ∈ G
always imply that Xred ⊆ Xred holds. Here, Xred denotes the closure in X of
Xred ∩XA = {x ∈ XA | θ(g, x) = x ∀ g ∈ G}
and Xred = {x ∈ X |Θ(g, x) = x ∀ g ∈ G} is the closed subset of Θ-invariant elements.
2) In the second part, we have applied the first one to the quantum gauge field situation where
X equals the set A of smooth connections on a principal fibre bundle (P, pi,M, S), and θ
comes from a Lie group (G,Φ) of automorphisms of P , i.e.,
θ(g, ω) = Φ∗g−1ω ∀ g ∈ G.
In this situation A is the C∗-algebra P of cylindrical functions that corresponds to any
set P of Ck-paths in M which is invariant under pullbacks by the translations ϕg (P is
Φ-invariant). Here, ϕ denotes the action induced by Φ on M . In particular, we have seen
that the set Ared of quantized invariant (classical) connections is always contained in the
compact set Ared of invariant generalized (quantum) connections.
3) In the last part of this section, we have identified the quantum spaces A with spaces
Hom(P,MorF) of homomorphisms of paths. We have seen that this is always possible if
the set P is independent.47 Under the further assumption that P is Φ-invariant, this has al-
lowed us to identify Ared with the subspace Homred(P,MorF) ⊆ Hom(P,MorF) of invariant
homomorphisms.
Moreover, using invariance, we have shown that in the analytic (LQG) situation, i.e., M
and ϕ are analytic, ϕ is pointwise proper and P = Pω, the sets Ared and Ared are of
45In this rather heuristic paper the author restricts to the transitive situation with Gx = {e}, and quantizes
(unspecified) sets containing Ared by using parallel transport functions along Lie algebra generated curves.
46Recall that XA just denotes the set of elements x ∈ X for which A→ C, f 7→ f(x) is not the zero functional.
47This is the case, e.g., if M is analytic, S is compact and connected, and P is the set Pω of embedded analytic
curves in M , cf. Lemma 5.3.6.
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measure zero w.r.t. the Ashtekar-Lewandowski measure µAL (standard measure in LQG)
on A provided that dim[S] ≥ 1, Gx 6= {e} holds for some x ∈ M , and S is compact
and connected. Moreover, we have illustrated that defining a normalized Radon measures
on Ared ∼= Homred(Pω,MorF) can be done by decomposing Pω into elements continuously,
and into elements discretely generated (see Remark 4.27.4) by the symmetry group. This
decomposition will be discussed in much more detail in the next section.
5 Modification of Invariant Homomorphisms
Let (P, pi,M, S) be a principal fibre bundle and (G,Φ) a Lie group of automorphisms thereon. In
the previous section, we have introduced the space Ared of invariant generalized connections that
corresponds to a Φ-invariant set P of Ck-curves in M . For the case that P is in addition indepen-
dent and S is compact, we have identified Ared with the subset Homred(P,MorF) ⊆ Hom(P,MorF)
of homomorphisms having additional invariance properties . We now switch to the analytic sit-
uation, i.e., we consider embedded analytic curves and actions Φ for which the induced action ϕ
on M is analytic and pointwise proper. We will prove certain modification results for invariant
homomorphisms which are crucial for both our investigations of the inclusion relations between
Ared and Ared, and the construction of normalized Radon measures on Ared in Section 6. In
analogy to Lemma and Convention 3.9.2, modification here just means to change the value of a
given invariant homomorphism on some distinguished set of curves in a specific way.
In the following, Pω will always denote the set of embedded analytic curves in M , and S is
assumed to be compact and connected. Recall that compactness of S guarantees well-definedness
of the map κ : A → Hom(P,MorF), ω 7→
[
γ 7→ Pωγ
]
. Connectedness is crucial because:
• As we will see in Lemma 5.3.6, a subset P ⊆ Pω closed under decomposition and inversion of
it elements is independent if S is connected. Recall that this ensures that κ is bijective, i.e.,
a homeomorphism w.r.t. the topology TH from Definition 4.16.1.
• If dim[S] ≥ 1, the equivalence relation ∼A equals the (elsewise coarser) equivalence relation
∼par that will occur in the fundamental statements of this section. Here, γ1 ∼par γ2 just
means that both curves coincide up to parametrization, i.e.,
γ1∼parγ2 ⇐⇒ γ1 = γ2 ◦ ρ|dom[γ1] for ρ : I → R analytic diffeomorpism with ρ˙ > 0.
In Subsection 5.1, we will collect the relevant facts and definitions concerning analytic and Lie
algebra generated curves. In Subsection 5.2, we modify invariant homomorphisms along such Lie
algebra generated curves, and in Subsection 5.3 we will apply this in order to obtain some general
conditions which allow to decide whether the inclusion Ared ⊆ Ared is proper. Basically, this
will be done by constructing elements of Ared that cannot be approximated by classical (smooth)
invariant connections. In particular, we conclude that quantization and reduction do not commute
in (semi-)homogeneous loop quantum cosmology. For homogeneous isotropic LQC, this will be
shown in Section 7. Finally, in the last part of this section, we will prove an analogue of the
modification result from Subsection 5.2, now for free curves, cf. Remark 4.27.4. We first show
that each analytic embedded curve which contains a free segment is discretely generated by the
symmetry group. Then, we use this in order to modify homomorphism along such free segments.
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5.1 Analytic and Lie Algebra Generated Curves
This subsection basically collects the properties of analytic and Lie algebra generated curves that
will be relevant for our later considerations. We will start with some elementary facts on analytic
curves. Then, we highlight the most important properties of the Lie algebra generated ones, in
particular, for the case that the induced action ϕ is analytic and pointwise proper.
5.1.1 Basic Properties of Analytic Curves
We start with a lemma collecting some standard properties of (embedded) analytic curves. For
this, we will need
Definition 5.1
Let γ1, γ2 ∈ Pω with dom[γi] = [ai, bi] for i = 1, 2. We define the equivalence relations ∼par and
∼im on Pω by
γ1 ∼parγ2 ⇐⇒ γ1 = γ2 ◦ ρ|dom[γ1] for ρ : I → R analytic diffeomorpism with ρ˙ > 0.
γ1 ∼im γ2 ⇐⇒ im[γ1] = im[γ2] and γ1(a1) = γ2(a2) as well as γ1(b1) = γ2(b2).
Recall that this means that I ⊆ R is open and that dom[γ1] ⊆ I holds.
Convention 5.2
• In the sequel, by an accumulation point of a topological space X we will understand an
element x ∈ X for which we find a net {xα}α∈I ⊆ X\{x} with limα xα = x.
• According to the notations subsection, domains of curves are always assumed to be intervals
(non-empty interior).
• An analytic (immersive) curve γ is called extendible iff we find an analytic (immersive) curve
δ with open domain, such that γ = δ|dom[γ] holds and dom[γ] ⊆ dom[δ] is properly contained.
It is called maximal (or inextendible) iff no extension exists. The same conventions hold
for analytic diffeomorphisms ρ : I → R. (Observe that the domain of a maximal analytic
(immersive) curve is necessarily open.)
Lemma 5.3
1) Let γi : (ai, bi) → M be an analytic embedding for i = 1, 2 and x an accumulation point of
im[γ1] ∩ im[γ2] (w.r.t. the subspace topology inherited from M). Then γ1(I1) = γ2(I2) for
open intervals Ii ⊆ (ai, bi) with x ∈ γi(Ii) for i = 1, 2.
2) Each (immersive) analytic curve has a maximal extension.
3) We have
γ1 ∼im γ2 ⇐⇒ γ1 ∼par γ2 =⇒ γ1 ∼A γ2.
If dim[S] ≥ 1, then
γ1 ∼im γ2 ⇐⇒ γ1 ∼par γ2 ⇐⇒ γ1 ∼A γ2.
4) Let δ : [0, k]→M and δ′ : [0, k′]→M be analytic embeddings.
(a) If δ and δ′ share an initial segment, i.e.,
δ|[0,s] ∼im δ′|[0,s′] for s ∈ (0, k], s′ ∈ (0, k′], δ
δ′
then either
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• δ ∼par δ′|[0,t′] for t′ ∈ (0, k′] or δ δ
′
• δ|[0,t] ∼par δ′ for t ∈ (0, k). δ
′ δ
(b) If δ and δ′−1 share an initial segment, i.e.,
δ|[0,s] ∼im
[
δ′|[s′,k′]
]−1
for s ∈ (s, k], s′ ∈ [0, k′), δ
δ′
then either
• δ ∼par
[
δ′|[t′,k′]
]−1
for t′ ∈ [0, k′) or δ δ′
• δ|[0,t] ∼par δ′−1 for t ∈ (0, k). δ
′ δ
5) Let γi : [0, ki] → M be an analytic embedding for i = 1, 2. Then, for i = 1, 2 the set
γ−1i (im[γ1] ∩ im[γ2]) is the disjoint union of finitely many isolated points and 0 ≤ m ≤ 2
disjoint compact intervals {Lpi }1≤p≤m with γ1|Lp1 ∼im
[
γ2|Lp2
]±1
for 1 ≤ p ≤ m.
If m = 1, then either
• Lmi = [0, ki] for some i ∈ {1, 2} or
γi γj
• Lmi is of the form [li, ki] or [0, li] with 0 < li < ki for i = 1, 2.
γj γi
If m = 2, then for i = 1, 2 we have
Lpi = [0, l
p
i ] and L
q
i = [l
q
i , ki] for some l
p
i 6= lqi , 1 ≤ p 6= q ≤ 2.
γj
γi
6) If S is connected and P ⊆ Pω is closed under decomposition and inversion of its elements,
then P is independent.
Proof: 1) Let x = γi(τi) with τi ∈ (ai, bi) for i = 1, 2. Moreover, let (U, φ) be an analytic
submanifold chart of im[γ1] which is centered at x and maps im[γ1] ∩ U into the x-axis.
Choose  > 0 such that γ2(B(τ2)) ⊆ U and consider the analytic functions fk := φk◦γ2|B(τ2)
for k = 2, 3. Then τ2 is an accumulation point of zeroes of fk, so that fk = 0 by analyticity
of fk. This shows φ(γ2(B(τ2)) ⊆ φ(U ∩ im[γ1]), hence γ2(B(τ2)) ⊆ im[γ1]. The claim then
holds for I2 := B(τ2) and I1 := γ
−1
1 (γ2(I2)).
2) Let γ : D → M be an analytic curve, denote by E the set of all extensions of γ with open
domain and define its maximal extension
γ0 : I :=
⋃
δ∈E dom[δ]→M
by γ0(x) := δ(x) for δ ∈ E with x ∈ dom[δ]. Then, γ0 is well defined because for δ′ ∈ E
with x ∈ dom[δ′] we necessarily have δ′(x) = δ(x). In fact, since δ and δ′ coincide on D, by
analyticity they coincide on dom[δ] ∩ dom[δ′] 3 x. If γ is in addition immersive, we restrict
γ0 to the maximal (necessarily open) interval containing D on which γ0 is an immersion.
3) The implication ∼par⇒∼im is obvious and ∼par⇒∼A is clear because parallel transports
are invariant under reparametrization by orientation preserving diffeomorphisms.
Now, assume that γ1 ∼im γ2 and let γ′i : (a′i, b′i) → R3 be an analytic embedding with
[ai, bi] ⊆ (a′i, b′i) and γ′i|[ai,bi] = γi for i = 1, 2. Then γi(ai) and γi(bi) are accumulation
points of im[γ′1] ∩ im[γ′2], so that by Part 1) we can arrange that N := im[γ′1] = im[γ′2] just
by shrinking the intervals (a′i, b
′
i) in a suitable way. Now, N is a real analytic submanifold
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in the topological sense and the maps γ′i are diffeomorphisms w.r.t. its analytic structure.
Consequently, ρ := γ′−12 ◦ γ′1 is the desired diffeomorphism.
Now, let S be connected and ν = {νx}x∈M a choice of elements with νx ∈ Fx for all x ∈M .
If γ1 ∼A γ2, then γ1(a1) = γ2(a2) and γ1(b1) = γ2(b2) by definition, and we have to show
that im[γ1] = im[γ2]. Now, if this is not true, then we find τ1 ∈ (a1, b1) or τ2 ∈ (a2, b2) such
that γ1(τ1) /∈ im[γ2] or γ2(τ2) /∈ im[γ1], respectively. If γ1(τ1) /∈ im[γ2], by compactness of
im[γ2] we find a neighbourhood U of γ1(τ1) in M with U ∩ im[γ2] = ∅. Let ω ∈ A be fixed
and s := hνγ2(ω). If we choose s
′ 6= s, then by Proposition A.1 in [21] we find ω′ ∈ A such
that ω′ equals ω outside U and hνγ1(ω
′) = s′. But, hνγ2(ω) = h
ν
γ2(ω
′) since im[γ2] ⊆M\U , so
that
hνγ2(ω
′) = hνγ2(ω) = s 6= s′ = hνγ1(ω′)
contradicts that γ1 ∼A γ2.
4) It suffices to show (a) because (b) follows from (a) if we replace δ′ by δ′−1. Let
t := sup
{
s ∈ [0, k] ∣∣ ∃ s′ ∈ [0, k′] : δ|[0,s] ∼im δ′|[0,s′]}.
By assumption we have t > 0, so that δ|[0,t] ∼im δ′|[0,t′] for some t′ ∈ (0, k′] by continuity,
hence δ|[0,t] ∼par δ′|[0,t′] by Part 3).
• If t = k, then δ ∼par δ′|[0,t′] and we have done (the same for t′ = k′).
• If t < k and t′ < k′, then δ(t) = δ′(t′) is an accumulation point of
δ((0, t+ )) ∩ δ′((0, t′ + ′)) for , ′ > 0 suitable small.
Then, δ|[0,t0] ∼im δ′|[0,t′0] for some t0 > t, t′0 > t′ by Part 1), contradicting the choice of t.
5) The statement is clear if T := im[γ1] ∩ im[γ2] is finite. In the other case there exists an
accumulation point of T , just by compactness of T . Let γ′i : (a
′
i, b
′
i) → M be an extension
of γi for i = 1, 2. Part 1) shows that we find [si, ti] ⊆ [0, ki] for i = 1, 2 with γ1|[s1,t1] ∼im
[γ2|[s2,t2]]±1. The claim now follows by repeated application of Part 4).
In fact, replacing one of the curves by its inverse if necessary, we can assume that γ1|[s1,t1] ∼im
γ2|[s2,t2] holds. By Part 4) we can assume48 that t1 = k1, i.e., γ1|[s1,k1] ∼im γ2|[s2,t2], and
then the same part shows that one of the following two cases holds:
γ1 ∼im γ2|[r2,t2] for 0 ≤ r2 ≤ s2 or
γ1|[r1,k1] ∼im γ2|[0,t2] for 0 < r1 ≤ s1.
In the first case the claim is clear, and in the second one it is clear if T ′ := γ1([0, r1]) ∩
γ2([t2, k2]) if finite. In the other case, T
′ admits an accumulation point just by compactness.
Then, applying Part 1) we find [x1, y1] ⊆ [0, r1) and [x2, y2] ⊆ (t2, k2] with
γ1|[x1,y1] ∼im
[
γ2|[x2,y2]
]±1
. +
γ2γ1 − γ2γ1
Combining Part 4) with injectivity of γ1 and γ2, we see that γ1|[x1,y1] ∼im [γ2|[x2,y2]]−1 is not
possible, and that γ1|[0,r′1] ∼im γ2|[t′2,k2] for r′1 ∈ (0, r1) and t′2 ∈ (t2, k2).
48The case t2 = k2 follows analogously.
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6) The full proof can be found in Lemma D.1.3. Basically, one applies Part 5) in order to
show that each finite collection {γ1, . . . , γk} admits a refinement {δ1, . . . , δm} such that
im[δi] ∩ im[δj ] is finite for i 6= j. The rest then follows from compactness of im[δi] and
Proposition A.1 in [21]. 
5.1.2 Basic Properties of Lie Algebra Generated Curves
In this subsection, we collect the relevant properties of Lie algebra generated curves. First, we
provide the basic definitions and highlight their most important properties. Then, we show that
for ϕ analytic and pointwise proper the set P∼g of Lie algebra generated curves as well as its
complement in Pω both are closed under decomposition and inversion of their elements. This will
be extended to an decomposition of Pω into four natural subsets (invariant under inversions and
decompositions as well) in Corollary 5.24. Recall that, as we have shown in Proposition 4.25,
such a decomposition gives rise to a respective factorization of the space Ared,ω.
Definition 5.4
1) We say that the two curves γ1, γ2 in the manifold M share an open segment and write
γ1∼◦γ2 iff we find open intervals Ii ⊆ dom[γi] for i = 1, 2 with γ1(I1) = γ2(I2).
2) For x ∈M and ~g ∈ g\gx we define the curve
γx~g : R→M
t 7→ ϕ(exp(t · ~g), x).
3) Let x ∈ M and ~g,~g′ ∈ g\gx. We say that ~g and ~g′ are related and write ~g∼x~g′ iff there is
some g ∈ G for which γx~g ∼◦ ϕg ◦ γx~g′ holds.
4) For x ∈M and ~g ∈ g\gx we define the subgroup Gx[~g] ⊆ Gx by
Gx[~g] := {h ∈ Gx | Adh(~g) ∈ spanR(~g)}. (40)
Here, the brackets in the subscript [~g] refer to the fact that Gx[~g] = G
x
[~g′] holds if ~g
′ = λ · ~g
for some λ 6= 0, see also Remark and Definition 5.5.2.
Remark and Definition 5.5
1) In the following, we will tacitly use that
ϕh ◦ γx~g (t) = ϕ
(
h · exp(t · ~g) · h−1, x)
= ϕ
(
exp
(
t ·Adh(~g)
)
, x
)
= γxAdh(~g)(t)
for all t ∈ R and all h ∈ Gx.
2) Let Pg denote the projective space49 that corresponds to g, and let prg : g→ Pg denote the
corresponding projection map. Moreover, for ~g ∈ g\gx let [~g] be the class of ~g in prg(g\gx),
i.e., [~g] := prg(~g).
49This is the set g\{0} modulo the equivalence relation ~g′ ∼ ~g ⇐⇒ ~g′ ∈ span
R
(~g).
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Then, the subgroup Gx[~g] from Definition 5.4.4 can also be characterized as follows. Since
Ad(h) is linear for each h ∈ Gx, the map
Ad′ : Gx × prg(g\gx)→ prg(g\gx), (h, [~g]) 7→
[
Adh(~g)
]
is a well-defined left action, and then Gx[~g] ⊆ Gx is just the stabilizer of [~g] w.r.t. Ad′. The
relevance of this action and its orbits will be discussed in Remark 5.13.
3) The importance of the group Gx[~g] comes from the condition in the next Lemma 5.6.3 which,
for the special case that V = spanR(~g) is one-dimensional and ϕ is analytic, can more
naturally be written in the form (see Definition 5.10 and Lemma and Remark 5.11.2)
γx~g |[0,l] ∼par γx±Adh(~g)|[0,l′] for h ∈ Gx =⇒ h ∈ Gx[~g], (41)
whereby l, l′ > 0 are such that both curves are embedded analytic.50 As we will see in the
next subsection, this is the key condition (besides analyticity and pointwise properness of ϕ)
which will make it possible to modify invariant homomorphisms along Lie algebra generated
curves that correspond to ~g ∈ g\gx. Basically, this will be done by replacing the last factor
in the general parallel transport formula (42) (for invariant connections along Lie algebra
generated curves) by certain equivariant mappings Ψ: spanR(~g) → S. The point here is
that if the invariant homomorphism comes from an invariant connection, the left hand side
of (41) already implies that the value of this homomorphism on both curves coincide, just
because parallel transports are invariant under reparametrizations. In the purely algebraical
setting, however, we will need (41) in order to guarantee this.
4) Observe that γx~g is analytic if ϕ is analytic because the exponential map of G is analytic. Part
5 of the next lemma then states that if ϕ is in addition pointwise proper, each Lie algebra
generated curve γx~g is maximal in the following sense:
An analytic immersion γ sharing an open segment with γx~g , i.e., γ ∼◦ γx~g is already a subcurve
of γx~g . This will be important for our modifications in Subsection 5.2 and is usually not true
if ϕ is not pointwise proper:
Indeed, let ϕ : R>0 × Rn → Rn, (λ, y) 7→ λ · y, 0 6= x ∈ Rn and ~g = 1 ∈ T1R>0. Then
γx~g (t) = e
t · x since the exponential map exp: g → R>0 is just given by λ 7→ eλ. However,
obviously γ : R→ R, t 7→ t ·x is an immersion with γ ∼◦ γx~g but im
[
γx~g
]
= R>0 ·x is properly
contained in im[γ] = R · x. †
In addition to that, pointwise properness will guarantee that ∼x even defines an equivalence
relation on g\gx as we will see in the last Part of the next lemma.
5) The second part of Lemma 5.6 shows that Lie algebra generated curves are always immersions
and that for each ~g ∈ g\gx there is a unique number τ~g ∈ R>0 unionsq ∞ such that γx~g |[a,a+l] is
embedded iff l < τ~g. It is a very useful observation that this already implies that Adh(~g) = ±~g
holds for each h ∈ Gx[~g] provided that ϕ is pointwise proper.
In fact, if λ 6= ±1, then λ 6= 0 because Adh−1 ◦Adh = idg. In particular, replacing h by h−1,
we can assume that |λ| < 1 holds. Since Adh is linear, scaling ~g if necessary, by the above
statements, we also can assume that y := ϕ(exp(~g), x) 6= x. Now, the sequence defined by
ϕ(hn, y) = ϕ(hn · exp(~g) · h−n, x) (h ∈ Gx[~g] ⊆ Gx)
= ϕ(exp(Adhn(~g)), x) = ϕ(exp(λ
n · ~g), x)
50Due to Lemma 5.6.2 such reals always exist, see also Part 5) of this remark.
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has the same limit as {ϕ(hn, x)}n∈N, namely x. Then, pointwise properness of ϕ implies that
g · y = g · x holds for some g ∈ G. Hence, y = x, which contradicts the choice of y. ♦
Lemma 5.6 (Lie Algebra Generated Curves)
Let x ∈M and ~g,~g′ ∈ g\gx.
1) The horizontal lift of γ := ϕg′ ◦ γx~g |[0,l] w.r.t. the invariant connection ω in the point p ∈ Fx
is given by (recall that g˜ denotes the fundamental vector field (2) which corresponds to ~g)
γ˜(t) := g′ · exp(t · ~g) · p · exp(−t · ω(g˜(p))) ∀ t ∈ [0, l]. (42)
2) The curve γ := γx~g is an immersion.
• If γ is injective, then γ|[a,b] is embedded for all [a, b] with a < b.
• If γ is not injective, then it is cyclic in the sense that there is τ ∈ R>0 uniquely deter-
mined, such that
γ(t) = γ(t′) ⇐⇒ t = t′ + nτ for some n ∈ Z.
Hence, the curves γ|[a,b] are embedded iff b ∈ (a, a+ τ) for a, b ∈ R.
3) Let V ⊆ g be an AdGx-invariant linear subspace with V ∩ gx = {0}. Then,51
γx~g′ |[0,l′] ∼par ϕh ◦ γx~g |[0,l] for h ∈ Gx, ~g,~g′ ∈ V =⇒ ll′~g = Adh−1(~g′).
4) If ~g ∼x ~g′, then λ~g − Adh−1(~g′) ∈ gx for some h ∈ Gx and λ ∈ R 6=0. In particular, if
Gx = {e}, then ~g x ~g′ whenever ~g,~g′ are linearly independent.
5) Let ϕ be analytic and pointwise proper.
(a) If γ : D →M is an analytic immersion with γ ∼◦ ϕg ◦ γx~g , then γ = ϕg ◦ γx~g ◦ ρ for some
analytic diffeomorphism ρ : I → R (I open).
(b) If δ : K → M is an embedded analytic curve with δ ∼◦ ϕg ◦ γx~g , then δ ∼par ϕg ◦ γx±~g|K
for K ⊆ R a compact interval.
6) If ϕ is analytic and pointwise proper, then ∼x defines an equivalence relation on g\gx.
Obviously, claim (b) in Part 5 is immediate from claim (a) in Part 5, and it also can be proven
by the techniques from Lemma 5.3.4. We here decided to show the more general statement as it
makes some of our further proofs more elegant, and because the only additional notion which we
need is that of a maximal extension of an analytic (immersive) curve. At this point, the author
expresses his gratitude to Christian Fleischhack for advising him to introduce maximal extensions
in order to prove the more general statement.
Proof: 1) Let ξ := ω(g˜(p)). Then, pi(γ˜(t)) = ϕg′ ◦ ϕ(exp(t~g), x) = γ(t) and
ω
(
˙˜γ(t)
) (42)
= ω
(
(dRexp(−tξ) ◦ dLexp(t~g))(g˜(p))
)
− ω
(
ξ˜
(
Rexp(−tξ)
(
Φ(exp(t~g), p)
)))
= (Adexp(tξ) ◦ ω)(g˜(p))− ξ = Adexp(tξ)(ξ)− ξ = 0,
where we have used Φ-invariance of ω in the first two steps.
51Here, ∼par is defined as in the analytic case, whereby the respective diffeomorphism ρ is assumed to be smooth
instead of analytic.
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2) First observe that γ is an immersion because52
γ˙(t) = deϕϕ(exp(t~g),x)(~g) = 0 ⇐⇒ ~g ∈ gϕ(exp(t~g),x) = Adexp(t~g)(gx).
In fact, then γ˙(t) = 0 implies ~g = Adexp(t~g)
(
~h
)
for some ~h ∈ gx, hence ~h = Adexp(−t~g)(~g) = ~g,
which contradicts the choice of ~g.
If γ is injective and [a, b] ⊆ R, then for  > 0 the curve γ|[a−,b+] is an embedding just by
compactness of [a− , b+ ]. Of course, γ|(a−,a+) then is an embedding as well.
Now, assume that γ is not injective and observe that
γ(t′) = γ(t) ⇐⇒ γ(t′ + a) = γ(t+ a) for all a ∈ R. (43)
Let τ denote the infimum of {t ∈ R>0 | γ(0) = γ(t)} ⊆ R. Then γ(τ) = γ(0) by continuity
of γ, and τ > 0 because γ is locally injective as it is an immersion. So, if γ(t′) = γ(t) for
t, t′ ∈ R, then γ(0) = γ(t− t′) by (43), and we have 0 ≤ (t− t′) + nτ ≤ τ for some n ∈ Z.
Then, minimality of τ shows that t− t′ + nτ ∈ {0, τ}, hence t− t′ = n′τ for some n′ ∈ Z.
3) By assumption, we find a diffeomorphism ρ : I ′ → R with γx~g′ |[0,l′] = ϕh ◦ γx~g ◦ ρ|[0,l′] where
ρ(0) = 0 and ρ(l′) = l. Then
Gx 3 H(t) := exp(−t ·Adh−1(~g′)) · exp(ρ(t) · ~g) ∀ t ∈ [0, l′]
and H(0) = e. Hence, gx 3 H˙(0) = ρ˙(0) · ~g − Adh−1(~g′), so that by AdGx-invariance of V
and since ~g,~g′ ∈ V , V ∩ gx = {0}, we have
Adh−1(~g
′) = ρ˙(0) · ~g. (44)
Then H(t) = exp(−tρ˙(0) · ~g) · exp(ρ(t) · ~g) = exp([ρ(t)− tρ˙(0)] · ~g), hence
gx 3 dLH(t)−1H˙(t) = [ρ˙(t)− ρ˙(0)] · ~g.
This shows ρ˙(t) = ρ˙(0), hence ρ(t) = λt for λ = ρ˙(0). Then λ = ll′ because l = ρ(l
′) = λl′,
so that the rest is clear from (44).
4) By assumption, we find g ∈ G and I, I ′ ⊆ R open intervals with ϕg ◦ γx~g (I) = γx~g′(I ′). Since
both curves are embeddings, ρ : I ′ → I defined by
ρ :=
(
ϕg ◦ γx~g
∣∣
I
)−1 ◦ γx~g′ |I′
is a diffeomorphism for which we can assume53 that ρ˙ > 0. Now,
Gx 3 exp(−t′~g′) · g · exp(ρ(t′) ~g) ∀ t′ ∈ I ′
and for t′0 ∈ I ′ fixed we define Gx 3 h := exp(−t′0~g′) · g · exp(ρ(t′0) ~g). Then, for
δ(t′) := h−1 · exp(−t′~g′) · g · exp(ρ(t′) ~g) ∀ t′ ∈ I ′
we have δ(t′0) = e, and a simple calculation shows that
gx 3 δ˙(t′0) = λ~g −Adh−1(~g′) for λ := ρ˙(t′0) 6= 0.
52Observe that Adg : gx → gy is an isomorphism for y = ϕ(g, x). In fact, if Adg−1(~g) ∈ gx for ~g ∈ g, then ~g = Adg(~c)
for ~c ∈ gx, hence ϕ(exp(t~g), y) = ϕg ◦ ϕ(exp
(
t~c), x) = y for all t ∈ R, i.e., ~g ∈ gy.
53In fact, elsewise we replace ~g by −~g. For this, observe that γx~g |−1[0,l] = ϕexp(l~g) ◦ γx−~g|[0,l].
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5) It suffices to consider the case where g = e because ϕ is analytic, and γ and ϕg ◦ γx~g share
an open segment iff ϕg−1 ◦ γ, γx~g do so. Then, substituting ~g by −~g if necessary we find an
analytic diffeomorphism ρ : I → R with γ|I = γx~g ◦ ρ and ρ˙ > 0, see also Part 4). Let γ be
maximal immersive and denote by ρ′ : I ′ → R the maximal immersive extension of ρ. Then
γ|I′ = γx~g ◦ ρ′ because γ|I′ and γx~g ◦ ρ′ coincide on I. We now have to show that I ′ = dom[γ].
For this, let I ′ = (r′, s′), dom[γ] = (r, s) and assume that s′ < s.
We choose a monotonous increasing sequence {s′n}n∈N ⊆ I ′ with limn s′n = s′:
• If limn ρ(s′n) = t exists, then γ(s′) is an accumulation point of im[γ] ∩ im[γx~g ], so that
Lemma 5.3.1 provides us with open intervals J ′ 3 s′ and J 3 t, and an analytic diffeo-
morphism ρ0 : J
′ → J with γ|J ′ = γx~g ◦ ρ0. Then, glueing together ρ′ and ρ0 provides us
with a contradiction to maximality of ρ′.
• If limn ρ(s′n) =∞, let54 0 < d < τ~g and choose s′n in such a way that
ρ(s′n) = ρ(s
′
0) + n · d ∀ n ∈ N≥1.
Then, for x1 := ϕexp(s′0·~g)(x), x2 := ϕexp(d·~g)(x1) 6= x1 and gn := exp(nd · ~g) we have
lim
n
ϕ(gn, x1) = γ(s
′) = lim
n
ϕ(gn, x2).
Hence, ϕ(g, x1) = ϕ(g, x2) for some g ∈ G by pointwise properness of ϕ. This implies
x1 = x2 and contradicts the choices.
Consequently, s′ = s, and in the same way we see that r = r′ holds.
6) This is a straightforward consequence of Part 5. In fact, if ~g ∼x ~g′ and ~g′ ∼x ~g′′ with
ϕg ◦ γx~g ∼◦ γxg′ as well as γxg′ ∼◦ ϕg′′ ◦ γx~g′′ ,
then for K ′ a compact interval by Part 5 we find open intervals K and K ′′ such that
ϕg ◦ γx±~g|K ∼par γx~g′ |K′ ∼par ϕg′′ ◦ γx±~g′′ |K′′
holds, hence ~g ∼x ~g′′. 
So, for the case that ϕ is analytic and pointwise proper, the above lemma provides us with the
following notions:
Definition 5.7
Let ϕ be analytic and pointwise proper.
1) For ~g ∈ g\gx, we denote by τ~g ∈ R>0 unionsq ∞ the period of γx~g introduced in Lemma 5.6.2,
where we define τ~g :=∞ if γx~g is injective. Recall that γx~g |[a,b] is an embedding iff b−a < τ~g.
2) By Gx we will denote the set (g\gx)/∼x of equivalence classes w.r.t. ∼x.
3) By Pg ⊆ Pω we denote the set of all embedded analytic curves of the form ϕg ◦ γx~g |K for
x ∈M , ~g ∈ g\gx, g ∈ G and K ⊆ R compact.55
54We define τ~g :=∞ iff γx~g is injective, see also next definition.
55Of course, for K = [k0, k1] this means that k1 − k0 < τ~g for τ~g the period of γx~g .
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4) By P∼g ⊆ Pω we will denote the set of all curves equivalent (∼par) to a curve in Pg. By
the second part of Lemma 5.6.5, this is exactly the set of all γ ∈ Pω with γ ∼◦ δ for some
δ ∈ Pg.
5) For x ∈ M , g ∈ G and y := ϕg(x), we define A˜dg : Gx → Gy, [~g] 7→ [Adg(~g)]. This map is
well defined because
~g ∼x ~g′ =⇒ ϕg0 ◦ γx~g ∼◦ γx~g′ for some g0 ∈ Gx
=⇒ ϕg·g0·g−1 ◦ γyAdg(~g) ∼◦ γ
y
Adg(~g′)
=⇒ Adg(~g) ∼y Adg(~g′).
Then, A˜dg is even bijective as its inverse is just given by A˜dg−1 : Gy → Gx.
We close our considerations by stating that in the analytic and pointwise proper case Pg,P∼g
and Pω\P∼g are closed under decomposition and inversion of their elements. In particular, by
Proposition 4.25 we have the splitting56 Ared,ω ∼= Ared,g × Ared,gc where the latter factor is the
quantum-reduced space which corresponds to the set Pω\P∼g .
Corollary 5.8
Let ϕ be analytic and pointwise proper. Then, Pg,P∼g and Pω\P∼g are closed under decomposition
and inversion of their elements.
Proof: For Pg and P∼g the statement is clear from the definitions and[
ϕg ◦ γx~g |[a,b]
]−1
= ϕg ◦ γy−~g|[a,b] for y := ϕ(exp([a+ b] · ~g), x). (45)
Now, if γ is not equivalent to an element of Pg, i.e., if γ ∈ Pω\P∼g , then the same must be true
for γ−1, just because P∼g is closed under inversions and
γ ∼par δ ⇐⇒ γ−1 ∼par δ−1.
Moreover, by Lemma 5.6.5 there cannot exist a subcurve γ′ = γ|K of γ which is equivalent to an
element of Pg, i.e., which is contained in P∼g . Consequently, Pω\P∼g is closed under decompositions
and inversions as well. 
5.2 Modifications along Lie Algebra Generated Curves
In the sequel, let ϕ be always analytic and pointwise proper and dim[S] ≥ 1.57 Moreover, let
Pg′ ⊆ Pω be a Φ-invariant subset which is closed under decompositions and inversions and that
contains all Lie algebra generated curves, i.e., the set Pg from Definition 5.7.3. Then, according to
Convention 4.23, we will denote by Ag′,red the respective quantized reduced classical configuration
space, and by Homred(Pg′ ,MorF) ∼= κg′
(Ag′,red) the respective quantum-reduced one.
We now are going to modify invariant homomorphisms, i.e., elements of Homred(Pg′ ,MorF)
along Lie algebra generated curves. Here, we will make use of the fact that for each p ∈ Fx the
action Φ provides us with a canonical lift of γx~g , namely t 7→ Φexp(t~g)(p). Basically, then we will
mimic (42) by replacing the last factor
Ψω : ~g 7→ exp(−ω(g˜(p)))
56Provided, of course, that Pg and Pω\P∼g are not empty. Elsewise, the respective factor just has to be dropped.
57Recall that this ensures that the equivalence relations ∼A and ∼par coincide, see Lemma 5.3.3.
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by maps Ψ: V → S (with V a special linear subspace of g) having the correct equivariance
property. For this, observe that by invariance of ω we have
Ψω ◦Adh = αφp(h) ◦ Ψω ∀ h ∈ Gpi(p)
with φp : Gpi(p) → S the unique Lie group homomorphisms which fulfils (cf. (7))
Φ(h, p) = p · φp(h) ∀ h ∈ Gpi(p).
For instance, let V ⊆ g be an AdGx-invariant linear subspace with V ∩ gx = {0}. Then, a linear
map L : V → s is called AdpGx-equivariant iff
Adφp(h) ◦ L = L ◦Adh ∀ h ∈ Gx,
and in the second part of Proposition 5.14 we will modify invariant homomorphism by means
of such maps. This will be helpful, in particular, for our investigations concerning the inclusion
relations between the spaces Ag′,red and Ag′,red in Subsection 5.3. However, for our investigations
in Subsection 6.2 (construction of measures), we will need a slightly different version of this:
Definition 5.9
A map Ψ: spanR(~g)→ S with
Ψ((λ+ µ) · ~g) = Ψ(λ · ~g) ·Ψ(µ · ~g) ∀ λ, µ ∈ R (46)
is said to be AdpG[~g]-equivariant iff
αφp(h) ◦ Ψ = Ψ ◦Adh ∀ h ∈ Gx[~g] (47)
holds. ♦
Then, in order to obtain well-defined homomorphisms when modifying by means of such maps,
we will be forced to require ~g to have the additional property of stability. This generalizes
the condition in Lemma 5.6.3 which automatically holds for AdGx-invariant linear subspaces as
discussed above.
Definition 5.10 (Independent and Complete Families)
1) An element ~g ∈ g\gx is called stable iff
γx~g |[0,l] ∼par γx±Adh(~g)|[0,l′] for h ∈ Gx =⇒ h ∈ Gx[~g]. (48)
2) A family of stable elements {~gα}α∈Ix ⊆ g\gx is said to be independent iff ~gα x ~gβ holds for
all α, β ∈ Ix with α 6= β. It is called complete iff for each r ∈ Gx we have ~gα ∈ r for some
α ∈ Ix.58
Lemma and Remark 5.11 (Stability)
1) It already follows from stability (48) of ~g ∈ g\gx (and analyticity) that
±Adh(~g) = ~g and l′ = l holds,
hence γx~g = γ
x
±Adh(~g).
58Recall that Gx denotes the classes in g\gx w.r.t. ∼x.
62
In fact, by Remark and Definition 5.5.5, we have Adh(~g) = q · ~g for q ∈ {−1, 1}, hence
γx~g |[0,l] = γx±q·~g ◦ ρ|[0,l] for ρ : [0, l]→ [0, l′] a diffeomorphism with ρ˙ > 0. Then,
H(t) := exp(−t · ~g) · exp(±qρ(t) · ~g) ∈ Gx ∀ t ∈ [0, l],
so that ±q = 1 and ρ˙ = 1 because
gx 3 dLH(t)−1H˙(t) = [±qρ˙(t)− 1] · ~g ∀ t ∈ [0, l].
This shows ±Adh(~g) = ±q · ~g = ~g as well as ρ(t) = t, hence l′ = ρ(l) = l.
2) As already mentioned in Remark and Definition 5.5.3, Condition (48) generalizes the prop-
erty from Lemma 5.6.3 in a specific way.
More concretely, ~g0 ∈ g\gx is stable iff
γx~g′ |[0,l′] ∼par γxAdh(~g)|[0,l] for h ∈ Gx, ~g,~g′ ∈ [~g0] =⇒
l
l′
~g = Adh−1(~g
′). (49)
In fact, obviously (49) implies (48). Now, if (48) holds for ~g0, and if we have
γx~g′ |[0,k′] ∼par γxAdh(~g)|[0,k] for h ∈ Gx, ~g,~g′ ∈ [~g0], (50)
then ~g = qλ · ~g0, ~g′ = q′λ′ · ~g0 for some λ, λ′ > 0 and q, q′ ∈ {−1, 1}, hence
γxq′·~g0
∣∣
[0,λ′k′] ∼par γxq·Adh(~g0)
∣∣
[0,λk]
.
Then, the group property of Gx[~g0] and (48) show that h ∈ Gx[~g0] if q′ = 1 or q = 1. Moreover,
if q, q′ = −1, by analyticity of the involved curves we have
γx~g0 |[0,r′] ∼par γxAdh(~g0)|[0,r]
for some r′, r > 0, so that (48) shows h ∈ Gx[~g0] as well. Consequently,
Adh(~g) = ±~g = λ · ~g′ for some λ 6= 0,
and then the arguments from Part 1) applied to (50) show the right hand side of (49).
3) It is clear from (49) and Lemma 5.6.3 that ~g is stable whenever spanR(~g) is contained in
an AdGx-invariant linear subspace V of g with V ∩ gx = {0}. For instance, this is always
true if Gx = {e} holds.
4) Let L : V → s be an AdpGx-equivariant linear map and 0 6= ~g ∈ V . Then, it is an interesting
observation that59
Ψ: spanR(~g)→ S, ~g 7→ exp(−L(~g))
is AdpG[~g]-equivariant. Indeed, examples for such Ad
p
Gx
-equivariant linear maps L : g → s
are given by (Φ∗pω)|g for ω a Φ-invariant connection on P .
59Here, the minus sign is just to show the resemblance to (42).
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5) In Proposition 5.14, we will modify elements ε ∈ Homred(Pg′ ,MorF), first, by specifying their
values on the curves γx~g0 |[0,l]. Second, by extending them to the curves ϕg ◦ γx~g0 |[0,l] in such
a way that the resulting homomorphism ε′ is invariant. Then, in order to guarantee that ε′
is well defined, we will need condition (48), i.e., stability of ~g. This condition guarantees
that ε′ takes the same values on each two curves being related as on the left hand side of
(49). Basically, this is just because the equivariances of the involved maps then will cancel
out each other in the correct way, see (58).
6) The stability property of an element ~g ∈ g\gx usually has to be checked by hand.
Indeed, in Subsection 6.2 (for the case that S = SU(2)) we will discuss the situation where
each ϕ-orbit m admits an independent and complete family {~gα}α∈Ix ⊆ g\gx (of stable ele-
ments) for some x ∈ m. We will show that then Homred
(P∼g ,MorF) is homeomorphic to a
Tychonoff product of compact Hausdorff spaces on each of which a natural Radon measure
exists. This will allow us to a define a normalized Radon measure on Homred
(P∼g ,MorF)
just by taking the Radon product one. In particular, this will be possible for the cases of
(semi)-homogeneous, spherically symmetric and homogeneous isotropic loop quantum cos-
mology as for these situations we will show by hand that such independent and complete
families of stable elements exist. ♦
The next lemma collects some elementary properties of independent and complete families that
will become relevant for our considerations in Subsection 6.2. Recall that there we use such
families in order to parametrize the space Homred
(P∼g ,MorF). The last point of the next lemma
then will show injectivity of this parametrization. The first two points are just to switch between
such different ones.
Lemma 5.12
Let y = ϕg(x) for x ∈M and g ∈ G. Moreover, let {~gα}α∈Ix ⊆ g\gx and {~g′β}β∈Iy ⊆ g\gy both be
independent and complete.
1) There is a unique bijection τxy : Ix → Iy with60 A˜dg([~gα]) = [~gτxy(α)] for all α ∈ Ix.
2) Let A˜dg([~g]) = [~g
′] for [~g] ∈ Gx and [~g′] ∈ Gy. Then, we find g0 ∈ G and an analytic
diffeomorphism ρ : R→ R with ρ(0) = 0 and ρ(τ~g) = τ~g′, such that
γy~g′ = ϕg0 ◦ γx±~g ◦ ρ. (51)
In particular, if ~g ∼x ~g′ for ~g,~g′ ∈ g\gx, then we find h ∈ Gx with
γx~g′ = ϕh ◦ γx±~g ◦ ρ = γx±Adh(~g) ◦ ρ. (52)
3) The values of ε ∈ Homred(Pg′ ,MorF) on the curves
ϕg ◦ γy~g′ |[0,l′] for all g ∈ G, ~g′ ∈ g\gy and l′ ∈ (0, τ~g′)
are completely determined by its values on the curves γx~gα |[0,l] for all α ∈ Ix and l ∈ (0, τ~gα).
Proof: 1) This is clear from bijectivity of A˜dg.
60Recall Definition 5.7.5 for the definition of A˜d.
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2) Since Adg(~g) ∼x ~g′, we find g′ ∈ G with γyAdg(~g) ∼◦ ϕg′ ◦ γ
y
~g′ . Hence,
ϕg ◦ γx~g = γyAdg(~g) ∼◦ ϕg′ ◦ γ
y
~g′ =⇒ ϕg−1g′ ◦ γy~g′ ∼◦ γx~g
=⇒ ϕg−1g′ ◦ γy~g′ = γx±~g ◦ ρ (Lemma 5.6.5)
=⇒ γy~g′ = ϕg′−1g ◦ γx±~g ◦ ρ
for ρ : R→ R an analytic diffeomorphism.
3) By (51) we find α ∈ Ix with ϕg ◦ γy~g′ |[0,l] ∼par ϕg·g0 ◦ γx±~gα |[0,ρ(l)], hence
ϕg ◦ γy~g′ |[0,l] ∼par ϕg·g0 ◦ γx~gα |[0,ρ(l)] or
ϕg ◦ γy~g′ |[0,l] ∼par ϕg·g0 ◦ γx−~gα |[0,ρ(l)] ∼par ϕg·g0 ◦ ϕexp(−ρ(l)·~gα) ◦
[
γx~gα |[0,ρ(l)]
]−1
.
The claim now follows from the invariance and homomorphism properties of ε. 
Before we come to the desired modification result, we want to show how the action
Ad′ : Gx × prg(g\gx)→ prg(g\gx), (h, [~g]) 7→
[
Adh(~g)
]
introduced in Remark and Definition 5.5.2 can help to find independent and complete families as
discussed above.
Remark 5.13 (Ad′-Orbits)
Let GAd
′
x := prg(g\gx)/Gx denote the set of Ad′-orbits in prg(g\gx) and choose o ∈ GAd
′
x as well
as [~g], [~g′] ∈ o. Then, ~g′ = λAdh(~g) for some λ 6= 0 and h ∈ Gx. Hence,
γx~g′ = γ
x
λAdh(~g)
= ϕh ◦ γxλ~g ∼◦ ϕh ◦ γx~g , (53)
which shows that ~g ∼x ~g′. So, in order to obtain a complete and independent family {~gα}α∈I ⊆
g\gx as in Definition 5.10.2, one can proceed as follows:
– First, one identifies two orbits o, o′ ∈ GAd′x iff there are [~g] ∈ o and [~g′] ∈ o′ with ~g ∼x ~g′.
– Second, if possible, one chooses a stable element [~gα] in each of the “remaining” orbits.
The first part of the next proposition shows, how one can modify invariant homomorphisms along
Lie algebra generated curves that correspond to stable elements ~g ∈ g\gx. The second part is
adapted to the requirements of the next subsection, where we will use it in order to construct
invariant generalized connections that cannot be approximated by the classical (smooth) invariant
ones. Hence, cannot be contained in Ag′,red.
Proposition 5.14
Let ϕ be analytic and pointwise proper, assume that Homred(Pg′ ,MorF) 6= ∅, fix p ∈ P and define
x := pi(p).
1) Let {~gα}α∈Ix ⊆ g\gx be independent, and {Ψα}α∈Ix a family of AdpG[~gα]-equivariant maps
Ψα : spanR(~gα)→ S.
For α ∈ Ix, we define
Υ±,α,l : Fx 3 p′ 7→ Φp (exp(±l · ~gα)) ·Ψα(±l · ~gα) ·∆(p, p′). (54)
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Then, for each ε′ ∈ Homred(Pg′ ,MorF) the map
ε(γ)(p′) :=
{
(Φg ◦Υ±,α,l)(Φg−1(p′)) if γ ∼A ϕg ◦ γx±~gα |[0,l] for α ∈ Ix, g ∈ G
ε′(γ)(p′) else
(55)
is a well-defined element of Homred(Pg′ ,MorF).
2) Let {Vα}α∈I be non-trivial AdGx-invariant linear subspaces of g for which the sums Vα⊕ gx
(for all α ∈ I) and Vα ⊕ Vβ ⊕ gx (for α 6= β) are direct. Moreover, for each α ∈ I let
Lα : Vα → s be a non-trivial AdGx-equivariant linear map.
For ~gα ∈ Vα\{0}, let
Υ~gα,l : Fx 3 p′ 7→ Φp (exp(l · ~gα)) · exp (−lLα(~gα)) ·∆(p, p′). (56)
Then, for each ε′ ∈ Homred(Pg′ ,MorF) the map
ε(γ)(p′) :=
{
(Φg ◦Υ~gα,l)(Φg−1(p′)) if γ ∼A ϕg ◦ γx~gα |[0,l] for ~g ∈ Vα, g ∈ G
ε′(γ)(p′) else
(57)
is a well-defined element of Homred(Pg′ ,MorF).
Proof: 1) The crucial part is well-definedness, the rest are just straightforward calculations.
For well-definedness, let γ ∈ Pg′ , α, β ∈ Ix, ~g = ±~gα, ~g′ = ±~gβ and g, g′ ∈ G with
γ ∼A ϕg ◦ γx~g |[0,l] and γ ∼A ϕg′ ◦ γx~g′ |[0,l′].
Then, ϕg ◦γx~g |[0,l] ∼A ϕg′ ◦γx~g′ |[0,l′], and we have to verify that ε(ϕg ◦γx~g |[0,l]) = ε(ϕg′ ◦γx~g′ |[0,l′])
holds. Applying the definitions, we see that this is equivalent to show that
ε(γx~g′ |[0,l′]) = ε(ϕg′−1g ◦ γx~g |[0,l])
holds. Since g′−1g ∈ Gx and γx~g′ |[0,l′] ∼A ϕg′−1g ◦ γx~g |[0,l], it suffices to show that
γx~g′ |[0,l′] ∼A ϕh ◦ γx~g |[0,l] for h ∈ Gx =⇒ ε(γx~g′ |[0,l′]) = ε(ϕh ◦ γx~g |[0,l]).
However, in the above situation we have ~gα ∼x ~gβ, hence α = β by independence of {~gα}α∈Ix .
Then ~g,~g′ ∈ [~gα], so that by stability of ~gα and (49) we have λ~g = Adh−1(~g′) for λ = ll′ ,
hence
ε(ϕh ◦ γx~g |[0,l])(p′) = Φp(h · exp(l′λ~g)) ·Ψα(l · ~g) ·∆(p,Φh−1(p′))
= Φ(h · h−1 exp(l′~g′) · h, p) ·Ψα(l · ~g) · φp(h)−1 ·∆(p, p′)
= Φ(exp(l′~g′), p) ·Ψα
(
lAdh(~g)
) ·∆(p, p′)
= Φ(exp(l′~g′), p) ·Ψα(l′~g′) ·∆(p, p′)
= ε
(
γx~g′ |[0,l′]
)
(p′).
(58)
Now, it is immediate from the definitions that ε(γ)(p′ ·s) = ε(γ)(p′) ·s for all s ∈ S and that
ε(ϕg ◦ γ)(Φg(p)) = (Φg ◦ ε)(γ)(p) ∀ g ∈ G.
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So, in order to show that ε ∈ Homred(Pg′ ,MorF) it remains to show the homomorphism
properties of ε. Here, it suffices to verify these properties for such curves that are equivalent
to one of the curves ϕg ◦ γx~g |[0,l] for ~g = ±~gα with α ∈ Ix. In fact, if γ is not equivalent
to one of these curves, then by Corollary 5.8 the same is true for its inverse and all its
subcurves γ|K′ for K ′ ⊆ dom[γ] so that the homomorphism properties here are clear from
ε′ ∈ Homred(Pg′ ,MorF).
Now, since
ϕg ◦ γx~g |[a,b] ∼A ϕg·exp(a~g) ◦ γx~g |[0,b−a] as well as
[
γx~g |[a,b]
]−1 ∼A γx−~g|[−b,−a]
for γ ∼A ϕg ◦ γx~g |[0,l] we have γ−1 ∼A ϕg·exp(l~g) ◦ γx−~g|[0,l]. Hence, for h := g · exp(l · ~g) and
~g = ±~gα we obtain
ε
(
γ−1)(q) = (Φh ◦Υ∓,α,l)(Φh−1(q))
= Φh ◦ Φp (exp(−l · ~g)) ·Ψ−1α (l~g) ·∆(p, (Φh−1(q))).
Then, for q := ε(γ)(p′) = (Φg ◦Υ±,α,l)(Φg−1(p′)) we have
∆ (p,Φh−1(q)) = ∆
(
p, (Φexp(−l·~g) ◦Υ±,α,l)(Φg−1(p′))
)
= ∆
(
p, p ·Ψα(l · ~g) ·∆(p,Φg−1(p′))
)
= Ψα(l · ~g) ·∆
(
p,Φg−1(p
′)
)
.
Since Φh ◦ Φp (exp(−l~g)) = Φ (g · exp(l~g) · exp(−l~g), p) = Φ(g, p), we get
ε
(
γ−1
)(
ε(γ)
(
p′
))
= Φg(p) ·∆
(
p,Φg−1(p
′)
)
= Φ
(
g, p ·∆ (p,Φg−1(p′))) = Φ(g,Φ(g−1, p′)) = p′,
hence ε
(
γ−1
) ◦ ε(γ) = idFγ(0) .
Finally, let γ ∼A ϕg ◦ γx~g |[0,l] with dom[γ] = [a, b] and s ∈ (a, b). We choose l′ ∈ (0, l) with
γ(s) = ϕg ◦ γx~g (l′) and define γ1 := γ|[a,s] as well as γ2 := γ|[s,b]. Then
γ1 ∼A ϕg ◦ γx~g |[0,l′] and
γ2 ∼A ϕg ◦ γx~g |[l′,l] ∼A ϕh ◦ γx~g |[0,l−l′] for h := g · exp(l′~g).
Now, Φh−1(ε(γ1)(p
′)) = p ·Ψα(l′~g) ·∆(p,Φg−1(p′)) and
ε(γ2)(q) = (Φh ◦Υ±,α,l−l′)(Φh−1(q))
= Φ
(
g · exp(l′~g) · exp([l − l′]~g), p) ·Ψα([l − l′]~g) ·∆(p,Φh−1(q))
= Φ (g · exp(l · ~g), p) ·Ψα([l − l′]~g) ·∆(p,Φh−1(q)),
so that ε(γ2) ◦ ε(γ1)(p′) = Φ (g · exp(l · ~g), p) ·Ψα(l~g) ·∆(p,Φg−1(p′)) = ε(γ)(p′).
2) The crucial part is well-definedness, as the rest follows analogously to Part 1). Now, as in
Part 1) it suffices to show that for ~g ∈ Vα, ~g′ ∈ Vβ, h ∈ Gx
γx~g′ |[0,l′] ∼A ϕh ◦ γx~g |[0,l] =⇒ ε(γx~g′ |[0,l′]) = ε(ϕh ◦ γx~g |[0,l]).
Now, in the above situation we have α = β just by Lemma 5.6.4 and the direct sum property
Vα ⊕ Vβ ⊕ gx. By Part 3) of the same lemma we even have ll′~g = Adh−1(~g′), so that for
Ψα(l · ~g) := exp(−lLα(~g)) ∀ l > 0, ∀ ~g ∈ Vα and α ∈ I
the calculation (58) shows the claim. 
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5.3 Inclusion Relations
In this brief subsection, we will use the modification results from the previous part, in order to
derive some general conditions which allow to decide whether the inclusion Ag′,red ⊆ Ag′,red is
proper. This will be done in Proposition 5.15, where we construct elements of Homred(Pg′ ,MorF) ∼=
Ag′,red that cannot be approximated by the elements of ιA(Ared) ⊆ Ag′,red, i.e., by classical
(smooth) invariant connections. In the first part of this proposition, we will provide a criterion
which can be applied whenever the set Ared of invariant connections is explicitly know. Then, in
the last two parts of the same proposition, we will basically use that due to formula (42) (and
linearity of the involved maps) the parallel transports along Lie algebra generated curves which
correspond to linearly dependent Lie algebra elements are related in a certain way. In particular,
this will allow us to show that quantization and reduction do not commute in (semi-)homogeneous
LQC as well.
In the following, we still assume that S is compact and connected with dim[S] ≥ 1, and that ϕ
is analytic and pointwise proper. We fix p ∈ P , define x := pi(p), and let V, V1, V2, V3 be non-trivial
AdGx-invariant linear subspaces of g such that Vi ⊕ Vj ⊕ gx is direct for all 1 ≤ i 6= j ≤ 3 and
V ∩ gx = {0} V1 ∩ gx = {0} V2 ∩ gx = {0} V3 ∩ gx = {0}.
Then, by L,L1, L2, L3 6= 0 we will denote respective non-trivial AdpGx-equivariant linear maps.61
Proposition 5.15
If Homred(Pg′ ,MorF) 6= ∅, then we have Ag′,red ( Ag′,red if:
1) We find ~g ∈ g\gx stable and Ψ: spanR(~g)→ S an AdpG[~g]-equivariant map, such that
Ψ(~g) /∈ C for C :=
⋃
ω∈Ared
exp (ω(−deΦp(~g))) . (59)
2) We have V ⊕ gx ( g and S = S1.
3) We have S = SU(2) and there are ~gi ∈ Vi for i = 1, 2, 3, such that L1(~g1), L2(~g2), L3(~g3) are
linearly independent and ~g3 ∈ spanR(~g1, ~g2).
Proof: 1) Define ε by (55) for |Ix| = 1, ~gα = ~g and Ψα = Ψ, and assume that ε ∈
κg′(Ag′,red). Then, we find a net {ωα}α∈I ⊆ Ared with {κg′(ιA(ωα))}α∈I → ε, hence
ε(γ)(p) = limα Pωαγ (p) for γ := γx~g |[0,1]. Consequently,
Φp(exp(~g)) ·Ψ(~g) = ε(γ)(p) = lim
α
Pωαγ (p)
(42)
= lim
α
Φp(exp(~g)) · exp (ωα(−g˜(p)))
= lim
α
Φp(exp(~g)) · exp (ωα(−deΦp(~g))) ∈ Φp(exp(~g)) · C,
which contradicts the choice of ~g.
2) We here only sketch the proof. The details can be found in Appendix D.2.
(a) We choose 0 6= ~g3 ∈ V , ~g1 ∈ g\[V ⊕ gx] and define ~g2 := ~g3 + ~g1. Then, for i = 1, 2, 3
we let γi := γ
x
~gi
|[0,l] for some l > 0 with l < τ~g1 , τ~g2 , τ~g3 .
61Observe that each linear map L : V → s is AdpGx -equivariant if S is commutative.
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(b) It follows that ~g3 x ~g1, ~g2, so that modifying (Proposition 5.14.2) the homomorphism
ε′ ∈ Homred(Pg′ ,MorF) along γx~g3 |[0,l] does not change its values on γx~gi |[0,l] for i = 1, 2.
(c) We fix ε′ ∈ Homred(Pg′ ,MorF) and define εµ by Proposition 5.14.2 for |Ix| = 1, ~gα := ~g3,
Vα := V and Lα := µL for µ ∈ R, i.e., we only modify along ~g3.
(d) We fix p ∈ Fx. Then, for ω ∈ Ared the value
κg′(ιA(ω))(γi)(p) = Pωγi(p)
is given by (42) for i = 1, 2, 3. In particular, the value κg′(ιA(ω))(γ3)(p) is related to
the values κg′(ιA(ω))(γ1)(p) and κg′(ιA(ω))(γ2)(p) just because ~g3 = ~g1 − ~g2.
(e) Recall the open subsets (28) and choose U := exp(i(−, )) for  < pi4 . It follows that
there exists µ ∈ R such that62
κg′(ιA(ω)) ∈ Up,pγ1,γ2(εµ) =⇒ κg′(ιA(ω)) /∈ Upγ3(εµ),
hence κg′(ιA(Ared)) ∩ Up,p,pγ1,γ2,γ3(εµ) = ∅. Then, εµ /∈ κg′
(Ared) = κg′(ιA(Ared)), hence
Ared 3 κ−1g′ (εµ) /∈ Ared, which shows the claim.
3) We choose any ′ ∈ Homred(Pg′ ,MorF), being non-empty by assumption, and define ε ∈
Homred(Pg′ ,MorF) by (57) w.r.t. Ix := {1, 2, 3}. Moreover, we let γi := γx~gi |[0,1] for i = 1, 2, 3.
We choose a neighbourhood W of 0 in su(2) such that exp |W is a diffeomorphism. Then,
scaling the ~gi, we can assume that ~si := Li(~gi) ∈ W for i = 1, 2, 3. We now show that ε
cannot be approximated by the elements of κg′(ιA(Ared)), i.e., by classical (smooth) invariant
connections.
For this, let ‖ · ‖z denote the euclidean norm on R3 carried over to su(2) by z : R3 → su(2),
and choose  > 0 such that
B(~si) := {~s ∈ su(2) | ‖~si − ~s‖z < } ⊆W for i = 1, 2, 3.
Then, exp(B(~si)) is open in SU(2), and since ±1 /∈ exp(B(~si)), we have
U i := exp
−1(exp(B(~si))) =
{
~s+ 2pin
~s
‖~s‖
∣∣∣∣ ~s ∈ B(~si), n ∈ Z}
by formula (12), i.e., by the periodicity property of the exponential map of SU(2). Since
B(~si) does not contain the origin (exp(0) = 1), there is α ∈ (0, 2pi) such that63
U i ⊆ Ciα := {~s ∈ su(2) | ]
(
z−1(~si), z−1(~s)
)
< α)}
for Ciα the double cone in su(2) determined by the axis ~si and the opening angle α. Con-
versely, for each α ∈ (0, 2pi) we also find some (α) > 0 such that U i(α) ⊆ Ciα holds.
Let U ⊆ SU(2) be an open neighbourhood of 1 with exp(−~si) · U ⊆ exp(B(~si))−1 for
i = 1, 2, 3. Then, if κg′(ιA(ω)) ∈ Up,p,pγ1,γ2,γ3(ε), by (42) and the definition of ε we have
exp(−ω(g˜i(p))) ∈ exp(−Li(~gi)) · U = exp(−~si) · U ⊆ exp(B(~si))−1,
62Here, it is important that Up,pγ1,γ2(εµ) = U
p,p
γ1,γ2(ε
′) is the same neighbourhood for all µ ∈ R, just by point (b).
63Here, ] (~v, ~w) means the minimum of the angles between ~v, ~w and −~v, ~w, so that Ciα is a double cone.
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i.e., exp(ω(g˜i(p))) ∈ exp(B(~si)), hence ω(g˜i(p)) ∈ Ciα for i = 1, 2, 3. Now, by the choice of
~g3, we have ω(g˜3(p)) ∈ spanR(ω(g˜1(p)), ω(g˜2(p))), being a subset of
C1α + C
2
α := {v + w | v ∈ C1α, w ∈ C2α}.
We now show that, for α suitable small,
[
C1α + C
2
α
]∩C3α = {0} holds. This then contradicts
that ω(g˜3(p)) ∈ U3(α) ⊆ C3α\{0} and shows the claim.
Since the (pre)image of a cone of the above form under a linear isomorphism contains a
cone of the above form, it suffices to consider the case where ~ni = ~ei for i = 1, 2, 3. Here,
we have to show that the equation64sy cos(θ)y
sy sin(θ)
+
rz cos(φ)rz sin(φ)
z
 =
 xtx cos(η)
tx sin(η)

has no solution for 0 < r, s, t ≤  provided that  is suitable small. But, this is clear since
the determinant of xy
z
 7→
 −1 s cos(θ) r cos(φ)−t cos(η) 1 r sin(φ)
−t sin(η) s sin(θ) 1
 ·
xy
z

tends to −1 for → 0. 
Corollary 5.16
Let (P, pi,M, S) be a principal fibre bundle and (G,Φ) a Lie group of automorphisms of P . More-
over, let the induced action ϕ be analytic and pointwise proper. Then, in the following situations
we have Ag′,red ( Ag′,red :
1) Let S = S1 and dim[G] ≥ 2:
• Homred(Pg′ ,MorF) 6= ∅ and there is x ∈M such that dim[G]− dim[Gx] ≥ 2. In addition
to that, we find an AdGx-invariant vector ~g ∈ g\gx.
• ϕ acts transitively and free.65
2) Let S = SU(2), dim[G] ≥ 2 and Gx = {e} for some x ∈M :
• Homred(Pg′ ,MorF) 6= ∅.
• ϕ is transitive.
Proof: 1) If ~g ∈ g\gx is AdGx-invariant, let V := spanR(~g) and L : λ~g 7→ λ~s for some fixed
~s ∈ s\{0}. This map is linear and, by commutativity of S1, AdpGx-equivariant for each
p ∈ pi−1(x). Moreover, since dim[G] − dim[Gx] ≥ 2, we have V ⊕ gx ( g so that the claim
is clear from from Proposition 5.15.2.
If Gx = {e} and ϕ is transitive, then Wang’s theorem [36] (see also Case 8.25) shows
Ared ∼= HomR(g, s), so that κg′(ιA(Ared)) ⊆ Homred(Pg′ ,MorF) 6= ∅. Moreover, since each
~g ∈ g\gx is AdGx-invariant, the requirements of the first case are fulfilled.
64The single expressions parametrize the cones around the y-, z- and x-axis, respectively.
65Observe that ϕ then is automatically pointwise proper because M ∼= G.
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2) We choose ~g1, ~g2 ∈ g linearly independent and ~g3 ∈ spanR(~g1, ~g2) neither contained in
V1 := spanR(~g1) nor contained in V2 := spanR(~g2). Let V3 := spanR(~g3) and ~si := τi
for i = 1, 2, 3. Then the maps Li : λ~gi 7→ λ~si are linear and AdpGx-equivariant for each
p ∈ pi−1(x) so that the claim follows from Proposition 5.15.3. The second part is clear. 
We close this subsection with an application of Corollary 5.16 to loop quantum cosmology, by
showing thatAg′,red ( Ag′,red holds (quantization and reduction do not commute) in (semi-)homogeneous
LQC. In Subsection 7.3, we will see that this is also true in the homogeneous isotropic case.
Example 5.17 ((Semi-)Homogeneous Loop Quantum Cosmology)
Let P = R3×SU(2) and ΦH , ΦSH be defined as in Example 3.3. We claim that quantization and
reduction do not commute in (semi-)homogeneous loop quantum cosmology. In fact,
• In the homogeneous case (GH ,ΦH) this follows from the second part of Corollary 5.16.2.
• In the semi-homogeneous case (GSH ,ΦSH), the action ϕ is pointwise proper because ΦH is
proper and and each linear subspace of R3 is closed. Since dim[GHS ] ≥ 2, by the first part of
Corollary 5.16.1 it suffices to show that Homred(Pg′ ,MorF) 6= ∅. But, this is clear because (as
already stated in Example 3.3) the set Ared is in bijection with the smooth maps ψ : R2×TR→
su(2) for which the restrictions ψ|R2×TxR are linear for all x ∈ R. ♦
5.4 Modifications along Free Segments
Complementary to our investigations of Lie algebra, i.e., continuously generated curves, we now
are going to study the set PF of free curves in M . This is the set of all embedded analytic
curves that contain a segment which, in a certain sense, does not overlap with its translates by
the symmetry group.66 We will show that each such curve is covered by finitely many translates
(of initial and final segments) of one of its maximal free segments. This will provide us with a
canonical decomposition of such free curves by means of the symmetry group. In course of this, we
will split up the set Pω\P∼g into three subsets PCNL, PFS and PFN being closed under inversions
and decompositions as well. Recall that Proposition 4.25 then provides us with a respective
factorization
Ared,ω ∼= Ared,g ×Ared,CNL ×Ared,FN ×Ared,FS. (60)
Here, we always have PF = PFS unionsqPFN, whereby PFN consists of all free curves whose stabilizer is
trivial,67 so that PFS consists of all free curves for which this is not the case.
Then, the second space Ared,CNL is the least accessible one, just because the set PCNL of
continuously but not Lie algebra generated curves is so. However, we will show that PCNL = ∅
holds, i.e., that we have Pω = P∼g unionsq PF whenever ϕ is transitive or proper and admits only
stabilizers which are normal subgroups of G. So, if ϕ is in addition free, we even have Pω =
P∼g unionsq PFN, hence Ared,ω ∼= Ared,g × Ared,FN, so that in this case it suffices to define normalized
Radon measure on these two factors in order to define a normalized Radon measure on Ared,ω.
Now, in the second part of Section 6, we will use Proposition 5.14.1 in order to construct a
normalized Radon measure µg on Ared,g, e.g., for the case that ϕ is free and S equals SU(2) or
an n-torus. Moreover, in the last part of the present Section, we will prove an analogue of this
66The precise definition will given below, cf. also Remark 4.27.4.
67See Definition 5.18.
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proposition for free curves, which we then use in Subsection 6.1 in order to construct a normalized
Radon measure µFN on Ared,FN. So, together these two measures give rise to a normalized Radon
measure
µg × µFN on Ared,ω ∼= Ared,g ×Ared,FN
whenever the respective requirements hold. This will be the case, e.g. in (semi-)homogeneous
LQC.
Definition 5.18
For γ an analytic curve, we define the group68
Gγ := {g ∈ G | ϕg ◦ γ = γ ◦ ρ for ρ : dom[γ]→ dom[γ] an analytic diffeomorphism with ρ˙ > 0}
as well as the equivalence relation ∼γ on G by
g ∼δ g′ ⇐⇒ g−1g′ ∈ Gγ .
Then,
• γ is called symmetric iff Gγ 6= {e}.
• γ is called a free segment iff
γ ∼◦ ϕg ◦ γ for g ∈ G =⇒ g ∈ Gγ .
• γ is called free iff γ|K is a free segment for some compact interval K ⊆ dom[γ].
• For δ an analytic curve let
Hγ,δ := {g ∈ G | ϕg ◦ δ ∼◦ γ} as well as H[γ,δ] := Hγ,δ /∼δ .
The next lemma collects the relevant properties of the above quantities for the embedded analytic
case.
Lemma 5.19
Let ϕ be analytic and pointwise proper, and Pω 3 γ : [a, b] → M . Moreover, let Pω 3 δ : L → M
be a free segment.
1) We have ϕh ◦ γ = γ for all h ∈ Gγ. Hence,
(a) γ ∼◦ ϕg ◦ γ =⇒ ϕg ◦ γ = γ
(b) Gγ =
⋂
t∈dom[γ]Gγ(t) is a closed subgroup of G,
(c) Gγ|D = Gγ for each interval D ⊆ dom[γ].
2) Assume that γ is not free, and let t ∈ [a, b]. Then, for each interval D ⊆ [a, b] with t ∈ K
we find g ∈ G\Gγ(t) with γ|K ∼◦ ϕg ◦ γ|K .
3) Let γ be free and {hα}α∈I ⊆ Hγ,δ a family of representatives of H[γ,δ]. Then,
(a) H[γ,δ] is finite.
68The group property is easily verified, and for γ embedded analytic also clear from (a) in Lemma 5.19.1.
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(b) There exists a unique decomposition a = k0 < k1 < · · · < kn = b of dom[γ] into
compact intervals Ki = [ki, ki+1] for 0 ≤ i ≤ n− 1, such that either
γ|Ki ◦ ϕhα ◦ δ ∀ α ∈ I or
γ|Ki ∼par ϕhαi ◦ [δ|Li ]±1 for αi ∈ I and Li ⊆ L uniquely determined.
(61)
Here, Li = L = [l1, l2] if 1 ≤ i ≤ k − 2 and L0, Ln−1 are both of the form
[m, l2] for m ∈ [l1, l2) or [l1,m] for m ∈ (l1, l2]. (62)
γ
δ
L0
k1k0
L0
K0
k2
K2
k3 k4 k5
K5
k6
hα6
hα4hα2
hα0
(63)
Proof: 1) The implications (a) and (b) are clear, and the implication (c) follows from the
analyticities of ϕh ◦ γ and γ just by
h ∈ Gγ|D =⇒ (ϕh ◦ γ)|D = γ|D =⇒ ϕh ◦ γ = γ.
Now, to show that ϕh ◦ γ = γ holds for h ∈ Gγ , we assume that ϕh(γ(t0)) 6= γ(t0) for
t0 ∈ (a, b).69 Then, we have ϕh(γ(t0)) = γ(t1) for some t1 ∈ (a, b), and we may assume that
t0 < t1 holds. Let t0 < s0 < t1. Then ϕh(γ(s0)) = γ(s1) for some t1 < s1 because γ
−1◦ϕh◦γ
is a homeomorphism, hence monotonous. Applying ϕh inductively, we obtain sequences
{tn}n∈N, {sn}n∈N ⊆ (a, b) with tn < sn < tn+1 < sn+1 as well as γ(tn) = ϕhn(γ(t0)) and
γ(sn) = ϕhn(γ(s0)) for all n ∈ N. Obviously, limn sn = limn tn ∈ [a, b] exists, so that
lim
n
ϕhn(γ(t0)) = lim
n
γ(tn) = lim
n
γ(sn) = lim
n
ϕhn(γ(s0)).
Pointwise properness of ϕ now implies γ(t0) = γ(s0), which contradicts that t0 6= s0 and
injectivity of γ.
2) It suffices to show the claim for D = K compact. Moreover, we only consider the case where
t < b holds because the case a < t follows analogously. Then, switching from γ to γ−1 and
reparametrizing if necessary, we can assume that K = [0, r] with 0 ≤ t < r.
Now, assume that the statement is wrong, i.e., that for each g ∈ G\Gγ with ϕg ◦γ|K ∼◦ γ|K
we have g ∈ Gγ(t).70 Then, to derive a contradiction, it suffices to show that:
Claim: For t < k0 < k < b we find g ∈ Gγ(t) with ϕg(γ(k)) = γ(k′) for t < k′ < k0.
In fact, let n0 ≥ 1 with t+ 1n0 < r. Then, for each n ≥ n0 we find gn ∈ Gγ(t) such that
ϕgn(γ(r)) = γ(tn) for t < tn < t+
1
n .
Consequently, limn ϕgn(γ(r)) = γ(t) = limn ϕgn(γ(t)), hence γ(r) = γ(t) by pointwise
properness of ϕ. Since t 6= r, this contradicts injectivity of γ.
69Observe that the end points of γ are necessarily fixed by ϕh.
70Observe that we find such a group element since elsewise γ|K would be a free segment.
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Proof of the Claim:
Since γ|[t,k0] is not a free segment (γ is not free), we find g ∈ G\Gγ with ϕg◦γ|[t,k0] ∼◦ γ|[t,k0],
and by assumption we have g ∈ Gγ(t). The two possible configurations are
k0
k0
t γ
ϕg ◦ γ
and k0
k
k0
t γ.
ϕg ◦ γ
Then, by injectivity of γ and Lemma 5.3.4, one of the following situations holds:
k0
k0
t γ
ϕg ◦ γ
or k0k
k0
t γ.
ϕg ◦ γ
k0
k0
t
ϕg ◦ γγ
More precisely,
(a) In the first case, we have
γ|[t,s0] ∼par ϕg ◦ γ|[t,k0] for some s0 ∈ (t, k0] or
γ|[t,k0] ∼par ϕg ◦ γ|[t,s0] for some s0 ∈ (t, k0].
In both situations, for s0 = k0 we would have g ∈ Gγ , so that s0 < k0 holds just
because g /∈ Gγ by assumption. Moreover, replacing g by g−1 if necessary, we can
assume that the first relation holds. Then ϕg(γ)(k0) = γ(s0) for some t < s0 < k0, and
applying ϕg once more, we find that ϕg(γ(s0)) = γ(s1) for some t < s1 < s0 just by
monotonicity of γ−1 ◦ ϕh ◦ γ. Inductively, we obtain {sn}n∈N ⊆ (t, k0) with sn+1 < sn
and γ(sn) = ϕgn(γ(s0)) for all n ∈ N.
Let s := limn sn. Then γ(s) = limn ϕgn(γ(s0)), hence ϕg(γ(s)) = γ(s) by continuity
of ϕg. Consequently, limn ϕgn(γ(s)) = γ(s) = imnϕgn(γ(s0)), so that by pointwise
properness of ϕ we have γ(s) = γ(s0). This, however contradicts s < s0 and injectivity
of γ, showing that case (a) cannot occur.
(b) In the second case, we have ϕg ◦ γ|[s,k0] ∼par
[
γ|[s′,k′0]
]−1
for some t < s < k0 and some
t < s′ < k′0 < k0. Then, Lemma 5.3.4 and injectivity of ϕg ◦ γ|[t,k] show that
ϕg ◦ γ|[s,k] ∼par
[
γ|[k′,k′0]
]−1
holds for some t < k′ < s′ < k′0 < k0, hence ϕg(γ(k)) = γ(k′) for 1 < k′ < k0.
3) If I is finite, then (b) is clear from Lemma 5.3.5. However, if I is infinite, then we find
{αni}i∈N ⊆ I mutually different with γ|Kni ∼par δ±1 for intervals Kni ⊆ K which mutually
can only share start and end points. Let k 6= k′ be contained in Kn0 and define sequences
{xi}i∈N, {x′i}i∈N ⊆ dom[γ] by
xi := γ
−1
(
ϕ
(
hαni · h−1αn0 , γ(k)
))
as well as x′i := γ
−1
(
ϕ
(
hαni · h−1αn0 , γ(k
′)
))
.
By compactness of dom[γ], we can assume that limi xi = x ∈ dom[γ] exists. Then, since the
intervals Kni can only share start and end points, it follows that limi x
′
i = x holds.
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γ
Kn
xn
x′n
Kn+1
xn+1
x′n+1B(x)
( )
Km>n+1
Hence, for gi := hαni · h−1αn0 we have
lim
i
ϕgi(γ(k)) = lim
i
γ(xi) = γ(x) = lim
i
γ(x′i) = lim
i
ϕgi(γ(k
′)),
so that γ(k) = γ(k′) by pointwise properness of ϕ. This contradicts the choices and shows
that I is finite. 
Definition 5.20
1) By PF ⊆ Pω we will denote the set of all free embedded analytic curves.
2) We define the subsets PFS,PFN ⊆ Pω of free symmetric and free non-symmetric curves by
PFS := {γ ∈ PF |Gγ 6= {e}} and PFN := {γ ∈ PF |Gγ = {e}},
respectively.
3) The set of continuously generated curves is defined by PC := Pω\PF. Then, by PCNL :=
PC\P∼g we will denote the set of continuously but not Lie algebra generated curves.
Remark 5.21
It is immediate from the definition of a Lie algebra generated curve that P∼g ∩ PF = ∅, hence
P∼g ⊆ Pω\PF = PC holds. Consequently, we have PC = P∼g unionsq PCNL which shows that
Pω = P∼g unionsq PCNL unionsq PFS unionsq PFN (64)
holds. ♦
The first part of (the next) Proposition 5.23 shows that for ϕ analytic and pointwise proper, a free
curve is discretely generated by the symmetry group. This means that for each free curve γ we find
a free segment δ such that γ can be decomposed into subcurves, each being equivalent to a trans-
late of an initial or final segment of δ. Here, each of these subcurves which is not an initial or final
segment of γ then even equals the translate the full segment δ. This decomposition will be inalien-
able for the construction71 of the normalized Radon measure on Ared,FN ∼= Homred(PFN,MorF) in
Subsection 6.1.
The second part of Proposition 5.23 shows that Pω = P∼g unionsqPF holds whenever ϕ is transitive
and only admits stabilizers which are normal subgroups. Obviously, then we even have Pω =
P∼g unionsqPFN if ϕ is in addition free. Similarly, in the third part, we will prove that each continuously
generated curve is contained in a ϕ-orbit if ϕ is proper. Then, as in the second part, we will show
that Pω = P∼g unionsq PF holds if ϕ admits only normal stabilizers, hence Pω = P∼g unionsq PFN if ϕ acts in
addition freely. So, for ϕ non-trivial we have:
ϕ P∼g PCNL PFN PFS
free many ? ? ∅
transitive + normal stabilizers many ∅ ? ?
proper + normal stabilizers many ∅ ? ?
71More precisely, for the separation property of the projective structure introduced there, as well as surjectivity of
the involved projection maps.
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Anyhow, before we come to the proofs, we first want to give some straightforward applications of
these results.
Example 5.22 (Free Curves in LQC)
We now apply the results from Proposition 5.23 to the (semi-)homogeneous, homogeneous isotropic
and spherically symmetric LQC case.
(Semi-)Homogeneous LQC:
In the homogeneous case, ϕ is transitive and free, so that Pω = P∼g unionsqPFN holds by Proposition
5.23.2. In the semi-homogeneous case (see Example 3.3) ϕ is proper because the additive action
of R3 on R3 is proper and each linear subspace of R3 is closed. Since ϕ acts freely, Proposition
5.23.3 shows that Pω = P∼g unionsq PFN holds as well.
Homogeneous Isotropic LQC:
Unfortunately, G0 = SU(2) ⊆ R3o%SU(2) is not a normal subgroup, so that we cannot conclude
that PC = ∅, i.e., Pω = P∼g unionsq PF holds. However, we have Pω = P∼g unionsq PCNL unionsq PFN because
PFS = ∅.
In fact, if γ : [0, k]→ R3 is symmetric, then we can assume that γ(0) = 0 just by transitivity,
and because ϕg·h·g−1 ◦ (ϕg ◦ γ) = ϕg ◦ γ for e 6= h ∈ Gγ . So, let γ(0) = 0 and h ∈ Gγ . Then
ϕh(γ(0)) = γ(0) shows h ∈ SU(2), and since ϕh(γ(k)) = γ(k) 6= 0, h corresponds to a rotation by
some angle α ∈ (0, 2pi) around the axis (through 0) determined by γ(k). Since by Lemma 5.19.1
we have ϕh(γ(t)) = γ(t) for all t ∈ [0, k], im[γ] is completely contained in this axis determined
by γ(k). It is now obvious72 from Lemma 5.6.5 that γ ∈ P∼g . This shows PFS = ∅.
Spherically Symmetric LQC:
By the same arguments as in the previous case, we see that a symmetric curve necessarily has
to be contained in an axis through the origin. Since in the spherically symmetric situation
linear curves are not Lie algebra generated, we have PFS = P∼l,0.73 Moreover, each continuously
generated curve has to be contained in a sphere by Proposition 5.23.3. Unfortunately, we cannot
conclude that PCNL = ∅ holds, i.e., that we have Pω = P∼g unionsq PFN unionsq P∼l,0 because for x 6= 0 the
stabilizer Gx equals the maximal torus Hx ⊆ SU(2) which is not a normal subgroup as well. ♦
We now come to the desired
Proposition 5.23
Let ϕ be analytic and pointwise proper.
1) If γ : [a, b] → M is free, then we find a free segment δ : L → M and points a = t0 < . . . <
tn = b such that
γ|[ti,ti+1] ∼par ϕgi ◦ [δ|Li ]±1 for some gi ∈ G ∀ 0 ≤ i ≤ n− 1.
Here Li = L = [l1, l2] for 1 ≤ i ≤ k − 2 and L1, Ln−1 are both of the form
[m, l2] for m ∈ [l1, l2) or [l1,m] for m ∈ (l1, l2].
γ.
δ
L0
k1k0
L0
k2 k3 k4 k5 k6
g5
g4g3g2g1
g0
72We have γ ∼◦ γ0(x,0) if we consider x as vector in R3, i.e., (x, 0) ∈ R3 × su(2).
73Recall (a) in Convention 3.1.3 for the definition of P∼l,0.
76
2) If ϕ is transitive and Gx is a normal subgroup for (one and then each) x ∈ M , then an
element of Pω is either free or contained in P∼g , i.e., Pω = P∼g unionsq PF. If ϕ acts even free,
then Pω = P∼g unionsq PFN holds.
3) If ϕ is proper, then each γ ∈ PC is contained in a ϕ-orbit. If Gx is in addition a normal
subgroup for all x ∈M , then Pω = P∼g unionsq PF holds.
Proof: 1) Basically, we have to show that a suitable choice of δ fills the gaps in (63).
Since γ is free, we find K ⊆ [a, b] compact such that γ|K is a free segment. Let K denote
the set of all such intervals and let K be ordered by inclusion. Then each chain L in K has
an upper bound, namely the closure L of
⋃
L′∈L L
′. In fact, δL := γ|L is a free segment
because δL ∼◦ ϕg ◦ δL implies γ|L′ ∼◦ ϕg ◦ γ|L′ for some L′ ∈ L, hence γ|L′′ ∼◦ ϕg ◦ γ|L′′ for
all L 3 L′′ ≥ L′. Consequently, γ|L′′ ∼par ϕg ◦ γ|L′′ for all L′′ ≥ L′, hence γ|L ∼im ϕg ◦ γ|L
by continuity. Then, γ|L ∼par ϕg ◦ γ|L by Lemma 5.3.3, so that L is an upper bound of L.
Consequently, by Zorn’s lemma the set Km ⊆ K of maximal elements is non-empty.
Let L = [l1, l2] ∈ Km, δ := γ|L and a = k0 < · · · < kn = b the respective decomposition from
Lemma 5.19.3. Let {hα}α∈I ⊆ H[γ,δ] be a family of representatives and 0 ≤ i1 < · · · < im ≤
n− 1 the indices for which we find αp ∈ I with γ|Kip ∼par ϕhαp ◦ [δ|Lip ]±1 holds, see Lemma
5.19.3. We now proceed in two steps:
A) We first show that each Kip can be assumed to be maximal, i.e., Kip ∈ Km for all
1 ≤ p ≤ m.
B) Then we show that under this assumption for each 1 ≤ p ≤ m we have:
i.) a < kip =⇒ ∃ α ∈ I\{αp} : (ϕhα ◦ δ)(lj) = γ(kip) for some j ∈ {1, 2}.
ii.) kip+1 < b =⇒ ∃ α ∈ I\{αp} : (ϕhα ◦ δ)(lj) = γ(kip+1) for some j ∈ {1, 2}.
Since B) implies that (i1, . . . , im) = (1, . . . , n− 1), the claim then follows.
Part A: First observe that γ|Kip is a free segment for 1 ≤ p ≤ m because
ϕg ◦ γ|Kip ∼◦ γ|Kip =⇒ ϕh−1αp ·g·hαp ◦ δ ∼◦ δ
=⇒ ϕh−1αp ·g·hαp ◦ δ = δ
=⇒ ϕg ◦ γ|Kip = γ|Kip ,
hence Kip ∈ K. Now, it may happen that Kip /∈ Km.
γ =⇒ replace L by L′ := [k2, t] ∈ Km
k0
L=K0
k1 k2
Kip=K2
k3 t k4 k5
K4
ϕhαp ϕhαq
In this case, let Kip ⊆ L′ ∈ Km and define δ′ := γ|L′ . Then,
δ = γ|L ∼par ϕh−1αp ◦ δ
′|Kip
so that maximality of L shows that either L = K0 or L = Kn−1 holds. Assume that
L = K0 and let a = k
′
0 < · · · < k′n′ = b be the decomposition of dom[γ] w.r.t. δ′. Then
K ′0 = K0 = L 6= L′, so that we can assume that L 6= K0 from the beginning. By the same
77
argument we also can assume that L 6= Kn−1. Then, there cannot exist 1 ≤ p ≤ m with
Kip /∈ Km since this (as we have shown) would contradict that L 6= K0,Kn−1.
Part B: We only discuss the second case as the first one follows analogously. Moreover,
to simplify the notations, we assume that Kip = [kip , kip+1] = [0, k] and define K := Kip .
Recall that δ′ := γ|K is a maximal free segment just because K ∈ Km by Part A. Finally,
let n0 ∈ N with k+ 1n0 ≤ b. It follows that Kn :=
[
0, k+ 1n
]
/∈ K for each n ≥ n0 so that we
find gn ∈ G\Gγ|Kn = G\Gδ′ (see (b) in Lemma 5.19.1) with γ|Kn ∼◦ ϕgn ◦ γ|Kn . We now
proceed in two steps:
I First, we show that the claim follows if there exists h ∈ G\Gδ′ with gn ∼δ′ h for infinitely
many n ≥ n0.
II Second, we show that such an element h exists.
Step I: We can assume that gn ∼δ′ h holds for all n ≥ n0, hence
γ|Kn ∼◦ ϕh ◦ γ|Kn ∀ n ≥ n0.
Then, we find sequences
K0 ⊇ {xm}m∈N → k′ ∈ K and K0 ⊇ {ym}m∈N → k′′ ∈ K
with γ(xm) = ϕh(γ(ym)) for all m ∈ N, hence γ(k′) = ϕh(γ(k′′)). Moreover, since γ(k′) is
an accumulation point of γ(K0)∩ (ϕh ◦ γ)(K0), for γ′ an extension of γ by Lemma 5.3.1 we
find open intervals I ′, I ′′ ⊆ dom[γ′] with k′ ∈ I ′, k′′ ∈ I ′′ and
γ′(I ′) = ϕh(γ′(I ′′)). (65)
Then, k′, k′′ ∈ {0, k}, since elsewise we would have δ′ ∼◦ ϕh ◦ δ′, hence h ∈ Gδ′ which
contradicts the choice of h. However, we even can assume that k′ and k′′ are not both zero.
In fact, since γ|K ◦ ϕh ◦ γ|K , we can arrange that {xm}m∈N ⊆ [k, k + 1/n0] (then k′ = k)
or {ym}m∈N ⊆ [k, k+ 1/n0] (then k′′ = k). Combining this with (65), we see that there are
, ′ > 0 such that one of the following situations holds:
k′, k′′=k
γ
k0
δ′ ϕh
flip
h∈Gδ′(k)
)
k+
(
k−′
k′=k
k′′=0
γ
k0
δ′ ϕh
shift
)
k+
)
′
k′=0
k′′=k
γ
0
δ′ϕh
shift
k
)

)
k+′
k′, k′′ = k : γ([k, k + )) = (ϕh ◦ δ′)((k − ′, k]) h ∈ Hγ,δ′
k′ = k, k′′ = 0: γ([k, k + )) = (ϕh ◦ δ′)([0, ′)) h ∈ Hγ,δ′
k′ = 0, k′′ = k : δ′([0, )) = (ϕh ◦ γ)([k, k + ′)) h−1 ∈ Hγ,δ′ .
Hence, in the same order
γ(kip+1) = γ(k) = (ϕh ◦ δ′)(k) = (ϕh·hαp ◦ δ)(l) for some l ∈ [l1, l2]
γ(kip+1) = γ(k) = (ϕh ◦ δ′)(0) = (ϕh·hαp ◦ δ)(l) for some l ∈ [l1, l2]
γ(kip+1) = γ(k) = (ϕh−1 ◦ δ′)(0) = (ϕh−1·hαp ◦ δ)(l) for some l ∈ [l1, l2].
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Moreover, in the first two cases we have h ∈ Hγ,δ′ , hence
h · hαp ∈ Hγ,δ =⇒ h · hαp ∼δ hαq for some I 3 αq 6= αp.
For this, observe that α = αp would imply that h ∈ Gδ, as a straightforward calculation
shows. Then, by the same arguments we see that h−1 · hαp ∼δ hαq for some I 3 αq 6= αp
in the third case. Consequently, B.ii.) follows if we show that even l ∈ {l1, l2} holds. This,
however, follows easily from the maximality of the interval Kiq that corresponds to αq.
Step II:
We assume that an element h ∈ G\Gδ′ as in Step I does not exist. Then, replacing {gn}n∈N
by a subsequence we can arrange that gn δ′ gm whenever m > n. Moreover, we can assume
that gn /∈ Hγ,δ′ for all n ≥ n0. In fact, if for each n ≥ n0 we find n˜ ≥ n with gn˜ ∈ Hγ,δ′ , then
finiteness of I shows that there must be h ∈ Hγ,δ′ with the properties from Step I. Thus,
we can assume that
γ|Kn ∼◦ ϕgn ◦ γ|[k,k+1/n] ∀ n ≥ n0 as well as gn δ′ gm ∀ n 6= m,
and we now show that this is impossible. For this, we write74 γ1  γ2 for γ1, γ2 ∈ Pω iff
γ1|J = γ2 ◦ ρ for ρ : J → J ′ an analytic diffeomorphism with ρ˙ > 0. Analogously, write
γ1 γ2 if γ1|J = γ2 ◦ ρ for ρ : J → J ′ an analytic diffeomorphism with ρ˙ < 0.
We proceed in two steps:
i.) Let γn := ϕgn ◦ γ|[k,k+1/n] for all n ≥ n0 and assume that γn γm. Then, it follows from
Lemma 5.3.4 and gn δ′ gm that either
(ϕgn ◦ γ)(K) ⊆ γ([k, k + 1/m]) or (ϕgm ◦ γ)(K) ⊆ γ([k, k + 1/n]) holds.
k+ 1
m k 0
k+ 1
n k
0
γm
γn =⇒
k+ 1
m k 0
k+ 1
n k 0
or
k+ 1
m k 0
k+ 1
n k 0
In fact, elsewise we would have
ϕgn ◦ γ|K ∼◦ ϕgm ◦ γ|K =⇒ δ′ ∼◦ ϕg−1n gm ◦ δ′ =⇒ g−1n gm ∈ Gδ′
=⇒ gn ∼δ′ gm.
In particular, it cannot happen that for infinitely many n ≥ n0 we find n′ > n with
γn γn′ . In fact, then for each  > 0 we would find n > n0 and hn ∈ G with ϕhn(γ(K)) ⊆
γ([k, k + )). Hence, we would find a sequence {ni}i∈N ⊆ N such that ϕhni (γ(0)) and
ϕhni (γ(k)) both converge to γ(k) so that γ(0) = γ(k) by pointwise properness of ϕ. Of
course, this contradicts injectivity of γ.
ii.) By assumption, we have
γ|Kn0 γn or γ|Kn0 γn
for infinitely many n ≥ n0.
74Basically, this just means that γ1 and γ2 traverse into the same direction.
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0 k k+ 1
n0
k+ 1
n k
0
ϕgn ◦ γ|Kn
γ
δ′

or
0 k k+ 1
n0
k+ 1
nk
0
ϕgn ◦ γ|Kn
γ
δ′

In the first case, Lemma 5.3.4 in combination with gn /∈ Hγ,δ′ shows that
0 k k+ 1
n0
k+ 1
n k
0
ϕgn ◦ γ|Kn
γ
δ′
=⇒
ϕgn ◦ γ|Kn
0 k k+ 1
n0
k+ 1
n
k 0
γ([k, k + 1/n0]) ⊆ im[γn] ∀n ≥ n0.
Hence, γm  γn for all m,n ≥ n0, which is impossible by i.). This shows that the
first case cannot occur. In the same way, we deduce that in the second case we have
γ(K) ⊆ im[γn] for all n ≥ n0, hence γm γn for all m,n ≥ n0, contradicting i.) as well.
2) It is straightforward to see that δ ∈ Pω is not free iff ϕg ◦ δ is not free for all g ∈ G.
Consequently, we can restrict to curves starting at a fixed point x ∈ M in the following.
Moreover, since ϕ is transitive and Gx is a closed normal subgroup, we can identify M with
the (analytic) Lie group G/Gx via φ : G/Gx → M , [g] 7→ ϕx(g). Let L[g] : G/Gx → G/Gx,
[h] 7→ [g ·h] denote the left translation w.r.t. the group structure on G/Gx and observe that
L[g] ◦ φ−1 = φ−1 ◦ Lg just because φ ◦ L[g] = Lg ◦ φ. We define γ′ := φ−1 ◦ γ.
(a) Then, γ′ is analytic embedded. Moreover, γ′ is not free if this is the case for γ. For
this, assume that γ′|K is a free segment for some K ⊆ dom[γ]. Then ϕg ◦ γ|K ∼◦ γ|K
implies
L[g] ◦ γ′|K = φ−1 ◦ Lg ◦ γ|K ∼◦ φ−1 ◦ γ|K = γ′|K ,
hence L[g] ◦ γ′|K = γ′|K . Then ϕg ◦ γ|K = γ|K , showing that γ is free as well.
(b) Assume there is g ∈ G and an element ~g′ of the Lie algebra of G/Gx such that
γ′ ∼◦ γ′0 : L→ G/Gx
t 7→ L[g] ◦ exp(t~g′)
holds for L ⊆ R compact. Then, since the canonical projection pi : G → G/Gx is a
submersion, we find ~g ∈ g with depi(~g) = ~g′. Hence, for all t ∈ dom[γ] we have
γ = φ ◦ γ′ ∼◦
[
L 3 t 7→ Lg ◦ φ(exp(t~g′))
]
=
[
L 3 t 7→ Lg ◦ φ(pi(exp(t~g)))
]
=
[
L 3 t 7→ Lg ◦ ϕx(exp(t~g))
]
because pi is a Lie group homomorphism. In combination with Lemma 5.6.5 this implies
γ ∈ P∼g .
So, in order to show the claim, we only have to consider the situation where M = G and
g : [−a, a]→ G is an embedded analytic curve with g(0) = e and a > 0. Here, it suffices to
show that there is an open interval I ⊆ [−a, a] and h : I → R smooth with
g˙(t) = h(t) · dLg(t)g˙(0) ∀ t ∈ I. (66)
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In fact, then for t0 ∈ [i1, i2] ⊆ I fixed and ~g := g˙(0), the unique75 solution of (66) with
g(t0) = e is given by
g(t) = g(t0) · exp
([∫ t
t0
h(s) ds
]
~g
)
∀ t ∈ I,
so that g ∼◦ Lg(t0) ◦ exp(· ~g).
Now, to show (66) let Kn := [− 1n , 1n ] and choose gn ∈ G\{e} with g|Kn ∼◦ Lgn ◦ g|Kn for
each n ∈ N>0. This is possible because g is not free. Then, limn gn = e as for each n ∈ N>0
there is xn ∈ g(Kn) with gn · xn ∈ g(Kn), hence
lim
n
[gn · xn], lim
n
xn = g(0) = e =⇒ lim
n
gn = lim
n
x−1n = e.
Since g is an embedding, we find a closed neighbourhood U of e in G and K ⊆ (−a, a)
compact with U ∩ im[g] = g(K). By continuity76 of g and that of the group multiplication
in G, we find n0 > 0 such that Kn ⊆ K and gn · g(Kn) ⊆ U for all n ≥ n0.
U g
K
g|Kn
[ ]
e
ϕgn◦g|Kn
=⇒
U g
K g|Kn
[ ]
e
ϕgn◦g|Kn
Now, g|Kn ∼◦ Lgn ◦ g|Kn implies g ∼◦ Lgn ◦ g|Kn so that Lemma 5.3.4 provides us with
compact intervals K ′ ⊆ Kn and K ′′ ⊆ [−a, a] which are maximal w.r.t. the property that
g(K ′′) = (Lgn ◦ g)(K ′) holds. Since gn · g(Kn) ⊆ U and U ∩ im[g] = g(K), we have K ′′ ⊆ K.
Then, K ′ = Kn because K ′′ neither contains a nor −a. This shows that the curve gn · g|Kn
is completely contained in g|K .
Consequently, we find open intervals Jn ⊆ K and In ⊆ Kn with 0 ∈ In, as well as diffeo-
morphisms ρn : In → Jn such that
Lgn ◦ g|In = g|Jn ◦ ρn ∀ n ≥ n0. (67)
Then gn = gn · g(0) = g(ρn(0)), and since everything is smooth, for tn := ρn(0) ∈ K and
~g := g˙(0) we obtain
dLg(tn)~g = dLgn g˙(0)
(67)
= ρ˙n(0) g˙(ρn(0)) = ρ˙n(0) g˙(tn),
hence, dLg(tn)−1 g˙(tn) ∈ spanR(~g) for all n ∈ N>0. Let g˜ : K → g, t 7→ dLg(t)−1 g˙(t) and
denote by s the supremum of ‖g˜(t)‖ for t ∈ K and ‖ · ‖ a fixed norm in g. Then, s is finite
because g˜ is continuous.
75For t0 ∈ I = (i1, i2) define v : [0,min(1, i2− t0)]→ g, t 7→ h(t+ t0) ·~g and apply Satz 1.10 in [8] in order to obtain
g : [0, i2 − t0] → G uniquely determined by g(0) = e and g˙(t) = dLg(t)h(t + t0) · ~g. Then g(t) = g(t0)−1g(t + t0)
because (66) shows that the right hand side fulfils these conditions. Consequently, g is uniquely determined by
(66).
76Let V ⊆ G be a neighbourhood of e with V 2 ⊆ U and choose n0 > 0 such that gn ∈ V and g(Kn) ⊆ V for all
n ≥ n0.
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Now, g˜ is even analytic and intersects the image of the analytic embedded curve
δ : [−s/‖~g‖, s/‖~g‖]→ g, t 7→ t · ~g
in infinitely many points. Then, im[δ]∩ im[g˜] contains an accumulation point, and it follows
as in the proof of Lemma 5.3.1 that we find an open interval I ⊆ K for which g˜(I) ⊆ spanR(~g)
holds. This shows that
dLg(t)−1 g˙(t) = g˜(t) = h(t) · ~g ∀ t ∈ I
holds for some smooth map h : I → R, hence (66).
3) We fix t ∈ (a, b) and choose compact neighbourhoods K ⊆ (a, b) of t and U ⊆M of x := γ(t)
with γ(K) = im[γ] ∩ U . We first show that we find {g′n}n∈N ⊆ G\Gx with ϕ(g′n, x) ∈ γ(K)
and limn gn = e.
• Let n0 ∈ N>0 be such that Kn :=
[
t − 1n , t + 1n
] ⊆ K for all n > n0 and use Lemma
5.19.2 in order to fix some gn ∈ G\Gx with ϕgn ◦ γ|Kn ∼◦ γ|Kn for each n ≥ n0. Then,
there exist tn, sn ∈ Kn with γ(tn) = ϕ(gn, γ(sn)) for all n ≥ n0, hence
lim
n
ϕ(gn, γ(sn)) = lim
n
γ(tn) = γ(t) = x (68)
Then, by properness of ϕ we find a subnet of {gn}n∈N≥n0 which converges to an element
h ∈ G, and since manifolds are first countable, we even can assume limn gn = h from the
beginning. So, by continuity of ϕ and (68) we have
ϕ(h, x) = ϕ(h, γ(t)) = lim
n
ϕ(gn, γ(sn)) = x =⇒ h ∈ Gx,
where in the second step we have used that limn γ(sn) = γ(t).
• If we can prove that ϕ(gn, x) ∈ γ(K) holds for infinitely many n ≥ n0, we just have to
replace gn by gn ·h−1 in order to get the desired sequence {g′n}n∈N ⊆ G\Gx. To this end,
let V ⊆ G and W ⊆M be neighbourhoods of h and x, respectively, with ϕ(V,W ) ⊆ U .
We choose n′0 ≥ n0 such that gn ∈ V and γ(Kn) ⊆W for all n ≥ n′0. Then gn ·γ(Kn) ⊆ U
for all n ≥ n′0, and since ϕgn ◦ γ|Kn ∼◦ γ|K , the same arguments as in Part 2 show that
(ϕgn ◦ γ)(Kn) ⊆ γ(K), hence ϕ(gn, x) ∈ γ(K) for all n ≥ n′0. †
Let g = g0 ⊕ gx and U ⊆ g0, V ⊆ gx be neighbourhoods of zero, such that
h : U × V →W, (u, v) 7→ exp(u) · exp(v)
is a diffeomorphism to an open subset W ⊆ G. Since the differential def = deϕx|TU of
f := ϕx ◦ exp |U is injective, shrinking U we can assume that f is an analytic embedding.
We define O := f(U) and choose an analytic submanifold chart (φ0, U0) of O around x.
Then, we find I ⊆ dom[γ] open with t ∈ I and γ(I) ⊆ U0. Since limn g′n = e, we find n′ ∈ N
such that for each n ≥ n′ we have g′n ∈W , hence g′n = h(u′n, v′n) for some (u′n, v′n) ∈ U × V .
Consequently,
ϕ(g′n, x) = (ϕx ◦ h)(u′n, v′n) = f(u′n) ∈ O ∀ n ≥ n′,
and since ϕ(g′n, x) ∈ γ(K), by the embedding property of γ we find n′′ ≥ n′ such that
ϕ(g′n, x) ∈ γ(I) holds for all n ≥ n′′. Consequently, φ0(x) is an accumulation point of
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(φ0 ◦ γ)(I)∩ φ0(O ∩U0) in φ0(O ∩U0). Then, by analyticity of the components of φ0 ◦ γ we
find J ⊆ I open with t ∈ J and γ(J) ⊆ O ⊆ Gx.
Now, if we choose an analytic embedding γ′ : [a − , b + ] with γ′|[a,b] = γ, then Part 1)
shows that γ′ is not free as well. Then, the above arguments show that for each t ∈ [a, b] we
find an open interval J ⊆ [a− , b+ ] with t ∈ J and γ′(J) ⊆ Gγ(t). Since finitely many of
such intervals J1, . . . , Jk cover [a, b], and since orbits are disjoint, im[γ] must be contained
in Gx. This shows the first part.
For the second part, let L ⊆ J be compact, such that γ(L) ⊆ O. Then,
γ′ := pi ◦ exp ◦f−1 ◦ γ|L
is an embedded analytic curve in G/Gx which is not free. In fact, for analyticity observe
that (V ′, φ′) with V ′ := pi(exp(U)) and φ′ := (pi ◦ exp |U )−1 is an analytic chart of G/Gx
around [e], and that f : U → O is an analytic diffeomorphism. Moreover, that γ′ is not free
follows by the same arguments as in the proof of Part 2), cf. (a). Consequently, γ′ is Lie
algebra generated by Part 2), and since depi is a submersion and a Lie group homomorphism,
we conclude that γ|L, hence γ, is Lie algebra generated as well, cf. (b) in Part 2). 
Using the first part of the above proposition, we now obtain that each of the sets PFS, PFN, P∼g and
PCNL are closed under decomposition and inversion of its elements, hence that the factorization
(60) holds.
Corollary 5.24
The sets PFS, PFN, P∼g and PCNL are closed under decomposition and inversion of their elements.
Proof: By Lemma 5.19.1 PF is closed under inversions, and Proposition 5.23.1 shows that it
is also closed under decompositions. Then, Part (b) Lemma 5.19.1 shows that the sets PFN
and PFS are closed under decomposition and inversion as well. Finally, by Corollary 5.8 the set
Pω\P∼g = PCNL unionsq PF is invariant under decomposition and inversion, so that the inverse or a
subcurve of an element of PCNL must be contained in PCNL unionsq PF. However, the inverse of a free
segment is a free segment, and freeness of a subcurve of γ ∈ PCNL already would imply freeness
of γ. 
We close this section with the following (discrete) analogue to Proposition 5.14.1. There, we
modify invariant homomorphisms along free segment δ by means of Gδ-invariant maps:
Definition 5.25
Let δ : [k1, k2] → M be a free segment and p ∈ Fδ(k1). Then, by Fp,δ we will denote the set of
all maps Ψ: R → S which are invariant under Gδ in the sense that αφp(h) ◦ Ψ = Ψ holds for all
h ∈ Gδ, and that fulfil
Ψ(λ− λ′) = Ψ(λ) ·Ψ(λ′)−1 ∀ λ, λ′ ∈ R.
Remark 5.26
If Gδ = {e}, examples for such invariant maps Ψ: R→ S are just given by Ψ: λ 7→ exp(λ · ~s) for
~s ∈ s. So, if S is compact and connected (exp is surjective), then for each s ∈ S and for each
λ 6= 0 we find Ψ ∈ Fp,δ with Ψ(λ) = s. However, if Gδ is non-trivial, one has to decide from case
to case whether such non-trivial maps exist. ♦
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Proposition 5.27
Let P ⊆ Pω be closed under decompositions and inversions, ε′ ∈ Homred(P,MorF), S compact
and connected with dim[S] ≥ 1,77 and δ : L = [l1, l2] → M a free segment. Moreover, let t ∈ L,
p ∈ Fδ(t) and Ψ ∈ Fp,δ.
We define ε ∈ Homred(P,MorF) as follows. For [s1, s2] ⊆ L and s ∈ L let
δ|[s2,s1] := [δ|[s1,s2]]−1 as well as ε′(δ|[s,s])(q) := q
and define
Ψ˜
(
δ|[a,b]
)
(p′) := ε′
(
δ|[t,b]
)
(p) ·Ψ(b− a) ·∆(ε′(δ|[t,a]) (p), p′) ∀ p′ ∈ Fδ(a).
Then, for γ ∈ Pω we choose a family of representatives {hα}α∈I of H[γ,δ] and let k0 < · · · < kn
denote the respective unique decomposition from Lemma 5.19.3 of dom[γ] = [k0, kn] into compact
intervals Ki = [ki, ki+1] for 0 ≤ i ≤ n− 1. Recall that then either
γ|Ki ◦ ϕhα ◦ δ ∀ α ∈ I (we define α(i) := 0 /∈ I and hα(i) := e in this case)
or78 γ|Ki ∼par ϕhα(i) ◦ [δ|Li ]pi holds for α(i) ∈ I, pi ∈ {−1, 1} and Li ⊆ L uniquely determined.
Let
ε˜(γ|Ki) :=
{
ε′(γ|Ki) if α(i) = 0,
Φhα(i) ◦ Ψ˜([δ|Li ]pi) ◦ Φh−1
α(i)
if α(i) ∈ I (69)
as well as ε(γ) := ε˜(γ|K0)◦ . . .◦ ε˜(γ|Kn−1). Then, ε is a well-defined element of Homred(P,MorF).
Proof: First assume that ε is well defined. Then ε(γ)(p′ · s) = ε(γ)(p′) · s for s ∈ S is immediate
from the definitions. For invariance of ε let g ∈ G. Then, for ϕg ◦ γ we can use the same index
set and the same decomposition as for γ, provided that we define h′α := g · hα for all α ∈ I. We
obtain
ε(ϕg ◦ γ) ◦ Φg = ε˜(ϕg ◦ γ|K0) ◦ . . . ◦ ε˜(ϕg ◦ γ|Kn−1) ◦ Φg
(69)
= Φg ◦ ε˜(γ|K0) ◦ Φg−1 ◦ . . . ◦ Φg ◦ ε˜(γ|Kn−1) ◦ Φg−1 ◦ Φg = Φg ◦ ε(γ).
Now, multiplicativity of ε is clear if γ is splitted at some point contained in an interval Ki with
α(i) = 0. For the other case, it suffices to show that Ψ˜
(
δ|[s,b]
) ◦ Ψ˜ (δ|[a,s]) = Ψ˜ (δ|[a,b]) holds for
all s, a, b ∈ L with a < s < b or b < s < a. Now,
Ψ˜
(
δ|[a,s]
)
(p′) = ε′(δ|[t,s])(p) ·Ψ(s− a) ·∆(ε′
(
δ|[t,a]
)
(p), p′)
and Ψ˜
(
δ|[s,b]
)
(q) = ε′(δ|[t,b])(p) ·Ψ(b− s) ·∆
(
ε′
(
δ|[t,s]
)
(p), q
)
, hence
Ψ˜
(
δ|[s,b]
) (
Ψ˜
(
δ|[a,s]
)
(p′)
)
= ε′(δ|[t,b])(p) ·Ψ(b− s) ·∆
(
ε′
(
δ|[t,s]
)
(p), ε′(δ|[t,s])(p)
)
·Ψ(s− a) ·∆(ε′(δ|[t,a]) (p), p′)
= ε′(δ|[t,b])(p) ·Ψ(b− a) ·∆
(
ε′
(
δ|[t,a]
)
(p), p′
)
= Ψ˜
(
δ|[a,b]
)
(p′).
77Recall that this ensures that the equivalence relations ∼A and ∼par coincide, see Lemma 5.3.3.
78Recall that Li = L for 1 ≤ i ≤ n− 2 and L0, Ln−1 ⊆ L are of the form [l1, l] or [l, l2] for l1 < l ≤ l2 or l1 ≤ l < l2,
respectively.
84
For the inversion property observe that
ε(γ−1) = ε˜
(
[γ|Kn−1 ]−1
) ◦ . . . ◦ ε˜([γ|K0 ]−1).
Then, ε(γ−1) ◦ ε(γ) = idFγ(k0) and ε(γ) ◦ ε(γ−1) = idFγ(kn) are clear if we can show that for all
0 ≤ i ≤ n− 1 we have
ε˜
(
[γ|Ki ]−1
) ◦ ε˜([γ|Ki ]) = idFγ(ki) and ε˜([γ|Ki ]) ◦ ε˜([γ|Ki ]−1) = idFγ(ki+1) ,
respectively. Again, this is clear if α(i) = 0, and in the other case we have [δ|[a,b]]−1 = δ|[b,a],
hence Ψ˜
(
[δ|[a,b]]−1
)
(q) = ε′(δ|[t,a])(p) ·Ψ(a− b) ·∆
(
ε′
(
δ|[t,b]
)
(p), q
)
. Then
Ψ˜
(
[δ|[a,b]]−1
)
(Ψ˜
(
δ|[a,b]
)
(p′)) = ε′(δ|[t,a])(p) ·∆
(
ε′
(
δ|[t,a]
)
(p), p′
)
= p′
as well as
Ψ˜
(
δ|[a,b]
)
(Ψ˜
(
[δ|[a,b]]−1
)
(p′)) = ε′(δ|[t,b])(p) ·∆
(
ε′
(
δ|[t,b]
)
(p), p′
)
= p′,
which shows that
Ψ˜
(
[δ|[a,b]]−pi
)
(Ψ˜
(
[δ|[a,b]]pi
)
(p′)) = p′ and Ψ˜
(
[δ|[a,b]]pi
)
(Ψ˜
(
[δ|[a,b]]−pi
)
(p′)) = p′
holds. From this, the inversion property is clear.
It remains to show that ε is well defined. Obviously, ε(γ) = ε(γ′) if γ ∼A γ′, so that we only
have to discuss what happens if we choose another family {h′α}α∈I′ of representatives of H[γ,δ].
Now, we can assume that I = I ′, and that the decompositions of γ into intervals Ki w.r.t. both
families coincide. In fact, this is clear from hα ∼δ h′α and the uniqueness of these decompositions.
Obviously, it suffices to show that
Φhα(i) ◦ Ψ˜([δ|Li ]pi) ◦ Φh−1
α(i)
= Φh′
α(i)
◦ Ψ˜([δ|Li ]p
′
i) ◦ Φh′
α(i)
−1 ∀ α(i) 6= 0. (70)
Since h := h−1α(i)h
′
α(i) ∈ Gδ we have pi = p′i. Then, if we write [δ|Li ]pi = δ|[a,b] for a, b ∈ R, we
obtain(
Φh ◦ Ψ˜([δ|Li ]pi) ◦ Φh−1
)
(p′) = (Φh ◦ ε′)
(
δ|[t,b]
)
(p) ·Ψ(b− a) ·∆(ε′(δ|[t,a]) (p),Φh−1(p′))
= ε′
(
ϕh ◦ δ|[t,b]
)
(Φh(p)) ·Ψ(b− a) ·∆
(
(Φh ◦ ε′)
(
δ|[t,a]
)
(p), p′
)
= ε′
(
δ|[t,b]
)
(Φh(p)) ·Ψ(b− a) ·∆
(
ε′
(
ϕh ◦ δ|[t,a]
)
(Φh(p)), p
′)
= ε′
(
δ|[t,b]
)
(p) · φp(h) ·Ψ(b− a) ·∆
(
ε′
(
δ|[t,a]
)
(p) · φp(h), p′
)
= ε′
(
δ|[t,b]
)
(p) · φp(h) ·Ψ(b− a) · φp(h)−1 ·∆
(
ε′
(
δ|[t,a]
)
(p), p′
)
= ε′
(
δ|[t,b]
)
(p) · αφp(h)(Ψ(b− a)) ·∆
(
ε′
(
δ|[t,a]
)
(p), p′
)
= ε′
(
δ|[t,b]
)
(p) ·Ψ(b− a) ·∆(ε′(δ|[t,a]) (p), p′)
= Ψ˜([δ|Li ]pi)(p′),
hence (70). Here, in the second step, we have used (32) for the first factor, as well as
q ·∆(q,Φh−1(p′)) = Φh−1(p′) =⇒ Φh(q) ·∆(q,Φh−1(p′)) = p′
=⇒ ∆(q,Φh−1(p′)) = ∆(Φh(q), p′)
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with q, p′ ∈ Fδ(a) for the last one. In the third step, we have used ϕh ◦ δ = δ in the first factor
and (32) in the last one. The fourth step is clear, and in the fifth one, we have use that
q · φp(h) ·∆
(
q · φp(h), p′
)
= p′ =⇒ φp(h) ·∆
(
q · φp(h), p′
)
= ∆(q, p′)
=⇒ ∆(q · φp(h), p′) = φp(h)−1 ·∆(q, p′).
Finally, in the seventh step, we have used the invariance property of Ψ ∈ Fp,δ. 
5.5 Summary
In this Section, we basically have discussed the situation where the action ϕ induced by the sym-
metry79 on the base manifold is analytic and pointwise proper. In the first part, we have modified
invariant homomorphisms along Lie algebra generated curves, and in the second one we have ap-
plied this to the LQG setting in order to show that quantization and reduction do not commute
in several situations. In particular, we have shown that this is the case in (semi-)homogeneous
LQC. In the last part, we have proven that free curves are discretely generated by the symmetry
group, and that we have the decomposition
Pω = P∼g unionsq PCNL unionsq PFN unionsq PFS
of Pω into subsets, each being closed under inversions and decomposition. Hence, the factorization
Ared,ω ∼= Ared,g ×Ared,CNL ×Ared,FN ×Ared,FS
by Proposition 4.25. Moreover, we have shown that even PCNL = ∅, hence Pω = P∼g unionsqPF holds if
ϕ admits only normal stabilizers and is transitive or proper. Recall that PF = PFS unionsqPFN denotes
the set of free curves, whereby PFN consists of such free curves whose stabilizer is trivial and PFN
of those having a non-trivial one. Consequently,
Pω = P∼g unionsq PFN =⇒ Ared,ω ∼= Ared,g ×Ared,FS
holds if ϕ is in addition free. This is the case, e.g., in (semi-)homogeneous LQC and also important
in view of the next section. There, we will construct normalized Radon measures on each of these
two factors, providing us with the respective Radon product measures on Ared,ω in this case. For
the measure on Ared,FS, there we will use the modification result for free segments which we have
proven in Proposition 5.27.
6 Measures on Quantum-Reduced Configuration Spaces
In the previous section, we have seen that Pω = P∼g unionsq PCNL unionsq PFN unionsq PFS holds if ϕ analytic and
pointwise proper, whereby each of the occurring sets is closed under decomposition and inversion
of its elements, hence80
Ared,ω ∼= Ared,g ×Ared,CNL ×Ared,FN ×Ared,FS (71)
by Proposition 4.25. So, in order to define a normalized Radon measure on Ared,ω, it suffices
to construct respective normalized Radon measures on each of the factors occurring on the right
79This means a Lie group of automorphisms on the principal fibre bundle (P, pi,M, S) under consideration.
80If one the sets of curves is empty, one just has to remove the respective factor in the product (71).
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hand side of (71). In this section, we will use the developments of the previous one in order to
provide general constructions for the spaces
Ared,g∼ ∼= Homred
(P∼g ,MorF) and Ared,FN ∼= Homred(PFN,MorF).
Recall that these spaces correspond to the sets of Lie algebra generated and free non-symmetric
curves, respectively. So, in particular, our constructions will provide us with a normalized Radon
measure on Ared,ω whenever S = SU(2) and ϕ acts properly and free. Indeed, then we have
Pω = P∼g unionsq PFS, hence Ared,ω ∼= Ared,g × Ared,FS and all requirements of Subsection 6.2 are
fulfilled.
More precisely, in Subsection 6.1 we will construct a normalized Radon measure on Ared,FN
for the general case that S is compact and connected. We will define a projective structure
on Ared,FN which generalizes that one, used for the construction of the Ashtekar-Lewandowski
measure on Aω. Roughly speaking, the projection maps will be defined by (38), whereby in the
respective indices now only free segments will occur. Proposition 5.23.1 then guarantees that
Ared,FN is separated by these maps, and their surjectivity will be established by Proposition 5.27.
Then, as in the Ashtekar-Lewandowki case, the Haar measure on S can be used to define a
consistent family of normalized Radon measure, providing us with a normalized Radon measure
on Homred(PFN,MorF). In specific circumstances, the same construction can also be used to define
a normalized Radon measure on Ared,FS. This will be demonstrated for the case of spherically
symmetric LQC where the set PFS just consists of all linear curves traversing through the origin.
There, the respective projection maps can be chosen in such a way that their images are just
products of maximal tori, each carrying a Haar measure by itself. However, there is no ad hoc
reason why there should be such a convenient choice in the general case. So, in specific situations
one has to investigate the sets PFS and Ared,FS explicitly if one wants to use the developed
techniques in order to construct a measures on Ared,FS.
Now, the mentioned restriction to the structure group comes from our constructions for the
space Ared,g∼ (Subsection 6.2). These we will exemplarily do for the most LQG-relevant case
where S = SU(2). Analogous constructions appear to be possible also for other compact and
connected structure groups, in any case for the abelian ones (tori).
Indeed, for our considerations we will assume that each ϕ-orbit m = [xm] ⊆M with g\gxm 6= ∅
(we will denote the set of all such orbits by M) admits an independent and complete family
{~gα}α∈Im ⊆ g\gxm as in Definition 5.102.81 Then, as we will show in the first part of Subsection
6.2, Ared,g∼ is homeomorphic to the Tychonoff product
Y =
∏
m∈M,α∈Im
Ym,α
for Ym,α the set of Ad
pm
G[~gα]
-equivariant mappings Ψ: spanR(~gα)→ S (cf. Definition 5.9) equipped
with a suitable topology. Here, pm ∈ Fxm is a fixed choice for each m ∈M. The above homeomor-
phism is just a straightforward consequence of Proposition 5.14.1 where, except for compactness
and connectedness, no further requirements on the structure group S have to be done. Then, it
is the non-trivial part to calculate these factors explicitly, to define reasonable measures thereon,
and, finally, to show that the measure on Ared,g∼ ∼= Y induced by the respective Radon product
measure on Y does not depend on any choices one has done. Then, following the arguments of
81Due to Lemma and Remark 5.11.3 this is always the case, e.g., if ϕ is free.
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Subsection 6.2, one immediately sees that for S the n-torus, each of the above factors is either
homeomorphic to the n-fold product of RBohr by
[RBohr ]
n → Ym,α
(ψ1, . . . , ψn) 7→
[
λ · ~gm,α 7→
(
ψ1(χλ), . . . , ψn(χλ)
)]
,
or consists of the trivial map Ψ: λ · ~gα 7→ e. This is just because by Remark 5.5.5 and commu-
tativity of S, equivariance of Ψ ∈ Ym,α is either a trivial condition or reads Ψ(~g) = ψ(−~g), hence
Ψ(~g) = e for all ~g ∈ spanR(~gm,α). Then, in both cases we have a canonical Radon measure on
Ym,α, providing us with a respective Radon product measure on Y .
However, for SU(2) (and any other non-commutative structure group) equivariance gives more
complicated conditions which have to be investigated carefully. This is the content of the second
part of this section. In both subsections, we will discuss the (semi-)homogeneous, homogeneous
isotropic as well as the spherically symmetric LQC case.
6.1 The Reduced Ashtekar-Lewandowski Measure
As already mentioned above, we now are going to equip Ared,FN ∼= Homred(PFN,MorF) with
a projective structure, which we then use to construct a normalized Radon measure thereon.
This will be done in analogy to the construction of the Ashtekar-Lewandowski measure [5] on
Aω ∼= Hom(Pω,MorF) which we even get back if G = {e} holds. This is just because due to our
definitions then PFN = Pω, hence Homred(PFN,MorF) = Hom(Pω,MorF) holds.
In order to avoid trivialities, we will assume that Homred(PFN,MorF) is not empty. Moreover,
we let ν = {νx}x∈M ⊆ P be a fixed family with x ∈ Fx for all x ∈ M and ψx(p) := ∆(νx, p) for
all p ∈ Fx as in Convention 4.6. Finally, we will assume that S is compact and connected with
dim[S] ≥ 1.
We start our investigations with the definition of the directed set:
• Let PFN denote the set of all finite tuples (γ1, . . . , γk) with γ1, . . . , γk ∈ PFN free segments
such that we have
ϕg ◦ γi ◦ γj ∀ g ∈ G, 1 ≤ i 6= j ≤ k.
• For (γ1, . . . , γk), (γ′1, . . . , γ′p) ∈ PFN write (γ1, . . . , γk) ≤ (γ′1, . . . , γ′p) iff each γi admits a de-
composition {(γi)j}1≤j≤ni such that each restriction (γj)i is equivalent to one of the curves
ϕg ◦ γ′j or its inverses for some g ∈ G and 1 ≤ j ≤ p.
Lemma 6.1 (Directed Set)
The pair (PFN,≤) is a directed set.
Proof: Let (γ1, . . . , γk), (γ
′
1, . . . , γ
′
p) ∈ PFN. We inductively construct an upper bound in PFN as
follows. For each 1 ≤ j ≤ p let aj = kj0 < · · · < kjnj = bj denote the decomposition from Lemma
5.19.3 of dom[γ′j ] = [aj , bj ] w.r.t. γ1 : [l1, l2] → M into intervals Kji =
[
kji , k
j
i+1
]
. We first remove
all segments γ′j |Kji that are equivalent to a translate of γ1 or its inverse.
More precisely, let γ′j,1, . . . , γ
′
j,mj
denote the segments γ′j |Kji of γ
′
j with
γ′j |Kji ◦ ϕg ◦ γ1 ∀ g ∈ G
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and replace (γ′1, . . ., γ′p) by (γ′1,1, . . . , γ′1,m1 , . . . , γ
′
k,1, . . . , γ
′
k,mk
). Here, it may happen that γ′j |K0 ∼A
ϕg ◦ [γ1|L′ ]±1 or γ′j |Kn−1 ∼A ϕg ◦ [γ1|L′ ]±1 holds with L′ = [l1, l] for l < l2 or L′ = [l, l2] for l1 < l.
In this case, we split γ1 at these (at most 2p) points and obtain curves γ1,1, . . . , γ1,n1 .
We now apply the same procedure to γ2 and (γ
′
1,1, . . . , γ
′
1,m1
, . . . , γ′k,1, . . . , γ
′
k,mk
), and induc-
tively end up with finitely many free segments γ1,1, . . . , γ1,q1 , . . . , γ1,p, . . . , γ1,qp and γ
′′
1 , . . . , γ
′′
m
that fulfil
ϕg ◦ γr,s ◦ γr′,s′ for (r, s) 6= (r′, s′) because (γ1, . . . , γk) ∈ PFN as well as
ϕg ◦ γ′′q ◦ γ′′q′ for q 6= q′ because (γ′1, . . . , γ′p) ∈ PFN
for all g ∈ G\{e}. For this, observe that each of these curves is a subcurve of one of the free
segments γ1, . . . , γk, γ
′
1, . . . , γ
′
p. Moreover, by construction we have
γr,s ◦ ϕg ◦ γ′′q ∀ g ∈ G\{e}, 1 ≤ r ≤ k, 1 ≤ s ≤ qr, 1 ≤ q ≤ m
as well as
(γ1, . . . , γk), (γ
′
1, . . . , γ
′
p) ≤ (γ1,1, . . . , γ1,q1 , . . . , γ1,l, . . . , γ1,qp , γ′′1 , . . . , γ′′p ). 
We now are able to define the projection and transition Maps:
Lemma and Definition 6.2 (Projection and Transition Maps)
1) For γ ∈ PFN with dom[γ] = [a, b] let
piγ(ε) := ψγ(b)
(
ε(γ)(νγ(a))
) ∀ ε ∈ Hom(PFN,MorF). (72)
Then, it is immediate to see that for each ε ∈ Hom(PFN,MorF) we have
piγ−1(ε) = piγ(ε)
−1 as well as piγ(ε) = piγ|[a,t](ε) · piγ|[t,b](ε) ∀ t ∈ (a, b).
Moreover, for each g ∈ G and ε ∈ Homred(PFN,MorF) we have (cf. (39))
piϕg◦γ(ε) = ψϕg(γ(b))(Φg(νγ(b)))︸ ︷︷ ︸
c
· ψνγ(b)(ε(γ)(νγ(a))) · ψγ(a)
(
Φg−1(νϕg(γ(a)))
)︸ ︷︷ ︸
d
. (73)
2) For α = (γ1, . . . , γk) ∈ PFN with dom[γi] = [ai, bi] for i = 1, . . . , k we define the map
piα : Homred(PFN,MorF)→ Xα := S|α| by
piα(ε) :=
(
ψγ1(b1)
(
ε(γ1)(νγ1(a1))
)
, . . . , ψγk(bk)
(
ε(γk)(νγk(ak))
))
. (74)
This map is surjective by (the next) Proposition 6.3.1.
3) Let α = (γ1, . . . , γk) ≤ (γ′1, . . . , γ′k′) = α′ and {(γi)j}1≤j≤ni be the corresponding decomposi-
tion of γi for 1 ≤ i ≤ k.
• We find pij ∈ {1,−1}, 1 ≤ mij ≤ k′ and gij ∈ G with
(γi)
pij
j ∼A ϕgij ◦ γ′mij . (75)
Here, for all 1 ≤ i ≤ k we have mij 6= mij′ for 1 ≤ j 6= j′ ≤ ni just by injectivity of γi.
In addition to that, we denote by cij and dij the structure group elements c and d from
(73) that correspond to the curve ϕgij ◦ γ′mij .
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Observe that the above quantities are even uniquely determined because if (75) in addition
holds for p′ij ∈ {1,−1}, 1 ≤ m′ij ≤ k′ and g′ij ∈ G, then
γ′mij ∼A ϕg−1ij g′ij ◦
[
γ′m′ij
]pij ·p′ij
=⇒ γ′mij ∼◦ ϕg−1ij g′ij ◦ γ
′
m′ij
=⇒ mij = m′ij
=⇒ g−1ij g′ij = e
=⇒ pij = p′ij ,
where the second step is clear from (γ′1, . . . , γ′k) ∈ PFN and the third one from freeness of
γ′mij and Gγ′j = e.
• We obtain a well-defined and continuous map piα′α : Xα′ → Xα if we define
piα
′
α (x1, . . . , xk′) :=
(
n1∏
j=1
(
c1j · xm1j · d1j
)p1j , . . . , nk∏
j=1
(
ckj · xmkj · dkj
)pkj ). (76)
In fact, piα
′
α ◦ piα′ = piα is immediate from Part 1), and due to surjectivity of piα′ (proven
in Proposition 6.3.1)) this definition then cannot depend on any choices.
4) Let µk denote the Haar measure on S
k for k ∈ N≥1 and define µα := µ|α| for α ∈ PFN.
Observe that µk equals the k-fold product µ
k of the Haar measure µH on S (cf. Definition
2.5.2) as this normalized Radon measure is translation invariant. In fact, using a Riesz-
Markov argument, translation invariance is straightforward from Fubini’s formula.
The next proposition shows that Homred(PFN,MorF) is indeed a projective limit of {Xα}α∈PFN
w.r.t. the above projection and transition maps. Moreover, it shows that {µα}α∈PFN is a respective
family of normalized Radon measures defining a normalized Radon measure on Homred(PFN,MorF).
Proposition 6.3
1) The maps piα : Homred(PFN,MorF) → S|α| are surjective, and together they separate the
elements of Homred(PFN,MorF).
2) Homred(PFN,MorF) is a projective limit of {Xα}α∈PFN w.r.t. the maps from Lemma and
Definition 6.2.
3) {µα}α∈PFN is a consistent family of normalized Radon measures w.r.t. {Xα}α∈PFN.
Proof: 1) For surjectivity, let ε0 ∈ Homred(PFN,MorF) 6= ∅, α = (γ1, . . . , γk) ∈ PFN with
dom[γi] = [ai, bi] and s
′
i := ψγi(bi)
(
ε0(γi)(νγi(ai))
)
for 1 ≤ i ≤ k. Since S is compact and
connected, the exponential map of S is surjective. Hence, for (s1, . . . , sk) ∈ Sk we find
~s1, . . . , ~sk ∈ s such that si = s′i · exp([bi − ai] · ~si) holds for all 1 ≤ i ≤ k.
Now, in the situation of Proposition 5.27 let δ := γ1, Ψ: r 7→ exp(r · ~s1), t := a1 and
p := νγ1(a1). Moreover, denote by ε1 the respective modified homomorphism. Then,
piγ1(ε1) = ψγ1(b1)
(
ε1(γ1)(νγ1(a1))
)
= ψγ1(b1)
(
ε0(γ1)(νγ1(a1)) · exp([b1 − a1]~s1
)
= s′1 · exp([b1 − a1]~s1) = s1,
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and applying the same argument inductively, we obtain εk ∈ Homred(PFN,MorF) with
piγi(εk) = si for 1 ≤ i ≤ k, hence piα(εk) = (piγ1(εk), . . . , piγk(εk)) = (s1, . . . , sk). For
this observe that modifying εi along γi+1 does not change its values on the curves γj for
1 ≤ j ≤ i. This is clear because H[γi,γj ] = ∅ holds for 1 ≤ i 6= j ≤ k, so that surjectivity of
piα follows.
Now, for the separation property let ε, ε′ ∈ Homred(PFN,MorF) be different, i.e., ε(γ) 6= ε′(γ)
for some γ ∈ PFN. By Proposition 5.23.1, we find a maximal free segment δ = γ|K , a
decomposition t0 < · · · < tn of dom[γ] = [t0, tn] and elements g0, . . . , gn−1 ∈ G, such that
γ|[ti,ti+1] ∼A ϕgi ◦ δ±1 ∀ 1 ≤ i ≤ n− 2
as well as
γ|[t0,t1] ∼A ϕg0 ◦ [δ|L]±1 and γ|[tn−1,tn] ∼A ϕgn−1 ◦ [δ|L′ ]±1
holds for L,L′ both of the form [l, l2] with l1 ≤ l < l2 or [l1, l] with l1 < l ≤ l2. Then,
splitting δ at the respective (at most two) points δ(l), we obtain a decomposition of δ into
at most three subcurves which define an index α ∈ PFN for which piα(ε) 6= piα(ε′) holds.
2) It remains to show continuity of the maps piα. Here, it suffices to consider the case where
the index α consists of one single free segment γ. Since the topology on Homred(PFN,MorF)
is the subspace topology inherited from Hom(PFN,MorF),82 piγ is continuous iff
piγ ◦ κFN|Ared,FN
is continuous w.r.t. to the subspace topology on Ared,FN inherited from AFN = Spec(PFN).
This, however, is the case if piγ ◦ κFN is continuous w.r.t. the topology on AFN. Here,
κFN : AFN → Hom(PFN,MorF) denotes the respective homeomorphism from Definition
4.16.3. However, piγ ◦ κFN : AFN → S is continuous by (31), just because [hγ ]ij ∈ PFN.
3) We have to show that piα
′
α (µα′) = µα holds if α ≤ α′, and by the Riesz-Markov theorem it
suffices to verify that ∫
Xα
f dµα =
∫
Xα
f dpiα
′
α (µα′) ∀ f ∈ C(Xα).
Now, if g ∈ C(Xα′), x = (x1, . . . , xk′) ∈ Sk′ and 1 ≤ i ≤ k′, Fubini’s formula reads∫
Xα′
g dµα′ =
∫
Sk′−1
(∫
S
g(x) dµ1(xi)
)
dµk′−1(xi), (77)
where Sk
′−1 3 xi := (x1, . . . , xi−1, xi+1, . . . , xk′). Hence, for f ∈ C(Xα) we have∫
Xα
f dpiα
′
α (µα′) =
∫
Xα′
(
f ◦ piα′α
)
dµα′ =
∫
Sk
′−1
(∫
S
(
f ◦ piα′α
)
(x) dµ1(xi)
)
dµk′−1(xi).
By the definition of PFN, each of the variables x1, . . . , xk′ occurs in exactly one of the
products on the right hand side of (76). Consequently, the components
[
piα
′
α
]
i
of piα
′
α mutually
depend on different variables xi =
(
xmi,1 , . . . , xmi,n(i)
)
.
82See Definition 4.19.
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Then, by left-, right- and inversion invariance of µ1, for x ∈ Sk′ we have∫
S
(
f ◦ piα′α
)
(x) dµ1(xmk,1) =
∫
S
f
([
piα
′
α
]
1
(x1), . . . ,
[
piα
′
α
]
k−1(xk−1),
[
piα
′
α
]
k
(xk)
)
dµ1(xmk,1)
=
∫
S
f
([
piα
′
α
]
1
(x1), . . . ,
[
piα
′
α
]
k−1(xk−1), xmk,1
)
dµ1(xmk,1).
Then, applying the same argument inductively we obtain∫
Xα
f dpiα
′
α (µα′) =
∫
Sk′
f(xm1,1 , . . . , xmk,1) dµα′(x) =
∫
Xα
f dµα,
where the last step follows inductively from (77) and µH(S) = 1. 
Lemma and Remark 6.4 (Independence from the Choices)
By Proposition 6.3.2, there is a unique normalized Radon measure µ on Homred(PFN,MorF) which
corresponds to the family {µα}α∈PFN for µα the Haar measure on S|α|. Now, we obtain different
projection maps pi′α if we choose another family ν ′ = {ν ′x}x∈M ⊆ P with ν ′x ∈ Fx for all x ∈ M .
This family, however, gives rise to the same measure on Homred(PFN,MorF) because:
It follows from (21) that for each α ∈ PFN we find d1, b1, . . . , dk, bk ∈ S such that piα(ε) =
(s1, . . . , sk) implies pi
′
α(ε) = (d1 · s1 · b1, . . . , dk · sk · bk) for all (s1, . . . , sk) ∈ Xα. Consequently,
pi′α = d · piα · b holds for d := (d1, . . . , dk) and b := (b1, . . . , bk), so that for B ∈ B(Xα) we have
ε ∈ pi′−1α (B) ⇐⇒ pi′α(ε) ∈ B ⇐⇒ piα(ε) ∈ d−1 ·B · b−1
⇐⇒ ε ∈ pi−1α (d−1 ·B · b−1).
Hence,
pi′α(µ)(B) = µ
(
pi′−1α (B)
)
= µ
(
pi−1α
(
d−1 ·B · b−1)) = µα (d−1 ·B · b−1) = µα(B)
by invariance of µα. ♦
Definition 6.5 (The Reduced Ashtekar-Lewandowski Measure)
The normalized Radon measure on Homred(PFN,MorF) that corresponds to the consistent family
of normalized Radon measures {µα}α∈PFN is denoted by µFN in the following. For the special
case that G = {e}, this measure is called Ashtekar-Lewandowski measure on Hom(Pω,MorF) and
is denoted by µAL.
Remark 6.6 (Loop Quantum Cosmology)
In the next subsection, we are going to define a normalized Radon measure µg on Ared,g ∼=
Homred
(P∼g ,MorF), in particular, for the case of (semi-)homogeneous, spherically symmetric and
homogeneous isotropic LQC. As already mentioned in Remark 4.27.5, in the two transitive cases
(homogeneous isotropic and homogeneous LQC) the space Ared,g is already a reasonable quantum-
reduced configuration space by itself. So, there we have the reasonable kinematical Hilbert space
L2
(Ared,g, µg).
1) Anyhow, in (semi-)homogeneous LQC we even have the normalized Radon measure µred :=
µg × µFN on Ared,ω ∼= Homred(Pω,MorF) because Pω = P∼g unionsq PFN, hence
Ared,ω ∼= Ared,g ×Ared,FN
holds by Example 5.22.
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2) In the homogeneous isotropic and spherically symmetric case we unfortunately do not know
whether PCNL = ∅ holds. In the homogeneous isotropic case, we elsewise could define
µred = µg × µFN as well, just because there PFN = ∅ holds by Example 5.22.
In the spherically symmetric case, we additionally had to define a measure µFS on
Ared,FS ∼= Homred(PFS,MorF) = Homred(P∼l,0,MorF)
for P∼l,0 the set of linear curves in R3 traversing through the origin.83 This, however, is easy
as we can use the same techniques as for the construction of µFN:
• Instead of PFN, we consider the set Pl,0 of tuples (γ1, . . . , γk) with γi ∈ P∼l,0 and im[γi] ⊆
spanR(~e1) for 1 ≤ i ≤ k. Hence, we restrict to such elements of P∼l,0 which completely
traverse in the ~e1-axis. Obviously, each other curve in PFS = P∼l,0 can be obtained by
rotating such a curve around a suitable axis.
• We choose νx = (x,1), i.e., ψx = pr2 : P 3 (x, s) 7→ s ∈ SU(2) for all x ∈ R3, and define
the projection and transition maps exactly as in Lemma and Definition 6.2. Then,
piγ(ε)
(72)
= ψγ(b)
(
ε(γ)(νγ(a))
) (26)
= Ων(ε)(γ)
(27)
= Ω(ε)(γ) = (γ) (78)
for dom[γ] = [a, b] and  := Ω(ε). Since for σ ∈ H~e1 = Hτ1 we have γ = σ(γ), this gives
piγ(ε) = piσ(γ)(ε)
(78)
= (σ(γ))
(37)
= ασ((γ)) = ασ(piγ(ε)).
Then, Lemma 3.2.1 shows im[piγ ] ⊆ Hτ1 ∼= S1, and by Proposition 5.27, we even have
im[piα] ∼= S|α|. This follows by the same arguments as in the proof of Proposition 6.3.1
because Ψµ : r 7→ exp(r · [µ · τ1]) for µ ∈ R is contained in Fp,γ for p = (γ(a),1). In fact,
this is clear from Gγ = Hτ1 , and that φp(σ) = σ holds for all σ ∈ Gγ as for p = (x,1) we
have (see Example 3.3 for the definiton of ΦSP : SU(2)× P → P )
ΦSP (σ, p) = (x, σ) =⇒ ΦSP (σ, p) = p · σ =⇒ φp(σ) = σ.
Then, using the Haar measure on Hτ1
∼= S1 instead of SU(2), by the same arguments as
in the PFN case, we obtain a normalized Radon measure µFS on Homred(P∼l,0,MorF).
6.2 Lie Algebra Generated Configuration Spaces
In the previous part, we have constructed a normalized Radon measure on Homred(PFN,MorF),
whereby we have used the developments of Subsection 5.4. In this part, we are going to write
the space Homred
(P∼g ,MorF) as a Tychonoff product of compact Hausdorff spaces which we de-
termine exemplarily for the most LQC relevant case that S = SU(2). Then, we define normalized
Radon measures on each of these spaces, providing us with a normalized Radon measures on
Homred
(P∼g ,MorF).
For the first step, we will need that each ϕ-orbit which contains some Lie algebra generated
curve admits an independent and complete family of stable Lie algebra elements. We show
that, under these circumstances, Homred(PFN,MorF) can be written as a Tychonoff product of
compact Hausdorff spaces which are just given by the sets of equivariant maps that correspond
83See (a) in Convention 3.1.3 for the definition of P∼l,0 as well as Example 5.22 for the equality PFS = P∼l,0.
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to the elements of the above independent and complete families. Here, we will only need that the
structure group is compact and connected.
In the second part, we will determine these sets of equivariant mappings explicitly for the case
that S = SU(2). We define normalized Radon measures on each of them and show that the corre-
sponding Radon product measure gives rise to a normalized Radon measure on Homred(PFN,MorF)
which does not depend on any choices we have made.84 As already sketched in the beginning
of this section, these constructions also work for the abelian case and are even easier there. For
non-abelian S one basically has to investigate to which maximal tori equivariance can restrict
the image of a map Ψ: spanR(~g) → S having the homomorphism properties (46). Indeed, for
S compact and connected, multiplicativity already restricts such an image to a unique maximal
torus if Ψ(λ ·~g) is regular for some λ ∈ R,85 and obviously this issue is trivial in the abelian case.
Finally, the set of occurring tori has to be equipped with a normalized Radon measure having
certain invariance properties which make the whole construction independent of any choices at
the end. Using general theory of compact and connected Lie groups, then one might obtain some
generalizations of the construction we will work out in detail for SU(2).
So, in the next part, the structure group will be compact and connected, as well as SU(2) in
the subsequent ones.86 Moreover, as in the previous section, ϕ is always assumed to be analytic
and pointwise proper. By M we will denote the set of ϕ-orbits m in M with g\gx 6= ∅ for one
(and then each) x ∈ m. We fix a family {pm}m∈M ⊆ P of elements with xm := pi(pm) ∈ m ∈M for
all m ∈ M, where for each such m we let {~gm,α}α∈Im ⊆ g\gxm be independent and complete. Of
course, we only will consider the situation where Homred
(P∼g ,MorF) 6= ∅ holds.87
6.2.1 Tychonoff Products
We now are going to write Homred
(P∼g ,MorF) as a Tychonoff product of compact Hausdorff spaces
for the general case that S is compact and connected. The first step towards this is performed in
Lemma and Definition 6.7, where the strategy is basically the following:
• In the Parts 1) and 4), for x ∈ M and p ∈ Fx, we assign to  ∈ Homred(Pω,MorF) an AdpGx-
equivariant (in the first factor) map Ψ: g\gx ×R>0 → S just by
Ψ(~g, l) := ∆
(
Φexp(l·~g)(p), ε
(
γx~g |[0,l]
)
(p)
)
. (79)
Recall that t 7→ Φ(exp(t ·~g), p) is the canonical lift of γx~g in p ∈ Fx which we already have used
in Proposition 5.14.1 for modifying invariant homomorphisms along such Lie algebra generated
curves γx~g . Moreover, as usual, for p, p
′ contained in the same fibre, here ∆(p, p′) denotes the
unique element s ∈ S for which p′ = p · s holds.
• In Part 2), we will split up the map (79) into several maps spanR(~gα)→ S being equivariant
in the sense of Definition 5.9. Here, α runs over some index set Ix for {~gα}α∈Ix ⊆ g\gx an
independent and complete family of stable elements.
• Then, in Part 3), we will define the relevant topologies on the occurring spaces, and in the
last part we will provide the desired homeomorphism between Homred
(P∼g ,MorF) and the
mentioned Tychonoff product..
84For instance, the above families of stable elements.
85This is because Ψ(µ · ~g) ·Ψ(λ · ~g) = Ψ([µ+ λ] · ~g) = Ψ(λ · ~g) ·Ψ(µ · ~g) for all µ ∈ R.
86Anyhow, since it simplifies the notations, we often will write s instead of su(2).
87Observe that Homred
(P∼g ,MorF) = ∅ already implies that Homred(Pω,MorF) = ∅ holds just because each element
of the latter space restricts to an element of the former one.
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Lemma and Definition 6.7
Let p ∈ P , x := pi(p) and assume that g\gx 6= ∅ holds.
1) By Mp we denote the set of Ad
p
Gx
-equivariant maps Ψ: g\gx ×R>0 → S that fulfil88
Ψ(λ · ~g, l) = Ψ(~g, |λ|l)sign(λ) ∀ λ ∈ R 6=0, l > 0 (80)
and
Ψ(~g, l + l′) = Ψ(~g, l) ·Ψ(~g, l′) ∀ l, l′ ≥ 0. (81)
Here, equivariance means that
Ψ(Adh(~g), ·) = αφp(h) ◦Ψ(~g, ·) ∀ h ∈ Gx, ∀ ~g ∈ g\gx.
2) Recall the quantities we have considered in Subsection 5.2. Then, since we have Gx[~g] ⊆ Gx,
for each Ψ ∈Mp and each ~g ∈ g\gx the map Ψ~g : spanR(~g)→ S defined by
Ψ~g(0) := 1 and Ψ~g(λ · ~g) := Ψ(λ · ~g, 1) for λ ∈ R6=0
is AdpG[~g]-equivariant in the sense of Definition 5.9. We will denote by Y
p
~g the set of all such
AdpG[~g]-equivariant maps and define
rp~g : Mp → Y p~g , Ψ 7→ Ψ~g.
3) We equip Mp with the topology generated by the sets
U~g,l(Ψ) := {Ψ′ ∈Mp |Ψ′(l · ~g) ∈ Ψ(l · ~g) · U}
for Ψ ∈ Mp, U ⊆ S open, ~g ∈ g\gx and l > 0. Similarly, we equip the spaces Y p~g with the
topologies generated by the sets
Uλ(Ψ) := {Ψ′ ∈ Y p~g |Ψ′(λ · ~g) ∈ Ψ(λ · ~g) · U},
for Ψ ∈ Y p~g , U ⊆ S open and λ ∈ R. It is easy to see that rp~g is continuous w.r.t. these
topologies.
4) We define pip : g\gx ×R>0 × Homred
(P∼g ,MorF)→ S by
pip(~g, l, ε) := ∆
(
Φexp(l~g)(p), ε
(
γx~g |[0,l]
)
(p)
) ∀ 0 < l < τ~g
as well as
pip(~g, l, ε) :=
k∏
i=1
pip(~g, li, ε) for 0 < l1, . . . , lk < τ~g with l = l1 + · · ·+ lk.
Then, straightforward calculations, cf. Appendix E.1, similar to that in the proofs of Proposi-
tion 5.14.1 and Proposition 5.27 show that the map
pip : Homred
(P∼g ,MorF)→Mp, ε 7→ pip(·, ·, ε) (82)
88The reason for introducing the factor R>0 will become clear in Part 4).
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is well defined and continuous. Consequently, pip is well defined as well. In particular, the
topological space Y p~g is compact. in fact, Homred
(P∼g ,MorF) is compact and rp~g ◦ pip is contin-
uous, as well as surjective by the next corollary.
Obviously, we have pip = α∆(p′,p) ◦ pip′ if pi(p) = pi(p′) holds. Moreover, if g ∈ G, s ∈ S,
~g ∈ g\gy and h ∈ Gy for y := pi(g · p), a straightforward calculation shows that we have, cf.
Appendix E.1
pig·p·s(λAdh(~g), l, ε) = αs−1φg·p(h) ◦ pip
(
Adg−1(~g), |λ|l, ε
)sign(λ) ∀ λ ∈ R 6=0, l > 0. (83)
This equation will be relevant for our considerations in the final part of this subsection. There,
we will show that the measure we construct on Homred
(P∼g ,MorF) does not depend on any
choices such as the independent and complete families we have fixed in the beginning of this
subsection.
5) To simplify the notations, let
Ym,α := Y
pm
~gm,α
as well as rm,α := r
pm
~gm,α
∀m ∈M,∀ α ∈ Im.
We equip Y :=
∏
m∈M,α∈Im Ym,α with the Tychonoff topology and define
ΠY : Homred
(P∼g ,MorF)→ Y by ΠY := ∏
m∈M
[
rm ◦ pipm
]
for the natural map rm :=
∏
α∈Im rm,α : Mpm →
∏
α∈Im Ym,α.
The homeomorphism property of ΠY is a straightforward consequence of Lemma 5.12.3 and
Proposition 5.14.1, as we now show in
Corollary 6.8
The map ΠY : Homred
(P∼g ,MorF)→ Y is a homeomorphism.
Proof: ΠY is continuous because the maps rm,α ◦ pipm are so. Moreover, Y is Hausdorff because
the spaces Ym,α are Hausdorff. So, since Homred
(P∼g ,MorF) is compact, the claim follows if we
show that ΠY is bijective. Now, ΠY is injective by Lemma 5.12.3 and(
rm,α ◦ pipm
)
(ε)(λ · ~gm,α) = pipm(ε)(λ · ~gm,α, 1)
= ∆
(
Φexp(λ·~gm,α)(pm), ε
(
γxmλ·~gm,α |[0,1]
)
(pm)
)
= ∆
(
Φexp(λ·~gm,α)(pm), ε
(
γxm~gm,α |[0,λ]
)
(pm)
)
,
and surjective by Proposition 5.14.1. In fact, if Ψm,α ∈ Ym,α for all m ∈ M and all α ∈ Im, then
for each m ∈ M we can modify an element ε′ ∈ Homred
(P∼g ,MorF) w.r.t. the family {Ψm,α}α∈Im
in order to obtain ε ∈ Homred
(P∼g ,MorF) with(
rm,α ◦ pipm
)
(ε) = Ym,α ∀ α ∈ Im.
Since orbits are disjoint, i.e., im
[
ϕg ◦ γxm~g
] ∩ im[ϕ~g′ ◦ γxm′~g′ ] = ∅ if m 6= m′, it is clear that we can
apply Proposition 5.14.1 simultaneously for all m ∈M. 
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6.2.2 Normalized Radon Measures
In the previous part, we have seen that Homred(Pω,MorF) is homeomorphic to the Tychonoff
product of the compact Hausdorff spaces Ym,α, each of them consisting of certain equivariant
maps. So, in order to define a normalized Radon measure on Homred(Pω,MorF), it suffices to
define such measures on each of the factors Ym,α. For this, we now calculate these spaces explicitly
where we will restrict to the case where S = SU(2).
We start by recalling some facts and fixing some notations.
Convention 6.9
• By S1 we denote the unit circle in C. This will not be in conflict with our notations as in the
sequel no products of the structure group S = SU(2) will occur.
• In the following, let Γ denote the group of all characters on R, i.e., of all functions of the form
χl : x 7→ eilx. By the Bohr compactification RBohr of R we will understand (cf. Lemma and
Convention 3.9.4) the set of unital homomorphisms ψ : Γ → S1 equipped with the topology
generated by the sets, cf. (18)
Vl(ψ) := {ψ′ ∈ RBohr | ψ′(χl) ∈ ψ(χl) · V }
for ψ ∈ RBohr, V ⊆ S1 open and l > 0. Recall that RBohr is a compact abelian group when
equipped with the group structure(
ψ + ψ′
)
(χl) := ψ(χl) · ψ′(χl) ψ−1(χl) := ψ(χ−l) 1Bohr(χl) := 1
for all l ∈ R. Moreover, as we have seen in Lemma and Convention 3.9.3, RBohr is parametrized
the set N of all maps φ : R>0 → [0, 2pi) with
φ(l + l′) = φ(l) + φ(l′) mod 2pi ∀ l, l′ ∈ R>0.
• Let Ps denote the projective space89 that corresponds to su(2) as well as prs the corresponding
projection map.
• Recall the map z : R3 → su(2) from Convention 3.1.1 and that H~s = {exp(t · ~s) | t ∈ R}.
• In the following, we will consider Ps as an index set, and choose a fixed representative ~sβ with
‖z−1(~sβ)‖ = 1 in each equivalence class β ∈ Ps.
• If β = [~s ] ∈ Ps, we will always mean that ‖z−1(~s)‖ = 1 holds and define Hβ := H~s.
In order to determine the spaces Y p~g , we now have to investigate the images of the equivariant
maps these spaces consist of. Due to the first part of Lemma 6.11, this means to identify the
maximal tori which such an equivariant map is allowed to map to. Indeed, there we show that
the subset of all non-trivial maps90 in Y p~g which map to the same maximal torus is parametrized
by RBohr. This means that Y
p
~g is either singleton or given by the product of RBohr with the set
off all occurring tori. The latter set will we determined in the second part of Lemma 6.11. There,
we show that the following situations can occur:
1) Y p~g consists of one single element, namely the trivial map.
2) All elements of Y p~g map into the same maximal torus.
89This is the set su(2)\{0} modulo the equivalence relation ~s′ ∼ ~s iff ~s′ ∈ span
R
(~s).
90Observe that if Ψ(λ · ~g) = −1, then Ψ(λ/2 · ~g) 6= ±1.
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3) Each element of Y p~g maps into a maximal torus H~n with ~n contained in a fixed plain through
the origin. Moreover, each such torus occurs.
4) Each element of Y p~g maps into some maximal torus, whereby all maximal tori occur.
The relevant notions are provided in
Definition 6.10
Let p ∈ P , x := pi(p) and
J(~g, p) :=
⋃
Ψ∈Y p
~g
β(Ψ) ⊆ {0} unionsq Ps
for the quantity β(Ψ) defined as follows:
• If Ψ(λ · ~g) = 1 for all λ ∈ R, we let β(Ψ), ~sβ(Ψ) := 0 ∈ su(2).
• In the other case, it follows from
Ψ(λ · ~g) ·Ψ(µ · ~g) = Ψ([λ+ µ] · ~g) = Ψ(µ · ~g) ·Ψ(λ · ~g) ∀ λ, µ ∈ R
and Lemma 3.2.1 that im[Ψ] ⊆ Hβ(Ψ) holds for β(Ψ) ∈ Ps uniquely determined. ♦
Lemma 6.11
Let p ∈ P , x := pi(p) and ~g ∈ g\gx.
1) For each β ∈ J(~g, p) and φ ∈ N we find Ψ′ ∈ Y p~g with
Ψ′(λ · ~g) = exp(φ(λ) · ~sβ) ∀ λ > 0.
2) Exactly one of the following cases holds:
1) J(~g, p) = {0},
2) J(~g, p) = {0, β} for β ∈ Ps uniquely determined,
3) J(~g, p) = {0} unionsq⋃~n∈R3\{0} : 〈~n,~m〉=0 [ z(~n)] for some ~m ∈ R3\{0},
4) J(~g, p) = {0} unionsq Ps.
Proof: 1) By assumption, we find Ψ ∈ Y p~g with β(Ψ) = β. Now, let
Ψ′(λ · ~g) := exp(sign(λ)φ(|λ|) · ~sβ) ∀ λ ∈ R.
Then, Ψ′ fulfills (46), just by the same arguments as in Lemma and Convention 3.9.3, so
that it remains to show (47). If Ψ = 1, then Ψ′ = 1, and we have nothing to show. In the
other case, we find λ > 0 with91 Ψ(λ · ~g) 6= ±1. Let Adh(~g) = µ · ~g for h ∈ Gx[~g] and µ ∈ R.
Then, |µ| = 1 by Remark and Definition 5.5.5, so that
αφp(h)
(
Ψ(λ · ~g)) = Ψ(λµ · ~g) = Ψ(λ · ~g)sign(µ). (84)
By Lemma 3.2.2 we now have the following two possibilities:
91If Ψ(µ · ~g) = −1, then Ψ(|µ| · ~g) = −1 and we choose λ := µ/2.
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1.) µ = 1 =⇒ φp(h) ∈ Hβ =⇒
αφp(h) ◦Ψ′(λ · ~g) = αφp(h) ◦ exp
(
sign(λ)φ(|λ|) · ~sβ
)
= exp
(
sign(λ)φ(|λ|) · ~sβ
)
= Ψ′(λ · ~g) = (Ψ′ ◦Adh)(λ · ~g).
2.) µ = −1 =⇒ αφp(h)(s) = s−1 for all s ∈ Hβ =⇒
αφp(h) ◦Ψ′(λ · ~g) = αφp(h) ◦ exp
(
sign(λ)φ(|λ|) · ~sβ
)
= exp
(
sign(λ)φ(|λ|) · ~sβ
)−1
= Ψ′(−λ · ~g) = (Ψ′ ◦Adh)(λ · ~g).
2) Basically, this follows as in Part 1) by repeated application of Lemma 3.2.2 involving a
case differentiation. The details of the (not complicated but long) proof can be found in
Appendix E.2. 
We now are ready to determine the spaces Y p~g , and to define normalized Radon measures thereon.
Lemma and Definition 2.5.3 then provides us with a normalized Radon measure µg on
Homred
(P∼g ,MorF) ∼= Y = ∏
m∈M, α∈Im
Ym,α,
which, in the final part of this subsection, we show to be independent of any choices. However,
before we come to this, we first will give some applications to loop quantum cosmology collected
in Example 6.14 and Remark 6.15.
Now, in the first part of (the next) Lemma and Definition 6.12, we will define the four differ-
ent spaces which Y p~g can be homeomorphic to. Except for the Hausdorff property of the defined
topologies, here no difficulties will arise. In the second and the third part, we define the corre-
sponding bijections and establish their homeomorphism properties. Here, the bijections are easily
defined, but for their homeomorphism property we will have some hard work to do. In the last
part, we provides the measures on the spaces defined in the first part.
Lemma and Definition 6.12
Let p ∈ P , x := pi(p) and ~g ∈ g\gx.
1) We define
Xp~g :=

{0Bohr} if Case 1) holds for J(~g, p) Type 1,
RBohr if Case 2) holds for J(~g, p) Type 2,
RBohr ×˜ S1 if Case 3) holds for J(~g, p) Type 3,
RBohr ×˜ S2 if Case 4) holds for J(~g, p) Type 4.
Here, S2 ⊆ R3 denotes the unit sphere and S1 ⊆ C the unit circle. Moreover, the products
denote the quotient spaces
RBohr ×˜ Si :=
[
RBohr × Si
]
/ ∼
w.r.t. the equivalence relation ∼ defined by
(ψ, v) ∼ (ψ′, v′) ⇐⇒ (ψ′, v′) = (ψ−1,−v) or ψ,ψ′ = 0Bohr
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for i = 1, 2. In both cases, we will denote the respective projection map by pr0.
We equip each of the above spaces with its natural topology. Hence, RBohr × Si with the
product topology and RBohr ×˜Si with the respective quotient topology for i = 1, 2. Obviously,
RBohr ×˜ Si is compact for i = 1, 2, and the Hausdorff property is proven below.
Remark: These definitions might seem quite artificial at a first sight. However, they have
the big advantage that the canonical Radon measures on RBohr, S
2 and S1 (see Part 4)) can
be used to define a normalized Radon measure on the above spaces in a straightforward way.
In addition to that, it should be intuitively clear already at this point that the trivial map will
be assigned to the class [(0Bohr, v)], and that the factors S
2 and S1 will label the occurring
maximal tori in the respective cases. Here, we will need the identification of (ψ, v) with
(ψ−1,−v) since, due to our further definitions, v and −v will refer to the same maximal
torus in SU(2).
2) For each plane92 [~m] := {~v ∈ R3 | 〈~v, ~m〉 = 0} ⊆ R3, we fix an angle-preserving93 map
(homeomorphism) L[~m] between the great circle on S
2 cutted out by [~m] and the unit circle
S1 ⊆ C. Then, if Case 3) holds for J(~g, p), i.e., if
J(~g, p)\{0} =
⋃
~n∈R3\{0} : 〈~n,~m〉=0
[ z(~n)] for some ~m ∈ R3\{0}, (85)
then we define ξp~g : J(~g, p)→ S1 by (recall that due to Convention 6.9 ‖z−1(~sβ)‖ = 1 holds)
ξp~g(β) :=
{
v10 if β = 0
L[~m]
(
z−1(~sβ)
)
else
for v10 ∈ S1 some fixed element. Similarly, in Case 4), we define ξp~g : J(~g, p)→ S2 by
ξp~g(β) :=
{
v20 if β = 0
z−1(~sβ) else
for v20 ∈ S2 some fixed element.
3) Using the above maps, we construct our bijection τp~g : Y
p
~g → Xp~g as follows:
• For Ψ ∈ Y p~g with β(Ψ) 6= 0 we find φ ∈ N uniquely determined by
Ψ(λ · ~g) = exp (φ(λ) · ~sβ(Ψ)) ∀ λ ∈ R,
and denote by ψ the corresponding element of RBohr from Lemma and Convention 3.9.3.
• We define τp~g : Y p~g → Xp~g by
τp~g (Ψ) :=

0Bohr if Case 1) holds for J(~g, p),
ψ if Case 2) holds for J(~g, p),[(
ψ, ξp~g
(
β(Ψ)
))]
if Case 3) or Case 4) holds for J(~g, p).
92This means ~m ∈ R3\{0} and [~m] = [~m′] if ~m′ = λ · ~m for λ 6= 0.
93If L[~m], L
′
[~m] are two such maps, then L[~m] ◦ L′[~m]−1 ∈ O(2).
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The map τp~g is a well-defined homeomorphism which is independent of the explicit choice of
~sβ ∈ β we have made in Convention 6.9. In fact, the independence is immediate from the
definitions, and the homeomorphism property is shown below.
4) We define normalized Radon measures µp~g on the spaces X
p
~g as follows. If X
p
~g is of Type 1,
there is only one possibility. If Xp~g is of Type 2, we define µ
p
~g := µBohr. For X
p
~g of Type 3
and Type 4 we proceed as follows:
a) We equip S1 with the Haar measure µ1 as well as S
2 with the canonical Radon measure
µ2 induced by the Haar measure on SO(3).
94 Observe that this measure is invariant
under the action of SO(3) on S2, i.e., µ2(R3(A)) = µ2(A) holds for all A ∈ B(S2) and
all R3 ∈ SO(3).
b) We equip RBohr × S1 and RBohr × S2 with the respective Radon product measures
µ1× := µBohr × µ1 and µ2× := µBohr × µ2
from Lemma and Definition 2.5.1.
c) We define the measures on RBohr ×˜S1 and RBohr ×˜S2 by the push forwards of µ1× and
µ2× by the respective projection maps.
Proof: 1) For i = 1, 2 we have:
• If ψ 6= 0Bohr and v ∈ Si, then an open neighbourhood of [(ψ, v)], e.g., is given by
pr0(U × V ) for U ⊆ RBohr an open neighbourhood of ψ with 0Bohr /∈ U and V ⊆ Si an
open neighbourhood of v. This is clear from
pr−10 (pr0(U × V )) = U × V ∪ U−1 ×−V. (86)
• If U0 ⊆ RBohr is a symmetric open neighbourhood of 0Bohr, then pr0(U0×Si) is an open
neighbourhood of [(0Bohr, v)] in RBohr ×˜ Si, just because
pr−10
(
pr0
(
U0 × Si
)) (86)
= U0 × Si (87)
is open.
• So, choosing U0 and U as above, such that in addition U0∩U±1 = ∅ holds, we can separate
[(0Bohr, v0)] and [(ψ, v)] for ψ 6= 0Bohr and v, v0 ∈ Si by pr0(U0×Si) and pr0(U × V ). In
fact, by construction we even have
pr−10 (pr0(U0 × S1)) ∩ pr−10 (pr0(U × V )) = ∅.
• The remaining cases follow from (86) and the fact that for ψ,ψ′ 6= 0Bohr with ψ 6=
ψ′ as well as v, v′ ∈ Si with v 6= v′ we find neighbourhoods U,U ′ of ψ,ψ′ as well as
neighbourhoods V, V ′ of v, v′, such that
∅ = U ∩ U ′, U ∩ U−1, U ′ ∩ U ′−1, U−1 ∩ U ′ as well as
∅ = V ∩ V ′, V ∩ −V, V ′ ∩ −V ′,−V ∩ V ′
holds, respectively.
94Let µR denote the Haar measure on SO(3) and Ω: SO(3) × S2 → S2 the canonical left action. Let ~n ∈ S2 be
fixed and denote by G~n the Ω-stabilizer of ~n. Then, SO(3)/G~n ∼= S2 (by the map [g] 7→ Ω(g, ~n)), and we equip
the quotient with the push forward of µR by the corresponding projection map. It is straightforward to see that
the measure µ2 induced on S
2 by this diffeomorphism does not depend on the explicit choice of ~n ∈ S2.
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3) Obviously, τp~g is well defined and injective, and its surjectivity follows from Lemma 6.11.1
and Lemma and Convention 3.9.3. So, since Y p~g is compact and X
p
~g is Hausdorff by Part 1),
we only have to prove continuity of τp~g in order to show its homeomorphism property.
Strategy: Basically, here the difficulty is to show that the convergence of a net Y p~g ⊇
{Ψι}ι∈J → Ψ ∈ Y p~g already implies the “convergence” of the corresponding “maximal tori”
β(Ψι) to the “maximal torus” β(Ψ) of the limes map. This is clear if Y
p
~g is of Type 2 (or
Type 1) as there β(Ψι) = β(Ψ) holds for all ι ∈ J . For Y p~g of Type 3 or Type 4, we have
to consider such λ > 0 for which Ψ(λ · ~g) is regular, i.e., different from ±1. here, we have
to use the local diffeomorphism property of the map
Si × [(0, pi) unionsq (pi, 2pi)] 3 (v, t) 7→ exp(t · z(v)),
whose local inverses give back the two possible values (vλ, tλ) and (−vλ, 2pi − tλ) in [0, 2pi]
for which
exp(tλ · z(vλ)) = Ψ(λ · ~g) = exp((2pi − tλ) · z(−vλ))
holds. †
. If Xp~g is of Type 1, we have nothing to show because im
[
τp~g
]
= 0Bohr holds in this case.
For the other types, let Y p~g ⊇ {Ψι}ι∈J → Ψ ∈ Y p~g be a converging net. We choose φ ∈ N,
{φι}ι∈J ⊆ N as well as β ∈ {0} unionsq Ps, {βι}ι∈J ⊆ {0} unionsq Ps such that for each λ > 0 we have
Ψ(λ · ~g) = exp(φ(λ) · ~sβ) as well as Ψι(λ · ~g) = exp(φι(λ) · ~sβι) ∀ ι ∈ J. (88)
Let ψ ∈ RBohr and {ψι}ι∈J ⊆ RBohr denote the elements of RBohr from Lemma and Con-
vention 6.11.3 that correspond to φ and {φι}ι∈J , respectively. Finally, define
f : S2 × [0, 2pi)→ SU(2)
(v, t) 7→ exp(t · z(v)),
i.e., f(v, t) = cos(t) · 1+ sin(t) · z(v) by (12).
. If Y p~g is of Type 2, then βι = β holds for all ι ∈ J . Now, g : S1 → Hβ, eit 7→ exp(t · sβ)
is a homeomorphism, and for all λ ∈ R we have
ψ(χλ) = g
−1 ◦Ψ(λ · ~g) and ψι(χλ) = g−1 ◦Ψι(λ · ~g) ∀ ι ∈ J.
Consequently, the convergence {Ψι}ι∈J → Ψ implies {ψι}ι∈J → ψ just by the definition
of the topologies on Y p~g and RBohr.
. Let Y p~g be of Type 3 or of Type 4.
We first assume that Ψ = 1, hence β = 0:
– Then, limι Ψι(λ · ~g) = Ψ(λ · ~g) = 1 for all λ ∈ R, so that for each such λ and each
n ∈ N>0 we find ι0 ∈ J with
φι(λ) ∈ [0, 1/n) unionsq (2pi − 1/n, 2pi) ∀ ι ≥ ι0. (89)
In fact, if C := [0, 1/n) unionsq (2pi − 1/n, 2pi) and U := f(S2 × C), then (cf. formula (12))
U = exp
(
[0, 1/n) · z(S2)) is an open neighbourhood of 1 in SU(2) provided that n is
suitable large. Since f−1(U) = S2 × C, the claim is clear from equation (88) and the
definition of f .
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– Then, (89) shows that
lim
ι
ψι(χλ) = lim
ι
ei sign(λ)φι(|λ|)
(89)
= 1 ∀ λ > 0,
hence limι ψι = 0Bohr. Consequently,
lim
ι
τp~g (Ψι) = [(0Bohr, v
i
0)]
for i ∈ {1, 2} because each neighbourhood of [(0Bohr, vi0)] in RBohr ×˜Si contains an open
neighbourhood of the form pr0
(
U0 × Si
)
for U0 an symmetric open neighbourhood of
0Bohr in RBohr.
– In fact, by the definition of the quotient topology, W ⊆ RBohr ×˜Si with [(0Bohr, vi0)] ∈W
is an open neighbourhood of [(0Bohr, v
i
0)] iff pr
−1
0 (W ) is an open subset of RBohr × Si,
hence an open neighbourhood of (0Bohr, v) for all v ∈ Si. Then, we have
pr−10 (W ) ⊇
⋃
ν U
ν × V ν
for open neighbourhoods Uν ⊆ RBohr of 0Bohr as well as V ν ⊆ Si open subsets with
Si =
⋃
ν V
ν . Since Si is compact, we even have Si = V ν1 ∪ · · · ∪ V νl for finitely many
indices, so that by (87) the statement holds for U0 = U ∩U−1 with U := Uν1 ∩ · · · ∩Uνl .
We now assume that Ψ(λ · ~g) 6= 1 holds for some λ > 0, hence β 6= 0:
– We even can assume that Ψ(λ · ~g) 6= ±1 since elsewise we replace λ by λ/2. Then, for
v := z−1(~sβ) we find open neighbourhoods
V ⊆ S2 with v ∈ V J ⊆ (0, pi) unionsq (pi, 2pi) with φ(λ) ∈ J
as well as U ⊆ SU(2) with Ψ(λ ·~g) ∈ U , such that f ′ := f |V×J is a diffeomorphism to U .
In fact, since t := φ(λ) ∈ (0, pi) unionsq (pi, 2pi), i.e., sin(t) 6= 0,
0 = d(t,v)f((∆t,∆v)) = ∆t [− sin(t) · 1+ cos(t) · z(v)] + sin(t) · z(∆v)
implies ∆t = 0, hence ∆v = 0.
– Let ι0 ∈ J be such that Ψι(λ) ∈ U holds for all ι ≥ ι0. Then, for such ι ≥ ι0 we have
~sβι = qι ·
(
z ◦ pr1 ◦ f ′−1
)
(Ψι(λ · ~g)) φι(λ) = 2pipι + qι ·
(
pr2 ◦ f ′−1
)
(Ψι(λ · ~g))
for qι ∈ {−1, 1} uniquely determined and pι = 0 for qι = 1 as well as pι = 1 for qι = −1.
Since the occurring maps are continuous and
~sβ =
(
z ◦ pr1 ◦ f ′−1
)
(Ψ(λ · ~g)) φ(λ) = (pr2 ◦ f ′−1)(Ψ(λ · ~g))
holds, we have
~sβ = lim
ι
qι · ~sβι and φ(λ) = limι qιφι(λ) + 2pipι.
Consequently, in the Type 3 case (analogously in the Type 4 case) with ~m as in (85),
we obtain
ξp~g(β) = L[~m]
(
z−1(sβ)
)
= L[~m]
(
z−1
(
lim
ι
qι · sβι
))
= lim
ι
qι · L[~m]
(
z−1(sβι)
)
= lim
ι
qι · ξp~g(βι).
(90)
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Then, for each further λ′ > 0 with Ψ(λ′ · ~g) 6= ±1 we have ~sβ = limι q′ι · ~sβι for q′ι ∈ {−1, 1}
uniquely determined as well. So, since ~sβ = limι qι ·~sβι , we find ι0 ∈ J such that |qι−q′ι| < 2
holds for all ι ≥ ι0, hence qi = q′i for all ι ≥ ι0. Consequently,
ψ(χλ′) = e
iφ(|λ′|) = ei limι[qιφι(|λ
′|)+2pipι]
= lim
ι
ei [qιφι(|λ
′|)+2pipι] = lim
ι
ei qιφι(|λ
′|) = lim
ι
ψι(χλ′)
qι .
(91)
Moreover, if Ψ(λ′) = −1, then Ψ(λ′/2) 6= ±1 and
lim
ι
ψι(χλ′)
qι =
[
lim
ι
ψι(χλ′/2)
qι
]2 (91)
= ψ(χλ′).
Finally, if Ψ(λ′) = 1, then the same arguments as in the Ψ = 1 case show that limι ψι(λ′) =
1 = ψ(λ′), hence limι ψι(λ′)qι = 1 = ψ(λ′) holds as well.
Consequently, ψ(χλ′) = limι ψι(χλ′)
qι holds for all λ′ > 0, so that by the definition of the
topology on RBohr, we have limι ψ
qι
ι = ψ. Hence,
lim
ι
τp~g (Ψι) = limι
[(
ψι, ξ
p
~g(βι)
)]
= lim
ι
[(
ψqιι , qι · ξp~g(βι)
)]
=
[
lim
ι
(
ψqιι , qι · ξp~g(βι)
)]
(90)
=
[
(ψ, ξp~g(β))
]
,
where in the third step we have used continuity of the projection map pr0 and in the second
one that (ψ, v) ∼ (ψ−1,−v) holds. 
To this point, we have identified the spaces Y p~g with the spaces X
p
~g , on each of which we have
defined normalized Radon measure with suitable invariance properties. So, we now are ready
to identify Homred
(P∼g ,MorF) with a respective Tychonoff product, and to define a normalized
Radon measure on this space. To this end, we simplify the notations by defining
µm,α := µ
pm
~gm,α
Xm,α := X
pm
~gm,α
τm,α := τ
pm
~gm,α
for all m ∈M and all α ∈ Im.
Definition 6.13 (The normalized Radon measure µg)
• We equip
X :=
∏
m∈M,α∈Im
Xm,α
with the Radon product (see Lemma and Definition 2.5.3) of the normalized Radon measures
µm,α from Lemma and Definition 6.12.4.
• By µg we denote the normalized Radon measure on Homred
(P∼g ,MorF) carried over from X
by the homeomorphism
ηX := ΞX ◦ΠY : Homred
(P∼g ,MorF)→ X
with
ΞX :=
∏
m∈M,α∈Im
τm,α : Y → X
the product of the maps τm,α : Ym,α → Xm,α from Lemma and Definition 6.12.3. ♦
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Before we come to the independence of µg from the choices we have made, we now calculate the
space Homred
(P∼g ,MorF) for our three standard LQC situations from Example 3.3.
Example 6.14 (Loop Quantum Cosmology)
Assume that we are in the situation of Example 3.3, where P = R3 × SU(2). We now determine
the space X for the case of (semi-)homogeneous, spherically symmetric and homogeneous isotropic
LQC. We start with
(Semi)-Homogeneous LQC:
We even can assume that P is an arbitrary SU(2)-bundle and that ϕ acts transitively and free
in homogeneous case, or just free in the semi-homogeneous one.
• If we are in the homogeneous case, M is singleton and Gx = {e} for all ~g ∈ g. Consequently,
each such ~g ∈ g\gx is stable by Lemma and Remark 5.11.3. Let I := Im := Pg and ~gα ∈ α
for each α ∈ I. Then, {~gα}α∈I is obviously complete, and independent by Lemma 5.6.4 (see
also Remark 5.13). It follows that
Homred
(P∼g ,MorF) ∼= Y = ∏
α∈I
Ym,α ∼= X =
[
RBohr ×˜ S2
]|Pg|
because J(~g, p) = {0}unionsqPs holds for all p ∈ P and all 0 6= ~g ∈ g. This is clear from Gx[~g] = {e}
since then Ψ: λ · ~g 7→ exp(λ · ~s) is an element of Y p~g for all ~s ∈ su(2).
• In the semi-homogeneous case, i.e., if ϕ acts not transitively but free, the same arguments
show that we have
Homred
(P∼g ,MorF) ∼= [RBohr ×˜ S2]|M×Pg|.
Spherically Symmetric LQC:
We now consider the second case in Example 3.3. Here, M can be parametrized by the positive
x-axis ~A = {λ ·~e1 |λ > 0} as we can ignore the origin95 because its stabilizer is the whole group,
i.e. g\g0 = ∅. Then, Gx = Hτ1 and gx = spanR(τ1) holds for all x ∈ ~A. For each m ∈ M
we denote by xm ∈ m the unique representative contained ~A, i.e., the only element of m ∩ ~A.
Finally, we let pm := (xm, e) for all m ∈M.
We claim that for each x ∈ ~A the space Gx is parametrized by the angles in (0, pi/2]:
• For each ~g ∈ g\gx, im
[
γx~g
]
is the circle in R3 which arises from rotating x around the axis
through the origin determined by z−1(~g). In particular, if ~g′ ∈ g\gx is a further element,
then we either have
im
[
γx~g
]
= im
[
γx~g′
]
=⇒ ~g′ = ±~g
or im
[
γx~g
] ∩ im[γx~g′] consists of at most two points.
95This is in contrast to the classical (smooth) situation, where it usually makes a big difference whether one takes
singular orbits (such as here the origin) into account or not. Indeed, as we will see in Example 8.30 (where we
calculate the set of smooth spherically symmetric connections explicitly) this is exactly the case in spherically
symmetric LQC.
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• We consider the family {~gα}α∈(0,pi) ⊆ g\gx = su(2)\spanR(τ1) of elements
~gα := cos(α) · τ1 + sin(α) · τ2 for 0 < α < pi.
These elements are stable because by the first point γx~gα |[0,l] ∼par γx±Adh(~gα)|[0,l′] already
implies that Adh(~gα) = ±~gα holds.
• Since Ad: Gx × g\gx → g\gx for Gx = Hτ1 acts on g = su(2) ∼= R3 via rotations around the
τ1-axis, the above family is complete. In fact, for each ~g ∈ g\gx = su(2)\ spanR(τ1) we find
α ∈ (0, pi), λ 6= 0 and h ∈ Hτ1 such that ~g = λAdh(~gα), i.e., ~g ∼x ~gα holds.
• The family {~gα}α∈(0,pi) is not independent because
Adh(~gpi/2+) = −~gpi/2− =⇒ ~gpi/2+ ∼x ~gpi/2− ∀ 0 <  < pi/2
if h ∈ Hτ1 corresponds to a rotation by the angle pi.
• So, replacing the above family by {~gα}α∈(0,pi/2] does not change completeness, and we even
have independence. In fact, if α, β ∈ (0, pi/2] with ~gα ∼x ~gβ, then Lemma 5.12.2 shows
γx~gα |[0,l] ∼par γx±Adh(~gβ)|[0,l′] for some h ∈ Gx.
Hence, ~gα = ±Adh(~gβ) by the first point, just because im
[
γx~gα
] ∩ im[γx±Adh(~gβ)] is infinite.
So, since Adh rotates in su(2) ∼= R3 around the τ1-axis, it is clear by construction that h = e
and ~gα = ~gβ must hold.
It remains to determine the type of J(~gα, pm) for all α ∈ (0, pi/2] and all m ∈M. We will show
that J(~gα, pm) is of Type 4 if α ∈ (0, pi/2), and of Type 3 if α = pi/2, so that
Homred
(P∼g ,MorF) ∼= [RBohr ×˜ S1]|R>0| × [RBohr ×˜ S2]|(0,pi/2)×R>0|
holds. In fact, let x ∈ ~A be as above. Then, since the non-trivial elements h ∈ Gx = Hτ1 rotate
~gα in su(2) ∼= R3 w.r.t. to an angle in (0, 2pi) around the τ1-axis, it is clear that Adh(~gα) can
only be equal to ±~gα if h = e or
α = pi/2 and h = ± exp(pi2 τ1) with Adh(~gpi/2) = −~gpi/2,
whereby h corresponds to a rotation by the angle pi. Consequently,
• We have Gx[~gα] = {e} if α ∈ (0, pi/2), so that in this case J(~gα, pm) is of Type 4 for all
m ∈M.
• We have Gx[~gpi/2] = {e,± exp(
pi
2 τ1)}. So, since the map φpm : SU(2) → SU(2) equals idSU(2),
for each m ∈ M and h = ± exp(pi2 τ1) the equivariance of a map Ψ: spanR(~gpi/2) → SU(2)
just reads (for h = e equivariance gives no conditions on im[Ψ])
Ψ
(
λ · ~gpi/2
)−1
= Ψ(λ ·Adh(~gpi/2)) = αφpm (h)(Ψ(λ · ~gpi/2)) = αh(Ψ(λ · ~gpi/2)) ∀ λ ∈ R.
So, by Lemma 3.2.2 it should be clear that96
J(~gpi/2, pm) = {0} unionsq
⋃
~n∈R3\{0} : 〈~n,~e1〉=0 [ z(~n)]
is of Type 3 for all m ∈M.
96The maps Ψ~n : λ·~gpi/2 7→ exp(λ·z(~n)) for ~n ∈ R3\{0} with 〈~n,~e1〉 = 0 are all non-trivial and AdpmG[~gpi/2] -equivariant,
see e.g. Lemma 3.2.2.
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Homogeneous Isotropic LQC:
We now consider the first case in Example 3.3. Since ϕ is transitive, M is singleton, and we
choose p = (0,1) so that x = 0 as well as {0}×SU(2) = Gx ⊆ R3o% SU(2) holds. Observe that
for (~v,~s) ∈ g = R3 × su(2) and h = (0, σ) ∈ {0} × SU(2) = Gx, we have
Adh((~v,~s)) =
d
dt
∣∣
t=0
αh((t~v, exp(t~s)))
= ddt
∣∣
t=0
(0, σ) ·% (t~v, exp(t~s)) ·% (0, σ)−1
= ddt
∣∣
t=0
(t%(σ)(~v), σ · exp(t · ~s)) ·% (0, σ−1)
= ddt
∣∣
t=0
(t%(σ)(~v), ασ(exp(t · ~s)))
= (%(σ)(~v),Adσ(~s))
(92)
for Adσ the differential of the conjugation by σ in SU(2).
We obtain an independent and complete family of elements of
g\gx =
[
R3 × su(2)]\[{0} × su(2)] = [R3\{0}]× su(2)
as follows. We fix ~v,~v⊥ ∈ R3\{0} orthogonal to each other and normalized, and define ~s0 := z(~v)
as well as ~s⊥ := z(~v⊥). Moreover, let
spanR(~s0, ~s⊥) ⊇ E≥ := {λ1~s0 + λ2~s⊥ | λ1 ∈ R, λ2 ≥ 0}
spanR(~s0, ~s⊥) ⊇ E> := {λ1~s0 + λ2~s⊥ | λ1 ∈ R, λ2 > 0}
spanR(~s0, ~s⊥) ⊇ E0 := E> unionsq {0}
denote the upper and the positive upper half plane determined by ~s0 and ~s⊥, as well as E0 the
union of the positive upper half plane with the origin. It is shown in Appendix E.3 that the
family {(~v,~s)}~s∈E0 is independent and complete (and consists of stable elements).
We now calculate J((~v,~s), p) for all ~s ∈ E0. For simplicity, here we will assume that ~v = ~e1 and
~v⊥ = ~e2 holds, hence ~s0 = τ1 and ~s⊥ = τ2.
• Let Ψ: spanR((~v,~s))→ SU(2) be AdpG[(~v,~s)]-equivariant and
h = (0, σ) ∈ Gx[(~v,~s)] ⊆ Gx = {0} × SU(2).
Then, since φp : R
3 o% SU(2)→ SU(2) is just given by prSU(2), equivariance of Ψ reads
Ψ(λ · (%(σ)(~v),Adσ(~s))) (92)= Ψ(Adh(λ · (~v,~s))) = ασ(Ψ(λ · (~v,~s))) ∀ λ ∈ R. (93)
• If ~s = 0, then {0} ×H~v ⊆ Gx[(~v,0)] because
Adh((~v, 0))
(92)
= (%(σ)(~v), 0) = (~v, 0) ∀ h = (0, σ) ∈ {0} ×H~v.
Combining this with (93), we obtain Ψ((~v, 0)) = ασ(Ψ(~v, 0)) for all σ ∈ H~v, hence im[Ψ] ⊆
H~v by Lemma 3.2.1. This already shows that J((~v, 0), p) is either of Type 1 or of Type 2.
However, J((~v, 0), p) = {0, [z(~v)]} = {0, [~s0]} is of Type 2 because Ψ: λ·(~v, 0) 7→ exp(λ·z(~v))
is AdpG[(~v,0)]-equivariant and non-trivial. In fact, if h = (0, σ) ∈ Gx[(~v,0)] is arbitrary, then
(%(σ)(~v), 0)
(92)
= Adh((~v, 0)) = (±~v, 0)
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by Remark and Definition 5.5.5, so that %(σ)(~v) = ±~v holds. Consequently, for each λ ∈ R
we have
Ψ(Adh(λ · (~v, 0))) = Ψ((±λ · ~v, 0)) = exp(λ · z(%(σ)(~v)))
= exp(λ ·Adσ(z(~v))) = ασ(Ψ(λ · (~v, 0))) = αφp(h)(Ψ(λ · (~v, 0))).
• If ~s 6= 0, then Gx[(~v,~s)] = {e,± exp(pi2 τ3)}. In fact, by Remark and Definition 5.5.5 for
h = (0, σ) ∈ Gx[(~v,~s)] ⊆ Gx = {0} × SU(2)
we have Adh((~v,~s)) = ±(~v,~s), whereby the positive case, i.e., %(σ)(~v) = ~v can only occur if
σ = e. This is because here we must have σ ∈ H~v = Hτ1 , so that Adσ rotates in su(2) ∼= R3
around the τ1-axis. By the definition of the set E>, then it is clear that Adσ(~s) = ~s can
only hold for σ = e. Now, if Adh((~v,~s)) = −(~v,~s), then ασ(exp(λ · ~s)) = exp(λ · Adσ(~s)) =
exp(λ · ~s)−1 for all λ ∈ R, so that Lemma 3.2.2 already shows that σ = ± exp(pi2 τ3) holds.
This is also in line with %(σ)(~v) = −~v, and as in the previous point it is now clear that
J((~v,~s), p) = {0} unionsq⋃~n∈R3\{0} : 〈~n,~e3〉=0 [ z(~n)]
is of Type 3.
It follows that
Homred
(P∼g ,MorF) ∼= RBohr × [RBohr ×˜ S1]|E>| (94)
Here the first factor RBohr corresponds to (~v, 0) ∈ R3 × su(2) and determines the image of an
invariant homomorphism on the set of linear curves P∼l . For this, recall that each such curve is
equivalent to ϕg ◦ γx(~v,0)|[0,l] for some l > 0 and g ∈ G. Then,
. Performing the constructions of this subsection for the set P∼l instead of P∼g provides us with
the homeomorphism
ηl : Homred(P∼l ,MorF)→ RBohr
for which ηl(µl) = µBohr holds with µl the respective Radon measure on Homred(P∼l ,MorF). In
particular, using Remark 2.6, it is not hard to see that then µl is the push forward of µg by
the restriction map (see Remark 4.24)
rgl : Homred
(P∼g ,MorF)→ Homred(P∼l ,MorF), ε 7→ ε|P∼l .
This has also consequences for standard homogeneous isotropic LQC being discussed in Remark
6.15. ♦
Remark 6.15 (Standard Homogeneous Isotropic LQC)
1) The standard quantum configuration space of homogeneous isotropic LQC [2] is given by
Ared l, i.e., the spectrum of the restriction C∗-algebra Pl|Ared . Here, Pl denotes the C∗-
algebra of cylindrical functions that correspond to the set P∼l of linear curves in R3. By
(15) we have Ared ∼= R, and by Lemma 4.7 the map ιA : A → Al is injective because the
functions in Pl separate the points in A. The latter statement means that Al is a reasonable
quantum configuration space because A is naturally embedded therein. Now, P∼l is obviously
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ΦE-invariant, so that by Corollary 4.10 the quantum-reduced space Ared,l ⊆ Al exists, is
homeomorphic to Homred(P∼l ,MorF), and is physically meaningful as well.
Now, we have Pl|Ared = CAP(R), hence Ared l = RBohr. In fact, for ~g := (~v, 0) ∈ R3 × su(2)
we have exp(t · ~g) = (t · ~v,1), so that by (42) the horizontal lift of γl := γx~g |[0,l] in p = (x, e)
w.r.t. ωc is just given by
γ˜l(t) = ΦE((t · ~v,1), (x,1)) · exp(−t · ωc( g˜((x,1))))
= (x+ t · ~v,1) · exp(−ct · z(~v)) = (x+ t · ~v, exp(−ct · z(~v))). (95)
Consequently, for ν the standard choice νx = (x,1) for all x ∈M , we have
hνγ(ω
c) = exp(−cl · z(~v)) (12)= cos(cl‖~v‖) · 1− sin(cl‖~v‖) · z(~v/‖~v‖), (96)
so that by (12) the C∗-algebra Pl is generated by the constant function 1 and the functions
t 7→ sin(lt), t 7→ cos(lt) for all l 6= 0. Hence, by the characters χl for l ∈ R. Consequently,
Pl = CAP(R) and Ared l = Spec(CAP(R)) = RBohr.
2) As we have seen in the end of Example 6.14, Ared,l ∼= Homred(P∼l ,MorF) is homeomorphic to
RBohr as well. A straightforward calculation now shows that the composition
ηl ◦ κl ◦ i∗Ared : RBohr ∼= Ared l → RBohr
is even the identity idRBohr on RBohr.
RBohr ∼= Ared l
i∗Ared
∼=
// Ared,l ⊆ // Ared,l ∼=
κl // Homred(P∼l ,MorF) ∼=
ηl // RBohr.
Here, i∗Ared is the identification from (23) and κl the respective homeomorphism from Sub-
section 4.3. In particular, this means that Ared l ∼= Ared,l holds, i.e., that in the homogeneous
isotropic case quantization and reduction commutes if one restricts to linear curves. Since our
construction provide us with the Haar measure µBohr on RBohr, being used for the definition
of the standard LQC kinematical Hilbert space L2(RBohr, µBohr) [2], we have reproduced this
Hilbert space by performing a reduction on quantum level.
Finally, observe that we now can easily embed the traditional LQC configuration space
Ared l ∼= Ared,l ∼= Homred(P∼l ,MorF)
(∗)∼= Homred(P∼l ,SU(2))
into the quantum-reduced space Homred(Pω,MorF)
(∗∗)∼= Homred(Pω,SU(2)) via the map
ιl : Homred(P∼l ,SU(2))→ Homred(Pω,SU(2)),
defined by
ιl()(γ) := ε(γ) if γ ∈ P∼l and ιl()(γ) := 1 for γ ∈ Pω\P∼l .
If we use the standard choice νx = (x,1) for all x ∈ R3 for the identifications (∗) and (∗∗), on
the level of the spaces Homred(P∼l ,MorF) and Homred(Pω,MorF) this just mean to assign to
ε ∈ Homred(P∼l ,SU(2)) the element ε′ ∈ Homred(Pω,MorF) with ε′(γ) = ε(γ) for ∈ P∼l and
ε′(γ)((γ(a), s)) := (γ(b), s) ∀ s ∈ SU(2) and Pω\P∼l 3 γ : [a, b]→ R3.
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So, following this approach, there are many ways to embed Ared l into Homred(Pω,MorF),
whereby (at least from the mathematical point of view) using the standard choice of ν seems
to be the most natural one. Its physical relevance, however, might first become clear once
the dynamics of the quantum reduced theory has been successfully established.
3) Using the identification of Homred(P∼l ,MorF) with Homred(P∼l ,SU(2)) from Remark 4.15.2 via
the standard choice νx = (x, e) for all x ∈ R3, one finds that the continuous group structure
on RBohr ∼= Homred(P∼l , SU(2)) corresponds to the group structure on Homred(P∼l ,SU(2))
defined by
(1 ∗ 2)(γ) := 1(γ)2(γ) −1(γ) := (γ)−1 e(γ) := 1
for all γ ∈ P∼l . These operations are well defined because for each fixed ~v ∈ R3\{0} we have97
(x + γ~v,l) ∈ H~v for all  ∈ Homred(P∼l ,SU(2)), i.e., [1(γ), 2(γ)] = 0 for all γ ∈ P∼l and all
1, 2 ∈ Homred(P∼l ,SU(2)). This is clear from Lemma 3.2.1 because
(x+ γ~v,l) = (γ~v,l) = (σ(γ~v,l)) = ασ((γ~v,l)) = ασ((x+ γ~v,l)) ∀ σ ∈ H~v
by (37). However, [1(γ), 2(γ)] = 0 usually
98 does not hold for all 1, 2 ∈ Homred(Pω,SU(2))
if γ /∈ P∼l , so that one cannot define the same group structure, e.g., on Homred(Pω,SU(2)).
6.2.3 Independence from the Choices
In this final subsection, we show that the definition of the measure µg does not depend on any
choices we have made. We start with simplifying the notations.
We consider the index set I := {[m, α] |m ∈M, α ∈ Im} and define for each ι = [m, α] ∈ I:99
~gι := ~gm,α Mι := Mpm Yι := Y
pm
~gm,α
Xι := X
pm
~gm,α
,
the measure µι := µ
pm
~gm,α
, as well as the maps
piι := pipm : Homred
(P∼g ,MorF)→Mι
rι := r
pm
~gm,α
: Mι → Yι
τι := τ
pm
~gm,α
: Yι → Xι
(if Yι of respective type) ξι := ξ
pm
~gm,α
: J(~gm,α, pm)→ Si for i ∈ {1, 2}
ηι := τι ◦ rι ◦ piι : Homred
(P∼g ,MorF)→ Xι
and η =
∏
ι∈I ηι : Homred
(P∼g ,MorF) → X = ∏ι∈I Xι. Moreover, as in Lemma and Definition
2.5.3:
• Let J denote the set of all finite tuples J = (ι1, . . . , ιk) of mutually different elements of I.
• Define XJ := Xι1 × . . .×Xιk , µJ := µι1 × . . .× µιk , and the respective projection by
piJ : X → XJ ,
∏
ι∈I xι 7→ (xι1 , . . . , xιk).
97For the definition of the curves γ~v,l See (a) in Convention 3.1.3.
98Choose, e.g., γ = γ0~g for ~g = (~v,~s) with ~s /∈ spanR(z(~v)) and use that J(~g, (0,1)) is of Type 3 in this case, see
third part of Example 6.14.
99Recall Lemma and Definition 6.7 as well as Lemma and Definition 6.12.
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• Write J ≤ J ′ for J, J ′ ∈ J with J = (ι1, . . . , ιk) and J ′ = (ι′1, . . . , ι′k′) iff there exists an
injection σ : {ι1, . . . , ιk} → {ι′1, . . . , ι′k′}, and define the maps
piJ
′
J : XJ ′ → XJ ,
(
xι′1 , . . . , xι′k′
) 7→ (xσ(ι1), . . . , xσ(ιk)).
• Let µI denote the corresponding normalized Radon measure from Lemma 2.4 on X.
Finally, let piJ := piJ ◦ η for J ∈ J. Then, the measure µg = η−1(µI) is uniquely determined by
the property that piJ(µg) = µJ holds for all J ∈ J.
We now choose a further selection {p′m}m∈M ⊆ P of elements with x′m := pi(p′m) ∈ m ∈M, as well
as {~g′m,α}α∈I′m ⊆ g\gx′m a respective independent and complete family for each m ∈M. Moreover,
for each plane [~m] in R3 through 0 we choose a further map L′[~m] as in Lemma and Definition
6.12.2. Then,
• For each m ∈M we fix gm ∈ G with x′m = ϕ(gm, xm).
• By Lemma 5.12.1, we can assume that I ′m = Im as well as [~g′m,α] = [Adgm(~gm,α)] holds for all
m ∈M and all α ∈ Im. We define gι := gm for ι = [m, α] and denote by sι the unique element
s ∈ SU(2) for which p′m = gι · pm · s holds.
• Then, for I ′ and ~g′ι defined as I and ~gι above, we can assume that I ′ = I as well as [~g′ι] =
[Adgι(~gι)] holds for all ι ∈ I.
• We define the corresponding spaces M′ι, Y ′ι , X ′ι, X ′, X ′J and maps pi′ι, r′ι, τ ′ι , ξ′ι, η′ι, η′, pi′J exactly
as above, and denote the respective measures by µ′ι, µ′J and µ
′
g.
Then, in order to show µg = µ
′
g, it suffices to verify that pi
′
J(µg) = µ
′
J holds for all J ∈ J.100 This,
however, follows if we prove that (this is done in Proposition 6.16.2)
µ′J(pi
′
J(E)) = µJ(piJ(E)) for pi
′
J(E) measurable, (97)
and that for ε, ε′ ∈ Homred
(P∼g ,MorF), ι ∈ I the implication (done in Proposition 6.16.1)
ηι(ε) = ηι(ε
′) =⇒ η′ι(ε) = η′ι(ε′) (98)
holds. In fact, then for E := pi′−1J (A
′) with A′ ∈ B(X ′J) we have
µ′J(A
′) = µ′J
(
pi′J(E)
) (97)
= µJ
(
piJ(E)
)
= piJ(µg)
(
piJ(E)
)
(99)
= µg
(
pi−1J
(
piJ(E)
))
= µg(E) = pi
′
J(µg)(A
′), (100)
where in the fifth step we have used that pi−1J
(
piJ(E)
)
= E holds. Here, E ⊆ pi−1J
(
piJ(E)
)
is clear,
and obviously we have ε ∈ pi−1J
(
piJ(E)
)
iff piJ(ε) ∈ piJ(E). So, if we can show that the latter
condition implies ε ∈ E, then pi−1J
(
piJ(E)
)
= E follows. Now, piJ(ε) ∈ piJ(E) means that we find
ε′ ∈ E with ηιi(ε) = ηιi(ε′) for all 1 ≤ i ≤ k, hence
η′ιi(ε) = η
′
ιi(ε
′) for all 1 ≤ i ≤ k (101)
100This is immediate from the fact that by definition of µ′g, η
′−1(µ′g) is the Radon product measure on X
′ w.r.t.
the Radon measures µ′ι on X
′
ι.
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by (98). Consequently,
pi′J(ε) = (pi
′
J ◦ η′)(ε) =
(
η′ι1(ε), . . . , η
′
ιk
(ε)
)
(101)
=
(
η′ι1(ε
′), . . . , η′ιk(ε
′)
)
= pi′J(ε
′) ∈ pi′J(E) = A′,
hence ε ∈ E. This shows (99), so that pi′J(µg) = µ′J holds for all J ∈ J, hence µg = µ′g.
Thus, the following proposition establishes independence of µg from any choices we have made.
Proposition 6.16
1) Xι and X
′
ι are of the same type for all ι ∈ I. Moreover, for each such ι we find a homeo-
morphism Ω: RBohr → RBohr with Ω−1(µBohr) = µBohr, as well as R2 ∈ O(2) or R3 ∈ SO(3)
such that
η′ι(ε) =

ηι(ε) = 0Bohr if Xι is of Type1,
(Ω ◦ ηι)(ε) if Xι is of Type2,[(
Ω(ψ), R2(v)
)]
if Xι is of Type3 and ηι(ε) = [(ψ, v)],[(
Ω(ψ), R3(v)
)]
if Xι is of Type4 and ηι(ε) = [(ψ, v)].
(102)
In the Type 3 and Type 4 case Ω is an unital homomorphism, so that the respective
expressions are well defined. In particular, ηι(ε) = ηι(ε
′) for ε, ε′ ∈ Homred
(P∼g ,MorF)
implies η′ι(ε) = η′ι(ε′), showing (98).
2) Condition (97) holds, i.e., we have
µJ(piJ(E)) = µ
′
J(pi
′
J(E))
if pi′J(E) or piJ(E) is measurable for E ⊆ Homred
(P∼g ,MorF).
Proof: 2.) This is straightforward from Riesz-Markov theorem and Fubini’s formula (10) if
we can show that the statement holds for J = ι, i.e., that we have µι(ηι(E)) = µ
′
ι(η
′
ι(E)) if
ηι(E) or η
′
ι(E) is measurable for E ⊆ Homred
(P∼g ,MorF). For this, observe that by Part 1)
ηι(E) is measurable iff η
′
ι(E) is so.
Now, using (102), the statement is clear if Xι is of Type 1 or of Type 2. In the Type 3
case we calculate
µ′ι(η
′
ι(E)) = pr0(µ1×)
(
η′ι(E)
)
= (µBohr × µ1)
(
pr−10
(
η′ι(E)
) )
(102)
= (µBohr × µ1)
(
(Ω×R2) ◦ pr−10 (ηι(E))
)
= (Ω−1 ×R−12 )(µBohr × µ1)
(
pr−10 (ηι(E))
)
= pr0
(
(Ω−1 ×R−12 )(µ1×)
)
(ηι(E)) ,
and similarly we obtain µ′ι(η′ι(E)) = pr0
(
(Ω−1 ×R−13 )(µ2×)
)
(ηι(E)) in the Type 4 case.
Since Ω−1(µBohr) = µBohr, R−12 (µ1) = µ1 and R
−1
3 (µ2) = µ2, the Riesz-Markov theorem and
Fubini’s formula show that(
Ω−1 ×R−12
)
(µ1×) = µ1× and
(
Ω−1 ×R−13
)
(µ2×) = µ2×,
respectively, hence the claim.
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1.) We proceed in two steps.
Step 1: We first assume that ~g′ι = Adgι(~gι), where we have
pi′ι(ε)(~g
′
ι, l) = pip′ι(~g
′
ι, l, ε) = pigι·pι·sι(Adgι(~gι), l, ε)
(83)
= αs−1ι ◦ pipι(~gι, l, ε) = αs−1ι ◦ piι(ε)(~gι, l).
(103)
Consequently, (102) is clear if Xι is of Type 1, as then piι(ε)(~gι, ·) = 1 holds for all
ε ∈ Homred
(P∼g ,MorF) so that the same is true for pi′ι(~g′ι, ·).
For the other types, let piι(ε)(~gι, ·) 6= 1 for ε ∈ Homred
(P∼g ,MorF) and write
piι(ε)(~gι, l) = exp
(
φ(l) · ~sβ(ε)
) ∀ l > 0 (104)
for φ ∈ N, and β(ε) := β(Ψ) the element from Definition 6.10 that correspond to Ψ :=
rι(piι(ε)) ∈ Yι. Then, (103) shows that
pi′ι(ε)(~g
′
ι, l) = exp
(
φ(l) ·Ads−1ι (~sβ(ε))
) ∀ l > 0.
Now, since the definition of τ ′ι does not depend on the choice of sβ ∈ β which we have made
in Convention 6.9 (see also Lemma and Definition 6.12.3), we can assume that τ ′ι is defined
by using the elements Ads−1ι (~sβ) for β ∈ Ps. Then Ω = idRBohr , and since z−1 ◦Ads−1 ◦ z is a
rotation in R3, it is clear that Xι and X
′
ι are of the same type. Then, the claim is obvious
in the Type 2 case, as there β(ε) is independent of ε ∈ Homred
(P∼g ,MorF). In the Type 4
case, let v := ξι(β(ε)) = z
−1(~sβ(ε)). Then (102) is clear from
v′ : = ξ′ι([Ads−1ι (~sβ(ε))]) = z
−1(Ads−1ι (~sβ(ε)))
=
(
z−1 ◦Ads−1ι ◦ z
)
(z−1(~sβ(ε))) = R3(v).
Finally, in the Type 3 case, let ~m, ~m′ ∈ R3\{0} be vectors as in (85) which correspond to
Xι and X
′
ι, respectively. Then, ~m
′ = λ · (z−1 ◦Adsι ◦ z)(~m) = R3(~m) for some λ 6= 0, so that
for v := ξι(β(ε)) = L[~m]
(
z−1(~sβ(ε))
)
we have
v′ : = ξ′ι([Ads−1ι (~sβ(ε))]) = L
′
[~m′]
(
z−1(Ads−1ι (~sβ(ε)))
)
=
(
L′[~m′] ◦R3
)(
z−1(~sβ(ε))
)
=
(
L′[~m′] ◦ L−1[~m′]︸ ︷︷ ︸
∈O(2)
◦L[~m′] ◦R3 ◦ L−1[~m]︸ ︷︷ ︸
∈O(2)
)(
L[~m]
(
z−1(~sβ(ε))
))
= R2
(
v
)
for R3 := z
−1 ◦Ads−1ι ◦ z ∈ O(3) and R2 = L′[~m′] ◦R3 ◦ L
−1
[~m] ∈ O(2).
Step 2: To complete the proof, we have to treat the situation where p′m = pm, gι = e, sι = e
and x = y holds, in full generality. This means that we have to consider the case where we
have [~g′ι] = [~gι], i.e., ~g′ι ∼x ~gι but not necessarily ~g′ι = ~gι. Now, by Lemma 5.12.2 we find
h ∈ Gx such that we have
γx~g′ι = ϕh ◦ γx±~gι ◦ ρ
for ρ : R→ R an analytic diffeomorphism with ρ(0) = 0 and ρ(τ~g′ι) = τ~gι . We define
sα(l) := ∆
(
Φh−1 ◦ Φexp(l·~g′ι)
(
Φh(pm)
)
,Φexp(±ρ(l)·~gι)
(
pm
))
113
as well as s0 := φpm(h), and obtain for ε ∈ Homred
(P∼g ,MorF)
pi′ι(ε)(~g
′
ι, l) = ∆
(
Φexp(l·~g′ι)
(
pm
)
, ε
(
γx~g′ι |[0,l]
)
(pm)
)
= ∆
(
Φexp(l·~g′ι)
(
pm
)
, ε
(
ϕh ◦ γx±~gι |[0,ρ(l)]
)
(pm)
)
= ∆
(
Φexp(l·~g′ι)
(
pm
)
,Φh ◦ ε
(
γx±~gι |[0,ρ(l)]
) (
Φh−1(pm)
))
= ∆
(
Φh−1 ◦ Φexp(l·~g′ι)
(
pm
)
, ε
(
γx±~gι |[0,ρ(l)]
) (
Φh−1(pm)
))
= ∆
(
Φh−1 ◦ Φexp(l·~g′ι)
(
Φh(pm)
) · φpm(h)−1, ε (γx±~gι |[0,ρ(l)]) (pm) · φpm(h)−1)
=
(
αφpm (h) ◦∆
)(
Φh−1 ◦ Φexp(l·~g′ι)
(
Φh(pm)
)
, ε
(
γx±~gι |[0,ρ(l)]
)
(pm)
)
= αs0
(
sα(l) ·∆
(
Φexp(±ρ(l)·~gι)
(
pm
)
, ε
(
γx±~gι |[0,ρ(l)]
)
(pm)
))
= αs0(sα(l)) · αs0
(
piι(ε)
(±~gι, ρ(l)))
= αs0(sα(l)) · αs0
(
piι(ε)
(
~gι, ρ(l)
))±1
.
(105)
Case A: Assume that sα = 1 and write, see (104)
piι(ε)(~gι, l) = exp
(
φ(l) · ~sβ(ε)
) ∀ l > 0
as in Step 1. Then, (105) shows
pi′(ε)(~g′ι, l) = exp
(
φ(ρ(l)) · ±Ads0
(
~sβ(ε)
)) ∀ 0 < l < τ~g.
Now, by the same arguments as in Step 1, we can assume that τ ′ι is defined by using the
elements ±Ads0(~sβ) for β ∈ Ps. Consequently,
Ω(ψ)(χl) = ψ(χρ(l)) ∀ ψ ∈ RBohr, ∀ 0 < l < τ~g′ ,
hence Ω(ψ)(χl) = ψ(χρ(l1)+···+ρ(lk)) if l = l1 + · · ·+ lk for 0 < l1, . . . , lk < τ~g′ . Then, Ω is a
bijective101 and unital homomorphism which is continuous because we have
‖Ω(ψ)‖χl = ‖ψ‖χρ(l1)+···+ρ(lk)
for the seminorm ‖ψ‖χl := ‖ψ(χl)‖, by the definition of the topology on RBohr. Since the
normalized Radon measure Ω(µBohr) is translation invariant, it equals µBohr. Hence, the
same is true for Ω−1(µBohr). The rest now follows as in Step 1.
Case B: Assume that sα 6= 1 and let s′α := αs0 ◦ sα. We choose ε0 ∈ Homred
(P∼g ,MorF)
with piι(ε0)(~gι, ·) = 1, hence s′α = pi′ι(ε0)(~g′ι, ·) by (105). In particular, im[s′α] ⊆ Hβ′(ε0) for
β′(ε0) the element from Definition 6.10 that correspond to Ψ′ := r′ι(pi′ι(ε0)) ∈ Y ′ι .
We claim that:
im
[
pi′ι(ε)(~g
′
ι, ·)
] ⊆ Hβ′(ε0) ∀ ε ∈ Homred(P∼g ,MorF),
hence im[piι(ε)(~gι, ·)] ⊆ αs−10 (Hβ′(ε0)) for all ε ∈ Homred
(P∼g ,MorF) because im[s′α] ⊆ Hβ′(ε0).
Proof: In fact, elsewise we find ε1 ∈ Homred
(P∼g ,MorF) with 0 6= β′(ε1) 6= β′(ε0). We
choose ±1 6= s1, s2 ∈ Hβ′(ε0) and 0 < l1, l2 < τ~g′ι Z-independent with s′α(li) = si for i = 1, 2.
101This is because ρ|(0,τ~gι ) is bijective and ψ ∈ RBohr is uniquely determined by its values on each subset of Γ of
the form {χl | l ∈ (0, τ)} for τ > 0.
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This is always possible because s′α is continuous, s′α(0) = 1, and s′α 6= 1 as sα 6= 1 by
assumption.
Combining Proposition 5.14.1 with Lemma 6.11.1 and the Parts 2), 3) of Lemma and Con-
vention 3.9, we find ε′1 ∈ Homred
(P∼g ,MorF) with β′(ε′1) = β′(ε1) as well as
pi′ι(ε
′
1)(~g
′
ι, l1) = 1 and pi
′
ι(ε
′
1)(~g
′
ι, l2) =: b 6= ±1. (106)
Let di := αs−10
(piι(ε
′
1)
(
~gι, ρ(li))
)±1
(confer (105)) for i = 1, 2. Then (105) yields
1
(106)
= pi′ι(ε
′
1)(~g
′
ι, l1)
(105)
= s′α(l1) · αs0(piι(ε′1)
(
~gι, ρ(li))
)±1
= s1 · d1 (s1 ∈ Hβ′(ε0)\{−1,1})
=⇒ d1 ∈ Hβ′(ε0)\{−1,1}.
Hence, ±1 6= b = s2 · d2 ∈ Hβ′(ε0) because d1 and d2 are contained in the same maximal
torus, namely Hβ′(ε0). This contradicts that b ∈ Hβ′(ε1)\{−1,1}. †
Thus, for β :=
[
Ads−10
(~sβ′(ε0))
]
we have β(ε) ∈ {0, β} for all ε ∈ Homred
(P∼g ,MorF) with
β(ε) defined as in Step 1. Similarly, we have β′(ε) ∈ {0, β′(ε0)} for all ε ∈ Homred
(P∼g ,MorF).
Now, Y ′ι cannot be of Type 1 since this would imply that s′α = 1 holds. Moreover, if
Yι would be of Type 1, then (105) would give that pi
′(ε)(~g′ι, ·) = s′α holds for all ε ∈
Homred
(P∼g ,MorF), which is only possible if Y ′ι is of Type 1, just by Lemma 6.11.1 and
Proposition 5.14.1. Consequently, Yι and Y
′
ι are both of Type 2.
So, to finish the proof, we write
pi′ι(ε0)(~g′ι, l) = exp
(
φ′0(l) · ~sβ′(ε0)
)
for φ′0 ∈ N,∀ 0 < l < τ~g′ι
pi′ι(ε)(~g′ι, l) = exp
(
φ′ε(l) · ~sβ′(ε)
)
for φ′ε ∈ N,∀ 0 < l < τ~g′ι
piι(ε)(~gι, l) = exp
(
φε(l) · ~sβ(ε)
)
for φε ∈ N,∀ 0 < l < τ~gι
whereby pi′ι(ε0)(~g′ι, l) = s′α(l). Then, (105) and β′(ε) = β′(ε0) show that
exp
(
φ′ε(l) · ~sβ′(ε)
)
= exp
(
φ′0(l) · ~sβ′(ε0) ± φε(ρ(l)) · ~sβ′(ε)
) ∀ 0 < l < τ~g′ι .
Hence,
Ω(ψ)(χl) = e
iφ′ε(l) = ei [φ
′
0(l)±φε(ρ(l))]
= eiφ
′
0(l) · e±iφε(ρ(l)) = ψ′0(χl) · ψ
(
χρ(l)
)±1
= [ψ0 ± Ωρ(ψ)](χl),
where Ωρ(ψ)(χl) := ψ
(
χρ(l)
)
for all 0 < l < τ~g′ι . Of course, here ψ
′
0 ∈ RBohr denotes the
element that corresponds to φ′0 ∈ N. The rest now follows as in Step 1 because ψ 7→ ψ′0±ψ
is a homeomorphism which preserves µBohr. 
6.3 Summary
1) In the first part of this section, we have defined the normalized Radon measure µFN on
Ared,FN for the case that S is compact and connected. This measure specializes to the
Ashtekar-Lewandowski measure µAL on Ared,ω if the symmetry group is trivial. In the
second part, we have constructed the normalized Radon measure µg on Ared,g for the case
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that S = SU(2) and that each ϕ-orbit m admits an independent and complete family
{~gm,α}α∈Im ⊆ g\gx for some x ∈ m. So, if in this situation additionally Pω = P∼g unionsq PFN
holds, we have the normalized Radon measure µg × µFN on
Ared,ω ∼= Ared,g ×Ared,FN,
which defines a kinematical L2-Hilbert space for the corresponding reduced theory. In
particular, this is the case in (semi)-homogeneous LQC as we have discussed in Remark
6.6.1. Recall that for all of our constructions we have assumed that the action ϕ induced
on M is analytic and pointwise proper.
2) As already mentioned in the beginning of this subsection, the constructions there are also
possible in the abelian case (S is an n-torus) and are even easier.102 Then, for an arbitrary
compact and connected structure group S one has to equip the respective spaces Y p~g of
equivariant maps Ψ: spanR(~g) → S with suitable Radon measures. Here, suitable means
that these measure have to fulfil certain invariance properties which make the whole con-
struction independent of any choices one has to do. For this observe that we have used fixed
families of stable Lie algebra elements in order to parametrize the space Ared,g. Using the
theory of compact and connected Lie groups, here one might obtain some generalizations of
the constructions we have worked out for SU(2).
3) In Example 6.14 we have shown that the measure µg is also available in the spherically
symmetric and in the homogeneous isotropic case. Unfortunately, there we have no measure
on Ared,ω at this point, just because we have not determined the set PCNL (of continuously
but not Lie algebra generated curves) so far.
More concretely, if this set were empty, in both cases we would have a normalized Radon
measure on Ared,ω because:
• Then, Ared,ω ∼= Ared,g × Ared,FN would also hold in the homogeneous isotropic case,
since we have shown in Remark 6.6.2 that the set (PFS of free curves having non-trivial
stabilizer) is empty there.
• In the spherically symmetric case we would have
Ared,ω ∼= Ared,g ×Ared,FN ×Ared,FS,
where we already have constructed a normalized Radon measure on Ared,FS by hand, see
Remark 6.6.2.
4) As already mentioned in Remark 4.27.5, in the homogeneous isotropic case where ϕ is
transitive, Ared,g is a physically meaningful quantum-reduced configuration space by itself.
This is because the cylindrical functions that correspond to P∼g then separate the points in
A, so thatA is canonically embedded via ι : A → Ag. Our constructions here provide us with
the reduced kinematical Hilbert space L2
(Ared,g, µg), which even specializes to the standard
LQC kinematical Hilbert space L2(RBohr, µBohr) if we apply the same constructions for the
subset P∼l ⊆ P∼g , see end of Example 6.14 and Remark 6.15.2.
More precisely, we have seen that each of the maps in
102The respective spaces Y p~g of Ad
p
G[~g]
-equivariant maps Ψ: span
R
(~g)→ S are either {e} or [RBohr]n.
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RBohr ∼= Ared l
i∗Ared
∼=
// Ared,l ⊆ // Ared,l ∼=
κl // Homred(P∼l ,MorF) ∼=
ηl // RBohr
is a homeomorphism and that their concatenation is just the identity on RBohr. In par-
ticular, this means that Ared l ∼= Ared,l holds, i.e., that quantization and reduction com-
mute in homogeneous isotropic LQC if one only uses linear curves in order to define
the reduced spaces. Moreover, in Remark 6.15.2 we have seen that, due to this fact,
the standard quantum configuration space Ared l ∼= Homred(P∼l ,MorF) can be embedded
into the full quantum-reduced space Ared,ω ∼= Homred(Pω,MorF) just by the simple map
ιl : Homred(P∼l ,MorF)→ Homred(Pω,MorF) defined by
ιl(ε)(γ) := ε(γ) if γ ∈ P∼l and ιl(ε)(γ) := 1 for γ ∈ Pω\P∼l .
7 Homogeneous Isotropic LQC
The traditional way to do symmetry reduction in LQC is to quantize the set Ared of connections
invariant under the given symmetry group. In a first step, this means to calculate the spectrum
Ared α of a separating C∗-algebra of the form R = Pα|Ared ⊆ B(Ared) [2, 20]. Here, Pα denotes
the C∗-algebra of cylindrical functions which is generated by some distinguished set Pα of curves
in base manifold. Now, in [20] it was shown that Ared α can be compatibly embedded into the
quantum configuration space103 Aω of LQG iff
Pω|Ared ⊆ Pα|Ared (107)
holds. Here, compatibly means that there exist an embedding of Ared α into Aω which extends
the inclusion map Ared ↪→ A in the sense of Lemma 3.7.2.
Now, in standard homogeneous isotropic LQC [2], see also Remark 6.15, the set P∼l of linear
curves is used to define the reduced configuration space. It was shown in [13] that here (107) does
not hold, i.e., that no compatible embedding of Ared l ∼= RBohr into Aω exists. In particular, for
the embedding strategy proposed for states in [9] this is disadvantageous. So, to fix this problem,
in [20] the reduced space Ared ω was introduced. It was shown that Ared ω is compatibly embedded
into Aω via the map i∗Ared (see, e.g., (23)), and that it is homeomorphic to the compact Hausdorff
space R unionsqRBohr.104
In order to define the dynamics of the reduced theory, it is reasonable to construct natural
measures on the reduced quantum configuration spaces. Indeed, such measures usually define
L2-Hilbert spaces on which representations of respective reduced holonomy-flux algebras can be
defined. Now, being a compact abelian group, Ared l ∼= RBohr admits the Haar measure µBohr,
which defines the standard kinematical Hilbert space L2(RBohr, µBohr) of homogeneous isotropic
LQC. However, for
R unionsqRBohr ∼= R := Ared ω
the situation is much more difficult as there no Haar measure can exist. This will be shown in
Proposition 7.6 where we prove that it is impossible to equip R unionsqRBohr with a group structure
103Recall that this is the spectrum of the C∗-algebra of cylindrical functions that correspond to the set Pω of
embedded analytic curves in R3.
104The topology on R unionsqRBohr is quite tricky. Details will be given in Subsection 7.2.
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continuous w.r.t. its Gelfand topology. Basically, this is because existence of such a structure
would imply that |RBohr| = |R| holds. This, however, contradicts that for the cardinality of RBohr
we have |RBohr| ≥ |2R|. Then, changing the focus from Haar to normalized Radon measures, it
is a crucial observation that µBohr is the unique normalized Radon measure µ on RBohr for which
the pullbacks
Σ′v
∗
: L2(RBohr, µ)→ L2(RBohr, µ) , f 7→ f ◦ Σ′v,
are unitary operators (even form a strongly continuous one-parameter group), cf. Proposition
7.3. Here, Σ′ : R × RBohr → RBohr denotes the unique extension (cf. Proposition 4.4) of the
additive group action ΣR : R × Ared → Ared of R on Ared ∼= R. This fact is important because
the exponentiated reduced fluxes (“momentum operators”) are represented in this way.
Indeed, one now might ask whether the same condition singles out a normalized Radon measure
on R unionsqRBohr. We will show that this is the case (Corollary 7.1), and that this measure is given
by µBohr as well. In particular, the respective kinematical Hilbert space equals the standard one.
At this point, it is important to know that the Borel σ-algebra of R unionsq RBohr is just given by
B(R) unionsqB(RBohr) (the topology on R unionsqRBohr has not such an easy decomposition), so that
µ(A1 unionsqA2) := µBohr(A2) for A1 ∈ B(R) and A2 ∈ B(RBohr)
is a well-defined normalized Radon measure on R unionsqRBohr, cf. Lemma 7.7. In the last part, we
will equip this space with a projective structure in order to construct further normalized Radon
measures thereon. We then close this section with a brief discussion of the corresponding L2-
Hilbert spaces they define. On the way, we will show that quantization and reduction do not
commute in homogeneous isotropic LQC. As in Subsection 5.3, this will be done by constructing
elements of Ared,ω which cannot be contained in Ared,ω ∼= Ared ω ∼= R unionsqRBohr.
7.1 Setting
In the following, let P := R3×SU(2), G := GE = R3o% SU(2) (g = R3×su(2)) and Φ := ΦE , see
Example 3.3. Moreover, let νx := (x,1) for all x ∈M and recall (see (15)) that the corresponding
set Ared of Φ-invariant connections consists exactly of the elements of the form (c runs over R)
ωc(x,s)(~vx, ~σx) = cAds−1 [z(~vx)] + s
−1~σs ∀ (~vx, ~σs) ∈ T(x,s)P.
So, in the sequel we will always identify Ared withR. In contrast to Subsection 6.2 (see Convention
6.9), by RBohr in the following we will understand the spectrum of the C
∗-algebra CAP(R). This
has just conceptual reasons and makes mathematically no difference as Lemma 3.8 shows. Finally,
R will always denote the C∗-algebra (vector space direct sum)
R := C0(R)⊕ CAP(R) ⊆ B(R).
As shown in [20], this is exactly the restriction C∗-algebra Pω|Ared (under the identification
Ared ∼= R), so that Ared ω = Spec(C0(R)⊕ CAP(R)) holds.
7.2 Group Structures, Actions and some Measure Theoretical Aspects
In this subsection, we show that the Haar measure on RBohr is the unique normalized Radon
measure which is invariant under the spectral extension Σ′ : R ×RBohr → RBohr of the additive
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group action ΣR : R ×R → R, (v, t) 7→ v + t. In particular, we will identify µBohr as the unique
normalized Radon measure µ on RBohr for which the maps Σ
′
v
∗ : L2(RBohr, µ) → L2(RBohr, µ),
f 7→ f ◦Σ′v are unitary operators for all v ∈ R, see Proposition 7.3. In particular, we prove that the
one-parameter group {Σ′v∗}v∈R then is strongly continuous. We show that the same invariance
condition105 singles out a normalized Radon measure on R, which then even defines the same
Hilbert space L2(RBohr, µBohr) as in the traditional approach. This reinforces the standard LQC
approach from the mathematical side. On the way, we verify that, in contrast to RBohr, there
exists no continuous group structure, hence no Haar measure on R.
Since the group structure on RBohr canonically extends
106 the additive group structure on R,
we might start by clarifying whether there is also such an extension of the additive group structure
on R to R = Spec(C0(R)⊕ CAP(R)). Indeed, this would provide us with a Haar measure on R,
in particular, invariant under the action Σ: R ×R → R, (v, x) 7→ ιR(v) + x. This is because Σ
would be the unique extension of ΣR in this case just because it fulfils the respective conditions
from Proposition 4.4.1. However, already Proposition 3.11 shows that such an extension of the
additive group structure on R cannot exist.
Corollary 7.1
There is no continuous group structure on R = Spec(R) which is compatible with the additive
group structure on R.
Proof: Assume there is such a group structure. Then it is necessarily abelian as it is so on a dense
subset of Spec(R). So, by Proposition 3.11 there is a set K ⊆ R of characters on R generating
R. Since K ⊆ R, these characters are continuous, hence contained in CAP(R). For this, recall
that CAP(R) is generated by all continuous characters on R. Since CAP(R) is closed, the C
∗-
subalgebra generated by K must be contained in CAP(R). This contradicts that K generates R
just because C0(R) 6= {0}. 
Anyhow, using Proposition 4.4 we obtain the following left actions on R and RBohr.
Corollary 7.2
There are unique left actions Λ: R 6=0 ×R→ R and Σ: R×R→ R, separately continuous in R,
that extend the multiplication · : R6=0×R→ R, (λ, t) 7→ λ · t and the translation +: R×R→ R,
(v, t) 7→ v+ t, respectively, in the sense of (19). The action Σ is continuous and Λ is not so. The
same statements hold for RBohr instead of R where we denote the respective actions by Λ
′ and Σ′
in the following. For Σ′ we have
Σ′(v, ψ) = ι′R(v) + ψ ∀ v ∈ R,∀ ψ ∈ RBohr (108)
with ι′R : R→ RBohr the canonical embedding and + the addition in RBohr.
Proof: Obviously, C0(R)⊕CAP(R) is invariant under pullback by ·λ and +v for all λ 6= 0 and all
v ∈ R. This is obvious for C0(R) and follows for CAP(R) from ·∗λ(χl) = χλl and +∗v(χl) = eilv · χl
for all l ∈ R. Consequently, Proposition 4.4.1 provides us with the unique left actions Λ and Σ.
Obviously ·∗• : λ 7→ [t 7→ eiλlt] is not continuous (w.r.t. the supremum norm) for l 6= 0, so that
Λ is not continuous by unitality of R and Proposition 4.4.2. In contrast to that, for each f ∈ R
105Namely, that the translations w.r.t. the spectral extension Σ: R × R → R of ΣR : R ×R → R act as unitary
operators. Here, it is equivalent to require that this measure is invariant under the translations Σv for all v ∈ R.
106We have ι′R(x) + ι
′
R(y) = ι
′
R(x+ y) for ι
′
R : R→ RBohr the canonical embedding from Subsection 3.2.2.
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the map +∗•(f) : v 7→ [t 7→ f(v + t)] is continuous, so that Proposition 4.4.2 shows continuity of
Σ. Here continuity is clear if f = χl for some l ∈ R because
‖+∗v (χl)−+∗v′(χl)‖∞ =
∥∥[eilv − eilv′]χl∥∥∞ = ∣∣eilv − eilv′∣∣ · ‖χl‖∞ = ∣∣eilv − eilv′∣∣.
It follows for f ∈ C0(R) from equicontinuity of f |K for each compact subset K ⊆ R, and that for
each  we find K ⊆ R compact with |f(t)| < /2 for all t ∈ R\K.
In fact, let K ′ := K + [−δ, δ] for δ > 0. Then for all t ∈ R\K ′ and all v ∈ [−δ, δ] we have
t, v + t ∈ R\K, hence
|f(t)− f(v + t)| ≤ |f(t)|+ |f(v + t)| < . (109)
Moreover, by equicontinuity of f |K′ we find W ⊆ R a neighbourhood of 0 ∈ R, such that
|f(t)− f(t+ v)| <  ∀ t ∈ K ′, ∀ v ∈W. (110)
So, combining (109) and (110) we obtain
|f(t)− f(t+ v)| <  ∀ t ∈ R, ∀ v ∈W ∩ [−δ, δ],
hence ‖+∗v (f) − f‖∞ <  for all v ∈ W ∩ [−δ, δ]. This show continuity of +∗• at v = 0. Then,
replacing f by +∗v′(f), we deduce continuity of +
∗
v′ for all v
′ ∈ R.
Finally, (108) holds because the left action R×RBohr → RBohr, (v, ψ) 7→ ι′R(v) +ψ fulfils the
condition from Proposition 4.4.1, hence equals the unique left action Σ′. 
At the end of this subsection, the action Σ will provide us with a uniqueness statement concerning
normalized Radon measures on R. The first step toward this is performed in the following
Proposition 7.3
1) If µ is a normalized Radon measure on RBohr with Σ
′
v(µ) = µ for all v ∈ R, then µ = µBohr.
In particular, µBohr is the unique normalized Radon measure µ on RBohr for which the
translations Σ′v
∗ : L2(RBohr, µ)→ L2(RBohr, µ), f 7→ f ◦ Σ′v are unitary operators.
2) The one-parameter group {Σ′v∗}v∈R of unitary operators
Σ′v
∗
: L2(RBohr, µBohr)→ L2(RBohr, µBohr) , f 7→ f ◦ Σ′v
is strongly continuous.
Proof: 1) We have to show that µ(ψ + A) = µ(A) holds for all ψ ∈ RBohr and all A ∈
B(RBohr). Then, by inner regularity, it suffices to show the case were A is compact.
So, let K ⊆ RBohr be compact. Since µ is finite, it is outer regular. Hence, for each n ∈ N>0
we find Un ⊆ RBohr open with K ⊆ Un and µ(Un)−µ(K) ≤ 1n . By continuity of the addition
in RBohr, for each ψ
′ ∈ K the preimage +−1(Un) contains a set V ′×W ′ with V ′,W ′ ⊆ RBohr
open, 0Bohr ∈ V ′ and ψ′ ∈ W ′ ⊆ Un. By compactness of K there are finitely many such
quantities 0Bohr ∈ V ′1 , . . . , V ′k ⊆ RBohr, W ′1, . . . ,W ′k ⊆ Un with K ⊆ W ′1 ∪ · · · ∪W ′k =: W ′
and V ′i +W
′
i ⊆ Un for 1 ≤ i ≤ k.
Let V ′ ⊆ V ′1 ∩ · · · ∩ V ′k be a neighbourhood of 0Bohr. By denseness of ι′R(R) in RBohr we
find x′ ∈ R with ψ − ι′R(x′) ∈ V ′. Then, ψ − ι′R(x′) +K ⊆ V ′ +W ′ ⊆ Un, so that for each
n ∈ N>0 we obtain from (108) that
µ(ψ +K)− µ(K) 108= µ(ψ − ι′R(x′) +K)− µ(K) ≤ µ(Un)− µ(K) ≤ 1n ,
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hence µ(K) ≥ µ(ψ+K). Then, applying the same argument to the compact set K ′ := ψ+K
and ψ′ := −ψ, we see that µ(ψ +K) = µ(K ′) ≥ µ(ψ′ +K ′) = µ(K).
For the last statement assume that Σ′v
∗ is unitary for each v ∈ R. Then, for K ⊆ RBohr
compact, χK the characteristic function of K and v ∈ R we have
µ(K) =
∫
RBohr
χK dµ =
∫
RBohr
|χK |2 dµ = 〈χK , χK〉 =
〈
Σ′v
∗
(χK),Σ
′
v
∗
(χK)
〉
=
∫
RBohr
|χι′
R
(v)+K |2dµ =
∫
RBohr
χι′
R
(v)+Kdµ = µ
(
ι′R(v) +K
)
.
By the first part this already implies the translation invariance of µ.
2) We have to show that w.r.t. the L2-norm ‖ · ‖2 we have
lim
v′→v
Σ′v′
∗
(f) = f ∀ f ∈ L2(RBohr, µBohr) , ∀ v ∈ R.
Since µBohr is regular, C(RBohr) is dense in L
2(RBohr, µBohr). Moreover, since Σ
′
v
∗(f)(ψ) =
f(ι′R(v) + ψ), for each f ∈ C(RBohr) and each  > 0 we find δ > 0 such that
‖Σ′v∗(f)− Σ′v′∗(f)‖∞ <  ∀ v′ ∈ Bδ(v).
In fact, by 3.8 Satz in [16], for  > 0 we find a neighbourhood U of 0Bohr ∈ RBohr with
ψ − ψ′ ∈ U =⇒ |f(ψ)− f(ψ′)| < .
Now, for δ > 0 suitable small we have ι′R(Bδ(0)) ⊆ U . This is just because ι′R is continuous
as CAP(R) consists of continuous functions on R, see Proposition 2.1 in [20]. Thus, for all
v′ ∈ Bδ(v) we have ι′R(v)− ι′R(v′) = ι′R(v − v′) ∈ U , hence
‖Σ′v∗(f)− Σ′v′∗(f)‖∞ = sup
ψ∈RBohr
|f(ψ + ι′R(v))− f(ψ + ι′R(v′))| ≤ 
because ψ + ι′R(v)− ψ + ι′R(v′) = ι′R(v)− ι′R(v′) ∈ U .
So, let f ∈ L2(RBohr, µBohr) and v ∈ R be fixed. Then, for  > 0 by denseness of C(RBohr)
in L2(RBohr, µBohr) we find f ∈ C(RBohr) with ‖f − f‖2 ≤ 3 . Moreover, by the above ar-
guments we find δ > 0 such that ‖Σ′v∗(f)−Σ′v′∗(f)‖∞ ≤ 3 for all v′ ∈ Bδ(v). Consequently,
by translation invariance of µBohr for all such v
′ we have
‖Σ′v∗(f)− Σ′v′∗(f)‖2 ≤ ‖Σ′v∗(f)− Σ′v∗(f)‖2 + ‖Σ′v∗(f)− Σ′v′∗(f)‖2 + ‖Σ′v′∗(f)− Σ′v′∗(f)‖2
= ‖f − f‖2 + ‖Σ′v∗(f)− Σ′v′∗(f)‖2 + ‖f − f‖2 ≤ . 
Although Corollary 7.1 states that no extension of the addition in R to R exists, one should clarify
whether there is any other continuous group structure on this space. Indeed, such a structure
would provide us with a canonical measure onR. In addition to that we want to prove an analogue
to Proposition 7.3. For this and the considerations in the last subsection, it is comfortable to use
the following description of R proven in [20].
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Lemma and Definition 7.4
Let ∅ 6= Y ⊆ R be open and C0,Y (R) the set of continuous function vanishing at infinity and
outside Y . Then Corollary B.2 in [20] shows C0,Y (R)∩CAP(R) = {0} and that AY := C0,Y (R)⊕
CAP(R) ⊆ B(R) is closed. Moreover, if we equip Y unionsq RBohr with the topology generated by the
sets of the following types: [20]
Type 1: V unionsq ∅ with open V ⊆ Y
Type 2: Kc unionsq RBohr with compact K ⊆ Y
Type 3: f−1(U) unionsq G(f)−1(U) with open U ⊆ C and f ∈ CAP(R),
then Proposition 3.4 in [20] states that Spec(AY ) ∼= Y unionsq RBohr holds via the homeomorphism
ξ : Y unionsqRBohr → Spec(AY ) defined by
ξ(x) :=
{
f 7→ f(x) if x ∈ Y
f0 ⊕ fAP 7→ x(fAP) if x ∈ RBohr.
(111)
Here, f0 ∈ C0(R) and fAP ∈ CAP(R). It is straightforward to see that the subspace topologies
of Y and RBohr w.r.t. the above topology coincide with their usual ones. In abuse of notation
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we define RY := Y unionsq RBohr as well as R := R unionsq RBohr, and equip these spaces with the above
topology. 
Except for Proposition 7.6, where we show that the spaces RY cannot be equipped with group
structures continuous w.r.t. the above topologies, we will only deal with the space R in the sequel.
Observe that it is immediate from the above definitions that R is a dense open subset of R.
Lemma and Remark 7.5
1) In contrast to the standard LQC case, for R the canonical embedding ιR : R→ R does not
map R into the RBohr part, but canonically onto the R part, i.e.,
ξ−1(ιR(x)) = x ∈ R ⊆ R. (112)
This is because ξ
(
ξ−1(ιR(x))
)
(f) = f(x) = ξ(x)(f) for all f ∈ R.
2) Since ξ is a homeomorphism, the action Σ from Corollary 7.2 transfers via ξ to an action
Σ: R×R→ R on R, i.e., Σ(v, x) := ξ−1(Σ(v, ξ(x))). Then, for all v ∈ R and x ∈ R ⊆ R
we have
Σ(v, x)
(112)
= ξ−1(Σ(v, ιR(x))) = ξ−1(ιR(v + x)) = ιR(v + x) ∈ R ⊆ R. (113)
So, for x ∈ RBohr ⊆ R and {xα}α∈I ⊆ R ⊆ R a net with limα xα = x,108 we have
Σ(v, x) = lim
α
Σ(v, xα)
(113)
= lim
α
ιR(v + xα) = ι
′
R(v) + x ∈ RBohr ⊆ R. (114)
Here, ι′R : R→ RBohr denotes the canonical embedding of R into RBohr, so that in the last
term by + we mean the addition in RBohr. The last step follows from
107Indeed, in order to be in line with the notations in (23) we rather should define R := Ared,ω and introduce
another symbol for R unionsqRBohr. However, in the following we will rather deal with the space R unionsqRBohr, so that
it is much more convenient to use the memorable symbol R for this space. Besides this, the spaces R unionsqRBohr,
Ared ω and Ared,ω are homeomorphic, and using R for R unionsqRBohr our notations are in line with [20].
108Here we mean the limit in R
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Claim 1: {ιR(v + xα)}α∈I and {ι′R(v) + ι′R(xα)}α∈I (considered as nets in R) have the
same limit in R, i.e.,
lim
α
ιR(v + xα) = lim
α
(
ι′R(v) + ι
′
R(xα)
)
. (115)
In fact, using Claim 1, Equation (114) is clear from limα ι
′
R(xα) = x. This, in turn,
holds because by the definition of the topology on R for each l ∈ R and each open subset
U ⊆ C with x(χl) ∈ U we find α0 ∈ I such that xα ∈ χ−1l (U) for all α ≥ α0, hence
ι′R(xα) ∈ G(χl)−1(U) for all α ≥ α0. This shows limα ι′R(xα) = x because the Gelfand
topology on RBohr equals the initial topology w.r.t. the Gelfand transforms of the functions
χl for l ∈ R, see e.g. Subsection 2.3 in [20].
Proof of Claim 1:
• For each compact K ⊆ R we find α0 ∈ I such that xα ∈ [−v+K]c, hence v+xα ∈ Kc for
all α ≥ α0. This is clear from limα xα = x because x ∈ RBohr ⊆ R and [−v+K]cunionsqRBohr
is an open neighbourhood of x.
• Hence, since we know that {ιR(v + xα)}α∈I converges to some element of R, it must
converge to some z ∈ RBohr ⊆ R.
• In order to show R ⊇ {ι′R(v) + ι′R(xα)}α∈I → z ∈ R, it suffices to verify that we find
α0 ∈ I with ι′R(v) + ι′R(xα) ∈ G(χl)−1(U) for all α ≥ α0. Here l ∈ R and U ⊆ C is open
with z(χl) ∈ U . In fact, then the above net converges in RBohr to z ∈ RBohr, hence in R
because the subspace topology of RBohr w.r.t. the topology on R equals its usual one.
• Now,
ι′R(v) + ι
′
R(xα) ∈ G(χl)−1(U) ⇐⇒ (ι′R(v) + ι′R(xα))(χl) ∈ U
⇐⇒ χl(v) · χl(xα) ∈ U
⇐⇒ ιR(v + xα) ∈ χ−1l (U),
and we find α0 ∈ I such that ιR(v + xα) ∈ χ−1l (U) for all α ≥ α0. The last statement is
clear from limα ιR(v+ xα) = z and that a base of neighbourhoods of z in R is formed by
finite intersections of sets of Type 2 and Type 3. †
3) Observe that ξ(x)(χl) = 1 for all l ∈ R iff x ∈ {0R, 0Bohr}. In fact, of course we have
ξ(x)(χl) = 1 for x ∈ {0R, 0Bohr}. Conversely, if ξ(x)(χl) = 1 for all l ∈ R and x = y ∈ R,
then y = 0 because ξ(x)(χpi/2y) = i if y 6= 0. Similarly, if x ∈ RBohr, then x(χl) = 1 =
0Bohr(χτ ) for all l ∈ R. Hence, x = 0Bohr as the functions χl generate CAP(R). ♦
The next proposition shows that R ∼= R cannot be equipped with a group structure continuous
w.r.t. its canonical Gelfand topology.
Proposition 7.6
There is no continuous group structure on RY .
Proof: Assume there is such a group structure with multiplication ? and unit element e. In a
first step we show that there is some x ∈ RY for which the continuous109 restriction ?[x, · ]|RBohr
takes at least one value in Y . So, assume that this is not the case. Then ?[x,RBohr] ⊆ RBohr
109Recall that the relative topology of RBohr w.r.t. that on RY equals its usual one.
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for each x ∈ RY so that for ψ ∈ RBohr 6= ∅ we obtain e = ?
[
ψ−1, ψ
] ∈ RBohr. It follows that
RY = ?
[
RY , e
] ⊆ RBohr, which is impossible. Consequently, we find x ∈ RY and ψ ∈ RBohr such
that x?ψ ∈ Y . Then, the preimage U of Y under the continuous map ?[x, · ]|RBohr is a non-empty
open subset of RBohr. Since RBohr is compact, finitely many translates of the form ψ + U cover
RBohr, so that for the cardinality of RBohr we obtain
|RBohr| =
∣∣∣∣∣
n⋃
i=0
ψi + U
∣∣∣∣∣ ≤
∣∣∣∣∣
n⊔
i=0
U
∣∣∣∣∣ =
∣∣∣∣∣
n⊔
i=0
?[x, U ]
∣∣∣∣∣ ≤ n|R| = |R|.
But, this is impossible because |RBohr| > |R|. In fact, by Lemma 3.8 RBohr = Spec(CAP(R)) is
in bijection with the set R′Bohr of all (not necessarily continuous) unital homomorphisms Γ→ S1
for Γ the dual110 group of R. Consequently, it suffices to show that |R′Bohr| > |R|.
For this, let {τα}α∈I ⊆ R be a Q-base of R, then111 |I| = |R| and we obtain an injective map
ι : 2I → RBohr as follows. For J ⊆ I let
δJ(α) :=
{
0 if α ∈ J
2pi
τα
if α /∈ J
and define ψ(J) : Γ→ S1 by ψ(J)(χ0) := 1 as well as
ψ(J) (χτ ) :=
n∏
i=1
χqi·ταi (δJ(αi)) for τ =
l∑
i=1
qi · ταi with q1, . . . , ql ∈ Q.
Then ι : J 7→ ψ(J) is injective because ψ(J)(χq·τα) = 1 for all q ∈ Q iff α ∈ J , hence |RBohr| =
|R′Bohr| ≥ |2I | = |2R| > |R|. 
So, since it is not possible to equip R, i.e., R with a canonical Haar measure, we now concentrate
on some general properties of normalized Radon measures on R.
Lemma 7.7
Let B(R), B(R) and B(RBohr) denote the Borel σ-algebras of the topological spaces R, R and
RBohr, respectively.
1) We have B(R) = B(R) unionsqB(RBohr).
2) If µ is a finite Radon measure on B(R), then so are µ|B(R) and µ|B(RBohr). Conversely, if
µ1, µ2 are finite Radon measures on B(R) and B(RBohr), respectively, then
µ(A) := µ1(A ∩B(R)) + µ2(A ∩B(RBohr)) for A ∈ B(R) (116)
is a finite Radon measure on B(R).
Proof: 1) First observe that the right hand side is a σ-algebra and remember that the relative
topologies on R and RBohr w.r.t. the topology on R coincide with their usual ones. So, if
U ⊆ R is open, then U ∩ R, U ∩ RBohr are open in R and RBohr, respectively. Hence,
U = (U ∩R) unionsq (U ∩RBohr) ⊆ B(R) unionsqB(RBohr), showing that B(R) ⊆ B(R) unionsqB(RBohr).
Conversely, if U ⊆ R is open, then U is open in R, hence B(R) ⊆ B(R). Finally, if
A ⊆ RBohr is closed, then A is compact in RBohr. This implies compactness of A in R, so
that A ∈ B(R) for each closed A ⊆ RBohr. Since B(RBohr) is generated by all such closed
subsets, we have B(RBohr) ⊆ B(R) as well.
110The set of all continuous characters on R, i.e., γ = {χl | l ∈ R}.
111R equals the set F of all finite subsets of Q× I. Then |F | = |Q× I| since Q× I is infinite. Similarly, one has
|Q× I| = |I| because I is infinite.
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2) The measures µ|B(R) and µ|B(RBohr) are well-defined by 1) and obviously finite. So, it
remains to show their inner regularity. But inner regularity is clear because a subset of R
or RBohr is compact iff it is so w.r.t. topology on R. For the second statement, let µ be
defined by (116). Then µ is a finite Borel measure by 1) and its inner regularity follows by
a simple /2 argument from the inner regularities of µ1 and µ2. 
So, by the above lemma each normalized Radon measure on R can be written in the form
µ(A) = t µ1(A ∩R) + (1− t) µ2(A ∩RBohr) ∀A ∈ B(R) (117)
for t ∈ [0, 1] and normalized112 Radon measures µ1 and µ2 on B(R) and B(RBohr), respectively.
So, the crucial step is to fix the measures µ1, µ2 and the parameter t.
For the dependence of the induced Hilbert space structure on the parameter t observe that
for µ1, µ2 fixed, t1, t2 ∈ (0, 1) and µt1 , µt2 the respective measures defined by (117), the spaces
L2
(
R, µt1
)
and L2
(
R, µt2
)
are isometrically isomorphic. In fact, for A ∈ B(R) let χA denote the
respective characteristic function and define the map
φ : L2
(
R, µt1
)→ L2(R, µt2)
f 7→
√
t1
t2
χR · f +
√
(1− t1)
(1− t2) χRBohr · f.
Then, φ is an isometric isomorphism just by the general transformation formula, so that the
parameter t gives rise to at most 3 different (not canonically isomorphic) Hilbert space structures,
see also Lemma 7.19.
Anyhow, the next corollary to Proposition 7.3 and Lemma and Remark 7.5.2 shows that
invariance of µ under the translations Σv : R→ R already forces t = 0 and µ2 = µBohr.
Corollary 7.8
1) If µ is a normalized Radon measure on R with Σv(µ) = µ for all v ∈ R, then µ = µBohr,
i.e., t = 0. In particular, if one wants Σ
∗
v : L
2
(
R, µ
)→ L2(R, µ), f 7→ f ◦Σv to be unitary
for each v ∈ R, then t has necessarily to be zero and µ2 has to equal µBohr.
2) The one-parameter group
{
Σ
∗
v
}
v∈R of unitary operators
Σ
∗
v : L
2
(
R, µBohr
)→ L2(R, µBohr) , f 7→ f ◦ Σv
is strongly continuous.113
Proof: 1) Assume that t > 0 and that µ1 is finite. If µ(K) > 0 for K ⊆ R compact, then
µ1(R) =∞ just by σ-additivity and (113). Consequently, µ1(K) = 0 for all compact subsets
K ⊆ R, hence µ1 = 0. Now (114) shows that µ2 fulfils the requirements of Proposition 7.3.1,
so that µ2 = µBohr follows. Finally, unitality of the maps Σv implies µ(Σ(v,K)) = µ(K)
for each compact subset K ⊆ R and each v ∈ R, hence Σv(µ) = µ for each v ∈ R by inner
regularity. Consequently, the last part is clear from the first one.
112Of course, if t = 0 or t = 1, it doesn’t matter which normalized Radon measure we choose on R or RBohr,
respectively. So, in these cases we allow µ1 = 0 and µ2 = 0, respectively.
113Of course, here we mean µBohr(A) := µBohr(A ∩RBohr) for all A ∈ B(R unionsqRBohr).
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2) This is clear from Proposition 7.3.2 since by (113) and (114) we have
‖Σ∗v(f)− Σ∗v′(f)‖2 = ‖Σ′∗v (f |RBohr)− Σ′∗v′(f |RBohr)‖2 ∀ f ∈ L2
(
R, µBohr
)
. 
Even if Corollary 7.8 singles out the measure µBohr (and support the standard LQC approach
from the mathematical side), in the following subsections (except for the next short one), we will
be concerned with the construction of a projective structure and consistent families of normalized
Radon measures on R. Basically, this will be done in analogy to the construction in [39] for the
standard LQC configuration space RBohr, and we will end up with singling out the measures of
the form
µ(A) = t ρ(λ)(A ∩R) + (1− t) µBohr(A ∩RBohr) ∀A ∈ B(R) (118)
for t ∈ [0, 1]. Here, ρ(λ) denotes the push forward of the restriction of the Lebesgue measure to
B((0, 1)) by a homeomorphism ρ : (0, 1)→ R. At least the RBohr part of these measures then is
in line with the above Corollary. The main intention for our investigations is rather to provide a
mathematically satisfying derivation of these choices than a physically justification for this.
However, before we start constructing measures, we first investigate the inclusion relations
between the spaces Aω and Ared,ω ∼= Ared ω = R ∼= R.
7.3 Quantization vs. Reduction
As we have seen in Remark 6.15.2, Ared l ∼= Ared,l holds, i.e., quantization and reduction commute
if one only uses linear curves for both the full quantum configuration space Al and the quantized
reduced classical space Ared l. In this short subsection we show that this is no longer true if one
takes all embedded analytic curves into account. We start with the following diagram sketching
the relevant spaces and their relations
R
ξ
∼=
// R
i∗Ared
∼=
// Ared,ω ⊆ // Ared,ω ∼=
κ // Homred(Pω,MorF) Ω∼= // Homred(Pω, SU(2))
R
ιR
OO
∼= // Ared ,
ιAred
OO
Embedding: ς := Ω ◦ κ ◦ i∗Ared ◦ ξ : R ↪→ Homred(Pω,SU(2))
and denote the concatenation of all these maps by ς : R→ Homred(Pω,MorF). Here, Ω = Ων for
ν the canonical choice νx = (x,1) for all x ∈ M , cf. last two parts of Remark 4.21. To better
understand what this map ς actually does, observe that:
a) For ρ the standard representation of SU(2), we obtain from (34) that
(Ω ◦ κ)(ω)(γ) = (ω([hνγ ]ij))ij ∀ γ ∈ Pω, ∀ ω ∈ A.
b) Applying the definitions, we find that
i∗Ared(x)([h
ν
γ ]ij) = x(i
∗
Ared([h
ν
γ ]ij)) = x
(
[hνγ ]ij ◦ iAred
)
= x
(
[hνγ ]ij |Ared
) ∀ x ∈ R.
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c) For a linear curve γ : [0, l]→ R3, t 7→ t · ~v for ~v ∈ R3 with ‖~v‖ = 1 we have
[hνγ ]ij(ω
c) =
(
pr2 ◦ Pω
c
γ
)
(γ(0),1) = exp(−cl · z(~v)) (12)= cos(−cl) · 1+ sin(−cl) · z(~v).
Here, the first step is clear from the definitions, and for the second step one might apply
(42) to the fact that γ(t) = ϕ(exp(t~v), 0) is Lie algebra generated (cf. Definition 5.4.2), i.e.,
γ = γ0~v |[0,l] for 0 ∈ R3 and ~v ∈ R3 × su(2) the Lie algebra of GE = R3 o% SU(2).
Using this, we obtain the following Corollary to Lemma and Definition 7.4.3.
Corollary 7.9
If ς(x)(γ) = 1 for all γ ∈ P∼l , then x ∈ {0Bohr, 0R}.
Proof: It suffices to show the claim for curves as in c) with ~v = ~e1 and l > 0. Then
1 = ς(x)(γ) = (Ω ◦ κ)
(
i∗Ared(ξ(x))
)
(γ)
a)
=
((
i∗Ared(ξ(x))
)(
[hνγ ]ij
))
ij
b)
=
(
ξ(x)
(
[hνγ ]ij |Ared
))
ij
c)
=
(
ξ(x)(c 7→ cos(−lc)) i ξ(x)(c 7→ sin(−lc))
i ξ(x)(c 7→ sin(−lc)) ξ(x)(c 7→ cos(−lc))
)
,
hence ξ(x)(χl) = 1 for all l ∈ R. So, the claim is clear from Lemma and Definition 7.4.3. 
Proposition 7.10
We have Ared,ω ( Ared,ω.
Proof: Let ˜ : R>0 × (0, 2pi)→ R be a function with
˜(r, x+ y) = ˜(r, x) + ˜(r, y) mod 2pi
whenever r ∈ R>0 and x, y, x + y ∈ (0, 2pi). Then, we obtain an element  ∈ Homred(Pω,SU(2))
if we define
(
cf. (b) in Convention 3.1.3 for the definition of Pc and γx,τ~n,~r
)
(γ) :=
{
exp
(
˜(‖~r‖, τ) z(~n)) if γ ∼A γx,τ~n,~r ∈ Pc
1 else.
Here, well-definedness follows from analyticity and Lemma 5.6.5.114 Moreover, invariance is
straightforward to see. Here, 0R corresponds to the choice ˜ = 0 (ω0 is the trivial connec-
tion) but the homomorphism that corresponds to 0Bohr is not so easy to compute. However,
it is easily checked that choosing different maps ˜ we obtain more than two different invariant
homomorphisms with (γ) = 1 for all γ ∈ P∼l . Since by Corollary 7.9 that cannot all come from
an element of R ∼= Ared,ω, the claim follows. 
For the rest of this section we will be concerned with the construction of a projective structure
(and consistent families of normalized Radon measures) on the space R ∼= R. The next subsection
(except for Lemma 7.11.2) then serves as a motivation for our later constructions. Basically, there
we discuss which problems occur if one tries to use projection maps involving the identification
of R with a subset of Homred(Pω,MorF). However, some of the investigations are quite technical
and exhausting, and the reader not so interested in these difficulties may just take a look at the
second part of Lemma 7.11 in order to proceed with Subsection 7.5.
114Observe that γx,τ~n,~r ∼par x+ γ~r(0,z(~n))
∣∣
[0,τ/2]
for ~r considered as point in R3 and (0, z(~n) ∈ R3 × su(2) = g, see also
beginning of the next subsection.
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7.4 Motivation of the Construction
Recall that the C∗-algebra R = C0(R) ⊕ CAP(R) is already generated by parallel transports
along linear and circular curves [20], i.e., that the C∗-algebras R = Pω|Ared and Rlc := Plc|Ared
coincide. Here, Plc denotes the C
∗-algebra of cylindrical functions that corresponds to the set of
curves Plc = Pl unionsq Pc for Pl and Pc defined as in Convention 3.1.3. This means that an element
of R is completely determined by its values on the generators of Plc, i.e., on the matrix entries
of the parallel transport functions R 3 c 7→ Pωcγ for γ ∈ Plc. It follows that, using the natural
identification of R with a subset of Homred(Pω,MorF) via ς ′
R
i∗Ared
∼=
// Ared,ω ⊆ // Ared,ω ∼=
κ // Homred(Pω,MorF),
Embedding: ς ′ := κ ◦ i∗Ared : R ↪→ Homred(Pω,MorF)
the values of the homomorphism ς ′(x) that corresponds to x ∈ R are completely determined by
its values on the elements of Plc. Moreover, due to the invariance of ς ′(x) it suffices to consider
elements of Plc which are of the form
γl := γ~e1,l ∀ l > 0 and γτ,r := γ0,τ~e3,r~e1 ∀ r > 0, ∀ τ ∈ (0, 2pi), (119)
i.e., we can fix a traversing direction for linear curves, and a midpoint together with a traversing
plain for the circular ones.
Now, since all these curves are Lie algebra generated, it makes sense to use the maps pip (see
also b) below) from Lemma and Definition 6.7 which we have introduced Subsection 6.2 in order
to investigate the space Homred
(P∼g ,MorF). For this observe that
a) The elements of Plc are Lie algebra generated because
x+ γ~v,l = γ
x
(~v,0)
∣∣
[0,l]
and γx,τ~n,~r ∼par x+ γ~r(0,z(~n))
∣∣
[0,τ/2]
(120)
where the second equivalence is clear from the explanations to (12) in Convention 3.1.1.
b) For p ∈ P , x = pi(p) and ~g ∈ g\gx we have
pip(~g, l, ε) = ∆
(
Φexp(l~g)(p), ε
(
γx~g |[0,l]
)
(p)
) ∀ l < τ~g.
Hence, pip(~g, l, ·) : Homred(P,MorF) → SU(2) assigns to ε ∈ Homred(P,MorF) the difference
in Fγx
~g
(l) between Φexp(l~g)(p) and ε
(
γx~g |[0,l]
)
(p)
)
. Obviously, pip(~g, l, ·) is continuous.
c) The big advantage of using the maps pip is that for ~g ∈ g\gx and ε ∈ Homred(P,MorF) fixed,
im[pip(~g, ·, ε)] is contained in a maximal torus in SU(2). This is clear from Lemma 3.2.1 and
(combine (81) with (82))
pip(~g, l + l
′, ε) = pip(~g, l, ε) · pip(~g, l′, ε) for l, l′, l + l′ < τ~g.
It follows that R is separated by the maps
pil : x 7→ pi(0,1)
(
(~e1, 0), l, ς
′(x)
) ∀ l > 0
piτ,r : x 7→ pi(r·~e1,1)
(
(0, τ3),
τ
2 , ς
′(x)
) ∀ r > 0 , ∀ τ ∈ (0, 2pi). (121)
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Here, pil and piτ,r correspond to the choices, see (119) and (120)
γl = γ
0
(~e1,0)
|[0,l], p = (0,1) and γτ,r = γr~e1(0,τ3)|[0,τ/2], p = (r · ~e1,1),
respectively.
The question whether we can use these projection maps in order to define reasonable measures
on R then depends crucially on in which way the maximal tori (see c)) the maps
pi•(x) : R>0 → SU(2), l 7→ pil(x) and pi•,r(x) : (0, 2pi)→ SU(2), τ 7→ piτ,r(x)
are mapping to depend on x ∈ R.
• For pi• this question is immediately answered since a straightforward calculation shows that
pil(ιR(c)) = h
ν
γl
(ωc) =
(
cos(lc) i sin(lc)
i sin(lc) cos(lc)
)
= exp(−lcτ1) ∈ Hτ1 ∀ c ∈ R, ∀ l > 0 (122)
for ιR : Ared ∼= R → R the canonical embedding of R into Spec(CAP(R) ⊕ C0(R)). Since
im[ιR] is dense in R, since pil is continuous and since Hτ1 is closed, we even have pil(R) = Hτ1
for all l > 0. So, using pil as projection maps, we could take the Haar measure on Hτ1
∼= S1 in
order to define a respective consistent family of normalized Radon measures.
• For pi•,r this dependence is more complicated. Here, a straightforward calculation shows that
piτ,r(ιR(c)) = exp
(
τ
2τ3
)−1 · hνγτ,r(ωc) = exp(− τ2 · [2rc · τ2 + τ3]) (123)
holds for all c ∈ R, r > 0 and all τ ∈ (0, 2pi). Hence, piτ,r(ιR(c)) ∈ H[2rc·τ2+τ3] for all τ ∈ (0, 2pi),
and we will see in Lemma 7.13.3 that piτ,r(R\im[ιR]) = Hτ2 holds for all τ ∈ (0, 2pi) and all
r > 0. Further details of the set im[piτ,r] are provided in Lemma 7.13.
Then, applying (12) to (123) we immediately see that for βc :=
√
c2r2 + 14 we have
piτ,r(ιR(c))
(12)
=
(
cos(βcτ) +
i
2βc
sin(βcτ)
cr
βc
sin(βcτ)
− crβc sin(βcτ) cos(βcτ)− i2βc sin(βcτ)
)
. (124)
From this, we conclude the third part of the following
Lemma 7.11
1) Let f ∈ C0(R) vanishes nowhere. Then, the functions {f} unionsq {χl}l∈R generate a dense ∗-
subalgebra of C0(R) ⊕ CAP(R). If f is in addition injective,115 then f generates a dense
∗-subalgebra of C0(R).
2) Each nowhere vanishing injective f ∈ C0(R) is a homeomorphism onto its image.
3) The matrix entries of parallel transports along all linear curves (with some fixed traversing
direction) and one single circular curve already generate C0(R) ⊕ CAP(R). In particular,
the projection maps {pil}l>0 and piτ,r for some fixed reals τ, r > 0 separate the points in R.
115Recall that im[f ] ⊆ C.
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Proof: 1) Since f(x) 6= 0 for all x ∈ R, the ∗-algebra G generated by {f · χl}l∈R ⊆ C0(R)
separates the points in R and vanishes nowhere. Consequently, G is dense in C0(R) by the
complex Stone-Weierstrass theorem for locally compact Hausdorff spaces. Since CAP(R) is
generated by the functions {χl}l∈R, the first claim follows. If f is in addition injective, then
the ∗-algebra generated by f is dense in C0(R) because f separates the points in R and
vanishes nowhere.
2) Let R unionsq {∞} denote the one point compactification of R. Then f : R unionsq {∞} defined by
f(∞) := 0 and f |R := f is continuous and injective, hence a homeomorphism onto its image
im
[
f
]
= im[f ] unionsq {0}. Consequently, f−1 = f−1|im[f ] is continuous as well.
3) If l = τr, then (122) and (124) show that
f(c) :=
[
piτ,r(ιR(c))
]
11
− [pil(ιR(c))]11 = cos(βcτ) + i2βc sin(βcτ)− cos(crτ) (125)
for all c ∈ R, hence f ∈ C0(R). Now, if f(c) is zero, then sin(βcτ) must be 0, hence cos(βcτ)
must be ±1. Then cos(crτ) must be ±1 as well, showing that c = pinrτ for some n ∈ Z\{0}.
In fact, n = 0 means sin(τ/2) = 0, which contradicts that τ ∈ (0, 2pi). Then
cos(βcτ) = cos
(
pin
√
1 + τ
2
4pi2n2
)
,
but n
√
1 + τ
2
4pi2n2
/∈ Z because 0 < τ < 2pi. Consequently, cos(βcτ) 6= 1, which contradicts
that cos(βcτ)− cos(crτ) = 0. This shows that f vanishes nowhere. Now, since
hνγl(ω
c)
(122)
= pil(ιR(c)) as well as h
ν
γτ,r(ω
c)
(123)
= exp( τ2τ3) · piτ,r(ιR(c)),
f is also contained in the ∗-algebra generated by the parallel transports along γτ,r and
{γl}l>0. Since by (122) this algebra also contains all characters χl, the first statement
follows from Part 1).
Now, applying the definitions we find that
pil(x) =
(
x
(
[hνγl ]ij |Ared
))
ij
piτ,r(x) = exp
(
τ
2τ3
)−1 · (x([hνγτ,r ]ij |Ared))ij . (126)
So, since we have shown that the functions {[hνγl ]ij |Ared}l>0 and [hνγτ,r ]ij |Ared generate C0(R)⊕
CAP(R), and since x ∈ Spec(C0(R)⊕ CAP(R)), the claim follows. 
Remark and Definition 7.12
1) In the following, for k ∈ N≥1 by Sk we understand k-fold product of the unit circle S1, i.e.,
Sk :=
(
S1
)k
. Since in the beginning of this section we have fixed the structure group of our
principal fibre bundle to be SU(2), this will not be in conflict with our notations.
2) As already stated in Remark 6.15, in standard homogeneous isotropic LQC the quantum
configuration space is given by RBohr and homeomorphic to Homred(P∼l , SU(2)).116 There,
a projective structure and a consistent family of normalized Radon measures can be defined
as follows: [39]
116The homeomorphism was basically due to the fact that invariance restricts the value of  ∈ Homred(P∼l , SU(2))
on a linear curve traversing into the direction ~v to the maximal torus H~v in SU(2).
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• One considers the set I of all Z-independent tuples L = (l1, . . . , lk) with l1 . . . , lk ∈ R,
and defines (l1 . . . , lk) ≤Z (l′1 . . . , l′k′) iff li ∈ spanZ(l′1 . . . , l′k′) for all 1 ≤ i ≤ k.
• One defines the projection maps by piL : RBohr → S|L| =: XL, ψ 7→ (ψ(χl1), . . . , ψ(χlk))
as well as the transition maps by
piL
′
L : S
|L′| → S|L|
(s1, . . . , sk′) 7→
(∏k′
i=1 s
ni1
i , . . . ,
∏k′
i=1 s
nik
i
)
,
where li =
∑k′
j=1 nijl
′
j for 1 ≤ i ≤ k. Surjectivity of piL then is clear from Lemma
and Convention 3.9.2, and continuity is immediate from the definitions of the Gelfand
topology on RBohr. The remaining properties of a projective limit then are easily verified.
• One fixes the Haar measures µ|L| on S|L| = XL. This gives rise to a consistent family of
normalized Radon measures which exactly corresponds to the Haar measure on RBohr,
i.e., piL(µBohr) = µ|L|, see, e.g., proof of Lemma 7.18.
Equivalent to this is to define the projection maps (cf. (13) for the definition of H~e1)
pi′L : Homred(P∼l ,SU(2))→ [H~e1 ]|L| =: X ′L
ε 7→ (ε(γ~e1,l1), . . . , ε(γ~e1,lk))
(and respective transition maps), and µ′L the Haar measure on [H~e1 ]
|L| ∼= S|L|. ♦
The third part of Lemma 7.11 shows that for the separation property from Definition 2.2.3 it
suffices to consider the projection maps pil for all l > 0 and piτ,r for some fixed reals τ, r > 0. Let
pi′l := pil ◦ ξ and pi′τ,r := piτ,r ◦ ξ.
Then, for L ∈ I as above and
pi′′L : R→ [H~e1 ]|L|
x 7→ (pi′l1(x), . . . , pi′lk(x))
we also have im[pi′′L] = [H~e1 ]
|L|.117 So, using the projection maps pi′′L we can use the Haar measure
on [H~e1 ]
|L|, and the crucial question then is whether such a canonical measure also exists on the
image of pi′τ,r. In addition to that, a suitable directed set and corresponding transition maps have
to be defined. For these reasons we now investigate the image of pi′τ,r in more detail.
Lemma 7.13
Let τ, r > 0 be fixed.
1) pi′τ,r
(
R
)
is of measure zero w.r.t. the Haar measure on SU(2).
2) There is no proper Lie subgroup H ( SU(2) that contains pi′τ,r
(
R
)
.
3) We have pi′τ,r
(
R
)
= pi′τ,r
(
R
) ∪Hτ2 with
pi′τ,r(RBohr) = Hτ2 and pi
′
τ,r(R) ∩ pi′τ,r(RBohr) = {±1}.
117We even have pi′′L(RBohr) = [H~e1 ]
|L| (for RBohr ⊆ R = R unionsqRBohr). This follows from Lemma and Convention
3.9.
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4) Let an :=
sign(n)
r
√
n2pi2
τ2
− 14 for n ∈ Z6=0 and
A0 := (a−1, a1) An := (an, an+1) for n ≥ 1 An := (an−1, an) for n ≤ −1.
Then, pi′τ,r|An is injective for all n ∈ Z,
pi′τ,r(an) = 1 iff |n| is even pi′τ,r(an) = −1 iff |n| is odd
as well as pi′τ,r
(
Am
)∩pi′τ,r(An) = ∅ for all m,n ∈ Z with m 6= n. For increasing |n|, the sets
Bn := [a2n, a2(n+1)] for n ≥ 1 Bn := [a2(n−1), a2n] for n ≤ −1
merge to Hτ2 in the following sense. For each  > 0 we find n ∈ N≥1 such that for |n| ≥ n
we have
∀ s ∈ Bn : ∃ s′ ∈ Hτ2 : ‖s− s′‖op ≤ .
Proof: The proof can be found in Appendix F.1. 
The first and the second part of the above lemma already show that it is hard to equip im[pi′τ,r]
with a reasonable measure. In addition to that, it is difficult to define a reasonable ordering, i.e.,
a directed set labeling the projection spaces. Indeed, the first thing one might try is to define
pi′τ,r ≤ pi′l or pi′l ≤ pi′τ,r. However, then one has to define reasonable transition maps between
im[pi′τ,r] and im[pi′l], i.e., maps
T1 : im[pi
′
τ,r]→ im[pi′l] or T2 : im[pi′l]→ im[pi′τ,r]
with pi′l ◦ T1 = pi′τ,r or pi′τ,r ◦ T2 = pi′l, respectively. This, however, is difficult and even impossible
if τr = l:
• Let 0, 2pil ∈ R ⊆ R, i.e., 0 = ξ−1(ιR(0)) and 2pil = ξ−1
(
ιR
(
2pi
l
))
, cf. (112). Then
pi′l(0) = pil(ιR(0))
(122)
= 1 = pi′l
(
2pi
l
)
but pi′τ,r(0)
(123)
= exp(− τ2τ3) 6= pi′τ,r
(
2pi
l
)
.
Here, the inequality on the right hand side is clear because by Lemma 7.13.4 we have that
pi′τ,r(x) = pi′τ,r(y) for x 6= y enforces pi′τ,r(x) = ±1. Consequently, there cannot exist a transition
map T1 : im[pi
′
l]→ im[pi′τ,r] as then
pi′τ,r(0) = (T2 ◦ pi′l)(0) = (T2 ◦ pi′l)
(
2pi
l
)
= pi′τ,r
(
2pi
l
)
would hold.
• We have pi′τ,r(a2n) = 1 for all n ∈ Z6=0, so that for a transition map T2 : im[pi′l] → im[pi′τ,r] we
would have
T2(1) =
(
T2 ◦ pi′τ,r
)
(a2n) = pi
′
l(a2n) ∀ n ∈ Z6=0.
Then, for  > 0 we find n ∈ N≥0 such that118 la2n − la2(n+1) ∈ B(2pi)\{2pi} for all n ≥ n.
But, pi′l(a2n) = pi
′
l(a2(n+1)) implies la2(n+1) − la2n = kn2pi for some kn ∈ Z, so that we get a
contradiction if we choose  < 2pi.
118It is clear that limn[la2n − 2pin] = 0, and that limn[la2n − la2(n+1)] = 2pi. Hence, we have to show
that we find n0 ∈ N≥1 such that la2n − la2(n+1) 6= 2pi for all n ≥ n0. Now, la2n − la2(n+1) =
2npi
[√
1− τ2
4(2n+2)2pi2
−
√
1− τ2
4(2n)2pi2
]
+2pi
√
1− τ2
4(2n+2)2pi2
, where the first summand tends to zero for n→∞
and is negative. Since the second summand is smaller than 2pi, the whole expression is smaller than 2pi for n
suitable large.
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However, by Lemma 7.13.3 it suffices to take one fixed circular curve γτ,r into account. So, we
can circumvent the above transition map problem by sticking to the directed set I from Remark
and Definition 7.12. More precisely, we can incorporate the map pi′τ,r into each of the projection
maps as follows:
1) For I 3 L = (l1, . . . , lk) we can define
pi′L : R→ SU(2)k+1
x 7→ (pi′l1(x), . . . , pi′lk(x), pi′τ,r(x)).
But, then im[pi′L] crucially depends on the Z-independence of l1, . . . , lk, rτ , as, e.g., we have
piL(RBohr) = [H~e1 ]
k × H~e2 in the Z-independent case and piL(RBohr) ∼= S1 if l1, . . . , lk, rτ
are multiples of the same real number. For this, observe that we cannot restrict to inde-
pendent tuples without adapting ≤. This is because for (l′, rτ), (l′′, rτ) independent and
(l1, . . . , lk) ∈ I an upper bound of L′ := l′, L′′ := l′′, the tuple (l1, . . . , lk, rτ) does not need
to be independent as well. In fact, for l′ = l − rτ this cannot be true for any such L. All
this makes it difficult to find transition maps and suitable consistent families of measures
for these spaces.
2) Basically, Lemma 7.13.3 is due to the fact that the C0(R)-part of the function a : R 3
c 7→ (pi′τ,r(c))11 (given by the (125)) vanishes nowhere. Now, we can try to find some
analytic curve γ and a projection map piγ : R → SU(2) such that for one of the entries
(piγ(·))ij , 1 ≤ i, j ≤ 2 the CAP(R)-part is zero and the C0(R)-part vanishes nowhere and
is injective. Then, condition 3) from Definition 2.2 would hold for the projection maps
piL : R→ im[piγ ] unionsq [H~e1 ]k
piL(x) :=
{
piγ(x) if x ∈ R
pi′L(x) if x ∈ RBohr
(127)
and we could define the transition maps and measures on im[piγ ] and [H~e1 ]
k separately.
However, even if such a curve γ exists, it is not to be expected that it is easier to find
reasonable measures on im[piγ ] than on im[pi
′
τ,r].
In the next subsection we will follow the philosophy of the second approach. Here, we use distin-
guished generators of C0(R) ⊕ CAP(R) in order to define projective structures on R in a more
direct way. This will allow us to circumvent the image problem we have for the projection maps
pi′τ,r and piγ . So, the crucial part will not be to define the projective structure, but to determine
the respective consistent families of normalized Radon measures. Here, the main difficulties will
arise from determining the Borel σ-algebras of the projection spaces.
7.5 Projective Structures on R
In this subsection, we will use the characters {χl}l∈R and an injective nowhere vanishing f ∈
C0(R) in order to define a projective structure on R. This will be done in analogy to the definition
of the projective structure on RBohr presented in Remark and Definition 7.12, cf. [39]. In the last
part, we will use this construction in order to fix the normalized Radon measures (118).
We start with the following definitions, resetting (and collecting) some of the notations we
have introduced in the previous subsection.
Definition 7.14
Assume that f ∈ C0(R) is injective and f(x) 6= 0 for all x ∈ R.
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1) Let I denote the set of all finite tuples L = (l1, . . . , lk) consisting of Z-independent real
numbers l1, . . . , lk. Moreover, let |L| denote the length k of the tuple L.
2) For L,L′ ∈ I define L ≤Z L′ iff li ∈ spanZ(l′1, . . . , l′k′) for all 1 ≤ i ≤ k.
3) For L ∈ I and k := |L| define piL : R→ im[f ] unionsq S|L| =: XL by
piL(x) :=
{
f(x) if x ∈ R(
x(χl1), . . . , x(χlk)
)
if x ∈ RBohr,
(128)
and equip XL with the final topology TF w.r.t. this map. Recall that here and in the
following Sk just denotes the k-fold product of the unit circle S1.
4) For L,L′ ∈ I with L ≤Z L′ define piL′L : XL′ → XL by piL
′
L (y) := y if y ∈ im[f ] and
piL
′
L (s1, . . . , sk′) :=
(
k′∏
i=1
si
ni1 , . . . ,
k′∏
i=1
si
nij
)
if lj =
k′∑
i=1
nijl
′
i (129)
with nij ∈ Z for 1 ≤ j ≤ k = |L|, 1 ≤ i ≤ k′ = |L′| and (s1, . . . , sk′) ∈ S|L
′|.
We now show that R is indeed a projective limit of {XL}L∈I . Moreover, we determine the Borel σ-
algebras of the spaces XL. This will lead to an analogous decomposition of finite Radon measures
as for the space R. Here, the crucial point is to show that the subspace topologies of im[f ] and
S|L| w.r.t. the final topology on XL are just their canonical ones. For this, we will need the
following definitions and facts:
• Let Tf and TL denote the standard topologies on im[f ] and S|L|, respectively, i.e., the subspace
topology on im[f ] inherited from R and the product topology on S|L|.
• For L ∈ I let piL : RBohr → S|L| denote the restriction of piL to RBohr.
• For L,L′ ∈ I with L ≤Z L′ let piL′L : S|L
′| → S|L| denote the restriction of piL′L to S|L
′|.
• For q ∈ Q6=0 define χl,q := χl/q as well as χ̂l := G(χl) for l ∈ R.
• Since each L ∈ I consists of Q-independent reals, we find (and fix) a subset L⊥ ⊆ R for which
L := L unionsq L⊥ is a Q-base of R. It is clear that, together with the constant function 1 = χ0,
the functions {χl,n}(l,n)∈L×N>0 generate a dense ∗-subalgebra of CAP(R).
• For p ∈ N≥1 and A ⊆ S1 let pˆ : S1 → S1, s 7→ sp and define
p
√
A := {s ∈ S1 | sp ∈ A} as well as Ap := {sp | s ∈ A}.
If O ⊆ S1 is open, then Op and p√O = pˆ−1(O) are open as well. This is because pˆ is open
(inverse function theorem) and continuous.
• For A ⊆ S1 and m ∈ Z\{0} we define
Asign(m) :=
{
A if m > 0
{z | z ∈ A} if m < 0.
The next lemma highlights the relevant properties of the maps piL.
Lemma 7.15
Let L = (l1, . . . , lk) ∈ I.
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1) Let ψ ∈ RBohr, qi ∈ Q and si ∈ S1 for 1 ≤ i ≤ k. Then we find ψ′ ∈ RBohr with
ψ′(χli,qi) = si ∀ 1 ≤ i ≤ k and ψ′(χl) = ψ(χl) ∀ l ∈ spanQ(L⊥).
2) Let l ∈ R, mi ∈ Z\{0} and Oi ⊆ S1 open for 1 ≤ i ≤ n. Then, for m := |m1 · . . . ·mn| and
pi := | mmi |, we have
n⋂
i=1
χ̂−1l,mi(Oi) =
n⋂
i=1
χ̂−1l,m
([
pi
√Oi
]sign(mi)) = χ̂−1l,m (O) (130)
for the open subset O = [ p1√O1 ]sign(m1) ∩ · · · ∩ [ pn√On ]sign(mn) ⊆ S1.
3) Let Ai, Bj ⊆ S1 for 1 ≤ i ≤ k, 1 ≤ j ≤ q, with B1, . . . , Bq 6= ∅. Moreover, let h1, . . . , hq ∈ R
such that l1, . . . , lk, h1, . . . , hq are Z-independent. For m1, . . . ,mk, n1, . . . , nq ∈ Z\{0} let
W := χ̂−1l1,m1(A1) ∩ · · · ∩ χ̂−1lk,mk(Ak)︸ ︷︷ ︸
U
∩ χ̂−1h1,n1(B1) ∩ · · · ∩ χ̂−1hq ,nq(Bq)︸ ︷︷ ︸
U ′
. (131)
Then piL(W ) = A
m1
1 × · · · ×Amkk .
4) The map piL is surjective, continuous and open.
Proof: 1) This is clear from Lemma and Convention 3.9.2.
2) Obviously, O is open, and since the second equality in (130) is clear, it suffices to show that
χ̂−1l,m(A) = χ̂
−1
l,p·|m|
([
p
√
A
]sign(m))
holds for A ⊆ S1, l ∈ R, p ∈ N≥1 and m ∈ Z\{0}. To show the inclusion ⊇, let ψ ∈
χ̂−1l,p·|m|
([
p
√
A
]sign(m))
. Then
ψ(χl,p·|m|) ∈
[
p
√
A
]sign(m)
=⇒ ψ(χl,m) =
[
ψ(χl,p·|m|)p
]sign(m) ∈ A.
For the converse inclusion let ψ ∈ χ̂−1l,m(A). Then[
ψ(χl,p·|m|)p
]sign(m)
= ψ(χl,m) ∈ A =⇒ ψ(χl,p·|m|) ∈
[
p
√
A
]sign(m)
.
3) We proceed in two steps:
• We show that piL(W ) = piL(U). For this, it suffices to verify that piL(U) ⊆ piL(W )
because the converse inclusion is clear from W ⊆ U . So, for ψ ∈ U we have to show
that piL(ψ) ∈ piL(W ). Since Bj 6= ∅, we find zj ∈ Bj for all 1 ≤ j ≤ q. By 1) we find
ψ′ ∈ RBohr with ψ′(χli,mi) = ψ(χli,mi) ∈ Ai for all 1 ≤ i ≤ k and ψ′(χhj ,nj ) = zj ∈ Bj
for all 1 ≤ j ≤ q. This shows ψ′ ∈ U ∩ U ′ = W , hence piL(ψ′) ∈ piL(W ). Consequently,
piL(ψ) = (ψ(χl1,m1), . . . , ψ(χlk,mk)) =
(
ψ′(χl1,m1), . . . , ψ
′(χlk,mk)
)
= piL(ψ
′) ∈ piL(W ).
• We show piL(U) = Am11 × · · · × Amkk . For this, it suffices to verify the inclusion ⊇ as
the opposite inclusion is clear from the definitions. To this end, fix ψ ∈ RBohr and let
si ∈ Amii for 1 ≤ i ≤ k be chosen freely. Then, we find zi ∈ Ai with zmii = si, and 1)
provides us with some ψ′ ∈ RBohr with ψ′(χli,mi) = zi ∈ Ai for 1 ≤ i ≤ k. Then ψ′ ∈ U
and ψ′(χli) = z
mi
i = si ∈ Amii for all 1 ≤ i ≤ k.
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4) Continuity of piL is clear from
pi−1L (A1, . . . , Ak) = χ̂
−1
l1,m1
(A1) ∩ · · · ∩ χ̂−1lk,mk(Ak) ∀A1, . . . Ak ⊆ S1,
and surjectivity is clear from Part 3) if we choose A1, . . . , Ak = S
1.
For openness observe that the ∗-algebra generated by 1 and {χl,m}(l,m)∈L×Z\{0} is dense in
CAP(R) as it equals the
∗-algebra generated by the all characters χl. Then, the subsets of
the form χ−1l,m(O) with O ⊆ S1 open and (l,m) ∈ L × Z\{0} provide a subbasis for the
topology of RBohr.
119 So, a base of this topology is given by all finite intersections of such
subsets. Then Part 2) shows that, in order to obtain a base for the topology of RBohr, it
suffices to consider intersections of the form (131) with A1, . . . , Ak, B1, . . . , Bq open in S
1.
For this, observe that since χ̂−1l,m(S
1) = RBohr, we can assume that all l1, . . . , lk occur in
each of these intersections. Then, since Amii is open if Ai is open, Part 3) shows that piL is
an open map. 
The next lemma highlights the crucial properties of the final topology of the spaces XL. In
addition to that, the Borel σ-algebras of these spaces are determined.
Lemma 7.16
Let L = (l1, . . . , lk) ∈ I.
1) The subspace topologies of im[f ] and S|L| w.r.t. the final topology TF on XL are given by Tf
and TL, respectively. For a subset U ⊆ im[f ] we have U ∈ Tf iff U is open in XL.
2) XL is a compact Hausdorff space.
3) We have B(XL) = B(im[f ]) unionsqB
(
S|L|
)
and
(a) If µ is a finite Radon measure on B(XL), then µ|B(im[f ]) and µ|B(S|L|) are finite Radon
measures as well.
(b) If µf : B(im[f ])→ [0,∞) and µS : B
(
S|L|
)
→ [0,∞) are finite Radon measures, then
µ(A) := µf (A ∩ im[f ]) + µS
(
A ∩ S|L|
) ∀A ∈ B(XL) (132)
is a finite Radon measure on B
(
XL
)
.
Proof: 1) We first collect the following facts we have already proven during this section:
(a) The topology on R induces the standard topologies on R and RBohr.
(b) U ∈ TF iff pi−1L (U) is open in R.
(c) W ⊆ R is open in R iff W is open in R.
(d) If B ⊆ RBohr is open, then there is U ⊆ im[f ] such that f−1(U) unionsqB is open in R.120
(e) f : R→ im[f ] is a homeomorphism.
119This is because the Gelfand topology on RBohr equals the initial topology w.r.t. the Gelfand transforms of the
elements of each subset B ⊆ CAP(R) that generates a dense subset C of CAP(R), see e.g. Subsection 2.3 in [20].
Consequently, the Gelfand topology on RBohr equals the initial topology w.r.t. the functions 1 and χl,m for
(l,m) ∈ L×Z\{0}. Since the preimage of a subset of C under G(1) is either empty or RBohr, the claim is clear.
120By (e) this is equivalent to show that we find an open subset W ⊆ R such that W unionsq B is open in R. But, this
is clear if B = χ̂−1l (O) for some open subset O ⊆ S1 and l ∈ R (see Type 3 sets defined in Lemma and Remark
7.4). Since the sets of the form χ̂−1l (O) provide a subbasis for the topology on RBohr, the claim follows.
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(f) piL : RBohr → S|L| is continuous and open.
We start with the statements concerning the subspace topologies:
im[f ]: Let U ⊆ im[f ]. Then:
U is open w.r.t. the topology inherited from XL
⇐⇒ ∃ V ⊆ S|L| such that U unionsq V is open in XL
⇐⇒ ∃ V ⊆ S|L| such that pi−1L (U unionsq V ) is open in R (b)
⇐⇒ ∃ V ⊆ S|L| such that f−1(U) unionsq pi−1L (V ) is open in R
⇐⇒ f−1(U) is open in R (c)
⇐⇒ U ∈ Tf (e)
S|L|: Let V ⊆ S|L|. Then:
V is open w.r.t. the topology inherited from XL
⇐⇒ ∃ U ⊆ im[f ] such that U unionsq V is open in XL
⇐⇒ ∃ U ⊆ im[f ] such that pi−1L (U unionsq V ) is open in R (b)
⇐⇒ ∃ U ⊆ im[f ] such that f−1(U) unionsq pi−1L (V ) is open in R
⇐⇒ pi−1L (V ) is open in RBohr (a),(d)
⇐⇒ V ∈ TL (f)
Finally, observe that im[f ] is open in XL because pi
−1
L (im[f ]) = R is open in R. Then
U ⊆ im[f ] is open in XL iff U is open w.r.t. the topology on im[f ] inherited from XL. Since
this topology equals Tf , the claim follows.
2) The spaces XL are compact by compactness of R and continuity of piL. For the Hausdorff
property observe that TF contains all sets of the following types:
Type 1’: f(V ) unionsq ∅ with open V ⊆ R,
Type 2’: f(Kc) unionsq S|L| with compact K ⊆ R,
Type 3’: f
(
χ−1li (O)
) unionsq pr−1i (O) with O ⊆ S1 open and 1 ≤ i ≤ k.
Here pri : S
|L| → S1, (s1, . . . , sk) 7→ si denotes the canonical projection. In fact, the preim-
age of a set of Type m’ under piL is a subset of R of Type m , cf. Lemma and Remark
7.4. Then, by injectivity of f the elements of im[f ] are separated by sets of Type 1’ .
Moreover, if x ∈ im[f ] and (s1, . . . , sk) ∈ S|L|, then we can choose a relatively compact
neighbourhood W of f−1(x) in R and define U := f(W ) and V := f
(
W
c
)
unionsq S|L|. Finally,
if (s1, . . . , sk), (s
′
1, . . . , s
′
k) ∈ S|L| are different elements, then si 6= s′i for some 1 ≤ i ≤ k.
Then, for open neighbourhoods O,O′ ⊆ S1 of si and s′i, respectively, with O ∩ O′ = ∅ we
have
[
f
(
χ−1li (O)
) unionsq pr−1i (O)] ∩ [f(χ−1li (O′)) unionsq pr−1i (O′)] = ∅.
3) We repeat the arguments from the proof of Lemma 7.7.
If U ⊆ XL is open, then U ∩ im[f ] ∈ Tf and U ∩ S|L| ∈ TL by Part 1). This shows
U ∈ B(im[f ]) unionsq B
(
S|L|
)
, i.e., B (XL) ⊆ B(im[f ]) unionsq B
(
S|L|
)
as the right hand side is a
σ-algebra. For the converse inclusion recall that U ∈ Tf iff U is open in XL, again by the
first part, hence B(im[f ]) ⊆ B(XL). Finally, if A ⊆ S|L| is closed, then A is compact w.r.t.
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TL. This means that A is compact w.r.t. subspace topology inherited from XL, implying
that A is compact as a subset of XL. Then A is closed by the Hausdorff property of XL so
that A ∈ B(XL), hence B
(
S|L|
)
⊆ B(XL). Now,
(a) The measures µ|B(im[f ]) and µ|B(S|L|) are well defined and obviously finite. Their inner
regularities follow from the fact that subsets of im[f ] and S|L| are compact w.r.t. Tf
and TL, respectively, iff they are so w.r.t. the topology on XL, just by by Part 1).
(b) If µ is defined by (132), then µ is a finite Borel measure and its inner regularity follows
by a simple /2 argument from the inner regularities of µf and µS . 
Combining the Lemmata 7.15 and 7.16 we obtain
Proposition 7.17
1) R is a projective limit of {XL}L∈I .
2) A family {µL}L∈I of measures µL on XL is a consistent family of normalized Radon mea-
sures w.r.t. {XL}L∈I iff the following holds:
(a) There is t ∈ [0, 1] such that for each L ∈ I and A ∈ B(XL) we have
µL(A) = t µf (A ∩ im[f ]) + (1− t) µS,L
(
A ∩ S|L|
)
for µf and µS,L normalized
121 Radon measure on im[f ] and S|L|, respectively.
(b) For all L,L′ ∈ I with L ≤Z L′ we have piL′L (µS,L′) = µS,L.
Proof: 1) The spaces XL are compact and Hausdorff by Lemma 7.16.2. Moreover, each piL
is surjective by Lemma 7.15.4. If L,L′ ∈ I with L ≤Z L′, then continuity of the maps piL′L is
clear from piL
′
L ◦piL′ = piL which, in turn, is immediate from multiplicativity of the functions
χl. Finally, condition 3) from Definition 2.2 follows from injectivity of f and the fact that
the functions {χl}l∈R generate CAP(R).
2) Let {µL}L∈I be a consistent family of normalized Radon measures w.r.t. {XL}L∈I . Then
Lemma 7.16.3 shows that for each L ∈ I we have
µL(A) = µ˜f,L(A ∩ im[f ]) + µ˜S,L
(
A ∩ S|L|
) ∀A ∈ B(XL)
for µ˜f,L and µ˜S,L finite Radon measures on im[f ] and S
|L|, respectively. Then, consistency
forces that µ˜f,L = µ˜f,L′ for all L,L
′ ∈ I. In fact, by Lemma 2.4 there is a unique normalized
Radon measure µ on R for which µL = piL(µ) holds for all L ∈ I. Consequently, for each
A ∈ B(im[f ]) and all L ∈ I we have
µ˜f,L(A) = µL(A) = piL(µ)(A) = µ
(
f−1(A)
)
=: µ˜f (A).
By the same arguments,(b) follows from consistency of the measures {µL}L∈I . Finally, if
t := µ˜f (im[f ]) ∈ (0, 1), then (a) holds for µf := 1t µ˜f and µS,L := 11−t µ˜S,L for L ∈ I. If
t = 0, we define µS,L := µ˜S,L for all L ∈ I and if t = 1, we define µf := µ˜f .
121If t equals 0 or 1, we allow µf = 0 or µS,L = 0, respectively.
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For the converse implication let {µL}L∈I be a family of measures µL on XL such that (a)
and (b) hold. Then, Lemma 7.16.3 shows that each µL is a finite Radon measure, and
obviously we have µL(XL) = 1. Finally, from (b) for A ∈ B(XL) we obtain
piL
′
L (µL′)(A) = µL′
((
piL
′
L
)−1
(A)
)
= t µf
((
piL
′
L
)−1
(A) ∩ im[f ]
)
+ (1− t) µS,L′
((
piL
′
L
)−1
(A) ∩ S|L′|
)
= t µf (A ∩ im[f ]) + (1− t) µS,L′
((
piL
′
L
)−1 (
A ∩ S|L|))
= t µf (A ∩ im[f ]) + (1− t) piL′L (µS,L′)
(
A ∩ S|L|
)
= t µf (A ∩ im[f ]) + (1− t) µS,L
(
A ∩ S|L|
)
= µL(A). 
7.6 Radon Measures on R
In this final subsection we use the results of the previous part in order to fix normalized Radon
measures on R. Due to Proposition 7.17 this can be done as follows:
1 Determine a family of normalized Radon measures {µS,L}L∈I on S|L| that fulfil condition (b).
2 Fix an injective and nowhere vanishing element f ∈ C0(R) with suitable image together with
a normalized Radon measure µf on im[f ].
3 Adjust t ∈ [0, 1].
In the following let λ denote the Lebesgue measure on B(R). Moreover, for B ∈ B(R) and
η : B → R measurable let η(λ) := η(λ|B(B)).
Step 1
We choose µS,L to be the Haar measure µ|L| on S|L| because:
• This is canonical from the mathematical point of view, and these measures fulfil the required
compatibility conditions as the next lemma shows.
• This is in analogy to the case RBohr [39], where this choice results in the usual Haar measure
on this space, see Remark and Definition 7.12.
• These measures will suggest a natural choice of f and µf in Step 2.
Lemma 7.18
Let µf : B(im[f ])→ [0, 1] be a normalized Radon measure and t ∈ [0, 1]. For each L ∈ I let
µL(A) := t µf (A ∩ im[f ]) + (1− t) µ|L|
(
A ∩ S|L|
) ∀A ∈ B(XL).
Then {µL}L∈I is a consistent family of normalized Radon measures and the corresponding nor-
malized Radon measure µ on R is given by
µ(A) = t f−1(µf )(A ∩R) + (1− t) µBohr(A ∩RBohr) ∀A ∈ B(R). (133)
Proof: Let L ∈ I, A ∈ B(XL) and µ be defined by (133). Then
piL(µ)(A) = t f
−1(µf )
(
f−1(A ∩ im[f ]))+ (1− t) µBohr(pi−1L (A ∩ S|L|))
= t µf (A ∩ im[f ]) + (1− t) piL(µBohr)
(
A ∩ S|L|
)
.
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So, if we know that piL(µBohr) = µ|L| holds for all L ∈ I, the claim follows. In fact, consistency
of {µL}L∈I then is automatically fulfilled because µ is a well-defined normalized Radon measure.
Now, in order to show piL(µBohr) = µ|L|, it suffices to show translation invariance of the normalized
Radon measure piL(µBohr). For this, let τ ∈ S|L|. Then, by surjectivity of piL we find ψ ∈ RBohr
with piL(ψ) = τ . Since piL is a homomorphism w.r.t. the group structure
122 on RBohr, for A ⊆ S|L|
we have
piL
(
ψ + pi−1L (A)
)
= piL(ψ) · piL
(
pi−1L (A)
)
= τ ·A.
Applying pi−1L to both sides gives ψ + pi
−1
L (A) ⊆ pi−1L (τ · A). For the opposite inclusion let
ψ′ ∈ pi−1L (τ · A). Then ψ′ − ψ ∈ pi−1L (A) because piL(ψ′ − ψ) = τ−1 · piL(ψ′) ∈ A. Consequently,
ψ′ ∈ ψ + pi−1L (A), hence pi−1L (τ ·A) ⊆ ψ + pi−1L (A), i.e., ψ + pi−1L (A) = pi−1L (τ ·A). Then
piL(µBohr)(τ ·A) = µBohr
(
pi−1L (τ ·A)
)
= µBohr
(
ψ + pi−1L (A)
)
= µBohr
(
pi−1L (A)
)
= piL(µBohr)(A)
for all A ∈ B
(
S|L|
)
. This shows that piL(µBohr) is translation invariant. 
Step 2
If f, f ′ ∈ C0(R) both are injective and vanish nowhere, then the respective projective structures
from Definition 7.14 are equivalent in the sense that the corresponding spaces XL, X
′
L are home-
omorphic via the maps ΩL : XL → X ′L defined by ΩL|S|L| := idS|L| and ΩL|im[f ] := f ′ ◦ f−1.
Moreover, if µf is a normalized Radon measure on im[f ], then µf ′ :=
(
f ′ ◦ f−1)(µf ) is a normal-
ized Radon measure on im[f ′], and it is clear from (133) that the corresponding Radon measures
µ, µ′ on R from Lemma 7.18 coincide. All this makes sense because, in contrast to CAP(R) where
we have the canonical generators {χl}l∈R, in C0(R) there is no distinguished nowhere vanishing,
injective generator f ∈ C0(R). But, this also means that we can restrict to functions with a
reasonable image such as the “shifted” circle S1s := 1 + S
1\{−1} ⊆ C. In fact, here the analogy
to S|L| suggests to use the Haar measure µ1 on S1. So, in the following we will restrict to the
elements of the subset
F := {f ∈ C0(R) | im[f ] = S1s },
where for each f ∈ F we define µf := µs : B
(
S1s
)→ [0, 1]. Here,
µs(A) := µ1(A− 1) = +1(µ1) ∀A ∈ B
(
S1s
)
with +1 : S
1\{−1} 3 z 7→ z + 1 ∈ S1s . It follows that{
f−1(µf )
∣∣ f ∈ F} = {ρ(λ) ∣∣ ρ ∈ H} (134)
for H the set of homeomorphisms ρ : (0, 1)→ R.
Proof of (134): We consider the function h : (0, 1] 3 t 7→ ei 2pi[t−1/2] ∈ S1. Then µ1 = h(λ)|B(S1)
and for f ∈ F we have f−1(µf ) = ρ(λ) for H 3 ρ := f−1 ◦+1 ◦ h|(0,1). Conversely, if ρ ∈ H, then
ρ(λ) = f−1(µs) for F 3 f := +1 ◦ h ◦ ρ−1. 
122Confer Subsection 3.3.
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So, if we restrict to projective structures arising from elements f ∈ F, then Lemma 7.18 and (134)
select the normalized Radon measures of the form
µρ,t(A) := t ρ(λ)(A ∩R) + (1− t) µBohr(A ∩RBohr) ∀A ∈ B(R) (135)
for ρ : (0, 1)→ R a homeomorphism and t ∈ [0, 1].
Step 3
To adjust the parameter t ∈ [0, 1] we now take a look at the Hilbert spaces Hρ,t := L2
(
R, µρ,t
)
.
Lemma 7.19
For A ∈ B(R) let χA denote the corresponding characteristic function.
1) If ρ1, ρ2 : (0, 1)→ R are homeomorphisms and t1, t2 ∈ (0, 1), then
ϕ : L2
(
R, µρ1,t1
)→ L2(R, µρ2,t2)
ψ 7→
√
t1
t2
(χR · ψ) ◦
(
ρ1 ◦ ρ−12
)
+
√
(1− t1)
(1− t2) χRBohr · ψ
is an isometric isomorphism. The same is true for
ϕ : Hρ1,1 → Hρ2,1, ψ 7→ (χR · ψ) ◦
(
ρ1 ◦ ρ−12
)
,
ϕ : Hρ1,0 → Hρ2,0, ψ 7→ ψ.
2) If t = 1, then Hρ,1 ∼= L2(R, ρ(λ)) ∼= L2(R, λ) for each ρ ∈ H. Here ∼= means canonically
isometrically isomorphic.
Proof: 1) This is immediate from the general transformation formula.
2) The first isomorphism is just because µρ,0(RBohr) = 0. Then, by the first part it suffices to
specify the second isomorphism for the case that ρ is a diffeomorphism. But, in this case
we have ρ(λ) = 1|ρ˙|λ, so that for the isomorphism
ϕ : L2(R, ρ(λ))→ L2(R, λ) , ψ 7→ 1√|ρ˙|ψ
we obtain
〈ϕ(ψ1), ϕ(ψ2)〉λ =
∫
R
ψ1ψ2
1
|ρ˙|dλ =
∫
R
ψ1ψ2 dρ(λ) = 〈ψ1, ψ2〉ρ(λ). 
7.7 Summary
1) In Subsection 7.3 we have shown that quantization and reduction do not commute in ho-
mogeneous isotropic LQC, i.e., that the inclusion Ared ω ∼= Ared,ω ( Ared,ω is indeed proper
in this case, see also Example 5.17.
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2) In Proposition 7.3 we have seen that the Haar measure on RBohr is uniquely determined by
the condition that the translations w.r.t. the spectral extension Σ′ : R×RBohr → RBohr of
the additive action ΣR : R×R→ R, (v, t) 7→ v+ t act as unitary operators on the respective
Hilbert space of square integrable functions. In addition to that, we have shown that the one-
parameter group {Σ′v∗}v∈R of unitary operators Σ′v∗ : L2(RBohr, µBohr) → L2(RBohr, µBohr)
is strongly continuous. Corollary 7.8 then states that the same unitality condition forces
µ = µBohr also for the space RunionsqRBohr = R ∼= R = Ared ω, and that the respective family of
unitary operators is strongly continuous as well. Consequently, if one wants to represent the
exponentiated reduced fluxes (“momentum” operators) by translations w.r.t. the respective
spectral extension Σ: R×R→ R of ΣR : R×R→ R, there is only the measure µBohr which
can be used. So, following these lines, one ends up with the same kinematical Hilbert space
as used in standard homogeneous isotropic LQC approach, namely L2(RBohr, µBohr).
3) In the last three subsections we have established a projective structure onR ∼= R = Ared ω in
order to construct further normalized Radon measures thereon. Here, using Haar measures
on tori we have derived the normalized Radon measures, cf. (135)
µρ,t(A) := t ρ(λ)(A ∩R) + (1− t) µBohr(A ∩RBohr) ∀A ∈ B(R),
with t ∈ [0, 1], ρ : (0, 1)→ R a homeomorphism and λ the restriction of the Lebesgue mea-
sure to B((0, 1)). Then, Lemma 7.19 shows that up to canonical isometrical isomorphisms
the parameters ρ and t give rise to the following three Hilbert spaces:
1) Hρ,1 ∼= L2(R, λ) ∼= L2(R, ρ(λ)) for all ρ ∈ H (Lemma 7.19.2)
2) Hρ,t ∼= L2
(
R, µρ0,t0
)
for all ρ ∈ H, t ∈ (0, 1) (Lemma 7.19.1)
3) Hρ,0 ∼= L2(RBohr, µBohr) for all ρ ∈ H (R is of measure zero)
Here, the Hilbert spaces in 2) and 3) are isometrically isomorphic just because their Hilbert
space dimensions coincide. In contrast to that, the cases 1) and 3) cannot be isometrically
isomorphic because L2(R, λ) is separable and L2(RBohr, µBohr) is not so.
Anyhow, even if L2
(
R, µρ,t
)
for t ∈ (0, 1) and L2(RBohr, µBohr) are isometrically isomorphic,
there may exist representations of the reduced holonomy-flux algebra (reduced algebra of
observables) on the former space being not unitarily equivalent to the standard representa-
tion [2] on L2(RBohr, µBohr). So, the next step towards physics might be to construct such
representations on L2
(
R, µρ,t
)
.
In the previous sections we have discussed the problem of symmetry reduction in quantum gauge
field theories, in particular, in the framework of loop quantum gravity. The problem of determining
respective sets of invariant classical connections forming the reduced configuration spaces of the
corresponding classical theories has been left open so far. This is the content of the final Section
8. There we prove a general characterization theorem for invariant connections on principal fibre
bundles and, in particular, calculate the sets of invariant connections used in Subsection 5.3 in
order to show that (in the situations discussed there) quantization and reduction do not commute.
8 A Characterization of Invariant Connections
The set of connections on a principal fibre bundle (P, pi,M, S) is closed under pullback by auto-
morphisms, and it is natural to search for connections that do not change under this operation.
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Especially, connections invariant under a Lie group (G,Φ) of automorphisms are of particular
interest as they reflect the symmetry of the whole group and, for this reason, find their applica-
tions in the symmetry reduction of (quantum) gauge field theories. [2, 20] The first classification
theorem for such connections was given by Wang [36], cf. Case 8.25. This applies to the situation
where the induced action ϕ acts transitively on the base manifold and states that each point in the
bundle gives rise to a bijection between the set of Φ-invariant connections and certain linear maps
ψ : g→ s. In [24] the authors generalize this to the situation where ϕ admits only one orbit type.
More precisely, they discuss a variation123 of the case where the bundle admits a submanifold P0
with pi(P0) intersecting each ϕ-orbit in a unique point, see Case 8.13 and Example 8.14. Here,
the Φ-invariant connections are in bijection with such smooth maps ψ : g× P0 → s for which the
restrictions ψ|g×Tp0P0 are linear for all p0 ∈ P0 and that fulfil additional consistency conditions.
Now, in the general case we consider Φ-coverings of P . These are families {Pα}α∈I of immersed
submanifolds124 Pα of P such that each ϕ-orbit has non-empty intersection with
⋃
α∈I pi(Pα) and
for which
TpP = TpPα + deΦp(g) + TvpP
holds whenever p ∈ Pα for some α ∈ I. Here, TvpP ⊆ TpP denotes the vertical tangent space at
p ∈ P and e the identity in G. Observe that the intersection properties of the sets pi(Pα) with
the ϕ-orbits in the base manifold need not to be convenient in any sense. Here one might think
of situations in which ϕ admits dense orbits, or of the almost fibre transitive case, cf. Case 8.22.
Let Ξ: (G × S) × P → P be defined by ((g, s), p) 7→ Φ(g, p) · s−1 for (G,Φ) a Lie group of
automorphisms of (P, pi,M, S). Then, the main result of this section can be stated as follows:
Theorem
Each Φ-covering {Pα}α∈I of P give rise to a bijection between the Φ-invariant connections on P
and the families {ψα}α∈I of smooth maps ψα : g× TPα → s such that ψα|g×TpαPα is linear for all
pα ∈ Pα and that fulfil the following two (generalized Wang) conditions:
• g˜(pβ) + ~wpβ − s˜(pβ) = dLq ~wpα =⇒ ψβ(~g, ~wpβ )− ~s = ρ(q) ◦ ψα
(
~0g, ~wpα
)
,
• ψβ
(
Adq(~g),~0pβ
)
= ρ(q) ◦ ψα
(
~g,~0pα
)
.
Here, q ∈ G × S, pα ∈ Pα, pβ ∈ Pβ with pβ = q · pα and ~wpα ∈ TpαPα, ~wpβ ∈ TpβPβ. Moreover,
g˜ and s˜ denote the fundamental vector fields that correspond to the elements ~g ∈ g and ~s ∈ s,
respectively, ρ is the map from Definition 2.1 and Adq(~g) := Adg(~g) for q = (g, s) ∈ Q.
Using this theorem, the calculation of invariant connections reduces to identifying a Φ-covering
that makes the above conditions as easy as possible. Here, one has to find the balance between
quantity and complexity of these conditions. Of course, the more submanifolds there are, the
more conditions we have, so that usually it is convenient to use as few of them as possible. For
instance, in the situation where ϕ is transitive it suggests itself to choose a Φ-covering that consists
of one single point, which, in turn, has to be chosen appropriately. Also if there is some m ∈ M
contained in the closure of each ϕ-orbit, one single submanifold is sufficient, see Case 8.22 and
Example 8.23. The same example shows that sometimes pointwise125 evaluation of the above
conditions proves non-existence of Φ-invariant connections.
123Amongst others, they assume the ϕ-stabilizer of pi(p0) to be the same for all p0 ∈ P0.
124At the moment assume that Pα ⊆ P is a subset which, at the same time, is a manifold such that the inclusion
map ια : Pα → P is an immersion. Here, we tacitly identify TpαPα with im[dpα ια]. Note that we do not require
Pα to be an embedded submanifold of P . Details will be given in Convention 8.2.
125Here pointwise means to consider such elements q ∈ G × S that are contained in the Ξ-stabilizer of some fixed
pα ∈ Pα for some α ∈ I.
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In any case, one can use the inverse function theorem to construct a Φ-covering {Pα}α∈I of
P such that the submanifolds Pα have minimal dimension in a certain sense, see Lemma 8.8 and
Corollary 8.19. This reproduces the description of connections by means of local 1-forms on M
provided that G acts trivially or, more generally, via gauge transformations on P , see Case 8.20.
Finally, since orbit structures can depend very sensitively on the action or the group, one
cannot expect to have a general concept for finding the Φ-covering optimal for calculations. Indeed,
sometimes these calculations become easier if one uses coverings that seem less optimal at a first
sight (as, e.g., if they have no minimal dimension, cf. calculations in Appendix G.3).
In the first part, we will introduce the notion of a Φ-covering, the central object of this section.
In the second part, we prove the main theorem and deduce a slightly more general version of the
result from [24]. In the last part, we will show how to construct Φ-coverings to be used in special
situations. In particular, we consider the (almost) fibre transitive case, trivial principal fibre
bundles and Lie groups of gauge transformations. Along the way we give applications to loop
quantum gravity.
8.1 Φ-Coverings
We will start this subsection with some facts and conventions concerning submanifolds. Then, we
provide the definition of a Φ-covering and discuss some its properties.
Convention 8.2
Let M be a manifold.
1) A pair (N, τN ) consisting of a manifold N and an injective immersion τ : N → M is called
submanifold of M .
2) If (N, τN ) is a submanifold of M , we tacitly identify N and TN with their images τN (N) ⊆M
and dτN (TN) ⊆ TM , respectively. In particular, this means:
• If M ′ is a manifold and κ : M →M ′ a smooth map, then for x ∈ N and ~v ∈ TN we write
κ(x) and dκ(~v) instead of κ(τN (x)) and dκ(dτ(~v)), respectively.
• If Ψ: G ×M → M is a left action of the Lie group G and (H, τH) a submanifold of G,
then the restriction of Ψ to H ×N is defined by
Ψ|H×N (h, x) := Ψ(τH(h), τN (x)) ∀ (h, x) ∈ H ×N.
• If ω : TM → V is a V -valued 1-form on M , then
(Ψ∗ω)|TG×TN (~m,~v) := (Ψ∗ω)(~m,dτ(~v)) ∀ (~m,~v) ∈ TG× TN.
• We will not explicitly refer to the maps τN and τH in the following.
3) Open subsets U ⊆M are equipped with the canonical manifold structure making the inclu-
sion map an embedding.
4) If L is a submanifold of N and N is a submanifold of M , we consider L as a submanifold of
M in the canonical way. ♦
Definition 8.3
A submanifold N ⊆M is called Ψ-patch iff for each x ∈ N there is an open neighbourhood N ′ ⊆ N
of x and a submanifold H of G through e such that the restriction Ψ|H×N ′ is a diffeomorphism
to an open subset U ⊆M .
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Remark 8.4
1) It follows from the inverse function theorem and126
d(e,x)Ψ(g× TxN) = deΨx(g) + dxΨe(TxN) = deΨx(g) + TxN ∀ x ∈ N
that N is a Ψ-patch iff for each x ∈ N we have TxM = deΨx(g) + TxN .127
2) Open subsets U ⊆ M are always Ψ-patches. They are of maximal dimension, which, for
instance, is necessary if there is a point in U whose stabilizer equals G, see Lemma 8.5.1.
3) We allow zero-dimensional patches, i.e., N = {x} for x ∈ M . Necessarily, then deΨx(g) =
TxM and Ψ|H×N = Ψx|H for each submanifold H of G. ♦
The second part of the next elementary lemma equals Lemma 2.1.1 in [15].
Lemma 8.5
Let (G,Ψ) be a Lie group that acts on the manifold M and let x ∈M .
1) If N is a Ψ-patch with x ∈ N , then dim[N ] ≥ dim[M ]− dim[G] + dim[Gx].
2) Let V and W be algebraic complements of deΨx(g) in TxM and of gx in g, respectively.
Then, there are submanifolds N of M through x and H of G through e such that TxN = V
and TeH = W . In particular, N is a Ψ-patch and dim[N ] = dim[M ]− dim[G] + dim[Gx].
Proof: 1) By Remark 8.4.1 and since ker[deΨx] = gx, we have
dim[M ] ≤ dim[deΨx(g)] + dim[TxN ] = dim[G]− dim[Gx] + dim[N ]. (136)
2) Of course, we find submanifolds N ′ of M through x and H ′ of G through e such that
TxN
′ = V and TeH ′ = W . So, if ~g ∈ g and ~vx ∈ TxN ′, then 0 = d(e,x)Ψ(~g,~vx) = deΨx(~g)+~vx
implies deΨx(~g) = 0 and ~vx = 0. Hence, ~g ∈ ker[deΨx] = gx so that128 d(e,x)Ψ|TeH′×TeN ′
is injective. It is immediate from the definitions that this map is surjective so that by the
inverse function theorem we find open neighbourhoods N ⊆ N ′ of x and H ⊆ G of e such
that Ψ|H×N is a diffeomorphism to an open subset U ⊆M . Then N is a Ψ-patch and since
in (136) equality holds, also the last claim is clear. 
Definition 8.6
Let (G,Φ) be a Lie group of automorphisms of the principal fibre bundle P and recall the actions
ϕ and Ξ defined by (4) and (5), respectively. A family of Ξ-patches {Pα}α∈I is said to be a
Φ-covering of P iff each ϕ-orbit intersects at least one of the sets pi(Pα).
Remark 8.7
1) If O ⊆ P is a Ξ-patch, then Lemma 8.5.1 and (8) yield
dim[O] ≥ dim[P ]− dim[Q] + dim[Qp] (8)= dim[M ]− dim[G] + dim[Gpi(p)].
126The sums are not necessarily direct.
127In fact, let V ⊆ deΨx(g) be an algebraic complement of TxN in TxM and V ′ ⊆ g a linear subspace with
dim[V ′] = dim[V ] and deΨx(V ′) = V . Then, we find a submanifold H of G through e with TeH = V ′, so that
d(e,x)Ψ: TeH × TxN → TxM is bijective.
128Recall that d(e,x)Ψ|TeH′×TeN′ :
(
~h,~vx
) 7→ d(e,x)Ψ(deτH(~h),dxτN (~vx)).
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2) It follows from Remark 8.4.1 and deΞp(q) = deΦp(g) + TvpP that O is a Ξ-patch iff
TpP = TpO + deΦp(g) + TvpP ∀ p ∈ O. (137)
As a consequence
• each Φ-patch is a Ξ-patch,
• P is always a Φ-covering by itself, and if P = M × S is trivial, then M × {e} is a
Φ-covering.
3) If N is a ϕ-patch and s0 : N → P a smooth section, i.e., pi ◦ s0 = idN , then O := s0(N) is a
Ξ-patch by Lemma 8.8.2. ♦
Lemma 8.8
Let (G,Φ) be a Lie group of automorphisms of the principal fibre bundle (P, pi,M, S).
1) If O ⊆ P is a Ξ-patch, then for each p ∈ O and q ∈ Q the differential d(q,p)Ξ: TqQ×TpO →
Tq·pP is surjective.
2) If N is a ϕ-patch and s0 : N → P a smooth section, then O := s0(N) is a Ξ-patch.
Proof: 1) Since O is a Ξ-patch, the claim is clear for q = e. If q is arbitrary, then for each
~mq ∈ TqQ we find some ~q ∈ q such that ~mq = dLq~q. Consequently, for ~wp ∈ TpP we have
d(q,p)Ξ (~mq, ~wp) = d(q,p)Ξ(dLq~q, ~wp) = dpLq
(
d(e,p)Ξ(~q, ~wp)
)
.
So, since left translation w.r.t. Ξ is a diffeomorphism, dpLq is surjective.
2) First observe that O is a submanifold of P because s0 is an injective immersion. By Remark
8.7.2 it suffices to show that
dim
[
Ts0(x)O + deΦs0(x)(g) + Tvs0(x)P
] ≥ dim[Ts0(x)P ] ∀ x ∈ N.
For this, let x ∈ N and V ′ ⊆ g be a linear subspace such that TxM = TxN⊕deϕx(V ′). Then
Ts0(x)O⊕ deΦs0(x)(V ′)⊕ Tvs0(x)P because if dxs0(~vx) + deΦs0(x)(~g ′) +~vv = 0 for ~vx ∈ TxN ,
~g ′ ∈ V ′ and ~vv ∈ Tvs0(x)P , then
0 = ds0(x)pi
(
dxs0(~vx) + deΦs0(x)(~g
′) + ~vv
)
= ~vx + deϕx(~g
′)
so that ~vx = 0 and ~g
′ = 0 by assumption, hence ~vv = 0. In particular, this shows
dim[deΦs0(x)(~g
′) = 0 iff ~g′ = 0, hence dim[deΦs0(x)(V
′)] ≥ dim[deϕx(V ′)], and we obtain
dim
[
Ts0(x)O + deΦs0(x)(g) + Tvs0(x)P
]
≥ dim [Ts0(x)O ⊕ deΦs0(x)(V ′)⊕ Tvs0(x)P ]
= dim[TxN ] + dim[deΦs0(x)(V
′)] + dim[S]
≥ dim[TxN ] + dim[deϕx(V ′)] + dim[S]
= dim[P ]. 
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8.2 Characterization of Invariant Connections
In this subsection, we will use Φ-coverings {Pα}α∈I of the bundle P in order to characterize the
set of Φ-invariant connections by families {ψα}α∈I of smooth maps ψα : g × TPα → s whose
restrictions ψα|g×TpαPα are linear and that fulfil two additional compatibility conditions. Here,
we follow the lines of Wang’s original approach, which basically means that we will generalize
the proofs from [36] to the non-transitive case. We will proceed in two steps, the first one being
performed in the next subsection. There, we show that a Φ-invariant connection gives rise to
a consistent family {ψα}α∈I of smooth maps as described above. We also discuss the situation
in [24] in order to make the two conditions more intuitive. Then, in Subsection 8.2.2, we will
verify that such families {ψα}α∈I glue together to a Φ-invariant connection on P .
8.2.1 Reduction of Invariant Connections
In the following, let {Pα}α∈I be a fixed Φ-covering of P and ω a Φ-invariant connection on P .
We define ωα := (Ξ
∗ω)|TQ×TPα and ψα := ωα|g×TPα , and for q′ ∈ Q we let αq′ : Q× P → Q× P
denote the map αq′(q, p) :=
(
αq′(q), p
)
for αq′ : Q 7→ Q the conjugation map w.r.t. q′. Finally, we
let Adq(~g) := Adg(~g) for q = (g, s) ∈ Q and ~g ∈ g in the sequel.
Lemma 8.9
Let q ∈ Q, pα ∈ Pα, pβ ∈ Pβ with129 pβ = q · pα and ~wpα ∈ TpαPα. Then
1) ωβ(~η ) = ρ(q) ◦ ωα(~0q, ~wpα) for all ~η ∈ TQ× TPβ with dΞ(~η ) = dLq ~wpα,
2)
(
α∗qωβ
) (
~m,~0pβ
)
= ρ(q) ◦ ωα
(
~m,~0pα
)
for all ~m ∈ TQ.
Proof: 1) Let ~η ∈ Tq′Q× TpPβ for q′ ∈ Q. Then, since130 L∗qω = ρ(q) ◦ ω for each q ∈ Q and
q′ · p = q · pα = pβ, we have
ωβ(~η ) = ωq′·p(d(q′,p)Ξ(~η )) = ωpβ (dLq ~wpα) = (L
∗
qω)pα(~wpα)
= ρ(q) ◦ ωpα(~wpα) = ρ(q) ◦ ωpα
(
d(e,pα)Ξ(
~0q ~wpα)
)
= ρ(q) ◦ ωα
(
~0q, ~wpα
)
.
2) For ~mq′ ∈ Tq′Q let γ : (−, )→ Q be smooth with γ˙(0) = ~mq′ . Then(
α∗qωβ
)
(q′,pβ)
(
~mq′ ,~0pβ
)
= ωβ(αq(q′),pβ)
(
Adq(~mq′),~0pβ
)
= ωqq′q−1q·pα
(
d
dt
∣∣
t=0
qγ(t)q−1q · pα
)
=
(
L∗qω
)
q′·pα
(
d
dt
∣∣
t=0
γ(t) · pα
)
= ρ(q) ◦ ωq′·pα
(
d(q′,pα)Ξ
(
~mq′
))
= ρ(q) ◦ ωα(q′,pα)
(
~mq′ ,~0pα
)
. 
Corollary 8.10
Let q ∈ Q, pα ∈ Pα, pβ ∈ Pβ with pβ = q · pα and ~wpα ∈ TpαPα. Then for ~wpβ ∈ TpβPβ, ~g ∈ g
and ~s ∈ s we have
129More precisely, τPβ (pβ) = q · τPα(pα) by Convention 8.2.
130See end of Subsection 2.2.
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i.) g˜(pβ) + ~wpβ − s˜(pβ) = dLq ~wpα =⇒ ψβ(~g, ~wpβ )− ~s = ρ(q) ◦ ψα
(
~0g, ~wpα
)
,
ii.) ψβ
(
Adq(~g),~0pβ
)
= ρ(q) ◦ ψα
(
~g,~0pα
)
.
Proof: i.) In general, for ~wp ∈ TpP , ~g ∈ g and ~s ∈ s we have
d(e,p)Ξ((~g,~s), ~wp) = d(e,p)Φ(~g, ~wp)− s˜(p) = g˜(p) + ~wp − s˜(p) (138)
and, since ω is a connection, for ((~g,~s), ~wpα) ∈ q× TPα we obtain
ωα((~g,~s), ~wpα) = ω
(
d(e,pα)Φ(~g, ~wpα)− s˜(pα)
)
= ω
(
d(e,pα)Φ(~g, ~wpα)
)− ~s
= ωα (~g, ~wpα)− ~s = ψα (~g, ~wpα)− ~s.
(139)
Now, assume that deΦpβ (~g ) + ~wpβ − s˜(p) = dLq ~wpα . Then d(e,pβ)Ξ((~g,~s), ~wpβ ) = dLq ~wpα
by (138) so that ωβ((~g,~s), ~wpβ ) = ρ(q) ◦ ωα
(
~0g, ~wpα
)
by Lemma 8.9.1. Consequently,
ψβ
(
~g, ~wpβ
)− ~s (139)= ωβ((~g,~s), ~wpβ )
= ρ(q) ◦ ωα
(
~0q, ~wpα
) (139)
= ρ(q) ◦ ψα
(
~0g, ~wpα
)
.
ii.) Lemma 8.9.2 yields
ψβ
(
Adq(~g),~0pβ
)
= (α∗qωβ)(e,pβ)
(
~g,~0pβ
)
= ρ(q) ◦ (ωα)(e,pα)
(
~g,~0pα
)
= ρ(q) ◦ ψα
(
~g,~0pα
)
. 
Definition 8.11
A family {ψα}α∈I of smooth maps ψα : g×TPα → s which are linear in the sense that ψα|g×TpαPα
is linear for all pα ∈ Pα is called reduced connection w.r.t. {Pα}α∈I iff it fulfils the conditions i.)
and ii.) from Corollary 8.10.
Remark 8.12
1) In particular, Corollary 8.10.i.) encodes the following condition
a.) For all β ∈ I, (~g,~s) ∈ q and ~wpβ ∈ TpβPβ we have
g˜(pβ) + ~wpβ − s˜(pβ) = 0 =⇒ ψβ(~g, ~wpβ )− ~s = 0.
2) Assume that a.) is true and let q ∈ Q, pα ∈ Pα, pβ ∈ Pβ with pβ = q · pα. Moreover, assume
that we find elements ~wpα ∈ TpαPα and ((~g,~s), ~wpβ ) ∈ q× TpβPβ such that
d(e,pβ)Ξ((~g,~s), ~wpβ ) = dLq ~wpα and ψβ(~g, ~wpβ )− ~s = ρ(q) ◦ ψα(~0g, ~wpα)
holds. Then ψβ
(
~g ′, ~w′pβ
) − ~s ′ = ρ(q) ◦ ψα(~0g, ~wpα) holds for each element131 ((~g ′, ~s ′), ~w′pβ) ∈
q× TpβPβ with d(e,pβ)Ξ
(
(~g ′, ~s ′), ~w′pβ
)
= dLq ~wpα . In fact, we have
d(e,pβ)Ξ
(
(~g − ~g ′, ~s− ~s ′), ~wpβ − ~w′pβ
)
= 0,
so that by (138) condition a.) gives
0
a.)
= ψβ(~g − ~g ′, ~wpβ − ~w′pβ )− (~s− ~s ′)) = [ψβ(~g, ~wpβ )− ~s ]− [ψβ(~g ′, ~w′pβ )− ~s ′]
= ρ(q) ◦ ψα
(
~0g, ~wpα
)− [ψβ(~g ′, ~w′pβ )− ~s ′].
131Observe that due to surjectivity of d(e,pβ)Φ such elements always exist.
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3) Assume that dLq ~wpα ∈ TpβPβ holds for all q ∈ Q, pα ∈ Pα, pβ ∈ Pβ with pβ = q · pα and all
~wpα ∈ TpαPα. Then, d(e,pβ)Ξ (dLq ~wpα) = dLq ~wpα , so that it follows from 2) that in this case
we can substitute i.) by a.) and condition
b.) Let q ∈ Q, pα ∈ Pα, pβ ∈ Pβ with pβ = q · pα. Then
ψβ
(
~0g, dLq ~wpα
)
= ρ(q) ◦ ψα
(
~0g, ~wpα
) ∀ ~wpα ∈ TpαPα.
Now, b.) looks similar to ii.) and makes it plausible that the conditions i.) and ii.) from
Corollary 8.10 together encode the ρ-invariance of the corresponding connection ω. However,
usually there is no reason for dLq ~wpα to be an element of TpβPβ. Even for pα = pβ and
q ∈ Qpα this is usually not true. So, typically there is no way to split up i.) into parts whose
meaning is more intuitive. ♦
Remark 8.12 immediately proves
Case 8.13 (Gauge Fixing)
Let P0 be a Ξ-patch of the bundle P such that pi(P0) intersects each ϕ-orbit in a unique point
and dLq(TpP0) ⊆ TpP0 for all p ∈ P0 and all q ∈ Qp. Then, a corresponding reduced connection
consists of one single smooth map ψ : g× TP0 → s, and we have p = q · p′ for q ∈ Q, p, p′ ∈ P0 iff
p = p′ and q ∈ Qp. So, by Remark 8.12 the two conditions from Corollary 8.10 are equivalent to:
Let p ∈ P0, q = (h, φp(h)) ∈ Qp, ~wp ∈ TpP0 and ~g ∈ g, ~s ∈ s. Then
i’.) g˜(p) + ~wp − s˜(p) = 0 =⇒ ψ(~g, ~wp)− ~s = 0,
ii’.) ψ
(
~0g,dLq ~wp
)
= ρ(q) ◦ ψ(~0g, ~wp),
iii’.) ψ
(
Adh(~g),~0p
)
= Adφp(h) ◦ ψ
(
~g,~0p
)
. 
The next example is a slight generalization of Theorem 2 in [24]. There the authors assume
that ϕ admits only one orbit type so that dim[Gx] = l for all x ∈ M . Then, they restrict
to the situation where one finds a triple (U0, τ0, s0) consisting of an open subset U0 ⊆ Rk for
k = dim[M ] − [dim[G] − l ], an embedding τ0 : U0 → M and a smooth map s0 : U0 → P with
pi ◦ s0 = τ0 and the addition property that Qp is the same for all p ∈ im[s0]. More precisely,
they assume that Gx and the structure group of the bundle are compact. Then they show the
non-trivial fact that s0 can be modified in such a way that in addition Qp is the same for all
p ∈ im[s0].
Observe that the authors forgot to require that im[dxτ0] + im
[
deϕτ0(x)
]
= Tτ0(x)M holds for
all x ∈ U0, i.e., that τ0(U0) is a ϕ-patch (so that s0(U0) is a Ξ-patch). Indeed, Example 8.18.2
shows that this additional condition is crucial. The next example is a slight modification of the
result [24] in the sense that we do not assume Gx and the structure group to be compact, but
make the ad hoc requirement that Qp is the same for all p ∈ P0.
Example 8.14 (Harnad, Shnider, Vinet)
Let P0 be a Ξ-patch of the bundle P such that pi(P0) intersects each ϕ-orbit in a unique point.
Moreover, assume that the Ξ-stabilizer L := Qp is the same for all p ∈ P0. Then, it is clear from
(8) that H := Gpi(p) and φ := φp : H → S are independent of the choice of p ∈ P0. Finally, we
require that
dim[P0] = dim[M ]− [dim[G]− dim[H]] = dim[P ]− [dim[Q]− dim[H]] (140)
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holds. Now, let p ∈ P0 and q = (h, φ(h)) ∈ Qp. Then, for ~wp ∈ TpP0 we have
dLq ~wp =
d
dt
∣∣
t=0
Φ(h, γ(t)) · φ−1p (h) = ddt
∣∣
t=0
[γ(t) · φγ(t)(h)] · φ−1p (h)
= ddt
∣∣
t=0
[γ(t) · φp(h)] · φ−1p (h) = ~wp,
where γ : (−, )→ P0 is some smooth curve with γ˙(0) = ~wp. Consequently, dLq(TpP0) ⊆ TpP0 so
that we are in the situation of Case 8.13. Here, ii’.) now reads ψ
(
~0g, ~wp
)
= Adφ(h) ◦ψ
(
~0g, ~wp
)
for
all h ∈ H and iii’.) does not change. For i’.), observe that the Lie algebra l of L is contained in
the kernel of d(e,p0)Ξ. But d(e,p0)Ξ is surjective since P0 is a Ξ-patch (cf. Lemma 8.8.1), so that
dim
[
ker
[
d(e,p0)Ξ
]]
= dim[Q] + dim[P0]− dim[P ] (140)= dim[H],
whereby d(e,p0)Ξ means the differential of the restriction of Ξ to Q×P0. This shows ker[d(e,p)Ξ] = l
for all p ∈ P0. Altogether, it follows that a reduced connection w.r.t. P0 is a smooth, linear132
map ψ : g× TP0 → s which fulfils the following three conditions:
i”.) ψ
(
~h,~0p
)
= deφ
(
~h
) ∀ ~h ∈ h, ∀ p ∈ P0, (use (138))
ii”.) ψ
(
~0g, ~w
)
= Adφ(h) ◦ ψ
(
~0g, ~w
) ∀ h ∈ H,∀ ~w ∈ TP0,
iii”.) ψ
(
Adh(~g),~0p
)
= Adφ(h) ◦ ψ
(
~g,~0p
) ∀ ~g ∈ g,∀ h ∈ H,∀ p ∈ P0.
Then, µ := ψ|TP0 and Ap0(~g) := ψ
(
~g,~0p0
)
are the maps that are used for the characterization in
Theorem 2 in [24]. ♦
8.2.2 Reconstruction of Invariant Connections
Let {Pα}α∈I be a Φ-covering of P . We now show that each respective reduced connection {ψα}α∈I
gives rise to a unique Φ-invariant connection on P . To this end, for each α ∈ I we define the
maps λα : q× TPα → s, ((~g,~s), ~w) 7→ ψα(~g, ~w)− ~s and
ωα : TQ× TPα → s(
~mq, ~wpα
) 7→ ρ(q) ◦ λα (dLq−1 ~mq, ~wpα),
where ~mq ∈ TqQ and ~wpα ∈ TpαPα.
Lemma 8.15
Let q ∈ Q, pα ∈ Pα, pβ ∈ Pβ with pβ = q · pα and ~wpα ∈ TpαPα. Then
1) λβ(~η ) = ρ(q) ◦ λα
(
~0q, ~wpα
)
for all ~η ∈ q× TpβP with dΞ(e,pβ)(~η ) = dLq ~wpα,
2) λβ
(
Adq(~q ),~0pβ
)
= ρ(q) ◦ λα
(
~q,~0pα
)
for all ~q ∈ q.
For all α ∈ I we have
3) ker
[
λα|q×TpαPα
] ⊆ ker[d(e,pα)Ξ] for all pα ∈ Pα,
4) the map ωα is the unique s-valued 1-form on Q×Pα that extends λα and for which we have
L∗qωα = ρ(q) ◦ ωα for all q ∈ Q.
132In the sense that ψ|g×TpP0 is linear for all p ∈ P0.
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Proof: 1) Write ~η = ((~g,~s ), ~wpβ ) for ~g ∈ g, ~s ∈ s and ~wpβ ∈ TpβPβ. Then
g˜(pβ) + ~wpβ − s˜(pβ)
(138)
= dΞ(e,pβ)(~η ) = dLq ~wpα
so that from condition i.) in Corollary 8.10 we obtain
λβ(~η ) = ψβ(~g, ~wpβ )− ~s = ρ(q) ◦ ψα
(
~0g, ~wpα
)
= ρ(q) ◦ λα
(
~0q, ~wpα
)
.
2) Let ~q = (~g,~s ) for ~g ∈ g and ~s ∈ s. Then by Corollary 8.10.ii.) we have
λβ
(
Adq(~q),~0pβ
)
= ψβ
(
Adq(~g),~0pβ
)−Adq(~s )
= ρ(q) ◦ [ ψα
(
~g,~0pα
)− ~s ] = ρ(q) ◦ λα(~q,~0pα).
3) This follows from the first part for α = β, q = e and ~wpα = ~0pα .
4) By definition we have ωα|q×TPα = λα and for the pullback property we calculate(
L∗q′ωα
)
(q,pα)
(
~mq, ~wpα
)
= ωα(q′q,pα)
(
dLq′ ~mq, ~wpα
)
= ρ
(
q′q
) ◦ λα (dLq−1q′−1dLq′ ~mq, ~wpα)
= ρ
(
q′
) ◦ ρ(q) ◦ λα (dLq−1 ~mq, ~wpα)
= ρ
(
q′
) ◦ ωα(q,pα)(~mq, ~wpα),
where q, q′ ∈ Q and ~mq ∈ TqQ. For uniqueness let ω be another s-valued 1-form on Q× Pα
whose restriction to q× TPα is λα and that fulfils L∗qω = ρ(q) ◦ ω for all q ∈ Q. Then
ω(q,pα) (~mq, ~wpα) = ω(q,pα)
(
dLq ◦ dLq−1 ~mq, ~wpα
)
= (L∗qω)(e,pα)
(
dLq−1 ~mq, ~wpα
)
= ρ(q) ◦ ω(e,pα)(dLq−1 ~mq, ~wpα) = ρ(q) ◦ λα
(
dLq−1 ~mq, ~wpα
)
= ωα(dLq−1 ~mq, ~wpα).
Finally, smoothness of ωα is an easy consequence of smoothness of the maps ρ, λα and
µ : TQ → q, ~mq 7→ dLq−1 ~mq with ~mq ∈ TqQ. For this, observe that µ = dτ ◦ κ for
τ : Q×Q→ Q, (q, q′) 7→ q−1q′ and κ : TQ→ TQ× TQ, ~mq 7→
(
~0q, ~mq
)
for ~mq ∈ TqQ. 
So far, we have shown that each reduced connection {ψα}α∈I gives rise to uniquely determined
maps {λα}α∈I and {ωα}α∈I . In the final step, we will construct a unique Φ-invariant connection ω
out of the data {(Pα, λα)}α∈I . Here, uniqueness and smoothness of ω will follow from uniqueness
and smoothness of the maps ωα.
Proposition 8.16
There is one and only one s-valued 1-form ω on P with ωα = (Ξ
∗ω)|TQ×TPα for all α ∈ I. This
1-form ω is a Φ-invariant connection on P .
Proof: For uniqueness, we have to show that the values of such an ω are uniquely determined
by the maps ωα. To this end, let p ∈ P , α ∈ I and pα ∈ Pα such that p = q · pα for some q ∈ Q.
By Lemma 8.8.1 for ~wp ∈ TpP we find some ~η ∈ TqQ × TpαPα with ~wp = d(q,pα)Ξ(~η ), so that
uniqueness follows from
ωp(~wp) = ωq·pα
(
d(q,pα)Ξ(~η )
)
= (Ξ∗ω)(q,pα)(~η ) = ωα(~η ).
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For existence, let α ∈ I and pα ∈ Pα. Due to surjectivity of d(e,pα)Ξ and Lemma 8.15.3 there is a
(unique) map λ̂pα : TpαP → s with
λ̂pα◦ d(e,pα)Ξ = λα
∣∣
q×TpαPα . (141)
Let λ̂α :
⊔
pα∈Pα TpαP → s denote the (unique) map whose restriction to TpαP is λ̂pα for each
pα ∈ Pα. Then λα = λ̂α ◦ dΞ|q×TPα and we construct the connection ω as follows. For p ∈ P we
choose some α ∈ I and (q, pα) ∈ Q× Pα such that q · pα = p and define
ωp
(
~wp
)
:= ρ(q) ◦ λ̂α
(
dLq−1
(
~wp
)) ∀ ~wp ∈ TpP. (142)
We have to show that this depends neither on α ∈ I nor on the choice of (q, pα) ∈ Q × Pα. For
this, let pα ∈ Pα, pβ ∈ Pβ and q ∈ Q with pβ = q ·pα. Then for ~w ∈ TpαP we have ~w = dΞ(~q, ~wpα)
for some (~q, ~wpα) ∈ q × TpαPα, and since dLq ~wpα ∈ TpβP , there is ~η ∈ q × TpβPβ such that
d(e,pβ)Ξ(~η ) = dLq ~wpα . It follows from the conditions 1) and 2) in Lemma 8.15 that
λ̂β(dLq ~w) = λ̂β((dLq ◦ dΞ)(~q, ~wpα)) = λ̂β
(
(dLq ◦ dΞ)
(
~q,~0pα
))
+ λ̂β
(
dLq ~wpα
)
(144)
= λ̂β ◦ dΞ
(
Adq(~q),~0pβ
)
+ λ̂β ◦ dΞ(~η )
(141)
= λβ
(
Adq(~q),~0pβ
)
+ λβ(~η )
= ρ(q) ◦ λα
(
~q,~0pα
)
+ ρ(q) ◦ λα
(
~0q, ~wpα
)
= ρ(q) ◦ λα(~q, ~wpα) = ρ(q) ◦ λ̂α ◦ dΞ(~q, ~wpα) = ρ(q) ◦ λ̂α(~w ),
(143)
where for the third equality we have used that
(dLq ◦ dΞ)
(
~q,~0pα
)
= ddt
∣∣
t=0
q · (exp(t~q ) · pα)
= ddt
∣∣
t=0
αq(exp(t~q )) · pβ = dΞ
(
Adq(~q ),~0pβ
)
.
(144)
Consequently, if q˜ · pβ = p with (q˜, pβ) ∈ Q × Pβ for some β ∈ I, then pβ = (q−1q˜ )−1 · pα and
well-definedness follows from
ρ(q˜ ) ◦ λ̂β
(
dLq˜−1(~wp)
)
= ρ(q) ◦ ρ(q−1q˜ ) ◦ λ̂β (dL(q−1q˜ )−1(dLq−1 ~wp))
= ρ(q) ◦ λ̂α
(
dLq−1 ~wp
)
,
where the last step is due to (143) with ~w = dLq−1 ~wp ∈ TpαP . Next, we show that ω fulfils the
pullback property. For this let (~m, ~wpα) ∈ TqQ× TpαPα. Then
(Ξ∗ω) (~mq, ~wpα) = ωq·pα (dΞ(~mq, ~wpα))
(142)
= ρ(q) ◦ λ̂α
(
dLq−1dΞ(~mq, ~wpα)
)
= ρ(q) ◦ λ̂α ◦ dΞ
(
dLq−1 ~mq, ~wpα
) (141)
= ρ(q) ◦ λα
(
dLq−1 ~mq, ~wpα
)
= ωα(~mq, ~wpα).
In the third step we have used that Lq−1 ◦ Ξ = Ξ(Lq−1(·), ·). Finally, we have to verify that ω is
a Φ-invariant, smooth connection. For this let p ∈ P and (q˜, pα) ∈ Q× Pα with p = q˜ · pα. Then
for q ∈ Q and ~wp ∈ TpP we have(
L∗qω
)
p
(~wp) = ωq·p (dLq ~wp) = ω(qq˜)·pα (dLq ~wp)
= ρ(q) ◦ ρ (q˜ ) ◦ λ̂α
(
dLq˜−1 ~wp
)
= ρ(q) ◦ ωp(~wp),
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hence
R∗sω = L
∗
(e,s−1)ω = ρ
((
e, s−1
)) ◦ ω = Ads−1 ◦ω,
L∗gω = L
∗
(g,e)ω = ρ((g, e)) ◦ ω = ω.
So, it remains to show smoothness of ω and that ωp(s˜(p)) = ~s holds for all p ∈ P and all ~s ∈ s.
For the second property, let p = q · pα for (q, pα) ∈ Q× Pα. Then q = (g, s) for some g ∈ G and
s ∈ S and we obtain
ωp(s˜(p)) = ρ(q) ◦ λ̂α
(
dLq−1 s˜(q · pα)
)
= ρ(q) ◦ λ̂α
(
d
dt
∣∣
t=0
pα · (αs−1(exp(t~s ))
)
= ρ(q) ◦ λ̂α
(
dΞ
(
Ads−1(~s ),~0pα
))
= Ads ◦ λα
(
Ads−1(~s ),~0pα
)
= Ads ◦Ads−1(~s ) = ~s.
For smoothness let pα ∈ Pα and choose a submanifold Q′ of Q through e, an open neighbour-
hood P ′α ⊆ Pα of pα and an open subset U ⊆ P such that the restriction Ξ̂ := Ξ|Q′×P ′α is a
diffeomorphism to U . Then pα ∈ U because e ∈ Q′, hence
ω|U = Ξ̂−1∗
[
Ξ̂
∗
ω
]
= Ξ̂−1∗
[
(Ξ∗ω)|TQ×TPα
]
= Ξ̂−1∗ωα.
Since ωα is smooth and Ξ̂ is a diffeomorphism, ω|U is smooth as well. Finally, if p = q · pα for
q ∈ Q, then Lq(U) is an open neighbourhood of p and
ω|Lq(U) =
(
L∗q−1
(
L∗qω
))∣∣
Lq(U)
= ρ(q) ◦ (L∗q−1ω)∣∣Lq(U) = ρ(q) ◦ L∗q−1(ω|U )
is smooth because ω|U and Lq−1 are smooth. 
Corollary 8.10 and Proposition 8.16 now prove
Theorem 8.17
Let G be a Lie group of automorphisms of the principal fibre bundle P . Then for each Φ-covering
{Pα}α∈I of P there is a bijection between the corresponding set of reduced connections and the
Φ-invariant connections on P .
Proof: Corollary 8.10 and Proposition 8.16 
As already mentioned in the preliminary remarks to Example 8.14, the second part of the next
example shows the importance of the transversality condition
im[dxτ0] + im
[
deϕτ0(x)
]
= Tτ0(x)M ∀ x ∈ U0
for the formulation in [24].
Example 8.18 ((Semi-)homogeneous Connections)
1) Let P = X ×S for an n-dimensional R-vector space X and an arbitrary structure group S.
Moreover, let G ⊆ X be a linear subspace of dimension 1 ≤ k ≤ n acting via
Φ: G× P → P, (g, (x, σ)) 7→ (g + x, σ).
Let W be an algebraic complement of G in X and P0 := W × {eS} ⊆ P . Then, P0 is a Φ-
covering because Ξ: (G×S)×P0 → P is a diffeomorphism and each ϕ-orbit intersects W in a
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unique point. Consequently, identifying G with its Lie algebra g, the Φ-invariant connections
on P are in bijection with the smooth maps ψ : G× TW → s such that ψw := ψ|G×TwW is
linear for all w ∈W . This is because the conditions i.) and ii.) from Corollary 8.10 give no
further restrictions in this case. It is straightforward to see that the Φ-invariant connection
that corresponds to ψ is explicitly given by
ωψ(~vx, ~σs) = Ads−1◦ ψprW (x)
(
prG(~vx), prW (~vx)
)
+ dLs−1(~σs) (145)
for (~vx, ~σs) ∈ T(x,s)P .
2) In the situation of Part 1), let X = R2, G = spanR(~e1), W = spanR(~e2) and P0 = W ×{e}.
We fix 0 6= ~s ∈ s and define ψ : g× TP0 → s by
ψy(λ · ~e1, µ · ~e2) := µ · f(y) · ~s for (λ · ~e1, µ · ~e2) ∈ g× T(y·~e2,e)P0,
where f(0) := 0 and f(y) := 1/ 3
√
y for y 6= 0. Then, ωψ defined by (145) is smooth on
P ′ := Z × S for Z := [X\ spanR(~e1)], but not smooth at ((x, 0), e) because
ωψ((x,y),e)
((
~0, ~e2
)
,~0s
)
= ψy
(
~0, ~e2
)
= f(y) · ~s ∀ y ∈ R.
In addition to that, there cannot exist any smooth invariant connection ω˜ on P which
coincides on P ′ with ωψ, just because limy→0 f(y) · ~s does not exist.
Now, let U0 = R, τ0 : U0 → R2, t 7→
(
t, t3
)
and s0 : t 7→ (τ0(t), e). Then (U0, τ0, s0) fulfils the
conditions in [24], but we have im[d0τ0]+im
[
deϕτ0(0)
]
= spanR(~e1) 6= T0X = T0R2 = R2.133
As a consequence, ψ : g × TU0 → s defined by ψt := (Φ∗ωψ)|g×TtU0 is smooth because for
t 6= 0 and r ∈ TtU0 = R we have
ψt(λ~e1, r) =
(
Φ∗ωψ
) (
λ~e1, r · ~e1 + 3t2r · ~e2
)
= ωψ
((t,t3),e)
(
(λ+ r) · ~e1 + 3t2r · ~e2
)
= ψt3
(
(λ+ r) · ~e1, 3t2r · ~e2
)
= 3tr · ~s,
as well as ψ0(λ~e1, r) = 0 if t = 0. For the first step, keep in mind that
(Φ∗ωψ)|g×TtU0(~g, r) = (Φ∗ωψ)(~g,dts0(r))
by Convention 8.2.2. Then, the maps µ := ψ|TU0 and At0(~g) := ψ
(
~g,~0t0
)
fulfil the conditions
in Theorem 2 in [24] because ψ fulfils the three algebraic conditions in Example 8.14, being
trivial in this case because H = {e}.
Now, Theorem 2 in [24] states that ψ can also be obtained by pullbacking and restricting
(w.r.t. s0) a unique smooth invariant connection ω˜ on P (instead of pullbacking and re-
stricting ωψ). However, such a connection cannot exist as it necessarily has to coincide on
P ′ with ωψ.
In fact, let U ′0 := R 6=0 and τ ′0 : U ′0 → Z, t 7→
(
t, t3
)
as well as s′0 : t 7→ (τ ′0(t), e) be defined
as above. Then, (U ′0, s′0) is a Ξ-patch as we have removed the point 0 ∈ U0 for which
transversality fails. Thus, the restriction of ψ to g × U ′0 corresponds to a unique smooth
invariant connection ω′ on P ′. This connection must be given by the restriction of ωψ to P ′
because pullbacking and restricting ωψ w.r.t. s′0 gives rise to the restriction ψ|g×TU ′0 , just
because s′0 = s0|U0 holds. However, the same is true for ω˜, so that both connections coincide
on P ′. ♦
133Then im[d0s0] + im[deΦs0(x)] + Tvs0(0)P = spanR(~e1) ⊕ Tv(0,e)P 6= R2 ⊕ Tv(0,e)P = T(0,e)P so that (U0, s0) is
not a Ξ-patch as it fails the transversality condition (137) from Remark 8.7.2.
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8.3 Particular Cases and Applications
In the first part of this Subsection we consider Φ-coverings of P that arise from the induced action
ϕ on the base manifold M of P . Then we discuss the case where Φ acts via gauge transformations
on P . This leads to a straightforward generalization of the description of connections by consistent
families of local 1-forms on M . In the second part we discuss the (almost) fibre transitive case
and deduce Wang’s original theorem [36] from Theorem 8.17. Finally, we consider the situation
where P is trivial and give examples in loop quantum gravity.
8.3.1 Φ-Coverings and the Induced Action
Let (G,Φ) be a Lie group of automorphisms of the principal fibre bundle P . According to Lemma
8.5 for each x ∈M there is a ϕ-patch (with minimal dimension) Mx with x ∈M . Consequently,
there is an open neighbourhood M ′x ⊆Mx of x and a local section sx : U → P such that M ′x ⊆ U
for an open neighbourhood U ⊆M . Let I ⊆M be a subset such that134 each ϕ-orbit intersects at
least one of the sets Mx. Then it is immediate from Lemma 8.8.2 that {sx(M ′x)}x∈I is a Φ-covering
of P . More generally, we have
Corollary 8.19
Let (P, pi,M, S) be a principal fibre bundle and (G,Φ) a Lie group of automorphisms of P . Denote
by (Mα, sα)α∈I a family consisting of a collection of ϕ-patches {Mα}α∈I and smooth sections135
sα : Mα → P . Then the sets Pα := sα(Mα) are Ξ-patches. They provide a Φ-covering of P iff
each ϕ-orbit intersects at least one patch Mα.
Proof: This is immediate from Lemma 8.8.2. 
We now consider the case where (G,Φ) is a Lie group of gauge transformations of P , i.e., ϕg = idM
for all g ∈ G. Here, we show that Theorem 8.17 can be seen as a generalization of the description
of smooth connections by consistent families of local 1-forms on the base manifold M . For this,
let {Uα}α∈I be an open covering of M and {sα}α∈I a family of smooth sections sα : Uα → P .
We define Uαβ := Uα ∩ Uβ and consider the smooth maps δαβ : G × Uαβ → S determined by
sβ(x) = Φ(g, sα(x)) · δαβ(g, x), and for which we have δαβ(g, x) = φ−1sα(x)(g) · δαβ(e, x). Finally, let
µαβ(g,~vx) := dLδ−1αβ (g,x)
◦ dxδαβ(g, ·)(~vx) for ~vx ∈ TxUαβ and g ∈ G. Then we have
Case 8.20 (Lie Groups of Gauge Transformations)
Let (G,Φ) be a Lie group of gauge transformations of the principal fibre bundle (P, pi,M, S).
Then, the Φ-invariant connections on P are in bijection with the families {χα}α∈I of s-valued
1-forms χα : Uα → s for which we have
χβ(~vx) =
(
Adδαβ(g,x) ◦ χα
)
(~vx) + µαβ(g,~vx) ∀ ~vx ∈ TxUαβ,∀ g ∈ G. (146)
Proof: By Corollary 8.19 {sα(Uα)}α∈I is a Φ-covering of P . So, let {ψα}α∈I be a reduced
connection w.r.t. this covering. We first show that condition i.) from Corollary 8.10 implies
ψβ
(
~g,~0p
)
= deφp(~g ) ∀ ~g ∈ g,∀ p ∈ sβ(U). (147)
134It is always possible to choose I = M .
135This is that pi ◦ sα = idMα .
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For this observe that condition a.) from Remark 8.12 means that for all β ∈ I, p ∈ sβ(Uβ),
~wp ∈ Tpsβ(Uβ) and ~g ∈ g, ~s ∈ s we have
deΦp(~g ) + ~wp − s˜(p) = 0 =⇒ ψβ(~g, ~wp)− ~s = 0.
Now, Tpsβ(Uβ) is complementary to TvpP and im[deΦp] ⊆ ker[dppi] so that a.) is the same as
a’.) deΦp(~g ) = s˜(p) =⇒ ψβ
(
~g,~0p
)
= ~s for ~g ∈ g, ~s ∈ s and all p ∈ Pβ.
But, since Gx = G for all x ∈M , this just means136 ψβ
(
~g,~0p
)
= deφp(~g ) for all ~g ∈ g and already
implies condition ii.) from Corollary 8.10 as φp is a Lie group homomorphism. Consequently, we
can ignore this condition in the following. Now, we have pβ = q · pα for q ∈ Q, pα ∈ Pα, pβ ∈ Pβ
iff pi(pα) = pi(pβ) = x ∈ Uαβ and q =
(
g, δ−1αβ (g, x)
)
. Consequently, the left hand side of condition
i.) from Corollary 8.10 reads
g˜(sβ(x)) + dxsβ(~vβ)− s˜(sβ(x)) =
(
dLg ◦ dRδαβ(g,x) ◦ dxsα
)
(~vα),
where ~vα, ~vβ ∈ TxM and g ∈ G. This is true for ~vα = ~vβ = ~vx, ~g = 0 and ~s = µαβ(g,~vx), which
follows from
dxsβ(~vβ) = dx
[
Lg ◦Rδαβ(g,·) ◦ sα
]
(~vx)
= dLg
[
dsα(x)R
(
dxδαβ(g, ·)(~vx)
)
+ dRδαβ(g,x)(dxsα(~vx))
]
,
s˜(sβ(x)) =
d
dt
∣∣
t=0
Lg ◦Rδαβ(g,x)·exp(t~s )(sα(x))
= dLg
[
dsα(x)R
(
dLδαβ(g,x)(~s )
)]
= dLg
[
dsα(x)R
(
dxδαβ(g, ·)(~vx)
)]
.
Consequently, by Corollary 8.10.i.) and for
(ψα ◦ dxsα)(~vx) := ψα
(
~0g,dxsα(~vx)
) ∀ ~vx ∈ TxUαβ.
we have
ψβ
(
~0g, dxsβ(~vx)
)
=
(
Adδαβ(g,x) ◦ ψα ◦ dxsα
)
(~vx) + µαβ(g,~vx) (148)
for all g ∈ G and all ~vx ∈ TxUαβ. Due to part 2.) in Remark 8.12 the condition i.) from Corollary
8.10 now gives no further restrictions, so that for χβ := ψβ ◦ dsβ we have
ψβ(~g,dxsβ(~vx)) = deφsβ(x)(~g) + χβ(~vx) ∀ ~g ∈ g,∀ ~vx ∈ TxM,∀ x ∈ Uβ.
Then, ψβ is uniquely determined by χβ for each β ∈ I, so that (148) yields the consistency
condition (146) for the maps {χα}α∈I . 
Example 8.21 (Trivial Action)
If G acts trivially, then for each x ∈ Uαβ we have
δαβ(g, x) = φ
−1
sα(x)
(g) · δαβ(e, x) = δαβ(e, x).
Hence, δαβ is independent of g ∈ G so that here Case 8.20 just reproduces the description of
smooth connections by means of consistent families of local 1-forms on the base manifold M . ♦
136deΦp(~g )− s˜(p) = 0 iff (~g,~s) ∈ qp iff ~s = deφp(~g ).
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8.3.2 (Almost) Fibre Transitivity
In this subsection, we discuss the situation where M admits an element which is contained in the
closure of each ϕ-orbit. For instance, this holds for all x ∈ M if each ϕ-orbit is dense in M and,
in particular, is true for fibre transitive actions.
Case 8.22 (Almost Fibre Transitivity)
Let x ∈M be contained in the closure of each ϕ-orbit and let p ∈ Fx. Then, each Ξ-patch P0 ⊆ P
with p ∈ P0 is a Φ-covering of P . Hence, the Φ-invariant connections on P are in bijection with
the smooth maps ψ : g × TP0 → s for which ψ|g×TpP0 is linear for all p ∈ P0 and that fulfil the
two conditions from Corollary 8.10.
Proof: It suffices to show that pi (P0) intersects each ϕ-orbit [o]. Since P0 is a Ξ-patch, there
is an open neighbourhood P ′ ⊆ P0 of p and a submanifold Q′ of Q through (eG, eS) such that
Ξ|Q′×P ′ is a diffeomorphism to an open subset U ⊆ P . Then pi(U) is an open neighbourhood of
pi(p) and by assumption we have [o]∩pi(U) 6= ∅ for each [o] ∈M/G. Consequently, for [o] ∈M/G
we find p˜ ∈ U with pi(p˜ ) ∈ [o]. Let p˜ = Ξ((g′, s′), p′) for ((g′, s′), p′) ∈ Q′ × P ′. Then
[o] 3 pi(p˜ ) = pi (Φ(g′, p′) · s′) = ϕ(g′, pi(p′)) ∈ [pi(p′)]
shows that [o] = [pi(p′)], hence pi (P0) ∩ [o] 6= ∅. 
The next example to Case 8.22 shows that evaluating the conditions i.) and ii.) from Corollary
8.10 at one single point can be sufficient to verify non-existence of invariant connections.
Example 8.23 (General linear group)
• Let P := GL(n,R) and G = S = B ⊆ GL(n,R) the subgroup of upper triangular matrices.
Moreover, let Sn ⊆ GL(n,R) be the group of permutation matrices. Then P is a principal
fibre bundle with base manifold M := P/S, structure group S and projection map pi : P →M ,
p 7→ [p]. Moreover, G acts via automorphisms on P by Φ(g, p) := g · p and we have the Bruhat
decomposition
GL(n,R) =
⊔
w∈Sn
BwB.
Then M =
⊔
w∈Sn G · pi(w), G · pi(e) = pi(e) and pi(e) ∈ G · pi(w) for all w ∈ Sn. Now,
im[deΞe] = g, since deΞe(~g) = ~g for all ~g ∈ g. Moreover, g = spanR{Eij | 1 ≤ i ≤ j ≤ n} so
that V := spanR{Eij | 1 ≤ j < i ≤ n} is an algebraic complement of g in TeP = gl(n,R). By
Lemma 8.5.2 we find a patch H ⊆ P through e with TeH = V and due to Case 8.22 this is a
Φ-covering.
• A closer look at the point e ∈ P shows that there cannot exist any Φ-invariant connection on
GL(n,R). In fact, if ψ : g × TH → s is a reduced connection w.r.t. H, then for ~w := ~0e and
~g = ~s we have
g˜(e) + ~w − s˜(e) = ~g + ~w − ~s = 0.
So, condition i.) from Corollary 8.10 gives ψ
(
~g,~0e
) − ~g = 0, hence ψ(~g,~0e) = ~g for all ~g ∈ g.
Now q · e = e iff q = (b, b) for some b ∈ B. Let
V 3 ~h := En1 B 3 b := 1+ E1n g 3 ~g := E11 − E1n − Enn.
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Then, g˜(e) + ~h = ~g + ~h = b~hb−1 = dLq~h, so that condition i.) yields
ψ
(
~g,~h
)
= ρ(q) ◦ ψ(~0g,~h) = Adb ◦ψ(~0g,~h),
hence ~g + [id−Adb] ◦ ψ
(
~0g,~h
)
= 0. But (~g )11 = 1 and(
ψ(~0g,~h)−Adb ◦ ψ(~0g,~h)
)
11
=
(
ψ(~0g,~h)
)
11
− (ψ(~0g,~h))11 = 0
so that ψ cannot exist. ♦
Corollary 8.24
If Φ is fibre transitive, then {p} is a Φ-covering for all p ∈ P .
Proof: It suffices to show that {pi(p)} is a ϕ-patch, since then {p} is a Ξ-patch by Corollary 8.19
and a Φ-covering by Case 8.22. This, however, is clear from Remark 8.4.1. In fact, if x := pi(p),
then by general theory we know that M is diffeomorphic to G/Gx via φ : [g] 7→ ϕ(g, x) and that
for each [g] ∈ G/Gx we find an open neighbourhood U ⊆ G/Gx of [g] and a smooth section
s : U → G. Then surjectivity of deϕx is clear from surjectivity of d[e]φ and
deϕx ◦ d[e]s = d[e](ϕx ◦ s) = d[e]ϕ(s(·), x) = d[e]φ,
showing that TxM = deϕx(g). 
Let ϕ be transitive and p ∈ P . Then {p} is a Φ-covering by Corollary 8.24 and Tp{p} is the
zero vector space. Moreover, we have pα = q · pβ iff pα = pβ = p and q ∈ Qp. It follows that a
reduced connection w.r.t. {p} can be seen as a linear map ψ : g→ s that fulfils the following two
conditions.
• deΞp(~g,~s) = 0 =⇒ ψ(~g ) = ~s for ~g ∈ g, ~s ∈ s,
• ψ(Adq(~g )) = ρ(q) ◦ ψ(~g ) ∀ q ∈ Qp, ∀ ~g ∈ g.
Since ker[deΞp] = qp, we have shown
Case 8.25 (Hsien-Chung Wang, [36])
Let (G,Φ) be a fibre transitive Lie group of automorphisms of P . Then for each p ∈ P there is a
bijection between the Φ-invariant connections on P and the linear maps ψ : g→ s that fulfil
a) ψ
(
~h
)
= deφp
(
~h
) ∀ ~h ∈ gpi(p),
b) ψ ◦Adh = Adφp(h) ◦ ψ ∀ h ∈ Gpi(p).
This bijection is explicitly given by ω 7→ Φ∗pω. 
Example 8.26
• Homogeneous Connections
In the situation of Example 8.18 let k = n and X = Rn. Then Φ is fibre transitive and for
p = (0, e) we have Gpi(p) = e and gpi(p) = {0}. Consequently, the reduced connections w.r.t.
{p} are just the linear maps ψ : Rn → s, and the corresponding homogeneous connections are
given by
ωψ(~vx, ~σs) = Ads−1 ◦ ψ(~vx) + dLs−1(~σs) ∀ (~vx, ~σs) ∈ T(x,s)P.
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• Homogeneous Isotropic Connections
As already stated in Example 3.3, the ΦE-invariant connections are of the form
ωc(~vx, ~σx) = cAds−1 [z(~vx)] + s
−1~σs ∀ (~vx, ~σs) ∈ T(x,s)P,
where c runs over R. ♦
We close this subsection with a remark concerning the relations between sets of invariant con-
nections that correspond to different lifts of the same Lie group action on the base manifold of a
principal fibre bundle.
Remark 8.27
Let P be a principal fibre bundle and Φ,Φ′ : G×P → P be two Lie groups of automorphisms with
ϕ = ϕ′. Then the respective sets of invariant connections can differ significantly. In fact, in the
situation of the second part of Example 8.26 let Φ′((v, σ), (x, s)) := (v+ %(σ)(x), s). Then ϕ′ = ϕ
and Appendix G.2 shows that ω0(~vx, ~σs) := s
−1~σs for (~vx, ~σs) ∈ T(x,s)P is the only Φ′-invariant
connection on P . ♦
8.3.3 Trivial Bundles – Applications to LQG
In this final Subsection we determine the set of spherically symmetric connections on R3×SU(2),
to be used for the description of spherically symmetric gravitational systems in the framework of
loop quantum gravity. To this end, we reformulate Theorem 8.17 for trivial bundles.
The spherically symmetric connections on P = R3 × SU(2) are such connections, invariant
under the action Φ: SU(2) × P → P , (σ, (x, s)) 7→ (σ(x), σs). Since Φ is not fibre transitive, we
cannot use Case 8.25 for the necessary calculations. Moreover, it is not possible to apply the
results from [24] (see Example 8.14) because the ϕ-stabilizer of x = 0 equals SU(2) whereas that
of each x ∈ R3\{0} is given by the maximal torus Hx = {exp(tz(x) | t ∈ R)} ⊆ SU(2). Of course,
we could ignore the origin and consider the bundle R3\{0}× SU(2) together with the Φ-covering
{λ · ~e1 | λ ∈ R>0}. This, however, is a different situation because an invariant connection on
R3\{0} × SU(2) is not necessarily extendible to an invariant connection on R3 × SU(2). This is
illustrated in (see also remarks following Example 8.30)
Example 8.28
• Let S be a Lie group and P = Rn×S. We consider the action Φ: R>0×P → P , (λ, (x, s)) 7→
(λx, s) and claim that the only Φ-invariant connection is given by
ω0(~vx, ~σs) := dsLs−1(~σs) ∀ (~vx, ~σs) ∈ T(x,e)P.
In fact, P∞ := Rn × {e} is a Φ-covering of P by Corollary 8.19 and it is straightforward to
see that condition i.) from Corollary 8.10 is equivalent to the conditions a.) and b.) from
Remark 8.12. Let ψ : g× TP∞ be a reduced connection w.r.t. P∞ and define ψx := ψ|g×T(x,e) .
Since the exponential map exp: g → R>0 is just given by µ 7→ eµ for λ ∈ R = g, we have
g˜((x, e)) = ~g · x ∈ T(x,e)P∞ for ~g ∈ g. Then for ~w := −~g · x ∈ T(x,e)P∞ from a.) we obtain
ψx
(
~g,~0
)
= ψx
(
~0g, ~g · x
) ∀ ~g ∈ g, ∀ x ∈ Rn. (149)
In particular, ψ0
(
~g,~0
)
= 0, and since Q(0,e) = R>0 × {e}, for q = (λ, e) condition b.) yields
λ ψ0
(
~0g, ~w
)
= ψ0
(
~0g, λ~w
) b.)
= ψ0
(
~0g, ~w
) ∀ λ > 0,∀ ~w ∈ T(0,e)P∞,
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hence ψ0 = 0. Analogously, for x 6= 0, ~w ∈ T(λx,e)P∞, λ > 0 and q = (λ, e) we obtain
λψλx
(
~0g, ~w
)
= ψλx
(
~0g, dLq(~w)
) b.)
= ρ(q) ◦ ψx
(
~0g, ~w
)
= ψx
(
~0g, ~w
)
,
i.e., ψλx
(
~0g, ~w
)
= 1λ ψx
(
~0g, ~w
)
. Here, in the second step, we have used the canonical iden-
tification of the linear spaces T(x,e)P∞ and T(λx,e)P∞. Using the same identification, from
continuity (smoothness) of ψ and ψ0 = 0 we obtain
0 = lim
λ→0
ψλx
(
~0g, ~w
)
= lim
λ→0
1
λ
ψx
(
~0g, ~w
) ∀ x ∈ Rn,∀ ~w ∈ T(x,e)P∞
so that ψx
(
~0g, ·
)
= 0 for all x ∈ Rn, hence ψ = 0 by (149). Finally, it is straightforward to
see that (Φ∗ω0)|g×TP∞ = ψ = 0 holds.
• Let P ′ = Rn\{0} × S and Φ be defined as above. Then K × {e}, for the unit-sphere K :=
{x ∈ Rn | ‖x‖ = 1}, is a Φ-covering of P ′ with the properties from Example 8.14. Evaluating
the corresponding conditions i”.), ii”.), iii”.) immediately shows that the set of Φ-invariant
connections on P ′ is in bijection with the smooth maps ψ : R × TK → s for which ψ|R×TkK
is linear for all k ∈ K. The corresponding invariant connections are given by
ωψ(~vx, ~σs) = ψ
(
1
‖x‖pr‖(~vx), pr⊥(~vx)
)
+ s−1~σs ∀ (~vx, ~σs) ∈ T(x,s)P ′.
Here, pr‖ denotes the projection onto the axis defined by x ∈ Rn and pr⊥ the projection onto
the corresponding orthogonal complement in Rn. ♦
Also in the spherically symmetric case the ϕ-stabilizer of the origin has full dimension, and it
turns out to be convenient (cf. Appendix G.3) to use the Φ-covering R3×{e} in this situation as
well. Since the choice P∞ := M ×{e} is always reasonable (cf. Lemma 8.5.1) if there is a point in
the base manifold M (of the trivial bundle M × S) whose stabilizer is the whole group, we now
adapt Theorem 8.17 to this situation. For this, we identify TxM with T(x,e)P∞ for each x ∈M in
the sequel.
Case 8.29 (Trivial Principal Fibre Bundles)
Let (G,Φ) be a Lie group of automorphisms of the trivial principal fibre bundle P = M × S.
Then the Φ-invariant connections are in bijection with the smooth maps ψ : g × TM → s for
which ψ|g×TxM is linear for all x ∈M and that fulfil the following properties.
Let ψ± (~g,~vy, ~s ) := ψ (~g,~vy) ± ~s for ((~g,~s ), ~vy) ∈ q × TyM . Then for q ∈ Q, x ∈ M with
q · (x, e) = (y, e) ∈M × {e} and all ((~g,~s ), ~vx) ∈ q× TxM we have
i.) g˜(x, e) + ~vx − ~s = 0 =⇒ ψ−(~g,~vx, ~s) = 0,
ii.) ψ+(dLq~vx) = ρ(q) ◦ ψ
(
~0g, ~vx
) ∀ ~vx ∈ TxM ,
iii.) ψ
(
Adq(~g),~0y
)
= ρ(q) ◦ ψ(~g,~0x) ∀ ~g ∈ g.
Proof: The elementary proof can be found in Appendix G.1. 
Example 8.30 (Spherically Symmetric Systems in LQG)
Let % : SU(2)→ SO(3) be the universal covering map and σ(x) := %(σ)(x) for x ∈ R3. Moreover,
let z : R → su(2) be defined as in Convention 3.1.1. We consider the action of G = SU(2) on
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P = R3 × SU(2) defined by Φ(σ, (x, s)) := (%(σ)(x), σs). It is shown in Appendix G.3 that the
corresponding invariant connections are of the form
ωabc(~vx, ~σs) := Ads−1
[
a(x)z(~vx) + b(x)[z(x), z(~vx)] + c(x)[z(x), [z(x), z(~vx)]]
]
+ s−1~σs (150)
for (~vx, ~σs) ∈ T(x,s)P and with rotation invariant maps a, b, c : R3 → R for which the whole
expression is a smooth connection. We claim that the functions a, b, c can be assumed to be
smooth as well. More precisely, we show that we can assume that
a(x) = f
(‖x‖2) b(x) = g(‖x‖2) c(x) = h(‖x‖2)
holds for smooth functions f, g, h : (−,∞) → R with  > 0. Then, each pullback of such a
spherically symmetric connection by the global section x 7→ (x, e) can be written in the form
ω˜abc(~vx) = f
′(‖x‖2) z(~vx) + g′(‖x‖2) z(x× ~vx) + h′(‖x‖2) z (x× (x× ~vx))
for smooth functions f ′, g′, h′ : (−,∞)→ R with  > 0.
Proof of the Claim.
1) Smoothness of ωabc implies smoothness of the real functions
a~n(λ) := a(λ~n) b~n(λ) := λ b(λ~n) c~n(λ) := λ
2c(λ~n) ∀ λ ∈ R
for each ~n ∈ R3\{0}. In fact, a~n(λ) · z(~n) = ωabc(λ~n,e)(~n) is smooth, so that smoothness of b~n
and c~n is immediate from smoothness of λ 7→ ωabc(λ~e1,e)(~e2).
2) Let ~n be fixed. Then a~n is even so that a~n(λ) = f
(
λ2
)
for a smooth function f : (−1,∞)→
R, see [38]. Moreover, b~n is smooth and odd so that b~n(λ) = λ g
(
λ2
)
for some smooth
function g : (−2,∞) → R, again by [38]. Similarly, c~n(λ) = l(λ2) for a smooth function
l : (−3,∞)→ R. Since λ 7→ l(λ2) is even and l(0) = 0, for s ∈ N>0 Taylor’s formula yields
l
(
x2
)
= a1x
2 + · · ·+ asx2s + x2(s+1)φ(x)
= x2
(
a1 + · · ·+ asx2s−2 + x2sφ(x)
)
= x2L(x)
with remainder term φ(x) := 1(2s+1)!
1
x2s+2
∫ x
0 (x−t)l(2s+2)(t)dt for x 6= 0 and φ(0) := l(2s+2)(0).
Now, φ is continuous by Theorem 1 in [37] so that L is continuous as well. But x 7→ x2L(x)
is smooth so that Corollary 1 in [37] shows that L is smooth as well. Now, L is even, hence
L(x) = h(x2) for some smooth function h : (−4,∞) → R. Then c~n(λ) = l
(
λ2
)
= λ2h
(
λ2
)
and for x 6= 0 we get
b(x) = ‖x‖ b
(
‖x‖ x‖x‖
)
1
‖x‖ = b x‖x‖ (‖x‖)
1
‖x‖ = g
(‖x‖2) ,
c(x) = ‖x‖2 c
(
‖x‖ x‖x‖
)
1
‖x‖2 = c x‖x‖ (‖x‖)
1
‖x‖2 = h
(‖x‖2) .
Moreover, for x = 0 we have
b(x)[z(x), z(~vx)] = 0 = g
(‖x‖2)[z(x), z(~vx)],
c(x)[z(x), [z(x), z(~vx)]
]
= 0 = h(x)[z(x), [z(x), z(~vx)]
]
so that we can assume a(x) = f(‖x‖2), b(x) = g(‖x‖2) and c(x) = h(‖x‖2) for the smooth
functions f, g, h : (−min(1, . . . , 4),∞)→ R.
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In particular, there are spherically symmetric connections on R3\{0} × SU(2) which cannot be
extended to those on P . For instance, if b = c = 0 and a(x) := 1/‖x‖ for x ∈ R3\{0}, then ωabc
cannot be extended smoothly to an invariant connection on R3 × SU(2) since elsewise a~n could
be extended to a continuous (smooth) function on R. ♦
8.4 Summary
We conclude with a short review of the particular cases that follow from Theorem 8.17. For this
let (G,Φ) be a Lie group of automorphisms of the principal fibre bundle (P, pi,M, S) and ϕ the
induced action on M .
• If P = M × S is trivial, then M × {e} is a Φ-covering of P . As we have demonstrated in the
spherically symmetric and scale invariant case (cf. Examples 8.28 and 8.30), this choice can
be useful for calculations if there is a point in M whose ϕ-stabilizer is the whole group G.
• If there is an element x ∈ M which is contained in the closure of each ϕ-orbit, then each
Ξ-patch that contains some p ∈ pi−1(x) is a Φ-covering of P , see Example 8.23. If ϕ acts
transitively on M , then for each p ∈ P the zero-dimensional submanifold {p} is a Φ-covering
of P giving back Wang’s original theorem, see Case 8.25 and Example 8.26.
• Let Φ act via gauge transformations on P . In this case, each open covering {Uα}α∈I of M
together with smooth sections sα : Uα → P provides the Φ-covering {sα(Uα)}α∈I of P . If
G acts trivially, this specializes to the usual description of smooth connections by means of
consistent families of local 1-forms on the base manifold M .
• If we find a Ξ-patch P0 such that pi(P0) intersects each ϕ-orbit in a unique point, then P0 is
a Φ-covering. If in addition the stabilizer Qp does not depend on p ∈ P0, then we are in the
situation of [24], see Example 8.14.
• Assume that there is a collection of ϕ-orbits forming an open subset U ⊆ M . Then O :=
pi−1(U) is a principal fibre bundle and each Φ-invariant connection on P restricts to a Φ-
invariant connection on O. Conversely, if U is in addition dense in M , then one can ask
the question whether a Φ-invariant connection on O extends to a Φ-invariant connection on
P . Since such an extension is necessarily unique (continuity), ϕ-orbits not contained in U
can be seen as sources of obstructions for the extendibility of invariant connections on O to
P . Indeed, as the examples in Subsection 8.3.3 show, smoothness of these extension gives
crucial restrictions. Moreover, by Example 8.23, taking one additional orbit into account can
shrink the number of invariant connections to zero. Of particular interest, in this context,
is the case where G is compact as then the orbits of principal type always form a dense
and open subset U of M on which the situation of [24] always holds locally [31]. This gives
rise to a canonical Φ-covering of O consisting of convenient patches. So, using the present
characterization theorem, there is a realistic chance to get some general classification results
in the compact case. These can be used, e.g., to extend the framework of the foundational
LQG reduction paper [9].
As Corollary 8.19 shows, in the general situation one can always construct Φ-coverings of P from
families of ϕ-patches in M . In particular, the first three cases arise in this way.
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9 Conclusions and Outlook
• In Subsection 5.4, we have considered the situation where the action ϕ induced on the base
manifold M is analytic and pointwise proper. We have shown that then the following decom-
position of the set Pω (of embedded analytic curves in M) holds
Pω = P∼g unionsq PCNL unionsq PFN unionsq PFS,
and that each of these subsets is invariant under decomposition and inversion of its elements.
So, by Proposition 4.25 we have
Ared,ω ∼= Ared,g ×Ared,CNL ×Ared,FN ×Ared,FS
provided, of course, that each of the above sets of curves is non-empty.137 Recall that
. PF = PFN unionsq PFS is the set of embedded analytic curves that contain a segment δ for which
ϕg ◦ δ = δ holds whenever im[ϕg ◦ δ]∩ im[δ] is infinite. Here, PFN consists of all such curves
whose stabilizer (a well-defined quantity in this context) is trivial, so that PFS denotes the
set of all free curves for which this is not the case. Obviously, PFS = ∅ holds if ϕ is free.
. PC = P∼g unionsq PCNL (set of continuously generated curves) consists of all embedded analytic
curves which are not free. Here, P∼g consists of such curves which are generated by the Lie
algebra of symmetry group and PCNL is just its complement in PC. At this point, it is the
set PCNL which makes it hard to define measures on the full space Aω. However, as we
have seen in the last two parts of Proposition 5.23, PCNL = ∅ holds if ϕ admits only normal
stabilizers and is transitive or proper.
So, for ϕ non-trivial we have:
ϕ P∼g PCNL PFN PFS
free many ? ? ∅
transitive + normal stabilizers many ∅ ? ?
proper + normal stabilizers many ∅ ? ?
Thus, if ϕ is proper and free such as in (semi-)homogeneous LQC (see Example 3.3), even
Pω = P∼g unionsq PFN, hence Ared,ω ∼= Ared,g ×Ared,FN holds.
In Section 6, we have constructed normalized Radon measures µg and µFN on Ared,g (for
S = SU(2)) and Ared,FN (for S compact and connected), respectively. This means that we have
the normalized Radon measure µg×µFN on Ared,ω ∼= Ared,g×Ared,FN whenever Pω = P∼g unionsqPFN
holds and S = SU(2). In particular, this provides us with a normalized Radon measure on
Ared,ω in (semi-)homogeneous LQC.
Unfortunately, in homogeneous isotropic and spherically symmetric LQC the ϕ-stabilizers are
not normal subgroups. So, we do not know whether PCNL = ∅ holds in these cases. More
precisely, there we have
137Elsewise, we just remove the respective factor in the above product.
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LQC P∼g PCNL PFN PFS
homogeneous many ∅ many ∅
semi-homogeneous many ∅ many ∅
homogeneous isotropic many ? many ∅
spherically symmetric many ? many linear curves through origin.
Hence, in order to obtain a normalized Radon measure on Ared,ω, in the last two cases we first
had to calculate the set PCNL by hand. For this observe that in the spherically symmetric
case it is possible to construct a measure on Ared,FS by hand, see Remark 6.6.2. Consequently,
there is still some serious demand for concepts allowing to determine the set PCNL also in the
general case.
• Since we have constructed normalized Radon measures on quantum-reduced configuration
spaces in LQG, we now can start to reduce the holonomy-flux algebra and try to define rea-
sonable representations on the respective Hilbert spaces of square integrable functions. Then,
aiming at some uniqueness results for these representations similar to that one has for the full
theory [22, 27], we should investigate the invariance properties of the constructed measures
in detail. Here, the case of (semi-)homogeneous LQC, where we have the Radon measure
µg×µFN on the full quantum-reduced configuration space Ared,ω ∼= Ared,g×Ared,FN, may serve
as a working example for this. In addition to that, one also should search for such representa-
tions on the Hilbert spaces we have constructed in Section 7 for the space R unionsqRBohr. These
representations then can be compared (w.r.t. unitary equivalence) with the standard represen-
tation on the standard kinematical Hilbert space L2(RBohr, µBohr) of homogeneous isotropic
LQC. Complementary to that, here one might use Proposition 7.3 and Corollary 7.8 in order
to prove some kind of uniqueness statement for this standard representation.
• Even if the characterization theorem 8.17 looks quite technical at a first sight, its flexibility
makes it a powerful tool for explicit calculations. It simplifies significantly in several situa-
tions and provides us, e.g., with the Cases 8.13, 8.20, 8.22, 8.25 and 8.29. Aiming at some
classification results, here the next step will be to investigate such special situations in more
detail. Predestinated for this is the case where G is compact as there the orbits of principal
type always form a dense open subset of U of M , defining a dense open subbundle O of P
for which the situation of [24] always holds locally [31]. This provides us with a Φ-covering of
O which consists of very convenient patches. So, using the present characterization theorem
there is a realistic chance to get some general classification results which can be used to extend
the framework of the foundational LQG reduction paper [9].
• In gauge field theories, instead of A usually the quotient A/G is considered as the physically
relevant configuration space. Here, G denotes the set of gauge transformations138 on the
underlying principal fibre bundle and we have ω ∼G ω′ for ω, ω′ ∈ A iff there is σ ∈ G such
that ω′ = σ∗ω holds.
Similarly, if (G,Φ) is a Lie group of automorphisms of P , instead of Ared also the set
Ared,G = {ω ∈ A | ∀ g ∈ G ∃ σ ∈ G : Φ∗gω = σ∗ω}
of connections invariant up to gauge transformations is considered as reduced configuration
space. However, in contrast to the set Ared, for Ared,G no general characterization theorems
138These are all automorphisms σ of P with pi ◦ σ = pi.
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seem to exist so far, so that it is potentially harder to compute this space. So, instead of
quantizing Ared,G (which would also be a classical reduction) one can use the lifted action Θ
in order to define “invariance up to gauge” directly on the quantum level. Hence, instead of
the space Ared ∼= Homred(P,MorF) one can consider the space Homred,G(P,MorF) consisting
of all elements ε ∈ Hom(P,MorF) for which we have that for each g ∈ G there is a generalized
gauge transformation139 σ : P → P with Θg(ε) = σ(ε), i.e.,
Θg(ε)(γ)(p) = (σ ◦ ε(γ))(σ−1(p)) ∀ γ ∈ P,∀ p ∈ Fγ(a)
for dom[γ] = [a, b]. Then, Homred(P,MorF) ⊆ Homred,G(P,MorF) holds and the concepts of
the Sections 5 and 6 seem adaptable to the “up to gauge”-case. Indeed, we rather expect
technical than conceptual difficulties at this point.
• An alternative construction of the Ashtekar-Lewandowski measure has been presented in [35].
There, the author uses a so-called nicely shrinking net of open neighbourhoods (thicken-
ings) of the closed subset Hom(P,MorF) ⊆ Maps(P,MorF) in order to define the Ashtekar-
Lewandowski measure on Hom(P,MorF).140 Here, the space Maps(P,MorF) (of all maps
P → MorF), equipped with the topology defined in analogy to that one in Definition 4.16.1,
is homeomorphic to the Tychonoff product S|P|.
More generally, for X a compact Hausdorff space carrying a normalized Radon measure µ
and C ⊆ X a closed subspace, one can define a positive and continuous linear functional
I : C(C)→ C, i.e., a finite Radon measure on C as follows: (see also [35])
i) Let {Cλ}λ∈Λ be a net of neighbourhoods of C such that for each neighbourhood U of C
we find λ0 ∈ Λ with Cλ ⊆ U for all λ ≥ λ0. Such a net is called nicely shrinking.
ii) For each f ∈ C(C) let f ∈ C(X) be an extension (apply Tietze extension theorem) for
which
∥∥f˜∥∥∞ = ‖f‖∞ holds, and define
fλ :=
1
µ(Cλ)
∫
Cλ
f˜ dµ ∀ λ ∈ Λ.
. Now, choose {Cλ}λ∈Λ in such a way that I(f) := limλ fλ exists for all f contained in a
suitable dense subset D ⊆ C(C). It is straightforward to see [35] that then I(f) does not
depend on the explicit extension f˜ of f . Moreover, it follows that I : D→ C is positive and
bounded by 1, hence extends by continuity to a positive (and continuous) linear functional
on C(X).
Now, the measure used in [35] for S|P| is just the Radon product (cf. Lemma and Definition
2.5.3) of copies of the Haar measure on S, and the net {Cλ}λ∈Λ is constructed in a very
natural way. In particular, in view of the complications (non-trivial restrictions to the images
of the projection maps) arising from the invariance and inclusion properties of the reduced
spaces discussed in this work, the above “thickening approach” seems to be predestinated
for providing a general notion of a reduced Ashtekar-Lewandowski measure on these spaces.
Indeed, it even might help to drop the restriction to the structure group SU(2) (and tori) we
139This just means that pi ◦ σ = pi and σ(p · s) = σ(p) · s holds for all ∈ S.
140The author considers the situation where S is compact, connected and semisimple. Moreover, he assumes that
P consists of piecewise smooth and immersive loops with fixed base point, i.e., piecewise smooth and immersive
curves whose end points equal a fixed point in the base manifold. The arguments, however, also go through if
P = Pω and S is just compact and connected.
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have made in Subsection 6.2 in order to define the measure on Ared,g. The developments of this
thesis then should help to find the correct definitions, e.g., by requiring that, when restricting
to the set PFN, we get back the measure constructed in Subsection 6.1. Moreover, the net
of thickenings constructed in [35] for Hom(P,MorF) even seems generalizable to the space141
Homred,G(Pω,MorF). This is basically because this space (under mild assumptions) seems to
admit sufficiently many elements in order to make the relevant maps surjective.
Appendix
A Appendix to Preliminaries
A.1 Projective Structures and Radon Measures
In this section we adapt the standard facts on projective structures to our definitions from Sub-
section 2.3.
Lemma A.1
Let X be a projective limit of {Xα}α∈I w.r.t. the maps piα : X → Xα for α ∈ I and piα2α1 : Xα2 →
Xα1 for α1, α2 ∈ I with α2 ≥ α1. Then X is homeomorphic to
X̂ :=
{
xˆ ∈
∏
α∈I
Xα
∣∣∣∣∣ piα2α1 (xα2) = xα1 ∀ α2 ≥ α1
}
(151)
equipped with the subspace topology inherited from the Tychonoff topology on
∏
α∈I Xα.
Proof: The map η : X → X̂, x 7→ {piα(x)}α∈I is well-defined by Definition 2.2.2. Moreover,
η is continuous as it is so as a map from X to
∏
α∈I Xα. This is because prα ◦ η = piα is
continuous for all projection maps prα :
∏
α∈I Xα → Xα just by Definition 2.2.1. Then, η is a
homeomorphism if it is bijective because X is compact and X̂ is Hausdorff. Injectivity of η is
immediate from Definition 2.2.3. For surjectivity, assume that {xα}α∈I = xˆ ∈ X̂ with xˆ /∈ im[η],
i.e.,
⋂
α∈I pi
−1
α (xα) = η
−1(xˆ) = ∅. By continuity of piα, the sets pi−1α (xα) ⊆ X are closed, hence
compact by compactness of X. Consequently, there are finitely many α1, . . . , αk ∈ I such that
pi−1α1 (xα1) ∩ . . . ∩ pi−1αk (xαk) = ∅. By directedness of I, we find some α ∈ I such that αj ≤ α for all
1 ≤ j ≤ k, hence
{xαj} =
(
piααj ◦ piα
) (
pi−1α (xα)
)
= piαj
(
pi−1α (xα)
)
for all 1 ≤ j ≤ k. (152)
because pi−1α (xα) is non-empty (piα is surjective) and piααj (xα) = xαj for all 1 ≤ j ≤ k. Applying
pi−1αj to both sides of (152) gives pi
−1
αj (xαj ) ⊇ pi−1α (xα) for all 1 ≤ j ≤ k, which contradicts that
pi−1α1 (xα1) ∩ · · · ∩ pi−1αk (xαk) = ∅ holds. 
Lemma A.2
Let X and {Xα}α∈I be as in Definition 2.2. Then the normalized Radon measures on X are in
bijection with the consistent families of normalized Radon measures on {Xα}α∈I .
Proof: If µ is a normalized Radon measure onX, then it is straightforward to see that {piα(µ)}α∈I
is a consistent family of normalized Radon measures on {Xα}α∈I . For the converse statement
141This space is indeed closed as one easily deduces from compactness of the structure group S.
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define Cyl(X) :=
⋃
α∈I pi
∗
α(C(Xα)) ⊆ C(X). Then, Cyl(X) is closed under involution, separates
the points in X and vanishes nowhere. Moreover, Cyl(X) is closed under addition, since
f ◦ piα1 + g ◦ piα2 =
(
f ◦ piα3α1
) ◦ piα3 + (g ◦ piα3α2) ◦ piα3 ∈ Cyl(X), (153)
where α1, α2, α3 ∈ I with α1, α2 ≤ α3. It follows in the same way that Cyl(X) is closed under
multiplication. By Stone-Weierstrass theorem Cyl(X) is a dense ∗-subalgebra of C(X) and the
map I : Cyl(X)→ C, f ◦ piα 7→
∫
Xα
f dµα is well-defined, linear and continuous w.r.t. supremum
norm on C(X). In fact, if f ◦ piα1 = g ◦ piα2 , then (f ◦ piα3α1 ) ◦ piα3 = (g ◦ piα3α2 ) ◦ piα3 if α1, α2 ≤ α3.
Hence, f ◦ piα3α1 = g ◦ piα3α2 by surjectivity of piα3 so that the transformation formula yields
I(f ◦ piα1) =
∫
Xα1
f dµα1 =
∫
Xα3
f ◦ piα3α1 dµα3
=
∫
Xα3
g ◦ piα3α2 dµα3 =
∫
Xα2
g dµα2 = I(g ◦ piα2)
showing well-definedness of I. Linearity follows from (153) and for continuity observe that
|I(f ◦ piα)| ≤ ‖f‖∞ = ‖f ◦ piα‖∞,
by surjectivity of piα. Since I is linear and continuous, it extends to a continuous functional on
C(X) which, by Riesz-Markov theorem (see, e.g., 2.5 Satz in [16, Chap.VIII, §2]), defines a finite
Radon measure µ on B(X). Then µ(X) = I(1) = 1 and for each f ∈ C(Xα) we have∫
Xα
f d(pi∗αµ) =
∫
X
(f ◦ piα) dµ = I(f ◦ piα) =
∫
Xα
f dµα
so that pi∗αµ = µα, again by Riesz-Markov theorem. Finally, if µ′ is a further finite Radon
measure with pi∗αµ = µα for all α ∈ I, then I ′ : C(X) → C, f 7→
∫
X f dµ
′ is continuous and
I|Cyl(X) = I ′|Cyl(X) by transformation formula. Consequently, I = I ′ by denseness of Cyl(X) in
C(X) so that µ = µ′. 
B Appendix to Special Mathematical Background
B.1 Homogeneous Isotropic Connections
Assume that we are in the situation of Example 3.3, i.e., P = R3 × SU(2) and G := GE =
R3 o% SU(2). We show that the connections of the form
ωc(x,s)(~vx, ~σs) = c Ad(s
−1)[z(~vx)] + s−1~σs (~vx, ~σs) ∈ T(x,s)P
are exactly the ΦE-invariant ones. To verify their ΦE-invariance let (x, s) ∈ P , (v, σ) ∈ G and
(~vx, ~σs) ∈ T(x,s)P . Then d(x,s)L(v,σ)(~vx, ~σs) = (σ(~vx), σ~σs) so that
(L∗(v,σ)ω
c)(x,s)(~vx, ~σs) = ω
c
(v+σ(x),σs)(d(x,s)L(v,σ)(~vx, ~σs))
= c Ad(s−1σ−1) [z ◦ σ(~vx)] + s−1σ−1σ ~σs
= c Ad(s−1) ◦Ad(σ−1) ◦Ad(σ) ◦ z(~vx) + s−1~σs
= c Ad(s−1) [z(~vx)] + s−1~σs
= ωc(x,s)(~vx, ~σs).
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It remains to show that each ΦE-invariant connection equals ω
c for some c ∈ R. For this we
compute Φ∗pωc for p = (0, e) and show that there are no other linear maps ψ : R3× su(2)→ su(2)
that fulfil the two conditions in Wang’s theorem [36], see Case 8.25. For the first step we calculate
ψc(~v,~s) :=
(
Φ∗(0,e)ω
c
)
(~v,~s) = ωcp
(
d
dt
∣∣
t=0
Φ ((t~v, exp(t~s)), (0, e))
)
= ωcp
(
d
dt
∣∣
t=0
(t~v, exp(t~s))
)
= c z(~v) + ~s.
For the second one observe that pi(p) = 0 and G0 = {0}×SU(2). Then for j = (0, σ) ∈ G0 we have
j · p = (0, σ)(0, e) = (0, σ) = p · σ, hence φp(j) = σ. Consequently, if ψ : R3 × su(2) → su(2) is a
linear map as in Wang’s theorem, then, together with condition i.), this gives ψ(~s) = deφp(~s) = ~s.
So, it remains to show that ψ(~v) = c z(~v) for some c ∈ R and each ~v ∈ R3. Due to condition ii.),
we have ψ(~v) = Ad(σ−1) ◦ ψ ◦Ad(σ)(~v) for each σ ∈ SU(2). Moreover,
Ad(σ)(~v) = ddt
∣∣
t=0
(0, σ) ·δ (t~v, e) ·δ (0, σ)−1 = ddt
∣∣
t=0
(σ(t~v), σ) ·δ (0, σ−1)
= ddt
∣∣
t=0
(σ(t~v), σσ−1) = (σ(~v), 0),
hence ψ(~v) = Ad(σ) ◦ ψ ◦ σ−1(~v) for all ~v ∈ R3 and all σ ∈ SU(2). Then for σt := exp(t~s) with
~s ∈ su(2) it follows from linearity of ψ that
0 = ddt
∣∣
t=0
ψ(~v) = ddt
∣∣
t=0
Ad(σ−1t ) ◦ ψ(σt(~v))
= ddt
∣∣
t=0
σ−1t (ψ ◦ z−1)
(
σt z(~v) σ
−1
t
)
σt
lin.
= −~s ψ(~v) + (ψ ◦ z−1) (~s z(~v)− z(~v) ~s) + ψ(~v) ~s.
This is [~s, ψ(~v)] = (ψ ◦ z−1) ([~s, z(~v)]) for all ~v ∈ R3 and all ~s ∈ su(2) so that for 1 ≤ i, j, k ≤ 3 we
obtain
[τi, ψ(~ej)] = (ψ ◦ z−1)([τi, τj ]) = 2ijk(ψ ◦ z−1)(τk) = 2ijkψ(~ek).
This forces ψ(~v) = c z(~v) for some c ∈ R and all ~v ∈ R3, hence
ψ(~v,~s) = ψ(~v) + ψ(~s) = c z(~v) + ~s = ψc(~v,~s).
B.2 Abelian Group Structures and Quasi-Characters
Proposition B.1 (Proof of Proposition 3.11 )
1) Let X be a set and A ⊆ B(X) a unital C∗-algebra. Then, the families of quasi-characters
are in bijection with the continuous abelian group structures on X.
2) If X carries an abelian group structure, then a continuous abelian group structure on X is
compatible in the sense that
ιX(x) + ιX(y) = ιX(x+ y) ∀ x, y ∈ XA
iff the respective family K consists of characters.
Proof: • First, assume that X = Spec(A) carries an abelian group structure continuous w.r.t.
the Gelfand topology and let Γ denote the dual of X. Since the elements of K0 := Γ ⊆ C(X)
separate the point in X, we have K0 = C(X) by the Stone-Weierstrass theorem. Moreover,
the elements of K0 are linearly independent because
∫
X χdµH = 0 iff χ 6= 1. Since the Gelfand
transform is an isometric ∗-isomorphism, we have
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– K := G−1(K0) is closed under pointwise multiplication and complex conjugation,
– K = A,
– the elements of K are linearly independent.
Moreover, if f ∈ K and x ∈ X, then f(x) = ιX(x)(f) = G(f)(ιX(x)) ∈ S1, so that it remains
to show the property 4) from Definition 3.10. For this, let x, y ∈ X and f ∈ K. Then we have
f(x) · f(y) = G(f)(ιX(x)) · G(f)(ιX(y)) = G(f)(ιX(x) + ιX(y)) = (ιX(x) + ιX(y))(f), (154)
whereby the third step is due to G(f) ∈ Γ. Since ιX(X) ⊆ X is dense, we find a net {xα}α∈I
with ιX(xα)→ (ιX(x) + ιX(y)) so that
f(x) · f(y) (154)= lim
α
ιX(xα)(f) = lim
α
f(xα).
Moreover, there is a net {ιX(eα)}α∈J −→ e ∈ X, hence
lim
α
f(eα) = lim
α
G(f)(ιX(eα)) = G(f)(e) = 1
because G(f) ∈ Γ. If X is an abelian group with ιX(x + y) = ιX(x) + ιX(y) for all x, y ∈ X,
then
f(x+ y) = ιX(x+ y)(f) = G(f)(ιX(x+ y)) = G(f)(ιX(y)) + G(f)(ιX(y)) = f(x) · f(y).
• Let K = {fα}α∈I = A be a set of quasi-characters. We define the group structure on X as
follows. Let ψ1, ψ2, ψ ∈ X and G the ∗-algebra generated by K. For f :=
∑n
i=1 βifαi ∈ G we
define
(ψ1 + ψ2)(f) :=
∑n
i=1 βi ψ1(fαi)ψ2(fαi) ψ
−1(f) :=
∑n
i=1 βi ψ1(fαi) e(f) :=
∑n
i=1 βi.
These maps are well defined and linear just because the elements {fα}α∈I are linearly inde-
pendent. Moreover, they are multiplicative because fαfβ ∈ K if fα, fβ ∈ K and since ψ1, ψ2, ψ
are multiplicative. It follows from fαfα = 1 that ψ+ψ
−1 = e, and it is straightforward to see
that + is associative.
The crucial part now is to extend ψ1 + ψ2, ψ
−1 and e to A. Since these maps are linear, for
this it suffices to show their continuities. The algebraic properties of these maps then also hold
on A just by continuity. By denseness of ιX(X) ⊆ X, for each  > 0 we find x, y ∈ X such
that for i = 1, . . . , n and C := 2 · n ·max(|β1|, . . . , |βn|) we have
|ψ1(fαi)− ιX(x)(fαi)| ≤ /C as well as |ψ2(fαi)− ιX(y)(fαi)| ≤ /C.
It follows that |(ψ1 + ψ2) (
∑n
i=1 βi fαi)| ≤ A + |
∑n
i=1 βi ιX(x)(fαi)ιX(y)(fαi)|︸ ︷︷ ︸
B
for
A =
∣∣∑n
i=1 βi
[
ψ1(fαi)ψ2(fαi)− ιX(x)(fαi)ιX(y)(fαi)
] ∣∣
≤∑ni=1 |βi| [|ψ1(fαi)| |ψ2(fαi)− ιX(y)(fαi)|+ |ιX(y)(fαi)| |ψ1(fαi)− ιX(x)(fαi)|]
=
∑n
i=1 |βi| |ψ2(fαi)− ιX(y)(fαi)|+
∑n
i=1 |βi| |ψ1(fαi)− ιX(x)(fαi)| ≤ ,
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where the second last step is clear from im[fαi ] ⊆ S1 for i = 1, . . . , n. For the summand B
observe that we find a sequence {zn}n∈N ⊆ X with
fαi(x)fαi(y) = lim
k
fαi(zk) ∀ 1 ≤ i ≤ k,
so that this summand reads
B = |∑ni=1 βi ιX(x)(fαi)ιX(y)(fαi)| = |∑ni=1 βi limk fαi(zk)| = lim
k
|∑ni=1 βi fαi(zk)| ≤ ‖f‖∞.
This shows |(ψ1 + ψ2)(f)| ≤ ‖f‖∞ +  for each  > 0, hence |(ψ1 + ψ2)(f)| ≤ ‖f‖∞. Conse-
quently, ψ1 + ψ2 is continuous on G. For ψ
−1 we choose x as above, but now for fαi instead
of fαi , and conclude in the same way that |ψ−1(f)| ≤ ‖f‖∞ for f ∈ G. For continuity of e, we
choose a sequence {ek}k∈N ⊆ X with limk fαi(ek) = 1 for all 1 ≤ i ≤ n. Then
|e(f)| = |∑ni=1 βi| = |(∑ni=1 βi limk fαi(ek))| = lim
k
|∑ni=1 βi fαi(ek)| ≤ ‖f‖∞
showing continuity of e.
It remains to show continuity of the group structure. For this, keep in mind that a map into X
is continuous iff its composition with each fα ∈ K is continuous. This is because A is generated
by these elements. So, let {ψκ1 , ψκ2}κ∈J → (ψ1, ψ2) be a converging net. Then {ψκi }κ∈J → ψi
for i = 1, 2, and for fα ∈ K fixed we find κ ∈ J such that ‖ψi − ψκi ‖fα ≤ 2 for i = 1, 2 and all
κ ≥ κ0. Hence,
‖ψ1 + ψ2 − ψκ1 + ψκ2‖fα = |ψ1(fα)ψ2(fα)− ψκ1 (fα)ψκ2 (fα)|
≤ |ψ1(fα)| |ψ2(fα)− ψκ2 (fα)|+ |ψκ2 (fα)| |ψ1(fα)− ψκ1 (fα)|
= |ψ2(fα)− ψκ2 (fα)|+ |ψ1(fα)− ψκ1 (fα)| ≤ .
Continuity of inversion is straightforward now.
If X is an abelian group such that the elements in K are characters, then
(ιX(x) + ιX(y))(fα) = ιX(x)(fα)ιX(y)(fα) = fα(x+ y) = ιX(x+ y)(fα),
hence ιX(x) + ιX(y) = ιX(x+ y) as G ⊆ A is dense.
• We have to show that the established correspondence is one-to-one:
Let K be a set of quasi-characters that corresponds to a continuous group structure (+,−1 ) on
X. Then, for (+′,−1′ ) the continuous abelian group structure induced by K, and fα ∈ K, we
have
(ψ1 +
′ ψ2)(fα) = ψ1(fα)ψ2(fα) = G(fα)(ψ1)G(fα)(ψ2) = G(fα)(ψ1 + ψ2) = (ψ1 + ψ2)(fα)
because G(fα) ∈ Γ by construction. As above, here Γ denotes the dual of X (w.r.t. (+,−1 )).
Since ψ−1′(fα) = ψ(fα) = G(fα)(ψ) = G(fα)(ψ−1), the group structures (+,−1 ) and (+′,−1′ )
coincide. Here, the last equality is due to the fact that G(fα) is a character w.r.t. (+,−1 ).
Let K′ be the family of quasi-characters that corresponds to the group structure on X induced
by the family of quasi-characters K. Then, by definition, G(K′) = Γ is the dual group of X.
Obviously, G(K) ⊆ Γ, and since K = A, for χ ∈ Γ\G(K) we find a sequence G ⊇ {hn}n∈N → χ
with G the ∗-algebra generated by G(K). Then
1 =
∫
X
1 dµH = lim
n
∫
X
χ · hn dµH = lim
n
0 = 0
shows G(K) = Γ = G(K′), hence K = K′. 
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C Appendix to Spectral Extensions of Group Actions
C.1 Invariant Generalized Connections
Lemma C.1
The map ιA : A → A is injective if for each ~v ∈ TM there is γ ∈ P and s ∈ dom[γ] = [a, b], such
that γ˙(s) = ~v and γ|[a,t] ∈ P for all t ∈ (a, s] or γ|[t,b] ∈ P for all t ∈ [s, b).
Proof: By Lemma 3.7.1 it suffices to show that the respective cylindrical functions separate the
points in A. Since ρ is injective, it suffices to show that a connection ω is uniquely determined by
the values {hνγ(ω)}γ∈P for ν = {νy}y∈M ⊆ P fixed with νy ∈ Fy for all y ∈M . Moreover, since ω
is a connection, it even suffices to show that ω|TνyP is uniquely determined by this family for all
y ∈M . Now, ω|TvνyP is determined by the connection property of ω. Thus, we only have to show
that for x ∈M fixed and p := νx, there is an algebraic complement Hp of TvpP in TpP such that
ω|Hp is determined by the values {hνγ(ω)}γ∈P , or, due to (21), by any other family {hν
′
γ (ω)}γ∈P
with ν ′ = {ν ′y}y∈M ⊆ P another collection with ν ′y ∈ Fy for all y ∈M . For this, let (U0, φ0) be a
bundle chart of P with φ0(p) = (x, e), and define (observe that ν
′
x = νx = p)
ν ′y :=
{
φ−10 (y, e) if y ∈ U0
νy if y /∈ U0.
Then, Hp := dxφ
−1
0 (TxU0) is an algebraic complement of TvpP in TpP for which we have to show
that ω|Hp is determined by the values {hν′γ (ω)}γ∈P .
For this, fix ~v ∈ Hp and choose γ ∈ P with γ˙(s) = dpφ0(~v). Moreover, let a = τ0 < . . . < τk = b
be a decomposition of γ such that γi := γ|[τi,τi+1] is of class Ck.
• First, assume that s ∈ (a, b] with γ|[a,t] ∈ P for all t ∈ (a, s]. We find 0 ≤ i ≤ k − 1 with
s ∈ (τi, τi+1] and denote by δωq the horizontal lift of γi w.r.t. ω in q ∈ Fγ(τi). Then, for each
t ∈ (τi, τi+1] the restriction δωq |[τi,t] is the horizontal lift of γi|[τi,t] w.r.t ω in q. It follows from
horizontality of δωq and the connection properties of ω that
d
dt
∣∣
t=s
[pr2 ◦ φ0]
(
δωq (t)
)
= −dR[pr2◦φ0](δωq (s)) ◦ ω
(
d
dt
∣∣
t=s
φ−10 (γi(t), e)
)
.
Consequently, for γt := γ|[a,t] and q := Pωγi−1 ◦ . . . ◦ Pωγ0
(
ν ′γ(a)
)
we have
d
dt
∣∣
t=s
hν
′
γt(ω) =
d
dt
∣∣
t=s
[pr2 ◦ φ0]
(
δωq (t)
)
= −dR[pr2◦φ0](δωq (s)) ◦ ω
(
d
dt
∣∣
t=s
φ−10 (γi(t), e)
)
= −dRhν′γs (ω) ◦ ω(~v),
so that ω(~v) = − ddt
∣∣
t=s
hν
′
γt(ω) · hν
′
γs(ω)
−1 is completely determined by the family {hν′γ (ω)}γ∈P .
• Second, if s ∈ [a, b) with γ|[t,b] ∈ P for all t ∈ [s, b), by the first part we have
ω(−~v) = − ddt
∣∣
t=u
hν
′
γt
(ω) · hν′γu(ω)−1 
for γ the inverse of γ and u := b+a−s so that γ(u) = γ(s) and γ˙(u) = −γ˙(s). Thus, the claim
is clear because the occurring parallel transports are determined by that along the curves γ|[t,b]
for t ≥ s. This is clear from the homomorphism properties of parallel transports and that, up
to parametrization, γt is the inverse of some curve γ|[t′,b] for some t′ > s.
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Lemma C.2
If P is Φ-invariant, then P is θ-invariant.
Proof: Let P 3 γ : [a, b]→ M , ω ∈ A and g ∈ G. Moreover, denote by γωp the horizontal lift of
γ w.r.t. ω in p ∈ Fγ(a) and define
γ˜ := ϕg ◦ γ, γ˜ωp := Φg ◦ γωp , ω˜ := θ(g, ω), p˜ := Φ(g, p).
Then γ˜ωp (a) = p˜, pi ◦ γ˜ωp (t) = pi ◦ Φ
(
g, γωp (t)
)
= ϕ(g, γ(t)) = γ˜(t) and
ω˜γ˜ωp (t)
(
˙˜γωp (t)
)
=
(
Φ∗g−1ω
)
γ˜ωp (t)
(
˙˜γωp (t)
)
= ωγωp (t)
(
γ˙ωp (t)
)
= 0.
This shows that γ˜ωp (t) is the horizontal lift of γ˜ w.r.t. ω˜ in p˜, hence
P ω˜γ˜ (p˜) = γ˜ωp (b) = Φg
(Pωγ (p)).
Then, if we substitute p by p′ = Φg−1(p) and γ by γ′ := ϕg−1 ◦ γ, this gives
P ω˜γ (p) = Φg
(Pωγ′(p′)). (155)
Now, let ν = {νx}x∈M ⊆ P with νx ∈ Fx for all x ∈ M and define ψx(p) := ∆(νx, p). Then for
p := νγ(a) and γ
′ as above we obtain from the morphism properties of the maps Pωγ′ , Φg, ψx that(
θ∗gh
ν
γ
)
(ω) = hνγ(θ(g, ω)) =
[
ψγ(b) ◦ P ω˜γ
]
(νγ(a))
=
[
ψγ(b) ◦ Φg ◦ Pωγ′
] (
Φg−1(νγ(a))
)
=
[
ψγ(b) ◦ Φg ◦ Pωγ′
]
(νγ′(a)) · ψγ′(a)
(
Φg−1(νγ(a))
)
= ψγ(b)
[
Φg(νγ′(b)) · ψγ′(b)
(Pωγ′ (νγ′(a)))] · ψγ′(a)(Φg−1(νγ(a)))
= ψγ(b)
(
Φg(νγ′(b))
) · ψγ′(b) (Pωγ′ (νγ′(a))) · ψγ′(a)(Φg−1(νγ(a)))
= ψγ(b)
(
Φg(νγ′(b))
)︸ ︷︷ ︸
δ1
· hνγ′(ω) · ψγ′(a)
(
Φg−1(νγ(a))
)︸ ︷︷ ︸
δ2
.
(156)
Consequently, for the generators f ◦ hνγ of P with f ∈ C(S) we have
θ∗g
(
f ◦ hνγ
)
= (f ◦ Lδ1 ◦Rδ2) ◦ hνγ′ ∈ P,
hence θ∗g(C) ⊆ P for C ⊆ P the dense unital ∗-subalgebra generated by the functions f ◦ hνγ . For
this, observe that θ∗g1 = 1 for all g ∈ G. Finally, for f ∈ P let C ⊇ {fn}n∈N → f be a converging
sequence. Then θ∗gfn → θ∗gf , since θ∗g is an isometry, hence θ∗gf ∈ P. 
D Appendix to Modification of Invariant Homomorphisms
D.1 Analytic and Lie Algebra Generated Curves
Lemma D.1
1) Let γi : (ai, bi)→M be analytic embeddings and x an accumulation point of im[γ1]∩ im[γ2].
Then γ1(I1) = γ2(I2) for open intervals Ii ⊆ (ai, bi) with x ∈ γi(Ii) for i = 1, 2.
2) If dim[S] ≥ 1, then γ1 ∼A γ2 ⇐⇒ γ1 ∼im γ2 ⇐⇒ γ1 ∼par γ2.
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3) Let S be connected. If P ⊆ Pω is closed under decomposition and inversion, then P is
independent.
Proof: 1) See Lemma 5.3.1.
2) See Lemma 5.3.3.
3) It follows from Proposition A.1 in [21] that a set {δ1, . . . , δn} ⊆ Pω is independent if im[δi]∩
im[δj ] is finite for all 1 ≤ i 6= j ≤ n. Consequently, it suffices to show that each collection
of the form {γ, σ1, . . . , σl} ⊆ P, where im[σi] ∩ im[σj ] is finite for all 1 ≤ i 6= j ≤ n, admits
a refinement {δ1, . . . , δn} ⊆ P such that im[δi]∩ im[δj ] is finite for all 1 ≤ i 6= j ≤ n as well.
In fact, if {γ1, . . . , γd} is given, we can apply this to γ := γ1 and σ1 = γ2 in order to obtain a
refinement of {γ1, γ2} with the above intersection property. We now argue by induction. For
this, let 1 < l < d and {δ1, . . . , δn} be a refinement of {γ1, . . . , γl} such that im[δi] ∩ im[δj ]
is finite for all 1 ≤ i 6= j ≤ n. By assumption, for γ := γl+1 and σi := δi for i = 1, . . . , n
there is a refinement {δ′1, . . . , δ′n′} of {γl+1, δ1, . . . δn} such that im[δ′i]∩ im[δ′j ] is finite for all
1 ≤ i 6= j ≤ n′. Using 2), it is clear that {δ′1, . . . δ′n′} is a refinement of {γl+1, γ1, . . . , γl} as
well.
Now, if {γ, σ1, . . . , σl} ⊆ P is as above, for each pair (γ, σq) we denote by {Lpq}1≤p≤mq and
{Jpq }1≤p≤mq the corresponding overlapping intervals from Lemma 5.3.5 in dom[γ] = [a, b]
and dom[σq] for q = 1, . . . , l, respectively. We find a = τ0 < . . . < τn = b such that each L
p
q
occurs exactly once as an interval [τi(q,p), τi(q,p)+1]. For this, observe that
Lpq ∩ Lp
′
q′ = ∅ if q = q′ and p 6= p′,
and only can contain start and end points if q 6= q′. This is because im[σi] ∩ im[σj ] was
assumed to be finite for 1 ≤ i 6= j ≤ l. Then, γ|Lpq ∼im
[
σq|Jpq
]±1
so that for
I := {0 ≤ i ≤ n− 1 | i 6= i(q, p) for all 1 ≤ q ≤ l, 1 ≤ p ≤ mq}
the families {γ|[τi,τi+1]}i∈I and {σq|Jpq }1≤p≤mq for 1 ≤ q ≤ l provide a refinement in P of
{γ, σ1, . . . , σl} which has the desired intersection properties. 
D.2 Inclusion Relations
Proof of Proposition 5.15.2:
2) By assumption, we find an AdGx-invariant linear subspace V 6= {0} of g with V ⊕ gx ( g,
and a non-trivial AdpGx-equivariant linear map L : V → s. We choose ~g3 ∈ V \ ker[L],
~g1 ∈ g\ [V ⊕ gx] and define ~g2 := ~g3 + ~g1. Then, ~g2 ∈ g\gx by definition, and we have
~g3 x ~g1, ~g2. In fact, we even have
~g′ x ~g1, ~g2 ∀ g′ ∈ V (157)
since elsewise it would follow from Lemma 5.6.4 that
λ~g1 + Adh(~g
′) ∈ gx or λ(~g3 + ~g1) + Adh(~g′) ∈ gx
for some λ 6= 0 and h ∈ Gx. Then, by AdGx-invariance of V , in both cases we would have
that ~g1 ∈ V ⊕ gx, which contradicts the choice of ~g1.
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Now, for µ ∈ R let εµ denote the map (57) from Proposition 5.14.2 that corresponds to
the linear map µL and arises by modifying some ε′ along ~g3. Recall the open subsets (28),
and define γi := γ
x
~gi
|[0,l] for i = 1, 2 as well as γ3 := γx~g3 |[0,l] for some fixed l > 0 with
l < τ~g, τ~g1 , τ~g2 .
We are going to show that there is µ ∈ R and U ⊆ S open such that
κg′(ιA(ω)) ∈ Up,pγ1,γ2(εµ) =⇒ κg′(ιA(ω)) /∈ Upγ3(εµ), (158)
hence κg′(ιA(Ared)) ∩ Up,p,pγ1,γ2,γ3(εµ) = ∅. From this, it follows that
εµ /∈ κg′
(Ared) = κg′(ιA(Ared)),
hence Ared 3 κ−1g′ (εµ) /∈ Ared, which shows the claim. Observe that the neighbourhood
Up,pγ1,γ2(εµ) on the left hand side of (158) does not depend on µ ∈ R just because the values
µ(γi) for i = 1, 2 do not so.
Step 1:
Let U be a neighbourhood of e in S and ai ∈ S for i = 1, 2 the unique element with
ε′(γi)(p) = Φp(exp(l~gi)) · ai. Then, for ω ∈ Ared we have
κg′(ιA(ω)) ∈ Up,pγ1,γ2(εµ) =⇒ exp(−i lω(g˜i(p))) ∈ ai · U for i = 1, 2. (159)
In fact, since εµ(γi) = ε
′(γi) for i = 1, 2, we have
κg′(ιA(ω)) ∈ Up,pγ1,γ2(εµ) ⇐⇒ κg′(ιA(ω)) ∈ Up,pγ1,γ2(ε′)
Consequently, κg′(ιA(ω)) ∈ Up,pγ1,γ2(εµ) implies
Φp(exp(l~gi)) · exp(−i lω(g˜i(p))) (42)= κg′(ιA(ω))(γi)(p) ∈ ε′(γi)(p) · U for i = 1, 2.
This is equivalent to exp(−i lω(g˜i(p))) ∈ ai · U for i = 1, 2.
Step 2:
Let U := exp(i(−, )) for  < pi4 , and ti ∈ [0, 2pi) such that ai = exp(iti) for i = 1, 2. Then,
from (159) and ~g3 = ~g1 − ~g2, we see that κg′(ιA(ω)) ∈ Up,pγ1,γ2(εµ) implies
lω(g˜(p)) = −lω(g˜1(p))− [−lω(g˜2(p))] ∈
⊔
n∈Z
2pin+ [t1 − t2] + (−2, 2),
just because exp(−ilω(g˜1(p))− [−i lω(g˜2(p))]) ∈ exp(i2pin+i[t1− t2]) ·exp(i(−2, 2)). Now,
κg′(ιA(ω))(γ3)(p) = Φp(exp(l~g)) · exp(−i lω(g˜(p)))
by (42), hence
κg′(ιA(ω))(γ3)(p) ∈ Φp(exp(l~g)) · exp(i[t2 − t1]) · exp(i(−2, 2)).
Since L(~g) ∈ s = R, for µ = t2−t1+pilL(~g) we have just by definition of εµ that
εµ(γ3)(p) · U (56)= Φp(exp(l~g)) · exp(i[t2 − t1 + pi]) · exp(i(−, )),
hence κg′(ιA(ω)) /∈ Upγ3(εµ) by the choice of . 
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E Appendix to Lie Algebra Generated Configuration Spaces
E.1 Lemma and Definition 6.7
Well-definedness of (82): We have to show that pip(ε) ∈Mp for each ε ∈ Homred
(P∼g ,MorF).
For this, let ~g ∈ g\gx be fixed. We first show that (80), (81) hold for such λ 6= 0, l > 0 with
|λ|l < τ~g and such l, l′ > 0 with l, l′, l+ l′ < τ~g as well as equivariance for all 0 < l < τ~g. Then, an
easy refinement argument shows that the value
pip(~g, l, ε) :=
k∏
i=1
pip(~g, li, ε) for 0 < l1, . . . , lk < τ with l1 + · · ·+ lk = l
does not depend on the decomposition of l. From this, then it is immediate that (80), (81) as
well as equivariance also hold in the general case. For instance, if λ 6= 0, we have
pip(ε)(λ · ~g, l1 + · · ·+ lk) = pip(ε)(λ · ~g, lk) · ·pip(ε)(λ · ~g, l1)
= pip(ε)(~g, |λ|lk)sign(λ) · . . . · pip(ε)(~g, |λ|l1)sign(λ)
= pip(ε)(~g, |λ|[l1 + · · ·+ lk])sign(λ).
Now, let g := exp(l~g), g′ := exp(l′~g) and h := exp([l + l′] · ~g). Then we have
pip(ε)(~g, l + l
′) = ∆
(
Φexp((l+l′)~g)(p), ε
(
γx~g |[0,l+l′]
)
(p)
)
= ∆
(
Φh(p), ε
(
γx~g |[l′,l+l′]
) (
ε
(
γx~g |[0,l′]
)
(p)
))
= ∆
(
Φh(p), ε
(
ϕexp(l′~g) ◦ γx~g |[0,l]
) (
ε
(
γx~g |[0,l′]
)
(p)
))
= ∆
(
Φh(p),Φg′ ◦ ε
(
γx~g |[0,l]
) (
Φg′−1 ◦ ε
(
γx~g |[0,l′]
)
(p)
))
= ∆
(
Φg(p), ε
(
γx~g |[0,l]
)(
p ·∆(p,Φg′−1 ◦ ε (γx~g |[0,l′]) (p))))
= ∆
(
Φg(p), ε
(
γx~g |[0,l]
)(
p
)) ·∆(p,Φg′−1 ◦ ε (γx~g |[0,l′]) (p))
= pip(ε)(~g, l) ·∆
(
Φg′(p), ε
(
γx~g |[0,l′]
)
(p)
)
= pip(ε)(~g, l) · pip(ε)(~g, l′)
For equivariance, let ~g′ := Adh(~g). Then x′ := ϕh−1(x) = x, so that ∆(p ·s, p′ ·s) = αs−1(∆(p, p′))
shows
pip(ε) (Adh(~g), l) = ∆
(
Φh exp(l~g)h−1(p), ε
(
ϕh ◦ γx′~g |[0,l]
)
(p)
)
= ∆
(
Φh exp(l~g)
(
p · φp
(
h−1
))
,Φh ◦ ε
(
γx~g |[0,l]
)
(Φh−1(p))
)
= αφp(h) ◦∆
(
Φh ◦ Φexp(l~g) (p) ,Φh ◦ ε
(
γx~g |[0,l]
)
(p)
)
= αφp(h) ◦∆
(
Φexp(l~g) (p) , ε
(
γx~g |[0,l]
)
(p)
)
= αφp(h) ◦ pip(ε)(~g, l).
Finally, if λ > 0, then γxλ~g|[0,l] ∼A γx~g |[0,λl], and we obtain
pip(ε)(λ · ~g, l) = ∆
(
Φexp(λl~g)(p), ε
(
γxλ~g|[0,l]
)
(p)
)
= ∆
(
Φexp(λl~g)(p), ε
(
γx~g |[0,λl]
)
(p)
)
= pip(ε)(~g, λl).
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Moreover, since ϕexp(l~g) ◦ γx−~g|[0,l] ∼A
[
γx~g |[0,l]
]−1
, we have
pip(ε)(−~g, l) = ∆
(
Φexp(−l~g)(p), ε
(
γx−~g|[0,l]
)
(p)
)
= ∆
(
Φexp(−l~g)(p), ε
(
ϕexp(−l~g) ◦
[
γx~g |[0,l]
]−1)
(p)
)
= ∆
(
Φexp(−l~g)(p),Φexp(−l~g) ◦ ε
([
γx~g |[0,l]
]−1)
(Φexp(l~g)(p))
)
= ∆
(
p, ε
([
γx~g |[0,l]
]−1)
(Φexp(l~g)(p))
)
.
Then,
ε
([
γx~g |[0,l]
]−1) (
Φexp(l~g)(p)
) · pip(~g, l, ε) = ε([γx~g |[0,l]]−1) (Φexp(l~g)(p) · pip(~g, l, ε))
= ε
([
γx~g |[0,l]
]−1) (
ε
(
γx~g |[0,l]
)
(p)
)
= p
shows pip(ε)(−~g, l) · pip(ε)(~g, l) = 1, hence pip(ε)(−~g, l) = pip(ε)(~g, l)−1.
For the continuity statement let Homred(Pg,MorF) ⊇ {ει}ι∈I → ε ∈ Homred(Pg,MorF) be a
converging net, U ⊆ SU(2) open, ~g1, . . . , ~gk ∈ g\gx and l1, . . . , lk > 0. Let γi := γx~gi
∣∣
[0,li]
for
i = 1, . . . , k. By Lemma 4.18.2 we find ι0 ∈ I such that for all ι ≥ ι0 we have
ει ∈ Up,...,pγ1,...,γk(ε)
=
{
ε′ ∈ Homred(Pg,MorF) | ε′(γi)(p) ∈ ε(γi)(p) · U for i = 1, . . . , k
}
=
{
ε′ ∈ Homred(Pg,MorF) |∆
(
ε(γi)(p), ε
′(γi)(p)
) ∈ U for i = 1, . . . , k}
=
{
ε′ ∈ Homred(Pg,MorF) | pip(ε′)(~gi, li) ∈ pip(ε)(~gi, li) · U for i = 1, . . . , k
}
=
{
ε′ ∈ Homred(Pg,MorF) | pip(ε′) ∈ U~g1,l1(pip(ε)) ∩ · · · ∩ U~gk,lk(pip(ε))
}
,
where the third step is due to
∆
(
ε(γi)(p), ε
′(γi)(p)
)
= ∆
(
ε(γi)(p),Φexp(l~g)(p)
) ·∆(Φexp(l~g)(p), ε′(γi)(p))
= pip(ε)
(
~gi, li
)−1 · pip(ε′)(~gi, li).
This shows pip(ει)→ pip(ε), hence continuity of pip. 
Proof of (83): The claim follows from
pig·p·s(Adh(~g), l, ε) = ∆
(
Φexp(lAdh(~g))(Φg(p)) · s), ε
(
γ
ϕg(x)
Adh(~g)
∣∣
[0,l]
)
(Φg(p) · s)
)
= αs−1 ◦∆
(
Φh exp(l~g)h−1(g · p), ε
(
ϕh ◦ γϕg(x)~g
∣∣
[0,l]
)
(Φg(p))
)
= αs−1 ◦∆
(
Φh ◦ Φexp(l~g)(g · p) · φg·p(h)−1,Φh ◦ ε
(
γ
ϕg(x)
~g
∣∣
[0,l]
)
(Φh−1(g · p))
)
= α(s−1·φg·p(h)) ◦∆
(
Φg ◦ Φexp(lAdg−1 (~g))(p), ε
(
ϕg ◦ γxAdg−1 (~g)
∣∣
[0,l]
)
(g · p)
)
= α(s−1·φg·p(h)) ◦∆
(
Φg ◦ Φexp(lAdg−1 (~g))(p),Φg ◦ ε
(
γxAdg−1 (~g)
∣∣
[0,l]
)
(p)
)
= α(s−1·φg·p(h)) ◦∆
(
Φexp(lAdg−1 (~g))(p), ε
(
γxAdg−1 (~g)
∣∣
[0,l]
)
(p)
)
= α(s−1·φg·p(h)) ◦ pip
(
Adg−1(~g), l, ε
)
.
for 0 < l < τ~g. 
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E.2 Lemma 6.11
Proof of Lemma 6.11.2:
2) We always have 0 ∈ J(~g, p) because Ψ(λ · ~g) := 1 is a well-defined element of Mp. Now,
assume that the first two cases do not hold and choose Ψ0,Ψ1 ∈ Y p~g with
0 6= β0 := β(Ψ0) 6= β1 := β(Ψ1) 6= 0.
Let φ ∈ N denote the unique142 element with
Ψ0(λ · ~g) = exp(φ(λ) · ~sβ0) ∀ λ > 0,
and choose λ0, λ1 > 0 such that Ψ0(λ0 · ~g),Ψ1(λ1 · ~g) 6= ±1 holds. Then, for h ∈ Gx[~g] we
find µ ∈ {−1, 1} with
αφp(h) ◦Ψ0(λ · ~g) = Ψ0(λ · ~g)µ ∀ λ ∈ R.
Evaluating this for λ = λ0 and using Lemma 3.2.2, we see that one of the following situations
holds:
1.) µ = 1 and φp(h) ∈ Hβ0 ,
2.) µ = −1 and φp(h) = exp
(
pi
2 z(~m)
)
for some ~m ∈ R3 orthogonal to z−1(~sβ0) with ‖~m‖ = 1
and uniquely determined up to a sign.
In particular, αh(s) = s
−1 holds for ±1 6= s ∈ H~n′ iff 〈~m,~n′〉 = 0.
We now distinguish between the following two cases:
Case A: For each h ∈ Gx[~g] Situation 1.) holds. Then,
αφp(h) ◦Ψ1(λ1 · ~g) = Ψ1(λ1 ·Adh(~g)) = Ψ1(λ1 · ~g)
shows φp(h) ∈ Hβ0 ∩Hβ1 = {−1,1}, so that for each β ∈ Ps the map
Ψ′(λ · ~g) := exp(sign(λ)φ(|λ|) · ~sβ) ∀ λ ∈ R (160)
is obviously equivariant, hence contained in Y p~g . This shows that J(~g, p) is of Type 4).
Case B: We find h ∈ Gx[~g] such that Situation 2.) holds, hence Adh(~g) = −~g and h 6= ±1.
Using equivariance, we obtain
αφp(h) ◦Ψ1(λ1 · ~g) = Ψ1(λ1 ·Adh(~g)) = Ψ1(λ1 · ~g)−1,
hence 〈z−1(~sβ1), ~m〉 = 0 because Ψ1(λ1 · ~g) 6= ±1 just by the choice of λ1. Thus,
J(~g, p) ⊆ {0} unionsq⋃~n∈R3\{0} : 〈~n,~m〉=0 [ z(~n)].
so that it remains to show that even equality holds:
142This follows by the arguments as in the proof of Lemma and Convention 3.9.3.
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• Let h 6= h′ ∈ Gp[~g] be a further element for which Situation 2.) holds. Then, the above
arguments show
J(~g, p)\{0} ⊆
⋃
~n∈R3\{0} : 〈~n,~m〉=0
[ z(~n)] ∩
⋃
~n∈R3\{0} : 〈~n,~m′〉=0
[ z(~n)],
so that J(~g, p) would be of Type 2) if ~m and ~m′ were linearly independent. Since this
contradicts the assumption, we have φp(h
′) = ± exp (pi2 z(~m)).
• Let h 6= h′ ∈ Gp[~g] be an element for which Situation 1.) holds. Then, as in Case A, we
conclude that φp(h
′) ∈ Hβ0 ∩Hβ1 = {1,−1}.
Now, to show that J(~g, p) is of Type 3), let ~n ∈ R3\{0} with 〈~n, ~m〉 = 0 and β := [ z(~n)] ∈
Ps. We define Ψ′ by (160). This map is equivariant because for each h0 ∈ Gx[~g] we either
have φp(h0) = ±1 and Adh0(~g) = ~g or φp(h0) = ± exp
(
pi
2 ~m
)
Adh0(~g) = −~g. In fact, let
λ ∈ R. Then, in the first case we have
αφp(h0) ◦Ψ′(λ · ~g) = αφp(h0) ◦ exp
(
sign(λ)φ(|λ|) · ~sβ
)
= exp
(
sign(λ)φ(|λ|) · ~sβ
)
= Ψ′(λ · ~g) = (Ψ′ ◦Adh)(λ · ~g),
and in the second one
αφp(h0) ◦Ψ′(λ · ~g) = αφp(h0) ◦ exp
(
sign(λ)φ(|λ|) · ~sβ
)
= exp
(
sign(λ)φ(|λ|) · ~sβ
)−1
= Ψ′(−λ · ~g) = (Ψ′ ◦Adh)(λ · ~g)
holds. 
E.3 Completeness and Independence of the Family in Example 6.14
Recall that x = 0, that ~v,~v⊥ are orthogonal, ~s0 = z(~v), ~s⊥ = z(~v⊥), and that
E≥ := {λ1~s0 + λ2~s⊥ | λ1 ∈ R, λ2 ≥ 0}.
Then, for each ~g ∈ g\gx = [R3\{0}]× su(2) we find
~s ∈ E≥0 h = (0, σ) ∈ Gx = {0} × SU(2) λ 6= 0,
such that ~g = λ ·Adh((~v,~s)) holds, hence {~v} × E≥ is complete by (53).
• In fact, since Ad(0,σ)((~v,~s)) = (%(σ)(~v),Adσ(~s)) holds for all σ ∈ SU(2), running over σ ∈ H~v
generates the set {~v} × su(2).
• Thus, running over SU(2) gives S2×su(2) as ‖~v‖ = 1, and since each element of [R3\{0}]×su(2)
equals, up to some non-zero factor, some element of S2 × su(2), the statement is clear.
We now have to show that replacing E≥ by E0 does not change this fact, that E0 consists of
stable elements, and that it is independent. For this, we first have to determine the Lie algebra
generated curves. To this end,
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a.) We take a closer look at the group G˜ := R3 o SO(3) whose exponential map is given by143
e˜xp
(
(~v, ~r)
)
=
(
A(~r)(~v), exp(~r)
)
for A(~r) :=
∑∞
k=1
1
k!~r
k−1
with (~v, ~r) ∈ R3 × so(3) and exp(~r) the matrix exponential in SO(3). We let
ϕ˜((v,R), x) := v +R(x) ∀ (v,R) ∈ R3 × SO(3), x ∈ R3
and define %˜ : G→ G˜, (v, σ) 7→ (v, %(σ)). Then, %˜ is a Lie group homomorphism and
ϕy = ϕ˜y ◦ %˜ ∀ y ∈M = R3 (161)
holds for ϕy the induced action that corresponds to the action of R
3 o% SU(2) on P . Thus,
for exp the exponential map in R3 × SU(2) and ~r := de%(~s), we have
γx(~v,~s)(t) = (ϕx ◦ exp)
(
(t · ~v, t · ~s)) (161)= (ϕ˜x ◦ exp)(de%˜(t · ~v, t · ~s))
= (ϕ˜x ◦ e˜xp)
(
(t · ~v, t · de%(~s))
)
= A(t · ~r)(t · ~v) = ∑∞k=1 tkk!~r k−1~v, (162)
hence γ˙x(~v,~s)(t) = exp(t · ~r)(~v). In particular, since de%(λ · ~s0)(~v) = 0, (162) shows that
γx(~v,λ·~s0)(t) = t · ~v ∀ λ ∈ R,
hence that {~v} × E0 is complete as well.
b.) Let ~s,~s′ ∈ su(2) and σ ∈ SU(2) be such that (we write σ(~v) instead of %(σ)(~v) in the following)
γx(~v,~s)|[0,l] = γx±(σ(~v),~s′) ◦ ρ|[0,l] (163)
holds for some diffeomorphism ρ with ρ˙ > 0. Then, σ(~v) = ±~v, as well as ~s′ = ±~s or
~s,~s′ ∈ spanR(~s0).
In fact, combining γ˙x(~v,~s)(t) = exp(t · ~r)(~v) (~r = de%(~s)) with (163), for ~r′ := de%(~s′) we obtain
exp(t · ~r)(~v) = γ˙x(~v,~s)(t)
(163)
= ρ˙(t) · γ˙x±(σ(~v),~s′)(ρ(t)) = exp(±ρ(t) · ~r′)(±ρ˙(0) · σ(~v)).
Since ‖~v‖ = 1 and ‖ exp(t · ~r)(~v)‖ = 1 for all t ∈ [0, l], we have ρ˙ = 1, hence ρ(t) = t for all
t ∈ [0, l]. Evaluating this for t = 0, we see that σ(~v) = ±~v holds, hence
exp(t · ~r)(~v) = exp(±t · ~r′)(~v) ∀ t ∈ R. (164)
Since the images of the maps on both hand sides of (164) are circles which traverse through
~v in the planes orthogonal to ~r and ~r′, respectively, we conclude that one of the following
situations holds:
• ~r = λ · ~r′ for λ 6= 0
• ~r, ~r′ ∈ spanR(~v) ⇐⇒ ~s,~s′ ∈ spanR(~s0)
143One easily verifies that d
dt
∣∣
t=s
e˜xp(t · (~v, ~r)) = dLe˜xp(s·(~v,~r))(~v, ~r) holds.
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In the second case, we have done. In the first case, we deduce that ~r = ±~r′, hence ~s = ±~s′
holds because the tangent vectors of the above curves at t = 0 have to coincide, and are given
by ~r × ~v and ±~r′ × ~v, respectively. This is because
‖~r × ~v‖ = ‖~r‖ · ‖~v‖ · | sin(θ)| and ‖~r′ × ~v‖ = ‖~r′‖ · ‖~v‖ · | sin(θ′)|,
whereby the angles θ and θ′ between the respective vectors coincide modulo pi. †
Now, for stability, let (163) hold for ~s′ = Adσ(~s) with ~s ∈ E0. Then, b.) shows144
Ad(0,σ)((~v,~s)) = (σ(~v),Adσ(~s)) = ±(~v,~s),
hence (0, σ) ∈ Gx[(~v,~s)]. This shows stability of (~v,~s).
For independence, assume that (~v,~s) ∼x (~v,~s′′) holds for ~s,~s′′ ∈ E0. Then, by (52) in Lemma
5.12.2 the equation (163) holds for ~s′ = Adσ(~s′′) for some σ ∈ SU(2). Hence, (σ(~v), ~s) =
±(~v,Adσ(~s′′)) by b.) because ~s,Adσ(~s′′) ∈ spanR(~s0) already implies that both elements are
zero.
• If σ(~v) = ~v, then σ ∈ H~v = H~s0 so that ~s = Adσ(~s′′) implies ~s = ~s′′ just because ~s,~s′′ ∈ E0.
• If σ(~v) = −~v, then σ = ± exp(pi2 z(~m)) for ‖~m‖ = 1 with ~m ⊥ ~v. Since ~s = 0 iff ~s′′ = 0, we can
assume that ~s,~s′′ 6= 0 holds because elsewise the statement is clear. Then, the claim follows if
we can show that either ~v⊥ = ±~m holds or that ~v⊥ and ~m are orthogonal.
In fact, if ~v⊥ and ~m are orthogonal, then we have
Adσ(~s
′′) = −~s′′ =⇒ −~s = Adσ(~s′′) = −~s′′ =⇒ ~s′′ = ~s.
Moreover, if ~v⊥ = ±~m holds, then Adσ(~s′′) ∈ E0, hence ~s = 0 since elsewise Adσ(~s′′) = −~s /∈ E0
would give a contradiction as well.
Now, to show that one of the above cases holds, let ~w := z−1(~s) and denote by D(~m) the
rotation in R3 by pi around ~m. Since 0 6= ~s ∈ E0, we have ~w = λ · ~v + µ · ~v⊥ for some µ > 0.
Then, D(~m)(~w) must be contained in spanR(~v,~v⊥) because Adσ(~s′′) = −~s and ~s ∈ E0 holds.
Then, since D(~m)(~w) = −λ · ~v + µ ·D(~m)(~v⊥), the element D(~m)(~v⊥) must be contained in
spanR(~v,~v⊥) as well. However, ~v⊥ = 〈~v⊥, ~m〉 · ~m+ 〈~v⊥, ~v × ~m〉 · ~v × ~m, so that
D(~m)(~v⊥) = 〈~v⊥, ~m〉 · ~m− 〈~v⊥, ~v × ~m〉 · ~v × ~m
can only be contained in spanR(~v,~v⊥) if
0 = 〈D(~m)(~v⊥), (~v × ~v⊥)〉
= 〈~v⊥, ~m〉 · 〈~m,~v × ~v⊥〉 − 〈~v⊥, ~v × ~m〉 · 〈~v × ~m,~v × ~v⊥〉
= det(~m,~v,~v⊥) · 〈~m,~v⊥〉 − det(~v⊥, ~v, ~m) · 〈~m,~v⊥〉
= 2 · det(~m,~v,~v⊥) · 〈~m,~v⊥〉.
Here, in the third step, we have applied 〈~a×~b,~c× ~d〉 = 〈~a,~c〉 · 〈~b, ~d〉−〈~b,~c〉 · 〈~a, ~d〉 to the second
summand. The above equality now shows that either ~v⊥ = ±~m holds or that ~m is orthogonal
to ~v⊥.
144Observe that ~s ∈ span
R
(~s0) already means that ~s = 0, hence ~s
′ = 0 holds.
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F Appendix to Homogeneous Isotropic LQC
F.1 Proof of the Lemma in Subsection 7.4
Proof of Lemma 7.13:
2) It suffices to show the claim for R ⊆ R. Now, piτ,r ◦ ιR is continuous by (124), so that
pi′τ,r(R) = (piτ,r ◦ ι)(R) ⊆ SU(2) is connected. Since each proper Lie subalgebra of su(2)
is of dimension 1 and since SU(2) is connected, each proper Lie subgroup of SU(2) is of
dimension 1 as well. Let H ⊆ SU(2) be such a proper Lie subgroup with pi′τ,r(R) ⊆ H.
Then h = spanR(~s ) for some 0 6= ~s ∈ su(2). Then H~s is the unique connected Lie subgroup
of H with Lie algebra h, i.e., the component of 1 in H. But 1 = pi′τ,r(0R) ∈ pi′τ,r(R) ∩H,
hence pi′τ,r(R) ⊆ H~s by connectedness of piτ,r(R). This, however, cannot be true as (123)
shows.
3) Let x ∈ RBohr ⊆ R. Then
pi′τ,r(x)
(126)
= exp
(
τ
2τ3
)−1 · (ξ(x)([hνγτ,r ]ij |Ared))ij = (ξ(x)([exp ( τ2τ3)−1 · hνγτ,r ]ij |Ared))ij
=
ξ(x)(c 7→ cos(βcτ) + i2βc sin(βcτ)) ξ(x)(c 7→ crβc sin(βcτ))
ξ(x)
(
c 7→ − crβc sin(βcτ)
)
ξ(x)
(
c 7→ cos(βcτ)− i2βc sin(βcτ)
)
=
(
ξ(x) (c 7→ cos(crτ)) ξ(x) (c 7→ sin(crτ))
ξ(x) (c 7→ − sin(crτ)) ξ(x) (c 7→ cos(crτ))
)
=
(
x
(
c 7→ exp(−crτ · τ2)ij
))
ij
∈ Hτ2 ,
where the second step is due to multiplicativity of ξ(x) and the third one follows from (124).
The fourth step is due to the fact that the (unique) decompositions of the matrix entries
a : c 7→ cos(βcτ) + i2βc sin(βcτ) and b : c 7→ crβc sin(βcτ) (165)
in (124) into direct sums of the form C0(R)⊕ CAP(R) are given by
a(c) =
(
cos(βcτ) +
i
2βc
sin(βcτ)− cos(crτ)
)
+ cos(crτ) (166)
b(c) =
(
cr
βc
sin(βcτ)− sin(crτ)
)
+ sin(crτ). (167)
The last step is due to closedness of Hτ2 and that we find a net {cα}α∈I ⊆ R such that for
each 1 ≤ i, j ≤ 2 we have
x
(
c 7→ exp(crτ · τ2)ij
)
= lim
α
exp
(
cαrτ · τ2
)
ij
.
Obviously, pi′τ,r|RBohr : RBohr → Hτ2 is surjective. For the intersection statement observe
that by (124) and (12) we have s ∈ pi′τ,r(R)∩Hτ2 iff sin(βcτ) = 0, hence cos(βcτ) = ±1, i.e.,
s = ±1.
1) Let µ0 denote the Haar measure on SU(2). By 3) we have µ0
(
pi′τ,r
(
R
))
= µ0(pi
′
τ,r(R)) +
µ0
(
Hτ2
)
and (124) shows that pi′τ,r|R is an immersion. In fact, the derivatives of the functions
(165) are given by
a˙(c) = − cr2τβc sin(βcτ) + icr
2
2β2c
[
cos(βcτ)τ − 1βc sin(βcτ)
]
b˙(c) = rβc sin(βcτ)− c
2r3
β3c
sin(βcτ) +
c2r3τ
β2c
cos(βcτ),
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so that we have b˙(0) = 2r sin
(
τ
2
) 6= 0 because 0 < τ < 2pi and a˙(c) 6= 0 if c 6= 0. Conse-
quently, pi′τ,r(R) can be decomposed into countably many 1-dimensional embedded subman-
ifolds each of measure zero w.r.t. the Haar measure on SU(2). Hence, µ0(pi
′
τ,r(R)) = 0 and,
obviously we have µ0
(
Hτ2
)
= 0 as well.
4) Let x 6= y with pi′τ,r(x) = pi′τ,r(y). If x = −y, a closer look at the entry (piτ,r)12 (b in (165))
shows that sin(βxτ) = 0 = sin(βyτ) holds, hence x = an and y = a−n for some n ∈ Z6=0. If
|x| 6= |y|, then βx 6= βy, so that a closer look at the entry (piτ,r)11 (a in (165)) shows145 that
either τβx, τβy ∈ {2pin | n ∈ N≥1} or τβx, τβy ∈ {(2n− 1)pi | n ∈ N≥1} holds. Thus, x = an
and y = am for some m,n ∈ Z6=0, from which the first part follows. The merging property
is immediate from the formulas (166) and (167). 
G Appendix to A Characterization of Invariant Connections
G.1 The Proof of the Case in Subsection 8.3.3
Proof of Case 8.29. The only patch is M × {e} so that a reduced connection is a smooth
map ψ : g × TM → s with the claimed linearity property and that fulfils the two conditions
from Corollary 8.10. Obviously, ii.) and iii.) are equivalent. Moreover, i.) follows from i.) for
pα = pβ = (x, e), q = (e, e), ~wpβ = ~vx and ~wpα = ~0(x,e), see also a.) in Remark 8.12. To obtain
ii.) let ~vx ∈ TxM , q ∈ Q and q · (x, e) = (y, e). Then dLq~vx = (~vy,−~s) for elements ~vy ∈ TyM
and ~s ∈ s so that
ψ+(dLq~vx) = ψ
+(~vy,−~s) = ψ
(
~0g, ~vy
)− ~s i.)= ρ(q) ◦ ψ(~0g, ~vx).
It remains to show that i.) and ii.) imply i.). To this end, let (y, e) = q · (x, e) for x, y ∈ M and
q ∈ Q. Then i.) reads
g˜(y, e) + ~vy − ~s = dLq~vx =⇒ ψ−(~g,~vy, ~s) = ρ(q) ◦ ψ
(
~0g, ~vx
)
,
where ~vx ∈ TxM ,~vy ∈ TyM , ~s ∈ s and ~g ∈ g. Let dLq~vx = (~vy,−~s) be as above. If ii.) is true,
then it is clear from
ψ−(~vy, ~s) = ψ+(dLq~vx)
ii.)
= ρ(q) ◦ ψ(~0g, ~vx)
that i.) is true for
((
~0g, ~s), ~vy
)
, i.e.,
~0g + ~vy − ~s = dLq~vx =⇒ ψ
(
~0g, ~vy
)− ~s = ρ(q) ◦ ψ(~0g, ~vx).
Due to i) and the linearity properties of ψ, the condition i.) then is also true for each other
element ((~g ′, ~s ′), ~v ′y) ∈ q× TyM with g˜′(y, e) + ~v′y − ~s′ = dLq~vx. 
G.2 A Result used in the End of Section 8.3
We consider the fibre transitive action Φ′ : GE × P → P that is defined by Φ′((v, σ), (x, s)) :=
(v + σ(x), s) and claim that the connection
ω0(~vx, ~σs) = s
−1~σs ∀ (~vx, ~σs) ∈ T(x,s)P
145Consider the graph of the curve R≥0 3 β 7→ cos(βτ)~e1 + 12β sin(βτ)~e2 ∈ R2. Then, compare its self intersection
points with the zeroes of the function b : c 7→ cr
βc
sin(βcτ).
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is the only Φ′-invariant one. For this, observe that the stabilizer of x = 0 w.r.t. ϕ′ is given by
SU(2) and φ′(0,e)(σ) = e for all σ ∈ SU(2). We apply Wang’s theorem to p = (0, e). Then condition
a) yields ψ(~s ) = 0 for all ~s ∈ su(2) and b) now reads ψ◦Adσ = ψ for all σ ∈ SU(2). Consequently,
for ~v ∈ R3 ⊆ e = R3 × su(2) we obtain
0 = ddt
∣∣
t=0
ψ(~v) = ddt
∣∣
t=0
ψ ◦Adexp(t~s)(~v)
= ψ
(
d
dt
∣∣
t=0
%(exp(t~s))(~v)
)
= ψ ◦ z−1([~s, z(~v)])
for all ~s ∈ su(2) just by linearity of ψ. This gives
0 = ψ
(
z−1([τi, z(~ej)])
)
= ψ
(
z−1([τi, τj ])
)
= 2ijkψ(~ek),
hence ψ = 0 = Φ′p∗ω0.
G.3 Spherically Symmetric Connections
We consider the action Φ of SU(2) on P defined by Φ(σ, (x, s)) := (σ(x), σs) and show that the
corresponding invariant connections are given by (see (150) in Example 8.30)
ωabc(~vx, ~σs) := Ads−1
[
a(x)z(~vx) + b(x)[z(x), z(~vx)] + c(x)[z(x), [z(x), z(~vx)]]
]
+ s−1~σs
with rotation invariant maps a, b, c : R3 → R for which the whole expression is a smooth connec-
tion. Now, a straightforward calculation shows that each ωabc is Φ-invariant so that it remains
to verify that each Φ-invariant connection is of the upper form. To this end, we reduce the con-
nections ωabc w.r.t. P∞ = R3 × {e} and show that each map ψ as in Case 8.29 can be obtained
in this way. For this, let ~g ∈ g, p = (x, e) ∈ P∞ and γx : (−, ) → M be a smooth curve with
γ˙x(0) = ~vx ∈ TxM ⊆ TpP∞. Then
d(e,p)Φ(~g,~vx) =
(
d
dt
∣∣
t=0
z−1
(
exp(t~g)z(γx(t)) exp(t~g)
−1) , exp(t~g))
=
(
z−1 ([~g, z(x)]) + ~vx, ~g
)
.
(168)
This equals ~s iff ~g = ~s and ~vx = z
−1([z(x), ~g]). Consequently, for the reduced connection ψabc that
corresponds to ωabc we obtain
ψabc(~g,~vx) =
(
Φ∗ωabc
)
(e,p)
(~g,~vx)
= ωabcp
(
z−1 ([~g, z(x)] + z(~vx)) , ~g
)
= a(x)
[
[~g, z(x)] + z(~vx)
]
+ b(x)
[
[z(x), [~g, z(x)]] + [z(x), z(~vx)]
]
+ c(x)
[
[z(x), [z(x), [~g, z(x)]]] + [z(x), [z(x), z(~vx)]]
]
+ ~g.
Now, assume that ψ is as in Case 8.29. Then for q ∈ Q and p ∈ P∞ we have q · p ∈ P∞ iff
q = (σ, σ) for some σ ∈ SU(2) and p = (x, e) for some x ∈ M . Consequently, q · p = (σ(x), e) as
well as dLq(~vx) = σ(~vx) for all ~vx ∈ TxM so that ii.) gives
ψ
(
~0g, σ(~vx)
)
= ψ+(dLq(~vx)) = Adσ ◦ ψ
(
~0g, ~vx
)
,
hence
ψ
(
~0g, ~vx
)
= Adσ−1 ◦ ψ
(
~0g, σ(~vx)
) ∀ ~vx ∈ TxM. (169)
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If x 6= 0, then for σt := exp(tz(x)) we have σt(x) = x and σt(~vx) ∈ TxM for all t ∈ R. Then
linearity of ψx := ψ|g×T(x,e)P∞ yields
0 = ddt
∣∣
t=0
ψ
(
~0g, ~vx
) (169)
= ddt
∣∣
t=0
Adσ−1t
◦ ψx
(
~0g, σt(~vx)
)
= ddt
∣∣
t=0
σ−1t
(
ψx ◦ z−1
) (
σt z(~vx) σ
−1
t
)
σt
lin.
= −z(x) ψx
(
~0g, ~vx
)
+
(
ψx ◦ z−1
)
[z(x)z(~vx)− z(~vx)z(x)] + ψx
(
~0g, ~vx
)
z(x),
hence
[
z(x), ψx
(
~0g, ~vx
)]
=
(
ψx ◦ z−1
)
([z(x), z(~vx)]). For x = λ~e1 6= 0 and κj := ψ
(
~0g, ~vx
)
with
~vx = ~ej this reads
[τ1, κj ] =
(
ψx ◦ z−1
)
([τ1, τj ]) =
(
ψx ◦ z−1
)
(21jkτk) = 21jkψx
(
~0g, ~ek
)
= 21jkκk.
From these relations it follows that
κ1 = r(λ) τ1 κ2 = s(λ) τ2 + t(λ) τ3 κ3 = s(λ) τ3 − t(λ) τ2
for real constants r(λ), s(λ), t(λ) depending on λ ∈ R\{0}. Then for x = λ~e1 and
a(λ~e1) := r(λ) b(λ~e1) :=
t(λ)
2λ
c(λ~e1) :=
r(λ)− s(λ)
4λ2
linearity of ψx yields that
ψ
(
~0g, ~vx
)
= a(x)z(~vx) + b(x)[z(x), z(~vx)] + c(x)[z(x), [z(x), z(~vx)]].
Now, if x 6= 0 is arbitrary, then x = σ(λ~e1) for some σ ∈ SU(2) and λ > 0. So, (σ, σ) · (λ~e1, e) =
(x, e) and if we consider σ−1(~vx) as an element of T(λ~e1,e)P∞, then ii.) yields
ψ
(
~0g, ~vx
)
= ψ+(~vx) = ψ
+
(
dL(σ,σ)
(
σ−1(~vx)
))
ii.)
= Adσ ◦ ψ+
(
σ−1(~vx)
)
= Adσ ◦ ψ
(
~0g, σ
−1(~vx)
)
= a(λ~e1)z(~vx) + b(λ~e1) [z(x), z(~vx)] + c(λ~e1)[z(x), [z(x), z(~vx)]].
For x = 0 we have σ(x) = x for all σ ∈ SU(2) and analogous to the case x 6= 0 but now for
σt := exp(t~g) with ~g ∈ g we obtain from (169) that[
~g, ψ0
(
~0g, ~v0
)]
=
(
ψ0 ◦ z−1
)
([~g, z(~v0)]) ∀ ~g ∈ su(2),∀ ~v0 ∈ T0M.
This gives
[
τi, ψ0
(
~0g, ~ej
)]
= 2ijkψ0
(
~0g, ~ek
)
and forces ψ0(~v0) = a(0)z(~v0) for all ~v0 ∈ T(0,e)P∞
where a(0) ∈ R is some constant. Together, this shows
ψ
(
~0g, ~vx
)
= a(x)z(~vx) + b(x)[z(x), z(~vx)] + c(x)[z(x), [z(x), z(~vx)]]
with functions a, b, c that depend on ‖x‖ in such a way that the whole expression is smooth.
Finally, to determine ψ
(
~g,~0x
)
for ~g ∈ su(2) = g, we consider z−1([z(x), ~g]) as an element of
T(x,e)P∞. Then by (168) we obtain from i.) that ψ
(
~g, z−1([z(x), ~g])
)− ~g = 0, hence
ψ
(
~g,~0x
)
= ~g − ψ(~0g, z−1([z(x), ~g]))
= ~g − a(x)[z(x), ~g]− b(x)[z(x), [z(x), ~g]]− c(x)[z(x), [z(x), [z(x), ~g]]]
= a(x)[~g, z(x)] + b(x)[z(x), [~g, z(x)]] + c(x)[z(x), [z(x), [z(x), ~g]]] + ~g.
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Symbols
Principal Fibre Bundles:
(P, pi,M, S) Principal fibre bundle with total space P , base manifold M and
structure group S.
15, 35
Fx Fibre pi
−1(x) over x ∈M in P . 15
ν Fixed family {νx}x∈M ⊆ P with νx ∈ Fx for all x ∈M . 35
∆ Difference of two points in the same fibre of a principal fibre
bundle.
16, 35
ψx The map P → S, p 7→ ∆(νx, p) for {νx}x∈M a fixed family with
νx ∈ Fx for all x ∈M .
35
φp Homomorphisms φp : Gpi(p) → S with Φ(h, p) = p · φp(h) for all
h ∈ Gpi(p).
17, 62
A Set of smooth connections on the principal fibre bundle P . 16, 37
Pωγ Parallel transport Pωγ : Fγ(a) → Fγ(c) along γ : [a, b]→M w.r.t.
ω.
16, 35
Groups and Actions:
(G,Φ) Lie group of automorphism of (P, pi,M, S). 16
Ared Set of Φ-invariant connections. 36, 37
αg Conjugation in G by g ∈ G. 14
Q The Lie group G× S. 17
Ξ Action Ξ: ((g, s), p) 7→ Φ(g, p) · s of Q on P . 17
Qp The stabilizer of Q w.r.t. Ξ. 17
ρ In Section 8 the representation ρ : Q→ Aut(s), (g, s) 7→ Ads. 17, 143
ϕ Action induced by Φ on the base manifold M . 16, 36
θ In the bundle context, action induced by Φ on the set A of
smooth connections.
17, 35
Projective Spaces and Actions on Lie Algebras:
Pg Projective space that corresponds to g. 56
Ps Projective space that corresponds to su(2). 97
prg Projection g→ Pg. 56
prs Projection su(2)→ Ps. 97
Ad The left action Ad: G× g→ g, (g,~g) 7→ Adg(~g). 14
Ad′ For x ∈M fixed, the left action
Ad′ : Gx × prg(g\gx)→ prg(g\gx) induced by Ad.
57, 65
Gx[~g] Stabilizer G
x
[~g] ⊆ Gx of [~g] w.r.t. Ad′. 56, 57
Mp For p ∈ P the set of AdpGpi(p)-equivariant morphisms
Ψ: g\gpi(p) ×R>0 → S.
95
Special Symmetry Groups and Maps:
% The universal covering map % : SU(2)→ SO(3). 21, 23
188
GE The semi direct product R
3 o% SU(2). 23
GSP SU(2) acting on R
3 × SU(2) via (σ, (x, s)) 7→ (%(σ)(x), σ · s). 23
GH R
3 acting via translations in the first factor of the principal
bundle R3 × SU(2).
23
z Canonical identification z : R3 → su(2), ~ei 7→ τi for i = 1, 2, 3. 21, 97, 160
H~s The maximal torus in SU(2) given by H~s = {exp(t~s) | t ∈ R}. 22
H~v The maximal torus in SU(2) given by H~v = {exp(tz(~v)) | t ∈ R}. 22
Hx The maximal torus in SU(2) given by Hx = {exp(tz(x)) | t ∈ R}. 22
Hv The maximal torus in SU(2) given by Hv = {exp(tz(v)) | t ∈ R}. 22
Sets of Curves:
P Set of Ck-paths in the base manifold M . 35
Pα Indexed set of Ck-paths in the base manifold M . 35, 47
Pω Set of embedded analytic curves in M . 48
Pg Set of Lie algebra generated curves. 60
P∼g Set of curves equivalent to some Lie algebra generated curve. 61
PCNL Set of continuously but not Lie algebra generated curves. 75
PC Set of continuously generated curves. PC = P∼g unionsq PCNL 75
PFN Set of free non-symmetric curves. 75
PFS Set of free symmetric curves. 75
PF Set of free curves. PF = PFN unionsq PFS 75
Relations:
∼◦ γ1 ∼◦ γ2 iff ∃ open intervals Ii ⊆ dom[γi] for i = 1, 2 such that
γ1(I1) = γ2(I2).
48, 56
∼x ~g ∼x ~g′ for ~g,~g′ ∈ g\gx iff there is g ∈ G such that
ϕg ◦ γx~g ∼◦ γx~g′ .
56
Gx Equivalence classes in g\gx w.r.t. ∼x. 60
∼par γ1 ∼par γ2 iff γ1 = γ2 ◦ ρ|dom[γ1] for ρ an analytic
diffeomorphism with ρ˙ > 0.
40, 52, 53
∼A γ ∼A γ′ iff Pωγ = Pωγ′ for all ω ∈ A. 39
Hγ,δ Elements g of G for which γ ∼◦ ϕg ◦ δ holds. 72
Gγ Stabilizer of the curve γ ∈ Pω, i.e., Gγ = {g ∈ G |ϕg ◦ γ ∼par γ}. 72
∼γ h ∼γ h′ for h, h′ ∈ G and δ ∈ Pω iff h−1h′ ∈ Gγ . 72
Extension of Group Actions:
ιX Canonical inclusion ιX : X ↪→ Hom(A,C), x 7→ [f 7→ f(x)] for
A ⊆ B(X) a C∗-subalgebra.
25
θ In the general context, a left action θ : G×X → X. 12
Θ Extension of θ : G×X → X to the spectrum of a C∗-algebra of
the bounded functions on X.
33
Xred Set of invariant (classical) elements, i.e.,
Xred = {x ∈ X | θ(g, x) = x for all g ∈ G}.
33
A θ-invariant C∗-subalgebra of the bounded functions on some set
X.
33, 35
189
Xred Spectrum of the restriction C
∗-algebra R = A|Xred ⊆ B(Xred). 33
Xred Closure of ιX(XA ∩Xred) in X. 33
Quantum Configuration Spaces:
P C∗-algebra of cylindrical functions that correspond to the set of
curves P.
35
Pα C
∗-algebra of cylindrical functions that corresponds to Pα. 35
A Spectrum of P. Space of generalized connections. 35, 37
Aα The quantum space that corresponds to Pα. 35, 47
Ared The space Xred for Xred = Ared and A = P. 36, 37
Ared α The quantized reduced classical space that corresponds to Pα. 47
Ared The space Xred for X = A and A = P. 37
Ared,α Closure of im[ιA] in A. 47
Ared The space Xred for X = A and A = P. 37
Ared,α The quantum-reduced configuration space that corresponds to
Pα.
47
Ag′,red The quantum-reduced configuration space that corresponds to
Pg′ .
61
Homomorphisms of Paths:
Hom(P,MorF) Homomorphisms of paths in P. 39
Hom(Pα,MorF) Homomorphisms of paths in Pα. 47
κ The map κ : A → Hom(P,MorF). Bijection if P is independent. 42
κα The map κ from Definition 4.16.3 that corresponds to Pα. 47
κg′ The map κ from Definition 4.16.3 that corresponds to Pg′ . 61
Homred(P,MorF) For P independent the set of invariant homomorphisms, i.e.,
κ
(Ared). 44
Homred(Pα,MorF) For Pα independent the set of invariant homomorphisms, i.e.,
κα
(Ared). 47
Homred(Pg′ ,MorF) The set of invariant homomorphisms in Pg′ , i.e., κg′(Ared). 61
Normalized Radon Measures:
µAL Ashtekar-Lewandowski measure on Hom(Pω,MorF). 48, 92
µFN Reduced Ashtekar-Lewandowski measure on
Homred(PFN,MorF).
92
µg Normalized Radon measure on Homred
(P∼g ,MorF). 104
Standard Homogeneous Isotropic LQC:
CAP(G) Almost periodic functions on the LCA group G. 28
RBohr The Bohr compactification of R. (homeomorphic to
Spec(CAP(R)))
29
µBohr Haar measure on RBohr. 28
R The classically reduced space Ared ω. 117
R The space R unionsqRBohr homeomorphic to R. 122
H The set of homeomorphisms ρ : (0, 1)→ R. 140, 142
190
Abbreviations:
LQG Loop Quantum Gravity. 8, 20
LQC Loop Quantum Cosmology. 8, 23
191
