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The hyperbolic geometric ﬂow equations is introduced recently by Kong and Liu motivated
by Einstein equation and Hamilton Ricci ﬂow. In this paper, we consider the mixed initial
boundary value problem for hyperbolic geometric ﬂow, and prove the global existence of
classical solutions. The results show that, for any given initial metric on R2 in certain class
of metric, one can always choose suitable initial velocity symmetric tensor such that the
solutions exist, and the scalar curvature corresponding to the solution metric gij keeps
bounded. If the initial velocity tensor does not satisfy the certain conditions, the solutions
will blow up at a ﬁnite time. Some special explicit solutions to the reduced equation are
given.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let M be an n-dimensional complete Riemann manifold with Riemann metric gij , the following general evolution equa-
tion for the metric gij
∂2gij
∂t2
+ 2Rij + F
(
g,
∂ g
∂t
)
= 0
has been recently introduced by Kong and Liu [1] and named as general version of hyperbolic geometric ﬂow (denoted by
HGF), where F are some given smooth functions of the Riemannian metric g and its ﬁrst derivative with respect to t , Rij
are Ricci curvature tensor. In the present paper, HGF is named as Kong-Liu’s hyperbolic geometric ﬂow. We can see the
celebrated survey paper [2] for the progress on this new topic.
In this paper, we study the evolution of a Riemannian metric gij on a Riemann surface M by its Ricci curvature tensor
Rij under the HGF equation
∂2gij
∂t2
= −2Rij, (1)
and the Ricci curvature given by
Rij = 12 Rgij . (2)
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∂2gij
∂t2
= −Rgij, (3)
where the scalar curvature function R = 2K in which K is the Gauss curvature.
Here, we are interested in the following initial metric on the surface of topological type R2
t = 0: ds2 = u0(x)
(
dx2 + dy2), (4)
where u0(x) ∈ C2 with bounded C2 norm and satisﬁes
0< k u0(x) M < ∞, (5)
in which k and M are positive constants.
The metric for a surface can always be written (at least locally) as
gij = u(x, y, t)δi j, (6)
where u(t, x, y) > 0, and δi j is the Kronecker’s symbol. Therefore, we have
R = − lnu
u
. (7)
Thus, Eq. (3) can be deduced to
utt −  lnu = 0. (8)
Note that the initial data u0(x) only depend on x and is independent of y, Kong and Liu [3,4] have considered the
following special model
utt − (lnu)xx = 0, (9)
where u = u(x, t) > 0, and proved the global existence of classical solution and blow-up phenomena for Cauchy problem
of (9).
In this paper, we will consider the mixed initial boundary value (denoted by MIBV) problem of (9) with the following
data:
t = 0: u = u0(x), ut = u1(x), x 0, (10)
x= 0: ux = 0, t  0, (11)
where u1(x) ∈ C1(R+) with bounded C1 norm.
Theorem 1. Suppose that the conditions of C2 compatibility are satisﬁed at point (0,0), and
u1(x) + u
′
0(x)√
u0(x)
 0, ∀x ∈ R+, (12)
u1(x) − u
′
0(x)√
u0(x)
 0, ∀x ∈ R+. (13)
Then, the MIBV problem (9)–(11) admits a unique global solution on domain
D = {(x, t) ∣∣ x 0, t  0}.
Remark 1. Following Theorem 1, it is easy to see that the MIBV problem⎧⎪⎪⎨
⎪⎪⎩
∂2gij
∂t2
= −2Rij (i, j = 1,2),
t = 0: gij = u0(x)δi j, ∂ gij∂t = u1(x)δi j (i, j = 1,2), x 0,
x = 0: ∂ gij
∂x = 0
(14)
has a unique smooth solution on D , and the solution metric gij admits the following form
gij = u(x, t)δi j (i, j = 1,2). (15)
Remark 2. Let u0(x) ≡ 1, u1(x) ≡ C (C is a constant). Then the MIBV (9)–(11) admits exact solution u(x, t) ≡ Ct + 1.
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such that
u1(x0) + u
′
0(x0)√
u0(x0)
< 0. (16)
Then, the classical solutions to the MIBV problem (9)–(11)must blow up in the ﬁnite time.
Theorems 1 and 2 give a global existence and nonexistence result on the classical solutions of hyperbolic geometric ﬂow.
They show that if we choose suitable initial velocity tensor
∂ gij(x,0)
∂t , the solution to the MIBV problem admits a unique
classical solutions on the domain D . Otherwise, the solutions to the MIBV problem will blow up in the ﬁnite time.
The paper is organized as follows: some preliminaries is derived in Section 2, Theorem 1 and Theorem 2 are proved in
Section 3 and Section 4, respectively. Some special explicit solutions to the reduced equation are given in Section 5.
2. Preliminaries
Let
ut = v, ux = w, (17)
then, it follows from (9) that⎧⎪⎨
⎪⎩
ut = v,
wt − vx = 0,
vt − 1
u
wx = −w
2
u2
.
(18)
It is easy to see that the eigenvalues of Eqs. (18) are
λ1 = −λ, λ2 = 0, λ3 = λ, λ = 1√
u
, (19)
the matrix L(U ) (U = (u,w, v)T ) of left eigenvectors and the matrix R(U ) of right eigenvectors are, respectively,
L(U ) =
( l1(U )
l2(U )
l3(U )
)
=
(0 λ 1
1 0 0
0 −λ 1
)
, R(U ) = (r1(U ), r2(U ), r3(U ))=
(0 1 0
λ 0 −λ
1 0 1
)
.
Since
∇λi(U )ri(U ) ≡ 0 (i = 1,2,3),
so that Eqs. (18) is a linearly degenerate strict hyperbolic system.
Set
m = √λ(v + λw), n = √λ(v − λw). (20)
Lemma 2.1.m and n satisfy⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
mt − λmx = −1
4
λ
2
3m2,
ut = 1
2
√
λ
(m + n),
nt + λnx = −1
4
λ
3
2 n2.
(21)
Proof. Noting that
λt = −1
2
λ3v, λx = −1
2
λ3w,
we can calculate that
pt − λpx = (v + λw)t − λ(v + λw)x = vt − λvx + λ(wt − λwx) + w(λt − λλx) = −1
2
λ3w(v + λw)
= λ
2
4
(q − p)p, (22)
qt + λqx = λ
2
(p − q)q, (23)
4
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p = v + λw, q = v − λw. (24)
Noting that
λ2
4
q = 1
4
[
(lnu)t − λ(lnu)x
]
,
λ2
4
p = 1
4
[
(lnu)t + λ(lnu)x
]
,
we can easy get the ﬁrst equation in (21).
In a similar way, we can prove the third equation in (21). The second equation in (21) is obvious.
Thus, the proof is complete. 
Let
r = px, s = qx, (25)
by a direct calculation, we easily give the following lemma.
Lemma 2.2. r, s, ux and uxx satisfy
rt − λrx = A1r + A2s + A3, (26)
st + λsx = B1s + B2r + B3, (27)
(ux)t = 1
2
(r + s), (28)
uxx = 1
2
u
1
2 (r − s) + 1
2u
u2x , (29)
where
A1 = λ
2(2q − 3p)
4
, A2 = λ
2p
4
, A3 = λ
3
8
(p − q)2p,
and
B1 = λ
2(2p − 3q)
4
, B2 = λ
2q
4
, B3 = λ
3
8
(p − q)2q.
It is easy to ﬁnd from (11), (17), (19)–(20) and (24)–(25) that
t = 0:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
m = 1
4
√
u0(x)
(
u1(x) + u
′
0(x)√
u0(x)
)
,
n = 1
4
√
u0(x)
(
u1(x) − u
′
0(x)√
u0(x)
)
,
(30)
x= 0: n =m, (31)
and
t = 0:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
r = u′1(x) −
u′0(x)
2u
3
2
0 (x)
+ u
′′
0(x)
u
1
2
0 (x)
,
s = u′1(x) +
u′0(x)
2u
3
2
0 (x)
− u
′′
0(x)
u
1
2
0 (x)
,
(32)
x= 0: s = r. (33)
3. Global classical solution—proof of Theorem 1
According to the local existence and uniqueness theorems of classical solutions to quasilinear hyperbolic systems [5], in
order to prove Theorem 1, it suﬃces to establish the uniform a priori estimate on the C1 norm of m,n and C2 norm of u.
Let x = xi(t, βi) (xi(0, βi) = βi , i = 1,2,3) denote λi (i = 1,2,3) characteristics passing through point (x, t) ∈ D with
dxi
dt
= λi, i = 1,2,3,
and x = x3(t) (x3(τ ) = 0) be λ3 characteristics passing through point (s, t) and intersecting the line x = 0 at (0, τ ) (τ  t).
Then, the domain D is divided by D1 and D2 with
D1 =
{
(x, t)
∣∣ x x3(t,0), t  0}, D2 = {(x, t) ∣∣ 0 x x3(t,0), t  0}. (34)
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0m(x, t) sup
x∈R+
m0(x), x 0, t  0, (35)
0 n(x, t) sup
x∈R+
n0(x), x 0, t  0, (36)
0< inf
x∈R+
u0(x) u(x, t) sup
x∈R+
u0(x) + Ct, x 0, t  0, (37)
where C > 0 is a constant.
Proof. On the domain D1, we can use known results on Cauchy problem [3,4], if (12) and (13) hold, (35)–(37) hold.
On the domain D2, along the λ1 characteristics, we have
m(x, t) = m0(β1)
F (β1, t)
, (38)
where
F (β1, t) = 1+ m0(β1)
4
t∫
0
λ
3
2
(
x1(τ ,β1), τ
)
dτ . (39)
Noting that λ
3
2 = u− 34 > 0, m0(x) 0, it is easy to see that (35) holds.
On the domain D2, along the λ3 characteristics, it holds that
n(x, t) = n(τ ,0)
1+ n(τ ,0)4
∫ t
τ λ
3
2 (x3(s), s)ds
. (40)
Since n(0, τ ) =m(0, τ ) and (35), we can get that (36) holds.
By (21)2, we have(
u
3
4
)
t =
3
8
(m+ n). (41)
Integrating (41), we get
u
3
4 (x, t) = u
3
4
0 (β2) +
3
8
t∫
0
(m + n)(x2(τ ,β2), τ )dτ . (42)
Thus, by (35) and (36), we can obtain (37).
Lemma 3.1 is thus proved. 
Proof of Theorem 1. For any (x, t) ∈ D1, following [4], there exists a positive constant M1 such that∣∣r(x, t)∣∣ M1, ∣∣s(x, t)∣∣ M1. (43)
For (x, t) ∈ D2, by (26)–(27), it is easy to see that
r(x, t) = r0(β1) +
t∫
0
(A1r + A2s + A3)
(
x1(τ ,β1), τ
)
dτ , (44)
s(x, t) = s(0, τ ) +
t∫
τ
(B1s + B2r + B3)
(
x3(s), s
)
ds, (x, t) ∈ D2. (45)
By (33), we have
s(0, τ ) = r(0, τ ) = r0(x0) +
τ∫
0
(A1r + A2s + A3)
(
x1(s, x0), s
)
ds. (46)
Therefore, there exists constant M(T ) > 0, such that∣∣r(x, t)∣∣ M(T ), ∣∣s(x, t)∣∣ M(T ), (47)
and ∣∣u(x, t)∣∣ M(T ), ∣∣ux(x, t)∣∣ M(T ), ∣∣uxx(x, t)∣∣ M(T ), (48)
where M(T ) > 0 is a constant.
Thus, by Lemma 3.1, Theorem 1 is proved. 
600 F. Liu / J. Math. Anal. Appl. 351 (2009) 595–602Remark 3. By (7) and (48), under the assumptions of Theorem 1, there exists a constant M1(T ) > 0, such that∣∣R(x, t)∣∣ M1(T ).
4. Blow-up of classical solutions—proof of Theorem 2
In this section we will investigate the blow-up phenomena of hyperbolic geometric ﬂow.
Proof of Theorem 2. It follows from (21) and Lemma 3.1 that
mt − λmx  0, nt + λnx  0.
Thus, we have
m(x, t) sup
x0
m0(x), (x, t) ∈ D, (49)
n(x, t) sup
x0
n0(x), (x, t) ∈ D1, (50)
n(x, t) n(0, τ ), (x, t) ∈ D2. (51)
By n(0, τ ) =m(0, τ ), we can obtain
m(x, t) + n(x, t) M0 ≡max
{
sup
x0
m0(x), sup
x0
m0(x) + sup
x0
n0(x)
}
. (52)
Noting that u0(x) k > 0, it follows from (14) and (30) that
m0(x0) < 0. (53)
Integrating (21)1, along λ1 characteristics, we get
m(x0, t) = m0(x0)
F (t, x0)
, (54)
where
F (x0, t) = 1+ m0(x0)
4
t∫
0
λ
3
2
(
x1(x0, τ ), τ
)
dτ , λ
3
2 = u− 34 . (55)
By (42) and (52), we have
u
3
4 (x,0) k 34 , u 34 (x, t) M 34 + 3
8
M0t. (56)
Case (i): If M0 < 0, there exists τ0 = 8M
3
4
3(−M0) > 0, such that
u(x, t) 0, t  τ0.
This implies that the system (9) is meanless as t  τ0, that is, the MIVP problem (9)–(11) admits a unique local classical
solution.
Case (ii): If M0 = 0, then, it is easy to ﬁnd that
F (x0, t) 1+ m0(x0)
4
M−
3
4 t.
Noting that F (x0,0) = 1> 0 and m0(x0) < 0, there exists t0 = 4M
3
4
−m0(x0) > 0, such that as t → t−0 ,
F (x0, t) → 0+. (57)
So that there exists ﬁnite time T = T (x0) > 0, such that as t → T− ,
m(x0, t) → −∞, t → T−. (58)
Case (iii): If M0 > 0, then, it follows from (55)–(56) that
F (x0, t) 1+ 2m0(x0)
3M0
ln
(
1+ 3M0
8M
3
4
t
)
.
Thus, noting that F (x0,0) = 1 > 0 and m0(x0) < 0, there exists t∗ > 0, such that as t → t−∗ , (57) holds, and then (58) is
obtained.
Theorem 2 is thus proved. 
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R(x, t) = −1
2
[
λ(r − s) + 1
4λ
(m − n)2
]
,
we have
R(x, t) → ∞, t → t−∗ .
5. Explicit solutions
In this section, we will give some special explicit solutions to Eq. (9).
5.1. Solutions to separation variables
Let
u(x, t) = f (t)g(x) > 0, (59)
then, we have
f ′′(t) − 1
g(x)
(
ln g(x)
)′′ = 0. (60)
It follows from (60) that
f ′′(t) = 1
g(x)
(
ln g(x)
)′′ = c, (61)
where c is a constant. Thus, we get
f (t) = c
2
t2 + c1t + c2, (62)
and g(x) satisﬁes the following equation
g(x)g′′(x) − g′2(x) = cg3, (63)
where c1 and c2 are constants.
5.2. Solutions to traveling wave type
Let
u(x, t) = f (ξ) > 0, ξ = x− at, (64)
we have
a2 f ′′(ξ) f 2(ξ) − f (ξ) f ′′(ξ) + f ′2(ξ) = 0. (65)
Let p = f ′(ξ), we have
1
p
dp
dy
= 1
y(1− a2 y) , y = f (ξ). (66)
It follows from (66) that
p = dy
dξ
= c4 y
1− a2 y ,
where c4 is a real constant. Therefore, Eq. (9) admits explicit traveling wave solution u(x, t) = f (x−at) which can be solved
explicitly in the following implicit from
ln f (x− at) − a2 f (x− at) = c4(x− at) + c5, (67)
where c5 is a real constant.
Remark 5. For Eq. (8), let
u(x, y, t) = φ(ξ) > 0, ξ = Ax+ By − at, (68)
we get
a2φ2(ξ)φ′′(ξ) − (A2 + B2)φ(ξ)φ′′(ξ) + (A2 + B2)φ′2(ξ) = 0. (69)
602 F. Liu / J. Math. Anal. Appl. 351 (2009) 595–602Similarly, we can get Eq. (8) admits explicit traveling wave solution u(x, y, t) = φ(Ax + By − at) which can be solved
explicitly in the following implicit from
lnφ(Ax+ By − at) − a
2
A2 + B2 φ(Ax+ By − at) = c6(Ax+ By − at) + c7, (70)
where c6 and c7 are real constants.
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