Beurling-Fourier Algebras and Complexification by Giselsson, Olof & Turowska, Lyudmila
ar
X
iv
:2
00
5.
02
82
1v
1 
 [m
ath
.FA
]  
6 M
ay
 20
20
BEURLING-FOURIER ALGEBRAS AND
COMPLEXIFICATION
Olof Giselsson, Lyudmila Turowska
Abstract
In this paper, we develop a new approach that allows to identify the Gelfand
spectrum of weighted Fourier algebras as a subset of an abstract complexification
of the corresponding group for a wide class of groups and weights. This generalizes
some recent results of Ghandehari-Lee-Ludwig-Spronk-Turowska on the spectrum
of Beurling-Fourier algebras on some Lie groups. In the case of discrete groups
we consider a more general concept of weights and classify them in terms of finite
subgroups.
2000 Mathematics Subject Classification: 46J15, 43A40, 43A30, 22D25.
1 INTRODUCTION
Let G be a locally compact group. The Fourier algebra A(G), introduced by Eymard in
[3] , is a subalgebra of C0(G) consisting of the coefficients of the left regular represen-
tation λ of G, i.e.
A(G) = {u ∈C0(G) | u(s) = 〈λ (s)ξ ,η〉,ξ ,η ∈ L
2(G)}.
The natural norm on A(G) that makes it a Banach algebra is given by
‖u‖A(G) = inf{‖ξ‖2‖η‖2 | u(s) = 〈λ (s)ξ ,η〉},
where infimum is taken over all possible representations u(s) = 〈λ (s)ξ ,η〉. Moreover,
A(G) is the unique predual of the group von Neumann algebra VN(G).
The Gelfand spectrum of the algebra is known to be topologically isomorphic to G,
giving a non-trivial link between topological groups and Banach algebras.
Several authors, including the second author, have been investigating in [8, 10, 13, 7,
9, 6] a weighted version of the Fourier algebra, by imposing a weight that changes the
1
norm structure. Beurling-Fourier algebras for compact quantum groups were studied
in [5]. Recall that if G is abelian with the dual group Gˆ, the Fourier algebra A(G) is
isometrically isomorphic via the Fourier transform to L1(Gˆ). If ω : Gˆ→ [1,+∞) is a
Borel measurable and sub-multiplicative function, i.e.
ω(st)≤ ω(s)ω(t), s, t ∈ Gˆ,
then L1(Gˆ,ω) := { f ∈ L1(G) | fω ∈ L1(Gˆ)} is a subalgebra of L1(G) and is a Banach
algebra with respect to the norm ‖ f‖ω = ‖ fω‖1, f ∈ L
1(Gˆ,ω). Its image under inverse
Fourier transform gives a weighted version A(G,ω) of A(G).
An (unbounded) operator
W =
∫ ⊕
Gˆ
ω(s)ds
defines a closed positive operator affiliated with L∞(Gˆ)≃VN(G) and satisfying Γ(W )≤
W ⊗W , where Γ is the comultiplication on VN(G). This model has been taken in [8]
and [6] to generalize the notion of weight to general locally compact groups. Accord-
ingly, a weight, called a weight on the dual ofG, is a certain unbounded positive operator
affiliated with VN(G). IfW is bounded below then ω =W−1 ∈VN(G) and it satisfies
ω ⊗ω = Γ(ω)Ω
for a contractive 2-cocycle Ω ∈VN(G×G) (see [6]).
In this paper we will work with such weight inverse omitting the condition of its
positivity. The associated space A(G,ω) is again a commutative Banach algebra and it
is natural to study its Gelfand spectrum, spec A(G,ω). When G is compact and ω is a
positive central weight, this question was studied in [10]; the case of specific connected
Lie groups was treated in [6]. It has been proved that spec A(G,ω) is closely related to
the (abstract) complexification ofG. To establish this fact the strategy in [6] was to find a
simpler dense subalgebraAso that one could easily identify its spectrum specAand get
spec A(G,ω)⊂ specA. If G is compact the natural choice is A= TrigG, the algebra of
coefficients of irreducible representations ofG; spec Ais an abstract complexification of
G, introduced by McKennon in [11], which coincides in the case of compact connected
Lie groups with the universal complexification of G. For non-compact groups it seems
there is no such natural choice of the subalgebra. In [6] the construction of A is rather
technical and eachG treated in the paper required an individual approach, which heavily
involved in particular the theory of group representations.
In this paper we propose a different approach to the problem of identifying the spec-
trum of A(G,ω) that allows us to realise spec A(G,ω) as a subset of an abstract com-
plexification of G for a wide class of groups and weights.
The key idea is the observation that, identifying the dual of A(G,ω) with VN(G),
any multiplicative linear functional corresponds to σ ∈ VN(G) satisfying the same
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equation as the weight inverse ω , i.e. σ ⊗σ = Γ(σ)Ω for the contractive 2-cocycle
Ω ∈VN(G×G) associated with ω . A simple formal calculation, which we could make
to be rigorous under certain conditions, gives the equality S(σ)σ = S(ω)ω , where S
is the antipode on VN(G), which allows us to define a closed operator Tσ , affiliated
with VN(G) and satisfying Γ(Tσ ) = Tσ ⊗Tσ (THEOREM 11). It is known that the set
of all non-zero T ∈ VN(G) with Γ(T ) = T ⊗T coincides with λ (G) = {λ (s) | s ∈ G},
providing the embedding of G into the spectrum of A(G,ω) through the evaluation
u 7→ u(s) = (λ (s),u), s ∈ G. The set G+
C,λ of all positive solutions T ∈ VN(G) of
Γ(T ) = T ⊗T is the image of the Lie algebra Λ of derivations
Λ = {α ∈VN(G) | α∗ =−α, Γ(α) = α⊗1+1⊗α}
under the exponential map α 7→ exp(iα); GC,λ = λ (G) ·G
+
C,λ is the space of all its solu-
tions. Here VN(G) is the set of unbounded operators affiliated withVN(G).When G is
a connected Lie group, then GC,λ = λC(G), where GC is the universal complexification
of G and λC is the extension of the left regular representation to GC.
The paper is organised as follows. In Section 2, we introduce the notion of a weight
inverse ω on the dual of G and use this to define the Beurling-Fourier algebra A(G,ω)
as the pre-dual of VN(G) with a modified product.
In Section 3, we review some basic concepts on unbounded operators and operators
affiliated with a von Neumann algebra, and define the λ -complexification GC,λ of G as
the set of (unbounded ) closed operators T which are affiliated with VN(G) and satisfy
the equation Γ(T ) = T ⊗T.
In Section 4 we investigate the relation the λ -complexification has to the Gelfand
spectrum of A(G,ω). We prove that spec A(G,ω) ⊂ GC,λ for a wide class of groups
and weights; this comes down to verifying that S(σ)σ = S(ω)ω holds for the points σ
in spec A(G,ω), considered as a subset of VN(G). We also give a heuristic reason why
we conjecture that this holds in general. These arguments give immediately the equal-
ity for any virtually abelian group and any weight considered on it. The other cases
of G and ω for which the inclusion spec A(G,ω) ⊂ GC,λ holds include, for example,
compact groups, Moore groups, general locally compact groups with central weights
and weights extended from abelian subgroups. Our approach allows to generalise main
examples from [6] and avoid the technicalities in there.
In Section 5, we consider the case of discrete group G. We show that every weight
inverse on the dual of G is automatically invertible. We then generalise the weight in-
verse condition and give a concrete classification of operators satisfying it, in terms of
finite subgroups of G.
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Finally, in Section 6, we discuss some of the questions that arose during our investi-
gation, as well as some examples that show the necessity of certain conditions.
2 BEURLING-FOURIER ALGEBRAS
For a locally compact group G, we let λ : G → B(L2(G)) be the left regular repre-
sentations on L2(G) respectively. Let VN(G) ⊆ B(L2(G)) be the group von Neumann
algebra, C∗r (G) ⊆ VN(G) the reduced group C
∗-algebra and W the fundamental mul-
tiplicative unitary, implementing the co-multiplication Γ : VN(G)→ VN(G)⊗¯VN(G)
as
Γ(x) =W ∗(I⊗ x)W (1)
W23W12 =W12W13W23,
whereW12 ∈VN(G)⊗¯VN(G)⊗¯VN(G),W12 =W⊗I;W13 andW23 are defined similarly.
Recall that Γ is the unique normal ∗-homomorphism satisfying Γ(λ (s)) = λ (s)⊗λ (s),
s∈G, andW ∈ B(L2(G×G)) is given by the action (Wξ )(s, t)= ξ (ts, t) for ξ ∈ L2(G×
G). The coproduct Γ is co-commutative and satisfies the co-associative law:
(ι⊗Γ)◦Γ(ω) = (Γ⊗ ι)◦Γ(ω), (2)
where ι is the identity map.
DEFINITION (WEIGHT INVERSE). A ω ∈ VN(G) will be called a weight inverse on
the dual of G (we usually abbreviate this to weight inverse) if
ωω∗⊗ωω∗ ≤ Γ(ωω∗) (3)
and
kerω = kerω∗ = {0}. (4)
We note that if ω ∈ VN(G) is a weight inverse, then ker Γ(ω) = ker Γ(ω∗) = {0}
which follows easily from (1) and (4).
LEMMA 1. Let ω ∈ VN(G) be a weight inverse on the dual of G. Then there exists an
injective Ω ∈VN(G)⊗¯VN(G)≃VN(G×G) of norm ||Ω|| ≤ 1, such that
ω ⊗ω = Γ(ω)Ω, (5)
and Ω satisfies the 2-cocycle relation
(ι⊗Γ)(Ω)(I⊗Ω) = (Γ⊗ ι)(Ω)(Ω⊗ I), (6)
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Proof. kerΓ(ω∗) = {0} and inequality (3) show that the linear map
Ω∗ : Γ(ω∗)x 7→ (ω∗⊗ω∗)x, x ∈ L2(G)⊗L2(G)
is well-defined and satisfies ||Ω∗(Γ(ω∗)x)||2 = ||(ω∗⊗ω∗)x||2 ≤ ||Γ(ω∗)x||2. Hence,
as Ran(Γ(ω∗)) is dense in L2(G×G), Ω∗ can be extended to a bounded linear operator.
Let Ω be its adjoint. Clearly ||Ω|| ≤ 1 and (5) holds.
It is easy to see from (4) and (5) that Ω must commute with any element in the
commutant (VN(G)⊗¯VN(G))′ and thus Ω ∈ VN(G)⊗¯VN(G). By (5), it follows that
kerΩ ⊂ ker(ω⊗ω) = {0} and therefore Ω must be injective. Using (5), we get
(ι⊗Γ)(Γ(ω))(ι⊗Γ)(Ω)(I⊗Ω) = ω⊗ω ⊗ω = (Γ⊗ ι)(Γ(ω))(Γ⊗ ι)(Ω)(Ω⊗ I).
Finally the co-associativity of Γ and (4) imply (6) .
REMARK. (i) If ω ∈VN(G) satisfies (5) then it satisfies (3):
ωω∗⊗ωω∗ = Γ(ω)ΩΩ∗Γ(ω)∗ ≤ Γ(ωω∗).
Therefore a weight inverse could be also defined as ω ∈VN(G) satisfying (4) and
(5) instead.
(ii) In [6] a (bounded below) weight on the dual of G was defined as an (unbounded)
positive operator w which is affiliated with VN(G) and admits an inverse w−1 ∈
VN(G) such that Γ(w)(w−1⊗w−1) is defined and contractive on a dense sub-
space, i.e. w−1 is a positive weight inverse, in our terminology.
(iii) It follows from (3) that
||ω||4 = ||ωω∗⊗ωω∗|| ≤ ||Γ(ωω∗)||= ||ω||2,
so that ||ω||2 ≤ 1 and hence a weight inverse is always a contraction.
(iv) A weight inverse was considered in [13] as an element in the multiplier algebra
M(C∗r (G)) of C
∗
r (G) satisfying some additional density conditions.
Let A(G) be the unique pre-dual of VN(G). Recall that
A(G) = {g∗ hˇ| g,h ∈ L2(G)} ⊂C0(G),
where hˇ(s)= h(s−1), s∈G, is a commutative Banach algebra, usually called the Fourier
algebra of G, with the pointwise multiplication and the norm given by
‖ f‖A(G) = inf‖g‖2‖h‖2,
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where the infimum is taken over all possible decomposition f = g ∗ hˇ. The duality
between VN(G) and A(G) is given by
(T,u) = 〈Tξ ,η〉
for T ∈VN(G), and u(s) = 〈λ (s)ξ ,η〉= (η¯ ∗ ξˇ )(s) ∈ A(G).
For T ∈VN(G) and f ∈ A(G), we let T f ∈ A(G) be given by
(R,T f ) := (RT, f ).
DEFINITION (BEURLING-FOURIER ALGEBRA). Given a weight inverse ω , we define
the Beurling-Fourier algebra A(G,ω) ⊆ A(G), as the subset ωA(G) ⊆ A(G) with the
norm
||ω f ||ω := || f ||A(G).
We remark that by (4) , ω f = 0, f ∈ A(G) implies f = 0 and hence the norm is well
defined. In fact, if f = η¯ ∗ ξˇ then
(λ (s),ω f ) = 〈λ (s)ωξ ,η〉= 〈ωξ ,λ (s−1)η〉,s ∈ G.
LetU = [λ (s)η | s ∈ G], the linear closed span of λ (s)η , s∈G, and let P be the projec-
tion ontoU . AsU is invariant with respect to VN(G), Pω = ωP. Assume now ω f = 0,
then 〈ωξ ,λ (s−1)η〉 = 0 for any s ∈ G, and hence ωPξ = Pωξ = 0. By (4), Pξ = 0
and hence f (s) = 〈ξ ,λ (s−1)η〉= 0 for any s ∈ G.
From (5) it follows that A(G,ω) is a commutative (with respect to the pointwise
multiplication) Banach algebra; in fact, we have
(ωu)(ωv) = ω(Γ∗(Ω(u⊗ v))),u,v∈ A(G),
and
‖(ωu)(ωv)‖ω = ‖Γ∗(Ω(u⊗ v)))‖A(G) ≤ ‖u‖A(G)‖v‖A(G) = ‖ωu‖ω‖ωv‖ω , (7)
where Γ∗ : A(G)⊗̂A(G)→ A(G) is the predual of the co-multiplication Γ defined on the
operator space projective product of A(G) (see [2]). The associativity of the product is
clear as it is just the restriction of the ordinary product to the sub-space A(G,ω)⊆ A(G)
and the completion follows from the boundedness of ω: {ω fn} is Cauchy in A(G,ω)
if and only if fn is Cauchy in A(G), so that fn → f for some f ∈ A(G) and hence also
ω fn → ω f .
Moreover, A(G,ω) can be given the structure of a predual toVN(G),with the pairing
(·, ·)ω :VN(G)×A(G,ω)→ C, (8)
(T,ω f )ω = (T, f ).
Next statement shows that we can restrict ourselves to positive weight inverses.
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PROPOSITION 2. If ω is a weight inverse and ω∗ =U |ω∗| is the polar decomposition
of ω∗, then |ω∗| is a weight inverse and the identity map ωu 7→ ωu, u ∈ A(G), defines
an isometric isomorphism A(G,ω)→ A(G, |ω∗|).
Proof. Note thatU ∈VN(G) is unitary by (4). From (5) it is immediate that |ω∗| is again
a weight inverse. Clearly A(G,ω) = A(G, |ω∗|) as subsets of A(G), and the identity is
an algebra homomorphism. Moreover
‖ωu‖|ω∗| = ‖|ω
∗|(U∗u)‖|ω∗| = ‖U
∗u‖A(G) = ‖u‖A(G) = ‖ωu‖ω .
PROPOSITION 3. Let ω1,ω2 be two weight inverses on the dual of G. The inclusion
A(G,ω1) ⊆ A(G,ω2) (as subsets of A(G)) implies that there is a x0 ∈VN(G) such that
ω1 = ω2x0. Furthermore, we have A(G,ω1) = A(G,ω2), if and only if ω1 = ω2x0 for an
invertible element x0 ∈VN(G).
Proof. The inclusion A(G,ω1) ⊆ A(G,ω2) implies that for every ω1u ∈ A(G,ω1), u ∈
A(G), there is R(u) ∈ A(G) such that ω1u= ω2R(u). Note that R(u) is uniquely defined
since ω2v = 0 implies v = 0. This gives also linearity of the map R : A(G)→ A(G),
u 7→ R(u). That R is a continuous map follows from the closed graph theorem: clearly
if uk → u and R(uk)→ w, then ω1u = ω2w and hence w = R(u). Also, for x ∈ VN(G)
and u ∈ A(G), we have
ω2R(ux) = ω1(ux) = (ω1u)x= (ω2R(u))x= ω2(R(u)x)
and hence R(ux) = R(u)x. Therefore, the dual map R∗ : VN(G) → VN(G) satisfies
R∗(xy) = xR∗(y) for all x,y ∈ VN(G). If we let x0 = R
∗(1) then R∗(x) = xx0. We then
have R(u) = x0u for all u ∈ A(G) and so ω1u = ω2x0u for all u ∈ A(G) which implies
that ω1 = ω2x0 as desired.
If A(G,ω1)=A(G,ω2), then we apply the preceding arguments to the two inclusions
A(G,ω1) ⊆ A(G,ω2) and A(G,ω2) ⊆ A(G,ω1), to get x0,y0 such that ω1 = ω2x0 and
ω2 = ω1y0. This gives that ω1 = ω1y0x0. Hence, as kerω1 = {0}, we must have y0x0 =
1. Similarly, also x0y0 = 1 and thus x0 is invertible. The ’if’ part of the statement is
clear since if x0 is invertible
A(G,ω2) = ω1A(G) = ω2x0A(G) = ω2A(G) = A(G,ω2).
This proposition seems to hint that the property of being a Beurling-Fourier alge-
bra could also be formulated as a topological algebra property, not depending on the
particular norm induced by ω.
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3 COMPLEXIFICATION OF G
3.1 PRELIMINARIES ON UNBOUNDED OPERATORS
We start with some basic material on unbounded operators which will be used in the
paper. Our main reference is [14].
Let H be a Hilbert space with the inner product 〈·, ·〉. Recall that a linear operator
T defined on a subspace D(T ) ⊂ H, called a domain of T , is said to be closed if the
graph of T , {(ξ ,Tξ ) | ξ ∈H}, is closed in H⊗H. Given linear operators T and S, we
write T ⊂ S if D(T ) ⊂ D(S) and S|D(T ) = T ; we say that S is an extension of T . We
have T = S if T ⊂ S and S ⊂ T . A linear operator T is called closable if it has a closed
extension. Clearly, T is closable if and only if the conditions (ξn)n ∈ D(T ), η ∈ H,
‖ξn‖→ 0 and ‖Tξn−η‖→ 0 imply η = 0. The minimal closed extension of a closable
T exists and will be denoted by T¯ . We say that a subspace U⊆ D(T ) is a core for T
if for any ξ ∈ D(T ), there is a sequence (ξn)n ⊂ U, such that ξn → ξ and Tξn → Tξ .
Equivalently, the subspace {(ξ , Tξ ) | ξ ∈ U} ⊆H⊕H is dense in the graph of T.
If T is a closed operator with dense domain it has a well-defined adjoint operator
T ∗ : D(T ∗)→H, which is a closed operator. An operator T is called selfadjoint if T =
T ∗; a selfadjoint operator is positive if it has a nonnegative spectrum. T is essentially
selfadjoint if T¯ is selfadjoint.
Any selfadjoint T has a spectral measure ET on the σ - algebraB(R) of Borel subsets
of R, and
T =
∫
specT
tdET (t);
if f is a Borel measurable functions, we write f (T ) for the operator
f (T ) =
∫
specT
f (t) dET (t), D( f (A)) = {ξ ∈ H |
∫
specT
| f (t)|2 d(E(t)ξ ,ξ )< ∞}.
If T is a closed operator with dense domain, then T ∗T is positive and T has the polar
decomposition T =U |T |, where |T |= (T ∗T )1/2 andU is a partial isometry; |T |, T and
U have the identical initial projections.
We say that a closed operator T defined on a dense domain D(T ) ⊆H is affiliated
with a von Neumann algebra Mof B(H) ifUT ⊂ TU for any unitary operatorU ∈M′.
Note that if T = U |T | is the polar decomposition of T then T is affiliated with M if
and only if U ∈M and |T | is affiliated with M, the latter is equivalent that the spectral
projections E|T |(∆), ∆ ∈B(R), of |T | belong to VN(G). We denote by VN(G) the set
of affiliated with VN(G) elements. We write VN(G)
+
for the set of positive operators
in VN(G). If T = T ∗ is affiliated with VN(G), i.e. ET (∆) ∈VN(G) for any ∆ ∈B(R),
then f (T ) ∈VN(G).
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Let A be a linear operator on H. A vector ϕ in H is called analytic for A if ϕ ∈
D(An) for all n ∈ N and if there exists a constantM (depending on ϕ) such that
‖Anϕ‖ ≤Mnn! for all n ∈ N.
We write Dω(A) for the set of analytic vectors of A. If A is self-adjoint with EA(·) being
the spectral measure of A, then EA(∆)ϕ is analytic for A for any ϕ ∈Hand any bounded
∆ ∈B(R), as
‖AnEA(∆)ϕ‖ ≤M
n‖ϕ‖,
if ∆⊂ [−M,M].
It is known (see e.g. [14, PROPOSITION 10.3.4]) that if T is a symmetric operator on
H, i.e. T ⊂ T ∗, such that the set of analytic vectors is dense in H, then T is essentially
selfadjoint.
If U and V are subspace of Hwe write U⊙V for algebraic tensor product of the
subspaces; H1⊗H2 is the usual Hillbertian tensor product of two Hilbert spaces H1
and H2.
If T is a closed operator with the domain D(T )⊂H, then the operator 1⊗T with do-
mainH⊙D(T ) is closable. In fact, if ξn→ 0, where ξn ∈H⊙D(T ), and (1⊗T )ξn→η
then for any f ∈ H⊙D(T ∗), we have 〈(1⊗ T )ξn, f 〉 = 〈ξn,(1⊗ T
∗) f 〉 → 0, giving
〈η, f 〉 = 0. As T is closed, D(T ∗) is dense in H and hence H⊙D(T ∗) is dense in
H⊗H, showing that η = 0 and that 1⊗T is closable. Unless otherwise stated we will
write 1⊗T for the corresponding closure.
We say that two self-adjoint operators T1, T2 strongly commute, if
ET1(∆1)ET2(∆2) = ET2(∆2)ET1(∆1), ∀∆1,∆2 ∈B(R),
where ETi is the spectral measure of Ti. We define a product spectral measure ET1 ×
ET2 : B(R
2)→B(H) by letting ET1×ET2(∆1×∆2) = ET1(∆1)ET2(∆2) for measurable
rectangle ∆1×∆2. If f : R
2 → C measurable we set
f (T1,T2) =
∫
R2
f (x1,x2) dET1×ET2(x1,x2).
It is a self-adjoint operator if f is real-valued.
Let Ti be self-adjoint operators, i = 1,2. Then T1⊗ 1 and 1⊗ T2 are self-adjoint
operators that commute strongly. We define T1⊗T2 to be the self-adjoint operator given
by
T1⊗T2 = f (T1⊗1,1⊗T2),
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where f (x1,x2) = x1x2. It coincides with the closure of the operator defined on D(T1)⊙
D(T2) by T1⊗T2(ξ1⊗ξ2) = T1ξ1⊗T2ξ2. Observe that T1⊗T2 is essentially self-adjoint
on D(T1)⊙D(T2), as Dω(T1)⊙Dω(T2) is a dense subset of H1⊗H2 and consists of
analytic vectors for T1⊗T2.
For closed operators S1, S2 with polar decomposition Si =Ui|Si|, we have S1⊗S2 =
(U1⊗U2)(|S1|⊗ |S2|) is the polar decomposition of the closed operator S1⊗S2.
3.2 λ -COMPLEXIFICATION OF A LOCALLY COMPACT GROUP
Let G be a locally compact group and letW be the fundamental multiplicative unitary
on L2(G×G) implementing the coproduct Γ on VN(G). We can extend Γ to VN(G) by
defining
Γ(T ) =W ∗(1⊗T )W, T ∈VN(G).
Clearly, the unbounded operator Γ(T ) is closed. If T ∗ = T and ET (·) is the spectral
measure of T , then both the unbounded operators 1⊗T and Γ(T ) are self-adjoint with
1⊗ET (·) and Γ◦ET (·) being the corresponding spectral measures. In particular,
Γ(T ) =
∫
R
t d(Γ◦ET (t)).
If T =U |T | is the polar decomposition of T , Γ(T ) = Γ(U)Γ(|T |) is the polar decompo-
sition of Γ(T ).
DEFINITION. By the λ -complexification GC,λ of G we shall mean the set of all un-
bounded operators T ∈VN(G) such that
Γ(T ) = T ⊗T. (9)
Let
Λ = {α ∈VN(G) | α∗ =−α, α⊗1+1⊗α = Γ(α)}. (10)
As for α ∈ Λ, the operators iα ⊗ 1 and 1⊗ iα are self-adjoint and strongly commute,
the sum iα⊗1+1⊗ iα , defined via the functional calculus, gives a self-adjoint operator
that we require to be equal to the self-adjoint operator Γ(iα).
If α ∈ Λ, we will define expzα , z ∈ C, through functional calculus, i.e.
expzα = exp(−iz(iα)) =
∫
R
exp(−izt) dEiα(t).
PROPOSITION 4. For α ∈ Λ and z ∈ C, expzα ∈ GC,λ .
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Proof. It follows from the functional calculus and definition of Γ that
Γ(expzα) = W ∗(1⊗ expzα)W =W ∗
∫
R
exp(−izt) dE1⊗iα(t)W
=
∫
R
exp(−izt) dEW ∗(1⊗iα)W (t) = expzΓ(α)
= expz(α⊗1+1⊗α)
= exp(zα⊗1)exp(1⊗ zα) = (expzα⊗1)(1⊗ expzα)
= expzα⊗ expzα.
PROPOSITION 5. The map α ∈ Λ 7→ exp iα is a bijection onto GC,λ ∩VN(G)
+
.
Proof. That exp iα is positive and affiliated with VN(G) follows from the functional
calculus.
Let T ∈ GC,λ ∩VN(G)
+
. Using arguments similar to those in the proof of the pre-
vious proposition we obtain
Γ(T it) =W ∗(1⊗T it)W = Γ(T )it = (T ⊗T )it = T it ⊗T it , t ∈ R.
Let A=
∫
R+ ln t dET (t). Then T
it = exp itA and
exp itΓ(A) = Γ(exp itA) = exp itA⊗ exp itA= exp it(A⊗1+1⊗A), t ∈ R.
By Stone’s theorem about infinitisimal generator of a strongly continuous unitary group,
we obtain Γ(A) = A⊗1+1⊗A. Set α =−iA. Then T = exp iα .
PROPOSITION 6.
GC,λ = {λ (s)exp iα | α ∈ Λ, s ∈ G}.
Proof. As it was noticed before, if T = U |T | is the polar decomposition of T then
Γ(T ) = Γ(U)Γ(|T |) and T ⊗ T = (U ⊗U)|T | ⊗ |T | are the polar decompositions of
Γ(T ) and T ⊗ T respectively. Hence, by uniqueness of the polar decomposition, the
equality Γ(T ) = T ⊗T implies Γ(U) =U⊗U and Γ(|T |) = |T |⊗|T |. By [15], λ (G) =
{λ (s) | s ∈G} is precisely the family of bounded operators in GC,λ . This completes the
proof.
Let G be a connected Lie group and g its Lie algebra. Let pi : G→ B(Hpi) be a
unitary representation of G. A vector ϕ ∈ Hpi is called a C
∞-vectors for pi if the map
s→ pi(s)ϕ from the C∞-manifold G to Hpi is a C
∞-mapping. We write D∞(pi) for the
set C∞-vector for pi . For X ∈ gwe define the operator dpi(X) with domain D∞(pi) by
dpi(X)ϕ = d
dt
pi(exp(tX)ϕ|t=0, ϕ ∈ D
∞(pi).
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It is known that idpi(X) is essentially self-adjoint. We denote its self-adjoint closure by
i∂pi(X) which is the infinitesimal generator of the strongly continuous one-parameter
unitary group t 7→ pi(exp(tX)), i.e.
pi(exp(tX)) = exp(t∂pi(X)).
PROPOSITION 7. Let G be a connected Lie group with Lie algebra g. Then Λ =
{∂λ (X) | X ∈ g} and GC,λ = {λ (s)exp(i∂λ (X)) | s ∈ G, X ∈ g}.
Proof. If α ∈ Λ then {exp(tα)| t ∈ R} is a strongly continuous one parameter group in
λ (G)⊂VN(G). Moreover,
〈exp(tα), η¯ ∗ ξˇ 〉= 〈exp(tα)ξ ,η〉, ξ ,η ∈ L2(G),
and {exp(tα)| t ∈ R} is continuous in the weak∗ topology on VN(G) with the weak∗-
limit w∗− limt→0 exp(tα) = 1. Since λ : G→ λ (G) ⊂ VN(G) is a homeomorphism
when VN(G) carries weak∗ topology it follows that λ−1(exptα) is a continuous one-
parameter subgroup of G. Therefore there exists X ∈ g such that λ−1(exp(tα) =
exp(tX) and λ (exp(tX) = exp(tα), t ∈ R, giving ∂λ (X) = α and Λ ⊂ {∂λ (X) | X ∈
g}.
To see the reverse inclusion, we note that ∂λ (X) ∈ VN(G), Γ(exp(t∂λ (X))) =
exp(tΓ(∂λ (X))) and
exp(tΓ(∂λ (X))) = exp(t∂λ (X))⊗ exp(t∂λ (X)), t ∈ R.
Since limt→0 t
−1[exp(tV)ϕ−ϕ] =Vϕ for any closed skew adjoint operator V and ϕ ∈
D(V ), we can easily obtain that ∂λ (X) ∈ Λ.
REMARK. In many cases, when G is a connected Lie group, GC,λ coincides with
λC(GC), where GC is the universal complexification of G and λC is the extension of
the left regular representation to GC, see discussion in [6, section 2.3]. Moreover, in
those cases one has the Cartan decomposition
GC ≃ G · expC(ig),
where exp
C
is the extension of the exponential map to the complexification gC of the
Lie algebra g of G.
4 POINT-SPECTRUM CORRESPONDENCE
In this section we establish sufficient conditions in terms of groups and weight in-
verses for the inclusion of the Gelfand spectrum spec A(G,ω) of A(G,ω) into the λ -
complexification GC,λ of G, generalizing some earlier results from [10] and [6].
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Let φ : A(G,ω)→ C be a character of A(G,ω). By the duality (8), there is a unique
σ ∈VN(G) such that for any u∈ A(G,ω) we have φ(u) = (σ ,u)ω . The multiplicativity
of φ gives
σ ⊗σ = Γ(σ)Ω. (11)
Conversely, every σ ∈VN(G) satisfying (11) gives rise to a unique point in spec A(G,ω).
In fact, for u, v ∈ A(G),
φ((ωu)(ωv)) = (σ ,(ωu)(ωv))ω = (σ ,ωΓ∗(Ω(u⊗ v)))ω
= (σ ,Γ∗(Ω(u⊗ v))) = (Γ(σ)Ω,u⊗ v);
on the other hand
φ(ωu)φ(ωv) = (σ ,ωu)ω(σ ,ωv)ω = (σ ,u)(σ ,v) = (σ ⊗σ ,u⊗ v),
giving the equality.
We set XΩ ⊆ VN(G) to be the set of all non-zero elements σ ∈ VN(G) satisfy-
ing (11), i.e.
XΩ = {σ ∈VN(G) | Γ(σ)Ω = σ ⊗σ ,σ 6= 0,}.
Note that we write XΩ to depend on the 2-cocycle Ω rather than the weight inverse ω.
This is because the formula (11) for points in the spectrum only involves the 2-cocycle,
and hence in some sense can be considered independent of the weight inverses. We will
see in this section that in many cases (thought we conjecture all) the elements in XΩ are
again weight inverses, with associated 2-cocycle Ω.
If we equip the set XΩ with the weak
∗ topology ofVN(G), then it is homeomorphic
to spec A(G,ω).
We will denote the antipode by S and this is an anti-isomorphism S : VN(G) →
VN(G), given by S(λ (s)) = λ (s−1), s ∈ G. IfW is the multiplicative unitary and w ∈
B(H)∗, then
S((ι⊗w)(W ∗)) = (ι⊗w)(W ). (12)
Throughout the rest of this section, we will denote H= L2(G).
PROPOSITION 8. Let G be a locally compact group and let σ ∈XΩ. If we have σ
∗(H)∩
ω∗(H) 6= {0} then
S(ω)ω = S(σ)σ .
REMARK. It has been known for compact groups ([10]) and some Lie groups with
certain weights ([6]) that the operators σω−1, σ ∈ XΩ are the ”points” of the complex-
ification GC. From this, the claim of the proposition is intuitively quite clear. Formally,
if there is an element T ∈ GC such that σ = Tω then, as S(T ) = T
−1, we would have
S(σ)σ = S(Tω)Tω = S(ω)T−1Tω = S(ω)ω.
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Proof. Let σ ∈ XΩ. Then for any ξ , η , ξ˜ , η˜ ∈H
Ψξ ,ξ˜ (S(ι⊗Ψσ∗η,η˜(Ω
∗W ∗))) = 〈(1⊗σ∗)W (S(σ∗)⊗1)ξ ⊗η, ξ˜ ⊗ η˜〉, (13)
where Ψξ ,η denotes the normal functional Ψξ ,η(x) = 〈xξ ,η〉, for x ∈ B(H).
In fact, by (12) and Ω∗Γ(σ∗) = σ∗⊗σ∗, we have
Ψξ ,ξ˜ (S(ι⊗Ψσ∗η,η˜(Ω
∗W ∗))) = Ψξ ,ξ˜ (S(ι⊗Ψη,η˜(Ω
∗W ∗(1⊗σ∗)))
= Ψξ ,ξ˜ (S(ι⊗Ψη,η˜(Ω
∗Γ(σ∗)W ∗))) = Ψξ ,ξ˜ (S(ι⊗Ψη,η˜(σ
∗⊗σ∗W ∗)))
= Ψξ ,ξ˜ (S(σ
∗(ι⊗Ψη,η˜((1⊗σ
∗)W ∗))) = Ψξ ,ξ˜ (S(σ
∗(ι⊗Ψη,ση˜(W
∗))
= Ψξ ,ξ˜ (S(ι⊗Ψη,ση˜ (W
∗))S(σ∗)) = Ψξ ,ξ˜ (ι⊗Ψη,ση˜(W ))S(σ
∗))
= Ψξ ,ξ˜ ⊗Ψη,ση˜ (W(S(σ
∗)⊗1)) = Ψξ ,ξ˜ ⊗Ψη,η˜((1⊗σ
∗)W (S(σ∗)⊗1))
= 〈(1⊗σ∗)W (S(σ∗)⊗1)ξ ⊗η, ξ˜ ⊗ η˜〉.
Let η and ζ in Hbe such that σ∗ζ = ω∗η 6= 0. Then by (13), we have
(1⊗ω∗)W (S(ω∗)⊗1)ξ ⊗ζ = (1⊗σ∗)W (S(σ∗)⊗1)ξ ⊗η
for any ξ ∈H.
Multiplying both hand sides of the equality from the left by Ω∗W ∗ and using again
the equality Ω∗Γ(σ)∗ = σ∗⊗σ∗ that holds for all σ ∈ XΩ and in particular for σ = ω ,
we conclude that
ω∗S(ω∗)ξ ⊗ω∗η = σ∗S(σ∗)ξ ⊗σ∗ζ , ∀ξ ∈H,
and hence ω∗S(ω)∗ = σ∗S(σ)∗.
REMARK. The following formal calculations support the idea that the above proposi-
tion might be true for any σ ∈ XΩ.
ConsiderM = (S⊗ ι)(WΩ)WΩ. From (3) it follows that (I⊗ω)WΩ =W (ω⊗ω),
and hence (I⊗ω)(S⊗ ι)(WΩ) = (S(ω)⊗ I)W∗(I⊗ω). We then calculate
(I⊗ω)M = (S(ω)⊗ I)W∗(I⊗ω)WΩ = (S(ω)ω)⊗ω =
(I⊗ω)(S(ω)ω⊗ I)
As kerω = {0} we get M = (S(ω)ω ⊗ I). Let now σ ∈ XΩ be arbitrary. The same
calculation as before gives us
(I⊗σ)M = (S(σ)σ)⊗σ
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and hence (S(σ)σ)⊗σ = (S(ω)ω)⊗σ . Therefore, S(σ)σ = S(ω)ω.
The calculations are only formal as S is not a completely bounded map in general
and hence S⊗ι is not defined on the wholeVN(G)⊗¯B(H). By [4, PROPOSITION 1.5], S
is completely bounded if and only if G is virtually abelian, i.e. has an abelian subgroup
of finite index. Consequently, for such G, S(σ)σ = S(ω)ω for any σ ∈ XΩ.
COROLLARY 9. Let σ ∈ XΩ. If σ
∗(H)∩ω∗(H) 6= {0} then kerσ = {0}.
Proof. This follows from PROPOSITION 8, as kerσ ⊆ kerS(σ)σ = kerS(ω)ω = {0}.
A natural question that arises is when σ ∈ XΩ is again a weight inverse. Clearly,
σσ∗⊗σσ∗ = Γ(σ)ΩΩ∗Γ(σ∗)≤ Γ(σσ∗)
and hence the first condition (3) of being a weight inverse is fulfilled. When does (4),
i.e. kerσ = kerσ∗ = {0}, hold? The same arguments as in COROLLARY 9 show that if
S(ω)ω = S(σ)σ then kerσ = {0}. The issue seems to be to deduce kerσ∗ = {0}. We
will adopt the extra condition ker Ω∗ = {0} as a way of guaranteeing this.
LEMMA 10. If ker Ω∗ = {0}, then kerσ∗ = {0} for every σ ∈ XΩ.
Proof. Let σ ∈ XΩ. As ker Ω
∗ = 0, we have
ker σ∗⊗σ∗ = ker Ω∗Γ(σ∗) = ker Γ(σ∗).
Thus, if we let P to denote the projection onto kerσ∗, then P ∈VN(G) and P satisfies
P⊗P= Γ(P), (14)
i.e. P ∈ GC,λ . By [15], either P = 0 or P = λ (s) for some s ∈ G when the latter is
possible only if P= λ (e) = I and hence σ = 0 contradicting σ ∈ XΩ. Therefore P= 0,
i.e. kerσ∗ = {0}.
Here comes the main result of this section that establishes a connection between (a
part of) the spectrum XΩ ≃ spec A(G,ω) and GC,λ .
THEOREM 11. Let ω ∈VN(G) be a weight inverse on the dual of G and let σ ∈XΩ be
such that σ∗(H)∩ω∗(H) 6= {0}. Assume ker Ω∗ = {0}. Then
(i) σ is a weight inverse,
(ii) S(σ)σ = S(ω)ω,
(iii) the linear operator
Tσ : ωξ 7→ σξ , ξ ∈H,
is closable and T¯σ ∈ GC,λ .
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Proof. (i) This follows from COROLLARY 9 and LEMMA 10, together with the earlier
observation that σσ∗⊗σσ∗ ≤ Γ(σσ∗).
(ii) It follows from PROPOSITION 8.
(iii) The operator Tσ is well-defined as kerω = {0}. Let ξn ∈Hbe such that ωξn→
0 and σξn → y. Then for any ξ ∈H,
〈y,S(σ∗)ξ 〉= lim
n→∞
〈S(σ)σξn,ξ 〉= lim
n→∞
〈S(ω)ωξn,ξ 〉= 0.
Therefore y ⊥ S(σ∗)(H). By LEMMA 10 kerσ∗ = {0}. This yields kerS(σ) = {0}
(since if P is the range projection for A ∈ VN(G), then S(P) is the range projection
for S(A∗)). Therefore S(σ∗)(H) is dense in H and hence y = 0. Consequently, Tσ is
closable.
Write Tσ also for the closure. Then Tσ is affiliated with VN(G), and even more, it
is actually affiliated with the von Neumann algebra N(ω,σ) generated by ω and σ . In
fact, let V ∈ N(ω,σ)′ be a unitary. Then for any ξ ∈ H of the form ξ = ωη, we have
VTσ ξ =Vση = σVη = Tσ ωVη = TσVξ
and hence V ∗TσV = Tσ , showing the statement.
The only claim left to prove is that Γ(Tσ ) = Tσ ⊗Tσ . Observe first that
(ω⊗ω)(H⊗H) = Γ(ω)Ω(H⊗H)⊆
⊆ Γ(ω)(H⊗H)⊆ D(Γ(Tσ )),
and
Γ(Tσ )Γ(ω)Ω(H⊙H) = Γ(Tσ ω)Ω(H⊙H) = Γ(σ)Ω(H⊙H) =
= (σ ⊗σ)(H⊙H) = (Tσ ⊗Tσ )(ω⊗ω)(H⊙H).
We have
Tσ ⊗Tσ |ω(H)⊙ω(H) = Γ(Tσ )|ω(H)⊙ω(H).
By convention, Tσ ⊗Tσ is the closure of the operator Tσ ⊙Tσ defined on D(Tσ )⊙D(Tσ )
or, equivalently, on ω(H)⊙ω(H), as ω(H) is a core of Tσ . Hence
Γ(Tσ )⊃ Tσ ⊗Tσ .
To see the converse, we note first that Γ(ω)(H⊗H) is a core for Γ(Tσ ) and hence
{(x, Γ(Tσ )x) | x ∈ Γ(ω)(H⊗H)} (15)
is dense in the graph of Γ(Tσ ).
Therefore, it is enough to see that the closure of
{(x,Γ(Tσ )x) | x ∈ Γ(ω)Ω(H⊗H)}
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contains (15).
As Ω(H⊗H) is dense in H⊗H, we have that for any Γ(ω)ξ , ξ ∈ H⊗H, there
exists (ξn)n ⊂H⊗H such that Ωξn → ξ and hence Γ(ω)Ωξn → Γ(ω)ξ . Moreover,
Γ(Tσ )Γ(ω)Ωξn = Γ(σ)Ωξn→ Γ(σ)ξ = Γ(Tσ)Γ(ω)ξ ,
giving the statement.
In what follows we shall use the notation Tσ for the closed operator T¯σ when there
is no risk to confusion.
We derive now a number of consequences from the previous theorem. We assume
that kerΩ∗ = {0}. The condition
σ∗(H)∩ω∗(H) 6= {0} (16)
for σ ∈ XΩ, is essential.
COROLLARY 12. For σ ∈XΩ as in THEOREM 11, there is a natural isometric isomor-
phism
A(G,σ)∼= A(G,ω),
σ f 7→ ω f .
Proof. This is immediate from the definitions of the norm and product on the corre-
sponding spaces:
||ω f ||ω = || f ||= ||σ f ||σ , f ∈ A(G),
(ωg)(ωh) = ωΓ∗(Ω(g⊗h)), (σg)(σh) = σΓ∗(Ω(g⊗h)), g,h ∈ A(G).
The corollary suggests that the Beurling-Fourier algebra is rather determined by the
cocycle Ω than a particular weight inverse ω .
COROLLARY 13. Let σ ∈ XΩ satisfy (16). Then there exist a unique s ∈ G such that
β = λ (s)∗σ ∈ XΩ satisfies (16) and
|Tσ |= Tβ .
Proof. Taking the polar decomposition Tσ = U |Tσ |, we get, as in PROPOSITION 6,
that U = λ (s) for a unique s ∈ G. Clearly β = λ (g)σ ∈ XΩ, and β
∗(H)∩ω∗(H) =
σ∗(H)∩ω∗(H) 6= {0}. It follows from THEOREM 11 that the closure of
{(ωξ , βξ ) | ξ ∈H} ⊆H⊕H
is the graph of the positive operator |Tσ |; on the other hand the closure is the graph of
the closed operator Tβ .
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COROLLARY 14. Let σ ∈ XΩ satisfy (16). If σ = λ (g)β is the decomposition from
COROLLARY 13. Then ψ(s) = λ (g)T sβ ω is a continuous function
ψ : [0,1]→ spec A(G,ω), ψ(0) = λ (g)ω, ψ(1) = σ .
Moreover, ψ(t) satisfies (16) for every t ∈ [0,1].
Proof. By the functional calculus, we have ω(H) ⊆ D(1+ Tβ ) ⊆ D(T
s
β ) for every
s ∈ [0,1]. Moreover, as t2s ≤ 1+ t2 for t ∈ R+, we have
0≤ ω∗T 2sβ ω ≤ ω
∗ω +ω∗T 2β ω = ω
∗ω +β ∗β .
It follows that T sβ ω is bounded for every s ∈ [0,1] and the function s 7→ T
s
β ω is strongly
continuous; in fact, if Pn = E([
1
n
,n]), where E(·) is the spectral measure of Tβ , then
T sβPnωx, x ∈ H, is strongly dependent on s. Moreover, Pnωx → ωx and T
s
βPnωx =
PnT
s
β ωx→ T
s
β ωx. Basic approximation argument gives that T
s
β ωx must depend contin-
uously on s for [0,1].
We get that Γ(T sβ ) = T
s
β ⊗T
s
β for all s ∈ [0,1] and thus
Γ(T sβ ω)Ω = Γ(T
s
β )(ω⊗ω) = (T
s
β ω)⊗ (T
s
β ω)
so that T sβ ω ∈ XΩ. As the kernel of Tβ is trivial, there is n ∈ N such that the orthogonal
projection P= E([1
n
,n]) is non-zero. The restriction of T sβ to the invariant subspace PH
is then invertible for every s ∈ [0,1] and as Pλ (g)∗ψ(s) = PT sβPω , s ∈ [0,1], we have
ψ(s)∗(λ (g)PH) = ω∗(PT sβPH) = ω
∗(PH)
giving ψ(s)∗(H)∩ω∗(H)⊃ ω∗(PH) 6= 0.
COROLLARY 15. Let ker Ω∗ = {0}. If σ∗(H)∩ω∗(H) 6= {0} for any σ ∈ XΩ, then
spec A(G,ω)⊂ {Tω | T ∈ GC,λ ,ω(H)⊂ D(T )} ⊂ GC,λ ω.
REMARK 16. In [6] the dual A(G,ω)∗ is identified with the weighted space VN(G,ω)
given by
VN(G,ω) := {Aω−1 | A ∈VN(G)}
with the norm ‖Aω−1‖VN(G,ω) = ‖A‖ via
(Aω−1,ωu) := (A,u).
Then the spectrum of A(G,ω) is considered as a subset of VN(G,ω) instead of VN(G).
Clearly we have the isometry Φ :VN(G)→VN(G,ω), A 7→ Aω−1.
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We prove a ’partial converse’ of THEOREM 11, that shows that at least every element
in GC,λ can be seen coming from a weight inverse.
PROPOSITION 17. If T ∈ GC,λ then there exists a weight inverse ω and σ ∈ XΩ such
that T = Tσ .
Proof. Let T ∈ GC,λ and U |T | be its polar decomposition. Then U = λ (s) for some
s ∈ G and Γ(|T |) = |T | ⊗ |T |. Hence Γ(|T |it) = |T |it ⊗ |T |it and |T |it determines a
strongly continuous representation ψ : R→ λ (G)⊆B(H) by setting ψ(t) = |T |it. By
the standard theory, the map
fˆ (x) =
∫
R
f (t)eixt dt 7→
∫
R
f (t)ψ(t) dt ∈VN(G), f ∈ L1(R)
extends to a ∗-homomorphism ϕ : C∗(R) ∼= C0(R)→ VN(G). The image of C0(R) is
clearly non-degenerate, and hence we can extend ϕ in a unique way to a homomorphism
ϕ :Cb(R)→VN(G). If we let ϕ⊗ϕ denote the extension of the map (ϕ⊗ϕ) :C0(R)⊗
C0(R)→ VN(G)⊗¯VN(G) to Cb(R×R), then it is easy to see from the uniqueness of
the extensions that the diagram
Cb(R×R)
ϕ⊗ϕ
// VN(G)⊗¯VN(G)
Cb(R)
ϕ
//
ΓR
OO
VN(G)
Γ
OO
(17)
is commutative; here we write ΓR for the restriction of the coproduct to Cb(R).
Now if we let ω = ϕ(e−2|x|), then it follows from (17) that ω2⊗ω2 ≤ Γ(ω2), and
the non-degeneracy of ϕ gives ker ω = {0}. Thus ω is a weight inverse in VN(G).
Moreover, it follows that the 2-cocycle associated to ω is given by
Ω = ϕ⊗ϕ(e2|x+y|−2|x|−2|y|). (18)
If we let σ = λ (s)ϕ(ex−2|x|), then it is easy to see from (18) that Γ(σ)Ω = σ ⊗σ and
hence σ ∈ XΩ. Moreover, it is not hard to see from the spectral theory that the closure
of the unbounded operator ωx 7→ σx is given by T.
The last results concerns a deformation retraction of weight inverses.
LEMMA 18. Assume that the weight inverse ω is positive. For every s ∈ [0,1], the
operator ωs is again a weight inverse.
Proof. By the Lo¨wner-Heinz inequality: if 0 ≤ A ≤ B, then also 0 ≤ As ≤ Bs for s ∈
[0,1]. Applying this to the inequality (3), we get
ω2s⊗ω2s ≤ Γ(ω2s), for all s ∈ [0,1].
The conditions on the kernel(s) is easy to see.
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PROPOSITION 19. Let ω be a positive weight inverse. If Ωs is the 2-cocycle associated
to ωs, s ∈ [0,1], then for 0≤ s≤ t ≤ 1,
(i) we have the relation
Γ(ωs)Ωt = Ωt−s(ω
s⊗ωs) (19)
(ii) If ker Ω∗t = {0}, then kerΩ
∗
s = {0}.
(iii) the map XΩs →XΩt , σ 7→ σω
t−s is injective and maps the elements σ ∈XΩssatis-
fying σ∗(H)∩ωs(H) 6= {0} to the elements τ ∈ XΩt such that τ
∗(H)∩ωt(H) 6=
{0}.
Proof. (i) The 2-cocycle Ωt−s is the unique operator that satisfies Γ(ω
t−s)Ωt−s=ω
t−s⊗
ωt−s, and hence, since kerωs = {0}, it follows that Ωt−s(ω
s⊗ωs) is the unique opera-
tor that satisfies Γ(ωt−s)Ωt−s(ω
s⊗ωs) = ωt ⊗ωt , but as Γ(ωt−s)Γ(ωs)Ωt = ω
t ⊗ωt ,
we get the equality in (19).
(ii) This follows now directly from (19).
(iii) If σ ∈ XΩs , then by (19)
Γ(σωt−s)Ωt = Γ(σ)Ωs(ω
t−s⊗ωt−s) = (σωt−s)⊗ (σωt−s),
i.e. σωt−s ∈ XΩt . If σ
∗(H)∩ωs(H) 6= {0} then
(ωt−sσ)∗(H)∩ (ωt(H) = ωt−s(σ∗(H)∩ωs(H)) 6= {0}
as the kernel of ωt−s is trivial, completing the proof.
4.1 CONDITIONS GUARANTEEING COMPLEXIFICATION
In order to show that COROLLARY 15 holds for special choices of the locally compact
group G or the weight inverse ω , we will in this section list some conditions on G or ω
that guarantee the required conditions.
First we list some sufficient conditions for ker Ω∗ = {0} to hold.
PROPOSITION 20. Let ω be a weight inverse. Then ker Ω∗ = {0} holds provided that
any of the following is satisfied:
1. G is compact;
2. ω is a central weight (i.e. lies in the center of VN(G));
3. ω =ϕ(ωH), where ωH is a central weight inverse on the dual of a closed subgroup
H of G and ϕ : VN(H)→ VN(G) is the canonical injective ∗-homomorphism
given by λH(s) 7→ λG(s), s ∈ H; here λH and λG are the left regular representa-
tions of H and G respectively.
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Proof. (1) It is known that if G is compact then VN(G)⊗¯VN(G) ≃ VN(G×G) can be
identified with ℓ∞ sum of matrix algebras Mn j(C). Therefore ker X = {0}⇔ ker X
∗ =
{0} for any X ∈VN(G×G). By the definition of weight inverse, kerω = {0} and hence
ker Ω ⊆ ker Γ(ω)Ω = kerω ⊗ω = {0},
giving ker Ω∗ = {0}.
(2) Since ker Ω = {0} it is enough to see that
Ω∗Ω = ΩΩ∗,
as in this case ker Ω = ker Ω∗. As ω ∈ Z(VN(G)), the center of VN(G), ω is a normal
operator and therefore so is Γ(ω). Moreover, as ω ⊗ω ∈ Z(VN(G×G)), we have
Γ(ω)ΩΓ(ω) = (ω⊗ω)Γ(ω) = Γ(ω)(ω⊗ω) = Γ(ω)2Ω.
Hence, as ker Γ(ω) = {0}, we must have Γ(ω)Ω = ΩΓ(ω). By the Fuglede-Putnam
theorem it follows that also Γ(ω)∗Ω = ΩΓ(ω)∗. A calculation now yields
Γ(ω)ΩΩ∗Γ(ω)∗ = ωω∗⊗ωω∗ = ω∗ω ⊗ω∗ω
= Ω∗Γ(ω)∗Γ(ω)Ω = Ω∗Γ(ω)Γ(ω)∗Ω = Γ(ω)Ω∗ΩΓ(ω)∗,
and we get the claim by again using ker Γ(ω) = {0}.
(c) The proof is similar, if we take into account that Γ◦ϕ = (ϕ⊗ϕ)◦ΓH , where ΓH
is the comultiplication on VN(H).
Next we list sufficient conditions when σ∗(H)∩ω∗(H) 6= {0} for any σ ∈XΩ. We
assume that ker Ω∗ = {0}.
LEMMA 21. If there is a subspace K⊂ H such that VN(G)(K) ⊂ K and ω|K is
invertible, then σ∗(H)∩ω∗(H) 6= {0} for any σ ∈ XΩ.
Proof. As K is invariant and ω|K is invertible, ω
∗(K) =K. We have
σ∗(H)∩ω∗(H)⊃ σ∗(K)∩ω∗(K) = σ∗(K),
where the latter is non-zero by LEMMA 10.
The conditions of the lemma hold in the following cases:
(1) G is compact and ω is arbitrary. If G is compact then it is known that the left
regular representation λ on G is a direct sum of irreducible (finite-dimensional)
representations and hence there exists a finite-dimensional invariant subspace K⊆
H. As kerω = {0}, ω is invertible on K. By PROPOSITION 20, kerΩ∗ = {0}. By
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COROLLARY 15 spec A(G,ω)⊂GC,λ if A(G,ω)
∗ is identified withVN(G,ω) as in
REMARK 16. In [10] and [6] the result was derived from the ”abstract Lie” theory
developed in [1, 11] showing that the multiplicative linear functionals on Trig(G),
the algebra of coefficient functions with respect to irreducible representations, can
be identified with the complexification GC. As Trig(G)⊂ A(G,ω), the statement is
clear.
(2) G is a Moore group and ω is arbitrary. If G is a Moore group, i.e. any irre-
ducible representation of G is finite dimensional, then G is a type I group and the
unitary dual Gˆ is a standard Borel space. Moreover, there is a standard Borel
measure µ and a µ-measurable cross section ξ → piξ from Gˆ to concrete irre-
ducible unitary representation acting on Hξ such that λ is quasi-equivalent to∫ ⊕
Gˆ
piξdµ(ξ ) so that VN(G) ≃ L∞(Gˆ,dµ(ξ );B(Hξ )). With this identification we
have ω =
∫⊕
Ĝ
ωξdµ(ξ ). Let for ε > 0
∆ε = ∩n{ξ ∈ Ĝ | 〈|ωξ |xn(ξ ),xn(ξ )〉 ≥ ε‖xn(ξ )‖
2},
where (xn)n is a sequence such that (xn(ξ ))n is total in Hξ for any ξ . As kerω =
kerω∗ = {0}, there exists a null setM ⊂ Gˆ such that kerωξ = kerω
∗
ξ = {0} for any
ξ ∈ Gˆ\M. Then, as Hξ is finite-dimensional, for each ξ ∈ Gˆ\M, we have |ωξ | ≥
cξ Iξ for some cξ > 0. Hence µ(∆ε) > 0 for some ε > 0 and Pε =
∫
Gˆ χ∆ε Iξ dµ(ξ )
is a projection onto invariant subspace K such that |ω|K ≥ ε; ω|K is invertible.
As kerΩ = {0} and G×G is Moore, we can argue as above to conclude that
kerΩ∗ = {0}. Therefore, by COROLLARY 15 we have the inclusion of the spec-
trum of A(G,ω) into GC,λ as in the previous paragraph.
(3) G is a separable type I group and ω has a decomposition ω =
∫ ⊕
Gˆ
ωξ dµ(ξ ) with
ωξ invertible for almost all ξ . We define an invariant subspace K such that ω|K
is invertible as above and get the statement of COROLLARY 15 in this case as well
if kerΩ∗ = {0}.
PROPOSITION 22. Let H ⊆ G be a closed commutative subgroup and ϕ : VN(H)→
VN(G) be the canonical injective homomorphism. Let ωH ∈VN(G) be a weight inverse.
If ω
def
= ϕ(ωH) with the associated 2-cocycle Ω, then every σ ∈ XΩ is a weight inverse
and
S(σ)σ = S(ω)ω. (20)
Proof. Since Ω is in the abelian von Neumann algebra ϕ(VN(H))⊗¯ϕ(VN(H)) and
ker Ω = {0}, we must have ker Ω∗ = {0} as well. Thus, kerσ∗ = {0} for every σ ∈
XΩ by LEMMA 10. So to show that σ is a weight inverse, it is enough to see the
equality (20), which will imply kerσ = {0}. To prove (20), let us without any loss
22
of generality assume that ωH is positive. Note that for abelian H the weight inverse
condition (3) can be equivalently written as
ωH(s
−1)2ωH(st)
2 ≤ ωH(t)
2 for almost all s, t ∈ Hˆ. (21)
We can reformulate (21) in the group-von Neumann algebra language as
(S(ωH)⊗ I)Γ(ω
2
H)(S(ωH)⊗ I)≤ I⊗ω
2
H ;
the inequality is clearly preserved by ϕ giving
(S(ω)⊗ I)Γ(ω2)(S(ω)⊗ I)≤ I⊗ω2.
As in the proof of LEMMA 1 we can conclude that there is a unique element Φ ∈
VN(G)⊗¯VN(G) such that
(I⊗ω)Φ = (S(ω)⊗ I)Γ(ω).
IfW is the fundamental multiplicative unitary, the latter equality gives
(I⊗ω)ΦW ∗ = (S(ω)⊗ I)W∗(I⊗ω).
Let x,y,u,v ∈ L2(G). We retain the notation Ψx,y for the normal functional Ψx,y(T ) =
〈Tx,y〉, T ∈B(H) and recall that 〈S(w)x,y〉= 〈wy¯, x¯〉,w∈VN(G) and S((ι⊗w)(W ∗))=
(ι⊗w)(W ) for any w ∈ B(H)∗. Then
〈(ΦW ∗)(x⊗ y),(u⊗ωv)〉= 〈(S(ω)⊗ I)W∗(I⊗ω)(x⊗ y),(u⊗ v)〉
= 〈(S(ω)(ι⊗Ψωy,v)(W
∗)x,u〉= 〈(S(ω)S((ι⊗Ψωy,v)(W))x,u〉
= 〈S((ι⊗Ψωy,v)(W )ω)x,u〉= 〈((ι⊗Ψωy,v)(W)ω u¯, x¯〉
= 〈(W(ω⊗ω)(u¯⊗ y),(x¯⊗ v)〉= 〈WΩ(u¯⊗ y),(x¯⊗ωv)〉.
As the range of ω is dense in L2(G), it follows that the equality
〈ΦW ∗(x⊗ y),(u⊗ v)〉= 〈WΩ(u¯⊗ y),(x¯⊗ v)〉 (22)
holds for all x,y,u,v ∈ L2(G). In particular, it follows from (22) that for any σ ∈ XΩ
〈(I⊗σ)ΦW ∗(x⊗ y),(u⊗ v)〉= 〈ΦW ∗(x⊗ y),(u⊗σ∗v)〉
= 〈WΩ(u¯⊗ y),(x¯⊗σ∗v)〉= 〈WΓ(σ)Ω(u¯⊗ y),(x¯⊗ v)〉
= 〈W (σ ⊗σ)(u¯⊗ y),(x¯⊗ v)〉= 〈(S(σ)⊗ I)W∗(I⊗σ)(x⊗ y),(u⊗ v)〉.
As (I⊗σ)ΦW ∗ is a bounded operator, it follows from this calculation that we have the
equality
(I⊗σ)ΦW ∗ = (S(σ)⊗ I)W∗(I⊗σ). (23)
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Hence we have, similarly to the remark after PROPOSITION 8, that the operator
M =W ∗ΦWΩ
satisfies
(I⊗σ)M = (S(σ)⊗ I)W∗(I⊗σ)WΩ = (S(σ)⊗ I)Γ(σ)Ω=
S(σ)σ ⊗σ ,
for every σ ∈ XΩ. The special case
(I⊗ω)M = S(ω)ω⊗ω = (I⊗ω)(S(ω)ω⊗ I),
gives, since kerω = {0}, that M = S(ω)ω⊗ I = S(σ)σ ⊗ I.
In the rest of the section we identify A(G,ω)∗ with VN(G,ω) as in REMARK 16.
THEOREM 23. Let H ⊆ G and ω = ϕ(ωH) ∈VN(G) be as in PROPOSITION 22. Then
spec A(G,ω)⊆ GC,λ .
Proof. By PROPOSITION 22, σ∗S(σ)∗ = ω∗S(ω)∗ 6= 0 for every σ ∈ XΩ. It implies
that σ∗(L2(G))∩ω∗(L2(G)) 6= {0} and hence by COROLLARY 15, we get the claimed
inclusion.
Let G be a connected simply connected nilpotent Lie group and g its associated Lie
algebra. We also fix the symbol H and h for a connected closed Lie subgroup of G and
its Lie algebra respectively. We write λG and λH for the left regular representations of
G and H respectively.
Next statement generalizes [6, THEOREM 6.19].
THEOREM 24. Let G be a connected simply connected nilpotent Lie group and let H
be an abelian connected closed subgroup of G. Suppose ωH is a positive weight inverse
on the dual of H and ωG = ϕ(ωH) is the extended weight on the dual of G. Then
spec A(G,ωG)≃ {λG(s)exp i∂λG(X) | s ∈ G,X ∈ h,exp i∂λH(X) ∈ spec(A(H,ωH))}.
Proof. By THEOREM 23, we have
spec A(G,ωG)⊂ GC,λ ,
i.e. for any ϕ ∈ spec A(G,ωG) there is a unique s ∈ G and X ∈ g such that Ran(ωG)⊂
D(exp i∂λG(X)), exp i∂λG(X)ω is bounded and
(ϕ,u) = (λG(s)exp i∂λG(X)ω,u)ω
for all u ∈ A(G,ωG). By [6, THEOREM 6.20], we have that X ∈ h. By [6, PROPO-
SITION 2.1], we get that exp i∂λH(X)ωH is bounded if and only if exp i∂λG(X)ωG is
bounded, finishing the proof.
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Note that the statement spec A(G,ωG) ⊂ GC,λ in the proof of [6, THEOREM 6.19]
required lengthy and specific for the Heisenberg group arguments.
Next theorem have been proved in [6] (THEOREM 7.11, THEOREM 8.20 and THE-
OREM 9.11), but our COROLLARY 15 simplifies the proof. We refer to [6] for details
about the reduced Heisenberg group Hr, the Euclidean motion group E(2) on R
2, and
the simply connected cover E˜(2) of E(2).
THEOREM 25. Let G be either the reduced Heisenberg group or the Euclidean motion
group E(2) or the group E˜(2), let H be any closed proper subgroup of G and h be the
Lie algebra of H. Suppose ω is a weight inverse on the dual of G, which is extended
from a continuous weight inverse ωH on the dual of H. Then
spec A(G,ω)≃ {λG(s)exp i∂λG(X) | s ∈ G, X ∈ h, exp i∂λH(X) ∈ spec A(H,ωH)}.
Proof. As any proper closed subgroup of G is abelian, ωH is central. By THEOREM 23
spec A(G,ω)⊂ GC,λ . (24)
To complete the proof we need [6, THEOREM 7.12, THEOREM 7.14] if G = Hr, [6,
THEOREM 8.21, THEOREM 3.27] ifG= E(2) and [6, THEOREM 9.12, THEOREM 3.27]
if G= E˜(2).
5 DISCRETE G
WhenG is discrete, it clearly does not contain any non-trivial image of a homomorphism
R→G, so we can deduce that the complexification is trivial, and henceGC,λ =G.What
we will do instead in this section is to analyze the weight inverses in more detail, as well
as consider a more general case when ω satisfies ωω∗⊗ωω∗ ≤ Γ(ωω∗), but may have
a non-trivial kernel. Note that as VN(G) is a finite von Neumann algebra when G is
discrete, we will then have kerω∗ 6= {0} as well.
Example (Abelian discrete group G). Consider the case when G is Abelian. We can
by the Fourier transform identify VN(G) with L∞(Gˆ), where Gˆ is the compact group
of characters on G. A weight inverse on this algebra is then an essentially bounded
function f on Gˆ such that
| f (t)|2| f (s)|2 ≤ | f (s+ t)|2 (a.e.), ∀s, t ∈ Gˆ, (25)
i.e. the function | f (t)|2 is super-multiplicative. If we assume that f is also continuous
and not identically 0, then it follows directly from (25) that the subset H ⊆ Gˆ of all
g ∈ Gˆ such that f (g) 6= 0 is an open subgroup of Gˆ. As open subgroups are also closed,
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it must be that H is an open compact subgroup of Gˆ. Thus mins∈H | f (s)| > 0, so that
{0} is an isolated point in the spectrum of f if H 6= Gˆ and moreover if H = Gˆ, then of
course f is invertible. It is not hard to see that for any continuous function h on Gˆ such
that the set of non-zero values is an open subgroup H, there exists a constant α such
that the function αh satisfies (25).
Thus we have a reasonable exhaustive picture of super-multiplicative continuous
functions on Gˆ. The main result of this section is that the same result holds in general.
Recall that as G is discrete, the Haar weight h becomes a tracial state on VN(G) such
that
(ι⊗h)◦Γ(a) = (h⊗ ι)◦Γ(a) = h(a)I, ∀a ∈VN(G). (26)
Moreover, we have the explicit formula h(x) = 〈xδe,δe〉 for x ∈VN(G), where δe is the
function such that δe(e) = 1 and δe(t) = 0 for t 6= e.
For a finite subgroup H ⊆ G, we consider the orthogonal projection
PH =
1
|H| ∑
g∈H
λ (g).
THEOREM 26. Let G be a discrete group. If ω ∈VN(G) is a non-zero element satisfy-
ing
ωω∗⊗ωω∗ ≤ Γ(ωω∗), (27)
then there is a finite subgroup H ⊆ G, an invertible positive element T ∈VN(G) and a
unitary U ∈VN(G) such that
ω = PHTPHU. (28)
Conversely, given a subgroup H ⊆ G, an invertible positive element T ∈ VN(G) and a
unitary U ∈VN(G), there exists a constant α > 0 such that the product
ω = αPHTPHU
satisfies (27).
An element ω ∈VN(G) satisfying (27) will be called a partial weight inverse.
We first check that the definition given by (27) gives results analogues to the ones in
LEMMA 1.
PROPOSITION 27. Let ω ∈VN(G) be a partial weight inverse. Then
(i) ||ω|| ≤ 1,
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(ii) there exists a (non-injective) 2-cocycle Ω ∈VN(G)⊗¯VN(G) such that ||Ω|| ≤ 1,
ω ⊗ω = Γ(ω)Ω. (29)
and Ω satisfies the 2-cocycle condition
(ι⊗Γ)(Ω)(I⊗Ω) = (Γ⊗ ι)(Ω)(Ω⊗ I). (30)
Proof. (i) This proof is the same as in REMARK(iii) after LEMMA 1. (ii) We observe
first that if operators A and B satisfy
AA∗ ≤ BB∗
then there exists an operator C : Ran(A∗)→ Ran(B∗) such that ||C|| ≤ 1 and A = BC.
We can then extend C by setting it to be 0 on Ran(A∗)
⊥
. Apply this result to (27) to get
a contraction Ω satisfying (29). To prove that Ω is in fact a 2-cocycle, we multiply both
sides of (30) from the left by (ι⊗Γ)◦Γ(ω) = (Γ⊗ ι)◦Γ(ω), to get
(ι⊗Γ)◦Γ(ω)(ι⊗Γ)(Ω)(I⊗Ω) = ω ⊗ω⊗ω =
= (Γ⊗ ι)◦Γ(ω)(Γ⊗ ι)(Ω)(Ω⊗ I).
This is similar to the proof of (6) in LEMMA 1, taking into account that ω may have a
non-trivial kernel. To deduce that the 2-cocycle condition actually holds, let Q be the
orthogonal projection onto (ker ω)⊥. Clearly Q ∈ VN(G), and Γ(Q) is the orthogonal
projection onto (ker Γ(ω))⊥. Hence, by the definition of Ω, we have Γ(Q)Ω = Ω. It
follows that the orthogonal projection onto the kernel of (ι ⊗ Γ) ◦ Γ(ω) is given by
(ι ⊗Γ) ◦Γ(I−Q) = (Γ⊗ ι) ◦Γ(I−Q) and this operator annihilates both hand-sides
of (30).
By similar reasoning as in PROPOSITION 2, we may assume our weight inverse ω
to be positive, so that (5) becomes
ω2⊗ω2 ≤ Γ(ω2). (31)
The Lo¨wner-Heinz inequality gives again (as in LEMMA 18) that
ω2s⊗ω2s ≤ Γ(ω2s), 0< s≤ 1 (32)
and thus we have again that if ω is a positive partial weight inverse, then so is ωs for
0< s≤ 1. Let P be the orthogonal projection onto Ran(ω2). As Γ is weakly continuous,
we can let s→ 0 in (32) to get
P⊗P≤ Γ(P). (33)
To make thing appear more concise, we will write w := ω2 and we call this a squared
partial weight inverse, or (s.p.w.i).
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DEFINITION. Let f be a positive functional in A(G)=VN(G)∗. Let us call f a pre-dual
weight if f · f ≤ f as positive functionals onVN(G), where x ·y(m) = (x⊗y)(Γ(m)) for
x,y ∈ A(G) and m ∈ VN(G). (We remark that when we consider elements in A(G) as
functions on G, this is just the usual point-wise product).
We have an injection a 7→ aˆ, VN(G)→ A(G) via the Haar weight by identifying
aˆ(v) = h(av) for v ∈VN(G).
LEMMA 28. If w is a (s.p.w.i), then ŵ is a pre-dual weight.
Proof. Let v ∈VN(G) be a positive element. Then we have
ŵ∗ ŵ(v) = (ŵ⊗ ŵ)(Γ(v)) = (h⊗h)((w⊗w)Γ(v)) =
= (h⊗h)(Γ(v
1
2 )(w⊗w)Γ(v
1
2 ))≤ (h⊗h)(Γ(v
1
2wv
1
2 )) = h(wv) = ŵ(v).
LEMMA 29. If w is a (s.p.w.i) and f is a pre-dual weight, then f ∗w= ( f ⊗ ι)(Γ(w)) is
again a (s.p.w.i).
Proof. This follows from the calculation
f ∗w⊗ f ∗w= ( f ⊗ ι⊗ f ⊗ ι)((Γ⊗Γ)(w⊗w))≤
≤ ( f ⊗ ι⊗ f ⊗ ι)((Γ⊗Γ)(Γ(w))) =
= ( f ⊗ f ⊗ ι⊗ ι)(ι⊗ ι ⊗Γ)◦ (Γ⊗ ι)◦Γ(w) =
= Γ(( f · f )∗w)≤ Γ( f ∗w),
where the second equality follows from the co-commutativity of VN(G).
Take the antipode S :VN(G)→VN(G) and recall that S(λ (g))= λ (g−1).We define
the convolution ∗ˆ between v,u ∈VN(G) by the formula
v∗ˆu := (h⊗ ι)((S(v)⊗ I)Γ(u)) (34)
We calculate this when v= λ (g) and u= λ (g′)
λ (g)∗ˆλ (g′) = (h⊗ ι)((S(λ (g))⊗ I)Γ(λ (g′))) = h(λ (g)−1λ (g′))λ (g′)
〈λ (g′)δe,λ (g)δe〉= δg,g′λ (g
′).
It follows that that if v = ∑αgλ (g) and u = ∑βgλ (g) are finite sums with αg,βg ∈ C,
then
v∗ˆu= ∑αgβgλ (g).
It easy to see that the operation ∗ˆ is strongly continuous in both arguments (by the defi-
nition (34)), commutative, associative and is compatible with multiplication in A(G), in
the sense that v̂∗ˆu = vˆ · uˆ. Furthermore, the convolution between two positive elements
is again positive. Note that ∗ˆ is the Schur product of v,u. We can combine the last two
lemmas to yield
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PROPOSITION 30. If w1 and w2 are (s.p.w.i)’s, then so is w1∗ˆw2. Moreover, if α =
h(S(w1)w2), then
αwi ≤ w1∗ˆw2, i= 1,2. (35)
Proof. Note that S(w1) is again a (s.p.w.i). It follows from LEMMA 28 that Ŝ(ω) is
a pre-dual weight. As w1∗ˆw2 = Ŝ(w1) ∗w2, the first claim follows from LEMMA 29.
Inequality (35) follows (for i = 1) from applying the positive map ˆS(w1)⊗ ι on to the
inequality w2⊗w2 ≤ Γ(w2). The commutativity of ∗ˆ and h(S(w1)w2) = h(S(w2)w1)
give the rest.
LEMMA 31. For any v ∈VN(G), the convolution S(v)∗ˆv satisfies S(S(v)∗ˆv) = S(v)∗ˆv.
Proof. By strong continuity of both S and the convolution, it is enough to prove this for
finite sums v= ∑αgλ (g). But in this case it is easy to calculate
S(v)∗ˆv= ∑αgαg−1λ (g)
and this elements is fixed by S.
PROPOSITION 32. Let Q ∈VN(G) be an orthogonal projection such that
Q⊗Q≤ Γ(Q).
Then we have
S(Q) = Q
and
(Q⊗ I)Γ(Q) = Q⊗Q, (36)
i.e. Q is a group-like projection.
Proof. From the equality Γ(Q)(Q⊗Q) = Q⊗Q, it follows that
(I⊗Q)W (Q⊗Q) =W (Q⊗Q), (37)
whereW ∈VN(G)⊗¯ℓ∞(G) is the multiplicative unitary. We claim that this implies that
(S(Q)⊗Q)W∗(I⊗Q) = (S(Q)⊗ I)W∗(I⊗Q). (38)
Recall that for x,y∈ ℓ2(G) andm∈VN(G)we have 〈S(m)x,y〉= 〈my¯, x¯〉, there x¯ denotes
the complex conjugation of the function x. To see (38), consider elementary tensors
x⊗ y,v⊗u ∈ ℓ2(G)⊗ ℓ2(G). Then we have
〈(S(Q)⊗ I)W∗(I⊗Q)(x⊗ y),(v⊗u)〉= 〈S(Q)(ι⊗ΨQy,u)(W
∗)x,v〉
= 〈(S((ι⊗ΨQy,u)(W)Q)x,v〉= 〈(ι⊗ΨQy,u)(W )Qv¯, x¯〉
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= 〈W (Q⊗Q)(v¯⊗ y),(x¯⊗u)〉= 〈(I⊗Q)W (Q⊗Q)(v¯⊗ y),(x¯⊗u)〉
= 〈(ι⊗ΨQy,Qu)(W )Qv¯, x¯〉= 〈S((ι⊗ΨQy,Qu)(W )Q)x,v〉
= 〈S(Q)(ι⊗ΨQy,Qu)(W
∗)x,v〉= 〈(S(Q)⊗Q)W∗(I⊗Q)(x⊗ y),(v⊗u)〉,
where Ψη,ξ is the linear functional X 7→ 〈Xη,ξ 〉, for X ∈ B(ℓ
2(G)). As both sides
of (38) are bounded, we get by bi-linearity and continuity that
〈(S(Q)⊗ I)W∗(I⊗Q)ξ ,η〉= 〈(S(Q)⊗Q)W∗(I⊗Q)ξ ,η〉
holds for all ξ ,η ∈ ℓ2(G)⊗ ℓ2(G). Thus (38) holds.
If we multiply both sides (38) on the right byW and apply the tensor flip automor-
phism a⊗b 7→ b⊗a, we get
(Q⊗S(Q))Γ(Q) = (I⊗S(Q))Γ(Q). (39)
Now, consider the positive operator S(Q)∗ˆQ = (h⊗ ι)((Q⊗ I)Γ(Q)). By LEMMA 31,
we have S(S(Q)∗ˆQ) = S(Q)∗ˆQ.Moreover, by (39), we have
S(Q)(S(Q)∗ˆQ) = (h⊗ ι)((Q⊗S(Q))Γ(Q)) = (h⊗ ι)((I⊗S(Q))Γ(Q)) =
= h(Q)S(Q)
and thus, it must be that S(Q)∗ˆQ−h(Q)S(Q)≥ 0. However, as h(S(Q)∗ˆQ) = h(Q)2 and
h(S(Q)) = h(Q), we get
h((S(Q)∗ˆQ)−h(Q)S(Q)) = h(Q)2−h(Q)2 = 0
and as h is faithful, it follows that
S(Q)∗ˆQ= h(Q)S(Q). (40)
The left-hand side is invariant under S, and therefore so is also the right-hand side.
Hence Q = S(Q). Combining this with (39) and (Q⊗Q)Γ(Q) = Q⊗Q gives (36), so
that Q is a group like projection.
PROPOSITION 33. Let w be a (s.p.w.i) then h(wS(w))> 0.
Proof. It follows from PROPOSITION 32 and (33) that S(P) = P. As S(P) is the range
projection of S(w
1
2 ), we must have A := S(w
1
2 )w
1
2 6= 0 and hence h(wS(w)) = h(A∗A)>
0.
PROPOSITION 34. Let w be (s.p.w.i). With α = h(S(w)w), we have the inequalities
αw≤ w∗ˆw≤ w. (41)
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Proof. The first inequality of (41) is already proved, so lets go for the second one. If we
multiply (31) on the right byW ∗ and on the left byW, we get
W (w⊗w)W ∗ ≤ I⊗w.
Apply h⊗ ι on this to obtain
(h⊗ ι)(W(w⊗w)W ∗))≤ w.
For a,b ∈ VN(G) we claim that (h⊗ ι)(W (a⊗ b)W ∗)) = a∗ˆb. We check this when
a = λ (s), b = λ (t), where s, t ∈ G. The general case then follows from joint strong
continuity of the convolution. We check that indeed
(h⊗ ι)(W (λ (s)⊗λ (t))W∗)) = (h⊗ ι)(W(λ (s)λ (t)−1⊗ I)W∗W (λ (t)⊗λ (t))W∗)) =
= (h⊗ ι)(W(λ (st−1)⊗ I)W∗))λ (t) = h(λ (st−1))λ (t) = δs,tλ (t) =
= λ (s)∗ˆλ (t).
We let C∗r (G)⊆ VN(G) denote the reduced C
∗-algebra of G. In the case when G is
discrete, this is the smallest C∗-algebra generated by the elements λ (g), g ∈ G. Recall
that C∗r (G) is a compact quantum group and that the co-product restricts to an injective
homomorphism Γ :C∗r (G)→C
∗
r (G)⊗C
∗
r (G), where the tensor product is the minimal
one. As is traditional, we denote the dual of C∗r (G) by Br(G). The following lemma is
likely well known, but we included a proof.
LEMMA 35. For two elements v,u ∈VN(G), the convolution v∗ˆu is in C∗r (G).
Proof. Let vk = ∑sα
(k)
s λ (s) and uk = ∑s β
(k)
s λ (s) be finite sums, of uniformly bounded
norm, converging to v and u respectively in the strong operator topology (the existence
of such sequences follows from the Kaplansky density theorem). Then it is easy to
check that h((vk)
∗vk) = ∑ |α
(k)
s |
2 and similar holds for uk. Since h(λ (s)
∗uk) = α
(k)
s
converges as k → ∞ and supk ∑s |α
(k)
s |
2 = supk h((vk)
∗vk) < ∞, we get that the se-
quence {α
(k)
s }s∈G ∈ ℓ
2(G) converges in norm to {αs}s∈G, and similarly, we get a se-
quence {βs}s∈G ∈ ℓ
2(G). It follows that vk∗ˆuk = ∑sα
(k)
s β
(k)
s λ (s) converges in norm to
∑sαsβsλ (s), an element inC
∗
r (G), since {αsβs}s∈G ∈ ℓ
1(G).
Proof of THEOREM 26. Let us start by proving the claims about P, the orthogonal
projection onto the range of ω. By (33), we have P⊗P ≤ Γ(P). We show that there
exist a finite subgroup H ⊆ G such that
P=
1
|H| ∑
s∈H
λ (s) (42)
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and thus actually P ∈C∗r (G). It is easy to check that any projection PH of the form (42)
satisfies PH⊗PH ≤ Γ(PH). Indeed, this requirement is equivalent to (PH⊗PH)Γ(PH) =
PH⊗PH , and we can simply calculate
(PH⊗PH)Γ(PH) =
1
|H|3
(
∑
s,t∈H
λ (s)⊗λ (t)
)(
∑
r∈H
λ (r)⊗λ (r)
)
=
=
1
|H|3 ∑
s,t,r∈H
λ (sr)⊗λ (sr) =
1
|H|3 ∑
s′,t ′,r∈H
λ (s′)⊗λ (t ′) =
=
1
|H|2 ∑
s′,t ′∈H
λ (s′)⊗λ (t ′) = PH⊗PH .
By Proposition 32, we have
(P⊗ I)Γ(P) = (I⊗P)Γ(P) = P⊗P. (43)
It is not hard to see that this, together with S(P) = P, gives that P(A(G)) ⊆ A(G) is
a closed self-adjoint sub-algebra, that is invariant under right-translations. By THEO-
REM 9 in [16], there is a compact (i.e. finite) subgroup H ⊆ G such that P(A(G)) =
PH(A(G)), hence P= PH .
To prove that an positive operator A is of the form QTQ for an orthogonal projection
Q (that might be the identity) and invertible positive operator T , it is enough to show that
if {0} ∈ spec(A), then it is an isolated point in the spectrum. Let us denote w = ωω∗.
Notice first that by PROPOSITION 34, w is invertible if and only if w∗ˆw is, and similar
{0} is an isolated point in the spectrum of w if and only if it is an isolated point in the
spectrum of w∗ˆw. Thus, by LEMMA 35 and PROPOSITION 30, it is enought to prove the
result under the extra assumption that w ∈C∗r (G). By (32), for any 0< s≤ 1, the power
ws satisfies again
ws⊗ws ≤ Γ(ws).
Moreover, as s→ 0, we have a strong convergence ws → P. If 0 ∈ spec(w) is not an
isolated point, or if w is not invertible, then there is a state ψ ∈ Br(G), such that for
0< s≤ 1, we have ψ(ws) = 0, but ψ(P) = 1. By PROPOSITION 34, for any 0< s≤ 1
(ι⊗h)((I⊗S(ws))Γ(ws))≤ ws.
Applying ψ to both sides of this gives
(ψ⊗h)((I⊗S(ws))Γ(ws)) = h(S(ws)ψ ∗ws) = 0.
As A(G) is an ideal in Br(G), we have for any f ∈ A(G)
lim
s→0
f (ψ ∗ws) = lim
s→0
( f ·ψ)(ws) = ( f ·ψ)(P) = f (ψ ∗P)
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Thus ψ ∗ws converges in the weak operator topology to ψ ∗P. As S(ws) = S(w)s con-
verges in strong operator topology S(P) = P. As all operators are positive, hence self-
adjoint, it follows that we have weak−∗ convergence
lim
s→0
S(ws)(ψ ∗ws)→ P(ψ ∗P) = (ψ⊗ ι)((I⊗P)Γ(P)) =
= (ψ⊗ ι)(P⊗P) = ψ(P)P= P.
and thus, since h is continuous in the weak operator topology, we have
h(P) = lim
s→0
h(S(ws)ψ ∗ws) = 0,
a contradiction.
Let ω∗ = U˜∗(ωω∗)
1
2 be the polar decomposition. We know that {0} is an isolated point
in the spectrum of (ωω∗)
1
2 and hence T = (ωω∗)
1
2 + I−P is an invertible positive ele-
ment such that PTP= (ωω∗)
1
2 . Lastly, we show that if VN(G) is a finite von Neumann
algebra and U˜ ∈ VN(G) is an partial isometry, then there exists a unitary U such that
PU = U˜ and hence ω = PTPU as claimed. Consider a partial isometric extension of U˜ ,
with this we mean partial isometry V such that U˜ =VP. Clearly, if
(I−U˜U˜∗)VN(G)(I−U˜∗U˜) 6= {0},
then we can find a non-zero partial isometry u in this set, and then U˜+u is an extension
of U˜ . By using Zorn’s lemma type arguments, one can show the existence of a maximal
extension U ∈ VN(G), i.e. if V ∈ VN(G) is a partial isometry such that VU∗U =U ,
then V =U.We claim thatU is unitary. AsU is maximal, we must have
(I−UU∗)VN(G)(I−U∗U) = {0} (44)
To derive a contradiction, assume that U is not unitary and furthermore, assume that
Q
def
= I−UU∗ 6= 0 (otherwise exchangeU forU∗) and let K= QL2(G). Note that
(QU)∗(UQ) = Q(U∗U)Q= Q(U∗U− I+ I)Q= Q,
by (44), and hence Uv 6= 0 for any v ∈K. Moreover, we have QU kQ= 0 for k = 1, . . .
by the definition of Q. By induction, using (44), one proves that the following holds
(U kQ)∗(U jQ) =
{
Q, if j = k
0, if j 6= k.
It follows thatU jH⊥U kK for j 6= k and thatU defines restrict to an isometryU kK→
U k+1K. The orthogonal projection p onto the span ∨∞k=0U
kK is in VN(G), and it is
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now easy to see that we have a partial isometryUp∈VN(G) that satisfies (Up)∗(Up)−
(Up)(Up)∗ = Q, but then, as the Haar state h is tracial,
h(Q) = h((Up)∗(Up)− (Up)(Up)∗) = h((Up)∗(Up))−h((Up)(Up)∗) = 0
a contradiction!
Let us prove the converse. So assume that we have U,T and PH as in the statement of
the theorem. As T is invertible, there exists constants d,c> 0 such that dI ≥ T ≥ cI and
hence d2PH ≥ (PHTPH)
2 ≥ c2PH . Also, by the above calculation, we have PH ⊗PH ≤
Γ(PH). It follows that, with σ = PHTPHU,
σσ∗⊗σσ∗ = (PHTPH)
2⊗ (PHTPH)
2 ≤ d4PH⊗PH ≤
≤ d4Γ(PH)≤
d4
c2
Γ((PHTPH)
2) =
d4
c2
Γ(σσ∗)
and thus letting α = c
2
d4
will do it.
We note the following corollary of THEOREM 26.
COROLLARY 36. If G is torsion-free discrete group, then a non-zero element x ∈
VN(G) is invertible if and only if there is a constant c> 0 such that
x∗x⊗ x∗x≤ cΓ(x∗x). (45)
Proof. The arguments at the end of the proof of THEOREM 26 shows that if x is in-
vertible, then there is a constant α > 0 such that αx∗x⊗αx∗x ≤ Γ(αx∗x) and thus we
get (45) with c = 1α . Conversely, if (45) holds, then
1
c
x∗x is a partial inverse weight.
Thus, by THEOREM 26, the projection onto the range of x∗ must be of the form PH for
some finite sub-group H ⊆ G. But G is torsion-free, so H = {e} and hence PH = I.
6 QUESTIONS AND COUNTEREXAMPLES
In this section we list some questions that were raised while trying to develop the above
theory. The most pressing question is of course if we can extend the point spectrum
correspondence to general locally compact groups in the way that it was done in that
section:
QUESTION. Let G be a locally compact group, ω ∈VN(G) be a weight inverse and Ω
be the corresponding 2-cocycle.
(i) Do we have ker Ω∗ = {0}?
(ii) Do we have S(σ)σ = S(ω)ω for any σ ∈ XΩ?
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(iii) Do we have σ∗(H)∩ω∗(H) 6= {0} for any σ ∈ XΩ?
(iv) Is every element in σ ∈ XΩ again a weight inverse?
Note that it follows from the proof of THEOREM 11 that (i) and (ii) imply (iii), as then
σ = λ (g)Tβ ω, where Tβ is a positive element of the λ -complexification, and choosing
K to be a subspace where Tβ is invertible, we obtain
σ∗(H)∩ω∗(H)⊇ σ∗(λ (g)K)∩ω∗(K) 6= {0}.
QUESTION. Notice that the definition of the product in A(G,ω) depends on the 2-
cocycle Ω rather than the weight inverse ω. This raises the question if one can start
with just a 2-cocycle Ω and develop the theory from there. The question is what would
be the conditions on Ω that guarantee the existence of a weight inverse ω such that
Γ(ω)Ω = ω ⊗ω. Clearly Ω has to be invariant under the ’tensor-flip’ isomorphism
a⊗ b 7→ b⊗ a, for this to holds, but beyond that? Let us call Ω ∈ VN(G)⊗¯VN(G) a
symmetric 2-cocycle if it is invariant under the tensor-flip isomorphism. For a symmetric
2-cocycle Ω, we will define the algebra A(G,Ω) to be A(G) (as a Banach space) with
the modified product
f ∗g= Γ∗(Ω( f ⊗g)), f ,g ∈ A(G).
We use the notation XΩ again to denote the set of non-zero elements σ ∈ VN(G) such
that Γ(σ)Ω = σ ⊗σ . Clearly, if Ω is a 2-cocycle coming from a weight inverse ω , then
A(G,ω) ∼= A(G,Ω) by the isometric isomorphism ω f 7→ f . In general, we can ask the
question for which symmetric 2-cocycles the spectrum of A(G,Ω) is non-empty, and if
it is not empty, does the weak∗ closure of XΩ contain 0? It seems that it depends on
whether or not Ω∗, or perhaps Ω has a non-trivial kernel.
We give examples where ker Ω∗ 6= {0} and where the Gelfand spectrum of A(G,Ω)
is empty.
Example. Let G= R, so that VN(R)∼= L∞(R). Let
ϒ(x) =
{
(1+ x)x, for x≥ 0
0, for x< 0.
Now let Ω : R2 → C be the measurable function
Ω(x,y) =
{
ϒ(x)ϒ(y)
ϒ(x+y) , if y,x≥ 0,
0, otherwise,
It is easy to see that ϒ(x)ϒ(y)≤ϒ(x+y) for x,y≥ 0, and hence Ω(x,y)≤ 1. ThusΩ(x,y)
is an element in L∞(R)⊗¯L∞(R), and moreover, it is not hard to see that it is a symmetric
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2-cocycle. Hence we have a well-defined algebra A(R,Ω). Using that A(R) ∼= L1(R)
via the Fourier transform, the Ω-modified product between f ,g ∈ L1(R) is
f ∗Ω g(x) =
∫ ∞
−∞
f (x− y)g(y)Ω(x− y,y) dy=
∫ ∞
0
f (x− y)g(y)
ϒ(x− y)ϒ(y)
ϒ(x)
dy. (46)
Notice that if x ≤ 0, then Ω(x− y,y) = 0 for all y ∈ R and hence the product f ∗Ω g(x)
has support in R+. However, the spectrum of the subalgebra B⊆ A(R,Ω) generated by
the functions in L1(R) with support in R+ is empty! In fact, consider now the set of
measurable functions
B′ = { f : R+ → C |
f (x)
ϒ(x)
∈ L1(R+)},
equipped with the convolution product ( f ∗ g)(x) =
∫ ∞
0 f (x− y)g(y)dy and the norm
‖ f‖=
∫
R+ | f (x)|
1
ϒ(x)dx. It follows from the product (46) that the map
f (x) ∈ B 7→ f (x)ϒ(x) ∈ B′
is an isometric isomorphism between these two algebras. To see that the spectrum of B is
empty, we use that the dual (B′)∗ of B′ is the set of measurable functions h :R+→C such
that h(x)ϒ(x) ∈ L∞(R+) (using the pairing 〈 f ,h〉 =
∫
R+ f (x)h(x)dx). As L
1(R+) ⊆ B′
is a sub-algebra (with the convolution product), any multiplicative functional φ on B′
restricts to a multiplicative functional φ on L1(R+). As (B′)∗ ⊆ L∞(R+), it follows that
we have an element m ∈ L∞(R+) such that also m(x)ϒ(x) ∈ L∞(R+), and moreover the
functional
φ( f ) =
∫ ∞
0
m(x) f (x) dx, f ∈ L1(R+)
is multiplicative functional under the convolution product. Any such function must be
(a.e.) equivalent to one of the form m(x) = eax with ℜ(a) ≤ 0. But it is not hard to see
that limx→∞ |e
axϒ(x)| = limx→∞ |e
ax(1+ x)x| → ∞ for any a ∈ C, and hence there is no
a such that eax(1+ x)x ∈ L∞(R+)! Thus the spectrum of B′ and hence B is empty. To
see that this carries over to the actual algebra A(R,Ω), we use that f ∗Ω g ∈ B, for all
g, f ∈ L1(R), and hence if we would have a multiplicative linear functional φ such that
φ( f ) = 1 for some f ∈ L1(R), then φ( f ∗Ω f ) = 1 and hence φ is a non-zero point in
the spectrum of B, a contradiction!
If we consider the function ν(x) =
{
e−
1
x , if x≥ 0
0, otherwise
, then it is easy to see that
ν(x+ y) ≥ ν(x)ν(y) for all x,y ∈ R. Now let
L(x) =
{
ν(x)ϒ(x), for x≥ 0
0, for x< 0.
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and
Θ(x,y) =
{
L(x)L(y)
L(x+y) , if x,y≥ 0,
0, otherwise,
then Θ(x,y) ≤ 1 for all x,y ∈ R. Furthermore, we have Θ(x,y) ∈Cb(R
2). It is not that
hard to see that also A(R,Θ) has empty spectrum (the argument is more or less the same
as above).
We can transfer this example to other locally compact groups if we can find a homo-
morphism ψ : C∗b(R)→ VN(G), that intertwines the coproducts (i.e. coming from an
homomorphism R→ G). The image (ψ ⊗ψ)(Θ) is then also a 2-cocycle and it seems
reasonable that the resulting algebra also would have properties similar to the one above
(i.e. not very nice spectrum-vice).
QUESTION. What happens if we remove the condition kerω = kerω∗ = {0} in the
definition of weight inverse? As in the case when G is discrete, we call such an ω a
partial weight inverse. From THEOREM 26, we know that if G is discrete then there is a
finite subgroupH ⊆G such that the orthogonal projection P onto the range of ω is equal
to 1|H| ∑g∈H λ (g). This was deduced from the fact that the range projection P always
satisfies P⊗P ≤ Γ(P), i.e. is again a partial weight inverse. More general, if G is any
locally compact group, then we can again deduce that the range projection satisfies P⊗
P≤Γ(P). Thus it seems to be important to analyze these types of orthogonal projections
in general. In the case when G is discrete, the main lemma says that P⊗ P ≤ Γ(P)
implies S(P) = P and from this we could deduce that P corresponds to a finite subgroup.
In the general case of a locally compact group, the two conditions P⊗P ≤ Γ(P) and
S(P) = P imply that there is a compact subgroup K ⊆ G such that
Pξ (x) =
∫
K
ξ (g−1x) dg, ξ ∈ L2(G).
To see this, note that the calculations in the proof of PROPOSITION 32 that was made
to show that (S(P)⊗P)Γ(P) = (S(P)⊗ I)Γ(P) still work verbatim for general locally
compact groups. Then the condition S(P) = P gives that (P⊗ I)Γ(P) = (P⊗P)Γ(P) =
P⊗P and hence P is a group-like projection. We can then, as in the discrete case, use
THEOREM 9 in [16] to show that there is a compact subgroup such that P is of the
claimed form.
However, there are orthogonal projections P ∈ VN(G) such that P⊗P ≤ Γ(P) but
S(P) 6= P.We give a simple example:
Example. Let θ ∈ L∞(R) be the function θ(x) = 1 for x ≥ 0 and θ(x) = 0 for x < 0.
Then we have θ ⊗θ ≤ Γ(θ) and hence
Γ(θ)(θ ⊗θ) = θ ⊗θ . (47)
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From this it follows that θ ⊗θ is the symmetric 2-cocycle associated to θ , since
(Γ⊗ ι)(θ ⊗θ)(θ ⊗θ ⊗ I) = θ ⊗θ ⊗θ = (ι⊗Γ)(θ ⊗θ)(I⊗θ ⊗θ).
Consider θ(A(R)). The equation (47) shows that θ(A(R)) is a subalgebra of A(R).
Moreover, this algebra is easily seen to be isomorphic to L1(R+) with the convolution
product
f ∗g(x) =
∫ ∞
−∞
f (x− y)g(y) dy, f ,g ∈ L1(R+).
For a ∈C, such that Im a≥ 0, we have a character on θ(A(R)) given by
∫ ∞
0 f (x)e
iax dx,
and conversely, every multiplicative functional is of this form. Letting
E+(x) =
{
eix, for x≥ 0,
0, otherwise,
we can then identify the spectrum of θ(A(R))with the set {E+(ax)| a ∈C, Im a≥ 0} ⊆
VN(R). Note that as 0 is in the weak−∗ closure of this set, the non-zero spectrum is not
closed.
QUESTION. Consider different ways of representing A(G,ω) in isomorphically iso-
metric fashions:
(i) As the subset A(G,ω)⊆ A(G).
(ii) As A(G) with the modified multiplication operation f · g = Γ∗(Ω( f ⊗ g)), this
follows from (7) and the norm in A(G,ω).
(iii) As A(G,σ) for any σ ∈ XΩ such that the conditions in THEOREM 11 hold.
Moreover, by PROPOSITION 3, if two weight inversesω1,ω2 give the inclusionsA(G,ω1)⊆
A(G,ω2)⊆ A(G), then there is an element a ∈VN(G) such that ω1 = ω2a. Let Ω1 and
Ω2 be the 2-cocycles corresponding to ω1 and ω2. Then it follows that
Γ(a)Ω1 = Ω2(a⊗a). (48)
It seems like this begs the definition of a category, call it Z2sym(Gˆ), where the objects are
symmetric injective 2-cocycles, i.e. invariant under the ’flip’ automorphism a⊗b 7→ b⊗
a ofVN(G)⊗¯VN(G), and elements a∈Hom(Ω1,Ω2) are non-zero operator a∈VN(G)
satisfying (48). With this notation, the set XΩ is precisely the set Hom(Ω, I), where I is
considered the identity 2-cocycle, as then (48) becomes
Γ(a)Ω = a⊗a.
In particular, we have Hom(I, I)=G. By the second part of PROPOSITION 3, it seems to
be a direct correspondence between the Beurling-Fourier algebras seen as topological
algebras and the skeleton category of Z
sym
2 (Gˆ), i.e. the category modulo equivalent
objects. This means that Ω1 ∼= Ω2 if there is an invertible element a ∈ Hom(Ω1,Ω2).
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