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Abstract—A three-dimensional (3-D) imager is presented, ca-
pable of computing the depth map as well as the intensity scale
of a given scene. The heart of the system is a two-dimensional
array of single photon avalanche diodes fabricated in standard
CMOS technology. The diodes exhibit low-noise equivalent-power
high-dynamic range, and superior linearity. The 3-D imager
achieves submillimetric precision at a depth-of-field of a few
meters. This precision was achieved by averaging over 10 000
measurements. The imager operates using a standard laser source
pulsed at 50 MHz with 40-mW peak power and requires no
mechanical scanning mechanisms or expensive optical equipment.
Index Terms—Avalanche photodiode, CMOS photodetector,
quantum architecture, single-photon counter, three-dimensional
(3-D) camera.
I. INTRODUCTION
THE EMERGENCE of novel potentially high-volume ap-plications for three-dimensional (3-D) optical imaging has
generated renewed interest in such devices. These applications
include land and sea surveyors, virtual keyboards, face recogni-
tion systems, nonionising medical tomographic imagers, stage
and choreography analysis tools, etc. A new generation of solid-
state imagers has been designed to address concerns of compact-
ness and speed. However, power, safety, and cost limitations still
exist.
Current solid-state 3-D optical imaging is based on three main
techniques: triangulation, interferometry, and time-of-flight
(TOF) using modulated and pulsed laser sources. All these
methods have advantages and shortcomings and have been
extensively researched. In triangulation systems, distance to
a precise point in the scene is derived from the angle of inci-
dence of a known point source and the angle of reflected light,
whereby a conventional optical sensor is usually capturing
such reflection [1]. The main disadvantage of such systems is
the speed requirement on the sensor, power dissipation, and a
somewhat limited precision. Interferometry is being used for
the high levels of accuracy it ensures. However, interferometers
are usually bulky and very expensive [2].
Optical TOF rangefinders using highly collimated coherent
light sources have been technologically feasible for decades.
Such devices measure the distance and velocity of a target by
calculating the time the optical ray requires to complete a round
trip. This time can be measured explicitly by means of a fast
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chronometer. An implicit measurement is also possible by eval-
uating the phase difference between a modulated light source
and the reflected light from the target [3].
To achieve submillimetric accuracies: 1) subpicosecond time
discrimination capability, 2) high-detection sensitivity, and
3) low-ray divergence are necessary.
In modulation-type imagers, time accuracy can be relaxed
by use of high-modulation frequencies in conjunction with
homodyne phase discrimination at the pixel level [3], [4].
However, relatively powerful laser or LED sources are still
required and accuracy is limited by the speed at which the
sensor can be clocked. Moreover, with the increase of clock
frequency potentially complex methods must be devised to
resolve the ambiguity of phase measurements and to compensate
for depth-of-field reduction.
Several 3-D imagers based on the pulsed method can be found
in the literature [5]–[7]. In [5], a long-distance rangefinder is
presented based on an array of single photon avalanche diodes
(SPADs) fabricated in an ad hoc silicon technology. To enable
high-performance time discrimination on a pixel basis, a second
chip was fabricated in standard CMOS consisting of an array of
counters aligned with the SPADs. A technique, known as bridge
bonding, was used to allow the SPADs to be aligned and con-
tacted each with the corresponding circuitry. The main disad-
vantage of this approach is the need for hybrid technology and
nonstandard bonding techniques.
A single detector with mechanical scanning device was pro-
posed in [6]. In this approach, the specification on the optome-
chanical setup is generally very stringent and often leads to
relatively compact but complex devices.
In [7], a conventional CMOS array was designed in which
shutter speed and electrical amplification had been maximized.
High peak light source power was still required, even at relatively
short ranges, thus making the approach impractical for potential
human hazard considerations. Moreover, the power dissipated
by the device, excluding the power source, was significant,
thus preempting its use in most mobile applications.
In this paper, a new solid-state 3-D imager is presented based
on the pulsed method, which requires a potentially inexpen-
sive laser source with milliwatt peak power. The sensor was
designed for short-range applications, such as face recognition,
virtual user interfaces, medical tomography, etc. These applica-
tions generally require a range of less than 10 m.
The sensor consists of an array of SPADs, implemented in
standard CMOS technology, sequentially performing 32 dis-
tance measurements with submillimetric precision. Note that the
precision or accuracy of a time or a distance is defined as the un-
certainty of the measurement. A time precision of a few tens of
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Fig. 1. Pixel schematic.
picoseconds was made possible by the jitter properties of SPADs
when operating in Geiger mode. Mechanical scanning could be
eliminated by illumination of the scene with a cone of light that
is reflected by the surface and reaches every pixel almost simul-
taneously. The cone of light could be obtained by simply uncol-
limating the laser source.
The 3-D camera system is capable of characterizing the op-
tical field by mapping both the depth of the scene as well as
the intensity of the light reflected by it. Extremely tight speed
and accuracy specifications are met, while keeping power dis-
sipation to a minimum, thanks to the inherent simplicity of the
sensor design. Moreover, due to the reduced power of the laser
source, it is possible to guarantee strict eye safety operation of
the system even with a duty cycle of 100%.
Alternatively, with a significant increase of optical peak
power it is possible to use time gating techniques to discrimi-
nate ballistic and near-ballistic photons from scattering ones,
thus providing means to perform transillumination type bioanal-
ysis. An imager based on a SPAD matrix is a good candidate for
this application as it combines picosecond time precision and
high sensitivity to weak rays as they traverse human tissue. Due
to the nonionising nature of light, the biological impact of this
type of imaging technique is, conceivably, orders of magnitude
smaller than that of X-rays, nuclear particle streams, etc. [8].
To date, the 3-D imager system presented in this paper is not
yet completely integrated. Some of the components used in the
time discrimination procedure are discrete. Therefore, some of
the performance measurements could be improved with further
component integration.
The paper is organized as follows. The principle of opera-
tion of the SPADs is explained in detail in Section II. The 3-D
camera system and measurements are outlined in Section III. In
Section IV, we evaluate the sensor based on SPADs for two–
dimensional (2-D) grayscale images.
II. PIXEL DESIGN, OPERATION, AND CHARACTERISTICS
The 3-D camera proposed in this paper is composed of an
8 4 array of pixels. Each pixel is comprised of a SPAD and
quenching electronics. This section outlines the pixel design
principles and measured characteristics. More details can be
found in [9].
Fig. 2. Photomicrograph of a pixel.
Fig. 1 shows the cross section and schematic of the diode and
read-out circuitry. Quenching resistor and comparator are coin-
tegrated in the pixel. As a result, parasitic capacitances can be
reduced and large pixel arrays can be built. The avalanche multi-
plication takes place in the active p+/n-well junction. Premature
edge breakdown is prevented by a guard ring, which is obtained
by interdiffusion of two n-wells. This structure requires no extra
masks or postprocessing steps and can be fabricated in a stan-
dard CMOS process [10].
The pixel, shown in the photomicrograph of Fig. 2, consists
of a circular SPAD of 7 m in diameter, a quenching resistor
R-poly in series between the cathode of the diode and VDD, and
a comparator that transforms the Geiger voltage pulse at node A
onto a digital signal. is used to bias the anode at 18.5 V
while V powers the remainder of the circuit. The
breakdown voltage of the SPAD is 21 V, thus the diode is
biased with an excess voltage above breakdown
V. The comparator is implemented as a
simple inverter with a threshold voltage of 3 V.
The current pulse generation can be explained in the fol-
lowing way [9]. When a photon reaches the avalanche region, a
primary electron-hole pair is generated. The avalanche process
begins and a strong current flows in the junction, causing a
voltage drop across R-poly. The voltage at node A (Fig. 1)
drops from VDD to , switching the inverter logic
state and stopping the avalanche. Once the avalanche current
is quenched, the parasitic capacitance starts to recharge, and
the voltage increases again to VDD. The total time for the
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Fig. 3. Bonded 8  4 SPAD array.
quenching and recharging processes determines the lowest pos-
sible time interval between detectable photons. This time con-
stant is known as dead time.
The array of SPADs (Fig. 3) was fabricated using the standard
0.8 m CMOS technology. For each pixel the parasitic capaci-
tance is about 70 fF, the quenching resistor is 270 , leading to
a dead time of 32 ns [11]. Furthermore, the SPAD has a quantum
efficiency of about 10% at 635 nm, is free of after pulses, and
exhibits a Dark Count Rate (DCR) of about 50 Hz and a time
jitter of 50 ps. At a pitch of 75 m no inter-SPAD cross talk was
detectable. Despite the small number of pixels, the above array
is a demonstrator of a larger 3-D camera.
III. RANGEFINDER
A rangefinder based on an 8 4 SPAD array was designed
and implemented [12]. Fig. 4 shows the architecture of the
complete 3-D camera, which includes classic row and column
selection circuits identical to conventional CMOS imagers. Un-
like conventional CMOS imagers, however, the column readout
circuitry requires no amplification, no analog processing, no
sample-and-hold, and no A/D conversion before being routed
outside the chip. This is due to the fact that the output of a
SPAD is essentially a digital signal.
Moreover, as a direct consequence of design simplicity, the
power dissipation of the sensor is very low. In our experiments, it
fell below the resolution of instrumentation, dominated by other
external sources that cumulatively amounted to 1 mW.
A digital multiplexer and row/column decoders were pro-
grammed to facilitate random access of a pixel output. External
bias voltage sources were used, even though such voltages can
and will be generated on-chip in a next-generation design. Fig. 5
shows the electrooptical setup of the 3-D camera.
The distance between the laser source and the points in the
scene is computed by measuring the TOF of a light beam from
source to target. The actual distance is computed as ,
where is the speed of light. A 635-nm laser diode, pulsed at
repetition rate MHz, with pulse width ps
and peak power mW is directed toward the target. The
Fig. 4. Sensor architecture.
light beam was intentionally uncollimated to create a cone of
diffused radiation that could cover the entire scene. The detector
array was placed behind a standard camera objective. The time
elapsed between the laser trigger (START) and the response of a
SPAD (STOP) was measured using a FLUKE PM6681 counter
with a time resolution of 50 ps and a jitter less than 150 ps. A
time histogram was captured for every SPAD independently, but
in a sequential manner due to the discrete setup.
For a single measurement, the uncertainty is evaluated
as , where is the time measurement un-
certainty. In order to achieve a resolution over distance , one
must be able to resolve TOF increments . Note that
must be equal or comparable to for the measurement
to be meaningful. Our setup shows an uncertainty of 268 ps,
mainly limited by the jitter of the external components. There-
fore, in order to obtain subpicosecond precision, it is necessary
to average over measurements, the precision scaling with the
square root of .
In the inset plot of Fig. 6 a histogram of (centered around
zero) is shown after measurements. Call such a
histogram. Due to the various skews introduced by the layout of
the array and external discrete components, it is advantageous
to compute two histograms of for every pixel. The first
relates to the scene of interest, the second to a reference,
for example a background panel. Note that the reference image
needs to be taken only once and is subsequently stored elec-
tronically. Instead of computing an absolute time, we evaluate
a TOF difference. This procedure is accomplished by numeri-
cally computing the centroid of the cross-correlation function
between and . This method numerically simulates
the presence of an optical copy of the source beam; however, a
complex setup to generate such copy is avoided [6].
The rangefinding performance of the 3-D CMOS sensor was
tested with . From the histograms, was mea-
sured to be 268 ps, which yields a theoretical uncertainty
m after 10 acquisitions. Fig. 6 shows a plot of measured
versus actual distance computed over a range of 15 cm around
1 m. The standard deviation was 618 m throughout the entire
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Fig. 5. 3-D camera setup.
Fig. 6. Distance measurement. In inset: arrival time histogram centered around
zero.
Fig. 7. Depth map of a cylinder.
range. The probable cause of the mismatch in error is the fi-
nite-time resolution of the counter, which results in histogram
quantization noise.
The detector array was also used to extract the 3-D surface
of several scenes. Figs. 7 and 8 show two such 3-D images
extracted using the proposed algorithm. A submillimetric axial
accuracy was obtained at a distance of 1 m.
Fig. 8. Depth map of a suspended bar.
IV. EVALUATION OF SPAD TECHNOLOGY FOR 2-D
GRAYSCALE IMAGERS
Texture analysis could be used in 3-D applications to better
evaluate the subjects in the scene. In the remainder of the paper,
we establish the characteristics of a sensor based on SPADs used
as 2-D grayscale imagers.
Critical features of standard 2-D grayscale imagers are tem-
poral noise and saturation, which, in turn, determine the dynamic
range. In this section, we study these features as a function of
quantum efficiency, dark count rate (DCR), sensor dead time,
and the optical intensity. The light source for 2-D imaging
could be the same laser beam used in 3-D mode with or without
modulation, or a separate continuous source. The electronics
may not necessarily be identical to the one used in the 3-D
mode.
A. Temporal Noise
Since Geiger pulses are digital, the classical analysis used in
standard CMOS imagers does not apply. In SPADs the temporal
noise is given by time-varying dark counts and photonic noise.
Both sources of noise have a Poissonian nature. At low illumina-
tion intensity , and for a given pixel acquisition time (PAT), we
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Fig. 9. Signal counts S and noise counts N as function of the optical intensity. ( = 635 nm,  = 10%, A = 38 m , DCR = 50 Hz, N = 128,
RBW = 10 MHz and PAT = 20 ms).
can relate the noise counts with the mean measured counts
by
(1)
where refers to the signal counts. The first term represents
the fluctuation of the DCR resulting from the thermal and tun-
neling generation of carriers; the second term takes the signal
shot noise into account. The signal counts under low illumina-
tion are expressed as
(2)
where , , and are quantum efficiency, wavelength, and de-
tector active area, respectively. The minimum detectable signal
(MDS) is given by a signal-to-noise ratio (SNR) equal to unity
. It is therefore given by
(3)
B. Saturation Power and Dynamic Range
Let us now consider the signal counts under strong illumi-
nation. Depending on the sensor architecture, the saturation be-
havior depends on several factors. We distinguish two important
cases.
In the first case, the architecture could be capable of storing
the light intensity on pixel (e.g., via a counter [5]). Such archi-
tecture would lead, however, to a strongly reduced fill factor.
In the second case, an integrated readout circuit could be
shared between several pixels. Let us consider the case where
the readout circuit is integrated for each column of the array.
Let be the number of rows of the sensor, then the satu-
ration signal count of a pixel is
(4)
where is the column readout bandwidth. Note that we
consider the worst case in which the image is completely bright,
while in a typical image some pixels may not be completely sat-
urated, thus leaving their share of bandwidth available to other
pixels on the same column.
In order to determine the equation for signal counts under
strong illumination we have to take the dead time imposed by
whole system into account. The ultimate limit of the column
readout bandwidth is set by the detector dead time
. Therefore, the saturation behavior is only determined by
the dead time of the readout circuitry .
In this case, for an ideal sensor , the mean
observed counts are
For a real detector, the readout dead time reduces the time during
which the counts can be recorded. To a first approximation, the
effective acquisition time is
Thus, the effectively measured counts are the product of the
ideal count rate by the effective acquisition time
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The signal counts become
(5)
where the terms in were neglected.
The dynamic range (DR) of an imager is defined as the max-
imum output swing divided by the temporal noise in the dark.
Thus, using the above equations, it can be expressed as
(6)
C. Numerical Results and Discussion
Using the experimental values of Section II, signal and noise,
as computed in (1) and (5), are plotted in Fig. 9. The PAT
used for the estimation is 20 ms, which corresponds to a frame
rate of 50 fps. In addition, we consider and
MHz. These parameters can be easily achieved in
this technology.
The minimum detectable signal is two counts, corre-
sponding to an optical intensity of W/cm . As
shown by (4), the saturation signal mostly depends on
the readout bandwidth and the number of rows. A saturation
signal of 1562 counts which corresponds to an optical intensity
of 1.98 10 W/cm is estimated using the proposed parame-
ters. Finally, a dynamic range of 64 dB is obtained. This makes
SPAD arrays a promising alternative to conventional CMOS for
highly sensitive 2-D grayscale imagers.
V. CONCLUSION
A camera capable of extracting the depth map from a 3-D
scene is proposed. The imager is based on an array of single
photon avalanche diodes operating in Geiger mode fabricated in
standard CMOS technology. Extremely reduced time jitter en-
ables submillimetric axial accuracy in 3-D scenes. The scenes
were illuminated by a low-power 50-MHz 635-nm laser source
with no requirement of mechanical scanning of any kind. Esti-
mates of dynamic range, temporal noise, and saturation show a
promising potential for this type of devices to be employed in
2-D mode as well.
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