Convergence criteria
The equation system [Kułakowski 2015, (42) ] describing the iterative updates of priorities carried out by the algorithm (Kułakowski 2015 , Listing 1) can be written as:
The online version of the original article can be found under doi:10.1007/s10100-013-0311-x.
B Konrad Kułakowski konrad.kulakowski@agh.edu.pl It is easy to see that, during the second and subsequent iterations, the procedure (Kułakowski 2015, Listing 1) follows the Jacobi iterative method for solving a linear equation system:
where
and
In other words, the same equations as (1) are used by the Jacobi method (Quarteroni et al. 2000) to the iterative improving µ(c 1 ), . . . , µ(c k ). Since every b i is a sum of strictly positive components [Kułakowski 2015, (41) ], thus also b i > 0, and, accordingly, every µ(c 1 ), . . . , µ(c k ) is strictly positive (1). Hence, if the procedure (Kułakowski 2015, p. 191 , Listing 1) converges, the resulting vector µ must be strictly positive.
According to Quarteroni et al. (2000, p. 129) , the Jacobi method is convergent if A is strictly diagonally dominant by rows, i.e. |a ii | > k j=1, j =i |a i j |. Thus, the procedure (Kułakowski 2015, p. 191 
Remark 1 Like the conditions Q 2 and Q 3 presented in Kułakowski (2015) , also Q (i) has the form of the sum of entries of A. Due to this fact, the conclusions formulated in the paragraph following [Kułakowski 2015, (48) ] still remain valid.
The values of Q 1 , Q 2 and Q 3 given in the last paragraph of (Kułakowski 2015, Sect. 7) computed under the assumptions of the numerical example (Kułakowski 2015, Sect. 5 Further information on the Heuristic Rating Estimation approach, including the criteria given above and a discussion on the convergence, can be found in Kułakowski (2014) . Also in the formulas (2), (25) and (33), the summation should start from i = 1 instead of i = 0.
