Motivated by a classical question of Mahler (1984) , Levesley, Salp, and Velani (2007) showed that the Hausdorff measure of the set of points in the middle-third Cantor set which are ψ-well-approximable by triadic rationals satisfies a zero-full dichotomy. More precisely, the Hausdorff measure of this set is either zero or full according to, respectively, the convergence or divergence of a certain sum which is dependent on ψ.
Introduction and Statement of Results
The central theme of Diophantine Approximation is understanding how well real numbers can be approximated by rationals and various generalisations thereof. To this end, a classical set (and its variations and higher dimensional analogues) which has been studied extensively is the set of ψ-well-approximable points. Given an approximating function ψ : N Ñ R`:" r0, 8q, the classical set of ψ-well-approximable points, which we will denote by W pψq, is defined as follows:
x P r0, 1s :ˇˇˇˇx´p qˇˇˇˇă ψpqq for infinitely many pp,P ZˆN measure and Hausdorff measure (see Section 1.3 for definitions of Hausdorff measure and dimension). Throughout we will denote the Lebesgue measure of a set F Ă R d by |F | and we will denote the Hausdorff s-measure of F by H s pF q.
Khintchine's Theorem. Let ψ : N Ñ R`be an approximating function. Then Remark. The statements we give above are modern day improvements of Khintchine's Theorem and Jarník's Theorem. The original results published in, respectively, [28] and [22] were subject to additional technical constraints. For further details we refer the reader to, for example, [5] and references therein.
Taken together, Khintchine's Theorem and Jarník's Theorem provide a fairly comprehensive description of the "size" of the set W pψq and so the metric description of W pψq is essentially complete. However, the theory of how W pψq interacts with other sets is currently somewhat less well understood and has become a highly popular topic in Diophantine Approximation. In recent years, there has been increasing interest in understanding how the set W pψq interacts with certain fractal sets, especially Cantor-like sets, and establishing appropriate analogues of Khintchine's Theorem and Jarník's Theorem in these generalised settings.
1.1. Diophantine Approximation on the Cantor Set. In his note "Some Suggestions for Further Research" [35] , Mahler posed the question:
How close can irrational elements of Cantor's set be approximated by rational numbers (i) in Cantor's set, and (ii) by rational numbers not in Cantor's set?
Subsequently, this question has attracted a great deal of attention and a number of papers have been published addressing Mahler's question and natural analagous questions. One such paper which goes some way towards addressing part piq of Mahler's question and which is, in a sense, the main motivation for the present article, is the work of Levesley, Salp and Velani [32] .
Before discussing the work of Levesley, Salp and Velani in more detail, for completeness, we briefly mention here several other works relating to Mahler's question. In [8, 15, 16] , Fishman and several coauthors have studied various aspects of part piq of Mahler's question. Part piiq of Mahler's question is considered in a complementary paper by Fishman and Simmons [17] and later by Simmons and Weiss [40] . In [31] , Kristensen considered the problem of approximating points in missing digit sets by algebraic numbers (see Section 2.1 for more information on missing digit sets). One can reformulate Mahler's question as a question about irrationality exponents of points in the middle-third Cantor set, see [9] . From this point of view, the first step towards addressing Mahler's question was the paper of Weiss [44] and further results of this nature have been obtained in [9, 10, 32, 38] .
Returning to the motivating result of Levesley, Salp and Velani [32] , let ψ : N Ñ R`be an approximating function and let A be any infinite subset of N. We consider the following modified set of ψ-well-approximable points:
x P r0, 1s :ˇˇˇˇx´p qˇˇˇˇă ψpqq for infinitely many pp,P ZˆA * .
Notice that if we were to take A " N in the above definition then we would recover W pψq precisely. Throughout, let us denote by K the middle-third Cantor set and let γ :" dim H K " log 2 log 3 . Note that dim H K denotes the Hausdorff dimension of K (see Section 1.3 for a definition). Next, consider the set B :" t3 n : n " 0, 1, 2, . . . u. The following is a specialised version 1 of the main result of Levesley, Salp and Velani in [32] . Theorem 1.1 (Levesley -Salp -Velani, [32] ). Let s ě 0. Then,
if ř 8 n"1 ψp3 n q sˆp 3 n q γ ă 8, H s pKq if ř 8 n"1 ψp3 n q sˆp 3 n q γ " 8. Recall that H s pF q denotes the Hausdorff s-measure of a set F Ă R d (see Section 1.3 for a definition).
The main motivating aim of the current paper was to provide a generalisation of Theorem 1.1 for more general iterated function systems. The kinds of sets which this problem naturally leads us to consider bear a striking resemblance to so-called shrinking target problems.
1.2. Shrinking Target Problems. In so-called shrinking target problems the basic idea is that we have a point, say y P X where X is a metric space, and a decreasing sequence pr n q nPN of real numbers. The balls B n " Bpy, r n q are our targets. Given a map T : X Ñ X, we are interested in the set of points x P X for which T n x hits the target B n infinitely often; that is, we are interested in the set Bpyq : " tx P X : T n x P B n for infinitely many n P Nu " lim sup nÑ8 T´nB n .
A related problem which is also of interest is when we have moving targets. Given a map T : X Ñ X, a point y P X, and a (decreasing) sequence of real numbers pr n q nPN , in this case we consider the set of points which are hit infinitely often by the targets B 1 n " BpT n y, r n q. That is, we are interested in the set BpT q : " tx P X : x P B 1 n for infinitely many n P Nu " lim sup Another related problem is study of the recurrence set, when we consider the set B r :" tx P X : T n x P Bpx, r n q for infinitely many n P Nu 1 In [32] , Theorem 1.1 is stated in terms of Hausdorff f -measure, H f , for a general gauge function f .
Here, for simplicity, we state the result only in terms of Hausdorff s-measure.
with a (decreasing) sequence of real numbers pr n q nPN . The study of shrinking target problems was initiated by Hill and Velani [19] in 1995. Since then, many more authors have contributed to the study of shrinking targets, moving targets, and recurrence sets. To name but a few, see [3, 19, 20, 23, 24, 37] and references within.
Recasting the set W A pψq in the language of shrinking targets, Wang, Wu and Xu [43] were able to prove an "inhomogeneous" counterpart to Theorem 1.1. For their purposes, fix X " K to be the middle-third Cantor set and consider the map
For a map ϕ : N Ñ R`and a fixed y P K, let Spy, ϕq : " tx P K : |T n 3 x´y| ă ϕpnq for infinitely many n P Nu " lim sup nÑ8 T´n 3 Bpy, ϕpnqq.
Recall that γ " log 2 log 3 . In [43] , Wang, Wu and Xu established the following statement 2 regarding the Hausdorff measure of the set Spy, ϕq. [43] ). Let s ă γ. Then, for any y P K,
When ϕpnq " 3 n ψp3 n q, we have that Sp0, ϕq " W A pψq and so, at least when s ă γ, Theorem 1.2 gives an inhomogeneous extension of Theorem 1.1. In recent years, several other authors have also studied the problem of shrinking targets on fractals. For example, Chernov and Kleinbock [12] studied the measure of shrinking target sets with respect to ergodic measures, Chang, Wu and Wu [11] very recently studied the problem of shrinking targets on linear iterated iterated function systems consisting of maps with equal contraction ratios, Koivusalo and Ramírez [30] considered shrinking targets on self-affine sets, the second author and Rams computed the Hausdorff dimension for certain shrinking targets on Bedford-McMullen carpets [4] , and Seuret and Wang considered some related problems in the setting of conformal iterated function systems [39] .
The main result (Theorem 1.6) of this paper constitutes an analogue of Theorem 1.1 for self-conformal iterated function systems. As will become evident throughout the proof of Theorem 1.6, it will often be most useful to view the sets under consideration as appropriate shrinking target sets. Before stating our main result in Section 1.4, we will first establish a number of necessary preliminaries and notation which will be used throughout.
Some Preliminaries and Notation.
1.3.1. Hausdorff measure and dimension. Here we briefly recall the definitions of Hausdorff s-measure and Hausdorff dimension. Suppose F Ă R d and let ρ ą 0 be a real number. A ρ-cover for F is a countable collection of balls tB i u iPN such that F Ă Ť iPN B i and rpB i q ă ρ for all i P N. Here, rpBq denotes the radius of a ball B Ă R d . Given a real number s ě 0, we define the ρ-approximate s-dimensional Hausdorff measure of F , which we denote by H s ρ pF q, as follows:
The Hausdorff s-measure of F , denoted by H s pF q, is defined to be
The Hausdorff dimension of F , dim H F , is given by
For further details regarding Hausdorff measure and dimension we refer the reader to [14] .
Conformal iterated function systems.
Here we collect together some concepts and notation relating to iterated function systems which will be used throughout. Fix d P N and let D Ă R d be a simply connected compact set such that D " D o . Here we denote the interior of a set F Ă R d by F o and we denote its closure by F . We say that a map f : D Þ Ñ D is contracting if there exists a constant 0 ă c ă 1 such that }f pxq´f pyq} ď c}x´y} for every x, y P D. Throughout, }¨} : R d Ñ R`will be any fixed norm on R d . Let Λ be a finite set of symbols and let Φ " tf i : D Þ Ñ Du iPΛ be a finite set of contracting mappings. We call Φ an iterated function system (IFS). Hutchinson [21] showed that there exists a unique non-empty compact set X such that
We call X the attractor of Φ. We say that a mapping f : D Þ Ñ D is C 1`ε -conformal if the derivative f 1 pxq is Hölder continuous with exponent ε ą 0 and for every x P D and y P R d ,
Recall that a mapping f : D Ñ R is Hölder continuous with exponent ε if there exists a constant C ą 0 such that for all x, y P D we have }f pxq´f pyq} ď C}x´y} ε .
Using the conformality of f and the simply connectedness of D, for every x, y P D there exist ξ, ξ 1 P D such that }f 1 pξq}}x´y} ď }f pxq´f pyq} ď }f 1 pξ 1 q}}x´y}.
(1.1)
Throughout the paper, we will always assume that the IFS Φ consists of C 1`ε -conformal mappings. In this case, we refer to Φ as a conformal iterated function system and we call the attractor of the conformal IFS Φ a self-conformal set. In the special case when the IFS consists of similarities, i.e. there exist constants 0 ă c i ă 1 for each i P Λ such that for all x, y P D we have }f i pxq´f i pyq} " c i }x´y}, we say that Φ is a self-similar iterated function system and that the attractor is a selfsimilar set. Clearly, self-similar sets are self-conformal.
Throughout this paper, we will also assume that Φ satisfies the open set condition. We say that Φ satisfies the open set condition (OSC) if there exists an open set U Ă D such that f i pU q Ă U for every i P Λ, and f i pU q X f j pU q " H for all i ‰ j P Λ.
If the attractor X of Φ satisfies the even stronger condition that
we say that X satisfies the strong separation condition. Moreover, by the compactness of D, there exist constants 0 ă a min ď a max ă 1 such that
for every i P Λ. For more details on the basic theory of iterated function systems see, for example, [14] .
Example 1. The middle-third Cantor set, K, is the attractor of the iterated function system Φ K :" tf i : r0, 1s Ñ r0, 1su iPt1,2u consisting of the similarities f 1 pxq " 1 3 x and f 2 pxq " 1 3 x`2 3 . Thus, K is a self-similar (and, therefore, also self-conformal) set. Also notice that Φ K satisfies the open set condition.
Let us denote by Λ˚the set of all finite sequences formed of the symbols in Λ, i.e.
Λ˚"
We will denote the length of i P Λ˚by |i|. We will also use the following shorthand notation:
f i " f i 1˝f i 2˝¨¨¨˝f i |i| , and X i " f i pXq.
We will adopt the convention that f H pxq " x. Combining (1.2) with the chain rule, we have that for any i P Λ˚that
The IFS Φ satisfies the so-called bounded distortion property. That is, there exists a constant C ě 1 such that for every i P Λ˚and for all x, y P X we have
For a proof of this fact we refer the reader to work of Simon, Solomyak and Urbański [41, Lemma 5.8].
Combining (1.1) with the bounded distortion property we see that, for every Y Ď D, ξ P X and i P Λ˚,
where C is the constant appearing in (1.4).
The pressure function P : R Þ Ñ R corresponding to the IFS Φ is defined as follows, 1.4. Statement of Results. Let Φ be a conformal iterated function system as described in the previous section. Suppose that X is the attractor of Φ. Given an approximating function Ψ : Λ˚Þ Ñ R`, for each x P X we will be interested in the Hausdorff measure of the set W px, Ψq :" ty P X : }y´f i pxq} ă Ψpiq for infinitely many i P Λ˚u.
(1.8)
The Hausdorff dimension of W px, Ψq was (implicitly) established by Hill and Velani in [19] for Ψ : Λ˚Ñ R`of the form
where ψ : N Ñ R`is any monotonic decreasing approximating function. To state their result, let us define the the shrinking rate of a function ψ : N Þ Ñ R`as α " αpψq " lim inf nÑ8´l og ψpnq n .
Note that α can be`8. The following theorem can be deduced from [19, Theorem 7] . Theorem 1.3 (Hill -Velani, [19] ). Let Φ be a conformal iterated function system with attractor X satisfying the open set condition. Let x P X and let ψ : N Þ Ñ R`be a monotonic decreasing function. Denote by α :" αpψq the shrinking rate of ψ. Then, for the approximating function Ψpiq " diampX i qψp|i|q and the set W px, Ψq as defined in (1.8), we have
where s is the unique root of the equation P psq " sα.
More recently, Baker has made progress towards understanding the Hausdorff measure of the set W px, Ψq. More precisely, the next theorem can be deduced from Baker [1, Theorem 1.4]. Theorem 1.4 (Baker, [1] ). Let Φ be a conformal iterated function system with attractor X satisfying the open set condition. Let x P X and let ψ : N Þ Ñ R`be a monotonic decreasing function. Let Ψpiq " diampX i qψp|i|q and let W px, Ψq be as defined in (1.8) . Then
By combining the Mass Transference Principle (Theorem 7.1) due to Beresnevich and Velani [6] with Theorem 1.4, Baker also derives the following result in [1, Theorem 5.1]. Theorem 1.5 (Baker, [1] ). Let Φ be a conformal iterated function system with attractor X satisfying the open set condition. Given x P X and Ψ : Λ˚Ñ R`, let W px, Ψq be defined as in (1.8) .
(i) Let s ą 0 and suppose that ÿ iPΛ˚Ψ piq s ă 8.
Then, H s pW px, Ψqq " 0 for all x P X. (ii) Let ψ : N Ñ R`be a monotonic decreasing approximating function and suppose that
Ψpiq
Remark. We note that Theorem 1.5 piq holds for any iterated function systems, not just those which are conformal and satisfy the open set condition. While we will only be concerned here with self-conformal sets satisfying the open set condition, for completeness we remark that Baker has also made progress in 
In Theorem 1.5 piiq, Baker obtains the Hausdorff s-measure of the set W px, Ψ dim H X s q. That is, as s varies so does the set for which the Hausdorff s-measure is obtained. By comparison, in Theorem 1.6 we are able to vary s and obtain the Hausdorff s-measure of W px, Ψq without any modification to the function Ψ. The reason for this difference is that the strategy Baker uses in [1] to prove Theorem 1.5 piiq involves an application of the Mass Transference Principle and this necessitates the slight modification that we see of the set under consideration. Actually, one might expect that the natural strategy for proving Theorem 1.6 would also be to use the Mass Transference Principle. Indeed, the Mass Transference Principle plays a crucial role in [32] in the proof of Theorem 1.1. However, interestingly, we show in Section 7 that the Mass Transference Principle cannot be applied in our setting to prove Theorem 1.6. That said, although we are unable to use the Mass Transference Principle directly, it is worth remarking that the overarching strategy we use for the proof of Theorem 1.6 is still inspired by some of the underlying ideas in the proof of the Mass Transference Principle in [6] .
Some Applications/Consequences of Theorem 1.6
In this section we discuss some applications and consequences of our main theorem (Theorem 1.6). Since the main aim of this paper was to provide a generalisation of Theorem 1.1 to more general self-conformal iterated function systems, we first demonstrate in Section 2.1 how Theorem 1.1 can be deduced from Theorem 1.6, albeit subject to an additional monotonicity condition which was not present in the original result of Levesley, Salp and Velani [32] . Although we have to impose an additional monotonicity condition to deduce Theorem 1.1, our result does provide some other advantages compared with Theorem 1.1. In Section 2.1, we additionally discuss more general missing digit sets and record a higher dimensional analogue of the results of Levesley, Salp and Velani in [32] . In Section 2.2, we show how Theorem 1.6 can be applied to study a problem related to approximating badly approximable numbers by quadratic irrationals. We obtain a Jarník type statement in our particular setting which, to the best of our knowledge, has not previously been considered.
2.1. The Cantor Set and Other Missing Digit Sets. We begin this section by showing how Theorem 1.1 may be deduced from Theorem 1.6, subject to an additional constraint on the monotonicity of the approximating function ψ. In particular, assume that ψ : N Ñ R`is such that 3 n ψp3 n q is monotonically decreasing.
Recall from Example 1 that the middle-third Cantor set, K, is the attractor of the selfsimilar (and thus conformal) iterated function system Φ K :" tf i : r0, 1s Ñ r0, 1su iPt1,2u consisting of the similarities f 1 pxq " 1 3 x and f 2 pxq " 1 3 x`2 3 . Next, let ϕ : N Ñ R`be defined by ϕpnq " 3 n ψp3 n q and let Ψ : Λ˚Ñ R`be defined by Ψpiq " diampX i qϕp|i|q, as in (1.9). In this case Λ " t1, 2u. Notice that if i P Λ˚is such that |i| " n, then Ψpiq " diampX i qϕp|i|q " 3´nˆ3 n ψp3 n q " ψp3 n q and, hence, ÿ iPΛ˚Ψ piq s "
Thus, it follows from Theorem 1.6 that, for any x P K, we have
n"1 p3 n q γ ψp3 n q s " 8. Theorem 1.1 then follows (subject to the additional monotonicity) upon noting that
In [32] , Levesley, Salp and Velani also extended Theorem 1.1 to a statement about more general missing digit sets. Suppose b ě 3 is an integer and Jpbq is any proper subset of the set Spbq :" t0, 1, . . . , b´1u. Denote by K Jpbq the missing digit set consisting of the numbers x P r0, 1s for which there exists a base-b expansion consisting only of digits from Jpbq. For example, the middle-third Cantor set is an example of a missing digit set corresponding to taking b " 3 and Jpbq " t0, 2u. In general it can be seen that K Jpbq can also be defined as the attractor of #Jpbq similarities each with contraction ratio 1 b . Furthermore, it can easily be verified that the Hausdorff dimension of K Jpbq is
Now, let
Apbq " tb n : n " 0, 1, 2, . . . u and let ψ : N Ñ R`be an approximating function. Recall that, using our earlier notation,
x P r0, 1s :ˇˇˇˇx´p qˇˇˇˇă ψpqq for infinitely many pp,P ZˆApbq * .
Note that in the present notation W B pψq " W Ap3q pψq. In [32] , Levesley, Salp and Velani state the following generalisation 3 of Theorem 1.1.
. Using a similar argument to above, Theorem 2.1 may also be deduced from Theorem 1.6 subject to an appropriate monotonicity condition. Furthermore, we may also easily deduce a higher dimensional analogue of Theorem 2.1 from Theorem 1.6. For this application of Theorem 1.6, let us consider R d equipped with the supremum norm. Again, let b ě 3 be an integer and let J 1 pbq, . . . , J d pbq be proper subsets of Spbq. Let us consider the d-dimensional "missing digit" set
formed by taking the Cartesian product of the usual missing digit sets K J i pbq (1 ď i ď dq. Notice that here we may have different "missing digits" in each coordinate direction.
Let N J " ś d i"1 #J i pbq and notice that K J is the attractor of an iterated function system consisting of N J similarities which all have contraction ratio 1 b . Additionally, K J satisfies the open set condition and has Hausdorff dimension
Theorem 1.6 can be used to deduce the following corollary which constitutes a higher dimensional analogue of Theorems 1.1 and 2.1.
Corollary 2.2. Let Λ :" t1, 2, . . . , N J u and let Φ J :" tf i : r0, 1s d Ñ r0, 1s d u iPΛ be the iterated function system as described above which has attractor K J . Let ψ : N Ñ R`be an approximating function such that b n ψpb n q is monotonically decreasing. Let ϕ : N Ñ R`be defined by ϕpnq " b n ψpb n q and let Ψpiq " diampX i qϕpiq. For x P K J , let W px, Ψq be as defined in (1.8) . Then, for any x P K J and s ě 0, we have
As far as we are aware, Corollary 2.2 has not been written down previously. While it follows easily as a corollary to Theorem 1.6, we believe it is likely that Corollary 2.2 could also have been proved with more work using methods similar to those used in [32] to prove Theorem 1.1.
So far, we have only applied Theorem 1.6 to iterated function systems formed of maps with equal contraction ratios. Although this nicely demonstrates that Theorem 1.6 fits in with and is a natural generalisation of existing results, these examples do little to reflect the full generality of Theorem 1.6. Throughout the remainder of this section and Section 2.2, we provide some examples which highlight some of the novel aspects of Theorem 1.6. For example, something quite simple which is novel about Theorem 1.6 (and to some extent Theorems 1.4 and 1.5) is that it can also be applied to self-similar sets formed of maps with different contraction ratios. To illustrate this, let us consider again the middlethird Cantor set. Although arguably the most natural way to represent the middle-third Cantor set is as the attractor of the IFS described in Example 1, this is by no means the only way. For example, let Φ 1 K " tf 1 , f 2 , f 3 u be the IFS consisting of the similarities f i : r0, 1s Ñ r0, 1s defined by
1 9
x, f 2 pxq " 1 9
x`2 9 , and f 3 pxq "
The attractor of Φ 1 K is also the middle-third Cantor set. Notice though that here the similarities in the underlying IFS do not have the same contraction ratios. For this reason (see Section 7) , the methods from [32] break down when using this representation of the middle-third Cantor set. However, in this respect, Theorem 1.6 is more robust and still applies when we use Φ 1 K (or any other sensible representation of the middle-third Cantor set).
Aside from this, the main advantage of Theorem 1.6 over some of its predecessors is that it allows us to consider approximation in much more general iterated function systems. We give an example of this in the next section.
2.2.
Badly Approximable Numbers and Quadratic Irrationals. In this section, we apply Theorem 1.6 to obtain a Jarník type statement for the set of badly approximable numbers which are "well-approximable" by a fixed quadratic irrational. We achieve this by utilising the correspondence between badly approximable numbers and partial quotients of continued fraction expansions, and by expressing the numbers with continued fraction expansions with partial quotients bounded by M P N as the attractor of a conformal iterated function system.
Recall that a number x P r0, 1s is said to be badly approximable if there exists a constant c " cpxq ą 0, dependent on x, such that for every p q P Q we havěˇˇˇx´p
It is well known that a number is badly approximable if and only if its continued fraction expansion has bounded partial quotients (see, for example, [5, Theorem 1.15]). For x P r0, 1s, let ra 1 , a 2 , . . . s denote its continued fraction expansion. Note that this expansion will be finite if x is rational. Recall that the a i 's are called the partial quotients of x and are the numbers which arise when we write x in the form
with a i P N for each i P N. The partial quotients, a i , can also be defined via the Gauss map. The Gauss map is the map T : r0, 1s Ñ r0, 1s defined by
For each n ě 1, a n " Z 1
T n´1 x^. For our present purposes, another useful way for us to view the continued fraction expansion of x P r0, 1s is the following. For every integer a ě 1, let f a pyq " 1 a`y .
We have
If x P p0, 1s is badly approximable, then there exists Q ě 1 such that a n ď Q for every n ě 1. Let us denote the set of badly approximable numbers in p0, 1s by Bad, and denote by Bad Q the numbers x P Bad such that a n pxq ď Q for every n ě 1 (where a n pxq is the nth partial quotient of x). By definition, Bad Q is the attractor of the IFS tf a˝fb u Q a,b"1 . Moreover, it is easy to see that this IFS is conformal and satisfies the open set condition.
Recall that x P r0, 1s is a quadratic irrational if it is irrational and is a root of a quadratic polynomial ax 2`b x`c " 0, where a ‰ 0 and a, b, c are integers. It is well known that x P r0, 1s is a quadratic irrational if and only if x has an eventually periodic continued fraction expansion; that is, there exist finite sequences ω " pω 1 , . . . , ω ℓ q and τ " pτ 1 , . . . , τ m q such that
where τ denotes the infinite periodic sequence formed by repeating τ . We will denote the set of quadratic irrationals in r0, 1s by QI. Given a monotonically decreasing approximating function ψ : N Þ Ñ R`, let W pψ; Bad; QIq :" tx P Bad : Dα P QI : |T n pxq´α| ă ψpnq for infinitely many n P Nu .
Thus, W pψ; Bad; QIq is the set of badly approximable numbers which are "well-approximable" by a fixed quadratic irrational. We will investigate the Hausdorff measure of W pψ; Bad; QIq.
Notice that it is sensible to fix the quadratic irrational in the definition of W pψ; Bad; QIq corresponding to a given x P Bad, otherwise we would necessarily have W pψ; Bad; QIq " Bad since quadratic irrationals are dense in the reals.
Let us now adapt some standard notation from the usual theory of continued fractions. For the proofs and more details, see [33, Section 2] or [29] .
For a sequence of integers ta n u 8 n"1 , let q n`1 pa 1 , . . . , a n`1 q :" q n`1 " a n`1 q n`qn´1 , and p n`1 pa 1 , . . . , a n`1 q :" p n`1 " a n`1 p n`pn´1 for n ě 1, where we define p´1 " q 0 " 1 and p 0 " q´1 " 0. Then,
Moreover, for every 0 ă k ă n and a 1 , . . . , a n P N we have 1 ď q n pa 1 , . . . , a nk pa 1 , . . . , a kn´k pa k`1 , . . . , a n q ď 2, (2.1) and, for every x P r0, 1s,
Thus, combining the above bounds with the bounded distortion property (1.4), there exists a constant K ě 1, depending on Q but independent of the sequence a 1 , a 2 , . . . , a n , such that 1 Kˆ1 q n pa 1 , . . . , a n q 2 ď diampf a 1˝¨¨¨˝f an pBad Qď K q n pa 1 , . . . , a n q 2 .
(2.2)
Now, we are ready to state a corollary of our main result. 
..,an"1 ψpnq s q n pa 1 , . . . , a n q 2s ă 8,
..,an"1 ψpnq s q n pa 1 , . . . , a n q 2s " 8.
Proof. If x P W pψ; Bad; QIq then there exists α " αpxq P QI such that |T n pxq´α| ă ψpnq for infinitely many n P N. On the other hand, there exists Q 1 ě 1 such that x P Bad Q 1 and since α is quasi-periodic there exists Q 2 ě 1 such that α P Bad Q 2 . Hence, x P Bad Q and α P QI X Bad Q , where Q " maxtQ 1 , Q 2 u. Thus, x P W Q pψ; αq where W Q pψ; αq " tx P Bad Q : |T n pxq´α| ă ψpnq for infinitely many n P Nu .
So, we have that
It is easy to see that if x P W Q pψ; αq then we must have |T 2n pxq´α| ă ψp2nq for infinitely many n P N or |T 2n`1 pxq´α| ă ψp2n`1q for infinitely many n P N. Hence, we can decompose W Q pψ; αq into
where ψ 0 pnq " ψp2nq and ψ 1 pnq " ψp2n`1q and U Q pψ i ; αq " tx P Bad Q : |T 2n pxq´α| ă ψ i pnq for infinitely many n P Nu.
Since the set Bad Q is the attractor of the conformal IFS tf a˝fb u Q a,b"1 , it follows from Theorem 1.6 taken together with (2.2) that, for any α P QI X Bad Q , we have
On the other hand,
..,an"1 ψpnq s q n pa 1 , . . . , a n q 2s " ψp2n`1q s q 2n`1 pa 1 , . . . , a 2n`1 q 2s .
ψp2n`1q s q 2n pa 1 , . . . , a 2n q 2s , and the other inequality 
Proof of the Main Result (Theorem 1.6)
We first note that the convergence part of Theorem 1.6 is contained in greater generality in Theorem 1.5 piq. When ř iPΛ˚Ψ piq s ă 8, the proof that H s pW px, Ψqq " 0 follows from a standard covering argument combined with the definition of Hausdorff measure. For further details see the argument given in [1, §3.2]. Thus, it remains to prove the divergence part of Theorem 1.6.
An observation that is central to proving the convergence part of the result, and which we will also make use of for the divergence case, is that the set W px, Ψq is the lim sup set of the family of balls tBpf i pxq, Ψpiqqu iPΛ˚. That is, W px, Ψq " ty P R d : y P Bpf i pxq, Ψpiqq for infinitely many i P Λ˚u.
Equivalently, we have W px, Ψq " Throughout, Bpx, rq denotes a ball in R d , with respect to the fixed norm }¨}, centered at x with radius r.
In proving Theorem 1.6, we first show that it follows from Theorems 1.3 and 1.4 that the problem can be reduced to the case when P psq " sα where α :" αpψq is the shrinking rate of ψ and P is the pressure function defined in (1.6) . To tackle the proof in the remaining case, we use the following proposition. In the remainder of this section, we will give the proof of Theorem 1.6 assuming Proposition 3.1. The rest of the paper will then be devoted to establishing Proposition 3.1 and a number of other required technical lemmas. The key to establishing Proposition 3.1 is proving the existence of a suitable mass distribution as outlined in Proposition 4.4. We will give a more detailed outline of the structure of the rest of the paper in Section 3.1.
Proof of Theorem 1.6 (Divergence). Recall that we are given ÿ iPΛ˚Ψ piq s " 8. If α " 0 then P psq ě 0. Furthermore, in this case, dim H pW px, Ψqq " d :" dim H X by Theorem 1.3 and the result of Käenmäki and Rossi that dim H X " d where d is the unique solution of the equation P pdq " 0. Since P psq is strictly monotonically decreasing, if P psq ą 0 then s ă d and, hence, H s pW px, Ψqq " 8. If P psq " 0 then s " d " dim H X and the statement follows from Theorem 1.4 since W px, Ψq has full measure. Thus, we may assume that 0 ă α ă 8.
Note that it follows from (3.3) that P psq ě sα. If P psq ą sα then by Theorem 1.3, dim H pW px, Ψqq ą s and thus the statement follows again. So, for the remainder of the proof, suppose that P psq " sα. Now, let B be a ball such that X X B ‰ H. Since the maps of Φ are uniformly contracting, there exists i P Λ˚so that f i pXq Ď B. Let r
Ψpjq " diampX j q r ψp|j|q, where r ψpnq " C´1ψpn`|i|q and C ą 1 is the constant in (1.4). From (3.2) and the bounds on Thus, by Proposition 3.1, we have H s pW px, r Ψqq " 8. Next, suppose that }y´f j pxq} ă r Ψpjq. Employing the mean value theorem (1.1) and (1.5), we see that 3.1. Structure of the paper. In the next three sections, we turn our attention to the proof of Proposition 3.1, which will complete the proof of our main theorem (Theorem 1.6). As hinted at previously, although we cannot use the Mass Transference Principle directly for our purposes, the ideas underlying our argument do share some similarities with those present in the proof of the Mass Transference Principle [6] . Namely, Proposition 3.1 relies on the construction of a suitable Cantor-type set and a measure supported on this set satisfying certain conditions which enable us to use a version of the mass distribution principle. The existence of such a Cantor set together with an appropriate measure supported on this set is guaranteed by Proposition 4.4. In fact, establishing Proposition 4.4 is arguably the most substantial part of the proof of Theorem 1.6.
In Section 4, we describe the set W px, Ψq in the language of symbolic dynamics and provide a proof of Proposition 3.1 subject to Proposition 4.4. In Section 5 we describe the required mass distribution, proving several technical lemmas along the way, before completing the proof of Proposition 4.4 in Section 6 by showing that the mass distribution we have constructed satisfies the requirements of Proposition 4.4. This completes the proof of Theorem 1.6.
In Section 7 we provide a more detailed discussion of why we are unable to use the Mass Transference Principle more directly in the present setting.
Proof of Proposition 3.1: A Symbolic Approach
In this section, we describe the shrinking target set symbolically and show how our main result follows from the existence of a symbolic mass distribution.
Throughout, let Σ " Λ N . Next, let σ : Σ Þ Ñ Σ denote the usual left-shift operator on Σ; namely, for i " pi 1 , i 2 , i 3 , i 4 , . . . q P Σ, σi " σpi 1 , i 2 , i 3 , i 4 , . . . q " pi 2 , i 3 , i 4 , . . . q.
For i " pi 1 , . . . , i k q P Λ˚, the cylinder set ris is defined as ris " ri 1 , . . . , i k s :" tj P Σ : i 1 " j 1 , . . . , i k " j k u.
By convention, rHs " Σ. For a sequence i P Σ and n, m P N with n ď m, let i| m n :" pi n , . . . , i m q.
For n ą m we define i| m n " H. For any α P p0, 8q, there exists a unique ergodic σ-invariant probability measure, P, and a constant C ě 1 such that for every i P Λ˚and x P X C´1 ď Pprisq e´α s|i| }f 1 i pxq} s ď C, The elements of Σ and X can be associated in a natural way. More precisely, for every i P Σ let
We call the function π : Σ Þ Ñ X the natural projection. It is easy to see that πpiq " f i 1 pπpσiqq. In particular, for any n P N, we have πpiq " f i| n 1 pπpσ n iqq. For x P X and ψ : N Ñ R`, let Ă W px, ψq :" ti P Σ : }πpσ n iq´x} ă C´2diampXqψpnq for infinitely many n P Nu.
Here, C ą 0 is the constant in (1.4). The next lemma shows that when Ψpiq " diampX i qψp|i|q, the natural projection of Ă W px, ψq is contained in the set W px, Ψq. Proof. Let i P Ă W px, ψq. Then, using (1.1), (1.5), and (4.2), for infinitely many n P N we have
For the rest of the paper, we fix an x P X and a symbolic representation x P Σ for which πpxq " x. Next, let us define ρ : N Þ Ñ N as follows; let ρpnq be the unique natural number such that
Note that ρ is monotonically increasing. By combining (4.3) with (1.5) and the bounded distortion property (1.4), it can be seen that if α is the shrinking rate of ψ defined earlier,
For a monotonic increasing function ξ : N Þ Ñ N let
x W px, ξq " ti P Σ : σ n i P rx| ξpnq 1 s for infinitely many n P Nu. Proof. If i P x W px, ρq, then σ n i P rx| ρpnq 1 s for infinitely many n P N. For each such n P N, we have πpσ n iq P πprx| ρpnq 1 sq " X x| ρpnq 1 . Hence, by the definition of ρ, for infinitely many n P N we have
Our goal now is to prove the following proposition, which implies Proposition 3.1. Proof of Proposition 3.1. Let x " px 1 , x 2 , . . . q P Σ be an arbitrary but fixed symbolic coding of x P X (i.e. πpxq " x), and assume that
Take P to be the measure described in (4.1) and let ρ : N Ñ N be as defined in (4.3). Then, from the definitions of P and ρ it follows by (1.4) and (1.5) that The argument we use to prove Proposition 4.3 is based on the classical mass distribution principle (see [14, Lemma 4.2] ). In order to use such an argument, we need to prove the existence of a suitable measure. Proving the existence of such a measure is the content of the following lemma. In fact, proving this lemma is arguably the most substantial part of the argument required to allow us to establish the main result of this paper.
For simplicity, throughout the rest of the paper, we use the Vinogradov notation and write A ! B to denote that A ď dB for some constant d ą 0. When we refer to explicit constants C, these may not always be the same constant but will typically be related to the bounded distortion property (1.4) or the constant arising in (4.1). Then, there exists a probability measure η such that ηp x W px, ρqq " 1 and, for every δ ą 0, there exists a K ě 1 such that for every i P Λ˚with |i| ě K,
where the implicit constant is independent of i and δ.
We proceed in this section by showing how Proposition 4.3 follows from Proposition 4.4. In Section 5 we describe how to construct a suitable mass distribution and in Section 6 we conclude the proof of Proposition 4.3 by showing that the mass distribution we have constructed in Section 5 satisfies all the necessary properties.
For r ą 0, denote by Θ r the sequences i P Λ˚for which the cylinders f i pXq have diameter approximately equal to r. More precisely,
Note that the collection of cylinders tris : i P Θ r u partitions Σ. Let η be the probability measure described by Proposition 4.4, let δ ą 0 be arbitrary, and let K be the corresponding index given in Proposition 4.4. Choose R ą 0 sufficiently small such that mint|i| : i P Θ r u ě K for every 0 ă r ă R.
Let I be a bounded Borel subset of R d such that diampIq ă R. We will denote by π˚µ the pushforward of the measure µ; that is, for a set A Ď X we have π˚µpAq " µpπ´1pAqq. Now, by Proposition 4.4, we have
Let tI i u i be such that π x W px, ρq Ď Ť i I i and diampI i q ă R, i.e. let tI i u i be an R-cover for π x W px, ρq. Also recall that, by Proposition 4.4, we have ηp x W px, ρqq " 1. Hence, using the above inequality, we have
Therefore, by the definition of Hausdorff s-measure, H s pπ x W px, ρqq " 1 δ . Since δ ą 0 was arbitrary, this completes the proof.
Before we turn to the proof of Proposition 4.4, we prove a technical lemma. We say that i " pi 1 , i 2 , . . .q P Σ is m-periodic if i k " i k`m for every k ě 1. We say that i P Σ is m-periodic on pℓ, nq, where n´ℓ ě m, if i k " i k`m for ℓ ď k ď n´m. Then, x is mpx, nq-periodic on p1, nq. Moreover, for each
mpx, nq, we have x| n´k 1 " x| n k`1 if and only if there exists p P N such that k " p¨mpx, nq. Proof. For convenience, let us write m " mpx, nq. By the definition of m, we have x ℓ " x m`ℓ for every ℓ " 1, . . . , n´m and, thus, the proof of the first part of the lemma is complete.
Next, let q :" X n m \ . Note that q ě 2 since m ă n 2 . By using the m-periodicity of x, we have that x ℓ " x qm`ℓ for every ℓ " 1, . . . , n´qm. In other words, x| n´qm 1 " x| n qm`1 . Thus, again using the m-periodicity of x, there are words τ P Λ n´qm and ω P Λ pq`1qm´n such that x " τ ωτ . . . ωτ . Hence, for every p " 1, . . . , q, we have x| n´pm 1 " x| n pm`1 . In particular, this yields that x| n´k 1 " x| n k`1 if k " pm for some p " 1, . . . , q. For the other direction, we argue by contradiction. Let us suppose that there exists some k such that m ∤ k and x| n´k 1 " x| n k`1 . By the definition of m, it follows that m ă k. In order to obtain a contradiction, it is enough to show that
Then, by induction, one can find ℓ P N such that for k 1 " k´ℓm ă m, we have x| n k 1`1 " x| n´k 1 1 , which is a contradiction. Since x| n n´m`1 " ωτ and x| n´k 1 " x| n k`1 , by using the m-periodicity of x we have ωτ " x| n n´m`1 " x| n´k n´k´m`1 " x| n´k`m n´k`1 . Similarly, τ ω " x| m 1 " x| k`m k`1 " x| k k`1´m . Hence, using the m-periodicity of x and the fact that x| m 1 " τ ω, we have x| n´k`m 1 " x| n´k 1 ωτ " τ ωx| n´k m`1 ωτ " τ ωx| n´k´m 1 ωτ " τ ωx| n´m k`1 ωτ " τ ωx| n k`1 " x| n k´m`1 , as required.
Construction of the Mass Distribution
Let Φ " tf i u iPΛ be a conformal iterated function system satisfying the open set condition. Throughout the next three sections, we fix an x P Σ and a function ρ : N Þ Ñ N such that n Þ Ñ ρpnq is monotonically increasing and for which lim inf nÑ8´1 n log }f 1 For a strictly monotonic increasing sequence A " pA k q of natural numbers, let
s for every k ě 1u.
Observe that for every strictly monotonic increasing sequence A, C A is compact and for
In order to achieve the correct dimension (as given by Theorem 1.3), we restrict ourselves to the sequences A, which are rapidly growing. By taking sequences A which are rapidly growing, we ensure that C A Ă x W px, ρq but at the same time benefits from as much freedom as possible between consecutive "hits" of the shrinking target set. The next lemma guarantees for us an uncountable set of such sequences. To save on notation, let us write εpnq :" e αsn }f 1 x| ρpnq 1 pξq} s .
Lemma 5.1. There exist sequences tn k u and tm k u such that (i) n 1 ą max 4, 4
log a min α`2˙,
and for every n ě n 1´? n 1 , we have ρpnq ě ά 2 log a min n. Moreover, for every k ě 1, (1) n k`ρ pn k q ă m k , (2) maxtm k`ρ pm k q`2, p2m k`ρ pm k2 u ă n k`1 ,
Throughout this lemma, C is the constant arising from (1.4).
Proof. First of all note that, by the definition of α, there exists an N P N such that for all natural numbers n ě N ,
pξq} n for any ξ P X. Combining this with the bounds in (1.3) we see that
ď´l og a ρpnq min n "´ρ pnq log a min n .
Thus, for all n ě N , ρpnq ě ά 2 log a min n.
We now construct sequences tn k u and tm k u inductively. Let us fix an arbitrary sequence converging to 0, say p n " 2´n. We begin by choosing n 1 sufficiently large so that (i)-(iv) hold and n 1´? n 1 ě N . Then choose m 1 such that n 1`ρ pn 1 q ă m 1 . We then proceed by induction. Suppose that n k and m k satisfying (1)-(4) have already been defined for k " 1, . . . , ℓ´1. Next, find m ℓ such that (1) holds and C p1`sqℓ a´2 sℓ min e sαp ř ℓ´1 j"1 pm j`ρ pm j qq`2ℓq
This is possible by the divergence of ř 8 k"1 εpkq. We then find n ℓ so that (2) holds and C p1`sqℓ a´2 sℓ min e´s αpn ℓ´ř ℓ´1 j"1 pm j`ρ pm j qq´2ℓq
This is possible since s, α ą 0. By construction, the sequences tn k u and tm k u satisfy all of the required conditions, thus completing the proof of the lemma.
Let Ξ be the set of sequences such that A k P rn k , m k s for every k ě 1. In the rest of the paper, we construct the mass distribution η as follows. We define a family of probability measures tµ A u APΞ , where µ A is supported on C A , and an appropriate probability measure ν on Ξ. We will then set η " ş µ A dνpAq. Clearly, ηp x W px, ρqq " 1 since, for every A P Ξ,
Let us define
Rpnq :" maxtm ě 1 : n ě m`ρpmqu. We adopt the convention that Rpnq " 1 if n ă 1`ρp1q. Since ρpnq ě ά 2 log a min n for every n ě n 1´? n 1 , it follows from the definition of Rpnq that n ě Rpnq`ρpRpnqq ěˆ1`ά 2 log a min˙R pnq whenever Rpnq ě n 1´? n 1 . In particular, for every n ě n 1´? n 1`ρ pn 1´? n 1 q we have
Rpnq ď´2 log a min α´2 log a min n. " x| n´1 mpx,nq`1 , and hence, mpx, n´1q ď mpx, nq for every n ě 3.
(5.2)
Next, we define two functions ω, τ : Ξ Þ Ñ Σ. For A P Ξ, since the kth coordinates of ω and τ will only depend on the kth coordinate A k of A, we will use the notation ωpAq " pω 1 pA 1 q, ω 2 pA 2 q, . . . , ω k pA k q, . . . q, and τ pAq " pτ 1 pA 1 q, τ 2 pA 2 q, . . . , τ k pA k q, . . . q. For a sequence A P Ξ, we define the kth coordinate of ω as follows:
‚ if mpx, ρpA k´? A kă ρpA k´? A k q{2, then choose ω k pA k q to be arbitrary but not equal to x mpx,ρpA k´? A k, ‚ otherwise let ω k pA k q be arbitrary. Similarly, for A P Ξ, define τ k pA k q as follows:
‚ if mpx, ρpA kă ρpA k q{2 then choose τ k pA k q to be arbitrary but not equal to x ρpA k q´Y ρpA k q mpx,ρpA k]¨m px,ρpA k qq`1 , ‚ otherwise let τ k pA k q be arbitrary.
Lemma 5.2. Let y P Λ be such that y ‰ x 1 and let y " py, y, . . .q. For an A P Ξ, let
and, for every k ě 1, we have:
A k`ρ pA k q`2 P Ω A k`ρ pA k q,A k`1 . In particular, σ A k i P rx| ρpA k q 1 s for every k ě 1. Now let ℓ R A. To show that i P C A , we need to show that σ ℓ i R rx| ρpℓq 1 s. We argue by contradiction, so suppose to the contrary that σ ℓ i P rx| ρpℓq 1 s. There are four possible cases to consider:
Suppose that (2) holds. Since σ ℓ i P rx| ρpℓq 1 s, we have i|
A k`ρ pA k q`2 P Ω A k`ρ pA k q,A k`1 and so, by definition, we have i| 
. However, it follows from the fact that i|
In particular, this implies that i|
, which is again a contradiction. Finally, we turn to the remaining case (1) . First, let us consider the case when Thus, it follows from Lemma 4.5 that x is mpx, ρpA k´t ?
A k uqq-periodic on p1, ρpA k´t ? A k uqq. Furthermore, we also have that there exists q P N such that q¨mpx, ρpA k´t ? A k uqq " A k´ℓ . Hence, by the definition of ω k pA k q and using that i|
The proof of the other case A k ă ℓ ď R´A k`ρ pA k q`1`Y a A k`ρ pA k q ]¯i s similar. Recall that σ A k i P rx| ρpA k q 1 s and we are assuming, in order to eventually reach a contradiction, that σ ℓ i P rx| ρpℓq 1 s. Thus,
Thus, we have
By Lemma 5.1(iii) and the fact that ρpA k q ě αA ḱ 2 log a min , we have
Hence, mpx, ρpA kď a A k`ρ pA k q`1 ă ρpA k q{2. It follows from Lemma 4.5 that there exists p P N such that ℓ´A k " p¨mpx, ρpA kand also that x is mpx, ρpA k qq-periodic on p1, ρpA k qq. However, since i|
which contradicts the definition of τ k pA k q.
where P is the measure defined by (4.1). Thus, P p,q is the probability measure supported on Λ q´p´2 corresponding to the equilibrium state P. Denote by p Ω p,q the subset of Σ such that i P p Ω p,q if and only if i| q´1 p`2 P Ω p,q . Since P is σ-invariant by definition, Pp p Ω p," P p,q pΩ p,q q.
Lemma 5.3. There exists a constant C 1 ą 0 such that for every p ą n 1 (with n 1 as defined in Lemma 5.1) and for every q ą maxtp`ρppq`2, pp`2q 2 u, .
Note that, since ℓ ą 0, we require the condition q ą pp`2q 2 to ensure the middle term above is valid.
Finally, since P p,q pΩ p," Pp p Ω p," 1´Pp p Ω c p,q q, the statement follows.
Lemma 5.4. Let 0 ă p n ă 1 be a sequence such that ř 8 n"1 p n ă 8 and max n tp n u ă 1. Then ś 8 n"1 p1´p n q ą 0.
Proof. Using the Taylor expansion of logp1´xq, we see that
or every 0 ă x ă 1. Therefore, Lemma 5.5. There exists a constant Q ą 0 such that for every A P Ξ,
Proof. Observing that a s min e´α s ă 1, it follows from the definitions of P and Ξ combined with (1.3) that ? n j`1´mj´ρ pm j q ě m j ě n j`ρ pn j q ě b n j`ρ pn j q ě dˆ1`ά 2 log a min˙n j .
Since A j P rn j , m j s,
Hence, by Lemma 5.3, Combining (5.5) and (5.6), we have For a sequence A P Ξ, let Q k be the probability measure on Λ ρpA k q`2 such that
For each A P Ξ, we define a probability measure µ A as follows:
It follows from Lemma 5.5 that µ A is a well-defined probability measure on Σ with respect to the σ-algebra generated by the cylinder sets, since Lemma 5.5 guarantees that the normalising factor in the definition of µ A is non-zero. Moreover, by construction, µ A pΓ A q " 1, where Γ A is the set defined in Lemma 5.2.
Recall that we defined εpnq :" e αsn }f 1 x| ρpnq 1 pξq} s and assumed that ř 8 k"1 εpnq is a divergent series. Finally, we define the probability measure ν on Ξ as
To see that ν defines a probability measure observe that, for any ℓ P N, we have
By its construction, the measure η :" ş µ A dνpAq is a well-defined probability measure on Σ with respect to the σ-algebra generated by the cylinder sets. We conclude this section by observing that ηp x W px, ρqq " 1. In fact, we actually have the stronger statement that
The conclusion that ηp x W px, ρqq " 1 follows from the fact that η´Ť APΞ Γ A¯" 1 upon recalling that Γ A Ď C A Ď x W px, ρq for every A P Ξ.
Proof of Proposition 4.4
Before we turn to the proof, we give estimates for µ A pri| k 1 sq. Lemma 6.1. For every A P Ξ and every i P Γ A ,
where C ě 1 is the constant taken here to be the maximum of the constants appearing in (1.4) and (4.1).
Proof. First suppose that
(see proof of Lemma 5.2) and thus,
A j`ρ pA j q`2 sq.
By Lemma 5.5 we have P 1,
By (4.1),
where ξ 0 ,¨¨¨, ξ ℓ´1 P X are arbitrary. So one can choose ξ j " f 1
pxq, for j " 0 . . . , ℓ´1
and thus, by the chain rule and (1.4), we have 
pxq}´s. Lemma 6.2. Let A P Ξ and i P Γ A be arbitrary. Then, for every k ě n 1 ,
where C ě 1 is as in Lemma 6.1. pxq}´s.
Note that it follows from Lemma 5.1(1) and 5.1(2) that A ℓ´ř ℓ´1 j"1 ρpA j q´2ℓ ą 0. If A ℓ`ρ pA ℓ q ď k ă n ℓ`1 then, by Lemma 6.1 again, Finally, we turn to the proof of our main proposition.
Proof of Proposition 4.4. Let δ ą 0 be arbitrary but fixed. One can find L ě 1 such that all the terms in Lemma 5.1(3) and Lemma 5.1(4) are smaller than δ for every ℓ ě L. Let us choose K :" n L`1 . Let k ě K and j P Λ k be arbitrary. It can be seen that if rjs X Ť APΞ Γ A " H then ηprjsq " 0 and thus, the bound holds trivially. So, without loss of generality, we may assume that rjs X Ť APΞ Γ A ‰ H and pick i P Ť APΞ Γ A such that i| k 1 " j. There are two possible cases to consider: either m ℓ ď k ă n ℓ`1 or n ℓ ď k ă m ℓ for some ℓ ě 1. Lemma 6.1 directly, we see that 
Limitation of the Mass Transference Principle
We conclude the paper by showing that the shrinking target sets considered here do not satisfy the conditions of the Mass Transference Principle if the underlying iterated function system consists of maps with different contraction ratios. More precisely, in this section, we consider iterated function systems of the form Φ " tf i :
where a i P p0, 1q, b i P R d , and O i is a rotation. We will be particularly interested in the case when there exist i, j P Λ such that a i ‰ a j . First, we state a corresponding version of the Mass Transference Principle, introduced by Beresnevich and Velani in [6] , which is most applicable in our current setting. Theorem 7.1 below can be deduced from [6, Theorem 3] , which was the result used by Levesley, Salp, and Velani in [32] to study Diophantine Approximation on the middle-third Cantor set. Theorem 7.1 (Beresnevich -Velani, [6] ). Let Φ be a self-similar iterated function system of the form (7.1) with attractor X satisfying the open set condition. Let ψ : N Þ Ñ Rb e a monotonic decreasing function and denote by αpψq the shrinking rate of ψ. Let s be the solution to ř iPΛ e´α s a s i " 1 and let us write d " dim H X. Let x P X, let Ψpiq " diampX i qψp|i|q, and let W px, Ψq be the set defined in (1.8). If, for any ball B Ă R d , H d pB X W px, Ψ s{d" H d pB X Xq then, for any ball B Ă R d , H s pB X W px, Ψqq " H s pB X Xq.
Recall from (1.8) that W px, Ψq " ty P X : }y´f i pxq} ă Ψpiq for infinitely many i P Λ˚u.
Recall that the shrinking rate αpψq of ψ is defined to be αpψq :" lim inf nÑ8´l og ψpnq n . We show that if 0 ă αpψq ă 8 and there exist i, j P Σ such that a i ‰ a j , then the Mass Transference Principle is not applicable in general. Proposition 7.2. Let Φ be a self-similar iterated function system of the form (7.1) with attractor X satisfying the strong separation condition. Suppose that there exist i, j P Λ such that a i ‰ a j . Let ψ : N Þ Ñ R`be a monotonic decreasing function with shrinking rate αpψq P p0, 8q. Let s be the solution to ř iPΛ e´α s a s i " 1 and write d " dim H X. Let x P X, let Ψpiq " diampX i qψp|i|q, and let W px, Ψq and W px, Ψ s{d q be the sets as defined by (1.8).
Then, H d pW px, Ψ s{d" 0.
Proof. Without loss of generality, we may assume that diampXq " 1. Throughout the proof, let x be the unique coding of x, i.e. πpxq " x. The uniqueness of this encoding is guaranteed by the strong separation condition. Let us define λ to be the natural σ-invariant ergodic probability measure on Σ, whose projection is equivalent to H d | X . That is, π˚λ " λ˝π´1 " H d | X H d pXq . Moreover, for each i " pi 1 , . . . , i n q P Λ˚, λpri 1 , . . . , i n sq " pa i q d . Here we use the notation a i " a i 1 a i 2 . . . a i |i| .
Let χ :"´ř iPΛ a d i log a i "´ş log a i 1 dλpiq and let F " # i P Σ : lim nÑ8´1 n log a i| n 1 " lim nÑ8´1 n n ÿ k"1 log a i k " χ + .
By Birkhoff's Ergodic Theorem (see, for example, [13, Theorem 2.30] or [42, Theorem 1.14]), λpF q " 1. Now, let
x W px, Ψ s{d q :" ! j P Σ : }πpjq´πpixq} ă pa i q s{d ψp|i|q s{d for infinitely many i P Λ˚) .
Since Φ satisfies the strong separation condition and so points in the symbolic space Σ uniquely encode points in X, we have that π x W px, Ψ s{d q " W px, Ψ s{d q. (7.2) Furthermore, recall that π˚λ " H d | X H d pXq . Thus, since λpF q " 1, it is sufficient to show that λp x W px, Ψ s{d q X F q " 0. Next, let i, j P Σ let |i^j| " mintk ě 1 : i k ‰ j k u´1 and let i^j " i 1 , . . . , i |i^j| be the common part of i and j. If |i^j| " 0 then we define i^j as the empty word. We make the following claim. Claim 1. If j P x W px, Ψ s{d q X F then |j^ix| ě |i| for infinitely many i P Λ˚such that }πpjq´πpixq} ă pa i q s{d ψp|i|q s{d .
Proof of Claim 1. Suppose to the contrary that there exists N " N pjq ě 1 such that if |i| ą N and }πpjq´πpixq} ď pa i q s{d ψp|i|q s{d then |j^ix| ă |i|.
Let δ " min i‰j dpf i pXq, f j pXqq ą 0 where, for subsets A, B Ă R n , dpA, Bq " mint}ab } : a P A and b P Bu. Then from the definitions of the common part i^j and δ ą 0 and (4.2) we have δa j^ix ď a j^ix }πpσ |j^ix| jq´πpσ |j^ix| ixq} " }f j^ix pπpσ |j^ix| jqq´f j^ix pπpσ |j^ix| ixqq} " }πpjq´πpixq} ď pa i q s{d ψp|i|q s{d .
The last equality above holds by assumption.
Since s ă d and we are assuming that |j^ix| ą |i|, it follows from the previous inequality that δ ď pa j^ix q s{d´1 pa σ |j^ix| i q s{d ψp|i|q s{d ď pa j^ix q s{d´1 ψp|i|q s{d ď pa j| |i| 1 q s{d´1 ψp|i|q s{d .
Thus, since j P F 0 ě lim inf nÑ8´1 n logpa j| n 1 q s{d´1 ψpnq s{d "´s d´1¯χ`s d α. Since α ą 0, we have that s ă d. By the assumption that there exist contraction ratios a i ‰ a j , it follows that there exists i P Λ such that e αs a s i ‰ a d i . Indeed, otherwise we would have that a d´s i " e αs " a d´s j for every i, j P Λ, which is impossible. Thus, λ ‰ P and it follows from the definitions of the measures P and λ that 0 ă D KL pλ}Pq " ps´dq χ`sα, (7.4) but this contradicts (7.3).
Claim 1 combined with (4.2) implies that for every j P x W px, Ψ s{d qXF there are infinitely many i P Λ˚such that j| |i| 1 " i and pa i q s{d ψp|i|q s{d ą }πpjq´πpixq} " }f i pπpσ |i| jqq´f i pπpxqq} " a i }πpσ |i| jq´πpxq}.
Hence, x W px, Ψ s{d qX F Ď ti P Σ : }πpσ n iq´x} ă pa i| n 1 q s{d´1 ψpnq s{d for infinitely many n P NuX F. (7.5) By the definition of F , it follows from Egorov's Theorem (see, for example, [27, Theorem 12.1]) that, for every ε ą 0 there exists a set E Ă F such that λpEq ą 1´ε and the sequence of functions i Þ Ñ´1 n log a i| n 1 converges uniformly to χ on E. In particular, there exists a natural number N " N pEq such that for every i P E and every n ě N a s{d´1 i| n 1 ψpnq s{d ă e´n 2d D KL pλ}Pq .
