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Equivalent Conditions on Periodic Feedback
Stabilization for Linear Periodic Evolution Equations
Gengsheng Wang∗ Yashan Xu†
Abstract
This paper studies the periodic feedback stabilization for a class of linear T -periodic evolu-
tion equations. Several equivalent conditions on the linear periodic feedback stabilization are
obtained. These conditions are related with the following subjects: the attainable subspace of
the controlled evolution equation under consideration; the unstable subspace (of the evolution
equation with the null control) provided by the Kato projection; the Poincare´ map associated
with the evolution equation with the null control; and two unique continuation properties for the
dual equations on different time horizons [0, T ] and [0, n0T ] (where n0 is the sum of algebraic
multiplicities of distinct unstable eigenvalues of the Poincare´ map). It is also proved that a
T -periodic controlled evolution equation is linear T -periodic feedback sabilizable if and only if
it is linear T -periodic feedback sabilizable with respect to a finite dimensional subspace. Some
applications to heat equations with time-periodic potentials are presented.
Keywords. periodic evolution equations, periodic feedback stabilization, equivalent conditions,
attainable subspaces, unique continuation properties, the Poincare´ map, the Kato projection
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1 Introduction
1.1 The problem and the motivation
Consider the following controlled evolution equation:
y′(t) +Ay(t) +B(t)y(t) = D(t)u(t) in R+ , [0,∞). (1.1)
Here and throughout this paper, we make the following assumptions.
(H1) The operator (−A), with its domain D(−A), generates a C0 compact semigroup {S(t)}t≥0 in
a real Hilbert space H (identified with its dual) with its norm and inner product denoted by ‖ · ‖
and 〈 ·, · 〉, respectively.
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(H2) The operator-valued function B(·) ∈ L
1
loc(R
+;L(H)) is T -periodic, i.e., B(t + T ) = B(t) for
a.e. t ∈ R+, where T > 0 and L(H) denotes the space of all linear bounded operators on H.
(H3) The operator-valued function D(·) ∈ L
∞(R+;L(U,H)) is T -periodic. Here U is also a real
Hilbert space (identified with its dual) with its norm and inner product denoted by ‖ · ‖U and
〈 ·, · 〉U , respectively; and L(U,H) stands for the space of all linear bounded operators from U to
H. Controls u(·) are taken from the space L2(R+;U).
For each h ∈ H, s ≥ 0 and u(·) ∈ L2(R+;U), Equation (1.1) (over [s,∞)) with the initial condition
that y(s) = h has a unique mild solution y(·; s, h, u) ∈ C([s,∞);H). (See, for instance, Proposition
5.3 on Page 66 in [11].) The following definitions about the periodic feedback stabilization will be
used throughout this paper:
• Equation (1.1) is said to be linear periodic feedback stablizable (LPFS, for short) if there is
a T -periodic K(·) ∈ L∞ (R+;L(H,U)) such that the feedback equation
y′(t) +Ay(t) +B(t)y(t) = D(t)K(t)y(t) in R+ (1.2)
is exponentially stable, i.e., there are two positive constants M and δ such that for each
h ∈ H, the solution yK(·; 0, h) to the equation (1.2) with the initial condition that y(0) = h
satisfies that ‖yK(t; 0, h)‖ ≤Me
−δt‖h‖ for all t ≥ 0. Any such a K(·) is called an LPFS law
for Equation (1.1).
• Equation (1.1) is said to be LPFS with respect to a subspace Z of U if there is a T -periodic
K(·) ∈ L∞ (R+;L(H,Z)) such that the equation (1.2) is exponentially stable. Any such a
K(·) is called an LPFS law for Equation (1.1) with respect to Z.
Let
UFS ,
{
Z
∣∣ Z is a subspace of U s.t. Equation (1.1) is LPFS w.r.t. Z}. (1.3)
In this paper, we provide three criteria for judging whether a subspace Z belongs to UFS.
We also show that if U ∈ UFS, then there is a finite dimensional subspace Z in UFS. The
aforementioned three criteria are related with the following subjects: the attainable subspace of
(1.1); the unstable subspace (of (1.1) with the null control) provided by the Kato projection; the
Poincare´ map associated to (1.1) with the null control; and two unique continuation properties
for the dual equations of (1.1) (with the null control) on different time horizons [0, T ] and [0, n0T ]
(where n0 is the sum of algebraic multiplicities of distinct unstable eigenvalues of the Poincare´ map).
Among three criteria, the most important one is a geometric condition connecting the attainable
set with the unstable subspace of the system (1.1); while the other two are analytic conditions
related with the unique continuation of the dual equations of (1.1) over different time horizons and
with initial data in different finite dimensional subspaces of H.
The motivation for this work is as follows. First, the equation (1.1) with the null control is
exponentially stable if and only if the spectrum of the Poincare´ map associated with the system
is contained in the unit open ball of the complex plane. (This can be proved by the exactly
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same way to show Corollary 7.2.4 on page 200, [8].) Thus, it is a natural problem to explore
equivalent conditions on the periodic stabilization for a linear periodic controlled evolution system.
Second, there are two important kinds of solutions for evolution equations: equilibrium and periodic
solutions. The stabilization for equilibrium solutions of time-invariant systems has been extensively
studied (see for instance [1], [5], [19], [20] and the references therein). However, the understanding
on the periodic stabilization of periodic solutions for time-varying evolution systems is quite limited.
(See [2], [13], [14] and [18]. Here, we would like to mention [3] which establishes a feedback law
stabilizing a smooth non-stationary solutions, for instance, around a periodic trajectory, for Navier-
Stokes equations.) Finally, when the system (1.1) is LPFS, it should be important and interesting
to answer if there is a finite dimensional subspace Z of U such that (1.1) is LPFS w.r.t. Z, from
perspectives of both mathematics and applied sciences.
1.2 Main results
Before stating our main results, we give some preliminaries in order:
(I) Notations We will use ‖ · ‖ to denote the usual norm of L(H) when there is no risk of causing
any confusion. Given L ∈ L(X,Y ) (where X and Y are two Hilbert spaces), we write L∗ for its
adjoint operator. For L ∈ L(X) , L(X,X), we denote by σ(L) the spectrum of L. When X is
a real Hilbert space and L ∈ L(H), we denote by XC and LC their complexification, respectively,
i.e., XC = X + iX and LC(α + iβ) = Lα + iLβ for any α, β ∈ X, where i is the imaginary unit.
We write B for the open unit ball in C1 and B(0, δ) for the open ball in C1, centered at the origin
and of radius δ > 0. Denote by ∂B(0, δ) the boundary of B(0, δ).
(II) The Poincare´ map Let
{
Φ(t, s)
}
0≤s≤t<+∞
be the evolution system generated by (−A−B(·)).
It follows from Lemma 5.6 in [11] (see Page 68, [11]) that Φ(t, s) is strongly continuous over
{(t, s) ∈ R+ × R+
∣∣0 ≤ s ≤ t <∞}, and that
Φ(t, s)h = S(t− s)h+
∫ t
s
S(t− r)B(r)Φ(r, s)hdr, when 0 ≤ s ≤ t <∞ and h ∈ H. (1.4)
By Proposition 5.7 on Page 69 in [11], for each s ≥ 0, h ∈ H and u(·) ∈ L2(R+;U), it holds that
y(t; s, h, u) = Φ(t, s)h+
∫ t
s
Φ(t, r)D(r)u(r)dr, s ∈ [t,∞). (1.5)
By the T -periodicity of B(·) and (1.4), one can easily check that Φ(·, ·) is T -periodic, i.e.,
Φ(t+ T, s+ T ) = Φ(t, s) for all 0 ≤ s ≤ t <∞. (1.6)
Now, we introduce the following Poincare´ map (see Page 197, [8]):
P(t) , Φ(t+ T, t), t ∈ R+. (1.7)
It is proved that (see Lemma 2.1)
σ(P(t)C ) \ {0} = {λj}
∞
j=1 for each t ≥ 0, (1.8)
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where λj , j = 1, 2, . . . , are all distinct non-zero eigenvalues of the compact operator P(0)
C such
that limj→∞ |λj | = 0. Thus, there is a unique n ∈ N such that
|λj| ≥ 1, j ∈ {1, 2, · · · , n} and |λj | < 1, j ∈ {n+ 1, n + 2, · · · }. (1.9)
Set
δ¯ , max{|λj |, j > n} < 1. (1.10)
Let lj be the algebraic multiplicity of λj for each j ∈ N, and write
n0 , l1 + · · ·+ ln. (1.11)
(III) The Kato projection Arbitrarily fix a δ ∈ (δ¯, 1), where δ¯ is given by (1.10). Let Γ be the
circle ∂B (0, δ) with the clockwise direction in C1. We introduce the Kato projections (see [9]):
Pˆ (t) =
1
2pii
∫
Γ
(λI −P(t)C )−1dλ, t ≥ 0. (1.12)
It is proved that (see Lemma 2.2) for each t ≥ 0, the operator P (t), defined by
P (t) , Pˆ (t)
∣∣
H
(the restriction of Pˆ (t) on H), (1.13)
is a projection on H; H = H1(t)
⊕
H2(t) , P (t)H
⊕
(I − P (t))H for each t ≥ 0; both H1(t)
and H2(t) are invariant subspaces of P(t); σ(P(t)
C |H1(t)C ) = {λj}
n
j=1, σ(P(t)
C |H2(t)C ) \ {0} =
{λj}
∞
j=n+1; and dimH1(t) = n0. It is also shown that (see Lemma 2.2) P (·) is T -periodic. We
simply write
H1 , H1(0), H2 , H2(0), P , P (0) and P , P(0). (1.14)
The subspaces H1 and H2 are respectively called the unstable subspace and the stable subspace
of Equation (1.1) with the null control. Each eigenvalue in {λj}
n
j=1 (or in {λj}
∞
j=n+1) is called an
unstable (or stable) eigenvalue of PC . Each eigenfunction of PC corresponding to an unstable (or
stable) eigenvalue is called an unstable (or stable) eigenfunction of PC .
(IV ) Attainable subspaces For each subspace Z ⊂ U , we let
V Zk
∆
=
{∫ kT
0
Φ(kT, s)D(s)u(s)ds
∣∣∣ u(·) ∈ L2(R+;Z)} for all k ∈ N. (1.15)
The space V Zk is called the attainable subspace of Equation (1.1) (over (0, kT )) w.r.t. Z. Let
Vˆ Zk = PV
Z
k , k ∈ N, (1.16)
where P is given by (1.14).
Now the main results of this paper are presented by the following two theorems:
Theorem 1.1 Let P , P and Hj with j = 1, 2 be given by (1.14). Let n0 be given by (1.11). Then,
for each subspace Z ⊆ U , the following statements are equivalent:
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(a) Equation (1.1) is LPFS with respect to Z, i.e., Z ∈ UFS.
(b) The subspace Z satisfies
Vˆ Zn0 = H1, where Vˆ
Z
n0 is given by (1.16). (1.17)
(c) The subspace Z satisfies
ξ ∈ P ∗H1 and
(
D(·)
∣∣
Z
)∗
Φ(n0T, ·)
∗ξ = 0 over (0, n0T )⇒ ξ = 0. (1.18)
(d) The subspace Z satisfies
µ /∈ B, ξ ∈ HC ,
(
µI − P∗C
)
ξ = 0, and
(
D(·)
∣∣
Z
)∗C
Φ(T, ·)∗Cξ = 0 over (0, T ) ⇒ ξ = 0. (1.19)
Theorem 1.2 Equation (1.1) is LPFS if and only if it is LPFS with respect to a finite dimensional
subspace Z of U .
It is worthwhile to make the following remarks:
• The key to show the above two theorems is to build up the equivalence (a) ⇔ (b) in Theo-
rem 1.1.
• The functions Φ(n0T, ·)
∗ξ with ξ ∈ H and Φ(T, ·)∗Cξ with ξ ∈ HC are respectively the
solutions to the following dual equations:
ψt(t)−A
∗ψ(t)−B(t)∗ψ(t) = 0 for a.e. t ∈ (0, n0T ), ψ(n0T ) = ξ
and
ψt(t)−A
∗Cψ(t)−B(t)∗Cψ(t) = 0 for a.e. t ∈ (0, T ), ψ(T ) = ξ.
Thus, the condition (c) in Theorem 1.1 presents a unique continuation property for solutions
of the first dual equation with initial data in P ∗H1; while the condition (d) in Theorem 1.1
presents a unique continuation property for solutions of the second equation where initial
data are unstable eigenfunctions of P∗C .
• There have been studies, in the past, on equivalence conditions of periodic feedback stabi-
lization for linear periodic evolution systems. In [13] and [18], the authors established an
equivalent condition on stabilizability for linear time-periodic parabolic equations with open-
loop controls. Their equivalence (see Theorem 3.1 in [13] and Proposition 3.1 in [18]) can be
stated, under our framework, as follows: the condition (d) (in our Theorem 1.1 where Z = U)
is equivalent to the statement that for any h ∈ H, there is a control uh(·) ∈ C(R+;U), with
sup
t∈R+
‖eδ¯tuh(t)‖U bounded (where δ¯ is given by (1.10)), such that the solution y(·; 0, h, u
h)
is stable. Meanwhile, it was pointed out in [13] (see the paragraph before the last one in
Section 1 in [13]) that when open-looped stabilization controls exist, one can construct a pe-
riodic feedback stabilization law through using a method provided in [17]. From this point of
view, the equivalence (a)⇔ (d) in Theorem 1.1 is not new, though our way to approach the
equivalence differs from those in [13] and [18] and our method to construct the stabilization
feedback law is different from that in [17].
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• To the best of our knowledge, both Theorem 1.2 and the equivalences: (a)⇔ (b) and (a)⇔ (c)
in Theorem 1.1 appear to be new. It is worth mentioning that the equivalence (a) ⇔ (b)
in Theorem 1.1 is an extension of a result in our previous paper [22] which studies the
stabilization of finite-dimensional periodic systems.
• A byproduct of this study (see Proposition 3.3, and Remark 3.1) shows that when both
B(·) and D(·) are time-invariant, linear time-period functions K(·) will not aid the linear
stabilization of Equation (1.1), i.e., Equation (1.1) is linear Tˆ -periodic feedback stabilizable
for some Tˆ > 0 if and only if Equation (1.1) is linear time-invariant feedback stabilizable. On
the other hand, when Equation (1.1) is periodic time-varying, linear time-periodic K(·) do
aid in the linear stabilization of this equation.
The rest of this paper is organized as follows. Section 2 provides some properties on Poincare´
map, Kato projection and attainable subspaces. Section 3 studies the multi-periodic feedback
stabilization. Section 4 proves Theorem 1.1 and 1.2. Section 5 presents some applications of the
main theorems to internally controlled heat equations with time-periodic potentials.
2 Poincare´ map, Kato projection and attainable subspaces
In this section, we will first present three lemmas (Lemma 2.2, 2.3, 2.4) which show certain proper-
ties on the Poincare´ map and the Kato projection. (These lemmas are slightly different versions of
the existing results. For the sake of the completeness of the paper, we provide their detailed proof
in Appendix.) Then, we show certain properties on attainable subspaces V Zk defined by (1.15).
The first one is another version of Lemma 7.2.2 in [8] where B(·) is assumed to be T -periodic
and Ho¨lder continuous (see Page 197, [8]); while in our case, B(·) ∈ L1(R+;L(H)) is T -periodic.
Lemma 2.1 Let P(·) be defined by (1.7). Then σ(P(t)C )\{0} is independent of t ∈ R+. Moreover,
σ(P(t)C ) \ {0} consists entirely of distinct eigenvalues {λj}
∞
j=1 (of P(0)) with limj→∞ |λj| = 0.
The second one is another version of Theorem 7.2.3 in [8] where complex case is studied (see Page
198, [8]); while in following lemma, we consider the real case.
Lemma 2.2 Let P(·) and P (·) be defined by (1.7) and (1.13) respectively. Then each P (t) (with
t ≥ 0) is a projection on H such that
H = H1(t)
⊕
H2(t), (2.1)
where
H1(t)
∆
=P (t)H and H2(t)
∆
=(I − P (t))H. (2.2)
Moreover, P (·), H1(·) and H2(·) have the following properties:
(a) P (·), H1(·) and H2(·) are T -periodic.
(b) For each t ≥ 0, both H1(t) and H2(t) are invariant subspaces of P(t).
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(c) If {λj}
∞
j=1, n and n0 are given by (1.8), (1.9) and (1.11), then
σ(P(t)C |H1(t)C ) = {λj}
n
j=1, σ(P(t)
C |H2(t)C ) \ {0} = {λj}
∞
j=n+1; (2.3)
dimH1(t) = n0. (2.4)
(d) When 0 ≤ s ≤ t <∞, Φ(t, s) ∈ L(Hj(s),Hj(t)) with j = 1, 2.
(e) It holds that
Φ(t, s)P (s) = P (t)Φ(t, s), when 0 ≤ s ≤ t. (2.5)
(f) Let ρ¯ , (−ln δ¯)/T > 0 with δ¯ given by (1.10). For any ρ ∈ (0, ρ¯), there is a positive constant
Cρ such that
‖Φ(t, s)h2‖ ≤ Cρe
−ρ(t−s)‖h2‖, when 0 ≤ s ≤ t <∞ and h2 ∈ H2(s). (2.6)
The third one is essentially another version of Theorem 6.22 in [9] (see Page 184, [9]). To state it,
we recall that P∗ and P ∗ are the adjoint operators of P and P . It is clear that
σ
(
P∗C
)
= σ
(
PC
)
. (2.7)
Since σ
(
PC
)
\ {0} = {λj}
∞
j=1 (see (1.8)), it holds that σ
(
P∗C
)
\ {0} = {λ¯j}
∞
j=1. Write l¯j for the
algebraic multiplicity of λ¯j w.r.t. P
∗C . It is clear that
l¯j = lj for all j, and l¯1 + · · ·+ l¯n = n0, (2.8)
where lj is the algebraic multiplicity of λj w.r.t. P
C ; n and n0 are given by (1.9) and (1.11)
respectively. Let Γ be the circle used to defined Pˆ , Pˆ (0) (see (1.12)). Define the Kato projection
with respect to P∗C as follows:
ˆ˜P =
1
2pii
∫
Γ
(λI − P∗C)−1dλ. (2.9)
From Theorem 6.17 on Page 178 in [9], it follows that
HC = ˆ˜H1
⊕ ˆ˜H2 , ˆ˜PHC⊕(I − ˆ˜P )HC (2.10)
and
both ˆ˜H1 and
ˆ˜H2 are invariant w.r.t. P
∗C . (2.11)
Lemma 2.3 Let ˆ˜P be defined by (2.9). Then, P˜ , ˆ˜P
∣∣
H
is a projection on H; H = H˜1
⊕
H˜2,
where H˜1 , P˜H and H˜2 , (I − P˜ )H; P
∗H˜1 ⊆ H˜1; σ
(
P∗C |H˜C1
)
= {λ¯j}
n
j=1 and σ
(
P∗C |H˜C2
)
⊆ B;
and dimH˜1 = n0. It further holds that
P˜ = P ∗; (2.12)
H˜1 = P
∗H = P ∗H1, where H1 is given by (1.14); (2.13)
ξ ∈ H˜C1 , when µ ∈ σ
(
P∗C
)
\ B and (µI − P∗C)ξ = 0. (2.14)
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Next, we will introduce certain properties on attainable subspaces V Zk , k ∈ N. They will play
important roles in the proof of our main theorems. We start with recalling (2.1) and (1.15). Since
H1 is invariant w.r.t. P (see Part (b) of Lemma 2.2), we can define P1 : H1 → H1 by setting
P1 , P
∣∣
H1
. (2.15)
By (2.3), it holds that
σ(P1)
⋂
B = ∅. (2.16)
Lemma 2.4 Let P1 and n0 be given by (2.15) and (1.11), respectively. Suppose that Z ⊆ U is a
subspace with V Zk and Vˆ
Z
k given by (1.15) and (1.16), respectively. Then for each k ∈ N,
V Zk = V
Z
1 + PV
Z
1 + · · · + P
k−1V Z1 ; Vˆ
Z
k = Vˆ
Z
1 + P1Vˆ
Z
1 + · · ·+ P
k−1
1 Vˆ
Z
1 . (2.17)
Furthermore, P1 is invertible and it holds that
Vˆ Z = Vˆ Zn0 ; P1Vˆ
Z = Vˆ Z = P−11 Vˆ
Z , (2.18)
where
Vˆ Z ,
∞⋃
k=1
Vˆ Zk . (2.19)
Proof. We begin with proving the first equality in (2.17) by the mathematical induction. Clearly,
it stands when k = 1. Assume that it holds in the case when k = k0 for some k0 ≥ 1, i.e.,
V Zk0 = V
Z
1 + PV
Z
1 + · · ·+ P
k0−1V Z1 . (2.20)
Because of (1.6) and (1.14), we have that Φ((k0 + 1)T, T ) = Φ(T, 0)
k0 = Pk0 . This, along with
(1.15), the T -periodicity of D(·) and (2.20), indicates that
V Zk0+1 =
{∫ (k0+1)T
0
Φ((k0 + 1)T, s)D(s)u(s)ds
∣∣ u(·) ∈ L2(R+;Z)}
=
{
Φ((k0 + 1)T, T )
∫ T
0
Φ(T, s)D(s)u(s)ds
∣∣ u(·) ∈ L2(R+;Z)}
+
{∫ k0T
0
Φ((k0 + 1)T, s + T )D(s+ T )u(s+ T )ds
∣∣ u(·) ∈ L2(R+;Z)}
= Pk0V Z1 +
{∫ k0T
0
Φ(k0T, s)D(s)u(s + T )ds
∣∣ u(·) ∈ L2(R+;Z)}
= Pk0V Z1 + V
Z
k0
= V Z1 + PV
Z
1 + · · · + P
k0V Z1 .
which leads to the first equality in (2.17).
We next show the second equality in (2.17). By (1.14) and (2.5) with t = T and s = 0, we have
PP = PP. (2.21)
Since P is a projection from H onto H1 (see Lemma 2.2), the second equality in (2.17) follows from
the first one in (2.17), (1.16) and (2.21).
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Then we show the first equality in (2.18). It follows respectively from (2.19) and (2.17) that
Vˆ Zn0 ⊆ Vˆ
Z and Vˆ Zk ⊆ Vˆ
Z
n0 , when k ≤ n0. (2.22)
Since dimH1 = n0 (see (2.4)) and P1 : H1 → H1 (see (2.15)), according to the Hamilton-Cayley
theorem, each Pj1 with j ≥ n0 is a linear combination of
{
I, P11 , P
2
1 , · · · , P
(n0−1)
1
}
. This, along
with the second equality in (2.17), indicates that
Vˆ Zk =
k−1∑
j=0
Pj1(Vˆ
Z
1 ) ⊆
n0−1∑
j=0
Pj1(Vˆ
Z
1 ) = Vˆ
Z
n0 , when k ≥ n0. (2.23)
Now the first equality in (2.18) follows from (2.22) and (2.23).
Finally, we show the non-singularity of P1 and the second equality in (2.18). By the first equality
in (2.18) and the Hamilton-Cayley theorem, we see that
P1Vˆ
Z = P1Vˆ
Z
n0 = P1
n0−1∑
j=0
Pj1(Vˆ
Z
1 ) =
n0∑
j=1
Pj1(Vˆ
Z
1 ) ⊆
n0−1∑
j=0
Pj1(Vˆ
Z
1 ) = Vˆ
Z
n0 ,
from which, it follows that
P1Vˆ
Z ⊆ Vˆ Z . (2.24)
Because 0 /∈ σ(PC1 ) (see (2.3) as well as (1.9)), and since the domain of P
C
1 , H
C
1 is a finite
dimensional subspace, the operator PC1 is invertible. Hence, the operator P1 is also invertible. This
implies that dim(P1Vˆ
Z) = dimVˆ Z , which, together with (2.24), yields that P1Vˆ
Z = Vˆ Z . This
completes the proof.
Lemma 2.5 Let n0 be given by (1.11). Then, for each subspace Z of U , there is a finite dimension
subspace of Zˆ of Z such that
Vˆ Zn0 = Vˆ
Zˆ
n0 , (2.25)
where Vˆ Zn0 and Vˆ
Zˆ
n0 are defined by (1.16).
Proof. Let Z be a subspace of U . Since Vˆ Zn0 is a subspace of H1 and dimH1 = n0 < ∞ (see (2.4),
we can assume that dimVˆ Zn0 , m ≤ n0. Write {ξ1, . . . , ξm} for an orthonormal basis of Vˆ
Z
n0 . By the
definition of Vˆ Zn0 (see (1.16), as well as (1.15)), there are uj(·) ∈ L
2(R+;Z), j = 1, . . . ,m, such that∫ n0T
0
PΦ(n0T, s)D(s)uj(s)ds = ξj for all j = 1, . . . ,m. (2.26)
By the boundedness of Φ(n0T, ·) and D(·) over [0, n0T ], there is a constant C > 0 such that
‖PΦ(n0T, ·)D(·)‖L∞(0,n0T ;L(U ;H)) ≤ C. (2.27)
Let εˆ > 0 small enough to satisfy
(1− εˆ)2 − (2εˆ+ εˆ2)(m− 1) > 0. (2.28)
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By the definition of the Bochner integration (see [4]), there are simple functions
vj(·) =
kj∑
l=1
χEj l
(·)zj l over (0, n0T ), j = 1, . . . ,m, (2.29)
with zjl ∈ Z, Ejl measurable sets in (0, n0T ) and χEjl the characteristic function of Ejl, such that∫ n0T
0
‖uj(s)− vj(s)‖Uds ≤ εˆ/C.
This, along with (2.27), yields that for each j ∈ {1, . . . ,m},∥∥∥ ∫ n0T
0
PΦ(n0T, s)D(s)uj(s)ds −
∫ n0T
0
PΦ(n0T, s)D(s)vj(s)ds
∥∥∥ ≤ εˆ. (2.30)
Let
ηj =
∫ n0T
0
PΦ(n0T, s)D(s)vj(s)ds, j = 1, . . . ,m. (2.31)
By (1.16), (1.15), (2.29) and (2.31), we see that ηj ∈ Vˆ
Z
n0 for all j = 1, . . . ,m. Meanwhile, it follows
from (2.30) that
‖ηj − ξj‖ ≤ εˆ for all j ∈ {1, . . . ,m}. (2.32)
Now we claim that {η1, . . . , ηm} is a basis of Vˆ
Z
n0 . In fact, since {ξ1, . . . , ξm} is orthonormal, it
follows from (2.32) that
| 〈 ηj , ηl 〉 | = | 〈 ξj + (ηj − ξj), ξl + (ηl − ξl) 〉 | ≤ 2εˆ+ εˆ
2 for all j, l ∈ {1, . . . ,m} with j 6= l.
From this and (2.32), one can directly check that
〈
m∑
j=1
αjηj ,
m∑
l=1
αlηl 〉 =
m∑
j=1
α2j‖ηj‖
2 +
m∑
j=1
∑
l 6=j
αlαj 〈 ηj , ηl 〉
≥
m∑
j=1
α2j (‖ξj‖ − ‖ξj − ηj‖)
2 −
m∑
j=1
∑
l 6=j
|αlαj | · | 〈 ηj, ηl 〉 |
≥
(
(1− εˆ)2 − (2εˆ + εˆ2)(m− 1)
) m∑
j=1
α2j , when α1, . . . , αm ∈ R.
This, along with (2.28), indicates that α1 = · · · = αm = 0 whenever
∑m
j=1 αjηj = 0. Namely,
{η1, . . . , ηm} is linearly independent group in the subspace Vˆ
Z
n0 which has the dimension m. Hence,
{η1, . . . , ηm} is a basis of Vˆ
Z
n0 .
Let
Zˆ = span {z11, . . . , z1k1 , z21, . . . , z2k2 , . . . , zm1, . . . , zmkm} ,
where zjl, j = 1, . . . ,m, l = 1, . . . , kj , are given by (2.29). Clearly, Zˆ is a finite-dimensional subspace
of Z and all vj(·), j = 1, . . . ,m, (given by (2.29)) belong to L
2(R+; Zˆ). These, along with (2.31),
yield that all ηj , j = 1, . . . ,m, are in Vˆ
Zˆ
n0 . Therefore, it holds that
Vˆ Zn0 ⊇ Vˆ
Zˆ
n0 ⊇ span {η1, . . . , ηm} = Vˆ
Z
n0 .
This leads to (2.25) and completes the proof.
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3 The multi-periodic feedback stabilization
In this section, we will introduce three propositions. The first two propositions will be used in the
proof of our main theorems. The last one is independent interesting. We begin with the following
definitions:
• Equation (1.1) is said to be linear multi-periodic feedback stabilizable (LMPFS, for short) if
there is a kT -periodic K(·) ∈ L∞ (R+;L(H,U)) for some k ∈ N such that the equation (1.2)
is exponentially stable. Any such a K(·) is called an LMPFS law for Equation (1.1).
• Equation (1.1) is said to be LMPFS with respect to a subspace Z of U if there is a kT -periodic
K(·) ∈ L∞ (R+;L(H,Z)) for some k ∈ N such that the equation (1.2) is exponentially stable.
Any such a K(·) is called an LMPFS law for Equation (1.1) with respect to Z.
Proposition 3.1 Let n0 and H1 be given by (1.11) and (1.14) respectively. Suppose that Z ⊆ U
is a finite dimensional subspace satisfying (1.17). Then, Equation (1.1) is LMPFS with respect to
Z.
Proof. Let Z ⊆ U satisfy (1.17). We organize the proof by several steps as follows.
Step 1. For any h1 ∈ H1, to construct control u
h1(·) ∈ L2(R+;Z) such that Py(n0T ; 0, h1, u
h1) = 0
Because dimH1 = n0 (see (2.4)), we can set {η1, · · · , ηn} to be an orthonormal basis of H1.
Define a linear map F : Rn0 → H1 by setting
F(a)
∆
=
n0∑
j=1
ajηj , (η1, . . . , ηn0)(a1, . . . , an0)
∗ for each a = (a1, . . . , an0)
∗ ∈ Rn0 . (3.1)
Clearly, F is invertible and
F−1(h1) = (〈h1, η1 〉, . . . , 〈 h1, ηn0 〉)
∗. (3.2)
Since Z is finite dimensional, we can assume that dimZ = m0 < ∞. Write {z1, . . . , zm0} for an
orthonormal basis of Z. Define a linear map G : L2(R+;Rm0)→ L2(R+;Z) by setting
G(β)(t)
∆
=(z1, . . . , zm0)β(t) ,
m0∑
j=1
βj(t)zj , a.e. t ≥ 0, (3.3)
for each β(·) , (β1(·), . . . , βm0(·))
∗ ∈ L2(R+;Rm0) with βj(·) ∈ L2(R+;R). Clearly, G is invertible
and it holds that
u(t) = GG−1(u)(t) = (z1, . . . , zm0)G
−1(u)(t) for a.e. t ≥ 0, when u(·) ∈ L2(R+;Z). (3.4)
By the facts that PP = PP , H1 is invariant with respect to P and P : H → H1 is a projection
(see Lemma 2.2), and by (2.15), we obtain that
PPn0h1 = P
n0h1 = P
n0
1 h1 for each h1 ∈ H1.
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From this, we see that
Py(n0T ; 0, h1, u) = PP
n0h1 +
∫ n0T
0
PΦ(n0T, s)D(s)u(s)ds
= Pn01 h1 +
∫ n0T
0
PΦ(n0T, s)D(s)u(s)ds for all h1 ∈ H1, u(·) ∈ L
2(R+;Z).
(3.5)
Let Aˆ ∈ Rn0×n0 be the matrix of P1 under {η1, . . . , ηn0}, i.e., P1(η1, . . . , ηn0) = (η1, . . . , ηn0)Aˆ.
Then, it follows from (3.1) and (3.2) that
Pn01 h1 = P
n0
1 (η1, . . . , ηn0)F
−1(h1) = (η1, . . . , ηn0)Aˆ
n0F−1(h1), when h1 ∈ H1. (3.6)
Since Py(n0T ; 0, h1, u) ∈ H1, it follows by (3.1) and (3.2) that
Py(n0T ; 0, h1, u) = (η1, . . . , ηn0)F
−1(Py(n0T ; 0, h1, u)) for all h1 ∈ H1, u(·) ∈ L
2(R+;Z). (3.7)
Since D(·) ∈ L∞(R+;L(U ;H)) and PΦ(n0T, s)D(s)(z1, . . . , zm0) ∈ (H1)
m0 for a.e. s ≥ 0, there is
a unique Bˆ(·) ∈ L∞(R+;Rn0×m0) such that
PΦ(n0T, s)D(s)(z1, . . . , zm0) = (η1, . . . , ηn0)Bˆ(s) for a.e. s ∈ R
+. (3.8)
Now, from (3.5), (3.6), (3.7), (3.4) and (3.8), we see that for each h1 ∈ H1 and u(·) ∈ L
2(R+;Z),
F−1(Py(n0T ; 0, h1, u)) = Aˆ
n0F−1(h1) +
∫ n0T
0
Bˆ(s)G−1(u)(s)ds. (3.9)
Meanwhile, it follows from (1.16), (1.15), (3.4), (3.8) and (3.3) that
Vˆ Zn0 =
{
(η1, . . . , ηn0)
∫ n0T
0
Bˆ(s)β(s)ds
∣∣ β(·) ∈ L2(R+;Rm0)}.
Since Z satisfies (1.17), the above equality yields
span{η1, . . . , ηn0} =
{
(η1, . . . , ηn0)
∫ n0T
0
Bˆ(s)β(s)ds
∣∣ β(·) ∈ L2(R+;Rm0)},
which is equivalent to {∫ n0T
0
Bˆ(s)β(s)ds
∣∣ β(·) ∈ L2(R+;Rm0)} = Rn0 . (3.10)
From (3.10), we see that the finite-dimensional controlled system x′(t) = Bˆ(t)β(t), t ≥ 0, (where
x(·) = (x1(·), . . . , xn0(·))
∗ is treated as a state and β(·) is treated as a control) is exactly controllable.
Hence, the matrix
∫ n0T
0
Bˆ(s)Bˆ(s)∗ds is positive definite (see, for instance, [21]).
Now for each h1 ∈ H1, we define β
h1(·) ∈ L2(R+;Rm0) by setting
βh1(t) =
 −Bˆ(t)
∗
(∫ n0T
0
Bˆ(s)Bˆ(s)∗ds
)−1
Aˆn0F−1(h1) for a.e. t ∈ [0, n0T );
0 for a.e. t ∈ [n0T,+∞).
(3.11)
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It is clear that
Aˆn0F−1(h1) +
∫ n0T
0
Bˆ(s)βh1(s)ds = 0. (3.12)
Then, for each h1 ∈ H1, we construct a control
uh1(·) = G(βh1)(·) over R+. (3.13)
By (3.3), uh1(·) ∈ L2(R+;Z). Meanwhile, it follows from (3.12) and (3.9) that
F−1(Py(n0T ; 0, h1, u
h1)) = 0, when h1 ∈ H1.
This, implies that
Py(n0T ; 0, h1, u
h1) = 0, when h1 ∈ H1. (3.14)
Step 2. To show the existence of an N0 ∈ N such that
‖y(NT ; 0, h,L(Ph))‖ ≤ δ0‖h‖ for all h ∈ H and N ≥ N0, (3.15)
where δ0 , (1 + δ¯)/2 with δ¯ given by (1.10).
Define an operator L : H1 → L
2(R+;Z) by setting
Lh1(·) = u
h1(·) for all h1 ∈ H1, (3.16)
where uh1(·) is given by (3.13). Several observations on L are given in order. First, it is clear that
L is linear. Second, from (3.16), (3.13), (3.11) and the fact that Bˆ(·) ∈ L∞(R+;Rn0×m0), we have
‖L‖ , ‖L‖L(H1,L2(R+;Z)) < +∞. (3.17)
Next, by (3.16), (3.13), (3.3) and (3.11), we see that
Lh1(·) = 0 over [n0T,+∞), when h1 ∈ H1. (3.18)
Finally, it follows from (3.14) that
Py(n0T ; 0, h1,Lh1) = 0, when h1 ∈ H1. (3.19)
Let ρ0 = − ln δ0/T . Since δ0 , (1 + δ¯)/2, we see that 0 < ρ0 < − ln δ¯/T , ρ¯. Then, by Part
(f) of Lemma 2.2, there is a constant Cρ0 > 0 such that
‖y(kT ; 0, h2, 0)‖ = ‖Φ(kT, 0)h2‖ ≤ Cρ0e
−ρ0kT‖h2‖ = Cρ0δ
k
0‖h2‖, when k ∈ N, h2 ∈ H2. (3.20)
We claim that there is a constant C > 0 such that
‖y(NT ; 0, h1,Lh1)‖ ≤ CCρ0δ
N−n0
0 ‖h1‖, when h1 ∈ H1, N ≥ n0, (3.21)
where L is given by (3.16). In fact, because
∥∥y(n0T ; 0, h1,Lh1)∥∥ ≤ ∥∥Φ(n0T, 0)h1∥∥+ ∥∥∥∥∫ n0T
0
Φ(n0T, s)D(s)Lh1(s)ds
∥∥∥∥ for each h1 ∈ H1,
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there is a constant C > 0 such that
‖y(n0T ; 0, h1,Lh1)‖ ≤ C‖h1‖ for all h1 ∈ H1. (3.22)
Here, we used facts that D(·) ∈ L∞(R+;L(U ;H)) (see the assumption (H3)) and L is linear and
bounded (see (3.17)). Meanwhile, it follows from (3.18), (1.6) and (1.5) with u(·) ≡ 0 that when
N ≥ n0 and h1 ∈ H1,
y(NT ; 0, h1,Lh1) = y(NT ;n0T, y(n0T ; 0, h1,Lh1),Lh1)
= y(NT ;n0T, y(n0T ; 0, h1,Lh1), 0) = Φ(NT, n0T )y(n0T ; 0, h1,Lh1)
= Φ((N − n0)T, 0)y(n0T ; 0, h1,Lh1) = y((N − n0)T ; 0, y(n0T ; 0, h1,Lh1), 0).
(3.23)
Because of (3.19) and (2.1)-(2.2) with t = 0, it holds that y(n0T ; 0, h1,Lh1) ∈ H2, when h1 ∈ H1.
This along with (3.23), (3.20) and (3.22), leads to (3.21).
Let
N0 = max
{ lnCρ0 + ln (Cδ−n00 ‖P‖ + ‖I − P‖)
ln(1/δ0)
+ 2, n0
}
. (3.24)
(Here, [r] with r ∈ R denotes the integer such that r − 1 < [r] ≤ r.) Then, it follows from (3.21),
(3.20) and (3.24) that
‖y(NT ; 0, h,L(Ph))‖ ≤ ‖y(NT ; 0, Ph,L(Ph))‖ + ‖y(NT ; 0, (I − P )h, 0)‖
≤ Cρ0δ
N
0 (Cδ
−n0
0 ‖P‖+ ‖I − P‖)‖h‖ ≤ δ0‖h‖, when N ≥ N0 and h ∈ H.
This leads to (3.15).
Step 3. To study a value function associated with a class of optimal control problems
Given N ∈ N and t ∈ [0, NT ), h ∈ H and u(·) ∈ L2(0, NT ;Z), consider the equation:{
y′(s) +Ay(s) +B(s)y(s) = D(s)
∣∣
Z
u(s) in (t,NT ),
y(t) = h,
(3.25)
where D(t)
∣∣
Z
is the restriction of D(t) on the subspace Z. Because of assumptions (H1)-(H3),
Equation (3.25) has a unique mild solution yZN(·; t, h, u) ∈ C([0, NT ];H) (see Proposition 5.3 on
Page 66 in [11]). Clearly, yZN (·; t, h, u) = y(·; t, h, u)
∣∣
[t,NT ]
. For each ε > 0, we define a cost functional
JZε,N,t,h(·) : L
2(0, NT ;Z)→ R+ by setting
JZε,N,t,h(u) =
∫ NT
t
ε‖u(s)‖2Uds+ ‖y
Z
N (NT ; t, h, u)‖
2, u ∈ L2(0, NT ;Z). (3.26)
Then, for each N ∈ N, ε > 0, t ∈ [0, NT ] and h ∈ H, we define the optimal control problem
(P )Zε,N,t,h : inf
u∈L2(0,NT ;Z)
JZε,N,t,h(u).
This a classical linear quadratic optimal control problem (see Page 370 in [11]). For each ε > 0 and
N ∈ N, the value function associated with the above optimal control problems is
WZε,N(t, h)
∆
= inf
u∈L2(0,NT ;Z)
JZε,N,t,h(u), t ∈ [0, NT ] and h ∈ H. (3.27)
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Let
ε0
∆
=(δ0 − δ
2
0)/(‖L‖‖P‖ + 1)
2, (3.28)
where δ0 ∈ (0, 1) and L are given by (3.15) and (3.16) respectively. Because of (3.17), it holds that
0 < ε0 < +∞. We claim that
WZε,N (0, h) ≤ δ0‖h‖
2 for all h ∈ H, when N ≥ N0 and ε ∈ (0, ε0], (3.29)
where N0 is given by (3.24). In fact, it follows from (3.28) that
ε‖L(Ph)(·)‖2L2(R+;Z) ≤ ε0‖L‖
2‖P‖2‖h‖2 ≤ (δ0 − δ
2
0)‖h‖
2, when h ∈ H and ε ∈ (0, ε0]. (3.30)
By (3.16) and the fact that P is a projection from H to H1 (see Lemma 2.2), we find
L(Ph) ∈ L2(R+;Z) for all h ∈ H. (3.31)
Since yZN (·; t, h, u
∣∣
(0,NT )
) = y(·; t, h, u)
∣∣
[t,NT ]
for any u ∈ L2(R+;Z), it holds that
yZN(NT ; 0, h,L(Ph)
∣∣
(0,NT )
) = y(NT ; 0, h,L(Ph)).
This, together with (3.27), (3.26), (3.31), (3.30) and (3.15), indicates that
WZε,N (0, h) ≤ J
Z
ε,N,0,h(L(Ph)
∣∣
(0,NT )
) = ε
∫ NT
0
‖L(Ph)(s)‖2ds+ ‖yZN (NT ; 0, h,L(Ph))‖
2 ≤ δ0‖h‖
2,
when N ≥ N0, ε ∈ (0, ε0], h ∈ H, i.e., (3.29) stands.
Step 4. To construct an NT -periodic KZε,N(·) ∈ L
∞(R+;L(H,Z))
Arbitrarily fix an ε ∈ (0, ε0] and an N ≥ N0, where N0 and ε0 are given by (3.24) and (3.28)
respectively. By the exactly same way to show Corollary 2.10 on Page 379 and Theorem 4.3 on
Page 397 in [11], we can verify that
WZε,N(t, h) = 〈Q
Z
ε,N(t)h, h 〉, when h ∈ H,
where QZε,N(·) ∈ C([0, NT );L(H)) has the following properties: (i) for each t ≥ 0, Q
Z
ε,N(t) is
self-adjoint; (ii) it solves the Riccati integral equation:
Q(t)h = Φ(NT, t)∗Φ(NT, t)h−
1
ε
∫ NT
t
Φ(s, t)∗Q(s)∗D(s)
∣∣
Z
(
D(s)
∣∣
Z
)∗
Q(s)Φ(s, t)hds,
for all h ∈ H and t ∈ [0, NT ).
(3.32)
Besides, it follows form (3.26) that
0 ≤
〈
h,QZε,N (t)h
〉
≤ JZε,N,t,h(0) ≤ ‖Φ(NT, t)‖
2‖h‖2 for all h ∈ H.
Define KZε,N(·) : [0, NT )→ L(H;Z) by
KZε,N(t) = −
1
ε
(
D(s)
∣∣
Z
)∗
QZε,N (t) for a.e. t ∈ [0, NT ). (3.33)
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One can easily check that KZε,N(·) ∈ L
∞(0, NT ;L(H;Z)). From this and assumptions (H1)-(H3),
we see that (see Proposition 5.3 on Page 66 in [11]) the feedback equation: y′(s) +Ay(s) +B(s)y(s) = D(s)
∣∣
Z
KZε,N (s)y(s) in (0, NT ),
y(0) = h ∈ H
(3.34)
has a unique mild solution yZε,N(·; 0, h) ∈ C([0, NT ];H). Let
uZε,N,0,h(s)
∆
=KZε,N(s)y
Z
ε,N(s; 0, h) for a.e. s ∈ (0, NT ). (3.35)
By the state feedback representation of optimal controls for linear quadratic control problems (see
Section 3.4 in Chapter 9 in [11], in particular, (3.71) on Page 392 and (4.12) on Page 397 in [11]),
we see that uZε,N,0,h(·) defined by (3.35) is the optimal control to (P )
Z
ε,N,0,h. This, along with (3.27),
yields that
WZε,N(0, h) = J
Z
ε,N,0,h
(
uZε,N,0,h
)
, when h ∈ H. (3.36)
By (3.25) with t = 0, (3.34) and (3.35), we see that yZε,N(NT ; 0, h) = y
Z
N (NT ; 0, h, u
Z
ε,N,0,h). From
this, (3.26), (3.36) and (3.29), it follows that
‖yZε,N(NT ; 0, h)‖
2 ≤ JZε,N,0,h(u
Z
ε,N,0,h) =W
Z
ε,N(0, h) ≤ δ0‖h‖
2, when h ∈ H. (3.37)
Now, we extend NT -periodically KZε,N (·) over R
+ by setting
KZε,N (t+ kNT ) = K
Z
ε,N(t) for all t ∈ [0, NT ), k ∈ N. (3.38)
Clearly, KZε,N(·) ∈ L
∞(R+;L(H;Z)) is NT -periodic.
Step 5. To prove that when ε ∈ (0, ε0] and N ≥ N0 (where N0 and ε0 are given by (3.24) and
(3.28), respectively), KZε,N (·) defined by (3.33) and (3.38) is an LMPFS law for Equation (1.1)
with respect to Z
Consider the feedback equation: y′(s) +Ay(s) +B(s)y(s) = D(s)
∣∣
Z
KZε,N (s)y(s) in R
+,
y(0) = h ∈ H.
(3.39)
By assumptions (H2) and (H3), and by the fact that K
Z
ε,N(·) ∈ L
∞(R+;L(H;Z)), we have
B(·)−D(·)
∣∣
Z
KZε,N(·) ∈ L
1
loc(R
+;L(H)).
Thus, for each h ∈ H, Equation (3.39) has a unique mild solution yZε (·; 0, h) ∈ C(R
+;H) (see
Proposition 5.3 on Page 66 in [11]). Clearly,
yZε (t; 0, h) = y
Z
ε,N(t; 0, h) for each t ∈ [0, NT ].
Write {ΦZε,N(t, s)
}
0≤s≤t<+∞
for the evolution system generated by −A − B(·) + D(·)
∣∣
Z
KZε,N (·).
Then it holds that (see Proposition 5.7, Page 69, [11])
yZε,N(NT ; 0, h) = y
Z
ε (NT ; 0, h) = Φ
Z
ε,N(NT, 0)h for all h ∈ H.
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This, along with (3.37) and the fact that δ0 < 1 (see (3.15)), yields
‖ΦZε,N(NT, 0)‖ ≤
√
δ0 < 1. (3.40)
Since B(·) and D(·) are T -periodic and KZε,N (·) is NT -periodic, it follows that
ΦZε,N(t+NT, s+NT ) = Φ
Z
ε,N(t, s), when 0 ≤ s ≤ t < +∞. (3.41)
By (3.41) and (3.40), one can easily shows that Equation (3.39) is exponentially stable. Hence,
KZε,N (·), with ε ∈ (0, ε0] and N ≥ N0, is an LMPFS law for Equation (3.39). This completes the
proof.
Proposition 3.2 Let Z be a subspace of U . Then, Equation (1.1) is LPFS with respect to Z if
and only if it is LMPFS with respect to Z.
Proof. It is clear that Equation (1.1) is LPFS w.r.t. Z ⇒ Equation (1.1) is LMPFS w.r.t. Z. We
will show the reverse. Suppose that Equation (1.1) is LMPFS with respect to Z. Then there are
an N ∈ N and an NT -periodic KˆZN (·) ∈ L
∞(R+;L(H;Z)) such that the feedback equation
y′(s) +Ay(s) +B(s)y(s) = D(s)
∣∣
Z
KˆZN (s)y(s), s ≥ 0 (3.42)
is exponentially stable. From this, assumptions (H1)-(H3) and the fact that Kˆ
Z
N (·) ∈ L
∞(R+;L(H;Z))
is NT -periodic, one can easily verify that for each t ≥ 0 and h ∈ H, the solution yˆZN (·; t, h) to the
equation {
y′(s) +Ay(s) +B(s)y(s) = D(s)
∣∣
Z
KˆZN (s)y(s) in [t,∞),
y(t) = h
(3.43)
satisfies
‖yˆZN (s; t, h)‖ ≤M1e
−δ1(s−t)‖h‖, when s ≥ t and h ∈ H, (3.44)
where M1 and δ1 are two positive constants independent of h, t and s. Write
Cˆ0 ,
∥∥∥KˆZN (·)∥∥∥
L∞(R+;L(H;Z))
. (3.45)
The rest of the proof is organized by two steps as follows.
Step 1. To study a value function associated with a class of optimal control problems
For each t ≥ 0 and h ∈ H, we define an optimal control problem:
(P )Zt,h : inf
u(·)∈L2(R+;Z)
∫ ∞
t
(
‖y(s; t, h, u)‖2 + ‖u(s)‖2U
)
ds. (3.46)
Associated with
{
(P )Zt,h
}
t≥0,h∈H
, we define a value function WZ(·, ·) : R+ ×H → R by
WZ(t, h) = inf
u(·)∈L2(R+;Z)
∫ ∞
t
(
‖y(s; t, h, u)‖2 + ‖u(s)‖2U
)
ds, (t, h) ∈ R+ ×H. (3.47)
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It is well defined. In fact, define a control uZN,t,h(·) by setting
uZN,t,h(s) ,
{
KZN (s)yˆ
Z
N (s; t, h) for a.e. s ∈ [t,∞),
0 for a.e. s ∈ [0, t).
By (3.44), we see that uZN,t,h(·) ∈ L
2(R+;Z). Meanwhile, it is clear that yˆZN (·; t, h) = y(·; t, h, u
Z
N,t,h).
These, along with (3.44) and (3.45), yields that for each t ≥ 0 and h ∈ H,
0 ≤WZ(t, h) ≤
∫ ∞
t
(∥∥yˆZN (s; t, h)∥∥2 + ∥∥uZN,t,h(s))∥∥2U) ds
≤
∫ ∞
t
(
1 +
∥∥KˆZN (s)∥∥2L(H;Z))∥∥yˆZN (s; t, h)∥∥2ds ≤ (1 + Cˆ20 )M212δ1 ∥∥h∥∥2.
(3.48)
Thus WZ(·, ·) is well-defined. By (3.47), one can directly check that when h, g ∈ H, t ≥ 0, c ∈ R,
WZ(t, ch) = c2WZ(t, h) and WZ(t, h+ g) +WZ(t, h − g) = 2WZ(t, h) + 2WZ(t, g).
These, together with (3.48), imply that (see [10]) there is a unique QZ(·) : R+ → L(H), with QZ(t)
self-adjoint for each t ≥ 0, such that
WZ(t, h) = 〈QZ(t)h, h 〉 for all t ∈ R+ and h ∈ H. (3.49)
This, together with (3.48), implies that
0 ≤ QZ(t) ≤
(1 + Cˆ20 )M
2
1
2δ1
I for all t ∈ R+.
Meanwhile, from the T -periodicity of B(·) and D(·), one can easily derive the T -periodicity of
WZ(·, h) for each h ∈ H. Thus, by (3.49), QZ(·) is T -periodic, i.e.,
QZ(t) = QZ(T + t) for all t ∈ R+. (3.50)
Now we present other properties of QZ(·). By the Bellman optimality principle (see Section 1,
Chapter 6 in [11]), it holds that for any t ∈ [0, T ] and h ∈ H,
WZ(t, h) = inf
u(·)∈L2(R+;Z)
{∫ T
t
(
‖y(s; t, h, u)‖2 + ‖u(s)‖2U
)
ds+WZ(T, y(T ; t, h, u))
}
. (3.51)
This, along with (3.49) and (3.50), yields that for any t ∈ [0, T ] and h ∈ H,
WZ(t, h) = inf
u∈L2(R+;Z)
{∫ T
t
(
‖y(s; t, h, u)‖2 + ‖u(s)‖2U
)
ds + ‖
(
QZ(0)
)1/2
y(T ; t, h, u)‖
}
, (3.52)
i.e., WZ(·, ·)
∣∣
[0,T ]×H
is the value function associated with the LQ problems (P )Z,Tt,h , t ∈ [0, T ], h ∈ H:
inf
v∈L2(0,T ;Z)
{∫ T
t
(
‖yT (s; t, h, v)‖2 + ‖v(s)‖2U
)
ds + 〈 yT (T ; t, h, v), QZ (0)yT (T ; t, h, v) 〉
}
, (3.53)
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where yT (·; t, h, v) is the solution of Equation (1.1) (over [t, T ]), with the initial condition that
y(t) = h and with the control v(·) ∈ L2(0, T ;Z). Furthermore, by the exactly same way to show
Corollary 2.10 on Page 379 and Theorem 4.3 on Page 397 in [11], we can obtain that
WZ(t, h) = 〈 h, Qˆ(t)h 〉, when t ∈ [0, T ] and h ∈ H, (3.54)
where Qˆ(·) ∈ C([0, T );L(H)), with Qˆ(t) self-adjoint and non-negative for each t ∈ [0, T ], satisfies
the following Riccati integral equation:
Qˆ(t)h = Φ(T, t)∗Q(0)Φ(T, t)h +
∫ T
t
Φ(s, t)∗Φ(s, t)hds
−
∫ T
t
Φ(s, t)∗Qˆ(s)∗D(s)
∣∣
Z
(
D(s)
∣∣
Z
)∗
Qˆ(s)Φ(s, t)hds for all h ∈ H, t ∈ [0, T ).
(3.55)
Because Q(t) and Qˆ(t) are selfadjoint, it follows from (3.49) and (3.54) that
QZ(·)
∣∣
[0,T ]
= Qˆ(·). (3.56)
Step 2. To construct a T -periodic K˜(·) ∈ L∞(R+;L(H;Z))
Let QZ(·) be given by (3.49). We define K˜(·) ∈ L∞(R+;L(H;Z)) by setting
K˜(s) = −
(
D(s)
∣∣
Z
)∗
QZ(s) for a.e. s ∈ R+. (3.57)
Since both QZ(·) and D(·) are T -periodic, so is K˜(·). Let y˜T (·; 0, g) ∈ C([0, T ];H) be the mild
solution to the feedback equation: y′(s) +Ay(s) +B(s)y(s) = D(s)
∣∣
Z
K˜(s)y(s) for a.e. s ∈ (0, T );
y(0) = g ∈ H.
The existence and uniqueness of the solution to the above equation is ensured by of assumptions
(H1)-(H3) and the fact that K˜(·) ∈ L
∞(R+;L(H;Z)) (see Proposition 5.3 on Page 66 in [11]). For
each g ∈ H, we define
u˜g(t) , K˜(t)y˜T (t; 0, g) for a.e. t ∈ (0, T ).
By the state feedback representation of optimal controls for linear quadratic control problems (see
Section 3.4 in Chapter 9, in particular the formula (3.71) on Page 392 in [11]), it follows from (3.57)
and (3.56) that u˜g(·) is the optimal control to (P )
Z,T
0,g (which is defined by (3.53)). By (3.52), (3.54)
and (3.56), we see that for each g ∈ H,
〈 g,QZ(0)g 〉 =
∫ T
0
‖y˜T (t; 0, g)‖
2 + ‖u˜g(t)‖
2
Udt+ 〈 y˜T (T ; 0, g), Q
Z (0)y˜T (T ; 0, g) 〉 . (3.58)
Associated with each h ∈ H, we define three sequences {hk}
∞
k=0 ⊆ H, {y
h
k (·)}
∞
k=1 ⊆ C([0, T ];H)
and {uhk(·)}
∞
k=1 ⊆ L
2(0, T ;Z) by setting
h0 , h, hk , y˜T (T ; 0, hk−1), y
h
k (·) , y˜T (·; 0, hk−1), u
h
k(·) , u˜hk−1(·) for all k ∈ N, (3.59)
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Taking g = hk−1 in (3.58), we find that
〈hk−1, Q
Z(0)hk−1 〉 =
∫ T
0
‖yhk (t)‖
2 + ‖uhk(t)‖
2
Udt+ 〈hk, Q
Z(0)hk 〉 for each k ∈ N. (3.60)
Step 3. To prove that K˜ given by (3.57) is an LPFS law for Equation (1.1) with respect to Z
Consider the feedback equation:
y′(t) +Ay(t) +B(t)y(t) = D(t)
∣∣
Z
K˜(t)y(t) in R+. (3.61)
Because of assumptions (H1)-(H3) and the fact that K˜(·) ∈ L
∞(R+;L(H;Z)), corresponding to
each initial condition that y(0) = h ∈ H, Equation (3.61) has a unique mild solution yK˜(·; 0, h) ∈
C(R+;H) (see Proposition 5.3 on Page 66 in [11]). Let {Φ
K˜
(t, s)}t≥s≥0 for the evolution system
generated by −A−B(·) +D(·)
∣∣
Z
K˜(·). Then yK˜(t; 0, h) = ΦK˜(t, 0)h for each t ≥ 0 and h ∈ H (see
Proposition 5.7 on Page 69 in [11]). By the T -periodicity of B(·), D(·) and K˜(·), and by (3.59),
one can easily check that
Φ
K˜
(t+ T, s+ T ) = Φ
K˜
(t, s), when t ≥ s ≥ 0. (3.62)
Meanwhile, it follows from the definition of yhk (see (3.59)) that given h ∈ H,
y
K˜
(t; 0, h) = yh[t/T ]+1(t− [t/T ]T ) for all t ∈ R
+. (3.63)
We first claim that ∫ ∞
0
‖Φ
K˜
(t, 0)h‖2dt ≤ ‖QZ(0)‖‖h‖2 , when h ∈ H. (3.64)
Indeed, it follows from (3.63) that∫ ∞
0
‖ΦK˜(t, 0)h‖
2dt =
∞∑
k=1
∫ kT
(k−1)T
‖yK˜(t, 0, h)‖
2dt =
∞∑
k=1
∫ T
0
‖yhk (t)‖
2dt. (3.65)
Meanwhile, by (3.60), we find that
N∑
k=1
〈 hk−1, Q
Z(0)hk−1 〉 =
N∑
k=1
[ ∫ T
0
‖yhk (t)‖
2 + ‖uhk(t)‖
2
Udt+ 〈hk, Q
Z(0)hk 〉
]
, N ∈ N.
Thus
∞∑
k=1
∫ T
0
‖yhk (t)‖
2dt = lim
N→∞
N∑
k=1
∫ T
0
‖yhk (t)‖
2dt
= lim
N→∞
[
〈 h,QZ(0)h 〉 −
N∑
k=1
∫ T
0
‖uhk(t)‖
2
Udt− 〈 hN , Q
Z(0)hN 〉
]
≤ 〈 h,QZ(0)h 〉 ≤ ‖QZ(0)‖‖h‖2.
This, along with (3.65), leads to (3.64).
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Since K˜(·) ∈ L∞(R+;L(H;U)) is T-periodic, in order to show that K˜(·) is an LPFS law for
Equation (1.1) with respect to Z, it suffices to prove that there are positive M and δ such that
‖yK˜(t;0,h)‖ ≤Me
−δt‖h‖ for all h ∈ H. This will be done if one can show that δˆ < 1, where
δˆ , lim
k→∞
‖Φ
K˜
(T, 0)k‖1/k. (3.66)
The reason is that ΦK˜(·, ·) is T -periodic and yK˜(t; 0, h) = ΦK˜(t, 0)h.
The rest is to prove that δˆ < 1. First we can assume that
ρˆ , ln(δˆ + 1)/T > 0, (3.67)
for otherwise δˆ = 0 < 1. By (3.66) and (3.67), one can easily check that there is a constant Cˆ1 > 0
such that ∥∥ΦK˜(kT, 0)∥∥ ≤ Cˆ1eρˆkT for all k ∈ N. (3.68)
Because of (H1), (H2), (H3) and the fact that K˜(·) ∈ L
∞(R+;L(H;U)), one can easily check that
{‖ΦK˜(t, s)‖L(H)}0≤s≤t≤T is bounded. Thus, we can write
Cˆ2 , max
0≤t1≤t2≤T
∥∥Φ
K˜
(t2, t1)
∥∥ ∈ R+ and Cˆ3 , max{Cˆ2, Cˆ1Cˆ22} ∈ R+. (3.69)
We claim that
‖ΦK˜(t, s)‖ ≤ Cˆ3e
ρˆ(t−s), when t ≥ s ≥ 0. (3.70)
In fact, given 0 ≤ s ≤ t, there are only two cases: (i) [t/T ] = [s/T ] and (ii) [t/T ] 6= [s/T ]. In the
first case, we have
0 ≤ t− [s/T ] ≤ T and 0 ≤ s− [s/T ] ≤ T.
These, along with (3.62) and (3.69), yields
‖Φ
K˜
(t, s)‖ = ‖Φ
K˜
(t− [s/T ]T, s− [s/T ]T ) ≤ Cˆ2 ≤ Cˆ3e
ρˆ(t−s),
i.e., (3.70) holds for the first case. In the second case, we have
[t/T ]T ≥ [s/T ]T + T and ([t/T ]− [s/T ]− 1)T ≤ t− s.
These, together with (3.62), (3.68) and (3.69), yields∥∥ΦK˜(t, s)∥∥ ≤ ∥∥ΦK˜(t, [t/T ]T )∥∥ · ∥∥ΦK˜([t/T ]T, [s/T ]T + T )∥∥ · ∥∥ΦK˜([s/T ]T + T, s)∥∥
≤
∥∥Φ
K˜
(
t−
[
t/T
]
T, 0
)∥∥ · ∥∥Φ
K˜
(([
t/T
]
−
[
s/T
]
− 1
)
T, 0
)∥∥ · ∥∥Φ
K˜
(
T, s−
[
s/T
]
T
)∥∥
≤ Cˆ1Cˆ
2
2e
ρˆ(t−s) ≤ Cˆ3e
ρˆ(t−s),
i.e., (3.70) holds for the second case. In summary, we conclude that (3.70) stands.
Let
Cˆ4 , max
{
max
t∈[0,T ]
‖Φ
K˜
(t, 0)‖, Cˆ3
√
‖QZ(0)‖2ρˆ/(1 − e−2ρˆT )
}
and Cˆ5 , max{Cˆ2, Cˆ4Cˆ2}, (3.71)
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where Cˆ2 and Cˆ3 are given by (3.69), ρˆ is given by (3.67). Then, we claim
‖Φ
K˜
(t, s)‖ ≤ Cˆ5, when t ≥ s ≥ 0 (where Cˆ5 is given by (3.71)). (3.72)
For this purpose, we first show
‖Φ
K˜
(t, 0)‖ ≤ Cˆ4 for all t ≥ 0 (where Cˆ4 is given by (3.71)). (3.73)
In fact, by (3.70) and (3.64), we have
1− e−2ρˆt
2ρˆ
‖ΦK˜(t, 0)h‖
2 =
∫ t
0
e−2ρˆ(t−r)‖ΦK˜(t, 0)h‖
2dr
≤
∫ t
0
e−2ρˆ(t−r)‖ΦK˜(t, r)‖
2‖ΦK˜(r, 0)h‖
2dr ≤
∫ t
0
e−2ρˆ(t−r)Cˆ23e
2ρˆ(t−r)‖ΦK˜(r, 0)h‖
2dr
< Cˆ23
∫ ∞
0
‖ΦK˜(r, 0)h‖
2dr ≤ Cˆ23‖Q
Z(0)‖‖h‖2 , when h ∈ H and t ≥ 0,
from which, it follows that
‖Φ
K˜
(t, 0)‖ ≤ Cˆ3
√
‖QZ(0)‖2ρˆ/(1− e−2ρˆt) for all t > 0.
This, along with (3.71), yields
sup
t∈R+
‖Φ
K˜
(t, 0)‖ = max
{
max
t∈[0,T ]
‖Φ
K˜
(t, 0)‖, sup
t∈[T,∞)
‖Φ
K˜
(t, 0)‖
}
≤ max
{
max
t∈[0,T ]
‖ΦK˜(t, 0)‖ , Cˆ3
√
‖QZ(0)‖2ρˆ/(1− e−2ρˆT )
}
= Cˆ4,
which leads to (3.73). Now, given 0 ≤ s ≤ t, there are only two possibilities: (i) [t/T ] = [s/T ]; and
(ii) [t/T ] > [s/T ]. In the first case, (3.72) follows from (3.69) and (3.71). In the second case, we
have that t ≥ ([s/T ] + 1)T ≥ s. This, along with (3.62), (3.73), (3.69) and (3.71), indicates that∥∥Φ
K˜
(t, s)
∥∥ ≤ ∥∥Φ
K˜
(
t,
[
s/T
]
T + T
)
‖ · ‖Φ
K˜
([
s/T
]
T + T, s
)∥∥
=
∥∥ΦK˜(t− [s/T ]T − T, 0)∥∥ · ∥∥ΦK˜(T, s− [s/T ]T )∥∥ ≤ Cˆ4Cˆ2 ≤ Cˆ5.
In summary, we conclude that (3.72) holds.
Finally, it follows from (3.72) and (3.64) that when t ≥ 0 and h ∈ H,
t
∥∥ΦK˜(t, 0)h∥∥2 = ∫ t
0
∥∥ΦK˜(t, 0)h∥∥2ds ≤ ∫ t
0
∥∥ΦK˜(t, s)∥∥2∥∥ΦK˜(s)h∥∥2ds ≤ Cˆ25∥∥QZ(0)∥∥∥∥h∥∥2.
This implies that ∥∥ΦK˜(t, 0)∥∥ ≤ Cˆ5√‖QZ(0)‖/t, when t > 0.
Therefore, there is an N0 ∈ N such that ‖ΦK˜(N0T, 0)‖ < 1. This, together with (3.66) and (3.62),
yields that
δˆ = lim
k→∞
∥∥ΦK˜(T, 0)N0k∥∥ 1N0k = limk→∞∥∥ΦK˜(N0T, 0)k∥∥ 1N0k ≤ ∥∥ΦK˜(N0T, 0)∥∥ 1N0 < 1.
This completes the proof.
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Proposition 3.3 When both B(·) and D(·) are time-invariant, i.e., B(t) ≡ B and D(t) ≡ D for
all t ≥ 0, the following statements are equivalent:
(i) Equation (1.1) is linear Tˆ -periodic feedback stabilizable for some Tˆ > 0.
(ii) Equation (1.1) is linear Tˆ -periodic feedback stabilizable for any Tˆ > 0.
(iii) Equation (1.1) is linear time-invariant feedback stabilizable.
Proof. It suffices to show that (i) ⇒ (iii). For this purpose, we suppose that (i) holds. Let
N ∈ N with N ≥ 2 and let T = Tˆ /N . Since B(·) and D(·) are time-invariant, Equation (1.1)
is T -periodic. Because of (i), there is an NT -periodic KˆUN (·) ∈ L
∞(R+;L(H;U)) such that the
feedback equation (3.42), where Z = U , is exponentially stable. Now, by the same way to show
that Equation (1.1) is LMPFS ⇒ Equation (1.1) is LPFS in the proof of Proposition 3.2 (where
Z = U), we see that K˜(·) given by (3.57), where Z = U , is a LPFS law for Equation (1.1). We
claim that this K˜(·) is time-invariant in the case that B(·) and D(·) are time-invariant. When this
is done, K˜(·) ≡ K˜ ∈ L(H;U) is a feedback law for Equation (1.1), which leads to (iii).
The rest is to show that K˜(·) is time-invariant. By the time-invariance of D(·), and by (3.49)
and (3.57), where Z = U , it suffices to show the valued function WU (t, h), given by (3.47) with
Z = U is time-invariant. The later will be proved as follows. Since Equation (1.1) is time-invariant,
we have that for each t ∈ R+, h ∈ H and u(·) ∈ L2(R+;U),
y(s; t, h, u) = y(s− t; 0, h, v) for all s ≥ t,
where v(·) is defined by v(s) = u(s+ t) for all s ≥ 0. Hence, given t ∈ R+ and h ∈ H,∫ ∞
t
(
‖y(s; t, h, u(s))‖2 + ‖u(s)‖2U
)
ds =
∫ ∞
0
(
‖y(r; 0, h, u(r + t))‖2 + ‖u(r + t)‖2U
)
dr,
for all u(·) ∈ L2(R+;U). Taking the infimum on the both sides of the above equation with respect
to u(·) ∈ L2(R+;U), we get that WU (t, h) = WU(0, h), i.e., the value function WU(t, h) is time-
invariant. This completes the proof.
Remark 3.1 By Proposition 3.3, we see that linear time-periodic functions K(·) will not aid in
the linear stabilization of Equation (1.1) when both B(·) and D(·) are time-invariant. On the other
hand, when Equation (1.1) is T -periodically time-varying, linear time-periodic functions K(·) do
aid in the linear stabilization of Equation (1.1). This can be seen from the following 2-periodic
ordinary differential equation:
y′(t) =
∞∑
j=1
[
χ[2j,2j+1)(t)− χ[2j+1,2j+2)(t)
]
u(t).
For each k ∈ R, consider the feedback equation
y′(t) =
∞∑
j=1
[
χ[2j,2j+1)(t)− χ[2j+1,2j+2)(t)
]
ky(t).
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Clearly, the corresponding Poincare´ map Pk ≡ 1. Thus any linear time-invariant feedback equation
is not exponentially stable. On the other hand, by a direct computation, one can easily check that
the 2-periodic time-varying feedback law given by
k(t) =
∞∑
j=1
[
χ[2j,2j+1)(t) + 2χ[2j+1,2j+2)(t)
]
.
is an LPFS law.
4 The proof of Theorem 1.1 and Theorem 1.2
Proof of Theorem 1.1. (a) ⇔ (b): We first show that (b) ⇒ (a). Suppose that a subspace Z of
U satisfies (1.17). Then by Lemma 2.5, there is a finite dimension subspace Zˆ of Z such that
Vˆ Zˆn0 = H1. From this, we can apply Proposition 3.1 to get that Equation (1.1) is LMPFS with
respect to Zˆ. This, along with Proposition 3.2, yields that Equation (1.1) is LPFS with respect to
Zˆ. Because Zˆ is a subspace of Z, Equation (1.1) is also LPFS with respect to Z, i.e., (a) stands.
We next show that (a)⇒ (b). Seeking for a contradiction, we suppose that Z ∈ UFS, but (1.17)
does not hold. Then Vˆ Zn0 would be a proper subspace of H1. This, along with (2.18), yields that
Vˆ Z is a proper subspace of H1. Write (Vˆ
Z)⊥ for the orthogonal complement subspace of Vˆ Z in
H. Then, one can directly check that H1
⋂
(Vˆ Z)⊥ is the orthogonal complement subspace of Vˆ Z
in H1, i.e., (
H1
⋂
(Vˆ Z)⊥
)
⊥Vˆ Z ; H1 = Vˆ
Z
⊕(
H1
⋂
(Vˆ Z)⊥
)
. (4.1)
Since Vˆ Z is a proper subspace of H1 and dimH1 = n0 (see (2.4)), we have
n0 ≥ l , dim
(
H1
⋂
(Vˆ Z)⊥
)
≥ 1. (4.2)
By (4.1) and (4.2), we can let {η1, . . . , ηn0} be a basis ofH1 such that {η1, · · · , ηl} and {ηl+1, · · · , ηn0}
are bases of H1
⋂
(Vˆ Z)⊥ and Vˆ Z , respectively. By (2.18) in Lemma 2.4, Vˆ Z is an invariant subspace
under P1 . Thus there are matrices A1 ∈ R
l×l, A2 ∈ R
(n0−l)×l, A3 ∈ R
(n0−l)×(n0−l) such that
P1
(
η1, · · · , ηl,
∣∣ ηl+1, · · · , ηn0 ) = ( η1, · · · , ηl, ∣∣ ηl+1, · · · , ηn0 )
(
A1 0l×(n0−l)
A2 A3
)
. (4.3)
Let P11 be the orthogonal projection from H1 onto H1
⋂
(Vˆ Z)⊥. Define a linear bijection J : Rl →(
H1
⋂
(Vˆ Z)⊥
)
by setting
J (α)
∆
=(η1, . . . , ηl)α, α ∈ R
l, (4.4)
where α denotes the column vectors. By (4.3) and (4.4), we see that
P11P
k
1J (α) = P11P
k
1 (η1, · · · , ηl)α
= P11(η1, · · · , ηl,
∣∣ ηl+1, · · · , ηn0)
(
A1 0l×(n0−l)
A2 A3
)k(
α
0(n0−l)×1
)
= (η1, · · · , ηl)A
k
1α, when α ∈ R
l and k ∈ N.
(4.5)
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On the other hand, since Z ∈ UFS, there is a T -periodic K(·) ∈ L∞(R+;L(H;Z)) such that
Equation (1.2) is exponentially stable, which implies that
lim
t→+∞
yK (t; 0, h)) = 0, when h ∈ H, (4.6)
where yK (·; 0, h)) denotes the solution of Equation (1.2) with the initial condition that y(0) = h.
Let uhK(t) = K(t)yK(t; 0, h) for a.e. t ≥ 0. The by Proposition 5.7 on Page 69 in [11], we have
yK(t; 0, h) = Φ(t, 0)h +
∫ t
0
Φ(t, s)D(s)uhK(s)ds, when t ∈ R
+ and h ∈ H. (4.7)
From (4.7) and (1.15), it follows that
P11PyK (kT ; 0, h)) ∈ P11P (P
kh+ V Zk ) for all h ∈ H and k ∈ N. (4.8)
Since PV Zk , Vˆ
Z
k ⊆ Vˆ
Z for all k ∈ N (see (1.16) and (2.19)) and P11 is the orthogonal projection
from H1 onto H1
⋂
(Vˆ Z)⊥, and because of (4.1), we have
P11PV
Z
k ⊂ P11Vˆ
Z = {0}.
This, along with (4.8) and the fact that PPk = PkP for all k ∈ N (see Parts (a) and (e) in
Lemma 2.2), indicates that
P11PyK(kT ; 0, h) = P11PP
kh = P11P
kPh for all h ∈ H and k ∈ N. (4.9)
Since P : H → H1 is a projection (see Lemma 2.2), it follows from (4.6) and (4.9) that
lim
k→+∞
P11P
kh1 = 0, when h ∈ H1. (4.10)
Now by (4.10), (4.5) and (2.15), we have that lim
k→∞
Ak1α = 0, when α ∈ R
l, from which, it follows
that
σ(A1) ∈ B (the open unit ball in C
1). (4.11)
By (4.3), it holds that σ(A1) ⊂ σ(P1). This, together with (4.11) and (2.16), leads to a contradic-
tion. Hence, (a)⇒ (b). This completes the proof of (a)⇔ (b).
(b)⇔ (c): First of all, we introduce two complex adjoint equations as follows:
ψ′(t)−A∗Cψ(t)−B(t)∗Cψ(t) = 0 in (0, n0T ), ψ(n0T ) ∈ H
C ; (4.12)
ψ′(t)−A∗Cψ(t)−B(t)∗Cψ(t) = 0 in (0, T ), ψ(T ) ∈ HC . (4.13)
For each ξ ∈ HC , Equation (4.12) (or (4.13)) with the initial condition that ψξn0(n0T ) = ξ (or
ψξ(T ) = ξ) has a unique solution in C[0, n0T ];H
C) (or C([0, T ];HC)). We denote this solution
by ψξn0(·) (or ψ
ξ(·)). Clearly, when ξ ∈ H, ψξn0(·) ∈ C[0, n0T ];H) and ψ
ξ(·) ∈ C([0, T ];H) are
accordingly the solutions of (4.12) and (4.13) where AC and B(t)C are replaced by A and B(t)
respectively. One can easily check that
ψξ(0) = P∗Cξ and ψξn0(0) =
(
P∗C
)n0
ξ for all ξ ∈ HC . (4.14)
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By the T -periodicity of B∗(·), we see that for each ξ ∈ HC ,
ψξn0((k − 1)T + t) = ψ
ξk (t), t ∈ [0, T ], k ∈ {1, . . . , n0}, where ξk
∆
=
(
P∗C
)n0−k
ξ. (4.15)
Now we carry out the proof of (b)⇔ (c) by several steps as follows.
Step 1. To prove that (1.17) is equivalent to the following condition:
∀ h ∈ H, ∃ uh(·) ∈ L2(R+;Z) s.t. Py(n0T ; 0, h, u
h) = 0, where P is given by (1.14). (4.16)
Suppose that (1.17) holds. Then by (1.15), we have
P
{∫ n0T
0
Φ(n0T, t)D(t)u(t)dt
∣∣ u(·) ∈ L2(R+;Z)} = H1. (4.17)
Given h ∈ H, it holds that PΦ(n0T, 0)h ∈ H1 (see (2.2)). This, along with (4.17), yields that there
is a uh(·) ∈ L2(R+;Z) such that
Py(n0T ; 0, h, u
h) = PΦ(n0T, 0)h + P
∫ n0T
0
Φ(n0T, t)D(t)u
h(t)dt = 0,
which leads to (4.16).
Assume that (4.16) holds. Then for any h ∈ H, there exists uh(·) ∈ L2(R+;Z) such that
Py(n0T ; 0, h, u
h) = 0, i.e.,
−PΦ(n0T, 0)h = P
∫ n0T
0
Φ(n0T, t)D(t)u
h(t)dt.
Thus, we have
H1 ⊇ Vˆ
Z
n0
∆
=P
{∫ n0T
0
Φ(n0T, t)D(t)u(t)dt
∣∣ u(·) ∈ L2(R+;Z)}
⊇ P
{∫ n0T
0
Φ(n0T, t)D(t)u
h(t)dt
∣∣ h ∈ H}
= −P
{
Φ(n0T, 0)h
∣∣ h ∈ H} = PPn0H.
(4.18)
By the facts that PP = PP (see (2.5)), PH = H1 and PH1 = P1H1 = H1 (see (2.15) and lemma
2.4), we see that PPn0H = H1. This, together with (4.18), leads to (1.17).
Step 2. To show that ξ ∈ P ∗H1 and ψ
ξ
n0(0) = 0 ⇒ ξ = 0
Recall Lemma 2.3. Because H˜1 is a invariant subspace of P
∗, it follows from (4.14) that
ψξn0(0) = (P
∗)n0ξ =
(
P∗
∣∣
H˜1
)n0ξ ∈ H˜1, when ξ ∈ H˜1. (4.19)
By Lemma 2.3, we have
σ
(
P∗C |H˜C1
)⋂
B = ∅ and dimH˜1 = n0 <∞.
Thus, the map
(
P∗
∣∣
H˜1
)n0 is invertible from H˜1 onto H˜1. Then by (4.19), we see that ξ = 0 when
ξ ∈ H˜1 and ψ
ξ
n0(0) = 0. This, together with (2.13), implies that ξ = 0 when ξ ∈ P
∗H1 and
ψξn0(0) = 0.
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Step 3. To show that (4.16) ⇒ (1.18)
Clearly, when η, h ∈ H and u(·) ∈ L2(R+;Z),
〈
ψηn0(0), h
〉
=
〈
η, y(n0T ; 0, h, u)
〉
−
∫ n0T
0
〈(
D(t)
∣∣
Z
)∗
ψηn0(t), u(t)
〉
dt. (4.20)
Let ξ ∈ P ∗H1 satisfy the conditions on the left side of (1.18). Then by (4.20) where η = ξ and
ψξn0(t) = Φ(n0T, t)
∗ξ, we find〈
ψξn0(0), h
〉
=
〈
ξ, y(n0T ; 0, h, u)
〉
, when h ∈ H and u(·) ∈ L2(R+;Z). (4.21)
By (4.16), given h ∈ H, there is a uh(·) ∈ L2(R+;Z) such that
Py(n0T ; 0, h, u
h) = 0. (4.22)
Since ξ ∈ P ∗H1, there is g ∈ H1 such that ξ = P
∗g. This, along with (4.21) and (4.22), indicates〈
ψξn0(0), h
〉
=
〈
ξ, y(n0T ; 0, h, u
h)
〉
=
〈
P ∗g, y(n0T ; 0, h, u
h)
〉
=
〈
g, Py(n0T ; 0, h, u
h)
〉
= 0, ∀ h ∈ H.
Hence, ψξn0(0) = 0. Then by the result in Step 2, we have ξ = 0, i.e., (1.18) holds.
Step 4. To show that (1.18) ⇒ (4.16)
Assume that (1.18) holds. Define two subspaces
Γ
∆
=
{(
D(·)
∣∣
Z
)∗
ψξn0(·)
∣∣ ξ ∈ P ∗H1} ⊆ L2(0, n0T ;Z) and Γ0 ∆={ψξn0(0) ∣∣ ξ ∈ P ∗H1} ⊆ H. (4.23)
Let
L1
((
D(·)
∣∣
Z
)∗
ψξn0(·)
)
= ψξn0(0) for all ξ ∈ P
∗H1. (4.24)
By (1.18) and the result in Step 2, we see that L1 : Γ 7→ Γ0 is well defined. Clearly, it is linear.
Given h ∈ H, define a linear functional Fh on Γ by
Fh(γ) = 〈 L1(γ), h 〉 for all γ ∈ Γ. (4.25)
Since dim(P ∗H1) = dimH˜1 = n0 < ∞, it holds that dimΓ < ∞. Thus, F
h ∈ L(Γ;R). By the
Hahn-Banach theorem, there is a F¯h ∈ L(L2(0, n0T ;Z);R) such that
F¯h(γ) = Fh(γ) for all γ ∈ Γ; and ‖F¯h‖ = ‖Fh‖. (4.26)
By making use of the Riesz representation theorem (see Page 59 in [6]), there exists a function
uh(·) ∈ L2(0, n0T ;Z) such that
F¯h(γ) = −
∫ n0T
0
〈 uh(t), γ(t) 〉
U
dt for all γ ∈ L2(0, n0T ;Z). (4.27)
Now, since P ∗H1 = P
∗H (see (2.13)), it follows from (4.24), (4.25), (4.26) and (4.27) that
−
∫ n0T
0
〈(
D(t)
∣∣
Z
)∗
ψP
∗η
n0 (t), u
h(t)
〉
dt =
〈
ψP
∗η
n0 (0), h
〉
for all η ∈ H.
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Meanwhile, it follows by (4.20) that for each η ∈ H,
〈
ψP
∗η
n0 (0), h
〉
=
〈
P ∗η, y(n0T ; 0, h, u
h)
〉
−
∫ n0T
0
〈(
D(t)
∣∣
Z
)∗
ψP
∗η
n0 (t), u
h(t)
〉
dt
The above two equalities imply that〈
η, Py(n0T ; 0, h, u
h)
〉
=
〈
P ∗η, y(n0T ; 0, h, u
h)
〉
= 0 for all η ∈ H,
i.e., Py(n0T ; 0, h, u
h) = 0, which leads to (4.16).
From Step 1-Step 4, one can easily check that (b)⇔ (c).
(c) ⇔ (d): We first show that (c) ⇒ (d). Suppose that a subspace Z of U satisfies (1.18). Let
µ and ξ satisfy the conditions on the left side of (1.19) with the aforementioned Z. Then by (2.14)
(see Lemma 2.3), it holds that ξ ∈ H˜C1 . Hence, we can write ξ
∆
= ξ1 + iξ2 with ξ1, ξ2 ∈ H˜1. By
(2.13), we have ξ1, ξ2 ∈ P
∗H1. By the last condition on the left side of (1.19), we have(
D(t)
∣∣
Z
)∗C
ψξ(t) = 0 for a.e. t ∈ (0, T ).
By (4.15) and the third condition on the left side in (1.19), it holds that
ψξn0((k − 1)T + t) = ψ
µn0−kξ(t) = µn0−kψξ(t) for all t ∈ [0, T ], k = 1, . . . , n0.
Notice that ψξn0(·) = ψ
ξ1
n0(·) + iψ
ξ2
n0(·). This, along with the above two equalities, yields that(
D(·)
∣∣
Z
)∗
ψξ1n0(·) + i
(
D(·)
∣∣
Z
)∗
ψξ2n0(·) =
(
D(·)
∣∣
Z
)∗
ψξn0(·) = 0 over (0, n0T ).
Since ξ1, ξ2 ∈ P
∗H1, the above-mentioned equality, along with (1.18), leads to ξ1 = ξ2 = 0, i.e.,
ξ = 0. Hence, Z satisfies (1.19). Thus, (c)⇒ (d).
We next show that (d)⇒ (c). Suppose that a subspace Z satisfies (1.19). In order to show that
Z satisfies (1.18), it suffices to prove
ξˆ ∈ (P ∗H1)
C and
(
D(·)
∣∣
Z
)∗C
ψξˆn0(·) = 0 over (0, n0T )⇒ ξˆ = 0. (4.28)
First of all, we notice that (P ∗H1)
C = H˜C1 and dimH˜
C
1 = n0 (see Lemma 2.3). In this step, we
simply write
Q
∆
=P∗C
∣∣
H˜C1
∈ L(H˜C1 ) and D1(·)
∆
=
((
D(·)
∣∣
Z
)∗C)∣∣
(0,T )
∈ L2(0, T ;L(H,Z)).
By Lemma 2.3 and (2.8), we have that σ(Q) = {λ¯j}
n
j=1; lj is the algebraic multiplicity of λ¯j. Hence,
P0(λ) ,
n∏
j=1
(
λ− λ¯j
)lj is the characteristic polynomial of Q. Write lˆj for the geometric multiplicity
of λ¯j. Clearly, lˆj ≤ lj for all j. Let β , {β1, . . . , βn0} be a basis of (P
∗H)C = H˜C1 such that
Q(β1, . . . , βn0) = J(β1, . . . , βn0). (4.29)
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Here J is the Jordan matrix: diag
{
J11, . . . , J1lˆ1 , J21, . . . , J2lˆ2 , . . . , Jn1, . . . , Jnlˆn
}
with
Jjk =

λ¯j 1
. . .
. . .
. . . 1
λ¯j
 a djk × djk matrix,
where j = 1, . . . , n, k = 1, . . . , lˆj , and for each j, {djk}
lˆj
k=1 is decreasing. It is clear that
lˆj∑
k=1
djk = lj
for each j = 1, . . . , n, and
n∑
j=1
lˆj∑
k=1
djk = n0. We rewrite the basis β as
β =
{
ξ111, . . . , ξ11d11 , ξ1lˆ11, . . . , ξ1lˆ1d1lˆ1
, . . . , ξn11, . . . , ξn1dn1 , ξnlˆn1, . . . , ξnlˆndnlˆn
}
.
Then by (4.29), one can easily check that for each j ∈ {1, . . . , n} and k ∈ {1, . . . , lˆj},
(
λ¯jI −Q
)q
ξjkr =
{
ξjk(r−q) when r > q,
0 when r ≤ q.
(4.30)
Now we assume ξˆ satisfies the conditions on the left side of (4.28). Since ξˆ ∈ (P ∗H1)
C = H˜C1 ,
there is a vector(
C111, . . . , C11d11 , C1lˆ11, . . . , C1lˆ1d1lˆ1
, . . . , Cn11, . . . , Cn1dn1 , Cnlˆn1, . . . , Cnlˆndnlˆn
)∗
∈ Cn0 ,
such that
ξˆ =
n∑
j=1
lˆj∑
k=1
djk∑
r=1
Cjkrξjkr. (4.31)
From (4.14) and the second condition on the left side of (4.28), it follows that for each m ∈
{0, . . . , n0 − 1},
D1(·)ψ
ξˆ
n0(·)
∣∣
((n0−m−1)T,(n0−m)T )
= 0 i. e.
n∑
j=1
lˆj∑
k=1
djk∑
r=1
CjkrD1(t)ψ
Qmξjkr(t) = 0 for a.e. t ∈ (0, T ),
from which, we see that
n∑
j=1
lˆj∑
k=1
djk∑
r=1
CjkrD1(·)ψ
g(Q)ξjkr = 0 over (0, T ) (4.32)
for any polynomial g with degree(g) ≤ n0 − 1. Arbitrarily fix a j˜ ∈ {1, . . . , n}. Let
Pj˜(λ) =
n∏
j=1,j 6=j˜
(
λ− λ¯j
)lj .
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By taking g(λ) = λmPj˜(λ), with m = 0, 1, . . . , lj˜ − 1, in (4.32), we have
n∑
j=1
lˆj∑
k=1
djk∑
r=1
CjkrD1(·)ψ
QmP
j˜
(Q)ξjkr(·) = 0 over (0, T ), when m ∈ {0, 1, . . . , lj˜ − 1}.
By (4.30), we see that
Pj˜(Q)ξjkr = 0, when j ∈ {1, . . . , , n}, j 6= j˜, k ∈ {1, . . . , lˆj}, r ∈ {1, . . . , djk}.
The above two equalities imply that for each m ∈ {0, 1, . . . , lj˜ − 1},
lˆ
j˜∑
k=1
d
j˜k∑
r=1
Cj˜krD1(·)ψ
QmP
j˜
(Q)ξ
j˜kr(·) = 0 over (0, T ),
from which, it follows that
lˆ
j˜∑
k=1
d
j˜k∑
r=1
Cj˜krD1(·)ψ
f(Q)P
j˜
(Q)ξ
j˜kr(·) = 0 over (0, T ), (4.33)
for any polynomial f with degree(f) ≤ lj˜ − 1. Given m ∈ {0, 1, 2, · · · , lj˜ − 1}, since Pj˜(λ) and (λ−
λ¯j˜)
m+1 are coprime, there are polynomials g1m(λ) and g
2
m(λ) with degree(g
1
m) ≤ m and degree(g
2
m) ≤
degree(Pj˜)− 1, respectively, such that
g1m(λ)Pj˜(λ) + g
2
m(λ)(λ− λ¯j˜)
m+1 ≡ 1,
from which, we see that
(Q− λ¯j˜I)
l
j˜
−m−1g1m(Q)Pj˜(Q)ξj˜kr + g
2
m(Q)(Q − λ¯j˜I)
l
j˜ξj˜kr ≡ (Q− λ¯j˜I)
l
j˜
−m−1ξj˜kr, (4.34)
for all m ∈ {0, 1, · · · , lj˜ − 1}, k ∈ {1, 2, · · · , lˆj˜}, and r ∈ {1, 2, · · · , dj˜k}. By (4.30), we have
(Qˆ − λ¯j˜I)
l
j˜ξj˜kr = 0 for all k ∈ {1, 2, · · · , lˆj˜}, r ∈ {1, 2, · · · , dj˜k}. (4.35)
Taking f(λ) = (λ− λ¯j˜)
l
j˜
−m−1g1m(λ), with m = 0, . . . , lj˜ − 1, in (4.33), using (4.34) and (4.35), we
find
lˆ
j˜∑
k=1
d
j˜k∑
r=1
Cj˜krD1(·)ψ
(Q−λ¯
j˜
I)mξ
j˜kr(·) = 0 over (0, T ), for each m ∈ {0, 1, . . . , lj˜ − 1}. (4.36)
Now we are on the position to show
Cj˜kr = 0 for all k ∈ {1, 2, · · · , lˆj˜}, r ∈ {1, . . . , dj˜k}, (4.37)
which leads to ξˆ = 0 because of (4.31). For this purpose, we write
Km
j˜
=
{
k ∈ {1, 2, . . . , lˆj˜}
∣∣ dj˜k > m} , m = 0, 1, . . . , lj˜ − 1.
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One can easily check that (4.37) is equivalent to
Cmˆ
∆
=
{
Cj˜kmˆ, k ∈ K
mˆ−1
j˜
}
= {0} for all mˆ ∈ {1, . . . , dj˜1} (4.38)
We will use the mathematical induction method with respect to mˆ to prove (4.38). (Notice that
dj˜k is decreasing with respect to k.) First of all, we let
Qm
j˜
(λ) =
(
λ¯j˜ − λ
)m
, m = 0, 1, . . . , lj˜ − 1, (4.39)
In the case that mˆ = dj˜1, it follows from (4.39) and (4.30) that
Qmˆ−1
j˜
(Q)ξj˜kmˆ =
(
λ¯j˜I −Q
)mˆ−1
ξj˜kmˆ = ξj˜k1, when k ∈ K
mˆ−1
j˜
,
and
Qmˆ−1
j˜
(Q)ξj˜kr = 0, when k ∈ K
mˆ−1
j˜
, r < mˆ; or k /∈ Kmˆ−1
j˜
, r ∈ {1, . . . , dj˜k}.
These, alone with (4.36) (where m = mˆ− 1), imply that∑
k∈Kmˆ−1
j˜
Cj˜kmˆD1(·)ψ
ξ
j˜k1(·) = 0 over (0, T ).
Let
ξ¯mˆ
∆
=
∑
k∈Kmˆ−1
j˜
Cj˜kmˆξj˜k1, mˆ = 1, . . . , dj˜1.
Then, it holds that
D1(·)ψ
ξ¯mˆ(·) = 0 over (0, T ). (4.40)
Since for each k ∈ {1, . . . , lˆj˜}, ξj˜k1 is an eigenfunction of Q with respect to the eigenvalue λ¯j˜ , it
follows from the definition of ξ¯mˆ that (λ¯j˜I −Q)ξ¯mˆ = 0. This, along with (4.40) and (1.19), yields
that ξ¯mˆ = 0, i.e., ξ¯d
j˜,1
= 0, which leads to Cd
j˜1
= 0 because of the linear independence of the group
{ξj˜k1, k ∈ K
mˆ−1
j˜
}. Hence, (4.38) holds when mˆ = dj˜1.
Suppose inductively that (4.38) holds when m˜ + 1 ≤ mˆ ≤ dj˜1 for some m˜ ∈ {1, . . . , dj˜1 − 1},
i.e.,
Cmˆ = {0}, when m˜+ 1 ≤ mˆ ≤ dj˜1. (4.41)
We will show that (4.38) holds when mˆ = m˜, i.e., Cm˜ = {0}. In fact, it follows from (4.30) that
Qm˜−1
j˜
(Q)ξj˜kr =

ξj˜k(r−m˜+1), when k ∈ K
m˜−1
j˜
, r ≥ m˜,
0, when k ∈ Km˜−1
j˜
, r < m˜,
0, when k /∈ Km˜−1
j˜
, r ∈ {1, . . . , dj˜k}.
This, alone with (4.36) (where m = m˜− 1), indicates that
lˆ
j˜∑
k=1
d
j˜k∑
r=1
Cj˜krD1(·)ψ
Q
m˜−1
j˜
(Q)ξ
j˜kr(·) =
∑
k∈Km˜−1
j˜
d
j˜k∑
r=m˜
Cj˜krD1(·)ψ
ξ
j˜k(r−m˜+1)(·) = 0 over (0, T ).
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Then, by (4.41), we have ∑
k∈Km˜−1
j˜
Cj˜km˜D1(·)ψ
ξ
j˜k1(·) = 0 over (0, T ). (4.42)
Let
ξ¯m˜
∆
=
∑
k∈Km˜−1
j˜
Cj˜km˜ξj˜k1.
Then, it follows from (4.42) that
D1(·)ψ
ξ¯m˜(·) = 0 over (0, T ). (4.43)
Since for each k ∈ {1, . . . , lˆj˜}, ξj˜,k,1 is an eigenfunction of Q with respect to the eigenvalue λ¯j˜ ,
it holds that (λ¯j˜I − Q)ξ¯m˜ = 0 . This, along with (4.43) and (1.19), yields that ξ¯mˆ = 0. Hence,
Cm˜ = {0} because of the linear independence of the group {ξj˜k1, k ∈ K
m˜−1
j˜
}. In summary, we
conclude that (d)⇒ (c). This completes the proof of Theorem 1.1.
Proof of Theorem 1.2. Clearly, it suffice to show the only if part. Assume that Equation (1.1) is
LPFS. By the equivalence of (a) and (b) in Theorem 1.1, it holds that
Vˆ Un0 = H1. (4.44)
Meanwhile, according to Lemma 2.5, there is a finite dimensional subspace of Zˆ of U , such that
Vˆ Un0 = Vˆ
Zˆ
n0 . (4.45)
From (4.44) and (4.45), it follows that Vˆ Zˆn0 = H1. This, along with the equivalence of (a) and (b)
in Theorem 1.1, indicates that Equation (1.1) is LPFS with respect to Zˆ. Hence, we complete the
proof of Theorem 1.2.
5 Applications
In this section, we will present some applications of Theorem 1.1 to the internally controlled heat
equations with time-periodic potential.
Let Ω be a bounded domain in Rd (d ≥ 1) with a C2-smooth boundary ∂Ω. Write Q , Ω×R+
and
∑
, ∂Ω × R+. Let ω ⊆ Ω be a non-empty open subset with its characteristic function χω.
Let T > 0 and a ∈ L∞(Q) be T -periodic (with respect to the time variable t), i.e., for a.e. t ∈ R+,
a(·, t) = a(·, t+ T ) over Ω. One can easily check that the function a can be treated as a T -periodic
function in L1loc(R
+;L2(Ω)). Consider the following controlled heat equation: ∂ty(x, t)−△y(x, t) + a(x, t)y(x, t) = χω(x)u(x, t) in Q,y(x, t) = 0 on ∑, (5.1)
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where u ∈ L2(R+;L2(Ω)). Given y0 ∈ L
2(Ω) and u ∈ L2(R+;L2(Ω)), Equation (5.1) with the
initial condition that y(x, 0) = y0(x) has a unique solution y(·; 0, y0, u) ∈ C(R
+;L2(Ω)).
Let H = U = L2(Ω) and A = −△ with D(A) = H10 (Ω)
⋂
H2(Ω). Define, for a.e. t ∈ R
+,
B(t) : H → H by B(t)z(x) = a(x, t)z(x), x ∈ Ω, and D(t) : U → H by D(t)v(x) = χω(x)v(x),
x ∈ Ω. Clearly, (−A) generates a compact semigroup on L2(Ω) and bothB(·) ∈ L1loc(R
+;L2(Ω)) and
D(·) ∈ L∞(R+;L(U ;H)) are T -periodic. Thus, we can study Equation (5.1) under the framework
(1.1). Write {Ψa(t, s)}0≤s≤t for the evolution system generated by −A−B(·). We use notations n0,
P , Hj (with j = 1, 2), V
Z
k and Vˆ
Z
k (with k ∈ N) to denote the same subjects as those introduced
in section 1. We will use the different equivalent conditions in Theorem 1.1 to show that Equation
(5.1) is LPFS.
Corollary 5.1 Equation (5.1) is LPFS. Consequently, it is LPFS with respect to a finite dimen-
sional subspace of L2(Ω).
Proof. We will provide two ways to show that Equation (5.1) is LPFS. We first use the equivalence
(a)⇔ (c) in Theorem 1.1. In fact, ψ(·) , Ψa(n0T, ·)
∗ξ with ξ ∈ H is the solution to the equation:
∂tψ(x, t) +△ψ(x, t)− a(x, t)ψ(x, t) = 0 in Ω× (0, n0T ),
ψ(x, t) = 0 on ∂Ω× (0, n0T ),
ψ(x, n0T ) = ξ(x) in Ω,
(5.2)
and it holds that
D(t)η = χωη for any η ∈ H and t ∈ [0, T ]. (5.3)
These, along with the unique continuation property of parabolic equations established in [12] (see
also [15] and [16]), leads to the condition (c) in Theorem 1.1 for the current case. Then, according
to the equivalence (a)⇔ (c) in Theorem 1.1, Equation (5.1) is LPFS.
We next use the equivalence (a) ⇔ (b) in Theorem 1.1. Without loss of generality, we can
assume that n0 ≥ 1, for otherwise Equation (5.1), with the null control u = 0, is stable. When
n0 ≥ 1, we have H1 6= {0} and ‖P‖ > 0. Write {ξ1, . . . , ξn0} for an orthonormal basis of H1. By
the approximate controllability of the heat equation (see [7]), V U1 is dense in H. Thus there are ηj ,
j = 1 . . . , n0, in V
U
1 such that such that
‖ηj − ξj‖ ≤
1
16n0‖P‖
for all j = 1, . . . , n0. (5.4)
Since P is a projection from H onto H1, we have Pξj = ξj for all j = 1, . . . , n0. This, along with
(5.4), yields that for each j ∈ {1, . . . , n0},
‖Pηj‖ ≤ ‖ξj‖+ ‖Pηj − ξj‖ = ‖ξj‖+ ‖P (ηj − ξj)‖
≤ ‖ξj‖+ ‖P‖‖ηj − ξj‖ ≤ 1 +
1
16n0
;
(5.5)
and
〈Pηj , ξj 〉 = 〈 ξj + (Pηj − ξj), ξj 〉 = 1 + 〈Pηj − ξj, ξj 〉
≥ 1− ‖Pηj − ξj‖ ≥ 1− ‖P‖‖ηj − ξj‖ ≥ 1−
1
16n0
.
(5.6)
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Since Pηj ∈ H1 and {ξk}
n0
k=1 is an orthonormal basis of H1, it holds that
‖Pηj‖
2 =
n0∑
k=1
| 〈Pηj , ξk 〉 |
2, when j = 1, . . . , n0. (5.7)
From (5.7), (5.5) and (5.6), it follows that for each j ∈ {1, . . . , n0},
∑
k 6=j
|〈Pηj , ξk 〉| ≤ (n0 − 1)
1/2
(∑
k 6=j
|〈Pηj , ξk 〉|
2
)1/2
= (n0 − 1)
1/2
(
‖Pηj‖
2 − | 〈Pηj , ξj 〉 |
2
)1/2
≤ n
1/2
0
(
(1 + 1/(16n0))
2 − (1− 1/(16n0))
2 )1/2 = 1/2.
This, together with (5.6), indicates that
〈Pηj, ξj 〉 ≥ 1− 1/(16n0) > 1/2 ≥
∑
k 6=j
|〈Pηj , ξk 〉| , j = 1, 2, · · · , n0. (5.8)
We claim that {Pη1, . . . , Pηn0} is a linearly independent group. In fact, suppose that
n∑
j=1
cjPηj = 0 for some c1, . . . , cn0 ∈ R. (5.9)
Write Aˆ , (〈Pηj , ξk 〉)j,k ∈ R
n0×n0 and cˆ , (c1, . . . , cn0)
∗ ∈ Rn0 . By (5.8), the matrix Aˆ is
diagonally dominant, hence it is invertible. Then, from (5.9), it follows that Aˆ∗cˆ = 0, which implies
cˆ = 0. Hence, Pη1, . . . , Pηn0 are linearly independent.
Since dimH1 = n0, it follows that span{Pη1, . . . , Pηn0} = H1. Therefore
H1 ⊇ Vˆ
U
n0 ⊇ Vˆ
U
1 = PV
U
1 ⊇ span{Pη1, · · · , Pηn0} = H1.
from which, it follows that H1 = Vˆ
U
n0 . This, along with the equivalence of (a) and (b) in Theorem
1.1, indicates that Equation (5.1) is LPFS.
Finally, according to Theorem 1.2, there is a finite-dimensional subspace Z of U such that
Equation (5.1) is LPFS with respect to Z. This completes the proof.
Corollary 5.2 Equation (5.1) is LPFS with respect to the subspace P ∗H.
Proof. Let Z = P ∗H. By the equivalence between (a) and (d) in Theorem 1.1, it suffices to show
that Z satisfies (1.19), i.e.,
µ /∈ B, ξ ∈ HC ,
(
µI − P∗C
)
ξ = 0,
(
D(·)
∣∣
Z
)∗C
Ψa(T, ·)
∗Cξ = 0 over (0, T )⇒ ξ = 0. (5.10)
Suppose that µ and ξ satisfy the conditions on the left side of (5.10). Write ξ = ξ1 + iξ2 where
ξ1, ξ2 ∈ H. Then, we have (
D(·)
∣∣
Z
)∗
Ψa(T, ·)
∗ξj = 0, j = 1, 2. (5.11)
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Clearly, ψj(·) , Ψa(T, ·)
∗ξj (with j = 1, 2) is the solution to the equation (5.2) where n0T and ξ are
replaced by T and ξj respectively. Since Ψa(T, ·)
∗ξj is continuous on [0, T ] and D(t) is independent
of t, it follows from (5.11) that (
D(0)
∣∣
Z
)∗
Ψa(T, 0)
∗ξj = 0, j = 1, 2. (5.12)
For each η ∈ H, we have P ∗η ∈ P ∗H. This, along with (5.3), yields
〈(
D(0)
∣∣
Z
)∗
Ψa(T, 0)
∗ξj, P
∗η
〉
=
〈
Ψa(T, 0)
∗ξj,
(
D(0)
∣∣
Z
)
P ∗η
〉
= 〈Ψa(T, 0)
∗ξj, χωP
∗η〉 = 〈PχωΨa(T, 0)
∗ξj, η〉 , j = 1, 2.
This, alone with (5.12), implies that PχωΨa(T, 0)
∗ξj = 0, j = 1, 2, from which, we have
〈P ∗Ψa(T, 0)
∗ξj, χωΨa(T, 0)
∗ξj 〉 = 〈Ψa(T, 0)
∗ξj , PχωΨa(T, 0)
∗ξj 〉 = 0, j = 1, 2. (5.13)
Tow facts are as follows. First, it follows from (2.5) that
P ∗Ψa(T, 0)
∗ξj = Ψa(T, 0)
∗P ∗ξj, j = 1, 2. (5.14)
Second, by (2.14), (2.13), and the first three conditions on the left side of (5.10), we have ξ ∈ H˜C1 .
Since P ∗ = P˜ and P˜ is a projection from H to H˜1 (see Lemma 2.3), we see that P
∗ : H → H˜1
is a projection. Hence, P ∗C : HC → H˜C1 is a projection. These two facts yields that P
∗Cξ = ξ,
from which, it follows that P ∗ξj = ξj, j = 1, 2. This along with (5.13) and (5.14), indicates
that
∥∥χωΨa(T, 0)∗Cξ∥∥ = 0, i.e., χωψj(T ) = 0. By the unique continuation property of parabolic
equations established in [12] (see also [15] and [16]), we find that ξj = 0, j = 1, 2, which leads to
ξ = 0. This completes the proof.
Finally, we will present a controlled heat equation which is not LPFS. Write λ1 and λ2 for the
first and the second eigenvalues of the operator −△ with D(−△) = H10 (Ω) ∩H
2(Ω), respectively.
Let ξj, j = 1, 2, be an eigenfunction corresponding to λj . Consider the following heat equation: ∂ty(x, t)−△y(x, t)− λ2y(x, t) = 〈u(t), ξ1 〉 ξ1(x) in Q,y(x, t) = 0 on ∑ . (5.15)
where u(·) ∈ L2(R+;L2(Ω)). By a direct calculation, one has that
Vn0 = span {ξ1} and H1 ⊇ span{ξ1, ξ2}.
These, along with the equivalence (a)⇔ (b) in Theorem 1.1, indicates that (5.15) is not LPFS.
Appendix
The proof of Lemma 2.1. By the compactness of {S(t)}t>0, the assumption (H2) and (1.4), one can
easily check that each P(t), with t ≥ 0, is compact. Hence, each P(t)C : HC → HC , with t ≥ 0, is
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also compact. Thus, for each t ≥ 0, σ(P(t)C ) \ {0} consists of all nonzero eigenvalues {λj(t)}
∞
j=1
(in C) of P(t)C such that lim
j→∞
|λj(t)| = 0.
We next show that {λj(t)}
∞
j=1 is independent of t. For this purpose, we arbitrarily fix s1 and
s2 with 0 ≤ s1 ≤ s2 + T . Let λ ∈ C
1 be a non-zero eigenfunction of P(s1)
C and η ∈ HC be a
corresponding eigenfunction, i.e.,
P(s1)
Cη = λη. (a.1)
Write λ = α1 + iα2 with α1, a2 ∈ R and η = η1 + iη2 with η1, η2 ∈ H. By ( a.1), we have
P(s1)η1 = α1η1 − α2η2, P(s1)η2 = α2η1 + α1η2. (a.2)
From ( a.2) and (1.6), one can easily check that P(s2)
C(Φ(s2, s1)
Cη) = λΦ(s2, s1)
Cη. This implies
that λ is an eigenvalue of P(s2)
C and Φ(s2, s1)
Cη is a corresponding eigenfunction. Hence,
σ(P(s1)
C) \ {0} ⊆ σ(P(s2)
C) \ {0}.
Similarly, we can show
σ(P(s2)
C) \ {0} ⊆ σ(P(s1 + T )
C) \ {0}.
Then by the T -periodicity of P(·), σ(P(t)C ) \ {0} is independent of t. This completes the proof.
The proof of Lemma 2.2. First of all, we let
Hˆ1(t) , Pˆ (t)H
C and Hˆ2(t) , (I − Pˆ (t))H
C , t ≥ 0. (a.3)
From Theorem 6.17 on Page 178 in [9], it follows that when t ≥ 0, both Hˆ1(t) and Hˆ2(t) are
invariant w.r.t. P(t)C ;
Pˆ (t) : HC(t)→ Hˆ1(t) is a projection; (a.4)
HC = Hˆ1(t)
⊕
Hˆ2(t); (a.5)
and
σ
(
P(t)C |Hˆ1(t)
)
= {λj}
n
j=1 and σ(P(t)
C |Hˆ2(t)) \ {0} = {λj}
∞
j=n+1, (a.6)
where {λj}
∞
j=1 and n are given by (1.8) and (1.9) respectively.
Then we prove that the operator P (t), with t ≥ 0, is a linear operator from H to H. For this
purpose, it suffices to show that
Pˆ (t)h ∈ H, when h ∈ H and t ≥ 0. (a.7)
The proof of ( a.7) is as follows. By (1.12), it holds that
Pˆ (t)h =
−δ
2pi
∫ 2pi
0
(
δeiθI −P(t)C
)−1
eiθdθ h, when h ∈ H and t ≥ 0. (a.8)
Write F for the conjugate map from HC to HC , i.e., F (h+ ig) = h− ig for any h, g ∈ H. We claim
F
((
δeiθI − P(t)C
)−1
eiθh
)
= (δe−iθI − P(t)C )−1e−iθh for all θ ∈ [0, 2pi], h ∈ H and t ≥ 0, (a.9)
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When ( a.9) is proved, it follows from ( a.8) and ( a.9) that
F (Pˆ (t))h =
−δ
2pi
∫ 2pi
0
(
δe−iθI − P(t)C
)−1
e−iθdθ h
=
−δ
2pi
∫ 2pi
0
(
δeiθI − P(t)C
)−1
eiθdθ h = Pˆ (t)h for each t ≥ 0, h ∈ H,
Which leads to ( a.7). Now we are on the position to show ( a.9). Arbitrarily fix θ ∈ [0, pi], t ≥ 0
and h ∈ H. Write
(δeiθI − P(t)C)−1eiθh = g1 + ig2, g1, g2 ∈ H. (a.10)
It is clear that (δeiθI − P(t)C)(g1 + ig2) = e
iθh, from which, one can directly check that
(δe−iθI − P(t)C)(g1 − ig2) = e
−iθh.
Hence, (δe−iθI−P(t)C)−1(e−iθh) = g1− ig2 = F (g1+ ig2). This, along with ( a.10), leads to ( a.9).
Next we prove that P (t), with t ≥ 0, is a projection on H. Let H1(t) and H2(t), with t ≥ 0, be
defined by (2.2). Two observations are given in order:
Hˆ1(t) , Pˆ (t)H
C =
{
Pˆ (t)(h1 + ih2)
∣∣ h1, h2 ∈ H} = {P (t)h1 + iP (t)h2 ∣∣ h1, h2 ∈ H}
= P (t)H + iP (t)H , H1(t) + iH1(t) , H
C
1 (t);
(a.11)
Hˆ2(t) = H
C
2 (t). (a.12)
By ( a.4) and ( a.11), we see that Pˆ (t) (with t ≥ 0) is a projection from HC onto H1(t)
C . Thus,
for each t ≥ 0,
P (t)(h1 + h2) = Pˆ (t)(h1 + h2) = h1, when h1 ∈ H1(t), h2 ∈ H2(t),
i.e., P (t) is a projection from H onto H1(t). Besides, (2.1) follows from ( a.5), ( a.11) and ( a.12).
Finally, we will show properties (a)-(f) one by one.
The proof of (a): Since P(·) is T -periodic, so is Pˆ (·) (see (1.12)). This, along with (1.13), indicates
the T -periodicity of P (·). Then by (2.2), both H1(·) and H2(·) are T -periodic.
The proof of (b): Let t ≥ 0. Since Hˆ1(t) and Hˆ2(t) are invariant w.r.t. P(t)
C , so are H1(t)
C and
H2(t)
C (see ( a.11) and ( a.12)). Hence, H1(t) and H2(t) are invariant w.r.t. P(t).
The proof of (c): (2.3) follows from ( a.6), ( a.11) and ( a.12). Meanwhile, by (1.11) and (2.3), we
see that dimH1(t)
C = n0, which leads to (2.4).
The proof of (d) and (e): Let 0 ≤ s ≤ t < ∞. By (1.6), we have that Φ(t, s)P(s) = P(t)Φ(t, s).
From this, one can directly verify that Φ(t, s)C Pˆ (s) = Pˆ (t)Φ(t, s)C . This, along with (2.2), (1.13)
and ( a.7), indicates that
Φ(t, s)H1(s) ⊆ P (t)H , H1(t), (a.13)
which leads to (e). Meanwhile, it follows from ( a.13) that Φ(t, s) ∈ L(H1(s),H1(t)). Similarly, one
can show that Φ(t, s) ∈ L(H2(s),H2(t)). Hence, (d) stands.
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The proof of (f): Let ρ¯ , (−ln δ¯)/T > 0 with δ¯ given by (1.10). Because of (2.3), it follows from
Theorem 4 on Page 212 in [23] that the spectral radius of PC(0)
∣∣
H2(0)C
equals to δ¯. Thus, we have
δ¯ = lim
k→∞
∥∥(P(0)C ∣∣
H2(0)C
)k∥∥ 1k .
Now we arbitrarily fix a ρ ∈ (0, ρ¯) where ρ¯ is given by (1.10). Then it holds that δ¯ , e−ρ¯T < e−ρT .
Thus there is positive integer Nˆ such that
∥∥(P(0)C ∣∣
H2(0)C
)k∥∥ < e−ρkT for all k ≥ Nˆ , which implies∥∥(P(0)∣∣
H2(0)
)k∥∥ < e−ρkT for all k ≥ Nˆ . (a.14)
Notice that Φ(·, ·) is continuous from [0, T ]× [0, T ] to L(H) (see Lemma 5.6 on Page 68 in [11]).
Thus, we can write
C1 , max
0≤t1≤t2≤T
‖Φ(t2, t1)‖ ∈ R
+; Cρ , (C1 + 1)
2e3ρT ∈ R+. (a.15)
We are going to show that the above Cρ satisfies (2.6). For this purpose, we let 0 ≤ s ≤ t < ∞
and h2 ∈ H2(s). For each r ∈ R
+, we denote by [r] the integer such that r − 1 < [r] ≤ r. There
are only two possibilities: (i) [t/T ] = [s/T ] and (ii) [t/T ] 6= [s/T ]. In the first case, it follows from
(1.6) and ( a.15) that
‖Φ(t, s)h2‖ = ‖Φ(t− [s/T ]T, s− [s/T ]T )h2‖ ≤ ‖Φ(t− [s/T ]T, s− [s/T ]T )‖ ‖h2‖
≤ C1‖h2‖ ≤ C1e
ρT e−ρ(t−s)‖h2‖ < (C1 + 1)
2e3ρT e−ρ(t−s)‖h2‖ = Cρe
−ρ(t−s)‖h2‖,
i.e., Cρ satisfies (2.6) in the first case. In the second case, we have that [t/T ]T ≥ [s/T ]T + T ; and
it follows from (d) and (a) that Φ([s/T ]T + T, s)h2 ∈ H2(0) , H2. These, along with (1.6) and (
a.14), indicate that
‖Φ(t, s)h2‖ ≤
∥∥Φ(t, [t/T ]T )∥∥ · ∥∥P(0)([t/T ]−[s/T ]−1)Φ([s/T ]T + T, s)h2∥∥
≤
∥∥Φ(t− [t/T ]T, 0)∥∥ · e−ρT ([t/T ]−[s/T ]−1) · ∥∥Φ(T, s− [s/T ]T )∥∥‖h2‖.
By this and ( a.15), one can directly check that
∥∥Φ(t, s)h2∥∥ ≤ Cρe−ρ(t−s)‖h2‖, i.e., Cρ satisfies (2.6)
in the second case. This shows (2.6) and completes the proof.
The proof of Lemma 2.3. By (2.7), (2.9), (2.8), (2.10) and (2.11), one can make use of the exactly
same way utilized in the proof of Lemma 2.2 to verify all properties in Lemma 2.3, except for
(2.12)-(2.14). Since (λI − P∗C)−1 =
(
(λI − PC)−1
)∗
, (2.12) follows from (2.9), (1.12) and (1.13).
Now, we prove (2.13). The first equation of (2.13) follows from the definition of H˜1 and (2.12). It
is clear that P ∗H ⊇ P ∗H1. On the other hand, since P
∗Ph = 0 ⇒ 〈 h, P ∗Ph 〉 = 0 ⇒ Ph = 0, it
holds that N (P ∗P ) ⊆ N (P ). This, together with the fact that H1 = PH (see (2.1) and (1.14)),
yields
P ∗H1 = P
∗PH = R(P ∗P ) = N (P ∗P )⊥ ⊇ N (P )⊥ = R(P ∗) = P ∗H.
Therefore, (2.13) holds.
38
The proof of (2.14) is as follows. Since P∗Cξ = µξ, we derive from (2.9) that
ˆ˜Pξ =
1
2pii
∫
Γ
(
λI − P∗C
)−1
dλ ξ =
1
2pii
∫
Γ
(λ− µ)−1 dλ ξ = ξ.
Hence, ξ ∈ ˆ˜PHC . Meanwhile, by the definitions of P˜ and H˜1, we find that
H˜C1 =
( ˆ˜P ∣∣
H
)C
HC = ˆ˜PHC .
Thus, it holds that ξ ∈ H˜C1 . This completes the proof.
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