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We consider the problem of quantum phase estimation with access to arbitrary measurements in a single
suboptimal basis. The achievable sensitivity limit in this case is determined by the classical Crame´r-Rao bound
with respect to the fixed basis. Here we show that the sensitivity can be enhanced beyond this limit if knowledge
about the energy expectation value is available. The combined information is shown to be equivalent to a direct
measurement of an optimal linear combination of the basis projectors and the phase-imprinting Hamiltonian.
Application to an atomic clock with oversqueezed spin states yields a sensitivity gain that scales linearly with
the number of atoms. Our analysis further reveals that small modifications of the observable can have a strong
impact on the sensitivity.
I. INTRODUCTION
Quantum metrology aims to enhance the sensitivity of mea-
surements by making efficient use of the properties of quan-
tum mechanical states and measurements [1–5]. Most of the
theoretical efforts so far have focused on the identification and
generation of highly sensitive quantum states [5], implicitly
assuming that an optimal measurement can be realized. The
usage of such states in metrology experiments is often chal-
lenged by their fragility under unavoidable noise processes
[6–10]. However, even in situations where the initial state
cannot be controlled, the identification of more sensitive mea-
surement observables can be a beneficial strategy towards an
improvement of the measurement precision [11–14]. For ex-
ample, optimizing the measurement observable for an estima-
tion of the separation of two incoherent light sources can over-
come classical resolution limits, without the need for nonclas-
sical sources [15]. Energy measurements in a fixed basis can
further improve the precision for an estimation of Hamiltonian
parameters [16].
Besides precision measurements, metrological sensitivity
can be used as an entanglement witness by comparing to suit-
able sensitivity bounds for different classes of separable states
[4, 17–23]. The sensitivity thus provides information about
the number of entangled atoms [21] and the microscopic en-
tanglement structure in the case of individually addressable
subsystems in multi-mode systems [18, 24]. Metrological
entanglement witnesses have been implemented successfully
with Gaussian and non-Gaussian states of cold atoms [5] and
multi-mode squeezed states of light [25].
For the estimation of the phase parameter θ from any quan-
tum state ρˆ(θ) = e−iHˆθρˆeiHˆθ, the optimal measurement is the-
oretically known and can yield a sensitivity as large as the
quantum Fisher information FQ[ρˆ, Hˆ] [11]. Since the imple-
mentation of the optimal measurement may not always be fea-
sible, it is important to identify measurement strategies that
maximize the sensitivity under experimentally motivated con-
straints [14]. Generally, to reach high sensitivities, we need
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observables with small variance and strong dependence on the
parameter. For instance, if measurements are limited to a sin-
gle, suboptimal basis, specified by the complete set of projec-
tors Πˆ = (Πˆ1, Πˆ2, . . . , Πˆr), the maximal achievable sensitivity
is given by the classical Fisher information F[ρˆ(θ), Πˆ].
In this article, we show that the achievable sensitivity is
further enhanced if in addition to arbitrary measurements in
the basis Πˆ, the energy expectation value 〈Hˆ〉ρˆ is available,
e.g., from knowledge of the initial state and the interferome-
ter device or by calibration measurements. The enhancement
occurs in spite of the fact that 〈Hˆ〉ρˆ does not depend on the
parameter θ at all and is by itself an unsuitable observable for
phase estimation. The scheme is equivalent to a direct mea-
surement of an optimal observable that can be expressed as a
linear combination of the elements of Πˆ and Hˆ. We provide an
analytical expression for the sensitivity gain that is obtained
from the contribution of Hˆ to this optimal measurement ob-
servable. By applying this technique to the example of an
atomic clock, we find that the sensitivity can be enhanced by
a factor proportional to the number of atoms N. Surprisingly,
this enhancement is achieved by a seemingly (but not actu-
ally) negligible contribution of Hˆ to the optimal observable.
Our results further illustrate that tiny changes of the measure-
ment observable can have dramatic effects on the sensitivity.
II. SENSITIVITY GAIN FROM HAMILTONIAN
MEASUREMENTS
The method of moments, a widely used protocol for phase
estimation, uses only the average value of some observable
Xˆ to estimate the true value of θ [5]. After many repeated
measurements, µ  1, it yields an estimator variance of
(∆θest)2 = χ2[ρˆ(θ), Hˆ, Xˆ]/µ, where
χ2[ρˆ(θ), Hˆ, Xˆ] =
(∆Xˆ)2ρˆ(θ)
|〈[Xˆ, Hˆ]〉ρˆ(θ)|2
. (1)
It was recently shown how the observable Xˆ can be chosen
in an optimal way out of some family of accessible operators
[14]. Consider, for example, the case of an experimental setup
that provides access to measurements in one particular basis.
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2Assuming that arbitrary observables that are diagonal in that
basis, i.e., Xˆ =
∑r
x=1 cxΠˆx, can be measured, the maximal
sensitivity is given by [14]
χ−2max[ρˆ(θ), Hˆ, Πˆ] := max
Xˆ∈span(Πˆ)
χ−2[ρˆ(θ), Hˆ, Xˆ]
= F[ρˆ(θ), Πˆ], (2)
where F[ρˆ(θ), Πˆ] =
∑r
x=1 p(x|θ)[ ∂∂θ log p(x|θ)]2 is the Fisher
information with p(x|θ) = Tr{ρˆ(θ)Πˆx}. This maximal sensitiv-
ity is achieved by measurements of an optimally chosen lin-
ear combination of the Πˆ. Equivalently, the same sensitivity
can be achieved asymptotically by a maximum-likelihood es-
timation if the full counting statistics of individual measure-
ment results in the basis Πˆ is available [4]. These measure-
ment strategies thus saturate the Crame´r-Rao bound, which
expresses that any phase estimation protocol with measure-
ments in the basis Πˆ is limited to estimator variances of
(∆θest)2 ≥ (∆θCR,Πˆ)2 = {µF[ρˆ(θ), Πˆ]}−1 [1].
By adding the generating Hamiltonian Hˆ to the set Πˆ of ac-
cessible operators, the sensitivity is further enhanced. Specif-
ically, for Hˆ = (Hˆ, Πˆ1, . . . , Πˆr) we obtain the maximal sensi-
tivity
χ−2max[ρˆ(θ), Hˆ, Hˆ] = max
Xˆ∈span(Hˆ)
χ−2[ρˆ(θ), Hˆ, Xˆ]
= F[ρˆ(θ), Πˆ] + E[ρˆ(θ), Hˆ, Πˆ], (3)
which is the central result of this article. The sensitivity en-
hancement E[ρˆ(θ), Hˆ, Πˆ] = ab2, with
a =
(∆Hˆ)2ρˆ(θ) − r∑
x=1
1
p(x|θ)Cov(Hˆ, Πˆx)
2
ρˆ(θ)
−1 (4)
and
b =
r∑
x=1
Cov(Hˆ, Πˆx)ρˆ(θ)
(
∂
∂θ
log p(x|θ)
)
, (5)
is always nonnegative.
Necessary conditions to obtain a sensitivity beyond the
classical Fisher information (2) are that at least one covari-
ance Cov(Hˆ, Πˆx)ρˆ(θ) is nonzero and that Hˆ is not diagonal in
Πˆ. Even though a sensitivity above the classical Fisher infor-
mation (for the projectors Πˆ) can be achieved this way, the
quantum Fisher information FQ[ρˆ, Hˆ] always provides an up-
per sensitivity limit and we find the hierarchy
χ−2max[ρˆ(θ), Hˆ, Πˆ] ≤ χ−2max[ρˆ(θ), Hˆ, Hˆ] ≤ FQ[ρˆ, Hˆ], (6)
where FQ[ρˆ, Hˆ] = maxΠˆ F[ρˆ(θ), Πˆ] is independent of θ [11].
In other words, access to Hˆ permits us to overcome the clas-
sical Crame´r-Rao bound for the basis Πˆ but the sensitiv-
ity is of course always limited by the quantum Crame´r-Rao
bound (∆θest)2 ≥ (∆θQCR)2 with (∆θQCR)2 = minΠˆ(∆θCR,Πˆ)2 =
(µFQ[ρˆ, Hˆ])−1. The proofs for Eqs. (3)–(6) are given in Ap-
pendix A.
These results confirm our intuition that access to a larger
family of measurement observables can only enhance the sen-
sitivity. However, to provide high sensitivity, the measure-
ment result should depend strongly on changes of the parame-
ter θ, whereas the generating Hamiltonian Hˆ is entirely insen-
sitive [the commutator in Eq. (1) is zero if we measure Xˆ =
Hˆ]. Therefore, the fact that the enhancement E[ρˆ(θ), Hˆ, Πˆ]
is nonzero is not entirely evident. The example of an atomic
clock in Sec. IV shows that this enhancement can indeed be
significant and scale linearly with the total number of atoms.
III. OPTIMAL OBSERVABLE AND IMPLEMENTATION
The maximum sensitivity (3) is achieved by the optimal ob-
servable (up to arbitrary constants that can be used to normal-
ize the coefficients)
Xˆopt = Xˆopt,0 + ab
 r∑
x=1
1
p(x|θ)Cov(Hˆ, Πˆx)ρˆ(θ)Πˆx − Hˆ
 . (7)
A proof is provided in Appendix B. The observable
Xˆopt,0 =
r∑
x=1
(
∂
∂θ
log p(x|θ)
)
Πˆx (8)
is optimal if only linear combinations of the Πˆ can be mea-
sured but Hˆ remains inaccessible [14] as it achieves the maxi-
mum in Eq. (2) [26, 27]. The observable Xˆopt,0 is still optimal
even if Hˆ could be measured when Cov(Hˆ, Πˆx)ρˆ(θ) = 0 for all
x, since in this case all other contributions to Xˆopt vanish due
to b = 0. Both Xˆopt and Xˆopt,0 are defined at a fixed value of θ.
We may wonder how the variance and the commutator part
of the inverse parameter χ−2, Eq. (1), are affected by measur-
ing contributions proportional to Hˆ. Interestingly, it turns out
that both observables (7) and (8) have the property that numer-
ator and the square root of the denominator of the squeezing
coefficient (1) coincide and yield the maximum sensitivity (2).
Specifically, if we use the definition (7), it is straightforward
to see that
(∆Xˆopt)2ρˆ(θ) = F[ρˆ(θ), Πˆ] + E[ρˆ(θ), Hˆ, Πˆ] (9)
and
−i〈[Xˆopt, Hˆ]〉ρˆ(θ) = F[ρˆ(θ), Πˆ] + E[ρˆ(θ), Hˆ, Πˆ]. (10)
The former follows from 〈(Xˆopt)2〉ρˆ(θ) = F[ρˆ(θ), Πˆ] +
(ab)2
(
〈Hˆ2〉ρˆ(θ) −∑rx=1 1p(x|θ) Cov(Hˆ, Πˆx)2ρˆ(θ)) and 〈Xˆopt〉2ρˆ(θ) =
(ab)2〈Hˆ〉2ρˆ(θ). Analogously, with Eq. (8) we obtain
(∆Xˆopt,0)2ρˆ(θ) = F[ρˆ(θ), Πˆ], (11)
with 〈Xˆopt,0〉ρˆ(θ) = 0, and
−i〈[Xˆopt,0, Hˆ]〉ρˆ(θ) = F[ρˆ(θ), Πˆ]. (12)
Hence, both the commutator and the variance grow by the
same amount E[ρˆ(θ), Hˆ, Πˆ] when measuring Xˆopt instead of
3Xˆopt,0. Because the metrological sensitivity (1) scales with the
square of the commutator, the enhancement E[ρˆ(θ), Hˆ, Πˆ] is
directly added to the sensitivity.
The implementation of the improved scheme is based on
the estimation of θ from measurements of the average value
of Xˆopt, which in turn is a linear combination of the type
Xˆ =
r∑
x=1
cxΠˆx + cH Hˆ (13)
with real coefficients c1, . . . , cr and cH . The expectation value
is given by 〈Xˆ〉ρˆ(θ) = ∑rx=1 cx p(x|θ) + cH〈Hˆ〉ρˆ(θ). Notice that
〈Hˆ〉ρˆ(θ) = 〈Hˆ〉ρˆ is independent of θ, and therefore a property
of the initial state. Assuming that this additional piece of a
priori information about the initial state is available before
the experiment, the expectation value of any observable Xˆ of
the type (13) can be obtained with access to the basis Πˆ, which
provides the part of 〈Xˆ〉ρˆ(θ) that depends on the p(x|θ). It is rea-
sonable to assume knowledge of 〈Hˆ〉ρˆ in experimentally rel-
evant cases, since the initial state ρˆ and the phase-imprinting
generator are usually well known in phase-estimation experi-
ments. The considered scenario of a single unknown parame-
ter of fixed value assumes that all other parameters with influ-
ence on the measurement outcomes are known [28].
The method suggested above reconstructs the average value
of Xˆ by combining the a priori information on energy with
the measurement results in Πˆ. Knowledge of the energy thus
avoids the need for a direct measurement in the basis of Xˆ.
However, the obtained measurement results are equivalent
only on average, while their statistics are completely different.
It is therefore important to notice that the proposed scheme is
based on the method of moments and requires only knowl-
edge of the average value of Xˆ. If access to the full counting
statistics was available, an equally optimal estimation strategy
would be given by a maximum likelihood estimation. To ob-
tain the counting statistics of Xˆ, however, the projectors onto
its eigenvalues must be measured. This would in general con-
stitute a challenging task since the proposed scheme only pro-
vides an advantage when Hˆ, and consequently Xˆ, is not diag-
onal in Πˆ.
Let us finally remark that the exact coefficients of the op-
timal observable [Eqs. (7) and (8)] depend on the value of
the phase θ, which is not known in realistic settings. Even
though an implementation of the optimal observable may not
be practical in an experiment, it is important to identify the ul-
timate precision limit of the proposed strategy. Moreover, the
method discussed above is not limited to the optimal observ-
able and can be implemented with arbitrary coefficients. Any
realistic implementation gives rise to a lower bound for the
optimal sensitivity that is studied here. More generally, our
results show that whenever the additional information about
energy is taken explicitly into consideration, the Crame´r-Rao
bound associated with the measurement basis no longer poses
a limit to the achievable sensitivity.
IV. ATOMIC CLOCKWITH OVERSQUEEZED SPIN
STATES
We now apply these results to the example of an atomic
clock, composed of N spin-1/2 particles, described by collec-
tive spin operators Jˆα = 12
∑N
i=1 σˆα,i, where α = x, y, z and σˆα,i
are local Pauli matrices for the ith spin. The basic clock oper-
ation consists in a precise estimation of the atomic resonance
frequency between ground- and excited state by Ramsey spec-
troscopy [29]. The time evolution generated by the Hamilto-
nian Jˆz imprints the phase parameter θ that is directly pro-
portional to this resonance frequency. Let us further assume
that after the phase imprinting, the statistics of the observable
Jˆy can be measured by realizing a pi/2 rotation of the spins
around the x axis followed by a measurement of the number
of atoms in the ground- or excited states [see Fig. 1(a)].
Quantum-enhanced sensitivities can be achieved with spin
states generated by the nonlinear one-axis-twisting evolution
[5, 30]. By subjecting a spin-coherent state | j, j〉z with all
spins polarized along the z axis [31] to a nonlinear evolu-
tion generated by Jˆ2y , we obtain the states |Ψ(τ)〉 = e−iJˆ2y τ| j, j〉z
and j = N/2 is the total spin length. After short times τ,
these states are still well characterized by Gaussian measure-
ments, i.e., mean values and variances of collective spin ob-
servables, and their sensitivity as well as their entanglement
is captured by the spin squeezing parameter [5, 23, 32–37].
As τ increases, these states become more sensitive for the
atomic clock measurement considered above, until reaching
a maximally sensitive NOON state at τ = pi/2. We focus
on non-Gaussian quantum states that are generated at longer
time scales than spin-squeezed states but shorter than those re-
quired to reach the NOON state. Several techniques can lead
to a precision enhancement in this scenario. Standard meth-
ods consist in shifting the value of θ to an optimal value or im-
plementing additional spin rotations to change the directions
of the collective spin operators that determine the generator
or the measurement [5]. Here, we do not make use of these
methods and instead focus on the sensitivity gain, Eq. (3), that
can be provided by additional measurements of the generating
Hamiltonian Jˆz in the scenario where both θ and the original
observable Jˆy are fixed.
The sensitivity limits, rescaled by the shot-noise level
N = 2 j, are represented in Fig. 1(b) for the states |Ψ(τ)〉.
The blue line shows the optimal sensitivity (2) for mea-
surements that are limited to observables which are diago-
nal in the basis spanned by the eigenstates | j,− j〉y, | j,− j +
1〉y, . . . , | j, j − 1〉y, | j, j〉y of Jˆy. Here, the N + 1 projectors
Πˆmy = | j,my〉y〈 j,my|y with my = − j, . . . , j represent the fam-
ily of accessible operators Πˆmy . If in addition to Πˆmy also
the phase-imprinting generator Jˆz can be measured, we ob-
tain the maximally achievable sensitivity (3) displayed by the
red line. The green dashed line represents the enhancement
E[|Ψ(τ)〉, Jˆz, Πˆmy ]. The upper bound, provided by the quantum
Fisher information FQ[|Ψ(τ)〉, Jˆz], is displayed by the gray
line and we observe the hierarchy of bounds (6). As lower
bounds on FQ[|Ψ(τ)〉, Jˆz], the sensitivities in this plot can be
compared to separability bounds on the quantum Fisher infor-
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FIG. 1. (a) The clock measurement consists in free evolution with the Hamiltonian Hˆ = Jˆz, followed by a pi/2-rotation around the x axis and
a measurement of the number of atoms in the two internal states. (b) Sensitivity limits rescaled by the shot noise N = 2 j for the state |Ψ(t)〉
with j = 25. We compare the maximal measurement sensitivity (2) obtained by the eigenstates of Jˆy (blue line) to the sensitivity (3) enhanced
by additional Hamiltonian measurements (red line). The enhancement is shown as the green dashed line. The upper sensitivity bound is given
by the quantum Fisher information [gray line, see Eq. (6)], which reaches the value j(2 j + 1) (gray dashed line). For comparison, we show
the spin squeezing coefficient (orange dot-dashed line). The maximal enhancement is found in oversqueezed states around τopt ' 0.94/√ j. (c)
Normalized coefficient cHˆ , expressing the contribution Hˆ as a function of j at the point τopt of maximal enhancement. (d) Despite the near-
vanishing contribution of Hˆ, the relative gain at τopt, expressed by the ratio of Eqs. (2) and (3), increases linearly with j = N/2. (e) Coefficients
cmy of the optimal measurement observables with (Xˆopt, red dots) and without (Xˆ
(0)
opt, blue dots) measurement access to Hˆ for j = 100. We have
cmy = 0 for all |my| ≥ 30 for both Xˆopt and Xˆopt,0. The normalized contribution of Hˆ to Xˆopt is cHˆ . 2 × 10−3.
mation (without restricting to pure states). For instance, any
indication of χ−2/(2 j) > k indicates at least k entangled par-
ticles [21]. Hence, the sensitivity enhancement directly pro-
vides an improved entanglement witnesses.
For comparison, we show the spin squeezing coefficient
[5, 32], which can be obtained by maximizing Eq. (1) over
all measurement observables and Hamiltonians Jˆn = n · Jˆ that
can be written as linear combinations of Jˆ = (Jˆx, Jˆy, Jˆz) as
χ−2SQZ[|Ψ(τ)〉] = maxn χ−2max[|Ψ(τ)〉, Jˆn, Jˆ] [14]. The decay of
χ−2SQZ[|Ψ(τ)〉] indicates the loss of Gaussianity as the state be-
comes oversqueezed and is no longer well characterized by
the covariances of Jˆ [5]. We observe the maximal enhance-
ment E[|Ψ(τ)〉, Jˆz, Πˆmy ] at τopt ' 0.94/
√
j when spin squeez-
ing is almost entirely lost.
We introduce the coefficients cHˆ and cmy to represent mea-
surement observables as Xˆ = cHˆ Hˆ +
∑ j
my=− j cmyΠˆmy with the
normalization |cHˆ |2 +
∑ j
my=− j |cmy |2 = 1. The contribution cHˆ
is always zero for Xˆopt,0. For Xˆopt, we find that the coefficient
cHˆ tends toward zero at τopt as j increases; see Fig. 1(c). Nev-
ertheless, the relative sensitivity gain obtained by measuring
Xˆopt instead of Xˆopt,0 can be quite significant as is shown by the
linear scaling with the number of particles in Fig. 1(d). This
shows that the metrological sensitivity may depend strongly
on tiny changes of the measurement observable.
Being able to measure Hˆ can have dramatic influence on
the weight of different projectors [cf. Eqs. (7) and (8)], as
is shown for j = 100 in Fig. 1(e). The contribution of Hˆ to
Xˆopt is very small, |cHˆ | . 2 × 10−3, in this case. As negli-
gibly small as it may seem, the contribution of Hˆ cannot be
ignored. By removing the Hamiltonian part from Eq. (7), we
obtain the observable Xˆopt + abHˆ, which can be implemented
without access to Hˆ. However, according to Eqs. (2) and (8)
this yields a suboptimal measurement and a sensitivity below
F[|Ψ(τ)〉, Πˆmy ]. In other words, if cHˆ is set to zero in Xˆopt, the
sensitivity in Fig. 1(b) drops from the red line to a value be-
low the blue line. It can be easily verified that even though the
observable Xˆopt + abHˆ has the same gradient [denominator in
Eq. (1)] as Xˆopt, its variance [the numerator in Eq. (1)] is much
larger, which leads to a drastic reduction in sensitivity.
V. CONCLUSIONS
In conclusion, we have shown how the precision of a
phase measurement in a suboptimal basis can be improved
by knowledge of the initial state’s expectation value for the
Hamiltonian Hˆ that generates the phase shift. This is despite
the fact that 〈Hˆ〉ρˆ itself is entirely insensitive of the phase. If
the a priori information on energy is utilized in an optimal
way, the proposed method is equivalent to the measurement
of an optimal linear combination [Eq. (7)] of the basis projec-
tors and Hˆ. The classical Crame´r-Rao bound associated with
the accessible basis no longer poses a limit on the achievable
sensitivity [Eq. (3)].
For the example of an atomic clock we found a sensitiv-
ity gain that scales linearly with the number of atoms. Con-
5cerning the optimal observable, access to Hˆ mostly entails a
significant shift of the contribution of the projectors that were
already accessible without access to Hˆ, while the contribution
of Hˆ itself is tiny. Nevertheless, the contribution of Hˆ to the
optimal observable cannot be neglected, as it would lead to a
drastic reduction of the sensitivity. This hints at a discontinu-
ity of the achievable sensitivity when a part of the available
information disappears. Discontinuous behavior of the Fisher
information was recently studied in Refs. [38, 39] but a pos-
sible relation to these observations remains open for future
investigations. More generally, this shows that the sensitiv-
ity of phase estimation experiments based on the widely used
method of moments can depend strongly on the precise im-
plementation of the measurement observable.
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Appendix A: Derivation of the main results
1. Proof of Eq. (3)
Let us first derive the main result of this article, Eq. (3).
The analytical optimization over the measurement observable
Xˆ in Eq. (3) over an arbitrary family Hˆ = (Hˆ1, . . . , HˆL) of
accessible operators is given by [14]
max
Xˆ∈span(Hˆ)
χ−2[ρˆ(θ), Hˆ, Xˆ] = nTM[ρˆ(θ), Hˆ]n, (A1)
where Hˆ = nTH with n ∈ RL. The moment matrix
M[ρˆ, Hˆ] = C[ρˆ, Hˆ]TΓ[ρˆ, Hˆ]−1C[ρˆ, Hˆ] (A2)
is composed of the covariance matrix (Γ[ρˆ, Hˆ])kl =
Cov(Hˆk, Hˆl)ρˆ = 12 〈HˆkHˆl + HˆlHˆk〉ρˆ − 〈Hˆk〉ρˆ〈Hˆl〉ρˆ and the com-
mutator matrix (C[ρˆ, Hˆ])kl = −i〈[Hˆk, Hˆl]〉ρˆ.
In the following, we analytically determine the right-hand
side of Eq. (A1) for the case described in Eq. (3). Notice
that if we include a complete, orthonormal family of oper-
ators Πˆ in the set Hˆ of accessible operators, the covariance
matrix Γ[ρˆ(θ), Hˆ] becomes singular, since the completeness
relation
∑
x Πˆx = Iˆ renders the information provided by the
measurement of a single projector dependent on the results
of all other projectors. To avoid the singularity of Γ[ρˆ(θ), Hˆ],
we thus remove one of the projectors from the complete set
Πˆ = {Πˆ1, . . . , Πˆr} to obtain the set Πˆ{r} = {Πˆ1, . . . , Πˆr−1}
with
∑r−1
x=1 Πˆx = Iˆ − Πˆr. The set of accessible operators
Hˆ = (Hˆ, Πˆ1, . . . , Πˆr−1) is composed of the Hamiltonian Hˆ and
the projectors Πˆ{r}.
To apply the result (A1), we first identify the moment ma-
trix M[ρˆ(θ), Hˆ], which in turn is composed of the covariance
and commutator matrices. We obtain the covariance matrix
Γ[ρˆ(θ), Hˆ] =
(
(∆Hˆ)2ρˆ(θ) γ
T
γ Γ[ρˆ(θ), Πˆ{r}]
)
, (A3)
where γ is a vector with elements γx = Cov(Hˆ, Πˆx)ρˆ(θ) for
x = 1, . . . , r − 1, and Γ[ρˆ(θ), Πˆ{r}] is the (r − 1) × (r − 1)
covariance matrix of the projectors Πˆ{r}. Since all elements in
Πˆ are orthogonal and thus commute, the commutator matrix
reads
C[ρˆ(θ), Hˆ] =
(
0 −dT
d 0
)
, (A4)
where the vector d has elements dx = −i〈[Πˆx, Hˆ]〉ρˆ(θ) = ∂p(x|θ)∂θ
with p(x|θ) for x = 1, . . . , r− 1, and 0 is a (r− 1)× (r− 1) zero
matrix. We note that it is essential for the Πˆx to not commute
with Hˆ in order to obtain a useful bound. This was expected
since otherwise Hˆ would have already been included in the set
of observables that can be constructed as linear combinations
of the elements of Πˆ.
Recall from Eq. (A2) that M[ρˆ(θ), Hˆ] is a function of the in-
verse matrix of Γ[ρˆ(θ), Hˆ]. Making use of its block structure,
the inverse of (A3) can be written as [40]
Γ[ρˆ(θ), Hˆ]−1 =
(
a −awT
−aw Γ[ρˆ(θ), Πˆ{r}]−1 + awwT
)
, (A5)
where a = {(∆Hˆ)2ρˆ(θ) − γTΓ[ρˆ(θ), Πˆ{r}]−1γ}−1 and w =
Γ[ρˆ(θ), Πˆ{r}]−1γ.
We now take a closer look at the elements of the covariance
matrix, which read (Γ[ρˆ(θ), Πˆ{r}])xx′ = Cov(Πˆx, Πˆx′ )ρˆ(θ) =
δxx′ p(x|θ) − p(x|θ)p(x′|θ). Hence, we obtain Γ[ρˆ(θ), Πˆ{r}] =
Pθ − pθpTθ , where Pθ = diag(p(1|θ), . . . , p(r − 1|θ)) is a diag-
onal matrix whose diagonal elements define the vector pTθ =
(p(1|θ), . . . , p(r−1|θ)) and pθpTθ is a rank-1 matrix. The matrix
inverse can be determined using the result given in Ref. [41]
and reads Γ[ρˆ(θ), Πˆ{r}]−1 = P−1θ +
1
1−pTθ P−1θ pθ
P−1θ pθp
T
θ P
−1
θ , where
P−1θ = diag(
1
p(1|θ) , . . . ,
1
p(r−1|θ) ) and we assume that p(x|θ) > 0
for all x = 1, . . . , r. The result can be further simplified
by noticing that e = P−1θ pθ = (1, . . . , 1)
T and pTθ P
−1
θ pθ =∑r−1
x=1 p(x|θ) = 1 − p(r|θ), finally leading to
Γ[ρˆ(θ), Πˆ{r}]−1 = P−1θ +
1
p(r|θ)ee
T . (A6)
Inserting Eq. (A6) back into Eq. (A5), we obtain
a−1 = (∆Hˆ)2ρˆ(θ) −
r∑
x=1
1
p(x|θ)Cov(Hˆ, Πˆx)
2
ρˆ(θ) (A7)
and the vector w = P−1θ γ +
1
p(r|θ)e(e
Tγ) has elements wx =
1
p(x|θ) Cov(Hˆ, Πˆx)ρˆ(θ) − 1p(r|θ) Cov(Hˆ, Πˆr)ρˆ(θ) for x = 1, . . . , r − 1.
Here, we made use of the identities γTΓ[ρˆ(θ), Πˆ{r}]−1γ =
γTP−1θ γ +
1
p(r|θ) (e
Tγ)2 =
∑r
x=1
1
p(x|θ) Cov(Hˆ, Πˆx)
2
ρˆ(θ),
due to γTP−1θ γ =
∑r−1
x=1
1
p(x|θ) Cov(Hˆ, Πˆx)
2
ρˆ(θ) and
6eTγ =
∑r−1
x=1 Cov(Hˆ, Πˆx)ρˆ(θ) = Cov(Hˆ,
∑r−1
x=1 Πˆx)ρˆ(θ) =
−Cov(Hˆ, Πˆr)ρˆ(θ).
Next, we obtain
Γ[ρˆ(θ), Hˆ]−1C[ρˆ(θ), Hˆ]
=
( −awTd −adT
Γ[ρˆ(θ), Πˆ{r}]−1d + aw(wTd) awdT
)
, (A8)
where from
∑r
x=1
∂
∂θ
p(x|θ) = ∂
∂θ
1 = 0 follows that
wTd =
r∑
x=1
Cov(Hˆ, Πˆx)ρˆ(θ)
(
∂
∂θ
log p(x|θ)
)
(A9)
and Γ[ρˆ(θ), Πˆ{r}]−1d = ( ∂∂θ log
p(1|θ)
p(r|θ) , . . . ,
∂
∂θ
log p(r−1|θ)p(r|θ) )
T . Fi-
nally, the moment matrix (A2) reads
M[ρˆ(θ), Hˆ] =
(
dTΓ[ρˆ(θ), Πˆ{r}]−1d + a(wTd)2 a(wTd)d
a(wTd)d addT
)
,
where dTΓ[ρˆ(θ), Πˆ{r}]−1d =
∑r
x=1 p(x|θ)(∂ log p(x|θ)/∂θ)2 =
F[ρˆ(θ), Xˆ] is the Fisher information. Now applying Eq. (A1)
for Hˆ = eT1 Hˆ, where e1 = (1, 0, . . . , 0)
T ∈ Rr is the first unit
vector, we obtain the maximal sensitivity
max
Xˆ∈span(Hˆ)
χ−2[ρˆ(θ), Hˆ, Xˆ] = eT1M[ρˆ(θ), Hˆ]e1
= F[ρˆ(θ), Πˆ] + a(wTd)2.
This completes the proof of Eq. (3) with E[ρˆ(θ), Hˆ, Πˆ] = ab2,
where a and b = wTd are defined in Eqs. (A7) and (A9),
respectively.
2. Proof of the bounds (6)
The hierarchy (6) expresses that the optimized sensi-
tivity that is achieved by adding energy measurements to
the measurements of the observable Xˆ lies between the
classical and quantum Fisher information. For the up-
per bound, see Ref. [14]. The lower bound holds since
a(wTd)2 ≥ 0, due to a ≥ 0. This in turn follows from a−1 =
(∆Hˆ)2ρˆ(θ) −
∑r
x=1
1
p(x|θ) Cov(Hˆ, Πˆx)
2
ρˆ(θ) = 〈Hˆ2〉ρˆ(θ) − 〈Hˆ〉2ρˆ(θ) −∑r
x=1
[
1
2 (〈HˆΠˆx + ΠˆxHˆ〉ρˆ(θ)) − 〈Hˆ〉ρˆ(θ)〈Πˆx〉ρˆ(θ)
]2
/〈Πˆx〉ρˆ(θ) =
〈Hˆ2〉ρˆ(θ) − ∑rx=1 14 (〈HˆΠˆx + ΠˆxHˆ〉ρˆ(θ))2/〈Πˆx〉ρˆ(θ) ≥
〈Hˆ2〉ρˆ(θ) − ∑rx=1 |〈ΠˆxHˆ〉ρˆ(θ)|2/〈Πˆx〉ρˆ(θ), where we used that
1
4 (〈HˆΠˆx + ΠˆxHˆ〉ρˆ(θ))2 = Re(〈ΠˆxHˆ〉ρˆ(θ))2 ≤ |〈ΠˆxHˆ〉ρˆ(θ)|2. Using
the Cauchy-Schwarz inequality (TrAˆ†Bˆ)2 ≤ (TrAˆ†Aˆ)(TrBˆ†Bˆ)
with Aˆ = Πˆx
√
ρˆ(θ) and Bˆ = ΠˆxHˆ
√
ρ(θ), we obtain
〈HˆΠˆxHˆ〉ρˆ(θ) ≥ |〈ΠˆxHˆ〉ρˆ(θ)|2/〈Πˆx〉ρˆ(θ). Summation over x on
both sides now implies that a ≥ 0.
Appendix B: Optimal observable
It was shown in Ref. [14] that the maximum sensitivity (A1)
is achieved by the optimal observable
Xˆopt = mT Hˆ = αnTC[ρˆ, Hˆ]TΓ[ρˆ, Hˆ]−1Hˆ, (B1)
with some normalization constant α ∈ R. By ap-
plying Eq. (B1) to the case considered here with n =
e1, Eq. (A8) and wT Πˆ{r} =
∑r−1
x=1[
1
p(x|θ) Cov(Hˆ, Πˆx)ρˆ(θ) −
1
p(r|θ) Cov(Hˆ, Πˆr)ρˆ(θ)]Πˆx =
∑r
x=1
1
p(x|θ) Cov(Hˆ, Πˆx)ρˆ(θ)Πˆx + αIˆ,
we find up to irrelevant constants and normalization factors
the optimal observable given in Eq. (7). Notice further that
Xˆopt,0 =
∑r−1
x=1[
∂
∂θ
log p(x|θ)]Πˆx − (Iˆ− Πˆr)[ ∂∂θ log p(r|θ)] +α′ Iˆ =
(Γ[ρˆ(θ), Πˆ{r}]−1d)T Πˆ{r} + α′ Iˆ and the constants α, α′ ∈ R have
no influence on the sensitivity of the observable.
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