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Abstract
Online reinforcement learning agents are currently
able to process an increasing amount of data by
converting it into a higher order value functions.
This expansion of the information collected from
the environment increases the agent’s state space
enabling it to scale up to a more complex problems
but also increases the risk of forgetting by learning
on redundant or conflicting data. To improve the
approximation of a large amount of data, a random
mini-batch of the past experiences that are stored
in the replay memory buffer is often replayed at
each learning step. The proposed work takes in-
spiration from a biological mechanism which act
as a protective layer of human brain higher cogni-
tive functions: active memory consolidation miti-
gates the effect of forgetting of previous memories
by dynamically processing the new ones. The sim-
ilar dynamics are implemented by a proposed aug-
mented memory replay AMR capable of optimizing
the replay of the experiences from the agent’s mem-
ory structure by altering or augmenting their rele-
vance. Experimental results show that an evolved
AMR augmentation function capable of increasing
the significance of the specific memories is able to
further increase the stability and convergence speed
of the learning algorithms dealing with the com-
plexity of continuous action domains.
1 Introduction
Studies concerning human and animal learning have identi-
fied that the process of encoding new memories into long term
storage is not so straightforward as previously thought. Re-
cent studies have found that it involves a process of active
memory consolidation, or AMC [1; 2; 3], that facilitates a
better memory integration into the higher level cortical struc-
tures and also prevents forgetting previously encoded infor-
∗Contact Author
mation. This process occurs while sleeping, a time when the
brain is not encoding or perceiving new stimuli and relies on
the memories stored in a short-term hippocampal structure
when awake. Before their integration in the long term corti-
cal structures, experiences are reactivated or replayed in the
hippocampal memory as a part of the active consolidation.
The word “active” in AMC implies that, in the process of
consolidation, memories are altered in a way that their fur-
ther integration into the existing knowledge wouldn’t induce
forgetting of the previous ones.
The active structural modification of the consolidated
memories is selective and, for the memories that are deemed
to be the more important ones it will facilitate strengthening
to reach a certain retrieval threshold. However, if the memory
trace is deemed not strong enough for some memories it will
result in their loss[4; 5].
Biological architectures found in human brain and the
computational reinforcement learning processes both use a
functionally similar mechanism of replay memory. Along
the introduction of artificial neural networks, or ANN, as
function approximators in temporal-difference, or TD, learn-
ing [6], the techniques that aim at their efficient training most
commonly use a replay buffer of previous experiences out of
which a mini-batch is sampled for re-learning at each time
step. This technique has been recently revived in Deep Q-
learning[7; 8]. Since in TD approaches the ANN is con-
stantly updated to better represent the state-action value pairs
Q(s, a), which govern the agent’s policy pi, the mechanisms
involved in its training such as mini-batch replay became in-
creasingly influential to the learning process itself.
Another advantage of the replay memory structure is that,
when implemented, it acts as a form of agent’s cognition: de-
pending on the way it is populated, it can alter how the agent
perceives the information. In this way, a learning agent is not
only concerned about the information it receives from its im-
mediate environment, but also about the way in which this
information is interpreted by this cognitive mechanism.
In the proposed approach an effective, but simple, mecha-
nism of replay memory is extended with the ability to actively
and dynamically process the information during the replay
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and thus bringing it closer to the functional characteristics
of actual biological mechanisms. The dynamic processing
mechanism of Augmented Memory Replay or AMR presented
here is inspired by human active memory consolidation and
it is capable of altering the importance of specific memories
by altering their reward values, thus mimicking the AMC’s
process of deeming the memory above the retrieval thresh-
old. In the experiments reported in this paper, the augmenta-
tion dynamics are evolved over generations of learning agents
performing reinforcement learning tasks in various environ-
ments. Their fitness function is defined in a straightforward
way as their cumulative performance over a specific environ-
ment. Experimental results indicate that AMR type of mem-
ory buffer shows an improvement in learning performance
over the standard static replay method in all of the tested en-
vironments.
2 Related Work
An extension of DDPG algorithm was proposed by
Hausknecht and Stone [9] allowing it to deal with a low level
parameterized-continouos action space. However the evalua-
tion of the approach was limited to a single simulated envi-
ronment of RoboCup 2D Half-Field-Offense [10]. Hoothoft
et. al [11] proposed a meta-learning approach capable of
evolving a specialized loss function for a specific task dis-
tribution that would provide higher rewards during its min-
imization by stochastic gradient descent. The algorithm is
capable to produce a significant improvement of the agent’s
convergence to the optimal policy but as its the case with the
AMR approach the evolved improvements are task specific.
In contrast with the distributed methods like Apex which
was proposed by Horgan et. al [12] which rely on a hundreds
of actors learning in their own instance of the environment
AMR algorithm works with a single instance just like vanilla
DDPG [13] does. This fact has a significant impact on the
computational time a specific algorithm induces to the prob-
lem.
Wang et. al [14] introduced an approach that is combining
the importance or prioritized sampling techniques together
with stochastic dueling networks in order to improve the con-
vergence of some continuous action tasks such as Cheetah,
Walker and Humanoid.
Another improvement of a vanilla DDPG is presented by
Dai et. al [15] as Dual-Critic architecture where the critic
is not updated using the standard temporal-difference algo-
rithms but it’s optimized according to the gradient of the ac-
tor.
An approach by Pacella et. al [16] evolved basic emotions
such as fear, used as a kind of motivational drive that gov-
erned the agent’s behavior by directly influencing action se-
lection. Similar to the AMR approach a population of virtual
agents were tested at each generation. In this process, each
of the agents evolved a specific neural network that was capa-
ble of selecting its actions based on the input; this consisted
of temporal information, visual perception and good and bad
sensation neurons. Over time, the selection of best perform-
ing agents gave rise to populations that adopted specific be-
havioral drives such as being cautious or fearful as a part of a
survival strategy. Contrary to the AMR which evolves a cog-
nitive mechanism which only complements the main learning
process, in [16] the genetic algorithm represents the learning
process itself.
Another evolutionary approach that is used to comple-
ment the main reinforcement learning algorithm was pre-
sented in [17]. Similarly to AMR, it uses a genetic algorithm
to evolve an optimal reward function which builds upon the
basic reward function in a way that maximizes the agent’s
fitness over a distribution of environments. Experimental re-
sults show the emergence of an intrinsic reward function that
supports the actions that are not in line with the primary goal
of the agent. [18] also presented an a reinforcement learn-
ing approach which relied on a evolved reinforcer in order to
support learning atomic meta-skills. The reinforcement was
evolved in a childhood phase, which equipped the agents with
the meta-actions or skills for the use in the adulthood phase.
Persiani et al. [19] proposes a cognitive improvement
through the use of replay memory structure like AMR. The
algorithm makes it possible to learn which chunks of agent’s
experiences are most appropriate for replay based on their
ability to maximize the future expected reward.
A cognitive filter structure was proposed by Ramicic and
Bonarini [20] able to improve the convergence of temporal-
difference learning implementing discrete control rather than
a continuous one. It was able to evolve the ANN capable
to select whether a specific experience will be sampled into
replay memory or not. Unlike AMR this approach did not
modify the properties of the experiences.
3 Theoretical Background
3.1 Temporal-difference learning
The goal of a reinforcement learning agent is to constantly
update the function which maps its state to their actions i.e.
its policy pi as close as possible to the optimal policy pi∗.
The optimal policy is a policy that selects the actions which
maximize the future expected reward of an agent in the long
run [21] and it is represented by a function, possibly approx-
imated by an Artificial Neural Network or ANN. The pro-
cess of updating the policy is performed iteratively after each
of the consecutive discrete time-steps in which the agent in-
teracts with its environment by executing its action at and
gets the immediate reward scalar rt defined by the reinforce-
ment function. This iterative step is defined as a transition
over Markov Decision Process, and represented it by a tuple
(st, at, rt, st+1). After each transition the agent corrects its
existing policy pi according to the optimal action-value func-
tion shown in Equation 1 in order to maximize its expected
reward within the existing policy. In the approaches that deal
with discrete action spaces, such as [22], the agent can fol-
low the optimal policy pi∗ by taking an optimal action a∗(s)
which maximizes the optimal action-value function Q∗(s, a)
defined by Equation 2.
Q∗(s, a) = max
pi
E[Rt|st = s, at = a, pi] (1)
µ(s) = a∗(s) = max
a
Q∗(s, a) (2)
Qpi(s, a) = E
[
r + γmax
a′
Qpi(s′, a′)|s, a
]
(3)
The correction update to the policy pi starts by determining
how wrong the current policy is with respect to the expecta-
tion, or value for the current state-action pair Q(s, a). In case
of a discrete action space this expectation of return is defined
by the Bellman-optimality equation Equation 3 and it is basi-
cally the sum of the immediate reward r and the discounted
prediction of a maximum Q-value, given the state s‘ over all
of the possible actions a‘.
3.2 Going continuous
Maximizing over actions in Equation 2 is not a problem when
facing discrete action spaces, because the Q-values for each
of the possible actions can be estimated and compared. How-
ever, when coping with continuous action values this ap-
proach is not realistic: we cannot just explore brute force the
values of the whole action space in order to find the maxi-
mum. The more recent approach of [13] eliminates the maxi-
mization problem by approximating the optimal action a∗(s)
and thus creating a deterministic policy µ(s) in addition to
the optimal state-value functionQ∗(s, a). Taking the new ap-
proximated policy into consideration the Bellman-optimality
equation takes the form of Equation 4 and avoids the inner
expectation.
Qµ(s, a) = E [r + γQµ(s′, µ(s′))|s, a] (4)
In common among all the before mentioned approaches is
the concept of temporal difference, or TD error, which is ba-
sically a difference between the current approximate predic-
tion and the expectation of the Q value. The learning process
performs an iterative reduction of a TD error using Bellman-
optimality equation as a target, which guarantees the conver-
gence of the agent’s policy to the optimal one given an infinite
amount of steps [21].
3.3 Function approximation
In order to deal with the increasing dimensionality and con-
tinuous nature of state and action spaces imposed by the
real-life applications the aforementioned algorithms depend
heavily on approximate methods usually implemented using
ANN. A primary function approximation makes it possible
to predict a Q value for each of the possible actions avail-
able to the agent by providing an agent’s current state as in-
put of the ANN. After each time step, the expected Q value
is computed using Equation 4, and then compared to the es-
timate that the function approximator provides as its output
Q(s, a; Θ) ≈ Q∗(s, a) by forwarding the state s0 as its input.
The difference between the previous estimate of the approx-
imator and the expectation is the TD error. This discrepancy
is actually a loss function Li(Θi) that can bi minimized by
performing a stochastic gradient descent on the parameters
Θ in order to update the current approximation of Q∗(s, a)
according to Equation 5:
∇ΘiLi(Θi) = (yi −Q(s, a; Θi))∇ΘiQ(s, a; Θi), (5)
where yi = r + γQµ(s′, µ(s′)); Θi−1) is in fact the Bellman
equation defining the target value which depends on an yet
another ANN that approximates the policy function µ(s) in
policy-gradient approaches such as [13]. The update to the
policy function approximator µΘ(s) is more straightforward
as it is possible to perform a gradient ascent on the respective
network parameters Θ in order to maximize the Qµ(s, a) as
shown in Equation 6.
max
θ
E
s∼D
[Qµ(s, µθ(s))] (6)
4 Model Architecture and Learning
Algorithm
In this section we propose a new model that combines the
learning approaches of genetic algorithm with reinforcement
learning order to improve the convergence of the latter. For
clarity, the proposed model is separated in two main func-
tional parts: evaluation and evolution.
The evaluation part is defined as a temporal-difference re-
inforcement problem where a reward function is dynamically
modified by the proposed AMR block. AMR is a function ap-
proximator implemented by an ANN, which receives in input
characteristics of experience that is perceived by the learning
agent, and outputs a single scalar value , used to modify the
reinforcement value of the transition.
The architecture of the AFB neural network approximator
(f) consists of three layers: three input nodes fully connected
to a hidden layer of four nodes, in turn connected to two soft-
max nodes to produce the final classification. This ANN is
able to approximate the four parameters of the experience,
respectively given in input, as TD error, reinforcement ri, en-
tropy of the starting state st, and entropy of the next transi-
tioning state st+1, to a regression output layer that provides a
scalar augmentation value or At(st, st+1, rt). The augmen-
tation process alters the reward value of each transition by an
augmentation rate or β as shown in Equation 7.
rt := rt + βAt (7)
While altering the reward scalar rt the AMR block is able
to precisely and dynamically change the amount of influence
each transition exerts on the learning process ant thus mimic
the aforementioned biological processes [1; 2; 3].
The second component of the proposed architecture
evolves the AMR block using a genetic algorithm, or GA, in
order to maximize its fitness function which is represented by
the total learning score received by an agent during its evalu-
ation phase.
5 Experimental Setup
5.1 Environment
The evaluation phase applied the proposed variations of the
DDPG learning algorithm to a variety of continuous con-
trol tasks running on an efficient and realistic physics simu-
lator as a part of OpenAI Gym framework [23] and shown
in Figure ??. The considered environments range from a
relatively simple 2D robot (Reacher-v2), with a humble 11-
dimensional state space, to a complex four-legged 3D robot
Figure 1: General learning model architecture including the attention focus block: (a) Replay memory implemented as a sliding window
buffer of N experiences; (b) Main learning loop which consists of: 1) the transition in which the agent performs an action, receiving an
immediate reward rt, while transitioning to a next state st+1; 2) performing an update on main function approximator ANN (d) by back
propagating the TD error as a gradient of the at output; 3) shifting the states for the next iteration in which the st becomes our st+1; 4)
Updating deterministic policy µ(s) by changing the weights Θµ of the actor ANN approximator (e); 5) Getting the next action at+1 which
maximizes the Q value for the given state st according to the actor ANN (d) A block implementing Q-value function approximator taking
the starting state st on the input and predicting Q-values for each of the available actions on its output; (c) Raw stream of the experiences that
are perceived representing unfiltered cognition of an agent; (f) Augmented Memory Replay block consisting of an ANN that approximates
the augmentation parameter Ai based on the properties of the experience.
such as Ant-v2[24], which boasts a total of 111-dimensional
states coupled with 8 possible continuous actions. Various
different tasks of intermediate complexity like making a 2D
animal robot run (HalfCheetah-v2), and making a 2D snake-
like robot move on a flat surface (Swimmer-v2 [25]) have also
be faced.
5.2 Function Approximation
An approximation of Q(s, a; Θ) ≈ Q∗(s, a) has been imple-
mented using an ANN with one hidden fully connected layer
of 50 neurons, able to take an agent’s state as an input and
produce as output the Q values of all the actions available to
the agent. The learning rate of an critic Q approximator α is
set to 0.002.
The actor function approximator of a(s; Θ) ≈ a∗(s) is im-
plemented using one hidden dense layer of 30 neurons which
outputs a deterministic action policy based on the agent’s cur-
rent state. The actor ANN has been trained using slightly
higher learning rate of 0.001 compared to the critic one.
The architecture of the AMR function approximator con-
sists of three layers: four input nodes connected to a fully
connected hidden layer of four nodes, in turn connected to
a single regression node able to produce an augmentation
scalar as output. This ANN is able to approximate four pa-
rameters of the current agent’s experience, respectively given
in input as an absolute value of TD error, reinforcement, en-
tropy of the starting state st, entropy of the transitioning state
st+1, to scalar value At that indicates how important the spe-
cific experience it to the learning algorithm.
Figure 2: Main function approximator ANN implemented in the (d)
block of Figure 1: it receives an N-dimensional state as its input and
approximates it to Q values of each of A possible actions available
to an agent at its output, therefore providing an approximation for
Q(s, a) pairs.
5.3 Meta Learning Parameters
During the evaluations phase at each learning step a batch of
32 experiences were replayed from the fixed capacity mem-
ory buffer of 10000. Learning steps per episode were limited
to a maximum of 2000. Reward discount factor γ was set
to a high 0.9 and soft replacement parameter τ was 0.01. In
order to achieve action space exploration an artificially gener-
ated noise is added to the deterministic action policy which is
approximated by the actor ANN. The noise is gradually de-
creased or adjusted linearly from an initial scalar value 3.0 to
0.0 towards the end of the learning.
6 Experimental Results
The proposed algorithm evolved the AMR’s neural network
weights ΘAMR trough a total of 75 generations. At each
generation, the learning performance of 10 agents were eval-
uated based on their their total cumulative score during 200
learning episodes. Only the best 5 scoring agents of each
generation had an opportunity to propagate their genotypes
to the next generation in order to form a new population. As
shown in ?? this process involved common GA techniques
such as crossover and random mutation. The crossover of
the genotypes, which are actually the AMR weights, were pri-
oritized based on the agents cumulative score and the mu-
tation was additionally applied at a rate of 0.25 by adding
a random scalar between 0.1 and −0.1 to the weights. The
obtained experimental results which are presented along the
Figures 8, 9, 10, 11 indicate that the most complex setup of
Ant-v2 improved its learning performance the most when us-
ing the proposed AMR approach when compared to the base-
line approach that have not used memory augmentation. Re-
gardless of the environment, it i evident that the proposed
evolutionary approach with memory augmentation underper-
forms at the very first generations but quickly surpasses the
baseline in less than 10 generations and further improves
Algorithm 1 DDPG with Augmented Memory
Initialize critic network Q(s, a|ΘQ), actor network
µ(s|Θµ) and augmentation network A(s, r|Θβ) with ran-
dom weights ΘQ, Θµ and Θβ
Initialize target network Q′ and µ′ with weights ΘQ
′ ←
ΘQ and Θµ
′ ← Θµ
Initialize replay buffer R
for episode = 1, M do
Initialize a random process N for action exploration
Observe initial state s1
for t=1, T do
Select action at = µ(st|Θµ) + Nt according to the
current policy and exploration noise
Execute action at and observe reward rt and new state
st+1
Augment the reward rt ← rt + At(st, st+1, rt) ac-
cording to the augmentation network parameters Θβ
Store transition (st, at, rt, st+1) in R
Sample a random minibatch of S transitions
(st, at, rt, st+1) from R
Set yi = ri + γQ′(si+1, µ′(si+1|Θµ′)|ΘQ′)
Update critic by minimizing the loss L = 1S
∑
i(yi −
Q(si, ai|ΘQ′))2
Update the actor policy using the sampled policy gra-
dient
∇ΘµJ ≈ 1S
∑
i∇aQ(s, a|ΘQ)|s=si,a=µ(si)∇Θµµ(s|Θµ)|si
Update the networks
ΘQ
′ ← τΘQ + (1− τ)ΘQ′
Θµ
′ ← τΘµ + (1− τ)Θµ′
end for
end for
the total score of the agent in the following generations.
As we can see from 8 the AMR evolutionary approach im-
proves the Ant’s quad-legged robot learning about how to
walk by a total of 18.9% towards the end of the 75th gen-
eration. AMR algorithm have also showed a significant im-
provement in Reacher: the simplest of the environments. In
this task the proposed evolutionary approach made the 2D
robot hand with one actuating joint learn to fetch a randomly
instantiated target faster and produced a 35.4% increase in
agent’s total cumulative score. Although not as significant
as in Ant and Reacher setups, the AMR approach is also
able to improve the performance in the Cheetah and Swim-
mer environments as evident from the Figure 10 and Fig-
ure 11, respectively. We can also notice the difference of the
score variance between the setups which can be attributed to
distinctive robot/environment characteristics; while Ant and
Reacher show relatively low variance in their scores, other
problems like Cheetah and Swimmer have a very high vari-
ance.
Figure 3: Reacher Figure 4: Swimmer Figure 5: Half Cheetah Figure 6: Ant
Figure 7: Variety of OpenAI Gym environments considered in evaluation. Ordered from low to high complexity.
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Figure 8: Average score or total reinforcement in Ant environment
received over 75 generations of learning agents.
7 Discussion
The presented approach represents yet another inspiration
from biological systems, which implements a biologically in-
spired mechanisms that enables artificial learning agents to
better adapt to a specific environment by selectively increas-
ing the relevance of the information perceived. An agent im-
plementing an AMR neural network is able to evolve its mem-
ory augmentation criteria to best fit the environment that is
facing, in few generations. The evolved AMR’s augmenta-
tion criteria modifies the relevance of the information that an
agents collects from its immediate environment into its replay
memory allowing it to use the same data in a more efficient
way during the learning process; this yields a direct improve-
ment in the performance.
Thus, augmenting memory allows for the emergence of an
artificial cognition as a intermediary dynamic filtering mech-
anism in learning agents, which opens a possibility for a va-
riety of applications in the future.
−700
−600
−500
−400
−300
−200
0 20 40 60
Generation
Av
e
ra
ge
 S
co
re
 o
f A
ge
nt
s
sampling
BASE
EVOLUTION
Figure 9: Average score or total reinforcement in Reacher environ-
ment received over 75 generations of learning agents.
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