Sensor networks will always suffer from load imbalance, which causes bottlenecks to the communication links. In order to address this problem, a multi-path routing algorithm based on data-fusion-mechanism (MR-DFM) is proposed in this work. In this algorithm, the Mobile Sink controls the clustered energy consumption of the nodes in the event domain according to the delay messages relayed by the neighbor nodes. Meanwhile, the optimal neighbor node in the candidate set is obtained according to the data stream of the neighbor nodes to perform the relay of the data packets. It is shown via simulation results that the proposed MR-DFM algorithm shows obvious improvement according to the energy consumption of the network throughput of the sensing data and the throughput of the sensing data and each hop of the neighbor nodes. Therefore, it is verified that the proposed MR-DFM algorithm shows remarkable data fusion effects and optimizes the network resources.
Introduction
The data transmission causes a major part of the network energy consumption in wireless sensor networks (WSNs) [1] [2] [3] . It depends on the quantity of the transmitted data in the network for the level of the data transmission energy consumption. The data fusion in the network based on the data compression technique could efficiently reduce the amount of the data. In addition the node clustering technique offers structural convenience for the data fusion. By effectively combining clustering optimization and the data fusion mechanism, the new energy-saving routing technologies have attracted much interest. The clustering routing protocols divide the WSN into several clusters according to the node energy and the node distance. The nodes within each cluster communicate with the aggregation node through the cluster head. Considering the sharing property of the WSN links, the sensing routing protocol was proposed. In the sensing routing protocol, the transmission strategy of the data packets is controlled by estimating some parameters of the links, such as the signal-to-noise ratio (SNR), delay and load [4] [5] . In addition, these parameters are adjusted adaptively according to the network performance. The selecting strategy of the cluster head is modified in paper [6] based on the clustering routing protocols and the remaining energy of the nodes is considered to balance the energy between different nodes and prolong the network lifetime. In paper [7] [8] , with the rapid development and application of the locating technologies, the geological location based routing protocol has attracted much attention due to its excellent extensibility and adaptability to wireless networks. Based on routing protocol, the core of the geological location is to simply employ the partial topology information which is among different nodes to relay the data in a greedy method to the nearest neighbor node of the destination node. When the data packet reaches a routing void, the flooding, the back-off or the marginal recovery mechanism can be employed to continue the transmission of the data packets. As for the greedy relay mechanism, the expense of any recovery scheme is excessively large. It is an efficient method to saving energy by moving the Sink to a proper site to reduce the data transmission distance. By doing so, the one-hop neighbors of the Sink can be changed so that the hotspot problem can be solved, which no longer becomes the bottleneck of the network performance. The Mobile Sink (MS) [9] can visit every node or only several locations in the network. From the perspective of data routing, the data gathering through the movement of the Sink can be considered as the interception of the data in the routing, i.e., the MS intercepts the transmitted data through some links by proper movement to reduce the network load.
The rest of paper is organized as follows. In Section 2 related work is presented. The data fusion mechanism is given through the network model in Section 3. The multi-route control algorithm is given by the control strategy of the node in Section 4. In Section 5, MR-DFM is assessed by experimental results. Finally, this paper is concluded in Section 6.
Related Work
A tree-shaped data aggregation routing algorithm organizes related nodes as a routing tree with the Sink as its root. Each node on the tree has one and only one parent node and multiple child nodes. During the data gathering process, each non-leaf node on the tree gathers the data relayed from its child nodes and aggregates the relayed data with its own sensing data. Then the aggregated data are relayed to its parent node. This aggregation process is performed along with the data transmission until the data finally reaches the Sink. Sun et. al [10] first defined the link cost based on node distance, the information entropy of the nodes, the union entropy and the data amount and then obtained High-dimensional Data Aggregation Control (HDAC) in the network through the dynamic scheduling. Nie et.al [11] proposed three different algorithms, i.e., MSTbased, DMDC-based and COM algorithms to construct data aggregation trees with better energy consumption performances and delay performances with different data growth rates. The location of the one-hop neighbors or the distance information is employed by the L-PEDAPs [12] to construct the local minimum spanning tree and correlated neighbor graph. Then three different selection methods, i.e. FP, MH and SWP, are adopted for the choosing parent nodes to construct the data aggregation tree. For the WSNs with different initial node energy, Jadidoleslamy Hossein et.at [13] investigated the data aggregation tree problem in the set of shortest path trees which could maximize the network lifetime. This issue is equivalent to finding a shortest path tree with the lightest load. Then it is solved by transforming the shortest to a generalized semi-matcher. A distributed construction algorithm was proposed for the shortest path tree based on depth priority search and width priority search [14, 15] . Wang et.al [16] proposed a dual-tree routing protocol to employ the reverse link and construct two routing trees based on the MST and the DMDC, respectively. For a WSN with multiple mobile Sinks, Zhang et al [17] designed a branch and bound algorithm and an analogous back-fire algorithm to construct the minimum Wiener index spanning tree to obtain better energy efficiency and delay performance for data. It is required in the GSTEB that the Sink designates the root node according to the node energy and the data fusion type while the other nodes choose their father nodes according to their location information and neighbor information. Finally an energybalanced routing tree is built in a distributed manner. According to the probabilistic network model, Meng et al [18] first employed the linear relaxation and random rounding technique to construct a load-balanced maximum independent set. A connected maximum independent set was constructed and the allocation of parent nodes was then performed to balance the load. Finally a direction was assigned to each link to obtain a data aggregation tree. The tree was constructed gradually from the Sink in CASMOC [19] while was guaranteed that all the node share the same number of child nodes. Finally a globally load-balanced routing tree was constructed. Based on an established shortest routing tree, the PM MSW [20] performs iterative modification on the tree structure from the bottom to the top based on the load balancing factor. In iteration, only the child nodes, parent nodes and the grandparent nodes are involved. The transmission cost and data fusion cost are considered in the AFST algorithm to obtained a more energy-efficient data fusion routing tree based on the routing tree constructed by MFST algorithm [21, 22] . The benefits brought by the data fusion was evaluated and employed to adaptively adjust the data fusion behavior. Chen et al [23] design a centralized algorithm with polynomial time complexity and one distributed algorithm based on local information to design the optimal transmission strategy for an arbitrary tree. Meanwhile, each node was allocated a corresponding slot for data transmission to optimize the data fusion. For duty-cycled WSNs, Xing et al [24] constructed the routing tree based on connected support set and proposed the centralized Greedy Aggregation Scheduling (GAS) and Partial Aggregation Scheduling (PAS) based on partitioning.
According to the properties of the routing in WSNs, we perform our study from the following four perspectives Greedy relay strategy based.
(1) The greedy relay strategy could further reduce the energy consumption and reduce the quantity of the hops for the data packets which are from the source node to the sink node.
(2) Predict the routing void. We try to reduce the probability of reaching routing void for the data packets, which could efficiently reduce the routing hops for the data packets.
(3) Avoid the congested links. Nodes in the congested area have to perform many retransmissions to finish transmitting the data packet, which increases the average energy consumption and delay.
(4) Balance the remaining node energy. Excessive use of a certain node would lead to the fast exhaustion of its energy, which further increases the transmission path length for subsequent data packets
Data Fusion Mechanism

Construction of the Neighbor Nodes
For description convenience, we first give some necessary definitions here. For an arbitrary node i, N(i) is the series of nodes which are neighbor and also can directly communicate with node i and d(i,j) denotes the distance of Euclidean between node i and node j while R is the wireless transmission radius of the nodes. In the geological routing, the nodes could acquire specific information about neighbor nodes through exchanging the Hello message such as the node ID, geological location, working state and remaining energy. While the node i gets the data packet from the Sink node D, the node i calculates the propelling degree of each neighbor node to the Sink node D as follows:
The neighbor node j with the largest positive F(i,j,D) is then chosen as the relay node of the next hop. If no node exists which satisfies F(i,j,D)>0, then the data packet suffers from the routing void at node i. We can adopt any recovery mechanism to guarantee the transmission of the data packet. However, no matter which recovery mechanism is chosen, the energy consumption caused by data packet transmission can be rather large compared with greedy relaying. The greedy geological routing algorithm based on the geological information of the multi-hop neighbor nodes requires each node to obtain the information of two or more hops. Then based on this information, the path can be optimized for choosing the next neighbor node. As a result, we can greatly reduce the probability of routing void and the average consumption of the energy for the transmission of the data packets.
Neighbors Quantification Based Relay Strategy
While the node i gets a data packet which is p whose destination address is D, a node from N(i) is chosen as the relay node for the next hop according to the relay strategy of the MR-DFM algorithm, which is elaborated as follows.
(1) If node i is exactly the destination of the data packet p, the data packet transmission is successful.
(2) If node j from N(i) is the destination of the data packet p, then that data packet is relayed to node j from node i.
(3) If the destination D lies within the wireless transmission area of node j from N(i), the data packet p is relayed to node j from node i. If multiple nodes from N(i) satisfies the above condition, F(i,j,D) is calculated according to equation (1) for those nodes. Then the node j with the maximal F(i,j,D) is chosen as the relay node.
(4) If none of the conditions are satisfied, then for an arbitrary node from N(i), the potential propulsion degree from this node to D is calculated according to the corresponding neighbors quantification value.
Where F t (j,k,D) is the approximate distance from the nodes in the k-th sector of node j to D, which can be calculated as follows.
Construct the set of candidate relay nodes  cs (i). If  cs (i) is not empty, then chose the node j with the maximal F tn (i,j,D) in  cs (i) as the relay node. Otherwise, data packet p is likely to suffer from routing void at any neighbor of node i. To reduce unnecessary energy consumption, the edge recovery scheme can be employed in advance at node i.  cs (i) is expressed as follows:
In comparison with the conventional greedy relay strategy, routing void can be avoided by the nodes utilizing the MR-DFM routing data packet. Therefore, the average energy consumption for data packet transmission can be reduced.
Data Flow Congestion Avoidance
The data packet is propelled towards the destination node along the shortest path utilizing the greedy relay strategy. Normally, one data flow would consistently transmit data packets within a certain period. Traffic congestion can be caused if all the data packets are transmitted along the shortest path, as a result of which the transmission delay is increased. If the congestion degree further increases, the probability of data packet collision grows higher. Meanwhile, the packet loss rate increases due to the buffering overflow. Furthermore, employing the retransmission recovery scheme would increase the average energy consumption for transmission. In order to solve this problem, the greedy relay strategy can be modified by introducing a greediness factor g, which indicates the expected minimal propulsion degree. The factor g is real-valued and ranges from 0 to 1. A small g would increase the path length and the energy consumption for transmission. On the contrary, if g is too large, the number of candidate nodes would decrease and congestion avoidance cannot be achieved. Since the propulsion degree for the candidate node is expected to be at least 80% of the maximal propulsion degree here, we take the value g=0.8. To avoid data flow congestion, we construct the set of candidate relay nodes which satisfies the greediness factor based on the set  cs (i).
 Gcs (i)={j|F tn (i,j,D)>gmaxF tn }, j cs (i).
(5)
Where maxF tn is the maximal F tn (i,j,D) in the set  cs (i) for node i. A node with the smallest data flow congestion degree can be chosen as the relay node for the next hop as long as the number of nodes in  Gcs (i) is larger than one.
Considering the sharing property of the wireless links between the nodes in the sensor network, the nodes will have more chances to relay data packets when the surrounding links are idle. Otherwise, data packets will be buffered in the node array. The congestion degree of a node within a period of T cwin is defined as:
Where P tr (i) is the number of successfully relayed data packets of node i and P in (i) is the average array length for node i within T cwin .
 cwin (i) reflects the node congestion degree within T cwin . However, during the transmission of data packets, it is the future congestion degree after the arrival of data packets that we are always concerned about. In order to predict the future congestion degree for the nodes, we employ the exponentially weighted moving average method and define the node congestion degree as:
 is the weight factor which reflects the real-time varying extent for the node congestion degree. Experiments have shown that when the weight factor takes the value of 0.2, the mean squared error between the predicted value and the realistic value is the smallest. Therefore, we assume =0.2 here.
Considering the fact that the MR-DFM algorithm employs the greedy relay strategy based on two-hop neighbors, the congestion degree of neighbors should also be taken into consideration for the calculation of node congestion degree. The neighbors' congestion degree is defined as the data flow congestion degree  dc (i).
Where A(j) is the average congestion degree for the neighbor j of node i and  is the weight factor for the neighbors.
In order to obtain the data flow congestion degree of the neighbors,  dc (i) of node i can be included in the Hello message. Therefore, we assume T cwin to be equal to the exchange period of Hello message here.
Node Energy Consumption Balance
As is mentioned above, the choice of the relay node for the next hop would influence the network performance to some extent when there are multiple data flows. The reason is that when one node lies on the greedy relay path of multiple data flows, the node energy would be exhausted quickly. If one node is the only greedy relay path for one of the data flows, the failure of this node will cause routing void to this data flow, which will result in sharply increased average energy consumption for this data flow.
For solving this problem, the remained node energy and the number of data flows being relayed have to be taken into consideration to choose the relay node for the next hop. The data flows corresponding to each data packets have to be identified for the counting of data flows. Here, the data flows are distinguished by the source and destination of the data packets. The information on the source node and destination node is extracted from the received data packets by the nodes. If the data flow passes the node for the first time, it will be recorded in the data flow table at the nodes. Otherwise, corresponding records will be updated in the data flow table. Considering the fact that the memory of sensor nodes is limited, only the data flow within the latest period T dwin is remained. The number of data flows is:
Where  win (i) is the number of data flows within the latest period T dwin . Just like the data flow congestion degree  dc (i) of nodes,  n (i) is also included in the Hello message.
Furthermore, T dwin =T cwin .
 n (i) reflects the importance of node i to the transmission of data packet. In order to avoid the increase of energy consumption for data packet transmission caused by the failure of important nodes, more energy has to be reserved for the nodes with larger  n (i), which is referred to as the node energy consumption balance scheme.
The energy balance degree of node i is defined as:
Where E(i) is the remained energy of node i. A larger E(i) means that node i hopes to relay more data flows or data packets. After the introduction of the node energy balance degree, the relay node weight of each node j in  Gcs (i) is calculated as follows for node i when the relay node for the next hop is chosen based on the greedy relay strategy.
Then the node with the largest W(j) is chosen as the relay node for the next hop. It is shown from the definition of W(j) that node i usually choose the neighbor with smaller congestion degree and higher energy balance degree as the relay for the next hop.
We consider three cases based on the sequential order of the two data flow. Case 1. The data flow (B,D) comes before flow (A,E). There will be two candidate relay nodes for flow (B,D), node C, node F and i.e.. The data packet that is the first can choose an arbitrary candidate node (which is assumed to be F). But for the second data packet, since W(C)>W(F), only C is left as the candidate relay node for the next hop.
So, when the 10 data packets are relayed for the data flow (B,D), 5 packets are relayed by each one of node C and node F. The first 5 data packets are relayed through node F while the last 5 packets through node B. The average energy consumption is 2.5, which is normal. Judging from what is analyzed above, the average energy consumption lies between the optimal value and the normal value, regardless of the sequential order of the two flows. The target set for the MR-DFM algorithm is therefore achieved.
4.
Multi-Routing Control Algorithm
Choice of Cluster Head
When the event occurs, the nodes in the event domain are distributed into clusters while the cluster heads take charge of the node management and data aggregation. The choices of cluster heads are crucial to the formation of clusters and we can adopt different strategies to maximize the node degree or the remaining node energy, or minimize the identifiers (ID). For the convenience of comparison, we adopt the same choosing strategies for cluster head as in HDAC. The node with the smallest ID in the event domain is chosen as the cluster head. In this stage, the nodes acquire the event monitoring state of neighbors through exchanging the Detecting Message (DM) and further employ the Cluster-Head Announcement (CA) message to contend for the position of cluster head. Both the CA messages and DM are 3-tuples, respectively denoted as <Type, CH_ID, S_ID> and <Type, ID, E_ID>. In the messages, while ID is the node identifier ,Type indicates the message type, E_ID is the identifier of the event, CH_ID is the identifier of the cluster head and S_ID is the ID of the node which relays this CA message. Correspondingly, each node maintains 4 domains, i.e., Role (node character indicator, CH for cluster head or CM for cluster member), CH_ID1 (official cluster head), NH_C (the next hop in the cluster) and CH_ID2(temporary cluster head). After the detection of the event, the node employs the DM message to acquire the event monitoring status and ID of the neighbor node. If the ID of the node is the smallest, then it is chosen as the cluster head candidate. Otherwise, it can only be the cluster member whiles the node with the smallest ID in the event which is monitored by its neighbors is chosen as the temporary cluster head. Next, the nodes with the Role of CH obtain the transmission delay of its CA message according to equation (12) Delay=(T CH -)(X/X max ).
Where T CH is the duration of the contention sub-period for the cluster head,  is the time required for the CA message to be transmitted all through the event domain which is given empirically, X is the ID of the node with the Role of CH while X max is the largest ID of the nodes. Through the delayed relay of the CA message, the node which is with the smallest ID will be chosen as the head of the cluster while the corresponding routing structure within the cluster will also be determined. The transmission delay is introduced to guarantee that the cluster head candidate with smaller ID could send the CA message earlier while the amount of CA message sent by cluster head with larger ID can be reduced. Therefore, the control signaling can be efficiently saved.
The choice of cluster head among 10 nodes is illustrated in Fig.1 and the initial distribution of the nodes is shown in Fig.1(a) . The nodes first ensure whether they are the cluster head through exchanging the DM message, as shown in Fig.1(b) . Next, through a series of relaying of the CA message, node 1 is chosen as the cluster head, which is shown in Fig.1 (c)-(f). 
Communication Correlation among the Nodes
Theorem 1: During the dialogue between terminal a and terminal b, when no node synchronization is performed, the newly-built dialogue of the exposed terminal c will cause no interference on the existing dialogue if f (Cov(a,b) ,Cov (c,d))1/(N+1), where terminal d is the destination of the exposed terminal c and N=10 (/10) .
Proof: If the exposed terminal c is a neighbor of terminal b and terminal a is silent, then according to equation (2), the critical condition for terminal b to correctly receive the data from terminal c is:
When terminal a and terminal c transmit data simultaneously, the condition for terminal b to correctly receive the data from terminal a is：
Substituting equation (13) into equation (14), the condition for terminal b to correctly receive the data from terminal a is:
Similarly, when terminal b and terminal c transmit data simultaneously, the condition for terminal a to correctly receive the data from terminal b is:
Generalizing equation (15), equation (16) and Assumption 2, the condition for transmission of terminal c to pose no influence on Cov(a,b) is:
Similarly, we can derive the condition for transmission of terminal d to pose no influence on Cov(a,b) . Therefore, the condition for Cov(c,d) to pose no influence on Cov(a,b) is:
Pr (ba) / max(Pr (da) ,Pr (db) ,Pr (ca) ,Pr (cb) )N+1.
Finally, we can derive the condition for the case that Cov(a,b) and Cov(c,d) do not influence each other, i.e., min(Pr (ba) ,Pr (cd) )/ max(Pr (da) ,Pr (db) ,Pr (ca) ,Pr (cb) ) N+1
The proof is completed. Corollary 1: When no node synchronization is performed, the condition for the exposed terminal c to build a new dialogue during the dialogue between terminal a and terminal b is:
Where d is the destination terminal of terminal c , DX=min{d(a,c),d(b,c),d(a,d) ,
According to the deriving process which is similar to that of Theorem 1, we have: c ,d b,c ,d a,d ,d 
The proof is completed.
Establishing the algorithm
When the cluster is formed based on the event domain or the event is finished, the cluster head has to transmit its location information to the PS through the existing hop tree. According to the information of the cluster heads, the PS calculates the geometric center among the PS and the cluster heads according to equation (21) . This center is then chosen as the RAC (Routing Aggregation Center) of the network and further broadcasted all across the network.
Where CHSet is the set of cluster heads, x RAC 、x PS 、x v CHSet are the locations of the RAC, PS and the cluster head, respectively. After the acquisition of the RAC location on the nodes in the network, the nodes is chosen for the next hop which needs the least hops to the PS and closet to the RAC. The algorithms for establishing the MR-DFM routing and updating the routing are explained in details in Table 1 and Table 2 , respectively. a DM is sent from u to its neighbors and u waits for a proper time to receive DMs，indent and adjust these things in whole code below. Better use another font for algorithm.;
3.
IF ID(v) is bigger than any ID(u u abandons the CA; according to Formula (21) , and broadcasts it to the whole network;
5.
Each node u finds a neighbor v that satisfies: a)the HTS level is lower than that of u, b) the Euclidean distance to the RAC is the smallest.
NH(u)=v;
According to the algorithm for choosing the MR-DFM cluster head, the node is required to make one decision every time it receives one DM message so that it determines whether it should be involved in the contention for the cluster head. The time complexity for this algorithm is O(N N ) while the spatial complexity is O(N N ) where N N is the average number of neighbor nodes. Next the nodes involved in the contention calculate the delay of its CA message and transmits its TA message after the delay. The time complexity of this algorithm is O(1) while its spatial complexity is O (1) . Every time the node receives a CA message, it is required to make a decision for assuring the cluster head to finally finish the distributed clustering. The time complexity of this algorithm is O(N CH ) while its spatial complexity is only O (1) , where N CH is the number of cluster head candidates. Therefore, we can know that the time complexity for choosing the cluster head in the MR-DFM is O (max(N N , N CH ) ) while its spatial complexity is O(N N ).
System Evaluation and Simulations
In this paper, we run the simulations to verify the performances of the MR-DFM algorithm on NS-2 (Version NS2.33). We further make comparisons with the conventional greedy routing GSPR algorithm [5] and the two-hop neighbor based Greedy-2 algorithm. The evaluation index is the average hop number, end-to-end delay for transmitting data packets and average energy consumption. I am employed in the simulations while the total number of sensor nodes deployed in each topology is 200. The 802.11 protocol is employed in the MAC layer and the queue length is 50 data packets. The transmission rate of data packets is 11Mb/s and the node socket type is hybrid. The communication radius is 250m. For each type of network topology, 12 different node deployment scenarios are generated uniformly and randomly. The running duration for each simulation is 500s. 10 data streams are randomly chosen among the nodes. The data packet is directly abandoned when it suffers from a routing void. Finally, the results are provided by averaging over the 12 experiments. The average quantity of hops for transmission of the data packet is illustrated in Fig.  2 . It is shown that when the number of neighbor nodes is less than 15, the quantity of hops increases with the quantity of neighbors. Especially when there are 5 neighbor nodes, the GPSR algorithm requires fewer hops than the MR-DFM algorithm and the Greedy-2 algorithm. This is due to the fact that when there are fewer neighbors, the number of routing voids is large. Since both the MR-DFM algorithm and the Greedy-2 algorithm adopt the two-hop based relaying strategy, the routing void can be efficiently predicted and thus avoided. The data transmission can also be finished when the source of the data flow is relatively far from the Sink for these two algorithms. However, the GPSR algorithm works only when the source is close to the Sink node. On the other hand, when the number of neighbor nodes is larger than 15, the average number of hops tends to decrease with the number of neighbors. They can be explained by the fact that the number of routing voids are reduced with increasing number of neighbors and the average distance from the source to the Sink tends shorter. The average energy consumption over time for successfully transmitting one data packet is illustrated in Fig. 3 when the number of neighbor nodes is 15. The average energy consumption is shown to increase with time. For example, in the first 300s of this experiment, the TNEB algorithm and the Greedy-2 algorithm require more energy consumption than the GPSR algorithm. As for the reason, the MR-DFM algorithm and the Greedy-2 algorithm need to exchange the information of the two-hop neighbors through the Hello message, which causes additional energy consumption. Since the greedy relaying strategies of the Greedy-2 algorithm and the algorithm of GPSR do not consider the node energy balance, the transmission of subsequent data packets would experience obviously longer paths when the nodes on the shortest path runs out of energy. As a result, the average energy consumption increases drastically for the GPSR algorithm and the Greedy-2 algorithm. However, the TNEB algorithm considers the energy balance as well as the node data stream in the greedy relaying process, the nodes can be appropriately assigned for relaying data packets. Therefore, the energy consumption is almost the same for different periods. At the end of the experiment, compared with the Greedy-2 algorithm and the GPSR algorithm, the MR-DFM algorithm reduces the average energy consumption by 13.5% and 23.6%, respectively. Since the MR-DFM algorithm chooses better nodes for the next hop in the routing updating phase for the sake of data aggregation, the amount of transmitted data in the network for the MR-DFM algorithm is lower than the amount of the HDAC algorithm, which is illustrated in Fig.4 . The flooding strategy inside the network is adopted by the HDAC to update the sum of the distance from the nodes to each cluster heads. As a result, far more controlling signaling is required by the HDAC algorithm than the MR-DFM algorithm, the PM_MSW algorithm and the DMDC algorithm. It is won in Fig.5 that with the increasing communication radius, the clustering controlling signaling is increased for the MR-DFM algorithm and the HDAC algorithm, while the MR-DFM algorithm shows a smaller increase. As for the reason, the amount of transmitted CA message can be efficiently reduced by the delay mechanism of the CA message in the MR-DFM algorithm. Since the complete aggregation is adopted, the routing efficiency of all the algorithms increases with the radius of the event domain. Herein, as shown in Fig.6 , the MR-DFM algorithm exhibits the highest routing efficiency while the HDAC comes second. It is shown in Fig.7 that the MR-DFM algorithm exhibits the smallest total energy consumption since the MR-DFM algorithm could effectively aggregate data and requires less controlling signaling.
When the radius of communication (35m) and the range of the network (1000m×1000m) are fixed, the quantity of nodes changes to 6400 from 3575 and we can obtain the performance with different node density for the MR-DFM algorithm in Fig. 8-Fig. 11 . It is shown that the node density increases with more nodes in the event domain, which causes larger amount of data transmission and more controlling signaling in Fig. 8-Fig. 9 . It can be observed from Fig.10 that the routing efficiency increases with the node density. The routing efficiency of the MR-DFM algorithm is better than the other three algorithms since it requires the least amount of data transmission. Therefore, the MR-DFM algorithm is still the best in terms of the total energy consumed, as shown in Fig.11 . When the area of the network becomes 500m×500m and the radius of the communication becomes 10m, even the number of the nodes changed from 100 to 200, the situation of the algorithm performance is shown in Fig.12-Fig.15 . The performance of the algorithm in this paper is higher than other 3 algorithms. With the increase of the node density, the neighbor of the first hop of other 3 kinds of algorithm also increases. Therefore, the average energy consumption of the first hop neighbor in other 3 algorithms are increased. Compared with the 3 algorithms, the energy-efficient result of the algorithm in this paper is higher than 31.26%, 12.26%, 9.68% and 6.31%, respectively. In the aspect of the loss of the data package, the algorithm in this paper is higher than other 3 algorithms as 41.39%, 17.56%, 12.52% and 9.16%, respectively. In the aspect of the efficiency of routing, the algorithm in this paper is higher than other 3 algorithms as 37.88%, 26.15%, 18.62% and 13.71%, respectively.
Number of nodes
Conclusions
A multi-path routing algorithm based on data-fusion-mechanism (MR-DFM) was proposed. After the event occurs, this algorithm could achieve the distributed clustering of the nodes in the event domain with less controlling signaling. After that, the information about the cluster head is sent to the main base station PS by the CH node. The PS calculates the geometric center among itself and all the cluster heads and broadcast the information of center as the routing aggregation center (RAC) across the network. When any node obtains the information of the RAC, it updates the next hop according to its partial state information and finally establishes an approximate Steiner tree. The auxiliary station (AS) moves to the RAC after it receives the information of the RAC and adjusts its location according to the data transmission status of the surrounding neighbors until it can successfully intercept the data. The MR-DFM algorithm could optimize the data aggregation efficiency. Thus, it requires less controlling signaling for the construction and maintenance of the routing. Meanwhile, through the movement of the AS, the information in the network is intercepted to further reduce and balance the data transmission amount in the network as well as alleviate the "hotspot" issue. As a result, an efficient data routing and gathering can be achieved and the network performance is improved. The analyses and simulation results verified the performances of the MR-DFM algorithm.
