The action of a reductive algebraic group G on G/P − , where P − is a parabolic subgroup, differentiates to a representation of the Lie algebra g of G by vector fields on U + , the unipotent radical of a parabolic opposite to P − . We show that both the regular functions on U + and the polynomial vector fields on U + form g-modules that are dual to parabolically induced modules, construct an explicit composition chain of the former module in the case where G is classical simple and U + is Abelian, and indicate how this chain can be used to analyse the the latter module.
Introduction and Results
Assume that a connected algebraic group G over an algebraically closed field K of characteristic 0 is reductive. Let P ± be opposite parabolic subgroups of G, and denote their unipotent radicals by U ± , respectively. Now the map ι : U + → G/P − , x → xP − is an open immersion, and the action of G on G/P − differentiates to a (right) representation of the Lie algebra g of G by vector fields on ι(U + ).
More specifically, if x ∈ ι(U + ), then the differential at e of the map g → gx is a linear map from g = T e (G) to T x ι(U + ). Denoting the image of X ∈ g under this map by φ(X) x , the map φ(X) : x → φ(X) x defines an element of Der K K[ι(U + )], and the map
is an anti-homomorphism. Identifying the affine space U + with ι(U + ), we obtain natural right g-module structures on K[U + ], by setting f X := φ(X)f (X ∈ g, f ∈ K[U + ]), and on Der K K[U + ], by setting ∇X := [φ(X), ∇] (X ∈ g, ∇ ∈ Der K K[U + ]). The reason for introducing these as right modules rather than left ones will become clear in Section 2, but we will usually view any right g-module M as the left g-module whose action is given by Xm := −mX for X ∈ g and m ∈ M .
To formulate our results we adopt the convention that Lie algebras of algebraic groups are denoted by the corresponding lower case German letters. Furthermore, U (.) denotes the functor assigning to any Lie algebra its universal enveloping algebra.
First, we place both K[U + ] and Der K K[U + ] into the classical category O of gmodules; see Section 2 for a brief review of this notion and for a proof of the following theorem. Choose opposite Borel subgroups B ± of P ± , and let H := B + ∩ B − be the corresponding maximal torus of G. The category O is defined with respect to the pair h, b + , and is closed under h * -graded duality followed by a twist with the Chevalley involution interchanging B + and B − . 
respectively; here Kv 0 stands for the trivial one-dimensional p + -module.
have been identified as objects in O, we know that they have finite composition chains whose composition factors are of the form L(λ + ρ), the irreducible highest weight module of highest weight λ (ρ denotes half the sum of the positive roots). More can be said about K[U + ]: as it is dual to a quotient of the Verma module of highest weight 0, its composition factors are of the form L(w(ρ)) for some w in the Weyl group W of (g, h) (Lemmas 2.1 and 2.2 below).
A similar statement about Der K K[U + ] holds only if u + is an irreducible p + -module (Section 2). Suppose that this is the case. Then u + lies entirely in one simple component of g, and p ± contain all other simple components. But then the same holds for the kernel of φ, which is the largest g-ideal contained in p − , and we may as well assume that g is simple over its center. Furthermore, [u + , u + ] is a proper p + -submodule of u + , hence zero. It follows that u + is already irreducible over g 0 := p + ∩ p − , and its highest g 0 -weight is the highest root α 0 of g. Consequently, the induced module U (g) ⊗ U (p+) u + above is a quotient of the Verma module of highest weight α 0 , and its composition factors, as well as those of Der K K[U + ], are of the form L(w(α 0 +ρ)) for some w ∈ W . Moreover, we will see that the multiplicity of
We are thus led to consider the case where G is simple over its center and U ± are Abelian. It is well known [16] that this is the case if and only if P ± are maximal and the pair (Cartan type of G, i), where i is the Dynkin diagram label of the simple root not in the root system of P − , is one of the following (using the numbering of [3]):
(D n , i) with i ∈ {1, n − 1, n}, (E 6 , 1), and (E 7 , 7).
In the cases where, in addition, G is classical, the module K[U + ] is well understood as a module over g 0 [11] . In particular, its g 0 -highest weights are known and have multiplicity one. By the above argument, only those among them that are in W ρ−ρ are candidate g-highest weights of K[U + ]. (We will, somewhat inaccurately, abbreviate the phrase 'highest weight (vector) of a g-subquotient of M ' to 'g-highest weight (vector) of M ' throughout this paper, even if M is not completely reducible, such as
This is the starting point of a uniform approach towards an explicit g-composition chain of K[U + ], outlined in Section 3 and subsequently carried out for each of the classical entries in the list above. One tool deserves being mentioned here: the relative Casimir operator. This is a quadratic element of U (g) that centralises g 0 , and plays an important role in the proof that certain g 0 -highest weight vectors on K[U + ] are in fact g-highest weight vectors.
An alternative approach to the problem at hand would be to apply Enright and Shelton's powerful results on generalised Verma modules corresponding to classical Hermitian pairs [9] , which are precisely the classical entries of (1). Indeed, the highest g-weights of our modules on the open cell could be inferred from their work using Proposition 1.1; and combined with classical representation theory from [11] this knowledge would re-establish the theorems below. Our method, however, is independent from their work-we only use classical representation theory and the Harish-Chandra theorem on central characters of U (g)-and our results, in turn, reprove Enright and Shelton's result in the case of dominant integral weights. In particular, the following corollary, which Arjeh Cohen suggested to me on the basis of my computer experiments in LiE [18] with the multiplicity formula in Corollary 2.4 below, is a consequence of the more explicit results in the remainder of this paper; see Sections 4 and 6 for proofs in the cases of (A n , i) and (C n , n).
Corollary 1.2 (Notation as above).
Assume that g is simple over its center, and that u ± are Abelian. Let µ ∈ h * be such that µ − ρ is an integral dominant weight for g, and denote by L 0 (µ) the finite-dimensional irreducible g 0 -module of highest weight µ − ρ, considered as a p + -module by setting
Then the multiplicity of L(w(µ)) in the generalised Verma module For the exceptional pairs (E 6 , 1) and (E 7 , 1) the above corollary follows from the explicit results in [6] . We conclude this section by formulating our main results in the exemplary cases (A n−1 , m) and (B n , 1), and refer to Sections 5 and 6 for complete results in the other cases.
The Grassmannian. Let G be GL n , and let P − be the maximal parabolic subgroup consisting of all matrices of the form * m,m 0 m,n−m * n−m,m * n−m,n−m , where the indices indicate the block sizes. The opposite parabolic P + consisting of upper triangular block matrices has as unipotent radical the group U + consisting of all matrices of the form
is any m × (n − m)-matrix; its entries will serve as coordinates on U + . In what follows we assume that m ≤ n − m; note that if this is not the case, then it can be achieved by dualisation. 
This theorem is the subject of Section 4.
The Quadric in Odd Dimension. Let G = SO 2n+1 be the group of all (2n + 1) × (2n + 1)-matrices leaving invariant the form (x, y) := x T M y, where
For P − we take the stabiliser of e n+1 in G, so that the unipotent radical U + of the natural opposite parabolic subgroup consists of all matrices of the form
Theorem 1.4. We have a composition chain
, and the highest weight lines are represented by x 2 and 1, respectively.
This theorem is proved in Section 5.
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Category O and Duality
To disclose the natural habitat of our g-modules K[U + ] and Der K K[U + ], we review the essentials of the classical category O, described thoroughly in [7] and [14] . Let g be a reductive Lie algebra over K with Cartan subalgebra h and mutually opposite Borel subalgebras b ± ⊃ h. An h-module M is called an h-weight module if the weight spaces
are finite-dimensional and span M . For an h-weight module M , the map ch : h * → Z, λ → dim M λ is called the character of M . A g-module is called an h-weight gmodule if its restriction to h is an h-weight module. Let M be the full subcategory of the category of all g-modules consisting of the h-weight g-modules, and let O, in turn, be the full subcategory of M consisting of those modules that are finitely generated and on which b + acts locally finitely. If M is an object in M, then
regarded as a subspace of M * , is a g-submodule of the latter. Moreover, Lemma 2.1. Let M be an object in M.
(
σ ; moreover, the two have the same composition factors with the same multiplicities.
We dispose of the (otherwise straightforward) proof of this lemma by two remarks on (5). First, the σ-twist ensures that b + does indeed act locally finitely on (M ∨ ) σ . Second, ch induces a monomorphism from the Grothendieck group of O to Z 
where ρ denotes the half sum of the positive roots, λ is an element of h * , and Kv λ is the one-dimensional b + -module on which h acts through λ. The Verma modules M (λ+ρ) and their unique irreducible quotients L(λ+ρ) are labelled with λ+ρ so as to have following elegant lemma, which follows immediately from Harish-Chandra's theorem stating that central characters of U (g) correspond bijectively to orbits of the Weyl group W of (g, h) in h * [2, 4, 12].
is a composition factor of M (ν), then µ and ν lie in the same W -orbit.
Let p ± be opposite Borel subalgebras of g containing b ± , respectively, and let u ± be their nilpotent radicals. If M is a finite-dimensional h-weight p + -module, then the induced g-module U (g) ⊗ U (p) M is an object in O, called a generalised Verma module if M is irreducible as a p + -module. In this case u + acts trivially on M , M is isomorphic to the irreducible highest weight g 0 -module L 0 (λ + ρ) for some λ ∈ h * , and U (g) ⊗ U (p+) M is a quotient of the Verma module M (λ + ρ). Moreover, we have the following character formula for the generalised Verma module [17] .
where l denotes the length function on W (and on W 0 ).
Proof. Kostant's formula [13] states that
where M 0 (µ + ρ) denotes the Verma module for g 0 of highest weight µ. Multiplication of both sides with ch U (u − ) (using the convolution product defined in [2]) yields the result.
Corollary 2.4. In the notation of proposition 2.3 we have
Proof. Again, use the fact that ch induces a monomorphism from the Grothendieck group of O into Z h * .
For λ dominant and integral for all of g rather than just for g 0 , the multiplicities on the right-hand side in this corollary depend only on w and w 0 . This follows, of course, from the Kazhdan-Lusztig Conjecture [1, 5, 15] , but is much more elementary [14] ; and it proves the claim in the introduction, that if g is simple over its center and u + is Abelian, then the composition factors of Der K K[U + ] are in one-to-one correspondence with those of K[U + ]-once we have proved Proposition 1.1.
Recall that φ is filtered with respect to the filtration
(m e denotes the maximal ideal at e). Moreover, as G acts transitively on G/P , φ maps the quotient g ≥−1 /g ≥0 bijectively onto
The proof of Proposition 1.1 needs one more observation: let G be an affine algebraic group over K acting morphically on an affine algebraic variety V , and suppose that a point x 0 ∈ V is fixed by G . Let ψ be the natural representation of g on the tangent space T x0 V , and let φ : g → Der K K[V ] be the anti-homomorphism of the introduction. Then we have
Proof of Proposition 1.1. One could choose bases of the Chevalley-twisted graded duals of K[U + ] and Der K K[U + ], show that u − acts freely on them, and show that they are generated by the trivial p + -module and by u + , respectively. The following more insightful arguments are due to Wolfgang Soergel.
The open cell ι(U + ) (or U + ) is invariant under the action of G 0 acting by left multiplication (or conjugation, respectively). Hence g 0 acts locally finitely on K[U + ]; in particular, the latter is an h-weight g-module. Recall that K[U + ] was introduced as a right g-module, and consider the bilinear pairing of h-weight modules
where e is the identity in U + . First, this pairing is g-invariant, as −(f X)u+f (Xu) = 0 for all f ∈ K[U + ], u ∈ U (g) and X ∈ g. Second, the annihilator of U (g) in K[U + ] is trivial; indeed, as φ is surjective in degree −1, it follows readily that for every non-zero f ∈ K[U + ] there exists a u ∈ U (g) such that (φ(u)f )(e) = 0. Third, by the Poincaré-Birkhoff-Witt theorem we have U (g) = U (u + )U (p − ), and as p − consists of all X ∈ g such that φ(X) vanishes at e, the annihilator of K[U + ] in U (g) is precisely U (g)p − . This shows that the pairing above factorises through a non-degenerate pairing (
∨ , and the result follows upon twisting with σ.
To deal with Der K K[U + ], we let κ be the Killing form on g, and note that it pairs u + and u − non-degenerately. Hence, as we identify T e U + with u + , we may view u − as (T e U + )
* . Consider the bilinear pairing
First, this pairing is g-invariant, as −(∇X)u + ∇(XU ) = 0. Second, by the same argument as used for
Third, we prove that the annihilator of
This kernel is spanned by the elements of the form uX ⊗ Y − u ⊗ [X, Y ] with u ∈ U (g), X ∈ p − , and Y ∈ u − ; to prove that these annihilate all of Der K K[U + ] under the above pairing, we claim that
Indeed, using the filtration on g we find that for X ∈ u − = g ≥1 both sides are in p − = g ≥0 , while for X ∈ g 0 the claim follows from the observation preceding this proof applied to G = G 0 , V = U + and x 0 = e. Now we have, for
where the first equality follows from the claim above applied to ∇u (using that p − is orthogonal to u − ), and the second equality is justified by the g-invariance of κ. This shows that ker π is contained in the annihilator of
Comparing dimensions of h-weight spaces one finds that M = 0, and the proposition follows by twisting with σ.
Towards a composition chain of K[U + ]
For g ⊇ b ± ⊇ h as usual, we will use the following criterion to decide whether a given element of a g-module represents a highest weight vector of a subquotient.
Lemma 3.1. Let M be a g-module. Then a weight vector f ∈ M represents a highest weight vector of a subquotient of M if and only if f ∈ U (g)n + f , where n + denotes the nilpotent radical of b + .
On the other hand, for fixed opposite parabolics p ± with intersection g 0 , the following lemma will play an important role in deciding that certain g 0 -highest weights are in fact g-highest weights.
Lemma 3.2. Let X 1 , . . . , X n be a basis of u + , and let X 1 , . . . , X n denote the dual basis (under the Killing form) of u − . Then the element
which we call the relative Casimir operator, commutes with g 0 .
Proof. We follow the treatment of the Casimir operator in [13] : let X be an element of g 0 , and let (a i,j ) i be the coefficients of [X, X j ] with respect to (X i ) i . Then
where we used that the matrix of ad(X) on u − is minus the transpose of its matrix on u + . Now assume that G is classical simple (over its center), and that U + is Abelian. Then g ±1 := u ∓ defines a grading on g, and φ is graded relative to the grading on (1) Determine (W ρ − ρ) ∩ Λ. By Proposition 1.1 and Lemmas 2.1 and 2.2, all g-highest weights on K[U + ] lie in this set. This set has size 4 in the cases (B n , 1) and (D n , 1), and is parameterised by certain self-dual Young diagrams in the remaining cases. This step purely combinatorical. (2) Verify that an appropriate element C ∈ g 1 g −1 , whose definition resembles that of Γ, acts as a scalar on all f λ . By Lemma 3.1, this scalar must be zero if f λ is to represent a g-highest weight line (recall that g −1 = u + is spanned by positive root vectors). One could try and take C = Γ, which by Schur's Lemma and Lemma 3.2 acts by a scalar on all f λ , but it turns out that Γ can be zero on all f λ with λ ∈ (W ρ − ρ) ∩ Λ, so that Γf λ = 0 does not impose any further restrictions on the set of candidate weights. (3) To prove that all elements of {λ ∈ (W ρ − ρ) | Cf λ = 0} =: Λ are indeed g-highest weights of K[U + ], it suffices to show that every f λ with λ ∈ Λ , say homogeneous of degree d, is not contained in
so that it represents a highest vector of the quotient
for which g 1 ⊗ V λ contains an irreducible g 0 -submodule of highest weight λ . It turns out that there is exactly one such V λ , and that λ has multiplicity one among the g 0 -highest weights of g 1 ⊗ V λ . It now suffices to show that g 1 V λ f λ . (4) For an appropriate element x of u * + , show by direct calculation that the g 0 -module generated by xf λ ∈ K[U + ] d contains f λ . In particular, the element x ⊗ f λ has a non-zero component in the submodule of u + ⊗ V λ of highest weight λ , and the same holds for X ⊗ f λ if X ∈ g 1 corresponds to x under the g 0 -isomorphism u + ∼ = g 1 . (5) On the other hand, while Γf λ = 0, it turns out that Xf λ is an eigenvector of Γ with non-zero eigenvalue c (this is the most computationally intensive part of the proof). But by lemma 3.2 the Γ-eigenspace in K[U + ] d with eigenvalue c is a g 0 -module, and it does not contain f λ . We conclude that the g 0 -morphism g 1 ⊗ V λ → K[U + ] d kills the non-zero component of X ⊗ f λ in the module of highest weight λ , hence annihilates that entire module. (6) The degrees of the elements f λ with λ ∈ Λ turn out to be all distinct; number these functions f 0 = 1, f 1 , . . . , f k−1 , f k in order of increasing degrees 
of g-modules. Now the above shows that f i is a highest weight vector of U (g)K[U + ] di /U (g)K[U + ] di−1 , and that the length of the g-module K[U + ] is k + 1. From this it follows that
In what follows we carry out the above steps for all classical entries of (1). While exhaustive for (A n , i) and (B n , 1), our treatment is somewhat sketchy in the other cases, as no new insights are required to resolve them.
The Grassmannian
We retain the notation used in Section 1 just before Theorem 1.3, as well as the usual notation E i,j for the n × n-matrix having zeroes everywhere but for a one on position (i, j) . In what follows, we will carry out explicit calculations involving the homomorphism −φ : gl n → Der K K[U + ], whence the need for a for an explicit formula-as can be found, for instance, in [20] . 
