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Abstract
We study the phase transition of the escape rate of exchange-coupled dimer of single-molecule
magnets which are coupled either ferromagnetically or antiferromagnetically in a staggered magnetic
field and an easy z-axis anisotropy. The Hamiltonian for this system has been used to study dimeric
molecular nanomagnet [Mn4]2 which is comprised of two single molecule magnets coupled antiferro-
magnetically. We generalize the method of mapping a single-molecule magnetic spin problem onto
a quantum-mechanical particle to dimeric molecular nanomagnets. The problem is mapped to a
single particle quantum-mechanical Hamiltonian in terms of the relative coordinate and a coordi-
nate dependent reduced mass. It is shown that the presence of the external staggered magnetic field
creates a phase boundary separating the first- from the second-order transition. With the set of
parameters used by R. Tiron, et al , Phys. Rev. Lett. 91, 227203 (2003), and S. Hill, et al science
302, 1015 (2003) to fit experimental data for [Mn4]2 dimer we find that the critical temperature at
the phase boundary is T (c)0 = 0.29K. Therefore, thermally activated transitions should occur for
temperatures greater than T (c)0 .
PACS numbers: 75.45.+j, 75.10.Jm, 75.30.Gw, 03.65.Sq
I. INTRODUCTION
The study of single-molecule magnets (SMMs) has
been the subject of experimental and theoretical interest
in recent years. These systems have been pointed out7,8
to be a good candidate for investigating first- and second-
order phase transition of the quantum-classical escape
rate. The quantum-classical escape rate transition takes
place in the presence of a potential barrier, it is mainly in
two categories− classical thermal activation over the bar-
rier and quantum tunnelling through the barrier. At high
temperatures, transition occurs by classical thermal acti-
vation over the barrier while at low-temperatures, tran-
sition occurs by quantum tunnelling between two degen-
erate classical minima. In principle these transitions are
greatly influenced by the anisotropy constants and the
external magnetic fields. There exits a crossover temper-
ature (first-order transition) T (1)0 from quantum to ther-
mal regime, it is estimated as T (1)0 = ∆U/B, ∆U is the
energy barrier and B is the instanton action responsible
for quantum tunnelling. The second-order phase transi-
tion occurs for particles in a cubic or quartic parabolic
potential, it takes place at the temperature T (2)0 , below
T
(2)
0 one has the phenomenon of thermally assisted tun-
nelling and above T (2)0 transition occur due to thermal
activation to the top of the potential barrier7,8,13.
Garanin and Chudnovsky7 have studied the model of
a uniaxial single ferromagnetic spin with a transverse
magnetic field, which is believed to describe the molec-
ular magnet Mn12Ac with a total spin of s = 10. They
showed by using the method of spin-particle mapping1–3,
that the phase transition can be understood in analogy of
Landau’s theory of phase transition, with the free energy
expressed as F = aψ2+bψ4+cψ6, where a = 0 determines
the quantum-classical transition and b = 0 determines
the boundary between the first- and second-order phase
transition. Many authors4,13,17,18 have searched for the
possibility of these transitions in the biaxial single fer-
romagnet spin systems. To the best of our knowledge,
the possibility of these transitions for exchange-coupled
dimer spin systems has not been reported in any liter-
ature. In many cases of physical interest, the spins in
a physical system, in principle interact with each other
either ferromagnetically or antiferromagnetically. One
physical example in which these interactions occur is the
molecular wheels such as Mn1219,29,30, and the molecu-
lar dimer [Mn4]221,26, which comprises two Mn4 SMMs
of equal spins sA = sB = 9/2, which are coupled anti-
ferromagnetically. These systems are usually modelled
with two interacting giant sublattice spins. Additional
terms such as easy axis anisotropy, transverse anisotropy
and an external magnetic field are usually added to the
model Hamiltonian. Therefore, the thermodynamic and
low-energy properties of these systems can be studied ef-
fectively by two interacting large spin Hamiltonian. Due
to recent experiment on molecular Mn12 wheel29,30 and
[Mn4]2 dimer21,26–28 , such effective Hamiltonian has at-
tracted so much attention. In this paper we will study
one form of this effective Hamiltonian.
II. MODEL HAMILTONIAN
Consider the effective Hamiltonian of an exchange-
coupled dimer of SMMs such as [Mn4]2 in a staggered
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2magnetic field with an easy z-axis anisotropy
Hˆ = J SˆA · SˆB −D(Sˆ2A,z + Sˆ2B,z) + gµBh(SˆA,z − SˆB,z)
(2.1)
where J is the isotropic Heisenberg exchange interac-
tion, and J > 0(J < 0) are antiferromagnetic (ferromag-
netic) exchange coupling respectively and D > |J | > 0
is the easy z-axis anisotropy, h is the external mag-
netic field, µB is the Bohr magneton and g = 2 is the
electron g-factor. The last term indicates that there
are staggered magnetic fields −h and h applied to the
two sublattices A and B respectively. For the antifer-
romagnetic coupling, the spins are aligned (classically
speaking) antiparallel along the z-axis. The anisotropy
and the magnetic field terms in the Hamiltonian cre-
ate two classical minima located at ±z-axis, these min-
ima (one being metastable) are separated by an en-
ergy barrier, and any spin configuration can escape from
one minimum to the other either by thermal activation
over the barrier or by quantum tunnelling through the
barrier. We have omitted a fourth order anisotropy
term which is very small compare to the easy-axis term.
The spin operators obey the usual commutator relation:[
Sˆjα, Sˆkβ
]
= iαβγδjkSˆkγ (j, k = A,B; α, β, γ = x, y, z).
The Hilbert space of this system is the tensor prod-
uct of the two spaces H = HA ⊗HB with dim(H )=
(2sA + 1) ⊗ (2sB + 1). The basis of Szj in this prod-
uct space is given by | sA,mA〉⊗ | sB ,mB〉 ≡| mA,mB〉.
The eigenvalue of the diagonal term of the Hamiltonian
is simply given by
Ed = JmAmB −D(m2A +m2B) + gµBh(mA −mB)(2.2)
Note that for antiferromagnetic coupling, either mA or
mB should be replaced with −mA or −mB , while for
ferromagnetic coupling, Eq.(2.2) is the exact ground
state energy of the quantum Hamiltonian, Eq.(2.1), with
the eigenstates | mA = sA,mB = sB〉 and | mA =
−sA,mB = −sB〉, these two states are degenerate for
h = 0 or sA = sB = s. In principle the spectrum
of the Hamiltonian Eq.(2.1) for antiferromagnetic spin
configuration can be found by exact numerical diag-
onalization for some compounds26,30. Similar models
of this form have been extensively studied by different
methods6,19,23,24. Since the individual z-components of
the spins do not commute with the Hamiltonian (only
the total z-component of the spins Sˆz = SˆA,z+SˆB,z com-
mutes), the two antiferromagnetic classical ground states
| ↓, ↑〉, and | ↑, ↓〉, where |↓, ↑ 〉 ≡| mA = −s,mB = s〉
etc, are not exact eigenstates of Eq.(2.1), in principle
there should be an energy splitting between these two
states due to tunnelling. We showed16 via spin coherent
state path integral, for h = 0 that the degeneracy of the
two states |↑, ↓ 〉 and |↓, ↑ 〉 are lifted by the transverse
exchange interaction J 6= 0 and the energy splitting is
proportional to |J |2s corresponding to 2sth order in per-
turbation theory in the J term. This result had been ob-
tained by perturbation theory10,11,14. Thus, the ground
and the first excited states become the anti-symmetric
and symmetric linear coherent superpositions of these
two antiferromagnetic classical ground states9. The form
of the Hamiltonian Eq.(2.1) has been used to investigate
[Mn4]2 dimer20,21,26 for which sA = sB = s = 9/2, thus
there are (2s+1)2×(2s+1)2 = 100×100 matrices which
are sparsely populated giving rise to an exact numeri-
cal digonalization of 100 non-zero energy states. The
parameters use to fit experimental data for this dimer
are J = 0.12K, D = 0.75K. At zero magnetic field, it
has been demonstrated by density-functional theory that
this simple model can reproduce experimental results in
[Mn4]2 dimer with D = 0.58K and J = 0.27K28. This
model also plays a role in quantum computation for in-
vestigating controlled-NOT quantum logic gates22. The
purpose of this paper is to map this model to a quantum
mechanical particle in an effective potential and investi-
gate the influence of the staggered magnetic field on the
first- and second-order phase transition between quan-
tum and classical regimes for the escape rate. We will
show that the result of spin coherent state path integral
can be recovered from this effective potential mapping.
We will focus on the case of antiferromagnetic coupling
since the form of Hamiltonian we choose does not possess
any ground state tunnelling for the ferromagnetic case.
III. METHODOLOGY
In the spin-particle formalism, one introduces the spin
wave function using the Siz, i = 1, 2 eigenstates1–3, and
the resulting eigenvalue equation is then transformed to
a differential equation, which is further reduced to a
Schrödinger equation with an effective potential and a
constant or coordinate dependent mass. In the present
problem the spin wave function can be written in a more
general form as
ψ = ψA ⊗ ψB =
sA,sB∑
mA=−sA
mB=−sB
CmA,mBGmA,mB (3.1)
where
GmA,mB =
(
2sA
sA +mA
)−1/2(
2sB
sB +mB
)−1/2
| mA,mB〉
(3.2)
It is noted that either mA → −mA or mB → −mB
since we are interested in the case of antiferromagnetic
spin configuration, however, as we will see later, one can
check that this replacement does not alter the resulting
differential equation. The action of the spin Hamilto-
nian Eq.(2.1) on the spin wave function Eq.(3.1) yields
3an eigenvalue equation
Hˆψ =
sA,sB∑
mA=−sA
mB=−sB
CmA,mB
[
J(sA −mA)(sB +mB)
2
GmA+1,mB−1
+
J(sA +mA)(sB −mB)
2
GmA−1,mB+1
+
(
JmAmB + gµBh(mA −mB)−D(m2A +m2B)
)
× GmA,mB
]
= Eψ
(3.3)
which can be written in a more compact form as
ECmA,mB =
[
JmAmB −D(m2A +m2B) + gµBh(mA −mB)
] CmA,mB
+
J(sA −mA + 1)(sB +mB + 1)
2
CmA−1,mB+1
+
J(sA +mA + 1)(sB −mB + 1)
2
CmA+1,mB−1
(3.4)
where C−si−1 = 0 = Csi+1, etc, i = A,B. In order
to transform this expression, Eq.(3.4) into a differential
equation , we introduce the characteristic function1,2 for
the two particles
F(x1, x2) =
sA,sB∑
mA=−sA
mB=−sB
CmA,mBemAx1emBx2 (3.5)
It is well-known that when the magnetic field is applied
along the hard-axis a topological phase (oscillation of
tunnelling splitting) is generated due to an imaginary
term arising from the Euclidean action4–6 . In the present
problem the magnetic field is along the easy-axis, so we
do not expect such effect in this model. In our representa-
tion the characteristic function Eq.(3.5) is not periodic,
but by complexifying the variables x1 and x2 one can
see that the function satisfies F(x1 + 2pii, x2 + 2pii) =
e2pii(sA+sB)F(x1, x2). The differential equation for F
yields
−D
(
d2F
dx21
+
d2F
dx22
)
− J cosh (x1 − x2) d
dx1
(
dF
dx2
)
+ J
d
dx1
(
dF
dx2
)
− (gµBh− JsA sinh(x1 − x2)) dF
dx2
+ (gµBh− JsB sinh(x1 − x2)) dF
dx1
+ (JsAsB cosh(x1 − x2)− E)F = 0
(3.6)
As one expects from two interacting particles, the hy-
perbolic functions in Eq.(3.6) emerge as functions of the
relative coordinate. Proceeding in a similar way to that
of classical theory, we introduce the relative and center
of mass coordinates as
r = x1 − x2, q = x1 + x2
2
(3.7)
then Eq.(3.6) reduces to a second-order differential equa-
tion with variable coefficients in terms of the relative and
center of mass coordinates
P1(r)d
2F
dr2
+ P2(r)d
2F
dq2
+ P3(r)dF
dr
+ P4(r)dF
dq
+ (P5(r)− E)F = 0
(3.8)
where the Pi(r) functions are given by
P1(r) = −2
[
D +
J
2
− J
2
cosh r
]
P2(r) = −1
2
[
D − J
2
+
J
2
cosh r
]
,
P3(r) = (2gµBh− J(sA + sB) sinh r),
P4(r) = J(sA − sB)
2
sinh r, P5(r) = JsAsB cosh r
(3.9)
and F = F(r, q).
In general, for sA 6= sB the exact solution of Eq.(3.8) is
unknown. But in most cases of physical interest such as
molecular magnets and molecular wheels27, the two spins
are equal. Thus, it is reasonable to consider a special case
of equal spins sA = sB = s. In this case the expression
for P4(r) vanishes and the rest of Eq.(3.8) can then be
simplified by separation of variable, F(r, q) = X (r)Y(q).
The q dependence of this function is in fact unity, this
can be clearly shown from Eq.(3.5). The function F(r, q)
can be written explicitly as
F(r, q) =
s,s∑
mA=−s
mB=−s
CmA,−mBe
(mA+mB)r
2 e
(mA−mB)q
2︸ ︷︷ ︸
1
(3.10)
wheremB → −mB as required for antiferromagnetic con-
figuration. Hence
F(r, q) = X (r) =
s,s∑
mA=−s
mB=−s
CmA,−mBe
(mA+mB)r
2 (3.11)
Thus Eq.(3.8) reduces to a function of r alone:
P1(r)d
2X (r)
dr2
+ P3(r)dX (r)
dr
+ (P5(r)− E)X (r) = 0
(3.12)
It is convenient to write this equation out explicitly (r →
r + ipi for convenience31):
− 2
(
D +
J
2
+
J
2
cosh r
)
d2X
dr2
+ 2(gµBh+ Js sinh r)
dX
dr
− (Js2 cosh r + E)X = 0 (3.13)
4FIG. 1: The effective potential and its inverse vs. r for κ = 0.3
and α = 0.5
One step to obtaining a Schrödinger equation is to elim-
inate the first derivative term in Eq.(3.13). This can be
done by the transformation
Ψ(r) = e−y(r)X (r) (3.14)
with y(r) given by
y(r) = s ln(2+κ+κ cosh r)+
2s˜α√
1 + κ
arctanh
[
tanh
(
r
2
)
√
1 + κ
]
(3.15)
where s˜ = (s+ 12 ), κ = J/D and α = gµBh/2Ds˜.
Notice that Ψ(r) → 0 as r → ±∞, so it can be
regarded as the particle’s quantum-mechanical reduced
wave function. Plugging Eq.(3.14) into Eq.(3.13) we ar-
rive at the Schrödinger equation:
HΨ(r) = EΨ(r) (3.16)
with
H = − ∇
2
2µ(r)
+ U(r), ∇ = d
dr
(3.17)
The effective potential U(r) = 2Ds˜2u(r) and the coordi-
nate dependent reduced mass µ(r) are given by
u(r) =
2α2 + κ(1− cosh r) + 2ακ sinh r
(2 + κ+ κ cosh r)
(3.18)
µ(r) =
1
2D (2 + κ+ κ cosh r)
(3.19)
We have used the large s limit13,17 s ∼ s + 1 ∼
s˜ = (s + 12 ), hence terms independent of s˜ drop out in
Eq.(3.18), also an additional constant has been added
to the potential for convenience. It is noted that the
presence of the sine hyperbolic creates a metastable min-
imum, however, in the absence of the magnetic field the
potential becomes even with two degenerate minima as
shown in Fig.(1).
IV. PHASE TRANSITION OF THE ESCAPE
RATE
In this section we study the phase transition of our sys-
tem in the absence of a staggered magnetic field α = 0, as
well as the phase diagram in the presence of a staggered
magnetic field α 6= 0. For a coordinate dependent mas-
sive particle, the existence of first-order phase transition
has been shown18,25 to be determined from the condition[
U ′′′(rb)
(
g1 +
g2
2
)
+
1
8
U ′′′′(rb) + ω2µ′(rb)g2 (4.1)
+ ω2µ′(rb)
(
g1 +
g2
2
)
+
1
4
ω2µ′′(rb)
]
ω=ωb
< 0
where
g1 = −ω
2µ′(rb) + U ′′′(rb)
4U ′′(rb)
(4.2)
g2 = − 3µ
′(rb)ω2 + U ′′′(rb)
4 [4µ(rb)ω2 + U ′′(rb)]
ω2b = −
U ′′(rb)
µ(rb)
and ′ represents derivatives with respect to r. The sub-
script b represents the coordinate of the sphaleron at the
bottom of the well of the inverted potential, and ωb is the
frequency of oscillation at the bottom of the well of the
inverted potential. By setting the first derivative of the
potential to zero, we obtain that the sphaleron position is
located at rb = ln
(
1+α
1−α
)
, and the height of the potential
barrier is given by
∆U = 2Ds˜2 (1− α)2 (4.3)
Alternatively, in terms of the free energy of the system,
we have that the escape rate of a particle through a po-
tential barrier in the semiclassical approximation is ob-
tained by taking the Boltzmann average over tunneling
probabilities15
Γ ∝
∫ Umax
Umin
dEP(E)e−β(E−Umin), β−1 = T (4.4)
where P(E) is an imaginary time transition amplitude
at an energy E , and Umin is the bottom of the potential
energy. The transition amplitude is defined as
P(E) ∼ e−S(E) (4.5)
5and the Euclidean action is given by
S(E) = 2
∫ r(E)
−r(E)
dr
√
2µ(r) (U(r)− E) (4.6)
where ±r(E) are the turning points (U(±r(E)) = E) at
zero magnetic field for the particle with energy −E in an
inverted potential −U(r) . The factor of 2 in Eq.(4.6)
corresponds to the back and forth oscillation of the pe-
riod in the inverted potential. In many cases of physi-
cal interest, this integral can be computed in the whole
range of energy for any given potential in terms of com-
plete elliptic integrals. In the limit E → Umin, its value
corresponds to an instanton or bounce action. All the in-
teresting physics of phase transition in spin systems occur
when the energy is very close to the top of the potential
barrier, E → Umax. In the method of steepest decent, for
small temperatures T < ~ω0, where ω0 is the frequency
of oscillation at the minimum of the potential, Eq.(4.4)
is dominated by a stationary point
β = τ(E) = −dS(E)
dE =
∫ r(E
−r(E)
dr
√
2µ(r)
U(r)− E (4.7)
which is the period of oscillation of a particle with en-
ergy −E in the inverted potential −U(x). In the limit
E → Umin, the period τ(E) → ∞, that is T → 0
which corresponds to an instanton while for E → Umax,
τ(E) → 2pi/ωb15. The escape rate, Eq.(4.4) in the
method of steepest decent can also be written as7,8
Γ ∼ e−βFmin (4.8)
and Fmin is the minimum of the effective free energy
F = E + β−1S(E)− Umin (4.9)
with respect to E .
This free energy can be used to characterize first- and
second-order phase transitions in analogy with Landau’s
theory of phase transition, only if one can find the expres-
sion of the action S(E) for a given mass and potential.
A. Analyses with zero staggered magnetic field
At zero staggered magnetic field, it is well-known that
the ground state energy splitting of the quantum spin
Hamiltonian is proportional to J2s which has been ob-
tained by different methods10,11,14,16. In this section
we will show how this result can be recovered from the
present formalism. At zero staggered magnetic field the
effective potential, Eq.(3.18) is of the form
U(r) =
2Dκs(s+ 1)(1− cosh r)
(2 + κ+ κ cosh r)
(4.10)
Since s  1, we can approximate s(s + 1) as s2. In this
case one can obtain the exact expression for the action,
Eq.(4.6) in the whole range of energy by making the sub-
stitution y = cosh
(
r
2
)
. The action becomes
S(E) = 4s
√
2(a+ b)κ
∫ 1/λ
1
dy
1
(1 + κy2)
√
1− λ2y2
y2 − 1
(4.11)
where λ2 = 2ba+b , a = 1 − (2 + κ)E ′, b = 1 + κE ′, and
E ′ = E/2Ds2κ.
Introducing the variable
x2 =
1− 1/y2
λ′2
, λ′2 = 1− λ2 = a− b
a+ b
(4.12)
Eq.(4.11) becomes
S(E) = 4s
√
2(a+ b)κ[K(λ′)− (1− γ2)Π(γ2, λ′)] (4.13)
where γ2 = λ′2/(1 + κ). K(λ′) and Π(γ2, λ′) are the
complete elliptic integral of first and third kinds. Near
the bottom of the potential the action is
S(E) ≈ S(Umin) = 8s arctanh(γ) = 4s ln
(√
1 + κ+ 1√
1 + κ− 1
)
(4.14)
In the perturbative limit κ 1, Eq.(4.14) simplifies to
S(Umin) ≈ 4s ln
(
4
κ
)
= 4s ln
(
4D
J
)
(4.15)
The ground state energy splitting in the perturbative
limit is obtained as
∆E0 = 2D exp
(
−S(Umin)
2
)
= 2D
(
J
4D
)2s
(4.16)
where D is a prefactor which is not crucial in the
present analysis. The factor J2s indicates that the two
classical antiferromagnetic ground state configurations
are linked to each other in the 2sth order in perturba-
tion theory. Thus the zero magnetic field quantum spin
Hamiltonian at 2sth order can be written effectively as
Hˆψ± = E±ψ± (4.17)
where
ψ± =
1√
2
(|↑, ↓ 〉± |↓, ↑ 〉) , ∆E0 = E+ − E− (4.18)
Thus, the ground and the first excited states are entan-
gled states. The antisymmetric and symmetric linear su-
perpositions are the ground and the first excited states
respectively for half-odd integer spins9,16 while the roles
are reversed for integer spins. It is noted that Kramers
degeneracy does not apply in this model since we have
an even number of spins.
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FIG. 2: (a): The effective free energy of the escape rate vs
Q for κ = 0.1 and several values of θ = T/T (2)0 . (b) : The
period of oscillation vs Q for several values of κ, first-order
transition.
Having obtained the action for all possible values of
the energy, that is Eq.(4.13), the free energy Eq.(4.9)
can now be written down exactly. In terms of the dimen-
sionless energy quantity Q = (Umax − E)/(Umax − Umin)
where Umax(Umin) correspond to the top (bottom) of the
potential, Q→ 0(1) at the top (bottom) of the potential
respectively. The free energy can then be written as
F/∆U = 1−Q+ 4
pi
θ
√
κ(κ+Q)[K(λ′)− (1− γ2)Π(γ2, λ′)]
(4.19)
where θ = T/T (2)0 is a dimensionless temperature quan-
tity, and T (2)0 = ωb/2pi. The modulus of the complete
elliptic integrals λ′ and the elliptic characteristic γ are
related to Q by
λ′2 =
(1 + κ)Q
κ+Q
, γ2 =
Q
κ+Q
(4.20)
We have already known that the phase transition oc-
curs near the top of the potential barrier, so it is required
T0H1L
T0H2L
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
Κ
T 0
FIG. 3: Zero magnetic field crossover temperatures plotted
against κ. The functions increase rapidly as κ varies between
0 and 1. T0 = piT (1,2)0 /Ds
that we expand this free energy close to the barrier top.
Thus, near the top of the barrier Q → 0, the expansion
of the complete elliptic integrals up to order Q3 are given
by
K(λ′) = pi
2
[
1 +
(1 + κ)
4κ
Q+
(1 + κ)(9κ− 7)
64κ2
Q2
+
(1 + κ)(17 + κ(25κ− 22))
256κ3
Q3
]
(4.21)
Π(γ2, λ′) =
pi
2
[
1 +
(3 + κ)
4κ
Q+
κ(14 + 9κ)− 3
64κ2
Q2
+
7− κ(1− κ(25κ− 33))
256κ3
Q3
]
(4.22)
The full simplification of Eq.(4.19) yields
F/∆U = 1 + (θ − 1)Q+ θ
8κ
(κ− 1)Q2 + θ
64κ2
(3κ2 − 2κ+ 3)Q3
(4.23)
This free energy looks more like the Landau’s free energy,
which suggests that we should compare the two free en-
ergies. The Landau’s free energy has the form
F = aψ2 + bψ4 + cψ6 (4.24)
Surprisingly, the coefficient of Q in Eq.(4.23) is equiv-
alent to the coefficient a in Landau’s free energy. It
changes sign at the phase temperature T = T (2)0 . The
phase boundary between the first- and the second-order
phase transitions depends on the coefficient of Q2, it is
equivalent to the coefficient b in Eq.(4.24). It changes
sign at κ = 1. Thus κ < 1 indicates the regime of first-
order phase transition. These conditions for the phase
boundary and the first-order phase transition can also
be obtained from the criterion given in Eq.(4.1) with
xs = rb = 0, which corresponds to the top of the po-
tential barrier when the magnetic field α = 0.
7In Fig.(2(a)) we have shown the plot of the free energy
against Q for κ = 0.4 (first-order transition). In the top
two curves, the minimum of the free energy is at Q = 0.
As the temperature is lowered, a new minimum of the
free energy is formed. For θ = 1.055 or T (1)0 = 1.055T
(2)
0 ,
this new minimum becomes the same as the one at Q =
0. This corresponds to the crossover temperature from
classical to quantum regimes.
The calculation of the period of oscillation τ(E) yields
τ(E) = −dS(E)
dE =
∫ r(E)
−r(E)
dr
√
2µ(r)
U(r)− E
=
2
√
2
Ds
√
(a+ b)κ
K(λ′) = 2
Ds
√
(κ+Q)
K(λ′)
(4.25)
The plot of τ(E) vs Q is shown in Fig.(2(b)) for sev-
eral values of κ. The period lies in the interval 2pi/ωb ≤
τ(E) ≤ ∞ for 0 ≤ Q ≤ 1. The order of phase transition
can be characterized by the behaviour of the period of
oscillation as a function of energy. For first-order phase
transition, the period of oscillation τ(E) is nonmonotonic
function of E in other words τ(E) has a minimum at some
point E1 < ∆U and then rises again, while for second-
order phase transition τ(E) is monotonically increasing
with decreasing energy7,12. Indeed for κ < 1, the pe-
riod is a nonmonotonic function of energy indicating the
existence of first-order phase transition. For κ > 1, the
period is increasing with decreasing energy which indi-
cates a second-order phase transition. The action at the
bottom of the potential, which corresponds to the instan-
ton action i.e Eq.(4.14) can now be used to estimate the
first-order crossover temperature:
T
(1)
0 =
∆U
S(Umin)
=
Ds
4 arctanh(γ)
, γ ≈ 1
1 + κ
(4.26)
For the case of second-order transition, we have
T
(2)
0 =
ωb
2pi
=
Ds
√
κ
pi
(4.27)
In Fig.(3) we have shown the plot of T (1)0 and T
(2)
0 against
κ. The functions increase rapidly with an increase in
κ and coincide at κ = 0 and κ = 0.4. At κ = 0.4,
we obtain T (1)0 = 1.002T
(2)
0 . Thus, Eq.(4.26) underesti-
mates the crossover temperature found in Fig.(2(a)). As
in the uniaxial ferromagnetic spin model7, one expects
that both temperatures coincide for very small values of
κ. With the use of experimental parameters: s = 9/2,
D = 0.75K, and J = 0.12K we obtain T (1)0 = 0.51K and
T
(2)
0 = 0.43K.
B. Analyses with a staggered magnetic field
In the presence of a staggered field, we would like to
obtain the free energy in the whole range of energy, but
this calculation is too cumbersome. So we will first use
the criterion in Eq.(4.1). After a tedious but straight-
forward calculation of the derivatives in Eqs.(4.1) and
(4.2), we obtain the condition for the first-order phase
transition as
Dκs˜2(1− α2)(−1 + κ+ α2(1 + 2κ))
8(1− α2 + κ)2 < 0 (4.28)
Setting this expression to zero, we obtain the phase
boundary between the first- and second-order transitions
as
αc = ±
√
1− κc
1 + 2κc
(4.29)
where the subscript c represents the critical value of
the parameters at the phase boundary. We will take
only the positive sign in this expression. At zero stag-
gered magnetic field, we obviously recover the results
of the previous section. In Fig.(4) we have shown the
plot of the function κc against αc. The plot shows a de-
creasing function with increasing αc, at κc = 0 we have
αc = 1 which gives no tunnelling since the individual z-
components of the spins commute with the Hamiltonian,
thus Eq.(3.1) is an exact eigenstate which leads to a con-
stant potential. The shaded and unshaded regions cor-
respond to the two regions of first- and the second-order
transitions respectively, separated by a phase boundary.
Using the set of parameters in a realistic model of [Mn4]2
dimer21,26 J = 0.12K, D = 0.75K ⇒ κc = 0.16, we ob-
tain αc = 0.80. In the present analysis these values obvi-
ously fall in the regime of the first-order phase transition.
First-order phase transition  G < 0
Second-order phase transition  G > 0
Phase boundary G = 0
No barrier
0.0 0.2 0.4 0.6 0.8 1.0 1.20.0
0.2
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0.8
1.0
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Κ c
FIG. 4: Colour online: The phase diagram of κc vs αc. There
is no tunnelling at κc = 0 since the individual spins SˆA,z and
SˆB,z commute with the Hamiltonian leading to a constant
potential.
In order to show the analogy of these transitions to
Landau’s theory of phase transition as we did in the pre-
vious section, let us consider an alternative method for
deriving the critical condition Eq.(4.29). Since we cannot
8compute the imaginary time action in Eq.(4.6) exactly,
we will expand it near the top of the barrier, that is
Q→ 0.
0.0 0.2 0.4 0.6 0.8 1.0 1.2
0.00
0.05
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0.15
0.20
0.25
0.30
0.35
Αc
T 0
HcL
FIG. 5: The crossover temperature at the phase boundary
between first- and second-order transitions plotted against αc.
T
(c)
0 has been rescaled as T
(c)
0 /Ds˜.
The expansion of the imaginary time action around rb
gives13
S(E) = pi
√
2µ(rb)
U ′′(rb)
∆U [Q+ GQ2 +O(Q3)] (4.30)
where
G = ∆U
16U ′′
[
12U ′′′′U ′′ + 15(U ′′′)2
2(U ′′)2
+ 3
(
µ′
µ
)(
U ′′′
U ′′
)
(4.31)
+
(
µ′′
µ
)
− 1
2
(
µ′
µ
)2 ]
r=rb
U ′′(rb) = −Ds˜2u′′(rb)/2!, U ′′′(rb) = Ds˜2u′′′(rb)/3!, and
U ′′′′(rb) = Ds˜2u′′′′(rb)/4!.
By the analogy with the Landau theory of phase tran-
sition, the phase boundary between the first- and second-
order transition (see Fig.(1)) is obtained by setting the
coefficient of Q2 to zero i.e b = G = 0. Using Eqns.(3.18)
and (3.19) we obtain that this condition yields
(−1 + κ+ α2(1 + 2κ))
8κ(1 + α)2
= 0 (4.32)
which again recovers Eq.(4.29) and the exact coefficient
of Q2 in Eq.(4.23) at α = 0. In the case of second-
order transition the crossover temperature is estimated
as T (2)0 = ωb/2pi. Using this expression and Eq.(4.29) we
obtain the crossover temperature at the phase boundary
as
T
(c)
0 =
Ds˜
pi
(1− α2c)√
1 + 2α2c
=
Ds˜κc
pi
(
3
1 + 2κc
) 1
2
(4.33)
The plot of T (c)0 vs αc(using Eq.(4.29)) is shown in
Fig.(2), with the parameters for the experimental data
in [Mn4]2 dimer21,26, s = 9/2, D = 0.75K, κc = 0.16 ⇒
αc = 0.80, we find T
(c)
0 = 0.29K. This crossover temper-
ature is completely accessible as it has been experimen-
tally demonstrated that there exist a crossover tempera-
ture below which quantum tunnelling is dominant27.
V. CONCLUSIONS
In conclusion, we have investigated an effective Hamil-
tonian of a dimeric molecular nanomagnet which inter-
acts ferromagnetically or antiferromagnetically. Using
the method of mapping a spin system to a particle in
an effective potential, we showed that this model can be
mapped to a relative coordinate dependent massive par-
ticle in a potential field. We showed that the boundary
between the first-and second-order phase transitions is
greatly influenced by the staggered magnetic field. The
parameter values for molecular [Mn4]2 dimer in recent
experiments was shown to fall in the regime of first-order
phase transition. The results obtained here are experi-
mentally accessible.
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