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Abstract
In this paper, we consider a stochastic epidemic model with time delay and general inci-
dence rate. We first prove the existence and uniqueness of the global positive solution. By
using the Krylov-Bogoliubov method, we obtain the existence of invariant measures. Further-
more, we study a special case where the incidence rate is bilinear with distributed time delay.
When the basic reproduction number R0 < 1, the analysis of the asymptotic behavior around
the disease-free equilibrium E0 is provided while when R0 > 1, we prove that the invariant
measure is unique and ergodic. The numerical simulations also validate our analytical results.
Key words: Stochastic delayed SIRS model; General incidence rate; Invariant measure; Asymp-
totic behavior
1 Introduction
Epidemics are commonly studied by using deterministic compartmental models where the popula-
tion is divided into several classes, namely susceptible, infected, and recovered groups. Beretta et
al. [2] studied a vector-borne SIR model with distributed delay. Zhen et al. extended this model
by allowing the loss of immunity and showed stability results for the following SIRS model (see
[38] for the derivation of the model)
S˙(t) = λ− βS(t) ∫ h
0
f(s)I(t− s)ds− µS(t) + ηR(t),
I˙(t) = βS(t)
∫ h
0
f(s)I(t− s)ds− (µ+ δ + γ)I(t),
R˙(t) = γI(t)− (µ+ η)R(t),
(1.1)
where h > 0 is the time delay, λ is the recruitment rate of the population, µ is the natural death
rate of the population and δ is the rate of the additional death due to disease. Moreover, γ is
the recovery rate of infected individuals while η is the rate of loss of immunity. β represents the
disease transmission coefficient. Finally, f(t) represents the fraction of vector population in which
the total time taken to become infectious is t and
∫ h
0
f = 1.
In this work, we generalize the model by setting the incidence rate as βS(t)H(It), where
H : C([−τ, 0];R)→ R is a functional satisfying certain assumptions. We also introduce stochastic
effects as in [14, 15] where we assume the natural death rate µ fluctuate around some average
value due to the randomness in the environment. In such a way, µ becomes a random variable µ˜,
i.e.,
µ˜dt = µdt− σdW (t),
here σ > 0 represents the intensity of the noise and W (t) is a scalar Brownian motion. Therefore,
our model can be written as follows:
dS(t) =
(
λ− µS(t)− βS(t)H(It) + ηR(t)
)
dt+ σS(t)dW (t),
dI(t) =
(
βS(t)H(It)− (µ+ γ + δ)I(t)
)
dt+ σI(t)dW (t),
dR(t) =
(
γI(t)− (µ+ η)R(t))dt+ σR(t)dW (t). (1.2)
∗This work is supported by Chinese Scholarship Council. (xiaoming.fu@u-bordeaux.fr)
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Environmental noises have a critical influence on the development of an epidemic. In the
biological models, there are different ways to introduce the randomness in population systems.
Tornatore et al. [33] considered some stochastic environmental factors acting simultaneously on the
transmission coefficient β. In their work, they studied the threshold effect for the stochastic SIR
model and gave sufficient conditions for the disease-free equilibrium to be globally asymptotically
stable without time delay and stable in probability with distributed time delay. In the work
of Grey et al. [10], they considered the same type of stochastic environmental impact on the
transmission coefficient β. In such a way, they established conditions for extinction and persistence
of a stochastic SIS model. We also refer the reader to [1, 4, 11, 20, 21, 23, 24, 26, 36, 37] and the
references therein for more models regarding the persistence and the extinction of populations in
a stochastic environment.
One approach to study the asymptotic behavior of the stochastic solution was considered
by Jiang et al. [15], Liu et al. [22] and Yang et al. [35]. In their papers, they investigated
the asymptotic behavior around the disease-free and endemic equilibrium by measuring the mean
value of the oscillation between the solution and the equilibrium, which can be small if the diffusion
coefficients are sufficiently small. Inspired by these works, we obtain the similar asymptotic results
in this paper.
In this work, we also focus on the existence of invariant measures for system (1.2). Yang et al.
[35] considered the ergodicity property of a stochastic SIRS epidemic model with bilinear incidence
rate. Cai et al. [5] studied a SIRS model epidemic with nonlinear incidence rate and provided
analytic results regarding the invariant density of the solution. In addition, Rudnicki [31] studied
the existence of an invariant density for a predator-prey type stochastic system. For the study of
invariant measures of stochastic functional differential equations (SFDE), Es-Sarhir [7] considered
a SFDE with super-linear drift term, while Kinnally and Williams [19] considered a model with
positivity constraints. We also refer the reader to Liu et al. [25] for more details on the stationary
distribution of stochastic delayed epidemic models.
The structure of the paper is as follows. In Section 2, we introduce the notations and illustrate
the main results. In Section 3, we prove the existence and uniqueness of the non-explosive positive
solution of model (1.2) without using Lyapunov functionals. Section 4 is focused on giving a
sufficient condition for the existence of invariant measures for our model (1.2) and Section 5 is
devoted to the asymptotic behavior of the solution and the ergodicity of the unique invariant
measure. In the end, we present numerical simulations in Section 6 which support our results.
2 Preliminary and main results
Throughout this paper, we let (Ω,F , {Ft}t≥0, P ) be a complete probability space with a filtration
{Ft}t≥0 satisfying the usual conditions (i.e., F0 contains P -null sets of F and Ft+ := ∩s>tFs =
Ft) and we let {W (t)}t≥0 be a scalar Brownian motion defined on the probability space. In ad-
dition, for τ > 0 we define C[−τ,0] := C([−τ, 0];Rn) the space of continuous functions from [−τ, 0]
to Rn endowed with the supremum norm, M[−τ,0] := B(C[−τ,0]) the associated Borel σ-algebra.
Similarly, we set C[−τ,∞) := Cloc([−τ,∞);Rn) the space of continuous functions from [−τ,∞) to
Rn with the topology of uniform convergence on compact sets and let M[−τ,∞) := B(C[−τ,∞)).
For any x ∈ C[−τ,∞), xt denotes the segment process of x given by
xt(θ) = x(t+ θ), θ ∈ [−τ, 0], t ≥ 0.
For any vector v ∈ Rn, we define |v| := (∑ni=1 v2i )1/2 as the Euclidean norm. For any x ∈ C[−τ,0],
we define
‖x‖ := sup
θ∈[−τ,0]
|x(θ)|.
In this paper, we always assume that the initial value ξ = (ξ1, ξ2, ξ3) ∈ C+[−τ,0] ∩F0 which is a
C([−τ, 0];R3+)-valued random variable and is F0-measurable.
For a general n-dimensional stochastic functional differential equation
dX(t) = b(Xt)dt+ σ(X)dW (t), (2.1)
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where b(·, t) is from C[−τ,0] to Rn, σ(·, t) is from Rn to Rn×m, and W (t) is an m-dimensional
Brownian motion on (Ω,F , {Ft}t≥0, P ). We define the differential operator L as
L =
∂
∂t
+
n∑
i=1
bi(Xt)
∂
∂Xi
+
1
2
n∑
i,j=1
[σT (X)σ(X)]
∂2
∂Xi∂Xj
.
For any V ∈ C2,1 (Rn × [0,∞)) which is twice continuously differentiable in x and once in t, one
has
LV (X(t), t) = Vt(X(t), t) + Vx(X(t), t)b(Xt) +
1
2
trace
[
σT (X)Vxx(X(t), t)σ(X)
]
,
where Vt(X, t) =
∂V
∂t , Vx(X, t) =
(
∂V
∂X1
, . . . , ∂V∂Xn
)
and Vxx(X, t) =
(
∂2V
∂Xi∂Xj
)
n×n
. By the Itoˆ
formula [28], if X(t) ∈ Rn, then
dV (X(t), t) = LV (X(t), t)dt+ Vx(X(t), t)σ(X)dW (t).
The diffusion matrix is defined as follows:
A(X) = (aij(X)) , aij(X) =
n∑
l=1
σil(X)σlj(X).
The following proposition is needed for the uniqueness and the ergodic property of the invariant
measure in our proof.
Proposition 2.1. [17] There exists a bounded open domain U ⊂ Rn with smooth boundary ∂U ,
which has the following properties:
(i) In the domain U and some neighborhood thereof, the smallest eigenvalue of the diffusion
matrix A(X) is bounded away from zero.
(ii) If x ∈ Rn\U , the mean time τ at which a path issuing from x reaches the set U is finite,
and supx∈K E
xτ <∞ for every compact subset K ⊂ Rn.
If the above assumptions hold, then the Markov process X(t) with initial value X0 ∈ Rn has a
unique stationary distribution pi(·). Moreover, if f(·) is a function integrable with respect to the
measure pi, then
P
{
lim
T→∞
1
T
∫ T
0
f (Xx(t)) dt =
∫
Rn
f(x)pi(dx)
}
= 1, ∀x ∈ Rn.
Remark 1. To prove condition (i), it is sufficient to verify that there exists a positive number δ
such that the diffusion matrix satisfies
∑n
i,j=1 aij(x)ξiξj > δ|ξ|2, x ∈ U, ξ ∈ Rn (see [9]). This is
the case for equation (1.2) if we choose any U such that the closure U ⊂ R3+. To verify condition
(ii) in our case, one sufficient condition is to prove that there exists a non-negative C2 function
V : R3+ → R and a neighborhood U such that for some κ > 0, LV (x) < −κ, x ∈ R3+\U (see e.g.
[39]).
In the following, we fix the dimension n = 3 and define
C+[−τ,0] := C([−τ, 0];R3+), M+[−τ,0] := B(C+[−τ,0]).
Assumption 2.2. The functional H : C([−τ, 0];R) → R satisfies the following conditions: for
any φ, ϕ ∈ C([−τ, 0];R),
(i) |H(φ)| ≤ c(1 + ‖φ‖),
(ii) |H(φ)−H(ϕ)| ≤ Lm‖φ− ϕ‖, for any ‖φ‖, ‖ϕ‖ ≤ m,
(iii) H(φ) > 0, for any φ > 0 a.e. on [−τ, 0],
where c is a positive constant and Lm is the Lipschitz constant on the bounded domain.
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Remark 2. Assumption 2.2 can be verified by various types of nonlinear transmission functions.
For example, the distributed delay type functional, as in model (1.1), satisfies Assumption 2.2.
The general saturation incidence type functional
H(It) :=
I(t− τ)
1 + αI(t− τ)q , α, q ∈ R+,
also verifies the conditions in Assumption 2.2.
The main results of this paper are as follows: Theorem 3.1 ensures the well-posedness of the
global positive solution under Assumption 2.2. Under the same assumption, Theorem 4.4 shows
that there exists an invariant measure for system (1.2).
In Section 5, we set H(φ) as the distributed delay type functional, i.e.,
H(φ) =
∫ τ
0
f(s)φ(−s)ds, for any φ ∈ C+[−τ,0].
Theorem 5.1 shows that when R0 = βλµ(µ+γ+δ) < 1 and µ satisfies certain conditions, we have an
asymptotic estimation, where the limit
lim sup
t→∞
1
t
∫ t
0
E
[(
S(s)− λ
µ
)2
+ I(s) +R(s)
]
ds
can be controlled by the noise coefficient σ.
Furthermore, for the case when R0 > 1 and if, in addition, we have µS∗ − ηR∗ > 0 (see (5.2)
for the definitions) and the noise coefficient σ is small enough, system (1.2) has a unique invariant
measure and it is ergodic.
3 Well-posedness of the global positive solution
As a biological model, we are interested in positive solutions. In order to ensure that a solution of
stochastic functional differential equation is unique and does not blow up in finite time, the drift
coefficient b and diffusion coefficient σ in (2.1) generally need to satisfy linear growth conditions
[28]. However, for system (1.2), we do not have linear growth conditions on the drift and the
diffusion terms. Thus we give a new method to prove the existence and uniqueness of the global
positive solution.
Theorem 3.1. Let Assumption 2.2 be satisfied. There exists a unique positive solution
X(t) = (S(t), I(t), R(t)) ∈ R3+, a.s.
to the equation (1.2) on t ∈ [0, τe) for any initial value ξ = (ξ1, ξ2, ξ3) ∈ C+[−τ,0] ∩F0 where the
random variable τe is the explosion time.
Proof. Since the coefficients of system (1.2) are locally Lipschitz continuous by Assumption 2.2,
for any given initial value ξ ∈ C+[−τ,0] ∩F0, there exists a unique local solution X(t) on [−τ, τe),
where
τe = sup
{
t ≥ 0 : sup
s∈[0,t]
|X(s)| <∞
}
is the explosion time (see Mao [28] or Ikeda et al. [13]). Let us define the stopping time
τS := inf{t ∈ [0, τe) : S(t) ≤ 0}.
Similarly, one can define τI , τR for the infected group and the recovered group respectively. Since
R(t) satisfies the linear stochastic differential equation
dR(t) = (γI(t)− (µ+ η)R(t)) dt+ σR(t)dW (t),
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where I(t) is an {Ft}t≥0-adapted and almost surely locally bounded process. Thus, by [16, Chap.
5.6.C] one has
R(t) = ZR(t)
(
R(0) +
∫ t
0
γI(u)
ZR(u)
du
)
, t ∈ [0, τe),
where
ZR(t) = exp
[−(µ+ η + 1/2σ2)t+ σW (t)] > 0, a.s.
Thus, we have τR ≥ τI almost surely. Since R(t) ≥ 0 a.s. on [0, τR) and τI ≤ τR a.s., we can see
from (1.2) that
dS(t) ≥ [λ− (µ+ βH(It))S(t)]dt+ σS(t)dW (t), t ∈ [0, τI).
If we denote S(t) to be the solution of
dS(t) = [λ− (µ+ βH(It))S(t)]dt+ σS(t)dW (t), t ∈ [0, τI),
with S(0) = S(0). By the comparison theorem in [13], we have
S(t) ≥ S(t) = ZS(t)
(
S(0) +
∫ t
0
λ
ZS(u)
du
)
, t ∈ [0, τI),
where
ZS(t) = exp
[
−(µ+ σ2/2)t−
∫ t
0
βH(Iu)du+ σW (t)
]
> 0, a.s.
Therefore, we deduce that τI ≤ min{τS , τR} almost surely. For the infected group, we have
I(t) = ZI(t)
(
I(0) +
∫ t
0
βS(u)H(Iu)
ZI(u)
du
)
, t ∈ [0, τe),
where
ZI(t) = exp
[−(µ+ γ + δ + σ2/2)t+ σW (t)] .
Next, we claim that τe ≤ τI , almost surely. If this is true, then τe ≤ min{τS , τI , τR} almost
surely, the result follows. We argue by contradiction. Suppose that there exists a set E ∈ B(Ω)
with P (E) > 0 and for any ω ∈ E, one has τe(ω) > τI(ω). Since τS ≥ τI almost surely, we can
choose an ω0 ∈ E such that τe(ω0) > τI(ω0) and τS(ω0) ≥ τI(ω0). Since
I(t, ω0) > 0, ∀t ∈ [0, τI(ω0)) and I(τI(ω0), ω0) = 0, (3.1)
this yields
0 = I(τI(ω0), ω0) = ZI(τI(ω0), ω0)
(
I(0, ω0) +
∫ τI(ω0)
0
βS(u, ω0)H(Iu(·, ω0))
ZI(u, ω0)
du
)
. (3.2)
However, from Assumption 2.2 (iii) and (3.1), we obtain
H(Iu(·, ω0)) > 0, ∀u ∈ [0, τI(ω0)).
Moreover, τS(ω0) ≥ τI(ω0) yields
S(u, ω0) > 0, ∀u ∈ [0, τI(ω0)).
Thus, the right hand side of (3.2) is strictly positive which is a contradiction. Hence, we must
have τe ≤ τI almost surely.
Corollary 3.2. Let Assumption 2.2 be satisfied. Then for any initial value ξ = (ξ1, ξ2, ξ3) ∈
C+[−τ,0] ∩F0, there exists a unique positive solution X(t) = (S(t), I(t), R(t)) to the system (1.2)
which does not blow up in finite time.
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Proof. By Theorem 3.1, we have max{S(t), I(t), R(t)} ≤ N(t), a.s. on [0, τe), where N(t) = S(t)+
I(t) +R(t). Moreover,
dN(t) = (λ− µN(t)− δI(t)) dt+ σN(t)dW (t)
≤ (λ− µN(t)) dt+ σN(t)dW (t), t ∈ [0, τe).
We denote by N˜(t) the solution of the following SDE with the same initial value ξ ∈ C+[−τ,0] ∩F0:
dN˜(t) =
(
λ− µN˜(t)
)
+ σN˜(t)dW (t).
Obviously, N˜(t) is a geometric Brownian motion and will not explode in finite time. Therefore,
by the comparison theorem [13], we have 0 ≤ N(t) ≤ N˜(t) <∞ on [0,∞) almost surely.
4 Existence of invariant measures
4.1 A sufficient condition for the existence of invariant measures
Proposition 4.1. [19, Propostion 2.1.2] Let Assumption 2.2 be satisfied. From Theorem 3.1 and
Corollary 3.2, there exists a unique positive solution Xx(t) = (S(t), I(t), R(t)) to system (1.2) for
any given C+[−τ,0]-valued initial condition X0 = x ∈ F0. Then the associated family of transition
functions {Pt(·, ·)}t≥0 of the segment process Xxt defined by
Pt(x,Λ) := P
x(Xxt ∈ Λ), t ≥ 0, for all (x,Λ) ∈ C+[−τ,0] ×M+[−τ,0] (4.1)
is Markovian and Feller continuous.
Remark 3. This proposition is obtained by several results of [18] and it shows that the transition
functions of the segment process Xt instead of X(t) has Markov property and Feller continuity.
The main idea of the proof of Feller continuity is as follows: for a given sequence of {xn} ⊂ C+[−τ,0]
with xn → x ∈ C+[−τ,0] as n→∞, let P xn be the distribution of the solution Xxn to (1.2) satisfying
the initial condition Xxn0 = xn. The existence of the global solution is guaranteed by Theorem
3.1 and Corollary 3.2. Furthermore, we can show that {P xn(Xxn ∈ ·)}n≥0 on (C[−τ,∞),M[−τ,∞))
is tight. Let Q be any weak limit point of the sequence {P xn}n≥0, then we can prove Q is the
distribution of the solution Xx to system (1.2) satisfying the initial condition Xx0 = x. The
Markov property is a consequence of the uniqueness of the solution.
Definition 4.2. Let {Pt}t≥0 be a Markovian semigroup on
(
C+[−τ,0],M+[−τ,0]
)
. A probability
measure µ on
(
C+[−τ,0],M+[−τ,0]
)
is called invariant measure of {Pt}t≥0 if∫
E
Pt(y,Λ)µ(dy) = µ(Λ), for all t ≥ 0 and Λ ∈M+[−τ,0].
Given x ∈ C+[−τ,0] and T > 0, we define a set of probability measures {QxT }T≥0 on
(
C+[−τ,0],M+[−τ,0]
)
by:
QxT (Λ) :=
1
T
∫ T
0
Pt(x,Λ)dt, for all Λ ∈M+[−τ,0],
where the set of probability measures is called the Krylov-Bogoliubov measures associated with
the transition functions {Pt(·, ·)}t≥0 of the stochastic functional differential equation.
To demonstrate the existence of an invariant measure for a Feller continuous process, one
typical method is to show the weak convergence of a sequence of the Krylov-Bogoliubov measures
[6] by using the tightness criterion of probability measures on the continuous function space [3].
It is well known (see e.g. [19, Theorem 3.1.1]) that one sufficient condition for the tightness of
Krylov-Bogoliubov measures is the uniform boundedness of the segment process, i.e.,
sup
t≥0
E‖Xt‖ <∞, (C)
where X(t) = (S(t), I(t), R(t)), we denote the above condition by (C).
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4.2 Invariant measure for the stochastic delayed SIRS model
For our specific epidemic model (1.2), we need to verify the condition (C) to prove the existence
of an invariant measure. Before we begin the proof, we present the proposition from [32, Theorem
4.].
Proposition 4.3. For each p ∈ (0, 1), let Z and H be non-negative, {Ft}t≥0 adapted processes
(i.e., Z(t), H(t) ∈ Ft, t ≥ 0) with continuous paths. Assume that ϕ is a non-negative deterministic
function. Let M(t), t ≥ 0 be a continuous local martingale starting at M(0) = 0. If
Z(t) ≤
∫ t
0
ϕ(s)Z(s)ds+M(t) +H(t)
holds for all t ≥ 0, then we have
E
(
sup
s∈[0,t]
Zp(s)
)
≤ cp exp
(
p
∫ t
0
ϕ(s)ds
)
E
(
sup
s∈[0,t]
Hp(s)
)
holds for some constant cp.
Theorem 4.4. Suppose Assumption 2.2 is satisfied and let us denote X(t) = (S(t), I(t), R(t)) the
solution of system (1.2) with initial value ξ ∈ C+[−τ,0] ∩F0. Then if in addition
∑3
i=1Eξi(0) <∞,
we have
sup
t≥0
E‖Xξt ‖ <∞,
Therefore, system (1.2) admits an invariant measure.
Proof. We use the same notations as in Corollary 3.2 and denote N˜(t) to be the solution of the
following SDE with initial value N˜(0) =
∑3
i=1 ξi(0),
dN˜(t) =
(
λ− µN˜(t)
)
dt+ σN˜(t)dW (t). (4.2)
By the same argument as in Corollary 3.2, we have N(t) ≤ N˜(t) for any t ∈ [0,∞) almost surely.
By the Itoˆ formula, we have for any q > 1
dN˜q(t) =
(
qλN˜q−1(t)− qµN˜q(t) + σ
2
2
q(q − 1)N˜q(t)
)
dt+ qσN˜q(t)dW (t).
By Young’s inequality a
1
q b
q−1
q ≤ 1qa+ q−1q b, we have
qλN˜q−1(t) =
(
qλq
) 1
q
(
qN˜(t)q
) q−1
q ≤ λq + (q − 1)N˜q(t).
Therefore we obtain
dN˜q(t) ≤
(
λq − αN˜q(t)
)
dt+ qσN˜q(t)dW (t),
where
α := qµ− (q − 1)− σ
2
2
q(q − 1).
Since µ > 0, we choose q > 1 but sufficiently close to 1 such that α > 0. For any t ≥ 0, we define
Y (t) to be the solution of the following linear stochastic differential equation
dY (t) = (λq − αY (t)) dt+ qσY (t)dW (t).
with Y (0) = Nq(0). Thus, we can obtain
Y (t) = e−αtNq(0) +
∫ t
0
λqe−α(t−s)ds+
∫ t
0
qσe−α(t−s)Y (s)dW (s). (4.3)
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By the comparison result, one has 0 ≤ Nq(t) ≤ N˜q(t) ≤ Y (t), a.s. for any t ≥ 0. By setting
H(t) := Nq(0) +
∫ t
0
λqeαsds and M(t) :=
∫ t
0
qσeαsY (s)dW (s),
we derive from (4.3) that
0 ≤ eαtNq(t) ≤ eαtY (t) = M(t) +H(t), t ≥ 0. (4.4)
Since H and M satisfy the assumptions of Proposition 4.3, by equation (4.4) and Proposition 4.3
with ϕ = 0, for each p ∈ (0, 1), there exists a cp(≥ 0) such that
E
[
sup
s∈[0,t]
(eαsNq(s))
p
]
≤ E
[
sup
s∈[0,t]
(eαsY (s))
p
]
≤ cpE[ sup
s∈[0,t]
Hp(s)], t ≥ 0. (4.5)
Moreover, one has
e−αtpE[ sup
s∈[0,t]
Hp(s)] =E
[
sup
s∈[0,t]
(
e−αtNq(0) +
∫ s
0
λqe−α(s−l)dl
)p]
≤E
[(
Nq(0) +
∫ t
0
λqe−α(t−s)ds
)p]
,
where the last inequality is due to the fact that the mapping s 7→ ∫ s
0
λqe−α(s−l)dl is monotone
increasing. Thus multiplying both sides of (4.5) by e−αtp yields
E
[
sup
s∈[0,t]
(
e−α(t−s)Nq(s)
)p]
≤cpE
[(
Nq(0) +
∫ t
0
λqe−α(t−s)ds
)p]
≤cpE
[
Nqp(0) +
λqp
αp
]
, t ≥ 0,
where we used the inequality (a+ b)p ≤ ap + bp for a, b > 0 and 0 < p < 1. If we let p = q−1 and
by our assumption E[N(0)] <∞, we have for some constant c = c(q, E[N(0)]) ≥ 0 that
E
[
sup
s∈[0,t]
e−
α
q (t−s)N(s)
]
≤ c.
Finally, for any t ≥ 0 and τ > 0, one has
E
[
sup
s∈[0,t]
e−
α
q (t−s)N(s)
]
≥ E
[
sup
s∈[t−τ,t]
e−
α
q (t−s)N(s)
]
≥ e−αq τE
[
sup
s∈[t−τ,t]
N(s)
]
.
Therefore, since N ≥ 0 a.s., we proved the uniform moment bound of the total population, i.e.,
sup
t≥0
E‖Nt‖ ≤ eαq τ c.
Since the solution (S(t), I(t), R(t)) ∈ R3+, a.s. for any t ∈ [0, τe), we can see that |X(t)|2 =
S2(t) + I2(t) +R2(t) ≤ N2(t), t ≥ 0, a.s., thus
sup
t≥0
E‖Xt‖ ≤ eαq τ c <∞,
which proves (C), we conclude that the system (1.2) admits an invariant measure.
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5 Asymptotic behavior around the disease-free equilibrium
and the endemic equilibrium
In this section, we study the asymptotic behavior of stochastic SIRS model (1.2) where we fix
H(·) to be of the following distributed delay form
H(φ) =
∫ τ
0
f(s)φ(−s)ds, for any φ ∈ C[−τ,0].
For the corresponding deterministic SIRS system of (1.2) (i.e., when σ = 0), ifR0 := βλµ(µ+γ+δ) ≤ 1,
then there exists a unique disease-free equilibrium
E0 =
(
λ
µ
, 0, 0
)
(5.1)
and it is globally stable (see [2]). Moreover, if R0 > 1 the deterministic system admits a unique
interior equilibrium
E∗ =
(
γ + δ + µ
β
,
(η + µ)(βλ− µ(γ + δ + µ))
β(γµ+ (δ + µ)(η + µ))
,
γ(βλ− µ(γ + δ + µ))
β(γµ+ (δ + µ)(η + µ))
)
=: (S∗, I∗, R∗), (5.2)
which is globally stable under certain conditions (see [8, 30, 38]). However, E0 and E
∗ are no
longer equilibria for stochastic system (1.2). Thus we study the stochastic solutions around E0
and E∗.
5.1 Around E0 disease-free equilibrium
Theorem 5.1. Let Assumption 2.2 be satisfied. Suppose R0 = βλ
µ(µ+ γ + δ)
< 1 and
µ > max
{
γ + δ +
3
2
(
η + σ2
)
,
γ2 + γδ − (2η − σ2) (δ − η − σ2)
2 (γ + δ − η − σ2)
}
, γ + δ − η − σ2 > 0. (5.3)
Then for any given initial value ξ in C+[−τ,0] ∩F0, the solution of equation (1.2) has the following
property
lim sup
t→∞
1
t
∫ t
0
E
[(
S(s)− λ
µ
)2
+ I(s) +R(s)
]
ds ≤ λ
2σ2
2Kµ2
c1 + 1
c1
, (5.4)
where K = min
{
2µ− η − σ2
4
,
λ(µ+ η)(µ+ γ + δ)
µ+ γ + η
(1−R0)
}
and c1 =
2(γ + δ + η + σ2)
2µ− η − σ2 .
Proof. First, we change the variables by
u = S − λ
µ
, v = I, w = R.
Then system (1.2) can be written as
du(t) =
(
−µu(t)− β(u(t) + λµ )H(vt) + ηw(t)
)
dt+ σ(u(t) + λµ )dW (t),
dv(t) =
(
β(u(t) + λµ )H(vt)− (µ+ γ + δ)v(t)
)
dt+ σv(t)dW (t),
dw(t) = (γv(t)− (µ+ η)w(t)) dt+ σw(t)dW (t),
and by Theorem 3.2, one has u ∈ R, v > 0, w > 0. We define the non-negative function
V (u, v, w) = c1u
2 + c2w
2 + c3v + c4w + (u+ v)
2 +
2c1βλ
2
µ2
∫ τ
0
∫ t
t−s
v(r)drf(s)ds,
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where ci, i = 1, 2, 3, 4 are positive constants to be chosen later. Then, by the Itoˆ formula, one has
dV = LV dt+ σ
(
2(c1 + 1)u
2 + 2v2 + 2c1w
2 + 4uv + u
2(c1 + 1)λ
µ
+ v
(
c3 +
2λ
µ
)
+ c4w
)
dW (t),
where
LV =2c1u
(
−µu− β
(
u+
λ
µ
)
H(vt) + ηw
)
+ c1σ
2
(
u+
λ
µ
)2
+ 2c2w (γv − (µ+ η)w) + c2σ2w2
+ c3
(
β
(
u+
λ
µ
)
H(vt)− (µ+ γ + δ)v
)
+ c4 (γv − (µ+ η)w)
+ 2(u+ v)(−µu+ ηw − (µγ + δ)v) + σ2
((
u+
λ
µ
)2
+ v2
)
+
2c1βλ
2
µ2
(v −H(vt))
=u2(c1 + 1)
(
σ2 − 2µ)+ v2 (σ2 − 2(γ + δ + µ))+ w2c2 (σ2 − 2(η + µ))
+ 2uw(c1η + η)− 2uv(γ + δ + 2µ) + 2vw(γc2 + η)
+ u
2(c1 + 1)λσ
2
µ
− wc4(η + µ) + v(γc4 − c3(γ + δ + µ))
+H(vt)
(
u
(
c3β − 2c1βλ
µ
)
− 2c1βu2 + c3βλ
µ
)
+
(c1 + 1)λ
2σ2
µ2
+
2c1βλ
2
µ2
(v −H(vt)) .
By setting c3 =
2c1λ
µ
and noticing the term −2H(vt)c1βu2 ≤ 0, we obtain
LV ≤u2(c1 + 1)
(
σ2 − 2µ)+ v2 (σ2 − 2(γ + δ + µ))+ w2c2 (σ2 − 2(η + µ))
+ 2uw(c1η + η)− 2uv(γ + δ + 2µ) + 2vw(γc2 + η)
+ u
2(c1 + 1)λσ
2
µ
− wc4(η + µ) + v
(
2c1βλ
2
µ2
− 2c1λ(γ + δ + µ)
µ
+ γc4
)
+
(c1 + 1)λ
2σ2
µ2
.
Then we use the inequality 2ab ≤ a2 + b2 to estimate the cross terms, the above inequality can be
rewritten as
LV ≤u2 (γ + δ + σ2 + η + (σ2 + η − 2µ)c1)
+ v2
(
γ(c2 − 1)− δ + η + σ2
)
+ w2
(
(c1 + 2)η + c2
(
γ − 2(η + µ) + σ2))
+ u
2(c1 + 1)λσ
2
µ
− wc4(η + µ) + v
(
2c1βλ
2
µ2
− 2c1λ(γ + δ + µ)
µ
+ γc4
)
+
(c1 + 1)λ
2σ2
µ2
.
We fix
c2 =
γ + δ − η − σ2
γ
> 0, c4 =
2c1λ(µ+ γ + δ) (1−R0)
µ(µ+ γ + η)
> 0,
which are positive by our assumption, such that the coefficient of v2 is zero and the coefficients
of v and w are the same. Therefore,
LV ≤u2 (γ + δ + σ2 + η + (σ2 + η − 2µ)c1)
+ w2
(
γ2 + γ((c1 − 1)η + δ − 2µ)−
(
δ − η − σ2) (2(η + µ)− σ2)
γ
)
+ u
2(c1 + 1)λσ
2
µ
− (w + v)2c1λ(η + µ)(µ+ γ + δ) (1−R0)
µ(µ+ γ + η)
+
(c1 + 1)λ
2σ2
µ2
.
Finally, we set
c1 := 2
γ + δ + η + σ2
2µ− η − σ2 ,
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then by our assumption µ > γ + δ + 32 (η + σ
2), we obtain
c1 > 0 and c1 − 1 < 0.
Together with our assumption µ >
γ2 + γδ − (2η − σ2) (δ − η − σ2)
2 (γ + δ − η − σ2) , the coefficient of w
2 can be
estimated as follows
γ2 + γ((c1 − 1)η + δ − 2µ)−
(
δ − η − σ2) (2(η + µ)− σ2)
γ
≤γ
2 + γ(δ − 2µ)− (δ − η − σ2) (2(η + µ)− σ2)
γ
≤ 0.
Hence, we can see that
LV ≤− u2 (γ + δ + σ2 + η)− (w + v)2c1λ(η + µ)(µ+ γ + δ) (1−R0)
µ(µ+ γ + η)
+ u
2(c1 + 1)λσ
2
µ
+
(c1 + 1)λ
2σ2
µ2
.
Thus we obtain
dV ≤
(
− u2 (γ + δ + σ2 + η)− (w + v)2c1λ(η + µ)(µ+ γ + δ) (1−R0)
µ(µ+ γ + η)
+ u
2(c1 + 1)λσ
2
µ
+
(c1 + 1)λ
2σ2
µ2
)
dt
+ σ
(
2(c1 + 1)u
2 + 2v2 + 2c1w
2 + 4uv + u
2(c1 + 1)λ
µ
+ v
(
c3 +
2λ
µ
)
+ c4w
)
dW (t).
(5.5)
Integrating both sides of (5.5) from 0 to t and then taking the expectation, we obtain
0 ≤E [V (u(t), v(t), w(t))]
≤E [V (u(0), v(0), w(0))]
+ E
∫ t
0
(
−u(s)2 (γ + δ + σ2 + η)− (w(s) + v(s))2c1λ(η + µ)(µ+ γ + δ) (1−R0)
µ(µ+ γ + η)
+ u(s)
2(c1 + 1)λσ
2
µ
+
(c1 + 1)λ
2σ2
µ2
)
ds.
We divide both sides by 2c1 and note that
γ + δ + σ2 + η
2c1
=
2µ− η − σ2
4
,
and recall the definition of K where
K = min
{
2µ− η − σ2
4
,
λ(µ+ η)(µ+ γ + δ)
µ+ γ + η
(1−R0)
}
,
these yield
lim sup
t→∞
1
t
∫ t
0
E
(
u(s)2 + w(s) + v(s)
)
ds ≤ lim sup
t→∞
1
t
∫ t
0
(
(c1 + 1)λσ
2
c1Kµ
Eu(s) +
λ2σ2
2Kµ2
c1 + 1
c1
)
ds.
Note that Eu(t) = E[S(t) − λµ ] ≤ E[N˜(t) − λµ ], where N˜(t) is the solution of (4.2) and by the
property of geometric Brownian motions, one has
lim
t→∞EN˜(t) =
λ
µ
.
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Thus,
lim sup
t→∞
1
t
∫ t
0
Eu(s)ds ≤ lim sup
t→∞
1
t
∫ t
0
E[N˜(s)− λ
µ
]ds = lim
t→∞EN˜(t)−
λ
µ
= 0.
Therefore, we can see that
lim sup
t→∞
1
t
∫ t
0
Eu2(s) + Ev(s) + Ew(s)ds ≤ λ
2σ2
2Kµ2
c1 + 1
c1
,
which is equivalent to
lim sup
t→∞
1
t
∫ t
0
E
[(
S(s)− λ
µ
)2
+ I(s) +R(s)
]
ds ≤ λ
2σ2
2Kµ2
c1 + 1
c1
.
5.2 Around E∗ endemic equilibrium
Theorem 5.2. Let Assumption 2.2 be satisfied. If R0 > 1, µS∗−ηR∗ > 0 and σ is small enough,
then system (1.2) has a unique invariant measure and it is ergodic.
Proof. Let us recall the endemic equilibrium E∗ = (S∗, I∗, R∗) in (5.2) which yields
λ = µS∗ − ηR∗ + βS∗I∗, µ+ γ + δ = βS∗, γI∗ = (µ+ η)R∗,
thus we can rewrite our system (1.2) as
dS(t) =
[
− µ(S(t)− S∗) + η(R(t)−R∗) + β (S∗I∗ − S(t) ∫ τ
0
f(s)I(t− s)ds) ]dt+ σS(t)dW (t),
dI(t) =
[
βS(t)
∫ τ
0
f(s)I(t− s)ds− βS∗I(t)
]
dt+ σI(t)dW (t),
dR(t) =
[
γ(I(t)− I∗)− (µ+ η)(R(t)−R∗)
]
dt+ σR(t)dW (t).
(5.6)
Now we set
V1(S, I) = S
∗g
(
S
S∗
)
+ I∗g
(
I
I∗
)
,
where
g(x) = x− lnx− 1 ≥ 0, ∀x > 0.
We calculate L
{
S∗g
(
S(t)
S∗
)}
and L
{
I∗g
(
I(t)
I∗
)}
separately, where
L
{
S∗g
(
S(t)
S∗
)}
=
(
1− S
∗
S(t)
)[
− µ(S(t)− S∗) + η(R(t)−R∗)
+ β
(
S∗I∗ − S(t)
∫ τ
0
f(s)I(t− s)ds
)]
+
σ2
2
S∗
=− µ (S(t)− S
∗)2
S(t)
+ η
(
1− S
∗
S(t)
)
(R(t)−R∗)
+ βS∗I∗
∫ τ
0
f(s)
(
1− S
∗
S(t)
)(
1− S(t)
S∗
I(t− s)
I∗
)
ds+
σ2
2
S∗,
(5.7)
and
L
{
I∗g
(
I(t)
I∗
)}
=
(
1− I
∗
I(t)
)[
βS(t)
∫ τ
0
f(s)I(t− s)ds− βS∗I(t)
]
+
σ2
2
I∗
=βS∗I∗
∫ τ
0
f(s)
(
1− I
∗
I(t)
)(
S(t)
S∗
I(t− s)
I∗
− I(t)
I∗
)
ds+
σ2
2
I∗.
(5.8)
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Therefore, incorporating (5.7) and (5.8) we deduce
LV1 =− µ (S(t)− S
∗)2
S(t)
+ η
(
1− S
∗
S(t)
)
(R(t)−R∗) + σ
2
2
(S∗ + I∗)
+ βS∗I∗
∫ τ
0
f(s) (I(t, s) + II(t, s)) ds,
where
I(t, s) =
(
1− S
∗
S(t)
)(
1− S(t)
S∗
I(t− s)
I∗
)
, II(t, s) =
(
1− I
∗
I(t)
)(
S(t)
S∗
I(t− s)
I∗
− I(t)
I∗
)
.
We claim that for any t > 0 and s ∈ [0, τ ],
I(t, s) + II(t, s) ≤ 0.
In fact, by simple calculation, we have
I(t, s) + II(t, s) =2− S
∗
S(t)
+
I(t− s)
I∗
− S(t)
S∗
I(t− s)
I(t)
− I(t)
I∗
=− g
(
S∗
S(t)
)
− g
(
S(t)
S∗
I(t− s)
I(t)
)
−
(
g
(
I(t)
I∗
)
− g
(
I(t− s)
I∗
))
.
Since g(x) ≥ 0, ∀x > 0. In addition,
g
(
I(t)
I∗
)
− g
(
I(t− s)
I∗
)
=
I(t)− I(t− s)
I∗
[
ln I(t− s)− ln I(t)] ≤ 0,
where we used the inequality (x− y)(lnx− ln y) ≥ 0, ∀x, y > 0. Therefore, we can see that
LV1 ≤ −µ (S(t)− S
∗)2
S(t)
+ η
(
1− S
∗
S(t)
)
(R(t)−R∗) + σ
2
2
(S∗ + I∗). (5.9)
Now we consider the non-negative function
V2(R) =
η
γS∗
(R−R∗)2
2
,
and by defining N(t) = S(t) + I(t) +R(t), N∗ = S∗ + I∗ +R∗, we can calculate
LV2 =
η
γS∗
(R(t)−R∗)
[
γ(I(t)− I∗)− (µ+ η)(R(t)−R∗)
]
+
η
γS∗
σ2
2
R2
=
η
γS∗
(R(t)−R∗)
[
γ(N(t)− S(t)−R(t)− (N∗ − S∗ − I∗))− (µ+ η)(R(t)−R∗)
]
+
η
γS∗
σ2
2
(R(t)−R∗ +R∗)2
≤ η
γS∗
(R(t)−R∗)
[
γ(N(t)−N∗)− γ(S(t)− S∗)− (γ + µ+ η)(R(t)−R∗)
]
+
η
γS∗
σ2
[
(R(t)−R∗)2 + (R∗)2]
=
η
S∗
[
(R(t)−R∗)(N(t)−N∗)− (R(t)−R∗)(S(t)− S∗)]
− η
γS∗
(γ + µ+ η − σ2)(R(t)−R∗)2 + η
γS∗
σ2(R∗)2.
(5.10)
Finally, we consider the non-negative function
V3(R,N) =
ηγ
δ(2µ+ η)S∗
1
2
(
N −N∗ + δ
γ
(R−R∗)
)2
.
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We can calculate that
L
{(
N(t)−N∗ + δ
γ
(R−R∗)
)2}
=
(
N(t)−N∗ + δ
γ
(R−R∗)
)(
λ− µN(t)− δI(t) + δ
γ
(γI(t)− (µ+ η)R(t))
)
+
σ2
2
(
N(t) +
δ
γ
R(t)
)2
≤
(
N(t)−N∗ + δ
γ
(R−R∗)
)(
λ− µN(t)− δ(µ+ η)
γ
R(t)
)
+ σ2
(
N(t)2 +
δ2
γ2
R(t)2
)
.
Since we have λ = µN∗ +
δ(µ+ η)
γ
R∗, therefore we can rewrite
L
{(
N(t)−N∗ + δ
γ
(R−R∗)
)2}
≤
(
N(t)−N∗ + δ
γ
(R−R∗)
)(
− µ(N(t)−N∗)− δ(µ+ η)
γ
(R(t)−R∗)
)
+ σ2
(
N(t)2 +
δ2
γ2
R(t)2
)
=− µ (N(t)−N∗)2 − δ(2µ+ η)
γ
(N(t)−N∗) (R(t)−R∗)− δ
2(µ+ η)
γ2
(R(t)−R∗)2
+ 2σ2
(
(N(t)−N∗)2 + (N∗)2 + δ
2
γ2
(R(t)−R∗)2 + (R∗)2
)
=− (µ− 2σ2) (N(t)−N∗)2 − δ(2µ+ η)
γ
(N(t)−N∗) (R(t)−R∗)− δ
2
γ2
(µ+ η − 2σ2)(R(t)−R∗)2
+ 2σ2
(
(N∗)2 + (R∗)2
)
.
Therefore, we can see that
LV3 ≤−
(
µ− 2σ2) ηγ
δ(2µ+ η)S∗
(N(t)−N∗)2 − η
S∗
(N(t)−N∗) (R(t)−R∗)− δη(µ+ η − 2σ
2)
γ(2µ+ η)S∗
(R(t)−R∗)2
+
2σ2ηγ
δ(2µ+ η)S∗
(
(N∗)2 + (R∗)2
)
.
(5.11)
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Now incorporating equations (5.9), (5.10), and (5.11), we obtain
L
(
V1 + V2 + V3
)
≤− µ (S(t)− S
∗)2
S(t)
+ η
(
1− S
∗
S(t)
)
(R(t)−R∗) + σ
2
2
(S∗ + I∗)
+
η
S∗
[
(N(t)−N∗)(R(t)−R∗)− (S(t)− S∗)(R(t)−R∗)]
− η
γS∗
(γ + µ+ η − σ2)(R(t)−R∗)2 + η
γS∗
σ2(R∗)2
−
(
µ− 2σ2) ηγ
δ(2µ+ η)S∗
(N(t)−N∗)2 − η
S∗
(N(t)−N∗) (R(t)−R∗)− δη(µ+ η − 2σ
2)
γ(2µ+ η)S∗
(R(t)−R∗)2
+
2σ2ηγ
δ(2µ+ η)S∗
(
(N∗)2 + (R∗)2
)
=− µ (S(t)− S
∗)2
S(t)
+ η
(S(t)− S∗)(R(t)−R∗)
S(t)
− η (S(t)− S
∗)(R(t)−R∗)
S∗
− η
γS∗
(
γ + µ+ η − σ2 + δ(µ+ η − 2σ
2)
2µ+ η
)
(R(t)−R∗)2
−
(
µ− 2σ2) ηγ
δ(2µ+ η)S∗
(N(t)−N∗)2 + σ2K˜
=−
(
µ+
η
S∗
(R(t)−R∗)
) (S(t)− S∗)2
S(t)
− η
γS∗
(
γ + µ+ η − σ2 + δ(µ+ η − 2σ
2)
2µ+ η
)
(R(t)−R∗)2
−
(
µ− 2σ2) ηγ
δ(2µ+ η)S∗
(N(t)−N∗)2 + σ2K˜,
(5.12)
where
K˜ =
1
2
(S∗ + I∗) +
η
γS∗
(R∗)2 +
2ηγ
δ(2µ+ η)S∗
(
(N∗)2 + (R∗)2
)
.
Since R(t) > 0, ∀t > 0, we have
−
(
µ+
η
S∗
(R(t)−R∗)
)
≤ −
(
µ− η
S∗
R∗
)
and by our assumption µS∗ − ηR∗ > 0, if we set σ2 ≤ µ/2 and define
m˜ = min
{
µ− η
S∗
R∗,
η
γS∗
(
γ + µ+ η − σ2 + δ(µ+ η − 2σ
2)
2µ+ η
)
,
(
µ− 2σ2) ηγ
δ(2µ+ η)S∗
}
> 0,
from (5.12) we can deduce
L
(
V1 + V2 + V3
) ≤ −m˜( (S(t)− S∗)2
S(t)
+ (R(t)−R∗)2 + (N(t)−N∗)2
)
+ σ2K˜.
If we denote the “cobblestone” area by
Dσ :=
{
(S, I,R) ∈ R3+ :
(S − S∗)2
S
+ (R−R∗)2 + (S + I +R− (S∗ + I∗ +R∗))2 ≤ σ
2K˜
m˜
}
,
for σ sufficiently small, we have the distance ρ
(
Dσ, ∂R3+
)
> 0. Then one can take U as any
neighborhood of the region Dσ such that U ⊂ R3+, where U is the closure of U . Hence, for some
κ > 0, L(V1 + V2 + V3) < −κ for any (S, I,R) ∈ R3+\U . This implies that (ii) in Proposition 2.1
is satisfied. Moreover, Proposition 2.1 (i) is ensured by Remark 1. As a consequence, the model
(1.2) has a unique invariant measure and it is ergodic.
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6 Numerical simulations
In this section, we show simulations with two sets of parameters satisfying the conditions in
Theorem 5.1 and in Theorem 5.2 respectively. We adopt the Euler-Maruyama method [12] and
set system (1.2) with H(·) of discrete delay type H(φ) = φ(−τ). The corresponding discretized
equations are 
Sk+1 = Sk + (λ− µSk − βSkH(Ik) + ηRk) ∆t+ σSkξk
√
∆t,
Ik+1 = Ik + (βSkH(Ik)− (µ+ δ + γ)Ik) ∆t+ σIkξk
√
∆t,
Rk+1 = Rk + (γIk − (µ+ η)Rk) ∆t+ σRkξk
√
∆t,
(6.1)
where ξk, k = 1, 2, . . . , n, are independent Gaussian random variables N(0, 1) and σ is the intensity
of randomness. Note that with Assumption 2.2, the convergence of the discretized equations can
be guaranteed (see [27]).
We fix our parameters as
λ = 0.05, µ = 0.05, γ = 0.035, δ = 0.005, η = 0.002, σ = 0.05, τ = 10 (6.2)
and we take the initial value ξ to be a constant function, i.e.,
S(θ) ≡ 0.7, I(θ) ≡ 0.3, R(θ) ≡ 0, ∀ θ ∈ [−τ, 0], (6.3)
and we simulate the solution to the system (1.2) with different values of β.
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Figure 1: The simulation of one path of the solutions of system (1.2) up to time t = 300 with the
initial value ξ as in (6.3). Here β = 0.08, σ = 0.05 and other parameters are from (6.2). One can
calculate R0 ≈ 0.8889 < 1 and the conditions in Theorem 5.1 are satisfied. The dashed lines are
solutions of the deterministic delay differential equations.
In Figure 1, we set β = 0.08, σ = 0.05, thus we can compute R0 ≈ 0.8889 < 1 and the
conditions in Theorem 5.1 are satisfied. In the simulation, we use dashed lines and solid lines
to compare the solution of the deterministic delay differential equation with one path of the
solutions of system (1.2). It is known from [2] that when R0 < 1, the disease free equilibrium
(λ/µ, 0, 0) = (1, 0, 0) is asymptotically stable. We can see from the simulation that the solution
to (1.2) fluctuates around the deterministic solution in a small amplitude, which confirms the
conclusion of Theorem 5.1.
In Figure 2 and 3, we set β = 0.2 and σ = 0.05. In this case, we can compute R0 ≈ 2.222 >
1, µS∗ − ηR∗ ≈ 0.022, thus the conditions in Theorem 5.2 are satisfied. Figure 2 simulates
one path of the solutions up to time t = 300 (solid lines) with comparison to the solution of
the deterministic delay differential equation (dashed lines). In Figure 3, we simulate the density
kernels of solutions (1.2) with three groups namely (S, I,R). In the simulation, the density kernels
are based on 10 000 sample paths. Our initial values are as in (6.3). Comparing these density
kernels, we can see that the density plot of each group at different time t for t = 160, 180, 200 stay
almost the same. Therefore, we can conclude that the simulations strongly indicate the existence
of the unique ergodic invariant measure for the system (1.2).
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Figure 2: The simulation of one path of the solutions of system (1.2) up to time t = 300 with
the initial value ξ as in (6.3). Here we set β = 0.2, σ = 0.05 and other parameters are from (6.2).
One can calculate R0 ≈ 2.222 > 1, µS∗ − ηR∗ ≈ 0.022, thus the conditions in Theorem 5.2 are
satisfied. The dashed lines are solutions of the deterministic delay differential equations.
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Figure 3: Density plot based on 10 000 stochastic simulations for each group at time t = 160, 180
and 200. Here we choose β = 0.2, σ = 0.05 and other parameters are from (6.2). The simulations
confirm the existence of the unique ergodic invariant measure for system (1.2)
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7 Conclusion
In this paper, we studied the existence and ergodicity of the invariant measure for a stochastic
delayed SIRS model. Furthermore, we discussed the asymptotic behavior around disease-free
equilibrium when R0 < 1. Our Theorem 4.4 suggests that, under a fairly general condition, the
existence of the invariant measure can be guaranteed. Moreover for this invariant measure to
be unique and ergodic, one sufficient condition is the noise intensity σ to be sufficiently small
(Theorem 5.2). Simulations have been carried out to support our analytical results.
There are still some topics which deserve further research. For example, one can consider
the situation where the stochastic noise affects on several parameters in a heterogeneous way
and one can also consider the existence of periodic solutions for epidemic models under random
perturbations [34, 40].
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