We examine three approaches to the problem of source classification in catalogues. Our goal is to determine the confidence with which the elements in these catalogues can be distinguished in populations on the basis of their spectral energy distribution (SED). Our analysis is based on the projection of the measurements onto a comprehensive SED model of the main signals in the considered range of frequencies. We first first consider likelihood analysis, which half way between supervised and unsupervised methods. Next, we investigate an unsupervised clustering technique. Finally, we consider a supervised classifier based on Artificial Neural Networks. We illustrate the approach and results using catalogues from various surveys. i.e., X-Rays (MCXC), optical (SDSS) and millimetric (Planck Sunyaev-Zeldovich (SZ)). We show that the results from the statistical classifications of the three methods are in very good agreement with each others, although the supervised neural network-based classification shows better performances allowing the best separation into populations of reliable and unreliable sources in catalogues. The latest method was applied to the SZ sources detected by the Planck satellite. It led to a classification assessing and thereby agreeing with the reliability assessment published in the Planck SZ catalogue. Our method could easily be applied to catalogues from future large survey such as SRG/eROSITA and Euclid.
Introduction
Astronomy and cosmology are witnessing a transition from specific point observations to larger and larger astronomical surveys covering large fractions of the sky, as large as the whole sky in some cases. In this context, the need for reliable classification tools are important to assess the quality and the confidence in detected sources. For example, this is a crucial point for future surveys like SRG/eROSITA (see e.g., Merloni et al. 2012) or Euclid 1 that expect to detect or order of 6 × 10 4 to 9 × 10 4 clusters of galaxies. In these experiments, a purity of 90 to 80% of the catalogues of clusters would translate into a few thousands of false detections. These large numbers may pose serious issues for the cosmological interpretation of the number counts. They will also put a heavy load on the ground-based telescopes since the follow up observations will need to mitigate the large number of such false sources. In such a context, an assessment of the quality factor for the detections or even better a classification of the detected clusters in terms of their reliability will be a key information.
In the present article, we address the topic of multivariate tools for sample classification applying machine learning techniques that are commonly used various scientific domains such as sociology, genetic classification, cosmology, spectroscopy, etc. Two distinct approaches can be used: Supervised and 1 http://www.euclid-ec.org/ unsupervised learning. The difference relies on the utilization of hypothesis for supervised learning. Unsupervised learning can be used when no a-priori on the potential classes are known.
The traditional method for detecting structure within a population is some form of exploratory technique such as Principal Components Analysis (PCA). Such methods do not use prior information on the classification of the candidate populations. Another unsupervised method commonly used is the clustering technique (see e.g., Hartigan 1975; Hartigan & Wong 1979) . It consists of the search for the nearest neighbors in a canonic space and thus permits to classify automatically unknown populations in relation with a reference population. Such a method was used since the eighties in different domains ranging from apiculture (e.g., Tomassone & Fresnaye 1971; Cornuet et al. 1975 ) to planetary science (e.g., Forni et al. 2013) . Clustering and in particular Voronoi tessellation is also used in astronomy to model and reproduce the cosmic web (e.g., Sheth & van de Weygaert 2004) . Of the second class of classification methods, i.e. supervised methods, the most commonly used is the Artificial Neural Networks (ANN) (Swamy 2014 , and references therein). ANN are algorithms that mimic the learning abilities of brains; they have been successfully used in the analysis of dataset from many scientific domains (Reby et al. 1997; Bridges et al. 2011 ).
In our study, We illustrate the use and effects of the statistical classification techniques on the recently published catalogue of Sunyaev-Zeldovich (SZ) sources (Planck Collaboration XXIX 2013) which contains both confirmed galaxy clusters and candidate clusters. We consider a likelihood analysis, half way between supervised and unsupervised methods. Next, we investigate a clustering technique. Finally, we consider an Artificial Neural Networks. Our aim is to assess whether an ensemble of sources detected through the SZ signal can be distinguishable on the basis of their spectral energy distribution.
The article is organised as follows: We describe the data in Sect. 2, we then present both the SED model and the associated fitted parameters in Sects. 3 and 4. We describe the different classification methods used in the study in Sect. 5 and discuss the results in Sect. 6. We summarise our findings and conclusions in Sect. 7.
Data
For our study, we use catalogues and samples of sources including clusters of galaxies detected in the X-rays and in the optical and in SZ. We also use catalogues of radio and IR point sources as well as galactic cold sources. We use the Planck frequency maps. We finally construct a test set on 2000 random positions over the sky.
Namely, we use the Meta-Catalogue of X-ray detected Clusters of galaxies (MCXC, Piffaretti et al. 2011 , and reference therein). It is a compilation constructed from the publicly available ROSAT All Sky Survey-based and serendipitous cluster catalogues, as well as the Einstein Medium Sensitivity Survey. It includes only clusters with available redshift information in the original catalogues which yields an ensemble of 1789 clusters.
Furthermore, we use a catalogue of clusters extracted from the Sloan Digital Sky Survey (SDSS, York et al. 2000) data, the WHL12 catalogue (132, 684 objects, Wen et al. 2012 ). It provides an estimated richness. We apply a cut in richness, N 200 , of 50 to exclude low mass systems and groups that have no significant SZ signal.
Finally, we use the Planck SZ source catalogue (PSZ1 hereafter, see Planck Collaboration XXIX 2013). It consists of 1227 sources detected through their SZ effect in the Planck frequency maps. The catalogue contains a large fraction of galaxy clusters but it also contains un-confirmed cluster candidates including low reliability ones.
We also use catalogues of sources detected in the radio, at 30 GHz, and in the infra-red (IR), at 353 GHz, both are extracted from the Planck Catalogue of Compact Sources (PCCS) (Planck Collaboration XXVIII 2013) . We use a catalogue of cold Galactic (CG) sources (see Planck Collaboration XXIII 2011; Planck Collaboration XXII 2011) detected in the Planck channel maps following (Montier et al. 2010) . We construct a catalogue of false SZ detections which consists of the major sources of contamination identified in Planck Collaboration VIII (2011) and Planck Collaboration XXIX (2013). Namely, we take 100 sources, outside the mask used for the Planck SZ detection, from each the the GS sources catalogue, the IR sources at 353 GHz and radio sources at 30 GHz. The obtained sample of false SZ detection is representative of unreliable SZ sources.
In order to compute the spectral energy distribution (SED) of the considered sources, we use the Planck channel maps from 70 to 857 GHz. Each map is set to a resolution of 13 arcmin, i.e. the lowest resolution associated with 70 GHz channel. This allows us to access to the emission in the radio domain (belo 100 GHz) without decreasing the resolution too much.
SED fitting
In the context of multivariate classification, it is impossible from the statistical point of view to model the interplay of all the physical variables and observational parameters. We therefore need to resort to some dimensionality reduction approaches prior any classification. There are standard dimensionality reduction techniques like PCA or Independent Component Analysis (ICA) (Swamy 2014 ) that do not include any pre-knowledge of the physical variables/processes. In the following, we rather choose to reduce the dimensionality by decomposing the signal in the form of a spectral energy distribution (SED).
It is beyond the scope of our study to model the SED taking into account all the contributions to the signal. We rather focus on the astrophysical emissions that affect the most the SZ detection in multi-frequency experiments. This was discussed in both (Planck Collaboration early VIII 2011) and (Planck Collaboration XXIX 2013 (Sunyaev & Zeldovich 1972) in clusters of galaxies. Therefore, we model the SED taking into account five components: the tSZ effect neglecting relativistic corrections, the CMB signal and the CO emission. We also add an effective IR component representing the contamination by dust emission, CG sources and CIB fluctuations; and an effective radio component accounting for diffuse radio and synchrotron emission and radio sources.
The flux in each channel, i.e. frequency, is then written as:
where, F SZ (ν), F CMB (ν), F IR (ν), F RAD (ν), and F CO (ν) are the spectra of SZ, CMB, IR, radio, and CO emissions, A SZ , A CMB , A IR , A RAD , and A CO the corresponding amplitudes. N(ν) is the instrumental noise.
For F IR (ν), we consider a modified black-body spectrum with temperature T d = 17 K and index β d = 1.6. This assumption is representative of the dust properties at high galactic latitudes. The contribution from CIB fluctuations affects the flux measurement but is not a major contamination from the point of view of the detection, i.e. spurious sources. For F RAD (ν), we consider a power law emission, ν α r , with index α r = −0.7 in intensity units representative of the average property of the radio emission.
We compute the flux, at the position of each source of the catalogues described in Sect. 2, with aperture photometry. We set the aperture to 10 arcmin; the background level is estimated in an annulus between 20 to 50 arcmin. We have checked that varying the size of the aperture, from 5 to 15 arcmin, does not affect the results. Larger apertures obviously capture more contamination from the background.
Each derived spectrum, F ν , is fitted assuming the model in Eq. 1, where we fit for A SZ , A CMB , A IR , A RAD , and A CO through a linear fit of the form,
with the mixing matrix F T , the instrumental noise covariance matrix C N , and A a vector containing the fitted parameters. In this approach, C N only accounts for the instrumental noise and we implicitly assume that the five components considered in the model reproduce the astrophysical signal in the data.
This efficiency of the dimensionality reduction is illustrated in Fig. 1 (right panel) , where we show the SED fitted parameters correlation matrix, compared to the correlation matrix of measured fluxes from 30 to 857 GHz (left panel). We observe that we have a high degree of correlation between frequencies, especially at low frequency due to the CMB component (< 217 GHz), and at higher frequency (> 217 GHz) due to the thermal due component. By contrast, in the SED parameter space, we observed that the correlation matrix is almost diagonal, except a spatial correlation between thermal dust and CO emission. 
Distribution of the fitted SED parameters
We start by fitting the amplitudes of the different components in the SED, namely A SZ , A CMB , A IR , A RAD , and A CO at the positions of each source in the catalogue and samples described in Sect. 2. We examine the distribution of the fitted SED parameters and display, for each catalogue and sample, both the distributions and the correlation between fitted parameters. We also perform the same fitting at 2000 random positions in the sky.
X-ray clusters from MCXC
In Fig. 2 we present the derived distribution for each amplitude fitted at the positions of MCXC galaxy clusters. Besides some negative values, due to statistical noise, we observe and asymmetric distribution with positive values for A SZ , as expected for galaxy clusters. A CMB presents a Gaussian distribution, with a dispersion given by the amplitude of primordial CMB fluctuations. A IR presents a Cauchy distribution centered on zero. A RAD has a Gaussian distribution, except for a few outliers associated with contamination clusters from radio-loud Active Galactic Nuclei (AGN) (e.g., Perseus, Virgo). A CO presents a Gaussian distribution centered on zero.
We observe a positive correlation between A SZ and A RAD . Indeed, radio contamination mimics a tSZ effect at frequencies below 217 GHz, and thus an apparent increase on the tSZ flux can be compensated by an increase of radio emission amplitude, leading to the observed degeneracy. A RAD and A CO are anticorrelated as both components induce an excess of emission at 100 GHz. We notice that A CMB and A IR are not correlated with the other fitted parameters.
Optical clusters from SDSS
We now fit the amplitudes of the SED components at the position of optical clusters selected from the Wen et al. (hereafter WHL 2012) catalogue. In Fig. 3 , we present the derived values for A SZ , A CMB , A IR , A RAD , and A CO . The distributions of amplitudes are similar to the those of the MCXC clusters. They show the asymmetric distribution for A SZ and symmetric Gaussian or Cauchy distributions for the distributions of the other amplitudes.
SZ clusters from PSZ1
The distributions of amplitudes of the fitted SED in the direction of 861 confirmed galaxy clusters from the PSZ1 catalogue share the same characteristics as the two other cluster catalogues detected the in X-rays or the optical.
Radio, IR and CG sources
We now examine the cases of sources emitting in the radio and in the IR that are not galaxy clusters. We focus on three cases which represent cases of spurious detections that affect the cluster extraction as described in Planck Collaboration early VIII (2011) and in Planck Collaboration XXIX (2013). Namely, we fit for the SED in the direction of IR and radio sources from the PCCS catalogue, taken at 353 and 30 GHz respectively and we also consider GCS from Planck. All of the sources are taken outside a galactic mask leaving 85% of the sky. The derived values are presented in Figs. 5, 6 and 7. The distributions of fitted SED amplitudes are very different form what they look like in the case of actual galaxy clusters. For the radio sources, we note that IR and CMB distributions are similar to those of the cluster catalogs and that the tSZ amplitude distribution is more symmetric as compared to the case of galaxy clusters. For the IR sources detected at 353 GHz , the distribution of all amplitudes are "pathological". The IR emission contaminates all the components including CMB and tSZ. For the CG sources, the distributions are much less compact. The A CMB distribution is mostly symmetric. The A SZ is symmetric and extending to very high values, unrealistic for clusters of galaxies. The distributions of A IR , A RAD , and A CO are mostly asymmetric extending to large values similarly to the IR and radio-source cases.
Random positions
We perform the same SED fitting in random positions on the sky outside the mask. The distributions of the fitted amplitudes all show symmetric behavior and do not extend to high values for any of the components considered here. 
PSZ1 sources
All the results presented above are either obtained for random positions on the sky or for catalogues and samples of actual clusters of galaxies or IR/radio or CG sources. The PSZ1 cor- responds to a catalogue of sources detected through their tSZ effect. As such, it contains bona fide clusters of galaxies, 861 in total, but it also contains tSZ sources of different degrees of reliability including false detections.
We examine the distribution of the fitted SED amplitudes of all the PSZ1 sources. The derived values for A SZ , A CMB , A IR , A RAD , and A CO in the direction of PSZ1 sources are shown in Fig. 9 . We note that the distribution of A SZ is similar to that of the clusters from MCXC and SDSS-based samples, i.e. asymmetric and extending to positive values. However, and contrary to the case of pure cluster samples of MCXC and SDSS, we observe a clear excess of IR and CO emissions. This is exhibited through the bimodal behavior of the distribution extending to high A IR and A CO values. We also note a strong correlation of A IR and A CO that we explained by the fact that a combination of IR and CO contamination mimics an offset SZ spectral distortion. In Fig. 10 , we show the distribution over the sky of the amplitudes A CMB , A IR , A RAD , and A CO . As expected, the distribution over the sky of CMB amplitudes does not show any particular trend of feature. It simply corresponds a Gaussian background. The distribution over the sky of the radio amplitudes is also rather Gaussian. As for the IR and the CO distributions, we clearly see that the contamination is, as expected, strongly correlated with the galactic emission in the galactic plane and the molecular clouds. For the A IR we also note son contamination at higher galactic latitudes. 
Classification and SZ quality assessment
From the analysis of the SED fitted parameters A SZ , A CMB , A IR , A RAD , and A CO , we note that X-ray, optical and SZ bona fide clusters show distributions of parameters consistent with no or low contamination. By contrast, the distribution of fitted SED parameters of the PSZ1sources show some contamination both by IR and by CO emission. We thus construct quality assessments of tSZ detections based on the characteristics of SEDs. We use three different techniques, to assess the quality of the tSZ detection and thus separate PSZ1 sources into two categories reliable and unreliable.
As an intermediate step, we define a phenomenological quality assessment, hereafter penalty factor Q P , based on the data themselves. It does not rely on a model of the SED but rather on the empirical assessments provided in the PSZ1 which define decreasing reliability classes 1, 2, and 3. Since the average spectrum of the class 3 sources of PSZ1 show a clear excess of IR emission, we restrict to a parametrisation of the IR contamination. The penalty factor is defined as:
With F IR set to 2.8×10 −4 , 1.6×10 −3 , 2.4×10 −2 , and 1.9 K in CMB units from 353 to 857 GHz and σ ν = F IR /3. As previously, F ν is estimated through aperture photometry in an aperture of 7 arcmin. The amplitude of the IR component corresponds to the average amplitude, at each frequency, of the class 3 sources in PSZ1 which represent the typical low reliability sources as defined from empirical assessments. This estimator does not require error bars on the fluxes to derive the IR amplitude. The linear behaviour of Q P penalises cases that exceed the F IR .
Clustering-based quality assessment
The clustering algorithm is an unsupervised machine learning method often presented as assigning objects to the nearest cluster by distance. There are several choices for the distance: Euclidian, Manhatan, or generalised distance with the Mahalanobis metric. The number of clusters n is supplied as an input parameter.
We perform the classification of the sources, in n populations/clusters, using a standard k-means clustering (Hartigan Figure 11 . Piled-up distribution of the penalty factor for the PSZ1 catalog. Grey, blue, green and red are for confirmed clusters, class 1, 2 and 3 sources respectively.
1975; Hartigan & Wong 1979) considering a Euclidian metric for the parameter space. In a first step we define the distance, d cont , in the SED amplitude space from the zero contamination level is defined as
where σ CMB , σ IR , σ RAD , and σ CO are the standard deviations of CMB, IR, radio, and CO amplitude distributions. Figure 12 . Piled-up distribution of the distance, d cont , in the clustering algorithm for PSZ1 sources. Grey is for confirmed clusters, blue is for class 1 sources, green for class 2 sources, and red is for class 3 sources.
In Fig. 12 , we present the piled-up distribution of the distance, d cont , for the PSZ1 sources. We observe that the confirmed clusters (grey), class 1 (blue), and class 2 (green) candidates present similar distributions, whereas class 3 objects (red) show larger values for d cont . This illustrates the presence of distinct populations of objects in the PSZ1 sample.
Then, we apply the the k-means algorithm to the PSZ1 sources. One drawback the k-means approach is that, it requires that each cluster of population is symmetric and has the same extension with respect to the metric. This implies that we need a rather large number of populations. Moreover, an inappropriate choice of n may yield to poor results. That is why, when performing k-means, it is important to run diagnostic checks. We have tested the clustering techniques considering from n = 2 to 6 populations of sources. Below n = 3, the distribution of fitted amplitudes; A SZ , A CMB , A IR , A RAD , and A CO ; showed residual contamination. Figure 13 . Same as Fig. 2 for the PSZ1 sources. In red we show the highest-quality sources, in yellow, cyan and blue the sources are displayed with decreasing quality.
We present the results for three populations in Fig. 13 . We found that, above three populations, the results in terms of the distributions of fitted SED parameters were unchanged. We show the results of the clustering algorithm classification for the three populations (in red the highest-quality sources, in yellow, cyan and blue the sources with decreasing quality). We note that the population of good/reliable sources shows little signs of contamination and shares the same characteristics as the true clusters (see Figs. 2, 3 and 4). In particular in the A IR /A CO plane, we observe a good separation between the three populations.
The clustering algorithm separates the low-quality and higher quality candidates and clusters of PSZ1 catalogue. However, the separation of populations is not optimal as the two populations of reliable and unreliable sources shows a large overlap.
Likelihood-based quality assessment
In this second approach half way between supervised and unsupervised methods, we base the assessment of the SZ detection on the Likelihood of the contamination. We thus define a quality factor, Q L , as the product of SED parameter distributions estimated in random positions over the sky (5) with G CMB , C IR , G RAD , and G CO the distributions of the fitted SED parameters A CMB , A IR , A RAD , and A CO . G stands for Gaussian distribution, A exp(−(x − m) 2 /2σ 2 ), and C for Cauchy distribution, A/(1+(x−m) 2 /σ 2 ), distributions. We show in Table  5 .2 the results of the adjustments for the random positions in the sky. We also conservatively set that high quality tSZ detections correspond to a 6 σ limit which translates into Q L ∼ 1.5 10−8.
We first show in Fig. 14 the distribution of Q L for the MCXC clusters. We note that the vast majority of these clusters fall above the quality factor of Q L = 1.5 10 −8 . A small number of clusters from the MCXC have quality factors lower than the cut. They correspond to clusters exhibiting important contamination from AGN and radio sources. We also show in Fig. 15 the distribution of Q L for the sample of false detections defined in Sect. 2. Only a handful of false detections lay above the quality factor cut. Figure 14 . Distribution of the quality factor Q L for MCXC cluster of galaxies. Figure 15 . Distribution of the quality factor Q L for the sample of false detections.
In Fig. 16 we show the percentage of sources rejected by the quality factor cut Q L = 1.5 10 −8 . We see that true confirmed clusters (red line) are not rejected. Applying the quality factor to the false sources (orange line), allows us to reject about 10% of the false detection. We see that the efficiency of the rejection if the contaminating sources were radio sources at 30 GHz (blue line), IR sources at 353 GHz (cyan line) or CG sources (green line) differ.
We now show Fig. 17 the piled up histograms of Q L for the PSZ1 sources. We display the class 1, 2, 3 together with the con- Figure 16 . For the confirmed clusters of the PSZ1 catalogue: Fraction of rejected sources as a function of the quality factor Q L cut. In red and orange are the true clusters and false detections respectively. We also display in blue, cyan and green the radio, IR and CG sources.
firmed clusters in blue, green, red, and grey respectively. We observe that the quality factor cut at Q L = 1.5 10 −8 clearly separates the confirmed clusters from the rest. Moreover, the quality factor also separated the class 3 candidates of PSZ1 from the other PSZ1 sources, with most of the latter being in the category of low reliability sources. Some of the class 3 candidates, though pass the cut and are in the category of highly reliable candidates. Confirmation of their status by follow-up observation will be an interesting test of the classification method. Figure 17 . Distribution of the quality factor for PSZ1 sources. In grey for confirmed clusters, in blue, green and red class 1 , 2 and 3 sources respectively.
We show the distributions of A SZ , A CMB , A IR , A RAD , and A CO in Figs. 18 and 19 for the PSZ1 sources with Q L above the cut 1.5 10 −8 and for the PSZ1 sources with Q L < 1.5 10 −8 . We check that the high-quality sources (Q L > 1.5 10 −8 ) do not show significant contamination by IR, radio nor CO emissions, while for the sources with Q L < 1.5 10 −8 , we observe a clear contamination, especially the IR-CO plane.
Neural network-based quality assessment
The third approach is based on Artificial Neural Network (ANN, hereafter), the archetype of supervised machine learning methods. ANNs are a machine learning methodology based on paral- Figure 18 . Same as Fig.2 for the high-quality PSZ1 sources according, i.e. those with Q L > 1.5 10 −8 . Figure 19 . Same as Fig.2 for the low-quality PSZ1 sources those with Q L < 1.5 10 −8 .
lelism and redundancy. The basic building block of an ANN is the neuron. Information is passed as inputs to the neuron, which processes them and produces an output which is a simple mathematical function of the inputs. The power of the ANN comes from assembling many neurons into a network. Well-designed networks are able to learn from a set of training data and to make predictions when presented with new, possibly incomplete, data. We consider a standard three-layer back-propagation ANN to separate the tSZ detections into three populations of reliable (good quality), unreliable/false (bad quality), and noisy sources (ugly). A three-layer network consists of a layer of input neurons, a layer of hidden neurons, and a layer of output neurons. In such an arrangement each neuron is referred to as a node. The input layer consists of the five SED parameters and the output nodes represent the three classes of populations. The layout and number of nodes represent the architecture of the network. Details on the ANN implementation can be found in Appendix A. We briefly present here the basics of this technique and illustrate the principle schematically in Fig. 20 .
We define
where g(x) = 1/(1 + exp(−x)) is the activation function,
N , corresponds to a physically-based dimensional reduction, W h are the weights between input and hidden layers, W o are the weights between hidden and output layers, b h are the biases between input and hidden layers, and b o are the biases between hidden and output layers. To train the neural network, we use SED fitted parameters of the confirmed clusters of PSZ1 catalogue. They are representative of the Good high-quality source population. We use the fitted parameters of the the sample of false detections defined in Sect. 2. They are representative of unreliable sources, the Bad. We also use the fitted parameters computed in random position over the sky. They are representative of noise-dominated population, the Ugly. We split each catalogue into two subsets, one training set and one checking set. The second is used to estimate the efficiency of the ANN. We defined the error on the classification as,
In order to avoid over-training, we stop the training at the value that minimizes the error for the checking set. The ANN outputs a value of Q good , Q bad and Q ugly (as given by Eq. 6) for source. We first show in Fig. 21 the distribution of ANN-based estimation of the Q values for the catalogue of false detections (checking-set subsample). We note that the distribution is dominated by high values of Q bad and low values of Q good . We show by contrast in Fig. 22 the same distribution of Q values for actual clusters of galaxies from the MCXC catalogue. In this case, we note that most of the sources in this catalogue have low values of Q bad . The sources with lowest Q bad values are clusters exhibiting important contamination from AGNs. We also note a relatively large number of clusters with high values of Q ugly . These clusters are associated with the low-mass clusters that have no significant SZ counterpart in the Planck data. Figure 21 . Distribution of neural-network-based estimation of Q good , Q bad and Q ugly for the catalogue of false detections (checking-set subsample).
In Fig. 23 , we display the piled-up histograms of Q good , Q bad and Q ugly values for sources of the PSZ1 catalogue. We display in grey, blue, green and red are for confirmed clusters, class 1, 2 and 3 sources respectively. We note that the ANN-based quality factor allows us to separate nicely the distribution of Q bad into two regimes low and high values (associated mostly with class 3 PSZ1 sources) thus allowing us to identify clearly the Bad sources in the catalogue. The distribution of Q ugly is flatter and shows that the category of ugly noisy sources is evenly distributed including among confirmed bona fide clusters. The Figure 20 . Neural network diagram. In our analysis, the input layer is composed by the five SED fitted parameters of each source at the seven frequencies. The hidden layer is composed by 10 neurons. And the output layer contains three values of Q for the categories, Good, Bad, and Ugly, standing for reliable, unreliable, and noisy sources. distribution of Q good is dominated by high values. The lowest end of the distribution is populated by class 3 sources from the PSZ1.
In Fig. 24 , we present the distribution of PSZ1 sources as a function of Q good , Q bad , and Q ugly . The abscissa, x, and ordinates, Figure 23 . Distribution of neural-network-based estimation of the quality factor for the PSZ1 catalog (used as training or checking sets). Grey, blue, green and red are for confirmed clusters, class 1, 2 and 3 sources respectively. y, of each source is given by,
We observe clearly three populations of sources, associated with the good, bad, and ugly noisy categories. The PSZ1 sample is dominated by the good sources, it also contains about 10% of bad sources and a number of ugly sources that have low signalto-noise from the aperture photometry. We observe a clear separation between the bad sources and the other ones.These representation illustrates the efficiency of the neural network to separate reject bad most likely spurious SZ sources. The same representation of Q good , Q bad , and Q ugly for other samples considered in this study can be found in Appendix. B. Figure 24 . Distribution of PSZ1 sources as a function of Q good , Q bad , and Q ugly . Top panel : In grey for confirmed clusters, in blue for class 1 sources, in green for class 2 sources, and in red for class 3 sources. Bottom panel : density of sources as a function of Q good , Q bad , and Q ugly .
We now use the ANN results to find a quantitative way to identify the bad sources from the catalogue. We thus define a quality factor of the SZ detection as, Q N = 1 − Q bad . We display, in Fig. 25 and for the PSZ1 checking-set sample, the fraction of rejected sources as a function of the quality factor Q N cut. In red and orange are the true clusters and false detections respectively. In blue, cyan and green are the radio, IR and CG sources. We see that a cut at Q N = 0.4 ensures that we remove 95% of the bad sources without affecting the true cluster distribution. Such a cut allows us to reject 90% of the IR at 353 GHz and radio at 30 GHz sources and more that 95% of the CG sources. The cut in Q N translates into a Q bad = 0.6 which marks the boundary of the Q bad distribution in Fig. 21 . Figure 25 . For the PSZ1 checking-set sample: Fraction of rejected sources as a function of the quality factor Q N cut. In red and orange are the true clusters and false detections respectively. We also display in blue, cyan and green the radio, IR and CG sources.
We show the distributions of A SZ , A CMB , A IR , A RAD , and A CO in Figs. 26 and 27 for the PSZ1 sources after applying the cut in Q N and for the PSZ1 sources with Q N < 0.4. We check that the good-quality sources (Q N > 0.4) do not show significant contamination by IR, radio or CO emissions, while for the sources with Q N < 0.4, we observe a clear contamination, especially the IR-CO plane. 
Discussion
We compare the efficiency of the different quality factors to distinguish between high-quality and low-quality SZ detections. We first illustrate this comparison by plotting in Fig. 28 the fraction of overlap between Q N , Q L , and Q P as a function of the rejection percentage for the PSZ1 catalogue. We observe that the best agreement between Q N and Q P is obtained with an overlap of 91% for a rejection of 12%. For higher rejection percentage, we observe that the overlap decreases. We also examine the distribution of the PSZ1 sources as a function of the quality factors Q N , Q L , and the penalty Q P and we show the 2-D scatter plots in the quality-factor planes. On the one hand, we see that the cuts in Q N and Q L nicely separate the population of high-and low-quality SZ sources, with the ANNbased quality assessment seeming more efficient at identify the bad sources. Moreover the two cuts preserve the confirmed clusters as only less that 2% of these fall in the category of lowquality sources. We have checked the status of the 22 confirmed clusters that are excluded by the combination of Q N and Q L cuts. We find that they are located mostly between −30 o < b < 30 o , and contaminated by IR, Radio point sources, or CO and thermal dust emission. Finally, we check the effect of the classification in high-and low-quality sources through the average SED of the bad and good sources defined according to the cuts in Q N , Q L , and Q P . For the latter we apply a cut at 7.4 which exclude a few tens of confirmed clusters. A smaller cut would increase the contamination at high frequencies but reduce the number of excluded clusters of galaxies. The SED are displayed in Figs. 30 and 31. We show in Fig. 30 that the SED is in perfect agreement with a dust-like SED. We also see the contamination from CO at 100 and 217 GHz. By contrast, we see in Fig. 31 that the average SED compatible with that of the SZ emission. Again the quality assessment of good sources from the ANN analysis shows a better performance as traced by the low contamination level of the SED at the highest frequencies as compared with the likelihoodbased quality factor. Figure 30 . Average SED for bad PSZ1 sources, i.e. with Q N < 0.4, Q L < 1.5 10 −8 and Q P < 7.4 respectively. In red is the best fit for an infra-red SED and in blue the contribution from CO rotational lines.
The classification from the ANN seems to give better results than the other methods. This is expected from supervised meth- Figure 31 . Average SED for good PSZ1 sources, i.e. with Q N > 0.4, Q L > 1.5 10 −8 and Q P > 7.4 respectively. In red is the expected SED for tSZ effect.
ods where the training is performed on pre-defined class memberships. We tested the ANN in a case where no pre-definition of the bad class is given. Namely, we used the random positions as the ugly class and we trained the network on a sub-sample constructed from the PSZ1 catalogue itself. The results, applied on the checking set, i.e. the other subsample from PSZ1, are shown in Fig. 32 . We note that, without a training on the class of bad candidates, the ANN fails at separating efficiently this type of sources. The network separate the PSZ1 mostly into a population of ugly, i.e. noisy, and good. We also not that there is an ensemble of sources (middle of the lower panel, Fig. 32 ) for which the network is unable to set a class. Although, the performance of the ANN is decreased as compared to a case where the classes are predefined we nevertheless note that this method gives very satisfactory results.
Finally, we have investigated the ANN-based quality factors for SZ sources detected in Planck that proved to unambiguously be false candidates by follow-up in X-rays based on Director's Discretionary Time on the XMM-Newton observatory (Planck Collaboration IX 2011; Planck Collaboration Int. I 2012; Planck Collaboration Int. IV 2013) . No significant extended X-ray emission was associated with eight SZ detections in Planck data: PLCK G321. 410+19.941, , PLCK G120.218+11.093. We find that all SZ detections have very high Q ugly factor (0.7 to 1) except the first PLCK G321.410+19.941 which has a slightly smaller value of Q ugly but has Q ugly = 0.4, i.e. is identified as a spurious detection. The quality factor Q good for all but two detections are below 0.01. Only PLCK G201. have Q good ∼ 0.2 and 0.6 respectively but they both are in the class of noisy ugly sources. The a posteriori quality assessment of the confirmed false SZ sources in Planck shows that these spurious detections were mostly related to noise fluctuations.
Summary and Conclusions
We have addressed the question of classification of population illustrating the approaches used on the catalogue of SZ sources detected by Planck. To do so we build an SED model including all the major sources of signal in the range of frequencies considered for the dataset. This projection of the data onto an SED has allowed us to reduce the dimensionality of the problem and to resort to statistical classification techniques. In grey for confirmed clusters, in blue for class 1 sources, in green for class 2 sources, and in red for class 3 sources. Bottom panel: Density of sources for the PSZ1 catalogue as a function of Q good , Q bad , and Q ugly .
We explore three techniques clustering, an unsupervised machine learning, artificial neural networks, a supervised machine learning, and likelihood, half way between supervised and unsupervised. Each of the three methods outputs quantitative quality factors to the SZ sources. The classification techniques separate statistically the sources into populations of different quality and reliability.
We apply the techniques to cluster catalogues detected in the X-rays and in the optical and to catalogues of point sources. Each time, the statistical classification was able to separate the cases of bona fide and the cases of sources that are not clusters. We then applied our methods to the PSZ1 catalogue. All three classification results agree. They reproduce rather well the distribution of the PSZ1 sources in confirmed clusters and class 1, 2, 3 candidates. For each technique, most of the class 3 objects are put in the least reliable population.
We show that although all methods agree, the supervised neural network-based classification shows better performances than the likelihood approach or the unsupervised clustering method. This is exhibited by the clean average SED of the sources in the good population. The higher performance is expected since the supervised methods utilise more information. The performance is even better when we have an a priori definition of class membership. The classification then serves to determine whether or not the pre-defined populations are distinguishable. We show, however, that the ANN can detect differences between classes of populations even when the training is not performed on pre-defined populations.
Finally, we suggest, on the basis of our results that a supervised learning approach should be the method of choice when classifying individuals into pre-defined populations. These classification methods applied in the present study to the assess the quality factor of SZ detections and separate the populations can easily be adapted and generalised to other contexts such as the detection of galaxy clusters, and more generally sources, in the X-rays in SRG/eROSITA and in Euclid. An adaptation is ongoing. 
