ABSTRACT This paper investigates cooperative spectrum sensing in multi-channel cognitive radio networks (CRNs) with energy harvesting. Our goal is two-fold: first, to determine the optimal sensing parameters for effective management of the limited energy budget in order to maximize the achievable throughput, and second, to exploit the benefits of a practical CRN towards improving the performance of the energy constrained CRN. Two different scenarios are considered. In the first, the secondary user (SU) is assigned a single radio frequency (RF) harvesting source, while in the second, the SU is assigned multiple RF harvesting sources and can opportunistically harvest from any of the sources. For these scenarios, the problem is formulated as a stochastic optimal control system with infinite and continuous state and action spaces. This is known to be computationally intractable and becomes even more complicated in a two-dimensional problem such as considered. In order to reduce the computational complexity, a myopic optimization approach is taken, and the problem is formulated into a mixed integer nonlinear problem (MINLP) to determine the channel assignment, the sensing duration, the distribution of the sensing duration associated with the assigned channels and the detection threshold under the constraint of energy causality and primary user (PU) protection. A near-optimal solution is obtained to the MINLP based on the alternating convex optimization technique. The simulation results obtained show that the considered work can improve the amount of energy harvested and, by extension, the active probability of the SUs by exploiting the multi-channel benefits of practical CRN for enhanced throughput.
I. INTRODUCTION
Recent development in energy harvesting [1] - [4] has initiated research efforts towards exploiting the possibility of alternative energy supply to the A.C rechargeable/replaceable batteries in cognitive radios. This intends to jointly reduce energy cost and deal with the problem of having to replace batteries, promising a cognitive radio system with cheaper and more convenient energy supply. In the RF energy harvesting-based scheme, spectrum sensing and data transmission activities of the SU can only occur with enough harvested RF energy (a phenomenon referred to as energy causality). The system is however a stochastic process in
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terms of the secondary user energy state over time. The energy level at the beginning of each frame depends on the residual energy and the action taken in the previous frame. The RF energy arrival is also intermittent and random, while the magnitude of the electrical energy derived from the harvested RF may not always be sufficient to maximize throughput. It is therefore imperative that the CRN is energy efficient in terms of balancing the energy consumption during sensing and transmission activities with the amount of energy harvested. In the conventional cognitive radio networks (which can otherwise be referred to as unconstrained energy counterpart), a sensing-throughput trade-off [5] exists, which hinges on the sensing time and sensing accuracy. However, in the context of energy harvesting CRN, the outcomes of the sensing process (i.e. the sensing time and sensing accuracy) are energy constrained, making the energy harvesting-based CRN (EH-CRN) a more complicated scenario.
A. RELATED WORKS
The effect of energy arrival rate on spectrum sensing and access policy in EH-CRN is investigated in [6] and [7] , where the authors formulated the problem as a constrained partially observable Markov decision process (POMDP). In particular, the studies in [6] identify the optimal sensing policy, while [7] is an extension of [6] that determines the optimal sensing policy and detection threshold that maximizes the expected total throughput under energy causality and collision constraints. Chung et al. [8] investigated the relationship between the optimal sensing duration and the corresponding sensing threshold with the purpose of conserving energy while the average throughput is maximized. In [9] , Park and Hong analyzed the theoretical upper bound on the maximum achievable throughput of the energy harvesting based secondary user as a function of the energy arrival rate and the temporal correlation of the primary traffic under an energy causality and collision constraints. The fundamental trade-off between spectrum sensing and the SU expected throughput for a conventional energy unconstrained CRN is studied in [10] . Inspired by [10] , Yin et al. [11] focused on the harvesting-sensing-throughput trade-off and the joint optimization for save-ratio (i.e. the proportion of the frame length expended on harvesting energy, denoted as ρ : 0 ≤ ρ < 1 ), sensing duration, sensing threshold and fusion rule to maximize the expected throughput in the EH-CRN. The work in [12] jointly optimizes energy harvesting and spectrum sensing in the EH-CRN subject to the constraints on the energy causality, collision, and temporal correlation of probability of sensing the idle/occupied channel to maximize the achievable throughput. In [13] , Khoshabi Nobar et al. investigate the performance of an RF-powered green cognitive radio network (RF-GCRN), where a central node, called a power beacon (PB), harvests green energy from ambient sources and wirelessly delivers random harvested energy to cognitive users. Nevertheless, [6] - [9] , [11] - [13] merely address a non-cooperative spectrum sensing where a single SU co-exits with only one PU on the channel.
Biswas et al. [14] however, investigated a sensingthroughput optimization problem in EH-CRN based on cooperative spectrum sensing among the participating SUs. In particular, the authors focused on the trade-off between sensing time and sum capacity of the SUs with respect to transmission power and sensing time. In [15] , Celik et al. considered the design of a heterogeneous energy efficient and energy harvesting cooperative spectrum sensing (EEH-CSS) scheme subject to the fundamental EEH-CSS constraints. The authors considered the heterogeneity of the SUs in terms of the non-identical harvesting, sensing, and reporting characteristics. The problem in [15] is formulated to determine the optimal asymptotic active probability, sensing duration, and detection threshold that maximize the achievable total throughput. The study in [14] formulated the problem as a mixed integer non-linear program (MINLP) with the objective to determine the access decision variables, the transmit power, the optimal sensing time and the number of slot that maximize the average throughput. In [16] , Pratibha et al. employ the finite-horizon POMDP model to derive the optimal policy that can maximize the expected throughput while satisfying the PU detection and the energy causality constraints. The study in [17] optimizes the optimal sensing time that maximizes average throughput and the harvested energy. In [18] , for an overlay EH CRN, the authors aim to find an optimal sensing time to maximize throughput of SU and the harvested RF energy. Residual energy maximization is explored with spectrum sensing and SU transmission in [19] .
The critical issue in EH-CRN from the afore-mentioned literature is that the RF energy arrival from the ambient RF is random, while the magnitude of the electrical energy derived from the harvested RF may not always be sufficient to maximize throughput. The works in [15] and [20] considered a hybrid energy harvesting network model where the secondary user is capable of harvesting energy from both renewable sources (e.g. solar) and ambient radio frequency signals. However, the concern with this is that the application of such conventional renewable energy could be limited in certain environments, time and weather and, this could be critical in applications where quality of service is of utmost concern. In [21] , the SU splits the channel into two sub-channel sets. One for sensing the PU and the other for collecting the RF of the PU signal. In the transmission slot, the harvested energy is supplied to compensate the sensing energy loss in order to guarantee the throughput. The problem is formulated to determine the optimal sub-channel set, sensing time, and transmission power that maximize the aggregate throughput, harvested energy and the energy efficiency of the SU over all the sub-channels. However, the details of the energy source for data transmission is not mentioned. In [22] , RF energy could be harvested from the PU and the reporting SUs, and the problem is formulated into a multi-objective optimization (MOP) to optimize the spectrum sensing performance, under the constraints of the harvested energy at SU and the interference from SU on PU receiver. The afore-mentioned works only investigate a single channel case, which is quite simplistic for communication systems. Practical wireless communication networks are inherently multi-user and multichannel with peculiar challenges and benefits.
The authors in [23] - [25] propose a multi-channel harvesting schemes where an SU can sense the spectrum to determine the harvesting and communication geographical zones, such that it can take a decision to harvest or transmit data based on the zone it belongs to. An SU requiring to transmit data would need to stay in at least one of harvesting zones of active PUs, otherwise the SU will have no energy for transmitting data. In [24] the problem is formulated to jointly optimize the number of sensing samples and sensing threshold in order to minimize the sensing time and hence maximize the harvested energy. Xu et al. [25] investigated the problem to determine the optimal channel selection probability that VOLUME 7, 2019 maximizes the average throughput of SUs. In these papers, cooperative spectrum sensing is not considered.
Optimal multi-channel cooperative spectrum sensing in energy unconstrained CRN has been studied in [26] , where the authors formulated the problem to determine the optimal sensing time in a slot and how the total sensing time can be distributed to all channels. However, for energy harvesting system, the sensing-throughput trade-off that naturally exits in a conventional CRN is further complicated by energy constraint. Nevertheless, inspired by [26] , the work presented in this paper focuses on finding the optimal cooperative spectrum sensing parameters in multi-channel cognitive radio networks with energy harvesting. In addition, the work presented here also investigates a different network scenario from the study in [26] , in terms of the channel assignment to each user. In what follows, the main contributions of this paper are summarized.
B. MAIN CONTRIBUTIONS

1)
Different from the studies on EH-CRNs, which focus on single channel network model [14] , [15] , the work presented in this paper considers the performance of energy harvesting secondary users in a practical multichannel environment. In order to enhance the spectrum sensing performance, the secondary networks (SN) is modeled as overlapping clusters, where the number and the candidate channels assigned to each user are not necessarily equal. In addition, the heterogeneity of the network is also considered in terms of sensing quality of the cooperating secondary users.
2) The performance of the EH-CRNs in terms of the achievable throughput has been reported to be dependent on the energy arrival rate [6] , [9] . This paper shows that by exploiting the benefit of the multi-channel scenario, the amount of energy harvested can increase with increasing number of the assigned channels to each SU. This improves the probability that the SU is active and correspondingly improves throughput. However, this is not without a cost, since energy consumption also increases with the number of channels sensed, revealing that there is an optimum number of PU channels to SU which, maximizes the energy efficiency of the EH-CRN. 3) With a goal to maximize the average throughput of the energy harvesting based SUs, the problem is formulated as a mixed integer non-linear optimization problem (MINLP) to jointly determine the optimal channel assignment, sensing duration in each frame, distribution of the sensing duration among the assigned channels for every SUs, and the detection threshold of each SU sensing each channel. This differs from [14] , [15] and [26] , in that while [14] and [15] only considered the problem in a single channel EH-CRN, the authors in [26] investigated the problem in a conventional (energy unconstrained) CRN, where a set of SUs are made to sense the same group of PU channels.
II. SYSTEM MODEL
This section describes the model and assumptions adopted for the cooperative spectrum sensing in multichannel cognitive radio networks with energy harvesting The CC gathers the individual SU parameters such as the evaluated non-cooperative probability of missdetection, the channel list, and the co-ordinates of the SUs locations. The CC is responsible for the frequency assignment based on the received information from the SUs. Therefore, the frequency assignment is done centrally, while cooperative spectrum sensing for channel access is distributed since SUs in each cluster cooperatively decide the status of each channel.
The considered time slotted operation of active energy harvesting based secondary users (EH-SUs) with heterogeneous SNR is illustrated in Figures 1a and 1b , in which cluster formation (or channel assignment) precedes the sensing-transmission/ harvesting frame. The frame length T is divided into a sensing period with duration τ s , the reporting/data fusion/broadcasting time of τ r and the transmission/harvesting period of t T = T − τ s − τ r . During the sensing phase, each SU executes local spectrum sensing of the assigned K channels within period τ s based on energy detection method. The SUs then report the sensing results to the corresponding cluster heads in each of the K clusters for cooperative decision. Each SU is updated with the channel status by the cluster heads through broadcast. It is assumed that the secondary user network is scheduled to transmit on time division multiple access (TDMA) protocol. Therefore, the transmission period in each frame is further divided into (data transmission) slots, and each SU i is allocated a slot t i,j on its transmit channel j, which is equivalent to
where the parameter z j denotes the number of SUs assigned to transmit on channel j. Fig. 1a shows a scenario where each SU can opportunistically transmit or harvest RF energy from the PU of the transmit channel only. For instance, SU 1 in the figure first cooperate with other SUs in all the K clusters to sense the PU channels in those K clusters. If the transmit channel is determined idle H t 0 , the SU would transmit its data in the transmission slot S2 and then sleep in the remaining period. However, if the transmit channel is busy H t 1 , the SU harvest RF energy from the PU throughout the period. It is assumed that channel status does not change within a frame. Fig. 1b on the other hand illustrates the scenario where SU can opportunistically harvest from multiple RF sources. In Fig. 1b , after cooperative spectrum sensing to determine the channel status, SU 1 harvest RF energy from the transmit channel (CH 1) if the channel is busy H 1,t 1 . If the channel is idle H 1,t 0 , the SU transmits on slot 2 of CH 1 and then harvest opportunistically from any of the K −1 (i.e. 2, · · · , K ) channels for the remaining period. Fig. 2 illustrates the considered (overlapping) clusters, in which multiple channels are assigned to each SU, while each PU can cooperatively be sensed by multiple SUs. This is a case of many-to-many combinatorial assignment.
Therefore, a cluster is made up of a group of SUs that cooperate to sense a particular PU channel. In this case, an SU can belong to multiple clusters. Hence, all the SUs in a cluster may not necessarily share one channel for transmission in every frame. Following the channel assignment at the beginning of each frame, each SU selects one of the K assigned channels randomly as a transmit channel. It is assumed that the energy requirement for cluster formation is negligible in comparison with the energy demand for spectrum sensing and data transmission, since the bulk of the cluster formation/channel assignment work is performed by the central controller.
B. PRIMARY NETWORK MODEL
A primary network (PN) with M narrow band spectrum (channels) is considered. The network equally comprises of M PUs that share these spectrum, such that each PU is licensed to one channel. The primary user traffic on each channel is modeled as a time homogeneous discrete Markov process as assumed for example in [15] . Therefore, the spectrum randomly alternates its states between the channel being vacant and occupied. If S j,t denotes the spectrum occupancy state of channel j on slot t, then the binary hypothesis of the channel status can be represented as S j,t ∈ {0(vacant), 1(busy)}. The steady state probabilities of the channel being idle and busy are denoted as P(H 0 ) and P(H 1 ).
C. COOPERATIVE SPECTRUM SENSING
Spectrum sensing is executed during the sensing phase. The number of channels assigned to SU i (otherwise referred to as channel list) is denoted as K i , where
is the number of channels assigned to SU i. The channel list may be different for different users. Each SU independently senses the assigned channels sequentially within the sensing period denoted by τ s = M j=1 x i,j τ i,j , ∀i = {1, . . . , N }, where x i,j is the assignment variable and τ i,j denotes the sensing time of SU i on channel j. The sensing results are then reported to the corresponding head in each cluster through a dedicated common control channel (CCC) based on time-slotted scheme. Each cluster head makes a cooperative decision about the channel status and updates the SUs through broadcasts. Hence, SU i is updated with the cooperative sensing decisions of the K i assigned channels from the respective cluster heads. Therefore, the work models a centralized channel assignment scheme for a distributed cooperative spectrum VOLUME 7, 2019 sensing. The secondary users only exchange their sensing decisions with the cluster heads in the respective clusters for the cluster-based cooperative spectrum sensing.
Assuming a complex value PSK modulated signal and circularly symmetric complex Gaussian (CSCG) noise for primary signal and additive noise in the wireless channel, the probabilities of detection and false alarm as evaluated by SU i on channel j can be expressed as
where, ε i,j ,γ i,j , f s and σ w denote the detection threshold of SU i on channel j, the average SNR of channel j on SU i, the sampling frequency and the noise variance respectively. The probability of a miss-detection can be obtained from (2) as
The cooperative probability of detection and the cooperative probability of false alarm as computed by each cluster head for each channel based on OR decision fusion are evaluated as
where
The parameter P e denotes the probability of reporting error. The OR rule is adopted as a decision fusion rule being the optimal rule to minimize interference to the primary user.
D. ENERGY MODEL
It is assumed that the SU can only perform either spectrum sensing followed by data transmission, or energy harvesting at a time. Therefore, the charging process must stop while the SU draws energy from the storage device to either sense the spectrum or transmit the data in its queue. The power consumption by each SU for spectrum sensing, cooperative spectrum sensing overhead and data transmission activities are denoted as p s , p r , and p t respectively. The energy state of the SU storage facility (e.g. a super-capacitor) at the beginning of the n th frame is denoted as e i,n . Hence, SU cannot participate in the cooperative spectrum sensing when e i,n < (p s τ s + p r τ r ).
It is assumed that secondary users harvest RF energy from the transmitting primary users. Nevertheless, the model can equally address a scenario where energy can be harvested from other sources in addition to the primary user RF. The maximum amount of energy that can be harvested in the n th frame is expressed as:
where t T = (T − τ s − τ r ) is the maximum period available for energy harvesting in each frame. The parameter P( ) denotes the probability that there is an harvested RF energy, and P avail = P R η H /C represents the output of the secondary user harvesting circuit, which is defined as the product of the amount of received RF power P R at the SU and the harvesting circuit efficiency η H /C . The amount of harvested RF energy by secondary users therefore, depends on the magnitude of the received RF power, the harvesting circuit efficiency, the harvesting duration and the probability that an RF harvesting source is available. The total energy consumption by SU i in the n th frame denoted as e c,i,n can explicitly be expressed as
where the first, second and third expression on the RHS of (8) are the sensing energy, the reporting energy and transmission energy respectively. Parameters P(H 0 ) and P(H 1 ) are the probabilities that the transmit channel is vacant and occupied with PU signal respectively. When the harvested and consumed energy are both put into perspective, the residual energy (state) at the beginning of the next (n + 1) th frame for an infinite energy storage capacity device can be updated as
III. PROBLEM FORMULATION
In this section, two different scenarios are considered namely: A) single harvesting source where the SU can harvest only from the PU occupying the transmit channel, and B) multiple RF harvesting source in which the SU can opportunistically harvest from any of the PU in the assigned channels.
A. SINGLE RF ENERGY HARVESTING SOURCE
Under this scenario, the SU can only harvest from the elected transmit channel when occupied with a primary user signal. This model can also be used for EH-CRN with a single dedicated RF energy harvesting source. The possible energy states during the n th frame are as follows 1) The channel correctly detected to be busy with probability P(H 1 )Q D,j . In this case, secondary user does not transmit, but can harvest energy from the transmitting primary user in the rest of the n th frame. Therefore, the throughput is zero. 2) Channel correctly detected to be idle with probability P(H 0 )(1 − Q F,j ). The SU transmits in the n th frame for a period of
and sleep for the rest of the frame. Energy harvested is zero. 3) Channel incorrectly detected to be busy (false alarm) with probability P(H 0 )Q F,j . The SU's opportunity to
access the channel is lost. No energy is harvested and the achievable throughput is also zero. 4) Channel incorrectly detected to be vacant (missdetection) with probability P(H 1 )(1 − Q D,j ). The SU transmits in the n th frame, but the data interferes with the primary user's signal, and nothing is gained.
Therefore, under this scenario, the SU can harvest energy on the transmit channel with probability P(H 1 )Q D,j , transmit data with probability
or remain idle (neither harvesting RF nor transmitting) with probability P(H 0 )Q F,j . The amount of energy consumed and energy harvested e s,µ h,i,n (where, µ ∈ {0, 1} denotes the channel's idle and busy status respectively) in each state can be expressed as in (10) , as shown at the top of this page. While an action is taken, the SU energy state in the next frame is evaluated as (11) , as shown at the top of this page. Therefore, from (10) the amount of harvested energy in a single source scenario can be expressed as
where P( s ) = P(H 1 ).
B. MULTIPLE RF ENERGY HARVESTING SOURCES
This is particularly useful in a network where primary user services may be inactive for a long period of time (e.g., digital TV broadcasting), and the stored energy in the SUs would more likely get depleted resulting in outages. The possible states during the n th frame are:
1) The transmit channel correctly detected to be busy with probability P(H 1 )Q D,j . In this case, secondary user does not transmit, but can harvest energy in the rest of the n th frame. Therefore, the throughput is zero. 2) Transmit channel correctly detected to be idle with probability P(H 0 )(1 − Q F,j ). The SU transmits in the n th frame for a period t i,j (as defined in (1)) and can then harvest from any of the K i − 1 channels that is found busy for the rest of the frame. 3) Transmit channel incorrectly detected to be busy (false alarm) with probability P(H 0 )Q F,j . The SU's opportunity to access the channel is lost. The achievable throughput is therefore zero, and no energy is harvested. 4) Transmit channel incorrectly detected to be vacant (miss-detection) with probability P(H 1 )(1 − Q D,j ). The SU transmits in the n th frame, but the data interferes with the primary user's signal, and nothing is gained. However, energy can be harvested from any of the K i − 1 channels for the rest of the frame. Therefore, different from the single harvesting source scenario, the SU can opportunistically harvest energy in every frame except when there is a false alarm on the transmit channel. The amount of energy consumed and harvested in each state can be expressed as in (13), as shown at the top of the next page. When an action is taken, the SU energy state in the next frame can similarly be expressed as (14) , as shown at the top of the next page. The parameter P( 1 ) is the steady state probability that at least one of the remaining K i − 1 assigned channels would be occupied by PU and thus be available for energy harvesting by the SU. This probability follows a binomial distribution given as
From (13), the amount of harvested energy in the multiple harvesting sources scenario can be expressed as
is the probability of energy harvesting in a multiple source scenario.
since there is no event to choose from, making Pr( 1 ) = 0. Therefore, the multichannel gain on the harvested energy (i.e. the ratio of the harvested energy in a multiple harvesting source to the harvested energy in a single harvesting source)
can be evaluated as
where the expression in (18) is upper bounded as P(H 1 ) −1 .
In both cases considered in Sections III-A and III-B, the EH-CRN results in a dynamic secondary user energy state over time, and the energy level in the (n + 1) th frame depends on the residual energy and the action taken during the n th frame. The design strategy for the EH-CRN can thus be formulated as a stochastic optimal control problem given by π * = arg max π V π (S 0 ), and the expected reward is defined
where 0 < δ < 1 is a discount factor that trades off the importance of the immediate and future reward. The target is to determine the optimal policy π which specifies the optimal action in the state and maximizes the long-term expected reward. The policy π therefore, maps the SU energy state at each frame to the possible action taken, while G represents the planning horizon. Therefore, (19) models a general class of Markov decision processes (MDP), in which states
refer to the SU energy states, and the action {a 1 · · · a G } ∈ A refers to the amount of energy to be used for spectrum sensing and data transmission. The optimal value function V π * of policy π represents the maximum cumulative function of rewards (i.e. V π * ≥ V π ) which can be obtained as a solution of the Bellman recursion, given by
The parameter φ h,i,n represents the energy harvested when the transmit channel is correctly detected to be busy (as expressed in both (10) and (13)). The parameter β h,i,n represents the energy harvested from any of the K i − 1 channels, which is zero for K i = 1, whereas T (s, a, s ) = Pr(s |s, a) is the transition function, which expresses the probability that the SU energy state changes from s to s when action a is taken. However, the state and action space in (19) for EH-CRN are continuous and infinite, making the solution computationally intractable, more especially for the multi-user, multi-channel case under consideration. Hence, in the subsequent section, the impact of the current action on the future reward will be ignored, and focus only on maximizing the expected immediate reward in an optimal myopic strategy. This approximation method is also adopted in the works presented in [11] and [15] among others.
IV. APPROXIMATE FORMULATION AND SOLUTION
Optimizing the original problem in (20) is a sequential decision making process which attempts to determine the immediate and future rewards based on the possible actions taken. However, this becomes very difficult due to the tight coupling between the current action and the future reward. In this section, the original stochastic optimal control problem is approximated to a myopic policy such that the optimal policy in (20) can be approximated as
where (21) is the immediate reward on channel j based on the current action, the parameter C 0,j = log 2 (1 + ξ i,j ) represents the average capacity of the SU i on the idle channel j, and
, denotes the capacity of the SU i when there is collision with the primary user signal (with SNR ξ j ) due to miss-detection. Since SUi can only select one of the K i channels randomly as a transmit channel, a mean value of ξ i,j =ξ s and ξ j =ξ p are assumed for SNR values of SU and PU on the transmit channel. Hence, the average capacity of the SU on the transmit channel without or with the presence of PU signal can be expressed as C 0 = log 2 (1 + ξ s ) and C 1 = log 2 (1 +ξ s 1+ξ p ) respectively. Different from the solution to the problem in (20) , this policy is essentially a static approach. Existing studies have however shown that myopic policy is close in performance to the optimal policy [28] - [30] .
The objective is to jointly determine the optimal channel assignment (x i,j ), the detection threshold (ε i,j ), the sensing duration (τ s ), and the distribution of the sensing duration among the assigned channels (τ i,j ). This is done with a goal to maximize the average throughput of the secondary users. The time taken by SU i to sense channel j, j ∈ {1, 2, .., M } is denoted by τ i,j , i ∈ {1, 2, . . . , N }, and both τ s and τ i,j are continuous variables. The average normalized throughput maximization per channel can thus be formulated as Problem P1:
subject to:
wherē
In problem P1, the expression in (22) defines the objective function. Constraint (C1) guarantees the protection of PU against interference from SUs, while (C2) and (C3) ensure that the energy causality and time causality are satisfied. The constraints in (C2) and (C3) guarantee that the average energy budget of the SU does not exceed its total available energy and that the time budget does not exceed the frame period respectively. Constraint (C4) ensures that the total time spent by any SU in sensing the assigned channels
does not exceed the sensing duration τ s in a frame.
In constraints (C5) and (C6), the number of PU channels that can be assigned to any SU, and the number of SUs that can be assigned to a single PU channel are limited to a specified values. Constraint (C7) defines the assignment variable type. From constraints (C5) and (C6), the assignment problem defines an overlapping cluster scheme, where an SU can belong to multiple clusters. Each cluster is however, identified with a particular channel or frequency. The problem in P1 is a mixed integer non-linear optimization (MINLP) and non-convex jointly in x i,j , τ s , τ i,j , and ε i,j . The problem defines a more complicated scenario due to the consideration for a practical overlapping clustered network in the multi-channel scenario. High degree of coupling also exists among the optimization variables, which makes direct decomposition difficult. In order to solve it, the approach of alternating convex optimization is adopted [31] . That is, given a non-convex problem f (x) with variables (x 1 , . . . x n ) ∈ R n , while t 1 , . . . , t k ⊂ {1, . . . n} are index subsets with t j ∈ {1, . . . , n}, and supposing the problem is convex in subset of variables x i , i ∈ t j , then alternating convex optimization method involves cycling through j, in each step optimizing over variable x i while, i / ∈ t j are fixed [32] . Hence, the procedure alternates between determining the optimal assignment x i,j with fixed τ s , ε i,j , and τ i,j , and then, given x i,j , with fixed ε i,j and τ i,j , optimize over τ s . Finally, with given x i,j and τ s optimize over τ i,j , and ε i,j , and vice-versa iteratively until the algorithm converges.
A. OPTIMAL CHANNEL ASSIGNMENT
With fixed values of τ s , ε i,j , and τ i,j , problem P1 reduces to a channel assignment problem. Furthermore, for a fixed sensing budget in terms of the time-bandwidth product in the energy detection-based sensing scheme, the sensing performance is an increasing function of the received signal-tonoise-ratio. Therefore, by taking SNR as an active parameter for determining the optimal channel assignment, the first expression in the RHS of the objective function in (22) reduces to a constant term since the probability of false alarm (2) is independent of SNR. Moreover, in the overlay CRN under consideration, the secondary users cannot have a successful transmission when the channel is occupied with the PU signal. Therefore, it is only reasonable to minimize the second expression on the RHS of the objective function in problem P1, (i.e. (1 − Q D,j )P(H 1 )C 1,j ) in order to reduce interference to PU signal and the energy consumption for unsuccessful transmission. This is equivalent to Problem P2:
subject to :
The assignment matrix is represented by χ = {x i,j } M ×N , that is x i,j = 0 or 1 depending on whether SU i is assigned channel j or not. The problem in (23) is a nonlinear integer programming problem. However, by substituting (5) into (23), and then using the identities min(.) ≡ min log e (.) and log e (.) = log e (.), the objective function in (23) can be linearized, such that problem P2 can otherwise be expressed as a linear problem as follows Problem P3:
where P m,i,j|γ i,j is the non-cooperative probability of missdetection based on outdated channel state information [33] , evaluated as
The motivation for (25) is to compensate for the independence of the PU activities and the effect of small scale fading during the channel assignment. The parameter γ i,j represents the instantaneous SNR of PU j at SU i, andγ i,j denotes the average SNR of PU j at SU i. The parameter
is the correlation coefficient between the predicted channel responseĥ i,j and the outdated channel response h i,j (based on Jakes' correlation model), J 0 (.) is the Bessel function of the first kind and zeroth order, and F max d,i,j denotes the maximum Doppler shift. Therefore,ĥ i,j and h i,j represent the channel responses at time t + i,j , and the outdated channel response at t respectively.
Equation (25) is however, a generalized expression for the probability of miss-detection in a practical channel. The case where the SU might only have access to causal CSI (which is equivalent to i,j = 0) is already embedded. Since, as ρ 2 i,j → 1, which happens when i,j → 0 or in a properly correlated channel, P m,i,j|γ i,j → 1 − Q u 2γ i,j , √ ε i,j [33] .
On the other hand, as ρ 2 i,j → 0, i.e., with increasing i,j , (25) approacheŝ
whereP m,i,j is the average probability of miss-detection over Rayleigh fading without CSI. Problem P3 is thus a linear integer programming, that describes a generalized assignment problem (GAP) with overlapping clusters (since 1 ≤ K i ≤ K max ). By defining another variable y j as the value of the cooperative probability of miss-detection in each cluster, the linear integer problem in problem P3 can then be written as follows Problem P3B:
y j (27) subject to :
where,
If the equality constraint in (C3) of P3B is relaxed and replaced by an inequality, then the problem in P3B can be written as P3C following some algebraic manipulations and vectorization [36] Problem P3C:
where z = x y and A j , Q i , and C i represent the coefficient of the assignment variables define as 
By concatenating the constraints (C1) -(C3) in problem P3C in the form
the problem in P3C can simply be written as Problem P3D:
wherec T = (0 C T ). The solution to problem P3D follows a similar pattern as in [37] , using the solver from the optimization toolbox provided by MATLAB which is designed to solve a similar mixed integer linear problem (MILP) formulated as [38] .
The vectors lb, ub, matrices A and corresponding vector b and a set of indices integer constraints (intcon) were initialized. Following initialization, the MILP solver is run to solve the problem for vector x, where f (x) is the coefficient matrix of the objective function, lb and ub are lower and upper bounds respectively. Since this is an assignment problem, x can only be binary, such that lb = 0, and ub = 1. The solver (intlinprog) involves the following main steps [38] :
• Reducing the problem size using linear program preprocessing.
• Solve an initial relaxed (non-integer) problem using linear programming (dual-simplex method). The objective functions and constraints remain the same, but any integer constraints are removed.
• Perform mixed-integer program pre-processing to tighten the linear programming relaxation of the mixed-integer problem.
• Try ''Cut GenerationâĂİ to further tighten the linear programming relaxation of the mixed integer problem.
• Try to find integer-feasible solutions using heuristics • Use a Branch and Bound (BnB) algorithm to search systematically for the optimal solution. This solves linear programming relaxations with restricted ranges of possible values of the integer variables. It attempts to generate a sequence of updated bounds on the optimal objective function value.
• The bud nodes continue to generate further nodes as it analyzes and discards the ones that do not improve the value of the objective function until it reaches an incumbent solution such that the absolute gap tolerance is 10 −5 .
B. OPTIMAL SENSING DURATION IN A FRAME
In the objective function of problem P1, τ s only appears in (T − τs − τr ) /TM, but it is intertwined with τ i,j by the constraint in (C4), hence, direct decomposition cannot be achieved. In the expression of the probability of detection and the probability of false alarm in (2) and (3), both P d,i,j and P f ,i,j increase monotonically with decreasing ε, but it is practically desirable to have a high probability of detection but low probability of false alarm. Hence, the objective function in problem P1 can only achieve its maximum when constraint (C1) is at equality, which can be satisfied when the probability of detection for each user on channel j P d,i,j = P th d,j . The proof to verify this is similar to that provided in [10] . The value of P th d,j that satisfies this constraint (based on the OR -fusion rule) can be determined from (5) as
, ∀j ∈ {1, . . . , M }, (30) where β is the constraint on the cooperative probability of detection Q D,j . Therefore, (2) is equivalent to
and (3) can then be expressed in terms of P th d as
Hence, the first constraint can be eliminated. Moreover, since C 0,j C 1,j , and (1−Q F,j ) (1−Q D,j ) in general, the value of the first expression in bracket on the RHS in (22) dominates the average throughput. Furthermore, due to the consideration for a network where the number of assigned channels to each SU are not necessarily equal, there is a dependence of K i on the value of τ i,j for each SU. Therefore, by substituting τ i,j = τ i,j := 
where e s = (p s τ s + p r τ r ) and
The Gaussian Q-function expression in (29) can also be written in terms of the complementary error function for ease of mathematical analysis as
Using the same approach as in Section IV-A, problem P4 can be re-written in terms of logarithmic function as
Properties of Problem P4: In order to verify the convexity or otherwise of problem P4, there is a need to show that the objective function in (33) or (35) is concave in the range 0 ≤ τ s ≤ (T − τ r ). To satisfy this, the function should be monotonically increasing for 0 ≤ τ s ≤ τ 2) It must be negative at τ s = T − τ r , i.e., R (τ s )| (τ s =T −τ r ) < 0 3) The second order derivative must be negative, i.e., R (τ s ) < 0 Proof: The first two conditions together imply that there must be a point in 0 ≤ τ s ≤ T − τ r that maximizes R(τ s ). The first and the third conditions together infer that R(τ s ) is strictly increasing in the range 0 < τ s < τ opt s , while the second and the third conditions together indicate that R(τ s ) is strictly decreasing in the range τ opt s < τ s < T − τ r . Therefore, the three conditions together imply that R(τ s ) attains a global maximum within the range 0 ≤ τ s ≤ T − τ r . The first order derivative of the objective function can be expressed as in (36) , as shown at the top of the next page. For the expression in (36) to be positive, the second expression on the RHS must be less than the first expression. In which case, it is necessary to show that (37) , as shown at the top of the next page is satisfied.
In (37), as τ s approaches a value very close to zero (e.g., 10 −6 ), the first expression on the RHS can be approximated to
. Generally, exp(.) < 1 (for P f ≤ 0.1) while, the complementary error function erfc. ≤ 1. Therefore,
≈ 2 (for the value of f s as selected in Table 1 ). Hence, the second expression on the RHS takes a value close to f s γ i,j , which is obviously much greater than the first expression, i.e., f s γ i,j (36) and the first condition is satisfied.
However, at τ s very close to T − τ r , the value of the first expression in the RHS of (36) tends to negative infinity (−∞), while the second expression approximates to
It is obvious that
The second order derivative of the objective function can be expressed as (38) , as shown at the top of the next page. Following the same logic, it can easily be seen that the first expression on the RHS of the second order derivative (38) , denoted as A is a positive value for all values of τ s . The denominator (numerator) of the second expression denoted as B is negative (positive) for all values of τ s (for the same reason as stated earlier), making the second expression negative. Both the numerator and denominator of the third expression designated as C are positive. The fourth expression denoted as D is negative since its denominator (numerator) is negative (positive). Therefore, putting A, B, C and D together, the second order derivative in (38) is a negative value for all values of τ s , that is,
< 0, satisfying the third condition. Figures 3a, 3b and 3c are the plots of the expressions in (33), (36) and (38) , illustrating the behavior of the objective function, the first order derivative, the second order derivative respectively. The characteristic of the plots shown also validates the analysis that the objective function is concave, making P4 strictly convex in the range 0 < τ s < (T − τ r ).
Therefore, R(τ s ) satisfied the three conditions that the objective function is strictly (unimodal) concave with respect to τ s in the range 0 ≤ τ s ≤ (T − τ r ).
Having proved that the objective function in P4 is a unimodal function, which by extension can also show that the first part of the constraint in (C1) of P4 is equally concave, the optimization problem in P4 can easily be solved as a convex problem. In order to do this, the problem is analyzed under two scenarios as follows.
Case 1 (Optimal Solution With Unconstrained Energy): Under this scenario, the operation of the energy harvested SU is not limited by energy, and the SU can achieve maximum average throughput. Figure 4a shows the characteristic of the problem under energy unconstrained situation. In this case, the solution to the problem can be obtained merely through the sensing-throughput trade-off based on the objective function in (32) and the accompanied constraint in (C2).
The problem is strictly unimodal and there exists an optimal solution τ * s,o , which can be determined using Golden section search method for a fixed τ i,j , j ∈ {1, · · · , K i }, ∀i.
Case 2 (Optimal Solution With Energy Constrained):
In this case, the operation of the energy harvested SU is subject to the energy causality constraint. Fig. 4b illustrates the characteristic of the problem under energy constrained scenarios with the feasibility regions shown shaded. From the figure, the parameter e c,n |(
The intersection of the energy consumption curve and the energy harvested (i.e. when constraint (C1) is at equality) shows the possible sensing time (τ s,e ) that could maximize the objective function in problem P4 while satisfying the energy causality. However, sensing time should be a small percentage of the total frame length (for sufficient data transmission time). Therefore, the optimal sensing duration can be obtained using Newton Raphson's method for a fixed
where f (τ s,e ) is (C1) in problem P4 when the constraint is at equality. Based on Newton-Raphson approach, the solution to (32) can be determined as
where the parameter k denotes an iteration index and f (τ k s,e ) is the derivative of f (τ k s,e ), which is also formulated as con- 
C. OPTIMAL SENSING PARAMETER PER CHANNEL
Given χ and τ s , the optimal τ i,j and ε i,j that maximize the objective function in problem P4 (with τ i,j replacing τs /Ki) becomes Problem P5:
However, since the problem in P5 is maximized with P d,i,j = P th d,j , then the optimal detection threshold can be simply obtained, given τ 
The problem then reduces to a single variable optimization as in
Problem P6:
Following the approach used in Section IV-B, it can be easily verified that the objective function in problem P6 is a monotonically increasing concave function in the range 0 ≤ τ i,j ≤ τ s since the first and the third conditions are also satisfied in this case. Using the Lagrangian multiplier approach, the Lagrangian L(τ , λ) of (39) is given by
where τ = {τ i,j } M ×N is the channel sensing-time matrix, and λ = {λ j , ∀i = {1, · · · , N }} is the non-negative Lagrangian multiplier associated with the channel sensing-time distribution for each secondary user. The Lagrangian dual function is defined as g(λ) = max {τ i,j } L(τ , λ), and the dual problem as min λ≥0 g(λ). The Lagrange dual variable λ can be obtained by solving the corresponding optimization problem in P6 using the following Karush-Kuhn-Tucker (KKT) conditions in (45) and (46), as shown at the top of this page, whereby the derivative of the Lagrangian with respect to the optimal and the dual variables are each set to zero, and then obtain the optimal variable as a function of the dual. It is however, obvious that a closed form expression cannot be obtained for the dual variable, hence, the need to determine both the dual and primal variable iteratively using a sub-gradient approach. Both the primal and Lagrangian dual variables are iteratively updated as
until convergence towards a feasible optimal solution {τ * , λ * }. The parameters δ τ and δ λ denote step-sizes for the primal and the dual variables respectively. Algorithm 1 gives the summary of the solution method in Section IV
V. CONVERGENCE OF THE ALTERNATING CONVEX OPTIMIZATION
The analysis of the convergence and optimality of the procedure in Algorithm 1 is similar to that provided in [14] , [39] . However, a brief explanation is given in this section. In the context of the alternating convex optimization, the following terms first need to be defined as given below [32] .
Definition 1 (Marginally Optimum Coordinate): Let f be a function of two variables constrained to be in the sets X , Y respectively. For any point y ∈ Y , it can be said thatx is a marginally optimal coordinate with respect to y, i.e.,x ∈ mOPT f (y), if f (x, y) ≥ f (x, y) for all x ∈ X . Similarly for any x ∈ X , it can be said thatŷ ∈ mOPT f (x) ifŷ is a marginally optimal coordinate with respect to x. Definition 2 (Bistable Point): Given a function f over two variables constrained within the sets X , Y respectively, a point (x, y) ∈ X × Y is considered a bistable point if y ∈ mOPT f (x) and x ∈ mOPT f (y) i.e., both coordinates are marginally optimal with respect to each other.
Therefore, the optimum of the optimization problem must be a bistable point, and the procedure must converge after it has reached a bistable point. Although, the presented iterative algorithm may converge to a possible local maximum point, since the characteristic curve shown in Fig. 4 illustrates that the EH-CRN problem could have more than one bistable points, (one at τ s close to zero, and the other at τ s close to (T −τ r )). The bistable point to which the procedure converges depends on where the procedure is initialized between 0 and (T − τ r ).
However, taking into consideration that the sensing time must be a smaller fraction of the total frame length, the region of attraction for this problem is a bistable point selected as in (39) . The objective function of the optimization problem in P1 is monotonically nondecreasing at every iteration, since it VOLUME 7, 2019 for j = 1 : M do 4: for i = 1 : N do 5: Obtain the channel assignment χ = x i,j N ×M ; giving τ s and τ i,j by solving problem P3 in section IV-A
• Generate the matrix = p m,i,j N ×M at the CC based on the reported non-cooperative probability of miss-detection on all PUs from each SU. Here, p m,i,j (25) is the non-cooperative probability of miss-detection of PU j evaluated by SU i.
• Determine the channel assignment scheme / cluster formation following the method in [36] . χ * ⇐ χ 6: Initialization δ ⇐ 0 7: Repeat 8: Solve for optimal sensing duration τ * s with fixedτ i,j := τ * s /Ki, giving χ * in problem P4, section IV-B • Obtain τ s,o from the objective function in P4 based on a Golden Section search method (for unconstrained energy case).
• Determine τ s,e from constraint C1 of problem P4 using Newton-Raphson method (for constrained energy case).
Solve for the optimal sensing time τ * i,j for every SU i on channel j in problem P5 or P6, section IV-C: giving χ * i,j and τ δ s : • Determine τ * i,j from problem P6 using Lagrangian multiplier method. 
Notwithstanding, the expression is upper bounded in the extreme scenario with τ * s = 0, and Q f ,j = 0 as E T −τ r TM M j=1 P(H 0 )C 0,j + (1 − β)P(H 1 )C 1,j , which indicates that it converges [21] , [39] . In this particular case, the value of the objective function remains unchanged after a single iteration. Nevertheless, since the original problem is jointly non-convex in the optimization variables and the problem structure could have more than one bistable point, the convergence could only be guarantee to reach a local optimum.
VI. SIMULATION RESULTS
This section presents the simulation results of the energy harvesting cognitive radio network. The channel assignment is centrally implemented at the secondary user Base Station (SBS) based on outdated CSI, while the spectrum sensing and opportunistic energy harvesting are distributed. The network consists of varying number of PU channels and SUs randomly deployed in a 5km×5km square area. This becomes necessary in order to evaluate the performance of the multichannel CRN under varying number of assigned PU channels to each SU. The average number of assigned channels to each SU is dependent on the ratio of SUs to PU channels in the network [36] . For the simulations, the system parameters are summarized in Table 1 , which are drawn mainly from [6] . In addition, the following parameter values are used: L = 50, u = 5, µ = 3, κ = 1.0 [40] and [41] . The parameters i,j and F max i,j are chosen randomly as 0.001sec ≤ i,j ≤ 10sec, and 1 ≤ F max d,i,j ≤ 7 respectively in order to obtain different correlation factor ρ i,j . The primary user's transmit power P PU and the noise power N 0 are chosen as 50mW and −90dBm respectively ( [40] and [41] ), in agreement with standard values, while the average SNR of PU j at SU i terminal (γ i,j ) is evaluated based on the inverse square law. 
A. PERFORMANCE OF CRN WITH SINGLE RF HARVESTING SOURCE
Under this scenario, the values of N and M are set to 20 and 15 respectively. Therefore, based on this ratio, different number of PU channels are assigned to each SU across the network. Each SU is required to sense the assigned channels within the same sensing period τ opt s . However, the SU can only harvest RF energy from one source, which might be a dedicated RF source or its elect transmit channel. Results show that optimal sensing period in a frame increases with Figs. 6a and 6b show the optimal sensing time that maximizes average throughput and the average throughput to consumption ratio with increasing sensing duration (harvested energy). Interestingly, these results illustrate that there exists different optimal sensing duration that maximizes these two metrics. Average throughput to consumption ratio is seen to be maximized at a smaller sensing time. Fig. 7 shows the sensing time distribution among the channels assigned to each SU in an overlapping cluster scheme. The figure only shows the first ten secondary users in the network for clarity. The sensing time on each channel is directly related to the magnitude of the received SNR of the PUs at the terminals of the SU. Hence, the sensing time are distributed such that its optimal pairing with the detection threshold and SNR of each PU signal at the SUs' terminal can achieve the target probability of detection on each channel (or cluster). As a result, channel with low SNR requires a larger sensing time than the one with smaller SNR in order to achieve the same sensing accuracy.
B. PERFORMANCE OF CRN WITH MULTIPLE RF HARVESTING SOURCES
The performance of the CRNs with multiple PU harvesting sources is hereby analyzed. Each SU is required to sense the assigned channels and opportunistically harvest RF energy from any of the assigned channels. Simulation result shows that the amount of energy harvested increases with the RF harvesting sources, and sensing time in a frame is equally enhanced with increasing number of channel (or PU harvesting sources) assigned per SU as shown in Fig. 8 . Very importantly, Fig. 9 shows that average harvesting to consumption energy ratio (otherwise refers to as active probability) can increase with increasing number of assigned PU harvesting sources. The result in Fig. 10a presents the relationship between the average achievable throughput and the number of RF harvesting sources. It shows that there is initial increase in the achievable throughput with increasing number of harvesting sources, which is reversed after a particular threshold. The logical explanation for this is that, increasing the number of RF harvesting sources enhances the energy budget and allows for adequate sensing period for better sensing accuracy. As sensing accuracy improves in terms of reduced false alarm rate, average throughput increases.
On the other hand, as the number of assigned RF harvesting sources increases, more channels are sensed, leading to increase in sensing time. As a result, the data transmission time reduces resulting in reduced average throughput. Therefore, a trade off exists between the number of RF sources (available for spectrum sensing and opportunistic energy harvesting), and the average throughput, and an optimal number of RF sources therefore exist, which maximizes the average throughput. In the same vein in Fig. 10b , the amount of energy consumption increases with the number of RF harvesting sources, since this brings about an increase in both sensing energy due to increased sensing time and data transmission energy (courtesy of improved sensing accuracy). The figure shows that energy consumption is largest when throughput is at its peak. On the other hand, as more channels are sensed, increasing the sensing time, there is a continuous increase in sensing energy but a decline in data transmission energy due to the reduced data transmission time. The overall effect is a reduction of energy consumption since the effect of the loss of transmission energy is greater that the effect of the gain in sensing energy. This accounts for the gradual decline in energy consumption as shown in Fig. 10b . Fig. 10c illustrates the relationship between average throughput to consumption ratio, (which can otherwise be referred to as energy efficiency) and the number of assigned PU channels. This result shows that maximum numbers of RF harvesting sources exist over which the energy efficiency can be maximized. Within this region, both throughput and consumption increase at almost equal proportion with increasing number of RF harvesting sources. However, it can be observed that throughput to consumption ratio is maximized at a lower number of RF sources than the average throughput and consumption. While both average throughput and consumption peak at K = 5, the ratio of average throughput to consumption is maximum at K = 4. Nevertheless there is a rapid decline in the average throughput and throughput to consumption ratio at K = 5.
Comparing with the work presented in e.g. [8] , the results shown in Figs. 8, 9 and 10a provide insights into how to practically achieve better performance in the EH-CRNs. These results illustrate the performance gains that could be achieved, and the losses that could be incurred in EH-CRNs in terms of sensing time, the active probability of SUs and the achievable throughput with increasing number of radio frequency harvesting sources.
VII. CONCLUSION
The work presented in this paper has investigated an optimal multichannel cooperative spectrum sensing in an energy harvesting based cognitive radio networks. This involves determining the total sensing time needed by any secondary user in a frame and how to distribute the total sensing time among all the assigned channels in cooperative hard decision spectrum sensing. The initial non-convex, mixed integer nonlinear problem is transformed into a multiple convex optimization problem, which is then solved using alternating convex optimization technique. Simulation results obtained show that the considered work can improve the active probability of the SUs by exploiting the multi-channel benefit of practical CRN. Nevertheless, an optimum number of PU energy harvesting sources exits which maximizes the average achievable throughput and average throughput to consumption ratio in the energy harvesting based multi-channel cognitive radio networks.
