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In this paper isochronicity of centers is discussed for a class of
discontinuous differential system, simply called switching system.
We give some suﬃcient conditions for the system to have a regular
isochronous center at the origin and, on the other hand, construct
a switching system with an irregular isochronous center at the
origin. We give a computation method for periods of periodic orbits
near the center and use the method to discuss a switching Bautin
system for center conditions and isochronous center conditions.
We further ﬁnd all of those systems which have an irregular
isochronous center.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Since a large number of problems raised from mechanics, electrical engineering and automatic
control are described in the form of discontinuous systems (see, e.g., [4,5]), many contributions have
been made to qualitative theory of those systems, which can be found from the books [7,15,21]
and many journal papers [6,8,16,17,20,30,31]. One of those discontinuous systems is the so-called
switching system, which contains at least a switching line (or switching curve) such that the system
has different deﬁnitions of continuous vector ﬁeld in the two different regions divided by the line.
In recent decades increasing interests are attracted to the following switching system
(x˙, y˙) =
{
(δ+x− y + P+(x, y), x+ δ+ y + Q +(x, y)), if y > 0,
(δ−x− y + P−(x, y), x+ δ− y + Q −(x, y)), if y < 0, (1.1)
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a discontinuous differential system of linear focus-center mode with a single switching line y = 0 (as
shown in Fig. 1), where P±(x, y) and Q ±(x, y) are analytic functions in x and y starting at least from
the second order terms. The ﬁrst equation in (1.1), deﬁned for y > 0, is called the upper system and the
second equation in (1.1), deﬁned for y < 0, is called the lower system. Flows of the switching system
are deﬁned piecewise at y > 0, = 0, < 0 as in [7,15,21]. The problem of identifying focus from
the focus-center type equilibrium O : (0,0) and Hopf bifurcation were investigated in many works
(see [10,13,17,19,22,29]) for some special switching systems such as switching Kukles systems and
switching Liénard ones. The relation between the order of weak foci for the upper system of (1.1) and
the order for the lower one of (1.1) was given in [12].
Some efforts were also made to conditions for O to be a center. Center conditions are obtained for
some switching Kukles systems (see [17]), switching Liénard systems (see [12,14,17]) and a switching
Bautin system (see [10]). As indicated in [9,11], it is another important problem to judge isochronicity
for centers even for switching systems. A center is said to be isochronous if the function of period is
constant near the center. Further, as indicated in [2,12,27], for analytic systems an isochronous center
is called a k-strong isochronous center if there exist exactly k radials L(θi) := {a(cos θi, sin θi): a > 0}
(called isochronicity radials for convenience), i = 1, . . . ,k, where all θi ∈ (0,2π), such that all periodic
solutions spend the same time to go from the polar axis (i.e., the positive x-axis) to L(θi) for every i =
1, . . . ,k. Complementarily, 0-strong isochronous center and ∞-strong isochronous center are referred
to the case of no isochronicity radials and the case of inﬁnite ones, respectively. Obviously, a uniformly
(or rigid) isochronous center (see [9]) is an ∞-strong isochronous center. For analytic systems there
have been published many results on isochronicity as surveyed in [9] and the book [26], but only a
few results (e.g. [12,24]) were given for switching system (1.1).
For switching systems the discussion on isochronicity is quite different from the case of analytic
systems. The switching line also plays the role of an isochronicity radial but around the line the
system is altered between the upper one and the lower one. A special case of isochronicity for system
(1.1) is that all orbits of the upper system (resp. the lower system) spend the same time to go from
the positive (resp. negative) x-axis to the negative (resp. positive) x-axis. For example, O is both a
strong isochronous center of the upper system and a strong isochronous center of the lower one and
the radial L(π) (i.e., the half-switching line) is a common isochronicity radial. If strong isochronous
centers are considered to be more complicated than the usual ones, for switching systems the case
of strong isochronous centers (i.e., the special case) is relatively simple because in the other case we
have to compute the functions of period for the upper system and the lower one separately and prove
that their sum is constant near O . For this reason we refer to the special case as the regular one but
the center in the other case as an irregular isochronous center.
The lack of eﬃcient approaches makes great diﬃculties in the investigation of isochronicity for
switching system (1.1). Those known methods such as using Darboux linearization (see [25]) to lin-
earize the original system and ﬁnding a transversal commuting system of the original one (see [28]),
which are used for isochronicity of analytic systems, are no longer valid for switching system (1.1).
Actually, the center O of (1.1) may be non-isochronous even when the upper system and the lower
one in (1.1) are both linearizable. For example, both the upper system and the lower one in switching
system
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{
(−y − x2, x− 4xy), if y > 0,
(−y, x), if y < 0 (1.2)
are linearized, but O is not an isochronous center of (1.2). In fact, both the upper system and the
lower one in (1.2) have an isochronous center at O , which implies that both the upper system and the
lower one are linearizable. However, the function of period is either equal to 4arctan(ρ +√1+ ρ2)
(to be proved in Section 5) for the upper system or identical to π for the lower one. In 2000 Coll,
Gasull and Prohens [12] discussed the switching quadratic system
(x˙, y˙) =
{
(−y + 2Axy, x− Ax2 + Ay2), if y > 0,
(−y + Bxy, x+ Dx2 + F y2), if y < 0, (1.3)
where A, B, D, F ∈ R, and found all conditions for the origin O to be an isochronous center. Actually,
one can see that both the upper system and the lower one in (1.3) have a center at O for any values
of A, B, D, F and the isochronous center of system (1.3) can only be regular. In 2005 Mañosas and
Torres [24] proved that for any nonlinear analytic function g(x) = O (x2) the origin of the switching
system
(x˙, y˙) =
{
(−y, x+ g(x)), if y > 0,
(−y, x− g(x)), if y < 0 (1.4)
is a center if and inly if g(x) is odd. Moreover, the center O is not isochronous. For switching Hamil-
tonian system
(x˙, y˙) =
{
(−y, F ′(x)), if y > 0,
(−y,G ′(x)), if y < 0, (1.5)
where F (x) = ax2 + o(x2) is an analytic even function and a > 0, it is proved in [24] that for every
b > 0 there exists a unique analytic even function G(x) such that G(x) = bx2 + o(x2) and (1.5) has an
isochronous center at O . It is easy to see from its proof that the isochronous center O of (1.5) can be
irregular.
In this paper we give some suﬃcient conditions (Theorems 2.1 and 2.2) for system (1.1) to have
a regular isochronous center at O , construct a switching system with an irregular isochronous center
at O (Theorem 2.3) and provide a computation method for periods of periodic orbits near center O
of (1.1). We use the method to discuss the switching Bautin system
(
x˙
y˙
)
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(
δx− y − a3x2 + (2a2 + a5)xy + a6 y2
x+ δy + a2x2 + (2a3 + a4)xy − a2 y2
)
, if y > 0,(
δx− y − b3x2 + (2b2 + b5)xy + b6 y2
x+ δy + b2x2 + (2b3 + b4)xy − b2 y2
)
, if y < 0,
(1.6)
where ai,bi ∈ R. The particular case of system (1.6) with ai = bi (i = 2, . . . ,6) is exactly the well-
known analytic Bautin system. We only consider those cases that O is a center of both the upper
system and the lower one in (1.6) when δ = 0, i.e., system (1.6) with λ := (a2, . . . ,a6,b2, . . . ,b6) in
the union of all the sets
Di j =
{
(λ2, . . . , λ6,μ2, . . . ,μ6) ∈ R10
∣∣ (λ2, . . . , λ5) ∈Bi, (μ2, . . . ,μ5) ∈B j}, 1 i, j  4,
where
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{
(λ2, . . . , λ6) ∈ R5
∣∣ λ4 = λ5 = 0},
B2 =
{
(λ2, . . . , λ6) ∈ R5
∣∣ λ3 = λ6},
B3 =
{
(λ2, . . . , λ6) ∈ R5
∣∣ λ5 = λ4 + 5λ3 − 5λ6 = λ3λ6 − 2λ26 − λ22 = 0},
B4 =
{
(λ2, . . . , λ6) ∈ R5
∣∣ λ2 = λ5 = 0}.
In fact, from [6] we see that O is a center of the analytic Bautin system if and only if δ = 0 and
(a2, . . . ,a6) lies in B1 ∪B2 ∪B3 ∪B4 and therefore O is a center of both the upper system and the
lower one in (1.6) when δ = 0 and (a2, . . . ,a6,b2, . . . ,b6) ∈ Di j , 1  i, j  4. Note that system (1.6)
with δ = 0 and λ ∈ D22 covers system (1.3) with D + F = 0. When D + F = 0, system (1.3) is not
of the form (1.6). In this paper, all conditions for O to be a center and all conditions for O to be an
isochronous center are given except for the case that λ ∈ D22. From these results we ﬁnd all switching
Bautin systems of the form (1.6) with the parameter
λ ∈
⋃
1i, j4
Di j \ D22 (1.7)
which have an irregular isochronous center at O .
2. Lyapunov constants and period constants
For analytic systems Lyapunov constants are important to determine the stability of a focus-center
type equilibrium and distinguish focus from center. In this paper we also need something alike to
deal with the switching system (1.1).
We transform (1.1) in the polar coordinates x = r cos θ , y = r sin θ as
r˙ =
{
r(δ+ + R+(r, θ)), for θ ∈ (0,π),
r(δ− + R−(r, θ)), for θ ∈ (π,2π), (2.1)
θ˙ =
{
1+ Θ+(r, θ), for θ ∈ (0,π),
1+ Θ−(r, θ), for θ ∈ (π,2π), (2.2)
where R± and Θ± are analytic in r, sin θ and cos θ and |R±(r, θ)| = O (r), |Θ±(r, θ)| = O (r). Elimi-
nating t from (2.1) and (2.2), we obtain the equation of orbits on the phase plane
dr
dθ
=
{
r(δ+ + R+(r, θ))/(1+ Θ+(r, θ)), for θ ∈ (0,π),
r(δ− + R−(r, θ))/(1+ Θ−(r, θ)), for θ ∈ (π,2π). (2.3)
Let r+(ρ, θ, δ+) and r−(ρ, θ, δ−) denote the solutions of (2.3) for θ ∈ (0,π) associated with the initial
condition r+(ρ,0, δ+) = ρ and for θ ∈ (π,2π) associated with the initial condition r−(ρ,π, δ−) = ρ
respectively. Deﬁne the positive half-return map Π+ : R+ ×R → R+ and the negative half-return map
Π− : R+ × R → R+ respectively by
Π+
(
ρ, δ+
)= r+(ρ,π, δ+) and Π−(ρ, δ−)= r−(ρ,2π,δ−).
Then the return map Π : R+ × R2 → R+ for (1.1) can be constructed by
Π
(
ρ, δ+, δ−
) := Π−(Π+(ρ, δ+), δ−) (2.4)
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Fig. 3. Map (Π−)−1(ρ, δ−).
as shown in Fig. 2. As indicated in [13], the analyticity of P± and Q ± implies that Π± are analytic
for suﬃciently small |ρ| and can be expanded as
Π+
(
ρ, δ+
)= eπδ+ρ +∑
k2
v+k
(
δ+
)
ρk, Π−
(
ρ, δ−
)= eπδ−ρ +∑
k2
v−k
(
δ−
)
ρk, (2.5)
respectively, where v+k ’s and v
−
k ’s are the Taylor’s coeﬃcients. Composing Π
+(ρ, δ+) with Π−(ρ, δ−)
in (2.4), we get
Π
(
ρ, δ+, δ−
)= eπ v1(δ+,δ−)ρ +∑
k2
vk
(
δ+, δ−
)
ρk (2.6)
for |ρ| small enough, where v1(δ+, δ−) = δ+ + δ− . It implies that O is a center of system (1.1) if and
only if Π(ρ, δ+, δ−) = ρ for all small ρ , i.e., δ+ + δ− = 0 and vk(δ+, δ−) = 0 for all k  2 by (2.6).
This is equivalent to say that every Lk := vk(δ+, δ−), called the k-th Lyapunov constant of switching
system (1.1), vanishes (see [14]).
Another method to ﬁnd center conditions was given in [17]. Let (Π−)−1(ρ, δ−) denote the inverse
of the negative half-return map Π−(ρ, δ−). By the substitution (x, y, t) → (x,−y,−t), system (1.1) is
transformed into
(x˙, y˙) =
{
(−δ−x− y − P−(x,−y), x− δ− y + Q −(x,−y)), if y > 0,
(−δ+x− y − P+(x,−y), x− δ+ y + Q +(x,−y)), if y < 0, (2.7)
so that the map (Π−)−1(ρ, δ−) of (1.1) becomes a positive half-return map of (2.7), as shown in
Fig. 3. Similarly to (2.5), we have the expansion
(
Π−
)−1(
ρ, δ−
)= e−πδ−ρ +∑
k2
w−k
(
δ−
)
ρk,
where w−k ’s are the Taylor’s coeﬃcients. Deﬁne
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(
ρ, δ+, δ−
) := Π+(ρ, δ+)− (Π−)−1(ρ, δ−)
= (eπδ+ − e−πδ−)ρ +∑
k2
(
v+k
(
δ+
)− w−k (δ−))ρk. (2.8)
In this idea, the equilibrium O of system (1.1) is a center if and only if Π˜(ρ, δ+, δ−) = 0 for any
small ρ , i.e., δ+ + δ− = v+k (δ+) − w−k (δ−) = 0 for all k  2 by (2.8). Thus, we also call V1 := δ+ + δ−
and Vk := v+k (δ+) − w−k (δ−) the ﬁrst and k-th Lyapunov constants respectively, which are actually
equivalent to Lk ’s.
It is well known that for analytic systems the ideal generated by all Lyapunov constants equals
the ideal generated only by those Lyapunov constants of odd orders (see [3]), but this is not the
case in general for non-analytic systems, as indicated in [13,17,21]. In order to investigate the center
problem and cyclicity of the switching system (1.1), we need to compute both V2 j ’s and V2 j+1’s,
j = 1,2, . . . . For this purpose we need to consider the order of weak foci for switching systems. There
were given two different deﬁnitions for such an order in [13,19,10] respectively. The order of the
weak focus O is deﬁned as k and k − 1 respectively there if the ﬁrst nonzero Lyapunov constant
is Vk . However, neither of them is consistent with the well-known analytic case, i.e., the system
(1.1) where δ+ = δ−, P+(x, y) ≡ P−(x, y) and Q +(x, y) ≡ Q −(x, y), because it is well known that the
order of weak focus O for an analytic system is deﬁned as k if the ﬁrst nonzero Lyapunov constant is
V2k+1. In order to uniform them, we suggest and use the following new one:
Deﬁnition 2.1. O is called a weak (or ﬁne) focus of order k/2 of (1.1) if V1 = · · · = Vk = 0 and Vk+1 = 0.
The particular case of focus of order 0, i.e., V1 = 0, is called a rough focus. If Vk ’s all vanish, then O
is a center (or called a weak focus of inﬁnite order) of (1.1).
This deﬁnition is totally matched with the analytic case and interpolates fractional orders for non-
smooth systems. When system (1.1) happens to be in the analytic case, the order k/2 of weak focus
O is exactly an integer.
Unlike weak foci, centers of some switching systems can be identiﬁed as follows.
Proposition 2.1. If the upper system and the lower one in (1.1) have ﬁrst integrals H+(x, y) and H−(x, y)
near O , respectively, and either both of H+(x,0) and H−(x,0) are even functions in x or
H+(x,0) ≡ H−(x,0), (2.9)
then O of system (1.1) is a center.
The result of Proposition 2.1 can be seen from [10,17]. It provides a method to identify centers in
the case that both the upper system and the lower system are analytic and have a center at O . This
proposition helps us to test if the two centers are matched well. We note that O can also be a center
of a switching system even if it is not a center of either the upper system or the lower one. A simple
example is the linear system
(x˙, y˙) =
{
(δx− y, x+ δy), if y > 0,
(−δx− y, x− δy), if y < 0. (2.10)
If O is known as a center, a further question is concerning isochronicity. More concretely, focus-
ing on monotonicity of periods in the family of periodic orbits around O , we need to identify the
special one whose periods are the same. Similar to Lyapunov constant, another quantity, called period
constant, was introduced to identify isochronicity for analytic systems (see [11]). Assume that O is a
center of the non-smooth system (1.1). Deﬁne the positive-half period function T+(ρ, δ+) (resp. the
negative-half period function T−(ρ, δ−)) as the smallest positive time for the orbit of (1.1) to reach
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the negative x-axis (resp. the positive x-axis) from point (ρ,0) (resp. point (−ρ,0)) on the positive
x-axis (resp. the negative x-axis). From (2.2) and (2.3) we can compute
T+
(
ρ, δ+
)= π∫
0
dθ
1+ Θ+(r+(ρ, θ, δ+), θ) = π +
∑
k1
T+k
(
δ+
)
ρk,
T−
(
ρ, δ−
)= 2π∫
π
dθ
1+ Θ−(r−(ρ, θ, δ−), θ) = π +
∑
k1
T−k
(
δ−
)
ρk,
where T±k ’s are the Taylor’s coeﬃcients in the expansion. Thus, as shown in Fig. 4, we have
T−
(
Π+
(
ρ, δ+
)
, δ−
)= π +∑
k1
T−k
(
δ−
)(
Π+
(
ρ, δ+
))k = π +∑
k1
T̂−k
(
δ+, δ−
)
ρk,
where T̂−k (δ
+, δ−)’s again are the Taylor’s coeﬃcients.
Let us consider the total time
T
(
ρ, δ+, δ−
) := T+(ρ, δ+)+ T−(Π+(ρ, δ+), δ−)
= 2π +
∑
k1
(
T+k
(
δ+
)+ T̂−k (δ+, δ−))ρk. (2.11)
Then, in the same sense as for analytic systems, the center of (1.1) at O is an isochronous center if
T (ρ, δ+, δ−) is identical to a constant for all small ρ , i.e.,
T+k
(
δ+
)+ T̂−k (δ+, δ−)= 0, ∀k 1.
Usually, there are great diﬃculties in the computation of T̂−k (δ
+, δ−), in which we need to know the
expression of Π+(ρ, δ+). The idea of computing V j ’s hints a change of time t → −t for the lower
system. Then,
T−
(
Π+
(
ρ, δ+
)
, δ−
)= T˜−(ρ, δ−),
the shortest time for the orbit of the changed system from the point (ρ,0) (on the positive x-axis) to
reach the negative x-axis, as shown in Fig. 5. Furthermore, with the transformation y → −y as shown
in Fig. 6, the function T˜−(ρ, δ−) becomes the positive-half period function of the ﬁnal transformed
system and, similarly to T+(ρ, δ+), can be expanded in the form of series. Therefore, from (2.11) we
see that
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Fig. 6. After y → −y.
T
(
ρ, δ+, δ−
)= T+(ρ, δ+)+ T˜−(ρ, δ−)= 2π +∑
k1
Tk
(
δ+, δ−
)
ρk, (2.12)
where each Tk(δ+, δ−) is the sum of the Taylor’s coeﬃcients of the same order in the series of
T+(ρ, δ+) and T˜−(ρ, δ−). Let pk := Tk(δ+, δ−). As for analytic systems (see [11]), for each k  1,
the number pk is called the k-th period constant. Obviously, the center at O of (1.1) is isochronous if
and only if all period constants vanish.
It is well known that for analytic systems the ideal generated by all period constants equals the
ideal generated only by those period constants of even orders, but in general this is not true for
non-analytic systems, as explained in Section 4 of this paper. Therefore, we need to compute both
p2 j−1’s and p2 j ’s in the investigation of isochronicity for (1.1). Similarly to Deﬁnition 2.1, we give the
following.
Deﬁnition 2.2. The center of (1.1) at O is called a weak center of order (k − 1)/2 if p1 = · · · = pk = 0
and pk+1 = 0. In this sense an isochronous center is also called a weak center of inﬁnite order.
This deﬁnition shows that for the non-smooth system (1.1) the order of weak center O takes
a value from −0.5,0,0.5,1,1.5, . . . . This deﬁnition is consistent with the known one for analytic
systems, i.e., the case of (1.1) where δ+ = δ−, P+(x, y) ≡ P−(x, y) and Q +(x, y) ≡ Q −(x, y). Actually,
it is known that for analytic systems the order of a weak center O is deﬁned as k if the ﬁrst nonzero
period constant is p2k+2.
Similarly to analytic systems, the following result holds.
Theorem 2.1. Let O be a center of system (1.1). Suppose that one of the following two conditions holds for the
upper system:
(A+) θ˙ ≡ 1 for θ ∈ (0,π);
(B+) O is a strong isochronous center of the upper system and L(π) is an isochronicity radial;
and that one of the following two conditions holds for the lower system:
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(B−) O is a strong isochronous center of the lower system and L(π) is an isochronicity radial.
Then center O of system (1.1) is isochronous and regular.
Proof. The concepts “strong isochronous” and “isochronicity radial” can be found from the Introduc-
tion. We claim that the positive-half period T+(ρ) is π if either (A+) or (B+) holds. In fact, the
positive-half period T+(ρ) can be written as
T+(ρ) = π +
∑
k1
T+k ρ
k.
Then T+(ρ) = ∫ π0 (1/θ˙)dθ ≡ π if (A+) holds; T+(ρ) ≡ π for all ρ if (B+) holds because of the deﬁ-
nition of strong isochronous center.
By the same arguments, we can also prove that the negative-half period T−(Π+(ρ)) (or T˜−(ρ))
is identical to the constant π if either (A−) or (B−) holds. Thus, the period function T (ρ) is identical
to 2π , implying that the center at O is isochronous. 
In order to prove isochronicity of centers for analytic systems, we usually employ the two eﬃcient
techniques: applying Darboux linearization to linearize systems and ﬁnding transversal commuting
systems. Although, as indicated in the Introduction, the two techniques are no longer valid for switch-
ing systems, it is possible to modify them for switching systems. Let us consider the transformation
(u, v) =
{
(x+ F+(x, y), y + yG+(x, y)), for y > 0,
(x+ F−(x, y), y + yG−(x, y)), for y < 0, (2.13)
where F±(x, y) and yG±(x, y) are analytic functions starting at least from degree 2 and F+(x,0) ≡
F−(x,0). It is called a consistent linearizing transformation of system (1.1)|δ±=0 if the upper trans-
formation and the lower one in (2.13) linearize the upper system and the lower one in (1.1)|δ±=0
respectively into (u˙, v˙) = (−v,u).
Theorem 2.2. Assume that δ± = 0 in (1.1). Then O is a regular isochronous center of system (1.1) if one of the
following conditions is satisﬁed:
(i) O is a center of system (1.1). Moreover, the upper system (resp. lower system) in (1.1) has either a lineariz-
ing transformation of the form (u, v) = (x+ F+(x, y), y+ yG+(x, y)) (resp. (u, v) = (x+ F−(x, y), y+
yG−(x, y))) or a transversal commuting system of the form (x˙, y˙) = (x + V+(x, y), y + yW+(x, y))
(resp. (x˙, y˙) = (x+ V−(x, y), y + yW−(x, y))), where F±(x, y), yG±(x, y), V±(x, y) and yW±(x, y)
are analytic functions starting at least from degree 2.
(ii) System (1.1) has a consistent linearizing transformation (2.13).
Proof. Assume that condition (i) holds. By [25,28], both the upper system and the lower one in (1.1)
have an isochronous center at O . Moreover, O is a strong isochronous center of the upper system
and the lower one in (1.1) and L(π) is an isochronicity radial because of the forms of linearizing
transformations and transversal commuting systems. Thus, by Theorem 2.1 the origin O is a regular
isochronous center of (1.1).
Assume that condition (ii) holds. By [25] the origin O is an isochronous center of both the upper
system and the lower one in (1.1). One can obtain the inverse transformation of (2.13) as
(x, y) =
{
(u + F˜+(u, v), v + vG˜+(u, v)), for v > 0,
(u + F˜−(u, v), v + vG˜−(u, v)), for v < 0, (2.14)
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near O . Thus, O is a center of system (1.1). Moreover, the upper (respectively lower) part (i.e., y > 0
(respectively y < 0)) of each periodic orbit of system (1.1) corresponds to the upper (respectively
lower) part (i.e., v > 0 (respectively v < 0)) of each periodic orbit of the system (u˙, v˙) = (−v,u).
Therefore, both the positive-half period and the negative-half one of every periodic orbit of system
(1.1) are π , i.e., O is a regular isochronous center of system (1.1). 
The system satisfying conditions given in Theorems 2.1 and 2.2 is a special one because both the
positive-half period and the negative-half period are π . That is, O is a regular isochronous center.
The switching isochronous system given in [12] is in the case. However, some systems are not in this
case such as the system given in the following theorem. The center O of system (1.1) is isochronous,
but the positive-half period function T+(ρ) = π + F (ρ) and the negative period function T˜−(ρ) =
π − F (ρ), where F (ρ) is some analytic function and does not identically equal to zero.
Theorem 2.3. For system (1.1), if the positive (resp. negative) half-return map Π+ (resp. Π−) satisﬁes that
Π+(ρ, δ+) = ρ (resp. Π−(ρ, δ−) = ρ) and the lower system (resp. upper system) is of the form
(x˙, y˙) = (−y, x+ Q (x)), (2.15)
where Q (x) = o(x) and is odd, then there exists a unique analytic function Q such that system (1.1) has an
isochronous center at O .
Proof. Consider that the positive half-return map Π+ satisﬁes Π+(ρ, δ+) = ρ and the lower system
is of the form (2.15). The phase portrait of the lower system has two symmetry lines x = 0 and y = 0.
Obviously, O is a center of the lower system and δ− = 0, which implies that δ+ = 0 because the
ﬁrst Lyapunov constant V1 = δ+ + δ− and should vanish when O is a center of (1.1). Since O is an
isochronous center of (1.1) if and only if
T−
(
Π+(ρ,0),0
)= 2π − T+(ρ,0), (2.16)
we need only to prove that there exists a unique analytic function Q (x) such that (2.16) holds. Let
T˜ (ρ) := π − 1
2
T+(ρ,0).
It follows from [1] that there exists a unique analytic function Q (x) such that the minimum time for
the orbit of (2.15) passing from (ρ,0) to the positive y-axis is T˜ (ρ) exactly. Thus,
T−
(
Π+(ρ,0),0
)= 2T˜ (ρ) = 2π − T+(ρ,0),
i.e., (2.16) holds. Therefore, there exists a unique analytic function Q (x) such that system (1.1) has an
isochronous center at O .
Similarly, this theorem can be also proved when the negative half-return map Π− satisﬁes that
Π−(ρ, δ−) = ρ and the upper system is of the form (2.15). 
System (16) given in [24] is the case of Theorem 2.3 in essence. Actually, Theorem 2.3 provides
a suﬃcient condition for (1.1) to have an irregular isochronous center at O by results of the inverse
problem (see [1]). However, the condition is not necessary. When the positive (resp. negative) half-
return map Π+ (resp. Π−) satisﬁes that Π+(ρ, δ+) = ρ (resp. Π−(ρ, δ−) = ρ), the lower system
(resp. upper system) is not necessary to be of the form (2.15) for O to be an irregular isochronous
center of (1.1). For instance, our system (4.5) in Section 4 is proved to have an irregular isochronous
center at O and the positive half-return map Π+ satisﬁes that Π+(ρ, δ+) = ρ , but the lower one is
not of the form (2.15).
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In order to obtain isochronous center conditions for switching Bautin system (1.6) satisfying (1.7),
we ﬁrst ﬁnd its all center conditions. For convenience, let
S− :=
{
(i, j): 1 i < j  4, i, j ∈ N},
S0 :=
{
(i, j): 1 i = j  4, i, j ∈ N},
S+ :=
{
(i, j): 1 j < i  4, i, j ∈ N}.
Thus, (1.7) becomes
λ ∈ Di j, (i, j) ∈ S− ∪ S+ ∪ S0 \
{
(2,2)
}
. (3.1)
We ﬁrst give all center conditions for (1.6) satisfying
λ ∈
⋃
(i, j)∈S−
Di j (3.2)
by decomposing the algebraic set of Lyapunov constants and ﬁnding ﬁrst integrals. Similarly, the cen-
ter conditions can be obtained for system (1.6) satisfying
λ ∈
⋃
(i, j)∈S0\{(2,2)}
Di j . (3.3)
System (1.6) satisfying
λ ∈
⋃
(i, j)∈S+
Di j (3.4)
can be transformed into system (1.6) satisfying (3.2) by the substitution
(x, y, t) → (x,−y,−t) (3.5)
and, hence, its center conditions can be obtained directly from that of (1.6) satisfying (3.2).
Theorem 3.1. For switching Bautin system (1.6) satisfying (3.2), the necessary and suﬃcient conditions for O
to be a center are given in Table 1. Moreover, the weak focus at O has ﬁnite order at most 4.5.
Proof. For system (1.6), the ﬁrst Lyapunov constant V1 = 2δ. Thus, we only consider δ = 0 in ﬁnding
the center conditions of (1.6). We get the map Π+(ρ) = ρ + v2ρ2 + v3ρ3 + · · · for system (1.6)|δ=0,
where
v2(a2, . . . ,a6) = 2
3
a2, v3(a2, . . . ,a6) = 4
9
a22, v4(a2, . . . ,a6) =
16
27
a32,
when (a2, . . . ,a6) ∈B1;
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All center conditions of (1.6) satisfying (3.2).
When necessary and suﬃcient center conditions O is called a center of
λ ∈ D12 (1) δ = a2 = b2 = b5 = 0
(2) δ = a2 − b5 = b2 = 2a22 − 3b23 − b3b4 = 0 Type I
(3) δ = a2 = b3 = b2 + b5 = 0
(4) δ = b3 = 2a2 + b2 = 3a2 − b5 = 0 Type II
(5) δ = b3 = b5 = a2 − b2 = 0 Type III
(6) δ = b4 = b5 = a2 − b2 = 0
λ ∈ D13 δ = a2 = b2 = 0
λ ∈ D14 δ = a2 = 0
λ ∈ D23 (1) δ = a2 + a5 = a2 = b2 = 0
(2) δ = a2 + a5 = a3 = b2 = 0
λ ∈ D24 (1) δ = a2 + a5 = a2 = 0
(2) δ = a2 + a5 = a3 = 0 Type IV
λ ∈ D34 δ = a2 = 0
v2(a2, . . . ,a6) = 2
3
(a2 + a5), v3(a2, . . . ,a6) = 4
9
(a2 + a5)2,
v4(a2, . . . ,a6) = 2
135
(
40a32 + 22a35 + 27a5a23 + 9a2a3a4 + 93a22a5 + 75a2a25 + 9a4a3a5
)
,
when (a2, . . . ,a6) ∈B2;
v2(a2, . . . ,a6) = 2
3
a2, v3(a2, . . . ,a6) = 4
9
a22, v4(a2, . . . ,a6) =
2
27a26
a32
(
17a26 + 9a22
)
,
when (a2, . . . ,a6) ∈ B3 and a6 = 0; v j(a2, . . . ,a6) = 0 for j = 2, . . . when either (a2, . . . ,a6) ∈ B3
and a6 = 0 or (a2, . . . ,a6) ∈ B4. We also compute v j ’s ( j = 5, . . . ,10) for (a2, . . . ,a6) ∈ B1 ∪
B2 ∪ B3. But the expressions are too long and, hence, not been written here. One can compute
them easily by using any computer algebra system. Moreover, we obtain the map (Π−)−1(ρ) =
ρ + w−2 ρ2 + w−3 ρ3 + · · · for system (1.6)|δ=0, where w−j (b2, . . . ,b6) = v j(b2,−b3,−b4,b5,−b6) for
j = 2, . . . . Thus, for system (1.6)|δ=0 and λ ∈ Di j we obtain Lyapunov constants Vk = vk(a2, . . . ,a6) −
w−k (b2, . . . ,b6) = vk(a2, . . . ,a6) − vk(b2,−b3,−b4,b5,−b6), k = 2, . . . , where vk(a2, . . . ,a6) is com-
puted for (a2, . . . ,a6) ∈Bi and vk(b2,−b3,−b4,b5,−b6) is computed for (b2, . . . ,b6) ∈B j . In order
to obtain necessary conditions for O to be a center of (1.6), we calculate the common zeros of Vk ,
k = 2, . . . ,10. We only write the details here for two cases, D12 and D23, to show the process and
the other cases can be discussed similarly.
For λ ∈ D12, we get V2 = 2(a2 − b2 − b5)/3, which implies that
b5 = a2 − b2 (3.6)
when V2 = 0. Considering (3.6) in other Lyapunov constants, we obtain that V3 = 0 and
V4 = 2
15
(
2a32 − b2a22 − a2b22 − 3b23a2 + 3b23b2 − b3b4a2
)
,
V5 = 2a2V 124 ,
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945
(
460a52 + 81b33b2b4 + 348b23b2a22 − 162b33b4a2 + 243b43b2 + 216b23b32 − 27b23b24a2
− 36b23a2b22 − 176b3b4a32 − 54b22b3b4a2 − 54b3b4b2a22 − 54b32a22 − 27b42a2 − 176b2a42
− 203b22a32 − 528b23a32 − 243b43a2
)
,
V7 = 8
14175
(
2948a62 − 808b3b4a42 − 360b23b22a22 + 2538b23b32a2 + 246b23b2a32 − 567b43b22
− 666b3b4b2a32 − 666b3b4b22a22 + 1188b33b4b2a2 − 333b23b24a22 − 1998b33b4a22 + 3564b43b2a2
− 333b42a22 − 666b32a32 − 2997b43a22 − 1141b22a42 − 808b2a52 − 2424b23a42
)
,
V8 = 2
14175
(
20048a72 − 225b33b34a2 − 6075b53b4a2 − 675b52a22 − 8397b43b22a2 + 16713b23b32a22
+ 675b24b43b2 + 2475b4b33b32 + 4050b53b2b4 − 3708b3b4a52 + 3375b52b23 + 6075b2b63
+ 7740b32b43 + 2295b23b42a2 − 2025b24b43a2 + 25029b43b2a22 − 16248b33b4a32 − 2708b23b24a32
− 6364b23b2a42 − 4895b23b22a32 − 5416b3b4b2a42 − 6091b3b4b22a32 − 1350b3b4b32a22
− 675b3b4b42a2 + 6318b33b4b2a22 − 2430b33b4a2b22 − 675b23b24b2a22 − 675b23b24a2b22
− 11124b23a52 − 6075b63a2 − 225b62a2 − 3708b2a62 − 6416b22a52 − 5641b32a42
− 3383b42a32 − 24372b43a32
)
.
Using computer algebra system Singular, we ﬁnd that V4 = · · · = V8 = 0 if and only if one of the
following conditions holds:
(1) a2 = b2 = 0, (2) b2 = 2a22 − 3b23 − b3b4 = 0,
(3) a2 = b3 = 0, (4) b3 = 2a2 + b2 = 0,
(5) b3 = a2 − b2 = 0, (6) b4 = a2 − b2 = 0. (3.7)
The conditions in Table 1 for case λ ∈ D12 are obtained from (3.6) and (3.7).
Consider λ ∈ D23. When b2 = 0, we have vk(b2,−b3,−b4,b5,−b6) ≡ 0, which implies that Vk =
vk(a2, . . . ,a6). It is easy to ﬁnd that V2 = · · · = V10 = 0 if and only if a2 + a5 = a2a3 = 0. Thus, the
condition in Table 1 for case λ ∈ D23 is obtained. If b2 = 0, we get that V2 = 2(a2 − b2 + a5)/3. Thus,
a5 = b2 − a2 (3.8)
when V2 = 0. Notice that b6 = 0 because of the deﬁnition of D23. Calculating with (3.8), we obtain
that V3 ≡ 0, V5 = 2b2V4 and
V4 = 2
15b26
(−7b32b26 + b26b22a2 + b26b2a22 + 3a23b26b2 − 3a23a2b26 + a3a4b26b2 − 5b52). (3.9)
In the case a3 = 0,
V4 = − 2
15b26
b2
(
7b22b
2
6 − b26b2a2 − a22b26 + 5b42
)
,
V6 = − 2
945b2
b2
(−54a32b26b2 − 27a42b26 − 176a2b26b32 − 203a22b26b22 + 1475b42b26 + 1015b62).6
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we get that
a4 = 7b
3
2b
2
6 − b26b22a2 − b26b2a22 − 3a23b26b2 + 3a23a2b26 + 5b52
a3b26b2
(3.10)
when V4 = 0. Considering (3.10), we can solve from the equation V6 = 0 that
a23 =
3b52(5b
4
2 + 8b46 + 13b26b22)
a2b26(−13b26b22 + a2b26b2 + 3b26a22 − 9b42)
. (3.11)
Calculating with (3.10) and (3.11), we further get
V8 = − 2
27b46(−13b26b22 + a2b26b2 + 3b26a22 − 9b42)
b52
(
b22 + b26
)
h1(a2,b2,b6),
V9 ≡ 0
(
mod h1(a2,b2,b6)
)
,
V10 = − 2
891b66(−13b26b22 + a2b26b2 + 3b26a22 − 9b42)2
b52
(
b22 + b26
)
h2(a2,b2,b6),
where
h1(a2,b2,b6) = −58a2b46b32 + 72b46a42 − 62b42b46 − 54a22b46b22 + 72b2b46a32
+ 45b26a42b22 − 59b52b26a2 + 45b32b26a32 − 61b62b26 − 30b42b26a22 − 15b72a2 − 15b82,
h2(a2,b2,b6) = 46494b66a52b52 + 146371b66a22b82 + 3645b66a82b22 + 44469b66a62b42 − 300528b86a42b42
+ 204704b86b72a2 + 69552b86a52b32 + 62856b86a62b22 + 11664b86a72b2 + 115208b86a22b62
+ 248936b82b86 + 39330b26b132 a2 − 4545b26b122 a22 − 8370b26b112 a32 + 207666b46b112 a2
+ 37362b46b102 a22 + 1890b46b72a52 + 3240b46b62a62 − 159372b46b92a32 + 360400b66a2b92
− 449874b66a32b72 − 369036b66a42b62 + 7290b66a72b32 + 234024b122 b46 + 418411b102 b66
− 115020b46b82a42 + 5832b86a82 − 349104b86a32b52 + 45135b142 b26 + 810b162 .
It is easy to check that the resultant (see [18]) res(h1,h2,a2) of h1 and h2 with respect to a2 has no
zeros when b2 = 0, which means that V8 and V10 have no common zeros when b2 = 0. Therefore, O
is not a center of (1.6) when λ ∈ D23 and b2 = 0.
Now we prove the suﬃciency of conditions in Table 1 by Proposition 2.1. At the end, we can obtain
directly that the weak focus at O has ﬁnite order at most 4.5 because O is a center for each (i, j)
in S− if V2 = · · · = V10 = 0.
The phase portrait of system (1.6) has a symmetry line x = 0 when either
(1) λ ∈ D14 and δ = a2 = 0, or (2) λ ∈ D34 and δ = a2 = 0.
Thus, O is a center for these two cases.
When λ ∈ D1 j and δ = 0, j = 2,3, the upper system in (1.6) has a ﬁrst integral
H+(x, y) = 1 (x2 + y2)+ a2 x3 + a3x2 y − a2xy2 − a6 y3.
2 3 3
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j = 2 and a2 − b5 = b2 = 2a22 − 3b23 − b3b4 = 0, we only consider a2 = 0. Otherwise, λ ∈ D14 and
δ = a2 = 0, which implies that O is a center of (1.6). The lower system in (1.6) has a ﬁrst integral
H−(x, y) =
⎧⎪⎨⎪⎩
1
6a22
(1− (1− 2a2x− b3 y)(1+ a2x− b3 y)2(1+ 2b3 y + b4 y)
3b3
α ), α = 0,
1
6a22
(1− (1− 2a2x− b3 y)(1+ a2x− b3 y)2 exp(3b3 y)), α = 0,
where α = 2b3 + b4. Thus, (2.9) holds. Therefore, O is a center. If j = 2 and a2 = b3 = b2 + b5 = 0, the
lower system in (1.6) has a ﬁrst integral
H−(x, y) = (1− b2x)2α
(
1+ b2x+ b4
2
y − α
2
y
)α+b4(
1+ b2x+ b4
2
y + α
2
y
)α−b4
,
where α =
√
8b22 + b24. Thus, both H+(x,0) and H−(x,0) are even functions in x. By Proposition 2.1,
O is a center. If j = 2 and b3 = 2a2 + b2 = 3a2 − b5 = 0, we only consider a2 = 0. Otherwise, λ ∈ D14
and δ = a2 = 0, which implies that O is a center of (1.6). The lower system in (1.6) has a ﬁrst integral
H−(x, y) = 1
6a22
(
1− (1+ a2x)2
(
1− 2a2x+ b4
2
y − α
2
y
) α+b4
2α
(
1− 2a2x+ b4
2
y + α
2
y
) α−b4
2α
)
,
where α =
√
24a22 + b24. Thus, (2.9) holds and, hence, O is a center. If j = 2 and b3 = b5 = a2 −b2 = 0,
we only consider a2 = 0. Otherwise, λ ∈ D14 and δ = a2 = 0, which implies that O of (1.6) is a center.
The lower system in (1.6) has a ﬁrst integral
H−(x, y) = 1
6a22
(
1− (1− 2a2x)
(
1+ a2x+ b4
2
y − α
2
y
) α+b4
α
(
1+ a2x+ b4
2
y + α
2
y
) α−b4
α
)
,
where α =
√
12a22 + b24. Thus, (2.9) holds. O is a center. If j = 2 and b4 = b5 = a2 − b2 = 0, the lower
system in (1.6) has a ﬁrst integral
H−(x, y) = 1
2
(
x2 + y2)+ a2
3
x3 + b3x2 y − a2xy2 − b3
3
y3.
Thus, (2.9) holds, which implies that O is a center by Proposition 2.1.
If j = 3 and a2 = b2 = 0, then λ ∈ D14 and δ = a2 = 0, which implies that O is a center of (1.6).
When λ ∈ D23 and δ = a2 + a5 = a2a3 = b2 = 0, we get that
λ ∈ D24 and δ = a2 + a5 = a2a3 = 0. (3.12)
Consider (3.12). If a2 = 0, the phase portrait of system (1.6) has a symmetry line x = 0, which implies
that O is a center of (1.6). If a2 = 0, the upper system in (1.6) has a ﬁrst integral
H+(x, y) = (1− a2x)2α
(
1+ a2x+ a4
2
y − α
2
y
)α+a4(
1+ a2x+ a4
2
y + α
2
y
)α−a4
,
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All center conditions of (1.6) satisfying (3.3).
When necessary and suﬃcient center conditions O is called a center of
λ ∈ D11 δ = a2 − b2 = 0 Type V
λ ∈ D33 (1) δ = a2 − b2 = a2 = 0
(2) δ = a2 − b2 = a6 − b6 = 0 Type VI
(3) δ = a2 − b2 = a6 + b6 = 0 Type VII
λ ∈ D44 δ = 0 Type VIII
where α =
√
8a22 + a24. Obviously, H+(x,0) is an even function in x. On the other hand, the phase
portrait of the lower system in (1.6) has a symmetry line x = 0. Thus, the lower system in (1.6) has
also a ﬁrst integral H−(x, y) such that H−(x,0) is an even function in x. By Proposition 2.1, O is a
center. 
In the following theorem we give the center conditions for system (1.6) satisfying (3.3).
Theorem 3.2. For switching Bautin system (1.6) satisfying (3.3), the necessary and suﬃcient conditions for O
to be a center are given in Table 2. Moreover, the weak focus at O has ﬁnite order at most 4.5.
Proof. The necessity of these conditions given in Table 2 can be proved similarly to Theorem 3.1 by
computing the common zeros of the ﬁrst ten Lyapunov constants. Here we only give the proof for
suﬃciency of these conditions.
When λ ∈ D11 and δ = a2 −b2 = 0, the upper system and the lower one in (1.6) have ﬁrst integrals
H+(x, y) = 1
2
(
x2 + y2)+ a2
3
x3 + a3x2 y − a2xy2 − a6
3
y3,
H−(x, y) = 1
2
(
x2 + y2)+ a2
3
x3 + b3x2 y − a2xy2 − b6
3
y3.
Thus, (2.9) holds, which implies that O is a center by Proposition 2.1.
Consider λ ∈ D33 and δ = a2 − b2 = a2(a26 − b26) = 0. If a2 = 0, the phase portrait of system (1.6)
has a symmetry line x = 0, which implies that O is a center. If a6 − b6 = 0, (1.6) becomes the analytic
Bautin system satisfying (a2, . . . ,a6) ∈B3. Thus, O is a center. If a6 + b6 = 0, the phase portrait of
(1.6) has a symmetry line y = 0, which implies that O is a center.
When λ ∈ D44 and δ = 0, the phase portrait of system (1.6) has a symmetry line x = 0, which
implies that O is a center. 
From Theorem 3.1 we obtain the following corollary.
Corollary 3.1. For the switching Bautin system (1.6) satisfying (3.4), the necessary and suﬃcient conditions for
O to be a center are given in Table 3. Moreover, the weak focus at O has ﬁnite order at most 4.5.
Proof. By substitution (3.5), system (1.6) is transformed into
(
x˙
y˙
)
=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(
−δx− y + b3x2 + (2b2 + b5)xy − b6 y2
x− δy + b2x2 − (2b3 + b4)xy − b2 y2
)
, if y > 0,(
−δx− y + a3x2 + (2a2 + a5)xy − a6 y2
x− δy + a2x2 − (2a3 + a4)xy − a2 y2
)
, if y < 0.
(3.13)
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All center conditions of (1.6) satisfying (3.4).
When necessary and suﬃcient center conditions O is called a center of
λ ∈ D21 (1) δ = b2 = a2 = a5 = 0
(2) δ = b2 − a5 = a2 = 2b22 − 3a23 − a3a4 = 0 Type IX
(3) δ = b2 = a3 = a2 + a5 = 0
(4) δ = a3 = 2b2 + a2 = 3b2 − a5 = 0 Type X
(5) δ = a3 = a5 = b2 − a2 = 0 Type XI
(6) δ = a4 = a5 = b2 − a2 = 0
λ ∈ D31 δ = a2 = b2 = 0
λ ∈ D41 δ = b2 = 0
λ ∈ D32 (1) δ = b2 + b5 = b2 = a2 = 0
(2) δ = b2 + b5 = b3 = a2 = 0
λ ∈ D42 (1) δ = b2 + b5 = b2 = 0
(2) δ = b2 + b5 = b3 = 0 Type XII
λ ∈ D43 δ = b2 = 0
Assume that (a2, . . . ,a6,b2, . . . ,b6) ∈ Di j . From the deﬁnitions of Di j , it is easy to see that
(b2, . . . ,b6,a2, . . . ,a6) ∈ D ji and (b2,−b3,−b4,b5,−b6,a2,−a3,−a4,a5,−a6) ∈ D ji . Thus, the cen-
ter conditions of system (1.6) satisfying λ ∈ Di j are the same with the center conditions of system
(3.13) satisfying (b2,−b3,−b4,b5,−b6,a2,−a3,−a4,a5,−a6) ∈ D ji . Therefore, for (i, j) ∈ S+ we can
obtain the center conditions, listed in Table 3, of system (1.6) and the maximum order of the weak
focus directly from Theorem 3.1. 
In order to observe the center conditions of switching Bautin system (1.6) satisfying (3.1) clearly
and study the isochronicity problem, we summarize center conditions and divide them into 12 types
in the following corollary, which is obtained from Theorems 3.1 and 3.2 and Corollary 3.1 directly.
Corollary 3.2. O of system (1.6) satisfying (3.1) is a center if and only if one of the following conditions holds:
Type I: δ = a4 = a5 = b2 = b3 − b6 = a2 − b5 = 2a22 − 3b23 − b3b4 = 0;
Type II: δ = a4 = a5 = b3 = b6 = 2a2 + b2 = 3a2 − b5 = 0;
Type III: δ = a4 = a5 = b3 = b6 = b5 = a2 − b2 = 0;
Type IV: δ = a3 = a6 = b2 = b5 = a2 + a5 = 0;
Type V: δ = a4 = a5 = b4 = b5 = a2 − b2 = 0;
Type VI: δ = a5 = a4 + 5a3 − 5a6 = a3a6 − 2a26 − a22 = ai − bi = 0, i = 2, . . . ,6;
Type VII: δ = b5 = a5 = a4 + 5a3 − 5a6 = a3a6 − 2a26 − a22 = a2 − b2 = a3 + b3 = a4 + b4
= a6 + b6 = 0;
Type VIII: δ = a2 = b2 = a5 = b5 = 0;
Type IX: δ = a2 = b4 = b5 = a3 − a6 = b2 − a5 = 2b22 − 3a23 − a3a4 = 0;
Type X: δ = a3 = a6 = b4 = b5 = a2 + 2b2 = a5 − 3b2 = 0;
Type XI: δ = a3 = a6 = b4 = b5 = a5 = a2 − b2 = 0;
Type XII: δ = a2 = a5 = b3 = b6 = b2 + b5 = 0.
For convenience, we call center O is of Type I (resp. II, . . . , XII) if condition Type I (resp. II, . . . ,
XII) in Corollary 3.2 holds and remark them also in Tables 1, 2 and 3. It is easy to check that those
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Isochronicity conditions for Types IV, VIII and XII of (1.6) satisfying (3.1).
Type isochronous center conditions
Type IV δ = ai = b2 = b5 = (2b4 + 5b3)(b4 + 3b3) = b4 + 3b3 − 2b6 = 0, i = 2, . . . ,6
Type VIII (1) δ = 3a3 + a4 = 3b3 + b4 = ai = bi = 0, i = 2,5,6
(2) δ = 3a3 + a4 = b3 − 4b6 = b4 + 10b6 = a6 = a2 = b2 = a5 = b5 = 0
(3) δ = a4 + 6a3 = ai − bi = a2 = a5 = a6 = 0, i = 2, . . . ,6
(4) δ = a4 + 6a3 = b4 + 4b6 = b3 − b6 = a3 − b3 = a6 = a2 = b2 = a5 = b5 = 0
(5) δ = a4 + 4a6 = a3 − a6 = ai − bi = a2 = a5 = 0, i = 2, . . . ,6
(6) δ = a4 + 4a6 = b4 + 6b3 = a3 − b3 = a3 − a6 = b6 = a2 = b2 = a5 = b5 = 0
(7) δ = a4 + 10a6 = a3 − 4a6 = b4 + 10b6 = b3 − 4b6 = a2 = b2 = a5 = b5 = 0
(8) δ = a4 + 10a6 = a3 − 4a6 = b4 + 3b3 = b6 = a2 = b2 = a5 = b5 = 0
Type XII δ = bi = a2 = a5 = (2a4 + 5a3)(a4 + 3a3) = a4 + 3a3 − 2a6 = 0, i = 2, . . . ,6
non-remarked center conditions make O be a center of Type I, . . . , or Type XII. For example, O is a
center of Type VIII if λ ∈ D12 and δ = b2 = a2 = a5 = 0 hold.
It is well known (from [6] for example) that the analytic Bautin system has a center at O if and
only if (a2, . . . ,a6) ∈B1∪B2 ∪B3∪B4. It is easy to see that Type V and Type VIII are generalizations
of sets B1 and B4, respectively, and Type VI is exactly set B3.
4. Isochronous center conditions of (1.6) satisfying (3.1)
When ai = bi for i = 2, . . . ,6, switching Bautin system (1.6) is the well-known analytic Bautin
system, whose isochronous center conditions are given in Loud’s Theorem of [23]. For system (1.6)
satisfying (3.1), all center conditions are given in Our Corollary 3.2. In this section, we obtain all
isochronous center conditions for (1.6) satisfying (3.1) by ﬁnding necessary and suﬃcient isochronous
center conditions for every type (Type I, . . . , or Type XII) of centers.
Theorem 4.1. Assume that system (1.6) satisﬁes (3.1). For the center of Type IV, Type VIII or Type XII, all
isochronous center conditions are given in Table 4. The center of other types is isochronous if and only if δ =
ai = bi = 0, i = 2, . . . ,6. Moreover, weak center O has ﬁnite order at most 2.
Proof. For Type I, we ﬁrstly consider b3 = 0. We compute p1 = 2(2a6b3 − 3a3b3 − 2b23 + 2a22)/(3b3)
and ﬁnd that
p2 = π
192b23
(
35a23b
2
3 + 31a42 + 24b43 + 8b23a22 + b23(9a3 + 8b3)2 +
(
9a22 − 8a3b3
)2) = 0
when p1 = 0. Thus, center O is not isochronous. When b3 = 0, we compute p1 = 2(2a6 + b4 − 3a3)/3
and ﬁnd that p2 = π(6a26 + 2b24 + (2a6 + b4)2)/24 when p1 = 0. Thus, a3 = a6 = b4 = 0 if p1 = p2 = 0.
Therefore, we obtain that ai = bi = 0, i = 2, . . . ,6. Then, system (1.6) is linear and δ = 0. Therefore,
center O is isochronous.
Using similar analysis as Type I, for Types II, III, VII, IX, X and XI we ﬁnd that system (1.6) is linear
when p1 = p2 = 0. Thus, center O is isochronous.
For Type IV, we compute p1 = 2(b4 + 3b3 − a4 − 2b6)/3, which means that b6 = (b4 + 3b3 − a4)/2
when p1 = 0. Considering b6 = (b4+3b3−a4)/2, we calculate p2, . . . , p5 and ﬁnd that p2 = · · · = p5 =
0 if and only if a2 = a4 = (2b4 + 5b3)(b4 + 3b3) = 0. Thus, with the condition in Type IV we obtain
the necessary condition δ = ai = b2 = b5 = (2b4 +5b3)(b4 +3b3) = b4 +3b3 −2b6 = 0, i = 2, . . . ,6, for
O to be an isochronous center. Now we prove its suﬃciency. System (1.6) takes form
(x˙, y˙) =
{
(−y, x), if y > 0,
(−y − b3x2 + 3b3+b4 y2, x+ (2b3 + b4)xy), if y < 0,
(4.1)
2
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change (4.1) into polar coordinates and obtain that θ˙ ≡ 1 for any θ . By Theorem 2.1 the center of (4.1)
at O is isochronous. When 2b4 + 5b3 = 0, system (4.1) has a transversal commuting system
(x˙, y˙) =
{
(x, y), if y > 0,
(x− b3xy + b
2
3
4 xy
2, y − 3b34 y2 +
b23
8 y
3), if y < 0.
Thus, by Theorem 2.1, the origin O is an isochronous center of (4.1).
For Type V, using the method introduced in Section 3 we compute the ﬁrst period constant p1 =
2(2a6 − 2b6 − 3a3 + 3b3)/3, which implies that
b6 = (2a6 − 3a3 + 3b3)/2 (4.2)
when p1 = 0. Considering (4.2), we calculate p2, . . . , p5 and obtain that
p2 = π
(
40a26 + 64a22 + 81a23 − 84a6a3 + 45b23 + 36a6b3 − 54a3b3
)
/48,
q3 = (a3 − b3)
(
111a23 − 906a3b3 − 684a6a3 + 732a6b3 + 147b23 + 472a26
)
/96,
q4 = −5π
((
3850761a26a
2
3 + 2845196b3a36 + 11942421a26b23 − 16569594a3b33 + 14382441a23b23
+ 12581598b33a6 − 3140900a3a36 − 15251058a26a3b3 + 14565762a23b3a6
− 27574488a3b23a6 + 2310363b43 + 57498a46
))
/262848,
q5 = 51053265913492994897
111630355050297366
a46a3 −
10921100564385551576
55815177525148683
a23a
3
6
− 3639352889446958152
18605059175049561
a56 +
1418090866597834597
4134457594455458
b53
− 473858944903117526
2067228797227729
b3a3a
3
6 −
167160534672472537
6201686391683187
a26a3b
2
3
+ 1936072285230625810
2067228797227729
a6a3b
3
3 −
17162273785332083153
18605059175049561
a26b
3
3
+ 32801980833119398147
111630355050297366
b3a
4
6 −
6082670386023585982
55815177525148683
a36b
2
3
+ 3331363096858847354
6201686391683187
a6b
4
3 −
3675613507122281417
4134457594455458
a3b
4
3,
where q3,q4 and q5 are the reduced form of p3, p4 and p5 with respect to the ideals (p2), (p2,q3)
and (p2,q3,q4) in the order a2 ≺ a3 ≺ b3 ≺ a6, respectively. It is easy to ﬁnd that a2 = a3 = b3 =
a6 = b6 = 0 if p1 = p2 = q3 = q4 = q5 = 0 by using any computer algebra system. Thus, we get that
ai = bi = 0, i = 2, . . . ,6, i.e., system (1.6) is linear and δ = 0. Therefore, center O is isochronous.
For Type VI, (1.6) is analytic and, by Loud’s Theorem of [23] or Theorem 3.2 of [11], we obtain that
O is an isochronous center if and only if the system is linear.
For Type VIII, we compute p1 = 2(2a6 − 3a3 − a4 − 2b6 + 3b3 + b4)/3, which implies that b6 =
(2a6 − 3a3 − a4 + 3b3 + b4)/2 if p1 = 0. Considering b6 = (2a6 − 3a3 − a4 + 3b3 + b4)/2, we calculate
p2, . . . , p6 and obtain that p2 = π(−84a3a6 + 48a3a4 + 40a26 + 81a23 − 22a6a4 + 7a24 + 33b3b4 + 6b24 +
45b23+36a6b3+18a6b4−27b4a3−9b4a4−54a3b3−18a4b3)/48 and p3, . . . , p6 are polynomials having
34, 70, 125 and 210 terms, respectively, and hence, are not expressed here. Using the computer
algebra system Singular we obtain that p1 = · · · = p6 = 0 if and only if one the 8 conditions in Table 4
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prove their suﬃciency one by one.
When condition (1) in Table 4 holds, system (1.6) takes form
(x˙, y˙) =
{
(−y − a3x2, x− a3xy), if y > 0,
(−y − b3x2, x− b3xy), if y < 0.
(4.3)
With the change of variables x = r cos θ, y = r sin θ we can transform the lower system in (4.3) into
the polar coordinates form and obtain that θ˙ ≡ 1 for any θ . By Theorem 2.1 the center of (4.3) at O
is isochronous.
When condition (2) in Table 4 holds, system (1.6) takes form
(x˙, y˙) =
{
(−y − a3x2, x− a3xy), if y > 0,
(−y − 4b6x2 + b6 y2, x− 2b6xy), if y < 0,
(4.4)
which has a transversal commuting system
(x˙, y˙) =
{
(x− a3xy, y − a3 y2), if y > 0,
(x− 4b6xy + 4b26xy2, y − 3b6 y2 + 2b26 y3), if y < 0.
Thus, by Theorem 2.1 the origin O is an isochronous center of (4.4).
When condition (3) or condition (5) in Table 4 holds, system (1.6) is an analytic Bautin system
and, hence, the isochronicity of center O can be proved by Loud’s Theorem of [23] or Theorem 3.2 of
[11] directly.
When condition (4) in Table 4 holds, system (1.6) takes form
(x˙, y˙) =
{
(−y − a3x2, x− 4a3xy), if y > 0,
(−y − a3x2 + a3 y2, x− 2a3xy), if y < 0.
(4.5)
Obviously, we need only to consider the case a3 = 0. Using substitution x → x/a3, y → y/a3, which
does not change the period of every periodic orbit, we transform (4.5) into
(x˙, y˙) =
{
(−y − x2, x− 4xy), if y > 0,
(−y − x2 + y2, x− 2xy), if y < 0. (4.6)
The upper system in (4.6) has an integrating factor μ(y) = (1− 4y)−3/2, from which we obtain a ﬁrst
integral H+(x, y) = (1+2x2−2y)/√1− 4y, hence, the integrating curve passing through (ρ,0) can be
expressed as 1+2x2−2y−(1+2ρ2)√1− 4y = 0. Thus, y = (1+2ρ2)√ρ2 + ρ4 − x2−2ρ2−2ρ4+x2.
Therefore, the positive-half period function can be computed as
T+(ρ) =
−Π+(ρ)∫
ρ
dx
x˙
=
−ρ∫
ρ
dx
−y − x2
=
−ρ∫
ρ
dx
2ρ2 + 2ρ4 − 2x2 − (1+ 2ρ2)√ρ2 + ρ4 − x2
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0∫
ρ
dx
2ρ2 + 2ρ4 − 2x2 − (1+ 2ρ2)√ρ2 + ρ4 − x2
= 2
0∫
arcsin 1√
1+ρ2
dα
2ρ
√
1+ ρ2 cosα − (1+ 2ρ2)
= 4arctan(ρ +√1+ ρ2), (4.7)
where a change of variables x = ρ√1+ ρ2 sinα is applied on the fourth line. With the change of vari-
ables x = r cos θ and y = r sin θ , we can transform the lower system in (4.6) into the polar coordinate
form r˙ = −r2 cos θ , θ˙ = 1− r sin θ . Solving the ﬁrst order differential equation
dr
dθ
= −r
2 cos θ
1− r sin θ
associated with the initial condition r(π) = Π+(ρ) = ρ , we get that r(θ) = −ρ2 sin θ +
ρ
√
ρ2 sin2 θ + 1. Thus, the negative-half period function can be computed as
T−(ρ) =
2π∫
π
dθ
θ˙
=
2π∫
π
dθ
1+ ρ2 sin2 θ − ρ sin θ
√
ρ2 sin2 θ + 1
=
2π∫
π
√
ρ2 sin2 θ + 1+ ρ sin θ√
ρ2 sin2 θ + 1
dθ
= π − ρ
2π∫
π
d cos θ√
ρ2 + 1− ρ2 cos2 θ
= π −
1∫
−1
ds√
ρ2+1
ρ2
− s2
= π − 2arcsin ρ√
1+ ρ2 . (4.8)
Note that β := 2arctan(ρ +√1+ ρ2) − arcsin ρ√
1+ρ2 ∈ [−π/2,π ] and
sinβ = −ρ√
1+ ρ2
1− (ρ +√1+ ρ2)2
1+ (ρ +√1+ ρ2)2 + 2(ρ +
√
1+ ρ2)
1+ (ρ +√1+ ρ2)2 1√1+ ρ2 ≡ 1, (4.9)
which implies that β = π/2. It follows from (4.7), (4.8) and β = π/2 that T (ρ) = T+(ρ) + T−(ρ) =
π + 2β ≡ 2π . Therefore, O is an isochronous center of (4.6) and, hence, O is also an isochronous
center of (4.5).
When condition (6) in Table 4 holds, with the substitution (x, y, t) → (x,−y,−t) system (1.6) can
be changed into system (4.5), where a3 = −b3. Thus, O is an isochronous center.
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(x˙, y˙) =
{
(−y − 4a6x2 + a6 y2, x− 2a6xy), if y > 0,
(−y − 4b6x2 + b6 y2, x− 2b6xy), if y < 0,
(4.10)
which has a transversal commuting system
(x˙, y˙) =
{
(x− 4a6xy + 4a26xy2, y − 3a6 y2 + 2a26 y3), if y > 0,
(x− 4b6xy + 4b26xy2, y − 3b6 y2 + 2b26 y3), if y < 0.
Thus, by Theorem 2.1 the origin O is an isochronous center of (4.10).
When condition (8) in Table 4 holds, by the substitution (x, y, t) → (x,−y,−t) system (1.6) can
be changed into system (4.4), where a3 = −b3 and b6 = −a6. Thus, O is an isochronous center.
For Type XII, we compute p1 = 2(2a6 − 3a3 − a4 + b4)/3, which means that a6 = (a4 + 3a3 − b4)/2
when p1 = 0. Considering a6 = (a4 + 3a3 − b4)/2, we calculate p2, . . . , p5 and ﬁnd that p2 = · · · =
p5 = 0 if and only if b2 = b4 = (2a4 + 5a3)(a4 + 3a3) = 0. Thus, with the condition in Type XII we
obtain the necessary condition δ = bi = a2 = a5 = (2a4 + 5a3)(a4 + 3a3) = a4 + 3a3 − 2a6 = 0, i = 2,
. . . ,6, for O to be an isochronous center. Now we prove its suﬃciency. System (1.6) takes the form
(x˙, y˙) =
{
(−y − a3x2 + 3a3+a42 y2, x+ (2a3 + a4)xy), if y > 0,
(−y, x), if y < 0, (4.11)
where a3,a4 satisfy (2a4+5a3)(a4+3a3) = 0. By the substitution (x, y, t) → (x,−y,−t), system (4.11)
is changed into (4.1), where b3 = −a3 and b4 = −a4. Therefore, the origin O is an isochronous center
of (4.11).
The ﬁnite order of weak center O is at most 2 because for each case we do not need period
constant p7 to get the isochronous center condition, i.e., p1 = · · · = p6 = 0 implies that O is an
isochronous center. 
By Theorem 2.3, for the upper system
(x˙, y˙) = (−y − a3x2, x− 4a3xy) (4.12)
one can ﬁnd a system of the form (2.15) as a lower system such that O is an irregular isochronous
center of the switching system. In the proof of Theorem 4.1 we show that switching system (4.5) has
an irregular isochronous center at O . Thus it can be understood that for the upper system (4.12) one
can ﬁnd a quadratic system (x˙, y˙) = (−y − a3x2 + a3 y2, x− 2a3xy), being not of the form (2.15), as a
lower system such that O is an irregular isochronous center of the switching system.
By Theorem 4.1, if O is an isochronous center, in many cases system (1.6) satisfying (3.1) must be
linear or analytic. But there are some cases that (1.6) satisfying (3.1) and with O be an isochronous
center is non-smooth. On the other hand, Theorem 4.1 also tells us that the isochronous center O
of (1.6) satisfying (3.1) is regular except either condition (4) or condition (6), given in Theorem 4.1,
holds.
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