Abstract. An illumination design method that incorporates the entire 3-D geometry between the optical surface and target plane into the ray mapping calculation has been developed. The resulting mapping relationship is integrable along the specific contours of the optical surface instead of a 2-D plane. The method is capable of creating extremely high performance, off-axis designs (97% uniformity at 54-deg off-axis), and since it explicitly accounts for system geometry, appears to be easily generalizable.
Introduction
With ever-growing manufacturing capabilities, freeform surfaces are quickly making their way into the world of optics. In the context of illumination design, these freeform surfaces can provide arbitrary degrees of freedom, allowing for complete control over a given point source light distribution. This freedom comes at the cost of increasing design complexity, which has not been completely solved at the time of this publication. To realize the full capabilities of this freedom, a robust method for generating a freeform optical surface for any conceivable geometry is still needed.
In general, the illumination design process requires the calculation of two parameters: a mapping relationship between the source and target energy distributions and a surface capable of redirecting the light according to that mapping. Although powerful simultaneous solutions for both parameters do exist, for example, 1,2 they are often limited by their complexity making a general solution for a variety of conditions difficult. To overcome this problem, the mapping relationship and surface profile are often calculated in separate steps by first establishing a mapping correspondence between the source and target energy distributions and then constructing a surface normal field that directs the source rays toward the target locations. Finally, an optical surface can be built according to this normal field.
In our previous paper, we pointed out that a lack of geometrical information in the mapping calculation poses a fundamental problem with this two step method. 3 While our previous approach showed a significant improvement over traditional means, it was unable to completely remove the curl in the remaining vector field. This meant that constructing a smooth surface to completely enforce the desired mapping relationship was impossible. 4 At the time of our publication, we believed that this shortcoming was due to the fact that optimum transport theory could only account for the location, not the direction of the light rays. While this is true, it is only a side-effect of the fact that our ray mapping relationship, u, was only constructed for two dimensions:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 5 3 2
Although we calculated the light energy distribution in three dimensions, the actual mapping correspondence was performed between x and y values on the lens and target plane. For surfaces with gradual changes in z, this simplification does not pose much of a problem because the cost function of the mapping calculation is mostly driven by the larger differences in x and y. But for surfaces with large height variations (which are especially common when designing for off-axis illumination), the errors from this 2-D approximation become increasingly apparent. See, for example, Fig. 1 where we consider two rays in our mapping calculation. Here, P denotes the surface of the lens and T is the target plane.
Whileã andb are clearly oriented in different directions with unequal magnitudes, they travel equal distances along x. If we assume a standard cost functional for our mapping relationship that depends on the distance in x only, then E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 3 2 6 ; 3 2 3
where P x ; T x denote the x co-ordinate on the surface and target, respectively, and n ∈ R þ (typically, n ¼ 2 to denote a quadratic cost), our calculation will be the same for both vectors. This inhibits our mapping calculation from understanding the full information of the geometry, which leads to mapping relationships, which are integrable along a flat plane but not along the specific shape of the optical surface.
Vector Normalization
As an example of this effect, we looked at the design of an off-axis, reflective system with geometry shown in Fig. 2 locations of the mapping relationship in Fig. 3(a) . Unsurprisingly, the curl of this vector field was extremely close to zero, as shown in Fig. 3(b) , because our mapping calculation was performed on two planar regions between the input and target. But when we then looked at the x and y components of the full 3-D vector field between the surface and target in Fig. 3 (c) by normalizing according to E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 6 3 ; 2 7 6 u ¼ T → P ¼
we find there is still curl in the mapping relationship that is not accounted for in the planar approximation. We can see in Fig. 3 (d) that this remaining curl corresponds directly to the errors in the final irradiance pattern of our design, which can be seen in Fig. 4 . Since this curl cannot be accounted for using the planar approximation, a method to incorporate the 3-D vector information into the calculation is imperative. However, with a closer inspection of Figs. 3(c) and 3(d), we realize that we have discovered exactly such a method. By normalizing the vectors, the x and y components are scaled appropriately so that the distance traveled in z is implicitly embedded into the calculation of vector curl. Effectively what we have done by normalizing the x and y components is to translate the problem of point-to-point mapping into a new problem, where points are mapped to directions, which are aimed at the target locations. Figure 5 shows this more explicitly.
In this paper, we propose this point-to-wavefront mapping through vector normalization as a way to perform extremely accurate 3-D mapping calculations within the framework that has been developed for 2-D optimal transport.
Reducing Curl for Optimal Transport
The L 2 Monge-Kantorovich problem has applications reaching far beyond optics and into fields such as statistics, functional analysis, and atmospheric sciences. 5, 6 An important result from these studies is the existence of a unique optimal mapping,ũ, which can be described as the gradient of a convex function w, i.e.,ũ ¼ ∇w. [7] [8] [9] [10] [11] [12] To arrive at this optimal solution, since our original mapping u is a vector field, we can always decompose it into two terms:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 3 2 6 ; 5 5 3
where we select ∇w as the curl-free term, using the property that for any scalar potential, the curl of the gradient is always zero, i.e., ∇ × ∇w ¼ 0. Subsequently, the second term then contains all of the curl and is divergence-free, such that divχ ¼ 0. Importantly, we can see that to reach the optimal mappingũ, we must reduce the term containing all of the curl, χ, to zero.
To do this, we utilize the evolution equation proposed by Haker et al.:
7 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 3 2 6 ; 4 2 3
where Δ −1 divu ⊥ denotes the solution of the Poisson equation:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 3 2 6 ; 3 5 8
where μ 0 is the density map in the source domain, Du is the Jacobian determinant, and ðx; yÞ ⊥ denotes a rotation by 90 deg in R 2 . Given an initial mapping relationship, u, this equation solves for a new mapping,ũ, by removing the curl through a standard gradient descent evolution.
Previously, optimal transport problems of this type have been solved between parallel planes in R 2 . 13 With the proposed method, we are now able to account for the entire 3-D geometry of the problem by mapping to the normalized wavefront of a vector field by calculating u according to Eq. (3).
One added difficulty of working with normalized vectors is that during the iterative process, the vector components u x and u y point toward varying locations on the surface. This means that with each iteration, the vectors need to be renormalized according to the new surface positions. Since the changes are inherently small, we can incorporate a modified version of Euler's method to solve for the intersection point between the vector and the tangent to the surface normal, as shown in Fig. 6 .
Knowing that a vector starts from P 1 in the direction ofṽ 1 and the tangent vector starts from P 2 in the direction ofṽ 2 , we can create a system of parametric equations for the lines as a function of arbitrary length variables t 1 and t 2 , which can be solved simultaneously for the new co-ordinate on the surface where the two intersect as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 6 3 ; 1 0 9 P 1 − P 2 ¼ t 2ṽ2 − t 1ṽ1 :
Using the new surface locations, P 0 ¼ t 1ṽ1 , we can then recalculate the normalized vector field according to Eq. (3).
Jacobian of the Warping Map
One important aspect of this approach to address is the fact that we are calculating transport in a distorted frame. Although normalization works with vector fields, when dealing with physical properties, such as the light distribution in space, it does not necessarily make sense. In Fig. 7 , we can see the difference between the x-y locations on the lens surface (a) and the x-y values of the normalized vector field (b).
Typically, distortions between the source and target geometries are accounted for using the Jacobian determinant. Take, for example, Fig. 8 , where a nonlinear map f turns small squares into distorted parallelograms.
While the differential area of the squares on the left is easily calculated as the multiple of each differential, dA ¼ dxdy, the warped geometry requires an additional factor corresponding to the nature of f such that E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 6 3 ; 4 7 0 dA ¼ Dudxdy;
where Du is referred to as the Jacobian determinant. Since the Jacobian works to conserve differential areas between the source and target planes, the x-y locations on the actual surface need to be used when calculating the Jacobian to produce a mass-preserving mapping relationship. However, if the stable stepsize described in Ref. 7 is to be used, a uniform scaling needs to be introduced such that the total magnitude of the Jacobian calculated on the optical surface is equal to that when calculated from the vector field. Otherwise, a separate scheme for determining stepsize will need to be developed.
In the following sections, we demonstrate the effectiveness of the proposed method in designing off-axis illumination systems, one of the most challenging problems in illumination design.
Reflective Freeform Surface
Utilizing the same geometry described in Fig. 2 , we calculated a mapping relationship using the method described in Ref. 3 . Then, we utilized the procedure described in Sec. 3 to remove the remaining curl in the 3-D vector field. Equation (6) was solved using MATLABS PDE toolbox, and the Jacobian of the warping was evaluated with a standard upwind scheme. The step size we used for iterations was the one described by Haker et al.:
7 E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 9 ; 3 2 6 ; 5 0 5 min
to ensure stability during calculation. The results after 228 iterations are shown below in Fig. 9 with the convergence plot in Fig. 10 . As you can see, the peak curl was reduced by more than an order of magnitude.
After building an optical surface to enforce the calculated mapping in the same manner as in Refs. 3 and 15, the performance of this method was tested against our previous method below in Fig. 11 . The uniformity within the target region is quite good at 97% even at 54 off-axis.
Refractive Freeform Surface
To demonstrate the versatility of this method, we also designed a 20-mm off-axis, refractive lens using a simple x-y mapping method to generate our initial surface (see Secs. 8 and 9 for details). A square subtending a 71 collection angle of a Lambertian point-source was directed onto a 200 mm × 200 mm target 100 mm away. The first surface Fig. 6 Given a small enough step size, the new surface point can be approximated as the intersection between the calculated vectorṽ 1 and the tangent vector to the surface normalṽ 2 . Fig. 7 x -y components of (a) the optical surface and (b) the normalized vector field (down sampled to prevent aliasing). was a sphere of radius 2 mm while the second surface was freeform with a height at the vertex of 10 mm. A diagram of this setup is shown in Fig. 12 . After using Eq. (3) to calculate the vector field between the surface and target plane, we used the method in Sec. 3 to remove the remaining curl. The results after 69 iterations are shown below in Fig. 13 with the convergence plot in Fig. 14. A careful inspection of the remaining curl reveals a direct correspondence to the triangular mesh generated to solve the PDE. Fig. 9 Residual curl of the mapping using (a) our previous method and (b) the proposed method. Fig. 10 Convergence plot of the total curl versus number of iterations. The total runtime for this example was just over 2 min. Fig. 11 Irradiance patterns at 54 off-axis for (a) our previous method and (b) the proposed method. The corresponding uniformities within the 200 mm × 200 mm target are 56% and 97%, respectively. The irradiance uniformity was calculated as 100%(1-RMS deviation/mean) on the entire 101 × 101 grid with a 3 pixel smoothing kernel to reduce statistical error from the raytracing. We constructed an optical surface using the same method described in Sec. 5, with the addition of a spherical surface concentric to the source, which was generated by setting the input and output vector fields equal. The results before and after curl reduction are shown below in Fig. 15 .
Although the attainable performance of this method is slightly worse when starting with a higher initial curl from the x-y mapping, this example demonstrates the generalizability of the proposed method as an easy way to improve any mapping calculation whether it is a far off-axis reflector requiring optimal transport calculations or a quick design using simple separation and integration.
Conclusion
The above method has been shown to construct an extremely uniform illumination system even in a difficult setup such as off-axis design. Additionally, since the method is only a slight modification to the already existing optimum transport theory, we believe it should easily be generalizable and are optimistic that it will work in any framework in which a wavefront of 3-D vectors can be substituted for mapping co-ordinates, where potential applications extend beyond the scope of illumination design.
Currently, the key limitation in this method is that we are still working with the x-y co-ordinates of what is a 2-D surface embedded in 3-D space. In regions where the surface doubles over itself (as is typical in hemispherical refractive (2) lenses) or the gradient of the x-y locations differs from the surface gradient [see, for example, the residual light variations in Fig. 15(b) ], the method is not fully able to account for these variations. To overcome this, we need to implement the calculations of Secs. 3 and 4 [in particular Eq. (5)] along the surface of the lens, which will be the subject of future work.
Appendix A: Convergence and Stability
For the examples described in Secs. 5 and 6, our stopping point for the curl reduction was set to occur after the first time the curl increased from one iteration to the next. Although the original method described in Ref. 7 asymptotically approached a global minimum, in this approach, we are changing the vector field after each iteration. Eventually, we reach a point where the improvement in the vector field during each iteration is of the same magnitude as the change in the vector field introduced by normalization. Looking at Fig. 16 , we can see the effect this has on system performance. After reaching the minimum curl, the variable step size is used in calculation spikes (in response to the tiny value of vector curl). This spike is amplified by the vector normalization and forces the calculation out of its local minimum before settling into a slightly higher region that remains constant between the alternating vector normalization and curl reduction steps. Although this region itself is still quite stable, we found that the best performance is achieved by stopping before this happens.
This value of the minimum point depends on the geometry of the system, the quality of the initial mapping relationship, and the resolution of the PDE solver used. If the initial mapping relationship is too poor, the Jacobian can become numerically unstable. See Fig. 17 for an example.
To solve this problem, a compromise needs to be made between mass preservation and curl reduction. Usually, this is as simple as applying a smoothing function to the Jacobian.
Appendix B: X-Y Mapping
To calculate the initial transport map in Sec. 6, we used separation of variables on an intensity distribution sampled on a plane in front of the source. Our solution is almost identical to Sec. 3.2 found in Ref. 7 but is included here for convenience to the reader. According to energy conservation, we know that the total energy between the two regions must be preserved, which we can write as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 0 ; 3 2 6 ; 5 2 0
We first establish the mapping along the x axis, u x ðxÞ, that we define by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 1 ; 3 2 6 ; 4 5 5
Here, I 0 and I 1 denote the source and target irradiance distributions, and χ is a dummy variable. Differentiating the above with respect to x yields the following: E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 2 ; 3 2 6 ; 3 7 9 
We can then establish a mapping along the y axis, u y ðx; yÞ according to E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 3 ; 3 2 6 ; 3 1 4 where we introduce another dummy variable, η. Differentiating the above with respect to y gives us as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 4 ; 6 3 ; 7 1 9 u 0 x ðxÞu 0 y ðx; yÞI 1 ½u x ðxÞ; u y ðx; yÞ ¼ I 0 ðx; yÞ;
where we can substitute Du ¼ u 0 x ðxÞu 0 y ðx; yÞ and u ¼ ðu x ðxÞ; u y ðx; yÞÞ to arrive at the mass preserving relationship:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 5 ; 6 3 ; 6 5 5 DuI 1 ðuÞ ¼ I 0 ðx; yÞ: (15) Knowing that this mapping satisfies the requirement of mass preservation, we can go back and solve for u x ðxÞ and u y ðx; yÞ. In our example, where I 1 is a uniform rectangle, we arrive at the following mapping relationship:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 6 ; 6 3 ; 5 8 0 u x ðx i Þ ¼ 
where X and Y denote the size of the sampling plane.
