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The Design of Nonlinear Filters and Control Systems 
Part I1" 
JACOB KATZENELSON~ AND LEONARD A. GOULD 
Electronic Systems Laboratory, Department of Electrical Engineering, 
Massachusetts Institute of Technology, Cambridge, Massachusetts 
This part of the paper is devoted to an exploration of the applica- 
bility of the theoretical method developed in Part I to analytical 
and experimental examples. It is shown that the method has limited 
utility in analytically interesting examples but that, through judi- 
cious use of modern computation machinery, numerical solutions to 
real, physical problems appear to be feasible--but difficult and in- 
volved. 
An experimental pplication of the theory to the characterization 
of the servomechanism associated with the pupil of the human eye 
is described. Emphasis is placed on the utilization of known prop- 
erties of the experimental system in planning the computation. A 
measure of the complexity of the computation is developed in order 
that the practicability of applying the method in a given situation 
may be judged in advance. 
I. INTRODUCTION 
The work is concerned with filters which can be described by series of 
Volterra kernels. Namely, the output  y(t) as a funct ion of the input  
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x(t) is given by 
, (t)  = ho ÷ fo - o) da 
+ f~ f~ h2(~, ~)x(t -- a)x(t -- ~)do~ d~'"  
where f~ is the domain on which the filter operates. Typically, the follow- 
ing type of question is answered: "Given an input (signal plus noise), 
which is a sample flmction from a stationary, ergodic, random process, 
and using the mean square error criterion, what is the optimum filter 
consisting of a finite number of Volterra kernels to filter the signal from 
the noise?" 
The first part of the paper (Katzenelson and Gould, 1962) discusses 
the theoretical solution of this filtering problem and some of its applica- 
tion. The second part of the paper is concerned with the actual evalua- 
tion of filters according to the methods described in the first part. Its 
object is to investigate the different aspects of such applications. 
Two types of problems are considered in this portion of the paper. 
The first is the evaluation of filters from analytic expressions for the 
autocorrelation functions. The second type of problem is the applica- 
tion of the method to real problems. An experimental characterization 
of the pupil of the eye servomechanism was carried out and in the con- 
text of this experiment, he different aspects of finding a filter under 
reMistic constraints are discussed. 
The last part of this paper is a summary of both Part I and Part II. 
I I .  ANALYT ICAL  CALCULATION OF F ILTERS 
Let us consider the following problem as an example of an analytic 
calculation of a filter: a received signal x(t) is given by 
x(t) = (1 + mf(t))n(t) 
where n(t) is a wide-band gaussian oise, f(t) is a gaussian signal, and 
m is a number between 0 and 1. It is required to "demodulate" the signal 
and obtain an output which is as close to f(t) as possible in the mean 
square sense. The details of the calculation are given in Appendix A. 
The most significant point in this calculation is the deduction of the 
form of the filter from the form of the correlation functions without 
actually solving the equations. In this case the linear filter is not needed 
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and the second-order filter consists of a squarer followed by a linear 
filter. Once the form of the filter is known, the solution is greatly sim- 
plified. 
From this example, it can be seen that the analytical solution of a 
filtering problem involves the following stages: first, the establishment of 
a model. This includes appropriate assumptions about the properties of 
the process. The second stage is the calculation of the pertinent correla- 
tion functions and the third stage is the solution of the equations. 
Several main conclusions can be drawn from this and other similar 
examples (Katzenelson, 1962). First, in some cases the form of the 
filter can be deduced from the form of the autocorrelation function, a 
fact which simplifies the final solution and adds to one's intuitive grasp 
of the problem. Whenever this is possible, it is the main advantage of
the analytical approach to the filtering problem. The second conclusion 
is that anMytieally tractable problems are confined to gaussian or 
gaussian-derived processes. This is the only process for which there 
exists a complete analytical description of the statistical properties and 
whose description is fairly simple. However, even with gaussian-derived 
processes the complexity of the equations to be solved increases very 
rapidly with the degree of the kernel. For example, in the prediction of 
the gaussian derived process ~, ( -- z 2 where z is gaussian, the second- 
order correlation is derived from the fourth-order correlation of a 
gaussian process which has three terms. The fourth-order is derived 
from the eighth-order correlation which has 105 terms. The sixth-order 
correlation which corresponds to ha is derived from the twelfth-order 
autoeorrelation which has 1155 terms. The m~mber of terms involved 
makes it overwhelmingly difficult o solve the problem and to gain any 
insight into the relations among the main parameters of the problem. 
An attempt was made to solve analytically communication problems 
for which the mean square error criterion is a reasonable approach. 
The problems considered were the detection of a continuous ignal 
transmitted by FM or AM. Although the equations are readily written, 
their analytic solution is difficult. Probably their actual solution re- 
quires digital computation. It is apparent hat the use of a digital 
computer is required whenever simple analytical expressions for the 
autocorrelation functions are not available or the analytic approach is 
too eomplieated--a f ct which seems to be true in most nontrivial ex- 
amples. 
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The next section discusses an experiment to characterize an unknown 
system and the use of a digital computer to process the data and solve 
the equations. 
III. THE EXPERIMENTAL SOLUTION OF A FILTERING PROBLEM: 
THE PUPIL-OF-THE-EYE SERVOMECHANISM 
A. INTRODUCTION 
This section is concerned with the application of the theory to real 
problems. By  a "real problem" we mean the following situation: The  
two processes, x and xe, the signal plus noise and the signal or input and 
output of an unknown system, are given in the sense that they exist in 
nature and their value at any given time can be experimentally measured. 
Part of the real problem is the requirement that the measurement  of he 
statistical averages and the solution of the equations have to be done 
with tools that are available now, in finite time, and with due considera- 
tion to the amount  of effort that a solution of the problem requires. 
Wi th  relation to a real problem we would particularly like to answer 
the following questions: first, how should such an experiment be con- 
ducted? Second, what  are the main  parameters of the system which 
determine the complexity of the problem? Third, what  are the limita- 
tions imposed on the solution by the equipment used? Finally, we  would 
like to know how to realize the filter once it has been calculated. 
To  get a better understanding of the above questions it was decided to 
perform an experimental characterization of a system whose description 
is unknown.  The  pupil-of-the-eye servomechanism was chosen as the 
unknown system. This system was chosen because it is a nontrivial 
example and is a system which is interesting by itself and is significantly 
nonlinear. The  determination of a linear model  for the system is described 
in (Stark, 1959). Previous work  has been done on the characterization 
of certain nonlinear properties of the pupil but so far neither has a 
systematic approach been used nor a satisfactory solution obtained. 
The  experiment consisted of the application of randomly varied light 
to the eye. The  input light intensity and the corresponding pupil area 
were measured and recorded. The  records were later processed to deter- 
mine the correlation functions needed for the characterization. 
The  following section briefly describes the pupil and the instrumenta- 
tion used to measure its input and output. Then  a description of the 
experiment and the evaluation of the main  parameters is given. Finally, 
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conclusions regaMing the application of the method to real problems 
are drawn from this experiment. 
B. THE PUPIL OF THE EYE AS A SERVOMECHANISM 
A description of the eye pupil as a servomechanism and the instru- 
ments used to measure its input and output are described in (Stark, 
1959). The pupil of the eye acts as a regulator of the amount of light 
entering the retina. It contracts when the amount of light increases and 
dilates when the light decreases. We consider the amount of light which 
falls on the iris as the input to the system and the area of the pupil as 
the output. The instrumentation used to measure the input and output 
to the pupil consists of two parts: a light source whose output light is 
proportional to a voltage at its input and a device which measures the 
area of the pupil by measuring reflection of infrared light from the iris. 
Voltages proportional to input and output are available and can be 
recorded by a pen-recorder o on magnetic tape. Properties of the sys- 
tem and their influence on the experimental technique will be dis- 
cussed next. 
In an experiment the system can be operated in a normal closed loop 
situation in which the movement of the iris changes the amount of light 
entering the retina or in open loop where a thin beam of light enters the 
center of the pupil and is unaffected by the iris movement. 
Since under normal conditions a human being can see for hours without 
any changes in his ability to see, the eye has to be considered as a time 
invariant system essentially. The time variant effects of the system are 
the blinks and the complete dark-light, light-complete dark adaptation. 
The system is noisy, the noise being the changes in pupil size when the 
input light is constant (Stark, Campbell and Attwood, 1958). An 
interesting property of the eye is its ability to sense light whose amplitude 
varies over a dynamic range of 7 log units. This is much more than the 
dynamic range which our instruments can either produce or recoM 
continuously. The recording is limited to two orders of magnitude by the 
one per cent accuracy of the instruments. The light source has a dynamic 
range of two orders of magnitude. Larger changes can be made by 
changing light filters in the instruments. This, however, requires opera- 
tion in steps, making it necessary toterminate the experiment in order to 
change the filter. 
In this experiment the pupil is considered as being a time invariant 
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system. The effect of the blink is considered as a time varying system in 
series with the pupil system. In order to remove the influence of the blinks 
on the results, the autocorrelation functions were calculated by using 
data between two successive blinks. The subject was asked not to blink 
for a period of 35 sec. Output and input for 20 periods like this were 
recorded. Between these periods the subject could blink normally. 
The effect of complete dark-light adaptation and light-complete dark 
adaptation was eliminated by choosing the input light level correspond- 
ing to zero input signal at a suitable level such that variation of two 
orders of magnitude in the output did not drive the pupil to saturation 
or complete darkness. The dynamic range of the input is limited to two 
log units. In a way this is a limitation of this experiment because in our 
canonical form the nonlinear effects are more noticeable when the 
input amplitudes are large. 
The properties of the biological noise are not well known. Evidence 
exists that the noise is injected into the pupil system from outside 
(Stark et al., 1958). This suggests a model which considers the noise as 
being independent of the signal and added directly to the output. This 
model has yet to be checked. In this experiment the noise was considered 
part of the output, which means that its effect as noise was ignored. 
This was done to simplify the calculation and it is not an essential 
assumption as far as the filtering method itself is concerned. The model 
used may later be elaborated when more is known about the properties 
of the noise. 
In the following section the processing of the data and the solution of 
the equations are discussed. 
C. DATA PROCESSING AND SOLUTION OF  THE EQUATIONS 
The  experiment has three main parts: (I) obtaining the data, (2) 
calculating the autocorrelation functions, and (3) solving the linear 
equations. 
The  data were obtained by connecting a random noise generator to the 
input of the light source and recording the input and the corresponding 
output on multichannel analog magnetic tape. Twenty  records were 
taken--each of 35 sec duration. 
Once the records are given, the question of calculating the autocorrela- 
tion function arises. In principle one is able to correlate the data by 
using an analog device. Actually, however, the use of a digital computer 
is the only practical method for this purpose. 
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The analog record was sampled and quantized and the result was 
recorded on a digital magnetic tape. The autocorrelation functions were 
calculated by the computer using formulas which approximate the 
integration by summation. For example, the equation for the second- 
order correlation function is 
hr 
¢~(t~T) = ~ x ( i )x ( i  - h ) / (N  - Ic). (1) 
i=k  
The autocorrelation functions were calculated for all delays kT, 
0 =< k =< n, n finite. Thus the functions were given by their samples in 
the delay interval ~t, ~ = nT.  
One should note that we get an approximation to the desired func- 
tions by a finite number of points. This is an essential limitation which 
results directly from the finite amount of time required to calculate any 
specific value of the function. 
The third step is the solution of the integral equations. One obvious 
way to proceed is to fit first an analytic curve to the calculated ata 
points, obtain an expression for the eigenfunetions, and obtain a solu- 
tion of the form described previously in the first section of this paper. 
Except in cases where the function has a known and a simple form, the 
calculation of the eigenfunctions has to be done by a computer. For an 
autocorrelation function of order 2n this is accomplished by sampling 
the function domain 9. (the same number of samples along each dimen- 
sion), arranging the function values which correspond to the sampling 
points as a 2n-dimensional tensor 
~lve2. - -~n 
and rearranging the members as a large matrix. An example, for n = 2, 
is 
I'- al,O a 1,0-'] 
[ae] = / [%;,-0 ig~_~| ~,,~j. (2) 
The eigenvectors of the matrix are calculated in some conventional 
way (Faddeeva, 1959) and after properly rearranging the members of 
the eigenvector we get a discrete approximation to the n-dimensional 
eigenfunction. The main point in this discussion is that again the 
computational method makes our problem a problem of a finite number 
of dimensions. The approximation f the function by a finite number of 
points leads to a finite number of eigenvectors; their coefficients in the 
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expression h~ = ~-]1 ~ai¢i are given by solving a set of k simultaneous 
linear algebraic equations. 
Although it is possible to solve the problem in this way, a careful 
consideration of the method shows that the actual evaluation of eigen- 
functions is not needed. Once we approximate he autocorrelation func- 
tion by a finite number of samples aM represent i as a large matrLx, 
the filter is actually given by a set of linear equations instead of the 
integral equations. Now, a set of linear equations can easily be solved by 
some direct method and does not require the evaluation ofeigenfunetions. 
To sum up, the computational methods reduce the problem from one 
which involves continuous functions to one involving a discrete approxi- 
mation to these functions on a finite domain. Actual solution involves a 
set of linear equations which approximate he integrals of the original 
integral equations by sums. The linear equations which approximate he 
integral equations appear further on. 
D.  ESTIMATION OF THE £~/[AIN 1)ARAMETERS OF THE EXPERIMENT 
The previous ection describes the essential technique used in charac- 
terization of the pupil and some of its implications. From the above 
discussion it is clear that before actually performing the characterization 
one has to decide on the values of the main parameters of the experiment. 
In the analog-to-digital conversion of the data these parameters are the 
sampling rate and the length of the record which is considered. In the 
calculation of the autocorrelation functions we have to decide on the 
number of kernels to use, the length of the effective memory of the 
system, the domain ~ on which the filter operates and, finally, how often 
to sample this domain. 
The most practical approach is to estimate these parameters from the 
results of some simple experiments performed on the system initially. 
In the case of the pupil of the eye we shall estimate the parameters from 
previous experiments which were performed by various people. Some of 
the results have been given by Stark (1959), Stark et al. (1958) and 
Stark and Kuhl (1961). Others were obtained from private communi- 
cations (Stark and Sandberg, 1963). 
The number of kernels to be used in the initial stage of the experi- 
ment was estimated from harmonic analysis of the response to a sinu- 
soidal input. It can be easily shown that the highest harmonic in the 
output of a filter of order n is at most an nth order harmonic. Stark 
and Kuhl (1961) report results of an experiment where the input signals 
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had frequencies of 2 cps, 0.2 cps, and 0.02 cps. In addition to the first 
harmonic the output had an appreciable second harmonic and a small 
third harmonic. It  was decided to calculate a second-order filter first 
and add on a third-order kernel ater if needed. 
The length of memory of a time invariant system is defined as follows: 
let x(t) be any input function. Let y(t) be the output for t > 0. Let 
~(t) be any input function where ~(t) = 0 for t > 0. If there exists a 
finite r0 > 0 such that the output at t > 0 is y(t) for any input x(t) + 
~(t + r) and any r _-> r0, this r0 is the length of memory of the system. 
In many cases the output when x(t) + v(t + r) is applied would 
not remain exactly equal to y(t). The concept of finite memory can still 
be used if the change is smaller than the accuracy of measurement or
any defined accuracy. 
The memory length of the pupil of the eye was estimated from an 
experiment in which pulses were used as inputs. The pulses occurred at 
r second intervals. The intervals were increased until the output corre- 
sponding to the second pulse was the same as in the case where a single 
pulse was applied. This interval was found to be about 3 sec. 
Another interesting conclusion of this particular experiment is the 
following: from the small signal analysis and the scheme suggested by 
Stark (1959), one might suspect hat the open loop model of the eye 
might be a no-memory, nonlinear, logarithmic device and a linear filter. 
This would imply (Zadeh, 1953) that if input pulses are given at different 
times, the output will be a superposition of the outputs corresponding 
to each impulse. The above experiment showed that this is not the 
case and therefore a model which is more complicated than a no-memory 
device followed by a linear filter has to be investigated. 
The output of the pupil system is essentially band-limited. From the 
small signal analysis it appears that the amplification for 4 cps input is 
less than one tenth of the amplification below one cps, or the power 
amplification is less than one percent. As the pupil does not respond to 
higher frequencies it was decided to limit the bandwidth of the input 
noise to 4 eps. 
Input and output which are band-limited can be characterized by 
giving their samples at intervals T = 1/2f0 where f0 is the frequncy 
bandwidth. Any function of the input and the output is completely 
given by their samples. In particular, the auto- and cross-correlation 
functions are given for any values of their arguments. Once the samples 
are given, the autocorrelations are computed for arguments which are 
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multiples of the sampling rate T. Function values for different delays 
are interpolations between the above values. Our input and output are 
essentially band-limited and T = 1/2f0 was used as a first estimation 
for the sampling rate. In the experiment T = 0.1 sec was used. 
Since the correlation functions are completely specified by their sam- 
ples at given intervals T, any function defined on these functions can 
be considered as a function defined on these samples. The question to 
be answered now is how many of these samples should be calculated 
and on how many samples hould the filtering operation be defined. 
Once we have the memory of the filter, ft, we have to construct a 
filter operating on this time domain. From the assumption that the 
input is essentially band-limited, we concluded that the autocorrelation 
functions are specified by their samples. However, the statement that 
the filter is specified by the samples of autocorrelation functions inside 
is wrong unless values of the samples outside ~ are zero. Otherwise, 
values of the autocorrelation i  ~ are effected by all samples. The so- 
lution can proceed in either of the following ways: The first approach 
is as follows: For the calculation of an nth order filter, we consider the 
crosscorrelation y( t )x ( t  - " r l ) . . . x ( t  - -  r , ) .  As the delays tl-..t~ are 
increased, y becomes uncorrelated with some or more of the x( t  - t~) 
which results in decomposition of the high order averages into lower 
order, for example: yxx  --~ ~3. ~-2. The nth order filter has to be defined 
on the domain ~1 which includes all combinations of n samples of the 
input with which y is correlated. In the domain where y is correlated 
with n - 1 samples, for example, a filter of order n - 1 would be enough. 
An upper bound on ~1 for an nth order filter is ~ + nO where ft is the 
memory of the system and 0 is the memory of the process. The memory 
of the process is defined as the delay time T for which two samples become 
independent, i.e., p(x( t ) ,  x ( t  - -  z )  ) = p(x ( t )  ) .p (x ( t  -- 7)). When the 
memory of the process is small, ~ ~ ~.  
The second approach assumes that the filter is to operate on the 
continuous domain ft. ~ is sampled as finely as possible. The auto- 
correlation values at the ends of these intervals are computed by in- 
terpolation from the available samples which were derived from the 
data. The number of points taken is limited by the computation equip- 
ment. 
In this experiment i was decided as a first stage to compute the 
correlation function with ~ equal to the memory of the system. From 
the form of the function obtained and the resulting mean square error 
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it is to be decided whether to improve the calculation further by in- 
creasing the number of samples. 
Practical considerations require that the statistical averages be calcu- 
lated from a record of finite length. The length of this record is de- 
termined by the accuracy with which we want to find these statistical 
averages. We shall estimate the length of record from the nmnber of 
independent samples required. 
An estimation of the accuracy in measuring a statistical average is 
given by the standard deviation of the result. Let x be the random 
variable whose average ~ is to be measured. When n independent 
samples are taken, the standard eviation of the averaged sum is related 
to the standard eviation of the variable by 
2 n .J = .~/. (3 )  
This is helpful when ¢x is known, but what should be done when both 
2 2 and z~ are not known? The obvious thing to do is to measure both. 
This raises the question of the accuracy of the measurement of 2. The 
use of Eq. (3) leads to 
0"measuremen t if2 
which requires the knowledge of an additional average. In order to 
avoid the calculation of higher and higher moments it is necessary to 
stop somewhere in the process and make the assumption that the error 
in estimation of 2 divided by n is small or to make an estimation using 
the measured average itself. 
To get an estimation of the error from the measured quantity, an 
assumption about the property of the process has to be made. A typical 
assumption of this kind is that the process is gaussian (Blackman and 
Tukey, 1958). 
In practical cases the variables measured are amplitude bounded. 
Let the bound be M and let us normalize the variables by dividing by 
this quantity; y = x/M. 
Now i f0 < y < 1, theny2 < 
o-y 2 = y5 _ (~)2 < ~ _ (7))2 
or  
2 °-~, 2<9-  (#)~< 1 
0"measurer~ent  y - -  - -  - -  - - .  
n ~ 7b 
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Thus, for bounded processes, the use of one of the two upper bounds 
eliminates the measurement of additional moments and specifies the 
numbers of samples n needed to achieve a given accuracy. 
The length of memory of the system and the delay time r for which 
samples of the input ensemble can be considered independent are the 
basis of the estimation of the length of the record. Twice the largest of 
these magnitudes, 0 is the difference of time between two successive, 
essentially independent samples; therefore, the length of record is given 
by 
L = 2On. (5) 
0 was estimated as 3 sec--the memory of the system, and n as 100. The 
resulting L was 10 min. 
When a statistical average has to be found by using n samples it is 
best to take independent samples; but when only a finite length of 
record is available it is better (from the point of view of accuracy) to 
process it as a whole using correlated samples as well as independent 
ones. The number of independent samples in the record still provides 
an estimation of the accuracy. 
Summarizing, this section describes ome simple ways to determine 
the initial choice of the main parameters which determine the experi- 
ment. The choice of the parameters and the corresponding experiment 
is considered a first stage in the characterization f the unknown system. 
Once the results are known a decision would be made as to whether the 
results obtained are satisfactory or whether the parameters have to be 
changed to improve the performance. 
In analyzing the effect of the main properties of the system on the 
experiment, expressions like "essentially banddimited" and "essentially 
independent" were used. From an engineering point of view these con- 
cepts are accepted and are understood with respect o accuracy of 
measurements. The  most important fact is that they are the only ones 
known which provide any kind of estimation of the properties of the 
experiment from general properties of the system. F rom a theoretical 
point of view additional work  has to be done to provide an exact defi- 
nition which fits the practical concepts and to clarify some of their 
interrelations. The  same remarks apply to the estimation of the length 
of record. 
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E. THE SIZE OF THE COMPUTATIONAL PROCESS AND ITS LIMITATIONS 
It  is desired to have an initial estimation of the amount of effort that 
is required to solve a given problem. This section discusses the amount 
of computational time and memory space that the method requires. 
In terms of these quantities a measure of the complexity of the compu- 
tational procedure is developed. 
The computationM solution has two stages: the calculation of the 
correlation functions and the solution of the set of linear equations. 
The time that is required to calculate an autocorrelation of degree n 
is proportional to the length of record used and the number of points 
for which the function is calculated. The proportionality coefficient 6~ is 
the time which is required to compute one sample value from the data; 
for example, to compute x( i ) .x ( i  --k r), for calculation of 
x( i )x ( i  -k r) 
~=1 N 
This time is roughly proportional to n - 1, where n is the order of the 
autocorrelation function and it consists of the actual multiplication time 
and the "bookkeeping" time. The total time z~ is given by 
r~ -- 0~.L. (total number of points) (6) 
where L is the length of the record. 
When the function is calculated on the interval f~ whichis sampled 
at a rate T, the total number of points for a correlation function of order 
n is given approximately by 
Total number of points - (~/T)~-I (7) 
(n - 1)! 
for ~/T  large compared with n 
(~/T)  ~-~ 
r,~ = O,~.L. (n -- 1)! " (8) 
The denominator takes care of the symmetry of the correlation function. 
For the program which was used on the IBM 7090 computer 02 = 420 
gsec, 03 = 560 ~sec, 04 = 640 gsec. Thus the calculation of the fourth- 
order autocorrelation on a domain which contained 10 samples from a 
record 10 rain long and sampled at a rate  of 10 times a second took 
about 10 min. 
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The length of the record and the number of autocorrelations computed 
depend on the amount of computational time that we are ready to spend. 
There are no limitations on the length of record or the order of the 
function. The time required to solve the set of linear equations is small 
compared with the time for calculating the correlation function as long 
as the size of the matrix involved does not exceed the size of the memory. 
A filter of degree n is specified approximately by 
(a /T )~ ~ (e/TF 
~-0 (n ) !  - -  N!  
equations for n small compared with ft/T. The 7090 memory includes 
about 32,000 locations which enable the solution of about 150 simul- 
taneous equations, provided single precision is sufficient. I f  core-memory 
size is exceeded, solution time increases rapidly since magnetic tape 
storage must then be used. 
A parameter corresponding to the number of equations can be defined 
by 
(~/T)  "~ 
C~ - n!  (9 )  
and the values of C~ and ~ (Eq. 8) can be used as a measure of com- 
plexity of the computation and as an aid for comparing the difficulties 
and amount of effort involved in calculating two different systems, r ,  
and C~ are closely related so that when L is given, C~ measures the 
complexity of the computation. 1 
When the memory of the random process is small compared with the 
memory of the system and the sampling rate T is chosen as above, the 
complexity coefficient is given by 
(2fel)n (10) 
C~ - n! 
1 It has to be noted that one of the main problems in solving large systems of 
linear equations is the round-off error and sensitivity of the solution to small 
changes in the data. We do not discuss this problem as there does not exist a 
general treatment of the question and its occurrence depends on the particular 
problem one is solving. Fortunately, we did not run across this difficulty in the 
pupil experiment. 
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where f is the bandwidth of the output and fh is the memory of the 
system. 
From the above discussion we see that both time and space require- 
ments are severe. The solution is possible although quite complicated. 
The complexity grows with the power of the degree of the filter. The 
limit on a convenient solution, using the core memory only, is C = 150. 
Larger sets can be solved by using magnetic tape storage. The size of 
the problem which can be solved conveniently, using existing sub- 
routines, is about 400. This corresponds to a third-order kernel defined 
on 10 to 15 sample points. 
So far, the discussion has considered a general approach to the problem 
where very little is known a priori about the system. It is of interest to 
note how special properties and prior assumptions affect he complexity. 
The use of a known gaussian process as an input eliminates the calcu- 
lation of the correlation functions, thus decreasing considerably the 
computation time. If the process can be assumed to be white, one 
actually does not have to solve the equations. A process with a small 
memory will make both the calculation of the correlation function and 
the solution of the equation much simpler. 
F. TIlE PUPIL OF TIlE EYE: A SUMMARY OF THE COMPUTATION 
PROCEDURE 
As discussed in previous sections, the computational procedure re- 
quires that the problem be reduced to a problem of a finite number of 
dimensions. The value of the autocorrelation can be calculated at a 
finite number of points, and integrals can be approximated by sums. 
The first part of this section describes these approximating equations 
and the way they were solved. The second part is a summary of the 
numerical results which were obtained from the experiment. 
Let us consider an approximation to integration on a domain ~2 by 
n + 1 samples which are equally spaced. 
The J(c~) are coefficients which depend on the method of approxi- 
mation. If Simpson's rule is used, then J(O) = or(n) = 1~ and all the 
other coefficients are equal to unity. A multidimensional integral is 
approximated in a similar way. For example, 
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f,f~ H(~, ~)¢(~, ~) d~ d~ 
(12) 
i~0 j=O 
where J (0,  0) = J(0,  n) = J (n ,  O) = J (n ,  n) = l~, J (1 ,  k) = J(k,  1) = 
1/~, and all the other coefficients are equal to unity. 
The integral equations become: 
ho + ~-~J( i )h l ( i )2  + z.., ~-~J ( i , j )h2( i , j ) z ( t  -- i)x(t -- j)  = x~ (13) 
0 0 0 
hog + ~ J ( i )h1( i )x( t  -- i)x(t - tl) 
0 
+ ~ ~J ( i ,  j)h~(i, j )x ( t  - i)x(t - j )x(t  - q) 
0 0 
= x~(t)x(t-- t~) fort1 = 0,1, . . . ,n  (14) 
n 
hox(t - t~)x( - t~) + ~'~J( i )h~(j)x(t  - - j )x ( t  -- h)x(t -- t2) 
0 
+ ~ ~J ( i ,  j )h( i ,  j )x ( t  - i)x(t -- j )x(t  -- t~)x(t -- t2) 
0 0 
=xd(t )x ( t - -  h )x ( t - -  t:) for t~ = O, 1, - . . ,n  
(15) 
t~ = O, 1, . . . ,n  
Here As and A~ are included in the J coefficients. From these equations 
it can be seen that the coefficient J ( i )  is always associated with h~(i) 
and similarly with J ( i , j )  and h( i , j ) .  Thus, the program can be simplified 
by regarding J ( i )h ( i )  or J ( i ,  j )h( i ,  j )  as the unknowns and by solving 
the equations for these quantities. The coefficient J has to be taken into 
account when plots for hi are drawn or if the intervals are changed. In 
this computation we determined the J 's by Simpson's approximation 
formulas. 
Equations (13), (14), and (15) are a set of linear equations. Equation 
(13) is a single equation, whereas Eqs. (14) and (15) define n ~nd n 2 
linear equations. The number of variables is n s + n + 1. As a result of 
symmetry, the number of equations and variables can be greatly reduced. 
We take advantage of the fact that both the autocorrelation and the 
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filter are symmetric and Eq. (15) has to be considered only for tl > 4.  
Similarly h(a, ~) = h(fl, a) and the independent variables are reduced 
to h(i, j) for i _-> j. 
The actual computation was carried out as follows: first, the correlation 
functions were computed. The autocorrelations were computed up to 
the fourth order. The cross-correlations were computed up to the third 
order. The sampling rate of the data was 0.1 see. The second-order 
correlation functions were calculated for 50 points which were spaced 
0.1 sec apart. The fourth- and third-order correlations were calculated 
on a domain 2 sec long which was divided into 10 intervals, each 0.2 sec 
long. This results in 230 points for the fourth-order autocorrelation. The 
autocorrelations were calculated from 20 records, each ~/~ rain long. The 
total time spent in calculating the data was 10 rain ( IBM 7090). 
The random noise which was used as an input to the system was 
generated by a low-frequency noise generator. Except for the last fact 
there was no previous knowledge about the properties of the process. 
Once the autocorrelations were obtained a question was raised as to 
whether the process was gaussian. Now, in a gaussian process with zero 
mean, the fourth order autocorrelation is equal to three times the square 
of the second order autocorrelation. In our case ¢4(0, 0, 0) = 0.14 X 10 -4 
and ¢2(0) = 0.16 X 10 -2. Thus the process is not gaussian. 
The equations that approximate the integral equations were solved 
in two stages: first, an optimum linear filter was computed. Second, an 
optimum correction of the second degree was added. The filters were 
computed on the available data, hi on a domain of 20 points, and h~ on 
a domain of 10 points. The reduction in the mean square error was as 
follows: 
= 0.815 X 10 -3 (arbitrary units) without any filter 
= 0.777 X 10 -a with a linear filter 
= 0.677 X 10 -3 with the optimum linear filter and an optimum 
second-order correction. 
The next step was to find the optimum h~, h~ p when h2 is given, and 
optimum h2, h2' when h~' is given. Three iteration steps of this type 
were done. The second and third iteration steps introduced only a very 
slight improvement over the performance of the first step. As seen from 
the above numbers, our filter reduces the error by 16% only. This 
suggests the continuation of the characterization process by computing 
more filters. Probably, even after the addition of a higher order kernel 
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the error will remain quite large. Consideration of the system under 
test, namely, the pupil of the eye, makes it apparent that a good part of 
the mean square error is due to the internal noise of the system. Now, 
the part of the mean square rror resulting from internal noise which is 
independent of the input cannot be reduced by filtering. Further in- 
vestigations showed that the internal noise is an appreciable fractioll of 
the input. 
Figures 1 and 2 show the second-order, auto-, and cross-correlations. 
Figure 3 is the linear filter which was computed from this data. It is to 
be noted that this result for the impulse response is similar to the one 
obtained by other methods (Stark, 1959). Figure 4 shows yxx and 
Table I gives the values of the second order filter h2(a, ~). A table of 
numbers of h2(a, fl) is given rather than a three-dimension~l plot which 
in this case was found to be inadequate. 
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This section demonstrates the form in which the results of the experi- 
ments are obtained. The authors believe that a note of caution has to 
be added with respect o the numerical results of the experiment and 
their applicability as data from which final conclusions can be drawn as 
to the behavior of the pupil of the eye. These are results of a single 
experiment which was conducted to check the calculation method more 
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than to determine pupil behavior. Although the fact that the linear 
filter obtained is similar to the results obtained from other experiments 
is encouraging, it is felt that more experiments have to be carried out 
before significant conclusions regarding the pupil can be reached. 
G. SUMMARY 
This section has described an experimental characterization f the 
pupil-of4he-eye s rvomechanism. Some general conclusions which con- 
cern the application of the method to real problems are summarized here. 
Once records of the input and the output are available the main tool 
is the digital computer. In order to design the computation i an in- 
telligent way an estimation of its main parameters must be made. 
These parameters are the number of the kernels, the length of the 
record, and the number of the samples on which the filter operates. 
The parameters are estimated by performing simple measurements on
the system and the random process. 
The experiment with the pupil of the eye shows that the experimental 
application of the method is possible, but complicated, and in applying 
the method to other problems the "complexity coefficient" has robe 
calculated first to see whether the effort involved in the solution is 
reasonable. 
Limitations on the size of the problem that we can solve are imposed 
by the amount of effort in terms of computation time that we are ready 
to spend. This is the only restriction on the size of the problem. However 
it should be noted that the amount of required time increases quite 
rapidly once the computation requires more storage space than is avail- 
able in the core memory and that the computation time increases with 
the power of n, the degree of the filter. At present using available sub- 
routines for solution of linear equations limits us to problems with 
"complexity coefficient" C -- 150 to 400. When the filter operates on 10 
sample points, we are limited to filters of the second or third degree. 
The main conclusion from this particular experiment relates both to 
the proposed method and to the choice of any canonical form for appli- 
cation to a filtering problem. The main parameters of a given canonical 
form and the canonical form itself have to be chosen according to the 
results of simpler experiments which are conducted prior to the appli- 
Cation of the general method. 
There exist a few canonical forms which can be applied to filter 
synthesis. All of them converge to an optimum filter when the number 
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of terms is increased. For practical reasons we can calculate olfiy a finite 
number of terms. Which canonical form should be chosen depends on 
the problem at hand. Bose's Gate Functions would be the most ap- 
propriate scheme to choose to describe lements with strong saturation, 
for example. Continuous systems would probably be best approximated 
by the method proposed here. For schemes which involve a gaussian 
process the Lageurre-Hermite polynomials have many advantages. Prior 
to choosing a method the system has to be studied and some of its main 
parameters measured. From these data a choice of the canonical form 
and its parameters has to be made. In some cases, probably, there is 
no way of avoiding some engineering ingenuity in combining several 
canonical forms in order to get satisfactory esults. 
SUMMARY AND CONCLUSIONS 
This entire paper (Parts I and II) consists of a theoretical discussion 
of a filtering problem and of the application of the method of solution 
to different problems in control, communication, and characterization 
of nonlinear systems. 
Considering the design of a nonlinear filter as an approximation 
problem, the idea of solving the nonlinear problem by reducing it to a 
linear problem and the iteration technique for solving the resulting set 
of integral equatiens are the main theoretical results. The second part 
of the investigation consists of actual application of the method and the 
investigation of the limits of application to real problems. From this 
study qualitative conclusions can be drawn with respect o the use of 
general canonical forms in engineering problems. 
The obiect of the theoretical work is to provide a systematic analytic 
approach to the design of nonlinear filters. One would want the method 
to be quite general. This means that it has to be suitable for designing a 
wide class of nonlinear filters and, in particular, to provide improvement 
over linear schemes. In addition, the method has to be suitable for a 
wide class of random processes; in particular, we would like to be able 
to derive the statistical data required for calculating the filter from 
existing records and to design nonlinear filters for non-gaussian proc- 
esses. 
The work starts from the idea of an optimum, nonlinear filter of a 
specific form as an approximation to the optimum possible filter. This 
idea is motivated by the fact that generally a good approximation a d 
not the optimum possible filter will be built. However, in order that the 
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method of approximation by itself would not limit performance, it is 
required that the performance will be improved if the number of terms 
is increased and that it will approach the performance of the optimum 
possible filter in the limit as the number of terms goes to infinity. 
To choose the form of the filter we start with the series of Volterra 
integrals. Any continuous functional can be represented by this series. 
Thus, the best possible continuous filter is specified by giving h0, 
hi, -.. ,  h~. The work approximates the best possible continuous filter 
by a filter which consists of a finite number of Volterra kernels, in par- 
ticular, a filter of degree n, (h0, ..-, hn}, n finite. 
This particular choice of the form of the filter satisfies the above 
requirement on the approximation; the accuracy increases with the 
number of terms and approaches the performance of the optimum 
possible continuous filter. In addition, it has the following properties: 
taking the optimum filter of this form is better than (or equal to) 
taking the filter which consists of the corresponding finite set of terms 
in the infinite series for the best possible filter. When a filter of degree 
n is considered, the approximation method has the advantage that it 
starts first from the simpler elements and adds on more and more 
complicated elements as the accuracy requirements are increased. 
By making this particular choice of the form of the filter one gives up 
the convenience of using a canonical expansion in terms of functionals 
which are orthogonal to each other. This results in equations which are 
more involved than those that arise from an orthogonal expansion. The 
main advantage of a preliminary choice of the form of the filter is that 
the method is not limited to a specific random process. 
The solution of the problem involves the derivation of the equations 
which specify the filter and the development of a technique for solving 
them. A filter of degree n is specified by a set of n simultaneous integral 
equations which are linear in the unknown kernels. Thus the design of a 
nonlinear filter is reduced to a linear problem. 
The solution of the equations consists of two parts; first, the solution 
of the equation which involves a single Volterra kernel; second, an 
iteration method which extends the solution to a filter of degree n. 
The physical meaning of this iteration process is that at any given step 
one finds the optimum correction of a given order to an existing filter. 
For finding the optimum (hi, h2), for example, one can start from the 
optimum linear filter, add to it an optimum second-order correction, 
Ah2 ; hold Ah2 constant and find the optimum linear correction to it, 
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and so on. By the use of the iteration process one can also add a kernel 
to an existing system and solve a problem of degree n -t- 1 starting from 
the solution of degree n. It has been shown that the process converges 
and the solution is unique up to a filter which does not effect he mean 
square rror. 
From the equations it can be seen that the data which specify the 
filter are the higher order correlation functions. A filter of degree n is 
specified by the first 2n autocorrelation functions and the first n cross- 
correlation functions. The solution of the integral equations gives the 
kernels in terms of the eigenfunctions of the autocorrelation functions; 
the expression for a kernel of order n is given by the eigenfunctions of 
the autocorrelation function of order 2n. 
The object of the second part of the work is the investigation of the 
experimental nd analytical aspects and limitations of the method for 
solving real filtering problems. This part of the work consists of three 
parts: application of the theory to specific problems of control and 
communication; the analytic solution of filtering problems; and an ex- 
perimental characterization f an unknown system. 
In the first part it was demonstrated that these various problems can 
be solved by using the functional approach and the iteration technique. 
The second part contains examples in which filters are calculated from 
analytic expressions for the correlation functions. Three conclusions are 
developed. The deduction of the form of the filter from the form of the 
data is the main advantage derived from constructing analytical ex- 
amples. In these examples the form of the filter can be deduced from 
the properties of the autoeorrelation functions without actually solving 
the equations. The knowledge of the form of the filter simplifies the 
exact solution considerably. All examples which are connected with 
random processes are limited to gaussian-derived processes because the 
gaussian process is the only one for which there exists a complete and 
relatively simple analytical description of statistical properties. 
The third conclusion relates to the complexity of the analytical 
examples. Even with gaussian processes the complexity of the equations 
increases rapidly with the degree of the kernel. Equations are readily 
written for many problems where nonlinear filters might improve per- 
formanee and where improvement has practical value. The analytical 
solution of these problems is difficult. Probably their actual solution 
requires digital computation. It is apparent that the use of a digital 
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computer is required whenever good analytical results are not available 
or the analytical approach is too complicated. 
The object of the work on an experimental characterization f an 
unknown system is to investigate the application of the theory to real 
problems where the input and desired output are given in the sense that 
they exist in nature and their value at any given time can be measured 
experimentally. The choice of the servomechanism of the pupil of the 
eye demonstrates a ituation where the use of a general canonical form 
is needed. Although there exists a considerable amount of data regarding 
nonlinear behavior of the system, no systematic approach as been used 
nor has a satisfactory solution been obtained. Conclusions can be drawn 
as to the properties of the digital computer solution, the general approach 
to this type of problem, and limitations imposed by the computer oll the 
size of the problem that can be solved. 
As the digital computation requires a finite amount of time, we are 
limited to problems of finite dimensions. This means that we have to 
characterize the correlation functions by a finite number of points and 
calculate our filters as operating on this discrete data. Once these con- 
ditions are met the result is that the integral equations are reduced to 
linear equations which are solved directly without the initial compu- 
tation of eigenva]ue problems. 
The solution of a problem requires the initial estimation of the main 
computation parameters. The estimation is done from the results of 
some relatively simple experiments. In general, a decision as to which 
property of the system will be expressed by a canonical form and which 
canonical form will be chosen is made according to the results of such 
simple experiments. 
The limits which the computer imposes on the size of the solvable 
problem is related to computation time and memory size. Although in 
principle problems of any degree of complexity can be solved, the time 
requirement increases as the power of the degree of the filter. The 
complexity of the program and the time requirement increase rapidly 
once the size of memory is exceeded. It seems that with current com- 
puters a convenient solution (a solution which uses existing subroutines 
for large sets of linear equations) is limited to problems which involve 
150-500 points which, with 10 points per dimension, correspond to a 
filter of the second or third degree. 
The experimental characterization shows that the application to real 
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problems is possible but complicated. Before applying the method, 
general properties of the system have to be checked in order to estimate 
the effort which is required to solve the problem. 
The work raises several interesting problems as future subjects of 
investigation. First is the question of the existence of "higher order 
gaussian processes." The gaussian process is completely characterized 
by the autocorrelation function. Are there gaussian-like processes which 
are completely characterized by their first n correlation functions? 
Another question is concerned with the general relations among corre- 
lation functions of various orders. Another topic which requires more 
theoretical work is the estimation ofsystem parameters and their relation 
to the approximation used. 
From the work some general conclusions can be drawn as to the use 
of canonical forms as an engineering tool. The most intellectually satis- 
fying fact about he use of general forms is that in principle they provide 
a general solution to a wide variety of problems. In this capacity their 
main value is as an aid for understanding and a method for a systematic 
approach to solution of problems. In practice, one can use only an 
approximation consisting of a few terms of the general form to realize 
the filter, and while the approximation and the terms taken from one 
canonical expression provide a good approximation, other forms may 
not. In general, brute force use of a canonical form concept may fail 
because of the complexity involved. Initial knowledge of the properties 
of the system or some experimentation is needed in order to decide 
which canonical form to choose and how to perform the experiment. 
Thus the place of the canonical form in the field of systems analysis and 
synthesis that of one tool among many and cannot be substituted for 
systematic thinking or engineering ingenuity. 
APPENDIX  A 
AN EXAMPLE OF ANALYTICAL CALCULATION OF A FILTER: 
DEh/[ODULATION OF A NOISE CARRIER 
Let us assume that a wide-band gaussian oise is being modulated by 
a signal f(t) where f(t) is also a gaussian process with mean zero and 
autocorrelation R(r). It is required to demodulate he received signal 
and get an output which is as close to f(t) as possible. Let x(t) be the 
received signal, xd(t) the desired output, then 
x(t) = (1 ~- mf(t))n(t). (A. 1) 
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Here m is the modulation factor which for simplicity wi!l be taken as 
unity. 
Another way of viewing this problem is to consider n as both multipli- 
cative and additive noise. 
Let n( t )  have mean zero and autocorrelation A(r), where A(~-) = O, 
r ¢ O; A(r) = 1, r = 0. This is an approximation to a process which 
has a finite power and its autoeorrelation function is narrow as compared 
with other expressions which appear in the problem. 
Starting from hi : 
xd(t)x(t  -- a) = f(t)(1 -t-f(t))n(t -- a)  
=f(t) (1 +f ( t - -  a) ) .n ( t - -  a) = 0. (A. 2) 
Because the two processes are independent and the noise has mean zero, 
a linear filter by itself cannot help. 
Let us calculate the second order filter: 
xd(t)x(t  -- h )x( t  -- t2) = x~(t)y(t --  h )y( t  -- t2) A(tl -- h) 
= xd( t )y2( t - -  h) for h = t2. (A. 3) 
From this form of the crosscorrelation function we can deduce that the 
form of h2 is a squarer followed by a linear filter. 
To prove this, let us consider the expression for the mean square error. 
When h( t l ,  h )  is the optimum second order filter the mean square error 
is 
Qo Qo 
= xd--~2 -- Jo Jo h (h ,  t2) xd(t)y(t  -- h )y ( t  - h)A(h -  t2)dhdt2. (A. 4) 
The cross-correlation function is zero for h ~ t2 and finite for tl = t2 . 
The only way in which the integral on the right can be different h'om 
zero is that h(h ,  t2) will contain a delta function at h = t2. Thus h(h ,  t2) 
has to have the form, 
h(h ,  h) = ~(t~ --  h )h( t l )  (A. 5) 
which corresponds to a squarer followed by a linear filter. This specifies 
the form of the filter up to a filter which does not effect the mean square 
error. 
Let y(t)  = 1 + f ( t )  
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The equation which specifies the filter is 
f h2(a)x2(t -- a)x~(t -- t~) da = x~(t)x2(t -- tl) for tl > 0. (A. 6) 
NOW, 
xd(t)y~(t - h) = 2R(t~) 
x2(t - tl) = 1 + R(O)  
x~(t  - ~)x~(t  - t~) = [1 + 2~(~ - ti)] 
[1 + 2R(0) + R2(0) + 4R(t~ -- a)  + 2R2(t~ - a)]. 
Using this expression, the equations for (h0, h2} are 
h0 = - - f  h(a)(1 + R(O) )da  (A. 7) 
f h(a)[1 + 2R(0) + + 4R(t l  - a)  + -- a)] R~'(0) 2R~(tl (A. 8) 
[1 +2A(a - -  tl)]da = 2R(tl) - h0[1WR(0)] fort~> 0 
h~(a) is zero since xdy, xxx,  x are all zero. 
By eliminating ho from Eq. (A. 8) and noting that the integral over 
terms containing A(t) is zero, we get 
f h (a ) [4R( t  -- a)  + -- a)]da = 2R(t~) t~ > (A. 9) 2R2 ( t for 0. 
Equations (A. 9) and (A. 7) specify (h0, h2). Equation (A. 9) is a 
Wiener-Hopf equation and can be solved by spectrum factorization. It
can be similarly shown that h~ = 0. The expression for h~ can be derived 
and both h0 and h~ be eliminated from it. h4 is formed by a squarer 
followed by a second-order filter. It can be shown that the equation for 
this filter can be solved by multidimensional transform methods (Kat- 
zenelson, 1962). Because the derivation is lengthy, it has been omitted. 
This example demonstrates that it is possible in some cases to deduce 
the form of the filter from the form of the autocorrelation functions. 
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