Sheaves on local Calabi-Yau varieties by Ballard, Matthew Robert
ar
X
iv
:0
80
1.
34
99
v1
  [
ma
th.
AG
]  
23
 Ja
n 2
00
8
SHEAVES ON LOCAL CALABI-YAU VARIETIES
MATTHEW ROBERT BALLARD
Abstract. We investigate sheaves supported on the zero section of the total
space of a locally-free sheaf E on a smooth, projective variety X when E
satisfies
∧
rankE
E ∼= ωX . We rephrase this construction using the language
of A∞-algebra and provide a simple characterisation of the case E = ωX .
1. Introduction
Calabi-Yau varieties formed by taking the total space of a locally-free sheaf E
on a variety X with
∧d E ∼= ωX are important testing ground for ideas in math-
ematics and physics. They are often viewed as an approximation to a proper
Calabi-Yau variety. In this paper, we study these local Calabi-Yau varieties from a
homological perspective. We are interested in the bounded derived category of co-
herent sheaves with support on the zero section of V (E), DbX(Coh(V (E))), and the
larger unbounded derived category of quasi-coherent sheaves DX(Qcoh(V (E))).
In the case that X is smooth and proper, DbX(Coh(V (E))) possesses a trivial
Serre functor, hence provide simple examples of Calabi-Yau triangulated categories.
Then, we have two natural maps i : X →֒ V (E) and π : V (E) → X satisfying
π ◦ i = idX . These furnish functors which descend to the derived categories i∗, π
∗ :
D(Qcoh(X)) → D(Qcoh(V (E))) and Li∗, π∗ : D(Qcoh(V (E))) → D(Qcoh(X)).
The image of i∗ lies in DX(Qcoh(V (E))) and generates it as a triangulated cate-
gory. The functor i∗ is not full but as is well-known [23]
ExtjE(i∗F, i∗G) =
rankE⊕
r=0
Extj+rX (F,G ⊗
r∧
E)
After a brief discussion of the choices of dg-models underlying Db(Coh(X)) and
of sheaves with support on sub-schemes, we lift this isomorphism to a quasi-
isomorphism on the chain level and give the proper algebra structure on the dg-
endomorphisms of i∗F for this quasi-isomorphism to be a morphism of dg-algebras.
This allows us to describe DX(Qcoh(V (E))) and D
b
X(Coh(V (E))) in simple terms
of X and E. We can cut the data necessary by appealing to the triviality of Serre
duality on DbX(Coh(V (E))). At the chain level, this manifests itself as symmetric
pairing on the Hom-spaces of the dg-category which is non-degenerate on coho-
mology. In the special case where E = ωX , one expects that we can describe
DX(Qcoh(ωX)) solely in terms D(Qcoh(X)). Indeed, this is case. The idea, while
straightforward, requires some technical development to make manifest. This leads
into A∞-algebras and formal symplectic geometry, which occupies the final two sec-
tions of the paper. We conclude the paper by making connections with homological
mirror symmetry.
1
2 MATTHEW ROBERT BALLARD
2. DG-models for the bounded derived category of coherent sheaves
Our main interest in this paper is not in the triangulated category Db(Coh(X))
but in an enhanced version of it [2]. For any separated scheme X there is a standard
enhancement - namely the dg-category of bounded below complexes of injective
sheaves with bounded cohomology. The utility is its universality. Its main drawback
is its inaccessibility to computation. We have in mind another dg-category Cˇ(X).
Definition 2.1. Let Cˇ(X) denote the dg-category whose objects are locally-free
coherent sheaves and whose morphism spaces are given by choosing some affine
cover U and setting
HomCˇ(X)(E,F ) = Cˇ(U , E
∨ ⊗ F )
If X is a smooth projective variety over C, there is another more differential
geometric construction. Although it will not be featured heavily in this paper, it
has one nice quality.
Definition 2.2. Let ∂(X) denote the dg-category with objects locally-free coherent
sheaves and morphisms give by
Hom∂(X)(E,F ) = Γ(V (F )
∨ ⊗ V (E)⊗ Ω0,∗)
The differential is the Dolbeault differential and V (E) is the total space of the
geometric vector bundle corresponding to the locally-free sheaf E. Ω0,∗ the bundle
of dz¯-forms.
Remark 2.3. The main attractive quality of ∂(X) is the presentation of Serre
duality. The trace morphism tr : Hn(ωX)→ C is naturally defined. Γ(ωX ⊗ Ω
0,n)
equals Γ(Ωn,n) and, hence, any section gives a top-degree differential form X which
can be integrated. Applying the standard argument using bump functions, one sees
that the pairing is non-degenerate at the chain level.
Given two locally-free sheavesE and F , in each dg-model, the cohomology of each
morphism chain complex computes Ext∗X(E,F ). In nice situations, one therefore
expects that the derived categories are equivalent as triangulated categories.
Let us recall how to derive a dg-category. Let C be a dg-category over k. Then,
we can consider the category of dg-functors M : Cop → Ch(k) where Ch(k) is the
dg-category of chain complexes over k. Such a functor is called a right C-module.
The dg-category Func(Cop, Ch(k)) is called the category of right C- modules and is
denoted by Mod C. Mod C naturally has cones and a shift functor that provide it
with a pre-triangulated structure. Therefore, H0(Mod C) is a triangulated category
with triangles induced by these cones. We consider the smallest ore-triangulated
and idmepotent-closed triangulated category containing the image of C and closed
under idempotent splittings. Localising this at quasi-isomorphisms yields the (per-
fect) derived category of C denoted by D(C). (This is usually denoted Dperf(C)).
For more information and references see [10].
Let I(X) denote the dg-category consisting of a choice of K-injective resolution
of each (unbounded) complex of quasi-coherent sheaves, see [24]. Then, if X is
quasi-compact, H0(I(X)) ∼= D(Qcoh(X)). Let us recall the following result from
[22].
Proposition 2.4. D(Cˇ(X)) is equivalent to the smallest triangulated category of
D(I(X)) containing all locally-free coherent sheaves.
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Proof. Given such a locally-free sheaves E, let IE denote a choice of injective res-
olution. We shall form a new category T (X) whose objects are locally-free sheaves
and whose morphisms are given by
HomT (X)(F,E) =
(
HomI(X)(IF , IE) Cˇ(F
∗ ⊗ IE)[1]
0 Cˇ(F ∗ ⊗ E)
)
Consider the double complex formed by Cˇ(F ∗ ⊗ IE). From this we have natural
homomorphisms
HomI(X)(IF , IE)→ Cˇ(F
∗ ⊗ IE)← Cˇ(F
∗ ⊗ E)
The first map comes from composing with the map F → IF and then restricting to
the open affines. The second map comes from composing with the map E → IE .
Using these maps we can appropriately define composition in T (X)
HomI(X)(IF , IG)⊗ Cˇ(E
∗ ⊗ IF )→ Cˇ(E
∗ ⊗ IG)
Cˇ(F ∗ ⊗ IG)⊗ Cˇ(E
∗ ⊗ F )→ Cˇ(E∗ ⊗ IG)
Consequently using the natural two natural maps above, we obtain functors I(X)←
T (X) → Cˇ(X). We wish to show that each of these is a quasi-isomorphism. The
complex Cˇ(U , F∨ ⊗ IE) is naturally bi-graded with the decomposition of the dif-
ferential into a Cˇech piece and dF∨ ⊗ 1 + 1 ⊗ dIE . If we take cohomology with
respect the Cˇech differential, we will get only get the complex Γ(F∨ ⊗ IE) since
F∨ ⊗ IE is still a complex of injectives. Thus, the cohomology of Cˇ(U , F
∨ ⊗ IE)
is simply Ext(F,E). Each map preserves the natural bi-gradings involved. In
the case of Hom(IF , IE) the bi-grading is trivial (i.e. is a regular grading). The
computation above then shows that the first map is a quasi-isomorphism. For
the second, we note that F∨|U for any affine U is a bounded complex of projec-
tives. Hence, H(Hom(F |U , (IE)U )) = H(Hom(F |U , EU ) as E → IE is a quasi-
isomorphism. Thus, taking the differential with respect to the other piece produces
an isomorphism on the E1-page and hence induces a quasi-isomorphism. Thus,
the natural functors above induce a quasi-equivalence between Cˇ(X) and the sub-
category I(X) consisting of resolutions of locally-free sheaves. The final statement
is now clear. 
Corollary 2.5. If X is smooth and projective over k, then D(Cˇ(X)) is triangle
equivalent to Db(Coh(X)).
Next we essentially repeat the argument to show that Cˇ(X) and ∂(X) are quasi-
equivalent.
Proposition 2.6. D(Cˇ(X)) and D(∂(X)) are equivalent.
Proof. We will combine Cˇech and Dolbeault cohomology into a double complex
Cs,t = Cˇs(V (F ) ⊗ V (E)∨ ⊗ Ω0,t) with the sum of the two differentials. Now we
proceed as in the previous proof by forming a new category T ′ whose objects are
locally-free sheaves and whose morphism space between E and F is Cˇs(V (F ) ⊗
V (E)∨ ⊗ Ω0,t). We again have natural dg-functors from Cˇ(X) and ∂(X) to T ′.
These are quasi-isomorphisms as again can be checked by looking at the associated
spectral sequence to Cs,t. 
We shall use I(X) for most of the formal results in the next section and Cˇ(X)
when considering local Calabi-Yau varieties.
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3. Preliminaries on coherent sheaves supported on subvarieties
Our objects of interest are coherent sheaves on V (E) supported on the zero
section. In this section, we recall the general notions of categories of sheaves with
fixed support. Let Y be a projective scheme over k and Z a closed subscheme with
ideal sheaf IZ .
Definition 3.1. A coherent sheaf F on Y is supported on Z if some power of IZ
annihilates F . A quasi-coherent sheaf is supported on Z if all coherent subsheaves
are supported on Z.
The following is classical.
Lemma 3.2. If F is a quasi-coherent sheaf supported Z, then there exists an in-
jective quasi-coherent sheaf I(F ) supported on Z and an injection F →֒ I(F ).
Proof. First, note that for any point x 6∈ Z, we have Fx = 0. To get the desired
quasi-coherent sheaf, choose the injective envelopes I(Fx) of Fx for all x ∈ Z and
let I(F ) =
∏
x∈Z i
∗
x(I(Fx)) where ix is the inclusion of the point in Y . Now, let
J = {i ∈ I(Fx)|(IZ )
k
xi = 0 for some k}. Then, J is injective and Fx ⊂ J . Hence,
J = I(Fx). I(F ) is therefore supported on Z and clearly F injects into I(F ). 
Let DZ(Qcoh(Y )) denote the subcategory of D(Qcoh(Y )) consisting of com-
plexes whose cohomology sheaves are supported on the zero section.
Lemma 3.3. D(QcohZ(Y )) is triangle equivalent to DZ(Qcoh(Y )).
Proof. It is enough to prove this result for bounded below complexes of injectives
in DZ(Qcoh(X)) since we use these to build K-injective resolutions. Let I∗ be a
bounded below complex of injective sheaves whose cohomology sheaves are sup-
ported on Z. We shall construct a complex of injective sheaves J∗ supported on
Z quasi-isomorphic to I∗. Assume that the first non-zero term in I is I0. Then,
kerd0 ⊂ I0 is a coherent sheaf supported on Z. From the previous lemma, we
can choose an injective sheaf J0 and an injection ker d0 →֒ J0. This extends to a
morphism ψ0 : I0 → J0. cokψ0 is also supported on Z. Choose an injective sheaf
J ′1 supported on Z and so that cokψ0 injects into J
′
1. The induced map I0 → J
′
1
factors through im d0 by construction, hence induces a map ψ
′
1 : I1 → J
′
1. Choose
an injective sheaf J ′′1 supported on Z so that ker d1/ cokd0 injects into J
′′
1 . Set
J1 = J
′
1 ⊕ J
′′
1 with the differential d0 : J0 → J1 given by the map to J
′
1. Then we
have an induced map ψ1 : I1 → J1, ψ0 is an isomorphism on H
0, ψ1 is an injection
on H1. Now iterate this procedure to give J∗. 
Corollary 3.4. Db(CohZ(Y )) is equivalent to D
b
Z(Coh(Y )).
Proof. Assume that J∗ is a bounded below complex of injectives with support on
Z and that J∗ has bounded coherent cohomology. We need to show that J∗ is
quasi-isomorphic to a bounded complex of coherent sheaves with support on Z. To
do this we let K∗ and B∗ be the kernel and images of the differentials. We proceed
again by induction and assume that J∗ begins at zero. We take E0 = K0. To
construct E1 we note that since H
1(J∗) is coherent we can find a coherent subsheaf
F1 ⊂ K1 which surjects onto H
1(J∗). The kernel of the map F1 → H
1(J∗) lies in
the image of d0 and is coherent. Thus, we can redefine E0 as the preimage of this
kernel under d0 which is coherent. Now we proceed by induction, noting that to
finish the i-the stage we only need to redefine Ei−1. 
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Remark 3.5. This answers part of a seemingly unanswered question from [4], see
the paragraph preceding lemma 4.4.
Lemma 3.6. Let i : Z → Y denote the inclusion and i∗ : Coh(Z) → Coh(Y )
(i∗ : Qcoh(Z)→ Qcoh(Y )) the induced functor. Then, i∗ is exact and the image of
i∗ generates CohZ(Y ) as an abelian category, i.e. the smallest abelian subcategory
of CohZ(Y ) containing the essential image of i∗ is CohZ(Y ) itself. Similarly, the
smallest abelian subcategory closed under arbitrary direct sums containing the image
of i∗ in QcohZ(Y ) is QcohZ(Y ) itself.
Proof. i∗ is always left-exact and since it is an isomorphism onto its image it is right
exact. Any object F in CohZ(Y ) admits a filtration 0 ⊂ F0 ⊂ F1 ⊂ · · · ⊂ Fn ⊂ F
such that Fi/Fi−1 is annihilated by IZ . Thus, it is of the form i∗E for some E.
The resulting short-exact sequences show that we can get any object of CohZ(Y )
using a finite number (which depends on F and is unbounded over CohZ(Y )) of
iterations of short exact sequences starting from objects in the image of i∗. The final
statement results from the fact any quasi-coherent sheaf is a union of its coherent
subsheaves. 
We say that a subcategory S of a triangulated category T strongly generates if
the smallest triangulated category of T containing S is T itself. We saw that it
generates if the smallest triangulated category of T closed under direct sums and
containing S is T itself. The following in now immediate from the previous lemma.
Corollary 3.7. The image of Db(Coh(Z)) under i∗ strongly generates D
b(CohZ(Y ))
and the image of D(Qcoh(Z)) under i∗ generates D(QcohZ(Y ).
Remark 3.8. In [19], a notion of dimension of a triangulated category is defined.
It is noted that the dimension of DbZ(Coh(Y )) is infinite. Indeed, any complex must
be annihilated by some large power of IZ . Thus, an infinite number of extensions
is required reach all sheaves supported on Z. Consequently, DbZ(Coh(Y )) cannot be
smooth in the sense of [13] although it is compact.
Often one wants to view these local varieties as small neighborhoods of Z in
some larger ambient variety. In the Zariski topology, this of course is problematic.
To make it precise we must pass to the formal completion of Y along Z.
Let us first recall the local situation. Let R be a Noetherian ring and I an
ideal. Then the formal completion Rˆ along I is the inverse limit of the system
R/In → R/In−1. Similarly, given a module M over R, we can complete M using
the inverse system M/In → M/In−1 to get a module Mˆ over Rˆ. The following
lemma is standard
Lemma 3.9. If M is finitely-generated, then Mˆ ∼=M ⊗R Rˆ.
Analogous to the previous discussion we can define the abelian category of
finitely- generated Rˆ-modules supported along Iˆ, modIˆ(Rˆ) or the abelian cate-
gory of modules supported along Iˆ, ModIˆ(Rˆ). (Recall that the completion of a
Noetherian ring is again Noetherian).
Lemma 3.10. ModI(R) is equivalent to ModIˆ(Rˆ) as an abelian category.
Proof. Recall that Rˆ/Iˆn ∼= R/In. Now consider the completion functor from
Mod(R) to Mod(Rˆ). Restricted to mod(R), it is exact. In addition, for M ∈
modI(R) we have Mˆ ∼= M ⊗R Rˆ ∼= M ⊗R/In(M) Rˆ/Iˆ
n(M) ∼= M . Thus, modI(R)
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is equivalent to modIˆ(Rˆ). Any element of ModI(R) naturally has the structure
of an Rˆ-module. An rˆ = {rl} ∈ R/I
l acts on n ∈ N by rˆn = rln for l so that
I ln = 0. Since Ijn = 0 for j ≥ l, rj acts the same as rl. Let N be an element
of ModIˆ(Rˆ). N =
⋃
j∈J Fj for Fj finitely-generated for Rˆ-modules. Thus, Fj is
annihilated by Iˆk for some k and has the structure of an R-module. Consequently,
N is an R-module. 
This is simply the local case of completing a Noetherian scheme X along a closed
subscheme Y . Consequently, we have the following corollaries.
Corollary 3.11. QcohY (X)
∼= QcohYˆ (Xˆ)
Corollary 3.12. DY (Qcoh(X)) and D
b
Y (Coh(X)) only depend on the isomorphism
class of Xˆ.
Let us now restrict our attention to the case where X and Y are smooth. As
before let IY denote the ideal sheaf of Y on X . Then IY /I
2
Y is the conormal sheaf
of Y in X . Recall the following fact.
Lemma 3.13. With the hypotheses above, InY /I
n+1
Y
∼= Symn(IY /I
2
Y ).
We now have extensions.
0→ InY /I
n+1
Y → OX/I
n+1
Y → OX/I
n
Y → 0
This gives us a way to determine the isomorphism class from the infinite sequence
of extensions lying in Ext1Y (OX/I
n
Y , I
n
Y /I
n+1
Y ). There are some situations where we
only need to know the sub-variety and its conormal bundle.
Lemma 3.14. If Y satisfies H1(InY /I
n+1
Y ⊗ (I
r
Y /I
r+1
Y )
∨) = 0 for any n > r ≥ 0,
then Xˆ only depends on the isomorphism class of Y and it’s conormal bundle in
X.
Proof. We simply compute by induction. As mentioned, OX/I
2
Y is an extension
of OY by IY /I
2
Y which must be trivial if H
1(IY /I
2
Y ) = 0. Iterating we see that
the given condition on the cohomology guarantees that all the extensions will be
trivial 
In particular, we have the following useful case thanks to Kodaira vanishing.
Corollary 3.15. Assume the characteristic of our field is zero. If the conormal
bundle of Y in X is the dual of the canonical bundle and Y is Fano, then the formal
neighborhood of Y and hence DbY (Coh(X)) is uniquely determined.
In general, we shall say that the formal neighborhood is trivial if all the extensions
mentioned above vanish. The trivial formal neighborhood is isomorphic to the
formal neighborhood of Y in the total space of its normal bundle.
Corollary 3.16. Assuming the formal neighborhood is trivial, the Grothendieck
groups K(Y ) and KY (X) = K(D
b
Y (Coh(X))) are isomorphic.
Proof. We have already seen that i∗(D
b(Coh(Y )) generates DbY (Coh(X)). We can
assume we are working on total space the normal bundle N . Here we have Rπ∗◦i∗ =
π∗ ◦ i∗ = id. Thus, i∗ is injective. 
Remark 3.17. While the Grothendieck groups may coincide, the Euler pairings
definitely do not.
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4. Sheaves on local varieties
Recall the construction of a geometric vector bundle V (E) from a locally-free
coherent sheaf E on a scheme X . Choose an affine covering Ui = SpecAi for which
E is free. Then E|Ui
∼= Ani with a basis we shall denote by xi. Consider the algebra
Bi = Sym
∗(E|Ui). Then, V (E) is the scheme formed by gluing together the copies
of SpecBi using the restriction morphism Ui, Uj → Ui ∩ Uj .
One common use of this construction is to make Calabi-Yau varieties. Assume
that X is smooth for the next lemma.
Lemma 4.1. V (ωX) has trivial canonical bundle.
Proof. We will first provide a local description for a non-vanishing section of the
canonical bundle of V (ωX). Let U be an affine chart on X and take a non-vanishing
section σ of ωX over U . Then, V (ωX)(π
−1U) = SpecO(U)[σ]. Identifying the sheaf
of sections with ω−1X we get an element σ ∧ σ
−1 of ωV (ωX) over π
−1(U). Any other
choice of section σ′ will differ from σ by a non-vanishing function that will be
canceled out after wedging with σ−1. Thus, this construction is independent of the
choice of σ and gives a trivialisation of ωV (ωX). 
The proof of the lemma extends to following case.
Lemma 4.2. Let E be a locally-free coherent sheaf on X of rank r such that
∧r
E ∼=
ωX. Denote by V (E) the total space of the vector bundle associated to E. Then,
V (E) is Calabi-Yau.
Remark 4.3. (1) We can require less than smoothness of X, [8].
(2) There is an obvious strong relation between V (ωX) and divisors in the anti-
canonical class of X. Namely, sections of V (ωX) are in bijection with said
divisors. Similarly, if we took E = L1⊕· · ·Ln such that L1⊗· · ·⊗Ln = ωX ,
sections of V (E) are in bijection with complete intersections determined by
divisors in the classes of the L−1i .
In this section, we work with the Cˇech dg-model for the bounded derived category
of coherent sheaves on a variety. Consider the pullback of E∨ to V (E). The
maps x∨i ⊗ xj → δij give maps π
∗E∨|π−1(Ui) → Oπ−1(Ui) which glue to a map
σ : π∗E∨ → OV (E) whose zero locus is exactly the zero section X in V (E). From
this we get a Koszul resolution of the zero section.
0→
rankE∧
π∗E∨ → · · · → π∗E∨
σ
→ OV (E) → OX → 0
The map π : V (E) → X is affine so it induces functors Cˇ(X) → Cˇ(V (E)). Then
given a complex of vector bundles F on X the resolution of the complex i∗F is
given tensoring π∗F with the Koszul resolution and taking the total complex. We
shall abuse notation and denote this complex of locally-free sheaves by i∗F .
Let F and D be complexes of locally-free sheaves on X . Then, there is a bi-
graded dg-algebra associated to F and D. Namely,
V (F,D) =
⊕
l∈Z
HomX(F,D ⊗
l∧
E)[l]
Here the differential respects the grading by exterior powers of V . From V (F,D)
there is natural map to the endomorphisms of the complex in equation 4. We map
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φ ∈ HomX(F,D⊗
∧l
E)[l] to π∗φ in HomV (E)(π
∗F, π∗D[l]). Let us name this map
π∗.
Proposition 4.4. π∗ is a quasi-isomorphism.
Proof. Note that π∗ preserves the bi-gradings and thus descends to a morphism of
the spectral sequences associated to the double complex. The E2-pages for each are
given by E2pq = H
p(HomX(F,D⊗
∧q
E) and the map induces an isomorphism. 
Thus, we can replace HomV (E)(i∗F, i∗D) by V (F,D) and we will. There is one
important subtlety - if we consider V (F, F ) with the algebra structure induced by
X , we do not have a morphism of dg-algebras. Thus, we must pullback the algebra
structure of HomV (E)(i∗F, i∗F ) to V (F, F ). This is described as follows. Each
φ ∈ HomX(F, F ⊗
∧l
E) induces φ ⊗ id ∈ HomX(F ⊗
∧k
E,F ⊗
∧k+l
E). This
allows us to compose ψ ◦ φ for ψ ∈ HomX(F, F ⊗
∧k
E). With respect to this
algebra structure we have a restatement of the previous proposition.
Corollary 4.5. π∗ is a quasi-isomorphism of V (F, F ) and HomV (i∗F, i∗F ) as dg-
algebras.
Remark 4.6. This was also observed in the case of line bundles in [20].
We can restate this construction purely in categorical. Let C be a category with
an auto-functor L : C → C. Then, we can construct the trivial extension category
of C by L, denoted by C ⊕ L. The objects C ⊕ L are the same as the objects of C.
The morphism space between objects A,B is defined to be
HomC⊕L(A,B) = HomC(A,B) ⊕HomC(A,L(B))
With respect to this decomposition, write a morphism φ as φ1 ⊕ φ2. φ composed
with ψ : B → C is defined to be ψ1 ◦ φ1 ⊕ L(ψ1) ◦ φ2 + ψ2 ◦ φ1.
Trivial extensions preserve properties of C and L. By this, we mean that if C has
extra structure and L respects the extra structure, then C ⊕ L also possesses this
extra structure. For example, if C is a dg-category and L is a dg-functor, then C⊕L
is also a dg-category where the differential is just the direct sum of the differentials
on each component of the Hom space.
We have a quasi-equivalence between the image of i∗ in Cˇ(V (E)) and the trivial
extension dg-category Cˇ(X) ⊕
(
⊗OX
∧l
E[l]
)
. To ease typographical stress, we
shall set T (E) =
(
⊗OX
∧lE[l]). This extends to an equivalence of the appropriate
derived categories.
Lemma 4.7. i∗ induces an equivalence between D(Cˇ(X)⊕T (E)) and D
b
X(Coh(V (E))).
Proof. From the calculation in proposition 4.4 we see that i∗ is full and faithful.
Using corollary 3.7, we know that the image i∗ strongly generates D
b
X(Coh(V (E))).
Since X is smooth, this gives all bounded compelexes of locally-free sheaves. 
Now let us simplify matters a little by recalling a result from [3].
Theorem 4.8. Let Y be a quasi-compact and separated scheme with enough locally-
free coherent sheaves. Then, there exists a bounded complex of locally-free coherent
sheaves G which generates D(Qcoh(Y )). In particular, if Y is smooth, then G
strongly generates Db(Coh(Y )).
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This means that we only need to pay attention to the dg-algebra HomCˇ(Y )(G,G)
(where we have extended the category Cˇ(Y ) to include bounded complexes of
locally-free coherent sheaves in the obvious way). But, with our assumptions on
X (projective over a field k) we can assume that G is actually a single locally-free
coherent sheaf. The proof in the case does not require the same reduction argument
as in [3] and [18]. We give a proof in the appendix.
We can now reduce to a single dg-algebra and modules over it. Let us denote the
dg-algebra V (G,G) by V (X,G). From a result of Keller [9], we have the following.
Proposition 4.9. Since X is smooth, DbX(Coh(V (E))) is triangle equivalent to
D(V (X,G)).
Let us step back for a moment. Take A to be a dg-algebra and M a dg-module
over A. We can rephrase the construction of the trivial extension categories in more
down to earth terms.
Definition 4.10. Given such an A and M as above we can form the trivial exten-
sion dg-algebra of A by M denoted by A(M). It is a dg-algebra over k. As a vector
space it is just A ⊕M . The differential is dA ⊕ dM and composition is given by
(a,m) · (a′m′) = (a · a′, a ·m′ +m · a′ +m ·m′).
Example 4.11. A simple of example is given by taking any dg-bi-module M over
A and giving it the zero algebra structure, i.e. the composition M ⊗A M → M is
just the zero map. Then A(M) is the trivial infinitesimal extension of A by M . If
M naturally has an algebra structure over A, we get a little more structure.
Remark 4.12. It is obvious but worth remarking that we require a bi-module for
this construction. Obviously one can promote any left or right dg-module to a bi-
module by bestowing it with the trivial action on the right or left, respectively.
In general, to determine the structure of the algebra A(M) one needs to iden-
tify the bi-module M . To explicitly give the algebra, one needs to know how A
acts on M . There is one special situation where one can determine up to quasi-
isomorphism the dg-algebra A(M) solely from the dg-algebra A. That is when
M = Homk(A, k) = A
∗. On A(A∗) there is non-degenerate pairing given by
〈(a1, b
∗
1), (a2, b
∗
2)〉 = tr(a1a2, a1b
∗
2 + b
∗
1a2) where tr : A(A
∗) → k takes (a, b∗) to
(−1)|a||b|b∗(a). The pairing satisfies
〈(a1, b
∗
1) · (a2, b
∗
2), (a3, b
∗
3)〉 = (−1)
n1(n2+n3) (a2, b
∗
2) · (a3, b
∗
3), (a1, b
∗
1)〉
where |ai| = |bi| = ni and
〈d(a1, b
∗
1), (a2, b
∗
2)〉 = (−1)
n1n2+1 〈d(a2, b
∗
2), (a1, b
∗
1)〉
Lemma 4.13. If A is finite-dimensional, then any dg-algebra B with an injective
map A →֒ B, a non-degenerate cyclically symmetric pairing as above, and a splitting
B ∼= A⊕ I with I2 = 0 is isomorphic to A(A∗).
Proof. We have A∗ ∼= I as chain complexes and we just need to know the values of
a · i and i · a for a ∈ A and i ∈ I. These can found by using the non-degenerate
cyclically symmetric pairing. 
Unfortunately, we cannot apply this lemma directly to the case of E = ωX for
two reasons. One, our dg-algebras are not finite dimensional, and two, with our
choice of dg-model for DbX(Coh(V (E))) we do not have a non-degenerate pairing,
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only a pairing which is non-degenerate on cohomology. We can reduce to the
cohomology which is finite dimensional over k but we must pass from a dg-algebra
to an A∞-algebra. Through this passage, we can show the following result.
Proposition 4.14. Let X be a smooth projective scheme over a field k. Let G be
a locally-free coherent sheaf strongly generating Db(Coh(X)) and BX the endomor-
phisms of G in Cˇ(X). Then, V (X,G) is quasi-isomorphic to BX(B
∗
X [− dimX−1]).
Corollary 4.15. DbX(Coh(V (E)) is triangle equivalent to D(BX(B
∗
X [− dimX −
1])).
Remark 4.16. These results were discussed in the case when the generator chosen
for X has no higher cohomology in [20].
5. A-infinity algebras
Let k be a field.
Definition 5.1. Let V be a graded k-module. Then bar coalgebra B(V ) is the k-
module ⊕l≥0(sV )
⊗l where (sV )i = V i+1. An element sv1⊗· · ·⊗svk will be denoted
by [v1| · · · |vk]. B(V ) is equipped with the coalgebra structure ∆.
∆[v1| · · · |vk] =
k∑
i=0
[v1| · · · |vi]
⊗
[vi+1| · · · |vk]
Definition 5.2. Given a coalgebra (C,∆) a coderivation d : C → C is a degree
one k-linear map for which the following diagram commutes
C C ⊗ C
C C ⊗ C
∆

d //
∆
d⊗1+1⊗d //
d is a codifferential if d2 = 0.
The following is well known.
Lemma 5.3. There is bijection between coderivations B(V ) and
⊕
lHomk((sV )
⊗l, sV )
given by sending d to dl : (sV )
⊗l → sV .
Definition 5.4. A curved A∞-algebra is a k-module A with a codifferential b on
B(A). If b0 = 0, we shall simply call A an A∞-algebra.
Corollary 5.5. The data of an A∞-algebra on A is equivalent to a collection of
degree one maps bk : (sA)
⊗k → (sA) k > 0 satisfying∑
i+j+k=n,i,k≥0,j>0
bn−j+1(id
⊗i⊗bj ⊗ id
⊗k)
Remark 5.6. One can also translate this into degree 2 − k maps mk : A
⊗k → A
where mk = s
−1 ◦ bk ◦ s
k. These satisfy∑
i+j+k=n,i,k≥0,j>0
(−1)j+k(n−k−j)mn−j+1(id
⊗i⊗mj ⊗ id
⊗k)
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In particular if set mk = 0 for k > 2. We get
m21 = 0
m2(m1, id) +m2(id,m1) = 0
m2(m2, id)−m2(id,m2) = 0
These are just the requirements for a dg-algebra. In particular, we can convert all
the examples from the previous section into this language.
Definition 5.7. A morphism F : A→ A′ of A∞-algebras is degree zero coalgebra
map F : B(A) → B(A′) that commutes with the codifferentials. F is a called
quasi-isomorphism if F1 is a quasi-isomorphism.
As before, F is determined by the restriction Fk : (sA)
⊗k → sA′. To recover F
we set F =
∑
Fi1 ⊗ · · · ⊗ Fin . For F to commute with differential we need∑
i+j+k=n,i,k≥0,j>0
Fn−k+1(id
⊗i
sA⊗b
A
j ⊗ id
⊗k
sA ) =
∑
i1+···+ir=n
br(Fi1 ⊗ · · · ⊗ Fir )
Definition 5.8. An A∞-algebra A is called minimal if b1 = 0.
A∞-algebras may seem a bit unwieldy, but there are advantages. One of which
is the following result.
Theorem 5.9. Given an A∞-algebra A and choice of decomposition A = H(A)⊕
B ⊕D where b1 : D → B is an isomorphism. There is an A∞ algebra structure on
H(A) and A∞-quasi-isomorphisms p : A→ H(A) and i : A→ H(A) so that the p1
and i1 are the projection and inclusion determined by the decomposition.
This result is originally due to Kadeishvili [7]. The statement above is taken
from [16]. The A∞-compositions on H(A), the pj , and the ij are all constructed
from iterative applications of (b1|D)
−1 = h, the bj on A, p1, and i1.
Let (C,∆) be a coalgebra. Then a left comodule (N,∆N ) for C is given by
k-module N and a degree zero k-linear map ∆N : N → C⊗N so that the following
diagram commutes
M C ⊗M
C ⊗ C C ⊗ C ⊗M
∆

∆M //
1⊗∆M
∆⊗1 //
A right comodule is defined similarly. A bicomodule N over C is given by a k-
module N which is a left comodule under ∆N and a right comodule under ∆
N so
that the following diagram commutes
N C ⊗N
N ⊗ C C ⊗N ⊗ C
∆N

∆N //
1⊗∆N
∆N⊗1 //
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Let M be a k-module. We can form a left comodule over B(A), B(A,M) =
B(A)⊗ sM . The left coaction of B(A) on B(A,M) is given by
∆M ([a1| · · · |ak|m] =
k∑
i=0
[a1| · · · |ai]
⊗
[ai+1| · · · |ak|m]
One can define a right comodule B(M,A) similarly. The coaction here will be
denoted by ∆M .
Definition 5.10. A left A∞-module M over an A∞-algebra A is a k-module M
equipped with a degree one k-linear map bM : B(A,M) → B(A,M) with b
2
M = 0
and the following diagram commuting
B(A,M) B(A,M)
B(A)⊗B(A,M) B(A) ⊗B(A,M)
∆M

bM //
∆M

b⊗1+1⊗bM//
One can define a right A∞-module analogously. A morphism F : M → N of
left A∞-modules is a k-linear degree zero map F : B(A,M) → B(A,N) so that
F ◦ dM = dN ◦ F and ∆
N ◦ F = (1 ⊗ F ) ◦∆M . A morphism of right A∞-modules
is defined similarly.
We can also make a B(A)-bicomodule from a k-module M . Let B(A,M,A) =
B(A)⊗ sM ⊗B(A). We get a left coaction
∆M [a1| · · · |ak|m|ak+1| · · · |ak+l] =
k∑
i=0
[a1| · · · |ai]
⊗
[ai| · · · |ak|m|ak+1| · · · |ak+1]
and a right coaction
∆M [a1| · · · |ak|m|ak+1| · · · |ak+l] =
l∑
i=0
[a1| · · · |ak|m|ak+1| · · · |ak+i]
⊗
[ak+i+1| · · · |ak+l]
Definition 5.11. An A∞-bimoduleM over an A∞-algebra A consists of a k-module
M with and a degree one k-linear bMM : B(A,M,A)→ B(A,M,A) so that (b
M
M )
2 = 0
and the following diagrams commute
B(A,M,A)
B(A,M,A)
B(A)⊗B(A,M,A)
B(A)⊗B(A,M,A)
bMM

∆M //
(b⊗1+1⊗bMM )

∆M //
B(A,M,A)
B(A,M,A)
B(A,M,A)⊗ B(A)
B(A,M,A)⊗ B(A)
bMM

∆M //
(bMM⊗1+1⊗b)

∆M //
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Remark 5.12. Since A∞-bi-modules will be of interest, we shall labor this point
for a moment longer. bMM : B(A,M,A) → B(A,M,A) is uniquely determined by
the maps bk,l : (sA)
⊗k ⊗ (sM)⊗ (sA)⊗l → sM . These maps must satisfy∑
i+j+k=n,i,j≥0,k>1
bn−k+1,m(id
⊗i
sA⊗bk ⊗ id
⊗j
sA ⊗ idsM ⊗ id
⊗n
sA )+
∑
s+i=n,h+j=m, i,j,h,s≥0
bn−i,m−j(id
⊗l
sA⊗bi,j ⊗ id
⊗h
sA )+
∑
s+r+t=m,s,t≥0,r>0
bn,m−t+1(id
⊗n
sA ⊗ idsM ⊗ id
⊗r
sA ⊗bt ⊗ id
⊗s
sA) = 0
If we set bi,j = 0 for i+ j > 1 and bk = 0 for k > 1, we get the following relations.
b20,0 = 0
b1,0(b1 ⊗ id) + b1(b1,0) = 0
b0,1(id⊗b1) + b1(b0,1) = 0
b0,1(b1,0 ⊗ id) + b1,0(id⊗b0,1) = 0
b1,0(id⊗b1,0) + b1,0(b2 ⊗ id) = 0
b0,1(b0,1 ⊗ id) + b0,1(id⊗b2) = 0
After shifting the gradings back, we get the relations satisfied by a dg-bi-module over
a dg-algebra.
Example 5.13. (1) Given an A∞-algebra A, we can define an A∞-bimodule
structure on A by setting bk,l = bk+l+1.
(2) From an A∞-bi-module M , we can construct an A∞-bimodule structure on
M∗ = Homk(M,k) as follows. Consider B(A,M
∗, A)⊗sM and let σ denote
the k-module isomorphism sM∗⊗B(A,M,A) given by shifting the first copy
of B(A) to the end. Let tr : M∗ ⊗M → k denote the natural pairing. We
can define bM
∗
M∗ implicitly by setting tr(b
∗
k,l⊗ id) = tr(id⊗bk,l ◦ σ). One can
quickly check that b∗k,l satisfy the relations 5.12. Explicitly, we have
b∗k,l([a1| · · · |ak|m
∗|ak+1| · · · |ak+l])(m
′) = (−1)⊲⊳m∗(bl,k([ak+1| · · · |ak+l|m
′|a1| · · · |ak])
where ⊲⊳= (
k∑
r=1
|ar|)(|m
∗|+
l∑
t=1
|ak+t|) + |m
∗|+
k∑
j=1
|aj |(
k∑
i=j+1
|ai|)
Let M be an k-module. Let us set
B(A) ⊗M ⊗B(A)⊗M ⊗ · · · ⊗M ⊗B(A)︸ ︷︷ ︸
n copies of M
= Bn(A,M,A)
Then,
B(A⊕M) =
⊕
n≥0
Bn(A,M,A)
Note that B1(A,M,A) = B(A,M,A).
Definition 5.14. An A∞-algebra A
′ over an A∞-algebra A is codifferential b
′ on
B(A⊕A′) whose restriction to B(A) is b.
The following is clear.
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Lemma 5.15. Given an A∞-bimodule M over an A∞-algebra, we can form the
trivial extension A∞-algebra A(M) which as k-module is A⊕M and which has as
codifferential bA(M) = b+ b
M
M on B(A⊕M). This is an A∞-algebra over A.
Let Mod−A denote the dg-category of right A∞-modules over an A∞-algebra
A. Morphisms from M to N are all k-linear maps from B(A,M) to B(A,N)
commuting with comodule structure. The differential is given by commuting a given
morphism with the differentials. This dg-category is pre-triangulated with triangles
coming from cones in the dg-category. Let D(A) denote the smallest triangulated
subcategory of H0(Mod−A) containing A and closed under idempotent splittings.
The following result is useful.
Theorem 5.16. If A and B are quasi-isomorphic A∞-algebras, then D(A) ∼=
D(B).
For a proof, see [21].
Previously, we had defined the bounded derived category of special dg-categories,
ones where all quasi-isomorphisms factor through homotopy equivalences. The
category of right dg-modules sits inside Mod−A.
Proposition 5.17. Given a dg-algebra A as above, then the two definitions of the
derived category of A coincide.
Proof. Both these categories are equivalent to D(dgMod−ΩBA) where ΩBA is the
bar-cobar of A, see [15]. 
Definition 5.18. A cyclic A∞-algebra of dimension d is an A∞-algebra A with a
symmetric, cohomologically non-degenerate pairing (·, ·) : A⊗ A → k of degree −d
such that
(mn(a0, · · · , an−1), an) = (−1)
n+|a0|(|a1|+···+|an|) (mn(a1, · · · , an), a0)
for all n.
Remark 5.19. (1) If we using the gradings on sA instead, the pairing becomes
honestly cyclically symmetric.
(2) We can turn the pairing into a A-bimodule map f : A → A∗[−d] by
setting f1(a) = (a,−) and fn = 0. Nondegeneracy says this is a quasi-
isomorphism.
Now we prove our main technical lemma.
Lemma 5.20. Let A′ be an A∞-algebra over A both having finite dimensional
cohomology. Assume that A′ is cyclic, that bA′ respects the auxiliary grading
B(A ⊕ A′) = ⊕Bn(A,A
′, A), and the pairing (·, ·) has auxiliary degree zero with
the auxiliary degree of the target field being one. Then, A′ is quasi-isomorphic to
A(A∗).
Proof. Appealing to proposition 6.28, we see that it is enough to consider the
situation where A′ and A are minimal and finite dimensional. The pairing gives an
isomorphism A∗ ∼= A′. Cyclicity of (bk, id) and isotropy of (·, ·) force bk to vanish on
Bn(A,A
′, A) for n > 1 to map Bi(A,A
′, A) into Bi(A,A
′, A) for i = 0, 1. They also
force bk,l : A
⊗k ⊗A′ ⊗A⊗l → A′ to coincide under the isomorphism A∗ ∼= A′ with
the A∞-bimodule structure on A
∗. Thus, we see that A′ is isomorphic to A(A∗) in
this case and, hence, the result holds in general. 
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Remark 5.21. One can view proposition 5.20 as a slightly weaker characterization
of the “dualizing bimodule” for an A∞-algebra.
Remark 5.22. Preservation by b of the decomposition B(A⊕A′) =
⊕
Bn(A,A
′, A)
is equivalent to the existence of an action by k× on B(A ⊕ A′) which sends b =
⊕b|Bn(A,A′,A) to b
′ = ⊕λnb|Bn(A,A′,A). This action can be realised geometrically in
the case of V → X as the standard action of k× on a vector bundle. This was
pointed out to me by Paul Seidel.
6. Formal non-commutative symplectic geometry
In this section, we prove Proposition 6.28. Before we dive in, we review the
notions of formal non-commutative symplectic geometry and its relation with A∞-
algebras. Better references for this are the original source [11] and [5, 6]. I refer
the reader to one of these for any unproven assertions.
Let k be field for simplicity.
Definition 6.1. A formal k-module V is a Z (or Z/2Z)-graded k-module arising as
the inverse limit of finite-dimensional k-modules Vi and equipped with the inverse
limit topology.
Definition 6.2. A topological basis for V is a choice of basis of V for which any
element can be written uniquely as a convergent sum.
The category of formal k-modules will be denoted f − k −Mod. Morphisms in
this category are continuous k-module morphisms. Given two formal k-module V
and W , we form the completed tensor product V ⊗ˆW := lim
←
Vi ⊗k Wj .
Proposition 6.3. The functors k−Mod→ f−k−Mod, V 7→ V ∗ and f−k−Mod→
k−Mod, W 7→W ⋆ where W ⋆ is the topological dual, are contravariant equivalences
of symmetric monoidal categories.
A formal k-algebraA will be an associative, unital algebra object in this category.
We wish to treat A as the ring of functions on some un-named type of manifold.
Any reader with an acquaintance with differential geometry should recognize the
similarity. To wit, we employ the following notation.
Definition 6.4. A continuous derivation X : A → A is called a vector field. A
continuous algebra homomorphism φ : A → B is called a smooth map. If it is
invertible, we call it a diffeomorphism.
Example 6.5. Let V be a graded k-module and consider the tensor algebra on V ,⊕
i≥0 V
⊗k Then, the dual considered a formal k-module can be written as Tˆ V ∨ =∏
i≤0 V
⊗ˆi. Dualising the co-algebra structure gives the standard algebra structure
on a tensor algebra. This will be our standard example of a formal k-algebra. Note
that we can view it as formal non-commutative power series the variables xs for
s ∈ S a basis for V .
Assume our formal algebra A is isomorphic to Tˆ V for some V . Then there are
two gradings on A. The grading induced by V where x1 ⊗ · · · ⊗ xn has degree
|x1|+ · · ·+ |xn| and the grading induced by the tensor algebra where x1 ⊗ · · · ⊗ xn
has degree n. The second grading we shall call the order.
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Any vector field X on Tˆ V can be expanded as X =
∑
i≥0Xi where Xi : V →
V ⊗ˆi−1. We say a vector field vanishes at zero if X0 = 0. A smooth map φ : Tˆ V →
TˆW can be also be expanded
∑
i≥1 φi with φi : V → W
⊗ˆi.
Lemma 6.6. A smooth map φ : Tˆ V → TˆW is a diffeomorphism if and only if φ1
is invertible.
Definition 6.7. The module of one-forms Ω1(A) is defined to be A⊗ˆA/k. We
write x⊗ˆy as xdy. Correspondingly, there is a natural map d : A→ Ω1(A). Ω1(A)
possesses the structure of an A-bimodule with a ·xdy = axdy and xdy ·a = xd(ya)−
xyda.
Proposition 6.8. There is a bijection between derivations of A with values in M
and continuous maps Ω1(A) to M .
Definition 6.9. The dg-algebra of tensor forms is Ω∗(A) the completed tensor
algebra over A on s−1Ω1(A) where s is the parity shift, (sW )i =W i+1. It possesses
the standard algebra structure. d extends to a differential on Ω∗(A).
Given a vector field X on A, we can define some operations on Ω∗(A). Let
iX be the derivation of degree X of Ω
∗(A) for iX(a) = 0 and iX(da) = X(a)
and let LX be the derivation of degree X of Ω
∗(A) for which LX(a) = X(a) and
LX(da) = d(LX(a)). These are the contraction and Lie derivative.
Definition 6.10. The de Rham complex of A is DR∗(A) = Ω∗(A)/[Ω∗(A),Ω∗(A)].
The differential d and derivations iX and LX descend to DR
∗(A).
The standard relations hold. Here are two.
Lemma 6.11. LX = [iX , d], [LX , LY ] = L[X,Y ]
Choose a topological basis xi of A. Then products of xi, dxi form a topological
basis for DR∗(A). Let (DR∗(A))[p] denote the subcomplex of DR∗(A) formed from
forms with tensor order divisible by p.
Lemma 6.12. (Poincare´) H∗(DR∗(A), d) = H∗((DR∗(A))[p], d) if the character-
istic of k is p. In particular, if chark = 0, then DR∗(A) is a resolution of k.
Proof. Consider the Euler vector field E =
∑
xi∂xi . The action of LE on DR
∗(A)
is diagonalizable with non-negative integral eigenvalues. If the eigenvalue associated
to ν is non-zero and ν is closed, the Cartan formula for LE shows that ν is exact.
The zero eigenvalues occur only on DR∗(A)[p]. 
Definition 6.13. An ω ∈ DR2(A) is called symplectic if the map X → iXω is a
bijection and dω = 0.
Lemma 6.14. Assume that A ∼= Tˆ V with V finite-dimensional. A two-form ω =∑
aijdx
idxj on A is symplectic if and only if the pairing V ∨ ⊗ V ∨ → k given by
(a, b) 7→ i∂ai∂bω is non-degenerate.
Proof. This is clear. 
Corollary 6.15. With the hypotheses as in the previous lemma, we see that ω is
symplectic if and only if ω0 is symplectic.
Lemma 6.16. Assume that A ∼= Tˆ V . Given a topological basis xa for V , then xa
and dxa generate DR∗(A).
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Proof. Using the commutation relations d(ab) = dab− (−1)|a|db we see that we can
reduce the order of the one-form. 
If A ∼= Tˆ V we can write any two-form ω =
∑
i≥0 ωi where ωi has order i+ 2.
Proposition 6.17. (Darboux) Let A ∼= Tˆ V be a formal k-algebra with a symplectic
form ω, which is exact. Assume that V is finite dimensional. Then, there exists a
diffeomorphism φ : A→ A so that φ∗ω = ω0.
Proof. Let us first attempt to solve LXω0 = ωi. Note that since V is finite dimen-
sional ω0 is symplectic if and only if ω is. Now since ω is exact so is ωi for each
i. We just need to solve iXω0 = αi for some X which we can since ω0 is symplec-
tic. Let X1 denote the solution to LX1ω0 = ω1 and consider the diffeomorphism
determined by sending xi ∈ V to xi − V (xi). The order zero term in φ∗ω is ω0
while the order one term is ω1−LV ω0 which is zero by construction. Iterating this
procedure and noting that the composition of the resulting maps is convergent, we
get the desired diffeomorphism φ : A→ A. 
Definition 6.18. An A∞-algebra is a formal k-algebra A ∼= Tˆ V for some V with
a degree one vector field m : A→ A vanishing at zero and satisfying [m,m] = 0.
By taking the dual of the description of anA∞-algebra involving the bar complex,
we see that we get exactly the above definition.
Definition 6.19. A symplectic A∞-algebra is an A∞-algebra A with a symplectic
form ω so that Lmω = 0. A homologically-symplectic A∞-algebra is an A∞-algebra
with closed m-constant two-form ω so that the form induced by ω0 on the cohomology
of A is symplectic.
Example 6.20. Let B be a dg-algebra over a field with map tr : B → k so that
the pairing 〈a, b〉 = tr(ab) is cyclic and non-degenerate on cohomology. Then, the
corresponding formal k-algebra is a homologically symplectic A∞-algebra with ω
determined as follows. Express tr : B → k in terms of a basis for B as tr(xi) = ti
and express composition as xixj =
∑
km
k
ijxk. Then, ω = tkm
k
ijdx
idxj . That it
is Lm-constant follows from the proceeding calculation. From the Poincare´ lemma,
we see that assumption on the characteristic of k forces ω to be exact.
Lemma 6.21. Given a two form ω =
∑
aijdx
idxj of order two, Lmω = 0 if and
only if the corresponding pairing is cyclic.
Proof. Using the commutation relation, we can write ω =
∑
i≤j aijdx
idxj for some
ordering of a topological basis of V corresponding to a basis of the topological dual
to V . Then the pairing
〈xi, xj〉 =


aij if i < j
2aii if i = j
(−1)|xi||xj|aji if i > j
We can write mxk =
∑
mki1···ilx
i1 · · ·xil . Then, we dualise and use the suspended
degree 〈
mn(xi0 · · ·xin−1), xin
〉
=
〈
mki0···in−1xk, xin
〉
=∑
k≤in
mki0···in−1akin +
∑
k≥in
(−1)(k+1)(in+1)mki0···in−1aink
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The order n term in Lmω comes from Lmiω =
∑
i≤j aijm
i
l1···ln
d(xl1 · · ·xln)dxj +
(−1)iaijm
j
k1·ki
dxid(xk1 · · ·xki). The term corresponding to xt0 · · · dxta · · · dxtn car-
ries coefficients ∑
i≤tn
(−1)|t1|+···+|ta−1|aitnm
i
t0···tn−1+
∑
i≤ta
(−1)
|ta+1|+···+|tn|+
∑
n−1
s=a+1
|ts|(|t1|+···+|̂ts|+···+|tn|)aitam
i
ta+1···ta−1+∑
i≥tn
(−1)i+|t1|+···+|ta−1|+(|tn|+1)(|t0|+···+|tn−1|+1)atnim
i
t0···tn−1+∑
i≥ta
(−1)s(i)ataim
i
ta+1···ta−1
where s(i) = i+ |ta+1|+ · · ·+ |tn−1|+ (|ta|+ 1)(|t1|+ · · ·+ |̂ta|+ · · ·+ |tn|+ 1) +
(|tn|+ 1)(|t0|+ · · ·+ |tn−1|+ 1) +
∑n−1
s=a+1 |ts|(|t1|+ · · ·+ |̂ts|+ · · ·+ |tn|). We see
this being zero for any a is equivalent to〈
mn(xt0 , · · · , xtn−1), xtn
〉
= (−1)|t0|(|t1|+···+|tn|) 〈mn(t1, · · · , tn), t0〉
using the suspended gradings. If we translate this into the grading on V , we get
that 〈
mn(xt0 , · · · , xtn−1), xtn
〉
= (−1)n+|t0|(|t1|+···+|tn|) 〈mn(xt1 , · · · , xtn), xt0〉

Lemma 6.22. Let A be an A∞-algebra with a homologically-nondegenerate, Lm-
constant, exact two-form ω. Write ω =
∑
i≥0 ωi. Then, there is a minimal sym-
plectic A∞-algebra A
′ quasi-isomorphic to A with ω0|H∗ as the symplectic form.
Proof. Let A = TV ∗ and split V = H ⊕ B ⊕ D and take the morphism coming
from the minimal model algorithm, p : A → TˆH∗, then p∗ω is non-degenerate
on H∗ since the constant piece is simply the restriction of ω to TˆH∗ and p∗ω is
Lm′-constant for the induced A∞-structure m
′ on H∗ since p∗Lm = Lm′p
∗. Now,
apply the Darboux lemma to A′ with p∗ω to get a diffeomorphism φ : A′ → A′
with φ∗p∗ω = ω0|H∗ and take the vector field given by φ ◦ m
′ ◦ φ−1 as the new
A∞-structure which gives the result. 
Remark 6.23. This result appears in [14]. Older results deal only with symplectic
structures (or at least non-degenerate pairings at the chain level) which one rarely
sees. One can turn this into an algorithm similar to [16] modulo the choices of αi
in the Darboux lemma.
Corollary 6.24. Let X be a smooth projective Calabi-Yau variety over a field k.
Then, Db(Coh(X)) is equivalent to D(A) for a cyclic A∞-algebra A.
Let us now revisit the previous situation with a new assumption. Assume that
we have an auxiliary Z-grading on our A∞-algebra with m degree zero for this new
grading, and ω degree l with respect to the new induced grading on DR(A). The
grading then descends to the cohomology H(A).
Lemma 6.25. There is a minimal A∞-structure on H(A) which respects the auxil-
iary grading and for which the A is quasi-isomorphic toH(A) via A∞-homomorphisms
of degree zero.
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Proof. Decompose A with respect to the auxiliary grading A =
⊕
i∈ZAi and choose
a splitting of A = H⊕B⊕D which respects this splitting, i.e. Ai = Hi⊕Bi⊕Di and
d : Di → Bi is an isomorphism. Then, the inverse to d also preserves the auxiliary
grading. Inspecting the algorithm for constructing the minimal A∞-structureH(A)
and the quasi-isomorphisms, we see that they are formed from iterated compositions
of h,mi, π, i where π : A→ H and i : H → A hence they are of degree zero. 
As a corollary of this, we see that the induced symplectic form, which shall also
be denoted by ω, is still of degree l. In particular, each term in the order expansion
ω =
∑
ωi is of degree l. Now, our minimal model is finite dimensional over k.
Lemma 6.26. The vector fields constructed in the Darboux lemma can be chosen
to have degree zero.
Proof. Assume we are in the situation of induction step in the proof of Darboux
lemma. Namely, we have a degree l symplectic form ω on A with an expansion
ω = ω0 + ωi + ωi+1 + · · · by order. We seek a vector field Xi so that LXiω0 = ωi.
We reduced to solving iXiω0 = αi where dαi = ωi. Decomposing αi with respect to
the auxiliary grading and applying d we see that components with degree not equal
to l do not contribute. Hence, we can assume that αi has degree l. One can easily
check, that given a vector field Y of degree t and order i − 1, contracting with ω0
produces a one-form of degree t and order i. Since contraction with ω0 furnishes
an isomorphism of the space of vector fields and one-forms, our Xi can be taken to
be of degree zero. 
Corollary 6.27. The diffeomorphism constructed in the Darboux lemma can be
taken to have degree zero with respect to the auxiliary grading.
Let us collect these results into a useful conclusion.
Proposition 6.28. Let A be an homologically-symplectic A∞-algebra with an auxil-
iary Z-grading so that m is of auxiliary degree zero and the homologically-symplectic
form ω is degree l. Then, we can find a symplectic minimal model of A with an aux-
iliary Z-grading for which the homological vector field is of auxiliary degree zero and
the symplectic form is constant and of degree l. Moreover, the quasi-isomorphisms
are of auxiliary degree zero.
Combining this with result with the our lemma 5.20 proves proposition 4.14 and
hence the main result 4.15.
7. Closing Remarks
A useful perspective to take on the results of this paper is furnished by the idea
of homological mirror symmetry, [12]. Here we shall frame it rather loosely and
optimistically. Given a category arising from algebraic geometry, there is another
construction of this category in the realm of symplectic geometry. For example,
take a smooth projective Calabi-Yau d-fold over C. From this we can construct
Db(Coh(X)). Then, for general enough X , homological mirror symmetry predicts
that there is another smooth projective Calabi-Yau d-fold Y and a category made
from it using symplectic geometry, the Fukaya category Fuk(Y ). It is in fact an
A∞-category whose objects are well-mannered and properly groomed Lagrangian
submanifolds and whose morphisms between such L and L′, when these Lagrangians
intersect transversely, are the intersection points. The A∞-compositions mn :
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Hom(L1, L2)⊗· · ·⊗Hom(Ln, Ln+1)→ Hom(L1, Ln+1) come from counting pseudo-
holomorphic polygons with appropriate boundary conditions. After we derive
Fuk(Y ), we should obtain a category triangle equivalent to Db(Coh(X)). And
Db(Coh(Y )) should also be equivalent to D(Fuk(X)).
The conjecture extends beyond Calabi-Yau varieties however we lose a bit of the
symmetry. A case with non-trivial canonical bundle is that of projective space itself
Pn
C
. We have two categories of interest Db(Coh(Pn
C
)) and D(Fuk(Pn
C
). The mirror
of this space is not another variety but a variety with a function on it, also called
a Landau-Ginzburg model. For Pn
C
, the mirror W : (C×)n → C is given by
W (z1, · · · , zn) = z1 + · · ·+ zn +
1
z1 · · · zn
Associated to a Landau-Ginzburg model W : Y → C, there are also two categories.
The first is analogous to the Fukaya category. Let us assume that 0 is regular value,
then we take as objects Lagrangians with boundary along W−1(0) whose image
under W near 0 is a curve that ends at 0. The morphisms are again intersection
points, subject to some ordering prescriptions near 0, and compositions arise in the
same manner as before. This category symplectically measures the singularities of
W . In the case of the mirror to Pn
C
, we have the Lagrangian thimbles associated to
the non-degenerate critical points ofW as the representative object. For the second
category, we measure the singularities ofW algebraically. We consider the fibersWλ
for λ ∈ C and take the Verdier quotient ofDb(Coh(Wλ) by the smallest triangulated
category containing all locally-free sheaves and denote it by DSing(Wλ). Then, the
category of singularities for W , DSing(W ) is then
DSing(W ) =
∏
λ∈C
DSing(Wλ)
Homological mirror symmetry predicts that the we again exchange the algebro-
geometric categories and symplecto-geometric categories under the duality. In each
of these case, one hopes that there are a few central geometrically-interesting objects
on each side whose endomorphism A∞-algebras are quasi-isomorphic.
Now, the evidence for homological mirror symmetry is not overwhelming but it
is quite convincing. In the case of Calabi-Yau varieties, little is proven, outside
the case of abelian varieties and K3 surfaces. For the Fano or near Fano case, the
correspondence between Lagrangians on the variety and the category of singular-
ities of its Landau-Ginzburg mirror is still wide open, but a lot is known about
the correspondence between coherent sheaves on the varieties and Lagrangians in
Landau-Ginzburg models. Surfaces and toric varieties in general have been thor-
oughly studied. In this case, there are a few simplifying properties of the geometry
of a Landau-Ginzburg model that allow one to bypass a lot of the technical ma-
chinery that is needed in the general case.
How does this paper fit in? We seek to build upon on the solid ground of the
known cases for surfaces and toric varieties. Given a variety X , we extract a Calabi-
Yau in a few ways. The most common is to take a divisor in the anti-canonical class
if −ωX is effective. One could also take affine open set X . The third construction
is the one appearing in this paper - taking the total space of the canonical bundle.
The results here characterize the passage on the level of A∞-algebra/triangulated
categories from X to ωX purely in terms of (A∞-)algebra. One simply takes the
trivial nilpotent extension by the dual bi-module. If homological mirror symmetry
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is true, we should hope that there is a symplecto-geometric method for achieving
this algebraic transition. Moreover, believing homological mirror symmetry, we
already know the final answer.
Appendix A. Generators for projective schemes over a field
The results of this section are due to Kontsevich although the author learned
about them (as he learned most of his maths, adviser aside) from a paper of Seidel
[22]. For notions of generation see [3] or [19].
LetX be a projective scheme over a field k. Choose some embedding i : X → PNk .
We consider the functor Li∗ : D(Qcoh(PN )) → D(Qcoh(X)). It commutes with
coproducts because it has right adjoint.
Proposition A.1. The collection {OX , . . . ,OX(N)} generates D(Qcoh(X)).
Proof. Using the Koszul resolution on PNk , we can get any tensor power of the twist-
ing sheaf from iterated cones over objects in the collection {OPN
k
, . . . ,OPN
k
(N)}.
Pulling back via Li∗ shows that we can get any OX(j). Using Serre’s theorem, we
can construct a locally-free quasi-coherent resolution of any quasi-coherent sheaf on
X from the set {OX(j)}j∈Z. Since Li
∗ commutes with coproducts, the image of Li∗
is closed under direct sums. Using homotopy limits we can get any bounded above
complex from its truncations. Therefore, we can get all quasi-coherent sheaves
starting from {OX , . . . ,OX(N)}. The smallest triangulated subcategory contain-
ing all quasi-coherent sheaves and closed under direct sums and shifts is all of
D(Qcoh(X)). 
Let G =
⊕N
j=0OX(j). Then, G generates D(Qcoh(X)) since we can split idem-
potents, see [1].
Corollary A.2. If X is a projective scheme over k, then there exists a vector
bundle G that generates D(Qcoh(X)) up to idempotent splittings.
Corollary A.3. If G′ is any generator (possibly up to idempotent splittings) for
D(Qcoh(PNk )), then Li
∗G′ generates D(Qcoh(PNk )).
Proof. Since G′ generates, we can get ⊕Nj=0OPN
k
(j) and hence G. 
Let us recall another notion of generation.
Definition A.4. Given a idempotent-closed triangulated category T . We say that a
sub-category S classically generates T if the smallest idempotent-closed triangulated
subcategory containing S is T itself.
Corollary A.5. If X is smooth, any bounded complex of coherent sheaves that
classically strongly generates Db(Coh(PNk )) pulls back to a classical generator of
Db(Coh(X)).
Proof. This follows immediately from the previous result and theorem 2.1 of [17],
but we shall give a direct proof. Since X is smooth, every coherent sheaf admits a
finite locally-free resolution so it is enough to show that we can get all locally-free
coherent sheaves. Let F be locally-free and consider G as above. Then, we get each
OX(j) from summands of G and a finite number of triangles. By assumption, we
can get G from our generator and hence we have the twisting powers. Now resolve
F
· · · → OX(−rl)
nl → · · · → OX(−r1)
n1 → F → 0
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Let d be the dimension of X . Truncate the above sequences at the d + 1-st step
and let D denote the cokernel. It is also locally-free and of finite rank. From
Grothendieck’s theorem, Extn(F,D) = Hn(F∨ ⊗ D) = 0 for n > d. Thus, in the
triangle,
D[d+ 1]
0→ OX(−rd)
nd → · · · → OX(−r1)
n1 → 0
F
DD






 4
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44
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where a is zero. The result then follows from the following lemma.
Lemma A.6. Given a triangle
X Y
Z
0 //












ZZ44444444
then Z ∼= Y ⊕X [1].
Proof. Given any X ′ we have a short exact sequence
0→ Hom(X ′, Y )→ Hom(X ′, Z)→ Hom(X ′, X [1])→ 0
Plugging in X ′ = Y we see that there is a map Z → Y that is left inverse to Y → Z.
This splits the short exact sequence and gives the isomorphism 
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