Virtualization is an important enabling technology for many large data centers and cloud computing environments, and virtual machine (VM) migration plays a key role in the load balancing among the hosts of the data center. However, the existing load balancing schemes based on VM migration have serious influence on the fault-tolerant level of the services in the data center, and thus the reliability of the services cannot be guaranteed. In this paper, a novel guaranteeing fault-tolerant requirement load balancing scheme (GFTLBS) is proposed. GFTLBS migrates the VMs to balance the load without violating the fault-tolerant requirement of all services. The simulation results show that the scheme can guarantee the fault-tolerant requirements of all services while keeping the load balance.
INTRODUCTION
Virtualization technology has attracted considerable interest in the cloud computing in recent years. Data centers aggregate all kinds of resources (e.g. data, software, hardware) to provide various services with virtualization technology [1, 2] . The data center, which contains many physical hosts, can be viewed as a resource pool by virtualizing all the physical resources as a whole system. With virtualization technology, many virtual machines (VMs) are created running on the physical hosts of the data center, and the VMs provide various secure and reliable services [3] [4] [5] [6] . Generally, a physical host holds several VMs, and each VM can provide a special service for the customer [7, 8] .
Generally speaking, there are a different number of VMs running on different physical hosts, which result in load unbalancing in the data center and may introduce congestion on individual servers [9] . In order to improve the performance of the data center by maximizing the throughput and minimizing the response time of the system, it is necessary to balance loads among the physical hosts for the cloud environment [10] . There are many physical hosts in a data center, and thus load balancing with VM migration among the physical hosts plays an important role in providing stable and high-performance services [11] [12] [13] . Sometimes several physical hosts may have heavy loads; in other words, there are more than the average number of VMs running on the physical hosts with the result that the services running on it cannot guarantee their requirements. By migrating VMs from the heavy load hosts to the light ones to balance the load among the hosts, the service performance of the data center can be improved [10, 14] .
As shown in Fig. 1 , in the cloud computing environment, the data center has many VMs to run the service, and the faulttolerant level of the service is guaranteed by distributing the VMs of the service onto various physical hosts. Fault-tolerant level can be described as: if service i can work normally when k i hosts break down, the fault-tolerant level of service i is defined as k i . To provide reliable services, the fault-tolerant level should be ensured while migrating VMs to balance loads. As illustrated in Figs 2 and 3, two VMs are migrated from hosts 1 and 2 to hosts 3 and 4, respectively, to balance loads. However, the faulttolerance level of service C is reduced while the load is balanced.
To guarantee the fault-tolerant level of all services provided by the data center while balancing the load based on VM migration among the hosts, a novel load balancing scheme, guaranteeing fault-tolerant requirement load balancing scheme (GFTLBS) based on VM migration, is proposed in this paper. With GFTLBS, by moving CPU state, memory content, storage content and network connections of VM, VMs can be migrated from the host with the heaviest load to the lightest one while not violating the fault-tolerant requirements of all the services. In addition, based on VM migration, the hardware utilization, power savings, availability, security and scalability can be increased without disrupting the customer applications running in the VMs. The simulation indicates that the scheme works well and keeps stability in guaranteeing the fault-tolerant requirements of all services while balancing the load by VM migration.
The rest of the paper is organized as follows. Section 2 summarizes the related work. The detailed description of the VM migration algorithm is given in Section 3. The simulation and results analysis are given in Section 4. Finally, we conclude the paper in Section 5.
RELATED WORK
There have been many studies on load balancing based on virtualization technology. Based on VM migration, Wilcox [10] proposed a load balancing scheme named modified central scheduler load balancing (MCSLB), which migrates VMs from the heaviest load host to the lightest host. Wang et al. [12] proposed a scheduling algorithm to utilize better executing efficiency and maintain the load balancing of the system by combining opportunistic load balancing and load balance minmin scheduling algorithms. Zhang and Zhang [13] presented a load balancing mechanism based on ant colony and complex network theory in the open cloud computing federation to realize load balancing in the distributed system. In order to achieve the best load balancing and reduce or avoid dynamic migration, Hu et al. [14] proposed a scheduling strategy on load balancing of VM resources based on a genetic algorithm with the consideration of system variation and historical data. Randles et al. [15] investigated three possible distributed load balancing algorithms inspired by Honeybee Foraging Behavior, Biased Random Sampling and Active Clustering for cloud computing scenarios. By integrating live OS migration into the Xen VM monitor, Clark et al. [16] discussed the procedure of live VM migration, and presented the design, implementation and evaluation of high-performance OS migration built on top of the Xen VMM.
Owing to hardware failure, communication link errors and malicious attack, fault tolerance is one of the most critical issues in distributed systems [17] [18] [19] . However, the researches of load balancing discussed above do not take the fault tolerance of the services into account. Different VM migration schemes result in various influences on the fault-tolerant level of the services. The fault-tolerant level of some services may be reduced while the VMs migrate from a host to another. For example, in Fig. 2 the fault-tolerant level of service C is 3 initially. Figure 4 is the ideal result of load balancing based on VM migration, which can guarantee the fault-tolerant requirements of all services. Nevertheless, the fault-tolerant level of service C is reduced to 2 in Fig. 3 by VMs migration to balance the load.
In order to guarantee the fault-tolerant requirements of all services while balancing the load among all the hosts in the data center, a novel load balancing scheme is proposed in this paper based on live VM migration, GFTLBS, which can hold the faulttolerant levels of all services. With GFTLB, VMs migrate from the heavy load hosts to the lightly load hosts without violating the reliability of all the services in the data center. The VMs which will be migrated are selected without violating the faulttolerant requirements of all the services from the source host (the heaviest load host) in the data center, and then are migrated to the destination host (the lightest load host).
VM MIGRATION ALGORITHM
In order to focus on the influence of the load balancing scheme on the fault-tolerant level, all the VMs of different services are assumed to have the same capacity and the same load level. Therefore, the load of the hosts can be defined as the number of VMs running on the hosts.
Preconditions for VM migration
VM migration is necessary when the subtraction number of VMs running on the heaviest load host and the lightest one is >1, otherwise the load has already been balanced, and the VMs should not be migrated. As shown in Fig. 5 , panel (a) is recognized imbalance case in which one VM should be migrated from the left host to the right one. Both panels (b) and (c) have been balanced and no VM needs to be migrated.
Migration scheme
In the data center, the customers who rent the cloud resource can create their own VMs to run some services and delete the VMs when they need to do. At some time, there may be many customers to register the data center or free their resources to exit from the data center. So, there would be unbalanced loads among the hosts in the data center, as shown in Fig. 5a . To reach load balancing, some VMs should be migrated from the high-load hosts to the low-load hosts. As shown in Fig. 6 , VMs of services D and C are migrated from host 1 to host 2, respectively, in Fig. 6b and c. In Fig. 6a , if other VMs are migrated, for example, VMs of service C, the load of the data center is balanced. However, migrating VMs of service D is the best choice because it can not only balance the hosts but also keep the fault-tolerant level of all the services. Fig. 6c can be achieved by migrating VMs of service C to balance the load among the hosts. However, service C cannot hold its faulttolerant level which has decreased from 3 to 1. In some cases, there are several migration schemes which can guarantee the fault-tolerant requirements of the services while balancing the load. For example, in the case of Fig. 7 , migrating VMs of either service B or service C can balance the load among hosts and guarantee the reliability of the three services.
In order to ensure the reliability of all the services, a load balancing scheme based on VM migration is presented in this section. As mentioned in Section 3.1, in order to balance the load of the data center, only when the subtraction of the number of VMs on two hosts is >1, it is necessary to migrate VMs from the heavy load hosts to the light ones. Then the VMs which will be migrated should carefully be selected to guarantee the fault-tolerant level of all the services in the data center. Before diving into the details of the GFTLBS scheme, we first give the definitions of some variables and functions used in the scheme. m is the number of the host in the data center, n is the number of services and placement [i] 
Migration algorithms
To guarantee the fault-tolerant level of all the services while balancing the load in the data center, a novel load balancing algorithm is proposed which can balance the load of the hosts while keeping the fault-tolerant level of all the applications. The algorithm can be described as follows: VMs should be migrated from the heaviest load host (source host) to the lightest one (destination host). The selection algorithm as shown in Algorithm 1 is used to select the source host and the destination host, and then the VMs are migrated from source to destination host with the migration algorithm as illustrated in Algorithm 2.
Algorithm 1 Selection algorithm.

Require:
The number of hosts in the data center m; The number of services n; The number of VMs of service i placed on the host j , placement [ As shown in Fig. 8 , it is the flow chart of the selection algorithm. First the hosts are sorted in a descending order based on their loads. Then, the hosts with the heaviest and lightest loads are selected. If their load difference is larger than 1, the migration algorithm (see Algorithm 2) will be called to migrate some VMs from the heaviest load host to the lightest one. The selection processes are repeated, until the loads of the system are balanced.
Migration algorithm selects some VMs from source host and migrates the VMs to the destination host without violating the fault-tolerant requirements, where tem_palcement[][] is used to hold the subtract number of the VMs of service i running on the host s and host d. Figure 9 illustrates the flow chart of migration algorithm. At the initial step, the difference of the number of all services on the source host and the destination host. Then, if the difference of specific service is larger than 0, then this service will be migrated. If loads of both the source host and the destination host are equal to the average number of VMs, the algorithm will return 2. If there is only one host (the source host or the destination host) whose loads are equal to the average number of VMs, the algorithm will return 1.
Theoretical analysis
As mentioned in Section 3.1, only when the subtraction of the number of VMs on two hosts is >1, it is necessary to migrate VMs from the heavy load host to the light one to balance the 
The fault-tolerance levels of services are defined as
Based on the definition of fault-tolerance level, N i is the basic VM number of service i, then inequation (2) can be obtained for any
To guarantee the fault-tolerance level of service i, inequation (2) must be satisfied before and after the load balance based on VM migration.
All hosts are sorted based on the VM number of service i deployed on the hosts, and max k {} is the first k hosts. Then, inequation (3) should be satisfied to support inequation (2) .
As mentioned above, it is necessary to migrate VM to balance load only if subtract j 1 toj 2 [i] ≥ 2 for any j 1 and j 2 , where
The following discussion is to prove how GFTLBS guarantees the reliability of all the services in the load balance process based on VM migration.
(1) j 1 ∈ max k {}. Based on inequation (1), j 2 ∈ max k {}, and after the VMs migration to balance the load,
, so after load balancing j 1 ∈ max k {} and j 2 ∈ max k {}. According to inequation (3), this case does not influence the reliability of the service i.
represents the VM number of service i on the host j after the VM migration from j 1 to j 2 . Due to
, the following inequation can be obtained based on inequation (3):
So, in this case, the fault-tolerance level of service i is guaranteed. (b) If j 1 ∈ max k {}, then some host j x ∈ max k {} takes the place of j 1 , and thus we can obtain
. Similar to inequation (4), in this case, the fault-tolerance of service i also can be ensured.
(3) j 1 ∈ max k {} and j 2 ∈ max k {}. After the VM migration, we have the following conditions:
(a) If j 1 ∈ max k {} and j 2 ∈ max k {}, inequation (3) can be satisfied. (b) If j 1 ∈ max k {} and j 2 ∈ max k {}, this is similar to (b). (c) If j 1 ∈ max k {} and j 2 ∈ max k {}, it can be divided into two situations of (b).
Therefore, it can be concluded that GFTTLBS can guarantee the reliability of all the services in the load balancing process based on VM migration.
EXPERIMENTS AND RESULTS
CloudSim [20, 21] is a simulation software of cloud computing, designed and implemented by The University of Melbourne, Australia. CloudSim has two new advantages: (1) modeling and simulation of large-scale cloud computing infrastructure; (2) a self-sufficient supporting Data Center, Data Center Broker, scheduling and allocation strategy, and it employs virtualization to provide resource. The resource of a host in a data center, such as physical host, could be mapped to several VMs based on the user requirement [21] , thus there are possible different numbers of VMs running on the hosts. Therefore, VM migration is necessary to balance the load. In order to demonstrate that GFTLBS can guarantee the faulttolerant level of all applications with load balancing based on VM migration, the influence of GFTLBS on the fault-tolerant level is evaluated by the simulation based on CloudSim. Faulttolerant level is defined as: if the service can be normally provided when N hosts break down, then the fault-tolerant level is defined as N . The basic VM number for service i is described as: if n VMs of the service i can satisfy the performance requirement of service i, while n − 1 VMs cannot satisfy, then the basic number of VMs of service i is defined n.
Initially, there are five services and five hosts in the simulation. To focus on the influence of VM migration in the load balancing progress, the number of basic VMs is set at 1 for all services and the fault-tolerance level of the services is set at 3.
In order to evaluate GFTLBS guaranteeing the fault-tolerance level of all the services in the load balancing process based on VM migration, different groups of the number of VMs, hosts, basic VMs and fault-tolerance level of services are tested in the simulation.
As shown in Fig. 10 , GFTLBS can hold the fault-tolerance level of all services, while MCSLB reduces the fault-tolerance levels of some services. From Figs 10 and 11, it is clear that GFTLBS can guarantee the reliability of all the services although there are different number of services in the data center. It can be found from Figs 11 and 12 that in different scale data centers with different numbers of hosts, GFTLBS can maintain the fault-tolerance level of all the services. As illustrated in Fig. 13 , GFTLBS can also maintain the fault-tolerance level of all services. Based on the simulation results described above, it can be found that for any fault-tolerance level groups, GFTLBS works well in guaranteeing the reliability of all the services.
In order to observe whether GFTLBS can maintain the fault-tolerance level of all service when the basic VM number changes, the simulation with the basic VM number 2 of all services is carried out. The simulation result is illustrated in Fig. 14.
As shown in Fig. 14 , GFTLBS can guarantee the faulttolerance level of all the services. Figure 12 is the simulation result of the evaluation with the basic VM number 1, and thus Figs 12 and 14 demonstrate that GFTLBS is stable to ensure the reliability of the services with different basic VM numbers.
CONCLUSIONS
A GFTLBS is studied in this paper. GFTLBS selects some VMs without violating the fault-tolerant requirements of all the services and migrates the VMs from the heaviest load host to the lightest load one to balance the load, which is based on the fault-tolerant requirements of all the services provided by the data center. The simulation and results analysis demonstrate that GFTLBS can not only balance the load among all the hosts in the data center with the same migration number of MCSLB, but also guarantee the fault-tolerant level of all services provided in the data center and works well with various groups of the number of VMs, hosts, basic VMs and fault-tolerance level of the services.
In the future, we will consider service migration in the GFTLBS to further improve the task balance and the reliability. We would also like to implement and test the scheme on the real-life cloud computing environment that can take advantage of the load balancing and fault tolerance enabled by GFTLBS.
