We present a simple and robust methodforfinding sparse representations in overcomplete transforms, based on minimization of the LO-norm. Our method is better than current solutions based on minimization ofthe L]-norm in terms ofenergy compaction. These results strongly question the equivalence of minimizing both norms in real conditions. We also show application to in-painting (interpolation of lost pixels).
INTRODUCTION AND IMAGE MODEL
Overcomplete representations allow for a more powerful image analysis and processing compared to critically sampled ones, because they favor the extraction of relevant local features [1, 2] and they also allow for invariance to translation, rotation, phase, etc. [3, 4] . So, it is not surprising that the human visual representation is highly redundant [5] . In addition, several studies indicate that the proportion of neurons in the visual system responding simultaneously is small [2] . This seems an efficient way of storing and processing the information. Therefore, in image processing we are interested in sparse overcomplete representations, that is, approximating the images as linear combinations of few elementary functions from a large dictionary [6, 7, 2, 8] . Sparseness has been used, associated to high-order moments, as a figure of merit for reducing mutual information among responses (e.g., [9] ). Most degradation sources decrease the sparseness of the wavelet coefficients (e.g., [10, 11] ), and thus we can compensate for part of the degradation by finding sparse approximations to the observations [12, 13] . For instance, we can fill-in missing pixels by imposing that the resulting image is sparse in a suitable representation [14] .
In an overcomplete linear system, the level of sparseness depends on: 1) the set of elementary functions available for the representation; 2) the non-linear selection mechanism of elementary functions; and 3) the statistical properties of the input. In this work we use the Curvelet pyramid [15] , a tight frame based on ridge functions. We have seen that it provides *Both authors funded by grant TIC2003-1504 from the Ministerio de Ciencia y Tecnologia. JP is under the "Ramon y Cajal " program.
good compaction results compared to other tight frames. We propose a simple and robust coefficient selection mechanism based on minimizing the number of non-zeros and compare it with methods based on minimizing the sum of absolute values. We also show application to the in-painting problem.
THE SPARSE REPRESENTATION PROBLEM
Let's consider a Nx M matrix 4' with M > N and rank (4) = N. Then, for an observation x C RN the system of equations:
has infinite solutions in a C RN. The minimum L2-norm solution, aLS = 'x, is often chosen, where 4' = T[4'4'T]-1 is the pseudoinverse of 4' (note that it corresponds to the analysis operator). This is computationally simple, specially when 4' is self-invertible (4' = T). Unfortunately, it is clearly not the best option in terms of efficiency (in storage and processing) and independence among coefficients. A more interesting alternative is to solve the following problem:
where a o is the LO-norm of a vector a, i.e, the number of its non-zero coefficients. In many practical situations it is convenient to allow for a certain degree of error, and we can relax the optimization constraint using the following formulation:
where A C R+. Unfortunately, the only known method to solve these equations exactly is combinatorial, thus NP-complex [16] . To overcome this problem, the following alternative formulation has been proposed [8] : Basis Pursuit (BP) and Basis Pursuit Denoising (BPDN) [8] 1-4244-0481-9/06/$20.00 C2006 IEEE make use of the convexity of the objective functions in Eqs. (4) and (5) to find optimal solutions using linear programming. However, when dealing with large vectors, these methods are computationally very expensive [17] . Recently, an efficient method achieving low LI-norm representations [17] has been successfully applied to several applications such as in-painting and blind source separation. Though originally conceived to separate different morphological aspects of an image by using multiple dictionaries with complementary features, it is easily adapted for obtaining sparse representations in a single dictionary (called here Single Dictionary MCA, SDMCA).
Sufficient conditions of equivalence of using LI or LOnorm as objective function given in [18] requires the proportion of non-zero coefficients to be extremely small, having thus little practical application [16] . More recently, the equivalence condition has been found to be a number of non-zeros proportional to N [16] . However, this proportionality factor is difficult to calculate in general, and it is still not clear that equivalence conditions may hold using typical images and representations for useful sparseness levels (see, e.g., [19] ).
LO-NORM-BASED SPARSE REPRESENTATION
In this section, we present a sub-optimal method for solving Eq. (3) that, being extremely simple, is reasonably efficient and improves the results given by LI-norm based methods in terms of compaction of energy in few non-zero coefficients and application to in-painting (see Section 4) .
Note To solve a(K), we use both C(K) and the affine set of solutions to Eq. (1), denoted S(4, x). The latter is convex, but the former is not. Nevertheless, we apply the alternating projections method [20] , which converges to a solution in C(K) that is a local minimizer of the distance to S(4, x), and thus of the distance between the sets in the image domain, as it can be easily proved provided that 'L is a tight frame. Let Psx) (a) = a -aLS L4a be the orthogonal projection of a onto S(4, x). Then a a-Ps(,x) (a) 2 'IF(x-a) 2 k x-4a|2,withk > 0. Ifa(K) C C(K) is a local minimizer of the distance to S(4, x), then exists 3> Osuchthatforeverya e C(K),if a -a(K) 2 <d, then a -P> 4.Xx) (a) 2 > ||a(K) Ps( x) (ja(K)) 2, thus lx-4)all2 > lx -4?a(K) 12 . That is, 4)a(K) is a local minimizer in a C C(K) of the Euclidean distance to x (q.e.d).
We note ht(a, K) the minimum Euclidean distance projection onto the set C(K) of a vector a, which is just the hard-thresholding operation preserving the K greatest values in amplitude. Then, our method can be formulated as follows, given an initial a(°) = ht(aLS, K): a (n ) = ht(Ps( ,,x) (a(n)),~K).
Iterations end when our method with K columns of 'L.
C (1) (n+ l)a(n(n) 2 < c. 
RESULTS AND DISCUSSION
We have tested our method on a set of five 8-bit . The vertical bold line indicates the percentage associated to N, for which value an optimal method would provide perfect reconstruction. This makes evident the suboptimal nature of all four compared methods (ours being the best). For these experiments, the computational cost of our method and SDMCA are similar, but BP is around 6 times slower. A visual example is shown in Fig. 3 . Left is absolute error of the BP 2.1%-approximation to Lena, cropped to 1282 for visibility. Right is our approximation with the same LO-norm, which obtains 2.37 dBs better reconstruction. 
Sparseness representation for in-painting
When we have some lost pixels in an image, we can use the fact that typical images can be approximated as linear combination of relatively small subsets of features from a dictionary, to interpolate the missing data (in-painting). Given a sparseness level K and a dictionary 4, we look for the image sharing the set of observed pixels and having minimum Euclidean distance to the set of K-sparse images. In prac- Fig. 3 . Left, absolute error for BP approximation to Lena with 2.1% of coefficients (34.28 dBs). Black pixels correspond to high error. Right, our result with same LO-norm (36.65 dBs)
tice, the quality of the interpolation depends on having a good estimate of the K providing the minimum mean-square error (MSE), which we note K0pt (see paragraph below). We 
CONCLUSIONS
Ours is, to the best of our knowledge, the first practical method based on minimizing directly the LO-norm of the representation. We have compared it with optimal (BP) and suboptimal (SDMCA) solutions minimizing the LI-norm, in advantageous conditions for them. Our method is better in terms of compaction of energy in few non-zero coefficients, and similar to SDMCA in computational cost (BP is much slower). These results question the equivalence of minimizing LI and LO-norm in practice. For in-painting application, our method provides a remarkably better estimation than practical Linorm-based method. In the future, we will develop more powerful minimization strategies and extend to other applications.
