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ABSTRACT
The ability of reconfigurable antennas to tune resonances, change polarization and
modify their radiation patterns, made their development imperative in modern
telecommunication systems. Their agility and diversity created new horizons for different
types of applications especially in cognitive radio, Multiple Input Multiple Output
Systems, satellites and many other applications. Reconfigurable antennas satisfy the
requirements for increased functionality, such as direction finding, beam steering, radar,
control and command, within a confined volume.
Since their rise in the last decade, reconfigurable antennas have made use of many
reconfiguration techniques. The most common techniques utilized revolved around
switching mechanisms. By combining low-loss, high-isolation switches such as MEMS or
PIN diode switches with compatible antenna elements, we can physically reconfigure
antennas and their feed structures providing frequency and polarization diversity. Other
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techniques such as the incorporation of variable capacitors, varactors and physical
structure alteration surfaced recently to overcome many problems faced in using switches
and their biasing.
The aim of this work is to develop not only new reconfigurable antenna designs
but to also establish guidelines for the design and optimization of these types of antennas.
In this work a new approach for reducing redundancies in reconfigurable antennas
structures using graph models as optimization tools is presented. The characteristics of
various reconfigurable antennas are grouped, categorized and graph modeled according to
a set of proposed rules. The optimized configurations of these antennas are presented and
discussed to verify the validity of the new proposed approach. In addition to the use of
graph models for the optimization approach their algorithms can be used to program field
programmable gate arrays (FPGAs) to control reconfigurable antennas and automate their
process.
Moreover, in this work the level of uncertainties in a reconfigurable antenna
structure, the reliability and correlation between the reliability and complexity of
reconfigurable antennas are mathematically formulated. Information theory is used to
predict the probability of error in a reconfigurable antenna system. This work also presents
the different methods that can be utilized to adjust to failures of an antenna part and to
ensure a smooth functioning of the defected reconfigurable antenna.
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CHAPTER 0
MOTIVATION
This work was motivated by the increasing importance and development of
reconfigurable antennas as well as the need for new reconfiguration techniques, the lack of
clear designing guidelines, the need for an easy to grasp optimization approach and the
absence of any study addressing the reliability and complexity of reconfigurable antenna
systems. The major contribution of this work to these topics resides in the following
points:
•

Development and fabrication of new reconfigurable antenna designs

•

Development of new reconfiguration techniques and their control mechanisms

•

Proposition of graphs to model reconfigurable antennas

•

Proposition of guidelines for the graph modeling of reconfigurable antennas and
introducing algorithms that help in the control and automation of such structures

•

Introduction and assessment of a new reconfigurable antenna design technique

•

Establishment and test of a new optimization technique for reconfigurable antennas
based on graph models

•

Study the level of uncertainties in reconfigurable antennas

•

Study the reliability and complexity of reconfigurable antenna topologies and their
correlation

1

•

Development of an algorithm for reliability insurance and overcoming system
failure

•

Prediction of the probability of error in a reconfigurable antenna system
This work includes the following eight chapters. The first chapter introduces

reconfigurable antennas and explores their functional mechanism, their importance and
applications. Chapter 2 reviews a variety of previously designed reconfigurable antennas.
Chapter 3 introduces some of the new designs and reconfiguration techniques, and
discusses the reconfiguration control process using Field Programmable Gate Arrays
(FPGAs). Chapter 4 introduces graph models and proposes some guidelines to model
reconfigurable antennas. Chapter 5 introduces a new reconfigurable antenna designing
technique. Chapter 6 initiates a new optimization technique for reconfigurable antennas. In
Chapter 7, information theory is used in conjunction with graph models to investigate the
reliability and complexity of reconfigurable antennas. Overcoming failures and proposing a
reliability assurance algorithm is also discussed in Chapter 7. The last chapter discusses
conclusions drawn from this work with propositions for future extension.
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CHAPTER 1
INTRODUCTION TO RECONFIGURABLE ANTENNAS
1.1 Introduction:
Reconfigurable antennas firstly introduced in 1998 [1], extend the functional
possibilities of regular antennas by changing their configurations upon request. The
reconfiguration of such antennas is achieved through an intentional redistribution of the
currents or, equivalently, the electromagnetic fields of the antenna’s effective aperture,
resulting in reversible changes in the antenna impedance and/or radiation properties [2].
The reconfiguration of an antenna may be achieved through many techniques.
Some designers resort to circuit elements while others rely on mechanical alteration of the
structure such as rotating or bending of one or more of its parts [3]. Yet other approaches
bias different antenna parts at different times, reconfigure the feeding networks or
appropriately excite the antenna arrays [4]. All such approaches have significantly
contributed to the evolution of reconfigurable antennas during the last decade. More
recently, antenna designers have used electrically-actuated switches and variable
capacitors in order to achieve reconfiguration [5-6]. p-i-n diodes and RF MEMS are some
of the most widely used electrically-actuated devices
1.2 Reconfigurable Antennas Classifications and Categories:
Although reconfigurable antennas come in a large variety of different shapes and
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forms [2], we group them into 4 main categories based on their reconfigurability function
as:
-

A frequency reconfigurable antenna

-

A reconfigurable radiation pattern antenna

-

A reconfigurable polarization antenna

-

Combinations of the above stated categories

In the case of frequency reconfigurable antennas, frequency tuning occurs for
different antenna configurations [7-23]. This frequency tuning is shown in resonance
shifting in a return loss data. In the case of reconfigurable radiation pattern antennas,
radiation patterns change in terms of shape, direction or gain [24-26]. In the case of a
reconfigurable polarization antenna, polarization types change for every antenna
configuration [27-28]. In the last category, antennas exhibit many properties combined
together to yield for example a reconfigurable return loss with reconfigurable polarization
[29-32].
Reconfigurable antennas can also be further classified into 6 main groups based on
their present reconfiguration techniques:
-

Group 1: Antennas using switches [5]

-

Group 2: Antennas using capacitors or varactors [6]
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-

Group 3: Antennas using physical angular alteration [3]

-

Group 4:Antennas using different biasing networks [14]

-

Group 5: Antenna arrays [25]

-

Group 6: Antennas using reconfigurable feeding networks [24]

1.3 Reconfigurable Antennas Functional Mechanism:
Reconfiguration of an antenna can be achieved based on the following basic
principles or statements.
Statement 1: In order to design an antenna with frequency as the reconfigurable
parameter, the designer must alter the surface current distribution on the antenna [7-23].
Statement 2: In order to design an antenna with a reconfigurable radiation pattern, the
designer must alter the radiating edges, slots or the feeding network accordingly [24-26].
Statement 3: In order to design an antenna with reconfigurable polarized fields, the
designer must alter the surface structure of the antenna or the feeding network accordingly
[27-28].
Statement 4: In order to design an antenna with joint reconfigurable properties, the
designer must use all of the above principles simultaneously [29-32].
In this work, an antenna is called a multi-part antenna if it is composed of an
array of identical or different elements (triangular, rectangular,…parts). Otherwise it is
called a single-part antenna. Reconfigurable antennas of group 1 use switches to connect
different parts to each other in multi-part antennas as in [20] or to bridge over slots
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existing in single part antennas as detailed in [5]. In multi-part antennas, switches are used
to extend the length of an antenna element or to achieve specific radiation characteristics
such as circular polarization [29]. However in single-part antennas switches bridging over
incorporated slots are used to redirect the surface currents distribution in different
directions and so reconfiguring the antenna’s performance.
Reconfigurable antennas of group 2 use capcitors or varactors in multi-part as well
as in single-part antennas to reconfigure the capacitances between different antenna
elements or over slots incorporated in the antenna structure [6]. Reconfigurable antennas
of group 3 use physical alteration like bending or rotating a part to redistribute the surface
currents and change the radiation properties [3]. Reconfigurable antennas of group 4 use
different biasing networks to bias different parts of multi-part antennas as in [14] . Group
5 reconfigurable antennas activate different antennas at different times in an antenna array
as in [25]. Reconfigurable antennas of group 6 reconfigure the feeding network instead of
reconfiguring the antenna structure as in [24].
1.4 Reconfigurable Antennas Applications:
Reconfigurable antennas find applications in many areas especially when
multiple radiation properties are required from a single element. These areas are stated
below:
•

Cognitive radio

•

Plug and play reconfigurable satellites
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•

Multiple Input Multiple Output (MIMO) communication systems

•

Cellular and personal communication systems

•

Military applications

As examples to these applications, the antennas in [34] can be used for GSM,
DCS, PCS, UMTS, Bluetooth, and wireless local-area network (LAN). The antenna in
[35] can reconfigure its radiation patterns by altering its structure, while the resonant
frequency and polarization remain unchanged. A lot of the previously stated applications
require different radiation pattern changes without affecting the frequency and polarization
response. Cognitive radio applications can benefit from the antenna discussed in [36].
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CHAPTER 2
REVIEW OF PREVIOUSLY DESIGNED RECONFIGURABLE ANTENNAS
2.1 Introduction:
In this chapter many previous reconfigurable antenna designs are presented and
compared to show the differences in the techniques used. Details about the designs as well
as their functioning mechanisms and results are shown. The biasing of electronic
components used for reconfiguration such as RF MEMS switches and p-i-n diodes is also
discussed through examples.
2.2 Review of Previously Designed Reconfigurable Antennas:
2.2.1 Reconfigurable Antennas Using Switches (Group 1):
The antenna shown in Fig. 2.1 [18], is composed of different patches
connected together by switches. The reconfigurable antenna is fabricated as two
separated prototypes (OPEN and CLOSED configurations). This antenna achieves
resonance tuning.
A reconfigurable antenna based on a Yagi array [16] is shown in Fig.2.2.
This antenna is designed using a basic reconfigurable dipole to work at two
frequencies with double the number of reflectors and directors at the higher
frequency than the lower one. For each of the two configurations of the antenna
there

exists

a

resonant
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frequency.

The PASS concept [31] used to realize dual band circularly polarized (CP)
performance is applied to the antenna shown in Fig.2.3. A probe fed square patch
antenna with a pair of tuning stubs is designed for CP performance and two
orthogonal switchable slots are incorporated into the patch to control the resonant
frequency. This design achieves a reconfigurable return loss with a reconfigurable
polarization between Right Hand Circular Polarization (RHCP) and Left Hand
Circular Polarization (LHCP).

Fig. 2.1 Open configuration for the antenna structure in [18]

Fig. 2.2 Reconfigurable Yagi array in [16]
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Fig. 2.3 Reconfigurable antenna structure in [31]

A pixilated structure [27] is shown in Fig. 2.4. The proposed
reconfigurable pixel-patch antenna architecture is built on a number of printed
rectangular shaped metallic pixels interconnected by RF MEMS actuators on a
microwave-laminated substrate. The antenna provides 10 different reconfigurable
modes of operation corresponding to the combination of two operating frequencies
(4.1 and 6.5 GHz) and five reconfigurable polarizations of the radiated field (linear
X, linear Y, dual linear, right hand circular, and left hand circular).
The fractal structure [7-10] shown in Fig.2.5 is reconfigured using RF
MEMS. The basic antenna is a 130˚ balanced bowtie. A portion of the antenna
corresponds to a two iteration fractal Sierpinski dipole. The remaining elements
are added (three elements on each side) to make the antenna a more generalized
reconfigurable structure.
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Fig. 2.4 Reconfigurable pixel-patch antenna schematics for a ) RHCP (mode 24); and b)
LHCP (mode 25) at 4.1 GHz [27]

Fig. 2.5 The reconfigurable fractal antenna structure in [7-10]

A planar monopole with attached sleeves [20] is shown in Fig. 2.6. A
sleeve is attached to each side of the monopole. Switches are used to connect two
additional patches to each sleeve. An extra patch is also connected to the
monopole via a switch.
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Fig. 2.6 The reconfigurable planar monopole structure in [20]
Two designs based on a spirally shaped patch [29-30] use switches to
extend or shorten the length of a spiral arm. The spiral arm shaped patch antenna
[29] is shown in Fig. 2.7. This spiral shaped patch is printed on the dielectric
substrate and is fed in the center through a coaxial cable. Using the coaxial feed,
the antenna is excited through a vertical probe, which is formed by extending the
inner conductor of the coaxial line while the external side of the coax is connected
to the ground plane in the back of the substrate. The spiral antenna consists of five
sections that are connected with four RF-MEMS switches. The location of
switches is determined such that the axial ratio and gain of the antenna are
optimum at the frequency of interest. This antenna achieves resonance tuning and
reconfigurable polarization.
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Fig.2.7 Multi-part antenna in [29] with switches used to extend the spiral microstrip line
length and achieve a circular polarization

A planar inverted F antenna (PIFA) [17] is shown in Fig.2.8. The antenna
structure can be capacitively loaded to reduce its size. The antenna is developed on
a standard FR-4 epoxy printed circuit board substrate. The grounded side of the
PIFA structure is cut into multiple straps which were, in turn, soldered to separate
pads on the FR4 PCB that are connected to ground via surface-mount packaged
switches. The state of the switches (open or closed) controls which straps are
connected to ground (becoming part of the radiating structure) and which straps
are left floating. Effectively, the location and size of the ground path can be
controlled via the state of the switches.

13

Fig.2.8 The reconfigurable antenna structure in [17]
A lot of switch reconfigured antenna designs targeted cognitive radio
applications such as the antennas shown in Fig. 2.9, 2.10 and 2.11 [36,38,39].
Cognitive Radio (CR) is a new paradigm which promises to yield an improved
quality of service for the user whilst also enabling more intensive use of the
available radio frequency spectrum. CR requires integrated wide-narrowband
antennas for performing the search and communications functions.

Fig. 2.9 Reconfigurable antenna geometry in [36]
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Fig. 2.10 Reconfigurable antenna structure in [38]. a) Radiating Patch b) Ground Plane
Metallisation c) Complete Antenna

Fig.2.11 Reconfigurable antenna in [39] a) ASA loaded with 2 p-i-n diodes b)
Reconfigurable Matching Network
Another switch reconfigured design represents a combination between microwave
and optical techniques. This design [40], shown in Fig.2.12, exhibits reconfigurability on
two levels: 1-The photonic level, 2- The RF level. Laser pulses directly generate electrical
pulses via a metal-semiconductor –metal photoconductor. These pulses are routed by a
coplanar waveguide to a reconfigurable fractal bow-tie antenna. The antenna’s geometry is
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then reconfigured with MEMS switches. It is tuned to resonate at the quantum dot laser
(QDL) mode-lock frequency.

Fig.2.12 The antenna system in [40]
2.2.2 Reconfigurable Antennas Using Capacitors or Varactors (Group 2):
A printed 10 element OPOMEX reconfigurable array [26] is shown in Fig.
2.13. The thick and thin strips form a half-wavelength long transmission line.
Therefore, the generator voltage appears at all points that are multiples of λ/2 from
the feed point. The thick and thin lines are physically switched every half
wavelength to unbalance the guided-mode currents, allowing for radiation. In
order to make the OPOMEX antenna reconfigurable, variable capacitors are added
in shunt at the “virtual” feed points as shown in Fig. 2.13. The ultimate goal of
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varying the capacitance at each virtual feed is to generate a linearly independent set
of radiation patterns that exploit the spatial diversity of the multipath channel. The
capacitors can be implemented, with varactor diodes and by adding bias lines to
the design [26].

Fig.2.13 Reconfigurable OPOMEX array structure in [26]

Another design reconfigured by variable capacitors [12] is shown in
Fig.2.14. The antenna is a 2x2 reconfigurable planar wire grid antenna designed to
operate in free space. Variable capacitors are placed in the centers of 11 of the 12
wire segments that comprise the grid. The center of the 12th segment, located on
the edge of the grid, is reserved for the antenna feed. An antenna size of 4cm x
4cm is assumed for this design. The values of the variable capacitors are
constrained to lie between 0.1pF and 1 pF. These capacitors are then adjusted
using a robust Genetic Algorithm (GA) optimization technique in order to achieve
the desired performance characteristics for the antenna. This antenna exhibits
resonance tuning.
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Fig. 2.14 Reconfigurable antenna geometries in [12]. a) Planar Version b)
Volumetric Version
2.2.3 Reconfigurable Antennas Using Physical Angular Alteration (Group 3):
The first design that used a mechanical structural change to achieve
reconfiguration [3] is shown in Fig.2.15. The antenna is fabricated over a sacrificial
layer residing on the substrate. A thin layer of magnetic material is then
electroplated on the antenna surface. By etching away the sacrificial layer between
the antenna and substrate, the antenna is released and connected only by its feed
line.

Fig. 2.15 Antenna in [3] where the patch was bent to achieve reconfiguration
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When an external field is applied, the flexible region created at the junction
between the released and unreleased microstrip line is plastically deformed and the
structure is bent by an angle. After this plastic deformation, the antenna remains at
a certain rest angle above the substrate even after the field is removed. This
antenna exhibits resonance tuning.
An example of a reconfigurable frequency selective surface [37] provides a
new variation by incorporating magnetically actuated dipole elements that are
capable of being tilted away from the supporting surface. This design is shown in
Fig.2.16.

Fig. 2.16 Structure in [37]
2.2.4 Reconfigurable Antennas Using Different Biasing Networks (Group 4):
A reconfigurable antenna using different biasing segments [4] is shown in
Fig.2.17. The antenna’s reconfiguration is achieved by turning ON or OFF various
sections, to change the active length of the assembled monopole antenna structure.
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As expected, as more sections are turned ON, the operating frequency shifts to
lower values [4].

Fig. 2.17 Reconfigurable antenna in [4] using different biasing networks

2.2.5 Reconfigurable Antenna arrays (Group 5):
The antenna shown in Fig. 2.18 is a cube model [25]. Four cube faces are
chosen to reside in the same plane, facing the + x-direction and + y-direction in a
Cartesian coordinate system. All four antennas are similarly oriented with respect
to the four cube faces, with the primary plane and primary polarization coincident
to the plane of integration. The bottom face (-z-direction) is used to the feed the
structure and the top face (+zdirection) is not used in this work. The antennas are
mechanically fastened to the structure using nylon screws and appropriately tapped
receptacles on the cube faces. This antenna exhibits reconfigurable radiation
pattern [25].
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Fig.2.18 Reconfigurable Antenna Array [25]
2.2.6 Antennas Using Reconfigurable Feeding Networks (Group 6):
One of the first antenna designs that resorted to switch-reconfigured
feeding [14] is the one shown in Fig.2.19. The antenna consists of an element with
a slot, a ground plane, and an active switching network, which can select the
location of the feeding point (either location 0 or location 1). Different resonances
were obtained for each feeding position.

Fig. 2.19 Reconfigurable antenna structure in [14]
Another design using reconfigurable feeding [24] is shown in Fig.2.20. This
antenna is based on the parasitic antenna concept and it realizes pattern diversity.
Only the driven element is fed while the parasitic elements are strongly coupled to
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the driven element and loaded by a switched reactance, usually a switched stub in
practice.
The different combinations of switched loads yield a set of switched
radiation patterns. The prototype is a three-element parasitic antenna array where
aperture-coupled square patches are used as radiating elements. The slot selection
results either in an E-plane or H-plane coupling of the central patch with the
adjacent parasitic patches. The selected slot also enforces one of the two linear
orthogonal polarizations. To realize the pattern diversity, each of the slot pairs in
the parasitic patches is loaded by a switchable stub. The stub lengths are adjusted
by p-i-n diodes which allow four different patterns for one of the polarization state
[24]. The feeding configuration is shown in Fig. 2.21.

Fig. 2.20 Reconfigurable antenna structure [24]
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Fig.2.21 Feeding network for the reconfigurable antenna in [24]

2.3 Biasing of Switches in Reconfigurable Antenna Structures:
Most antenna designers resort to RF MEMS and diodes to achieve switching in
their reconfigurable antenna designs. In this section the biasing of such switching elements
is discussed briefly.
2.3.1 The biasing of RF MEMS:
The bias lines are connected on the side of each switch providing the
necessary potential difference between the bottom electrode and the membrane
[41]. In this section the antenna in [7-10] is taken into consideration and the
biasing lines are applied to this antenna as discussed in [41]. The lines extend away
from the furthest upper or lower metal part of the antenna up to where the biasing
probe pads connect.
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To ensure the accuracy of the applied potential difference between the
suspended membrane and the bottom electrode, two more biasing lines provide the
DC ground at the areas where the membrane contacts the antenna [41]. The
connections of the bias lines to a switch are shown in Fig. 2.22. The bias lines pass
close to the antenna and are parallel to its edges. This way if any energy is radiated
from them, the chances are that it will interfere constructively with the antenna’s
radiation pattern [41].
Metallic

bias

lines

will deteriorate the corresponding

antenna’s

performance. An example of the performance deterioration is shown in [41]. A
highly resistive but conducting lines are suggested to minimize the disturbance
caused by the bias lines to the antenna’s performance. After applying all the
previously discussed constraints such as incorporating highly resistive materials for
the bias lines and optimizing the directions and extensions of the bias lines, the
layout of the antenna in [41] is shown in Fig.2.23.

Fig. 2.22 The biasing lines and current distribution at 7 GHz as discussed in [41]
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Fig. 2.23 The antenna layout with biasing lines and RF MEMS as in [41]
2.3.2 Biasing of p-i-n and Schotky diodes:
Most designers resort to p-i-n diodes [36] to achieve switching , however
others resort to schottky diodes [42] or other types of diodes to achieve switching.
There is usually a trade off between the p-i-n diodes and Schottky diodes. A
Schottky diode has a high switching speed with an estimated insertion loss of 2 dB,
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while a p-i-n diode has a slower switching speed with a lower insertion loss
(typically 1 dB).
The biasing of such diodes has to be achieved by connecting one endpoint
of each diode to ground when the other endpoint is connected to a DC voltage.
The voltage value depends on the diode used. The connection to ground or VCC
has to be achieved using quarter wave transformers and radial stubs at the end for
better matching.
In [42] the authors specified that they combined the RF signal feeding the
antenna with 1.5 V/0V using a bias network. The authors also isolated the DC feed
by cutting a slot across the patch as shown in Fig.2.24 .

Fig. 2.24 Antenna in [42] with biased Schottky diodes
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Two 47 pF capacitors are soldered at the ends of the slot to maintain the
RF connection. The lower part of the patch is dc grounded by a shorting pin using
a λ/4 bias line [42]. Fig.2.24 shows the antenna structure with biased Schottky
diodes.
In [36] p-i-n diodes were used to control the length of a microstrip line
feeding an antenna. Fig. 2.25 shows the antenna with the microstrip line
reconfigured by p-i-n diodes with the corresponding biasing network.

Fig. 2.25 The antenna in [36] with biasing lines for the corresponding p-i-n diodes
2.4 Comparison Between Different Reconfiguration Techniques:
All the techniques used in the designs presented in the previous sections have
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advantages and disadvantages. Investigating all these designs, one notices a shift in use
from RF-MEMS to p-i-n diodes to achieve switching. While p-i-n or Schottky diodes
require less biasing lines, the difficulties encountered with biasing RF-MEMS are not
greatly alleviated by the use of p-i-n or Schottky diodes. The use of variable capacitors is
considered an efficient reconfiguration method however many issues appear in terms of
achieving voltage variations or biasing varactors.
Mechanical and physical alterations of an antenna structure is generally difficult to
implement and designers are still looking for an easy way to implement mechanincal
reconfiguration. Reconfiguring the feeding network and the excitation of different antenna
elements in reconfigurable antenna arrays as well as biasing different antenna parts at
different times still present a great challenge.
Some researchers are still looking for new techniques they can use with the least
amount of losses, interferences and difficulties; while others are trying to optimize the
existing methods and improve their implementation. In the following chapters , new
reconfiguration techniques as well as new design and optimization techniques are
presented to reduce the cost and losses that are present in currently existing designs.
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CHAPTER 3
NEW RECONFIGURABLE ANTENNA DESIGNS
3.1 Introduction:
In this chapter new reconfigurable antenna designs as well as a new
reconfiguration technique based on slot rotation are introduced. The mechanization of
reconfigurable antennas such as the automation of the slot rotation process gives it more
precision and accuracy. The use of algorithms defined in other areas such as computer
science, control systems and neural networks is beneficial to programm a Field
Programmable Gate Array (FPGA) to achieve a better control of any reconfiguration
process. In the case where p-i-n diodes are used to reconfigure an antenna, the activation
of diodes and control of their OFF/ON states can be also achieved through an FPGA.
3.2 A New Reconfigurable Antenna Based on a Rotating Feed:
3.2.1 Antenna Structure and Properties:
The antenna we propose here is the one in [22, 43]. The basic structure
[44-45] of this antenna, shown in Fig. 3.1, consists of three different layers. The
lower layer, which constitutes the ground plane, covers the entire substrate (width
3cm and length 7.5 cm). The middle substrate has a dielectric constant of εr=3.9
and a height of 0.16cm. The upper layer, which is the patch, consists of a rectangle
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of 1.5cm × 2cm joined with an isosceles triangle (base=1.5 cm and height h=4 cm).
Inside the rectangular patch, ten rectangular slots that follow a Chebychev
distribution around a center rectangular slot, were inserted. Furthermore, inside the
triangular patch a triangular slot of base =0.75 cm and of height 0.6062 cm is
inserted. The antenna is fed through a 50 Ω SMA connector where the feeding
position is optimized for the original slot position.

Fig. 3.1 Antenna structure in [44-45] with initial slot position

The patch is composed of a rectangular part joined with a triangular part.
The resultant shape with the Chebychev slots improves the multi-band property of
the entire antenna and the triangular slot fine-tunes these resonances to some
desired frequencies as detailed in [44-45].
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A comparison between the surface current distribution on the antenna
structure with and without the slots is shown in Fig.3.2. The multi- resonance
operation of this antenna is shown in the return loss plot of Fig.3.3 and in the zeroreactance crossing of the antenna input impedance in Fig.3.4. Fig. 3.5 shows the
three-dimensional radiation pattern of the antenna at 4.6 GHz. The simulations
were done using Ansoft's HFSS V11.

Fig. 3.2 Surface current distribution at 4.66 GHz on the antenna structure. a.
Without Slots b. With Slots
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Fig. 3.3 Antenna return loss in dB at initial slot position

Fig. 3.4 Antenna input reactance as a function of frequency at the initial slot position
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Fig. 3.5 Antenna 3-D radiation pattern at 4.6 GHz when slot is at the initial slot
position
3.2.2 Reconfigurable Antenna Design:
We want to achieve an antenna with reconfigurable resonant frequencies
and without the use of switches. For each surface current distribution the antenna
exhibits a set of resonant frequencies. The alteration of the surface current
distribution will result in a reconfigurable resonance antenna. The reconfiguration
technique investigated here makes use of a slot rotation. Since the Chebychev slots
boost the antenna’s multi band property, their rotation will change the surface
current distribution on the patch of the antenna and will constitute an indirect feed
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rotation.
The slot rotation changes the reactive loading imposed by the presence of
the slots in the structure. Fig. 3.6 shows the simulated VSWR (Voltage Standing
Wave Ratio) for 3 different slot positions illustrating the structure's resonance
tuning. Fig. 3.6 shows that this resonance tuning is clearer for frequencies higher
than 4 GHz. New resonances are created as well as shifts in bandwidths and
changes in amplitudes.
The fabricated antenna is shown in Fig. 3.7 and represents the last
prototype fabricated. A small cylinder was removed from the body of the antenna
and then reattached with a manual handle. The removal of the cylinder has to start
from the bottom of the antenna (ground plane) reaching to the top (the patch),
leaving a small copper extension from the body of the patch around the cavity,
constantly touching the circle holding the slots at all time, as shown in Fig. 3.8. It
is important to keep the connection between the circle holding the slots and the
rest of the patch at all slots position so that the surface currents have a continuous
flow. The knob is manually rotated in the fabricated prototype. Fig. 3.9 shows the
matching between the return loss for the fabricated and the simulated antenna
when the Chebychev slots are at 90 degrees. Fig. 3.10 shows the simulated
radiation patterns for different slot positions and different plane cuts at 1.6 GHz
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and 4.29 GHz. The measured return loss tuning for different slot positions is
shown in Fig. 3.11. We note that the rotation from 0 to 90 degrees shifts the
resonances to higher frequencies while the rotation from 90 to 180 degrees shifts
these resonances back to lower frequencies as shown in Fig.3.11.

Fig. 3.6 VSWR for 3 different slot positions

Fig. 3.7 Front and back view of the fabricated prototype
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Fig. 3.8 a. The removal of the cylinder holding the Chebychev slots. b. The re-insertion of
the cylinder holding the Chebychev slots through the cavity to the extenbded copper

Fig. 3.9 Comparison between simulated and measured S11 for slot at 90 deg.
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Fig. 3.10 Radiation pattern for different slot positions. a. Phi =90 deg. cut at 1.6
GHz. b. Phi =0 deg. cut at 4.29 GHz

Fig. 3.11 Comparison between measured results for different slot positions
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3.2.3 Rotation Process Control:
Several commercial rotary switches can be used to automatically rotate the
slot. Rotary switches can also be customized for this design and implemented
through an FPGA to control the rotation of the slots on the antenna. In the next
chapter an algorithm based on graph models is proposed to be implemented on the
FPGA to control the slot rotation.
The slot rotation technique was also used to reconfigure an antenna
designed based on cellular automata “Game of Life” rules [46]. Different resonant
frequencies are obtained for different slot positions. The transition between cellular
automata stages is done via rotation.
3.3 A Star Shaped Reconfigurable Antenna:
3.3.1 Antenna Structure:
Two different prototypes [23, 47] were investigated with the same basic
structure. The differences between the two prototypes are the substrate used and
the switches arrangement. This example takes into consideration the last prototype
presented in [47]. The basic structure of the proposed antenna is shown in Fig.
3.12. The antenna consists of 3 layers. The lower layer, which constitutes the
ground plane, covers the entire hexagon shaped substrate which has a side of
2.915 cm. The middle substrate is Isola Gigaver 210 [47]. The substrate’s
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dielectric constant єr is 3.75 and the height is 0.235 cm. The upper layer, which is
the patch, completely covers the hexagonal top surface. Six triangle slots of sides
1.2 cm and 1.4 cm and a base of 0.73 cm are cut out of the patch giving it the
shape of a six armed star. In the star patch six rectangular slots of length 1.4 cm
and width 0.2 cm are cut on each branch of the star, as shown in Fig. 3.12. The
antenna is fed with a coaxial probe of 50 Ω impedance. The feeding position was
optimized using Ansoft HFSS V11. The optimization process took into
consideration the antenna reconfigurable functioning and its radiation properties.
3.3.2 Antenna Reconfiguration:
The antenna was at first simulated without any added component. It was
then fabricated and measured and a comparison between simulation and
measurements results is shown in Fig. 3.13, where good agreement between them
can be observed. The fabricated prototype is shown in Fig. 3.14.

Fig. 3.12 Antenna structure [47]
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Fig. 3.13 Comparison between simulated and measured return loss for all open
switches
The reconfiguration of the antenna is investigated in [23] by using six
square switches of side 0.2 cm that were mounted at the center of the rectangular
slots, as shown in Fig. 3.15.a. These switches can be replaced in reality by p-i-n
diodes. Using these switches, a reconfigurable return loss is achieved as shown in
[23]. However the radiation pattern did not exhibit significant changes. Replacing
the square switches by switches covering the whole slots is proposed. The electric
field distribution (Fig. 3.15.b) becomes completely different from the electric field
distribution of the structure using the small square switches (Fig. 3.15.a),
exhibiting now higher intensities.
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Fig. 3.14 The fabricated antenna

Fig. 3.15 Electric field distribution for the antenna for the two different
switches propositions
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The radiation pattern reconfiguration is shown in Fig. 3.16 and 3.17, where
the patterns for the antenna with all deactivated and activated switches are shown,
respectively. The change in the radiation pattern is significant when all switches are
activated simultaneously. The changes for other antenna configurations are not as
remarkable. The radiation patterns obtained at the frequency 2.8 GHz for the E
and H planes are shown in Fig. 3.16 and 3.17. The antenna also exhibits frequency
tuning as can be seen in Fig. 3.18.

Fig. 3.16 E and H plane electric field simulated radiation pattern in dB when no switch is
activated at 2.8 GHz
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Fig. 3.17 E and H plane electric field simulated radiation pattern in dB when all switches
are activated at 2.8 GHz

Fig. 3.18 S11 comparison for different antenna configurations
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3.4 A Reconfigurable Multi-Band Microstrip Antenna based on open ended microstrip
lines :
3.4.1 Antenna Design Procedure:
Another new concept proposed [48] is to build an antenna with many open
ended microstrip lines. These lines intersect together to achieve the structure of the
suggested antenna. The different microstrip lines are used to achieve a multiresonant antenna.
When adding microstrip lines side by side the spacing between the lines has
to be taken into consideration. The spacing has to be optimized with respect to the
desired antenna resonance and the length of the microstrip lines. The microstrip
lines suggested have a length of 45 mm corresponding to λ/2 for 3.34 GHz. This
frequency is chosen because it is the center frequency of the spectrum of interest (1
GHz-5.68 GHz). The width of each stub is 3mm equivalent to a 50Ω transmission
line on an Isola Gigaver 410 substrate of dielectric constant equal to 3.9 and a 0.16
cm thickness. The patch formed by these two lines connected together, as shown
in Fig. 3.19, is fed by a 50 Ω SMA connector. The spacing between the lines is
varied from 2 mm to 5 mm. A comparison between the S11 parameter for S=2mm
and S=5 mm is shown in Fig. 3.20.
Fig. 3.21 shows 4 mcirostrip lines connected together by one line. These
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placed side by side with a 2 mm spacing. These lines introduce 4 resonances as
shown in the return loss plot in Fig. 3.22. Our objective though is to design a
reconfigurable multi-band antenna. The reconfigurability has to be achieved in
multiple frequency tuning and radiation pattern changes. The structure of the
proposed antenna has to be altered accordingly.

Fig. 3.19 Two stubs with spacing S and length λ/2 [48]

Fig. 3.20 The S11 parameter for the 2 stubs patch with S=2 mm and S = 5 mm
[48]
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Fig. 3.21 The 4 stubs patch [48]

Fig. 3.22 The S11 results for the 4 lines patch with S= 2 mm
3.4.2 Antenna Structure:
The structure of the antenna [48] designed to achieve multi resonance is
shown in Fig. 3.23. The proposed antenna consists of 3 layers. The lower layer
which constitutes the square ground plane covers the entire substrate and has a
side length of 7 cm. The middle substrate has a dielectric constant εr=3.9 and a
height 0.16 cm. The upper layer is composed of 4 microstrip lines intersecting with
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each other. The length of the microstrip lines are optimized to correspond to λ/2 at
3.34 GHz (45 mm). Other lengths can be considered if the desired applications
were different [48].
Changing the length of the microstrip lines shifts the resonant frequencies.
Increasing the length will shift the frequency lower since the surface current path
will become longer. A comparison between the S11 parameters for different
lengths is shown in Fig. 3.24.
The width of the microstrip line is taken as 3 mm to correspond to a
characteristic impedance of 50 Ω. The optimized spacing between the lines is
2mm. The choice of 4 microstrip lines with optimal spacing intersecting each
other on the upper layer of the antenna is to achieve a multi-band antenna with a
considerable bandwidth.
The antenna was simulated using HFSS V11.The feeding position was
optimized to minimize attenuation and obtain the best radiation properties. The
fabricated prototype is shown in Fig. 3.25. The simulated and tested return loss
results are compared in Fig. 3.26. A good agreement is noticed between the
measured and simulated data. The antenna exhibits a lot of resonances between 2
GHz and 4 GHz. This antenna can be used for many applications like WiFi and
GPS.
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Fig. 3.23 The proposed antenna structure

Fig. 3.24 Different S11 for different stubs lengths [48]
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Fig. 3.25 The fabricated prototype

Fig. 3.26 A comparison between the measured and simulated return loss [48]
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3.4.3 Antenna Reconfiguration:
In order to achieve resonance tuning the surface current distribution has to
be altered. This alteration can be physical or electrical; however this antenna is also
required to show radiation pattern reconfigurability. Achieving frequency and
radiation pattern reconfigurbility requires the changes to be physical in order to
change the antenna structure drastically.
Keeping the feeding position fixed, switches are used to connect different
microstrip lines to the body of the antenna as shown in Fig.3.27. The
reconfigurability of the antenna is achieved using these switches that will control
the length of the stubs. The antenna has to present both a reconfigurable return
loss and a reconfigurable radiation pattern since the attachment or detachment of
the different stubs will change the antenna structure completely.
The length alteration of the microstrip lines will tune the resonances of the
antenna. As shown in Fig. 3.28 when the switches are off most of the resonances
between 2.5 GHz and 3.5 GHz disappear and 2 new resonances appear between 2
GHz and 2.5 GHz, giving the antenna a new application (Bluetooth at 2.4 GHz).
The radiation pattern will also be affected by this action due to the change in the
radiating elements. When the switches are activated, the maximum radiation in the
E plane is at 320° and for the H plane it is at 40°. The pattern totally changes when
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the switches are turned off. The radiation pattern reconfigurability is clearly
illustrated in Fig.3.29 for the E plane and Fig. 3.30 for the H plane.

Fig. 3.27 The antenna structure. a) Switches ON. b) Switches OFF

Fig. 3.28 S11 resonance tuning for different configurations [48]
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Fig. 3.29 E plane radiation pattern reconfigurability [48]

Fig. 3.30 H plane radiation pattern reconfigurability [48]
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3.5 The Use of FPGAs to Control Reconfigurable Antennas:
3.5.1 Field Programmable Gate Arrays :
FPGAs are constructed using one basic “logic-cell”, duplicated thousands
of times [49]. A logic-cell is simply a small lookup table (LUT), a D flip flop, and a
two to one multiplexer for bypassing the flip flop. The LUT is just a small Random
Access Memory (RAM) cell and usually has four inputs, so it can in effect become
any logic gate with up to four inputs.
Every logic cell can be connected to other logic cells using interconnect
resources. These resources are wires and multiplexers that are placed around logic
cells. The FPGA's interconnect wires extend to the boundary of the device where
Input Output cells are used to connect to the pins of the FPGA. FPGAs contain
fast dedicated lines connecting neighboring logic cells. These lines can be
implemented in order to create arithmetic functions like counters and adders
efficiently.
Voltages are asserted on four output lines from the FPGA by way of the
Joint Test Access Group 1149.1 standard [50]. The standard’s main function is the
boundary scan; however it is used here to assert signals. A major advantage of
using JTAG is that it will not interfere with circuit functions when not in testing
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mode. A TAP controller module is a finite state machine that is programmed in
VHSIC Hardware Description Language (VHDL) onto the FPGA.
3.5.2 Reconfigurable Antenna Structure, Design and Tuning :
The antenna structure consists of 3 layers. The bottom layer constitutes the
square ground plane that covers the entire substrate. The middle substrate has a
dielectric constant εr=4.2 and a height of 0.235 cm. The patch on the upper layer is
composed of a main mid-section and four surrounding smaller sections as shown in
Fig.3.31. This antenna is fed through a 50 Ω coaxial cable. The feeding position
and the antenna dimensions are shown in Table 3.1.
Microsemi’s GC 4712 GaAs p-i-n diodes are used to connect the small
section to the main section as shown in Fig.3.31. These p-i-n diodes operate up to
18 GHz and are oriented in the X direction.
47 pF capacitors are connecting the p-i-n diodes to the main section of the
antenna; these capacitors are oriented in the Y direction. The capacitors are used
to prevent the DC current from crossing into the main section while passing the RF
current. Quarter wave length transmission lines designed at 7.7 GHz are used to
bias the p-i-n diodes. These λ/4 lines are terminated by λ/4 radial stubs in order to
eliminate interference of the DC biasing network with the radiating structure.
Biasing these p-i-n diodes separately can connect the corresponding side sections
to the mid-section respectively.
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To reduce fabrication costs, the biasing lines are etched on copper. These
copper lines will resonate at a frequency where the length of the bias lines is
approximately 0.45λeff and at its odd multiples; λeff being the effective wavelength
at the frequency of operation [8]. In this case these lines radiate around 9 GHz and
its odd multiples which are outside the desired operating band (1-6GHz) of this
antenna. The directions of the biasing lines are also optimized to contribute
constructively to the radiation pattern of the antenna that is reconfigured.
The antenna achieves multi-frequency resonance tuning which is shown in
Fig.3.32. The 4 configurations shown represent an example of the 16 possible
configurations achieving frequency change. This shift is noticed at frequencies
lower than 3.5 GHz where a lot of wireless communications applications can be
found; which improves the practicality of the design. In Fig. 3.32 “0” represents
the OFF state of a diode and 1 represents the ON state.
The 3-D simulated radiation pattern for the 0010 configuration as well as
the E and H plane cuts at 4.875 GHz are shown in Figs. 3.33 and 3.34
respectively. This radiation pattern is plotted at a resonance frequency common to
all the antenna configurations.
3.5.3 Reconfigurable Antenna Fabrication, Measurement and FPGA control:
The fabricated prototype is shown in Fig.3.35. Shorting pins were inserted
into 0.75 mm diameter holes drilled at the point of intersection between the p-i-n
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diodes and the 47 pF capacitors. These shorting pins are used to connect the
Microsemi’s GC 4712 GaAs p-i-n diodes to ground. The VCC is connected to the
through pins across holes drilled in the radial stubs. The FPGA’s output lines feed
these pins to activate and de-activate the p-i-n diodes.
In order for the FPGA to control the diodes, activation, voltages are
asserted on four output lines from the FPGA by way of the Joint Test Access
Group 1149.1 standard [9]. A Digilent Spartan 3E board with a Xilinx Spartan
XC3S500E FPGA is programmed with the TAP Controller module. A Xilinx
Parallel III cable is connected from a parallel port on a Linux PC to the JTAG
interface pins on the Spartan 3E board [10].
Four pins on the Spartan 3E board serve as the outputs for driving signals
to the diode biasing network. The parallel III cable as well as the board is shown
in Fig.3.36.
The antenna reconfiguration is achieved through the following setup: A
Linux computer runs the JTAG software, issuing instructions to a Spartan 3E
Xilinx FPGA over a Parallel III cable. The TAP controller programmed on the
FPGA translates these instructions and asserts the associated signals to bias the pi-n diodes on the antenna. The VHDL code used to program the FPGA was
assembled from [11]. With one of the p-i-n diodes biased, the RF signal passes
from the main patch through the capacitor and that diode to the outer patch.
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Since there are four diodes, sixteen antenna configurations are possible.
The measurement and reconfiguration setup is shown in Fig.3.37. Two
comparisons between the simulated and fabricated S11 results are shown in
Fig.3.38 and 3.39 respectively where analogy can be noticed. A diagram showing
the whole system is shown in Fig.3.40.

Fig. 3.31 Schematic representation of the reconfigurable antenna
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Part
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17

Description
Length
Radial Stub
6.921mm
Radial Stub Angle
90
Quarter Wave TLine
X: 8.959mm, Y: 0.5mm
Outer Patch Width
9mm
Feed Position
X: 12.5mm, Y: -2.5mm
Capacitor
X: 0.25mm, Y: 3mm
Main Arm Y
3mm
Diode
X: 2mm, Y: 0.25mm
Outer Patch X Gap
0.6mm
Outer Patch Y Gap
2mm
Main Patch Hole
X: 0.6mm, Y: 2mm
Main Patch Arm Gap
Y: 2mm
Main Patch Arm X
X: 13.2mm
Substrate Y
90mm
Substrate X
90mm
Substrate Dielectric
4.2ε0
Substrate Height
H: 2.35mm
Table 3.1 Antenna dimensions

Fig. 3.32Antenna resonance for different diodes states 0- Diode OFF, 1 Diode ON
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Fig. 3.33 Simulated 3-D radiation pattern at 4.875 GHz

Fig. 3.34 E and H plane cuts at 4.875 GHz
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Fig. 3.35 The fabricated prototype

Fig. 3.36 The parallel III cable with FPGA board
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Fig. 3.37 The S11 measurement setup

Fig. 3.38 A comparison between actual measurements and simulation for an antenna state
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Fig. 3.39 A comparison between actual measurements and simulations for an antenna state

Fig. 3.40 Whole system diagram
3.5.4 Applying Neural Networks on FPGA:
While the application of neural networks on FPGA is beyond the work
done in this dissertation, it is important to note that FPGA architectures can be
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easily reconfigured to adapt the weights and topologies of a neural network. After
training the neural networks with the desired behavior specifications of a certain
reconfigurable antenna or environment, the fully trained weights coefficients and
network topologies are then configured on the FPGA. This technology can find
applications in antenna arrays or reconfigurable antenna systems. In the case of an
element failing in an antenna array, the reconfiguration of the whole system can be
achieved and controlled through a neural network programmed FPGA.
Neural networks on FPGAs can also find application in cognitive radio.
The emphasis of using neural networks for cognitive radio applications resides on
the level of learning and cognition. A certain level of “intelligence” can be built
into the radio device using neural networks, in order to develop the next
generation of responsive circuits. The aim is to have a device with “intelligent”
antennas that can recognize their environment, collaborate between themselves
during sensing and communication, reconfigure their radiation, polarization, or
frequency and even self-tune themselves based on changes in their environment or
operational mission.
3.6 Discussion:
In this chapter new reconfigurable antenna designs were presented. A new
reconfiguration technique based on slot rotation was introduced. The fabrication and
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measurement issues of antennas using this reconfiguration technique were addressed.
Rotary switches are proposed to control the slot rotation process.
The activation and deactivation of p-i-n diode switches installed on antennas were
discussed to be achieved through FPGA. The platform as well as the programming
procedure was presented and tested.
In the next chapter Graph models are introduced and reconfigurable antenna graph
modeling guidelines are presented. Graph algorithms can be used to facilitate the design
and automation of reconfigurable antennas.
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CHAPTER 4
GRAPH MODELING RECONFIGURABLE ANTENNAS
4.1 Introduction:
Graphs are symbolic representations of relationships between different points in a
system. They are mathematical tools used to model real life situations, in order to
organize them and improve their status. They are widely used in computer science, control
systems and in the development of algorithms for working with them, is fundamental to
these fields [52]. Graphs also find applications in self assembly robotics where they are
used to model the physics of the particles by describing the outcomes of interactions
among them [53]. A graph may also be a description of a communication protocol; in
particular, a suitably designed graph can precisely describe and direct the changing
network topology of a self-organizing system [53].
Since reconfigurable antennas can be seen as a collection of self-organizing parts;
the authors in [54] used graphs to model this type of antennas. Graph rules can be
introduced to relate each possible topology to a corresponding electromagnetic
performance in terms of achieving a characteristic frequency of operation, impedance
and polarization. These rules can help designers understand reconfigurable antenna
structures and their operation. Various algorithms can be incorporated such as search
algorithms and shortest path algorithms which facilitate the design, automation and
optimization process of reconfigurable antennas.
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In this chapter graph models and their terminologies are introduced. Guidelines
for the modeling of reconfigurable antennas are set and different algorithms are presented
for possible incorporation on FPGA to automate reconfiguration mechanisms.
4.2 Graph Outlines:
4.2.1 The Definition of a Graph:
A graph can be defined as the collection of vertices that may be connected
together with lines called edges. A graph G=(V(G),E(G)) consists of two finite
sets [55]:
-

V (G), the vertex set of the graph, often denoted by just V, which is a
nonempty set of elements called Vertices.

-

E (G), the edge set of the graph, often denoted by just E, which is a possibly
empty set called Edges. Each edge e in E is assigned an unordered pair of
vertices (u, v), called the end vertices of e [55].
Vertices are also sometimes called points, nodes or just dots. If e is an edge

with end vertices u and v then e is said to join u and v. It is important to note that
the definition of a graph allows the possibility of the edge e having identical end
vertices, i.e. it is possible to have a vertex u joined to itself by an edge; such an
edge is called a loop [55].
Example 4.1 [55]:
Let G=(V,E) where V={a,b,c,d,e}, E={e1,e2,e3,e4,e5,e6,e7,e8} and the ends of
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the edges are given by :e1
e5

(b,d), e6

(a,b), e2

(e,d), e7

(b,c), e3

(b,e), e8

(c,c), e4

(c,d),

(e,b).

We can represent G diagrammatically as in Fig. 4.1

Fig. 4.1 A graph G with five vertices and eight edges [55]
4.2.2 The Properties of a Graph:
A graph can be either directed or undirected. A directed graph (often
called digraph) is a finite vertex set V together with a non reflexive relation R on V
[56]. The edges in a directed graph have a certain determined direction while this
is not the case in an undirected graph.
If two or more edges of a graph G have the same end vertices then these
edges are called parallel. A vertex of G which is not the end of any edge is called
isolated. Two vertices joined by an edge are said to be adjacent or neighbors. The
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set of all neighbors of a fixed vertex v of G is called the neighborhood set of v and
is denoted by N (v) [55].
Vertices may represent physical entities and edges between them in the
graph represent the presence of a function resulting from connecting these entities.
If one is proposing a set of guidelines for antenna design, then a possible modeling
rule may be to create an edge between two vertices whenever their physical
connection results in a meaningful antenna function.
Edges may have weights associated with them to represent costs or
benefits that

are to be minimized or maximized. For example if a capacitor is

connecting two end points of a system and these end points are represented by two
vertices in a graph, then the edge connecting these two vertices has a weight equal
to the capacitance of that capacitor. Fig. 4.2 shows an example of an undirected
as well as a weighted directed graph.
An empty graph is a graph with no edges. An edge e of a graph G is said to
be incident with the vertex v if v is an end vertex of e. In this case we also say that
v is incident with e. Two edges e and f which are incident with a common vertex v
are said to be adjacent. The degree d of a vertex v, d(v), is the number of edges of
G incident with v, counting each loop twice, i.e. it is the number of times v is an
end vertex of an edge. A vertex is called odd or even depending on whether its
degree is odd or even.
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Fig. 4.2 An example of an undirected as well as directed graph with weighted
edges
Example 4.2 [55]:
In the graph of Fig.4.3 we have d(v1)=3,d(v2)=4,d(v3)=3,d(v4)=3,d(v5)=1.

Fig. 4.3 A graph with 5 vertices [55]
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4.2.3 The Adjacency Matrix Representation of a Graph:
The adjacency-matrix representation of a graph G, assuming that the
vertices are numbered 1,2,….,|V| in some arbitrary manner, consists of a |V| × |V|
matrix A = (aij) such that [52]:

1
aij = 
0

if (i, j ) ∈ E

(4.1)

Otherwise

Example 4.3 :

Fig. 4.4 A graph representation with 6 vertices
The adjacency matrix of the graph shown in Fig.4.4 is presented in the
matrix A below:

0
1

A = 0

0
1

1 0 0 1
0 1 1 1
1 0 1 0

1 1 0 1
1 0 1 0
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( 4.2)

The adjacency-matrix representation can also be used for weighted graphs.
The corresponding weights in a graph are grouped into the adjacency matrix. For
example, if G = (V, E) is a weighted graph with edge-weight function w(u, v) of
the edge (u, v). W is simply stored as the entry in row u and column v of the
adjacency matrix. If an edge does not exist, a NIL value can be stored as its
corresponding matrix entry, though for many problems it is convenient to use a
value such as 0 or ∞ [52]. Moreover, if the graph is un-weighted, there is an
additional advantage in storage for the adjacency-matrix representation. Rather
than using one word of computer memory for each matrix entry, the adjacency
matrix uses only one bit per entry [52].
4.2.4 Paths and Cycles of a Graph:
A walk in a graph G is a finite sequence :

w = v0 e1v1e2 v2 .....vk −1ek vk

( 4.3)

Whose terms are alternatively vertices and edges such that, for 1≤ i ≤ k, the edges
ei has ends vi-1and vi. Thus each edge ei is immediately preceded and succeeded by
the two vertices with which it is incident. The vertex v0 in the above walk is called
the origin of the walk W, while vk is called the terminus of W. Note that v0 and vk
need not be distinct. A trivial walk is one containing no edges [55].
If the vertices v0,v1,…..,vk of the walk W are distinct then W is called a
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Path. Any two paths with the same number of vertices are isomorphic [55]. The
weight of a path is defined as the sum of the weights of its constituent edges. In
some cases it is useful to find the shortest path connecting two vertices. This
notion is used in graph algorithms in order to optimize a certain function. The
shortest path distance in a non weighted graph is defined as the minimum number
of edges in any path from vertex s to vertex v; otherwise if the graph is weighted
then the shortest path corresponds to the least sum of weights in a particular path.
4.3 Review of Graph applications in control systems such as robotics:
The work [57-60] facilitated understanding the use of graphs to model the
topologies of self assembled systems such as reconfigurable antennas and organize their
communication protocols. Different parts [57-60] self organize and group, they unit and
disperse based on different rules and different conditions. Achieving this self-assembly
robots resorted to graph grammar [57-60]. Graph grammar was defined and algorithms
were introduced to achieve the desired performance.
In [58] a class of graph grammar was defined. It can be used to model and direct
distributed robotic assembly or forming processes. A grammar was synthesized [58] so
that it generates a given pre-specified assembly. A graph grammar program for robotic
self-assembly was also described [59], together with measurements of kinetic rate data,
yield a Markov process model of the dynamics of programmed self-assembly. Graph
grammar was also shown usable to describe or direct the changing connection topology of
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a collection of self-organizing robots. Productions in a graph grammar described the legal
local interactions in which the robots may engage, and the resulting global structures and
processes that form can be analyzed by looking at the set of reachable graphs generated by
the grammar.
4.4 Rules and Guidelines for Graph Modeling Reconfigurable Antennas:
In this section, we set some rules to graph model reconfigurable antennas. These
rules are not unique; however they are required for our reconfigurable antenna design
steps; i.e. a designer following our design steps with the proposed graph modeling rules
should end up with an optimal reconfigurable antenna.
The graph modeling of a certain antenna is governed by its structure and the
reconfiguration techniques used in that particular structure. Each rule is valid for a
certain reconfigurable antenna group. These groups were defined in section 1.2 of
chapter 1 of this work. We set constraints for each rule in order to facilitate the graph
modeling process.
Rule 1.a: The graph modeling of a multi-part antenna whose parts are connected by
switches is undirected with weighted edges connecting the vertices that represent the
different parts.
Valid for:
This rule is valid for multi-part group 1 antennas.
Constraints:

73

The connection between each two parts has a distinctive angular direction. The
designer defines a reference axis that represents the direction that the majority of parts
have with each other or with a main part. The connections between the parts are
represented by the edges. The edges’ weights represent the angles that the connections
make with the reference axis. A weight W=1 is assigned to an edge representing a
connection that has an angle 0˚ or 180˚ with the reference axis, otherwise a weight W=2 is
assigned to the edge as shown in Eq. (4.4).

(4.4)

Wij = Pij
1 Aij = 0° or180°

Where Pij = 2 Otherwise


Where Aij represents the angle that the connection i,j form with the reference axis.
Example 4.4:

As an example we will take the antenna shown in Fig.4.5 [7-10] and model it into a
graph following rule 1.a. The basic antenna is a 130˚ balanced bowtie. A portion of the
antenna corresponds to a two-iteration fractal Sierpinski dipole. The remaining elements
are added (three on each side) to make the antenna a more generalized reconfigurable
structure.
Following rule 1.a, the different adjacent triangular parts of the antenna (triangles
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added) are interconnected by MEMS switches as shown in Fig. 4.5. The vertices in the
graph model represent the triangles added. The edges connecting these vertices represent
the connection of the corresponding triangles by MEMS switches. If a switch is activated
to connect triangle T1 to triangle T’1 shown in Fig. 4.5 then an edge appears between the
vertex T1 and the vertex T’1 as shown in the 1st state of the graph model in Fig. 4.6. In
this design the connection between T1 and T2 , T2 and T4, T’1 and T’3 , T’3 and T’6 are
collinear with the reference axis and as a result the edges representing these connections
are weighted with W=1 and W=2 for the other connections. The cost of connecting parts
at the same direction is less (w=1) than connecting parts at a deviated direction (w=2).

Fig. 4.5 The antenna structure in [7-10]
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Fig. 4.6 Graph model for different configurations of the antenna in [8]

76

Rule 1.b: The graph modeling of a single part antenna with switches bridging over
slots is undirected with non-weighted edges connecting vertices that represent the end
points of each switch.
Valid for:
This rule is valid for single part group 1 antennas.
Constraints:
In the case of switches bridging over multiple slots in one antenna structure the
graph model takes into consideration one slot at a time.
Example 4.5:
As an example we will take the antenna shown in Fig. 4.7.a [5]. This antenna is a
triangular patch antenna with 2 slots incorporated in it. The authors suggested 5 swicthes
to bridge over each slot in order to achieve the desired required functions.
The graph modeling of this antenna following rule 1.b is shown in Fig. 4.7.b where
vertices represent the end points of each switch and edges represent the connections
between these end points. When switch 1 is activated an edge appears between N1 and
N’1 representing the 2 end-points of switch 1. The graph model of Fig. 4.7.b represents
each slot at a time. For example N1 represent end-point 1 for switch 1 in slot 1 and endpoint 1 for switch 1 in slot 2.
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a.

b.
Fig. 4.7 a. Antenna structure in [5] with different configurations. b. Graph modeling
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Rule 2.a: The graph modeling of a multi-part antenna with parts connected by
capacitors or varactors is undirected with weighted edges connecting vertices that
represent the different parts connected.
Valid for:
This rule is valid for multi-part group 2 antennas.
Constraints:
The edges’ weights in this case are calculated according to Eq. 4.5. All the
capacitances of the different capacitors connecting the parts should be transformed to the
same unit and then they should be normalized with respect to the largest capacitance. The
weights represent the addition of the normalized capacitances values with the values of Pij
as shown in Eq. 4.5. Pij was discussed in rule 1.a.

(4.5)

Wij = Pij + Cij normalized
1 Aij = 0° or180°

Where Pij = 2 Otherwise


Where Aij represents the angle that the connection i,j form with the reference axis. Cij
represents the normalized capacitance of the capacitor connecting parts i and j.
In Fig.4.8, a graph with 3 edges connecting 4 vertices is presented. The weights of

79

the edges are calculated according to Eq. 4.5 as detailed in Eq. 4.6 (a,b.c)and assuming
that the capacitors have the same unit:

Fig. 4.8 Illustration of Rule 2.a

C1
C1
+ PAB =
+1
Max(C1, C 2, C 3)
Max(C1, C 2, C 3)
C2
C2
W2 =
+ PBC =
+1
Max(C1, C 2, C 3)
Max(C1, C 2, C 3)
C3
C3
W3 =
+ PBD =
+2
Max(C1, C 2, C 3)
Max(C1, C 2, C 3)
W1 =

(4.6.a )
(4.6.b)
(4.6.c)

Example 4.6:
In this case we take the antenna shown in Fig. 4.9 [12]. The antenna is a 2x2
reconfigurable planar wire grid antenna designed to operate in free space. Variable
capacitors were placed in the centers of 11 of the 12 wire segments that comprise the grid.
The values of the variable capacitors were constrained to lie between 0.1pF and 1 pF. The
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graph modeling of this antenna follows rule 2.a and is shown in Fig. 4.10. The vertices in
this graph model represent the different parts of the lines that are connected together via a
capacitor.

Fig. 4.9 Antenna structure in [12]

Fig. 4.10 Graph model of the antenna in [12]

The values of the capacitors were not specified in [12]. The weights governing the
edges are defined according to Eq. 4.5 and are shown in the adjacency matrix
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 0
W 21

 0

 0
A=  0

W 61
 0

 0
 0

Where

W 12

0

0

0

W 16

0

0

0
W 32
0
W 52

W 23
0
W 43
0

0
W 34
0
W 54

W 25
0
W 45
0

0
0
0
W 56

0
0
0
0

0
0
0
W 58

0
0
0

0
0
0

0
0
0

W 65
0
W 85

0
W 76
0

W 67
0
0

0
0
0

0

0

W 94

0

0

0

W 98

C1
+2
Max(C1,..., C11)
C2
=
+1
Max(C1,..., C11)
C5
=
+2
Max(C1,..., C11)
C8
=
+2
Max(C1,...C11)
C11
=
+1
Max(C1,..., C11)

W12 =

W23 =

W34

W49 =

W45
W98
W52

W61 =

W56 =
W85 =
W76 =

0


0 
0 

W 49 
0 

0 
0 

W 89 
0 

( 4 .7 )

C2
+2
Max(C1,..., C11)
C4
+1
Max(C1,..., C11)
C6
+2
Max(C1,..., C11)
C10
+1
Max(C1,..., C11)
C7
+1
Max(C1,..., C11)

C9
+1
Max(C1,..., C11)

Rule 2.b: The graph modeling of a single part antenna where capacitors or varactors
are bridging over slots is undirected with weighted edges connecting vertices that
represent the end points of each capacitor.
Valid for:
This rule is valid for single part antennas of group 2.

82

Constraints:
The graph should be undirected and weighted where the weights are defined in Eq.
4.8.

( 4.8)

Wij = C ijnormaliz ed

Where Cij represents the normalized capacitance of the capacitor connecting endpoints i and j. The capacitances values are calculated as discussed in rule 2.a. In the
case of multiple slots, rule 1.b applies with the addition of Eq. 4.8.
Example 4.7:
As an example we take the antenna shown in Fig. 4.11 [6]. Different variable
capacitance diodes (varactors) values are used, and these varactor values are obtained by
changing the biasing voltages. The graph modeling of this antenna follows rule 2.b. where
the vertices represent the end points of the different varactors. The undirected edges are
weighted with different varactor values. The graph model is shown in Fig. 4.12.

Fig. 4.11 Antenna structure in [6]
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Fig. 4.12 Graph modeling for the antenna in [6]

Rule 3: The graph modeling of an antenna using angular change in its structure is
undirected with weighted edges connecting vertices that represent the different angles
of the physical action.
Valid for:
This rule is valid for antennas of group 3.
Constraints:
The graph modeling of this type of antennas is undirected since the angular change
(bending or rotation) is reversible. The vertices represent the angles of this physical action.
The weighted edges connecting the vertices represent the rotation or the bending process
that is the state change from one angle to another. The weights represent constraints
related to the system controlling the angular change like the rotation or the bending
process i.e. time of rotation…
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Example 4.8:
As an example we take the antenna shown in Fig. 4.13 [3]. This antenna exhibited
a return loss tuning and a reconfigurable radiation pattern [3]. The graph modeling follows
rule 3 where the bending angles are considered as vertices. The physical bending is
occurring as a response to an external field applied then removed when the antenna
reaches a rest angle. The time it takes for an antenna to reach that rest angle is very
important in the antenna’s applications. The edges’ weights which are the costs that a
designer must pay may represent in this case the time of bending. The different weights
can be evaluated as in Eq. 4.9:

wij = T ( Ai → A j )

( 4 .9 )

The weight Wij in this case represents the time it takes to bend the antenna from
position i into position j. The adjacency matrix A shown below can be evaluated
numerically however the exact numerical values depend on the fabricated system.

0
T ( A1 → A2 ) T ( A1 → A3 ) T ( A1 → A4 ) 

T ( A → A )
0
T ( A2 → A3 ) T ( A2 → A4 ) 
2
1

A=
T ( A3 → A1 ) T ( A3 → A2 )
0
T ( A3 → A4 ) 


0
T ( A4 → A1 ) T ( A4 → A2 ) T ( A4 → A3 )

This antenna is shown in Fig. 4.13 and the graph modeling is shown in Fig. 4.14.
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( 4.10)

Fig. 4.13 Antenna structure in [3]
In the graph model of Fig.4.14 A1 represents 0˚, A2 represents 15˚, A3 represent
45˚ and A4 represents 90˚. Bending from 0˚ to 45˚ has to pass by 15˚ then the path from
A1 to A3 has to pass by A2 as shown in Fig.4.14.

Fig. 4.14 Graph modeling of the antenna in [3]
Rule 4:

The graph modeling of an antenna using biasing networks to attach

additional parts to each other is undirected with weighted edges connecting vertices
that represent the parts of the whole antenna system.
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Valid for:
This rule is valid for antennas of group 4.
Constraints:
The same constraints as rule 1.a apply.
Example 4.9:
As an example we take the antenna shown in Fig. 4.15 [4]. Reconfiguration is
achieved by turning ON or OFF various sections, to change the active length of the
assembled monopole structure. The graph modeling of this antenna follows rule 4 where
the different parts are the vertices and the edges represent the connection of these parts by
the activation of the different biasing networks. The antenna’s graph model is shown in
Fig. 4.16.

Fig. 4.15 The antenna structure in [4]
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Fig. 4.16 Antenna graph model

Rule 5: The graph modeling of an antenna array where different antennas are excited
at different times is undirected with weighted edges connecting vertices that represent
the different antennas forming the array.

Valid for:
This rule is valid for antenna of group 5.
Constraints:
In the case where different antennas in an array system are excited at different
times, the vertices in the modeling graph represent the different antennas. Undirected
edges connecting different vertices represent the excitation presence of the corresponding
different antennas at the same time. The angle that the antennas form with each other is of
importance in the array function. The corresponding graph should be undirected with
weighted edges where weights correspond to the antennas’ positions relatively to each
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other in addition to the absolute value of the mutual coupling in the case where mutual
coupling is counted. M is the mutual coupling. All of the mutual coupling values should be
expressed in the same unit and then they should be normalized with respect to the highest
value. The weights are calculated according to Eq. 4.11:

(4.11)

Wij = Pij + Mijnormalized
1 Aij = 0° or180°

Where Pij = 2 Otherwise



Aij represents the angle that the antennas have with each other. Mij represents the
normalized mutual coupling amount between antennas i and j. If there isn’t any mutual
coupling between the antennas i and j then Mij=0.
Example 4.10:
As an example we take the antenna shown in Fig. 4.17 [25]. This antenna is a 3Dimensional model and it exhibits reconfigurable radiation pattern [25]. The graph
modeling of this antenna follows rule 5 where the vertices are the different antennas on the
different cube faces and the edges between them occur when the corresponding antennas
are activated at the same time simulating their connection by the same feeding network
and their radiated field coupling connection. The exact mutual coupling values between
each 2 antennas were not specified in [25] however the weights are calculated according
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to Eq. 4.11 and are shown in the adjacency matrix A below. The graph model is shown in
Fig. 4.18.

 1

2 + M 21
A=
1 + M 31

2 + M 41

2 + M 12

1 + M 13

2
2 + M 32

2 + M 23
1

2 + M 42

2 + M 43

2 + M 14 

2 + M 24 
2 + M 34 

2 

Fig. 4.17 The antenna array in [25]

Fig. 4.18 Graph model of the array antenna in [25]
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(4.12)

Rule 6: The rules defined previously in this section apply for the graph modeling of a
reconfigurable feeding antenna where the reconfiguration is achieved in the feeding
network.
Valid for:
This rule is valid for antennas of group 6.
Constraints:
The graph components in this case represent the feeding components. All the rules
constraints defined previously apply correspondingly. For example if the feeding
reconfiguration is through switches then rule 1.a applies and so on.
Example 4.11:
As an example we take the antenna in [24]. This antenna is based on the parasitic
antenna concept and it realizes pattern diversity. To realize the pattern diversity, each of
the slot pairs in the parasitic patches is loaded by a switchable stub. The stub lengths are
adjusted by p-i-n diodes which allow four different patterns for one of the polarization
state [24]. . By switching ON a diode while the other is OFF, the antenna can switch
between horizontal or vertical polarization states with a single feeding port. Fig. 4.19
shows the feeding configuration connected by different diodes. The graph model
according to rule 6 leads us to rule 1.a. where the vertices are the different lines in the
feeding network connected together. The graph model is shown in Fig. 4.20 where the
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edges weights are calculated according to Eq.4.4. We took into consideration 4 antenna
states in the graph model shown in Fig. 4.20.
A summary of all the previous rules is shown in Table 4.1.

Fig. 4.19 The feeding network of the antenna in [24]

92

Fig. 4.20 The graph model for the antenna in [24]
4.5 Dijkstra’s Shortest Path Algorithm:
4.5.1 Introduction to Dijkstra’s algorithm:
Dijkstra's algorithm [52] solves the single source shortest-paths problem on
a weighted, directed graph for the case in which all edge weights are nonnegative.
The algorithm repeatedly selects the vertex with the minimum shortest-path
estimate. For a given node in the graph, the algorithm finds the lowest cost path
between that vertex and every other vertex. The algorithm can also be used to find
the costs of shortest paths from one node to a certain destination node. The
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algorithm needs to stop once the shortest path has been identified. A summary of
Dijkstra’s algorithm operating procedure is shown in Fig. 4.21

Fig. 4.21 The shortest path shown in red as calculated by Dijkstra's algorithm for a
weighted graph
4.5.2 Dijkstra’s Algorithm Mechanism:
Dijkstra's algorithm [52] starts at the source vertex, s, it grows a tree, T,
that ultimately spans all vertices reachable from S. Vertices are added to T in order
of distance i.e., first S, then the vertex closest to S, then the next closest, and so
on. The distance between two vertices is affected by the edge weight connecting
these two vertices.
Dijkstra’s algorithm can be described in the following 8 steps [52]:
1. INITIALIZE SINGLE-SOURCE (G, s)
2. S ← { }

// S will ultimately contains vertices of final shortest-path weights

from s
3. Initialize priority queue Q i.e., Q ← V[G]
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4. while priority queue Q is not empty do
5.

u ← EXTRACT_MIN(Q)

6.

S ← S È {u} // Perform relaxation for each vertex v adjacent to u

7.

for each vertex v in Adj[u] do

8.

// Pull out new vertex

Relax (u, v, w)

Switches

Capacitors

Angular
Change
Many Biasing
Networks
Antenna
Arrays
Reconfigurable

Multi- Vertices
Part
YES
Parts
NO
EndPoints
YES
Parts
NO
EndPoints
N/A
Angles

Directed Weighted

YES

Parts

NO
NO

YES
NO

NO
NO

YES
YES

NO

YES

NO

YES

N/A

Antennas NO

YES

YES

Parts

YES

NO

Feeding
Table 4.1 A summary of section 4.4 rules for the graph modeling of reconfigurable
antennas
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An illustration of the step by step operation of Dikstra’s algorithm is shown in Table 4.2

Step 1: Given initial graph G=(V, E).
All
nodes have infinite cost except the
source
node, s, which has 0 cost.
Step 2: First we choose the node,
which is closest to the source node, s.
We initialize d[s] to 0. Add it to S.
Relax all nodes adjacent to source, s.
Update predecessor for all nodes
updated. (check green arrows)

Step 3: Choose the closest node, x.
Relax all nodes adjacent to node x.
Update predecessors for nodes u, v
and y .( check green arrows)
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Step 4: Now, node y is the closest
node, so add it to S. Relax node v and
adjust its predecessor. (green arrows)

Step 5: Now we have node u that is
closest. Choose this node and adjust
its neighbor node v. (green arrows)

Step 6: Finally, add node v. The
predecessor list now defines the
shortest path from each node to the
source nodes. (green arrows)

Table 4.2 The illustration of the step by step operation of Dijkstra's algorithm
4.5.3 Applying Dijkstra’s Algorithm to The Control Process of Reconfigurable
Antennas:
In certain reconfigurable antennas a shorter path may mean a shorter
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current flow and thus a certain resonance associated with it. A longer path may
denote a lower resonance frequency than the shorter path.

In reconfigurable

antennas resorting to physical and angular alterations a shorter path means a faster
response and a swifter reconfiguration.
The antenna in [43] resorts to slot rotation to achieve reconfiguration.
Several commercial rotary switches can be used to automatically rotate the slot.
Rotary switches can also be customized for this design and implemented through
an FPGA (Field Programmable Gate Array) to control the rotation of the slots on
the antenna.
The graph model of this antenna follows rule 4 of section 4.4. Vertices
correspond to the antenna's different angles of rotation as shown in Fig. 4.22. The
edges connecting these vertices are undirected and they represent the rotation
process between 2 angles.
The cyclic flow of the graph is due to the fact that the graph is modeling
the rotation process controlled by rotary switches. The mode of operation of
rotary switches ensures a sequential rotation. For example if A1 represents 0
degree, A2 represents 30 degrees and A3 represents 60 degrees. The rotation from
0 degree to 60 degrees is represented by edges connecting A1 (0 degree) to A2
(30 degrees) and A2 (30 degrees) to A3 (60 degrees). The edges in the graph are
weighted. In this model the weights represent the time of rotation from one angle
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into another and they are calculated according to Eq. 4.9. The graph modeling of
this antenna with all possible edges is shown in Fig. 4.22.

Fig. 4.22 All possible configurations represented by all possible edges [43]
In the case where this antenna is implemented on a time sensitive platform
like a satellite, arriving at the desired position with the shortest time possible,
regardless of the system constraints is very important. Finding the shortest path for
each possible scenario is a major requirement.
The complication of the rotational slotted antenna may vary from one
system into another. For example: In a particular system, going from 0 degree to
30 degrees might be more costly than going from 0 to 230 degrees and thus the
importance of application of algorithms like Dijkstra’s algorithms. This algorithm
can be used to program an FPGA to control the rotation of the slots through a
rotary switch. The direction of rotation of the slots will be chosen according to the
direction of the shortest path to move from one position into another.
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The adjacency matrix A showing all the graph weights calculated according
to Eq. 4.9 is shown below. This matrix represents only four rotation processes. It
can be evaluated numerically however the exact numerical values depend on the
fabricated system and the rotary switch used.

0
T ( A1 → A2 ) T ( A1 → A3 ) T ( A1 → A4 ) 

T ( A → A )
0
T ( A2 → A3 ) T ( A2 → A4 ) 
2
1

A=
T ( A3 → A1 ) T ( A3 → A2 )
0
T ( A3 → A4 ) 


0
T ( A4 → A1 ) T ( A4 → A2 ) T ( A4 → A3 )


( 4.13)

4.6 Discussion:
In this chapter guidelines for graph modeling the different groups of reconfigurable
antennas were introduced. These guidelines will lead in the next chapters to new design
and optimization techniques as discussed in Chapters 5 and 6. These models will be
combined with information theory in Chapter 7 to analyze the reliability and complexity
issues of reconfigurable antenna systems.
Dijkstra’s shortest path algorithm was also introduced in this chapter. This
algorithm is proposed to be applied to an FPGA to control the rotation process of slots in
reconfigurable antennas. The application of this algorithm on reconfigurable antennas
using mechanical alteration, achieves reconfiguration in the fastest and most efficient
manner.
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CHAPTER 5
A RECONFIGURABLE ANTENNA DESIGN APPROACH USING GRAPH MODELS
5.1 Introduction:
Despite some publications where genetic algorithms were used as a design
methodology for reconfigurable frequency selective surfaces [61]; the design of
reconfigurable antennas with all the available techniques today still lacks any clear tactic.
Reconfigurable antenna structure redundancy has never been previously
investigated. Presently, efficient designs are desired in order to reduce costs and losses. In
fact one might propose a design technique that will lead to a constraint satisfying design
that lacks redundant elements and unnecessary electronic components.
Antenna designers are in need of an easy tool that is not time consuming or
modeling exhaustive. In order to achieve this goal we resorted to graph models. In this
chapter we present a new reconfigurable antenna designing technique that combines
antenna theory, reconfiguration techniques and graph models. This technique consists of
six steps that make use of concepts discussed in previous chapters. Following the steps of
this technique a designer ends up with an optimal design.
5.2 Proposed Reconfigurable Antenna Design Steps
We set some steps to facilitate the reconfigurable antenna design. The designer can
use these steps in a new designing project. These steps are concluded from patterns
noticed in existing designs.
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Step 1: Specify the reconfigurability property that needs to be obtained
First, the designer needs to define the reconfigurability property required from the
antenna. These properties can be a reconfigurable frequency, reconfigurable radiation
pattern, reconfigurable polarization or different combinations of these properties. Based
on the desired property the designer can later on, in the following steps, decide on the type
of antenna he/she needs to design, which reconfiguration technique to employ and fine
tune its design accordingly.
Example on Design Step 1:
Resonance tuning and reconfigurable radiation pattern
Step 2: Specify the antenna structure while considering the design constraints
At this step the designer is required to have an idea of the general shape and
structure of the design in question, considering all the imposed constraints and without
determining the exact dimensions and specifications.
Example on Design Step 2:
The designer [48] is required to design a multi-band planar antenna (constraint
1). This antenna is also required to have 5 different configurations (constraint 2). In
order to meet the requirements the designer decides to use intersecting microstrip lines.
Four microstrip lines and a mid-section patch are required to satisfy the constraints.
Fig. 5.1.a shows the structure in [48]
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Fig. 5.1 The proposed structure a) Switches ON . b) Switches OFF

Step 3: Choose the reconfigurable technique by applying the statements in section
1.3 and considering the design constraints.
Based on all the statements defined in section 1.3 the designer can resort to many
techniques. For frequency reconfigurable antennas, the application of statement 1 requires
the usage of switches, capacitors or other techniques as in [7-23].
For antennas with reconfigurable radiation pattern, the application of statement 2
requires the incorporation of switches, a physical alteration or the reconfiguration of the
feeding network as in [24-26]. For reconfigurable polarization the application of statement
3 requires the installation of switches, capacitors, incorporation of antenna arrays or the
reconfiguration of the feeding network [27-28]. Finally, for an antenna with multiple
reconfigurable properties the application of statement 4 requires the incorporation of the
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principles mentioned in section 1.3 simultaneously [29-32].
Example on Design Step 3:
Since the antenna in Fig.5.1 needs to exhibit resonance tuning and a
reconfigurable radiation pattern then statement 4 of section 1.3 applies which proposes a
combination of statements 1 and 2. We need to execute a surface current distribution
alteration and an alteration of the radiating edges.
By using switches to connect and disconnect the mid-section from the microstrip
lines as shown in Fig.5.1, the whole antenna structure changes leading to a modification
in the surface currents distribution and the radiating edges.
Step 4: Graph model the structure using proposed guidelines
Graph model the design based on the general shape of the structure initiated in step
2 and the graph modeling rules and guidelines of section 4.4 in chapter 4.
Example on Design Step 4:
Graph model the structure shown in Fig.5.1. In this case, rule 1.a of section 4.4
is applied. We have a mid section that other parts will be added to it. The vertices will
represent the parts. Let’s call the vertex representing the mid-section P0. The different
parts will be added symmetrically and at the same time as shown in Fig.5.1. The edges
connecting the vertices represent the connection of these parts to the mid-section. The
graph model is shown in Fig. 5.2.
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Fig. 5.2 The graph model showing all possible connections
Step 5: Fine tune the structure according to desired applications using simulations
and testing.
Simulate the structure outlined in step 2 and fine tune it to satisfy the existing
constraints. At this point the design is defined and specified with exact dimensions. The
designer is required to check with measurements if necessary the accuracy of its design
and the fidelity of its response.
Example on Design Step 5:
Simulate the structure shown in Fig.5.1 to satisfy the existing constraints. The
structure of the proposed antenna [48] is discussed in section 3.4.2 of chapter 3. The S11
parameter of this antenna was measured between 1 Ghz and 6 Ghz. 5 resonances are
clearly shown between 2.5 Ghz and 6 Ghz. The antenna presents both a reconfigurable
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return loss and a reconfigurable radiation pattern as shown in Fig. 3.28, 3.29 and 3.30
of section 3.4.3 in chapter 3.
Step 6: In the case the designer is interested in finding an optimal solution for a
configuration parameter such as redundancy. The designer should iteratively repeat
steps 4 and 5 checking the feasibility of a solution as the constraints are tightened.
An iterative repetition of steps 4 and 5 with tightening the constraints results in a
non-redundant structure. The designer needs to start by removing parts from his/her
structure while preserving the topological symmetry and characteristics. If by repeating
steps 4 and 5 the designer ends up with the same antenna performance then the parts
removed were redundant. A constant tightening of constraints and repetition of steps 4
and 5 until the desired functions are not obtained results in an optimal design.
Example on Design Step 6:
Optimizing the design requires five different configurations, which is interpreted
by attaching 2 lines from each side of the mid-section. Five total parts preserves the
symmetry of the structure and conserves the radiation pattern properties.
The graph model of the optimized antenna is shown in Fig. 5.3. The antenna was
simulated with 2 parts from each side as shown in Fig. 5.4. The optimization of the 2
parts with HFSS V.11 led to lines of width 0.9 cm and length 1.15 cm from each side of
the mid-section. A comparison was made between the optimal antenna and the old
redundant antenna and the return loss results are very similar as shown in Fig. 5.5 which
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proves that the parts removed were redundant and 4 switches were spared. The radiation
patterns of the non optimal and the optimal antennas are compared in Fig. 5.6 when the
switches are not activated (OFF) which proves that the removal of the redundant parts
did not affect the radiation pattern properties. The optimal antenna is now fabricated
and tested and great analogy was shown between the tested and simulated S11 results as
shown in Fig. 5.7. The optimized fabricated antenna and the original fabricated
redundant antenna are shown in Fig. 5.9 for comparison.

Fig. 5.3 The graph model of the iteratively optimized structure
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Fig. 5.4 The iteratively optimized antenna

Fig. 5.5 Comparison between the S11 results for the non-optimal and the optimal antenna
when the switches are activated
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Fig. 5.6 The radiation pattern for the non optimal and the optimal antenna when the
switches are open

Fig. 5.7 A comparison between the simulated and tested S11 results for the optimal
antenna
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Fig. 5.8 The fabricated antennas
A Chart representing the proposed design technique is shown in Fig.5.9.
5.3 Designing Reconfigurable Antennas Using Proposed Design Steps
Example 5.1:
The objective of the design shown in Fig.5.10 [20] is to obtain a reconfigurable
microstrip antenna that resonates at first at 1.85 GHz and 3.2 GHz, then at 1.85 GHz and
3.4 GHz and then at 1.85 GHz and 3.6 GHz. This antenna tunes the lower frequency from
1.85 GHz to 2.4 GHz, the higher frequencies remain unchanged. Four symmetrical parts
are added for each length [20]. In this example the antenna is redesigned and the decision
to add four symmetrical parts is re-examined. According to section 5.2:
Step1: A reconfigurable return loss.
Step2: The antenna required is a microtrip antenna. The material used is Rogers RO 3203
with 1.524 mm of height. The shape of the patch which is a monopole and having a
coplanar ground plane is one of the constraints.
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Fig. 5.9 A chart representation of the proposed design technique
Step3: Since this antenna is required to exhibit a reconfigurable return loss then statement
1 of section 1.3 applies. Switches are chosen to connect different parts to the monopole
which satisfies a second designing constraint.
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Step 4: Graph model the structure using section 4.4 rules. In this case rule 1.a of section
4.4 applies. We have a main monopole that other parts will be added to it. The vertices
represent the different parts. Let’s call the vertex representing the main monopole P0 and
the added monopole P1. Three frequency changes are required for each length of the
monopole; this means 3 antenna configurations are required for each monopole length.
The 4 symmetrical parts added in [20] are represented by P2, P3, P4 and P5. The
edges between the vertices represent the connection of the different parts. These edges
will be weighted and the weights are calculated according to Eq. 4.4. The main
monopole’s direction is considered as the reference axis. The graph modeling of this
antenna with all possible connections is shown in Fig. 5.11. The adjacency matrix A
representing all the weights for the antenna with a total of 6 parts is shown below.

W 00
W 10

W 20
A=
W 30
W 40

W 50

W 01 W 02 W 03 W 04 W 05 0
W 11 W 12 W 13 W 14 W 15  1
W 21 W 22 W 23 W 24 W 25 0
=
W 31 W 32 W 33 W 34 W 35  2
W 41 W 42 W 43 W 44 W 45  2
 
W 51 W 52 W 53 W 54 W 55 0

1 0 2 2 0
0 0 0 0 0
0 0 1 0 0

0 1 0 0 0
0 0 0 0 1

0 0 0 1 0

(5.1)

Step 5: The design is simulated. The dimensions of the parts are optimized so that if the
switch is off, 1.85 GHz is obtained and if the switch is on, 2.4 GHz is obtained.
Step 6: The designer’s decision is not optimal since by comparison between the number of
antenna configurations and the number of resonances obtained we find that 2 parts can be
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easily omitted. An iterative repetition of steps 4 and 5 would result in removing the
antenna redundancies. The desired optimal structure is graph modeled in Fig.5.12. The
same functional behavior should be obtained from the optimized antenna. The optimized
antenna structure has 4 parts instead of 6 and two switches should be eliminated. The
optimized antenna resembles the original one in Fig. 5.10, except that it has only 4 total
parts instead of 6. The adjacency matrix of the graph represented the optimized structure
is shown below:

0
1
Aopt = 
2

2

1 2 2
0 0 0 
0 0 0

0 0 0

(5.2)

Fig. 5.10 Antenna structure in [20] with parts numbered
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Fig. 5.11 Graph modeling before designing the antenna showing the different antenna
configurations
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Fig. 5.12 Graph modeling for the optimal antenna design
Example 5.2:
Step1: Frequency reconfigurable antenna
Step2: The antenna type required is a microstrip antenna [5]. The substrate is a quartz
substrate which satisfies one of the constraints [5]. This antenna is shown in Fig.5.13
where the choice of a triangular patch constitutes a second constraint.
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Step3: Since this antenna is required to be frequency reconfigurable, then statement 1 of
section 1.3 applies. RF MEMS are chosen to achieve reconfiguration (constraint 3) and
this antenna is also required to operate at a specific mode (constraint 4). Slots with RF
MEMS bridging over are incorporated into the triangular patch to achieve the specific
mode [5].
Step 4: Graph model the structure using section 4.4 rules. In this case rule 1.b should be
used. We have slots where switches are bridging over to achieve five different current
paths. The vertices represent the end-points of the switches and the edge connecting 2
vertices represent a physical connection between the corresponding end-points. So each
set of connections will represent a distinctive antenna configuration. The graph model is
shown in Fig.5.13 where each vertex represents 2 end-points corresponding to 2 different
switches at a symmetric position in the 2 slots. For example N1 represent end-point 1 for
switch 1 in slot 1 and end-point 1 for switch 1 in slot 2.
Step 5: The last step is simulation. The position of the slots is optimized and the length
and width of the slots are specified [5].
Step 6: The use of 10 switches is not optimal and 4 switches are sufficient to achieve 5
different antenna configurations. All design constraints must be met including maintaining
the same radiation characteristics. Two slots are preserved at the same position and in the
same direction, however instead of having 10 switches, 4 switches accomplish the same
job efficiently. An iterative repetition of steps 4 and 5 should be executed. The graph
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model representing the optimized antenna is shown in Fig. 5.14 where each vertex
represents an end-point of one switch in the slots.

a.

b.
Fig. 5.13 a. Different antenna configurations. b. Corresponding graph models
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Fig. 5.14 The graph model of the proposed optimized topology
Example 5.3:
Step 1: Frequency reconfigurable antenna
Step2: The basic structure of the antenna is discussed in section 3.2 of chapter 3.
Step 3: The technique here is the slot rotation [22,40].
Step4: Graph modeling the structure. In this case rule 4 in section 4.4 applies. The
vertices represent the angles of rotation and the edges connecting these vertices are
undirected and they represent the rotation process between 2 angles as discussed in
section 4.5.3. The graph model of this antenna is shown in Fig.5.15 and Table 5.1 shows
graph models for different configurations of the antenna in question.
Step5: Simulating the actual design and testing it. The simulation and measurement results
are discussed in section 3.2 of chapter 3.
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Step6: Since for each slot position the antenna exhibits a different resonance then this
antenna does not have any redundancies unless the number of configurations required was
limited. Such reconfiguration techniques make the iterative process unnecessary in case all
possible configurations were accepted.

Fig. 5.15 Graph model for all possible configurations
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Table 5.1 Graph models for possible antenna configurations
5.4 Discussion:
In this chapter a new design technique was presented. This technique was tested
with many examples and proven to facilitate the design process and iteratively optimize
the final prototype. It helps researchers design reconfigurable antennas in a structured and
organized manner. It also gives them a redundancy reduction methodology. However this
technique is iterative and may be computationally exhaustive in large cases. In the next
chapter we will present a mathematical optimization technique based on graph models.

120

CHAPTER 6
OPTIMIZING RECONFIGURABLE ANTENNAS USING GRAPH MODELS
6.1 Introduction and Optimization Techniques Review:
Different optimization algorithms are used to achieve the designers’ objective of
smoothing state transition in a reconfigurable antenna. In [61] the flexibility of a grid of
metallic patches interconnected by a matrix of switches is exploited by optimizing the
switch settings using a genetic algorithm to produce a desired frequency response. Genetic
algorithms are also used in [62] to search the patterns that the antenna might produce for a
given frequency.
Neural networks are used to select which switching devices should be activated
for each reconfiguration state [9]. Each group of selected switches allows the antenna to
resonate at a certain band. This task is handled as a classification type of problem and is
accomplished by a self-organizing map neural network (SOM NN) [63].
A method based on the clonal selection algorithm (CLONALG) is used to design
a reconfigurable dual-beam linear antenna array with excitation distributions differing only
in phase [64]. The CLONALG is a relatively novel population-based evolutionary
algorithm inspired by the clonal selection principle of the human immune system.
In order to decide which optimization method is the most convenient for a specific
design, different algorithms are compared together [65]. The use of genetic algorithms,
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simulated annealing, and ant-colony optimization applied to reconfigurable antennas is
investigated in [65]. All these algorithms are compared to the random search method. The
work shows that each optimization algorithm outperforms the random search method
[65]. A comparison between genetic algorithms and particle swarm optimization, versus
the cross-entropy method is shown in [66]. Results show that the cross-entropy method
has a fast convergence speed, but it needs large population sizes to function [66]. A
particular optimization algorithm cannot be separated from the rest as the best fit before
selecting a specific reconfigurable scheme [67].
In this chapter a new optimization technique based on graph models is presented.
This technique discussed briefly in [68-69] resorts to the graph modeling guidelines
previously defined in Section 4.4. Based on these guidelines a set of equations is
formulated. These equations will indicate the presence or lack of redundancy in an antenna
structure and in the number of reconfiguring elements used. This approach proposes a
way of reducing the antenna structure’s complexity and thus can’t be compared to the
techniques discussed previously due to the difference in objective.
6.2 Structure Redundancy Optimization:
A part is defined as redundant if its presence gives the antenna more functions than
required and its removal does not affect the antenna’s desired performance. The removal
of a part from the antenna structure may require a change in the dimensions of the
remaining parts in order to preserve the antenna’s original characteristics i.e. a redundant
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part can be removed as long as its removal will not affect the polarization status of the
antenna in a reconfigurable return loss and reconfigurable polarization antenna.
Every path in every graph model representing the reconfigurable antenna should
correspond to a different configuration. If the number of unique paths in the graph model
is larger than the number of configurations, then redundancy might exist in the antenna
structure. An example of counting the total number of unique paths in a graph model is
shown in Fig. 6.1. If redundant parts were removed from the antenna structure their
corresponding vertices and edges should be removed from the graph model.

Fig. 6.1 An example of possible unique paths in a given graph
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Since each unique path represents a unique antenna function, it is important to
identify the number of possible unique paths. In our optimization approach reconfigurable
antennas using one reconfiguration technique are investigated. If an antenna uses more
than one reconfiguration technique then each technique is investigated separately.
6.2.1 The Total Number of Edges In a Complete Graph:
A complete graph is a simple graph in which every pair of distinct vertices
is connected by an edge. Suppose the set of vertices in a complete graph model is
V= {1, 2,…, N}. A vertex i can be selected in n ways, i.e. There are exactly (N-1)
edges between a selected vertex i and the remaining (N-1) vertices [70]. In Fig. 6.2
a complete graph with 3 vertices is shown. Each vertex has (N-1)=2 edges with the
remaining 2 vertices as shown in Fig. 6.2.

Fig. 6.2 A complete graph with 3 vertices
The edge joining i and another vertex j is the same as the edge joining j and
i. Thus the total number of edges in the complete graph is N(N-1)/2, where N is
the number of vertices. This is shown in Eq. 6.1 below:
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KN =

N ( N − 1)
2

(6.1)

Where:
N = number of vertices
Kn= Total number of edges in a complete graph
Example 6.1:
A complete graph with 7 vertices is shown in Fig. 6.3. The total number of
edges in this graph is calculated according to Eq. 6.1. as follows:

K7 =

7(7 − 1) 7 × 6
=
= 21
2
2

Fig. 6.3 A complete graph with 7 vertices
6.2.2 Deriving Equations For Redundancy Reduction in Multipart Antennas of
Groups (1,2,4,5,6):
In order to set some equations for reducing redundancy in a multipart
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antenna structure, and based on the fact that each unique path corresponds to a
unique function, the number of unique paths in a graph has to be minimized.
Formulating the total number of unique paths in any graph model has not been
solved yet. According to the graph modeling rules defined in Section 4.4 for multipart antennas of groups (1,2,4,5,6), graphs representing these antennas are
arbitrary and depend on the antenna topology which is not generalized and may be
considered random. Thus the number of unique paths cannot be formulated and a
minimum bound needs to be estimated in order to minimize the number of RF
components used and reduce redundancies.
The estimate of the necessary number of unique paths is NUP and it is
formulated in Eq.6.3a, where N represents the number of vertices in the
corresponding graph. Eq. 6.3 is based on the following point:
The minimum number of edges present in any graph model according to
the rules of Section 4.4 is equal to (N-1). The Maximum number is equal to Kn
from Eq. 6.1. Eq. 6.2 shows the bounds of the number of edges NE in a graph
model of this category:

( N − 1) ≤ NE ≤

N ( N − 1)
2

(6.2)

The number of unique paths in such a graph model (NUP) is always ≥ Kn
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or else idle vertices are present in that graph model. Then, the total number of
edges in a complete graph as defined in Eq. 6.1 is sufficient to be considered as the
necessary number of unique paths in order to minimize redundancies. By
decreasing the number of unique paths, the number of possible configurations is
reduced which results in reducing the number of vertices and redundant parts are
removed.
Eq.6.3 b discusses the necessary number of available configurations where
the case of no connection is added. Eq.6.3.c is a direct derivation of Eq. 6.3 a and
b and represents the number of necessary vertices to achieve a certain number of
configurations The reconfigurable antenna may have more possible configurations
than NAC for a given set of vertices however NAC represents the minimum bound
of configurations that are necessary to achieve a reliable antenna.

N (N − 1)
2
NAC = NUP + 1

(6.3.a)

NUP =

(6.3.b)

N 2 − N − 2 × (NAC − 1) = 0 ⇒
1 + 1 + 8 × ( NAC − 1) 
N =

2



(6.3.c)

127

6.2.3 Deriving Equations For Redundancy Reduction in Single-Part Antennas of
Groups (1,2,4,5,6):
In single part antennas, each vertex represents an end point of an RF
element bridging over a slot and each edge represents the connection between
these two end points as defined in Section 4.4. Thus the number of vertices N is
double the number of all possible edges. In this case the number of possible unique
paths is equal to the number of possible edges in the graph due to the rules of
Section 4.4. Eq.6.4.a represents the minimum number necessary of available
antenna configurations to achieve a reliable design. It is the number of possible
edges in addition to the case where no connection exists. As in Eq.6.3, the
reconfigurable antenna might have more possible configurations than NAC for a
given set of vertices. Eq. 6.4.b is a direct derivation of Eq. 6.4.a and represents the
number of vertices necessary to achieve a certain number of configurations.

N
+1
2
N = 2 × ( NAC − 1)

(6.4.a)

NAC =

(6.4.b)

6.2.4 Deriving Equations For Redundancy Reduction in Antennas of Group 3:
Eq.6.5 is valid for reconfigurable antennas of group 3. This equation
represents the number of available configurations for antenna using angular
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physical change as a reconfiguration technique. In this case for each angle a
different configuration is possible. NAC represents the number of available
configurations in a graph model, while N represents the number of vertices.

(6.5)

NAC = N
6.3 Examples:
Example 6. 2:

In this section, the antenna discussed in [48] is considered. The antenna is required
to have resonance tuning and radiation pattern reconfigurability. The design as well as the
graph model is presented in Fig.6.4. This antenna is required to have 5 different
configurations.
Since this is a multi-part switch-reconfigured antenna Eq.6.3 must be applied. Eq.
6.3a,b reveal that the antenna has a minimum of 29 possible configurations.

N ( N − 1) 9(9 − 1)
=
= 36
2
2
NAC = NUP + 1 = 37
NUP =

Fig. 6.4 Antenna structure in [48] and its graph model
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Since the total number of possible configurations is larger than the required
antenna configurations, redundancy exists. In order for the antenna to present only 5
configurations without compromising its originally required performance, 4 vertices are
needed according to Eq.6.3.c as shown below:

NAC = 5
1 + 1 + 8 × ( NAC − 1)  1 + 1 + 8 × (5 − 1) 
N=
=
=4
2
2

 

The graph model with 4 vertices is shown in Fig.6.5. It is composed of 3 vertices
(P1, P2, P3) connected to a main vertex (P0). This graph model will be translated by
reversing rule 1.a of section 4.4 into an antenna with 3 parts attached to a main part. This
process doesn’t preserve the structure symmetry. The optimization technique allows the
removal of redundant parts as long as their removal does not affect the antenna
characteristics such as symmetry. Therefore 4 total parts as represented by the 4 vertices is
not a good solution for this antenna and in such a case, N> 4 is required. Taking N=5
leads to a minimum bound of NAC =11 according to Eq. 6.3. a,b.

Fig. 6.5 Graph model with 4 vertices
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N ( N − 1) 5(5 − 1)
=
= 10
2
2
NAC = NUP + 1 = 11
NUP =

The resulting antenna is shown in Fig.6.6 and is seen to preserve the symmetry of
the structure. To verify the validity of our approach, the original and the optimized
antennas were simulated using HFSS V11. This approach matches the iterative
optimization procedure of Section 5.2. The new dimensions of the optimized antenna as
well all the antenna’s characteristics were discussed in Section 5.2.
The radiation patterns of the original and the optimized antennas were compared in
Fig.6.7 while the switches are in the non- activated state (OFF). The similarity between
the patterns confirms that the removal of the redundant parts did not drastically affect
the radiation characteristics. The different S11 results for 4 different configurations with
actual p-i-n diodes installed on the optimized antenna is shown in Fig.6.8.

Fig. 6.6 The optimized antenna structure when the switches are all ON or all OFF
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Fig. 6.7 The radiation pattern for the non optimal and the optimal antenna when the
switches are open, thus proving that the removal of redundant parts did not disturb the
antenna radiation characteristics

Fig. 6.8 Different S11 for 4 different configurations of the optimized antenna. The
activated parts are shown in Blue on the left .
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Example 6.3:
Here we consider the switch reconfigurable antenna shown in Fig. 6.9 [23, 47].
The structure of this antenna and its design procedure were discussed in Section 3.3. The
graph model of this antenna is according to rule 1.a of Section 4.4.
This antenna is required to have in addition to its original frequencies of
operation when all the switches are off 3 more configurations as follows:
Configuration 1: 1 GHz, 3.5 GHz, 4.5 GHz
Configuration 2: 2.35 GHz, 3.5 GHz, 4.5 GHz
Configuration 3: 1 GHz, 2.5 GHz, 5 GHz
These frequencies represent a lot of practical applications such as WIMAX, WIFI, and
GPS. When all the switches are off this antenna resonates at 3 GHz, 3.5 GHz and 4.5
GHz.

Fig. 6.9 Antenna in [23] and its graph model
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The application of Eq.6.3 a,b to the graph model of this antenna shows that this
antenna has a minimum bound of 22 configurations, while the required configurations are
4.

N ( N − 1) 7(7 − 1)
=
= 21
2
2
NAC = NUP + 1 = 22

NUP =

The application of Eq.6.3 c, reveals that at most 3 vertices are needed in the graph
model to achieve these 4 configurations required.

NAC = 4
1 + 1 + 8 × ( NAC − 1)  1 + 1 + 8 × ( 4 − 1) 
N =
=
 =3
2
2

 

The number of switches used has to be reduced to 2 to remove redundant
switches. The general shape of the antenna as a six armed hexagon can’t be disturbed to
preserve the radiation properties especially when all switches are OFF. The designer has
to optimize by simulations the placement of the 2 switches to achieve the required
frequencies and configurations. The placement of these switches as well as the graph
model of the optimized antenna is shown in Fig. 6.9. The S11 plot of this antenna for all
possible configurations is shown in Fig.6.10. Switches are spared and the radiation
characteristics are preserved since the antenna’s topology is not altered. The radiation
pattern at 2.8 GHz in the E plane is shown in Fig. 6.11 when all switches are OFF.
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Since this antenna has 6 parts added to a mid section, it has many possible
configurations. In another scenario if this antenna was required to achieve 10 possible
configurations, the number of required switches is then according to Eq. 6.3 c equals to 5:

NAC = 10
1 + 1 + 8 × ( NAC − 1)  1 + 1 + 8 × (10 − 1) 
N =
=
 =5
2
2

 


Fig. 6.10 The optimized structure with its graph model

Fig. 6.11 The S11 plot for required configurations. The activated parts are shown in red
on the left
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Fig. 6.12 The E-plane radiation pattern for the antenna at 2.8 GHz when all switches are
OFF
Example 6.4:
In this example the antenna [71] is a MEMS-reconfigurable pixel antenna which
provides two functionalities: reconfiguration of its modes of radiation and reconfiguration
of the operating frequency. The proposed antenna uses a 13 × 13 matrix of metallic pixels
interconnected through MEMS switches in which circular patches of different radius are
mapped.
Each metallic pixel has dimensions 1.2 × 1.2 mm and they are separated 2 mm
from each other, to provide enough space to allocate the MEMS switches and
interconnecting lines. The MEMS switches around each pixel are activated or deactivated
depending on the DC voltage that is supplied to these pixels. The DC connectivity is done
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through bias lines that connect the pixels to the back side of the substrate, as shown in
Fig.6.12. In order to interconnect two metallic pixels, the voltage difference among them
has to be around 30V. The metallic pixels and the bias lines are connected through RF
(Radio Frequency) resistive lines made of Ni-Chrome alloy. These lines are able to stop
the RF signals while allowing the DC signal to go through. The substrate used is a Quartz
substrate of dimensions 2 × 2 in, and thickness of 1.575 mm with a dielectric constant of
3.78.
This antenna can generate five orthogonal radiation patterns at approximately
any frequency between 6 and 7 GHz. These patterns are those generated by the modes
n=1, n=2 and n=0, all of them with ф0 = 0˚, n=1 with ф0 = 90˚, and n=2 with ф0 = 45˚
[72]. At any fixed frequency between 6 and 7 GHz, five radiation states can be selected.
This multimode functionality of this antenna is a useful feature for Reconfigurable MIMO
(Multiple-Input Multiple-Output) systems using antenna diversity techniques [71]. The
simulated θ and ф of the flattered 3-D far field pattern for the n=1, n=1 with ф0 =
90˚,n=2, n=2 with ф0 = 45˚ and n=0 modes are shown in Fig.6.13.
This antenna exhibits frequency tuning as well as pattern/ polarization diversity for
fixed frequencies. Herein the pattern / polarization diversity characteristic is only taken
into consideration for a fixed frequency. The optimization approach introduced in Section
6.3 takes into consideration one reconfiguration function at a time. The antenna structure
is shown in Fig.6.14 with the different possible connections. Fig.6.15 shows the different
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configurations required from the antenna to achieve the different radiation pattern
characteristics shown in Fig.6.13. It is noted that the required configurations are only 5.

Fig. 6.13 Structure of the multifunctional MEMS-reconfigurable pixel antenna (antenna1)
[71]

Fig. 6.14 Flattered 3-D radiation pattern with respective antenna configurations [71]
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To graph model this antenna the different parts constituting its structure are
considered as vertices. These vertices are connected by weighted undirected edges. The
graph model of the different antenna configurations required is shown in Fig.6.15 and
follows rule 1.a of Section 4.4.

Fig. 6.15 The antenna structure with all possible connections

Fig. 6.16 Different configurations required from the antenna [71]
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Fig. 6.17 The graph model of the antenna in [71] for all possible configurations
Since the number of required configurations is only 5 applying Eq. 6.3.c to this
antenna will give us the number of parts required to achieve the desired configurations.

1 + 1 + 8 × ( NAC − 1)  1 + 1 + 8 × (5 − 1) 
N=
=
=4
2
2

 

The number of configurations required to achieve 5 different antenna functions is
only 4. The shape of the antenna with four parts will be very different from the one shown
in Fig.6.14 and needs to be simulated and investigated extensively. The antenna designer
in [71] required an optimization of the number of switches used while keeping the same
topology of the antenna.
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In order to preserve the same antenna topology, redundant connections have to be
identified and redundant switches are eliminated afterwards. By comparing the different
graph models of Fig. 6.16 one notices that edges connect only certain vertices and the rest
of the vertices remain idle in all 5 configurations. To identify the different necessary
sections of the antenna that achieve the desired behaviour, the adjacency matrix
representation of the graph is used assuming the edges are not weighted. A part connected
by an edge has a value 1 while a part that is not connected by any edge is represented by
0. The adjacency matrix representation for all possible configurations is shown in Table
6.1.
1
1

1

1
1

1
1

1
1

1

1
1

1

All connections

0
0

0

0
0

0
A = 0

0
0

0

0
0

0

Mode n=1
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1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1
1
1
1
1
1

0
0
0
0
0
0

0
0
0
1
1
1

0
0
0
1
1
1

0
0
0
1
1
1

0
0
0
1
1
1

0
0
0
1
1
1

0
0
0
0
0
0

0
0
0
0
0
0

0
0
0
0
0
0

0
0
0
0
0
0

0
0
0
0
0
0

1
0
0
0
0
0
0

1
1
1
1
0
0
0

1
1
1
1
0
0
0

1
1
1
1
0
0
0

1
1
1
1
0
0
0

1
1
1
1
0
0
0

0
0
0
0
0
0
0

0
0
0
0
0
0
0

0
0
0
0
0
0
0

0
0
0
0
0
0
0

0
0
0
0
0
0
0

0
0 
0

0
0

0
0

0
0

0

0
0

0

Mode n=1 rotated by 90˚

Mode n=2

Mode n=2 rotated by 45˚
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0
0

0

0
0

1
A = 1

1
1

1

0
0

0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0

1 1 1 1 1 1 0 0 0 0 0 0
1 1 1 1 1 1 0 0 0 0 0 0

1 1 1 1 1 1 0 0 0 0 0 0
1 1 1 1 1 1 0 0 0 0 0 0

1 1 1 1 1 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0
0

0

0
0

1
A = 1

1
0

0

0
0

0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0 0 0 0
0 1 1 1 1 1 1 1 0 0 0 0

1 1 1 1 1 1 1 1 1 0 0 0
1 1 1 1 1 1 1 1 1 0 0 0

1 1 1 1 1 1 1 1 0 0 0 0
1 1 1 1 1 1 1 1 0 0 0 0

1 1 1 1 1 1 1 1 0 0 0 0
1 1 1 1 1 1 1 1 1 0 0 0

1 1 1 1 1 1 1 1 1 0 0 0

0 1 1 1 1 1 1 1 0 0 0 0
0 0 0 1 1 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0
0

0

0
0

0
A = 1

1
1

1

0
0

0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 1 1 1 1 0 0 0 0 0 0
1 1 1 1 1 1 1 1 0 0 0 0

1 1 1 1 1 1 1 1 0 0 0 0
1 1 1 1 1 1 1 1 1 0 0 0

1 1 1 1 1 1 1 1 1 0 0 0
1 1 1 1 1 1 1 1 1 0 0 0

1 1 1 1 1 1 1 1 1 0 0 0

1 1 1 1 1 1 1 1 1 0 0 0
1 1 1 1 1 1 1 1 0 0 0 0

0 0 1 1 1 1 1 0 0 0 0 0

0
0

0

0
1

1
A = 1

1
1

0

0
0

0

Mode 0

0 0 0 1 1 1 1 1 0 0 0 0
0 0 1 1 1 1 1 1 1 0 0 0
0 1 1 1 1 1 1 1 1 1 0 0

1 1 1 1 1 1 1 1 1 1 1 0
1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1

1 1 1 1 1 1 1 1 1 1 1 0

0 1 1 1 1 1 1 1 1 1 0 0
0 0 1 1 1 1 1 1 1 0 0 0

0 0 0 1 1 1 1 0 0 0 0 0

Table 6.1 Adjacency matrix representation of the different antenna configurations
By a simple comparison of the matrices in Table 6.1 and the graph model of Fig.6.16, one
can divide each matrix into an addition of other matrices. These different matrices are
shown in Table 6.2.
S1

S2
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0
0

0

0
0

0
0

0
0

0

0
0

0

0
0
0
0
0
0
0

0
0
0
0
0
1
1

0
0
0
0
0
1
1

0
0
0
0
0
1
1

0
0
0
0
0
1
1

0
0
0
0
0
1
1

0
0
0
0
0
0
0

0
0
0
0
0
0
0

0
0
0
0
0
0
0

0
0
0
0
0
0
0

0
0
0
0
0
0
0

0
0 
0

0
0

0
0

0
0

0

0
0

0

0
0
0
0
0
0

1
1
1
0
0
0

1
1
1
0
0
0

1
1
1
0
0
0

1
1
1
0
0
0

1
1
1
0
0
0

0
0
0
0
0
0

0
0
0
0
0
0

0
0
0
0
0
0

0
0
0
0
0
0

0
0
0
0
0
0

0
0

0

0
0

0
0

0
0

0

0
0

0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

S3

0
0

0

0
0

0
0

0
0

0

0
0

0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

S4

0
0

0

0
0

0
0

0
0

0

0
0

0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 1 1 1 1 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

S5

0
0

0

0
0

0
0

0
0

0

0
0

0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

S6

0
0

0

0
0

0
0

0
0

0

0
0

0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
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S7

0
0

0

0
0

0
0

0
0

0

0
0

0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0 0 0 0
0 1 1 1 1 1 1 1 0 0 0 0

0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0
0

0

0
0

0
1

1
0

0

0
0

0

0
0
0
0
0
1
1

0
0
0
0
0
0
0

0
0
0
0
0
0
0

0
0
0
0
0
0
0

0
0
0
0
0
0
0

0
0
0
0
0
0
0

0
0
0
0
0
0
0

0
0
0
0
0
0
0

0
0
0
0
0
0
0

0
0
0
0
0
0
0

0
0
0
0
0
0
0

1
1
1
0
0
0

0
0
0
0
0
0

0
0
0
0
0
0

0
0
0
0
0
0

0
0
0
0
0
0

0
0
0
0
0
0

0
0
0
0
0
0

0
0
0
0
0
0

0
0
0
0
0
0

0
0
0
0
0
0

0
0
0
0
0
0

S9

0
0

0

0
0

0
0

0
0

0

0
0

0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

S10

0
0

0

0
0

0
0

0
0

0

0
0

0

0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
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Table 6.2 The different matrices composing the adjacency matrices of Table 6.1
The adjacency matrices representing the different modes can be calculated as in the Eqs
below :

A (mod e n = 1) = S1 + S 2 + S 3 + S 4 + S 5 + S 6

(6.6)

A (mod e n = 1 Rotated 90 °) = S1 + S 2 + S 3 + S 8 + S12 + S13 + S14
A (mod e n = 2) = S1 + S 2 + S 3 + S 4 + S 5 + S 6 + S 7 + S 8 + S 9 + S10

(6.7)

+ S15 + S17 + S 27

(6.8)

A (mod e n = 2 Rotated 45°) = S1 + S 2 + S 3 + S 4 + S 5 + S 8 + S 9 + S13
+ S14 + S15 + S17 + S19 + S 20 + S 21
+ S 22 + S 23 + S 24 + S 7

(6.9)

27

A (mod e n = 0) = ∑ S i

(6.10)

i =1

Where S i are defined in Table 6.2
The matrices in Table 6.2 can be translated into graphs representing each case. The
corresponding graphs can be translated to antenna sections. These 27 antenna sections are
shown in Fig.6.17. Inside each section the different square patches are connected together
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constantly which eliminates the need for switches. Switches will only be used to connect
the sections together.

Parts belonging to the same sections are always connected

together and there is no need for switches inside each section. Some antenna parts are
never connected to achieve polarization diversity and they are shown in black in Fig. 6.17.
Using this technique the number of switches will be reduced considerably by more than
100 switches. This technique preserved the antenna topology while reducing the number
of switches used. A comparison of the S11 parameter between the original antenna and
the antenna with reduced number of switches is shown in Fig. 6.19 for the mode n=0
proving that the technique did not disturb the antenna radiation characteristics. The
radiation pattern at 5.83 GHz for phi=0˚ and phi=90˚ is shown in Fig. 6.20.
Example 6. 5:
This antenna shown in Fig. 6.17 was re-designed and optimized iteratively in
Section 5.3. Herein the iterative optimization result is verified through Eq.6.4.
The antenna is required to have 3 configurations for each monopole length
resulting in a total of 6 configurations. The graph model of the antenna follows rule 1.a of
section 4.4 and is shown in Fig.6.17 for all possible connections. Applying Eq.6.4 to the
antenna reveals that:

N ( N − 1) 6(6 − 1)
=
= 15
2
2
NAC = NUP + 1 = 16
NUP =
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Fig. 6.18 Different antenna sections in different colors . The black parts represent the idle
parts ( parts never connected to achieve polarization diversity)

It is clear that this antenna exhibits redundancy since 16>6 configurations. To optimize
this antenna, Eq. 6.4.c is applied as follows:

NAC = 6
1 + 1 + 8 × ( NAC − 1)  1 + 1 + 8 × (6 − 1) 
N =
=
=4
2
2

 

The optimized antenna structure has 4 parts instead of 6 and two switches are
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eliminated. The optimized antenna resembles the original one in Fig. 5.15, except that it
has only 4 total parts instead of 6. The results herein verify the results obtained in
Example 5.1 of section 5.3. The graph model of the optimized structure is shown in Fig.
6.18.

Fig. 6.19 A comparison of the S11 parameter between the original antenna and the
antenna with reduced number of switches for the mode n=0 a. Reduced number of
switches b. Original antenna

Fig. 6.20 The Antenna radiation pattern at 5.83 GHz for phi=0 deg. and 90 deg.
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Fig. 6.21 Structure and graph model of the antenna in [20]

Fig. 6.22 Optimized antenna graph model for all switches ON

Example 6.6:
The antenna shown in Fig.6.19 [5], was discussed in Example 5.2 of Section 5.3.
This antenna was re-designed and optimized iteratively in section 5.3. Herein the
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iterative optimization result is verified through Eq.6.3. The graph modeling of this
antenna following rule 1.b of section 4.4, is shown in Fig. 6.19.

Fig. 6.23 Antenna structure in [5] and graph model for all possible connections
Applying Eq. 6.3 to the graph model of the antenna shown in Fig. 6.19 gives us 11
possible antenna configurations.

NAC =

N
20
+1 =
+ 1 = 11
2
2

The number of configurations required in [5] is only 5 so by applying Eq. 6.3.b we end up
with 8 vertices.

NAC = 5
N = 2 × ( NAC − 1) = 2 × (5 − 1) = 8
These 8 vertices represent the 8 end points of 4 switches according to rule 1.b of
section 4.4. The optimal design includes 4 switches. The results herein verify the results

155

in Example 5.2. The graph model of the optimal antenna is shown in Fig.6.20. Each vertex
in this design represents an end point of a switch in the antenna structure.

Fig. 6.24 Graph of the optimized antenna topology for all possible connections
6.4 A Chart Representation of The Optimization Approach
The optimization approach shown in section 6.2 can be represented graphically in
the chart of Fig.6.22.

Fig. 6.25A chart representing the optimization approach
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6.5 A Comparison Between the Optimization Approach of Section 6.2 and The Iterative
Approach of Section 5.2 :
The approach in Section 6.2 is based on Eq. 6.3, 6.4 and 6.5 that are derived based
on the guidelines of Section 4.4. These equations minimize redundancies in reconfigurable
antenna parts, by specifying the number of needed elements. All these equations are
subject to the radiation characteristics constraints of the antennas they are optimizing.
The approach in Section 5.2 is an iterative approach based on removing parts from
the antenna and simulating the structure after altering the dimensions. The new structure is
required to maintain the desired reconfigurable functionality as the redundant antenna.
This process is repeated until the functionality is lost and then the last valid configuration
is considered optimal since it is the last one preserving the functionality.
In Section 6.3 examples are presented to apply the approach of Section 6.2. A
comparison between example 6.2 and the example in Section 5.2 reveals a complete
analogy between the results, structure and topology. That proves that this antenna is
optimized.
The results obtained in example 6.5 and 6.6 verify the results obtained in examples
5.1 and 5.2 respectively of Section 5.3. These verifications prove the optimization effect
of the approach in Section 6.2.
This approach presented here is easy to grasp with less computational
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requirements. The efficiency and validity of such approach is proven and it is comparable
to the iterative approach presented in Chapter 5. These two approaches can’t be
compared to any other optimization technique since they are the first methods to address
redundancies in reconfigurable antenna systems.
6.6 A Comparison Between The Application of Graph Models and Neural Networks On
Reconfigurable Antennas:
Neural Networks (NN) are applied because closed-form solutions do not exist. It
is also beneficial to apply NN when enough measured data can be obtained to train them.
In the case of reconfigurable antennas, a prototype has to be fabricated and measured. A
training database is then established. This database is used to train a NN, and then this NN
is used for faster antenna synthesis.
For example applying Neural Networks to the antenna in [7-10], results in the
association of different antenna configurations with different frequency responses called
clusters. Fig.6.21 shows a schematic of this antenna with the different switches. An
example of an antenna cluster is shown in Fig. 6.22.
One can also associate the current paths in an antenna system using the training
database of a NN with the different clusters. The different current paths representations
for different clusters are shown in Fig. 6.23.
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Fig. 6.26 A schematic representation of the antenna in [7-10] with different switches
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Fig. 6.27 Antenna's frequency response's cluster 2
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Fig. 6.28 Antenna's different cluster representations ( current paths representations)
By comparing the current paths representation of Fig.6.23 to the graph model
representation of Fig.6.24, similarity is noticed. However in the graph model approach the
representation is a starting point of the analysis while in NN the representation is the end
of the analysis. Based on these graph models the reconfigurablility function is optimized
and redundant elements are removed. For example for the antenna in [7-10], a lot of
configurations are found equivalent which adds to the robustness of the antenna. Based
on Eq. 6.3 this antenna can at least have 67 possible configurations, which is very close to
the NN analysis that proposed a minimum of 70 possible configurations
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N ( N − 1) 12 × 11
=
= 66
2
2
NAC = NUP + 1 = 67
NUP =

If the number of configurations required from this antenna is less than 67 in any
application, then switches may be removed to reduce the number of unused
configurations. This antenna presents a very robust design with many possibilities. A lot
of applications can benefit from this topology, however if the number of applications
required is limited, this antenna may be reduced and some switches may be spared.
The difference between the NN approach and the graph models approach is that
NN facilitates the synthesis of an antenna while graph models can use this synthesis to
optimize its structure and reduce redundancies.
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Fig. 6.29 Graph model for the antenna in [7-10]
6.6

Discussion:
In this chapter a handy optimization method based on graph models is presented.

This technique optimizes reconfigurable antennas in the sense of removing redundant
parts. It minimizes the structure complexity of a reconfigurable antenna leading to cost
and losses reduction. The optimization and the complexity minimization facilitate control
and the development of the associated programming process for reconfigurable antennas.
In the next chapter the optimization approach and graph models are utilized to
address the reliability and complexity issues of reconfigurable antennas. The existing
correlation between the reliability and complexity parameters of an antenna structure is
investigated. The reconfigurable antenna system uncertainties as well as the probability of
error are discussed.
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CHAPTER 7
RECONFIGURABLE ANTENNAS UNCERTAINTIES, RELIABILITY AND
COMPLEXITY ANALYSIS
7.1 Introduction:
The increased involvement of RF components in the reconfiguration of antenna
structures has increased the complexity of antenna systems and left designers trying to
reach a compromise between enhanced performance and increased system complexity. The
optimization technique presented in Chapter 6 maintained performance while reducing the
general complexity.
The probability of failure for any RF component that may be incorporated on an
antenna has been reduced due to the technological advancement of the last decade. Also
these components have an indefinite normal functioning under standard circumstances.
Standard circumstances are pre-defined by the factory where temperature,
humidity and other environmental factors are taken into consideration. Companies clearly
specify that if the designer wishes to implement their RF components such as switches
under some abnormal conditions, they will provide the probability of failure of their
products under these unusual conditions. However reconfigurable antennas with all the
incorporated RF components may be installed in unknown environments such as on
satellites, airplanes where easy access to such antennas is not available.
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The changes in the antenna surroundings may not be predictable most of the time
and preserving the antenna’s continuous operation is of great importance, which raises the
question of the reliability of the whole antenna system and not the electronic components
themselves. Regardless of the components’ probability of failure, overcoming any error in
the reconfigurable antenna is important to the whole system.
Redundancy in a system was used to increase its reliability of that system [73-74].
However, by optimizing the structure of a reconfigurable antenna we have reduced
redundancies and removed unnecessary switches. The study of the reliability of our
optimized systems becomes important since redundancy was reduced and in some cases
eliminated.
In this chapter the issue of reconfigurable antenna uncertainties and the effect of
the optimization approach on their reliability are addressed. Solutions are proposed to
increase the robustness of reconfigurable antennas as well as an algorithm for assuring the
reliability of a reconfigurable antenna system is presented. The general complexity and the
correlation between the reliability and complexity of a reconfigurable antenna is also
addressed.
7.2 Review of Reliable Circuits Using Less Reliable Relays [73]:
In [73] it is assumed that the components have good reliability and that their
probability of error is less than 1/6, the amount of redundancy required in circuits for a
given improvement in reliability is around 67 to 1 [73]. The circuits described in [73] have
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a probability of error that approaches 0. The probability of failure remains constant as time
passes and the relays are considered not to wear out with age [73].
The first kind of failure allowed in [73] is the failure of a relay contact to close,
which in actual relays is often the case due to a particle of dust preventing electrical
closure. The second type of failure is the failure of a contact to open, which in actual
relays is usually due to the welding action of the current passing through the contacts.
If the relay is energized the contact is closed with probability a, open with
probability 1-a. If the relay is not energized the contact is closed with probability c and
open with probability 1-c. If a > c the contact is called a make contact, if a < c the contact
is called a break contact. Different contacts are assumed to be statistically independent. A
relay of this type governed by probabilities a and c are called crummy relays in [73]. Their
probability operation is represented in Fig.7.1. The representation is similar to the
representation of the noisy binary channel with capacity=0 if and only if a=c.

Fig. 7.1 Schematic representation of the transition probabilities
In a general way the analysis given in [73] depends on constructing networks of
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contacts which act like a single contact, but with greater reliability than the contacts of
which they are composed.
7.3 Review of Switches Used On Reconfigurable Antennas:
RF MEMS in [1] are not restricted for antenna applications instead these types of
switches can be used for any reconfigurable integrated circuit. These RF MEMS as
described in [1] enable new systems capabilities. The electrostatic microswitch, with
superior performance characteristics is also addressed and 2 application possibilities are
proposed – The quasi-optical beam steering and the electrically reconfigurable antennas
[1].
In [75] RF MEMS capacitive switches are constructed on microwave-laminate
printed circuit boards. The technology proposed promises the potential of further
monolithic integration with antennas on the same PCBs to form reconfigurable antennas
without the concerns of mismatching among components [75].
The typical RF MEMS topology used in most designs can be limiting for highly
dynamic applications [10]. Such applications require great deal of reconfigurability. Three
sets of RF MEMS with different actuation voltages are used to sequentially activate and
deactivate parts of a Sierpinski fractal antenna [10]. The implementation of such a concept
allows for direct actuation of the electrostatic MEMS switches through the RF single feed,
without the need for individual dc bias lines. The antenna is fabricated on liquid crystal
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polymer substrate and constitutes the first integrated RF MEMS reconfigurable antenna
on a flexible organic polymer substrate.
Air-bridged RF-MEMS in single pole single through transmission (SPST) are
proposed in [76] for antenna applications. In [77] tunable RF MEMS are proposed for the
development of reconfigurable antennas fabricated on sapphire substrate with a barium
strontium Titanate dielectric.
The problem of integrating commercially packaged RF MEMS into a radiation
pattern reconfigurable antenna arose in [31] where not only the simple open /closed
behavior of the switches has to be addressed but also their impact on the radiation
characteristics.
Also In [78] the reliability of RF MEMS is addressed due to the effect of carbon
contamination. The deployment of RF MEMS devices into many commercial and military
applications is concluded to be limited by poor reliability [78]. Understanding the function
degradation of RF MEMS is still an ongoing study and certainly not an easy one as
explained in [78].
7.4 Reconfigurable Antennas Switches Uncertainties:
The complete reliability of a system using RF components is not a realistic goal. A
designer can’t predict all the conditions that may or may not occur in the environment
where components such as switches are placed, also these switches may wear out with
age.
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Most publications in this area do not reflect the reliability issue of systems relying
on switches and few designers investigate the effect of some elements in the environment
on the good operation of the system as in [78].
In a switch-reconfigured antenna, the malfunction of a switch affects the
performance of the system drastically. However the probability of error of these switches
is almost 0 under nominal conditions. For example let’s take the p-i-n diode AN-712, the
application notes for such a p-i-n diode can be found in Appendix A. This diode is
governed by Eq.7.1

Trr = TL log(1 +

IF
)
IR

(7.1)

Where Trr is the switching speed, TL is the minority carrier lifetime, IF is the forward
current and IR is the reverse current.
If for any reason IR goes to 0 then the switching speed will go to infinity and
switching will never occur. If the temperature goes beyond 150 ˚ then also the p-i-n diode
becomes defective. The question is not however about the possibility of failure of these
devices; instead it is about the probability of failure of these devices.
If switches are to be used to reconfigure an antenna, the environment in which this
antenna is installed must be studied by the switch designer beforehand. If the system’s
environmental conditions exceed the normal conditions that govern the commercial
switches, new types of switches have to be designed based on the specific conditions
under which their system exists.
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Nevertheless no matter how small the probability of failure of a switch is, this
probability exists. Suppose we have a switch S properly biased. The biasing techniques are
supposed to be working at all time and suitable for the good functioning of the particular
switch. There exist two types of switch failures as previously discussed in section 7.2.
The first kind of failure is the failure of a switch contact to close. The second type of
failure is the failure of a contact to open. The reasons behind these failures are left
undefined since we have different types of switching devices. The switch closes with a
probability a and opens with a probability 1-a. The representation is shown in Fig. 7.2.

Fig. 7.2 Schematic representation of the transition probabilities
Firstly, Assuming that the switch does not deteriorate with age and that the
probability of closing the switch is always a and opening it is always 1-a. Then events are
discrete and the uncertainty of this function achieving its required purpose is defined from
[79] by:

H ( X ) = − ∑ p ( x) log( p ( x )) ⇒ H ( S1) = − a log a − (1 − a ) log(1 − a )
x∈ X
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(7.2)

Secondly, assuming that the switch is deteriorating with time following a slowly
decreasing exponential function λe − λx , x>0, λ=constant. The exponential function is just an
example to prove the concept. The uncertainty regarding the switch function h(S) will
now be defined [79] as:

e
h( X ) = h( f ) = −∫ f ( x) log( f ( x)dx ⇒ h(S1) ≈ log bits

λ

S

(7.3)

In Eq. 7.2 and 7.3 only one existing switch is taken into consideration. However,
for N switches as shown in Fig. 7.3, the uncertainty about each switch individually is the
same however the uncertainty that the whole system is failing is the sum of all the
respective uncertainties if this failure is only due to defected switches.
N

H ( System) = ∑ H ( S i )

(7.4)

i =1

Where N is the total number of switches. This equation is valid for the discrete and
continuous case of S. H(Si) was defined in Eq. 7.2 for the discrete case with probability
(a, 1-a) and Eq.7.3 for the continuous case.
7.5 The Effect of The Optimization Approach On The Reconfigurable Antennas’
Reliability:
The optimization technique removes redundant switches and so according to
Eq.7.4 decreases the uncertainty of the reconfigurable antenna system.
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Fig. 7.3 Schematic representation of the transitional probabilities for multiple switches
7.5.1 Reconfigurable Antenna Equivalent Configurations:
In a switch-reconfigured antenna, many switching configurations might
yield the same antenna frequency behavior without affecting the other antenna
radiation properties. Equivalent configurations can’t be predicted and they are
deduced from simulations. These equivalent configurations constitute back up
configurations to achieve the same antenna performance at a certain frequency.
Example 7.1:
The antenna shown in Fig.7.4 [23] resonates at 5 GHz for 8 different
configurations. The 8 different configurations are shown in Table 7.1 and a
comparative S11 plot is shown in Fig. 7.5. These configurations are not equivalent
at other frequencies.
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7.5.2 The Effect of The Optimization Technique On The Equivalent
Configurations:
Reducing the number of switches decreases the number of equivalent
antenna configurations at different frequencies but it also removes some undesired
configurations. It is a compromise between number of equivalent configurations
and additional configurations. The reliability is not largely affected. The cost a
designer pays in terms of reliability is tolerable as we show in Example 7.2 as
opposed to the price he/she pays if the optimization technique is not applied.

Fig. 7.4 Antenna structure in [23]
Example 7.2:
Here an antenna that was previously optimized in chapters 5 and 6 is
studied. The optimized antenna is shown in Fig.7.6. The different antenna
configurations for different antenna resonances are shown in Table 7.2.
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Fig. 7.5 S11 plot for the antenna in [23] for the different configurations in Table
7.1 a. Zoomed Out. b. Zoomed In at 5 GHz
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Configuration 1: S2S4 ON

Configuration 2: S3S4 ON

Configuration 3: S1S5 ON

Configuration 4: S1S4S5
ON

Configuration 5: S1S3S5
ON

Configuration 6: S1S2S3S5
ON

Configuration 7:
S1S2S4S5 ON

Configuration 8:
S1S2S3S4S5 ON

Table 7.1 The different configurations of the antenna in [23] leading to operation at 5 GHz
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Fig. 7.6 The optimized antenna
F=
1.7
F=
1.8
F=
1.9
F=
2.05
F=
2.325
F=
2.35
F=
2.425
F=
2.6
F=
2.825
F=
2.875
F=
2.9
F=
3.05
F=
3.1
F=
3.2
F=
5.15
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F=
5.2
F=
5.275
F=
5.3

Table 7.2 Different antenna configurations for different resonances (All frequencies are in
GHz)
It is shown in Table 7.2 that this antenna even after optimization shows a
lot of equivalent configurations for different frequencies. Even though the
optimization technique reduced the number of switches it didn’t add to the non
reliability of the system at certain frequencies. It is also important to point out that
certain frequencies are only achievable by one configuration only.
7.5.3 How To Increase The Robustness of A Reconfigurable Antenna:
Some helpful methods are proposed here to avoid any negative effect the
optimization technique has on the reliability of a reconfigurable antenna system.
Method 1: The no switch configuration
The first method advises the designer before hand to prioritize the
frequencies needed. The frequency with the highest priority should have more than
one equivalent configuration. If we look at Table 7.2 we can deduce that the
frequency with the biggest number of equivalent configurations is f=5.2 GHz. It
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has 7 equivalent configurations including the no switch configuration or “all
switches off” configurations. A good designing method would be to design the
antenna with all switches off to operate at the most important frequency or
frequencies. In that case, and under the worst possible scenario of all switches
breaking down at the same time the most important frequency will always be
achievable.
Method 2: The back-up switch
In addition to method 1, if a certain frequency is needed at all times and the
design doesn’t include enough back-up configurations. This method proposes the
installation of a back-up switch. The back-up switch can be installed at any point in
the antenna system as long as its presence achieves the desired frequency.
Example 7.3:
Taking the optimized antenna in Fig. 7.6, this antenna operates at 2.05
GHz for only one configuration (S1 ON only) as shown in Table 7.2. Installing a
back-up switch as shown in Fig.7.7 and activating Switches (S2 and S3) will
constitute a back up configuration as shown in Fig. 7.7. The graph model of such
system is represented in Fig.7.8 where P0 is replaced by P’0 and new vertices are
added to account for the presence of such a switch. The placement of the switch
depends entirely on the designer and is not relevant in any way as long as the
presence of that switch achieves the desired function.
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Fig. 7.7 Antenna in Back-Up switch 2.05 GHz equivalent configuration

The return loss plot is shown in Fig.7.9. Installing back-up switches will
not add to the redundancy of the system since it is creating a robust antenna that
can operate at desired frequencies with very high reliability. The robustness of this
antenna can be increased by applying these two methods proposed in this section.

Fig. 7.8 Graph model of the equivalent configuration in Fig.7.7
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Fig. 7.9 The antenna's return loss showing clear operation at 2.05 GHz
7.5.4 The Reliability Assurance Algorithm:
The designer needs before applying this algorithm to create a library similar
to Table 7.2 where all the possible configurations for all the desired frequencies are
included.

The designer installs switches or RF components on an antenna

structure for a specific purpose of tuning a certain frequency or achieving a certain
antenna reconfiguration function. There shouldn’t be redundant switches after the
implementation of the optimization technique and though the algorithm should be
easily computable and not extensive nor infinite.
Neural Networks can also be used as in Section 6.5 and in [7-10] to
determine the library of equivalent configurations. The use of NN speeds up the
library assembly process for large structures.

179

The designer should include in his library the back-up switch configuration
if such configuration existed for specific frequencies. The algorithm is described
below and a schematic representation is shown in Fig 7.10.
Step 1: Identify defected switch
Step 2: Identify desired frequency
Step 3: In the library table create a pointer at row i corresponding to the desired
frequency
Step 4: In the library table create a pointer at column j corresponding to the
defected configuration
Step 5: Move the pointer j to the placement j+1
Step 6: Search for a possible edge representing a connection from the defected
switch
Step 7: If no connection is found, use configuration in the column j+1
Step 8: if a connection is found Repeat Step 5 and 6
Step 9: If no solution was found, declare frequency unachievable
7.6 Reconfigurable Antenna Reliability Formulations:
Reconfigurable antennas reliability depends on the antenna’s frequency of
operation and its environment of operation. One way of calculating reliability is to relate
that reliability to the number of alternative configurations that the antenna has at a certain
frequency and the probability of achieving all these configurations. This correlation is also
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Fig. 7.10 A schematic representation of the algorithm
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inversely proportional to the number of edges achieving these constellations. In other
words the reliability is higher if the number of configurations is higher but it gets
decreased by the number of edges or connections to achieve these configurations. The
optimum solution will be to have many alternative configurations with a small number of
connections. Eq. 7.5 shows this relation:
Nc ( f ) NEi ( f )

∑ ∑ P( E

ij

R( f ) =

i =1
j =1
Nc ( f )

∑ NE ( f )

)
× 100

(7.5)

i

i =1

where:
R(f)= The reconfigurable antenna reliability at a particular frequency f
NC(f)= The number of configurations achieving the frequency f
NE(f)=The number of edges for different configurations at the frequency f
P(E)= Probability of achieving the edge E
Example 7.4:
Let’s take the antenna shown in Fig.7.6. Let’s calculate the antenna’s reliability at
2.9 GHz. According to Table 7.2, at 2.9 GHz the antenna has 3 equivalent configurations
achieving this particular frequency. Taking the probability of achieving each edge in each
configuration equal to 0.98 then according to Eq. 7.5:
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3 NE i ( 2.9 )

∑ ∑ P( E
R(2.9GHz ) =

i =1

ij

)

j =1

3

∑ NE (2.9)

× 100

i

i =1
NE1 ( 2.9 )

∑

=

P( E1 j ) +

NE 2 ( 2.9 )

j =1

∑

P( E 2 j ) +

j =1

NE3 ( 2.9 )

∑ P( E

3j

j =1

NE1 (2.9) + NE 2 (2.9) + NE3 (2.9)

)
× 100

=

P ( E11 ) + P( E12 ) + P( E 21 ) + P( E22 ) + P( E 23 ) + P( E31 ) + P( E32 ) + P( E33 ) + P( E34 )
× 100
2+3+ 4

=

9 × 0.98
× 100 = 98%
9

Example 7.5:
Let’s take the antenna shown in Fig.7.6 and calculate the antenna’s reliability at
1.7 GHz. Let’s assume that the probability for making a connection with switch 1 is 0.999
and the probability for making a connection with switch 2 is 0.998 and the probability of
making a connection with switch 3 is 0.900. According to Eq. 7.5 the reliability at 1.7
GHz is:
1 NEi (1.7 )

∑
R (1.7GHz ) =

i =1

NE1 (1.7 )

∑ P( Eij )
j =1

3

∑ NE (2.9)

∑ P( E

1j

× 100 =

j =1

NE1 (1.7)

)
× 100

i

i =1

P ( E11 ) + P ( E12 ) + P ( E13 )
× 100
3
0.999 + 0.998 + 0.900
=
× 100 = 96%
3
=

183

It is important to note that the reliability of an antenna at a frequency that can be achieved
without switching or with a no-switch configuration is always 100 % since it is imminent
to the uncertainties of switches. An example of such 100% reliable antenna is the antenna
in Fig.7.6 at 5.2 GHz.
7.7 Reconfigurable Antenna General Complexity:
The increase in the number of edges in a graph modeling a reconfigurable antenna
adds to the complexity of the system. Therefore the complexity is calculated from the size
of the graph which is represented by the number of edges existing in that particular graph
for all possible connections. This definition of complexity is different than other definitions
of complexity such as computational complexity.

(7.6)

C = NE
Where NE represents the number of edges for all possible connections.

The removal of redundant elements results in reduction of the general complexity
of the hardware as well as the software controlling the reconfiguration technique. We will
show below some examples where the complexity was decreased using our optimization
technique.
Example 7.6:
The antenna [71] shown in Fig. 7.11 was discussed and optimized in Example 6.3
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of Section 6.3 in Chapter 6. The graph model of the original antenna is shown in Fig.7.11.
After optimizing the antenna and preserving the same topology the different sections of
the antenna are shown in Fig.7.12.

The general complexity of the antenna before

optimization is: C= NE= 312, however after optimization C was reduced to C=166.

Fig. 7.11 The antenna in [71] as well as its graph model for all possible configurations
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Fig. 7.12 Different antenna sections

Example 7.7:
The antenna [20] shown in Fig.7.13 was discussed in section 6.3 was found to be
redundant. The graph modeling of the redundant structure is shown in Fig. 6.14. Applying
the optimization technique, results in the graph model of Fig.6.15 representing the optimal
antenna configuration.
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Fig. 7.13 Redundant structure in [20]
The general complexity of the antenna with redundancy (before optimization) is
according to Eq. 7.6: C=5; however the general complexity of the structure after
optimization is : C=3.
Example 7.8:
The general complexity of the non optimized structure of Fig.7.6 is C=8 according
to Eq.7.6; however the general complexity of the optimized topology is C=4.

7.8 The Correlation Between The Complexity and The Reliability of A Reconfigurable
Antenna:
It is true that the optimization technique has reduced the general complexity of
reconfigurable antenna systems; however an antenna having many different configurations
at different frequencies of operation reveals the question of the complexity at each
particular frequency. Eq. 7.7 defines such frequency dependent complexity.
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C ( f ) = Max ( NEi ( f ))

(7.7)

i=1, NC ( f )

where :
C(f) represents the complexity of the antenna system at a frequency f
NC(f) represents the number of equivalent configurations at a frequency f
NEi (f) represents the number of edges at the configuration i for a frequency f
Example 7.9:
As an example let’s take the antenna shown in Fig.7.4. The different configurations
of this antenna at 5 GHz are shown in Table 7.1. The complexity of this antenna at 5 GHz
is according to Eq.7.7:

C (5GHz ) = Max ( NE i (5)) = Max ( 2,2,2,3,3,4,4,5) = 5
i =1,8

Example 7.10:
Taking the optimized antenna shown in Fig.7.6 . The different configurations of
this antenna are shown in Table 7.2 for different frequencies. The complexity of this
antenna at 5.2 GHz is according to Eq.7.7:

C (5.2GHz ) = Max ( NEi (5.2)) = Max (1,1,1,2,2,2,0) = 2
i =1, 7

A correlation can be established between the complexity of an antenna at a
frequency f and its reliability at that same frequency. That correlation can be derived from
Eq. 7.5 and it is shown below in Eq.7.8:
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Nc ( f ) NEi ( f )

∑ ∑ P( E

ij

i =1

R( f ) =

)

j =1
N ′C ( f )

C( f ) +

∑ NE ( f )

×100

(7.8)

k

k =1

where :
C(f) is calculated in Eq.7.7
N’C(f) is the number of equivalent configurations at a frequency f without one
configuration of the configurations with maximum edges.
From Eq. 7.8 we can deduce that the reliability of a reconfigurable antenna at a
frequency f is inversely proportional to the complexity of that antenna structure at the
same frequency f.
Example 7.11:
Taking the same antenna from example 7.5 of section 7.6 and recalculating
reliability according to Eq. 7.8 reveals:

C ( 2.9GHz ) = Max ( NEi ( 2.9)) = Max ( 2,3,4) = 4
i =1, 3

3 NEi ( 2.9 )

∑
R( 2.9GHz) =

i =1

NE1 ( 2.9 )

∑ P( Eij )
j =1
2

∑

× 100 =

P ( E1 j ) +

j =1

NE2 ( 2.9 )

∑
j =1

P( E 2 j ) +

NE3 ( 2.9 )

∑ P( E
j =1

4 + NE1 ( 2.9) + NE 2 (2.9)

C (2.9) + ∑ NE k ( 2.9)

3j

)
× 100

k =1

=

P ( E11 ) + P ( E12 ) + P ( E 21 ) + P ( E 22 ) + P ( E 23 ) + P ( E 31 ) + P ( E 32 ) + P ( E 33 ) + P( E 34 )
× 100
4+2+3

=

9 × 0.98
× 100 = 98%
9
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7.9 Applying Fano’s Inequality to Switch-Reconfigured Antennas:
In [79] the authors discuss Fano’s Inequality as a way of evaluating the probability
of error in a system. Suppose that a random variable Y is known and we wish to guess the
value of a correlated random variable X. Fano’s Inequality relates the probability of error
in guessing the random variable X to its conditional entropy H(X/Y) [79]. This inequality
is based on a function generation, an estimation of X and then evaluating the probability of
error of that estimation. According to Eq. 2.132 in [79] the probability of error can be
written as:

Pe ≥

H ( X / Y ) −1
log Χ

(7.9)

whereX → Y → Xˆ
In our case, X represents the switches performance in an antenna system. Each
switch has a probability of switching success or failure. If N is the number of switches then
we have 2N values of X. We assume that Y is unknown to us and though is independent
with X and Eq. 7.9 becomes:

Pe ≥

H ( X ) −1
log Χ

(7.10)

Example 7.12 :
An antenna has 2 switches with probabilities of failure of 0.25 for the first switch
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and 0.2 for the second switch. Then the probability of an error happening in that antenna
related to switch malfunction is:

Pe ≥

− 0.25 × log 2 (0.25) − 0.75 × log 2 (0.75) − 0.2 × log 2 (0.2) − 0.8 × log 2 (0.8) − 1
log 2 ( 4)

⇒ Pe ≥

1.5332 − 1
= 0.266
2

Also according to Eq. 2.143 of [79] shown below, we can calculate the entropy of error of
an antenna system as shown in Eq.7.11

H ( Pe) + Pe × log( m − 1) ≥ H ( X )

(7.11)

Where m is the number of values X can have.
7.10 Discussion:
Reducing the complexities of reconfigurable antennas facilitates the automation
and control process of such systems. Using methods to increase the reliability of
reconfigurable antennas sets the way to design more robust systems. In the next chapter
conclusions are drawn from this work and steps are defined for future continuation.
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CHAPTER 8
CONCLUSIONS AND FUTURE WORK
8.1 Conclusions:
In this work three major reconfigurable antenna’s research characteristics are
addressed. The first aspect is the design of reconfigurable antennas. These antennas are
reviewed, classified and grouped. They are categorized into different groups based on
their reconfiguration techniques and they are classified based on their reconfigurability
properties. Previous reconfigurable antenna designs, their reconfiguration techniques and
their applications are reviewed. A new reconfiguration method based on slot rotation is
introduced. This technique redistributes surface currents by rotating slots in an antenna
system. The slot rotation process is optimized and processed to be automated through an
FPGA. FPGA is also used to activate p-i-n diodes installed on a microstrip antenna to
connect and disconnect different sections together. Other new designs are also presented
to adapt with the evolution of reconfigurable antennas.
Graph models are introduced and guidelines for using graphs to model
reconfigurable antennas are also addressed. Each Group of antennas with a specific
reconfiguration technique is modeled in a distinctive manner. The adaptation of graph
models to reconfigurable antennas not only helps in the automation process of these
antennas but also in the new design methodology proposed in this work. This
methodology based on graph models presents an iterative strategy for designing a
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constraint-satisfying reconfigurable antenna. Steps that lead to optimal designs are
proposed.
The second aspect is the optimization of reconfigurable antennas. A new
optimization technique based on graph models is presented. This approach optimizes
redundancy in a reconfigurable antenna structure. It helps antenna designers remove any
redundant elements from their designs. This optimization approach reduces costs, losses
and complexity in a reconfigurable antenna design while maintaining the same performance
level.
The third aspect is the analysis of reconfigurable antennas. Two major concerns
are addressed. The first issue is reconfigurable antenna systems reliability regardless of the
reliability of the electronic components installed on these antennas to achieve
reconfiguration. The second issue is the complexity of these antennas. The correlation
between these two parameters contributes in achieving an efficient design. Two methods
are proposed to overcome failures in reconfigurable antennas due to any failure in its
reconfiguration technique or due to any effect from the surrounding environment. The
probability of performance error in a reconfigurable antenna system is investigated using
Fano’s Inequality and information theory.
Reconfigurable antenna designers need to answer a very important question: will
they be able to achieve their design objectives in the most efficient and less expensive way.
This work tries to answer this question knowing that a designer has to always compromise
between improved performance of an antenna and an increased complexity in its structure.
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8.2 Future Work:
Future work is proposed to revolve around the following points:
•

New reconfiguration techniques applied to new designs.

•

Improving and optimizing of the automation process of existing
reconfiguration techniques

•

Improving and evolving the performance of optimal reconfigurable
antennas based on graph models and algorithms.

•

Extending graphs to model reconfigurable antennas with many different
techniques and reconfiguration properties.

•

Extending the information theoretical study starting from Fano’s Inequality
and the calculation of uncertainties and reliability done in this work.

•

Using Information theory to address new issues in reconfigurable antenna
designs such as Markov processes.

•

Applying the reliability assurance algorithm developed in Chapter 7 on an
actual programmable device such as an FPGA to ensure the continuous
functioning of reconfigurable antennas at all times.

The development of research areas such as reconfigurable antennas will lead to a
future where antennas self correct errors, overcome failures and self-reconfigure to adjust
for the upcoming changes of the surrounding environment. Antennas installed in not easily
reachable platforms will be controlled from a remote station and continuous functioning
must and will be guaranteed.
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APPENDIX A
APPLICATIONS NOTES FOR P-I-N DIODES [80]
A.1 Application Notes:
The p-i-n diode structure consists of an Intrinsic “I” region sandwiched between
heavily doped P+ and N+ regions as shown in Fig. A.1. The Intrinsic region is a very
lightly doped, high resistivity material which controls the fundamental properties of the pi-n diode.

Fig. A.1 Basic p-i-n diode structure [80]
The p-i-n diode essentially operates in two modes. The “ON” state, where the
diode is forward biased and the “OFF” state, where the diode is reverse biased. When the
p-i-n diode is forward biased, the charge “Q” which consists of electrons and holes is
injected into the intrinsic “I” region from heavily doped P+ and N+ regions.
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At lower charge injections (IF) the diode presents high impedance. As forward
current is increased more charge is injected into the “I” region which lowers the diode
impedance. With more charge injection, further reduction in the p-i-n diode impedance
occurs until the p-i-n diode saturates and no longer responds to an increase in charge
injection. Therefore, a p-i-n diode in the “ON” state is basically an Electronically Variable
Resistance which is controlled by a DC current.
When a p-i-n diode is subjected to a reverse bias, the electric field generated in the
“I” region depletes the mobile charges and the diode presents high impedance represented
by a high parallel resistance “RP” shunted by a high impedance junction capacitance “CJ”.
The electron and hole charges have finite lifetime “TL” known as the minority carrier
lifetime. p-i-n diodes are rectifiers, but the finite lifetime of these minority carriers permits
RF current flow in excess of the DC forward bias without significant variation of the total
charge accumulated, and thus without significant resistance change which causes
distortion.
The doping profile of an ideal p-i-n diode structure is shown in Fig. A.2.b. Due to
donor and acceptor concentration, diffusion takes place and the resultant ionized impurity
atoms create the space charge as shown in Fig. A.2.c. This fixed charge region is known
as the depletion region [80].

FOR PIS

Fig. A.2.a Basic structure [80]
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Fig. A.2.b Doping profile [80]

Fig. A.2.c Space-charge profile [80]

Fig. A.2.d Electric field profile

Fig. A.2.e Zero bias depletion [80]
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The relationship between the charge distribution and the electrostatic potential is
given by Poisson’s equation:

qN A
d 2ψ
=
dx 2 ε 0ε R

( A.1)

d 2ψ − qN D
=
ε 0ε R
dx 2

( A.2)

Where:
q= electron charge
ε0=free space dielectric constant
εR=relative dielectric constant

NA=acceptor doping density
ND= “I” region donor density
Using Poisson’s equation one can integrate the charge distribution of Fig. A.2.c to
determine the electric field across the depletion region shown in Fig. A.2.d. If the doping
in the “I” region of the p-i-n diode is sufficiently low and the width is small, the zero bias
depletion region may extend all the way to the N+ region. Such devices are known as zero
punch-through devices. The depletion region WD at zero bias is shown in Fig. A.2.e. With
the application of reverse bias voltage, the depletion layer widens. The voltage at which
this depletion boundary penetrates the N+ region is called the punch-through voltage
(VPT). At bias voltages equal to or greater than the punch through voltage, the “I” region
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becomes free of all mobile carriers. Because the N+ region is heavily doped, the depletion
region movement into the N+ region is almost negligible.
A.2 Minority Carrier Lifetime :
The carrier lifetime of a p-i-n diode is a very important parameter not only from
the diode design standpoint but also from the circuit designer’s standpoint. The carrier
lifetime “TL” is a property of the semiconductor material. When the p-i-n diode is forward
biased, injection of electrons and holes occurs from the N+ and P+ contacts respectively.
These carriers have a finite lifetime before they recombine. Recombination takes place
through interaction with the crystal lattice. Impurities in the “I” region and at the P+ and
N+ region. Carrier lifetime is the average time before electrons and holes recombine.
The carrier lifetime in a p-i-n diode controls the switching speed “TRR”. Switching speed is
defined in a time domain; it is defined as the time to switch the diode from a low
impedance forward bias state to a high impedance reverse bias state and it is the slower of
the two states of the p-i-n diode in a switching application. Perhaps the best way to
understand the switching speed is to examine its relationship with diode minority carrier
life time “TL” and its forward and reverse current ratio (IF/lR) in the following equation:

Trr = TL log(1 +

IF
)
IR

( A.3)

The switching waveform is shown in Fig. A.3. This equation is important because
it predicts the variation of switching time with minority carrier lifetime and “IF/lR” ratio.
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Drivers with higher value of “IR” or with “spike leading edge” of their wave form are used
to minimize the switching speed.

Fig. A.3 Switching transient of a p-i-n diode [80]
APPLICATION NOTES FOR PIN DIOD
AT RF & MICROWAVE FREQUENCIES
The fundamental lower limit of a minority carrier lifetime in a p-i-n diode is the

transit time “TT”, where the carrier crosses the “I” region with saturated velocity
switching speed “Vs”.

TT = W / V S

( A.4)

Vs = 107 cm/sec
W = “I” region length in cm
Breakdown Voltage:
The electrical field in the p-i-n diode is essentially constant as shown in Figure
A.2.d. Breakdown voltage is the integration of the electric field in the “I” region as
Follows:
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W

Vb = ∫ E ( x)dx

( A.5)

0

Since E(X) is constant, the breakdown voltage is simply given by:

( A.6)

VB = E ∗ W

The theoretical electrical field in the intrinsic “I” region should be 14 volt/micron,
but in practice the electrical field is lower (12 volt/micron) due to actual geometry of the
p-i-n diode being different from the infinite parallel plate model assumed in the calculation.
In order to avoid the nonlinear effects with the RF signal, the bias voltage must be
sufficient to prevent the diode junction from beginning to go into conduction. Typically,
the bias can be substantially less than the peak RF voltage owing to charge flow delay
mechanisms. At HF frequencies, however, the bias MUST equal the RF. Exact
requirements depend on application and diode I region thickness; experimentation is
necessary.

VB > 2VRF ( Peak) + V ( Bias)

( A.7)
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