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1. Background  
The new student admission program is a very 
important activity for higher education. Admission of 
new students is intended to attract prospective 
students who wish to continue their studies towards 
higher education. Students who wish to register must 
include important data that will be submitted to the 
college. The data that will be submitted include 
profiles of prospective students, traces of recent 
education and others. This data will later be managed 
by the university for various administrative purposes 
or as a reference for identification of prospective 
students who will register. The results of data 
processing of prospective new students can produce 
distribution patterns by utilizing existing data 
attributes. This distribution pattern can be useful as 
an information for higher education institutions, 
especially for the campus admissions in determining 
the target for promotion of study programs. The very 
large number becomes a challenge for universities to 
identify prospective students who wish to register. 
The use of traditional methods to identify consumers 
from data requires the human ability to analyze and 
interpret data. With the volume of data growing 
rapidly, both in terms of the number of records and 
fields, data analysis should preferably use more 
modern methods. 
K-Means Clustering has been widely applied to 
understand consumer characteristics based on the 
data obtained.Hardianti and Ayushinta in their 
research to find patterns of study period of 
engineering students at Darma Persada University, 
using the k-means clustering method with variables 
of majors, area of origin, age, gender, Grade Point 
Average (GPA), Semester Credit Units (SKS), years 
entry and length of study. The results of the 
clustering get 4 clusters by finding that students who 
have a study period of more than 4 years dominate 
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Abstract : The characteristics of prospective new students who 
re-register can produce a distribution pattern of new student 
admissions according to the data obtained. The results of the 
distribution pattern can be used as material for decision making in 
determining the socialization and promotion of study programs at 
universities. To produce a pattern, it requires grouping based on data 
that has the same character. The k-means algorithm, which is an 
algorithm in data mining processing methods for clustering, is 
successful in classifying new student admissions by maximizing the 
similarity of characteristics between data in one cluster which is 
different from data in other clusters. This is evidenced by direct 
application based on data mining procedures to data on new student 
admissions for Engineering Faculty, Manado State University for 
year 2018, 2019, and 2020 with 8 selected variables. After clustering, 
Data 2018 generates 6 clusters, 2019 data generates 3 clusters, and 
2020 data generates 4 clusters. There are some re-registration 
characteristics that are common to all three years, which can be read 
easily after clustering. 
 





around 74.36% (1613) of the total number of 
members[1]. 
Nasari and Darma in applying k-means 
clustering to data on new student admissions at the 
Potensi Utama University used variables for the 
National Final Examination (UAN) score, school 
origin and study program. From the 2 clusters 
formed, it was found that the average student 
enrolling in the information systems study program 
came from high schools while for the informatics 
engineering study program, the average applicants 
came from vocational high schools[2]. 
Asroni, Hidayatul and Prasetyo in research at 
the Muhammadiyah University of Yogyakarta, the 
application of k-means to new students of the 
medical and health sciences faculties and the faculty 
of social and political sciences found that medical 
education and international relations are the preferred 
majors for new student candidates at Muhammadiyah 
University of Yogyakarta[3]. 
. 
 
2. Literature Review  
 
2.1. Student Admission 
Students are an important part of higher 
education. Higher education is the highest education 
unit in formal education. Based on ownership, higher 
education institutions are divided into two, namely: 
state universities and private universities. In carrying 
out its function, the college admissions program for 
new students to recruit prospective students[4]. 
Based on the regulation of the Indonesian 
Minister of Research, Technology and Higher 
Education number 90 of 2017 which regulates the 
admission of new undergraduate students at state 
universities, point 2 part a states that "Admission of 
new undergraduate students at National Universities 
is carried out on the principle: fair, that is not 
differentiating. religion, ethnicity, race, gender, age, 
physical condition, and level of economic ability of 
prospective students, while still paying attention to 
the potential and academic achievements of 
prospective students and the specificity of the Study 
Program at the National Universities concerned;". 
 
2.2. Data Mining 
Data mining is a process that uses estimation 
techniques, computation, artificial intelligence, and 
machine learning to filter and search for information 
that has reusability and related understanding from 
various large databases[5]. Data mining is part of the 
knowledge discovery in database (KDD) process and 
has the following stages[6]: 
a. Data Cleaning 
In this process, unused data and inconsistent data 
are removed. 
b. Data Integration 
Here the data is enriched by combining various 
sources. 
c. Data Selection 
Data relevant to the analysis task are selected and 
retrieved from the database. 
d. Data Transformation 
Data undergoes changes or is strengthened into 
the form it is supposed to be processed by 
analyzing summaries or aggregated totals. 
e. Data mining 
This is an important process in which intelligence 
methods are applied in order to process data 
patterns. 
f. Pattern evaluation 
Intended to identify interesting patterns that 
explain the size of the existing knowledge base. 
g. Knowledge Presentation 
Visualization and knowledge representation 
techniques are used to present processed 
knowledge to users 
 
2.3 Clustering 
Clusterization is the process of dividing data in 
a large group into several groups whose data 
similarity in one group is greater than the data 
similarity to data in other groups[7]. The clustering 
method is an unsupervised method which does not 
require direction, meaning that this method is applied 
without training, without teachers and does not 
require target output[8]. The clustering consists of 
four stages, namely[9]: 
a. Make a Research Design 
Standardization is carried out so that the 
calculation of clusters is easier, thus eliminating 
the possibility of variable differences. 
b. Clustering 
In this stage, the clustering algorithm and the 
number of clusters are determined by the 
researcher. 
c. Clusterization Process 
Calculation based on the specified algorithm. 
After that, an analysis of the results of the 
clustering was carried out. 
d. Test Cluster Performance 
Tests are carried out to ensure that the clusters 
used represent the general population. 
Performance tests can be carried out with a direct 
approach by comparing the results of the clusters 
with the assumptions of existing clusters. 
 
2.4 K-means 
K-means is a non-hierarchical data mining 
method that partitions data into two or more 
clusters[10]. This method separates data into groups 
so that data that has the same characteristics is put 
into one group, and data that has different 
characteristics is grouped into different groups[11]. 
In other words, this method seeks to minimize 
variations between existing data in a cluster and 
maximize variation with data in other clusters. Here’s 
the steps of k-means[12]: 
a. The shape of the initial centroid (cluster center 





point) was random. Centroid will automatically 
be randomly selected by the program. 
b. The distance of each data to each centroid was 
calculated using Euclidian Distance. To 
calculate the distance of all data to each cluster 
center point, you can use the distance of all data 
to each cluster center point, the following 
formula can be used: 
 
             (1) 
where 
D (i,j) = Distance of data to i to cluster center  
Xki = Data i th data attribute k th 
Xkj = Data to j in the data attribute to k 
c. Determine the position of the new centroid by 
calculating the average value of data located on 
the same centroid. To revive a new centroid 
with the following formula: 
 
𝐶 =     (2) 
 
Where 
C : data centroid 
M : data member belonging to a 
particular centroid 
N : the amount of data that belongs to a 
certain centroid 
 
d. Repeat all steps until the data is not migrated. 
 
2.5 Z Score Normalization 
Z Score Normalization is one of the most 
widely used normalization algorithms in the 
pre-processing stage before starting numerical data 
analysis. Z Score Normalization is a normalization 
method that is taken from the mean (average value) 
and standard deviation (standard deviation) of the 
data[13]. The formula is: 
 
                            (3) 
where 
x : data value after normalized 
n : data value before normalized 
mean : the average value of the data 
on an attribute 
stdev : standart deviation 
 
2.6 Sillhouette Coefficient 
Sillhouette Coefficient is a method of 
calculating the quality of the cluster to be formed, 
and how well an object is placed in the cluster[14]. 
The Formula is: 
𝑠(𝑖) =                      (4) 
where 
s(i) : is the Sillhouette coefficient of a 
data 
b(i) : the minimum value of the average 
distance between objects in the 
cluster 
a(i) : the average value of the distance 
between objects in the cluster 
stdev : standart deviation 
 
3. Research Methodology  
The data mining process carried out in the study 
refers to the Knowledge Discovery In Database 
framework with k-means clustering as the processing 
method shown as the following flowchart. 
 
Fig.1. Data Mining Process Using K-Means 
Clustering 
 
3.1. Data Collecting 
The main data or primary data that is processed 
was the metadata on new student admissions for the 
Faculty of Engineering, Manado State University 
from 2018 to 2020 for undergraduate level who have 
passed the independent selection (B2P), SBMPTN, 
and SNMPTN. Based on the researchers needs, the 
researchers took data based on attributes that have in 
common in 2018 - 2020. The attributes obtained 
include: 
a. Registration number / exam number 
b. Name of prospective student 
c. Selected study program 
d. Gender 
e. City was born 
f. Province was born 
g. Place of birth 
h. Date of birth 
i. Senior high school data 
j. City / district high school 
k. High school province 
l. High school address 
m. City / district of prospective students 
n. Province of prospective students 
o. Postal code 
p. Phone number 
q. Registration status 
r. Single tuitions fee 
s. Scholarships status 
 





The data given was the metadata for admission 
of new students in the .xlxs format which haven’t 




3.2.1 Data Selection 
In accordance with the research target, 
researchers conducted clustering based on the type of 
high school as ‘Jenis SMTA’, city / district of 
prospective students as ‘nama_kab/kota_asal, 
selected study programs as ‘Nama_prodi’, selection 
path as ‘jenis_tes’, Single Tuition Fee as ‘UKT’, 
scholarship status as ‘status_beasiswa, and 
registration status as ‘registrasi’. So the researchers 
decided to retrieve data based on the following 
attributes: 
a. Registration number (for the ID) 
b. Selected study program 
c. Type of high school 
d. City / district of prospective students 
e. Type of entry test 
f. Registration status 
g. Scholarship Status 
h. Single Tuition Fees 
 
3.2.2 Data Cleaning 
At this stage, researchers cleaned inconsistent 
data, corrected data errors, and checked for 
duplication of data based on registration numbers. 
After ensuring that the data is feasible to go to the 
next stage, the data is then separated based on the 
year of receipt, namely 2018, 2019 and 2021. 
 
3.2.3 Data Transformation 
Here, the has converted all nominal data into 
numerical form sorted by the highest number of 
attributes in order to fulfill the rules in the clustering 
process. Here’s the examples of study program 
variable in data of Year 2018: 
 
Table 1. Data transformation for study program 




3.3 K-Means Clustering 
The k-means clustering process is carried out 
using the RStudio application with the steps as listed 
in fig.2. 
 
Fig.2.  K-Means Steps 
 
3.3.1 Data Standarization 
The formula used for the data standardization 
process is the z score normalization formula which is 
implemented with the command scale(data) on 
RStudio Script panel. 
 
3.3.2 Optimum Number Of Clusters 
The optimum number of clusters are represents 
by sillhouete plot where, for max k = 10, we take K 
which is close to number 1 on each graph. 
 
3.3.3 Clustering 
The process of knowing the results of clustering 
is done by using command kmeans(Data, x, 
nstart=999). Where kmeans is the command 
algorithm used, data is data that has been normalized 
using the z-score, x is the optimal K value, and 
nstart=999 is the command where the best 
initiation will be taken from the initial 999 cluster 
initiations. 
 
3.4 Cluster Validation 
The validation of each clusters are calculated 
manually by the result of means (centers) of every 
clusters with euclidean distance formula that inputed 
manually in the code programs. 
 
4. Result And Disscusion 
 
4.1 Data Collecting 
The total data collected were 2564 data. With 
details in table 2: 
 
Table 2. New Student Admissions Data for the 





SNMPTN SBMPTN B2P 
1 2018 227 382 393 1002 
2 2019 120 295 450 865 
3 2020 181 201 315 697 






N. Study Program Freq Initial 
1 
Pendidikan Teknologi, 
Informasi Dan Komunikasi 
247 1 
2 Teknik Informatika 245 2 
3 Teknik Sipil 143 3 
4 Arsitektur 106 4 
5 Teknik Mesin 85 5 
6 Pendidikan Teknik Elektro 61 6 





9 Pendidikan Teknik Bangunan 26 9 





















SMK Kab. Pinrang B2P 2.500.000 Tidak Ya 
4180012291 Teknik Informatika SMK Kab. Minsel B2P 2.500.000 Tidak Ya 






LN Filipina B2P 2.000.000 No Yes 
 


















4180011578 4 2 95 3 2.500.000 2 1 
4180011796 2 2 77 3 2.500.000 1 1 
4180012291 2 2 5 3 2.500.000 1 1 
4180012457 2 1 4 3 1.500.000 1 1 
4180013797 8 3 102 3 2.000.000 1 1 
 
4.2 Data Pre-processor 
Examples of result about before-after pre- 
processoring the data is given in table 3 and table 5.  
 
4.3 Data Standarization 
Examples for each year 2018 data that have 




Fig.3.  Data standardization for year 2018 
  
 
Fig.4.  Data standardization for year 2019 
 
 
Fig.5. Data standardization for year 2020 
 
 
4.4 K-Means Clustering 
After clustering based on the K value obtained 
through the silhouette method, the researcher made a 
depiction using scatter plot. Results are: 
 
Fig.6. Results of K=6 for data of year 2018 
 
 
Fig.7. Results of K=9 for data of year 2019 
 
Fig.8. Results of K=4 for data of year 2020 





The accumulation occurs due to data that has 
the same characteristics. 
 
4.4 Cluster Validation 
 
Fig.9. Sample of cluster validation for year 2018 
 
The attribute ‘hasilcek’ in the table in the 
program result image above is the result of cluster 
validation and the 'klasterke' attribute is the cluster 
placement generated by kmeans command 
automatically. 
As a result, all members' positions in the cluster 
were correct because there were no errors in data 
placement. 
 
4.5 Result For Each Data After Clustering 
 
4.5.1 Data Year 2018 
The most cluster members are in K2 with a 
frequency of 338 members, while the smallest cluster 
members are K5 with a total of 74 members. 
Based on the 'study program' attribute, K1 to 
K5 are the clusters with the average most popular 
study programs for 2018. For K1 it is dominated by 
the Information and Communication Technology 
Education study program. K2 and K3 which are led 
by the Information and Communication Technology 
Education study program with the largest proportion 
for each cluster. K4 is dominated by Informatics 
Engineering. K5 is dominated by civil engineering. 
Meanwhile, K6, which is a cluster with an average 
lack of enthusiasts for 2018, is dominated by the 
mechanical engineering study program. 
Based on the attribute 'type of high school', for 
K1, and K2, K3, K6 are clusters dominated by 
members from high school with vocational 
background. While K2, K4, K5 are clusters 
dominated by members from high school with high 
school background. 
Based on the attribute 'Name of Regency / City', 
for K1, K2, K4, and K6 are clusters that are 
dominated by members who come from Kab. 
Minahasa. While K3 is a cluster dominated by Kab. 
Minahasa and Kab. South Minahasa with the same 
proportion. K1, K2, K3, K4, and K6 are clusters 
where the average cluster members are members who 
come from districts / cities with the frequency of 
origin of enthusiasts above the average. Meanwhile, 
K5 is a cluster where all members of the cluster are 
members who come from the District / City with the 
frequency of origin of enthusiasts is below the 
average. K5 is also stated as a cluster with members 
originating from outside North Sulawesi. There is no 
member of the Regency / City attribute that 
dominates for K5. 
Based on the 'type of test' attribute, if based on 
the type of national and independent selection, then 
K1, K3, K4, and K5 are dominated by members who 
take the national route selection (SNMPTN, 
SBMPTN) and K2, K4 is a cluster dominated by 
cluster members who participate in the selection. 
independent pathway (B2P) where for K3 all 
members follow the national selection path. 
Meanwhile, if based on the type of examination 
selection and high school academic result selection, 
K1, K2, K5, and K6 are dominated by cluster 
members who take the exam selection, and K3, K4 is 
dominated by cluster members who participate in the 
high school academic results selection. 
Based on the attribute 'UKT (Single Tuition 
Fee)', K1 is a cluster with 4 categories of UKT fees 
ranging from Rp. 1,000,000 to 2,000,000. K2 is a 
cluster with 5 categories of UKT costs ranging from 
Rp. 1,750,000 to 2,500,000. K3 and K4 are clusters 
with 3 categories of UKT costs ranging from Rp. 
1,800,000 to 2,500,000. K5 is a cluster with 5 
categories of UKT costs ranging from Rp. 1,000,000 
to 2,500,000. K6 is a cluster with 5 categories of 
UKT costs ranging from Rp. 1,000,000 to 2,000,000. 
K1 is dominated by cluster members who have a 
UKT fee of Rp. 1,000,000. K2, K3, K4, and K5 are 
dominated by cluster members who have a UKT fee 
of Rp. 2,500,000, while K6 is dominated by cluster 
members who have a UKT fee of 1,800,000. 
Based on the attribute 'scholarship status', K1, 
K2, K4, and K6 are clusters where all members of 
the cluster are not members who get the full 
scholarship. K3 is a cluster with all members 
receiving full scholarships. Meanwhile, K5 is a 
cluster dominated by members who do not receive 
full scholarships. 
Based on the Attribute 'registration status', for 
K1 it is a cluster with all members registering after 
passing the selection. K4 is a cluster where all 
members do not register after passing the selection. 
Meanwhile, K2, K3, K5, and K6 were dominated by 
prospective students who re-registered after passing 
the selection. 
 
4.5.2 Data Year 2019 
The most cluster members are K5 with a 
frequency of 175 members, while the least cluster 
members are K3 with a frequency of 45 members. 
Based on the 'study program' attribute, besides 
K8, the other 7 clusters are the ones with the most 
popular study programs for 2019. For K3, K5, K6 are 
dominated by the Information and Communication 
Technology Education study program. K1, K2, K4, 
K7 and K9 are led by the Informatics Engineering 
study program with the highest percentage for each 
cluster. And K8 is dominated by Mechanical 
Engineering Education. 
Based on the attribute 'high school type', for K1, 





K2, K3, K4, K7, K9 are clusters dominated by 
members from high school with high school 
background. K6 and K8 are clusters dominated by 
members from SMTA with vocational background. 
K5 is a cluster where all members of the cluster are 
members from high school with high school 
background. 
Based on the attribute 'Name of Regency / City', 
apart from K7, the other clusters are clusters 
inhabited by regions with a frequency of origin of 
interested parties above the average. K1, K3, K4, K5, 
K6, K8, and K9 are the clusters with the highest 
member frequency originating from Kab. Minahasa. 
While K2 is the cluster with the highest frequency is 
Kab. South Minahasa. It is different for K7 which is 
stated as a cluster with members originating from 
outside North Sulawesi. There is no member of the 
Regency / City attribute that dominates for K7. 
Based on the 'test type' attribute, if it is based on 
the type of national and independent selection, then 
K1, K2 and K4 are clusters with all members 
participating in the national route selection 
(SNMPTN, SBMPTN). Meanwhile, K3 and K5 are 
clusters with all members participating in the 
independent route selection. K7 and K9 are 
dominated by members who follow the national 
selection route and K8 m is the opposite. If based on 
the type of examination selection and high school 
academic result selection, then K1, K2, K4, K7 and 
K9 are clusters with all members taking the exam 
selection (SBMPTN, B2P). K3, K5 and K6 are 
clusters with all members participating in the 
selection for high school academic results. 
Based on the attribute 'UKT (Single Tuition 
Fee)', K1, K2 and K9 are clusters with 3 categories 
of UKT fees ranging from Rp. 1,800,000 to Rp. 
2,500,000. K3 is a cluster with 2 categories of UKT 
costs ranging from Rp. 3,500,000 to 5,000,000. K4 is 
a cluster with 4 categories of UKT costs ranging 
from Rp. 1,000,000 to 2,500,000. K5 is a cluster with 
3 categories of UKT costs ranging from Rp. 
2,000,000 to 3,500,000. K6 is a cluster with 5 
categories of UKT costs ranging from Rp. 1,000,000 
to 4,000,000. K7 is a cluster with 4 categories of 
UKT costs ranging from Rp. 1,800,000 to 3,500,000. 
K8 is a cluster with 4 categories of UKT costs 
ranging from Rp. 1,000,000 to 3,500,000. K1, K2, 
K4, K5, K5, K7 and K9 are clusters dominated by 
members who have a UKT burden of Rp. 2,500,000. 
K3 is dominated by members who have a UKT 
burden of Rp. 5,000,000, and K8 is a cluster 
dominated by members who have a UKT burden of 
Rp. 1,800,000. 
Based on the attribute 'registration status', K2, 
K3 and K9 are clusters where all members do not 
register after passing the selection. K1, K4, and K5 
are clusters where all members register after passing 
the selection. K6 and K8 are clusters dominated by 
members who re-register after passing the selection, 
while K7 is the opposite. 
Based on the attribute 'scholarship status', for 
K1 and K2, it is a cluster in which all members of the 
cluster are members who get a full scholarship. K3, 
K4, K5, K6, and K9 are clusters with all 
non-members who get full scholarships. K7 and K8 
are dominated by members who do not get full 
scholarships. 
 
4.5.3 Data Year 2020 
The highest number of cluster members is K8 
with a frequency of 135 members, while the smallest 
cluster members are K2 with a frequency of 27 
members. 
Based on the 'study program' attribute, apart 
from K2 and K5, the rest are the clusters with the 
most popular study programs for 2020. K1, K3 and 
K4 are clusters dominated by members who graduate 
with the choice of Information and Communication 
Technology Education study programs. K2 and K5 
are dominated by members who graduate with a 
choice of Electrical Engineering Education study 
programs. K7 to K10 are dominated by members 
who graduate with a choice of Information and 
Communication Technology Education study 
programs. While K6 is dominated by 2 members who 
have the same frequency, namely Civil Engineering 
and Informatics Engineering. 
Based on the attributes of high school types, 
K1, K2, K7, and K9 are clusters that are dominated 
by members from high school with high school 
background. While K3, K4, K5 and K10 are clusters 
dominated by members from high school with 
vocational background. All K8 members are a 
cluster, all of whose members have high school 
backgrounds. K6 is a cluster that is only inhabited by 
members with two types of high school and has the 
same frequency value. 
Based on the attribute 'Name of Regency / City', 
apart from K1 and K7, the other clusters are clusters 
inhabited by regions with a frequency of origin of 
interested parties above the average. K2, K3, K5, K8, 
K9, and K10 are the clusters with the highest 
member frequency originating from Kab. Minahasa. 
While K4 and K6 are the clusters with the highest 
frequency is Kab. South Minahasa. It is different for 
K1 and K7 which are clusters where all members of 
the cluster are members who come from the District / 
City with the frequency of origin of enthusiasts is 
below the average. K1 and K7 are also stated as 
clusters with members originating from outside of 
North Sulawesi. There is no member of the Regency 
/ City attribute that dominates for K1. 
Based on the 'type of test' attribute, if based on 
the type of examination test selection (B2P, 
SBMPTN) and high school academic result selection 
(SNMPTN), then K1, K3 and K5, K8, and K9 are 
clusters where all members are following the 
selection of the examination test path (B2P). , 
SBMPTN). Whereas K7, K2 and K4 on average the 
members follow the examination route selection 





(B2P, SBMPTN). K6 and K10 are clusters with an 
average member following the selection of high 
school academic results (SNMPTN). If based on the 
national route selection (SNMPTN, SBMPTN) and 
independent (B2P), then K1, K3, K5, K8 and K9 are 
dominated by members who participate in the B2P 
selection. Meanwhile, K2, K4, K6, K7, K10 were 
dominated by members who participated in the 
SNMPTN and SBMPTN selection. 
Based on the attribute 'UKT (Single Tuition 
Fee)', K1 is a cluster with 4 categories of UKT fees 
ranging from Rp. 2,000,000 to Rp. 4,000,000. K2 is a 
cluster with 2 categories of UKT costs ranging from 
Rp. 2,500,000 to 3,500,000. K3 is a cluster with 5 
categories of UKT costs ranging from Rp. 2,000,000 
to 5,000,000. K4 is a cluster with 3 categories of 
UKT costs ranging from Rp. 2,000,000 to 4,000,000. 
K5 is a cluster with 5 categories of UKT costs 
ranging from Rp. 1,800,000 to 4,000,000. K6 and K7 
are clusters with 3 categories of UKT costs ranging 
from Rp. 3,500,000 to 5,000,000. K8 is a cluster with 
6 categories of UKT costs ranging from Rp. 
1,000,000 to 5,000,000. K9 is a cluster with 2 
categories of UKT costs ranging from Rp. 4,000,000 
to 5,000,000. K10 is a cluster with 3 categories of 
UKT costs ranging from Rp. 2,500,000 to 5,000,000. 
K6, K7, and K9 are clusters dominated by members 
who have a UKT burden of Rp. 5,000,000 while the 
other clusters are dominated by members who have a 
UKT burden of 2,500,000. 
Based on the attribute 'scholarship status', K5, 
K8, K9, and K10 are clusters where all members of 
the cluster are not members who get the full 
scholarship. K2 and K4 are clusters where all 
members receive full scholarships. K1, K6 and K7 
are clusters that are dominated by students who do 
not receive full scholarships. 
Based on the attribute 'registration status', 
Based on Figure 4.48, for K1, K4, K8, and K10 are 
clusters where all members register after passing the 
selection. K6, K7, and K9 are clusters where all 
members do not register after passing the selection. 
K2, K3 and K5 are clusters dominated by members 
who register after passing the selection. 
 
4.5 Discussion 
After learning the results of kmeans for each 
data by years, the pattern of student admission has 
varied patterns for the 7 attributes used. Where the 
same pattern is found, among others: 
On average, prospective students who 
re-registered had a UKT fee below 2,500,000 and 
most of them did not have scholarships which, when 
combined with the percentage of student candidates 
based on the national and independent test types, 
then the independent test route dominated more a lot 
of re-registration. But if you use the percentage of 
prospective students based on the test route and the 
selection of report card scores, the students who take 
the exam route register more. 
On average, prospective students who do not 
re-register, are prospective students who have single 
tuition fees above Rp.2.500.000, do not get a single 
tuition fees reduction fee and do not get a full 
scholarship. 
The number of applicants who re-registered 
through the national selection route was not too 
large. 
By combining several attributes in the data, the 
final results obtained will provide many options for 
engineering faculty to make decisions in determining 
policies for campus promotion. 
 




The Sillhouette method, which is a cluster 
performance test method, successfully performs the 
best K analysis at the beginning of the clustering by 
taking the optimal K value almost close to number 1. 
 Based on the analysis of the characteristics of 
each new student admission data for the Faculty of 
Engineering of Manado State University from 2018 
to 2020, it is found that interesting data groups are 
different in each cluster and can be used as 
knowledge to analyze prospective students based on 
membership placement in certain clusters. 
 Based on the results of the analysis, the 
researcher managed to find the same pattern that 
occurred during the 3 years of new student 
admissions at the engineering faculty on year 2018, 
2019, and 2020. 
 Based on the results of verification using 
Euclidean Distance, all cluster membership positions 




This research has several limitations. The 
research case study was conducted at the Faculty of 
Engineering, Manado State University. As for the 
data, the data presented and processed are the data 
for new student admissions, which are prospective 
students who passed the independent test (B2P), 
SNMPTN, and SBMPTN for undergraduate level, for 
odd academic years of 2018, 2019 and 2020. 
 
5.3 Suggestion 
For the future research, the range can be enlarge 
by adding all the data for new student admissions at 
Manado State University as a case study. 
Also, this research can be combined with other 
methods to help find a more optimal k value or make 
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