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Abstract
Recently, an e3cient algorithm has been proposed for 4nding all solutions of systems of nonlinear equations
using linear programming. This algorithm is based on a simple test (termed the LP test) for nonexistence of a
solution to a system of nonlinear equations using the dual simplex method. In this letter, an improved version
of the LP test algorithm is proposed. By numerical examples, it is shown that the proposed algorithm could
4nd all solutions of a system of 300 nonlinear equations in practical computation time.
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1. Introduction
In this letter, we discuss the problem of 4nding all solutions of a system of n nonlinear equations
f1(x1; x2; : : : ; xn) = 0;
f2(x1; x2; : : : ; xn) = 0;
...
fn(x1; x2; : : : ; xn) = 0
(1)
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contained in a bounded rectangular region (box) D in Rn with the sides parallel to the coordinate
axes, where f1; f2; : : : ; fn are real-valued nonlinear functions. In vector notation system (1) will be
written as f(x) = 0.
As a computational method to 4nd all solutions of nonlinear equations, interval analysis based
techniques are well known, and various algorithms based on interval computation have been devel-
oped [1–12]. However, the computation time of the interval algorithms tends to grow exponentially
with the dimension n. In order to improve the computational e3ciency of the interval algorithms,
it is necessary to develop a powerful test for nonexistence of a solution in a given box so that we
can exclude many boxes containing no solution at an early stage of the algorithm [11].
Recently, a very powerful test has been proposed for nonexistence of a solution to the system of
nonlinear equations (1) in a given box X ⊆ D [11]. This test is termed the LP test. The basic idea
of this test is to formulate a linear programming (LP) problem whose feasible region contains all
solutions in X . Hence, if the feasible region is empty (which can be easily checked by the simplex
method), then X contains no solution, and we can exclude it from further consideration.1 The LP
test has been much improved by introducing the dual simplex method [12], by which the LP test can
be performed with a few pivotings (often no pivoting) per box. It has been shown that all solutions
of (1) can be found very e3ciently by the interval algorithm using the LP test (which will be called
the LP test algorithm for short).
By the way, in interval algorithms, a box is often reduced to a smaller box containing the same
solutions in each step to improve the computational e3ciency. We will call this method a contraction
method. However, the contraction method is not considered in [12]. In this letter, we propose an
improved version of the LP test algorithm using the contraction method, and evaluate its eHectiveness
by numerical examples.
2. LP test algorithm
In this section, we 4rst review the algorithm proposed in [11,12] brieIy.
For the simplicity of discussion, in this letter we assume that (1) can be represented as
f(x), Pg(x) + Qx − r = 0 (2)
as assumed in [12], where g(x) = [g1(x1); g2(x2); : : : ; gn(xn)]T :Rn → Rn is a nonlinear function with
component functions gi(xi) :R1 → R1 (i = 1; 2; : : : ; n), P and Q are n × n constant matrices, and
r=(r1; r2; : : : ; rn)T ∈Rn is a constant vector. Note that the discussion in this letter is easily extended
to more general systems of nonlinear equations; for details, see [11].
An n-dimensional interval vector with components [ai; bi] (i = 1; 2; : : : ; n) is denoted by
X = ([a1; b1]; [a2; b2]; : : : ; [an; bn])T:
Geometrically, X is an n-dimensional box.
In the LP test, the nonexistence of a solution to (2) in X is checked as follows. We 4rst calculate
the interval extensions of gi(xi) (i=1; 2; : : : ; n) over X . Let the interval extension of gi(xi) over [ai; bi]
be [ci; di]. Then, we introduce auxiliary variables yi (i=1; 2; : : : ; n) and set yi = gi(xi). Therefore, if
ai6 xi6 bi, then ci6yi6di holds.
1 Nakaya and Oishi describe almost the same idea in [8] motivated by the preprint of [11].
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Now we replace each nonlinear function gi(xi) in (2) by the auxiliary variable yi and the linear
inequality ci6yi6di, and consider the LP problem:
max (arbitrary constant)
subject to
Py + Qx − r = 0
ai6 xi6 bi; i = 1; 2; : : : ; n
ci6yi6di; i = 1; 2; : : : ; n
(3)
where y = (y1; y2; : : : ; yn)T ∈Rn. Then, we apply the simplex method to (3).
Evidently, all solutions of (2) which exist in X satisfy the constraints in (3) if we set yi = gi(xi).
Namely, the feasible region of the LP problem (3) is a convex polyhedron containing all solutions
of (2) in X . Hence, if the feasible region is empty, then we can conclude that there is no solution
of (2) in X .
The emptiness or nonemptiness of the feasible region of (3) can be checked by the simplex
method. If the simplex method terminates with the information that the feasible region is empty,
then there is no solution of (2) in X . This test is called the LP test.
The basic algorithm proposed in [11] is as follows. Beginning with the initial box X = D, the
following procedure is performed recursively. At each level, we perform the LP test on X . If there
is no solution of (2) in X , then we exclude it from further consideration. If there is a unique
solution of (2) in X , then we compute it by some iterative method. In the 4eld of interval analysis,
computationally veri4able su3cient conditions for existence and uniqueness of a solution in X have
been developed. If neither existence nor nonexistence of a solution in X can be proved, then bisect
X in some appropriately chosen coordinate direction to form two (or more) new boxes; we then
continue the above procedure with one of these boxes, and put the other one(s) on a stack for later
consideration. Thus, provided the number of solutions of (2) contained in D ⊂ Rn is 4nite, we can
4nd them all with mathematical certainty.
In the LP test algorithm, the simplex method is performed on many boxes. If we start the simplex
method always from the beginning, then the total number of pivotings becomes very large because
the simplex method requires many pivotings for large scale problems. In [12], it is shown that the
LP test can be performed with a few pivotings per box by using the dual simplex method from the
second box. By this method, the LP test algorithm becomes much more e3cient. In the numerical
experiments of [12], all solutions of systems of 200 nonlinear equations are found in acceptable
computation time.
3. Proposed algorithm
In interval algorithms, we often use the Krawczyk operator [6] or the Hansen operator [3] to
check the existence of a solution in X . Assume that we use the Krawczyk operator K(X ), which is
an n-dimensional interval vector function of X . It has been shown that, if X contains solutions of
(2), then K(X ) also contains the same solutions. It has also been shown that, if K(X ) ⊂ X holds,
then X contains a solution of (2). Thus, we can check the existence of a solution in X .
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Fig. 1. A box X is reduced to a smaller box X ∩ K(X ) and then bisected into two boxes X ′ and X ′′.
Even when K(X ) ⊂ X does not hold, it is clear that all solutions of (2) in X are contained
in X ∩ K(X ). Hence, by replacing X with X ∩ K(X ), we can reduce the box X to a smaller
box containing the same solutions. This is the contraction method, which is often used in interval
algorithms [4,5]. In this section, we consider introducing the dual simplex method in the LP test
when the contraction method is used in the basic interval algorithm.
We 4rst note that, in the implementation of the simplex method to (3), we apply the variable
transformation Mxi=xi−ai and My i=yi−ci so that the LP problem becomes the form with nonnegativity
constraints:
max (arbitrary constant)
subject to
P My + Q Mx − Mr = 0
Mxi6 bi − ai; i = 1; 2; : : : ; n;
My i6di − ci; i = 1; 2; : : : ; n;
Mxi¿ 0; My i¿ 0; i = 1; 2; : : : ; n;
(4)
where Mx = ( Mx1; Mx2; : : : ; Mxn)T, My = ( My 1; My 2; : : : ; Myn)T, and Mr = r − P(c1; c2; : : : ; cn)T − Q(a1; a2; : : : ; an)T.
Introducing the slack variables Mi and Mi (i = 1; 2; : : : ; n), (4) is transformed into a standard form:
max (arbitrary constant)
subject to
P My + Q Mx − Mr = 0
Mxi + Mi = bi − ai; i = 1; 2; : : : ; n;
My i + Mi = di − ci; i = 1; 2; : : : ; n;
Mxi¿ 0; My i¿ 0; Mi¿ 0; Mi¿ 0; i = 1; 2; : : : ; n:
(5)
Then, we construct the initial tableau.
We explain the proposed idea using Figs. 1 and 2. Consider that we have performed the LP
test on a box X in Fig. 1(a) where the feasible region is not empty and have obtained an optimal
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Fig. 2. Illustration of the interval extensions of gi(xi) over [ai; bi] and [a′i ; b
′
i ].
feasible tableau for (5). Here, the term optimal implies that the optimality condition is satis4ed in
the auxiliary objective function low because the simplex method for (3) consists of Phase I only.
Then, we bisect X ∩ K(X ) into two boxes X ′ and X ′′ as shown in Fig. 1(b) and perform the LP
test 4rst on the box X ′. Let [c′i ; d′i] (i=1; 2; : : : ; n) be the interval extension of gi(xi) over [a′i ; b′i] as
shown in Fig. 2. In the LP test for X ′, we similarly introduce auxiliary variables yi (i= 1; 2; : : : ; n)
and consider the LP problem:
max (arbitrary constant)
subject to
Py + Qx − r = 0
a′i6 xi6 b
′
i ; i = 1; 2; : : : ; n;
c′i6yi6d
′
i ; i = 1; 2; : : : ; n:
(6)
Applying the variable transformation x˜i=xi−a′i and y˜ i=yi−c′i , and introducing the slack variables,
(6) is transformed into a standard form:
max (arbitrary constant)
subject to
Py˜ + Qx˜ − r˜ = 0
x˜i + ˜i = b′i − a′i ; i = 1; 2; : : : ; n;
y˜ i + ˜i = d′i − c′i ; i = 1; 2; : : : ; n;
x˜i¿ 0; y˜ i¿ 0; ˜i¿ 0; ˜i¿ 0; i = 1; 2; : : : ; n:
(7)
Notice that the constraints in (7) and those in (5) are diHerent only in the constant terms.
From Fig. 2, it is clear that x˜i = Mxi − (a′i − ai), ˜i = Mi − (bi − b′i), y˜ i = My i − (c′i − ci), and
˜i = Mi − (di − d′i) (i = 1; 2; : : : ; n) hold. Substituting these relations to the previous optimal feasible
tableau for (5), the optimal tableau for (7) is easily obtained, which diHers from the previous
tableau only in the constant column. Note that this transformation of tableau is a generalization of
that proposed in [12].
Of course, this tableau may not be feasible (i.e., all elements in the constant column may not be
nonnegative), but always dual feasible because the optimality condition is satis4ed. Hence, starting
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from this table, we can perform the dual simplex method and check the existence of the feasible
region of (6). In most cases, this dual simplex method requires only a few pivotings. It often requires
no pivoting; namely, if the dual feasible tableau is feasible (i.e., all elements in the constant column
are nonnegative) or the tableau indicates that the feasible region is empty, then the dual simplex
method terminates with no pivoting. Hence, the average number of pivotings per box becomes very
small (often less than one).
The same procedure is also possible for X ′′, and also for two boxes which are obtained by
bisecting X ′ ∩K(X ′), etc. Thus, the LP test can be performed by the dual simplex method from the
second box, 2 which makes the total number of pivotings much smaller as shown in the numerical
examples of the next section.
4. Numerical examples
We implemented the proposed algorithm using the program developed in [12] as the base on
a Sun Ultra 10 (UltraSPARC-IIi 360 MHz, 1 GB RAM). We used the Krawczyk–Moore algorithm
[6,7] as the basic algorithm where a box X ∩K(X ) is bisected in a coordinate direction in which the
maximum component width of X ∩K(X ) occurs. In this section, we show some numerical examples.
4.1. Example 1
We 4rst consider a system of n nonlinear equations
g(xi) + x1 + x2 + · · ·+ xn − i = 0; i = 1; 2; : : : ; n;
where
g(xi) = 2:5x3i − 10:5x2i + 11:8xi;
which describes a nonlinear resistive circuit containing n tunnel diodes [10–12]. We consider the
initial box D= ([− 10; 10]; : : : ; [− 10; 10])T. Note that the conventional Krawczyk–Moore algorithm
could solve this system only for n6 14 in [11].
Table 1 compares the computation time T (s) and the average number of pivotings per box Pa
of the original LP test algorithm in [11], its improved version in [12], and the proposed algorithm,
where S denotes the number of solutions obtained by the algorithms and ∞ denotes that it could
not be computed in acceptable computation time (in this letter, less than 2 days). It is seen that the
average number of pivotings per box is less than one in the proposed algorithm, which makes the
algorithm much more e3cient than the original algorithm.
It is also seen that the proposed algorithm could solve this system for n=100 in about ten minutes,
and for n= 300 in about 20 h. It is also seen that the computation time of the proposed algorithm
is about 14 times smaller than that of the algorithm in [12] when n= 200.
2 Of course, it is possible to perform the 4rst LP test by the dual simplex method.
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Table 1
Comparison of the computation time T (s) and the average number of pivotings per box Pa (Example 1)
n S Ref. [11] Ref. [12] Proposed
T Pa T Pa T Pa
10 9 2 14.9 0.3 0.61 0.2 0.76
20 9 81 30.0 4 0.62 1 0.70
30 9 640 45.3 20 0.61 6 0.64
40 9 2442 60.3 74 0.59 20 0.63
50 11 7266 76.0 212 0.59 46 0.62
60 11 19716 91.7 522 0.59 96 0.61
70 9 40442 107.9 820 0.58 174 0.59
80 11 77987 123.2 1521 0.58 292 0.58
90 9 136205 138.1 2288 0.60 427 0.57
100 9 ∞ — 3537 0.60 589 0.56
110 9 ∞ — 5515 0.60 863 0.57
120 11 ∞ — 9344 0.60 1145 0.57
130 13 ∞ — 14218 0.61 1496 0.56
140 11 ∞ — 19391 0.61 2032 0.56
150 13 ∞ — 25847 0.60 2671 0.56
160 11 ∞ — 33731 0.57 3403 0.55
170 9 ∞ — 36401 0.57 4139 0.55
180 9 ∞ — 53688 0.56 5733 0.55
190 9 ∞ — 80931 0.56 7304 0.55
200 13 ∞ — 131150 0.56 9349 0.55
...
...
...
...
...
...
...
...
250 17 ∞ — ∞ — 28651 0.53
...
...
...
...
...
...
...
...
300 11 ∞ — ∞ — 72364 0.57
4.2. Example 2
We next consider a system of n nonlinear equations [2,10–12]
xi − 12n


n∑
j=1
x3j + i

= 0; i = 1; 2; : : : ; n:
We consider the initial box D=([− 10; 10]; : : : ; [− 10; 10])T. Note that the conventional Krawczyk–
Moore algorithm could solve this system only for n6 7 in [11].
Table 2 shows the result of computation. As can be seen from the table, the average number of
pivotings per box in the proposed algorithm is less than one also in this example, which implies
that the LP test terminated with no pivoting many times. It is also seen that the proposed algorithm
could 4nd all solutions of this system for n= 100 in about 14 min, and for n= 200 in about 5 h.
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Table 2
Comparison of the computation time T (s) and the average number of pivotings per box Pa (Example 2)
n S Ref. [11] Ref. [12] Proposed
T Pa T Pa T Pa
10 3 2 13.7 0.2 0.50 0.1 0.51
20 3 61 28.2 2 0.54 1 0.54
30 3 437 42.5 12 0.56 7 0.56
40 3 2115 57.2 57 0.58 26 0.58
50 3 5543 71.6 132 0.62 54 0.62
60 3 13929 86.0 309 0.63 113 0.63
70 3 30303 100.4 637 0.65 209 0.65
80 3 100057 115.7 1731 0.66 355 0.66
90 3 107745 129.4 1998 0.67 563 0.67
100 3 ∞ — 3171 0.69 860 0.69
110 3 ∞ — 4972 0.69 1249 0.69
120 3 ∞ — 8793 0.66 2069 0.67
130 3 ∞ — 10745 0.69 2420 0.70
140 3 ∞ — 14649 0.70 3353 0.71
150 3 ∞ — 22129 0.71 4753 0.71
160 3 ∞ — 31038 0.70 5617 0.69
170 3 ∞ — 38573 0.72 7151 0.72
180 3 ∞ — 66278 0.72 9212 0.73
190 3 ∞ — 88548 0.72 11707 0.73
200 3 ∞ — 146260 0.70 17906 0.70
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