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Brza realizacija osnovnih aritmeticˇkih operacija za velike prirodne brojeve (neprika-
zive u racˇunalu) ima velike primjene u racˇunarskoj algebri i kriptografiji. Veliki brojevi se
obicˇno prikazuju nizom znamenki u nekoj izabranoj bazi, tako da se osnovne operacije na
znamenkama mogu egzaktno i brzo izvesti u aritmetici racˇunala. Algoritmi za zbrajanje
i oduzimanje velikih brojeva su jednostavni i oponasˇaju algoritme za “rucˇno” racˇunanje.
Njihova slozˇenost je linearna u duljini brojeva i optimalna. Za razliku od toga, slicˇni al-
goritmi za mnozˇenje i cjelobrojno dijeljenje s ostatkom imaju kvadratnu slozˇenost i nisu
optimalni, jer postoje i mnogo brzˇi algoritmi (poput Karatsubinog algoritma za mnozˇenje).
U radu najprije detaljno opisujemo klasicˇni algoritam za mnozˇenje i njegovu slozˇenost.
Potom se detaljno opisuju i analiziraju algoritmi za brzo mnozˇenje velikih brojeva – stra-
tegijom “podijeli-pa-vladaj” na 2 i visˇe dijelova, uz korisˇtenje polinomne interpolacije i
evaluacije. Takoder, opisan je i analiziran danas najbrzˇi poznati Strassen–Scho¨nhageov
algoritam, koji koristi brzu Fourierovu transformaciju za mnozˇenje polinoma. Na kraju,
opisan je i opc´i algoritam za brzo dijeljenje, preko brzog mnozˇenja, baziran na Newtono-




Pozicijski zapis prirodnih brojeva
U pozicijskom zapisu broja, broj opisujemo nizom njegovih znamenki u odabranoj
bazi b. Dekadski zapis brojeva, koji koristimo u svakodnevnici, je upravo takav nacˇin
prikaza brojeva, u bazi b = 10. Sljedec´i jednostavan teorem nam daje osnovu za takav
prikaz. Dokaz mozˇete nac´i u [4].
Teorem 1.0.1. Neka je b ∈ N, b > 2 bilo koji prirodni broj. Za svaki prirodni broj u ∈ N,





Brojevi u0, . . . , un mogu biti i kompleksni. Uz dodatno ogranicˇenje
ui ∈ N0, i = 0, . . . , n − 1,
i takozvanu normalizaciju
0 ≤ ui < b, i = 0, . . . , n − 1, 0 < un < b, (1.0.2)
prikaz (1.0.1) je jedinstven.
Definicija 1.0.2. Broj b zovemo baza, a n je najvisˇa potencija baze ili stupanj broja u u
bazi b, u oznaci
degb(u) = n.
Brojevi u0, . . . , un su znamenke broja u u bazi b, a znamenku un zovemo vodec´a ili naj-
znacˇajnija znamenka broja u.
Ako su znamenke normalizirane, tj. vrijedi (1.0.2), onda relaciju (1.0.1) zovemo pozi-
cijski zapis broja u u bazi b, u oznaci
u = (un . . . u0)b, (1.0.3)
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ili
u = un . . . u0, (1.0.4)
ako je iz konteksta jasno u kojoj bazi b se vrsˇi prikaz.
Primijetite da je zapis (1.0.4) uobicˇajeni zapis koji svakodnevno koristimo za prikaz
broja s bazom b = 10.
Definicija 1.0.3. Duljina broja u u bazi b, u oznaci `b(u), je broj znamenki u pozicijskom
zapisu broja u u bazi b
`b(u) = degb(u) + 1 = blogb u + 1c. (1.0.5)
Reprezentaciju brojeva u ∈ N0, nizom znamenki u nekoj bazi b, lako je programski
realizirati, uz uvjet da su sve znamenke ui uvijek prikazive u racˇunalu. Od osnovnih tipova
podataka prikazivih u racˇunalu, najzgodnije je znamenke prikazati cijelim brojevima, jer
to omoguc´ava da cjelobrojnu aritmetiku racˇunala iskoristimo za izvodenje aritmeticˇkih
operacija na znamenkama.
Za aritmeticˇke algoritme, duljina ulaznih brojeva je mjera velicˇine zadac´e. Zbog toga se
slozˇenost aritmeticˇkih algoritama izrazˇava kao funkcija duljine ulaznih brojeva. Iz (1.0.5)
slijedi da duljina broja ovisi o bazi, pa prema tome i slozˇenost ovisi o bazi. Da bi se
analizirala ovisnost, potrebno je pronac´i vezu izmedu duljina brojeva u razlicˇitim bazama.
To isticˇemo sljedec´im teoremom, za kojeg dokaz mozˇete nac´i u [4].
Teorem 1.0.4. Duljine prirodnih brojeva u bilo koje dvije baze su kodominantne. Sˇtovisˇe,
ako su b1, b2 ≥ 2, bilo koje dvije baze, onda je
`b2(u) ∼ logb2 b1 · `b1(u), (1.0.6)
tj. duljine brojeva su asimptotski proporcionalne za velike brojeve.
Vazˇna posljedica ovog teorema je da slozˇenost aritmeticˇkih algoritama ne ovisi bitno
o bazi pozicijskog prikaza.
Poglavlje 2
Klasicˇno mnozˇenje
2.1 Klasicˇni algoritam mnozˇenja
U ovom potpoglavlju se bavimo analizom klasicˇnog algoritma mnozˇenja. Prvo c´emo
analizirati algoritam 2.1.1 mnozˇenja broja u pozicijskom zapisu (u odabranoj bazi) jed-
nom znamenkom. Ovaj algoritam je sam za sebe koristan, a posluzˇit c´e i za razvoj opc´eg
algoritma za mnozˇenje prirodnih brojeva.
Propozicija 2.1.1. Ako je u ∈ N0 broj dan pozicijskim zapisom u bazi b,
u = (un . . . u0)b
i ako je v0 ∈ N0 i 0 ≤ v0 ≤ b, onda algoritam NMULD daje niz znamenki pozicijskog
zapisa broja u · v0 u bazi b,
u · v0 = w = (wk . . .w0)b,
gdje je k = degb(w) ∈ {n, n + 1} za v0 > 0 i k = −1, za v0 = 0.
Dokaz. Pretpostavimo da je v0 > 0. Ako je v0 = 0, algoritam c´e postaviti vrijednost
deg(w) = −1, sˇto odgovara w = 0.
Rad algoritma opisan je rekurzivnim relacijama za svaki i = 0, . . . , n:
carry−1 = 0,
wi = (ui · v0 + carryi−1) mod b,
carryi = b(ui · v0 + carryi−1)/bc.
(2.1.1)
Zbog
carryi · b + wi = ui · v0 + carryi−1, i = 0, . . . , n, (2.1.2)
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Algoritam 2.1.1: NMULD – mnozˇenje prirodnog broja znamenkom
Podaci: niz znamenki (un, . . . , u0) broja u i znamenka v0 u odabranoj bazi b.
Rezultat: niz znamenki (wk, . . . ,w0) broja w = u · v0 u bazi b.
1 pocˇetak
2 ako v0 > 0 onda
3 carry← 0;
4 za i← 0 do deg(u) cˇini
5 temp← ui · v0 + carry;
6 wi ← temp mod b;
7 carry← temp div b;
8 kraj
9 ako carry > 0 onda
10 deg(w)← deg(u) + 1;









carryi · bi+1 +
i∑
j=0
w jb j = v0 ·
i∑
j=0
u jb j, (2.1.3)
za i = 0, . . . , n. To znacˇi da algoritam u svakom koraku nalazi korektan produkt donjeg
dijela broja u i znamenke v0. To mozˇemo pisati u obliku
carryn · bn+1 + w mod bn+1 = v0(u mod bi+1),
za i = 0, . . . , n. Za i = n izlazi
carryn · bn+1 + w mod bn+1 = v0 · u. (2.1.4)
Tvrdimo da za svaki i = 0, . . . , n vrijedi
0 ≤ ui · v0 + carryi−1 ≤ b2 − b − 1, 0 ≤ carryi ≤ b − 2. (2.1.5)
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Tvrdnju (2.1.5) dokazujemo indukcijom, koristec´i 0 ≤ ui ≤ b − 1 i 0 < v0 ≤ b − 1. Tada,
zbog carry−1 = 0, imamo
0 ≤ ui · v0 ≤ (b − 1)2 = b2 − 2b + 1,
pa za i = 1 vrijedi prva relacija iz (2.1.5).
Iz (2.1.1) dobivamo











Zbog b ∈ N, b ≥ 2, vrijedi ⌊
b − 2 + 1
b
⌋
= b − 2,
cˇime je dokazano (2.1.5) za i = 0.
Iz pretpostavke 0 ≤ carryi ≤ b − 2, dobivamo
0 ≤ ui · v0 + carryi−1 ≤ (b − 1)2 + b − 2 = b2 − b − 1,
a (2.1.1) daje
0 ≤ carryi ≤
⌊
b − 1 − 1
b
⌋
= b − 2,
sˇto dokazuje (2.1.5).
Ako je carryn = 0, algoritam postavlja deg(w) = deg(u), pa (2.1.4) daje
w = v0 · u.
Zbog v0 > 0 i un > 0, iz (2.1.2) proizlazi
wn = un · v0 + carryn−1 ≥ un > 0,
pa je w = (wn . . .w0)b normalizirani prikaz broja w = v0 · u.
Ako je carryn > 0, algoritam postavlja deg(w) = deg(u) + 1 i wn+1 = carryn, pa iz
(2.1.4) slijedi da je
w = (wn+1 . . .w0)b
normalizirani prikaz broja w = v0 · u. 
Ako s maxint oznacˇimo najvec´i prikaziv broj u racˇunalu, u nekom izabranom tipu cije-
lih brojeva kojeg podrzˇava arhitektura racˇunala, tada zahtjev prikazivosti broja u znacˇi
ui ≤ maxint, i = 0, . . . , n.
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Iz (1.0.2) izlazi prvi uvjet na dopusˇtenu velicˇinu baze
b ≤ maxint + 1.
Prva relacija u (2.1.5) daje zahtjev
b2 − b − 1 ≤ maxint, (2.1.6)
potreban da algoritam radi korektno i u aritmetici racˇunala, a ne samo u teoriji.
Razmotrimo slozˇenost ovog algoritma. Prostorna slozˇenost je
Compls(NMULD) = 2`(u) + c,
s c ≤ 6, sˇto se mozˇe i smanjiti, ako u algoritmu broj w spremamo na mjesto broja u, a ne
posebno.
Operacije div i mod brojimo svaku posebno, buduc´i da se u visˇim programskim jezi-
cima te operacije vrsˇe odvojeno i podjednako traju, a arhitektura racˇunala odmah daje kvo-
cijent i ostatak. Najbolja, najgora i prosjecˇna aritmeticˇka slozˇenost ovog algoritma su jed-
nake, buduc´i da algoritam uvijek obavlja isti broj operacija. Dakle, aritmeticˇka slozˇenost
algoritma NMULD je





Vremenska slozˇenost, takoder, linearno ovisi o duljini broja u, pa vrijedi
ComplT (NMULD) ∼ `(u) ∼ `(w).
Sljedec´i specijalan slucˇaj mnozˇenja je mnozˇenje potencijom baze, opisano u algo-
ritmu 2.1.2.
Tvrdimo da je algoritam korektan, jer se mnozˇenje svodi na pomak znamenki. Njegova
prostorna slozˇenost je
ComplS (NMULB) = 2`(u) + p + c,
gdje je c ≤ 4. Faktor 2 se mozˇe eliminirati u slucˇaju da broj w spremamo na mjesto broja
u. Aritmeticˇka slozˇenost je konstantna zbog zbrajanja stupnjeva
ComplA(NMULB) = 1.
Vremenska slozˇenost ovisna je o izboru strukture podataka za prikazivanje brojeva u racˇu-
nalu. Ako bi broj bio prikazan vezanom listom znamenki, izbjegli bismo pomicanje (prva
petlja u algoritmu). U najgorem slucˇaju, vremenska slozˇenost je
ComplT (NMULB) ∼ `(w) = `(u) + p.
2.1. KLASICˇNI ALGORITAM MNOZˇENJA 9
Algoritam 2.1.2: NMULB – mnozˇenje potencijom baze
Podaci: niz znamenki (un, . . . , u0) broja u i potencija p ∈ N0 u odabranoj bazi b.
Rezultat: niz znamenki (wk, . . . ,w0) broja w = u · bp u bazi b.
1 pocˇetak
2 ako deg(u) ≥ 0 onda
3 deg(w)← deg(u) + p;
4 za i← deg(u) do 0 cˇini
5 wi+p ← ui;
6 kraj
7 za i← 0 do p − 1 cˇini






Algoritam NMULB se, inacˇe, rijetko koristi kao zaseban algoritam. Najcˇesˇc´e je taj
algoritam dio nekog drugog algoritma.
Algoritmi NMULD i NMULB, zajedno sa zbrajanjem, omoguc´avaju direktnu realiza-
ciju klasicˇnog algoritma za mnozˇenje prirodnih brojeva (algoritam 2.1.3). Naime,











(u · v j) · b j (2.1.7)
i primijeniti algoritam slicˇan Hornerovoj shemi, sˇto odgovara “rucˇnom” mnozˇenju.
Ovdje se svaka operacija obavlja na nizovima znamenki odgovarajuc´ih brojeva, stoga
je potrebno svaku operaciju zamijeniti pozivom odgovarajuc´eg algoritma. Umnozˇak w · b
treba zamijeniti pozivom algoritma NMULB(w, 1, t1), pri cˇemu t1 oznacˇava izlaz algoritma
NMULB. Umnozˇak u·v j treba zamijeniti pozivom NMULD(u, v j, t2), pri cˇemu je t2 rezultat
izvrsˇenja algoritma NMULD. Na kraju, treba pozvati josˇ algoritam operacije zbrajanja
(algoritam NADD, mozˇe se nac´i u [4]) na t1 i t2.
Algoritam NMUL0 ima svoje mane. Pomoc´ni brojevi t1 i t2 su dodatan trosˇak memo-
rije. Takoder, ne koristimo neka svojstva koja bi omoguc´ila smanjenje broja aritmeticˇkih
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Algoritam 2.1.3: NMUL0 – mnozˇenje prirodnih brojeva
Podaci: nizovi znamenki (un, . . . , u0), (vm, . . . , v0) brojeva u i v u odabranoj bazi b.




3 za i← deg(v) do 0 cˇini
4 w← w · b + u · v j;
5 kraj
6 kraj
operacija. Tako je moguc´e, u pozivu algoritma za zbrajanje, iskoristiti cˇinjenicu da je
najnizˇa znamenka broja t1 jednaka nuli.
Uzimajuc´i u obzir mane algoritma NMUL0, izlazˇemo efikasniji algoritam NMUL (al-
goritam 2.1.4).
Propozicija 2.1.2. Ako su brojevi u, v ∈ N0 dani pozicijskim zapisima u bazi b,
u = (un . . . u0)b, v = (vm . . . v0)b,
onda algoritam NMUL daje niz znamenki pozicijskog zapisa broja u · v,
u · v = w = (wk . . .w0)b,
pri cˇemu je
k = degb(w) ∈ {n + m, n + m + 1}.
Dokaz. Ako je u = 0 ili v = 0, algoritam postavlja deg(w) = −1, odnosno w = 0, pa
zakljucˇujemo da u tim slucˇajevima algoritam radi korektno. Pretpostavimo da su u, v > 0.
Oznacˇimo s w(−1) polazno stanje broja (niza) w u algoritmu, a s w( j), j = 0, . . . ,m, stanje
broja w nakon izvrsˇenja vanjske petlje algoritma s brojacˇem j.
Znamenke broja w( j) oznacˇavamo s





wi, jbi, j = −1, 0, . . . ,m, (2.1.8)
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Algoritam 2.1.4: NMUL – mnozˇenje prirodnih brojeva
Podaci: nizovi znamenki (un, . . . , u0), (vm, . . . , v0) brojeva u i v u odabranoj bazi b
Rezultat: niz znamenki (wk, . . . ,w0) broja w = u · v u bazi b, pri cˇemu k = degb(w)
1 pocˇetak
2 ako deg(u) ≥ 0 & deg(w) ≥ 0 onda
3 deg(w)← deg(u) + deg(v);
4 za i← 0 do deg(u) cˇini
5 wi ← 0;
6 kraj
7 za j← 0 do deg(v) cˇini
8 carry← 0;
9 za i← 0 do deg(u) cˇini
10 temp← wi+ j + ui · v j + carry;
11 wi+ j ← temp mod b;
12 carry← temp div b;
13 kraj
14 wdeg(u)+ j+1 ← carry;
15 kraj
16 ako carry > 0 onda
17 deg(w)← deg(u) + deg(v) + 1;
18 inacˇe






pri cˇemu ovaj zapis ne mora biti normaliziran. Algoritam na pocˇetku postavlja
wi,−1 = 0, i = 0, . . . , n, (2.1.9)
odnosno,
w(−1) = 0.
Oznacˇimo vrijednosti varijable carry tijekom prolaza kroz vanjsku petlju s indeksom j,
na sljedec´i nacˇin: pocˇetna vrijednost je carry j−1, j = 0, a vrijednost nakon prolaza kroz
unutarnju petlju s indeksom i je carryi+ j, j, za svaki i = 0, . . . , n. Za j = 0, rad algoritma
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mozˇemo opisati rekurzivnim relacijama za i = 0, . . . , n
carry−1,0 = 0
wi,0 = (ui · v0 + carryi−1,0) mod b
carryi,0 = b(ui · v0 + carryi−1,0)/bc
wn+1,0 = carryn,0,
(2.1.10)
s tim da smo iskoristili relaciju (2.1.9). Usporedbom s (2.1.1), prema propoziciji 2.1.1,
slijedi
w(0) = u · v0. (2.1.11)
Za j ≥ 1, rad algoritma je opisan rekurzivnim relacijama
wi, j = wi, j−1, i = 0, . . . , j − 1, (2.1.12)
jer algoritam ne mijenja ta mjesta, te
carry j−1, j = 0
wi+ j, j = (wi+ j, j−1 + ui · v j + carryi+ j−1, j) mod b
carryi+ j, j = b(wi+ j, j−1 + ui · v j + carryi+ j−1, j)/bc, za i = 0, . . . , n,
(2.1.13)
i prvi put se postavlja znamenka
wn+ j+1, j = carryn+ j, j. (2.1.14)
Iz (2.1.13), za i = 0, . . . , n, vrijedi
carryi+ j, j · b + wi+ j, j = wi+ j, j−1 + ui · v j + carryi+ j−1,i. (2.1.15)
Odavde indukcijom slijedi
carryi+ j, j · bi+1 +
i∑
l=0
wl+ j, jbl =
i∑
l=0
wl+ j, j−1bl + v j ·
i∑
l=0
ulbl, za i = 0, . . . , n.
Mnozˇenjem ove relacije s b j dobivamo






wl, j−1bl + (v j ·
i∑
l=0
ulbl)b j, za i = 0, . . . , n. (2.1.16)
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odnosno, w( j) mod b j = w( j−1) mod b j. Zbrajanjem ove relacije i relacije (2.1.16) izlazi






wl, j−1bl + (v j ·
i∑
l=0
ulbl)b j, za i = 0, . . . , n.
Odavde, za i = n, korisˇtenjem relacije (2.1.8) dobivamo
carryn+ j, j · bn+ j+1 + w( j) mod bn+ j = w( j−1) + (v j · u)b j.
Iz (2.1.14) i (2.1.8) izlazi
w( j) = w( j−1) + (v j · u)b j, j = 1, . . . ,m. (2.1.17)





(v j · u)b j,
ili
w(m) = u · v.
Ocˇito, iz (2.1.11) i (2.1.13), za sve znamenke wi, j vrijedi
0 ≤ wi, j < b, (2.1.18)
za j = 0, . . . ,m i za i = 0, . . . , n + j + 1. Na samom kraju, algoritam provjerava zadnju
vrijednost varijable carry, odnosno, vrijednost
wn+m+1,m = carryn+m,m.
Ako je ta vrijednost pozitivna, algoritam postavlja
deg(w) = n + m + 1
i daje
w = w(m),
sˇto je korektni normalizirani rezultat. Ako je wn+m+1,m = 0, algoritam daje
deg(w) = n + m,
tj. postavlja
w = w(m) mod bn+m = w(m).
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Potrebno je josˇ dokazati da je tada
wdeg(w) = wn+m,m > 0.
Koristec´i relacije (2.1.5) za bazu indukcije ( j = 0) i normaliziranost brojeva u, v, indukci-
jom prvo po i, zatim po j, izlazi u (2.1.13)
0 ≤ wi+ j, j + ui · v j + carryi+ j−1, j ≤ b2 − 1, 0 ≤ carryi+ j, j ≤ b − 1, (2.1.19)
za sve j = 0, . . . ,m i i = 0, . . . , n. Za i = n, j = m, ako je carryn+m,m = 0, onda iz (2.1.15)
slijedi
wn+m,m = wn+m,m−1 + un · vm + carryn+m−1,m.
Iz relacija (2.1.18) i (2.1.19), koristec´i un > 0, vm > 0 (zbog pretpostavke da su u, v > 0),
dobivamo
wn+m,m ≥ un · vm > 0,
cˇime je tvrdnja u potpunosti dokazana. 
Sada c´emo dati najjacˇi zahtjev na velicˇinu baze. Taj zahtjev c´e biti i konacˇan, buduc´i
da c´emo kasnije pokazati da je i dijeljenje korektno u aritmetici racˇunala.
Propozicija 2.1.3. Algoritam NMUL radi korektno u aritmetici racˇunala ako i samo ako
baza b zadovoljava uvjet
b2 − 1 ≤ maxint. (2.1.20)
Dokaz. Relacija (2.1.19) pokazuje da je wi+ j + ui · v j + carry najvec´a vrijednost koju algo-
ritam racˇuna. Algoritam radi korektno u aritmetici racˇunala ako i samo ako je ta vrijednost
uvijek egzaktno prikaziva, odnosno, broj b2 − 1 mora biti egzaktno prikaziv. 
Za prostornu slozˇenost je ocˇito
ComplS (NMUL) = 2(`(u) + `(v)) + c,
s c ≤ 7, ako racˇunamo i moguc´nost da je `(w) = `(u) + `(v), te prostor za duljine brojeva i
pomoc´ne varijable. Aritmeticˇka slozˇenost algoritma je
ComplA(NMUL) = 5`(u) · `(v) + 2 =

2`(u) · `(v) + 2 zbrajanja,
`(u) · `(v) mnozˇenja,
2`(u) · `(v) dijeljenja.
(2.1.21)
Vremenska slozˇenost algoritma je
ComplT (NMUL) ∼ `(u) · `(v). (2.1.22)
U aritmeticˇkoj slozˇenosti mozˇemo usˇtedjeti `(u) zbrajanja ako, umjesto pocˇetne inicijali-
zacije na nulu, stavimo
(wn+1 . . .w0) = u · v0,
koristec´i algoritam NMULD.
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2.2 Aritmeticˇka slozˇenost klasicˇnog algoritma
Zanima nas broj aritmeticˇkih operacija potrebnih za mnozˇenje 2 prirodna broja u pozi-
cijskom zapisu u bazi b. U sljedec´oj definiciji c´emo uvesti oznaku za taj broj kao funkciju
duljine (broja znamenki) brojeva koje mnozˇimo.
Definicija 2.2.1. Neka je MUL bilo koji opc´i algoritam za mnozˇenje prirodnih brojeva
u, v ∈ N u pozicijskom zapisu u nekoj (mozˇe i fiksnoj) bazi b. Aritmeticˇku slozˇenost
algoritma, u ovisnosti o duljini brojeva u i v, oznacˇavamo s
Mul(n,m) = ComplA(MUL),
ako je l(u) = n i l(v) = m. Ako je n = m, onda skrac´eno oznacˇavamo
Mul(n) = Mul(n, n).
U gornjoj definiciji (a i opc´enito) smatramo da je algoritam opc´i, ako radi korektno
za sve brojeve u, v ∈ N, odnosno, za sve proizvoljne duljine brojeva. Zahtjev da je MUL
opc´i algoritam za mnozˇenje prirodnih brojeva je bitan, jer bi u slucˇaju fiksne duljine bro-
jeva, problem bio trivijalan. Naime, tada se mozˇe konstruirati “tablica mnozˇenja” za danu
duljinu, pa se mnozˇenje tada svodi na jednostavno cˇitanje rezultata iz tablice. U defini-
ciji smo dozvolili fiksiranje baze, jer u slucˇaju da konstruiramo tablicu mnozˇenja u bazi b,
duljina brojeva je i dalje proizvoljna. Stoga je trajanje mnozˇenja ovisno o duljini brojeva,
bar kao broj trazˇenja u tablici. Uocˇimo josˇ da je Mul(n,m) (odnosno, Mul(n)) dobra mjera
potrebnog vremena na sekvencijalnim arhitekturama.
Uz oznake u gornjoj definiciji, relacije (2.1.21) i (2.1.22) za algoritam NMUL, mozˇemo
zapisati u obliku
Mul(n,m) = 5nm + 2, Mul(n) = 5n2 + 2, (2.2.1)
tj. broj operacija za mnozˇenje n-znamenkastih prirodnih brojeva je proporcionalan s kva-
dratom duljine brojeva.
Ocˇita je cˇinjenica da za bilo koji opc´i algoritam za mnozˇenje n-znamenkastih prirodnih
brojeva vrijedi
Mul(n) = Ω(n), (2.2.2)
jer ulaz sadrzˇi 2n, opc´enito, nezavisnih znamenki, na osnovu kojih treba postaviti 2n zna-
menki rezultata.
Prethodna dva rezultata pokazuju da je Mul(n) uvijek “izmedu” n i n2, barem asimptot-
ski. Dakle, vidimo da ima prostora za bitno ubrzanje klasicˇnog algoritma.

Poglavlje 3
“Podijeli pa vladaj” pristup
mnozˇenju brojeva
3.1 Karatsubin algoritam
U prosˇlom poglavlju smo zakljucˇili da klasicˇni algoritam ima prostora za ubrzavanje.
Klasicˇni algoritam c´emo ubrzati rekurzivnom metodom “podijeli pa vladaj”, kojom c´emo
zadac´u velicˇine n svesti na neki niz istovrsnih zadac´a manjih velicˇina. Postupak primjenju-
jemo rekurzivno sve dok problem ne postane lako rjesˇiv, odnosno, dok velicˇina zadac´e ne
bude “dovoljno” mala.
Pretpostavimo da je `(u) = `(v) = n. Neka je n paran broj, odnosno
n = 2k.








mozˇemo zapisati u bazi bk = bn/2, u obliku
u = U1bk + U0, v = V1bk + V0, (3.1.2)
pri cˇemu U1, V1 predstavljaju znacˇajnije (gornje) polovice brojeva u, v, dok U0, V0 pred-
stavljaju donje polovice tih brojeva. Ti brojevi su definirani s
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Brojevi U1, U0, V1, V0 su, ocˇito, znamenke brojeva u i v u bazi bk. Ako je relacija (3.1.1)
normalizirana u bazi b, tada je i relacija (3.1.2) normalizirana u bazi bk.
Uz gornje oznake, produkt w = u · v, promatran u bazi bk, ima oblik
w = (U1 · V1)b2k + (U0 · V1 + U1 · V0)bk + U0 · V0. (3.1.3)
Ovom relacijom problem produkta n-znameknastih brojeva u i v sveden je na problem
nalazˇenja 4 produkta n/2-znamenkastih brojeva (U1 · V1, U0 · V1, U1 · V0, U0 · V0), uz
zbrajanja i mnozˇenja potencijom baze (pomake). Dodajmo josˇ da ovaj zapis ne mora nuzˇno
biti normaliziran u bazi bk. Navedene operacije i normalizaciju treba provesti na nizovima
znamenki u bazi b.
Slijedi jedan pomoc´ni rezultat koji c´e nam trebati u daljnjim razmatranjima. Dokaz
mozˇete nac´i u [4].
Lema 3.1.1. Neka je t ∈ R neka konstatna. Za bilo koji algoritam mnozˇenja prirodnih
brojeva u pozicijskom zapisu, postoji konstanta C ∈ N, takva da za svaki n ∈ N vrijedi
Mul(n + t) ≤ Mul(n) + Cn, (3.1.4)
pri cˇemu C ovisi o t, ali ne i o n.
Koristec´i prethodnu lemu, mozˇe se pokazati da relacija (3.1.3) ne poboljsˇava klasicˇni
algoritam, buduc´i da je
Mul(n) = 4 Mul(n/2) + c1n + c2,
sˇto daje
Mul(n) = O(n2).
Relaciju (3.1.3) mozˇemo modificirati ako primijetimo da vrijedi sljedec´e
U0 · V1 + U1 · V0 = (U1 + U0) · (V1 + V0) − U0 · V0 − U1 · V1. (3.1.5)
Primijetimo da je dovoljno nac´i tri produkta, za razliku od prijasˇnja 4 produkta.
Pomoc´u relacija (3.1.3) i (3.1.5) dobivamo algoritam 3.1.1 kojega je otkrio Anatoly
Karatsuba 1960. godine i objavio ga 1962. godine.
Uz pretpostavku da potrebna 3 mnozˇenja obavljamo rekurzivno istim algoritmom, za
aritmeticˇku slozˇenost dobivamo
Mul(n) ≤ 2 Mul(n/2) + Mul(n/2 + 1) + c1n. (3.1.6)
U ovoj sumi, srednji cˇlan predstavlja slozˇenost mnozˇenja (U1 + U0) · (V1 + V0), buduc´i
da ta dva broja mogu imati n/2 + 1 znamenki. Ako se inzistira na parnoj duljini brojeva,
lema 3.1.1 garantira da se relacija (3.1.6) ne mijenja bitno ako bismo dodali vodec´u nulu i
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Algoritam 3.1.1: NMULK0 - Karatsuba
1 pocˇetak
2 t1 ← (U1 + U0) · (V1 + V0);
3 t2 ← U0 · V0;
4 t3 ← U1 · V1;
5 w← t3 · b2k + (t1 − t2 − t3) · bk + t2;
6 kraj
zamijenili Mul(n/2 + 1) s Mul(n/2 + 2). Primjenom iste leme s t = 1 na relaciju (3.1.6),
dobivamo slozˇenost Karatsubinovog algoritma
Mul(n) ≤ 3 Mul(n/2) + c0n, (3.1.7)
pri cˇemu je c0 neka konstanta koja ne ovisi o n. Ako algoritam upotrebljavamo rekurzivno,
onda relacija (3.1.7) vrijedi za svaki n > 1, a rekurzija zavsˇava kad dobijemo pojedinacˇne
znamenke. Kada dodemo do pojedinacˇnih znamenki, tada koristimo aritmetiku racˇunala u
algoritmu NMULK0, pa imamo
Mul(1) ≤ c′0. (3.1.8)
Uzmimo c = max{c0, c′0}. Konacˇno, dobivamo rekurzivne relacije
Mul(1) ≤ c, Mul(n) ≤ 3 Mul(n/2) + cn.
Ove rekurzivne relacije c´emo rijesˇiti pomoc´u sljedec´e leme.
Lema 3.1.2. Neka je T : N→ Rmonotono rastuc´a funkcija i neka su a, d, c ∈ R+ konstante
takve da je a > d. Ako funkcija T zadovoljava rekurzivne jednadzˇbe






a · nlogd a − d · n
]
(3.1.10)
za n = dk, k > 0, i postoji konstanta C > 0 takva da je
T (n) ≤ c · nlogd a, ∀n ∈ N. (3.1.11)





a · ak − d · dk
]
.
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Relaciju (3.1.10) dobijemo za n = dk uz sljedec´e jednakosti
ak = dk·logd a = (dk)logd a.
Iz monotonosti funkcije i pretpostavke a > d, slijedi (3.1.11). 
Funkcija Mul zadovoljava uvjete funkcije T iz leme 3.1.2, buduc´i da brojeve duljine
manje od n mozˇemo nadopuniti vodec´im nulama do duljine n. Sada iz relacije (3.1.7)
slijedi da za Karatsubin algoritam vrijedi
Mul(n) < C · nlog2 3, n ∈ N. (3.1.12)
Ovo predstavlja znatno ubrzanje klasicˇnog algoritma, buduc´i da je log2 3 priblizˇno 1.585.
Ovdje smo proveli samo analizu reda velicˇine funkcije Mul(n), buduc´i da je preciznija ana-
liza aritmeticˇke slozˇenosti rekurzivnih algoritama, kao sˇto je Karatsubin algoritam, ovisna
o detaljima realizacije, posebno o realizaciji rekurzije.
3.2 Generalizirani Karatsubin algoritam
U Karatsubinom algoritmu smo brojeve u i v rastavljali na dva dijela. U ovom odjeljku
c´emo brojeve u i v rastavljati na r + 1 dijelova, za neki fiksni r ∈ N.
Radi jednostavnosti, neka je n = (r +1)k, za neki fiksni r ∈ N. Brojeve u i v zapisujemo








pri cˇemu su Ui,Vi k-znamenkasti brojevi u bazi b, za i = 0, . . . , r.








te W(x) koji je produkt gornjih polinoma




Primijetimo da je u = U(bk) i v = V(bk), pa iz toga slijedi da je
w = u · v = W(bk). (3.2.2)






vidimo da je dovoljno nac´i koeficijente Wi, za svaki i = 0, . . . , 2r. Uz te vrijednosti,
racˇunanje (3.2.3) se svodi na operacije zbrajanja i mnozˇenja potencijom baze. Ova faza
zahtijeva broj operacija proporcionalan s n = (r + 1)k.
Polinom W(x) je odreden, bilo koeficijentima, bilo vrijednostima u 2r + 1 tocˇaka. Ako
odaberemo tocˇke 0, 1, . . . , 2r, tada je
W(i) = U(i) · V(i), i = 0, . . . , 2r.
Buduc´i da su tocˇke ekvidistantne, koeficijente Wi mozˇemo izracˇunati Hornerovom shemom









(x − j). (3.2.4)
Iz (3.2.4) je lako izracˇunati onda w = W(bk).
Procijenimo broj aritmeticˇkih operacija Mul(n) u algoritmu 3.2.1, za n = (r + 1)k.
Pretpostavimo da za sva mnozˇenja W(i) = U(i) · V(i) koristimo rekurzivno isti algoritam.




U ji j, i = 0, . . . , 2r,
pri cˇemu su U j k-znamenkasti brojevi, vrijedi da je U j < bk, j = 0, . . . , r. Ocˇito je onda




Brojevi U(i) rastu po i, buduc´i da su znamenke U j u bazi bk nenegativne. Zbog toga, za
i = 0, . . . , 2r vrijedi
U(i) ≤ U(2r) < bk · (2r)
r+1 − 1
2r − 1 .
Zbog pretpostavke da je r proizvoljan prirodan broj, neovisan o n, postoji konstanta t ∈ N
takva da je
U(i) < bk+t, i = 0, . . . , 2r. (3.2.5)
Analogno, ista nejednakost vrijedi i za V(i), i = 0, . . . , 2r. Ako brojeve U(i) i V(i),
i = 0, . . . , 2r, nalazimo Hornerovom shemom, koristit c´e se operacije s najvisˇe (k + t)-
znamenkastim brojevima u bazi b.
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Algoritam 3.2.1: NMULR0 – “podijeli pa vladaj”
1 pocˇetak
2 {U(i),V(i)};
3 za i← 0 do 2r cˇini
4 U(i)← Ur;
5 za j← r − 1 do 0 cˇini
6 U(i)← U(i) · i + U j
7 kraj
8 V(i)← Vr;
9 za j← r − 1 do 0 cˇini
10 V(i)← V(i) · i + V j
11 kraj
12 kraj
13 {W(i) = U(i) · V(i)};
14 za i← 0 do 2r cˇini
15 W(i)← U(i) · V(i);
16 kraj
17 { tablica konacˇnih razlika ∆iW(0) };
18 za i← 1 do 2r cˇini
19 za j← 2r − 1 do i cˇini
20 W( j)← (W( j) −W( j − 1));
21 kraj
22 kraj
23 {w = W(bk)} ;
24 za i← 2r − 1 do 0 cˇini
25 w← (w · bk − w · i)/(i + 1) + W(i);
26 kraj
27 kraj
Brojevi i = 0, . . . 2r su konstantne duljine ( t) i mozˇemo pretpostaviti da su duljine 1.
Zbog toga svaka operacija za nalazˇenje U(i) i V(i) zahtijeva najvisˇe c0(k + t) aritmeticˇkih
operacija na znamenkama u bazi b. Takvih je 2r · (2r + 1) operacija, pa slijedi
ComplA(U(i),V(i), i = 0, . . . , 2r) ≤ c0 · (k + t) · 2r · (2r + 1). (3.2.6)
Za racˇunanje 2r + 1 produkata W(i), potrebno je (2r + 1) Mul(k + t) operacija. Iz propozi-
cije 3.1.1 slijedi
ComplA(W(i), i = 0, . . . , 2r) ≤ (2r + 1) · [Mul(k) + c1 · k]. (3.2.7)
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Nalazˇenje konacˇnih razlika zahtijeva r ·(2r+1) oduzimanja. Posˇto brojevi W(i) mogu imati
najvisˇe 2(k + t) + 1 znamenku, slijedi da je
ComplA(∆
iW(0), i = 0, . . . , 2r) ≤ c2 · r · (2r + 1) · (2(k + t) + 1). (3.2.8)
Aritmeticˇka slozˇenost racˇunanja broja w je
ComplA(w) ≤ c3 · 2r · (2(k + 1) + 1), (3.2.9)
buduc´i da se koriste samo zbrajanja, pomaci, mnozˇenje i dijeljenje znamenkama.
Zbrajanjem (3.2.6)–(3.2.9) slijedi da za neku konstantu c vrijedi
Mul((r + 1)k) ≤ (2r + 1) Mul(k) + c(r + 1)k,
odnosno, vrac´anjem n = (r + 1)k,




+ c · n.
Kako bismo iskoristili lemu 3.1.2, konstantu c biramo tako da vrijedi Mul(1) ≤ c, pa onda
slijedi
Mul(n) ≤ C · nlogr+1(2r+1) ≤ C · n1+logr+1 2, (3.2.10)
gdje konstanta C ovisi samo o r i bazi b. Zbog cˇinjenice da, kada r tezˇi u beskonacˇnost,
izraz logr+1 2 tezˇi u nulu, relacija (3.2.10) dokazuje sljedec´i rezultat.
Teorem 3.2.1. Neka je  > 0 proizvoljan. Tada postoji algoritam mnozˇenja takav da je
broj aritmeticˇkih operacija potrebnih za mnozˇenje dva n-znamenkasta broja u bazi b dan s
Mul(n) ≤ C(, b) · n1+ , ∀n ∈ N, (3.2.11)
gdje je C(, b) konstanta koja ovisi o  i b, ali ne ovisi o n.
Primijetimo josˇ da konstanta proporcionalnosti C, kad povec´avamo r, vrlo brzo raste.
Iz toga izlazi da je ovaj algoritam koristan samo za ogromne duljine n. Kada je duljina n
prikaziva u racˇunalu, pokazalo se da je algoritam efikasan kada vrijedi r ≤ 5, ali i u tom
slucˇaju n mora biti jako velik.
Klasicˇni algoritmi mnozˇenja i Karatsubin algoritam su dovoljno dobri u prakticˇnoj pri-
mjeni mnozˇenja brojeva. Strategija “podijeli pa vladaj” korisˇtenjem polinomne reprezen-
tacije i interpolacije se u teoriji mozˇe josˇ visˇe poboljsˇati.
Ideja je uzimati vec´i r sˇto je duljina n vec´a. Tu ideju je iznio A. L. Toom [Complexity of
a scheme made up of functional elements and realizing multiplication of integers, Doklady
Akad. Nauk SSSR, 150 (1963), 496–498], koji ju je koristio da pokazˇe kako se mogu kons-
truirati racˇunalni strujni krugovi za mnozˇenje n-bitnih brojeva, ukljucˇujuc´i sasvim mali broj
komponenti, kako broj n raste. S. A. Cook [On the minimum Computation time of functi-
ons, Thesis, Harvard University, 1966, 51–77] je kasnije pokazao da se ova metoda mozˇe
prilagoditi brzim racˇunalnim programima. Detaljnije o ovom algoritmu mozˇete pronac´i u
[2, str. 281–283].
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3.3 Usporedba Karatsubinog algoritma i
klasicˇnog mnozˇenja
U ovom kratkom odjeljku donosimo implementacije algoritma za klasicˇno mnozˇenje i
Karatsubinog algoritma u programskom jeziku Java.
Najprije slijedi implementacija algoritma klasicˇnog mnozˇenja.
public class ClassicMultiplication {
public static int[] ClassicMultiply(int[] u, int[] v, int b) {
int degU = u.length;
int degV = v.length;
int[] w;
if (degU >= 0 && degV >= 0) {
w = new int[degU + degV + 1];
int carry;
int degW = w.length;
for (int i = degV - 1; i >= 0; i--) {
carry = 0;
for (int j = degU-1; j >= 0; j--) {
int temp = w[i + j + 2] + v[i]*u[j] + carry;
w[i+j+2] = temp % b;











Ova implementacija je skroz identicˇna algoritmu NMUL. Brojeve prikazujemo kao
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nizove cjelobrojnih vrijednosti i onda vrsˇimo operacije na elementima nizova. Jedina je
razlika sˇto je, u ovoj implementaciji, najznacˇajniji broj u pozicijskom zapisu predstavljen
kao element niza s indeksom 0, sljedec´i najznacˇajniji element je na indeksu 1, itd. Zadnji
element niza je najmanje znacˇajna znamenka broja, ali je u nizu postavljena na najvec´em
indeksu. Stoga, kako bi implementacija odgovarala algoritmu NMUL, onda svaku petlju
provodimo tako da krenemo od zadnjeg elementa niza prema prvom elementu niza.
Slijedi implementacija Karatsubinog algoritma.
import java.math.BigInteger;
public class Karatsuba {
private static BigInteger ZERO = new BigInteger("0");
public static BigInteger karatsuba(BigInteger x, BigInteger y) {
int N = Math.max(x.bitLength(), y.bitLength());
if(N <= 3) {
return x.multiply(y);
}
N = (N/2) + (N%2);
BigInteger b = x.shiftRight(N);
BigInteger a = x.subtract(b.shiftLeft(N));
BigInteger d = y.shiftRight(N);
BigInteger c = y.subtract(d.shiftLeft(N));
BigInteger ac = karatsuba(a, c);
BigInteger bd = karatsuba(b, d);





Ocˇito je da je implementacija napravljena rekurzivno. Brojevi cˇiji produkt zˇelimo
izracˇunati, prikazani su klasom BigInteger. Implementacija je napravljena po uzoru na
algoritam NMULK0.
Tablica 3.1 prikazuje razlike u vremenu izvodenja klasicˇnog mnozˇenja i Karatsubinog
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algoritma za mnozˇenje, na primjeru umnosˇka dva 80000-bitna broja. Vidimo da je Ka-
ratsubin algoritam za takve primjere brojeva brzˇi od klasicˇnog mnozˇenja, bez obzira na
arhitekturu racˇunala. Ipak, kako smo vec´ konstatirali, za manje brojeve je razlika zanema-
riva.
Tablica 3.1: Usporedba klasicˇnog mnozˇenja i Karatsubinog algoritma – N = 80 000
Performanse racˇunala Klasicˇno mnozˇenje Karatsubin algoritam
Intel Core i7-6700HQ 2.6GHz
Turbo Boost up to 3.5GHz 5.103 s 3.300 s
Intel Core i3-5005U
CPU @ 2.0 GHz 8.160 s 6.482 s




U ovom odjeljku opisat c´emo algoritam koji koristi Fourierove transformacije u mno-
zˇenju cijelih brojeva. Najprije c´emo proucˇiti sˇto je to Fourierova transformacija i inverzna
transformacija, a potom c´emo vidjeti kako su to Strassen i Scho¨nhage iskoristili u svom
algoritmu za mnozˇenje cijelih brojeva, koji je dosad najbrzˇi algoritam za mnozˇenje velikih
cijelih brojeva
4.1 Diskretna Fourierova transformacija i
inverzna transformacija
Fourierova transformacija je obicˇno definirana nad poljem kompleksnih brojeva. Ov-
dje c´emo definirati Fourierovu transformaciju nad proizvoljnim komutativnim prstenom
(R,+, ·).
Kazˇemo da je element ω ∈ R glavni n-ti korijen iz jedinice ako vrijedi
1. ω , 1,




jp = 0, za 1 ≤ p < n.
Elementi ω0, . . . , ωn−1 zovu se n-ti korijeni iz jedinice.
Neka je a = [a0, . . . , an−1]T vektor stupac duljine n s elementima iz R. Pretpostavljamo
da n ima multiplikativni inverz u R i da R ima glavni n-ti korijen iz jedinice ω. Neka je A
n × n matrica takva da je
A[i, j] = ωi j, 0 ≤ i, j < n.
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Vektor F(a) = Aa, cˇija je i-ta komponenta jednaka
∑n−1
k=0 akω
ik, zove se diskretna Fouri-
erova transformacija od a. Matrica A je regularna, pa postoji inverz A−1. Ako je ωi j
element matrice A u i-tom retku i j-tom stupcu, tada je na istoj poziciji u matrici A−1 ele-
ment (1/n)ω−i j (vidi lemu 7.1 u [1]). Vektor F−1(a) = A−1a, cˇija je i-ta komponenta (za






zovemo inverzna diskretna Fourierova transformacija od a. Ocˇito je inverz inverza od
a opet a.






polinom stupnja n − 1. Polinom se mozˇe na jedinstven nacˇin prikazati u jednom od dva
oblika. Prvi oblik je kao lista koeficijenata a0, . . . , an−1, a drugi oblik je lista njegovih
vrijednosti u n razlicˇitih tocˇaka x0, . . . , xn−1. Racˇunanje Fourierove transformacije vek-
tora [a0, . . . , an−1]T je ekvivalentno konvertiranju prikaza polinoma pomoc´u koeficijenata
a0, . . . , an−1, u njegove vrijednosti u tocˇkama ω0, . . . , ωn−1. Obratno, inverzna Fourierova
transformacija je ekvivalentna interpolaciji polinomom za dane vrijednosti u n-tim korije-
nima iz jedinice.
Jedna od primjena Fourierovih transformacija je u racˇunanju konvolucijskog produkta
dva vektora. Neka su a = [a0, . . . , an−1]T i b = [b0, . . . , bn−1]T dva vektora stupca. Konvo-
lucijski produkt vektora a i b je vektor c = [c0, . . . , c2n−1]T , pri cˇemu je ci =
∑n−1
j=0 a jbi− j.
Ako je k < 0 ili k ≥ n, uzimamo da je ak = bk = 0. Dodatno, vrijedi c2n−1 = 0.

















Primijetimo da je unutarnja suma upravo konvolucijski produkt vektora koeficijenata poli-
noma a i b, ako zanemarimo josˇ c2n−1, koji je 0.
Ako su dva polinoma stupnja n − 1 reprezentirana koeficijentima, onda je za racˇunanje
reprezentacije koeficijenata njihovog produkta potrebno konvoluirati 2 vektora koeficije-
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nata. S druge strane, ako su polinomi reprezentirani vrijednostima u tocˇkama n-tih kori-
jena iz jedinice, da bi se izracˇunala reprezentacija vrijednosti njihovog produkta, mozˇemo
jednostavno mnozˇiti parove vrijednosti u odgovarajuc´im tocˇkama. Ovo sugerira da je kon-
volucijski produkt vektora a i b, zapravo, inverzna transformacija od produkta po kompo-
nentama od transformacije tih vektora. Oznacˇit c´emo to ovako
a ? b = F−1(F(a) · F(b)). (4.1.1)
Zakljucˇak je da se konvolucijski produkt mozˇe izracˇunati tako da se napravi Fourierova
transformacija, izracˇuna produkt po parovima, i na kraju se provede inverzna transforma-
cija.
Teorem konvolucije, cˇiji dokaz mozˇete nac´i u [1, str. 255–256], rjesˇava problem repre-
zentiranja produkta 2 polinoma stupnja n− 1, za koji trebamo 2n− 2 tocˇaka za reprezenta-
ciju.
Teorem 4.1.1 (Teorem konvolucije). Neka su
a = [a0, . . . , an−1, 0, 0 . . . , 0]T , b = [b0, . . . , bn−1, 0, 0 . . . , 0]T
dva vektora stupca duljine 2n. Neka su
F(a) = [a′0, . . . , a
′
2n−1]




njihove Fourierove transformacije. Tada je
a ? b = F−1(F(a) · F(b)).
Konvolucijski produkt dva vektora duljine n je vektor duljine 2n. To zahtijeva punjenje
vektora a i b s n nula u teoremu konvolucije. Kako bismo izbjegli punjenje, mozˇemo
koristiti “omotane” konvolucije.
Definicija 4.1.1. Neka su vektori
a = [a0, . . . , an−1]T , b = [b0, . . . , bn−1]T
dva vektora duljine n. Pozitivna omotana konvolucija vektora a i b je vektor
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Takoder, definiramo negativnu omotanu konvoluciju vektora a i b kao vektor









Omotane konvolucije koristit c´emo u Scho¨nhage–Strassenovom algoritmu za mnozˇenje
brojeva. Zasad primijetimo da mozˇemo izracˇunati 2 polinoma stupnja n − 1 u n-tim ko-
rijenima iz jedinice i pomnozˇiti dobivene parove vrijednosti u odgovarajuc´im korijenima.
To nam daje n vrijednosti pomoc´u kojih mozˇemo interpolirati jedinstveni polinom stupnja
n − 1. Vektor koeficijenata ovog jedinstvenog polinoma je, zapravo, pozitivno omotana
konvolucija dva vektora koeficijenata originalna dva polinoma.
Teorem 4.1.2. Neka su vektori
a = [a0, . . . , an−1]T , b = [b0, . . . , bn−1]T
dva vektora duljine n. Neka je ω glavni n-ti korijen iz jedinice i neka je ψ2 = ω. Pretpos-
tavimo da n ima multiplikativni inverz. Vrijede sljedec´e dvije tvrdnje:
1. Pozitivno omotana konvolucija vektora a i b je dana s F−1(F(a) · F(b))
2. Neka je d = [d0, . . . , dn−1]T negativno omotana konvolucija vektora a i b. Neka je
aˆ = [a0, ψa1, . . . , ψn−1an−1]T ,
bˆ = [b0, ψb1, . . . , ψn−1bn−1]T i
dˆ = [d0, ψd1, . . . , ψn−1dn−1]T .
Tada vrijedi
dˆ = F−1(F(aˆ) · F(bˆ)).
Dokaz. Dokaz ovog teorema je analogan dokazu teorema 4.1.1, uz primjenu ψn = 1. 
Jasno je da se Fourierova transformacija i inverzna transformacija vektora a u prostoru
Rn mozˇe izracˇunati u vremenu OA(n2), ako pretpostavimo da svaka aritmeticˇka operacija na
proizvoljnim elementima iz prstena R zahtijeva jedan korak. Medutim, kada je n potencija
od 2, postoji algoritam koji u vremenu OA(n log n) mozˇe izracˇunati Fourierovu transforma-
ciju i inverznu transformaciju, i taj algoritam se smatra optimalnim. U [1, str. 257–265]
mozˇete nac´i psudokod takozvanog FFT (Fast Fourier Transformation) algoritma, kao i de-
talje i primjere oko samog algoritma.
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4.2 Scho¨nhage–Strassenov algoritam
Razmatranja iz prosˇlog odjeljka primijenit c´emo na mnozˇenje dva n-bitna cijela broja
u i v. Radi jednostavnosti, pretpostavimo da je n potencija broja 2 (ako nije, dodamo nule
na vodec´a mjesta dok ne postane potencija od 2). Nadalje, izracˇunat c´emo produkt dva
n-bitna cijela broja modulo (2n + 1). Da bismo dobili egzaktan produkt dva n-bitna cijela
broja, moramo uvesti vodec´e nule i pomnozˇiti 2n-bitne cijele brojeve modulo (22n + 1),
povec´avajuc´i na taj nacˇin vrijeme izracˇunavanja za konstantan faktor.
Neka su u i v binarni cijeli brojevi izmedu 0 i 2n koje mnozˇimo modulo (2n + 1).
Primijetite da broj 2n zahtijeva n + 1 bitova za binarnu reprezentaciju. Ako je jedan od
brojeva u i v jednak 2n, tada c´emo ga reprezentirati nekim specijalnim simbolom (recimo,
simbolom −1) i mnozˇenje c´e biti jednostavno rijesˇeno kao jedan specijalan slucˇaj. Za
ilustraciju, ako je v = 2n, tada je uv mod (2n + 1) jednak (2n + 1 − u) mod (2n + 1).
Pretpostavimo da je n = 2k i neka je b = 2k/2, ako je k paran, inacˇe je b = 2(k−1)/2. Neka
je l = n/b. Primijetite da je l ≥ b i da b dijeli l. Prvi korak je podijeliti u i v na b l-bitnih
blokova. Imamo
u = ub−12(b−1)l + . . . + u1 · 2 + u0, v = vb−12(b−1)l + . . . + v1 · 2 + v0.
Produkt uv dan je s





u jvi− j, 0 ≤ i < 2b.
Za j < 0 i j > b− 1 uzimamo u j = v j = 0. Izraz y2b−1 je 0 i ukljucˇen je samo radi simetrije.
Produkt uv mozˇemo izracˇunati koristec´i teorem konvolucije. Mnozˇenje Fourierovih
transformacija zahtijeva 2b mnozˇenja. Koristec´i omotanu konvoluciju, mozˇemo smanjiti
broj mnozˇenja na b. Ovo je razlog zasˇto racˇunamo produkt uv modulo 2n + 1. Posˇto je
bl = n, imamo 2bl ≡ −1 mod (2n + 1). Prema [1, str. 266], pokazuje se da vrijedi
uv ≡ (wb−12(b−1)l + . . .w1 · 2 + w0) mod (2n + 1),
gdje je wi = yi − yb+i, za 0 ≤ i < b.
Posˇto je produkt 2 l-bitna broja nuzˇno manji od 22l, i yi i yb+i su zbrojevi od i + 1 i
b−(i+1) takvih produkata, a vrijednosti wi moraju biti izmedu (b−1−i)22l i (i+1)22l. Slijedi
da postoji najvisˇe b · 22l vrijednosti koje wi mozˇe poprimiti. Kada bismo izracˇunali wi-ove
modulo b·22l, mogli bismo izracˇunati produkt uv modulo (2n+1) u dodatnihO(b log(b·22l))
koraka, dodavajuc´i b vrijednostima wi, zajedno s pomacima.
Za izracˇunavanje wi modulo (b · 22l), potrebno je dva puta racˇunati wi: jednom modulo
b (oznacˇavamo w′i), jednom modulo (2
2l + 1) (oznacˇavamo w′′i ). Buduc´i da je b potencija
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broja 2 i da je 22l + 1 neparan broj, b i 22l + 1 su relativno prosti. Slijedi da wi mozˇemo
izracˇunati kao
wi = (22l + 1)((w′i − w′′i ) mod b) + w′′i , (4.2.2)
i wi je izmedu (b− 1− i)22l i (i + 1)22l. Slozˇenost ovakvog izracˇunavanja wi je O(l + log b),
za svaki i = 0, . . . , b − 1, sˇto sveukupno iznosi O(bl + b log b), odnosno, O(n).
Brojevi wi se izracˇunavaju modulo b, uzimajuc´i u′i = ui mod b i v
′
i = vi mod b, i formi-
rajuc´i brojeve uˆ i vˆ na sljedec´i nacˇin
uˆ = u′b−100 . . . 0u
′
b−200 . . . 0u
′
b−300 . . . 0u
′
0,
vˆ = v′b−100 . . . 0v
′
b−200 . . . 0v
′




Ukupno je 2 log b nula u svakom bloku nula. Slozˇenost izracˇunavanja produkta uˆvˆ koristec´i




y′i · 2(3 log b)i,






j. Buduc´i da je y
′
i < 2
3 log b, slijedi da do y′i-ova mozˇemo lako
doc´i iz produkta uˆvˆ. Vrijednosti wi modulo b mozˇemo izracˇunati racˇunanjem (y′i − y′b+i)
modulo b.
Kada moramo izracˇunati svaki wi modulo b, onda racˇunamo svaku vrijednost wi mo-
dulo (22l + 1) pomoc´u omotane konvolucije. To ukljucˇuje primjenu Fourierove transforma-
cije, mnozˇenje odgovarajuc´ih parova i inverznu transformaciju. Neka je ω = 24l/b i neka
je m = 22l + 1. Vrijedi da ω i b imaju multiplikativni inverz modulo m i ω je glavni b-ti
korijen iz jedinice. Slijedi da je negativna omotana konvolucija od [u0, ψu1, . . . , ψb−1ub−1] i
[v0, ψv1, . . . , ψb−1vb−1], pri cˇemu je ψ = 22l/b(ψ je 2b-ti korijen iz jedinice), jednaka





u jvi− j, i = 0, . . . , 2b − 1.
Vrijednosti wi se mogu dobiti odgovarajuc´im pomacima.
Opisˇimo sada korake Scho¨nhage–Strassenovog algoritma. Ulazni podaci su n-bitni
brojevi u i v, pri cˇemu je n = 2k. Izlaz je (n + 1)-bitni produkt brojeva u i v modulo 2n + 1.
Ako je n malen, tada je produkt bolje izracˇunati pomoc´u nekih od prije spomenutih al-
goritama, buduc´i da za male n, Scho¨nhage–Strassenov algoritam ne daje bitno poboljsˇanje.
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Ako je n velik, za parni k postavimo b = 2k/2, a inacˇe postavimo b = 2(k−1)/2. Neka je








pri cˇemu su ui i vi, cijeli brojevi izmedu 0 i 2l − 1, za i = 0, . . . , b − 1 (odnosno, ui-ovi su
l-bitni blokovi od u, a vi-ovi su l-bitni blokovi od v).
1. Uz ψ = 22l/b, koristec´i da je ψ2 glavni b-ti korijen iz jedinice, izracˇunati Fourierove
transformacije modulo 22l + 1 vektora
[u0, ψu1, . . . , ψb−1ub−1]T i [v0, ψv1, . . . , ψb−1vb−1]T .
2. Izracˇunati produkt po parovima od Fourierovih transformacija (izracˇunatih u ko-
raku 1), modulo 22l + 1, koristec´i rekurzivno ovaj isti algoritam.
3. Izracˇunati inverznu Fourierovu transformaciju modulo 22l + 1 vektora produkata po
parovima iz koraka 2. Rezultat racˇunanja je
[w0, ψw1, . . . , ψb−1wb−1]T mod (22l + 1),
gdje je wi i-ta komponenta negativne omotane konvolucije vektora [u0, . . . , ub−1]T i
[v0, . . . , vb−1]T . Izracˇunati w′′i = wi mod (2
2l + 1), mnozˇec´i ψiwi s ψ−i mod (22l + 1).
4. Izracˇunati w′i = wi mod b na sljedec´i nacˇin:
a) Neka je u′i = ui mod b i neka je v
′
i = vi mod b, za 0 ≤ i < b.
b) Konstruirati brojeve uˆ i vˆ kao u (4.2.3).
c) Izracˇunati produkt uˆvˆ pomoc´u Karatsubinog algoritma.











i− j. Sada izracˇunamo
wi = (y′i − y′b+1) mod b, za 0 ≤ i < b.
5. Izracˇunati egzaktno wi-ove, koristec´i
wi = (22l + 1)((w′i − w′′i ) mod b) + w′′i




wi2li mod (2n + 1).
Ovo je i konacˇni rezultat.
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Ostaje josˇ vidjeti aritmeticˇku slozˇenost ovog algoritma. Iz [1, str. 268, korolar teorema
7.6], slijedi da je slozˇenost prva tri koraka algoritma jednaka O(bl log b + b Mul(2l)), pri
cˇemu je Mul(m) vrijeme potrebno za mnozˇenje 2 m-bitna cijela broja rekurzivnom primje-
nom algoritma. U koraku 4, gradimo uˆ i vˆ duljine 3b log b i mnozˇimo ih u O((3b log b)1.59
koraka. Za dovoljno velike b, to je manje od b2, pa se slozˇenost koraka 4 mozˇe zane-
mariti, zbog slozˇenosti prva 3 koraka. Koraci 5 i 6 su slozˇenosti O(n), pa i njih mozˇemo
zanemariti.
Posˇto je n = bl i b je najvisˇe
√
n, dobivamo nejednakost
Mul(n) ≤ cn log n + b Mul(2l), (4.2.4)
za neku konstantu c i dovoljno veliki n. Neka je Mul′(n) = Mul(n)/n. Tada prethodna
relacija postaje
Mul′(n) ≤ c log n + 2 Mul′(2l). (4.2.5)
Posˇto je l ≤ 2√n, vrijedi
Mul′(n) ≤ c log n + 2 Mul′(4√n). (4.2.6)
Zamjenom Mul′(4
√
n) s c′ log(4
√
n) log log 4
√
n dobivamo















Za velike n, takoder, vrijedi 2 + 12 log n ≤ 23 log n. Iz toga slijedi
Mul′(n) ≤ c′ log n + 4c′ log 2
3
+ 4c′ log log n + c′ log
2
3
log n + c′ log n log log n. (4.2.7)
Iz posljednje relacije vidimo da su prva cˇetiri izraza u sumi dominirana zadnjim izra-
zom, koji je negativan. Zakljucˇujemo da vrijedi Mul′(n) ≤ c′ log n log log n, odnosno,
Mul(n) ≤ c′n log n log log n. Dakle, aritmeticˇka slozˇenost Scho¨nhage–Strassenovog algo-
ritma je O(n log n log log n).
Poglavlje 5
Dijeljenje velikih brojeva
5.1 Trazˇenje aproksimacije reciprocˇne vrijednosti
Dijeljenje brojeva u i v, zapravo, predstavlja mnozˇenje broja u reciprocˇnom vrijednosˇc´u
broja v. Stoga je razumno pretpostavljati da se dijeljenje prirodnih brojeva mozˇe obaviti
podjednako brzo kao i mnozˇenje prirodnih brojeva. Problem nastaje sˇto reciprocˇna vri-
jednost nekog broja visˇe nije cijeli broj i mozˇe imati beskonacˇni prikaz u bazi b. Cilj je
pronac´i neku dovoljno tocˇnu aproksimaciju za 1/v.






aproksimacija za 1/v mora biti toliko tocˇna da nam omoguc´i nalazˇenje broja q ili njegove
dobre procjene qˆ.
Neka je `(u) = n i `(v) = m. Kada bismo nasˇli aproksimaciju w za 1/v s tocˇnosˇc´u 
1/v = w + ,
gdje je
| | ≤ b−n,
onda je ∣∣∣∣∣uv − u · w
∣∣∣∣∣ = u · | | ≤ 1. (5.1.1)
Uzmemo li
qˆ = bu · wc,
onda je
|q − qˆ| ≤ 1. (5.1.2)
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Za nalazˇenje w c´emo koristiti Newtonovu metodu za rjesˇavanje jednadzˇbe
1
x
− v = 0.
Pretpostavimo da mozˇemo nac´i dovoljno dobru startnu aproksimaciju w(0) za 1/v. Sva-
ku sljedec´u aproksimaciju dobivamo koristec´i rekurzivnu relaciju
w(k+1) = w(k) · (2 − v · w(k)), k ≥ 0. (5.1.3)




− w(k), k ≥ 0.
Iz (5.1.3) slijedi
e(k+1) = v · e2(k), k ≥ 0. (5.1.4)
Ako osiguramo da vrijedi |e(k)| ≤ b−(m+d), onda iz (5.1.4), zbog v < bm, slijedi
|e(k+1)| ≤ b−(m+2d). (5.1.5)





pa slijedi da svaki sljedec´i korak udvostrucˇuje broj tocˇnih znamenki, pod pretpostavkom
da se u (5.1.3) operacije izvode egzaktno.
Za prakticˇnu realizaciju moramo brojeve w(k) nekako prikazati nekim konacˇnim nizom
znamenki u bazi b. Takoder, bilo bi dobro da se cˇitav proces realizira korisˇtenjem aritmetike
prirodnih brojeva.














< b−(m−1) ⇐⇒ v′0 = 0 i v′1 > 0
1
v
= b−(m−1) ⇐⇒ v′0 = 1 i v′i = 0, ∀i ∈ N.
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Pretpostavimo da imamo zadanu preciznost p i da zˇelimo izracˇunati aproksimaciju w′
za 1/w, takvu da vrijedi













pri cˇemu je wi = v′p−i. Uocˇimo da je `(w
′) = p, osim u slucˇaju v = bm−1, kada je duljina od
w′ jednaka p − 1.
Iz ovoga vidimo da u relaciji (5.1.3) lako mozˇemo prijec´i na cijele brojeve. Ako tu
relaciju pomnozˇimo s bm−1+p i definiramo
w′(k) = b







· (w′(k))2, k ≥ 0, (5.1.8)
u kojoj se svaka operacija mozˇe obaviti koristec´i cjelobrojnu aritmetiku.
Ipak, (5.1.8) se ne isplati cijelo vrijeme provoditi u zadanoj tocˇnosti, jer u ranoj fazi
algoritma sve znamenke broja w′(k) sudjeluju u operacijama, iako ih vec´ina nije tocˇna.
Josˇ jedna moguc´nost je da p povec´avamo tokom iteriranja, dupliranjem p u svakoj
sljedec´oj iteraciji. U tom slucˇaju, treba i od broja v koristiti samo dio vodec´ih znamenki u
(5.1.8), pazec´i da se ne gubi na tocˇnosti.
Radi jednostavnosti, pretpostavimo b = 2 i da je broj m potencija broja 2, tj.
m = 2l,
i da je trazˇena tocˇnost p = m. Ova ogranicˇenja se mogu izbjec´i, sˇto c´emo opisati kasnije.
Osnovna ideja algoritma 5.1.1 (NREC) je da u k-tom koraku koristimo tocˇnost pk = 2k i da
koristimo samo pk vodec´ih znamenki broja v.
Teorem 5.1.1. Algoritam NREC nalazi broj w ∈ N takav da vrijedi
w = b22m−1/vc, (5.1.9)
odnosno, vrijedi
v · w = 22m−1 − r, 0 ≤ r < v. (5.1.10)






, k = 0, . . . , l, (5.1.11)
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Algoritam 5.1.1: NREC – reciprocˇni prirodni broj
Podaci: Niz znamenki (vm−1, . . . , v0) prirodnog broja v u bazi 2, uz pretpostavku da
za m = `(v) vrijedi m = 2l, za neki l ∈ N0
Rezultat: Niz znamenki (wr−1, . . . ,w0) broja w = b22m−1/vc, gdje je
r = `(w) ∈ {m,m + 1}
1 pocˇetak
2 m← deg(v) + 1;
3 (w1,w0)← (1, 0);
4 p← 1;
5 ako m > 1 onda
6 ponavljaj
7 p← 2 · p;
8 (s2p−1, . . . , s0)← (wp/2, . . . ,w0) · 23p/2 − (wp/2, . . . ,w0)2 · (vm−1, . . . , vm−p);
9 (wp, . . . ,w0)← (s2p−1, . . . , sp−1);
10 za i← 2 do 0 cˇini
11 ako ((wp, . . . ,w0) + 2i) · (vm−1, . . . ,wm−p) ≤ 22p−1 onda




16 dok p = m;
17 inacˇe
18 kraj
19 ako wm = 0 onda
20 deg(w)← deg(v);
21 inacˇe
22 deg(w)← deg(v) + 1;
23 kraj
24 kraj
pri cˇemu je w = w(0) na pocˇetku algoritma i w = w(k) na kraju petlje, u kojoj je p = 2k, za
k = 1, . . . , l.
Relacija (5.1.9) izlazi iz (5.1.11), zbog m = 2l, posˇto algoritam vrac´a w = w(l). Da
bismo dokazali (5.1.11), provest c´emo indukciju po k.
Za k = 0 je p = 1, iz cˇega, zbog vm−1 > 0 i b = 2, vrijedi
bv/2m−1c = vm−1 = 1.
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Posˇto, na pocˇetku, algoritam postavlja w na (0, 1) = 2, ocˇito vrijedi (5.1.11).
Za korak indukcije, pretpostavimo prvo da (5.1.11) vrijedi za svaki k < l i oznacˇimo
p = 2k+1. Za jednostavniji zapis, oznacˇimo
v(k) = bv/2m−p/2c = (vm−1, ..., vm−p/2)
v(k+1) = bv/2m−pc = (vm−1, ..., vm−p).
Slijedi
v(k+1) = v(k) · 2p/2 + v′(k),
uz v′(k) = (vm−p/2−1, . . . , vm−p).






= (wp/2, . . . ,w0).
To znacˇi da vrijedi
v(k) · w(k) = 2p−1 − r(k), 0 ≤ r(k) < v(k). (5.1.12)
U algoritmu, u prvoj naredbi petlje, racˇuna se broj
s = 23p/2 · w(k) − v(k+1) · w2(k). (5.1.13)
Posˇto je vm = 1, vrijedi da je v(k) ≥ 2p/2−1, pa je w(k) ≤ 2p/2. To pokazuje da je
s ≤ 23p/2 · 2p/2 − v(k+1) · w2(k) < 22p.
Dakle, algoritam egzaktno racˇuna broj s = (s2p−1, . . . , s0).
Sada promatramo produkt s · v(k+1). Iz (5.1.13) izlazi
s · w(k+1) = s · (v(k) · 2p/2 + v′(k)) = v(k)w(k)22p + v′(k)w(k)23p/2 − (v(k)w(k)22p + v′(k)w(k))2.
Primjenom relacije (5.1.12) dobivamo
sv(k+1) = 23p−2 − (2p/2r(k) − v′(k)w(k))2.






t = 2−(p−1) · (2p/2r(k) − v′(k)w(k))2.
Iz relacije (5.1.12) slijedi r(k) < 2p/2, jer je i v(k) < 2p/2. Takoder, vrijedi i w(k) ≤ 2p/2 i
v′(k) < 2
p/2, iz cˇega izlazi
|2p/2r(k) − v′(k)w(k)| < 2p,
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sˇto daje
0 ≤ t ≤ 2p+1. (5.1.15)
Algoritam postavlja
w = bs/2p−1c.
Zbog t ≥ 0, iz (5.1.14) slijedi
22p−1 ≥ sv(k+1)
2p−1
≥ v(k+1) · bs/2p−1c > v(k+1) ·
( s
2p − 1 − 1
)
= 22p−1 − v(k+1) − t,
sˇto, uz v(k+1) < 2p i t < 2p+1, daje
22p−1 ≥ v(k+1) · w > 22p−1 − 2p+1 − 2p.
To znacˇi da je
v(k+1) · w = 22p−1 − r′, 0 ≤ r′ < 2p+1 + 2p.
Posˇto je v(k+1) < 2p−1, slijedi
0 ≤ r′ < 6v(k+1).
Korekcijom w(k+1) = w + c (algoritam na kraju upravo vrsˇi ovakvu korekciju), s c < 6,
mozˇemo postic´i
v(k+1) · w(k+1) = 22p−1 − r(k+1), 0 ≤ r(k+1) < v(k+1),
cˇime smo dokazali relaciju (5.1.11). 
Primijetimo da je algoritam rekurzivan i da, zbog korekcija, vrijednosti w(k) ne izlaze
direktno Newtonovom metodom.
5.2 Slozˇenost algoritma NREC
Oznacˇimo s Rec(m) aritmeticˇku slozˇenost algoritma NREC. Ona ovisi o slozˇenosti al-
goritma za mnozˇenje kojeg koristimo u algoritmu.
Za nalazˇenje w = w(l), potrebno je pronac´i w(l−1) i obaviti zadnji prolaz kroz petlju u
algoritmu, s p = m = 2l.
Za nalazˇenje broja s, potrebno je kvadrirati broj w(l−1) i pomnozˇiti s v, sˇto uz zbrajanja
i pomak, iznosi
ComplA(s) ≤ Mul(m/2 + 1) + Mul(m + 2) + c1m.
Faza korekcije zahtijeva najvisˇe 3 mnozˇenja, uz nekoliko zbrajanja i usporedivanja. Mo-
guc´e je korekciju napraviti i sa samo jednim mnozˇenjem, uz dodatno zbrajanje i usporedi-
vanje. Nalazˇenje broja w iz s zahtijeva samo pomak.
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Iz propozicije 3.1.1, slijedi
Rec(m) ≤ Rec(m/2) + 5
2
Mul(m) + cm.
Ako odaberemo konstantu c tako da je



















Mul(n), ∀n ≥ 2.
Tada je
Rec(m) ≤ 5 Mul(m) + cm, ∀m ∈ N.
Lako se vidi da postoji konstanta c′ takva da je
Rec(m) ≤ c′Mul(m), ∀m ∈ N.
Mozˇe se i pokazati da vrijedi
Rec(m) = Θ(Mul(m)).
Istaknimo josˇ da se algoritam NREC mozˇe generalizirati na baze b > 2, ali je tada ko-
rekcija znatno kompliciranija. Takoder, u algoritmu NREC pretpostavili smo da je duljina
m potencija broja 2 i da je trazˇena preciznost p = m. U [4, str. 117, Napomena 1.6.4]
mozˇete nac´i kratak opis postupka kada m ne mora biti potencija broja 2.
Za cjelobrojno dijeljenje, relacija | | ≤ b−n pokazuje da je potrebno 1/v nac´i s pre-
ciznosˇc´u p = n − m + 1.
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Efikasna realizacija osnovnih aritmeticˇkih operacija na velikim brojevima se, obicˇno,
izvodi tako da brojeve prikazˇemo kao niz znamenki u nekoj odabranoj bazi, tako da se
osnovne operacije na znamenkama egzaktno i brzo izvode u aritmetici racˇunala. Algoritmi
za zbrajanje i oduzimanje brojeva koji oponasˇaju algoritme za ”rucˇno” racˇunanje, linearno
ovise o duljini brojeva i optimalni su. S druge strane, algoritmi koji oponasˇaju ”rucˇno”
mnozˇenje i dijeljenje su kvadratne slozˇenosti.
U ovom radu smo pokazali da postoje bolji algoritmi za mnozˇenje i dijeljenje velikih
brojeva. Najprije smo detaljno opisali algoritam klasicˇnog (”rucˇnog”) mnozˇenja, za ko-
jeg smo dokazali da ima kvadratnu slozˇenost. Prvo poboljsˇanje tog algoritma smo dobili
metodom ”podijeli pa vladaj” – podijelili smo brojeve na 2 i visˇe dijelova. Uz korisˇtenje
polinomne interpolacije i evaluacije, dobili smo algoritam cˇija slozˇenost ne ovisi visˇe kva-
dratno o duljini brojeva. Taj algoritam se zove Karatsubin algoritam, u cˇast A. Karatsube,
koji je prvi dosˇao do tog algoritma. Takoder, napravili smo i implementaciju klasicˇnog
i Karatsubinog algoritma u programskom jeziku Java te smo na primjeru pokazali da je
Karasubin algoritam efikasniji od klasicˇnog algoritma.
Josˇ bolji algoritam je Scho¨nhage–Strassenov algoritam, koji koristi brzu Fourierovu
transformaciju za mnozˇenje polinoma. Jedno poglavlje smo posvetili opisu tog algoritma
te pokazali da je njegova slozˇenost O(n log n log log n). To je, trenutno, najbrzˇi poznati
algoritam za mnozˇenje brojeva.
Na kraju smo opisali i opc´i algoritam za brzo dijeljenje, preko brzog mnozˇenja, koji
je baziran na Newtonovoj metodi s progresivnim povec´anjem tocˇnosti. Dokazali smo da
slozˇenost algoritma za brzo dijeljenje linearno ovisi o izabranom algoritmu za mnozˇenje.

Summary
Efficient realization of basic arithmetic operations on big natural numbers is usually
performed by representing big numbers as arrays of digits in a chosen base, so that arith-
metic operations on digits are performed exactly and quickly in computer arithmetics. Ad-
dition and subtraction algorithms, which simulate ”manual” addition and subtraction, have
linear complexity, depending on number length. Also, these algorithms are optimal. On
the other hand, ”manual” multiplication and division algorithms have quadratic complexity,
and they are not optimal.
At the beginning of this thesis, we described the classic multiplication algorithm and
prooved that the complexity of this algorithm is quadratic. We got the first improvement in
complexity by designing an algorithm with the ”divide and conquer” strategy. By splitting
numbers in 2 or more pieces, and with usage of polynomial interpolation and evaluation,
we got an algorithm whose complexity is less than quadratic. This algorithm is called
Karatsuba’s algorithm, in honor of A. Karatsuba, who invented this algorithm. We have
also implemented the classic and Karatsuba’s algorithm in Java programming language,
and showed an example of improvement in speed by using Karatsuba’s algorithm, instead
of the classic algorithm.
An even better multiplication algorithm is the Scho¨nhage–Strassen algorithm, which
uses the Fast Fourier Transform for polynomial multiplication. We have one chapter de-
dicated to describing this algorithm which has the complexity O(n log n log log n). This is
the fastest multiplication algorithm, so far.
At the end, we have described a general division algorithm, based on fast multiplication,
which uses Newton’s method with progressive accuracy improvement. We have proved
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