Abstract-This paper deals with the identification of linear parameter varying (LPV) models described by partial differential equations (PDE). A direct identification of continuous space-time LPV-EDP systems in an input-output setting is investigated in the case of an additive output noise. The continuous space-time LPV-PDE model is firstly proposed to be rewritten as a multi-input single-output linear time-space invariant model and an iterative optimization is then developed to estimate efficiently the model parameters. The performance of the proposed method is then illustrated via a representative simulation example based on an Alsace river-flow measurement.
I. INTRODUCTION
Partial differential equations (PDE) describe a wide range of physical behaviors with many applications in various fields from the state-of-health in advanced batteries [1] to larger scale problems such as simulation of the Arctic sea ice temperature [2] . The main characteristics of PDE with respect to the usually considered ordinary differential equations (ODE) is the introduction of partial derivatives along different dimensions, mostly depicting the time and space components of the considered system. PDE models are most of the time derived from physical laws, and therefore expressed in continuous time-space (CTS). To solve the identification problem of PDE systems, two main approaches can be distinguished:
• Indirect approaches which includes two steps. The first involves the identification of a discrete time-space (DTS) model. In the second step, the identified DTS model is converted into CTS (see e.g. [13] ).
• Direct approaches: which aim at estimating the coefficients of the CTS model directly from sampled measured signals (see e.g. [15] , [14] , [16] ). In the usual ODE linear system case, one of the main limitation of indirect approaches is the impossibility to deal with non-regularly sampled data. In the presented PDE case, while it is fair to assume a regular time-sampling, the spatial-sampling is directly bounded to a physical sensor implantation and hence limited by cost and physical possible positioning. Consequently, in practice, indirect identification of PDE systems might often not be applicable. In order to cope with these limitations, direct approaches such as proposed in [15] aim at directly identifying the physical CTS parameters, with the inherent difficulty to approximate partial derivatives from sampled noisy signals. This difficulty is commonly solved by a low pass filtering of the data. Nevertheless, it was only recently that the noise modeling problem with respect to these filters was addressed for direct identification of PDE systems (see e.g. [7] , [19] ).
Another statement is that the PDE considered for system identification are mostly linear time and space invariant (LTSI). Nevertheless, in practice most of the physical behaviors have a nonlinear or time-space varying nature. Consider for example a pollutant transport along a river. From a conceptual reasoning, it clearly appears that the transport speed directly depends on the river flow or the river profile for example. Consequently, this paper aims at the identification of linear parameter varying (LPV) PDE systems. Identification of LPV systems has gained some strong interest in the past few years, mostly in the discretetime (DT) case [10] , [11] . Identification of DTS-LPV-PDE has been dealt with in [3] , using an instrumental variable (IV) method. The use of LPV models has also been applied to the identification of LTSI-PDE system by approximating the PDE at each working point with a DT-LPV model such as in [4] , [5] .
Regarding direct identification of CT-LPV models, only a few methods are available in the ODE case [6] , and to the best of authors' knowledge, there is no specific work in the PDE case. Consequently, this paper aims at identifying CTS-LPV-PDE systems from sampled data under some realistic noise conditions. As pointed out in [6] , the identification of CT parameters with physical meaning in LPV systems requires the use of a direct identification scheme which offers challenging theoretical issues. In the DT ODE case, a convolution type representation of the system dynamics, i.e. an LPV Impulse Response Representation (IRR) [10] is used in order to define predictors with respect to some model class. In the CTS case however, no IRR has been developed yet and thus the same concept cannot be used to define the predictors such as usually done [12] . Yet, a system reformulation was proposed in [6] in order to apply the linear time invariant (LTI) system theory to the LPV identification problem. This reformulation is here extended to the PDE case, allowing the use of a least squares method which provides efficient estimates for output-error type of noise in the prediction error minimization (PEM) sense.
The paper is organized as follows: in Section 2, the general class of CTS-LPV-PDE systems in an input-output (IO) representation intended for identification is introduced, along with the main issues related to direct CTS identification. In section 3, the reformulation of the system which enables the predictor quality definition is provided. Finally, an iterative least-squares (LS) algorithm dedicated to this model identification is detailed in section 4 and it is thoroughly analyzed on a relevant example in Section 5.
II. PROBLEM FORMULATION

A. System description
Consider the data generating CTS-LPV system described by the following spatio-temporal PDE:
This equation is subject to initial conditions and/or boundary conditions. u(t, x) denotes the input variable observed at time t and at space point x,χ(t, x) the noise-free output and v o (t, x) the additive output noise. The parameter varying nature of the system behavior is caracterized by ρ, the socalled scheduling variable with ρ = ρ(t, x) denoting the dependency of the system on external deterministic signal both in time and space. It can be noticed that as a first step towards more general noise assumptions, throughout this paper, the noise is supposed to be independent on ρ.
In this PDE context, p = (p t , p x ) denotes the partial differential operators:
where ) and B o (p, ρ) are bivariate polynomials in p of degrees n t , n x and m t , m x respectively:
whereå it,ix (ρ) andb jt,jx (ρ) are analytic functions with dependence on ρ at time t and at space x, which is called static dependence, note that ρ = ρ(t, x).
Like in any identification problem, it is assumed that a data sequence
generated by S is available. Let h be the spatial sampling distance between two observation points, and T s the temporal sampling interval. L denotes the number of spatial observation locations and N the number of temporal sampling instants. The data-generating system in Eq (1) is then identified by defining a model set and some information criterion characterizing the quality of a given model based on D N,L . As a next step, a model class suitable for the identification of such systems is given.
B. Model considered
It can be seen that the analysed process is fully characterized by the knowledge of functions {å it,ix } and {b jt,jx }. Yet a main difficulty in the estimation of LPV systems is that in practical cases, these functions are a priori unknown nonlinear functions. Even if some recent work gives some preliminary results oriented towards a model structure selection, the usual solution to overcome this problem is to parameterize these functions using a sum of a priori known basis functions [6] , [10] . Consequently, this paper focuses on the usual assumption used in the literature where the process model denoted by G θ is defined in the following form:
where the ρ-dependent polynomials A and B are parameterized as
In this parametrization, {f l } nα l=1 and {g l } m β l=1 are meromorphic functions of ρ, with static dependence. They can be chosen for examples as linearly independent functions. The associated model parameters θ are stacked columnwise:
and n θ = ((n t + 1)(n x + 1) − 1)(n α + 1) + (m t + 1)(m x + 1)(m β + 1).
Let introduce also G = {G θ | θ ∈ R n θ }, as a collection of all process models in the form of (4).
Furthermore, it has to be noticed that the system presented in Eq (1) displays a CTS representation of the noise. Nevertheless, in order to avoid the rather difficult mathematical problem of treating sampled CTS random process in terms of a filtered piece-wise constant CTS noise source (see [9] , [8] ), it is here proposed to consider only the sampling instances of the noise and that consequently, the model denoted as M θ is then defined as the following hybrid structure [18] :
Furthermore, for clarity's sake, it is considered that the additive noise e(x , t k ) is a zero mean, random spatial array, with no temporal or spatial correlation and that v o (t k , x ) also fulfills these assumptions. In order to handle the more complicated case of a filtered DT noise, some hints can be found in [6] .
Even though the system behavior is completely characterized by the LTSI vector parameter θ in the model structure defined in (4), the quality assessment of a given estimator can not be straight-forwardly defined in the CTS-LPV setting. A solution to this problem is developed in the next section where a system reformulation based on [6] is proposed, allowing the definition of a prediction error minimization framework in the CTS-LVP-PDE case.
III. REFORMULATION
A PEM cannot be directly applied to identify a model described by (10) because of the non-commutativity of the LPV polynomials. This problem is well-known when dealing with LPV models. In [6] , the solution proposed to identify a LPV-ODE model is therefore to rewrite the LPV system as a multi-input single-output (MISO) LTI model for which the PEM can be applied.
The same idea is used here for LPV-EDP model. Indeed, if the system belongs to the model set defined in (10), the LPV-PDE model can be expressed as a CTS-MISO model by rewriting the data-generating system (1) as the following LTSI representation
where g 0 (ρ) = 1 and the superscript (j t , j x ) for a signal, like u (jt,jx) , denotes the j th t partial derivative in time and the j th x partial derivative in space and (12) Note that in this way, the main advantage is to transpose the time-space variation of the coefficients onto the signals now expressed as
Therefore, the process part of the LPV model is rewritten as a MISO system with ((n t + 1)(n x
At this point, it must be noticed that despite the apparent writing complexity, equations (14) and (1) are equivalent. Therefore the model to be identified is still given by equation (10) . The gain here is the LTSI formulation of the LPV-PDE system which consequently enables the use of a widely spread theory on linear systems for the expression of the optimization in the prediction error sense. The obvious drawback is the lack of a priori knowledge on noise-free outputsχ it,ix . A solution to cope with this issue is proposed in Section IV. However, by momentarily assuming the knowledge ofχ it,ix , the prediction error can be expressed as
whereŷ θ (t k , x ) is the one-step-ahead predictor [12] :
Based on these considerations, the following section presents a LS-based identification method which provides efficient estimates i.e:
for data generating systems S written as in (1) and such that S ∈ M θ is informative with respect to M θ .
IV. ITERATIVE LEAST SQUARES FOR LPV-EDP SYSTEMS
Using the LTSI system reformulation (14), y(t k , x ) can be rewritten in the following regression form:
where, 20) In the given context, contrary to the LPV formulation where the LPV dependency appears into the signal definitions, the filter F o (p) commutes and allows the rewritten of (18) as follows
where
(t k , x ) represent the outputs of a prefiltering operation.
and
It has to be noticed that the interest of the filter F o (p) is twofold. Firstly it is used to filter the input/output signals used for the identification to come up with the regression equation (21) written in terms of white noise e o (t k , x ). In other words, F o (p) is used to filter the data such that a simple LS algorithm applied to these pre-filtered data leads to the statistically optimal estimate under the condition S ∈ M θ . Secondly, another important particularity of this method is to provide directly a CTS model, therefore the regressor ϕ f (t k , x ) (23) is built up form the time-space derivatives of the data (and not from the delayed version of these data as in the DTS case). The main problem to be solved is that these derivatives are unknown and has therefore to be estimated. This well-known problem is usually solved by using low pass filtering on the input and output signals, as e.g. statevariable-filters. However these filters present the drawback of requiring the critical choice of a design variable. On the contrary, the particular advantage of the presented method is to be free of this drawback since the filter F o (p) is not only used for the prediction error minimization but also for the approximation of the unknown derivatives.
As a result, the filtered regressor ϕ f (t k , x ) in (21) is directly numerically approximated instead of the regressor ϕ(t k , x ) in (18) which makes use of unknown time-space derivatives and still requires a pre-filtered operation to access the space-time derivatives, with a filter which has to be chosen by the user.
Consequently, under the assumption of a priori known F o (p) andχ (it,ix) , the optimal estimator in the prediction error minimization sense is the LS estimator
Naturally, the filter F o (p) and the signalsχ (it,ix) are unknown and therefore and iterative procedure is proposed in order to cope with this issue, similarly as it is achieved in the approaches developed for the ODE case in [21] , [22] . From Eq. (24) two comments may be formulated. Indeed the identification problem defined by Eq. (21) has been chosen to be solved by an iterative LS method. Alternatives could have also been chosen, as e.g. more advanced PEM method [12] . However, these latter need a robust initialization which seems not easy to handle in this CTS-PDE-LPV model identification case. Moreover, the iterative solution appears as a natural choice since the proposed method involves an iterative solution (or relaxation) algorithm in which, at each iteration, an auxiliary model is used to generate a part of the regressor ϕ f (t k , x ) as well as the associated pre-filters.
As a result the regressor used for the identification is not only based on reconstructed signals but on real input, measured output, and reconstructed output.
LPV-LS-PDE algorithm:
The proposed LPV-LS-PDE model identification algorithm can be summarized as shown below. The algorithm consists of three first steps for the initialization and five iterative steps used to estimate the filter, the derivatives and finally the model parameters.
• Step 1 Initialization of θ 0 for l = 0 only:
T using for instance the LS-PDE method proposed in [19] . In this first step the system is considered as a LTSI system. • Step 2 Compute a first estimated continuous-filter on the basis of the estimates obtained in Step 1
where F (p,θ 0 ) is given as (12) . Use the filter in order to generate the estimates of the derivatives
and the regressor ϕ f (t k , x ) built up from the filtered noisy output only and the input for this initialization step
Compute an estimateθ 1 :
Consequently, the initial estimate proposed for the LPV-LS-EDP algorithm is an LTSI-LS-EDP estimate of M θ . Set τ = 1.
[End of initialization part.]
• Step 4 At any iteration τ +1, compute an estimate of the noise-free outputχ(t k , x ) via numerical approximation of
based on the estimatesθ τ at the previous iteration.
• Step 5 Compute the estimated continuous filter
and use the filter as well asχ(t k , x ) in order to generate the estimates of the derivatives which are needed:
• Step 6 Build the filtered estimated regressorφ f (t k , x ) as:φ
vector is composed of the filtered noisy output, the filtered noise-free estimated output and the input • Step 7 Compute the LPV-LS-PDE estimateθ τ +1 at the (τ + 1)th iteration:
Step 8 Ifθ τ +1 has converged or the maximum number of iterations is reached, then stop, else increase τ by 1 and go to Step 4.
Comments on the implementation issue:
In this paper, we considered the practical feasible situation such that only sampled measurements of the spacetime continuous signals (y, u, ρ) are available. In order to apply a continuous filter on sampled data one can either interpolate the samples to obtain a continuous signal and apply the continuous filter on this reconstructed signal or use a numerical approximation. This is a common problem for simulation of continuous systems. For simulation purposes, discrete approximation of the system can efficiently be dealt with by using available powerful numerical algorithms. Note in the following example, an Euler method is used to simulate the true system and the filtering operations. In the above analysis, the boundary and initial conditions are assumed to be zeros.
V. EXAMPLE
The performance of the described algorithm is presented on a representative simulation example. As an example, the advection-diffusion equation (ADE) is used. This equation is often used in the water resource quality analysis to describe the transport and dispersion of a solute (pesticide, pollutant, ...) into a river channel (see e.g. [20] ). The ADE can be written as following:
where the noise-free signalχ(x , t k ) (Fig. 1) represents the solute propagation in the river and is obtained by discretization of the partial differential equation by a finite difference method (see e.g. [17] ). the temporal sampling is T s = 1day and N = 3650 temporal points are measured. The spatial sampling is h = 20m for L = 50 space points. These 50 points can represent 50 sensors distributed in the river. u(t, x) describes the source of the pollutant, and is represented by a PRBS signal at the space point x = 20m. In realistic conditions of simulation the a 02 (ρ(t)) diffusion and the a 01 (ρ(t)) advection coefficients are dependent of the river flow Q(t) (Fig. 2) . The scheduling variable ρ is then taken as ρ(t) = Q(t) and the coefficients a 02 (ρ(t)) , a 01 (ρ(t)) and b 00 (ρ(t)) are given by
02 (ρ(t)) = 2 + 0.9ρ(t) (26a) a 01 (ρ(t)) = 0.5 + 0.2ρ(t) (26b) b 00 (ρ(t)) = 1
In this example, realistic data are used since the river flow considered here comes from measurements of a river located in Alsace (France). 10 years of measurements are used in this example. For model identification purposes, the output signal is supposed to be corrupted by a two dimensional, zero-mean and normally distributed, discrete-time noise signal, with a Signal-to-Noise Ratio (SNR) defined as SN R = 10log 10 Pχ P e
where P e and Pχ are the average power of the noise and deterministic output.To provide representative results, a Monte Carlo simulation analysis for 100 runs is used to illustrate the performance of the approach. In Table I and II, it can be noted that the estimates of the proposed method are unbiased with a relatively small standard deviation when SN R = 30dB. Moreover, in the case where SN R = 15dB, the estimates are again unbiased with a higher standard deviation. 
VI. CONCLUSION
A method has been proposed in this paper to identify a continuous space-time LPV partial differential equation model. The approach is based on a MISO linear time/space invariant reformulation of the data generating system along with an iterative procedure develop to estimate efficiently the model parameters into the error-prediction minimization framework. A realistic example has been used to illustrate the efficiency of the proposed method. Future research investigates the use of an instrumental variable method to handle the situation where the additive noise is colored.
