Abstract. Lossy image and video compression algorithms yield visually annoying artifacts including blocking, blurring, and ringing, especially at low bit-rates. To reduce these artifacts, post-processing techniques have been extensively studied. Recently, inspired by the great success of convolutional neural network (CNN) in computer vision, some researches were performed on adopting CNN in post-processing, mostly for JPEG compressed images. In this paper, we present a CNN-based post-processing algorithm for High Efficiency Video Coding (HEVC), the state-of-theart video coding standard. We redesign a Variable-filter-size Residuelearning CNN (VRCNN) to improve the performance and to accelerate network training. Experimental results show that using our VRCNN as post-processing leads to on average 4.6% bit-rate reduction compared to HEVC baseline. The VRCNN outperforms previously studied networks in achieving higher bit-rate reduction, lower memory cost, and multiplied computational speedup.
Introduction
Lossy image and video compression algorithms, such as JPEG [16] and High Efficiency Video Coding (HEVC) [13] , by nature cause distortion and yield artifacts especially at low bit-rates. For example, due to block-based coding, there are visible discontinuities at block boundaries in compressed images, which are known as blocking artifacts; due to loss of high-frequency components, compressed images often become blurred than the original. Other artifacts include ringing, color bias, and so on. These compression artifacts may severely decrease the perceptual quality of reconstructed image or video, and thus how to reduce or remove these artifacts is an important problem and has been extensively studied in the literature.
In HEVC, the state-of-the-art video coding standard, there are two postprocessing techniques for artifact reduction, namely deblocking [11] and sample adaptive offset (SAO) [4] . The differences between deblocking and SAO are block size transform. In the following, we first discuss on AR-CNN, and then presents our redesigned VRCNN.
AR-CNN
AR-CNN is a 4-layer fully convolutional neural network. It has no pooling or fullconnection layer, so the output can be of the same size as the input given proper boundary condition (the boundary condition of convolutions will be discussed later). Denote the input by Y , the output of layer i ∈ {1, 2, 3, 4} by F i (Y ), and the final output by F (Y ) = F 4 (Y ), then the network can be represented as:
where W i and B i are the weights and biases parameters of layer i, * stands for convolution, and g() is a non-linear mapping function. In recent CNNs, the rectified linear unit (ReLU) [10] is often adopted as the non-linear mapping, i.e. g(x) = max(0, x). The four layers in AR-CNN are claimed to perform four steps of artifact reduction: feature extraction, feature enhancement, mapping, and reconstruction (as discussed in [2] ). Accordingly, the configuration of AR-CNN is summarized in Table 1 . Note that the amount of (convolutional) parameters in each layer is calculated as (number of filters in the last layer)×(number of filters in this layer)×(filter size).
VRCNN
Since AR-CNN is designed for JPEG, but our aim is to perform artifact reduction for HEVC, we redesign the CNN structure and name it VRCNN. The structure of VRCNN is shown in Fig. 1 and its configuration is given in Table 2 . It is also a 4-layer fully convolutional neural network, like AR-CNN. We now discuss the differences between VRCNN and AR-CNN. The rationale cause of compression artifacts in JPEG and HEVC is the quantization of transformed coefficients. The transform is block wise, thus the quantization error of one coefficient affects only the pixels in the same block. As JPEG adopts fixed 8×8 DCT, but HEVC adopts variable block size transform 1 , which shall be taken into account to reduce the quantization error. Therefore, we propose to adopt variable filter size in the second layer, because this layer is designed to make the "noisy" features "cleaner" [2] . Specifically, we replace the second layer of AR-CNN (fixed 7×7 filters) with the combination of 5×5 and 3×3 filters. The outputs of different-sized filters are concatenated to be fed into the next layer. Similarly, we also adopt variable filter size in the third layer that performs "restoration" of features [2] . The fixed 1×1 filters in AR-CNN are replaced by combination of 3×3 and 1×1 filters. Note that the first and the last layers of VRCNN do not use variable filter size, because these two layers perform feature extraction and final reconstruction, respectively [2] , which are not affected by variable block size transform of HEVC.
The variable filter size technique, i.e. combination of filters of different sizes in one layer of CNN, has been proposed earlier in CNNs for image classification, e.g. the well-known GoogleNet [15] , where different-sized filters are to provide multi-scale information of the input image. In our VRCNN, variable filter size is proposed to suit for HEVC variable block size transform, and thus used only in selected layers. To the best of our knowledge, VRCNN is the first network that uses variable filter size for artifact reduction.
In addition, we propose to integrate the recently developed residue learning technique [6] into VRCNN. That is, the output of the last layer is added back to the input, and the final output is:
In other words, the CNN is designed to learn the residue between output and input rather than directly learning the output. In the case of artifact reduction, the input (before filtering) and the output (after filtering) shall be similar to the other to a large extent, therefore, learning the difference between them can be easier and more robust. Our empirical study indeed confirms that residue learning converges much faster. Note that residue learning is also a common strategy in super-resolution with or without CNN [8, 14] . Last but not the least, to integrate CNN into the in-loop post-processing of HEVC, it is very important to control the network complexity. For that purpose, our designed VRCNN is greatly simplified than AR-CNN. Comparing Table 1 and Table 2 , VRCNN uses more filters, but at smaller sizes. As a result, the amount of parameters is greatly reduced in VRCNN. We notice that recent work on super-resolution also uses smaller filters but much more (20) layers [8] , while VRCNN has 4 layers like AR-CNN.
Training and Using VRCNN
We propose to adopt VRCNN for post-processing in HEVC to replace the original deblocking and SAO. In order to make a fair comparison with the original deblocking and SAO, we train the VRCNN on a collection of natural images, and test it on the HEVC standard test sequences. The training and testing images have no overlap so as to demonstrate the generalizability of the trained network.
Training
An original image X n , where n ∈ {1, . . . , N } indexes each image, is compressed with HEVC intra coding, while turning off deblocking and SAO, and the compressed image is regarded as the input to VRCNN, i.e. Y n . The objective of training is to minimize the following loss function:
where Θ is the whole parameter set of VRCNN, including W i , B i , i ∈ {1, 2, 3, 4}. This loss is minimized using stochastic gradient descent with the standard backpropagation. In order to accelerate the training, we also adopt the adjustable gradient clipping technique proposed in [8] . That is, the learning rate α is set large, but the actual gradient update is restricted to be in the range of [−τ /α, τ /α] where τ is a constant (set to 0.01 in our experiments). The key idea beneath this technique is to clip the gradient when α is large, so as to avoid exploding. As training goes on, the learning rate α becomes smaller and then the range is too large to be actually used.
Using VRCNN
We integrate a trained VRCNN into HEVC intra coding. The deblocking and SAO are turned off, and the compressed intra frame is directly fed into the trained VRCNN, producing the final reconstructed frame. Unlike SAO, the VR-CNN needs no additional bit, but still can reduce general compression artifacts as demonstrated by experimental results. Therefore, in all-intra coding setting, VRCNN can be made in-loop or out-of-loop. One remaining issue is the boundary condition for convolutions. In this work, we follow the practice in [8] , i.e. padding zeros before each convolutional module so that the output is of the same size as the input. Zero-padding seems quite simple but works well in experiments.
Experimental Results

Implementation
We use the software Caffe [7] for training VRCNN as well as comparative networks on a NVIDIA Tesla K40C graphical processing unit (GPU). A collection of 400 natural images, i.e. the same set as that in [2] , are used for training. Each original image is compressed by HEVC intra coding (deblocking and SAO turned off) at four different quantization parameters (QPs): 22, 27, 32, and 37. For each QP, a separate network is trained out. Only the luminance channel (i.e. Y out of YUV) is considered for training. Due to the limited memory of the GPU, we do not use the entire image as a sample. Instead, the original image X n and compressed image Y n are both divided into 35×35 sub-images without overlap. The corresponding pair of sub-images is regarded as a sample, so we have in total 46,784 training samples. Note that different from [2] , we use zero padding before each convolution so that the output is of the same size as the input, and therefore the loss is computed over the entire sub-image.
During network training, the weights are initialized using the method in [6] . Training samples are randomly shuffled and the mini-batch size is 64. The momentum parameter is set to 0.9, and weight decay is 0.0001. The base learning rate is set to decay exponentially from 0.1 to 0.0001, changing every 40 epochs. Thus, in total the training takes 160 epochs and uses around 1.5 hours on our GPU. The bias learning rate is set to 0.01, 0.01, and 0.1, for QP 27, 32, and 37, respectively. For QP 22, the network is not trained from scratch but rather fine-tuned from the network of QP 27. For this fine tuning, the base learning rate is 0.001, bias learning rate is 0.0001, and training finishes after 40 epochs.
For comparison, we also trained other two networks, AR-CNN [2] and VDSR [8] , using the same training images. The AR-CNN is designed for JPEG artifact reduction, so we cannot reuse their trained network for HEVC, but we re-train the network from scratch using the source code provided by the authors. The training proceeds in 2,500,000 iterations and takes almost 5 days. The VDSR is proposed for super-resolution and claimed to outperform SRCNN (the basis of AR-CNN), so we also include it for comparison. We also re-train the network from scratch and manually tune the training hyper-parameters. The training takes about 6 hours to finish 38,480 iterations. It can be observed that the training of our VRCNN and VDSR is significantly faster than that of AR-CNN, because both VRCNN and VDSR adopt residue learning. And the training of our VRCNN is also faster than VDSR since our network is much more simple. After training, we integrate the network into HEVC reference software HM 2 and test on the HEVC standard test sequences. Five classes, 20 sequences are used for test. Class F is not used as it is screen content. For each sequence, only the first frame is used for test. Four QPs are tested: 22, 27, 32, 37, and for each QP the corresponding network is used. For AR-CNN and VDSR, we also train a separate network for each QP. Note that the training is performed on the luminance channel (Y) but the trained network is also used for chrominance channels (U and V).
Compared to [12] , which uses the same sequences for training and test, our experiments can better reveal the generalizability of the trained network and make fair comparison with the original deblocking and SAO. Moreover, the results are not complete for all HEVC standard test sequences [12] . Therefore, we do not include its results in the following.
Comparison with HEVC Baseline
We first compare our VRCNN used as post-processing against the original deblocking and SAO. To evaluate the coding efficiency, we use the BD-rate measure [1] on luminance and chrominance channels independently. The results are summarized in Table 3 . It can be observed that the VRCNN achieves significant bit-rate reduction on all the test sequences. For the luminance (Y), as high as 7.6% BD-rate is achieved on the RaceHorses sequence, and on average 4.6% BD-rate is achieved on all the sequences. For the chrominance (U and V), the BD-rate is more significant for several sequences, reaching as high as 11.5% on the RaceHorses sequence. Note that the network is trained only on the luminance channel, this result shows that the network can be readily used for the chrominance channels, too.
We also compare the visual quality of reconstructed images as shown in Fig.  2 . A portion of each image is enlarged as inset in the bottom-right corner of each image. It can be observed that the image before post-processing 2 (b) contains obvious blocking and ringing artifacts. The processed image by HEVC baseline 2 (c) greatly reduces blocking, but ringing is still visible. The processed image by VRCNN 2 (f) suppresses all kinds of artifacts and produces better visual quality than 2 (c).
Comparison with Other Networks
We also compare our VRCNN with AR-CNN and VDSR to demonstrate the advantage of our redesigned network structure. First, the coding efficiency of each network is evaluated using the BD-rate measure. The results are summarized in Table 4 . It can be observed that AR-CNN performs slightly worse than the original deblocking and SAO in HEVC baseline, but VDSR also demonstrates significant gain. Note that VDSR is proposed for super-resolution and claimed to outperform SRCNN, while AR-CNN is built upon SRCNN, this result is reasonable because VDSR is much deeper (20 layers) than AR-CNN (4 layers). However, our proposed VRCNN, being also 4-layer, outperforms AR-CNN significantly, and also outperforms VDSR slightly, in terms of BD-rate. Since our VRCNN features variable filter size and residue learning compared to AR-CNN, this result demonstrates that carefully designed shallow network may still be competitive with deep network for artifact reduction. The reconstructed images using AR-CNN and VDSR are also shown in Fig.  2 for comparison. The image obtained by AR-CNN contains slight blocking artifacts, but the image obtained by VDSR and our VRCNN have eliminated most compression artifacts. The visual quality comparison is consistent with the objective BD-rate measure.
We also compare the computational complexity of different networks. This comparison was performed on a personal computer with Intel core i7-4790K central processing unit (CPU) at 4GHz and NVIDIA GeForce GTX 750Ti GPU with 2GB memory. Due to the limited memory of GPU, we cannot process large images using Caffe's GPU mode on this computer. Thus we used the sequence Suzie at resolution 176×144, the first 10 frames are used for test under all-intra setting, and the decoding time results are summarized in Table 5 . Note that Caffe can work in CPU or GPU mode, both modes are tested. The reported decoding time includes both CPU computation and GPU computation if have. Since most computations of decoding are performed by CPU, post-processing, if using Caffe's GPU mode, is the last step, thus the transmission time between CPU and GPU is not negligible. Overall, it can be observed that our VRCNN is more than 2× faster than VDSR, since the latter is much deeper. Moreover, though VRCNN and AR-CNN are both 4-layer, VRCNN is slightly slower because in the second and third layers there are filters of different sizes, causing some troubles for parallel computing. The decoding time using CNNs does not meet real-time requirement on current main-stream personal computers, which calls for further efforts on optimizing the computational architecture. Last but not the least, since the trained CNN is used for post-processing, especially at the decoder side, its memory cost is an important issue. We also compare the sizes of trained networks of AR-CNN, VDSR, and our VRCNN. The results are given in Table 6 . Obviously, our VRCNN requires the lowest memory cost on storing the network because it is much shallower than VDSR and also has much less parameters than AR-CNN (shown in Table 1 and Table  2 ). 
Conclusion
In this paper, we have presented a convolutional neural network for post-processing in HEVC intra coding. The proposed network VRCNN outperforms the previously studied AR-CNN or VDSR in achieving higher bit-rate reduction, lower memory cost, and multiplied computational speedup. Compared to the HEVC baseline, VRCNN achieves on average 4.6% BD-rate (in luminance) on the HEVC standard test sequences. Our future work is planned in two directions. First, we will extend VRCNN for HEVC inter coding, i.e. processing P and B frames. Second, we will investigate how to further simplify the network while maintaining its coding efficiency.
