When you are a mouse, the world is populated almost entirely by monsters. Some swoop down out of the sky, some sneak up on you from behind, but in general your problem is that you are small and delicious. A looming visual stimulus -the descending fly swatter or fast approaching soccer ball -drives escape behavior across a wide variety of species, from flies [1] to humans [2] . The circuits that detect looming have also been worked out in many species, exposing a convergence of the underlying algorithm [3] . Specific features of a visual stimulus reliably elicit escape behavior in mice: escape is related to location of the looming (from above), the contrast (dark objects), and the speed (fast), all consistent with the stoop of an aerial predator [4] . The presence or absence of shelter can alter the escape responsemice freeze when there is no shelter, but flee if there is [5] . More recently, different features of looming have been shown to be associated with the selection of different defensive behaviors -for example, slow looming leads to freezing while fast loom leads to flight [6] . This suggests that there may be dedicated circuits for eliciting these behaviors, triggered by differences in the sensory stimuli. As reported recently in Current Biology, Vale et al. [7] have now shown that mice rapidly and spontaneously memorize the position of shelter and update this memory continuously to control the choice between flight and freezing, demonstrating that defensive decisions are more flexible than previously thought.
A central problem in the study of the neural basis of behavior is eliciting a behavior worth studying. Escape from threat is a behavior that has obvious survival value, which plants it squarely in the 'worth studying' category. A threatening stimulus may be a looming visual stimulus [8] , an unexpected sound [9] , the absence of an expected sound [10] , or the odor of a predator [11] . Escape is innate, in the sense that it can be reliably triggered in naive animals [12] . At first blush, therefore, escape may seem like a poor candidate to study flexible decision making: however, simple behaviors can be powerful tools and, further, simple behaviors are often not as simple as they seem. Vale et al. [7] used escape to explore spatial memory and behavioral flexibility in mice and in the process open an avenue to addressing a suite of questions about how disparate signals converge to generate appropriate behavioral decisions.
To use escape to explore spatial memory, Vale et al. [7] first released mice into a Barnes maze [13] , which has 20 openings, only one of which leads to shelter ( Figure 1A ). The mice were allowed to explore until they had discovered the location of this shelter. They were then presented with a looming stimulus ( Figure 1B) , and their escape trajectories were recorded ( Figure 1C ). You might imagine that when the stimulus is directly overhead, any direction is equally safe; however, the escape trajectories were all a straight line to the shelter ( Figure 1D ). This straight line path shows that during exploration the mice spontaneously noted the location of the shelter, in case of future alarms. The experimenters then upped the ante, placing the looming stimulus between the mouse and the shelter location. This did not change the escape trajectory, however: the mice ran toward the looming stimulus between them and shelter, showing that there is no simple relationship between visual stimulus and escape direction. The mice behaved as though they had a goal -the safety of the shelter. To test this, the experimenters presented the stimulus while the mice were in the shelter and, not surprisingly, the mice stayed under cover, again showing that the flight was a flexible behavioral strategy with a goal rather than a reflexive reaction to a particular stimulus. That the flight was away from a generic threat was shown by getting the same results whether the threatening stimulus was a visual looming stimulus or a loud ultrasonic sound.
How quickly is this accurate memory of the location of a safe haven laid down? To probe the formation of this memory, Vale et al. [7] presented alarming stimuli immediately after the mice discovered shelter and then moved away from it. The escape paths driven by these newly formed memories were indistinguishable from those when the mice had a long time to explore. Most intriguingly, the longer mice had spent in the shelter, the faster their reaction time in response to the alarming stimulus, providing tantalizing hints as to how the strength of the memory of shelter location impacts the computation of shelter direction.
What cues are the mice using to learn the location of the shelter? Mice can use a variety of strategies to solve spatial tasks but the two main classes are sensory cues, such as landmarks [14] , or the monitoring of self motion by path integration [15] . To test which of these strategies the mice were using, Vale et al. [7] waited until the mice were in the center of the arena and then rotated the location of the shelter. This creates a mismatch between any local visual, tactile or olfactory cues to the shelter location and the remembered location based on path integration. When a threatening stimulus was presented in the rotated case, the mice fled to the previous location, suggesting that local cues are not important and the mice are continuously updating the direction and distance to safety as they move through the world. Escape was also accurate in the dark, which shows that visual cues are not necessary for escape flights -a useful feature for a nocturnal animal.
Next, Vale et al. [7] closed the door to the initial shelter and opened a new one, again allowing the mice to explore spontaneously until they discovered both that the old shelter was closed and the location of the new shelter. Here, the mice escaped to the new location, but not perfectly; some mice needed two or three trials to abandon the old safe place. This behavioral paradigm can thus be used to explore the formation of multiple memories, how quickly new memories are laid down and updated, how memories interact, what sensory features are important for new memory formation, and ultimately, what neural circuits are involved.
Finally, Vale et al. [7] closed the door to the shelter, and found that the mice rapidly switched their response to threatening stimuli from flight to freezing; an appropriate response if there is no safety to be had. All of these observations demonstrate that mice continuously generate, maintain and update the memory of shelter presence and location. This spontaneous and spatially precise identification of a safe location is consistent with natural rodent exploratory behavior, in which the movements of mice and rats in a novel environment reveal the existence of a 'home base' from which exploratory excursions occur [16, 17] .
One surprise in the study is that the speed and accuracy of spatial memory formation was much higher in the current study than in a standard Barnes maze spatial memory task [18, 19] . Vale et al. [7] suggest this difference may be related to allowing the mice to discover the location of the shelter spontaneously, rather than placing the mice in the center (which would prevent the generation of a path-integration-based spatial memory). Another possibility is that the irritating stimuli (bright lights, a fan, a buzzer) used in a standard Barnes maze task to motivate the mouse to find shelter are not as motivating as stimuli which recruit escape responses. This difference highlights the large behavioral differences that can occur due to seemingly innocuous differences in behavioral paradigms. For example, in their landmark paper on eliciting escape behaviors with looming stimuli, Yilmaz and Meister [4] note that the likelihood of flight or freezing differed, in the same strain of mice, depending on whether the mice were housed at Harvard or Caltech. Similarly, Knudsen and colleagues [20] demonstrated plasticity could only be elicited in adult barn owls if they were required to catch live mice for food, a behavioral paradigm also likely to be engaging survival circuits.
Vale et al. [7] have shown that escape, while fascinating and worthy of study on its own, can also be used to reveal details about a mouse's spatial awareness, the mechanisms associated with the generation of spatial awareness and decisions based on that spatial information, and how innate responses and updated information about the environment interact to produce adaptive behavior, all in a spontaneous task that requires no training. They thus lay out a rich experimental paradigm that can help us understand the brain. A provocative new study rearranges the base of the dinosaur evolutionary tree, upending 130 years of consensus. Does it hold up to scrutiny?
Phylogenetics rarely make the headlines. Last month, however, the Atlantic reported on a bombshell discovery that in their words would ''shake dinosaur paleontology to its core''. That same day, the Guardian went with a headline that could hardly have been more bombastic: 'Radical shakeup of dinosaur family tree'. What they -and hundreds of other articles from breathless science journalists -were referring to was a paper in Nature that described a reordering of the basic subdivisions of the dinosaurs based on a new genealogical analysis by Matthew Baron and his colleagues, David Norman and Paul Barrett [1] .
I was taught in school that dinosaurs could be divided into two major groups based on the structure of their hips. The 'lizard-hipped' saurischians have a pubis bone pointing forward, as in modern lizards. The flesh-eating theropods (think Tyrannosaurus rex or Velociraptor) and the earth-shaking sauropods (Brontosaurus, Diplodocus, and kin) share this type of pelvis, so they all are saurischians. On the other hand, the 'bird-hipped' ornithischians have a pubis that points backwards, like in today's birds (which, confusingly, are actually theropods that evolved this hip configuration independently). Triceratops and other horned dinosaurs, the duckbilled dinosaurs, the plate-backed stegosaurs and armored ankylosaurs all fall into this category.
The saurischian-ornithischian split was first proposed by Harry Govier Seeley in 1887 [2] . Surveying the wealth of dinosaur fossils flooding out of Europe and the American West, Seeley recognized that they could be separated into two distinct types. It wasn't only the hips, but also differences in the vertebrae, skull and body armor that separated saurischians from ornithischians. Unlike so many fanciful ideas from this pioneering generation of dinosaur hunters, Seeley's basic classification scheme has persisted until today. In fact, evidence for it has gotten stronger, as the cladistics revolution of the 1980s -most importantly the seminal work of Jacques Gauthier [3] -identified additional features of the skeleton shared by theropods and sauropods, but lacking in ornithischians.
Over the last 15 years, the pace of new dinosaur discoveries has surpassed even the frenzy of Seeley's era. On average, a new species of dinosaur is being discovered somewhere around the world each week, meaning there is a whole variety of new dinosaurs and close dinosaur relatives that Seeley, or Gauthier for that matter, could not have studied [4] [5] [6] [7] . Even so, the classic saurischianornithischian dichotomy has held up, as it has regularly been corroborated by ever larger and more comprehensive phylogenetic analyses.
Sometimes, however, looks can be deceiving. The excitement over the new fossils has concealed a problem: few phylogenetic analyses have included a broad sample of primitive dinosaurs, particularly ornithischians. This issue was noted by Richard Butler, while he was working on his PhD at Cambridge University in the mid 2000s. He built a large dataset to study the genealogical
