This paper is devoted to singular calculus of variations problems with constraint functional not regular at the solution point in the sense that the first derivative is not surjective. In the first part of the paper we pursue an approach based on the constructions of the p-regularity theory. For p-regular calculus of variations problem we formulate and prove necessary and sufficient conditions for optimality in singular case and illustrate our results by classical example of calculus of variations problem.
Introduction
In the paper we consider the following problem If ImJ 1 (x * ) = 0, where x * (t) is a solution to (1)- (2), then necessary condition of Euler-Lagrange
holds.
In singular (nonregular or degenerate) case when J 1 (x * ) = 0, we can only guarantee that the following equation
holds, where λ 2 0 + λ 2 = 1, i.e., it may happen that λ 0 = 0. This work is devoted to the investigation of the case mentioned above with necessary and sufficient conditions of optimality.
Let us present an example which illustrate the subject under consideration.
Here we have F (t, x, x ) = x 2 , G(t, x, x ) = m 2 x 2 − (x ) 2 and x * ≡ 0 is the solution to (5)-(6) of J 1 , i.e., J 1 (x * ) = 0. If we write down the corresponding Euler-Lagrange equation (4) we obtain
and we have the following set of solutions:
• if λ 0 = 0 (λ 0 = 0) then x * (t) = 0 is a solution to (4), Hence, the optimality conditions provide a series of spurious solutions x * (t) = a sin mt, a = 0, m ∈ N.
Now we remind the p-order necessary and sufficient optimality conditions for degenerate optimization problems (see [2] - [5] ).
where f : X → Y, and X, Y are Banach spaces, ϕ : X → R 1 , f ∈ C p+1 (X), ϕ ∈ C 2 (X) and at the solution point x * to the problem (7)-(8) we have:
i.e., f (x * ) is singular.
Elements of p-regularity theory
Let us remain the basic constructions of p-regularity theory to be used in investigating singular problems in the paper. The construction of the p-factor operator (see also in [2] - [5] ). Suppose that the space Y is decomposed into the direct sum
where 
where Z i is a chosen closed complementary subspace for (Y 1 ⊕. . .⊕Y i−1 ) with respect to Y, i = 2, . . . , p and
The order p is chosen as the minimum number for which (10) holds. Now, define the following mappings
where
is called p-factor operator.
Definition 2. We say that the mapping f is p-regular at x * along an element
Definition 3. We say that the mapping f is p-regular at x * if it is p-regular along any h from the set
Here the k-kernel of the k-order mapping f
Optimality conditions for p-regular optimization problems
We define p-factor Lagrange function
where λ ∈ Y * and
Definition 4. The mapping F is called strongly p-regular at the point x * if there exists γ > 0 such that
Let us remain the following basic theorem of the p-regularity theory ([2]-[5]).
Theorem 1 (Necessary and sufficient conditions for optimality). Let X and Y be Banach spaces, ϕ ∈ C 2 (X), f ∈ C p+1 (X), f : X → Y, ϕ : X → R 1 . Suppose that h ∈ H p (x * ) and f is p-regular along h at the point x * . If x * is a local solution to the problem (7)-(8) then there exist multipliers λ * (h) ∈ Y * such that
Moreover, if f is strongly p-regular at x * , there exist α > 0 and a multiplier λ * (h) such that (11) is fulfilled and
, then x * is a strict local minimizer to the problem (7)-(8).
Now we are ready to apply this theorem to singular calculus of variations problems. For the sake of simplicity consider the completely degenerate case, namely
and introduce the so-called p-factor Euler-Lagrange function
Definition 5. We say that the problem (1)- (2) is p-regular at
The following theorem holds thrue:
Theorem 2. Let x * (t) be a solution of the problem (1)-(2) and assume that the problem is p-regular at x * along h ∈ Ker p J
1 (x * ). Then, there exists a constant λ such that the following p-factor Euler-Lagrange equation
P -order necessary and sufficient conditions for ...
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Remark 1. For p = 2 this equation transforms to
P roof. Consider the case p = 2. For the first derivative J 1 (x * ) of J 1 (x) at the point x * we have
Let us define second derivative J 1 (x * ) :
where Ψ(x * , δx) → 0 for δx → 0,
Here A(x * )[δx] 2 is a second variation of J 1 (x) at the point x * and J 1 (x * ) = A(x * ). For J 1 (x * ) we have
Hence h ∈ Ker 2 J 1 (x * ) is such a function that (16) holds. The 2-factor operator for the problem (1)-(2) has the following form:
For the nonregular case of our problem we have
x and 2-factor Euler-Lagrange function is as follows
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Applying Theorem 1 we obtain
Substituting J 1 (x * )[h(t)] to the explicit form we have
Since the functional on the right hand side of the equation is defined for such elements η(t) that η(t 1 ) = η(t 2 ) = 0, we obtain
From du Bois-Reymond lemma the equation (13) for p = 2 follows. The case p > 2 can be proved analogously using the explicit form of p-factor operator J Consider the previous Example 1. We can see that h(t) = e γt sin t ∈ Ker 2 J 1 (x * ), x * (t) = 0 for some γ = γ(m) > 0 and J 1 (x * )h(t) = 0. It means that the problem (1)-(2) is 2-regular at x * = 0 along h(t). Hence all conditions of Theorem 2 are fulfilled and equation (13) takes the form: 2x + λ 2m 2 e γt sin t + 2e γt γ 2 sin t + 2γ cos t − sin t = 0 or x = λe γt sin t − 2γ cos t − γ 2 sin t − m 2 sin t and x(0) = x(π) = 0. The last condition implies that λ = 0 and x * (t) = 0.
