Abstract. We prove extension of a∂-closed, smooth, form from the intersection of a pseudoconvex domain with a complex hyperplane to the whole domain. The extension form is∂-closed, has harmonic coefficients and its L 2 -norm is estimated by the L 2 -norm of the trace. For holomorphic functions this is proved by . For forms of higher degree, this is stated in [9] . It seems, however, that the proof contains a gap because of the use of a a singular weight and the failure of regularity for the solution of the related∂-equation.
We recall Theorem 1. Let D ⊂⊂ C n be a bounded smooth pseudoconvex domain of diameter ≤ 1, α a∂-closed form of degree ≥ 1 such that α J = 0 for 1 / ∈ J and supp α ⊂ {z : |z 1 < δ}. Then there is a solution u = u δ in L 2 to the problem (1) ∂ u = α, z 1 u 0 ≤ cδ α 0 , for c independent of δ, α and D.
We refer to [1] for a proof which only relies on the Kohn-Hörmander-Morrey estimates in the weighted L 2 space; moreover, "selfboundedness" of the gradient of the weights is never used. The problem is to extend a∂-closed, smooth, form f from the slice D 0 = D ∩ {z : z 1 = 0} to the full D with control of the L 2 norm. With the notation D δ for the δ-disc in the z 1 -plane, this can be achieved by taking a pseudoconvex approximation
) taking a family of cut-offs χ δ (z 1 ) with unitary mass which is 1 for |z 1 | ≤ δ and 0 for |z 1 | > 2δ, and a family of solutions {u δ } of (1) on D ν for the choice of the form α δ =∂
. Each form f δ := −z 1 u δ + χ δ f is∂-closed in D ν and the family { f δ 0 } is uniformly bounded by c f D 0 0 . Then there is a subsequential L 2 -weak limitf on D, which satisfies∂f = 0 and
If the degree of the forms is 0, that is, if f δ andf are holomorphic functions, then
This can be readily checked recalling that, over holomorphic functions, weak convergence implies pointwise convergence. On the other hand,∂ is elliptic on functions and thus
Thus holomorphic extension with the estimate (2) is proved, for functions. What follows is dedicated to first show that (3) remains true, for an accurate choice of the u δ 's, in general degree. And next to prove a slightly weaker version of (4), that is,
For the first, we have to take a minimizer with respect to the norm Dν |z 1 | 2 | · | 2 dV of the affine space of solutions of (1) . The minimizer is a L 2 limit z 1 u µ → z 1 u δ ; in particular, it inherits the estimate, uniform in δ,
Thus z 1 u ∈ ker ϑ for z 1 = 0. But, in fact, also for z 1 = 0. In fact for ψ ∈ C ∞ c , we decompose
∞ . Now, we remark thatf is the limit not only of −z 1 u δ + χ δ f but also of −z 1 u δ . Thus, not only it satisfies∂f = 0, but also ϑf = 0. It follows ∆f = 0; in particular,f ∈ C ∞ . As for f δ , we have∂f δ = 0 but, we only have ϑf δ = ϑχ δ f , which yields ϑf δ → 0 (L 2 -weakly) and f δ ∈ C ∞ . To carry on our proof, a more subtle analysis is needed. We remark that
where (*) is explained by the fact that χ δ depends on z 1 and f on z 2 , ..., z n , only. It follows
In particular, f δ is harmonic for |z 1 | > 2δ and f δ →f uniformly on compact subsets of z 1 = 0. Thus (3) holds for z 1 = 0. As for z 1 = 0, with the notation σ 2n for the volume of the unit ball in C n , we have
Bst(zo) ∆f δ dV ζ dsdt.
(7)
Recall that |∆f δ | ≤ c χ δ δ and hence, for z o in the plane z 1 = 0,
Combination of (7) and (8) yields, for z o in the plane z 1 = 0,
We know that we have L 2 weak convergence f δ →f ; in particular, by the choice of the characteristic function of B r (z o ) as the test function, we have
Finally, by the harmonicity off
Plugging together (9), (10) and (11), we get, for z o in the plane z 1 = 0
(In fact, for any ǫ, we first choose r such that (9) is < ǫ; under this choice of r, we next choose δ such that (10) is also < ǫ.) Thus we have proved (3) for a form of general degree; we pass now to (5). This is obtained as an immediate consequence of j * (z 1 u δ ) = 0, that is (13) (z 1 u δ ) H | z 1 =0 = 0 for any H which does not contain 1.
We point out that this is by no means evident because we do not know whether u δ is smooth or L 2 . We also point out that our method does not yield z 1 u δ | z 1 =0 = 0 in full, but just for the "tangential" part (the one which collects multiindices which do not contain 1). Thus our program is to prove (13) . We decompose
We reason by contradiction and assume that for an index J with 1 / ∈ J, that we also write J = iK, we have h iK = 0. We choose a family of test functions (15) ψ ǫ = χ(
we also use the notation ψ(z ′ ) := χ(|z 2 |)...χ(|z n |). We arrange coordinates so that suppψ ǫ ⊂⊂ D; we notice that suppψ ǫ ⊂⊂ {z : z 1 = 0}. Let z 1 u µ → z 1 u δ be the approximation of the minimizer u δ in |z 1 | 2 | · | 2 dV norm. We have, for any ψ ∈ Dom(∂ * ) such that∂
Remember also that∂u µ ≡∂ χ δ f z 1 ∈ C ∞ (independent of µ) that we also call α. Thus, by (16) applied for ψ = ψ ǫωH , with H = 1iK, we get (17) lim
We show that the integral in the last line is a constant different from 0. Under the coordinate change in C,
Thus, if h iK = 0, then the limit for ǫ → 0 of (18) is not 0. On the other hand, whatever the value of h 1K is, we have, when i = 1,
(Clearly, in case (u δ ) 1K is bounded, that is h 1K = 0, we have that (20) is indeed O(ǫ 2 ).) In any case, for iK not containing 1 and with H = 1iK, from the identity (∂u 
