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Introduzione
L’oggetto di questa tesi e` lo studio del problema di Plateau non paramentri-
co: data una funzione ψ : ∂Ω ⊂ Rn → Rm, esiste un grafico Gu, u : Ω→ Rm,
avente come bordo Gψ e la cui area Hn(Gu) sia minima tra le sottovarieta`
di Rn+m aventi lo stesso bordo? Il problema e` legato alla teoria delle equa-
zioni differenziali: se u e` soluzione del problema, allora la variazione prima
dell’area di Gu e` nulla, e cio` equivale ad un’equazione ellittica, nota come
equazione delle superfici minime (2.3), se m = 1, ed un sistema ellittico,
il sistema delle superfici minime (1.19), se m > 1. Diremo che il grafico
Gu e` minimo se la sua variazione prima e` nulla. Assumeremo sempre che il
dominio Ω e il dato al bordo ψ siano di classe C∞ e le funzioni u considerate
saranno almeno Lipschitziane.
In codimensione 1 (m = 1) il problema di Plateau non parametrico e`
stato largamente studiato fino ai tardi anni ‘60. Nel 1968 H. Jenkins e J.
Serrin mostrano che il problema e` risolubile per ogni dato al bordo ψ se e solo
se ∂Ω ha curvatura media non negativa in ogni punto. Quest’ultima ipotesi
serve a fornire una stima a priori del gradiente sul bordo. La soluzione
in codimensione 1 e` unica e, se Ω e` convesso, minimizza l’area perche´ il
funzionale area, che associa ad una funzione u l’area del suo graficoA(u), e`
strettamente convesso. Inoltre una soluzione Lipschitziana dell’equazione
delle superfici minime e` C∞ grazie al celebre teorema di De Giorgi sulla
Ho¨lderianita` delle soluzioni deboli di equazioni ellittiche.
Gli strumenti usati in codimensione 1 non si applicano in codimensione
maggiore: le stime a priori del gradiente non si generalizzano, il funzionale
area non e` piu` convesso e il teorema di regolarita` di De Giorgi si applica
solo alle equazioni scalari e, quindi, non al sistema delle superfici minime.
Nel 1977 H. Lawson e R. Osserman provano che in codimensione mag-
giore di 1 il problema dell’esistenza di grafici minimi con dato al bordo as-
segnato non e` in generale risolubile nemmeno se il dominio Ω e` una palla
n-dimensionale. Anche l’unicita` e la stabilita` sono false, a causa della man-
cata convessita` dell’area: e` provata l’esistenza di un dato al bordo ψ per cui
il sistema delle superfici minime ha almeno 3 soluzioni di cui una instabile.
Lawson e Osserman esibiscono, infine, un grafico Lipschitziano ma non C1
di area minima, in contrasto con la regolarita` in codimensione 1.
Nel 2002 Mu-Tao Wang ha dimostrato alcuni risultati positivi in codi-
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mensione arbitraria. Egli mostra che il flusso per curvatura media (il meno
flusso gradiente del funzionale area) del grafico iniziale Gψ (adesso ψ e` pen-
sato esteso a tutto Ω) esiste e converge ad un grafico minimo se la norma C2
di ψ e` sufficientemente piccola. Il risultato e` basato su una stima a priori del
gradiente sul bordo tipica dei problemi di evoluzione e fa uso del principio
di massimo parabolico.
Mu-Tao Wang descrive anche una regione della Grassmanniana de-
gli n-piani G(n,m) su cui il logaritmo del reciproco del funzionale area e`
convesso; tale regione contiene i piani tangenti dei grafici area-decreasing.
Applicando questo risultato ed un teorema di regolarita` di Allard per varifold
minimi, si ottiene un teorema di tipo Bernstein: il grafico minimo di una
funzione area-decreasing definita su tutto Rn e` un piano n-dimensionale.
Questo teorema e il teorema di Allard implicano che un grafico minimo
area-decreasing e` C∞.
L’esposizione degli argomenti mette in luce le differenze a livello geo-
metrico e di equazioni differenziali tra il problema di Plateau in codimensione
1 e maggiore di 1. Il materiale dei capitoli 1, 2 e 3 e` coperto esaurientemente
dalla letteratura degli ultimi decenni. Le dimostrazioni dei capitoli 4 e 5,
invece, sono in parte inedite: gli articoli originali fanno uso di risultati non
presenti in letteratura. Ad esempio, il teorema 4.22 e i teoremi sui coni
minimi del capitolo 5, su cui si basano il risultato di esistenza, il teorema di
Bernstein e la regolarita` in codimensione maggiore di 1, sono originali.
Le idee presentate nella tesi si mostrano inclini ad ulteriori utilizzi: la
convessita` dell’area tra le mappe area-decreasing puo` essere utile nel provare
un teorema di unicita` e stabilita` o in un approccio variazionale. Ho avuto
la possibilita` di discutere personalemente questi sviluppi con il prof. Mu-
Tao Wang presso la Columbia University, economicamente supportato dalla
Scuola Normale Superiore e dai fondi di ricerca del prof. Wang; ad entrambi
va il mio ringraziamento. In varie occasioni ho discusso i problemi collegati
alla tesi, oltre che con il mio relatore, con i prof. Luigi Ambrosio e Giovanni
Alberti, che ringrazio per l’interessamento mostrato e i suggerimenti.
Desidero, infine, ringraziare sentitamente il mio relatore, prof. Ma-
riano Giaquinta, e la Scuola Normale Superiore. Il primo per la grande
disponibilita` e cordialita` mostrati durante questo lavoro, iniziato nel set-
tembre 2002, quando gli chiesi un tema per il mio colloquio del terz’anno
presso la Scuola Normale. Quest’ultima per avermi fornito un ambiente di
studio sereno, stimolante e produttivo che, affiancato all’Universita` di Pisa,
e` un terreno ideale per un giovane che voglia entrare nel mondo della ricerca
in matematica.
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Capitolo 1
Geometria delle sottovarieta`
di Rn+m
1.1 Struttura Riemanniana e connessioni di Levi-
Civita
Data una varieta` Riemanniana (M, g), una connessione di Levi-Civita suM
e` un’applicazione
∇ : T (M)× T (M)→ T (M)
(T (M) e` lo spazio dei campi vettoriali tangenti su M) tale che
1. ∇XY e` C∞-lineare in X:
∇fX1+gX2Y = f∇X1Y + g∇X2Y, ∀f, g ∈ C∞(M);
2. ∇XY e` R-lineare in Y :
∇X(aY1 + bY2) = a∇XY1 + b∇XY2, ∀a, b,∈ R;
3. soddisfa la regola di Leibniz per il prodotto:
∇X(fY ) = f∇X(Y ) +DXfY, ∀f ∈ C∞(M),
in cui DXf = X(f) se si intende X come derivazione;
4. non ha torsione: se [X,Y ] := XY − Y X, allora
∇XY −∇YX = [X,Y ];
5. e` compatibile con la metrica:
DXg(Y,Z) = g(∇XY, Z) + g(Y,∇XZ).
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Teorema 1.1 Ogni varieta` Riemanniana ammette una e una sola connes-
sione di Levi-Civita.
Una dimostrazione si trova in [26], teorema 5.4.
In cio` che segue considereremo Rn+m dotata della ovvia struttura di
varieta` Riemanniana, in cui il prodotto scalare tra due vettori u, v ∈ Rn+m
e` indicato con u · v o 〈u, v〉. Ovviamente identifichiamo Rn+m con il suo
tangente in qualunque suo punto. Rn+m possiede un’unica connessione di
Levi-Civita: si tratta della connession piatta e la indichiamo con ∇. Sia
{e1, . . . , en+m} una base ortonormale di Rm+n, definita globalmente e fissata
una volta per tutte; allora
Γkij := (∇eiej)k = 0, ∀ i, j, k.
Una sottovarieta` n-dimensionale Σ ⊂ Rn+m di classe Cr, r ≥ 2, verra`
sempre considerate dotata della struttura Riemanniana indotta dallo spazio
ambiente: e` l’unica struttura Riemanniana a rendere l’immersione
Σ ↪→ Rn+m
un’isometria. Dunque la metrica g su Σ e` semplicemente la restrizione della
metrica di Rn+m.
Indicheremo con TΣ il suo fibrato tangente, di classe Cr−1, e, per
ogni p ∈ Σ, TpΣ sara` lo spazio tangente a Σ in p. Analogamente NΣ e NpΣ
indicheranno il fibrato normale e lo spazio ortogonale al tangente in p. Una
generica base ortonormale di TpΣ sara` denotata {τ1, . . . τn} e una base di
NpΣ sara` {ν1, . . . , νm}.
La connessione di Levi-Civita di Σ puo` essere espressa in termini della
connessione ∇ di Rn+m: ∇Σ = ∇T . Piu` precisamente, siano X,Y ∈ T (Σ)
campi tangenti su Σ; date X˜ e Y˜ , estensioni arbitrarie ad un intorno di Σ
in Rn+m dei campi X e Y , si ha
∇ΣXY = (∇X˜ Y˜ )T , (1.1)
dove (∇
X˜
Y˜ )T e` la proiezione ortogonale di ∇
X˜
Y˜ sul fibrato tangente TΣ. Si
puo` verificare che∇Σ non dipende dalla scelta delle estensioni X˜ e Y˜ . Questo
e` semplicemente conseguenza del fatto che ∇
X˜
Y˜ (p) dipende solo da X(p) e
dal valore di Y sull’immagine di una qualunque curva γ : (−ε, ε) → Rn+m
con γ(0) = p, γ˙(0) = X. D’ora in poi, quando necessario, i campi vettoriali
su Σ saranno pensati estesi, almeno localmente.
Per dimostrare (1.1), si utilizza il teorema 1.1, ovvero, grazie all’u-
nicita` della connessione di Levi-Civita, e` sufficiente provare che (X,Y ) →
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(∇XY )T e` una connessione di Levi-Civita. La C∞-linearita` in X e la R-
linearita` in Y sono ovvie, cos`ı come la regola di Leibniz. Vediamo che non
c’e` torsione (proprieta` 4 nella definizione):
(∇XY )T − (∇YX)T = (∇XY −∇YX)T = [X,Y ]T = [X,Y ].
Verifichiamo infine la compatibilita` con le metrica:
DXg(Y,Z) = g(∇XY, Z) + g(X,∇Y Z) = g((∇XY )T , Z) + g(X, (∇Y Z)T ).
Gli operatori gradiente, divergenza e Laplaciano Data una funzione
C1 f : Σ→ R, dato X ∈ TpΣ, definiamo
DXf(p) =
d
dt
∣∣∣
t=0
f(γ(t)),
per una qualunque curva γ : (−ε, ε)→ Σ tale che γ(0) = p e γ˙(0) = X.
Il gradiente su Σ di f in p e` definito da
∇Σf(p) =
n∑
j=1
(Dτjf(p))τj .
Non e` difficile provare che se f e` definita in un intorno di p in Rn+m,
allora si ha
∇Σf(p) = (∇f(p))T ,
dove ∇f(p) =∑n+mj=1 ∂f∂xj (p)ej .
In coordinate locali, ovvero data una carta (V, ϕ), con ϕ : V → Rn, e
data la corrispondente parametrizzazione locale F = ϕ−1 vale
∇Σf = gij ∂f
∂xi
∂F
∂xj
, (1.2)
dove ∂
∂xi
f(p) = ∂(f◦ϕ
−1)
∂xi
(ϕ(p)), gij = ∂F∂xi · ∂F∂xj e gij e` la matrice inversa di
gij .
La divergenza di una campo vettoriale (non necessariamente tangente)∑n+m
j=1 X
jej su Σ e` definita da
divΣX =
n+m∑
j=1
ej · (∇ΣXj) =
n∑
i=1
(DτiX) · τi.
In coordinate locali, con le stesse notazioni di (1.2) e intendendo che
g = det gij
divΣX =
1√
g
∂
∂xi
(
√
gXi). (1.3)
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Infine il Laplaciano su Σ di una funzione in C2(Σ) e` definito come
∆Σf = divΣ∇Σf,
che si riscrive in coordinate locali inserendo (1.2) in (1.3):
∆Σf =
1√
g
∂
∂xi
(√
ggij
∂f
∂xj
)
. (1.4)
1.2 La seconda forma fondamentale e la curvatura
media
Definizione 1.2 (Seconda forma fondamentale) Definiamo la seconda
forma fondamentale h come la parte normale della connessione di Rn+m :
dati X,Y ∈ T (M)
h(X,Y ) = (∇XY )N .
Come prima, X e Y si pensano estesi.
Proposizione 1.3 La seconda forma fondamentale h:
1. e` simmetrica: h(X,Y ) = h(Y,X);
2. e` C∞-lineare in entrambe le variabili;
3. h(X,Y )(p) dipende solo da X(p) e da Y (p).
In particolare h e` ben definita come famiglia di applicazioni bilineari
hp : TpΣ× TpΣ→ NpΣ.
Dimostrazione Per la simmetria di ∇ e poiche´ per X,Y ∈ T (Σ) si ha
[X,Y ] ∈ T (Σ), vale
h(X,Y )− h(Y,X) = (∇XY −∇YX)N = [X,Y ]N = 0.
Per provare la 2, si osserva che h e` differenza di due connessioni:
h(X,Y ) = ∇XY −∇ΣXY
ed e` quindi C∞-lineare in X. Essendo h simmetrica e` anche C∞-lineare in
Y .
Infine, sia ∇XY (p) che ∇ΣXY (p) dipendono solo da Y e X(p). Ma
per simmetria, e` sufficiente conoscere Y (p) e X e quindi e` anche sufficiente
conoscere solo X(p) e Y (p). ¤
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Definizione 1.4 (Curvatura media) Per ogni p ∈ Σ, definiamo curva-
tura media H di Σ in p la traccia della seconda forma fondamentale, ovvero
H(p) =
n∑
i=1
hp(τi, τi).
Se {v1, . . . , vn} e` una base qualsiasi di TpΣ e gij := g(vi, vj), allora
H(p) =
n∑
i,j=1
gijhp(vi, vj). (1.5)
Utilizziamo (1.5) per calcolare esplicitamente la curvature media di
Σ: sia data F : Ω→ Σ una parametrizzazione locale in p, ovvero un diffeo-
morfismo di Ω con un intorno di p. Supponiamo F (0) = p. F induce una
base di TpΣ, data da
{
∂F
∂xi
}
i=1,...,n
.
∇ ∂F
∂xi
∂F
∂xj
=
∂2F
∂xi∂xj
.
Utilizzando (1.5) si ottiene
H(p) =
( n∑
i,j=1
gij
∂2F
∂xi∂xj
(F−1(p))
)N
, (1.6)
gij = ∂F∂xi · ∂F∂xj .
Lemma 1.5 (Derivata di un determinante) Sia g(s) = det(gij(s)), in
cui gij si intende derivabile in s. Allora
∂g
∂s
= ggij
∂gij
∂s
(1.7)
Proposizione 1.6 Sia F : Ω→ Σ una parametrizzazione locale in p. Allora
∆ΣF (p) ∈ NpΣ e
H(p) = ∆ΣF (p). (1.8)
Il Laplaciano di F e` calcolato componente per componente.
Dimostrazione Proviamo che ∆ΣF (p) e` ortogonale a TpΣ. D’ora in poi
non specifichiamo il punto p. Grazie a (1.4) si scrive
∆ΣF · ∂F
∂xk
=
1√
g
∂
∂xi
(√
ggij
∂F
∂xj
· ∂F
∂xk
)− gij ∂F
∂xj
· ∂
2F
∂xi∂xk
.
Si osserva che
gij
∂F
∂xj
· ∂
2F
∂xi∂xk
=
1√
g
∂
√
g
∂xk
− 1
2
gij
∂gij
∂xk
.
11
Luca Martinazzi
Si sostituisce la formula per la derivata di un determinante (1.7) e si ottiene
∆ΣF · ∂F
∂xk
= 0.
Poiche´ k e` arbitrario si conclude che ∆ΣF e` ortogonale a Σ.
Proviamo la (1.8): scrivendo il Laplaciano in coordinate locali e deri-
vando si ottiene
∆ΣF =
1√
g
∂
∂xi
(√
ggij
∂F
∂xj
)
=
1√
g
∂
∂xj
(√
ggij
)
∂jF + gij
∂2F
∂xi∂xj
.
Osservando che la prima parte e` tangente e usando (1.6)
∆ΣF = (∆ΣF )N =
(
gij
∂2F
∂xi∂xj
)N
= H.
¤
1.3 La formula dell’area: variazione prima
Chiameremo area di Σ la misura di Hausdorff n-dimensionale di Σ, i.e.
A(Σ) := Hn(Σ). Essa puo` essere calcolata attraverso la formula dell’area.
Teorema 1.7 (Formula dell’area) Sia F : Ω → Rn+m un’applicazione
localmente Lipschitziana e iniettiva da un aperto Ω di Rn in Rn+m. Sia Σ
l’immagine di F ; allora
Hn(Σ) =
∫
Ω
√
det dF ∗(x)dF (x)dx, (1.9)
dove dF ∗ : Rn+m → Rn e` la trasposta di dF .
Dimostrazioni di questo teorema si trovano in [9] e [11].
Se gij = ∂F∂xi · ∂F∂xj , si osserva che (dF ∗dF )ij =
∑n+m
α=1
∂Fα
∂xi
∂Fα
∂xj
= gij e
quindi, essendo g = det gij ,
A(Σ) =
∫
Ω
√
g(x)dx. (1.10)
In particolare
√
gdx e` l’elemento d’area di Σ espresso nella parametrizzazione
F per cui, data una funzione Hn Σ-integrabile f , si ha∫
Σ
fdHn =
∫
Ω
f ◦ F√gdx.
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Variazione prima dell’area
Definizione 1.8 Data Σ ⊂ Rn+m di classe almeno C1, una variazione di
Σ e` una famiglia di diffeomorfismi ϕt : Rn+m → Rn+m tali che
1. ϕ(t, x) := ϕt(x) e` C2 in (−1, 1)× Rn+m;
2. esiste un compatto K che non incontra il bordo di Σ (eventualmente
vuoto) tale che ϕt(x) = x per ogni x /∈ K e t ∈ (−1, 1);
3. ϕ0(x) = x per ogni x ∈ Rn+m.
Proposizione 1.9 Siano Σt = ϕt(Σ) e X = ∂ϕt∂t
∣∣
t=0
. Supponiamo che Σ
sia di classe almeno C1 e possegga una parametrizzazione globale F : Ω →
Rn+m. Allora
d
dt
A(Σt)
∣∣∣
t=0
= −
∫
Σ
∆ΣF ·XdHn, (1.11)
dove il Laplaciano e` inteso in senso debole, ovvero
−
∫
Σ
∆ΣF ·X = −
∫
Ω
1√
g
∂
∂xj
(√
ggij
∂Fα
∂xj
)
Xα
√
gdx =
=
∫
Ω
√
ggij
∂Fα
∂xj
∂Xα
∂xi
dx =
∫
Σ
gij
∂Fα
∂xj
∂Xα
∂xi
dHn. (1.12)
Qui e nel seguito, l’integrazione per parti, anche solo formale, e` giustificata
dal fatto che ϕt = Id fuori da un compatto che non interseca il bordo di Σ.
In particolare sptX non interseca il bordo di Σ.
Dimostrazione Poiche` ϕ e` differenziabile e ϕ0(y) = y, vale
ϕt(y) = y + tX(y) + o(t), X(y) :=
∂ϕt
∂t
∣∣∣
t=0
. (1.13)
Si deriva sotto il segno di integrale la formula dell’area (1.10) e si usa la
formula della derivata di un determinante (1.7): siano Ft(x) = ϕt(F (x))
e gtij =
∂Ft
∂xi
· ∂Ft
∂xi
. Tutte le derivare in t si intendono calcolate in t = 0 e
chiaramente g = g0.
d
dt
∫
Ω
√
gtdx =
∫
Ω
∂
√
gt
∂t
dx =
∫
Ω
1
2
√
g
(
ggij
∂gtij
∂t
)
dx. (1.14)
Per calcolare
∂gtij
∂t osserviamo che, grazie a (1.13),
∂ϕt(F (x))
∂xi
= ∂F
∂xi
+t ∂X
∂xi
+o(t)
e sostituendo in (1.14) si ha∫
Ω
1
2
√
g
(
ggij
∂gtij
∂t
)
dx =
=
∫
Ω
1
2
√
ggij
∂
∂t
(( ∂F
∂xi
+ t
∂X
∂xi
+ o(t)
) · ( ∂F
∂xj
+ t
∂X
∂xj
+ o(t)
))
dx =∫
Ω
1
2
√
ggij
(∂X(F (x))
∂xi
· ∂F
∂xj
+
∂F
∂xi
· ∂(X(F (x))
∂xj
)
dx. (1.15)
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L’ultimo termine, grazie alla simmetria di gij diventa∫
Ω
√
ggij
∂X(F (x))
∂xi
· ∂F
∂xj
dx = −
∫
Σ
∆ΣF ·X. (1.16)
¤
Proposizione 1.10 Siano Σ, ϕt e X come nella proposizione 1.9. Allora
d
dt
A(Σt)
∣∣∣
t=0
=
∫
Σ
divΣX.
Osservazione A differenza della proposizione 1.9, questa proposizione non
richiede l’esistenza di una parametrizzazione globale, per cui puo` essere ri-
tenuta maggiormente intrinseca. •
Dimostrazione Sia data una base qualunque di TpΣ, diciamo {v1, . . . , vn},
e gij = vi · vj . Allora, per linearita`
divΣX = gij∇viX · vj .
Di conseguenza, scegliendo una parametrizzazione locale F in p e vi := ∂F∂xi ,
e usando che ∇ ∂F
∂xi
X = ∂X(F )
∂xi
si ottiene
divΣX = gij
∂X(F (x))
∂xi
· ∂F
∂xj
.
Si conclude per confronto con (1.15). ¤
Osservazione Le proposizioni 1.9 e 1.10 caratterizzano la variazione prima
dell’area di una sottovarieta` nella sola ipotesi che la varieta` sia C1. In
realta` e` sufficiente meno: entrambe le proposizioni possono essere ripetute
parola per parola per sottovarieta` Lipschitziane, utilizzando il teorema di
Rademacher. •
Proposizione 1.11 Sia Σ una sottovarieta` C2 e sia data una variazione
prima ϕt con campo variazione X. Allora la variazione prima dell’area e`
d
dt
A(Σt)
∣∣∣
t=0
= −
∫
Σ
H ·X. (1.17)
Dimostrazione E` sufficiente inserire (1.8), valida per sottovarieta` C2, nella
proposizione 1.9. ¤
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1.4 Superfici minime
Per noi una superficie minima e` una sottovarieta` Σ la cui area sia stazionaria
rispetto a variazioni a supporto compatto:
Definizione 1.12 (Superfici minime) Sia Σ una n-sottovarieta` di Rn+m
Lipschitziana. Diremo che Σ e` minima se per ogni variazione ϕt, definizione
1.8, si ha
d
dt
∣∣∣
t=0
A(Σt) = 0.
In virtu` delle proposizioni 1.9, 1.10 e 1.11, abbiamo a disposizione la
seguente proposizione che caratterizza le superfici minime.
Proposizione 1.13 Data Σ sottovarieta` Lipschitziana di Rn+m, i seguenti
fatti sono equivalenti:
1. Σ e` minima;
2. per ogni campo vettoriale X ∈ C10 (Rn+m;Rn+m) tale che X = 0 in un
intorno del bordo di Ω ∫
Σ
divΣX = 0;
3. per ogni parametrizzazione locale F : Ω → Σ si ha ∆ΣF = 0 in senso
debole.
Inoltre, se Σ ∈ C2, le precedenti affermazioni sono equivalenti a H = 0.
Dimostrazione Abbiamo provato che 2 ⇒ 1 e 3 ⇒ 2. E` anche vero che
2⇒ 3 perche´
0 =
∫
Σ
divΣX = −
∫
Σ
∆ΣF ·X.
per l’arbitrarieta` di X si conclude che ∆ΣF = 0.
Per provare che 1 ⇒ 2, e` sufficiente dimostrare che per ogni campo
X ∈ C10 (Rn+m;Rn+m) nullo in un intorno di ∂Σ e` possibile trovare una va-
riazione ϕt che soddisfi ∂ϕt∂t
∣∣
t=0
= X. Cio` si puo` fare facilmente localmente:
si definisce una famiglia di variazioni ϕ(i)t che si riattaccano per mezzo di
partizioni dell’unita`.
L’ultima affermazione e` un’immediata conseguenza della proposizione
1.11. ¤
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Il sistema delle superfici minime Sia data una parametrizzazione F :
Ω→ Rn+m di una sottovarieta` Lipschitziana Σ ⊂ Rn+m. Grazie alla propo-
sizione 1.13, Σ e` minima se e solo se F soddisfa il seguente sistema, detto
sistema delle superfici minime:
n∑
i,j=1
∂
∂xi
(√
ggij
∂Fα
∂xj
)
= 0, α = 1, . . . , n+m, (1.18)
dove g = det gij , gij = ∂F∂xi · ∂F∂xj e (gij) = (gij)−1.
La definizione e` ben posta e va letta in senso debole, ovvero, per ogni
ϕ ∈ C∞0 (Ω)
n∑
i,j=1
∫
Ω
√
ggij
∂Fα
∂xj
∂ϕ
∂xi
= 0.
Superfici minime non parametriche Una superficie non parametrica Σ
e` il grafico Gu di una funzione Lipschitziana u : Ω→ Rm. Gu e` chiaramente
parametrizzata dall’immersione
F := I × u : Ω→ Rn+m,
ovvero F (x) = (x, u(x)). Il sistema delle superfici minime, in questo caso,
diventa 
n∑
i=1
∂
∂xi
(√
ggij
)
= 0 j = 1, . . . , n
n∑
i,j=1
∂
∂xi
(√
ggij
∂uα
∂xj
)
= 0 α = 1, . . . ,m.
(1.19)
Anche le equazioni di questo sistema vanno lette in senso debole. Si tratta
di un sistema ellittico in forma di divergenza.
In realta`, almeno nel caso di grafici di funzioni C2, il sistema (1.19) puo`
essere ridotto ad un sistema quasilineare ellittico non in forma di divergenza,
come mostra la seguente proposizione.
Proposizione 1.14 Sia u ∈ C2(Ω). Allora il sistema (1.19) equivale a
n∑
i,j=1
gij
∂2uα
∂xi∂xj
= 0, α = 1, . . . ,m. (1.20)
Dimostrazione Valga (1.20) e sia F (x) = (x, u(x)).
∆ΣF =
1√
g
∂
∂xi
(
√
ggij)
∂F
∂xj
+ gij
∂2F
∂xixj
.
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L’ultimo termine e` nullo perche´ gij ∂
2xk
∂xixj
= 0 per ogni k = 1, . . . , n e
gij ∂
2uα
∂xixj
= 0 per ipotesi. Poiche´ ∆ΣF ∈ NΣ e il termine 1√g ∂∂xi (
√
ggij) ∂F
∂xj
e`
tangente, si conclude che anch’esso dev’essere nullo e dunque ∆ΣF = 0.
Viceversa, se vale (1.19) e u e` C2, allora, grazie alla proposizione 1.13,
H = 0. Si conclude utilizzando (1.6). ¤
1.5 Valori singolari: le mappe area-decreasing
Dalla formula dell’area (1.9), sappiamo che l’area del grafico di una funzione
Lipschitziana u : Ω→ Rm e`
A(Gu) =
∫
Ω
√
det(DF ∗DF )dx =
∫
Ω
√
det
(
I +Du∗Du
)
dx; (1.21)
esistono sempre sistemi di coordinate in cui Du e l’elemento d’area abbia
una forma particolarmente semplice.
Proposizione 1.15 (Decomposizione in valori singolari) Sia data A,
matrice m × n. Allora esistono U e V matrici ortogonali su Rm ed Rn
rispettivamente, tali che B = UAV e` una matrice diagonale: se B =
{λαi}i=1,...,nα=1,...,m, allora λαi = 0 quando α 6= i.
Dimostrazione Una dimostrazione si trova in [27], teorema 7.7.1. ¤
Osservazione Possiamo supporre λαi ≥ 0: infatti cambiare segno ai vettori
di una base, e` una trasformazione ortogonale. E` chiaro che maxλi = |Du|.
•
Applicando la decomposizione in valori singolari al differenziale Du,
si ottiene Du∗Du = diag{λ21, . . . , λ2n}, dove λi := λii se i ≤ m e λi = 0
altrimenti. Dunque
A(Gu) =
∫
Ω
√∏n
i=1(1 + λ
2
i (x))dx. (1.22)
Definizione 1.16 Sia u : Ω → Rm un’applicazione Lipschitziana. Siano
{λi(x)}i=1,...,n i valori singolari di Du(x). Diremo che u e` area-decreasing
se esiste ε > 0 tale che per quasi ogni x ∈ Ω si abbia
λi(x)λj(x) ≤ 1− ε, 1 ≤ i < j ≤ n. (1.23)
Il significato geometrico della condizione area-decreasing e` il seguente:
consideriamo Du(x) ristretto ad un sottospazio 2 dimensionale V di Rn.
Allora per ogni A ⊂ V con H2(A) < ∞ si ha H2(Du(x)(A)) < H2(A).
Equivalentemente lo Jacobiano di Du(x)
∣∣
V
e` minore di 1.
Osservazione Sem = 1, ovvero u : Ω→ R, allora u e` area-decreasing. Que-
sto deriva direttamente dalla definizione perche´ i valori singolari di Du(x)
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non nulli sono una base dell’immagine di Du(x) e quindi in (1.23) λi e λj
non possono essere entrambi nulli. In effetti e` naturale che le funzioni scalari
siano area-decreasing, visto che H2(R) = 0. •
Come vedremo, all’interno della categoria area-decreasing e` possibi-
le provare teoremi di esistenza, regolarita` e rigidita` per i grafici minimi
in codimensione arbitraria che si presentano come estensioni naturali dei
corrispondenti teoremi in codimensione 1.
1.6 Enunciato del problema di Plateau non para-
metrico
Il problema di Plateau non parametrico, o cartesiano richiede di trovare
grafici di area minima con bordo assegnato. Il bordo Γ e` dato nella forma
di grafico di una funzione C∞ assegnata
ψ : ∂Ω→ Rm, Γ = Gψ
dove Ω e` un dominio di classe C∞ in Rn.1 Consideriamo l’insieme di n-
sottovarieta` Lipschitziane
A =
{
Σ ⊂ Rn+m : ∂Σ = Γ}.
Tale insieme e` non vuoto perche´ l’omologia di Rn+m e` banale.
Affronteremo i seguenti problemi:
Problema 1: Esistenza di minimi
E` possibile trovare un’applicazione u ∈ Lip(Ω;Rm) tale che Gu ∈ A e
A(Gu) ≤ A(Σ), ∀Σ ∈ A?
Possiamo indebolire il problema.
Problema 2: Esistenza di punti critici
Esiste u ∈ Lip(Ω;Rm) tale che Gu ∈ A il cui grafico abbia variazione prima
nulla?
Problema 3: Stabilita`
Una soluzione del problema 2 risolve anche il problema 1? E` perlomeno
stabile, nel senso che piccole variazioni non aumentano l’area?
Problema 4: Unicita`
Una soluzione del problema 1 o del problema 2 e` unica?
Problema 5: Regolarita`
Una soluzione del problema 1 o del problema 2 e` regolare?
1cioe´, ogni punto x ∈ ∂Ω ha un intorno diffeomorfo ad un semispazio di dimensione n.
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Non discuteremo, invece, i problemi analoghi quando si cerchino gra-
fici stazionari o minimizzanti nella classe
B = {Gv : v ∈ Lip(Ω;Rm), ∂Gu = Γ}.
Vedremo, tuttavia, che in codimensione 1 le due classi di problemi
sono spesso analoghe.
Il problema di Dirichlet
Per ogni funzione ψ : Ω → Rm, chiameremo problema di Dirichlet per il
sistema delle superfici minime, il seguente sistema:
n∑
i=1
∂
∂xi
(√
ggij
)
= 0 j = 1, . . . , n
n∑
i,j=1
∂
∂xi
(√
ggij
∂uα
∂xj
)
= 0 α = 1, . . . ,m.
uα
∣∣
∂Ω
= ψα
∣∣
∂Ω
α = 1, . . . ,m.
(1.24)
Il problema di Dirichlet e` equivalente al problema 2 grazie alla pro-
posizione 1.13 e le soluzioni del problema 1 risolvono anche il problema di
Dirichlet perche´ la variazione prima di una superficie che minimizza l’area
in A e` nulla.
Il problema della regolarita` e` intimamente legato alla natura del siste-
ma delle superfici minime e, in codimensione 1, dell’equazione delle superfici
minime (2.3).
Osserviamo infine che se u ∈ C2(Ω) ∩C0(Ω), grazie alla proposizione
1.14, il sistema (1.24) e` equivalente a
n∑
i,j=1
gij
∂2uα
∂xi∂xj
= 0 α = 1, . . . ,m
uα
∣∣
∂Ω
= ψα
∣∣
∂Ω
α = 1, . . . ,m.
(1.25)
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Capitolo 2
Codimensione 1
2.1 Convessita` dell’area
Sia Ω un dominio connesso C∞ in Rn. In codimensione 1 il funzionale area
definito sullo spazio Lip(Ω) puo` essere facilmente riscritto come
A(u) =
∫
Ω
√
1 + |Du|2dx. (2.1)
Proposizione 2.1 (Convessita`) Il funzionale area
A : Lip(Ω)→ R
in codimensione 1 e` strettamente convesso nel senso che
A(λu+ (1− λ)v) ≤ λA(u) + (1− λ)A(v),
per ogni u, v ∈ Lip(Ω) e λ ∈ (0, 1) e l’uguaglianza vale se e solo se u = v+ c
per qualche c ∈ R.
Dimostrazione Osserviamo che f(x) =
√
1 + x2 e` una funzione stretta-
mente convessa, essendo la sua derivata seconda
f ′′(x) =
1
(1 + x2)
3
2
> 0.
Allora il funzionale area e` composizione di un’applicazione lineare (u→ Du),
una funzione convessa (p→ |p|), un’altra funzione convessa (x→ √1 + x2)
e un funzionale lineare (l’integrale su Ω). Poiche´ composizione di funzioni
convesse e` convessa, si ha la convessita`. Per verificare che essa e` stretta
siano u, v tali che u 6= v + c. Allora∫
Ω
√
1 + |D(λu+ (1− λ)v|2dx ≤
∫
Ω
√
1 + (λ|Du|+ (1− λ)|Dv|)2 <
< λA(u) + (1− λ)A(v). (2.2)
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L’ultima disuguaglianza e` stretta perche´ Du 6= Dv. ¤
Osservazione La convessita` e` una delle caraterristiche piu` importanti del
funzionale area in codimensione 1 e segna anche un netto punto di distacco
dal funzionale area in codimensione piu` alta. Infatti, come vedremo, l’esi-
stenza e l’unicita` di grafici di area minima in codimensione 1 e` strettamente
legata alla convessita`. Tali risultati sono falsi in codimensione maggiore co-
me mostrano gli esempi di Lawson e Osserman che vedremo. •
2.2 Unicita` e stabilita`
Teorema 2.2 In codimensione 1 il grafico di una soluzione Lipschtziana
u : Ω → R del sistema delle superfici minime (1.19) minimizza l’area tra i
grafici delle funzioni Lipschitziane v tali che u = v su ∂Ω. Inoltre u soddisfa
l’equazione delle superfici minime in forma di divergenza:
Di
Diu√
1 + |Du|2 = 0. (2.3)
Infine tale soluzione e` unica.
L’equazione (2.3) va letta in senso debole.
Dimostrazione 1. Il sistema delle superfici minime implica che la variazio-
ne prima del grafico Gu e` nulla. In particolare, data una funzione ϕ ∈ C1c (Ω)
si ha
0 =
d
dt
∣∣∣
t=0
A(u+ tϕ) =
∫
Ω
∂
∂t
√
1 + |Du+ tDϕ|2dx = −
∫
Ω
DiuDiϕ√
1 + |Du|2dx,
(2.4)
che e` esattamente l’equazione delle superfici minime in forma di divergenza
(2.3).
2. L’equazione (2.4) dice che u e` un punto critico per il funzionale
area. Ma la convessita` implica
A(v) ≥ A(u) + d
dt
∣∣∣
t=0
A(u+ tv) = A(u).
3. L’unicita` segue dal fatto che la convessita` di A e` stretta, per cui
date u 6= v soluzioni del sistema delle superfici minime, avremmo
A
(
u+ v
2
)
<
1
2
(A(u) +A(v)) = A(u).
L’uguaglianza e` conseguenza del fatto che sia u che v minimizzano e questo
fatto e` in contraddizione con la disuguaglianza. ¤
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Osservazione Nella classe delle funzioni Lipschitziane, l’equazione delle
superfici minime in forma di divergenza (2.3) e` equivalente al sistema delle
superfici minime (1.19). Questo equivale a dire che per verificare che la
variazione prima dell’area e` nulla, e` sufficiente considerare variazioni della
forma u + tϕ, che chiameremo variazioni non parametriche. La possibilita`
di ricondurci sempre a variazioni non parametriche e` dovuto al fatto che,
avendo u gradiente limitato, una variazione parametrica ϕt per t abbastanza
piccolo mantiene la proprieta` di grafico. •
2.2.1 Stabilita` per variazioni parametriche
Abbiamo visto che data una soluzione dell’equazione delle superfici minime
in Ω, il suo grafico minimizza l’area tra tutti i grafici su Ω con lo stesso
bordo (teorema 2.2). In realta` vale di piu`, come mostra il teorema seguente.
Teorema 2.3 Sia u : Ω → R una soluzione Lipschitziana dell’equazione
delle superfici minime (2.3) in Ω. Allora:
1. se Ω e` omotopicamente banale (ad esempio, Ω convesso, stellato o
contrattile), il grafico di u minimizza l’area tra tutte le superfici Lip-
schitziane Σ ⊂ Ω× R aventi lo stesso bordo;
2. se Ω e` convesso, il grafico di u minimizza l’area tra tutte le superfici
Lipschitziane Σ ⊂ Rn+1 aventi lo stesso bordo.
La dimostrazione si basa sull’esistenza di una calibrazione, ovvero di
una n-forma esatta ω di modulo unitario, la cui restrizione a Gu sia la forma
volume.
Proposizione 2.4 (Calibrazione) Sia ω una n-forma esatta in Ω × R,
tale che |ω| ≤ 1, ovvero ∑
1≤i1<...<in≤n+1
ω2i1···in ≤ 1.
Sia data una sottovarieta` Lipschitziana Σ0 ⊂ Ω× R con bordo regolare tale
che ω
∣∣
Σ0
sia la forma volume di Σ0. Allora l’area di Σ0 e` minima tra tutte
le sottovarieta` Lipschitziane Σ ⊂ Ω× R tali che ∂Σ = ∂Σ0.
Dimostrazione Essendo ω esatta, possiamo trovare una (n − 1)-forma η
tale che dη = ω. Sia Σ come nell’enunciato della proposizione; allora per il
teorema di Stokes e poiche´ le due sottovarieta` hanno il medesimo bordo,∫
Σ−Σ0
ω =
∫
∂Σ−∂Σ0
η = 0.
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Tuttavia, dato che |ω| ≤ 1,
A(Σ) ≥
∫
Σ
ω =
∫
Σ0
ω = A(Σ0).
¤
Dimostrazione del teorema Dimostriamo separatamente le due afferma-
zioni.
1. Consideriamo in Ω× R la forma di calibrazione
ω(x, y) :=
(∑n
i=1(−1)n−i+1Diu(x)d̂xidy
)
+ dx1 · · · dxn√
1 + |Du|2 .
L’equazione delle superfici minime (2.3) implica che dω = 0; essendo Ω×R
omotopicamente banale, la sua coomologia di de Rham e` nulla , da cui ω
e` esatta. Inoltre |ω| = 1 e la restrizione di ω a Gu e` esattamente la forma
volume di Gu, per cui ω e` una calibrazione per Gu e la proposizione 2.4 si
applica perche´ ∂Gu e` regolare.
2. La seconda affermazione segue dalla prima: sia Σ ⊂ Rn+1 il cui
bordo sia ∂Gu, quindi contenuto in Ω× R. Una proiezione di Σ su Ω× R e`
ben definita nel seguente modo: per ogni x ∈ Rn sia pi1(x), il punto di Ω di
minima distanza da x. Tale punto esiste per la convessita` di Ω. Allora
pi(x, y) := (pi1(x), y), ∀x ∈ Rn, ∀y ∈ Rm.
Questa proiezione non aumenta l’area; alla superficie Lipschitziana, even-
tualmente con molteplicita`, si applica il punto 1 e si conclude
A(Σ) ≤ A(pi(Σ)) ≤ A(Gu).
¤
Osservazione Le ipotesi su Ω sono necessarie: in [14] R. Hardt, C. P. Lau
e Fang-Hua Lin dimostrano l’esistenza di una soluzione dell’equazione delle
superfici minime il cui grafico non minimizza l’area tra le n-sottovarieta` di
Rn+1 aventi medesimo bordo. •
2.3 Esistenza
Sia Ω ⊂ Rn un aperto regolare, connesso e limitato. Come visto, la risolu-
zione del problema di Plateau cartesiano in codimensione 1 e` strettamente
legata alla soluzione dell’equazione delle superfici minime. Nel prossimo teo-
rema mostriamo che, sotto opportune ipotesi su ∂Ω, e` possibile trovare una
soluzione C∞ dell’equazione delle superfici minime con dato al bordo asse-
gnato. Questo, grazie alla proposizione 1.14, equivale a risolvere il seguente
problema di Dirichlet.
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
n∑
i,j=1
gij(Du)
∂2u
∂xi∂xj
= 0 inΩ
u = ψ su ∂Ω
(2.5)
con u, ψ ∈ C∞(Ω)∩C0(Ω), gij = δij +DiuDju e gij = g−1ij . Esplicitamente
gij(Du) = δij − DiuDju
1 + |Du|2 .
Osservazione L’equazione (2.5) e` quasilineare ed ellittica. Essa non e`,
tuttavia, uniformemente ellittica, ovvero non e` possibile trovare λ > 0 tale
che
gij(p)ξiξj ≥ λ|ξ|2, ∀ξ, p ∈ Rn.
In generale, siamo in grado di provare che la costante di ellitticita` λ dipende
da |p|, lemma 4.10, in maniera sufficientemente buona. In particolare sap-
piamo che, per |p| → +∞, λ→ 0 abbastanza lentamente, vedi (4.13). •
Per provare il teorema di esistenza, teorema 2.17, utilizziamo un
metodo basato sul teorema di punto fisso di Caccioppoli-Schauder.
Teorema 2.5 Sia T : K → K un operatore completamente continuo1 che
manda un convesso chiuso limitato K di uno spazio di Banach B in se´.
Allora T ha un punto fisso, nel senso che esiste x ∈ K tale che T (x) = x.
Proposizione 2.6 Sia dato uno spazio di Banach B, un operatore comple-
tamente continuo T : B → B e M > 0 tale che per ogni coppia (σ, u) ∈
[0, 1]×B che soddisfa u = σTu valga ‖u‖ < M . Allora T ha un punto fisso.
Dimostrazione Sia K = {u ∈ B | ‖u‖ ≤M} e definiamo l’operatore
T (u) :=

T (u) seT (u) ∈ K
M
T (u)
‖T (u)‖ seT (u) ∈ B\K
T manda chiaramente K in se`, per cui il teorema di punto fisso di
Caccioppoli-Schauder, teorema 2.5, implica che T ha un punto fisso u ∈ K.
Se fosse ‖T (u)‖ ≥M , si avrebbe
u =
M
‖T (u)‖T (u),
M
‖T (u)‖ ∈ [0, 1], (2.6)
1continuo e tale che mandi limitati in relativamente compatti; non assumiamo che T
sia lineare.
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quindi ‖u‖ < M per ipotesi, assurdo perche´ (2.6) implica che ‖u‖ = M .
Dunque ‖u‖ < M e T (u) = T (u) = u. ¤
Applicheremo questo teorema allo spazio di Banach delle funzioni con
derivata Ho¨lderiana B = C1,α(Ω):
Definizione 2.7 (Funzioni Ho¨lderiane) Una funzione u := Ω → Rd si
dice Ho¨lderiana con costante di Ho¨lder α ∈ (0, 1] se
[u]α := sup
x,y∈Ω,
x6=y
|u(x)− u(y)|
|x− y|α < +∞.
Chiaramente le funzioni Ho¨lderiane sono continue; lo spazio delle funzioni
Ho¨lderiane si indica con C0,α(Ω) ed e` uno spazio di Banach dotato della
norma
‖u‖0,α := ‖u‖C0 + [u]α.
Constestualmente definiamo gli spazi Cr,α con r ∈ N come gli spazi di funzio-
ni le cui derivate fino all’ordine r sono Ho¨lderiane; la norma corrispondente
e`
‖u‖r,α := ‖u‖Cr + [Dru]α
dove si considera Dru una funzione a valori in Rd per un certo d.
Cosideriamo su B = C1,α(Ω) l’operatore T˜ che associa ad una fun-
zione u ∈ C1,α l’unica soluzione v del seguente problema di Dirichlet, la cui
esistenza e` garantita dal teorema successivo.
n∑
i,j=1
gij(Du)
∂2v
∂xi∂xj
= 0 inΩ
v = ψ su ∂Ω.
(2.7)
Tale soluzione esiste in C2,α(Ω). Infatti Du ∈ C0,α(Ω), quindi, i coef-
ficienti gij(Du) sono Ho¨lderiani e al sistema (2.7) si applica il teorema 2.8.
L’operatore pi : C2,α(Ω)→ C1,α(Ω) e` compatto per il corollario 2.10 al teo-
rema di Ascoli-Arzela`. Vogliamo provare che, sotto opportune ipotesi su Ω,
l’operatore
T := pi ◦ T˜ : C1,α(Ω)→ C1,α(Ω) (2.8)
e` completamente continuo, verifica la stima a priori della proposizione 2.6
e ha quindi un punto fisso, soluzione di (2.5).
Teorema 2.8 Siano dati aij ∈ C0,α(Ω) ellittici e limitati, ovvero tali che
per una certa scelta di λ,Λ > 0 valga
λ |ξ|2 ≤
n∑
i,j=1
aij(x)ξiξj ≤ Λ |ξ|2 , ∀x ∈ Ω. (2.9)
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Allora il problema di Dirichlet
n∑
i,j=1
aij(x)
∂2u
∂xi∂xj
in Ω
u = ψ su ∂Ω
(2.10)
ammette un’unica soluzione in C2,α(Ω). Inoltre esiste una costanta C =
C(Ω, λ,Λ) tale che
‖u‖2,α ≤ C(Ω, λ,Λ) ‖ψ‖2,α . (2.11)
2.3.1 Il teorema di Ascoli-Arzela`
Una successione di funzioni uj : Ω → R si dice equicontinua se per ogni
x0 ∈ Ω, ε > 0 esiste δ > 0 tale che
|uj(x)− uj(x0)| < ε, ∀x ∈ Bδ(x0), ∀j.
La stessa successione uj si dice equilimitata se esiste M > 0 tale che
|uj(x)| ≤M, ∀x ∈ Ω,∀j.
Teorema 2.9 (Ascoli-Arzela`) Ogni successione di funzioni equicontinue
ed equilimitate
uj : Ω→ R
ammette una sottosuccessione convergente uniformemente sui compatti.
Corollario 2.10 L’immersione Cr,α(Ω) → Cr(Ω), 0 < α ≤ 1, r ∈ N, e`
compatta.
Dimostrazione Sia uj limitata in Cr,α(Ω), ovvero ‖uj‖r,α ≤ M per un
certo M > 0. Allora le derivate di ordine massimo sono equicontinue grazie
alla stima
|Drj (x)−Drj (y)| ≤ K|x− y|α, ∀j ∈ N, x, y ∈ Ω.
Inoltre tutte le derivate di ordine basso sono equicontinue perche´ quelle di
ordine maggiore sono equilimitate. Applicando il teorema di Ascoli-Arzela` a
ciascuna derivata si conclude che esiste una sottosuccessione le cui derivate
di ogni ordine ≤ r convergono uniformemente. ¤
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2.3.2 Stime a priori
Diamo una stima a priori C2,α(Ω) delle soluzioni di u = σTu, σ ∈ [0, 1],
essendo T definito in (2.8).
Tale stima puo` essere ottenuta in quattro passi:
1. supΩ |u|
2. sup∂Ω |Du|
3. supΩ |Du|
4. ‖u‖1,α
Per prima cosa, osserviamo che u = σTu equivale a
n∑
i,j=1
gij(Du)
∂2u
∂xi∂xj
= 0 inΩ
u = σψ su ∂Ω.
(2.12)
Proposizione 2.11 (Principio di massimo ellittico) Sia aij ∂
2
∂xi∂xj
un
operatore ellittico, ovvero
n∑
i,j=1
aij(x)ξiξj ≥ λ|ξ|2, ∀ξ ∈ Rn,
per un certo λ > 0; siano date funzioni reali bk arbitrarie. Allora, data una
soluzione u ∈ C2(Ω) ∩ C0(Ω) di
n∑
i,j=1
aij(x)
∂2u
∂xi∂xj
(x) +
n∑
k=1
bk(x)
∂u
∂xk
(x) ≥ 0, (2.13)
vale
sup
Ω
u = max
∂Ω
u.
Osservazione Applicando il principio di massimo a −u si ottiene che se
n∑
i,j=1
aij(x)
∂2u
∂xi∂xj
+
n∑
k=1
bk(x)
∂u
∂xk
(x) ≤ 0,
allora
inf
Ω
u = min
∂Ω
u.
•
Dimostrazioni del principio di massimo si trovano in ogni libro di
equazioni differenziali del secondo ordine ellittiche, ad esempio [12].
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Poiche´ per u fissato l’equazione (2.7) e` lineare e uniformemente ellit-
tico2 , il primo passo e` una semplice applicazione del principio di massimo
alla soluzione u, per cui
sup
Ω
|u| ≤ sup
∂Ω
|ψ| .
2.3.3 Stime del gradiente sul bordo
Per le stime del gradiente sul bordo utilizziamo il metodo delle barriere. Lo
scopo e` provare la proposizione 2.13.
Le stime del gradiente sono una delle parti che maggiormente distin-
guono i diversi funzionali del calcolo delle variazioni. La costruzione delle
barriere, infatti, dipende intimamente dalla struttura dell’equazione, ovve-
ro dai coefficienti gij , in particolare dal comportamento della costante di
ellitticita`.
Lemma 2.12 Siano u, v ∈ C2(Ω) ∩ C0(Ω) tali che
n∑
i,j=1
gij(Du)
∂2u
∂xi∂xj
= 0 inΩ
n∑
i,j=1
gij(Dv)
∂2v
∂xi∂xj
≤ 0 inΩ
u ≤ v su ∂Ω
(2.14)
Allora u ≤ v su tutto Ω.
Dimostrazione Per il teorema del valor medio di Lagrange esiste ξ ∈ (0, 1)
tale che
gij(Du) = gij(Dv) +
n∑
k=1
∂gij
∂pk
(ξDv + (1− ξ)Du)
( ∂u
∂xk
− ∂v
∂xk
)
.
Sottraendo nel sistema precedente si ottiene per w := v − u
n∑
i,j=1
gij(Dv)
∂2w
∂xi∂xj
+
n∑
k=1
bk
∂w
∂xk
≤ 0 inΩ
w ≥ 0 su ∂Ω
(2.15)
a cui si puo` applicare il principio di massimo, proposizione 2.11. Si conclude
che w ≥ 0 in Ω. ¤
2per u fissato, aij(x) := gij(Du(x)) e` una funzione della sola variabile x; essendo
|Du(x)| limitato in x, il lemma 4.10 implica l’uniforme ellitticita` di aij .
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Abbiamo gli strumenti per la costruzione delle barriere. Sia d : Ω→ R
la funzione distanza dal bordo, regolare in un intorno del bordo (Ω e` un
dominio regolare). Definiamo
Nr :=
{
x ∈ Ω ∣∣ d(x) < r} , Γr := {x ∈ Ω | d(x) = r};
questi domini sono regolari per r sufficientemente piccolo e, di conseguenza,
considereremo sempre r piccoli. Consideriamo su Nr una funzione v del tipo
v(x) = ψ(x) + h(d(x)),
dove h : [0, r]→ R+ e` regolare e soddisfa
h(0) = 0, h′(t) ≥ 1, h′′(t) ≤ 0. (2.16)
Con una tali scelte si ottiene
(1 + |Dv|2)
n∑
i,j=1
gij(Dv)vij ≤ h′′ + Ch′2 + h′3∆d.
Il comportamento di ∆d e` determinato dalla curvatura media di ∂Ω :
se ∂Ω ha curvatura media non negativa ∆d ≤ 0,3 quindi,
(1 + |Dv|2)
n∑
i,j=1
gij(Dv)vij ≤ h′′ + Ch′2.
Ora, ponendo h(d) = k log(1 + ρd), si possono scegliere le costanti k e ρ in
modo che siano soddisfatte le (2.16), h(r) ≥ 2 sup∂Ω |ψ| e h′′ + C(h′)2 ≤ 0,
da cui 
n∑
i,j=1
gij(Dv)
∂2v
∂xi∂xj
≤ 0 inNr
v ≥ u su ∂Nr
(2.17)
Questo, insieme al lemma 2.12, implica u ≤ v in Nr. Essendo u = v su ∂Ω
otteniamo
u(x)− u(y)
|x− y| ≤
v(x)− v(y)
|x− y| , x ∈ Ω, y ∈ ∂Ω. (2.18)
Costruendo una barriera inferiore si ottiene la disuguaglianza opposta e una
stima a priori del gradiente sul bordo:
Proposizione 2.13 Sia Ω tale che ∂Ω abbia curvatura media in ogni punto
non negativa. Allora esite una costante c = c(Ω, ψ) tale che, per ogni σ ∈
3si vedano [13] o [12]
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[0, 1], ogni soluzione dell’equazione delle superfici minime
n∑
i,j=1
gij(Du)
∂2u
∂xi∂xj
= 0 inΩ
u = σψ su ∂Ω.
(2.19)
soddisfi
sup
∂Ω
|Du| ≤ c.
Dimostrazione Le barriere v+ e v− costruite per ψ valgono anche per σψ.
Fissato y ∈ ∂Ω e un opportuno sistema di riferimento ortonormale in y, si
ha
Du(y) =
(
D∂Ωu(y), Dνu(y)
)
,
essendo ν la normale in y a ∂Ω. Poiche´ u = ψ su ∂Ω si ha D∂Ωu = D∂Ωψ,
mentre (2.18) stima la componente normale Dνu:
−kρ = Dνv− ≤ Dνu ≤ Dνv+ = kρ,
quindi |Dνu| ≤ kρ. ¤
2.3.4 Stime del gradiente all’interno
Le stime del gradiente all’interno sono conseguenza delle stime del gradiente
sul bordo a causa del seguente lemma di Rado.
Lemma 2.14 Se u e` soluzione dell’equazione delle superfici minime (2.5),
allora
sup
{ |u(x)− u(y)|
|x− y|
∣∣∣x, y ∈ Ω} = sup{ |u(x)− u(y)||x− y| ∣∣∣x ∈ Ω, y ∈ ∂Ω
}
(2.20)
Dimostrazione Siano x1, x2 ∈ Ω, x1 6= x2 e τ = x2 − x1. Definiamo
uτ (x) := u(x+ τ),
Ωτ := {x : x+ τ ∈ Ω}.
Sia u che uτ minimizzano in Ω ∩ Ωτ , che e` non vuoto. Dal principio di
confronto, esiste z ∈ ∂(Ω ∩ Ωτ ) tale che
|u(x1)− u(x2)| = |u(x1)− uτ (x1)| ≤ |u(z)− uτ (z)| = |u(z)− u(z + τ)|.
Osserviamo che ∂(Ω ∩Ωτ ) ⊂ (∂Ω ∪ ∂Ωτ ) e, quindi, almeno uno dei punti z,
z + τ appartiene a ∂Ω. Inoltre, sia z che z + τ appartengono a Ω. ¤
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In virtu` di questo lemma, del principio di massimo per u e delle bar-
riere costruite in Nr e` facile vedere che c’e` una stima a priori della parte
destra di (2.20). La parte sinistra da` un’ovvia stima di supΩ |Du| , per cui
abbiamo anche le stime del gradiente all’interno.
Proposizione 2.15 Esiste una costante C = C(Ω, ψ) tale che, per ogni
σ ∈ [0, 1], una soluzione u dell’equazione delle superfici minime con dato al
bordo σψ (2.19) soddisfi
sup
Ω
|Du| ≤ C.
2.3.5 Le stime a priori C1,α(Ω)
Nella proposizione 2.15 e con il principio di massimo abbiamo stabilito una
stima a priori C1(Ω) delle soluzioni di (2.19), ovvero una stima di supΩ |u|+
supΩ |Du| . Per applicare il teorema di punto fisso di Caccioppoli-Schauder
serve una stima C1,α(Ω). Tale stima deriva dal teorema di De Giorgi, teo-
rema 2.21, ed e` stata ottenuta nella versione globale da O. Ladyzˇhenskaya
e N. Ural’tseva [22].
Proposizione 2.16 Sia u una soluzione in C2(Ω) di
n∑
i=1
Di
Diu√
1 + |Du|2 in Ω,
u = ψ su ∂Ω,
con ψ ∈ Lip(Ω). Allora per un qualche α > 0 vale la seguente stima a priori:
‖u‖1,α ≤ C (Ω, λ,Λ) ‖ψ‖1,α .
Dimostrazione E` gia` stata stabilita la stima a priori di supΩ |u|+supΩ |Du|.
Possiamo derivare l’equazione delle superfici minime come nella proposizione
2.22; per fare questo non e` necessario il metodo dei rapporti incrementali
perche´ stiamo ipotizzando u ∈ C2(Ω). Otteniamo
Di(aij(Du)Djw) = 0, w := Dsu,
con i coefficienti ellittici e limitati
aij(x) =
1√
1 + |Du|2
(
δij − DiuDju
1 + |Du|2
)
,
λ|ξ|2 ≤
n∑
i,j=1
aijξiξj ≤ Λ|ξ|2. (2.21)
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La costanti di ellitticita` e limitatezza λ e Λ sono stimate a priori perche´
dipendono solo da supΩ |Du|: utilizzando il lemma 4.10 si ottiene
λ =
1
(1 + |Du|2) 32
,
mentre Λ = 1 va sempre bene. Applicando la stima (2.23) del teorema di
De Giorgi abbiamo una stima a priori di ‖w‖C0,α(Ω) che, essendo w = Dsu,
e` la tesi. ¤
2.3.6 Il teorema di esistenza
Teorema 2.17 Sia Ω un dominio regolare limitato il cui bordo abbia cur-
vatura media non negativa. Allora per ogni ψ ∈ C2,α(Ω), esiste un’unica
soluzione in C∞(Ω)∩C2,α(Ω) al problema di Dirichlet per l’equazione delle
superfici minime (2.5).
Dimostrazione L’unicita` e` conseguenza del principio di massimo ellittico
del lemma 2.12.
Grazie al teorema 5.10, e` sufficiente dimostrare l’esistenza di una
soluzione in C2,α(Ω).
In virtu` del teorema 2.6 e delle successive osservazioni e proposizioni,
resta solo da mostrare che l’operatore T = pi ◦ T˜ e` completamente continuo.
La compattezza e` immediata: le stime di Schauder 2.11 implicano che T˜
manda limitati di C1,α(Ω) in limitati di C2,α(Ω), i quali vengono mandati
in relativamente compatti di C1,α(Ω) da pi per il teorema di Ascoli-Arzela`,
corollario 2.10. Per la continuita` si consideri una successione
u(k)
C1,α−−−→ u
e la successione associata v(k) := T˜ u(k).
Data una sottosuccessione u(k
′), per l’immersione compatta C2,α ↪→
C2, c’e` una sotto-sottosuccessione u(k
′′) tale che
v(k
′′) C2−−→ v
E’ facile osservare che anche v e` soluzione del problema (2.7)
aij(Du(k
′′))(v(k
′′))ij= 0
C0,α
y yC0
aij(Du) vij = 0
(la somma su i e j e` sottointesa) e per unicita` deve essere v = Tu. L’arbi-
trarieta` nella scelta della prima sottosuccessione implica che
Tu(k)
C1,α−−−→ Tu
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dimostrando, quindi, anche la continuita`. ¤
Esistono teoremi di esistenza in C2,α(Ω) o in C2(Ω)∩C0(Ω) anche se
non e` rispettata la condizione sulla curvature media di ∂Ω; in questo caso,
tuttavia, e` necessario imporre delle restrizioni sul dato al bordo ψ. D’altra
parte, la condizione sulla curvatura media di ∂Ω e` precisa:
Proposizione 2.18 Sia x0 ∈ ∂Ω un punto in cui ∂Ω abbia curvatura ne-
gativa. Allora per ogni intorno U di x0 in Ω e ogni ε > 0 esiste ψ : Ω→ R
con sptψ ⊂ U e |ψ| < ε per cui il problema di Dirichlet con dato al bordo
ψ per l’equazione delle superfici minime non sia risolubile tra le funzioni
Lipschitziane.
La dimostrazione di questa proposizione si puo` trovare in [13], capitolo
12.
2.3.7 Un ulteriore teorema di esistenza
A causa della proposizione 2.18, un teorema di esistenza per domini con
curvatura media negativa in alcuni punti deve assumere ipotesi sul dato
ψ che non possono limitarsi ad una stima C0, per cui ci aspettiamo di
coinvolgere almeno le derivate prime. In questa direzione va un teorema di
Graham Williams [45] che presentiamo senza dimostrazione.
Teorema 2.19 Sia Ω ⊂ Rn regolare e sia 0 < K < 1√
n−1 . Allora esistono
δ, C > 0 tali che se
|ψ(x)− ψ(y)|
|x− y| ≤ K e |ψ(x)− ψ(y)| < δ ∀x, y ∈ Ω, x 6= y,
allora il problema di Dirichlet con dato al bordo ψ per l’equazione delle
superfici minime ha soluzione in C∞(Ω) ∩ C0, 12 (Ω).
Citiamo, infine, il teorema 4.2, che dimostreremo. Esso garantisce
l’esistenza in codimensione arbitraria per dati sufficientemente piccoli in
norma C2,α. Ovviamente il teorema di Williams e` piu` forte perche´ implica
l’esistenza per dati piccoli in norma C1, tuttavia esso non si generalizza a
codimensione superiore.
2.4 Regolarita`
La regolarita` delle soluzioni del problema di Dirichlet per l’equazione delle
superfici minime, almeno per domini a curvatura media non negativa, puo`
esser facilmente dedotta dal teorema di esistenza in C2,α (teorema 2.17) e
dall’unicita` (teorema 2.2).
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Ci poniamo, piu` in generale, il problema della regolarita` all’interno
delle soluzioni deboli Lipschitziane dell’equazione delle superfici minime. Il
seguente teorema risolve positivamente la questione.
Teorema 2.20 Sia u : Ω → R una soluzione debole Lipschitziana dell’e-
quazione delle superfici minime (2.3). Allora u e` analitica in Ω.
Grazie alle stime di Schauder, vedi il teorema 5.10, per provare che
u ∈ C∞(Ω), e` sufficiente provare che u ∈ C1,α(Ω) per qualche α > 0 e questo
deriva dal teorema di De Giorgi-Nash.
2.4.1 Il teorema di De Giorgi-Nash
Uno dei teoremi piu` belli e importanti della teoria delle equazioni differenziali
ellittiche fu provato nel 1957 da Ennio De Giorgi [5] e, qualche mese piu`
tardi e indipendentemente, da John Nash [33]. Questo teorema risolve il
19mo problema di Hilbert:
Sono le soluzioni di problemi regolari del calcolo delle variazioni
sempre necessariamente analitiche?
Teorema 2.21 (De Giorgi-Nash) Siano dati aij ∈ L∞(Ω) ellittici, ovve-
ro tali che valga (2.21) per qualche λ,Λ > 0. Allora ogni funzione u ∈W 1,2loc
che sia soluzione debole di
Di(aijDju) = 0 (2.22)
e` Ho¨lderiana, cioe´ u ∈ C0,αloc (Ω) per qualche α > 0. Inoltre, se u = ϕ su ∂Ω,
con ϕ ∈ Lip(Ω), allora u ∈ C0,α(Ω), α = α(Ω, λ,Λ), ed esiste una costante
C = C(Ω, λ,Λ) tale che
‖u‖C0,α(Ω) ≤ C ‖ϕ‖C0,α(Ω) . (2.23)
Per la dimostrazione di veda [22], teorema 14.1 pag 201. Volendo
applicare questo risultato al teorema di regolarita` 2.20 e` necessario provare
che le derivate di u soddisfano l’equazione (2.22) per un’opportuna scelta di
aij . Questo e` il contenuto della prossima proposizione.
Proposizione 2.22 Sia A(p) := p√
1+|p|2 per ogni p ∈ R
n. Allora le solu-
zioni deboli in W 1,2loc di
divA(Du(x)) = 0,
ovvero le soluzioni dell’equazione delle superfici minime, sono funzioniW 2,2loc .
Inoltre, posto w = Dsu (s = 1, . . . , n), vale in senso debole
Di(aijDjw) = 0,
dove aij(x) := ∂Ai
∂xj
(Du(x)) = 1√
1+|Du|2
(
δij − DiuDju
1+|Du|2
)
.
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Una dimostrazione e` scritta in [13], teorema C.1 ed e` basata sul metodo dei
rapporti incrementali. Infatti si tratta di mostrare che le funzioni
τh,sDu(x) :=
Du(x+ hes)−Du(x)
h
, h ∈ (0, ε)
hanno norma L2 equilimitata in h. Questo implica D2u ∈ L2(Ω) e il teorema
segue facilmente.
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Capitolo 3
I controesempi di Lawson e
Osserman
La teoria non parametrica delle superfici minime in codimensione 1, agli inizi
degli anni ’70 aveva raggiunto risultati molto soddisfacenti: i problemi di esi-
stenza, unicita` e regolarita` erano stati positivamente risolti. Tuttavia, poco
o nulla si sapeva sulla teoria non parametrica in codimensione arbitraria.
I controesempi di Blaine Lawson e Robert Osserman, pubblicati nel
1977 in [25] mostrano il perche´ di cio`: i risultati di codimensione 1 sono
falsi in codimensione maggiore. In particolare l’esistenza di grafici minimi
(ovvero soluzioni del sistema delle superfici minime (1.19)) con bordo as-
segnato non e` garantita, indipendentemente dalla geometria del dominio Ω
e dalla regolarita` del dato al bordo. L’unicita` delle soluzioni e` altrettanto
falsa, e le soluzioni del sistema delle superfici minime che, in codimensione
1 minimizzano l’area grazie alla convessita`, in codimensione maggiore non
sono necessariamente stabili. Infine la regolarita` delle superfici minime Lip-
schitziane, garantita in codimensione 1 dal teorema di De Giorgi [5], non e`
vera in codimensione arbitraria, e in [25] si mostra un grafico minimo che
e` Lipschitziano ma non C1. Questo risultato e` ottimale perche´ in [15] si
mostra che tale cono minimizza l’area e perche´ in [30] Morrey mostra che le
soluzioni C1 del sistema delle superfici minime sono analitiche.
3.1 Non esistenza
Il teorema di esistenza in codimensione 1, teorema 2.17, richiede un’ipotesi
geometrica su Ω, ovvero che la curvatura media di ∂Ω sia ovunque non
negativa e che Ω sia regolare. In questo caso, si ha esistanza per qualunque
dato al bordo regolare. Il controesempio di Lawson e Osserman mostra che,
in codimensione maggiore di 1, queste ipotesi non sono sufficienti.
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Teorema 3.1 Sia ψ : Sn−1 → Sm−1 di classe C2 non omotopa in Sm−1 ad
un’applicazione costante, n > m ≥ 2. Allora esiste R0 > 0 dipendente da ψ
tale che il problema di Dirichlet per il sistema delle superfici minime in Bn
n∑
i=1
∂
∂xi
(√
ggij
)
= 0 j = 1, . . . , n
∂
∂xi
(√
ggij
∂uα
∂xj
)
= 0 α = 1, . . . ,m
uα
∣∣
∂Ω
= Rψα
∣∣
∂Ω
α = 1, . . . ,m,
(3.1)
non ha soluzione per nessun R ≥ R0.
Lemma 3.2 Sia Σ ⊂ U una varieta` Lipschitziana di classe C2 in un intor-
no V del bordo. Allora, se Σ e` minima nel senso dei varifold in U ⊂ Rn+m
aperto e limitato, vale
A(Σ) = 1
n
∫
∂Σ
x · ν(x)dHn−1(x), (3.2)
dove ν(x) e` la normale esterna a ∂Σ in x.
Dimostrazione Sia
Σr := {x ∈ Σ : d(x, ∂Σ) ≥ r}.
Per compattezza di ∂Σ esiste r0 > 0 tale che per r ≤ r0 si abbia Σ\Σr ⊂
V . Con l’uso della funzione distanza dal bordo, costruiamo una funzione
regolare ϕr(x) = ϕr(d(x, ∂Σ)) tale che
ϕr
∣∣∣
Σ\Σ r
2
= 0, ϕr
∣∣∣
Σr
= 1, 0 ≤ ϕr ≤ 1.
Consideriamo i campi vettoriali X(x) = x e X˜(x) = ϕr(x)X(x). Poiche´ Σ e`
minimo e X˜ ∈ C10 (Σ) otteniamo
0 =
∫
Σ
divΣ X˜dHn =
∫
Σ
∇Σϕr ·XdHn +
∫
Σ
ϕr divΣXdHn.
L’ultimo termine, essendo divΣX = n, soddisfa∫
Σ
ϕr divΣXdHn → nA(Σ).
Essendo ϕr costruita come funzione delle distanza, si ha∫
Σ
∇Σϕr ·XdHn =
∫
Σ\Σr
∇Σϕr ·XdHn →
∫
∂Σ
X · νdHn−1; (3.3)
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infatti ∇Σϕr ∼ ν ∂ϕr(ρ)∂ρ e
∫ r
0
∂ϕr(ρ)
∂ρ = 1 per ogni r. Si ottiene (3.3) scrivendo
gli integrali in carte e applicando il teorema di Fubini-Tonelli. ¤
Dimostrazione del teorema Nei primi due passi dimostriamo due disu-
guaglianze che daranno un assurdo.
1. Sia u una soluzione di (3.1) e sia ΣR il suo grafico. Se x ∈ ∂ΣR,
dal teorema di Pitagora si ha |x| = √1 +R2. Cio` applicato a (3.2) da`
A(ΣR) ≤
√
1 +R2
n
Hn−1(∂ΣR), (3.4)
in cui si sta considerando ∂ΣR come una sottovarieta` C2 di Rn+m di dimen-
sione n− 1 e ΣR regolare in un intorno del bordo. La regolarita` e` data dal
teorema B.3 di Allard. D’altronde,
Hn−1(∂ΣR) = cRm−1 (3.5)
perche´, essendo pi2(ΣR) ⊂ RSm−1, pi2 : Rn+m → {0} × Rm, si ha che la
proiezione pi2Tx∂ΣR e` uno spazio di dimensione m− 1 in Rm. Quindi un’o-
motetia di Rm riscala l’area di ∂ΣR di un fattore Rm−1. Sostituendo (3.5)
in (3.4), si ottiene
A(ΣR) ≤ c
√
1 +R2
n
Rm−1 ≤ c1Rm. (3.6)
2. Sia sempre u la soluzione di (3.1). Dimostriamo che l’immagine di u
contiene Bm. Se cos`ı non fosse, e y0 ∈ Bn fosse un punto non nell’immagine
di u, avremmo una retrazione
φ : Bm\{y0} → Sm−1.
Possiamo, allora, costruire l’omotopia
F : [0, 1]× Sn−1 → Sm−1
data da
F (t, x) = φ(u((1− t)x)).
E` chiaro che F (0, x) = ψ(x) e F (1, x) = u(0) per ogni x ∈ Sn−1, contraddi-
cendo l’ipotesi su ψ.
Sia x0 ∈ Bn tale che u(x0) = 0, e quindi ζ := (x0, 0) ∈ ΣR. Sia
(x, y) ∈ ∂ΣR. Allora
|ζ − (x, y)| ≥ |y| = R,
da cui
BR(ζ) ∩ ∂Σ = ∅.
La formula di monotonia, proposizione A.17, dice che per 0 < r ≤ R la
funzione
σ(r) :=
A(ΣR) ∩Br(ζ)
ωnrn
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e` monotona e limr→0+ σ(r) ≥ 1. Cio` implica che σ(R) ≥ Rn, ovvero
A(ΣR) ≥ A(ΣR) ∩BR(ζ) ≥ ωnRn. (3.7)
3. Combinando prima (3.7) con (3.6) si ha
ωnR
n ≤ A(ΣR) ≤ c1Rm. (3.8)
Poiche´ l’esponente a sinistra e` maggiore di quello a destra, quest’ultima
disuguaglianza, non puo` essere vera per una successione Ri → +∞. Sia
R0 = sup{R : ωnRn ≤ c1Rm} < +∞.
E` chiaro che a causa di (3.8), ΣR non puo` esistere se R > R0. ¤
Osservazione L’ipotesi n > m ≥ 2 non copre il caso di dimensione 2.
In effetti esiste un significativo teorema dovuto a T. Rado [35] per cui il
problema di Dirichlet per il sistema delle superfici minime in dimensione 2 e
codimensione arbitraria e` sempre risolubile fissato un dato al bordo continuo.
Inoltre la soluzione u e` continua fin sul bordo e analitica all’interno. Una
dimostrazione si trova in [25]. •
3.2 Non unicita` e non stabilita`
Abbiamo osservato che in codimensione 1 le soluzioni dell’equazione delle
superfici minime (equivalente al sistema delle superfici minime (1.24)) con
dato al bordo assegnato e` unica e minimizza l’area tra tutti gli altri grafici
su Ω con lo stesso dato al bordo. Sia l’unicita` che la stabilita` non sono vere
in codimensione piu` alta.
Teorema 3.3 Esiste una funzione analitica ψ : S1 → R3 tale che il sistema
delle superfici minime (1.24) con dato al bordo ψ ammette 3 soluzioni ana-
litiche. Inoltre una di esse e` non stabile.1
Cenni della dimostrazione Lawson e Osserman definiscono un dato al
bordo ψ simmetrico: se Γ ⊂ R5 e` il grafico di ψ, allora Γ = σ(Γ), dove
σ(x1, x2, y1, y2, y3) := (−x2, x1,−y1,−y3, y2).
Riscalando tale dato definiscono ΓR := Grψ.
Facendo uso della teoria di Morse dimostrano la seguente proposizione.
1Una superficie parametrizzata da un grafico Gu si dice instabile se per ogni ε > 0
esiste v con |u− v| < ε e A(Gv) < A(Gu).
40
Il problema di Plateau non parametrico
Proposizione 3.4 Sia F : B2 → R5 una superficie minima parametrica
con dato al bordo ΓR e sia λ : R5 → R definita da
λ(x1, x2, y1, y2, y3) =: y1.
Allora λ ◦ F ha un solo punto critico in B2.
Grazie ad un lavoro di Douglas [7], esiste una superficie Σ ⊂ R5
parametrizzata da F : B2 → R5 (non necessariamente un grafico su B2) con
bordo ΓR che minimizza l’area tra le superfici Lipschitziane con bordo ΓR
omeomorfe a B2. Supponiamo che tale superficie sia unica. Allora, per la
proposizione 3.4, λ ha un solo punto critico su Σ. Poiche´ σ ◦F parametrizza
una superficie con la medesima area (σ e` un’isometria) e con lo stesso bordo
ΓR, se assumiamo che Σ sia unica, dev’essere Σ = σ(Σ) e σ(p) = p per
l’unicita` del punto critico. Ne segue che p = 0 ∈ Σ.
La condizione 0 ∈ Σ, la non esistenza di ulteriori punti critici, la forma
di ΓR e la simmetria di Σ implicano AΣ ≥ 4piR; non e`, tuttavia, difficile
costruire una superficie Σ′ omeomorfa a B2 con bordo ΓR e area
A(Σ′) ≤ (2pi + ε)R2 +O(R) + pi.
Ne segue un assurdo per R sufficientemente grande. ¤
Una volta provata l’esistenza di due superfici parametriche che mini-
mizzano l’area, l’esistenza di una terza superficie minima parametrica segue
da un lavoro di Morse e Tompkins [31]. Infine tutte e tre le superfici trovate
sono non parametriche2 grazie ad un teorema di Rado [35].
Osservazione A causa di questo controesempio, lo studio del sistema delle
superfici minime non e` equivalente alla soluzione del problema di Plateau.
E` evidente la differenza dalla codimensione 1: una soluzione dell’equazione
delle superfici minime minimizza l’area tra i grafici e, se Ω e` convesso, mi-
nimizza l’area anche tra le superfici non rappresentabili come grafici su Ω
(teorema 2.3). •
3.3 Non regolarita`: esistenza di coni minimi
Il problema della regolarita` delle superfici minime non parametriche e` in-
timamente legato alla natura del sistema delle superfici minime. In codi-
mensione 1 tale sistema si riduce ad all’equazione ellittica in forma di diver-
genza (2.3); le soluzioni di tale equazione sono regolari grazie al teorema di
De Giorgi, vedi [5]. Un teorema analogo non esiste per i sistemi ellittici e
questa differenza tra la teoria scalare e la teoria vettoriale si concretizza nel
seguente esempio.
2ovvero sono il grafico di una funzione.
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Teorema 3.5 Sia η : S3 ⊂ R4 → S2 ⊂ R3 la mappa di Hopf definita da
η(z1, z2) = (|z1|2 − |z2|2, 2z1z2) ∈ R× C ∼= R3,
dove (z1, z2) ∈ C2 ∼= R4. Allora l’applicazione Lipschitziana, ma non C1,
u : R4 → R3
data da
u(x) =
√
5
2
|x|η
(
x
|x|
)
, x 6= 0 (3.9)
e u(0) = 0 soddisfa il sistema delle superfici minime (1.19).
Cenni di dimostrazione Consideriamo la famiglia di immersioni
iα : S3 → S6
date da
iα(x) :=
(
αx,
√
1− α2η(x)), 0 ≤ α ≤ 1.
Sia SU(2) il gruppo delle matrici unitarie di determinante 1 in C2 e sia
SO(3) il gruppo delle matrici ortogonali di determinante 1 in R3. Sappiamo
che SO(3) ∼= SU(2)/Z2 per cui c’e` una naturale immersione
SU(2) ↪→ SU(2)× SO(3),
attraverso la quale SU(2) agisce su S6 ⊂ R7. Grazie ad un teorema di
Wu-Yi Hsiang [17], le orbite di maggior volume dell’azione sono sottovarieta`
di S6 minime3. Data la grande simmetria di iα, non e` difficile mostrare
che iα(S3) e` un’orbita principale e che e` sufficiente massimizzare l’area tra
queste sottovarieta` di S6:
A(iα(S3)) = 2pi2α(4− 3α2),
che raggiunge il suo massimo in [0, 1] per α = 23 . Allora i 23 (S
3) e` minima in
S6, da cui il cono C costruito su di essa e` minimo in R7 perche´, in generale, il
cono costruito su una sottovarieta` minima di Sn e` una sottovarieta` minima
in Rn+1. Infatti la curvatura media di C in x non ha componente parallela
a x, quindi coincide, a meno di un riscalamento, con la curvatura media di
i 2
3
(S3) in S6. Infine si verifica che C e` il grafico della funzione f definita in
(3.9).
Osservazione Grazie a questo controesempio e` preciso il risultato di Mor-
rey, teorema 5.10, secondo cui le soluzioni C1 del sistema delle superfici
minime sono analitiche. Per ottenere un risultato di regolarita` sono necces-
sarie ulteriori ipotesi. Infatti proveremo la regolarita` dei grafici di funzioni
Lipschitziane area-decreasing. •
3S6 e` una varieta` Riemanniana. Data una sua sottovarieta` Σ sono ben definite le
connessioni di Levi-Civita di S6 e Σ. Di conseguenza si definisce anche la curvatura media
H di Σ in S6 che, in generale, non coincide con la curvatura media di Σ vista come
sottovarieta` di R7. Diremo che Σ e` minima in S6 se H = 0.
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Capitolo 4
Esistenza in codimensione
arbitraria
Il teorema di esistenza in codimensione 1 si basa sulle stime a priori del
gradiente sul bordo per un’arbitraria soluzione u. Esse vengono ottenute
attraverso la costruzione di barriere v che soddisfino
n∑
i,j=1
gij(Dv)
∂2v
∂xi∂xj
≤ 0. (4.1)
In linea di principio, essendo il sistema delle superfici minime non lineare,
dovremmo cercare barriere del tipo
n∑
i,j=1
gij(Du)
∂2v
∂xi∂xj
≤ 0 (4.2)
e questo e` molto piu` difficile perche´, non conoscendo a priori Du (e` quello
che vogliamo stimare!), non conosciamo la costante di elletticita` dei coeffi-
cienti gij(Du). In codimensione 1 il lemma 2.12 dice che la costruzione di
barriere che soddisfino (4.1) e` sufficiente, ma, essendo tale lemma falso in
codimensione maggiore di 1, non e` possibile generalizzare questa procedure.
In questo capitolo mostreremo che, con ipotesi sulla norma C2 del
dato al bordo ψ, la costruzione di barriere e` ancora possibile. Per fare
cio` utilizzeremo il sistema parabolico associato al sistema delle superfici
minime (il sistema del moto per curvatura media) ed il principio di massimo
parabolico, mostrando che esistono quantita` geometriche preservate durante
l’evoluzione per curvatura media. A causa del controesempio di Lawson e
Osserman, teorema 3.1, e` naturale introdurre un’ipotesi sulle derivate del
dato al bordo.
Utilizzeremo il moto per curvatura media per provare l’esistenza di
una soluzione Lipschitziana del sistema delle superfici minime; nel prossimo
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capitolo proveremo che le soluzioni trovate (in generale non tutte le possibili
soluzioni) sono anche C∞. Questi risultati, dovuti a Mu-Tao Wang, sono
apparsi nel 2003 e nel 2004 in [42] e [39].
Nella prossima sezione proviamo, invece, un risultato ben noto ai tem-
pi dei controesempi di Lawson e Osserman: un teorema di esistenza locale
basato sul teorema della funzione inversa.
4.1 Esistenza per dati piccoli in C2,α
Mostriamo che se la norma ‖ψ‖2,α e` sufficientemente piccola, allora il pro-
blema di Dirichlet per il sistema delle superfici minime (1.25) ha soluzione
regolare. Questa sezione e` indipendente dal resto del capitolo e i risultati in
essa contenuti non verranno utilizzati nelle sezioni successive.
Teorema 4.1 (Funzione inversa) Siano E ed F spazi di Banach e sia
Φ : E → F di classe Cr, r ≥ 1. Supponiamo che DΦx0 sia un isomorfismo
di spazi di Banach1 per un certo x0 ∈ E. Allora esistono U ⊂ E e V ⊂ F
intorni aperti di x0 e Φ(x0) rispettivamente tali che Φ(U) = V
Φ
∣∣
U
: U → V
sia invertibile e l’inversa sia di classe Cr.
La dimostrazione di questo teorema e` analoga a quella del teorema
della funzione inversa in Rn. Una versione completa per spazi di Banach si
trova in [24].
Teorema 4.2 Dato Ω ⊂ Rn aperto, connesso e regolare, esiste una costante
C = C(Ω) tale che se ‖ψ‖2,α < C, allora il problema di Dirichlet per il
sistema delle superfici minime con dato al bordo ψ (1.25) ha soluzione C∞.
Dimostrazione Sottointendiamo la somma sugli indici ripetuti e conside-
riamo l’operatore tra spazi di Banach
Φ : C2,α(Ω;Rm)→ C0,α(Ω;Rm)× C2,α(∂Ω;Rm)
definita da
Φ(u) :=
(
gij(Du)
∂2u
∂xi∂xj
, u
∣∣
∂Ω
)
.
Il differenziale di Φ in u e`
dΦu(v) =
(
gij(Du)
∂2v
∂xi∂xj
+
∂gij
∂pβk
(Du)
∂vβ
∂xk
∂2u
∂xi∂xj
, v
∣∣
∂Ω
)
.
1ovvero DΦx0 dev’essere invertibile e la sua inversa dev’essere continua. Quest’ultima
ipotesi e`, tuttavia, superflua grazie all’open mapping theorem: un’applicazione lineare
continua e surgettiva tra spazi di Banach e` aperta.
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Si verifica facilmente che dΦ e` continuo e che per u = 0 si riduce a
dΦ0(v) =
(
∆v, v
∣∣
∂Ω
)
;
invertire dΦ0 vuol dire, dati f ∈ C0,α(Ω) e h ∈ C2,α(∂Ω), risolvere in C2,α(Ω)
il problema di Dirichlet {
∆v = f in Ω
v = h su ∂Ω.
Come noto questo problema ha sempre soluzione in C2,α(Ω) e la soluzio-
ne e` unica (principio di massimo). Dunque l’operatore dΦ0 e` invertibile e
l’inversa, per il teorema della mappa aperta, e` continua.
Osserviamo che Φ(0) = 0; allora il teorema della funzione inversa
4.1 implica che esiste un intorno di 0 V ⊂ C0,α(Ω) × C2,α(∂Ω) contenuto
nell’immagine di Φ. In particolare esiste C > 0 tale che {0} × BC(0) e`
contenuto nell’immagine di Φ, e questo, assieme al teorema 5.10, conclude
la dimostrazione. ¤
4.2 Equazioni paraboliche lineari
Enunciamo, senza dimostrazioni, alcuni risultati della teoria delle equazio-
ni lineari paraboliche; un riferimento classico e` il libro di Ladyzˇhenskaya,
Ural’tseva e Solonnikov [23], si veda anche Lieberman [28].
Un’equazione parabolica (del secondo ordine) e` un’equazioni del tipo
∂u
∂t
(x, t)−
n∑
i,j=1
aij(x, t)
∂2u
∂xi∂xj
(x, t) = 0 (4.3)
in un dominio ΩT := Ω× (0, T ) ⊂ Rn+1, dove i coefficienti aij sono ellittici
e limitati, ovvero esistono λ,Λ > 0 tali che
λ|ξ|2 ≤ aij(x, t)ξiξj ≤ Λ|ξ|2.
Se la scelta di λ puo` essere effettuata indipendentemente da x e t l’equa-
zione (4.3) si dice uniformemente parabolica. Indichiamo con ∂∗Ω il bordo
parabolico di ΩT , ovvero
∂∗ΩT := Ω× {0} ∪ ∂Ω× [0, T ).
Il principio di massimo parabolico e` l’analogo del principio di massimo
ellittico 2.11:
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Proposizione 4.3 (Principio di massimo parabolico) Data una solu-
zione u : ΩT → R della disequazione uniformemente parabolica
∂u
∂t
(x, t)−
n∑
i,j=1
aij(x, t)
∂2u
∂xi∂xj
(x, t) ≥ 0,
vale
inf
ΩT
u = inf
∂∗ΩT
u,
mentre se
∂u
∂t
(x, t)−
n∑
i,j=1
aij(x, t)
∂2u
∂xi∂xj
(x, t) ≤ 0
si ha
sup
Ωt
u = sup
∂∗ΩT
u.
Consideriamo il problema con dati al bordo e iniziali per un’equazione
lineare parabolica a coefficienti non costanti
∂u
∂t
(x, t)−
n∑
i,j=1
aij(x, t)
∂2u
∂xi∂xj
(x, t) = 0 inΩT
u = ψ su ∂∗ΩT
(4.4)
di cui studieremo la risolubilita` in spazi di Ho¨lder pesati.
Definizione 4.4 Sia ΩT = Ω × (0, T ), con Ω ⊂ Rn dominio regolare e
limitato; per u : ΩT → Rd, α ∈ (0, 1] definiamo le seminorme
[u]α = sup
X,Y ∈ΩT
X 6=Y
|u(X)− u(Y )|
|X − Y |α ,
dove X = (x, t), Y = (y, s) e |X − Y | = max{|x− y| , |t− s|1/2} e` la
distanza parabolica;
[u]1,α = [Du]α
[u]2,α = [D2u]α + [Dtu]α
Definiamo le corrispondenti norme
‖u‖α = sup
ΩT
|u|+ [u]α
‖u‖1,α = sup
ΩT
|u|+ sup
ΩT
|Du|+ [u]1,α
‖u‖2,α = sup
ΩT
|u|+ sup
ΩT
|Du|+ sup
ΩT
D2u+ sup
ΩT
|ut|+ [u]2,α
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Definiamo anche i corrispondenti spazi di Ho¨lder,
Cr,α(ΩT ) =
{
u : Ω→ Rm | ‖u‖r,α <∞
}
, r = 0, 1, 2
che dotati delle corrispondenti norme sono spazi di Banach.
Si osservi che le derivate prime temporali sono trattate come derivate
seconde spaziali; questo fatto si riflette anche nella definizione della distanza
parabolica.
Osservazione Le funzioni Ho¨lderiane sono uniformemente continue, per cui
la loro continuita` si estende fin sul bordo di ΩT . Ad esempio le funzioni in
C2,α(ΩT ) hanno derivate spaziali seconde e derivata temporale continue fin
sul bordo.
Questo fatto rende gli spazi introdotti insufficienti nello studio di un
problema con dato iniziale e al bordo come (4.4). Se infatti il dato ψ non
soddisfa l’equazione di compatibilita`
∂ψ
∂t
(x, t)−
n∑
i,j=1
aij(x, t)
∂2ψ
∂xi∂xj
(x, t) = 0, su ∂∗Ω,
allora e` chiaramente impossibile che una funzione C2,α(ΩT ) soddisfi (4.4).
Per questo motivo introduciamo gli spazi pesati, utilizzando una fun-
zione distanza che tenga conto del fatto che le derivate di ordine massimo,
possono non essere continue fin sul bordo. •
Definizione 4.5 (Spazi di Ho¨lder parabolici pesati) Introduciamo la
funzione distanza dal bordo parabolico:
d(x) = dist(x, ∂∗Ω); d(X,Y ) := min{d(X), d(Y )}.
[u]∗0 = osc
Ω
f, |f |∗0 = sup
Ω
|f |
|u|(δ)0 =
{
supΩT d
δ |u| se b ≥ 0
supΩT (diamΩ)
δ |f | se b < 0
[u](δ)α = sup
{
d(X,Y )δ+α
|u(X)− u(Y )|
|X − Y |α
}
[u](δ)1,α = sup
{
d(X,Y )δ+1+α
|Du(X)−Du(Y )|
|X − Y |α
}
[u](δ)2,α = sup
{
d(X,Y )δ+2+α
(D2u(X)−D2u(Y )
|X − Y |α +
|Dtu(X)−Dtu(Y )|
|X − Y |α
)}
‖u‖(δ)α = |u|(δ)0 + [u](δ)α
‖u‖(δ)1,α = |u|(δ)0 + |Du|(1+δ)0 + [u](δ)1,α
‖u‖(δ)2,α = |u|(δ)0 + |Du|(1+δ)0 +
D2u(2+δ)
0
+ |ut|(2+δ)0 + [u](δ)2,α
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Definiamo di conseguenza anche gli spazi Ck,α(δ) , k = 0, 1, 2. Le funzioni
in questi spazi sono continue, eventualmente con le derivate, all’interno, ma,
in generale, non fin sul bordo.
Il principale risultato di esistenza della teoria lineare che usiamo e`
contenuto nel teorema che segue.
Teorema 4.6 Siano α ∈ (0, 1), δ ∈ (1, 2). Supponiamo che i coefficienti
aij soddisfino la condizione di ellitticita` (2.21) uniformemente in ΩT , siano
Ho¨lderiani nel senso che wwaijww(0)
α
<∞
e sia aij(X)− aij(Y ) ≤ ζ(|X − Y |) (4.5)
per qualche funzione continua e crescente ζ con ζ(0) = 0. Allora il problema
(4.4) con dato al bordo ψ ∈ Cδ e` unicamente risolubile in C2,α(−δ) e
‖u‖(−δ)2,α ≤ C
(wwaijww(0)
α
, λ,Λ,ΩT , ζ
)
‖ψ‖δ (4.6)
Osservazione Se scegliamo δ e α tali che δ−α > 1+θ, θ ∈ (0, l) otteniamo
[Du]θ ≤ ‖u‖(−δ)1,α ≤ C ‖u‖(−δ)2,α <∞,
che implica che la soluzione ha derivate prime Ho¨lderiane e, quindi, continue
fin sul bordo. •
Se l’equazione di compatibilita` e` soddisfatta, e` possibile ottenere la
regolarita` C2,α fin sul bordo:
Teorema 4.7 Sia α ∈ (0, 1) e siano i coefficienti aij in (4.4) α-Ho¨lderiani,
ellittici e soddisfino (4.5). Sia anche ψ ∈ C2,α(ΩT ). Supponiamo inoltre che
valga la condizione di compatibilita` per il dato al bordo e iniziale ψ:
∂ψ
∂t
(x, t)−
n∑
i,j=1
aij(x, t)
∂2ψ
∂xi∂xj
(x, t) = 0, su ∂Ω× {0}.
Allora il problema (4.4) ha un’unica soluzione in C2,α(Ω).
4.3 Il problema di Dirichlet per il sistema delle
superfici minime
Ricordiamo che il problema di Dirichlet non parametrico in forma di non
divergenza per il sistema delle superfici minime e`
n∑
i,j=1
gij(Du)
∂2u
∂xi∂xj
= 0 inΩ
u = ψ su ∂Ω
(4.7)
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con ψ ∈ C∞(Ω;Rm), gij(Du) = δij +
∑
l
∂ul
∂xi
∂ul
∂xj
e gij(Du) e` la matrice
inversa di gij(Du).
Per risolvere questo sistema quasilineare ellittico, studiamo il siste-
ma parabolico associato, che corrisponde al moto per curvatura media non
parametrico: 
∂u
∂t
−
n∑
i,j=1
gij(Du)
∂2u
∂xi∂xj
= 0 inΩ∞
u = ψ su ∂∗Ω∞,
(4.8)
con ψ ∈ C∞(Ω∞) e u = (u1, . . . , um) ∈ C2(Ω∞) ∩ C0(Ω∞).
4.4 Il moto per curvatura media
Sia data una n-sottovarieta` Σ in Rn+m parametrizzata da F : Ω → Rn+m.
Il moto per curvatura media parametrico di Σ e` una famiglia di embedding
Ft : Ω→ Rn+m, t ∈ [0, T )
tali che, posto F (x, t) = Ft(x)
∂F
∂t
(t, x) = H(F (t, x)) in ΩT
F = F0 su ∂∗ΩT ,
(4.9)
dove per H(F (t, x)) si intende il vettore curvatura media della sottovarieta`
Σt := Ft(Ω) nel punto F (t, x).
Il moto per curvatura media e` meno il flusso gradiente del funzionale
area rispetto al prodotto scalare L2 grazie all’equazione (1.17): deformia-
mo una data superficie F0(Ω) nella direzione in cui l’area diminuisce piu`
rapidamente.
La relazione tra il moto per curvatura media parametrico e il sistema
(4.8) e` descritto dalla proposizione che segue.
Proposizione 4.8 Sia F : ΩT → Rn+m una soluzione del moto per cur-
vatura media parametrico (4.9) e supponiamo che Σt := Ft(Ω) possa essere
scritto come grafico di una funzione con gradiente limitato su Ω per ogni
t ∈ [0, T ). Allora esiste una famiglia di diffeomorfismi che lasciano invariato
il bordo rt : Ω→ Ω tali che F˜t = Ft ◦ rt e` della forma
F˜ (x) = (x, u(x)), x ∈ Ω,
dove
u : ΩT → Rm
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e` soluzione di (4.8) con dato iniziale e al bordo ψ : Ω→ Rm tale che
F0(x) = (x, ψ(x)).
Viceversa, data u soluzione di (4.8), la famiglia di embedding
F˜t := I × u : Ω→ Rn+m
soddisfa (∂F˜
∂t
(t, x)
)N
= H˜(t, x),
dove H˜(t, x) e` la curvatura media di Σt := F˜t in F˜ (t, x).
Dimostrazione L’applicazione
pi1 ◦ Ft : Ω→ Ω
e` una bigezione grazie all’ipotesi che Σt sia un grafico su Ω. Definiamo
rt := (pi1 ◦ Ft)−1.
Chiaramente rt e` l’identita` su ∂Ω. Sia F˜ (t, x) = F (t, r(t, x)); allora
∂F˜
∂t
(t, x) =
∂F
∂t
(t, r(x, t)) + dFt
(dr
dt
)
(t, x),
da cui (
∂F˜
∂t
(t, x)
)N
=
(
∂F
∂t
(t, r(t, x))
)N
= H˜(t, x). (4.10)
Osserviamo che
∂F˜
∂t
∈ {0} × Rm,
n∑
i,j=1
gij(Du)
∂2F˜
∂xi∂xj
∈ {0} × Rm;
grazie a (1.6) vale ( n∑
i,j=1
gij(Du)
∂2F˜
∂xi∂xj
)N
= H˜, (4.11)
inoltre la proiezione di {0} × Rm su N
F˜ (t,x)
Σt e` iniettiva, per cui abbiamo
∂F˜
∂t
=
n∑
i,j=1
gij(Du)
∂2F˜
∂xi∂xj
,
che e` equivalente a (4.8). Il viceversa e` analogo. ¤
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Nel seguito non faremo uso della proposizione precedente; utilizzeremo
soltanto l’equazione (4.11) che ci permette di calcolare la variazione dell’area
dei grafici delle soluzioni di (4.8).
Proveremo l’esistenza del moto per curvatura media per tutti i tempi
attraverso il metodo di continuita` seguendo Wang [41]: dimostriamo che
l’insieme dei tempi per cui esiste una soluzione e` sia aperto che chiuso2.
Mediante il teorema di punto fisso di Caccioppoli-Schauder dimostriamo
l’esistenza di una soluzione per tempi piccoli, provando l’apertura. Per quel
che riguarda la chiusura abbiamo bisogno delle stime a priori delle sezioni che
seguono: si tratta delle stime a priori del gradiente sul bordo e all’interno, e
di un teorema di White [44] che da` le stime sulle derivate di ordine superiore.
4.4.1 Esistenza del moto per curvatura media per tempi pic-
coli
Teorema 4.9 Sia ψ ∈ Cδ(Ω∞) per qualche δ ∈ (1, 2). Allora esiste una
costante ε > 0 tale che il problema (4.8) ha soluzione u ∈ C2,α(δ) (Ωε).
Dimostrazione Scegliamo θ ∈ (1, δ) e poniamo M := 1 + [ψ]θ < +∞. Per
un qualche ε > 0 da fissare definiamo
K = {v ∈ Cθ(Ωε) : [v]θ ≤M}
e definiamo l’operatore non lineare
T : K → Cθ(Ωε)
che associa a u ∈ K la soluzione Tu = v del sistema lineare disaccoppiato
∂v
∂t
−
n∑
i,j=1
gij(Du)
∂2v
∂xi∂xj
= 0 inΩε
v = ψ su ∂∗Ωε,
(4.12)
Grazie al teorema 4.6, tale soluzione esiste in C2+α(θ+1)(δ) (Ωε) e vale
[v]1 ≤ [v]δ ≤ C[v](−δ)2+α(θ−1) ≤ C(M).
Di conseguenza |v − ψ| ≤ Cε in Ωε e, per interpolazione, [v − ψ]θ ≤ Cε δ−θδ .
Allora [u]θ ≤M per un ε sufficientemente piccolo che d’ora in poi si intende
fissato. L’operatore T adesso mandaK in se´; osservando che, in virtu` del teo-
rema di Ascoli-Arzela`, K e` un sottoinsieme compatto di C1(Ωε) e che e` con-
vesso (le seminorme sono convesse), e` possibile applicare il teorema di punto
2Intendiamo che la soluzione esiste in [0, t0] se esistono per (x, t) → (x0, t−0 ) i limiti
delle derivate seconde spaziali e il limite delle derivate prime temporali
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fisso di Caccioppoli-Schauder e ottenere un punto fisso u ∈ C2+α(θ−1)(−δ) (Ωε)
per T . Esso e` soluzione del problema (4.8) in Ωε e, grazie al teorema 4.6,
u ∈ C2+α(−δ)(Ωε).
¤
4.5 Stime del gradiente sul bordo
Lemma 4.10 (Ellitticita` e limitatezza di gij) Siano
gij(Du) = δij +
m∑
α=1
∂uα
∂xi
∂uα
∂xj
e gij(Du) la matrice inversa di gij(Du). Allora vale
1
1 + η
|ξ|2 ≤ gij(Du)(x)ξiξj ≤ |ξ|2 , η = sup
ΩT
|Du|2 , (4.13)
per ogni ξ ∈ Rn.
Dimostrazione E` chiaro che gij e` simmetrica, per cui e` anche diagonaliz-
zabile. Siano λ1 ≤ · · · ≤ λn i suoi autovalori. Allora anche gij e` diagona-
lizzabile ed ha autovalori 1λ1 , . . . ,
1
λn
. A questo punto si verifica facilmente
che
n∑
i,j=1
gij(Du)(ξiξj) = |ξ|2 +
( ∑
1≤i≤n
1≤α≤m
∂uα
∂xi
ξi
)2 ≥ |ξ|2.
Sia ora ξ∗ un autovettore relativo all’autovalore piu` piccolo, λ1. L’equazione
precedente implica che, indicando con g l’applicazione lineare associata alla
matrice gij , si ha
|ξ∗|2 ≤ 〈ξ∗, gξ∗〉 = λ1|ξ∗|2
e quindi λi ≥ 1. Analogamente si ottiene che, posto λn l’autovalore piu`
grande,
λn = sup
|ξ|=1
|g(ξ)| = 1 + |Du|2.
La (4.13) segue immediatamente dalla stima sugli autovalori. ¤
Teorema 4.11 Sia Ω limitato, convesso, liscio e sia u ∈ C2,α(−δ)(ΩT ;Rm)
una soluzione di (4.8). Allora vale la seguente stima
|Du| < 4n diamΩ(1 + η) sup
Ω
D2ψ+√2 sup
∂Ω
|Dψ| su ∂Ω× [0, T ), (4.14)
dove η = supΩT |Du|2.
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Si osservi che l’ipotesi u ∈ C2,α(−δ)(ΩT ;Rm) implica u ∈ C2(ΩT ;Rm) ∩
C1(Ω× (0, T );Rm).
Dimostrazione Sia p ∈ ∂Ω e Γ ⊂ Rn l’iperpiano tangente a ∂Ω in p;
definiamo d la funzione distanza da Γ× (0, T ) in ΩT , i.e.
d(x, t) = dist(x,Γ).
Poiche´ d e` lineare
∑
gijDijd = 0. Fissato 1 ≤ l ≤ m costruiamo la barriera
v(x, t) = k log(1 + ρd)− (ul − ψl).
Risulta
∂v
∂t
−gij(Du) ∂
2v
∂xi∂xj
=
kρ2
(1 + ρd)2
gij(Du)
∂d
∂xi
∂d
∂xj
−gij(Du) ∂
2ψl
∂xi∂xj
. (4.15)
Abbiamo usato che u e` soluzione e ψ non dipende da t. Grazie alla stima di
ellitticita` sui gij , disuguaglianza (4.13), e |Dd| = 1 si ha gijDidDjd ≥ 11+η e
dunque
∂v
∂t
− gij ∂
2v
∂xi∂xj
≥ kρ
2
(1 + ρd)2
1
1 + η
.
gij(Du)
∂2ψl
∂xi∂xj
≤ n sup
Ω
D2ψ .
Quindi, se
kρ2
(1 + ρ diamΩ)2
1
1 + η
≥ n sup
Ω
D2ψ , (4.16)
abbiamo vt−
∑
gijDijv ≥ 0 su ΩT .Ora v(x, t) ≥ 0 su ∂∗Ω, per cui il principio
di massimo forte parabolico implica v > 0 in ΩT . Poiche´ v(p, t) = 0 per ogni
t ∈ [0, T ) si ha
0 <
∂v
∂n
= kρ− ∂(u
l − ψl)
∂n
, i.e.
∂ul
∂n
< kρ+
∂ψl
∂n
.
La costruzione di una barriera inferiore produce un’analoga stima per −∂u∂n
per cui ∂u∂n
 < kρ+ ∂ψ∂n

e poiche´ u
∣∣
∂Ω
= ψ
∣∣
∂Ω
D∂Ωu = D∂Ωψ
si ottiene
|Du| <
√(
kρ+
∂ψ∂n
)2 + |D∂Ωψ|2 ≤ kρ+√2 |Dψ| in p. (4.17)
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Per ottenere la stima (4.16) si pone ρ = (diamΩ)−1 e
k = 4n(diamΩ)2(1 + η) sup
Ω
D2ψ ,
da cui (4.17) diventa (4.14). ¤
4.6 Stime del gradiente all’interno
Introduciamo la funzione
∗ω = 1√
det(I +DuTDu)
=
1√∏n
i=1(1 + λ
2
i )
, (4.18)
dove i λi sono i valori singolari di Du, i.e. le radici quadrate degli autovalori
di DuTDu. Valgono le seguenti relazioni, facilmente verificabili:
∗ω > 1√
2− δ ⇒ |Du|
2 < 1− δ; |Du| <
√
(2− δ)1/n − 1⇒ ∗ω > 1√
2− δ .
(4.19)
4.7 Evoluzione di ∗ω
Sia ω la n-forma su Rn+m definita da
ω(e1, . . . , en) = 1
ω(ei1 , . . . , ein) = 0 se i1 < . . . < in, in > n.
Le derivate covarianti di un tensore sono ben definite su una varieta`
Riemanniana: consideriamo in particolare ω ∈ Tn(Σ), lo spazio degli n-
tensori covarianti. Per definizione
∇ΣXω(Y1, . . . , Yn) := DXω(Y1, . . . , Yn)−
n∑
i=1
ω(Y1, . . . ,∇ΣXYi, . . . , Ym).
Inoltre il Laplaciano di un tensore puo` essere definito come
∆Σω = ∇Στk∇Στkω.
Lemma 4.12 Sia ω definita come sopra per la sottovarieta` Riemanniana
Σ ⊂ Rn+m. Sia data in un intorno di un punto p una base ortonormale
{τ1, . . . , τn}. Allora in p si ha
(∆Σω)(τ1, . . . , τn) = ∆Σ(ω(τ1, . . . , τn)) = ∆Σ ∗ ω.
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Dimostrazione Siano
ω(τ1, . . . , τn) = ω1···n, (∆Σω)(τ1, . . . , τn) = (∆Σω)1···n.
Allora
(∆Σω)1···n = Dτk
(∇Στkω(τ1, . . . , τn))−∑
i
Dτkω(τ1, . . . ,∇Στkτi, . . . , τn) =
= DτkDτk(ω(τ1, . . . , τn))− 2
∑
i,k
Dτk
(
ω(τ1, . . . ,∇Στkτi, . . . , τn)
)
+
+
∑
i,j,k
ω
(
τ1, . . . ,∇Στkτi, . . . ,∇Στkτj , . . . , τn)
)
= a+ b+ c, (4.20)
dove a = ∆Σ(ω(τ1, . . . , τn)) perche´ {τk} e` una base ortonormale del tangente,
b = 0 perche´ 〈∇Στkτi, τi〉 = 12Dτk〈τi, τi〉 = 0 e ω e` alternante. Infine, anche
c = 0:∑
i,j,k
ω
(
τ1, . . . ,∇Στkτi, . . . ,∇Στkτj , . . . , τn)
)
=
= −
∑
i,j,k
i6=j
〈∇Στkτi, τj〉〈τi,∇Στkτj〉ω1···n −
∑
j,k
〈∇Στkτj ,∇Στkτj〉ω1···n =
=
∑
i,j,k
i6=j
〈∇Στkτi, τj〉2 −
∑
j,k
〈∇Στkτj ,∇Στkτj〉
ω1···n = 0. (4.21)
L’ultima uguaglianza e` giustificata dal fatto che per i = j fissati∑
j
i6=j
〈∇Στkτi, τj〉2 =
∇Στkτi2 = 〈∇Στkτi,∇Στkτi〉.
Sommando su i e su k si conclude. ¤
Lemma 4.13 (Equazione di Codazzi) Siano hαij =
(∇τiτj) · να e hα =
H ·να le coordinate locali della seconda forma fondamentale e della curvatura
media, rispettivamente:
h(X,Y ) = hαijX
iY jνα, H = hανα.
Allora
hαik,k = h
α
,i (4.22)
dove le virgole indicano la derivata covariante.
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Dimostrazione La connessione di Rn+m e` piatta, nel senso che la curvatura
e` nulla, per cui
hαik,k = Dτk〈∇τiτk, να〉 = 〈∇τk(∇τiτk), να〉+ 〈∇τiτk,∇τkνα〉 =
= 〈∇τi(∇τkτk), να〉+ 〈∇τkτk,∇τiνα〉 = Dτi〈H, να〉.
¤
Notazione Nel seguito scriveremo
ω1···αi···βj ···n := ω1···(i−1)α(i+1)···(j−1)β(j+1)···n
per indicare che α occupa l’i-esimo posto e β il j-esimo.
Proposizione 4.14 Lungo il flusso per curvatura media, ω soddisfa la se-
guente equazione:(
∂
∂t
−∆Σ
)
ω1···n = ω1···n
∑
α,i,k
(hαik)
2 −
∑
i,j,k,α,β
i 6=j
ω1···αi···βj ···nh
α
ikh
β
jk, (4.23)
dove nell’ultima somma α occupa il posto i-esimo e β il posto j-esimo.
Dimostrazione Essendo costante, ω e` ovviamente parallela su Rn+m, ov-
vero ∇ω = 0. Quindi(∇Στkω)1···n = ((∇Στk −∇τk)ω)1···n =∑
i
ω(τ1, . . . ,∇τkτi −∇Στkτi, . . . , τn).
Ricordando che ∇Nτkτi =
∑
α h
α
ikνα e ω1···n,k := ∇Στkω(τ1, . . . , τn)
ω1···n,k =
∑
i,α
ω1···αi···nh
α
ik. (4.24)
Similmente
ω1···αi···n,k = −
∑
l
ω1···li···nh
α
lk +
∑
β,j
i6=j
ω1···βj ···αi···nh
β
jk.
ω1···n,kk =
∑
α,i
ω1···αi···n,kh
α
ik +
∑
α,i
ω1···αi···nh
α
ik,k. (4.25)
Possiamo applicare l’equazione di Codazzi (4.22), ottenere hαik,k = h
α
,i e
sviluppare (4.25):
ω1···n,kk =
= −
∑
α,i,l,k
ω1···li···nh
α
lkh
α
ik +
∑
i6=j
ω1···βj ···αi···nh
β
jkh
α
ik +
∑
α,i
ω1···αi···nh
α
,i =
= −ω1···n
∑
i,k,α
(hαik)
2 +
∑
i6=j
ω1···βj ···αi···nh
β
jkh
α
ik +
∑
α,i
ω1···αi···nh
α
,i (4.26)
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Per calcolare ∂∂tω fissiamo un tempo t > 0, un punto p ∈ Σt e consideriamo
F : ΩT → Rn+m una parametrizzazione del flusso per curvature media tale
che ∂F∂t ∈ NΣ e tale che {∂1, . . . , ∂n}p (si intende ∂i := ∂F∂xi ) sia una base
ortonormale di TpΣ che evolve in una base ortonormale, diciamo per i tempi
in (t−ε, t+ε). Questo puo` sempre essere fatto con una riparametrizzazione
locale di Ω basata sul teorema della funzione inversa.
Con queste scelte e con gij := ∂F∂xi · ∂F∂xj si ha che in p
0 =
∂
∂t
gij =
∂
∂t
〈(∇∂iH)T , ∂j〉+
∂
∂t
〈∂i, (∇∂jH)T 〉. (4.27)
In (t − ε, t + ε) × {p} valgono ∂∂tgij = 0, g =
√
det g = 1; inoltre ∂∂t∂i =
∂2F
∂t∂xi
= ∂
∂xi
H = ∇∂iH per cui
∂
∂t
ω(τ1, . . . , τn) =
∂
∂t
(
1
g
ω(∂1, . . . , ∂n)
)
=
∂
∂t
ω(∂1, . . . , ∂n) =
=
∑
i
ω
(
∂1, . . . , ∂i−1, (∇∂jH)N , ∂i+1, . . . , ∂n)
)
+
+
∑
i
ω
(
∂1, . . . , ∂i−1, (∇∂jH)T , ∂i+1, . . . , ∂n)
)
. (4.28)
L’ultima somma e` nulla perche´ ponendo i = j in (4.27) si ottiene che
(∇∂jH)T non ha componente lungo ∂j e le altre componenti non contano
perche´ ω e` alternante. Abbiamo dunque ottenuto
∂
∂t
ω1···n =
∑
i
ω1···αi···nhα,i. (4.29)
Combinando (4.29) con (4.26) e applicando il lemma 4.12 si conclude. ¤
Ricordiamo la decomposizione in valori singolari.
Lemma 4.15 Data un’applicazione lineare L : Rn → Rm esistono basi or-
tonormali {vi}i=1,...,n e {wα}α=1,...,m per Rn ed Rm rispettivamente tali che
la matrice λiα associata a L in tali basi sia diagonale, i.e. λiα = 0 se i 6= α.
Applichiamo tale lemma a Du : Rn → Rm fissando t > 0, x0 ∈ Ω e
fissiamo basi ortonormali {vi}i=1,...,n e {wα}α=1,...,m come nel lemma 4.15.
A tali basi associamo una base dello spazio tangente e dello spazio normale
al grafico di u(t, ·) in (x0, u(t, x0)) :τi = 1√1 +∑β λ2iβ (vi +
∑
β
λiβwβ)

i=1,...,n
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να = 1√1 +∑j λ2jα (wα −
∑
j
λjαvj)

α=1,...,m
Osserviamo che, detta pi la proiezione di Rn+m sulle prime n coordinate, si
ha
pi(να) = −
∑
j
λjαpi(τj). (4.30)
Poiche´ ω(a1, . . . , an) = ω(pi(a1), . . . , pi(an)), si puo` utilizzare (4.30) per cal-
colare
ω1···βj ···αi···n = ω1···n(−λβjλαi + λβiλαj) (4.31)
Ora la proposizione 4.14 si puo` riscrivere in termini dei valori singolari di
Du:
(
∂
∂t
−∆Σ
)
∗ ω = ∗ω
(∑
α,i,k
(hαik)
2 +
∑
i,j,α,βk
i 6=j
(−λβjλαi + λβiλαj)hαikhβjk
)
=
= ∗ω
(∑
α,i,k
(hαik)
2 +
∑
i,j,k
i6=j
(−λjλihiikhjjk + λjλihijkhjik
)
(4.32)
Proposizione 4.16 Sia ∗ω ≥ 1√
2−δ . Allora(
∂
∂t
−∆Σ
)
∗ ω ≥ δ|A|2, (4.33)
dove |A|2 =∑α,i,j |hαij |2 e` la norma al quadrato della seconda forma fonda-
mentale.
Dimostrazione Useremo il fatto che l’ipotesi su ∗ω implica ∑i λ2i ≤ 1− δ
e 0 ≤ λiλj ≤ 1− δ, ad esempio seguendo (4.19).
1. Supponiamo n ≤ m.
∑
α,i,k
(hαik)
2 =
∑
α,i,k
α>n
(hαik)
2 +
∑
i,k
(hiik)
2 +
∑
i,j,k
i6=j
(hijk)
2.
Stimiamo il secondo membro di (4.32), che semplifichiamo perche´ λiα e`
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diagonale:∑
α,i,k
(hαik)
2 −
∑
i,j,k
i 6=j
λiλjh
i
ikh
j
jk +
∑
i,j,k
i6=j
λiλjh
i
jkh
j
ik ≥
≥ δ|A|2 + (1− δ)
∑
i,k
(hiik)
2 + (1− δ)
∑
i,j,k
i6=j
(hijk)
2+
−
∑
i,j,k
i6=j
λiλjh
i
ikh
j
jk − (1− δ)
∑
i,j,k
i6=j
|hijkhjik| ≥ δ|A|2 +
∑
λ2i
∑
i,k
(hiik)
2+
+ (1− δ)
∑
i,j,k
i 6=j
(hijk)
2 −
∑
i,j,k
i 6=j
λiλj |hiikhjjk| − (1− δ)
∑
i,j,k
i6=j
|hijkhjik| ≥
≥ δ|A|2 + (1− δ)
∑
i,j,k
i6=j
(hijk)
2 − |hjikhijk|) +
(∑
i,k
hiikλi
)2 −∑λiλjhiikhjjk ≥
≥ δ|A|2 +
∑
i,j,k
i6=j
(|hijk| − |hjik|)2 +
(∑
i,k
λih
i
ik
)2 ≥ δ|A|2. (4.34)
2. Il caso m ≤ n si puo` ricondurre al caso m = n e quindi al punto
precedente osservando che in∑
α,i,k
(hαik)
2 −
∑
i,j,k
i6=j
λiλjh
i
ikh
j
jk +
∑
i,j,k
i 6=j
λiλjh
i
jkh
j
ik
il secondo e il terzo addendo sono nulli se i > m o j > m, mentre nel primo
addendo e` lecito trascurare i termini corrispondenti a i > m o j > m perche´
positivi. ¤
Teorema 4.17 Supponiamo che il dato iniziale ψ soddisfi
8n diamΩ sup
Ω
D2ψ+√2 sup
∂Ω
|Dψ| <
√
21/n − 1. (4.35)
Allora esiste δ ∈ (0, 1) tale che le soluzioni del sistema del moto per curvature
media (4.8) soddisfino
sup
ΩT
|Du|2 < 1− δ. (4.36)
Dimostrazione Le ipotesi implicano che 1√
det(I+DψTDψ)
> 1√
2
, ovvero
∗ω > 1√
2
al tempo t = 0. Per continuita` di ∗ω e compattezza di Ω possiamo
trovare δ ∈ (0, 1) tale che ∗ω > 1√
2−δ al tempo t = 0 e
8ndiamΩ sup
Ω
D2ψ+√2 sup
∂Ω
|Dψ| <
√
(2− δ)1/n − 1.
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Dunque dalla proposizione 4.16, finche` la condizione ∗ω > 1√
2−δ si mantiene
vera (
∂
∂t
−∆Σ
)
∗ ω ≥ δ|A|2. (4.37)
in cui A e` la seconda forma fondamentale. Supponiamo, per assurdo, che
ci sia un primo istante t0 in cui per un certo x0 ∈ Ω valga ∗ω = 1√2−δ .
Allora per le stime del gradiente sul bordo (4.14), poiche´ grazie a (4.19)
supΩ×[0,t0) |Du|2 ≤ 1− δ abbiamo
sup
∂Ω×[0,t0)
|Du| < 8ndiamΩ sup
Ω
D2ψ+√2 sup
∂Ω
|Dψ| <
√
(2− δ)1/n − 1,
che, grazie a (4.19), implica che ∗ω > 1√
2−δ sul bordo. Dunque x0 e` un
punto interno in cui ∗ω assume un minimo piu` piccolo del minimo sul bor-
do. Assurdo perche´ il principio di massimo parabolico si applica a (4.37).
Dunque rimane vero per tutti i tempi (in [0, T )) che ∗ω > 1√
2−δ e quindi
|Du|2 < 1− δ. ¤
4.8 Esistenza per tutti i tempi del flusso per cur-
vatura media
Le stime a priori di supΩT |u| + supΩT |Du|, in codimensione 1, generano
anche le stime a priori sulle derivate di ordine superiore (proposizione 2.16),
grazie al teorema di De Giorgi. In codimensione arbitraria le stime a priori
sulle derivate di ordine superiore non sono in generale disponibili: se fosse
possibile ottenere una stima C1,α che dipenda solo dal sup |Du| e quindi dal-
la norma L∞ dei coefficienti gij , potremmo facilmente provare la regolarita`
delle soluzioni Lipschitziane del sistema delle superfici minime. Tale risul-
tato, ad ogni modo, e` falso a causa del cono esibito da Lawson e Osserman
nel teorema 3.5.
Lo strumento che utilizzeremo per ottenere le stime sulle derivate di
ordine alto e` un teorema di Brian White [44].
Il lavoro e` articolato nei seguenti passi:
1. usiamo il teorema 4.9 per provare l’esistenza per tempi piccoli;
2. supponendo di aver provato l’esistenza del flusso per curvatura media
in [0, t0), studiamo la possibilita` che appaiano singolarita` in t0 e, grazie
alle stime a priori del gradiente e della condizione area-decreasing, si
ottiene che la seconda forma fondamentale delle superfici Σt, t < t0
svaniscono su un opportuno blow-up parabolico;
3. dal passo precedente si deduce la possibilita` di applicare il teorema di
White ottenedo stime a priori C2,α;
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4. la soluzione converge con le derivate per t → t−0 , per cui si puo` riap-
plicare il teorema di esistenza per tempi piccoli e concludere che c’e`
esistenza per tutti i tempi.
4.8.1 Il blow-up parabolico, la densita` Gaussiana ed il teo-
rema di White
Possiamo considerare un flusso per curvatura media F in Rn+m come un
sottoinsieme di Rn+m × [0, t0), semplicemente associando ad
F : Ω× [0, t0)→ Rn+m
la sua traccia nello spazio-tempo:
M = {(F (x, t), t) : x ∈ Ω, t ∈ [0, t0)}. (4.38)
Definizione 4.18 (Densita` Gaussiana) Sia M un flusso per curvatura
media come in (4.38). Allora la densita` Gaussiana di M in X = (x, t) di
raggio r e`
Θ(M, X, r) :=
∫
y∈M(t−r2)
1
(4pir2)
n
2
e
−|y−x|2
4r2 dHn(y),
in cui si intende che M(t− r2) =M∩ {X = (y, s) : s = t− r2}.
Si puo` provare, in analogia con la formula di monotonia per le superfici
minime, che la quantita` Θ(M, X, r) e` monotona in r per cui ha limite e
definiamo
Θ(M, X) := lim
r→0
Θ(M, X, r). (4.39)
Teorema 4.19 (White) Per ogni 0 < α < 1 esistono ε = ε(n,m,α) > 0
e C = C(n,m, α) > 0 tali che se M e` il flusso per curvatura media di un
grafico n dimensionale in Rn+m e se per un certo aperto U ∈ Rn+m × [0, t)
ed ogni X ∈ U ed 0 < r < dist(x,U c) vale
Θ(M, X, r) ≤ 1 + ε,
allora wwu∣∣
U
ww
2,α
≤ C,
dove u e` la funzione il cui grafico parametrizza il flusso per curvatura media
e la norma di Ho¨lder e` quella parabolica.
Osservazione Questo teorema, da confrontare con il teorema di Allard, che
ne e` l’analogo ellittico, dice che possiamo avere stime locali sulle derivate
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di ogni ordine a patto di avere un controllo sulla densita` Gaussiana (che e`
l’equivalente della densita` definita in (B.1)). •
Per applicare questo teorema abbiamo bisogno della nozione di blow-
up parabolico. Esso, similmente al blow-up definito nella proposizione 5.1,
e` una dilatazione dello spazio ambiente (lo spazio-tempo) fatta in modo da
preservare il flusso per curvatura media. In tal senso e` necessario trattare
la variabile temporale diversamente dalla variabile spaziale, come gia` fatto
nell’introduzione dello norme di Ho¨lder paraboliche.
Definizione 4.20 Il blow-up parabolico di uno spazio-tempo Rn+m × [0, t0)
in (y0, t0) con parametro λ e` la bigezione
Dλ : Rn+m × [0, t0)→ Rn+m × [−λ2t0, 0)
definita da
Dλ(y, t) = (λ(y − y0), λ2(t− t0)). (4.40)
Studiare la densita` in un punto di un flusso per curvatura media
definita in (4.39) e` equivalente a studiare
lim
λ→+∞
Θ(DλM, 0, r).
4.8.2 Il teorema di esistenza per tutti i tempi
Teorema 4.21 Sia ψ ∈ C∞(Ω) che soddisfi (4.35). Allora il moto per
curvatura media, soluzione di (4.8), esiste in C∞(Ω∞) ∩ C1(Ω∞); inoltre
esiste δ > 0 tale che |Du(x, t)| ≤ 1− δ per ogni (x, t) ∈ Ω∞.
Dimostrazione Procediamo per passi.
1. Grazie al teorema 4.9 esiste ε > 0 ed una soluzione u ∈ C2,α(δ) (Ωε)
del sistema (4.8).
2. Grazie all’osservazione successiva al teorema 4.6, la soluzione tro-
vata e` anche in C1(Ωε) nel senso che per ogni t ∈ (0, ε), u(t, ·) ∈ C1(Ω). Di
conseguanza possiamo applicare le stime del gradiente sul bordo e all’interno
date dal teorema 4.17 e concludere che |Du| ≤ 1− δ.
3. L’insieme dei tempi per cui esiste la soluzione e` chiuso: se t0 < +∞
e` il sup dei tempi per cui la soluzione u esiste, allora esistono i limiti delle
derivate spaziali e della derivata temporale per t→ t−0 . Per provare questo
studiamo la possibilita` che si formi una singolarita` in (y0, t0), y0 ∈ Ω.
Usiamo il nucleo del calore all’indietro3 in (y0, t0), introdotto da Hui-
sken in [18]:
3si chiama nucleo del calore all’indietro (backward heat kernel) perche´ rispetto al nucleo
del calore standard abbiamo t < t0 e al posto di t− t0 troviamo t0− t; in effetti esso viene
utilizzato per studiare il flusso per curvatura media prima di un certo istante.
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ρy0,t0(y, t) :=
1
(4pi(t0 − t))n2
exp
(−|y − y0|2
4(t0 − t)
)
;
Con una formula di monotonia Huisken prova che limt→t0
∫
ρy0,t0dµt
esiste, dove µt = Hn Σt e Σt e` la superficie che si muove per curvatura
media. Inoltre il nucleo del calore all’indietro soddisfa la seguente equazione
provata da M-T. Wang in [40]
d
dt
ρy0,t0 = −∆Σtρy0,t0 − ρy0,t0
( |FN |2
4(t− t0)2 +
FN ·H
t− t0
)
,
dove FN (x, t) e` la proiezione di F (x, t) su NF (x,t)Σt. Ricordando che il moto
per curvatura media soddisfa
d
dt
dµt = −|H|2dµt
e utilizzando la proposizione 4.16 per avere
d
dt
∗ ω ≥ ∆Σt ∗ ω + δ|A|2,
si ottiene
d
dt
∫
(1− ∗ω)ρy0,t0dµt ≤
∫
[∆Σt(1− ∗ω)− δ|A|2]ρy0,t0dµt+
−
∫
(1− ∗ω)
[
∆Σtρy0,t0 + ρy0,t0
( |FN |2
4(t− t0)2 +
FN ·H
t− t0
)]
dµt−
−
∫
(1− ∗ω)|H|2ρy0,t0dµt. (4.41)
Tutti gli integrali sono fatti nello spazio-tempo rispetto alla misura
µt = Hn Σt. Riordinando i termini il lato destro della disuguaglianza si
riscrive come
∫ [
∆Σt(1− ∗ω)ρy0,t0 − (1− ∗ω)∆Σtρy0,t0
]
dµt − δ
∫
|A|2ρy0,t0dµt+
−
∫
(1− ∗ω)ρy0,t0
[ |FN |2
4(t− t0)2 +
FN ·H
t− t0 + |H|
2
]
dµt. (4.42)
Il primo termine si annulla integrando per parti e il terzo si completa
ad un quadrato: (4.41) diventa
d
dt
∫
(1− ∗ω)ρy0,t0dµt ≤
≤ −δ
∫
|A|2ρy0,t0dµt −
∫
(1− ∗ω)ρy0,t0
∣∣∣ |FN |
2(t0 − t) +H
∣∣∣2dµt (4.43)
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Essendo ∗ω > 0 e ρy0,t0 > 0 e` chiaro che∫
(1− ∗ω)ρy0,t0dµt ≤
∫
ρy0,t0dµt;
essendo quest’ultimo integrale finito si ricava
d
dt
∫
(1− ∗ω)ρy0,t0dµt ≤ C − δ
∫
|A|2ρy0,t0dµt
per una qualche costante C > 0
Per λ > 1 applichiamo una dilatazione parabolica Dλ in (y0, t0) come
definita in (4.40). SeM e` la traccia del flusso per curvatura media, studiamo
oraMλ := Dλ(M); indichiamo il nuovo parametro temporale con s, in modo
che t = t0 − sλ2 , e la forma volume indotta dopo il blow up sara` dµλs : e` la
forma volume sulla superficie
Σλs = F
λ
s (Ω) := λFt0+ s
λ2
(Ω).
Con un cambio di variabili
d
ds
∫
(1−∗ω)ρ0,0dµλs =
1
λ2
d
dt
∫
(1−∗ω)ρy0,t0dµt ≤
C
λ2
− δ
λ2
∫
ρy0,t0 |A|2dµt.
Si osservi che che ∗ω e` invariante per il blow up parabolico (che e` un omotetia
nelle variabili spaziali e quindi non altera i differenziali). Utilizzando il fatto
che la seconda forma fondamentale A riscala come 1λ (perche´ e` ottenuta
con le derivate seconde) e il fatto che ρy0,t0dµt e` invariante per il blow up
parabolico, si ottiene
1
λ2
∫
ρy0,t0 |A|2dµt =
∫
ρ0,0|A|2dµλs .
Quindi
d
ds
∫
(1− ∗ω)ρ0,0dµλs ≤
C
λ2
− δ
∫
ρ0,0|A|2dµλs .
Integrando rispetto a s da −1− τ a −1 per qualche τ > 0 si ottiene
δ
∫ −1
−1−τ
∫
ρ0,0|A|2dµλsds ≤
≤
∫
(1− ∗ω)ρy0,t0dµλ−1 −
∫
(1− ∗ω)ρy0,t0dµλ−1−τ +
C
λ2
. (4.44)
Osserviamo che∫
(1− ∗ω)ρ0,0dµλs =
∫
(1− ∗ω)ρy0,t0dµt0+ s
λ2
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e usiamo il fatto che limt→t−0
∫
(1− ∗ω)ρy0,t0dµt esiste per concludere che il
lato destro di (4.44) va a zero per λ→ +∞. Per ogni τ > 0 possiamo dunque
scegliere una successione λj → +∞ tale che∫ −1
−1−τ
∫
ρ0,0|A|2dµλjs ≤ C(j)
con C(j) → 0. Ma τ e` arbitrario e, a meno di scegliere i C(j) piu` piccoli
possiamo trovare una successione τj tale che
C(j)
τj
→ 0 ed una successione
sj ∈ [−1− τj , 1] tale che∫ −1
−1−τ
∫
ρ0,0|A|2dµλjsj ≤
C(j)
τj
. (4.45)
Per studiare (4.45) notiamo che
ρ0,0(F
λj
sj )(F
λj
sj ) =
1
4pi(−sj) exp
(−|F λjsj |2
4(−sj)
)
,
dove F λjsj = λjFt0+
sj
λ2
j
.
Se consideriamo, per ogni R > 0, la palla BR(0) ⊂ Rn+m e, per j
abbastanza grande, assumiamo −1 < sj < −12 , allora∫
ρ0,0|A|2dµλjsj ≥
1
2pi
e
−R2
2
∫
Σ
λj
sj
∩BR(0)
|A|2dµλjsj .
Da cio` segue che per ogni compatto K ⊂ Rn+m si ha∫
Σ
λj
sj
∩K
|A|2dµλjsj → 0, j → +∞. (4.46)
Nel resto di questo passo vogliamo provare che (4.46) e il fatto che ∗ω
e` limitato dal basso (stime a priori del gradiente) implicano
lim
j→+∞
∫
ρy0,t0dµt0+
sj
λ2
j
= lim
j→+∞
∫
ρ0,0dµ
λj
sj ≤ 1. (4.47)
Assumiamo che l’origine sia un punto limite per Σλjsj , altrimenti non c’e` nulla
da provare. Grazie alle stime a priori del gradiente, ciascuna Σt e` grafico di
una funzione ut con gradiente equilimitato in t. Sia ora
uj := ut0+
sj
λ2
j
e facciamo un blow up ellittico (vedi proposizione 5.1) del grafico di uj di
parametro λj . La superficie che otteniamo e` il grafico di una funzione che
indichiamo
u˜j : λjΩ→ Rm.
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Naturalmente, anche |Du˜j | e` equilimitato e abbiamo ipotizzato che
lim
j→+∞
u˜j(0) = 0.
L’ipotesi sui gradienti e il corollario 2.10 al teorema di Ascoli-Arzela` dicono
che possiamo assumere u˜j → u˜∞ in C0,α sui compatti per un qualche 0 <
α < 1, con u∞ : Rn → Rm grafico Lipschitziano. Si puo` provare, come in
[19] la seguente disuguaglianza:
|Aj | ≤ |∇Σ
λj
sj du˜j | ≤ (1 + |Du˜j |2) 32 |Aj |,
essendo Aj la seconda forma fondamentale su Σ
λj
sj .
Ne segue che
u˜j → u˜∞, in C0,αloc ∩W 1,2loc
e le derivate seconde di u˜∞ sono nulle. Allora Σ
λj
sj → Σ∞−1 nel senso delle
misure di Radon in Rn+m e, inoltre, Σ∞−1 e` il grafico di un’applicazione affine.
Quindi
lim
j→+∞
∫
ρ0,0dµ
λj
sj =
∫
ρ0,0dµ
∞
−1 = 1,
che implica
lim
j→+∞
∫
ρy0,t0dµt0+
sj
λ2
j
= lim
j→+∞
∫
ρy0,t0dµt = 1.
A questo punto il teorema di White, teorema 4.19, da` le stime locali nello
spazio C2,αloc parabolico. Queste, per il teorema di Ascoli-Arzela` implica la
convergenza di sottosuccessioni con la derivara temporale e le derivate spa-
ziali. D’altronde il limite di queste sottosuccessioni e` unico e se ne conclude
che ut
C2−−→ ut0 e u risolve il sistema del moto per curvatura media (4.8)
anche in t0.
4. L’insieme dei tempi per cui la soluzione esiste e` aperto: sia t0 > 0
tale che la soluzione esiste fino a t0 nel senso che le derivate prime temporali
e le derivate di ordine minore o uguale a 2 spaziali hanno limite per t→ t−0 .
Allora al limite u(t0, ·) si riapplica il teorema di esistenza per tempi piccoli
si ha una soluzione in C2,α(δ) (Ωt0+ε) che e` soluzione anche al tempo t0 (ovvero
la soluzione prima di t0 si incolla bene con la soluzione in (t0, t0 + ε)).
Mettendo insieme il punto 3 e il punto 4 si conclude che la soluzione
esiste per tutti i tempi. ¤
4.9 Convergenza del flusso per curvatura media
L’evoluzione per curvatura media diminuisce l’area: sia Ht = ∆Ft il vettore
curvatura media, dove Ft e` l’immersione di Ω in Rn+m data dal grafico di
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u(−, t). Allora da (4.10) usata con F al posto di F˜ e` immediato ottenere
d
dt
Hn(Gut) = −
∫
Gut
Ht · ∂F
∂t
= −
∫
Ω
|Ht|2√gtdx,
dove si e` usato il fatto che(
0, . . . , 0, gij(Du)uij
)N = ∆ΣF = H.
La variazione dell’area in tempo finito si ottiene integrando rispetto al
tempo: ∫ t0
0
∫
Ω
|Ht|2√gtdxdt = A(0)−A(t0) ≤ A(0),
cioe` l’integrale a sinistra e` finito, da cui segue che esiste una successione di
tempi ti →∞ tale che ∫
Ω
|Hti |2
√
gtidx→ 0. (4.48)
Teorema 4.22 Sia data una successione di applicazioni Lipschitziane equi-
limitate uj : Ω→ Rm tali che |Duj | ≤ 1−δ, per qualche δ > 0. Supponiamo
che le variazioni prime, definite in (A.13), soddisfino
wwδGujww → 0. Allora
esiste una sottosuccessione uj′ convergente uniformemente e nel senso dei
varifold ad una funzione Lipschitziana u con |Du| ≤ 1 − δ il cui grafico e`
minimo nel senso dei varifold. Inoltre
v(Guj′ , 1)→ v(Gu, 1)
nel senso dei varifold.
Per le nozioni elementari della teoria dei varifold, si veda l’appendice.
Dimostrazione
1. Per il teorema di Ascoli-Arzela` esiste una sottosuccessione uj′ → u
uniformemente. Vogliamo provare che la convergenza e` anche nel senso dei
varifold.
Per il teorema di compattezza di Allard, teorema A.22, esiste una
sottosuccessione uj′′ tale che Uj′′ → V nel senso dei varifold, dove V =
v(Σ, θ) e` un varifold rettificabile intero, mentre Uj′′ = v(Guj′′ , 1) e` il grafico
di uj′′ visto come varifold rettificabile intero. Abbiamo finito se proviamo
che V e` il varifold indotto dal grafico di u, i.e. Σ = Gu e θ = 1 a meno di
insiemi Hn-nulli. In tal caso tutta la successione Un′ convergerebbe a V nel
senso dei varifold.
2. Proviamo che V = v(Gu, 1). Certamente sptU ⊂ Gu: sia infatti A
un aperto che non interseca il grafico di u. Quest’ultimo e` chiuso, quindi per
ogni funzione continua f a supporto compatto in A, si ha dist(spt f,Gu) =
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ε > 0. Poiche` la convergenza e` uniforme, possiamo scegliere j0 tale che per
j ≥ j0 valga ‖uj(x)− u(x)‖∞ < ε, per cui∫
Gu
f(x)dHn(x)→ 0.
Allora V (f) = 0 per ogni f supportata in A e per l’arbitrarieta` della scelta
di A il supporto di V e` contenuto in Gu.
Dimostriamo che per Hn-quasi ogni p ∈ Gu vale θ(p) = 1. Uj′′ → V
nel senso dei varifold implica che
pi#Uj′′ → pi#V (4.49)
nel senso dei varifold, dove pi : Rn+m → Rn+m e` la proiezione ortogonale su
Rn × {0}. Per provare (4.49) si usa (A.11):
pi#Uj′′(f) =
=
∫
Gn
f(pi(x), dpixS)Jpi(x, S)dUj′′ →=
∫
Gn
f(pi(x), dpixS)Jpi(x, S)dVj′′ =
= pi#V (f), (4.50)
Gn = Gn(Ω× Rm) e` il fibrato Grassmanniano su Ω× Rm, come definito in
A.18.
La (4.49) si riscrive come
Hn Ω× {0} → θHn Ω× {0},
da cui segue immediatamente che θ = 1.
3. V e` minimo perche´ dato un campo vettoriale
X ∈ C10 (Ω× Rm;Rn+m)
si ha
|Ui(divX)| =
∣∣∣ ∫
Gui
X ·Hi
∣∣∣ ≤ sup |X| ‖δUi‖ → 0.
E dalla convergenza dei varifold, si ottiene
Ui(divX)→ V (divX) = 0,
per cui il grafico limite e` minimo nel senso dei varifold. ¤
Osservazione La stessa dimostrazione si applica a grafici definiti su tutto
Rn+m e a successioni di grafici definite su insiemi che invadono Rn+m come
nel caso del blow up, proposizione 5.1 e successive. •
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Capitolo 5
Regolarita` in codimensione
arbitraria
Per studiare la regolarita` dei grafici minimi utilizzeremo una procedura di
blow-up; sappiamo che il blow-up del grafico di una funzione regolare con-
verge ad un piano. Il teorema di Allard dice che, nel caso di grafici minimi,
il viceversa e` vero: se il blow-up in un punto p di un grafico minimo e` un
piano, allora il grafico e` regolare in un intorno di p. Abbiamo ricondotto,
quindi, il problema della regolarita` a quello della classificazione degli ogget-
ti ottenuti attraverso il blow-up di grafici minimi. Poiche´ tali oggetti sono
certamente grafici minimi interi, il risultato di cui abbiamo bisogno e` un
teorema di tipo Bernstein: grafici minimi interi sono piani.
5.1 Blow up e blow down: coni minimi
Proposizione 5.1 (Blow up) Sia u : Ω → Rm Lipschitziana, |Du| ≤ K,
con Gu minimo nel senso dei varifold. Sia uλ definito da
uλ(x) =
1
λ
(u(λx)− u(x0)), x0 ∈ Ω.
Allora esiste una successione λ(i)→ 0 tale che uλ(i) → v uniformemente sui
compatti e nel senso dei varifold, dove il grafico di v : Rn → Rm e` un cono
minimo nel senso dei varifold.
Dimostrazione La convergenza ad un grafico Lipschitziano minimo di una
successione uλ(i) e` immediata conseguenza della proposizione 4.22. Possiamo
assumere, senza perdita di generalita`, che x0 = 0 e u(0) = 0.
Dimostriamo che v(τx) = τv(x) per ogni τ > 0.
v(x)− τv (x
τ
) ≤ v(x)− τuλ (x
τ
)+ τuλ (x
τ
)
− τv
(x
τ
) = (5.1)
= |v(x)− uτλ(x)|+ τ
uλ (x
τ
)
− v
(x
τ
) . (5.2)
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Grazie alla convergenza di uλ, gli ultimi due termini vanno a zero, per
cui v(τx) = τv(x). ¤
Proposizione 5.2 (Blow up di un cono) Sia u : Rn → Rm un cono1
Lipschitziano, minimo nel senso dei varifold, con |Du| ≤ K. Sia x0 ∈ Rn e
definiamo
uλ(x) =
1
λ
(u(x0 + λx)− u(x0)).
Allora esiste una successione λ(i) → 0 tale che uλ(i) → v, uniformemente
sui compatti e nel senso dei varifold, dove Gv e` un cono minimo nel senso
dei varifold. Inoltre Gv e` il un prodotto della forma R × C, con C cono
minimo di dimensione n− 1 in Rn+m−1.
Sia x˜ = (x2, . . . , xn). L’ultima affermazione vuol dire che esistono un
sistema ortonormale di coordinate in Rn, una funzione v˜ : Rn−1 → Rm e
σ ∈ R tali che
v(x1, . . . , xn) = σx1 + v˜(x˜) (5.3)
e Gv˜ e` un cono minimo.
Dimostrazione Possiamo applicare la proposizione 5.1 a u e ottenere un’ap-
plicazione Lipschitziana v, limite uniforme di uλ, con Gv varifold minimo.
Vogliamo dimostrare che
v(x+ τx0) = v(x) + τv(x0) = v(x) + τu(x0), ∀τ ∈ R.
Usando la convergenza di uλ a v abbiamo
v(x+ τx0) = lim
λ→0+
u(x0 + λ(x+ τx0))− u(x0)
λ
=
= lim
λ→0+
u((1 + λτ)x0 + λx)− u(x0)
λ
=
= lim
λ→0+
(1 + λτ)u(x0 + λ1+λτ x)− (1 + λτ)u(x0) + λτu(x0)
λ
= lim
λ→0+
(u(x0 + λ1+λτ x)− u(x0))
λ
(1+λτ)
+ τu(x0) = v(x) + τu(x0). (5.4)
Si noti che si e` utilizzato il fatto che per |λτ | < 1 si ha 1 + λτ > 0 e
dunque u((1 + λτ)x0 + λx) = (1 + λτ)u(x0 + λ1+λτ x) perche´ Gu e` un cono.
Scegliendo una base di Rn del tipo
{
x0
|x0| , v2, . . . , vn
}
, dove v2, . . . , vn e` un
completamento di x|x0| ad una base ortonormale, e` chiaro che v soddisfa (5.3).
1un cono C ⊂ Rn+m con vertice nell’origine e` un insieme tale che per ogni λ > 0 valga
λC = C.
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Per vedere che il grafico di v˜ := v
∣∣
{0}×Rn−1 e` minimo si consideri un
campo vettoriale X˜(x˜, y1, . . . , ym) in C10 (Rn−1+m;Rn−1+m) ed una funzione
ρ : R→ R≥0 a supporto compatto e non identicamente nulla. Sia
X(x1, . . . , xn) = ρ(x1)X˜(x˜).
Poiche´ Gv e` minimo e grazie al teorema di Fubini-Tonelli abbiamo
0 =
∫
Gu
divX =
∫
Rn
divX(x)
√
gu(x)dx =
=
∫
R
∂ρ
∂x1
ρ(x1)dx1
∫
Rn−1
X˜(x˜)
√
gu(x˜)dx˜+
+
∫
R
ρ(x1)dx1
∫
Rn−1
d˜ivX˜(x˜)d(x˜) = c
∫
Gv˜
d˜ivX˜ (5.5)
Nell’ultima uguaglianza si e` utilizzato il fatto che
∫
R
∂ρ
∂x1
(x1)dx1 = 0 perche´
ρ e` a supporto compatto; si e` anche usato che
√
gu dipende solo da x˜ grazie
a (5.3). Si e` indicato con d˜iv l’operatore divergenza su {0} × Rn−1 × Rm e,
infine, c =
∫
R ρ(x1)dx1. ¤
Proposizione 5.3 (Blow down) Sia u : Rn → Rm Lipschitziana, |Du| ≤
K, con Gu minimo nel senso dei varifold. Sia uλ definito da
uλ(x) =
1
λ
u(λx).
Allora esiste una successione λ(i) → ∞ tale che uλ(i) → v uniformemente
sui compatti e nel senso dei varifold, dove il grafico di v e` un cono minimo
nel senso dei varifold.
Dimostrazione Come la proposizione 5.1, con λ→∞ anziche´ λ→ 0. ¤
5.2 Un teorema di tipo Bernstein
Si e` soliti chiamare teorema di Bernstein un teorema di rigidita` che, sotto
opportune ipotesi, dice che un grafico intero minimo dev’essere un piano (un
sottospazio affine di dimensione n). L’enunciato originale e`
Teorema 5.4 Sia u : R2 → R una funzione di classe C2 che soddisfi l’equa-
zione delle superfici minime. Allora u e` affine, i.e. u(x, y) = y0+σ1x+σ2y,
con σ1, σ2 ∈ R.
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Esso risale ad una memoria di Bernstein pubblicata nel 1927, ma ne
esistono varie dimostrazioni alternative e generalizzazioni. De Giorgi [6]
dimostra che il teorema di Bernstein vale anche per grafici 3 dimensionali in
R4, mentre Simons in [38] prova il teorema di Bernstein in Rn+1 per n ≤ 7.
Questo risultato e` preciso per quanto riguarda la dimensione perche´ in [3]
Bombieri, De Giorgi e Giusti mostrano che esiste una funzione u : R8 → R
non affine il cui grafico e` minimo.
Precedentemente Moser aveva provato in [32] che un grafico minimo
di una funzione scalare di gradiente limitato e` un sottospazio affine.
In codimensione maggiore, Lawson e Osserman [25] hanno mostrato
che il cono costruito sulla mappa di Hopf (3.9) e` minimo, teorema 3.5.
Inoltre e` chiaro che la tale cono e` il grafico di una funzione di gradiente
limitato; questo in contrasto con in risultato di Moser in codimensione 1.
I primi teoremi di tipo Bernstein in codimensione arbitraria vengono
provati in [16] da Hildebrandt, Jost e Widman attraverso lo studio della
mappa di Gauss di un grafico minimo. Con un approccio simile, Jost e Y.
L. Xin in [21] migliorano il risultato di [16], ottenendo il seguente teorema.
Teorema 5.5 Sia u : Rn → Rm di classe C∞ che soddisfi il sistema delle
superfici minime (1.19). Sia ∗ω = (det(I + Du∗Du))− 12 e sia β0 > 0 tale
che
β0 <
{
2 se m ≥ 2
∞ se m = 1. (5.6)
Allora, se ∗ω ≥ 1β0 , u e` affine.
Confrontando questo teorema con il risultato di Moser, si osserva che
l’ipotesi ∗ω ≥ 1β0 implica Du ≤ β20 − 1, mentre in codimensione 1, benche´
si richieda che il gradiente di u sia limitato, non si impone quale costante
debba maggiorarlo. Il teorema che dimostriamo di seguito, dovuto a Mu-
Tao Wang [42], implica il risultato di Moser per la codimensione 1 e, come
mostreremo, il risultato di Jost e Xin per la codimensione arbitraria. Esso e`
un’estensione naturale del teorema di Moser perche´ richiede solamente che
|Du| sia limitato e area-decreasing. Quest’ultima ipotesi e` sempre vera in
codimensione 1, quindi le ipotesi del teorema di Wang in codimensione 1
sono le stesse del teorema di Moser.
Teorema 5.6 Sia u : Rn → Rm un’applicazione C2 e area-decreasing che
soddisfa il sistema delle superfici minime (4.7). Supponiamo che |Du| ≤ K
per qualche K > 0. Allora u e` lineare.
Dimostrazione Sia δ > 0 tale che λiλj ≤ 1− δ per i 6= j, dove i λi sono i
valori singolari di Du.
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1. Denotiamo con ∆Σ il Laplaciano su Σ = Gu, rispetto alle coordi-
nate della parametrizzazione x→ (x, u(x)).
∆Σ(ln ∗ω) =
∗ω∆Σ ∗ ω −
∇Σ ∗ ω2
|∗ω|2 . (5.7)
La derivata covariante di ∗ω si calcola applicando la decomposizione in valori
singolari di Du e l’equazione (4.30) a (4.24):
(∗ω)k = − ∗ ω(
∑
i,α
λαih
α
ik) = − ∗ ω(
∑
i
λih
i
ik). (5.8)
L’equazione (4.32) puo` essere riscritta come
∆Σ ∗ ω = − ∗ ω
(∑
α,i,k
(hαik)
2 + 2
∑
i,j,k
i<j
(−λjλihiikhjjk + λjλihijkhjik)
)
. (5.9)
Questo si vede facilmente scambiando i e j e invertendo α e β quando si
somma su questi indici. Inserendo (5.9) e (5.8) in (5.7) si ottiene
∆Σ(− ln ∗ω) =
= ∗ω
(∑
α,i,k
(hαik)
2+2
∑
i,j,k
i<j
λjλih
i
jkh
j
ik−2
∑
i,j,k
i<j
λjλih
i
ikh
j
jk+
∑
k
(∑
i
λih
i
ik
)2)
=
= ∗ω
(∑
α,i,k
(hαik)
2 +
∑
i,k
λ2i (h
i
ik)
2 + 2
∑
k,i,j
i 6=j
λiλjh
i
jkh
j
ik
)
≤
≥ ∗ω
(∑
α,i,k
(hαik)
2+2
∑
k,i,j
i6=j
λiλjh
i
jkh
j
ik
)
≥ ∗ω
(
|A|2−(1−δ)|A|2
)
≥ δ|A|2∗ω.
(5.10)
Si osservi che per dimostrare che − ln ∗ω e` una funzione subarmonica, abbia-
mo utilizzato solamente la condizione |λiλj | ≤ 1: abbiamo quindi provato
che − ln ∗ω e` una funzione subarmonica sui grafici area-decreasing.
L’ipotesi che |Du| sia limitato implica che ∗ω ≥ K1 > 0 per un certo
K1, da cui ln(∗ω) e` limitato dal basso da lnK1.
2. Applichiamo un blow down al grafico di u, e per la proposizione
5.3 abbiamo una successione equilipschitziana
uλ(j)(x) =
1
λ(j)
u(λ(j)x)
che converge uniformemente ad una funzione Lipschitziana u per cui valgono
ancora le stesse condizioni sul massimo e sui valori singolari del differenzia-
le. In particolare u e` area-decreasing. Inoltre la convergenza e` anche nel
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senso dei varifold e Gu e` un cono minimo nel senso dei varifold con vertice
nell’origine. Il differenziale di u e` positivamente omogeneo, ovvero
Du(tx) = Du(x), t > 0, x ∈ Rn\{0}.
Si osservi che il cono non e` necessariamente regolare nell’origine, ma sup-
porremo che lo sia in tutti gli altri punti. Il caso generale e` affrontato nel
passo 3. L’omogeneita` di Du implica che su qualunque corona circolare cen-
trata nell’origine ∗ω assume un minimo interno; d’altronde il principio di
massimo si applica a (5.9) e ne segue che |A| = 0 su ogni corona circolare
e quindi su Rn\{0}. L’annullamento della seconda forma fondamentale im-
plica che il cono e` e` un sottospazio, i.e. u e` lineare. Dimostriamo ora che
Du(x) = Du(0) per ogni x ∈ Rn e quindi u e` lineare. Siano δ e γ come nel
teorema di Allard, teorema B.2, j0 e ρ tali che per ogni j ≥ j0
Hn Guj (B(x0, ρ))
ρnωn
≤ 1 + δ,
dove questo e` possibile perche´ dalla convergenza dei varifold abbiamo
Hn Guj (B(x0, ρ))
ρnωn
→ H
n Gu(B(x0, ρ))
ρnωn
= 1.
Allora le uj ∈ C1,α(Bnγρ(0)) e sono equilimitate in C1,α(Bnγρ(0)), grazie a
(B.3), dove Bnr (x) e` la palla in Rn di centro x e raggio r. Per il teorema
di Ascoli-Arzela` una sottosuccessione, ancora indicata uj , converge C1 in
B(0, γρ) all’applicazione lineare u. Per ogni x ∈ Rn si ha che definitivamente
x
λ(j) ∈ B(0, γρ) e Duj ( xλ(j)
)
−Du
(
x
λ(j)
) < ε.
Mandando ε a 0 e osservando che Duj
(
x
λ(j)
)
= Du(x) otteniamo che il
differenziale di u e` costante e, dal teorema del valor medio di Lagrange si
deduce che u e` lineare.
3. Se il blow down genera un cono con almeno una singolarita` x0 6= 0,
possiamo applicare un blow up in x0 e, per la proposizione 5.2 otteniamo un
cono minimo di dimensione n− 1 in Rn+m−1. Se tale cono e` C2 tranne che
nell’origine, possiamo applicare il punto 2 per dimostrare che la singolarita`
che l’aveva originato non esiste, assurdo. Altrimenti continuiamo indutti-
vamente con blow up, finche´ non otteniamo un cono con singolarita` al piu`
nell’origine. Tale cono deve esistere perche´ i coni di dimensione 1 (unione di
due semirette) non hanno singolarita` al di fuori dell’origine. Grazie al passo
2 otteniamo un assurdo. ¤
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Osservazione Questo teorema implica il teorema 5.5 perche´ l’ipotesi (5.6)
puo` essere letta come
1 +
n∑
i=1
λ4i + 2
∑
1≤i<j≤n
λ2iλ
2
j ≤
n∏
i=1
(1 + λ2i ) =
1
∗ω2 ≤ 4− δ, δ > 0.
Se per ogni 1 ≤ i ≤ n accade che λ4i < 1 − δ2 , certamente λiλj ≤ 1 − ε per
qualche ε e, dunque, u e` area-decreasing. Se per qualche indice i vale λ4i ≥ δ2
si ottiene la stima ∑
1≤i<j≤n
λ2iλ
2
j ≤ 1− ε
per qualche ε, da cui la condizione area-decreasing. •
5.2.1 Commenti al teorema di Bernstein: la mappa di Gauss
La dimostrazione di Mu-Tao Wang del teorema 5.6 si basa sulla disugua-
glianza (5.10) che dice che − ln ∗ω e` una funzione subarmonica su Σ (rispetto
alla metrica Riemanniana di Σ). Diamo una spiegazione di questo fatto.
Definizione 5.7 (La mappa di Gauss) Data una sottovarieta` di dimen-
sione n Σ ⊂ Rn+m, la mappa di Gauss
γ : Σ→ G(n,m)
e` l’applicazione che associa ad ogni x ∈ Σ lo spazio tangente TxΣ, visto
come elemento della Grassmanniana degli n-piani in Rn+m.
La struttura differenziale e, in particolar modo, la struttura Rieman-
niana di G(n,m) sono studiate da Yung-Chow Wong in [46] e da Jost e
Xin in [21]. Il teorema fondamentale riguardante la mappa di Gauss delle
superfici minime e` dovuto a Ruh e Vilms [36]:
Teorema 5.8 La mappa di Gauss γ di una sottovarieta` Σ ⊂ Rn+m e` ar-
monica se e solo se la curvatura media H di Σ e` parallela, i.e.
∇ΣH = 0.
In particolare, se Σ e` minima, i.e. H = 0, la sua mappa di Gauss e`
armonica. Jost e Xin osservano che la condizione ∗Ω ≥ 1β0 , individua una
regione della Grasmanniana su cui
f(L) := ln
√
det(I + L∗L) (5.11)
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e` convessa2 (in (5.11) si identifica un piano con l’applicazione lineare L :
Rn → Rm di cui e` grafico; considereremo solo la regione della Grassmanniana
costituita da tali piani). In [43], Mu-Tao Wang dimostra che f e` convessa su
una regione della Grassmanniana piu` ampia: i grafici di applicazioni lineari
area-decreasing. Quindi ∗ω = f ◦ γ e` subarmonica perche´ composizione di
un’applicazione armonica e una funzione convessa.
E` facile osservare che una ulteriore estensione di tale regione della
Grasmanniana, porterebbe un’immediata estensione del teorema 5.6 e del
teorema di regolarita` che ne segue: il teorema 5.9.
5.3 Regolarita` dei grafici minimi area-decreasing
Il seguente teorema di regolarita`, dovuto a Mu-Tao Wang [39], e` conseguen-
za del teorema di regolarita` di Allard e del teorema di Bernstein 5.6. Le
ipotesi sono analoghe a quelle di codimensione 1, poiche´ in tal caso tutte
le funzioni sono area-decreasing. E` anche opportuno osservare che, a causa
del controesempio di Lawson e Osserman, teorema 3.5, un’ipotesi su Du e`
naturale.
Teorema 5.9 Sia data u : Ω → Rm un’applicazione Lipschitziana che sod-
disfi il sistema delle superfici minime (1.19) e supponiamo che esista ε > 0
tale che
λiλj ≤ 1− ε, i 6= j,
dove i λi sono i valori singolari di Du. Allora u ∈ C∞(Ω;Rm)∩C0(Ω;Rm).
Dimostrazione
1. Sia x0 ∈ Ω. A meno di traslazioni, possiamo supporre x0 = 0 e
u(0) = 0. Applicando un blow-up in 0, vedi proposizione 5.1, otteniamo
ui := uλ(i) → v uniformemente e nel senso dei varifold, dove Gv e` un cono ed
e` minimo nel senso dei varifold. Inoltre la convergenza uniforme conserva la
proprieta` area-decreasing e il sup delle derivate.
Se v e` C2 tranne al piu` in 0, allora v e` affine per il teorema 5.6. In
particolare Hn Gv(B1(0)) = ωn, dove ωn = Ln(Bn1 (0)). Dalla convergenza
dei varifold (la convergenza uniforme non sarebbe sufficiente) abbiamo
Hn Gu(Bλ(0))
ωnλn
=
Hn Guλ(B1(0))
ωn
→ H
n Gv(B1(0))
ωn
= 1
2convessa in questo caso vuol dire che, data una geodetica γ → Ξ, dove Ξ ⊂ G(n,m)
e` il sottoinsieme della Grassmanniana costituito dai grafici area-decreasing, si ha che
d2
dt2
(
− ln
√
det(I + L∗L) ◦ γ
)
≥ 0.
Questa nozione di convessita` e` diversa da quella utilizzata in codimensione 1 quando
si dice che
√
1 + |Du|2 e` una funzione convessa: in questo caso, infatti, lo spazio delle
matrici 1×n in cui vive Du e` dotato della metrica piatta, ben distinta dalla metrica della
Grassmanniana.
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Siano δ e γ con nel teorema di Allard B.2; sia V = v(Gu, 1) e ρ > 0 tale che
Bρ(0) ⊂ Ω× Rm e
µV (Bρ(0))
ωnρn
≤ 1− δ.
Si applica il teorema di regolarita` di Allard, da cui u ∈ C1,α(Bγρ(0)).
2. Supponiamo ora che il cono minimo generato dal blow up al punto
1 non sia C2 in Rn\{0}. Come nella dimostrazione del teorema 5.6, suppo-
niamo, per assurdo, che esista x0 6= 0 in cui il cono generato dal blow-up
sia non regolare. Possiamo generare un cono in (x0, v(x0)) con un ulteriore
blow-up. Grazie alla proposizione 5.2, tale cono si fattorizza e otteniamo un
cono di dimensione n − 1. Se esso e` regolare tranne che al piu` nell’origine,
applicando il passo precedente otteniamo che v e` regolare in x0, assurdo.
Allora, induttivamente, eseguiamo blow-up e troviamo coni con sin-
golarita` fin quando non arriviamo ad un cono di dimensione 1, unione di 2
semirette, che non puo` avere singolarita` se non nell’origine.
3. La regolarita` delle derivate di ordine superiore e` conseguenza delle
stime di Schauder ed e` la parte facile del teorema che segue (la parte difficile
e` la dimostrazione del fatto che le soluzioni C1 sono C1,α). ¤
OsservazioneA causa del teorema di Allard B.3, le soluzioni u del problema
di Dirichlet sono regolari fin sul bordo se Ω e` strettamente convesso. •
Teorema 5.10 (Morrey [29]) Le soluzioni u ∈ C1(Ω;Rm) del sistema
delle superfici minime in forma di divergenza (1.19) sono analitiche.
Cenni della dimostrazione Non dimostreremo l’analiticita`, per la quale
si puo` consultare [30].
1. Il primo passo e` un’applicazione del metodo dei rapporti incre-
mentali per dimostrare che le soluzioni deboli W 1,2(Ω;Rm) del sistema delle
superfici minime (1.19) sono W 2,2.
2. Derivando il sistema delle superfici minime si ottiene che le derivate
prime Dsu soddisfano
∂
∂xi
(
Aijαβ(Du(x))
∂
∂xj
(Dsuβ(x))
)
= 0 (5.12)
in senso debole, dove
Aijαβ(p) :=
∂2F
∂pαi ∂p
β
j
(p),
F (p) :=
√
det
(
I + p∗p
)
,∀p ∈Mm×n.
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Vediamo p come una matrice m × n. F e` l’integando del funzionale area
(1.21) ed e` strettamente policonvesso3; le sue derivate seconde soddisfano la
condizione di Legendre-Hadamard: per ogni p ∈Mm×n esiste λ > 0 tale che
Aijαβ(p)ξiξjη
αηβ ≥ λ|ξ|2|η|2. (5.13)
3. Per ipotesi u ∈ C1(Ω;Rm), quindi Aijαβ(Du) e` continuo. D’ora in
poi sia v := Dsu, x0 ∈ Ω, 0 < ρ < R < dist(x0, ∂Ω) e v la soluzione debole
di 
∂
∂xi
(
Aijαβ(Du(x0))
∂
∂xj
(v(x))
)
= 0 in BR(x0);
v = v su ∂BR(x0).
(5.14)
Tale soluzione esiste perche´, essendo Aijαβ(Du(x0)) costante, il sistema (5.14)
e` lineare. Le disuguaglianze classiche dell’energia per v sono∫
Bρ
|Dv|2 ≤ c
( ρ
R
)n ∫
BR
|Dv|2 (5.15)
e, definendo la media di una funzione fx0,ρ :=
1
|Bρ|
∫
Bρ(x0)
f,∫
Bρ
|Dv − (Dv)x0,ρ|2 ≤ c
( ρ
R
)n+2 ∫
BR
|Dv − (Dv)x0,ρ|2 (5.16)
Quindi v = v + (v − v) soddisfa∫
Bρ
|Dv|2 ≤
≤
∫
Bρ
|Dv|2 +
∫
Bρ
|Dv −Dv|2 ≤ c
( ρ
R
)n ∫
BR
|Dv|2 +
∫
Bρ
|Dv −Dv|2 ≤
≤ c
( ρ
R
)n ∫
BR
|Dv|2 + c1
∫
BR
|Dv −Dv|2; (5.17)
3una funzione F definita su uno spazio di matrici Mm×n si dice policonvessa se esiste
una funzione convessa g : Rd → R tale che
F (p) = g(Min(p)), ∀p ∈Mm×n,
dove Min :Mm×n → Rd e` la funzione che associa ad ogni matrice l’insieme di tutti i suoi
minori. Grazie alla formula di Cauchy-Binet [9], [11],
F (p) =
√∑
k
M2k ,
essendo M2k la somma dei quadrati dei minori k × k. La policonvessita` stretta (g e`
strettamente convessa) implica la condizione di Legendre-Hadamard.
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∫
Bρ
|Dv − (Dv)x0,ρ|2 ≤
≤
∫
Bρ
|Dv − (Dv)x0,ρ|2 +
∫
Bρ
|D(v − v)− (Dv − v)x0,ρ|2 ≤
≤ c
( ρ
R
)n+2 ∫
BR
|Dv − (Dv)x0,ρ|2 +
∫
Bρ
|Dv −Dv|2 ≤
≤ c
( ρ
R
)n+2 ∫
BR
|Dv − (Dv)x0,ρ|2 + c1
∫
Bρ
|Dv −Dv|2. (5.18)
Mettendo insieme (5.12) e (5.14), omettendo gli indici i, j, α, β e ab-
breviando A(Du(x)) = A(x) si ottiene
D
(
A(x0)D(v − v)
)
= D
(
[A(x0)−A(x)]Dv
)
Poiche´ v − v ∈ W 1,20 (BR) possiamo sceglierlo come funzione test nella
precedente equazione; usando l’ellitticita` (5.13) e integrando per parti si
ha
∫
BR
|D(v − v)|2 ≤
∫
BR
A(x0)D(v − v)D(v − v) ≤
≤
∫
BR
[A(x0)−A(x)]Dv(x)D(v(x)− v(x))dx. (5.19)
Applicando ab ≤ εa2 + b2ε con a = |A(x) − A(x0)||Dw| e b = |D(v − v)| si
ottiene ∫
BR
|D(v − v)|2 ≤ cω(R)2
∫
BR
|Dv|2, (5.20)
essendo c una costante assoluta e ω(R) := supBR |A(x)−A(x0)|.
La stima (5.20) inserita in (5.17) da`∫
Bρ
|Dv|2 ≤ c
[( ρ
R
)n
+ ω(R)2
] ∫
BR
|Dv|2;
scegliendo R in modo che ω(R) < δ per un certo δ > 0 ed applicando un
lemma algebrico4 si ottiene ∫
Bρ
|Dv|2 ≤ cρn−ε, (5.21)
4Lemma Siano date una funzione positiva non decrescente Φ e costanti positive
A,B, α, β con α > β e sia R0 tale che
Φ(ρ) ≤ A
[( ρ
R
)α
+ δ
]
Φ(R) +BRβ , 0 < ρ < R ≤ R0;
allora per ε e δ sufficientemente piccoli vale
Φ(ρ) ≤ c(α, β,A, ε, δ)
[( ρ
R
)α−ε
Φ(R) +Bρβ
]
, 0 < ρ < R ≤ R0.
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essendo c una costante dipendente dall’oscillazione ω(R). La stima (5.21)
al variare di x0 in un aperto dice che Dv ∈ L2,n−εloc (Ω).5 Usando la disugua-
glianza di Poincare´∫
Bρ
|v − vx0,ρ|2 ≤ cρ2
∫
Bρ
|Dv|2 ≤ cρn+2−ε,
che, valida in un aperto, implica v ∈ L2,n+2−εloc (Ω) ∼= C0,σ(Ω) per σ = 2−ε2 ,
ovvero u ∈ C1,σ(Ω).
4. Grazie al punto precedente u ∈ C1,σ(Ω;Rm) e di conseguenza
Aijαβ ∈ C0,σ(Ω). Si puo`, dunque, stimare il modulo di continuita` di A(x)
avendo ω(R) ≤ Rα. Inserendo (5.20) in (5.18) e applicando (5.21) abbiamo∫
Bρ
|Dv − (Dv)x0,ρ|2 ≤ c
( ρ
R
)n+2 ∫
BR
|Dv − (Dv)x0,ρ|2 + cω(R)2
∫
BR
|Dv|2 ≤
≤ c
( ρ
R
)n+2 ∫
BR
|Dv − (Dv)x0,ρ|2 +Rn+2σ−ε. (5.22)
Applicando il lemma algebraico con β = n+ 2σ − ε si conclude∫
Bρ
|Dv − (Dv)x0,ρ|2 ≤ cρn+2σ−ε,
quindi Dv ∈ L2,2+2σ−εloc (Ω) ∼= C0,σ−
ε
2 (Ω); a questo punto sappiamo che Dv
e` localmente limitata e possiamo porre ε = 0 in (5.22), concludendo Dv ∈
C0,σ(Ω), ovvero u ∈ C2,σ(Ω).
5. Essendo u ∈ C2,σ(Ω), il sistema delle superfici minime puo` essere
scritto nella forma non variazionale
n∑
i,j=1
gij(Du)Dijuα = 0, α = 1, . . . ,m.
5Lp,λ e Lp,λ sono gli spazi di Morrey e Campanato, rispettivamente.
Lp,λ(Ω) :=
{
u ∈ Lp(Ω) : sup
x0∈Ω
0<ρ<diamΩ
1
ρλ
∫
Ω∩Bρ(x0)
|u|pdx < +∞
}
Lp,λ(Ω) :=
{
u ∈ Lp(Ω) : sup
x0∈Ω
0<ρ<diamΩ
1
ρλ
∫
Ω∩Bρ(x0)
|u− ux0,ρ|pdx < +∞
}
Utilizziamo il seguente teorema di Campanato [4]:
Teorema 5.11 Sia n < λ ≤ n+ p; allora
Lp,λ(Ω) ∼= C0,σ(Ω), σ = λ− n
p
,
mentre per λ > n+ p lo spazio Lp,λ contiene solo le funzioni costanti.
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Poiche´ gij ∈ C1,σ(Ω), e` possibile derivare il sistema e ottenere, sempre per
mezzo dei rapporti incrementali
n∑
i,j=1
gij(Du)Dij(Dsu) = −
n∑
i,j=1
Dsg
ij(Du)Diju =: h(Du). (5.23)
Dalle stime di Schauder classiche non variazionali sappiamo che se aij , f ∈
Ck,σ(Ω), allora le soluzioni di
n∑
i,j=1
aij(x)Diju(x) = f(x)
appartengono a Ck+2,σ(Ω).
Proviamo induttivamente che le soluzioni u del sistema delle super-
fici minime sono Ck,σ per ogni k ∈ N. Per k = 1, 2 si tratta del risul-
tato dei punti 4 e 5. Supponiamo induttivamente u ∈ Ck,α(Ω). Allora
gij(Du(x)), h(Du(x)) ∈ Ck−1,α e per le stime di Schauder applicate a (5.23),
Du ∈ Ck,α(Ω). L’induzione e` provata e quindi u ∈ C∞(Ω;Rm). ¤
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Appendice A
Geometria dei Varifold
A.1 Sottoinsiemi di Rn+m rettificabili
Molte delle definizioni e proposizioni del capitolo 1 possono essere applicate
a particolari sottoinsiemi di Rn+m che non necessariamente godono di una
struttura di sottovarieta` C1. Cio` di cui abbiamo bisogno e` una classe di
sottoinsiemi misurabili di Rn+m sufficientemente generale da comprendere i
grafici di funzioni Lipschitziane, ma contenente solamente oggetti sui quali
sia possibile sviluppare le nozioni del calcolo differenziale.
La necessita` di considerare oggetti piu` generali delle sottovarieta` re-
golari puo` essere apprezzata nel teorema 4.22. La dimostrazione fa uso del
teorema di compattezza di Ascoli-Arzela`, che fornisce la convergenza uni-
forme di funzioni equicontinue ed equilimitate. Tuttavia, la convergenza
uniforme di funzioni C1 con gradiente equilimitato non e` necessariamente
una funzione C1, ma e` certamente una funzione Lipschitziana.
Queste considerazioni suggeriscono l’utilita` della definizione di insieme
n-rettificabile.
Definizione A.1 Un sottoinsieme Boreliano M ⊂ Rn+m si dice numera-
bilmente n-rettificabile se
M ⊂ N0 ∪
( ∞⋃
j=1
Nj
)
, (A.1)
dove Hn(N0) = 0 e, per j ≥ 1, Nj e` una sottovarieta` C1 di Rn+m di
dimensione n.
La connessione tra insiemi rettificabili ed applicazioni Lipschitziane
e` conseguenza essenzialmente dei teoremi di Rademacher e Whitney, per le
cui dimostrazioni consigliamo [9], [11] e [37].
Teorema A.2 (Rademacher) Ogni funzione f : Rn → R Lipschitziana e`
differenziabile Ln-quasi ovunque, dove Ln e` la misura di Lebesque in Rn. In
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particolare e` ben definito q.o.
∇f :=
( ∂f
∂x1
, · · · , ∂f
∂xn
)
e vale Ln-q.o.
lim
x→x0
f(x)− f(x0)−∇f · (x− x0)
|x− x0| = 0.
Osservazione ∇f e` limite q.o. di funzioni misurabili (i rapporti incremen-
tali) ed e` pertanto misurabile. Inoltre se f e` Lipschitziana con costante di
Lipschitz K, e` chiaro che |∇f | ≤ K, per cui ∇f ∈ L∞(Rn;Rn). •
Il seguente teorema verra` chiamato teorema di Whitney perche´ e` una
conseguenza abbastanza immediata di un celebre teorema di estensione di
Whitney.
Teorema A.3 (Whitney) Sia f : Rn → R una funzione Lipschitziana.
Allora per ogni ε > 0 esiste una funzione h : Rn → R di classe C1 tale che
Ln({x ∈ Rn : f(x) 6= h(x)} ∪ {x ∈ Rn : ∇f(x) 6= ∇h(x)}) < ε.
Il termine a destra dell’unione e` ben definito a meno di insiemi di misura
nulla grazie al teorema di Rademacher.
Proposizione A.4 (Caratterizzazione degli insiemi rettificabili)
Un sottoinsieme M ⊂ Rn+m e` numerabilmente n-rettificabile se e solo se
esiste una successione di applicazioni Lipschitziane Fj : Rn → Rn+m ed un
insieme M0 con Hn(M0) = 0 tali che
M =M0 ∪
( n⋃
j=1
Fj(Aj)
)
, (A.2)
dove Aj ⊂ Rne` misurabile per ogni j.
Dimostrazione (⇒) Ogni sottovarieta` Nj in Rn+m di classe C1 e` local-
mente immagine di applicazioni C1 che indichiamo hij : Bn ⊂ Rn → Rn+m.
Allora
Nj ⊂ Ej ∪
( ∞⋃
i=1
hij(Bn)
)
, Hn(Ej) = 0. (A.3)
Se vale (A.1), scegliamo hij come detto in maniera che valga (A.3). Siano
Aij := g−1ij (M) e N0 :=
⋃n
j=1Ej . Allora
M = N0 ∪
( n⋃
i,j=1
hij(Aij)
)
.
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Essendo Aij Boreliano perche´ controimmagine di un Boreliano e non essen-
do restrittivo supporre che gij sia Lipschitziana (i.e. il suo gradiente sia
limitato), abbiamo ottenuto (A.2).
(⇐) Siano Fj come in (A.2). Per il teorema di Whitney e` possibile
trovare una famiglia hij : Rn → Rn+m di applicazioni C1 tali che
Fj(Aj) ⊂ Ej ∪
( ∞⋃
i=1
hij(Rn)
)
, ∀j ≥ 1. (A.4)
Infatti e` sufficiente scegliere hij come nell’enunciato del teorema di Whitney
con ε = 1i . Se Dij e` l’insieme su cui hij o ∇hij non coincidono con Fj o
con ∇Fj e se Dj := ∩iDij e` chiaro che Ln(D) = 0 e, dalla formula dell’area,
Hn(Fj(D)) = 0. Allora si pone Ej := F (Dj) e vale (A.4).
Sia Cij := {x ∈ Rn : rankhij(x) < n}. Allora Hn(hij(Cij)) = 0 per il
lemma di Sard. Poniamo
N0 :=
( ∞⋃
j=1
Ej
)
∪
( ∞⋃
i,j=1
Cij
)
.
Allora Hn(N0) = 0 ed
M ⊂ N0 ∪
(
Nij
)
,
con Nij := hij(Rn\Cij) unione numerabile di sottovarieta` C1 per il teorema
del rango massimo (Nij e` una sottovarieta` C1 se hij e` iniettiva, altrimenti
si usa la locale iniettivita` di hij per scrivere Nij come unione di sottovarieta`
C1 e di un insieme di misura nulla). ¤
Corollario A.5 L’immagine di un’applicazione Lipschitziana
F : Ω ⊂ Rn → Rn+m
e` un insieme numerabilmente n-rettificabile. In particolare il grafico di una
funzione Lipschitziana u : Ω→ Rm e` n-rettificabile.
Poiche´ gli unici insiemi rettificabili Σ che utilizziamo sono i grafici di
funzioni Lipschitziane, non e` restrittivo supporre che Hn Σ sia localmente
finita, ovvero, per ogni compatto K ⊂ Rn+m, Hn(Σ ∩K) <∞.
Definizione A.6 (Piano tangente) Dato un insieme numerabilmente n-
rettificabile Σ in Rn+m definiamo piano tangente a Σ in p, se esiste, l’unico
sottospazio n-dimensionale P in Rn+m tale che
lim
λ→0
∫
ηp,λ
f(y)dHn(y) =
∫
P
f(y)dHn(y), ∀f ∈ C0c (Rn+m),
Dove ηp,λ(y) := λ−1(y− p) per ogno y ∈ Rn+m. Tale piano P verra` indicato
TpΣ.
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Dato Σ n-rettificabile in Rn+m, ad esempio una sottovarieta` Lipschi-
tziana, il suo piano tangente e` ben definito Hn-q.o. E` chiaro che se Σ e`
di classe C1, allora il piano tangente appena definito coincide con il piano
tangente definito per sottovarieta` regolari come insieme di vettori tangenti.
Dato Σ rettificabile, grazie alla proposizione A.4, per Hn-q.o. p ∈ Σ esiste
Nj(p) sottovarieta` C1 tale che p ∈ Nj(p). Si puo` mostrare che TpM = TpNj(p)
per Hn-q.o. p ∈ Σ; in particolare TpNj(p) non dipende dalla scelta delle
sottovarieta` Nj che ricoprono Σ, ne´ dalla scelta di j(p).
Per questi motivi, dato U ⊂ Rn+m aperto e data f ∈ Lip(U), e` ben
definito Hn-q.o. in Σ ∩ U il gradiente ∇Σf := ∇Njf . Quest’ultimo e` ben
definito Hn Nj-q.o. per il teorema di Rademacher.
A.2 Varifold rettificabili
Un n-varifold rettificabile e` un insieme n-rettificabile Σ dotato di una mol-
teplicita` θ. L’importanza della molteplicita` risiede nella necessita` di definire
un concetto di limite nello spazio dei varifold. Consideriamo il seguente
esempio:
Σj := {0} × (0, 1) ∪
{1
j
}
× (0, 1) ⊂ R2.
Ciascun Σj e` una sottovarieta` C∞ di R2, ma l’unico limite ragionevole al-
l’interno della categoria delle sottovarieta` e` Σ := {0} × (0, 1). Se cos`ı fosse
avremmo A(Σj) → 2 > A(Σ). Il limite tra i varifold invece e` 2Σ e la sua
massa e` 2.
Definizione A.7 (Varifold rettificabile) Un n-varifold rettificabile con
supporto in Σ e molteplicita` θ, V = v(Σ, θ), e` la misura di Radon (misura
Boreliana regolare finita sui compatti)
V := θHn Σ,
ovvero
V (A) :=
∫
A∩Σ
θ(y)dHn(y), ∀A ⊂ Rn+m Boreliano,
dove Σ ⊂ Rn+m e` n-rettificabile e θ e` positiva e localmente integrabile su Σ.
Osservazione Equivalentemente si puo` pensare ad un varifold rettificabile
come alla classe di equivalenza delle coppie (Σ, θ) con la relazione
(Σ1, θ1) ∼ (Σ2, θ2) se Hn(Σ1\Σ2 ∪ Σ2\Σ1) = 0 e θ1 = θ2, Hn − q.o. (A.5)
Infatti e` chiaro che se vale (A.5), allora v(Σ1, θ1) = v(Σ2, θ2); vicever-
sa se V = v(Σ1, θ1) = v(Σ2, θ2) il supporto Σ di V ⊂ Σ1 ∩ Σ2 soddisfa
Hn(Σ\Σi) = 0 perche´ θi > 0 su Σi. E`, infine, ovvio che θ1 = θ2 Hn−q.o.
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In ogni caso noi penseremo ad un varifold rettificabile come ad una
misura di Radon che possa essere espressa nella forma v(Σ, θ). •
Osservazione Un sottoinsieme rettificabile Σ ⊂ Rn+m tale che Hn Σ sia
localmente finita e` un varifold rettificabile. •
Definizione A.8 (Piano tangente e massa) Dato un varifold rettifica-
bile V = v(Σ, θ), il piano tangente di V in p ∈ Σ e` definito come
TpV := TpΣ,
quest’ultimo definito come in A.6 La definizione e` ben posta Hn-q.o. e non
dipende da Σ tranne che in un insieme Hn nullo.
La massa di V e` la sua variazione totale nel senso delle misure e viene
indicata con M(V ). Chiaramente
M(V ) = V (Rn+m) =
∫
Σ
θdHn.
La convergenza che definiamo sullo spazio dei varifold rettificabile,
che e` diversa dalla convergenza nel senso dei varifold che definiremo per
varifold astratti, e` la convergenza debole* indotta dalla dualita` delle misure
di Radon con lo spazio delle funzioni continue a supporto compatto:
Definizione A.9 (Convergenza debole) Diremo che una successione di
varifold Vj converge debolmente a V (e scriveremo Vj ⇀ V ) se
lim
j→∞
∫
Rn+m
fdVj =
∫
Rn+m
fdV,
per ogni f ∈ C0c (Rn+m).
Proposizione A.10 La massa e` continua rispetto alla convergenza debole
in un compatto K ⊂ Rn+m, i.e. se Vj ⇀ V , sptVj ⊂ K per ogni j >≥ 0 e
sptV ⊂ K, allora M(Vj)→M(V ).
Dimostrazione Sia R > 0 tale che K ⊂ BR(0) e ϕ ∈ C0c (Rn+m) tale che
ϕ = 1 su BR(0). Allora
M(Vj) =
∫
Rn+m
ϕdVj →
∫
Rn+m
dV =M(V ).
¤
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A.2.1 Variazione prima di un varifold
Il concetto di variazione prima, definito per n-sottovarieta` C1 in Rn+m in
1.8, si estende facilmente ad un varifold rettificabile V = v(Σ, θ) grazie alla
seguente definizione:
Definizione A.11 (Varifold immagine) Dati f : Rn+m → Rn+m Lip-
schitziana e propria1 ed un varifold rettificabile V = v(Σ, θ), il varifold
immagine di V tramite f e` definito da
f#V := v(f(Σ), θ˜),
dove
θ˜(y) =
∑
x∈Σ∩f−1(y)
θ(x).
Grazie alla proposizione A.4, f(Σ) e` rettificabile e poiche´ f e` propria
si ha che θ˜Hn f(Σ) e` localmente finita: infatti dato un compatto K, della
formula dell’area si ha che
f#V (K) =
∫
K∩f(Σ)
θ˜dHn =
∫
f−1(K)∩Σ
JfθdHn,
Jf :=
√
det(dF ∗dF ). L’ultimo integrale e` finito in quanto perche´ Jf e`
limitato, f−1(K) e` compatto e θHn Σ e` localmente finita.
Definizione A.12 (Variazione prima) Sia ϕ : Rn+m × (−1, 1) di classe
C2 tale che
1. esista un compatto K ⊂ Rn+m per cui ϕt(x) = x per ogni x /∈ K;
2. ϕ0(x) = x per ogni x ∈ Rn+m.
Allora la variazione prima di un varifold V rispetto a ϕ e` la variazione
prima della massa della famiglia di varifold Vt := (ϕt)#V , ovvero
d
dt
∣∣∣
t=0
M(Vt).
Con la stessa dimostrazione della proposizione 1.10 abbiamo
Proposizione A.13 Sia data una famiglia di diffeomorfismi ϕt come nella
definizione A.12 ed un varifold rettificabile V = v(Σ, θ). Sia
X(x) :=
d
dt
∣∣∣
t=0
ϕt(x)
il campo variazione prima di ϕ. Allora
d
dt
∣∣∣
t=0
M(Vt) =
∫
Σ
divXdV = V (divX). (A.6)
1per ogni compatto K ⊂ Rn+m anche f−1(K) e` compatto.
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Definizione A.14 (Varifold minimo) Diremo che un varifold rettifica-
bile V = v(Σ, θ) e` minimo se la sua variazione prima e` nulla per qualun-
que scelta di ϕ in A.12 o, equivalentemente, se per ogni campo vettoriale
X ∈ C10 (Rn+m;Rn+m) vale ∫
Σ
divΣXdV = 0. (A.7)
Nel caso del varifold definito dal grafico di una funzione Lipschitziana
u : Ω→ Rm, vogliamo una definizione di varifold minimo con bordo fissato.
In generale non esiste una soddisfacente definizione di bordo di un varifold,
ma nel caso di un grafico, chiameremo bordo di Gu il grafico Gu|∂Ω .
Definizione A.15 Un varifold il cui supporto e` il grafico di una funzione
Lipschitziana u : Ω→ Rm, V = v(Gu, θ) si dice minimo se∫
Σ
divΣXdV = 0
per ogni campo vettoriale X ∈ C10 (Ω×Rm;Rn+m). Analogamente possiamo
dire che V e` minimo in Ω× Rm.
Stiamo richiedendo che la massa di V (Gu, θ) sia stazionaria solo ri-
spetto a variazioni prime che lascino invariato il bordo.
La curvatura media generalizzata Per una sottovarieta` Σ regolare
e, quindi dotata di curvatura media, e per una variazione ϕ con campo
variazione X, abbiamo visto che
d
dt
∣∣∣
t=0
A(Σt) = −
∫
Σ
H ·XdHn =
∫
Σ
divΣXdHn.
Una naturale generalizzazione del concetto di curvatura media ad un varifold
puo` essere ricavata dall’ultima uguaglianza.
Definizione A.16 (Curvatura media generalizzata) Dato un varifold
V = v(Σ, θ), diremo che V ha curvatura media generalizzata H se∫
Σ
H ·XdV = −
∫
Σ
divΣXdV
per ogni campo X ∈ C10 (Rn+m;Rn+m).
Dunque un varifold e` minimo se e solo se ha curvatura media genera-
lizzata nulla.
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A.2.2 La formula di monotonia
Proposizione A.17 Sia dato un n-varifold rettificabile minimo (H = 0)
V = v(Σ, θ) in U ⊂ Rn+m. Allora, per ogni x0 ∈ Rn+m, la funzione definita
da
ρ→ V (Bρ(x0))
ρn
, 0 < ρ < d(x0, U c)
e` monotona crescente.
Dimostrazione Fissato ρ > 0, definiamo una funzione γ ∈ C1(R) tale che
1. γ˙(t) ≤ 0 per ogni t ≥ 0;
2. γ(t) = 1 per ogni t ≤ ρ2 ;
3. γ(t) = 0 per ogni t ≥ ρ.
Consideriamo il campo vettoriale
X(x) := γ(r)(x− x0), r := |x− x0|.
Sia x ∈ Σ tale che TxΣ esista; allora e` ben definita la divergenza di X su Σ
in x:
divΣX(x) =
n+m∑
j=1
ej · (∇ΣXj) = γ(r)
n+m∑
j=1
ejj + rγ˙(r)
n+m∑
j,l=1
xj − xj0
r
xl − xl0
r
ejl
in cui ejl e` la matrice (n+m)× (n+m) della proiezione di Rn+m su TxΣ.
La traccia della proiezione e`
∑
ejj = n; inoltre
n+m∑
j,l=1
xj − xj0
r
xl − xl0
r
ejl = |(Dr)T |2 = 1− |(Dr)N |,
essendo uguale al prodotto scalare tra la proiezione di Dr su TxΣ e lo stesso
Dr = x−x0r . In definitiva
divΣX(x) = nγ(r) + rγ˙(r)(1− |(∇r)N |2).
Applichiamo (A.7) a X e otteniamo
n
∫
Σ
γ(r)dV +
∫
Σ
rγ˙(r)dV =
∫
Σ
rγ˙(r)|(∇r)N |2dV. (A.8)
Ora pensiamo di avere una famiglia di funzioni γ derivanti da un
riscalamento di una stessa funzione Φ ∈ C1(R) che soddisfi
1. Φ˙(t) ≤ 0 per ogni t ≥ 0;
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2. Φ(t) = 1 per ogni t ≤ 12 ;
3. Φ(t) = 0 per ogni t ≥ 1.
Piu` precisamente sia γ(r) := Φ
(
r
ρ
)
per ρ > 0 fissato. E` chiaro che
rγ˙(r) =
r
ρ
Φ˙
(
r
ρ
)
= −ρ d
dρ
(
Φ
(
r
ρ
))
.
Ne segue che, definendo
I(ρ) :=
∫
Σ
Φ
(
r
ρ
)
dV, J(ρ) =
∫
Σ
Φ
(
r
ρ
)(∇r)N2 dV,
si ottiene
nI(ρ)− ρI˙(ρ) = −J˙(ρ),
che puo` essere riscritta moltiplicando per ρ−n−1 come
d
dρ
(
I(ρ)
ρn
)
=
J˙(ρ)
ρn
. (A.9)
Per Φ che converge dal basso alla funzione caratteristica di (−∞, 1], otte-
niamo,
I(ρ)→ V (Bρ(x0)), J(ρ)→
∫
Bρ(x0)
(Dr)N2 dV,
per cui, nel senso delle distribuzioni, (A.9) diventa
d
dρ
(
µV (Bρ(x0))
ρn
)
=
d
dρ
∫
Bρ(x0)
(Dr)N2
rn
dV.
L’integrando a destra e` positivo, da cui segue la monotonia del termine di
sinistra. ¤
A.3 Varifold astratti
I varifold rettificabili sono misure di Radon in Rn+m. Un teorema di com-
pattezza per misure assicura che una successione di varifold con masse equi-
limitate ammette una sottosuccessione convergente nel senso delle misure.
Il limite, tuttavia, e` una misura di Radon il cui supporto e`, in, generale non
rettificabile. Siamo, quindi, motivati a definire una nozione di convergen-
za piu` forte e, in definitiva, una classe piu` ampia della classe dei varifold
rettificabili.
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Definizione A.18 Dato un aperto U ⊂ Rn+m, il suo fibrato Grassmannia-
no di n-piani e`
Gn(U) := U ×G(n,m), pi : Gn(U)→ U
dove G(n,m) ∼= O(n+m)O(n)×O(n) e` la Grassmanniana degli n-piani in Rn+m e
pi(x, S) = x per ogni x ∈ U e S n-piano. Dotiamo Gn(U) della topologia
prodotto indotta da U e Gn(m).
Definizione A.19 Un n-varifold in U ⊂ Rn+m e` una misura di Radon V
sul fibrato Grassmanniano Gn(U). Associata a V c’e` una misura µV su U
definita da
µV (A) := V (pi−1(A)), ∀A ⊂ U.
Infine definiamo la massa di V ,
M(V ) := µV (U).
Osservazione Ad un n-varifold rettificabile v(Σ, θ) corrisponde sempre un
varifold astratto definito V definito da
V (A) = v(Σ, θ)(pi(A ∩ TΣ)),
essendo TΣ := {(x, TxΣ) : x ∈ Σ∗} il fibrato tangente di Σ (Σ∗ sono i
punti di Σ in cui il tangente approssimato e` ben definito). Chiaramente
µV = v(Σ, θ) in quanto
µV (A) = V (pi−1(A)) = v(Σ, θ)(pi(pi−1(A) ∩ TΣ)) = v(Σ, θ)(A ∩ Σ).
•
Diamo allo spazio dei varifold n-dimensionali in U la topologia debole*
delle misure di Radon per cui Vn → V se e solo se per ogni f ∈ C1c (Gn(U))
vale ∫
Gn(U)
f(x, S)dVn(x, S)→
∫
Gn(U)
f(x, S)dV (x, S).
Osservazione La convergenza dei varifold e` piu` forte della convergenza
debole definita per i varifold rettificabili. Richiedere che una successione di
varifold rettificabili converga nel senso dei varifold (cioe` come misura sulla
Grassmanniana e non solo su U) vuol dire richiedere che, in un certo senso,
sia il supporto che i piani tangenti dei varifold convergano. •
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A.3.1 Varifold immagine e variazione prima
Definizione A.20 Data un’applicazione Lipschitziana ϕ : U ⊂ Rn+m → U
e dato un n-varifold V , il varifold immagine di V tramite ϕ e` definito da
ϕ#V (A) :=
∫
F−1(A)
Jϕ(x, S)dV (x, S), (A.10)
dove F : Gn(U)→ Gn(U) e` data da
F (x, S) := (ϕ(x), dϕxS)
mentre
Jϕ(x, S) :=
√
det
(
(dϕx
∣∣
S
)∗dϕx
∣∣
S
)
.
Osservazione Il varifold immagine ϕ#V puo` esser definito mediante la
dualita` con le funzioni continue su Gn(U):
ϕ#V (f) =
∫
Gn(U)
fdϕ#V =
∫
Gn(U)
f(ϕ(x), dϕxS)Jϕ(x, S)dV (x, S).
(A.11)
Si puo` passare da (A.10) ad (A.11) tramite le funzioni caratteristiche di
sottoinsiemi A ⊂ Gn(U) e attraverso un processo di approssimazione. •
Si puo` definire la variazione prima di un varifold astratto in maniera
molto simile al caso dei varifold rettificabili: sia ϕt come nella definizione
A.12. Allora la variazione prima di una varifold V rispetto a ϕt e`
δV (X) :=
d
dt
∣∣∣
t=0
M(ϕt#V ), (A.12)
con X(x) := ∂ϕt(x)∂t (x, 0).
Con gli stessi calcoli delle proposizioni 1.9 e successive si dimostra che
δV (X) =
∫
Gn(U)
divS X(x)dV (x, S),
essendo
divS X(x) :=
n∑
i=1
〈τi,∇τiX〉,
per una scelta di una base ortonormale {τ1, . . . , τn} di S.
Definizione A.21 Dato un varifold V in U ⊂ Rn+m, la sua variazione
prima (non rispetto ad un campo vettoriale) in W ⊂ U e`
‖δV ‖ := sup
X∈C1c (U ;Rn+m)
|X|≤1,sptX⊂W
|δV (X)|, (A.13)
dove |δV (X)| e` definito in (A.12).
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Osservazione Se V e` il varifold astratto indotto da un varifold rettificabile
v(Σ, θ), allora ϕ#V e` il varifold astratto corrispondente a ϕ#v(Σ, θ) definito
in A.11. Per questo motivo la variazione prima di un varifold rettificabile e`
uguale alla variazione prima del varifold astratto corrispondente. •
A.3.2 Il teorema di compattezza di Allard
Il teorema di compattezza di Allard fornisce la risposta alla domanda: quan-
do una successione di varifold interi rettificabili ammette una sottosucces-
sione convergente nel senso dei varifold (cioe´ sulla Grassmanniana) ad un
varifold intero rettificabile?
Esempio Consideriamo la successione di funzioni un : [0, 1] → R definite
da
un(x) =
{nx}
n
,
dove {x} indica x meno la sua parte intera.2 Il grafico di un e` un 1-varifold
rettificabile intero in R2, e per n → +∞, il limite di v(Gun , 1) come vari-
fold rettificabili interi e`
√
2H1 ([0, 1] × {0}), il cui corrispondente varifold
astratto e` √
2H1 ([0, 1]× {0})× δ0,
identificando una retta in R2 con l’angolo che forma con l’asse delle ascisse.
Tuttavia, il limite nel senso delle misure sulla Grassmanniana e`:
√
2H1 ([0, 1]× {0})× δpi
4
,
che non e` rettificabile. •
Non e` difficile provare che nell’esempio precedente ‖δGun‖ → +∞.
D’altra parte, il teorema di compattezza di Allard dice che non potrebbe
essere diversamente.
Teorema A.22 (Compattezza) Sia data una successione Vj di varifold
in U rettificabili interi le cui masse e variazioni prime, nel senso di A.21,
siano localmente limitate, ovvero tali che per ogni W ⊂⊂ U
sup
j≥1
(
M(Vj
∣∣
W
) + ‖δVj‖ (W )
)
< +∞.
Sia anche U limitato. Allora esiste una sottosuccessione Vj′ convergente nel
senso dei varifold ad un varifold rettificabile intero V e vale
‖δV ‖ (W ) ≤ lim inf
j→+∞
‖δVj‖ , ∀W ⊂⊂ U.
2ad esempio {pi} = 0, 14159265 . . .
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Appendice B
I teoremi di regolarita` di
Allard
B.1 Regolarita` all’interno
Il seguente teorema e` di Allard, che lo pubblico` nel 1972 in [1]; esso riconduce
lo studio della regolarita` di un varifold minimo allo studio dei suoi coni
tangenti e, di conseguenza, a teoremi di rigidita` come il teorema di Bernstein,
con l’obiettivo di dimostrare che la densita` del varifold minimo e` vicina a 1.
Definizione B.1 (Densita`) Dato un varifold rettificabile V = v(Σ, θ), la
sua densita` in p, se esiste, e` il seguente limite:
Θn(V, p) := lim
r→0
V (Br(p))
|Br(p)| . (B.1)
Osservazione La densita` di un varifold minimo e` sempre ben definita per-
che´, grazie alla formula di monotonia, la quantita` V (Br(p))|Br(p)| e` monotona ed
ha, quindi, limite. •
Teorema B.2 Sia U ⊂ Rn+m e V = v(Σ, θ) un varifold minimo rettifica-
bile. Esistono δ, γ e c dipendenti da m ed n tali che se
0 ∈ sptV, Bρ(0) ⊂ U
θ ≤ 1 V − q.o.,
V (Bρ(0))
ωnρn
≤ 1 + δ,
(B.2)
allora ∀α ∈ (0, 1) esiste un’isometria lineare q : Rn+m → Rn+m e u ∈
C1,α(Bnγρ(0)) con u(0) = 0,
V Bγρ(0) = θHn
(
q(Gu) ∩Bγρ(0)
)
.
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Inoltre
1
ρ
sup
Bγρ(0)
|u|+ sup
Bγρ(0)
|Du|+ ρ[Du]α,Bγρ(0) ≤ cδ
1
4n . (B.3)
Per una dimostrazione si puo` consultare, oltre all’articolo originale, il
libro di Leon Simon [37].
B.2 Regolarita` sul bordo
Anche questo teorema e` sostanzialmente di W. Allard [2]. Per maggiori
dettagli sulla dimostrazioni si veda [25], teorema 2.3.
Teorema B.3 Sia u una soluzione del problema di Dirichlet per il sistema
delle superfici minime (1.24) con dato al bordo ψ ∈ Cs,α(Ω), 2 ≤ s ≤ +∞ e
supponiamo che Ω sia strettamente convesso. Allora esiste un intorno V di
∂Ω tale che u ∈ Cs,α(V ). Se ψ e` analitica anche u in un intorno V di ∂Ω.
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