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Abstract
In point treatment marginal structural models with treatment A, outcome Y and
covariates W, causal parameters can be estimated under the assumption of no un-
observed confounders. Three estimates can be used: the G-computation, Inverse
Probability of Treatment Weighted (IPTW) or Double Robust (DR) estimates. The
properties of the IPTW and DR estimates are known under an assumption on the
treatment mechanism that we name “Experimental Treatment Assignment” (ETA)
assumption. We show that the DR estimating function is unbiased when the ETA
assumption is violated if the model used to regress Y on A and W is correctly
specified. The practical consequence is that the IPTW estimate is biased at finite
sample size when the ETA assumption is approximately or theoretically violated,
whereas the finite sample bias for the DR estimate is negligible if the model used
to regress Y on A and W is correctly specified. This result also implies that esti-
mating point treatment causal parameters using a DR estimating function is more
robust than using the G-computation formula. We conclude with a methodology
to construct DR estimates for a general data structure and prove that such DR es-
timates are more robust than their corresponding maximum likelihood estimates.
11 Introduction
1.1 Causal inference in a point treatment study
In a point treatment study, one investigates the average marginal causal effect
of a point treatment A on an outcome Y adjusted for covariates V ⊂ W .
The effect of A on Y is possibly confounded by covariates in W .
Marginal causal effects are defined using the concept of counterfactual. The
counterfactual Ya represents the outcome one can observe, possibly contrary
to the fact, under treatment A = a.
The full data is X = ((Ya : a ∈ A),W ), where A is the set of all possible
treatment regimes. We denote the true distribution of X with F 0X . The
observed data is O = (A, YA,W ) under the Consistency Assumption (CA):
Y = YA. We note PF 0X ,g0 the true distribution of O, where g0 designates
the treatment mechanism distribution, i.e. the conditional distribution of A
given X.
The average marginal causal effect of A on Y adjusted for V is defined by
the effect of a on EF 0X (Ya | V ) ; a marginal structural model (MSM) can be
used to model this effect:
EF 0X (Ya | V ) = m(a, V | β0).
We note εa(β) = Ya −m(a, V | β) and ε(β) = εA(β). We have EF 0X (εa(β0) |
V ) = 0 for all a.
Causal inference in a point treatment study deals with the estimation of the
true causal parameters β0. The estimation of β0 requires the assumption of
no unobserved confounders (NUC): A ⊥ Ya | W , i.e. g0(A | X) = g0(A | W ),
where g0 represents a density if A is continuous or a probability if A is dis-
crete.
The traditional approach to estimate β0 uses the G-computation formula
from Robins (1986) and Robins (1987). This methodology relies on the model
used for EF 0X (Y | A,W ). If this model is misspecified, the G-computation
estimate of β0 will be inconsistent.
Alternative approaches to estimate β0 are to use the Inverse Probability
of Treatment Weighted (IPTW) or Double Robust (DR) estimates. Both the
IPTW and DR estimates are solutions of the estimating equations associated
with the IPTW and DR estimating functions. Under regularity conditions,
an estimate associated with an unbiased estimating function is regular and
asymptotically linear and therefore consistent.
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2The IPTW methodology does not require assuming a model for EF 0X (Y |
A,W ) but instead relies on the model used for g0(A | W ) (Robins (1999a),
Robins (1999b) and Robins, Herna´n and Brumback (2000)). If this model is
misspecified, the IPTW estimate of β0 will be inconsistent.
In addition, the IPTW approach typically requires an assumption on the
treatment mechanism. We designate this assumption with ”Experimental
Treatment Assignment” (ETA) assumption and define it in section 1.3.1.
Under the ETA assumption, a new estimate has been shown to be more
robust than both the G-computation and IPTW estimates (Robins (1999c)
and van der Laan and Robins (2002)). This estimate typically requires as-
suming a model for both EF 0X (Y | A,W ) and g0(A | W ) but only one of these
models needs to be correctly specified to obtain a consistent estimate of β0.
This Double Robust estimate can be chosen such that it is guaranteed to be
more efficient than the IPTW estimate.
In this paper, we prove that the DR estimating function remains un-
biased when the ETA assumption does not hold as long as the model for
EF 0X (Y | A,W ) is correctly specified. Using simulations, we also compare
the behavior of both IPTW and DR estimates at finite sample size when the
ETA assumption is practically violated.
Our results show that the DR estimate is more nonparametric than the
G-computation estimate and provide a strong argument for preferring the
DR estimate above the more popular IPTW estimate.
We would like to underline that our first result has been previously noticed
in a missing data problem (see the comments and rejoinder of Scharfstein,
Rotnitzky and Robins (1999b), section 3.2.5). We extend this result to a
causal inference setting and develop its practical implications.
We conclude with a methodology to construct DR estimates for a general
data structure and prove that such DR estimates are more robust than their
corresponding maximum likelihood estimates.
1.2 The G-computation estimate
1.2.1 Definition
The G-computation formula provides a link between the counterfactual world
in which causal effects are defined and the observed data. Under the NUC
assumption, the G-computation formula is in a point treatment study:
EF 0X (Ya | V ) = EW |V
[
EF 0X (Y | A = a,W )
]
http://biostats.bepress.com/ucbbiostat/paper115
3and thus: m(a, V | β) = EW |V
[
EF 0X (Y | A = a,W )
]
.
We denote Ya,W = EF 0X (Y | A = a,W ).
1.2.2 Estimation procedure
The G-computation estimate is obtained by a two-step procedure.
First a regression of Y on A and W is performed using an association
model. The expectation of this association model in which A is set to a is
then taken under the conditional distribution of W given V . Practically, this
last step can be done using the fitted association model obtained previously.
It is used to generate estimates Yˆa,W of Ya,W for all a ∈ A or a suitable
range of values in A if a is continuous. We then regress Yˆa,W on a and V
using the MSM. This is a repeated measurement regression problem. When
the sample size is large enough, the parameter estimates can be obtained
by a standard regression of Y on a and V where the observations are pooled
together as if independent. However, obtaining the associated standard errors
requires the user to use the estimating function theory. Routines using the
Generalized Estimating Equations (GEE) methodology are available in the
standard statistical software and can be used to perform regressions with
repeated measurements and provide valid standard errors.
The model for EF 0X (Y | A,W ) needs to be correctly specified to obtain a
consistent estimate of β0.
1.3 The IPTW estimate
1.3.1 Definition
The IPTW estimate of β0 solves the estimating equations for β associated
with the following estimating function:
Dh(O | β, g) = h(A, V )ε(β)
g(A | W ) ,
where h is a function of A and V and g is a conditional distribution of A
given W . We denote E0(U) = EP
F0
X
,g0
(U) for all random variables U where
this expectation is defined.
It can be shown (see appendix), under three conditions, that this es-
timating function is unbiased at β0 if the model for g0(A|W ) is correctly
specified, i.e. E0 [Dh(O | β0, g)] = 0 if g = g0. The three conditions are:
E0 [Dh(O | β, g)] < ∞, i.e. the expectation under PF 0X ,g0 of Dh(O | β, g) is
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4defined, the NUC assumption holds and maxa∈A
h(a,V )
g0(a|W ) < ∞ F 0W -ae, where
F 0W designates the true distribution of W .
In practice, g0 is often unknown and we need to assume that the last
property holds. We designate this assumption with ”Experimental Treatment
Assignment” (ETA) assumption.
1.3.2 Estimation procedure
Solving the IPTW estimating equations for β to obtain a consistent estimate
of β0 can be done by regressing Y on A using weights. The weights are
inversely proportional to g0(A | W ). As suggested by Robins, Herna´n and
Brumback (2000), we use
g
′
0(A|V )
g0(A|W ) . In other words, we choose h(A, V ) =
g
′
0(A|V ), where g′0 is the true conditional distribution of A given V . These
weights are usually unknown and need to be estimated using models for
g0(A|W ) and g′0(A|V ).
Under the ETA assumption, only the model for g0(A|W ) needs to be
correctly specified to obtain a consistent estimate of β0.
1.4 The DR estimate
1.4.1 Definition
The DR estimate of β0 solves the estimating equations for β associated with
the following DR estimating function:
Dh(O | β, g,Q) = h(A, V )
g(A | W ) [ε(β)−Q(A,W )]
+
∫
a : g(a|W)6=0
h(a, V )Q(A = a,W ) dµ(a),
where:
• Q designates any function of A and W
• dµ(a) is the dominating measure of the cumulative distribution func-
tion of g. Typically, it is a counting measure if A is discrete and the
Lebesque measure if A is continuous.
The DR estimating function is obtained by orthogonalization of the IPTW
estimating function (Robins (1999c) and van der Laan and Robins (2002)):
Dh(O | β0, g0, Q0) = h(A, V )
g0(A | W )ε(β0)− Π
(
h(A, V )
g0(A | W )ε(β0) | TRA(PF 0X ,g0)
)
,
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5where:
• Π designates the projection operator on the Hilbert space L20(PF 0X ,g0)
with inner product < h1, h2 >= E0 [h1(O)h2(O)]. The projection oper-
ator Π depends on the unknown quantityQ0(A,W ) ≡ EF 0X (ε(β0)|A,W )
• TRA(PF 0X ,g0) = {Φ(A,W ) : Eg0 [Φ(A,W ) | W ] = 0}.
Under the ETA assumption on g, the DR estimating function becomes:
Dh(O | β, g,Q) = h(A, V )
g(A | W ) [ε(β)−Q(A,W )]
+
∫
a
h(a, V )Q(A = a,W ) dµ(a) (1)
If E0 [Dh(O | β, g,Q)] < ∞ and under the ETA and NUC assumptions, it
can be shown (see section 2 and appendix) that this estimating function
is unbiased at β0 if at least the model for g0(A | W ) or EF 0X (Y | A,W ) is
correctly specified (since Q0(A,W ) = EF 0X (ε(β0) | A,W ) = EF 0X (Y | A,W )−
m(A, V | β0) ), i.e. E0 [Dh(O|β0, g, Q)] = 0 if g = g0 or Q = Q0.
We propose to define the DR estimating function when the ETA assump-
tion is violated using (1) and we show in section 2 that, if E0 [Dh(O | β, g,Q)] <
∞ and under the NUC assumption only, the DR estimating function is unbi-
ased at β0 if the model for EF 0X (Y | A,W ) is correctly specified, i.e. Q = Q0.
1.4.2 Estimating procedure
The iterative Newton-Raphson algorithm with linear search can be used to
solve the DR estimating equations.
The IPTW estimate can serve as an initial starting value and the esti-
mate is updated iteratively to minimize the Euclidean Norm of the Estimat-
ing Equations (ENEE). At each step, if the new updated estimate does not
improve the ENEE, we use a linear search to find a new estimate which im-
proves the ENEE. The new estimate is defined as a convexed combination
of the last two updated estimates of the Newton-Raphson algorithm. The
algorithm stops when the ENEE is below a user supplied value.
If the starting value is close enough to the true parameter β0, one iteration
of the algorithm is sufficient to solve the DR estimating equations. We will
designate the estimate obtained after one iteration of the Newton-Raphson
algorithm by ”one-step estimate”. We will designate by ”DR estimate”, the
estimate of β0 obtained after convergence of the Newton-Raphson algorithm
with linear search.
Hosted by The Berkeley Electronic Press
6Models for EF 0X (Y | A,W ) and g0(A | W ) need to be fitted but only
one model needs to be correctly specified to obtain a consistent estimate
of β0 when the ETA assumption holds. We now show that the model for
EF 0X (Y | A,W ) needs to be correctly specified in order to obtain a consistent
estimate of β0 when the ETA assumption is violated.
2 Unbiasedness of the DR estimating func-
tion when the ETA assumption is violated
Theorem 2.1 Using the notations previously introduced for a point treat-
ment study, consider the estimating function for β0 :
Dh(O | β, g,Q) = h(A, V )
g(A | W ) [ε(β)−Q(A,W )]
+
∫
a
h(a,V )Q(A = a,W ) dµ(a).
If E0 [Dh(O | β, g ,Q)] <∞ and under the No Unobserved Confounders as-
sumption: A ⊥ Ya | W , we have E0 [Dh(O | β0, g, Q0)] = 0 for all g.
Proof.
E0 [Dh(O | β0, g, Q0)] = E0
(
h(A, V )
g(A | W ) [ε(β0)−Q0(A,W )]
)
+
E0
[∫
a
h(a, V )Q0(A = a,W ) dµ(a)
]
= EA,W
[
E
(
h(A, V )
g(A | W ) [ε(β0)−Q0(A,W )]
)
| A,W
]
+
EV
[
E
(∫
a
h(a, V )Q0(A = a,W ) dµ(a) | V
)]
NUC
= EA,W
(
h(A)
g(A | W )
[
EF 0X (ε(β0) | A,W )−Q0(A,W )
])
EV
[∫
a
h(a, V )EF 0X (εa(β0) | V ) dµ(a)
]
= 0
Consequence. By combining the previous result with the already known
properties of the DR estimating function and the G-computation estimate,
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7it follows that the DR estimate is more robust that the G-computation esti-
mate:
We designate the DR estimating function by Dh(O | β, g ,Q) as defined in
the previous theorem.
If E0 [Dh(O | β, g ,Q)] <∞ and under the NUC assumption:
• when the ETA assumption holds:
E0 [Dh(O | β0 , g ,Q)] = 0 if either g = g0 or Q = Q0 ,
• when the ETA assumption is violated:
E0 [Dh(O | β0 , g ,Q)] = 0 if Q = Q0 .
Under the NUC assumption, the G-computation formula always requires that
Q is correctly specified, i.e. Q = Q0, in order to obtain a consistent estimate
of β0 .
These results suggest a new DR estimating procedure. First, an es-
timate of Q0(A,W ) ≡ EF 0X (ε(β0) | A,W ) is obtained once and for all.
Then, it is used to obtain the DR estimate of β0 in the MSM using the
Newton-Raphson algorithm with linear search described in section 1.4.2, but
without updating the estimate of Q0(A,W ) at each step of the algorithm.
The following methodology is used to estimate Q0(A,W ): first an estimate
β0,n of β0 is obtained using the G-computation formula and a model for
EF 0X (Y | A,W ) (see section 1.2.2), then an estimate of Q0(A,W ) is obtained
using: Q0(A,W ) = EF 0X (Y | A,W ) − m(A, V | β0) in which β0 is replaced
by β0,n and EF 0X (Y | A,W ) is modelled by the model previously used in the
G-computation formula.
By not repeating the estimating procedure of Q0(A,W ) and using the
G-computation formula to estimate Q0(A,W ) once and for all, the DR esti-
mating procedure becomes faster without losing the robustness properties of
the DR estimating function described previously.
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83 Comparison of the IPTW, one-step and DR
estimates when the ETA assumption is prac-
tically violated
3.1 Simulations: general methodology
We studied the behavior of the IPTW, one-step and DR estimates on sim-
ulated data sets with increasing number of observations: N= 100, 200,
300, 400, 500, 1000, 2000, 100000 and three different treatment mechanisms
g0(A | W ): logistic, multinomial and normal.
A simulated data set consists of three variables (Y , W and A) and N
observations. For simplicity, we do not adjust for a baseline covariate V in
the MSM. Each observation is obtained using the following procedure:
1. Y0 is an event of a random variable uniformly distributed between -10
and 10
2. W = Y0
3
+ ε1, with ε1 being an event of a random variable normally
distributed with mean 0 and standard deviation 1
3. A is calculated using W and one of the three types of treatment distri-
butions, g0(A | W ), considered
4. Y = 2 + 4Y0 − 5A + ε2, with ε2 being an event of a random variable
normally distributed with mean 0 and standard deviation 1.
Thus, the MSM is EF 0X (Ya) = 2− 5a in these simulations.
For each sample size N and each treatment mechanism considered, 500
simulated data sets were produced. On each data set, the average marginal
causal effect of A on Y (β10 = −5) along with the intercept of the MSM
(β00 = 2) were estimated using the IPTW, one-step and DR estimation pro-
cedures described in sections 1.3.2 and 1.4.2. The models for g0(A | W ) and
EF 0X (Y | A,W ) were correctly specified. Thus, for every N and every treat-
ment mechanism considered, we have 500 measurements of the estimating
performance for each estimator. We summarized each estimator’s perfor-
mance under a given treatment mechanism by computing the averages of the
associated 500 estimates obtained for each N and by plotting these averages
against the sample size N . We will designate this graph by ”consistency
graph” since it represents the change in bias when N increases for the three
estimates considered.
http://biostats.bepress.com/ucbbiostat/paper115
9.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
...
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. .
.
.
.
.
.
.
.
.
.
.
.
.
..
..
. .
.
.
..
W
p1
-6 -4 -2 0 2 4 6
0.0
0.2
0.4
0.6
0.8
1.0
p1=logit(1+1.5w)
0.95
0.05
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
.
..
.
.
.
.
..
.
W
p2
-6 -4 -2 0 2 4 6
0.0
0.2
0.4
0.6
0.8
1.0
p2=logit(0.5+w)
0.95
0.05
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
.
.
.
.
.
.
.
.
.
W
p3
-6 -4 -2 0 2 4 6
0.0
0.2
0.4
0.6
0.8
1.0
p3=logit(1.5+0.5w)
0.95
0.05
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
..
.
.
.
.
.
W
p4
-6 -4 -2 0 2 4 6
0.0
0.2
0.4
0.6
0.8
1.0
p4=logit(0.1+0.25w)
0.95
0.05
Figure 1: Logistic treatment mechanisms considered in the simulation study.
3.2 Results
• Logistic treatment mechanism:
Treatment A is binary and we have:
g0(A = 1 | W = w) = 1
1 + exp(−(a+ b ∗ w)) .
We studied the behavior of the estimates under four different logistic
treatment mechanisms: (a, b)= (1,1.5) for model 1; (0.5,1) for model
2; (1.5,0.5) for model 3 and (0.1,0.25) for model 4. Note from the
sequence of graphs on figure 1 that the ETA assumption becomes less
”practically violated” as we go from model 1 to model 4, i.e. the
treatment mechanism becomes less deterministic.
Figure 2 shows the sequence of consistency graphs for each of the 4
logistic models used. We can note from this sequence that:
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– The bias of the DR estimate is negligible for every model and
every N
– The IPTW and one-step estimates become less biased at finite
sample size as we go from model 1 to model 4
– The IPTW and one-step estimates become less biased as N in-
creases for every logistic model
– The convergence rates towards the true average marginal causal
effect and true intercept become faster as we go from model 1 to
model 4.
These results illustrate the consistency property of the three estimating
approaches when the ETA assumption holds. They also illustrate the
behavior of the IPTW and one-step estimate when the ETA assump-
tion becomes more ”practically violated”: both estimates become more
biased at finite sample size and their convergence rates decrease. The
bias of the DR estimate is shown to be negligible when the model for
EF 0X (Y | A,W ) is correctly specified.
• Multinomial treatment mechanism
Treatment A can take three values and we have:
g0(A = 0 | W = w) = 1
1 + exp(0.5w) + exp(1.5w)
g0(A = 1 | W = w) = g0(A = 0 | W = w) exp(0.5w)
g0(A = 2 | W = w) = g0(A = 0 | W = w) exp(1.5w)
Figure 3 represents the previous three probabilities as a function of W .
It can be noted that the ETA assumption is ”practically violated” since
the treatment mechanism is more deterministic for certain values ofW .
Figure 4 shows the consistency graphs associated with this multinomial
treatment mechanism. We can observe on this figure that:
– The bias of the DR estimate is negligible for every N
– The IPTW and one-step estimates are biased at finite sample size
– The IPTW and one-step estimates become less biased as N in-
creases.
Again, these results illustrate the consistency property of the three
estimating approaches when the ETA assumption holds. We again
http://biostats.bepress.com/ucbbiostat/paper115
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Figure 2: Consistency graphs for the estimates of the intercept and slope of
the MSM associated with the four logistic treatment mechanisms considered.
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Figure 3: Multinomial treatment mechanism used in the simulation study.
IPTW
1-step
sample size
inte
rce
pt
DR
-2
0
2
4
//
0 5001,000 2,000 100,000
IPTW
DR
sample size
slo
pe
1-step
-8
-7
-6
-5
-4
-3
-2
-1
0
//
0 5001,000 2,000 100,000
Figure 4: Consistency graphs for the estimates of the intercept and slope of
the MSM associated with the multinomial treatment mechanism considered.
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Figure 5: Consistency graphs for the estimates of the intercept and slope of
the MSM associated with the gaussian treatment mechanism considered.
observe the finite sample bias obtained with the IPTW and one-step
estimate when the ETA assumption is practically violated. The bias
of the DR estimate is still shown to be negligible when the model for
EF 0X (Y | A,W ) is correctly specified.
• Gaussian treatment mechanism
Treatment A is now continuous and we have:
A = W − 1 + ε, with ε ∼ N (0, 1).
The gaussian distribution is characterized by a quasi compact support
and therefore, for a given W , the treatment mechanism is very deter-
ministic since values for A very distant fromW−1 will almost never be
observed. The ETA assumption is thus ”practically violated” in this
simulation. Such a violation is common with continuous treatment.
Figure 5 shows the consistency graphs associated with this normal
treatment mechanism. We can make similar observations on this figure
as previously with the multinomial treatment mechanism. Addition-
ally, we can note that the IPTW and one-step estimates remain biased
at sample size 100000. This simulation using a continuous treatment
again illustrates the consistency property of the IPTW, one-step and
DR estimates previously observed with discrete treatments.
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4 General method for constructing DR esti-
mating functions
Using theorem 2.1, we constructed DR estimating functions having the prop-
erties described in the consequence of the theorem in section 2. These DR
estimating functions are specific to causal inference point treatment data
structures. We now give a general methodology for constructing DR es-
timating functions for a general censored data structure covering multiple
real-life data scenarios (longitudinal, point treatment and censored data in
particular). This general result expands the practical applications of the DR
estimating procedure. We will show that it also proves for a general data
structure that DR estimates are more nonparametric than maximum likeli-
hood estimates. This was also observed in a specific censored data problem
(Scharfstein, Rotnitzky and Robins (1999b)) and already proved in this pa-
per for the special case of causal inference in point treatment studies.
Consider a censored data structure O = Φ(C,X), where X is the full
data of interest and C is the censoring variable. Here Φ is a known function.
Notice that longitudinal and point treatment causal inference data structures
fall in this category with C = A being the treatment process, X = (Xa : a ∈
A) being the vector of treatment specific processes and O = Φ(A,X) ≡
(A,XA). Let MF be a model for the true distribution F 0X of the full-data
structure X. In addition, assume that the conditional distribution of O
given X, G0, satisfies coarsening at random (CAR). Coarsening at random
was originally formulated for discrete data by Heitjan and Rubin (1991). A
generalization to continuous data is provided in Jacobsen and Keiding (1995)
whose definition is further generalized in Gill, van der Laan and Robins
(1997). The important consequence of CAR is that it implies factorization
dPF 0X ,G0(O) = pF 0X (O)dG0(O | X) in terms of an F 0X part and G0 part of the
likelihood, so that maximum likelihood estimation of F 0X according to some
model does not rely on knowing G0 and only relies on correct specification of
F 0X . We denote E0(U) = EPF0
X
,G0
(U) for all random variables U where this
expectation is defined.
Let β0 = β(F
0
X) be the parameter of interest. Let D0(O | β,G) with
β = β(FX) be an initial estimating function which is unbiased at β0 if G is
correctly specified, i.e. E0 [D0(O | β0, G0)] = 0, under a particular identifi-
ability condition on the censoring mechanism G0. In this section we show
that an appropriately orthogonalized estimating function D(O | β,G, FX),
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obtained by subtracting from D0(O | β,G) a projection on a tangent space of
G under a convex model for G, are unbiased as long as FX is correctly spec-
ified: i.e. E0 [D(O | β0, G, F 0X)] = 0 for any G. In other words, the unbiased-
ness holds at a misspecified G and in particular at a censoring mechanism
G0 under which the initial estimating function D0(O | β,G) is biased. In
addition, these orthogonalized estimating functions will be unbiased at mis-
specified FX as long as G is correctly specified and satisfies the identifiability
condition needed for E0 [D0(O | β0, G0)] = 0.
Theorem 4.1 Let O = Φ(X,C) for a known function Φ. Let X ∼ F 0X ∈
MF , where MF denotes the full data structure model for the distribution
of X. Let O | X ∼ G0(· | X), where G0(· | X) is known to be a mem-
ber of a convex model G ⊂ G(CAR). Here G(CAR) denotes the convex
model of all conditional distributions satisfying CAR. This implies a model
for the observed data structure O ∼ PF 0X ,G0. By factorization dPF 0X ,G0(Y ) =
pF 0X (O)dG0(O | X) of the likelihood of O under CAR (Gill, van der Laan,
Robins (1997)) we have that:
TG(PF 0X ,G0) =
{
d(G−G0)(O | X)
dG0(O | X) : G ∈ G, G¿ G0
}
⊂ L20(PF 0X ,G0)
is the tangent space of G at PF 0X ,G0 in the observed data model generated by
all lines α → PF 0X ,αG+(1−α)G0 = αPF 0X ,G + (1 − α)PF 0X ,G0 through PF 0X ,G0 at
α = 0. Here, given a set H, we denote H ⊂ L20(PF 0X ,G0) as the closure in
L20(PF 0X ,G0) of the linear span of H.
Let β0 = β(F
0
X) ∈ IRk be a Euclidean parameter of F 0X of interest. Con-
sider an estimating function D(O | β,G, FX) which satisfies at a given G ∈ G
the following:
dG0(· | X)
dG(· | X) < ∞ FX-a.e. (2)
EP
F0
X
,G
[
D(O | β0, G, F 0X)
]
= 0 (3)
D(O | β0, G, F 0X) ⊥ TG(PF 0X ,G) ⊂ L20(PF 0X ,G). (4)
Then
EP
F0
X
,G0
[
D(O | β0, G, F 0X)
]
= 0 (5)
and
D(O | β0, G, F 0X) ⊥ TG0(PF 0X ,G0) ⊂ L20(PF 0X ,G0). (6)
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Remark: It is worth pointing out that properties (2),(3) and (4) need to
be satisfied at a wrong G only, i.e. for the estimating function to be unbi-
ased and orthogonalized at PF 0X ,G0 , we only need the estimating function to
be unbiased and orthogonalized at PF 0X ,G and
dG0
dG
<∞.
Proof. By (2) we have that d(G0 − G)(O | X)/dG(O | X) ∈ TG(PF 0X ,G) is
a score of one dimensional submodel α → PF 0X ,αG0+(1−α)G through PF 0X ,G at
α = 0. Thus by (4) we have
0 = EP
F0
X
,G
[
D(O | β0, G, F 0X)
d(G0 −G)(O | X)
dG(O | X)
]
= EP
F0
X
,G0
[
D(O | β0, G, F 0X)
]
− EP
F0
X
,G
[
D(O | β0, G, F 0X)
]
= EP
F0
X
,G0
[
D(O | β0, G, F 0X)
]
by (3).
This proves (5).
Let G1 ∈ G be such that G1 ¿ G0. We now note that
EP
F0
X
,G0
[
D(O | β0, G, F 0X)
d(G1 −G0)(O | X)
dG0(O | X)
]
=
EP
F0
X
,G1
[
D(O | β0, G, F 0X)
]
− EP
F0
X
,G0
[
D(O | β0, G, F 0X)
]
= EP
F0
X
,G1
[
D(O | β0, G, F 0X)
]
by (5)
If dG1(· | X)/dG(· | X) <∞, then application of the result (5) at O ∼ PF 0X ,G1
proves that the latter expectation equals zero as well. We have, dG1/dG =
(dG1/dG0) × (dG0/dG), where dG1/dG0 and dG0/dG are finite by assump-
tion. Thus, we indeed have dG1/dG is finite, which proves the theorem.
Construction of DR estimating functions. Theorem 4.1 teaches us
the following general method for constructing DR estimating functions for a
Euclidean parameter β0 = β(F
0
X). Let D0(O | β,G) be an initial estimating
function for β. At G ∈ G such that:
EG [D0(O | β0, G) | X] ∈ L20(F 0X) (7)
(and thus has mean zero with respect to F 0X) we define:
D(O | β,G, FX) = D0(O | β,G)− Π [D0(O | β,G) | TG(PFX ,G)] , (8)
http://biostats.bepress.com/ucbbiostat/paper115
17
where the projection is defined in L20(PFX ,G). By theorem 4.1, we have
E0 [D(O | β0, G, F 0X ] = 0 for all G satisfying dG0dG < ∞ and (7). Note that
at a G0 ∈ G not satisfying (7), the estimating function (8) is biased, i.e.
E0 [D(O | β0, G0, F 0X)] 6= 0. For such G0, we define the DR estimating func-
tion as follows. At a G0 ∈ G not satisfying (7), assume that there exists a
sequence Gm ∈ G satisfying (7) for each m so that limm→∞D(O | β,Gm, FX)
is a well defined limit in L20(PFX ,G0). Now, we define
D(O | β,G0, FX) ≡ lim
m→∞D(O | β,Gm, FX) (9)
as this limit. Note that this guarantees that
EP
F0
X
,G0
[
D(O | β0, G0, F 0X)
]
= 0.
To conclude, we have now: E0 [D(O | β0, G, F 0X)] = 0 for all G satisfying
dG0
dG
<∞ and (7) and for G = G0.
Maximum likelihood estimation versus estimating functions. Typ-
ically, due to the curse of dimensionality, the full data modelMF is so large
that maximum likelihood estimators of F 0X are either not well defined or suf-
fer from poor practical performance. LetMF,w ⊂MF be a submodel of the
full data model for which maximum likelihood estimators of F 0X have good
finite sample performance. Let Fn be a maximum likelihood estimator of F
0
X
according to this model MF,w:
Fn = max
−1
F∈MF,w
n∏
i=1
pF (Oi).
Let Gn be a maximum likelihood estimator of G0 according to a model G ⊂
G(CAR):
Gn = max
−1
G∈G
n∏
i=1
dG(Oi | Xi).
Let’s compare the estimators β(Fn) versus the solution βn,DR of an estimating
equation 0 =
∑
iD(Oi | β,Gn, Fn) in β, whose estimating function is doubly
robust in the sense:
EP
F0
X
,G0
[
D(O | β(F 0X), G, F )
]
= 0 if F = F 0X or
G = G0 and G0 satisfies a certain identifiability condition (e.g. the one typi-
cally needed for inverse probability censoring weighted estimating functions
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to be unbiased). If F 0X ∈MF,w, then βn,DR solves asymptotically the always
unbiased estimating function D(O | β,G, F 0X) (for any G and under no as-
sumptions on G0). Consequently, if MF,w is correct, then both β(Fn) and
βn,DR will be consistent. If MF,w is misspecified, then β(Fn) is inconsistent,
while βn,DR will remain consistent if G0 ∈ G and G0 satisfies the identifia-
bility condition. This shows that βn,DR is more robust than the maximum
likelihood estimator β(Fn).
Application to marginal structural point treatment models. We
will now illustrate this general methodology with marginal structural point
treatment models. Let A be a treatment variable with discrete outcome space
in the space A. We use the notations already introduced in section 1.1 for a
point treatment study. The IPTW estimating functions for β0 are given by:{
Dh(O | β, g) = h(A, V )
g(A | W )ε(β) : h
}
,
The conditional expectation of Dh(O | β, g) given W (with respect to PF 0X ,g)
equals
∑
a∈A h(a, V )εa(β) ∈ L20(F 0X) if the ETA property holds for g, i.e.
max
a∈A
h(a, V )
g(a | W ) <∞ F
0
W -a.e. (10)
Let’s now carry out the general method for constructing DR estimating func-
tions as presented above. Consider g such that g(a | W ) > 0 for all a ∈ A F 0W -
a.e. Orthogonalizing Dh(O | β, g) with respect to TRA(PF 0X ,g) = {Φ(A,W ) :
Eg [Φ(A,W ) | W ] = 0} (the tangent space of g0 at g when only assuming the
randomization assumption) in the Hilbert space L20(PF 0X ,g) yields
Dh(O | β, g,Q0) = Dh(O | β, g)− h(A, V )
g(A | W )Q0(A,W )
+
∑
a∈A
h(a, V )Q0(a,W ),
where Q0(A,W ) = EF 0X (ε(β0) | A,W ). Here we used the result that a
projection of a function Dh on TRA(PF 0X ,g) is given by the conditional ex-
pectation of Dh given A and W , minus the conditional expectation of Dh
given W . Since g0/g < ∞, application of theorem 4.1 teaches us that
EP
F0
X
,g0
[Dh(O | β0, g, Q0)] = 0 and that it is orthogonal to (i.e. it has co-
variance zero with) any function Φ(A,W ) which has conditional mean zero
given W (with respect to g0). This can be explicitly verified to be true.
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At this point it is of interest to note that orthogonalizingDh(O | β, g) with
respect to TRA(PF 0X ,g0) would result in a biased estimating function at any g0
not satisfying (10): one would subtract from a biased estimating function Dh
a function which has conditional mean zero givenW , which would thus result
in a biased estimating function. Interestingly enough, orthogonalization in
the wrong world L20(PF 0X ,g), i.e. doing as if the true treatment mechanism
equals a g satisfying (10), does result in an unbiased estimating function.
We will now also define the estimating function at a g0 not satisfying (10)
using the method previously described (9). Let gm(a | W ) > 0 for all a ∈ A
F 0W -a.e. for m = 1, 2, . . . and let gm(a | W )→ g0(a | W ). For example,
gm(a | W ) = g0(a | W ) + δm(a)∑
a∈A (g0(a |W ) + δm(a))
,
where δm(a) > 0 for all a ∈ A and δm(a) → 0 for m → ∞. Now, note that
the limit of Dh(O | β, gm, Q0) in L20(PF 0X ,g0) equals:
D(O | β, g0, Q0) = Dh(O | β, g0)− h(A, V )
g0(A | W )Q0(A,W )
+
∑
a∈A
h(a, V )Q0(a,W ).
Note that it is important to consider the limit in the world where g0 is the
true treatment mechanism so that outcomes A = a for which g0(a | W ) = 0
simply do not occur and thus do not contribute to the distance in L20(PF 0X ,g0).
Note that Dh(O | β, g,Q) does not equal Dh(O | β, g) minus its projection
on TRA(PF 0X ,g0) at a g0 not satisfying (10). In fact, the sum of the second and
third term does not have mean zero at such a g0. We have now defined our
DR estimating function Dh(O | β, g,Q) as a function of (h, β, g,Q) and the
observed data structure O.
5 Discussion
Under the ETA assumption, the G-computation and IPTW estimating tech-
niques are two valid approaches to the problem of causal inference in most
point treatment studies. The use of one method versus the other is based
on the nature of the problem and its understanding: modelling g0(A | W )
versus modelling EF 0X (Y | A,W ). With the introduction of the DR esti-
mating function, the estimation procedure became more robust to the model
assumptions and both G-computation and IPTW methods were shown to
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be less robust than the DR estimate when the ETA assumption holds. If
the ETA assumption holds theoretically and practically, then the one-step
estimate and the DR estimate are asymptotically equivalent and practically
competitive.
However the IPTW and DR estimating procedures, unlike the G-compu-
tation approach, suffer from a major assumption drawback which limits their
use in most applications. The IPTW and DR estimating methods are consid-
ered inappropriate estimating techniques of causal parameters in situations
where the ETA assumption is violated or suspected not to hold.
This major assumption constraint on the estimating function approach
made the G-computation methodology the main reliable technique to use in
most situations.
The results presented in this paper establish the higher robustness of the
DR estimates compare to the IPTW, one-step and G-computation estimates
in point treatment studies using MSMs.
These results should convince the reader that the use of the DR estimating
function when the ETA assumption is violated should no longer be consid-
ered inappropriate and is a perfectly valid alternative to the G-computation
estimate. The G-computation approach should remain an important esti-
mating technique when the ETA assumption is known not to hold since its
robustness is then equal to the one of the DR method.
Such results have already been observed in a different setting by Scharf-
stein, Rotnitzky and Robins (1999b). We have shown using a general mathe-
matical framework that they extend to all situations where similar approaches
are in competition and, in particular, in the context of MSM in a longitudinal
study.
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Appendix
• Unbiasedness of the IPTW estimating function:
We denote the dominating measure of the cumulative distribution func-
tion g0 with dµ(a). Typically, it is a counting measure if A is discrete
and the Lebesque measure if A is continuous. We denote the indicator
variable that a ∈ {a′ : g0(a′ | W ) > 0} with Ig0(a) and we have under
the ETA assumption: Ig0(a) = 1 for all a.
E0 [Dh(O | β0, g0)] = EX(E [Dh(O | β0, g0) | X])
= EX
(∫
{a:g0(a|X)>0}
h(a, V )εa(β0)
g0(a | W ) g0(a | X) dµ(a)
)
NUC
= EX
(∫
{a:g0(a|W )>0}
h(a, V )εa(β0) dµ(a)
)
= EX
(∫
a
Ig0(a)h(a, V )εa(β0) dµ(a)
)
ETA
= EX
(∫
a
h(a, V )εa(β0) dµ(a)
)
=
∫
a
E(h(a, V )εa(β0)) dµ(a)
=
∫
a
EV [E (h(a, V )εa(β0) | V )] dµ(a)
=
∫
a
EV [h(a, V )E(εa(β0) | V )] dµ(a) = 0
• Unbiasedness of the DR estimating function when the model for EF 0X (Y |
A,W ) is misspecified:
The estimating function is then defined as the unbiased IPTW estimat-
ing function minus a function of A andW with conditional expectation
zero given W . Hence, the DR estimating function is also unbiased.
Hosted by The Berkeley Electronic Press
22
References
Robins, J.M. (1986). A new approach to causal inference in mortality stud-
ies with sustained exposure periods - application to control of the healthy
worker survivor effect. Mathematical Modelling.7, 1393–1512.
Robins, J.M. (1987). A graphical approach to the identification and esti-
mation of causal parameters in mortality studies with sustained exposure
periods. Journal of Chronic Disease.40, 139s–161s. Supplement 2.
Heitjan, D.F. and D.B. Rubin (1991). Ignorability and coarse data. The
Annals of Statistics.19, 2244–2253.
Jacobsen, M. and N. Keiding (1995). Coarsening at random in general sam-
ple spaces and random censoring in continuous time. The Annals of Statis-
tics.23, 774–786.
Gill, R., M. van der Laan and J. Robins (1997). Coarsening at random: char-
acterizations, conjectures and counterexamples. Proceedings of the First
Seattle Symposium on Survival Analysis. 255–294.
Armitage, P. and T. Colton, editors (1998). Encyclopedia of biostatistics.
J. Willey, Chichester, New York.
Robins, J.M. (1999a). Association, causation, and marginal structural mod-
els. Synthese.121, 151–179.
Robins, J.M. (1999b). Marginal structural models versus structural nested
models as tools for causal inference. Statistical Models in Epidemiology:
The Environment and Clinical Trials.116, 95–134.
Robins, J.M. (1999c). Robust estimation in sequentially ignorable missing
data and causal inference. Proceedings of the American Statistical Associa-
tion Section on Bayesian Statistical Science. 6–10.
Scharfstein, D.O., A. Rotnitzky and J.M. Robins (1999a). Adjusting for non-
ignorable drop-out using semiparametric nonresponse models. Journal of
the American Statistical Association.94(448), 1096–1120.
http://biostats.bepress.com/ucbbiostat/paper115
23
Scharfstein, D.O., A. Rotnitzky and J.M. Robins (1999b). Comments and
rejoinder. Journal of the American Statistical Association.94(448), 1121–
1146.
Robins, J.M., M.A. Herna´n and B. Brumback (2000). Marginal structural
models and causal inference in epidemiology. Epidemiology.11(5), 550-560.
van der Laan, M. and J.M. Robins (2002). Unified Methods for Censored
Longitudinal Data and Causality. Springer. To be published in December.
Hosted by The Berkeley Electronic Press
