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The Large Hadron Collider (LHC) is sensitive to new heavy gauge bosons that produce narrow
peaks in the dilepton invariant mass spectrum up to about mZ′ ∼ 5 TeV. Z′s that are too heavy to
produce directly can reveal their presence through interference with Standard Model dilepton pro-
duction. We show that the LHC can significantly extend the mass reach for such Z′s by performing
precision measurements of the shape of the dilepton invariant mass spectrum. The high luminosity
LHC can exclude, with 95% confidence, new gauge bosons as heavy as mZ′ ∼ 10 − 20 TeV that
couple with gauge coupling strength of gZ′ ∼ 1− 2.
Introduction.— Apart from gravity and the Higgs
force, all known forces are mediated by spin-1 particles:
the photon for electromagnetism, the W/Z bosons for the
weak force, and gluons for the strong force.
The search for new forces and their massive media-
tors is a well-motivated arena for both experiment and
theory. New short range abelian gauge forces appear in
many extensions of the Standard Model (SM) [1–22] (see
also [23, 24] for reviews), are an active area of investiga-
tion at the LHC [25–31], and serve as standard bench-
marks to test the performances of future colliders [32–
39]. Additional non-anomalous U(1) gauge groups [40–
49] are a relatively innocuous extension of the SM as the
masses of the associated vector bosons do not require
the existence of additional scalar degrees of freedom and
consequently, a worsening of the hierarchy problem.
The traditional strategy to search for Z ′s at colliders
has been to perform “bump hunts.” For Z ′s decaying to
leptons, the dilepton invariant mass distribution is scru-
tinized for narrow peaks rising above the monotonically
falling background. Searches at the LHC are sensitive to
Z ′s with masses up to about 5 TeV [25–29].
For masses above 5 TeV, bump hunts lose sensitivity
as the cross section for direct production vanishes. When
the mass M of the new vector boson is too large for direct
production, the main contribution of the Z ′ at energies
E M are interference effects [50–53], which modify the
shapes of kinematical distributions. If the Z ′ couples to
both quarks and leptons, it modifies the invariant mass
distribution of Drell-Yan processes pp → `+`−, ` = e, µ.
The interference effects can be captured by a small num-
ber of higher dimension operators, obtained by integrat-
ing out the Z ′ (see Fig. 1), and are therefore relatively
insensitive to the specific details of the Z ′ model.
In this letter, we assess the reach of the LHC to probe
FIG. 1. At energies E much smaller than the mass M of the
heavy gauge boson Z′, the effect of the new physics on the
Drell-Yan process, pp → `+`−, is encoded by a finite set of
four-fermion contact operators.
heavy Z ′s through precision fits to the shape of the in-
variant mass spectrum of dileptons. Previous studies of
the interference of heavy Z’s at the LHC found that a 5
sigma discovery will be difficult [12], and estimated the
reach of early 13 TeV measurements [22]. We go beyond
these preliminary studies by performing the first com-
prehensive study of theoretical uncertainties and their
correlations, and by mapping the future reach of the full
LHC dataset. We find that a vast parameter space of
Z’s will be probed at the LHC. Deviations in the shape
of the Drell-Yan distribution have also been used to con-
strain effective operators [54], the running of electroweak
gauge couplings [55, 56], and other radiative effects of
new electroweak states [57].
The rest of this letter is organized as follows. We be-
gin by reviewing the class of Z ′ models that we study.
Then we present the reach we find of the LHC to the
interference effects of heavy Z ′s. We finish with our con-
clusions. We include appendices that contain a technical
description of our SM prediction, projections with future
higher energy colliders, and a comparison of our bounds
with experimental contact operator bounds.
The Minimal Model.— A class of Z ′ models moti-
vated by their simplicity and minimality has been stud-
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FIG. 2. Left panel: Ratio of the dilepton invariant mass distribution in the Z′ model to the SM. The solid lines are calculated
using the full model of Eq. 1, while the dashed lines are calculated using the EFT of Eq. 5. In the gray region, there are 3
expected SM events with a luminosity of 3 ab−1. Right panel: Systematic theoretical uncertainties used in our analysis. We
also show the size of the statistical uncertainty associated to the SM prediction.
ied in [40–49]. These Minimal Z ′ Models are defined by
the requirement that the new U(1) vector boson gauges a
linear combination of the hypercharge (Y ) and the differ-
ence between baryon and lepton number (B−L) currents.
This ensures that the model is anomaly free as long as
right-handed neutrinos are present. The gauge structure
also ensures flavor universal interactions for the new vec-
tor field.
The Lagrangian describing the interactions of the new
vector boson Z can be written as
L =−1
4
Z2µν+
M2
2
Z2µ−Zµ(gY JµH+gY JµY +gBLJµBL) , (1)
where JµY =
∑
f Q
(f)
Y f¯γ
µf and JµBL =
∑
f Q
(f)
BLf¯γ
µf are
the fermionic hypercharge and B − L currents, respec-
tively, and JµH ≡ iQ(H)Y (H†DµH − DµH†H). The SM
field charges QY and QBL are shown in Table I. The cou-
plings gY and gBL define the strength of the interactions
between the Z boson and the respective currents.
The spectrum contains three neutral vector bosons: a
massless photon and two massive vectors, to be iden-
tified with the Z boson and the heavy Z ′. When
gY 6= 0, the coupling between Z and the Higgs bo-
son current leads to a mixing between the Z boson and
Z. Their masses are approximately given by mZ ≈
gZv/2 ≡ mZ0 and mZ′ ≈ M with g2Z ≡ g′2 + g22 and
v = 246 GeV. Corrections to this equations are small, of
order (g2Y /g
2
Z)(m
2
Z0
/M2), which is also the typical size of
the corrections to electroweak observables. In terms of
the gauge eigenstates B, W3, and Z,
Z = cosαZ0 − sinαZ, Z ′ = sinαZ0 + cosαZ , (2)
where Z0 is the unperturbed Z boson wave function Z0 ∝
g2W3 − g′B and
tan 2α =
2gY /gZ m
2
Z0
M2 −m2Z0(1− g2Y /g2Z)
≈ 2gY
gZ
m2Z0
M2
. (3)
f H `L eR qL uR dR
QY 1/2 −1/2 −1 1/6 2/3 −1/3
QBL 0 −1 −1 1/3 1/3 1/3
TABLE I. Hypercharge and B − L charges.
The coupling of the physical vector bosons to SM
fermions are
JµZ = cosαJ
µ
Z0
−sinαJµZ , JµZ′ = sinαJµZ0+cosαJ
µ
Z (4)
where JµZ0 is the Z boson current in the SM, J
µ
Z0
=
gZ
∑
f f¯γ
µ(T3L−sin2 θWQ)f , and JµZ = gY JµY +gBLJµBL.
At energies E  M the physics described by Eq. 1 is
captured by an Effective Field Theory (EFT) obtained
by integrating out Z. At leading order in 1/M this is
given by
LEFT = − 1
2M2
(gY J
µ
H + gY J
µ
Y + gBLJ
µ
BL)
2
. (5)
In the left panel of Fig. 2 we show the ratio of the
dilepton invariant mass distribution in the presence of
a Z ′ to the SM, and compare the results obtained from
the full theory in Eq. 1 to the EFT of Eq. 5. The two
calculations agree for invariant masses within the reach
of the LHC, when the Z ′ is heavy and not too wide.
Existing bounds and projections.— In our analysis we
consider two kinds of constraints on Minimal Z ′ Models.
The first set comes from low energy measurements, in-
cluding constraints from LEPI and LEPII [58, 59]. These
can be evaluated using the low energy Lagrangian in
Eq. 5, and depend on the parameter combinations gY /M
and gBL/M . We extract these bounds from the global fit
in [60].
The second set of constraints comes from the LHC
measurements of the dilepton invariant mass distribution
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FIG. 3. 95% C.L. lower bound on M/R as a function of
θ. The constraint coming from low energy experiments is
shown in gray, while the reach of the LHC is shown in or-
ange. Specific models are identified: pure B-L (tan θ = 0),
hypercharge (tan θ = +∞), T3R (tan θ=−2), and U(1)χ
(tan θ=−4/5) [23, 24]. Notice that these relations are defined
at tree level.
in pp → `+`− collisions. If the Z ′ is light enough to be
produced on-shell, it will manifest as a resonant excess
in the dilepton spectrum. Bump hunt searches are op-
timized to look for this kind of isolated excess [25–29].
The results presented in [29] are currently the strongest
constraints on Minimal Z ′s for M < 5 TeV.
In this section we establish the reach of the LHC for
Z ′s that are too heavy to be efficiently produced on-shell,
and thus escape bump hunt searches. A Z ′ will distort
the high energy tail of the dilepton invariant mass distri-
bution, as shown in the left panel of Fig. 2. To project
the sensitivity to Z’s, we must to predict both the SM and
the New Physics contributions to the dilepton spectrum.
For the SM prediction, we use Next-to-Next-to-
Leading Order (NNLO) QCD [61–66] and Next-to-
Leading Order (NLO) ElectroWeak (EW) [67–72] results
from FEWZ-3.1 [73]. Details about the generation and the
evaluation of the QCD and Parton Distribution Function
(PDF) uncertainties are reported in the Appendix. The
NLO EW corrections in FEWZ include virtual γ, Z, and
W exchange and real QED corrections, but do not in-
clude real W or Z emissions. Real W/Z emissions could
be important at high energies, in an inclusive measure-
ment, and we include them after calculating them sep-
arately at leading order using MadGraph5 aMC@NLO [74]
(see [75] for a previous calculation).
Our treatment of EW uncertainties, which is described
in the Appendix, is designed to capture the effect of miss-
ing two-loop Sudakov logarithms [75–82]. A visual sum-
mary of the various theoretical uncertainties is presented
on the right panel of Fig. 2.
New Physics predictions are calculated at Leading Or-
der (LO) and are multiplied by the ratio of the SM NNLO
QCD cross section to the SM LO one. This is justified by
the fact that the relative size of the NNLO QCD correc-
tions only depend on the invariant mass of the dilepton
system. Both the SM and New Physics cross sections
are calculated in the dilepton invariant mass bins shown
in the right panel of Fig. 2. We apply a pT > 25 GeV
and |η| < 2.5 cut on leptons, and we assume 65% (80%)
identification efficiency for di-electron (di-muon) events,
motivated by past LHC Drell-Yan measurements [83, 84].
In order to infer the reach for Minimal Z ′ Models, we
fit to the Born-level cross section, after unfolding detector
effects. We perform a χ2 test, including QCD-scale, EW,
and PDF uncertainties, and their respective correlations
across different bins of invariant mass. The scale and EW
uncertainties are fully correlated, whereas the PDF un-
certainties exhibit nontrivial correlations. The Appendix
describes our χ2 test, and the derivation of PDF corre-
lations, in more detail. There is also an experimental
uncertainty due to unfolding, arising from effects such as
detector resolution, energy scale, and lepton identifica-
tion efficiency. We estimate the experimental uncertainty
as being composed of uncorrelated and fully correlated
components, both of which we take to be 5% of the cross
section, bin-by-bin. This choice is motivated by the size
of experimental uncertainties in previous unfolded Drell-
Yan measurements conducted at
√
s = 8 TeV [83, 84].
Fig. 3 shows the comparison between the low energy
bounds and projected LHC bounds on the Minimal Z ′
Models extracted using the EFT of Eq. 5. We intro-
duce an angular variable, tan θ ≡ gY /gBL, and rewrite
Eq. 5 as a function of the dimensionless coefficient R ≡√
g2Y + g
2
BL/gZ . For a given value of θ, the 95% C.L.
lower bound M/R is shown in Fig. 3. Surprisingly, the
LHC starts to be competitive with low energy bounds
around the present time, with an integrated luminosity
of 50 fb−1.
Notice that while the bounds extracted from the low
energy experiments have a wide range of applicability, in
terms of the mass M of the resonance, the LHC bounds
require the resonance to be heavy enough so that Eq. 5
can be used to describe the Drell-Yan process in a par-
ticular invariant mass bin. In order to obtain bounds
which are applicable for a variety of masses, we adopt
the following procedure [54, 85]. We recalculate the pro-
jected 95% CL upper bound on M/R by including only
those invariant mass bins for which m`` < m`` cut. For
a given Z ′ of mass M , a consistent bound on its cou-
pling R is obtained using m`` cut = αM , where α . 1. α
can in principle depend on the width of the resonance,
ΓZ′ . The bounds on M/R as a function of m`` cut are
shown in Fig. 4. For small m`` cut, the bound is weaker,
while it saturates for m`` cut & 3 TeV, above which the
energy growth of the partonic cross section is counter-
balanced by the decrease of the parton luminosities. The
right panel of Fig. 4 shows that an increase in the to-
tal integrated luminosity strengthens the bound only for
m`` cut & 1 TeV, since in this case the total uncertainty
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FIG. 4. Left panel: 95% CL lower bound on M/R as a function of m`` cut, for three example models, defined by specific
choices of θ (see Fig. 3). Right panel: 95% CL lower bound on M/R for the hypercharge model (θ = pi/2) as a function of
m`` cut. We show how the bound differs using two different choices for the total integrated luminosity (300 fb
−1 and 3 ab−1) and
switching off the theoretical uncertainty on higher order EW corrections.
is dominated by the statistical uncertainty.
It is natural to ask how the bounds on a given Z ′
model, obtained from the full theory in Eq. 1, compare
with those extracted from the EFT of Eq. 5. Using
the hypercharge model as a benchmark, Fig 5 shows the
95% CL upper bound on the coupling gY , using the full
model in Eq. 1. We compare to the exclusion obtained
from the EFT, where we choose either m`` cut = ∞ or
m`` cut = M − 2.5× ΓZ′ .
Fig. 5 shows that for small enough M . 5.5 TeV,
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FIG. 5. Comparison between the 95% CL upper bound on
gY extracted using the EFT of Eq. 5, with m`` cut = M −
2.5×ΓZ′ , and the full model Eq. 5. The two bounds agree for
masses 5.5 TeV .M . 25 TeV. For smaller M , the EFT does
not capture on-shell Z′ production and the bound extracted
from the full model is much stronger. At larger masses and
couplings, finite Z′ width effects, which are not included in the
EFT calculation, become important and lead to a weakening of
the bound in the full model. The gray region shows the region
which is excluded by low energy measurements.
the EFT bound is much weaker than the one obtained
from the full model. In this region, the cross section is
dominated by on-shell pp → Z ′ production, followed by
Z ′ → `+`− decay. The bound in this region approxi-
mates the reach of bump hunt searches, and we find a
result consistent, within a factor of 2 in cross section,
to prior bump-hunt studies [35, 38]. At larger masses,
the bound on gY agrees when using the full model ver-
sus the EFT. The agreement stops around M ∼ 25 TeV
and gY /gZ & 2.5. At large coupling, the Z ′ width is cor-
respondingly larger and ΓZ′/M corrections become im-
portant. These lead to a cancellation in the size of the
deviation from the SM prediction (see the red curve in
Fig 2).
Here we have focused on 2σ exclusions. When M &
5.5 TeV, we find that a 5σ discovery is not possible at at
the LHC, given LEP bounds. However it is possible to
have a signal with 3σ significance. Additional 95% C.L.
projections for a pp collider with a larger center of mass
energy (27 and 100 TeV) are shown in the Appendix.
Conclusions.—In this letter we have shown that pre-
cision measurements of the shape of the dilepton invari-
ant mass spectrum have broad reach to probe off-shell
Z ′s, extending the mass reach of direct searches. Un-
like bump hunts, off-shell interference is insensitive to
the presence of other decay modes. Our results only rely
on the invariant mass distribution, but it would be in-
teresting to explore how much sensitivity is gained by
also using angular information. We have demonstrated
significant reach for Z ′s, after a careful accounting of the-
oretical uncertainties. In order to fully realize this reach,
our results motivate a concerted effort to control experi-
mental uncertainties in energetic dilepton tails. The LHC
may retain significant power, even if new physics is too
heavy for direct production.
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Appendices
SM predictions.—The SM prediction for the binned
dilepton invariant mass distribution at 13, 27, and
100 TeV are calculated using FEWZ-3.1 [73]. This
provides NNLO QCD accuracy and part of the
NLO electroweak corrections, including the photon-
initiated channel. Scale and PDF uncertainties
are calculated using a 7-point envelope (µr, µf ) =
(1, 1), (2, 1), (2, 2), (0.5, 1), (0.5, 0.5), (1, 2), (1, 0.5) × M``
and the 107 symmetric eigenvectors of the
LUXqed plus PDF4LHC15 nnlo 100 PDF set [87, 88]
with αs(mZ) = 0.118.
We include corrections from real W and Z radiation,
which we evaluate at LO using MadGraph5 aMC@NLO [74].
Their fractional size, with respect to the LO Drell-Yan
cross section, is shown in Fig. 6.
The size of higher order EW effects, which are not in-
cluded by FEWZ, must be estimated and included as a
systematic uncertainty. The leading missing effect corre-
sponds to two-loop EW Sudakov logarithms, representing
a fractional correction to the Drell-Yan cross section of
order α2EW /(4pi
2) log4
√
s/m2W . FEWZ provide two choices
of EW input scheme and one could try to estimate the
size of the EW uncertainty comparing the Drell-Yan cross
section in these two schemes. We notice that doing this
would not capture the leading effect. In order to estimate
the contribution of two-loop EW Sudakov logarithms, we
use the results of [86]. As a function of the partonic cen-
ter of mass energy of the pp→ `+`− process, [86] shows
the fractional difference between the fixed order and the
resummed calculation (see for instance Fig. 3 in [86]). We
use this difference to estimate the size of the two-loop Su-
dakov logarithm. Note that the results of [86] depend on
the partonic center of mass energy, while we are inter-
ested in the dilepton invariant mass. These two variables
are equivalent in the limit of soft radiation, which we as-
sume in order to use the result of [86]. The size of the
EW uncertainty calculated in this way is shown in Fig. 2.
In order to infer the reach for the Minimal Z ′ Models,
10-2 10-10.00
0.05
0.10
0.15
0.20
mll/ s
σ real/σ
LO
s =13 TeV
s =27 TeV
s =100 TeV
FIG. 6. Relative correction to the LO Drell-Yan cross section
due to real W±/Z emission, calculated at 13, 27, and 100 TeV
center of mass energy.
we use a χ2 test,
χ2 =
∑
i,j
(σi − σSMi )(Σ−1)ij(σj − σSMj ), (6)
where σi and σ
SM
i are the cross sections in the i-th in-
variant mass bin for the Z ′ model and the SM respec-
tively. Σ is the full covariance matrix, calculated as the
sum Σ = Σstat + Σth + Σexp. Σth is the sum of the the-
oretical uncertainties: QCD-scale, EW, and PDF. The
scale and EW uncertainties are fully correlated, and the
PDF correlations are calculated using the Hessian pre-
scription [87]. Σstat is the statistical uncertainty which
we calculate as Σstatij = δijσi/L, where L is the inte-
grated luminosity. Finally, we estimate the experimental
uncertainty as being the sum of uncorrelated and fully
correlated components, both of which we take to be 5%
of the cross section, bin-by-bin.
Projections at 27 and 100 TeV.— In this Appendix
we study the sensitivity of higher center of mass en-
ergy pp colliders to the Z ′Y model. We consider two
center of mass energies: 27 and 100 TeV. The bounds
are calculated using the same procedure that we use
at 13 TeV, assuming an integrated luminosity of 1 or
10 ab−1. The 100 TeV projections are compared to the
constraints on the model from TLEP reach on the Y pa-
rameter, Y < 1.5× 10−4 [54].
Comparison with experimental results.— In this sec-
tion we apply our fit to bound the scale of the following
contact operators
∆L =
∑
I,J∈{L,R}
ζ
4pi
Λ2IJ
q¯IγµqI ¯`Jγµ`J . (7)
We sum over quarks and lepton flavors. This is inter-
esting as ATLAS publishes bounds on the ΛIJ in [31]
using 36.1 fb−1 of data collected at 13 TeV. Even though
our fit does not correspond exactly to the experimen-
tal one (the dilepton invariant mass binning is different
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FIG. 7. 95% C.L. bounds on the Z′Y model from pp→ `+`−, extracted using the EFT approximation (shaded orange area) and
the full model (blue contours). We show projections for two different collider center of mass energies: 27 TeV (left panel) and
100 TeV (right panel). We compare the 27 TeV bounds with LEP constraints on the Z′Y model, and the 100 TeV bounds with
projected TLEP limits on the Y parameter [54].
and experimental uncertainties with correlations are not
provided by [31]), this comparison allows us to check if
our procedure leads to similar sensitivity to experimen-
tal bounds. We find that our projections agree with the
ATLAS bounds on the operator scale within ∼ 10−30%,
as shown in Table II.
ATLAS (TeV) Our Fit (TeV)
ΛLL 22.7/30.9 24.5/35.2
ΛLR 23.8/28.2 26.7/31.1
ΛRL 24.0/28.0 26.3/31.3
ΛRR 23.5/28.3 25.1/34.6
TABLE II. Bound on the scale Λ for the operators
in Eq. 7 obtained in [31] by the ATLAS collaboration
and the limit extracted with our fitting procedure. The
weaker/stronger bounds are for ζ=+1/−1 corresponding to
destructive/constructive interference with the SM.
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