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Abstract
Harris’s correlation inequality states that any two monotone functions on the Boolean
hypercube are positively correlated. Talagrand [Tal96b] started a line of works in search
of quantitative versions of this fact by providing a lower bound on the correlation in terms
of the influences of the functions. A famous conjecture of Chva´tal [Chv74] was found by
Friedgut, Kahn, Kalai and Keller [FKKK18] to be equivalent to a certain strengthening of
Talagrand’s bound, conjectured to hold true when one of the functions is antipodal (hence
g(x) = 1− g(−x)). Motivated by this conjecture, we strengthen some of those bounds by
giving estimates that also involve the second order Fourier coefficients of the functions. In
particular we show that in the bounds due to Talagrand and due to Keller, Mossel and Sen
[KMS14], a logarithmic factor can be replaced by its square root when one of the functions
is antipodal. Our proofs follow a different route than the ones in the literature, and the
analysis is carried out in the Gaussian setting.
1 Introduction
Define Cn = {−1, 1}n, and denote the uniform measure on Cn by µ. For a function f : Cn →
{0, 1}, which is usually called a Boolean function, we define Eµ[f ] =
∫
Cn
f(x)dµ(x) and often
abbreviate E = Eµ. The discrete derivatives of a function are defined by
∂if(x) = f(x; xi → 1)− f(x; xi → −1).
and the discrete gradient ∇f(x) = (∂1f(x), ..., ∂nf(x)). We say that a Boolean function is
increasing if ∂if(x) ≥ 0 for all i ∈ [n] and all x ∈ Cn.
Harris’s correlation inequality states that any two increasing functions f and g must like
each other, in the sense that one has Cor(f, g) ≥ 0, where
Cor(f, g) := E[fg]− E[f ]E[g].
Talagrand [Tal96b] initiated a line of work which attempts to quantify to what extent this in-
equality holds true, which is also the topic of the present work.
The influence of the i-th coordinate is defined as
Ii(f) := 2
∫
|∂if(x)|dµ(x).
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Talagrand [Tal96b] proved that for increasing f, g
Cor(f, g) ≥ c
∑
i Ii(f)Ii(g)
log
(
e∑
i
Ii(f)Ii(g)
) , (1)
where in the last inequality, as in the rest of this paper, the letter cwill denote a positive universal
constant whose value may change between different appearances.
A rather similarly-looking inequality by Keller, Mossel and Sen [KMS14] states that
Cor(f, g) ≥ c
∑
i
Ii(f)Ii(g)√
log(e/Ii(f)) log(e/Ii(g))
. (2)
As explained in [KKM16], both of those bounds are sharp, and none of the two implies the
other. In the same paper strengthening are obtained in the case the the functions exhibit some
symmetries.
A function f is called antipodal if f(x) = 1 − f(−x) for all x. In [FKKK18], the authors
prove that the following conjecture is equivalent to the well-known Chva´tal’s conjecture in
combinatorics (for a formulation of the original form of the conjecture, we refer to their paper).
Conjecture 1. ([FKKK18]) If f, g are increasing and g is antipodal, then
Cor(f, g) ≥ 1
4
min
i
Ii(f).
The objective of the present work is twofold. First, we introduce a new approach for obtain-
ing the inequalities (1) and (2). Second, motivated by the above conjecture, we give a refined
bound in terms of the second-degree Fourier coefficients of the functions f, g which allow us to
exploit the antipodality of the function. This will allow us to prove the following theorem.
Theorem 2. If f, g are increasing and g is antipodal, then
Cor(f, g) ≥ c
∑
i∈[n] Ii(f)Ii(g)√
log
(
2e∑
i∈[n] Ii(f)Ii(g)
) . (3)
Compared to Talagrand’s bound (1), the logarithmic factor in the denominator is replaced by
its square root. Theorem 2 follows from a more general second-order refinement of Talagrand’s
bound. Define
V(f)i,j = E [∂i∂jf ] ,
which is also the matrix of second-order Fourier coefficients of the function f . Our refinement
reads,
Theorem 3. For any increasing Boolean functions f, g,
Cor(f, g) ≥ cmin

 M1(f, g)√
log
(
e
M1(f,g)
) , M1(f, g)2|M2(f, g)|

 (4)
where
M1(f, g) =
∑
i
Ii(f)Ii(g), M2(f, g) = 〈V(f),V(g)〉HS.
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Remark 4. It follows from [Tal96b, Theorem 2.4] that, in the notation of the theorem, one has
M2(f, g) ≤ CM1(f, g) log
(
e
M1(f, g)
)
.
Therefore, equation (4) is a strict strengthening of Talagrand’s bound (1).
The above theorem implies Theorem 2 via the following observation.
Fact 5. If f(x) is antipodal then V(f) = 0.
Proof. If f is antipodal, its Fourier transform is supported on odd degrees, and hence the second
degree coefficients vanish.
The combination of the above fact with the bound (4) immediately gives (3). For i ∈ [n] denote
Vi(f) = (E∂1∂if, . . . ,E∂n∂if) .
We also prove the following improvement of the bound (2).
Theorem 6. For any increasing Boolean functions f, g,
Cor(f, g) ≥ c
∑
i∈[n]
Ii(f)Ii(g)min

 1√
log
(
e
Ii(f)Ii(g)
) , Ii(f)Ii(g)|〈Vi(f),Vi(g)〉|

 . (5)
1.1 The Gaussian setting
Our two main theorems will be consequences of respective counterparts on Gaussian space.
Gaussian counterparts of the bounds (1) and (2) were already proven in [KMS14], where the
proofs rely on the Boolean bounds as a black box. Our approach works directly on Gaussian
space, which results in (arguably) simpler arguments.
Denote by γ the standard Gaussian measure on Rn. For a function f : Rn → R, define
M1(f) :=
∫
xf(x)dγ(x), M2(f) :=
∫ (
x⊗2 − In
)
f(x)dγ(x) (6)
the first and second degree Hermite tensors of the function f . We say that a function f : Rn → R
is monotone if for all i ∈ [n], it is monotone in the i-th coordinate when the other [n] \ {i}
coordinates are kept fixed. Analogously to the Boolean setting, we set
Cor(f, g) =
∫
fgdγ −
(∫
fdγ
)(∫
gdγ
)
.
The Gaussian analog of Theorem 3 reads,
Theorem 7. For any increasing functions f, g : Rn → [0, 1],
Cor(f, g) ≥ cmin

 M1(f, g)√
log
(
e
M1(f,g)
) , M1(f, g)2|M2(f, g)|

 (7)
where
M1(f, g) = 〈M1(f),M1(g)〉 , M2(f, g) = 〈M2(f),M2(g)〉HS.
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Moreover, our Gaussian analog of Theorem 6 reads,
Theorem 8. For any increasing functions f, g : Rn → [0, 1],
Cor(f, g) ≥ c
∑
i∈[n]
min

 M1(f)iM1(g)i√
log
(
e
M1(f)iM1(g)i
) , (M1(f)iM1(g)i)2| 〈M2(f)ei,M2(g)ei〉 |

 (8)
In order to see how those two theorems imply their discrete analogs, define signn(x) =
(sign(x1), . . . , sign(xn)). For two Boolean functions f, g, define f˜(x) = 2f(sign
n(x)) −
1, g˜(x) = 2g(signn(x))− 1 as functions on Rn. It is easy to verify that
Cor(f, g) =
1
2
Cor(f˜ , g˜).
Moreover, a straightforward calculation gives that when f is monotone,
M1(f˜)i =
∫
Rn
xi(2f(sign
n(x))− 1)dγ(x) =
√
2
π
∫
Cn
x(2f(x)− 1)dµ(x) =
√
2
π
Ii(f),
and
M2(f˜)ei =
∫
Rn
xix(2f(sign
n(x))− 1)dγ(x) = 2
π
∫
Cn
xix(2f(x)− 1)dµ(x) = 2
π
Vi(f).
In light of the last three displays, Theorems 3 and 6 follow by applying the respective Gaussian
variants on the functions f˜ and g˜.
Acknowledgements. We thank Gil Kalai, Noam Lifshitz and Nathan Keller for useful sug-
gestions.
2 Preliminaries and stochastic constructions
In this section we define several processes which serve as core ingredients of our proofs. Those
processes can be thought of as continuous versions of the jump process constructed in a recent
paper of Gross and the author [EG19], and some of the ideas are analogous to the ones that
appear there. However, unlike the case of [EG19] where the pathwise analysis is an essential
part of the proof, most of the steps here are carried out in expectation.
2.1 Stochastic processes
Let Bt be a standard Brownian motion in R
n, adapted to a filtration Ft. Define
Zt :=
∫ t
0
e−s/2dBs.
We have almost surely [Z]1 − [Z]t =
∫ 1
t
e−sds = e−t, concluding that Z∞ ∼ γ and that
Z∞|Zt ∼ N (Zt, e−tIn). Denote by mt(x) the density of the law of Z∞|Zt with respect to the
Lebesgue measure, so that
mt(x) = e
nt/2(2π)−n/2 exp
(
−1
2
et |x− Zt|2
)
.
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For a function h : Rn → R, consider the martingale
Mt = M
(h)
t := E[h(Z∞)|Zt] =
∫
h(x)mt(x)dx.
Itoˆ’s formula gives
dmt(x) = e
t/2〈x− Zt, dBt〉mt(x)
so that
dMt = e
t/2
∫
h(x)〈x− Zt, dBt〉mt(x)dx = e−t/2
〈
M
(h,1)
t , dBt
〉
(9)
where
M
(h,1)
t := e
t
∫
h(x)(x− Zt)mt(x)dx.
For two functions f, g : Rn → R, since Z∞ ∼ γ, we have
Cor(f, g) = E
[
M (f)∞ M
(g)
∞
]
.
By formula (9) and by Itoˆ’s isometry, we have
Cor(f, g) =
∫ ∞
0
Ed[M (f),M (g)]t =
∫ ∞
0
e−tE
[〈
M
(f,1)
t ,M
(g,1)
t
〉]
dt. (10)
As we will see later on, one has
Fact 9. If f is monotone, then one has almost surely for all t,M
(f,1)
t ∈ Rn+.
A consequence of the above fact is that
〈
M
(f,1)
t ,M
(g,1)
t
〉
≥ 0 almost surely, for all t. Thus,
equation (10) readily implies the following.
Proposition 10. For all t > 0,
Cor(f, g) ≥ Cov(f(Zt), g(Zt)) =
∫ t
0
e−sE
[〈
M (f,1)s ,M
(g,1)
s
〉]
ds.
Our estimates will amount to bounding the right hand side of the above inequality. In order
to do so, we need to derive expressions for higher stochastic time-derivatives of the processes
M
(f)
t ,M
(g)
t .
2.2 Higher derivatives
Let us calculate the higher derivatives of those processes. Similar calculations have been carried
out in [Eld15], but we include them for the sake of completeness. Define Lt(x) = e
−t/2x + Zt
so that the push forward of γ under Lt has densitymt. Also write
ht = h ◦ Lt (11)
so that the last display with a change of variables gives
M
(h)
t =
∫
ht(x)dγ(x) (12)
and
M
(h,1)
t = e
t/2
∫
xht(x)dγ(x). (13)
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Proof of fact 9. If the function h is monotone then so is ht. In light of formula (13) it is clear
that the coordinates ofM
(1)
t are non-negative.
We now define the processes corresponding to higher cumulants as
M
(k)
t = M
(h,k)
t := e
kt/2
∫
ht(x)H
(k)(x)dγ(x) (14)
where H(k) is the k-th Hermite tensor, hence H(0)(x) = 1, H(1)(x) = x H(2)(x) = x⊗2 −
In, (H
(2)(x))i,j,k = xixjxk − δi,jxk − δi,kxj − δj,kxi, etc. Remark that, by definition,
M
(h,1)
0 =M1(h), M (h,2)0 =M2(h). (15)
The next lemma gives a formula for derivatives of any order.
Lemma 11. We have, almost surely for all t ≥ 0 and all k ∈ Z,
dM
(k)
t = e
−t/2M
(k+1)
t dBt. (16)
Proof. First assume that h is smooth enough. Integration by parts gives that∫
∇kh(x)dγ(x) =
∫
h(x)H(k)(x)dγ(x). (17)
This gives that
M
(h,k)
t := e
kt/2
∫
∇k(h(Lt(x)))dγ(x) =
∫
(∇kh)(Lt(x))dγ(x).
Plugging the function∇kh in place of h in equation (9) gives
d
∫
(∇kh)(Lt(x))dγ(x) (12)= dM (∇kh,0)
(9)
= M
(∇kh,1)
t dBt
(13)
=
∫
x⊗ ((∇kh)(Lt(x)))dγ(x)dBt
=
∫
∇((∇kh)(Lt(x)))dγ(x)dBt
= e−t/2
∫ (
(∇k+1h)(Lt(x))
)
dγ(x)dBt
(17)
=
∫
h(x)H(k)(x)dγ(x)dBt.
Equation (16) follows. In the general case (with no smoothness assumtions), equation (16)
can then be obtained by an approximation argument, but it can also be obtained directly by
a straightforward but somewhat tedious calculation using Itoˆ’s formula. For a more rigorous
derivation, we refer the reader to [Eld15].
For two functions f˜ , g˜ : Rn → R and k ∈ Z, define
S
(k)
t =
〈
M
(f˜ ,k)
t ,M
(g˜,k)
t
〉
and pk(t) := E
[
S
(k)
t
]
. (18)
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By Ito’s formula and (16), we have
dS
(k)
t = M
(f˜ ,k)
t dM
(g˜,k)
t +M
(g˜,k)
t dM
(f˜ ,k)
t + d[M
f˜ ,M g˜]t
= e−t/2
(
〈M (g˜,k)t ,M (k+1,f˜)t dBt〉+ 〈M (f˜ ,k)t ,M (k+1,g˜)t dBt〉
)
+ e−t
〈
M
(k+1,f˜)
t ,M
(k+1,g˜)
t
〉
dt.
By taking expectations, we get
p′k(t) = e
−tpk+1(t) (19)
and by differentiating twice and using the same formula, we finally get
p′′k(t) = −p′k(t) + e−2tpk+2(t). (20)
3 Level inequalities
The main purpose of this section is to prove inequalities which will be used to establish bounds
between different time-derivatives of the stochastic processes. As equation (16) suggests, those
will boil down to relations between spatial moments of the function ht. Such relations are
often referred to as level-inequalities, since they establish relations between the Fourier mass in
different energy levels.
The main new point in this work is that, as it turns out, when we only look for a lower bound
on (decoupled) moments, one can improve the bounds which appear in the literature, which give
two sided but worse estimates.
For a random vector X = (X1, ..., Xn) in R
n which is absolutely continuous with respect
to γ, with density ρdγ, we define the relative entropy of X with respect to γ as
DKL(X||γ) =
∫
ρ log(ρ)dγ.
At the heart of our proofs is the following lemma.
Lemma 12. Let X, Y be random vectors in Rn. Denote
HX = E
(
X⊗2 − In
)
, HY = E
(
Y ⊗2 − In
)
.
Then,
Tr(HXHY ) ≥ −20
(
DKL(X||γ) +DKL(Y ||γ)
)
.
For the proof of this lemma, we need the entropy-transportation inequality due to Talagrand
[Tal96a]. For two random vectorsX and Y in Rn we define the Wasserstein-2 distance between
them as
W2(X, Y ) = inf
(X˜,Y˜ )
√
E
[
|X˜ − Y˜ |22
]
,
where the infimum is taken over all random vectors (X˜, Y˜ ) in R2n whose marginals on the first
and last n coordinates are equal to X and Y respectively. The following is proven in [Tal96a].
Theorem 13. Let Γ be a standard Gaussian random vector in Rn and letX be a random vector
such that DKL(X||γ) <∞. Then,
W2(X,Γ)
2 ≤ 2DKL(X||Γ).
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Remark 14. For our proof, we will effectively only use the one-dimensional version of the above
theorem.
Proof of Lemma 12. By applying a rotation, we may assume without loss of generality thatHX
is diagonal. Let Γ be a standard Gaussian random variable, and denote αi = W
2
2(Xi,Γ) and
βi = W
2
2(Yi,Γ). Theorem 13 implies that∑
i∈[n]
(αi + βi) ≤ 2 (DKL(X||γ) + DKL(Y ||γ)) .
Denote λi = E[X
2
i ] and δi = E[Y
2
i ]. Let I = {i ∈ [n]; λi > 1 > δi} and J = {i ∈ [n]; δi >
1 > λi}. We clearly have,
Tr(HXHY ) =
∑
i∈[n]
(λi − 1)(δi − 1) ≥
∑
i∈I∪J
(λi − 1)(δi − 1).
Fix i ∈ I ∪ J . The proof will be concluded by showing that
(λi − 1)(δi − 1) ≥ −10(αi + βi). (21)
Assume that i ∈ I . The proof for the case i ∈ J will be analogous. First suppose that
λi ≥ 4. In that case,
λi ≤ 2(λi − 2) = 2
(
EX2i − 2
) ≤ 2 (2W22(Xi,Γ) + 2W22(Γ, 0)− 2) = 4αi.
Since by assumption we have δi < 1, we get
|(λi − 1)(δi − 1)| ≤ λi ≤ 4αi,
which establishes (21). It remains to consider the case λi ≤ 4. SinceW2 is a metric, the triangle
inequality implies that Xi and Yi can be coupled in a way that
E[(Xi − Yi)2] ≤ 2(αi + βi). (22)
We also have that
E
[
(Xi + Yi)
2
] ≤ 2(λi + δi) ≤ 10. (23)
By Cauchy-Schwartz, we have
2(λi − 1)(δi − 1) = (λi − 1)2 + (δi − 1)2 − (λi − δi)2
≥ − (E(X2i − Y 2i ))2
= −(E [(Xi − Yi)(Xi + Yi)])2
≥ −E [(Xi − Yi)2]E [(Xi + Yi)2] (22)∧(23)≥ −20(αi + βi).
Equation (21) follows and the proof is complete.
Remark 15. Lemma 12 only gives a lower bound on the expression Tr(HXHY ). It is not hard
to see that a matching upper bound on this expression will not hold true in general, in fact, the
best upper bound attainable is
Tr(HXHY ) ≤ CDKL(X||γ)DKL(Y ||γ).
The fact that the lower bound is better is crucial for the proof of our main theorem, and this
lower bound lies in the heart of the reason that better bounds for correlations can be attained.
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The above lemma gives us an inequality between the entropy and the second-degree Hermite-
Fourier coefficients, which in the case of indicators of sets, can be understood as an inequality
between the zeroth and 2nd moments. Our next objective is to ”lift” this inequality into an
inequality between the first and third levels of energy, valid for monotone sets. This ”lifting” is
the essence of the main step in [Tal96a]. However, we are able to provide a shorter and simpler
argument towards this lifting, also due to the fact that we work in the Gaussian setting.
For a measurable f : Rn → R, define
Q(k)(f) =
∫
f(x)H(k)(x)dγ(x).
Our estimate reads,
Proposition 16. (Level 1:3 inequality) Let f, g : Rn → R be two monotone functions. Then,
〈
Q(3)(f), Q(3)(g)
〉 ≥ −e8〈Q(1)(f), Q(1)(g)〉log
(
e
√
Var[f ]Var[g]
〈Q(1)(f), Q(1)(g)〉
)
.
The proof of Proposition 16 is based on the following vectorial inequality.
Lemma 17. Let v(x), u(x) : Rn → Rk+, such that〈∫
v(x)dγ(x),
∫
u(x)dγ(x)
〉
≤ ε.
Then one has〈∫
v(x)⊗ (x⊗2 − In)dγ(x),
∫
u(x)⊗ (x⊗2 − In)dγ(x)
〉
≥ −20ε log
(∫ |v|22dγ ∫ |u|22dγ
ε2
)
.
(24)
Proof. By the monotonicity of the right hand side of (24) with respect to ε, we may clearly
assume that
∑
i
∫
vi(x)dγ(x)
∫
ui(x)dγ(x) = ε. For i ∈ [n], we denote
αi :=
Tr
(∫
(x⊗2 − In) vi(x)dγ(x)
∫
(x⊗2 − In)ui(x)dγ(x)
)∫
vidγ
∫
uidγ
(and αi = 0 when the denominator is zero). Remark that the left hand side of (24) is equal to
∑
i
Tr
(∫ (
x⊗2 − In
)
vi(x)dγ(x)
∫ (
x⊗2 − In
)
ui(x)dγ(x)
)
,
so the lemma will be concluded by showing that
∑
i
αi
∫
vidγ
∫
uidγ ≥ −20ε log
(∫ |v|22dγ ∫ |u|22dγ
ε2
)
. (25)
Define v˜i(x) =
vi(x)∫
vidγ
and u˜i(x) similarly. An application of Lemma 12 gives
αi ≥ −20 (DKL(v˜i, γ) +DKL(u˜i, γ)) ≥ −20
(
log
∫
v˜i(x)
2dγ + log
∫
u˜i(x)
2dγ
)
,
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where the second inequality uses Jensen’s inequality. This gives
e−
1
40
αi
∫
vi(x)dγ
∫
ui(x)dγ ≤
√∫
vi(x)2dγ
∫
ui(x)2dγ.
Denote βi =
1
ε
∫
vi(x)dγ
∫
ui(x)dγ. The assumption
∑
i
∫
vi(x)dγ
∫
ui(x)dγ = ε gives
∑
i βi =
1. Now, that last display gives
∑
i
e−
1
40
αiβi ≤ 1/ε
∑
i
√∫
vi(x)2dγ
∫
ui(x)2dγ ≤ 1
ε
√∫
|v|22dγ
∫
|u|22dγ
and thus, by convexity,
−ε
∑
i
βiαi ≤ 40ε log
(∑
i
βie
− 1
40
αi
)
≤ 40ε log
(
1
ε
√∫
|v|22dγ
∫
|u|22dγ
)
,
which implies (25), and finishes the proof.
Proof of Proposition 16. Fix some t > 0 and define
ft(x) = Pt[f ](x), gt(x) = Pt[g](x)
where Pt is the Ornstein-Uhlenbeck semigroup,
Pt[f ](x) :=
∫
f
(
e−t/2x+
√
1− ety
)
dγ(y). (26)
Remark that H(k)(x) is an eigenfunction of the generator L = ∆ − x · ∇ with eigenvalue −k.
Since Pt is self adjoint, we have∫
H(3)(x)Pt[f ](x)dγ(x) =
∫
f(x)Pt[H
(3)](x)dγ(x) = e−3tQ(3)(f).
Further note that integration by parts yields,∫
H(3)(x)ft(x)dγ(x) =
∫
H(2)(x)⊗∇ft(x)dγ(x).
The last two displays yield
Q(3)(f) = e3t
∫ (
x⊗2 − In
)⊗∇ft(x)dγ(x). (27)
A similar argument gives,
Q(1)(f) = et
∫
xft(x)dγ(x) = e
t
∫
∇ft(x)dγ(x). (28)
Moreover, consider the Hermite decomposition f(x) =
∑
ℓ αℓHℓ(x), so that ft =
∑
ℓ αℓe
−|ℓ|tHℓ(x),
we have∫
|∇ft|2dγ = −
∫
ftLftdγ =
∑
ℓ
e−2|ℓ|tα2ℓ |ℓ| ≤
(
sup
q≥0
qe−2tq
) ∞∑
ℓ=1
α2ℓ ≤
Var[f ]
2te
.
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Taking t = 1 and invoking Lemma 17 with u(x) = ∇ft(x) and v(x) = ∇gt(x) gives
〈
Q(3)(f), Q(3)(g)
〉 (27)
= e6Tr
((∫ (
x⊗2 − In
)⊗∇f1(x)dγ(x)
)(∫ (
x⊗2 − In
)⊗∇g1(x)dγ(x).
))
(24)∧(28)
≥ −40e6
(
e−2〈Q(1)(f), Q(1)(g)〉 log
(
e
√
Var[f ]Var[g]
2〈Q(1)(f), Q(1)(g)〉
))
.
This completes the proof.
Remark 18. A very small modification of the above proof, where Lemma 12 is replaced by the
level-1 inequality reproduces the Gaussian variant of the bound between levels 1 and 2 due to
Talagrand, via an arguably simpler route.
4 Proof of the main bounds
In this section we proof our main bounds in the Gaussian setting. We begin with a technical
lemma whose proof is postpones to the end of the section.
Lemma 19. Let p : [0,∞)→ [0, 1] be twice differentiable. Suppose that p(0) ∈ (0, 1) and that
there existsK > 0 such that for all x,
p′′(t) ≥ −p′(t)−Kp(t) log(e/p(t)).
Then for all t ≤ min
(
1
4
√
K log(2e/p(0))
, p(0)
4|p′(0)|
)
one has p(t) ≥ p(0)/2.
We are now ready to prove our theorems.
Proof of Theorem 7. Define
p(t) := E
[〈
M
(f,1)
t ,M
(g,1)
t
〉]
,
whereM
(f,1)
t ,M
(g,1)
t are defined as in equation (13). Equation (20) gives
p′′(t) = −p′(t) + e−2tE
[〈
M
(f,3)
t ,M
(g,3)
t
〉]
.
Remark that M
(f,k)
t = e
kt/2Q(k)(ft), where ft is defined as in (11), and the same is true for g.
An application of Proposition 16 on the functions ft and gt gives that almost surely, for all t,
one has
〈
M
(f,3)
t ,M
(g,3)
t
〉
≥ −e8+2t
〈
M
(f,1)
t ,M
(g,1)
t
〉
log

 et〈
M
(f,1)
t ,M
(g,1)
t
〉

 .
Since s→ −s log(1/s) is convex, Jensen’s inequality gives
E
[〈
M
(f,3)
t ,M
(g,3)
t
〉]
≥ −e8+2tp(t) log(et/p(t)),
concluding that
p′′(t) ≥ −p′(t)− e8p(t) log(e/p(t)), ∀t ≤ 1.
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Equations (15) and (19) give
p(0) = 〈M1(f),M1(g)〉, p′(0) = 〈M2(f),M2(g)〉HS .
Via an application of lemma 19, the two last displays imply that
p(t) ≥ 1
2
〈M1(f),M1(g)〉, ∀t ≤ min

 e−8√
log
(
2e
〈M1(f),M1(g)〉
) , 〈M1(f),M1(g)〉4| 〈M2(f),M2(g)〉HS |

 .
Plugging this estimate into Proposition 10 finishes the proof.
Proof of Theorem 8. First assume that f, g are C∞-differentiable. Fix i ∈ [n]. Integration by
parts gives that
M∂ift = e
t/2
∫
∂iftdγ = e
t/2
∫
xiftdγ = 〈M (f,1)t , ei〉.
Proposition (10) therefore gives that for all t0 > 0,
Cor(f, g) ≥
∑
i
∫ t0
0
e−tE[M∂ift M
∂ig
t ]dt. (29)
Now,
M
(∂if,2)
t = e
t
∫
(∂if)(Lt(x))(x
⊗2 − In)dγ = e3t/2
∫
∂ift(x
⊗2 − In)dγ.
Denote f˜(x) = P1[∂ift], where Pt is the Ornstein-Uhlenbeck operator defined as in (26). Since
H(k)(x) are eigenfunctions of Pt with eigenvalues e
−kt, we have
M
(∂if)
t =
∫
P1[∂ift]dγ (30)
and
M
(∂if,2)
t = e
2e3t/2
∫
P1[∂ift](x)(x
⊗2 − In)dγ. (31)
Since ft(x) ∈ [0, 1] for all x, it is easy to verify that P1[∂ift] ∈ [0, 2] for all x and thus
∫
f˜(x)∫
f˜dγ
log
f˜(x)∫
f˜dγ
dγ(x) ≤ log
∫
f˜(x)2dγ(x)(∫
f˜(x)dγ
)2 ≤ log
(
2∫
f˜dγ
)
= log
(
2
M∂ift
)
.
An application of Lemma 12 for X, Y being distributed according to the laws f˜(x)∫
f˜dγ
, g˜(x)∫
g˜dγ
re-
spectively thus gives
〈
Q(2)(f˜), Q(2)(g˜)
〉
≥ −20M∂ift M∂igt log
(
1
M∂ift M
∂ig
t
)
.
Together with equation (31), this gives
〈
M
(∂if,2)
t ,M
(∂if,2)
t
〉
HS
≥ −20e2+3t/2M∂ift M∂igt log
(
1
M∂ift M
∂ig
t
)
. (32)
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Define St = M
∂if
t M
∂ig
t and p(t) = E[St]. Equation (30) and integration by parts gives
p(0) =M1(f)iM1(g)i. (33)
By equation (20), we have
p′′(t) = −p′(t) + e−2tE
[〈
M
(∂if,2)
t ,M
(∂if,2)
t
〉
HS
]
.
The bound (32) and the concavity of the function x→ x log(1/x) yield
p′′(t) ≥ −p(t)− 20e2p(t). (34)
Now, remark that
M
(∂if,1)
0 =
∫
x(∂if)dγ =M2(f)ei,
which, along with equation (19) implies that
p′(0) =
〈
M
(∂if,1)
0 ,M
(g˜,1)
0
〉
= 〈M2(f)ei,M2(g)ei〉.
Combining this with (33) and (34) and applying Lemma 19 finally gives that
p(t) ≥ 1
2
M1(f)iM1(g)i, ∀t ≤ min
(
1
20e
√
log(2e/M1(f)iM1(g)i)
,
M1(f)iM1(g)i
4|〈M2(f)ei,M2(g)ei〉|
)
.
Plugging this into equation (29) completes the proof in the case that f, g are C∞-smooth. The
general case easily follows by considering the functions Pδ[f ], Pδ[g] in place of f, g and taking
δ → 0.
Proof of lemma 19. Let t0 = min{t > 0; p(t) ≤ p(0)/2}. We first claim that without loss of
generality we may assume that
p(0) = max
0≤s≤t0
p(s). (35)
Indeed, if we suppose that p(t) has a local maximum at m ∈ (0, t0) where p(m) ≥ p(0), then
we may define p˜(t) = p(t+m) and proceed by replacing the function p by p˜, using the fact that
p˜(0)′ = 0 and the monotonicity of the expression x→ 1√
log(2e/x)
on [0, 1].
Now, assume by contradiction that
t0 < min
(
1
2
√
K log(2e/p(0))
,
p(0)
4|p′(0)|
)
. (36)
By Largange’s theorem, there exists t1 ∈ (0, t0) for which p′(t1) ≤ −p(0)2t0 . If there exists
0 ≤ t ≤ t1 such that p′(t) ≥ 0, set s = max{t; p′(t) ≥ 0}, otherwise set s = 0. Note that
p′(s) ≥ −|p′(0)|. Remark that by definition of t0 and t1, we have
p′(t1) ≤ −p(0)
2t0
≤ −2|p′(0)| ≤ 2p′(s),
which implies that
p′(t1)− p′(s) ≤ 1
2
p′(t1). (37)
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Applying Largange’s theorem again, we have that there exists t2 ∈ (s, t1) such that
p′′(t2) ≤ p
′(t1)− p′(s)
t1 − s
(37)≤ p
′(t1)
2t0
≤ −p(0)
4t20
≤ −Kp(0) log(2e/p(0)).
However, by the fact that t2 ≤ t0, and by (35), we have p(t2) ∈ [p(0)/2, p(0)], and therefore
since s→ s log(e/s) is increasing on [0, 1],
−Kp(0) log(2e/p(0)) ≤ −Kp(t2) log(e/p(t2)).
Recalling that p′(t2) ≤ 0, the two last displays contradict the assumption of the lemma. This
completes the proof.
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