The present work demonstrates the feasibility of heat release rate imaging using the laser-induced fluorescence (LIF) of atomic hydrogen (H-atom) and formaldehyde (CH 2 O) in laminar premixed flames. The product of H-atom LIF and CH 2 O LIF signals is evaluated on a pixel-by-pixel basis and is compared with that of the OH × CH 2 O technique. These results for equivalence ratio ranging from 0.8 to 1.1 are compared with computations of one-dimensional freely-propagating flames. The performance of these markers is studied based on the following two aspects: the spatial accuracy of the local heat release rate and the trend in the total heat release rate with equivalence ratio. The measured trend in the spatial distribution of radicals and the deduced heat release rate agree well with the computational values. The variation in the spatially integrated heat release rate as a function of equivalence ratio is also investigated. The results suggest that the trend in the variation of the integrated heat release rate and the spatial location of heat release rate can be evaluated by either of these markers. The OH-based marker showed certain sensitivity to the chemical mechanism as compared to the H-atom based marker. Both the OH-based and H-atom based techniques provide close estimates of heat release rate. The OH based technique has practical advantage when compared to the H-atom based method, primarily due to the fact that the H-atom LIF is a two-photon process.
Introduction
The heat release rate (HRR) is one of the important properties of the combustion process, as it characterises the extent of energy conversion from chemical potential to thermal energy. The spatial distribution of heat release rate can provide locations of reaction zones, which may be used to identify the hot spots that lead to uncontrolled ignition in internal combustion engines [1] and nonuniform pattern factors in gas turbines [2] . The HRR is vital for understanding and predicting combustion instability [3] [4] [5] [6] [7] and combustion noise [8] [9] in gas turbine engines. The direct measurement of HRR or a quantity that fully represents HRR is not practical yet because of the challenges involved in measuring many tens of species and temperature simultaneously. Instead, certain reliable chemical markers (radicals) [7, [10] [11] [12] [13] [14] or indicators (dilatation) [10] that correlate well with the heat release rate have been employed.
The indirect measurement of HRR is performed using both natural chemiluminescence from the flame and laser induced fluorescence (LIF) from excited radicals. The chemiluminescence measurement is relatively simple, whereas LIF measurement requires sophisticated lasers to excite specific species, such as OH, CH, CH 2 O or HCO. Yet, the LIF measurement provides planar spatial resolution free from line-of-sight integration of the signal, unlike chemiluminescence. In practical combustion devices, LIF based measurements are generally not possible and hence, the preferred strategy is to use chemiluminescence. On the other hand, for fundamental studies in laboratory burners, LIF has been used where measurement accuracy outweighs complexity. Hence, both LIF-and chemiluminescence based HRR measurements are widely reported as summarised next. The intensities of chemiluminescent emission from CH * , OH * and CO 2 * are reported to increase linearly with fuel flow rates for a given equivalence ratio [11] . Hardalupas and Orain [12] examined chemiluminescence from different radicals to find reliable indicators of HRR. They report that chemiluminescent emission from CH * , OH * and CO 2 * radicals are all good indicators of HRR. The authors [12] used a Cassegrain telescope to limit the collection angle, thus increasing the spatial resolution. Though this collection optics increases the in-plane spatial resolution, yet the chemiluminescence method itself is not free from line-of-sight integration of the signal. Hardalupas et al. [13] developed HRR and equivalence ratio sensor based on chemiluminescence techniques. The CH * and OH * signals are simultaneously acquired using the Cassegrain telescope. The authors [13] validated the spatial distribution of the HRR in a laminar flame using a LIF based measurement technique. The peak location of HRR was in good agreement with the LIF based measurements, yet the spatial distribution of HRR deduced from chemiluminescence was not in agreement with the LIF based measurements.
Similar to the chemiluminescence based measurements, the LIF based measurements also require reliable markers of HRR. Najm et al. [14] carried out detailed computational and experimental studies to find suitable markers. They also discussed in detail the adequacy of the chemiluminescence based measurements. They found OH * and CH * to be unreliable indicators of local extinction. Their results suggested that the HCO mole fraction to be a reliable marker of HRR. These authors [14] demonstrated the feasibility of and illustrated issues associated with imaging HCO using PLIF. The fluorescence signal was not strong enough for single-shot imaging, and as a result 100 images were averaged to achieve a signal-tonoise ratio (SNR) of 2. The PLIF signal from HCO is generally weak due to its low concentration, low quantum yield of its fluorescence, and short fluorescence time scales [7, 14, 15] . Kiefer et al. [15] have recently demonstrated the feasibility of single-shot PLIF imaging of the HCO radical. They employed a long pulsed and broadband alexandrite laser providing higher fluorescence signal than the conventional Nd:YAG and dye laser system. Zhou et al. [16] extended this study further with detailed investigation to enable single-shot HCO PLIF imaging. The authors identified interference-free excitation wavelength and laser fluence (energy per unit area) limit to reduce photolytically generated HCO. This technique is limited to lean premixed flames, because in rich flames significant interference from large hydrocarbons is reported.
To circumvent the difficulties associated with HCO PLIF, an alternative strategy was developed by Paul and Najm [10] . They used the pixel-by-pixel product of simultaneously obtained CH 2 O and OH PLIF images. This strategy is based on a presumption that the HCO radical forms through CH 2 O + OH → HCO + H 2 O. The authors [10] validated this technique by comparing the correlation between the following computed quantities: HRR, HCO concentration and the product of CH 2 O and OH concentrations for stoichiometric and rich flames. The comparison showed good spatial and temporal correlations between all three quantities. This method facilitated the possibility of single-shot measurements. Additionally, the spatial concentrations of CH 2 O and OH can be extracted from the PLIF images. In order to obtain quantitative information from such measurements the temperature dependence of the LIF signals has to be carefully considered. As noted by Paul and Najm [10] , the product of the LIF signals primarily depends on the product of the concentrations in the region of overlap between CH 2 O and OH where a narrow range of temperature is expected. This argument is further substantiated by Ayoola et al. [7] . Numerous studies have demonstrated the applicability of this technique for premixed and non-premixed flames in various geometrical configurations and flow conditions. The applicability of this diagnostic technique was demonstrated by Böckle et al. [17] in turbulent premixed flames in Bunsen and swirl configurations. This technique was also used by Balachandran et al. [18] and Ayoola et al. [7] to investigate responses of turbulent premixed flames to imposed velocity fluctuations. The reliability of this technique in non-premixed flames has been demonstrated by Gordon et al. [19] while investigating autoignition events in transition at the base of lifted flames. Recently, this technique was implemented to image reaction zones near blow-off conditions in a bluff-body stabilised turbulent methaneair premixed flames [20] and in a swirl-stabilised turbulent nheptane spray flames [21] . This method has also been assessed by Fayoux et al. [22] by comparing measured and computed HRR in counter-flow laminar premixed flames. These authors [22] conclude that the product of simultaneous CH 2 O and OH PLIF is a reliable technique to deduce HRR. The width of experimental OH × CH 2 O profile is reported [22] to be larger than that of the computed profile. It has to be noted that the above correlation was validated for laminar premixed methane flames.
Gazi et al. [23] assessed the adequacy of the OH × CH 2 O marker (based on mole fraction) for a wide range of fuels, and concluded that the extension of these markers to other fuels and stoichiometries should be performed with caution. They remarked that alternative correlations between HRR and chemical markers may exist for a given flame. Minamoto and Swaminathan [24] reconstructed synthetic PLIF signals using data from direct numerical simulations. The synthetic PLIF signals were examined to assess the adequacy for their use as the heat release rate markers for MILD combustion of methane. They concluded that use of only OH, CH 2 O or HCO PLIF signal does not reliably represent HRR, whereas the OH × CH 2 O PLIF based technique is found to be adequate.
Recently, Nikolaou and Swaminathan [25] re-examined the [OH] × [CH 2 O] product based HRR correlation (where '[-]' denote molar concentrations) for methane, methane diluted with combustion products, and for other multi-component fuels, such as blast furnace gas. They found that HRR correlations varied strongly with stoichiometry and fuel composition. For methane-air flames, alternative markers were suggested for lean to stoichiometric mixtures, including species such as H, CH 2 O, O, and CH 4 . These markers were studied using both laminar flame calculations and DNS data of turbulent premixed flames, and were found to have a better correlation with the HRR than the OH × CH 2 O marker. In particular, it was shown that [25] , for equivalence ratios between 0.6 and 1.0, the HRR correlates better with the forward rate of the reaction H + CH 2 O → HCO + H 2 O, whereas for a multi-component fuel, even a two-scalar based marker is inadequate. It is important to note that, for methane-air flames, HCO forms not only through OH + CH 2 O → HCO + H 2 O but through H + CH 2 O → HCO + H 2 as well [25] .
In the light of these observations, the objective here is to investigate the feasibility of the H × CH 2 O LIF technique and to compare this with the OH × CH 2 O LIF correlation in laminar methane-air premixed flames in a Bunsen configuration as a first step. This paper is organised as follows. The experimental details of the burner and the laser diagnostic techniques are provided in the next section (Section 2), followed by the data analysis methods. The results pertaining to the spatial distribution of HRR and the integrated HRR evaluated from both H × CH 2 O and OH × CH 2 O LIF techniques are discussed in Section 3. The conclusions of this work are summarised along with the future scope in the last section (Section 4).
Experimental details and data analysis

Burner and flame conditions
The premixed laminar methane-air flames are stabilised on an axi-symmetric Bunsen burner of 10 mm nozzle diameter. The Bunsen burner configuration facilitates one-dimensional (1D) measurements, such as the H-atom LIF performed using a beam instead of a planar light sheet. Such one-dimensional measurements are preferred when the SNR is low with the planar light sheet. The H-atom LIF set-up is illustrated in Fig. 1 . Flames with equivalence ratio φ = 0.8, 0.9, 1.0, 1.1 and bulk velocity V = 0.4, 0.9, 1.2, 1.2 m/s respectively are investigated. For a given equivalence ratio, the bulk velocity is adjusted to obtain a stable flame. The air and methane flow rates are metered with thermal flow-meters (Vögtlin Instruments) and controlled through high precision needle valves. The accuracy of the present flow rates varies from ± 0.8 to ± 2.3% depending on the flow rates relative to the full scale of the flowmeters.
Diagnostic details
In the present work, the product of OH and CH 2 O LIF signals is evaluated using a simultaneous PLIF imaging system. Figure 1(a) shows the schematic of simultaneous OH/CH 2 O LIF system. The OH radical is excited at ∼283 nm. The Q 1 (6) line in the
(1, 0) band is excited. This transition is chosen following a previous study on HRR imaging [7] . A frequency-doubled Nd:YAG laser (Litron, NanoPIV model) is used to pump a tunable dye laser (Fine Adjustments, Pulsare-S model) containing rhodamine 6G dye. The fundamental wavelength from the dye laser is frequency-doubled and tuned to generate 283 nm with ∼12 mJ pulse energy. The laser beam is spatially filtered similar to [7] , and thus, only a central portion containing 4 mJ pulse energy is used to ensure that the LIF signal is not saturated. The spatially filtered beam is converted into a light sheet using a plano-concave cylindrical lens and focused by a bi-convex spherical lens. The resulting light sheet is 30 mm in height and ∼0.2 mm in thickness. The PLIF signal is amplified by a UV intensifier and imaged using a CCD camera (TSI, pixel resolution 1376×1024). The camera is equipped with a UV lens and a set of UG11 and WG305 SCHOTT filters to collect the signal around 310 nm within the wavelength range of 300-375 nm. The background flame chemiluminescence is suppressed by gating the camera to 300 ns.
Following a recent study [20] , the A 2 A 1 − X 1 A 1 4 1 0 pQ (J = 15, K = 5) transition of CH 2 O is excited near 355 nm. The 355 nm wavelength is generated from a frequency-tripled Nd:YAG laser (Litron, LPY 7864-10 model). The beam with pulse energy of ∼200 mJ is expanded into a light sheet by combination of a planoconcave cylindrical lens and a bi-convex spherical lens. The light sheet is 25 mm in height and ∼0.3 mm in thickness. The linearity of the LIF signal in the present system is verified. The PLIF signal is intensified by a visible intensifier and collected using a CCD camera (TSI, pixel resolution 1376×1024). A combination of GG 395 and BG 40 filters is used to filter the PLIF signal in the range of 395-610 nm. Similar to the OH-PLIF system, the camera is gated to 300 ns. The 283 nm and 355 nm pulses are separated by 500 ns. The synchronisation between the laser pulses, camera exposure, and the intensifier gate is controlled through a synchroniser. The data is acquired using the Insight® software package (TSI).
The LIF of H-atom and CH 2 O could not be performed simultaneously because the required PLIF systems were unavailable in this laboratory. Instead, two separate experiments were performed; namely, the simultaneous OH/CH 2 O LIF and the simultaneous OH/H LIF. As the flames considered in this study are laminar, the data can be statistically conditioned to obtain quasisimultaneous mean H/CH 2 O LIF signals. Figure 1 (b) illustrates a schematic of the simultaneous OH/H LIF system. The excitation and detection schemes for atomic hydrogen are followed from [26, 27] . The H-atom LIF is obtained via a two-photon excitation scheme. Atomic hydrogen is excited via the (3s 2 S, 3d 2 D) ←← 1s 2 S transitions near 205 nm, and the resulting fluorescence is collected from the H(n = 3) → H(n = 2) transitions at 656 nm. The H-atom LIF signal is filtered using a narrowband filter with centre wavelength of 655 nm and a bandwidth of 15 nm. The Nd:YAG pumped dye laser running rhodamine 101 dye is tuned to generate ∼615 nm. This fundamental wavelength is frequency tripled to generate ∼205 nm. For this excitation scheme, variations in the temperature-dependent quenching rate are estimated to have a minor contribution [28] . Unlike the OH and CH 2 O PLIF system, the PLIF signal from the H-atom is not observed when the beam is converted to a light sheet at the fluence of ∼0.01 J/cm 2 . Hence, following previous works [26] [27] [28] [29] [30] , a focused laser beam is used, which provides the LIF signal along a line. The beam is focused using a 500 mm focal length spherical lens. The beam diameter measures ∼ 0.3 mm at the measurement location. The average beam energy is ∼0.75 mJ, which provides a laser fluence of ∼1 J/cm 2 . This fluence level is used in order to obtain a good SNR with the available collection system. The SNR measured at the peak value in an instantaneous realisation is typically 18 for φ = 1.1. However, an SNR of 9 is estimated at the location of intersection of the CH 2 O and H-atom profiles. Similarly, the SNR evaluated at other equivalence ratio (φ = 0.8 to 1.1) varies from 5 to 9. The past work of Kulatilaka et al. [29] provides details on the characteristics of H-atom LIF signals at different fluence levels. The photolytic interference from the CH 3 radical is reported [26, 29] at higher laser fluence. As observed from the results in [29] , these interference effects are dominant in the post-flame region. However, towards the reactant side, on the rising edge of the H-atom profile, the interference effects are minimal. In the present work, only the rising edge of the H-atom profile contributes towards the estimation of HRR, as will be discussed later in Section 3.1. Hence, the photolytic interference is not expected to have significant contribution to the HRR evaluation. 
Data reduction procedures
The PLIF images are acquired on two different camera systems as described in the previous sub-section. It is crucial to overlap the two fields of views on a pixel-by-pixel basis to evaluate HRR. To ensure this overlap, a method similar to that presented in [7, 18] is adopted. A calibration target image is acquired on both cameras. A transformation matrix is generated by tracking identical points in the target images captured by both cameras. The images are matched to sub-pixel accuracy, which is verified from the transformed calibration target. The transformed images are resized by using 2 × 2 binning. The resolution after the binning is 55 μm/pixel. After background correction, the PLIF images are median-filtered with 3 × 3 pixel window to reduce noise. The LIF profiles at a height h are extracted from the instantaneous PLIF images. The height H of the flame tip from the nozzle and the profile extraction height h are listed in Table 1 . For each experiment, 200 realisations are acquired. A few of these realisations are discarded owing to minute shot-to-shot flame fluctuations. These fluctuations may be attributed to mild flow rate fluctuations within the accuracy of the flow-meters. The flame location is determined by following the maximum gradient in the OH LIF profile. The extent of these shot-to-shot flame fluctuations is characterised by evaluating the root-mean-squared (RMS) values of the fluctuations in the flame location dx at the measurement height over the 200 realisations, as listed in Table 1 . The profiles that lie within 15% of the mean flame location are retained. The number of retained realisations N for each of the flame conditions is also listed in Table 1 . Additionally, the RMS of flame location fluctuations over the retained realisations dx N is included in Table 1 . Thus, the instantaneous profiles are averaged over at least 150 realisations in a flame-fixed frame of reference.
The profile extraction height h is illustrated on the respective mean OH-PLIF images in Fig. 2 for each of the equivalence ratios. As observed from these images, the profile extraction height is sufficiently away from the nozzle lip and the flame-tip. The light sheet appears to be fairly uniform along the x direction, for a given y. However, the effect of non-uniformity in the laser beam can be observed along the y direction, e.g., around y = 12 mm. The LIF profiles are extracted at h = 9 mm for φ = 0.9, 1.0 and 1.1, whereas at h = 3.5 mm for φ = 0.8. In the present work, the extracted mean profiles are corrected for the non-uniformity in the laser beam. Such correction is required only for φ = 0.8, as the h is different in this case than the rest of the flames. The correction is performed in following manner: the peak LIF signal along the shoulder of the φ = 0.9 flame is extracted in the region of y = 3 to 10 mm from the mean OH-PLIF image. Within this range of y, the flame front is not significantly curved, and hence, the flame characteristics are expected to be nearly constant. The extracted LIF profile is smoothened with a polynomial fit to a correlation coefficient of > 0.99. The ratio of the LIF signals at y = 9 mm and 3.5 mm is evaluated. This ratio is used to correct the signal at y = 3.5 mm of the φ = 0.8 flame to account for the non-uniformity in the beam profile. A similar correction scheme is also implemented for the CH 2 O LIF profile.
The extracted LIF profiles are not in the normal direction to the flame front. Hence, the spatial profiles are corrected to account for the flame front inclination. The local flame front angle θ h at the height h with respect to the vertical axis of the nozzle is deduced from the mean OH-PLIF image, and listed in Table 1 for each φ.
Subsequently, the distances are corrected using trigonometric relations to account for the non-normal flame front angle. This is validated by evaluating the OH profile in a direction normal to the flame front. The profile extracted normal to the flame front along line-A (see inset image in Fig. 3 ) and the corrected profile using data along line-B agree very well. The profiles are presented in a peak-fixed frame of reference. All the profiles for each of the flames are similarly corrected.
As mentioned earlier, two sets of experiments are performed to yield the OH/CH 2 O PLIF and OH/H PLIF. The OH PLIF is common between these two experiments, and is used as a marker of the flame location for the purpose of data processing. It is ensured that the rising edges of the OH-profile across the flame front in both the experiments (OH/CH 2 O and OH/H) overlap spatially. In this way, the spatial distributions of all the three radicals are obtained in a quasi-simultaneous manner. The HRR is estimated based on both OH/CH 2 O and H/CH 2 O by taking the pixel-by-pixel products along the profiles. The areas under the OH × CH 2 O and H × CH 2 O curves are used to estimate the spatially integrated HRRs.
Simulation details
One-dimensional, freely-propagating laminar flames at a pressure of 1 atm and reactant temperature of 298 K are modelled using the PREMIX code of the CHEMKIN package [31] . The GRI Mech 3.0 [32] is used for chemical kinetics in the computations, since it is a well-validated mechanism for methane-air combustion. This model is good for capturing flame structure in regions away from the central curved region of a Bunsen laminar flame. The various transport coefficients are specified using the mixtureaveraged formulation. The changes in the flame speed, thermal thickness, and structure were found to be negligible when a detailed multi-component formulation for diffusion coefficients was used. The use of the mixture-averaged formulation results in considerable savings of computational effort as it is well known. The GRAD and CURV parameters used for the simulations were 0.05 or lower to get a well-resolved flame structure and the spatial variations of important radicals and intermediate species required for the current analysis. It is worth noting that the chemical mechanism used for the simulations can influence the spatial variation of HRR and hence the robustness and validity of the HRR marker identified using numerical simulations. However, it was shown in [25] that the forward rate of the reaction H + CH 2 O → HCO + H 2 contributes more to the total heat release rate as compared to the contribution from the rate of OH + CH 2 O → HCO + H 2 O irrespective of the chemical mechanism, the GRI Mech 3.0 and San Diego mechanisms [33] [25] , and therefore, the GRI Mech 3.0 is considered adequate for the purposes of this study.
Temperature dependence of LIF
The reaction rate and LIF signal intensity vary with temperature, and the HRR imaging technique assumes that these dependencies are similar. Thus, the product of the LIF signals is believed to mimic the reaction rate. It is important to establish the extent to which this assumption is valid. A simplified analysis similar to that by Ayoola et al. [7] is performed below.
For For a given concentration, the temperature dependence mainly arises from the collisional quenching and the Boltzmann population fraction. Following Eckeberth [34] , the LIF signal intensity S f can be written as
where, N 1 is the total number density of an excited species; 
In the above equation, the temperature dependence appears through f B,1 and Q 21 , where the quenching rate is given by (3) where, N i is the number density of collision species i; σ i is the quenching cross-section by species i; and, v i is the relative velocity of the excited species and the collision partner i. The quenching rate coefficientk i is the product σ i v i .
The temperature dependence of the number density scales as N i ∝ T −1 , whereas v i ∝ T 0.5 . Thus, the term N i v i ∝ T −0.5 . The quenching cross-section is σ i ∝ T β , where the value of β is species-dependent. For CH 2 O, the past work [7] assumes β = 0 and β = −0.5. In the present work, we assume β = −0.25; consequently, Q 21 ∝ T −0.75 . For H-atom, following the past work [27] , we assume the quenching rate coefficientk i to be temperatureindependent, which leads to Q 21 ∝ T −1 . The quenching rate for OH LIF depends weakly on temperature for the typical range of interest [35, 36] . The quenching rate varies by ∼15% over the temperature range of 1300-1900 K [35] . This temperature range covers the region of significant overlap (characterised later in Section 3.1 as x) of the OH/CH 2 O or OH/H-atom for the range of φ = 0.8-1.1.
Thus, in the present work, Q 21 is assumed to be a constant for OH LIF, as has been done in [7] .
The Boltzmann population depends on the choice of the excited transition line (wavelength). We estimate the Boltzmann population for OH following Ayoola [37] , whereas for CH 2 O, we follow the work of Kyritsis et al. [38] , which uses the excitation near 355 nm similar to the present work. For the H-atom, the energy gap between the 1s and 2s orbital states is very large (∼10.2 eV) relative to the k b T term, where k b is the Boltzmann constant. Thus, the Boltzmann population is expected to be nearly insensitive within a typical range of temperature variation across the flame (A. Dreizler, personal communication). Consequently, in the present work, the Boltzmann population of the H-atom is assumed to be insensitive to temperature in the range of interest.
Results and discussion
Flame structure
The average LIF profiles of OH, H-atom and CH 2 O are shown in Fig. 4 for the φ = 1.0 flame. The origin of the x-axis is set to zero at the location where CH 2 O peaks in each of the computed and the measured profiles. This facilitates comparison of the experimental and computational results in the same frame of reference. The range of the x-axis in the experiment (Fig. 4(a) ) is scaled using a factor obtained from the ratio of the experimental LIF CH 2 O profile's full width at half maximum (FWHM) to the corresponding computational width. Such scaling leads to clear representation of the profile, which would otherwise be spatially indistinguishable. The profiles are extracted at 9 mm above the nozzle and corrected for flame inclination as explained earlier. Note that the images of the simultaneous OH/CH 2 O and simultaneous OH/H PLIF are acquired at two different instances. The profile marked as OH-1 is obtained from the simultaneous OH/CH 2 O-PLIF experiment, whereas OH-2 is obtained from simultaneous OH/H-PLIF experiment. The OH/H LIF profiles are spatially translated to overlap OH-1 and OH-2 as observed from Fig. 4 (a), thus acquiring OH, H and CH 2 O in a quasi-simultaneous manner. This strategy is suitable for laminar flames on an averaged basis. For further processing, only one of the OH profiles (OH-1) is retained. The rising edge of the H-atom profile lies slightly ahead of that of the OH. The CH 2 O profile reaches a peak and drops sharply. These trends are similar to those of the calculated profiles as shown in Fig. 4(b) . However, the FWHM of the CH 2 O LIF profile measures 1.9 times that of the calculated profile. This disagreement may be partly attributed to the fact that the calculations are performed for a freelypropagating premixed flame model, which does not exactly correspond to the conical Bunsen flame used in the experiments. Similar observation has been noted in a previous study [22] , where the authors simulated the experimental conditions, yet the experimentally observed CH 2 O LIF profile was found to be wider than the simulated CH 2 O profile.
Furthermore, the slopes of the OH and the H-atom LIF profiles are not identical, as opposed to the calculation. This discrepancy between the experimental and calculated profiles may be attributed to the limited spatial resolution of the present experimental system. The projected pixel resolution in the present work is 55 μm; however, the true spatial resolution is governed by the thickness of the laser sheet or the diameter of the laser beam, either of which is 0.3 mm. The present measurements are uncertain to this extent, and the observed discrepancy is within this resolution. A greater separation between the OH LIF and H-atom LIF profiles could also be attributed to the conical geometry of the flame. The three-dimensional nature of the conical geometry is susceptible to errors originating from the minute misalignment in the laser sheets, if any present.
The HRR evaluated using both the products, Fig. 5 for three equivalence ratios spanning from lean to rich regime. Similar to Fig. 4, for φ = 1.0, the range of the x-axis in the experiment is scaled by the ratio of the experimental CH 2 O LIF profile width to that of the simulation. These experimental and simulation x-axis ranges are retained across other equivalence ratios (φ = 0.9 and 1.1) as well, for consistency. In addition to the concentration profiles, the temperature profile is also presented for modelled flame in Fig. 5(b), (d), and (f) . The temperature increases sharply with the rise in the CH 2 O concentration. The temperature gradient decreases in the region of overlap of the CH 2 O/OH and CH 2 O/H. The temperature does not peak in the region of overlap, instead it reaches a maximum value asymptotically well downstream of the flame (x ∼ 20 mm). Hence, we evaluate a representative mean temperature T mean for the region corresponding to the FWHM of the simulated HRR (Qdot) profile ( x) for the respective flames. The gas temperature of an individual flame condition changes over 28-34% across the respective x region, for the φ = 0.8-1.1 range. This variation appears significant; however, the corresponding representative temperature T mean varies only by 10% across the different flame conditions over the φ = 0.8-1.1 range. This 10% variation is not significant considering the given range of equivalence ratio. Its implications on the deduced HRR are carefully assessed in Section 3.2. The significance of this variation is more relevant to an integrated heat release rate. Therefore, the T mean variation with equivalence ratio is presented subsequently in Section 3.2.
The correlation between Qdot and the product of concentrations. Such plots are highly sensitive to minute spatial changes in the concentration profiles, which can be inferred by comparing Fig. 5(b) , (d), and (f) with Fig. 6(b It is important to note that the product of concentrations cannot entirely represent the rate of a salient elementary reaction because of the associated temperature dependence of its reaction rate through the specific rate constant. The temperature dependence of the rate of an elementary reaction can change the perspective obtained using the product of concentrations. This becomes apparent if one compares the perception gathered from Fig. 6 to the conclusion in [25] . In the present work, the Qdot obtained from laminar flame calculation forms the absolute reference to evaluate the accuracy of each technique. If such information is unavailable, then the HRR markers based on concentration need to be treated with caution. It is necessary to examine the correlation between the choice of reaction rate and the HRR, along with the temperature sensitivity of the rate constant and the LIF signals. This analysis is performed for the present markers in the next section.
Effect of temperature variation on the HRR technique
The impact of variation in temperature on the LIF signals and specific rate constants is estimated in this section. The temperature dependence of the LIF signal is evaluated for each species (Hatom, OH, and CH 2 O) as explained earlier in Section 2.2. The rate constant for the elementary reaction corresponding to the OH × CH 2 O marker is represented by k 1 (T) and the corresponding combined temperature dependence of the LIF signal is f 1 (T). Similarly, k 2 (T) and f 2 (T) represent the rate constant and the combined temperature dependence of LIF respectively, for the H × CH 2 O marker. f 1 (T) and f 2 (T) are compared with k 1 (T) and k 2 (T), respectively, for three equivalence ratios φ = 0.7, 0.9, and 1.1 in Fig. 7 dependence. Nevertheless, the performance of OH × CH 2 O technique could be enhanced by selecting a different OH LIF excitation scheme to mimic k 1 (T). Such flexibility is readily unavailable for H-atom transitions. Although multiple excitation schemes are possible for CH 2 O LIF, the one corresponding to the third-harmonic of a Nd:YAG laser is usually the preferred choice.
The rate constant for the OH + CH 2 O reaction, k 1 (T), shown in Fig. 7 is fairly constant (varies within 20%) in the temperature range of interest for a given equivalence ratio. However, for the H × CH 2 O marker, the variation of the rate constant k 2 (T) is greater The temperature dependencies of the OH × CH 2 O and H × CH 2 O LIF markers are nearly identical for a given equivalence ratio. Additionally, the trends in f 1 (T) and f 2 (T) do not change significantly across a wide range of equivalence ratio (0.7-1.1). Thus, the product of radical concentrations evaluated using the LIF technique is not expected to have a significant bias attributed to the temperature dependence for these two markers. Therefore, the use of the LIF technique may be sufficient to represent the relative product of concentrations, as in the present work.
Next, we assess the correlation between the simulated HRR (Qdot) and the reaction rate using the laminar flame calculations. The reaction rate is evaluated by taking the product of the specific reaction rate constant k and the molar concentrations of the corresponding species. Figure 9 shows the plots for three equivalence ratios. At φ = 0.7 and 1.1, the reaction rates for the OH × CH 2 O and the H × CH 2 O markers correlate with heat release rate to nearly the same extent. However, for φ = 0.9, the reaction rate for the H × CH 2 O marker appears to perform better than that for the OH × CH 2 O marker. Overall, the reaction rates for both the OH × CH 2 O and the H × CH 2 O markers correlate strongly with Qdot over a wide range of φ (0.7-1.1). Thus, the reaction rate can be considered as a faithful indicator of the HRR. However, with the LIF technique, only the species concentrations are accessible. Thus, the temperature dependencies of both the parameters k(T) and f(T) (refer Fig. 7 ) govern the performance of both the HRR markers.
Integrated HRR variation with equivalence ratio
In 3.1) , the normalised mean temperature T mean for the region corresponding to the FWHM of Qdot profile is plotted for φ = 0.6-1.1 in Fig. 7 . Over this range of equivalence ratio, T mean changes by 18%, whereas it varies only by 10% in the range φ = 0.8-1.1. Therefore, the influence of temperature variation across equivalence ratios is not expected to be significant. by either of these two markers (product pairs of the scalar concentrations) calculated from the simulated flames. Both the H × CH 2 O and the OH × CH 2 O LIF products based HRR trends peak at φ = 1.1, where the flame speed is also known to peak [39] [40] [41] .
The agreement between the trends of the LIF based product and the simulated concentration product is better for the H × CH 2 O marker than that for the OH × CH 2 O marker. This is because of the closer match between k(T) and f(T) for the H × CH 2 O than for the OH × CH 2 O, as shown earlier in Fig. 7 . Nevertheless, the trend of the OH × CH 2 O LIF variation between φ = 1.0 and 1.1 is in better agreement with the simulated HRR (Qdot) than that of the H × CH 2 O LIF. On the other hand, in the φ = 0.8-1.0 range, both the techniques appear to be equally good.
Conclusions
The present work demonstrates the feasibility of H × CH 2 O LIF as an alternative surrogate marker for HRR imaging for the first time. This technique is compared with the now classical OH × CH 2 O LIF based technique. The performance of each of the two markers is assessed based on the following two aspects: (1) spatial correlation between the local HRR and the marker at a given equivalence ratio, and (2) relative variation of the total HRR with equivalence ratio.
The spatial performance of the two markers is similar, with the OH-based marker exhibiting a relatively better behaviour because of the weaker temperature sensitivity of the rate constant of its elementary reaction. However, the integrated HRR deduced with this marker shows certain sensitivity to the equivalence ratio, whereas the H-atom based marker is only weakly sensitive to the equivalence ratio. The trend in the spatial distribution of HRR agrees well with the one-dimensional flame calculations. The H × CH 2 O LIF based HRR profile spatially correlates well with that of the OH × CH 2 O LIF. The trends in the spatial variation of both the H × CH 2 O LIF and the OH × CH 2 O LIF agree with the corresponding products of species concentrations obtained from the simulations. The onedimensional flame calculations suggest that the spatial correlation between the HRR and the OH × CH 2 O based marker is better than the H × CH 2 O marker by a small margin for φ = 0.8-1.1. Yet, the error associated with the choice of H × CH 2 O is well below submillimetre (typically a few tens of microns), which is acceptable for practical purposes.
The variation of the spatially integrated (total) heat release rate with equivalence ratio is also presented. The trend in the variation of the simulated HRR is in closer agreement with the integrated OH × CH 2 O LIF than that of the integrated H × CH 2 O LIF, especially for φ = 1.0-1.1. However, in the φ = 0.8-1.0 range, both the markers perform equally well. For the spatial distribution of HRR, both the OH × CH 2 O LIF and the H × CH 2 O LIF are suitable markers for the present flames over the entire range of φ = 0.8-1.1. The spatial distribution of HRR is of great interest for studying turbulent combustion modelling, combustion noise, and instabilities. These topics are of central value specifically for gas turbine combustors operating on lean-burn concepts using fossil and alternative fuels. At fuel-lean conditions, which are of practical interest, the total HRR estimate based on either the OH × CH 2 O or H × CH 2 O LIF appears to be equally good for the conditions investigated in this study. The temperature dependence can be controlled in the former technique by tuning the excitation wavelength for different rotational transitions of OH, which is not readily applicable for H-atom transitions. Additionally, planar single-shot measurement with the H × CH 2 O LIF technique is significantly challenging at this time due to low H-atom LIF signal, which is attributed to the twophoton excitation process. Thus, for the present premixed flame conditions, the OH × CH 2 O LIF technique is more practical as compared to the H × CH 2 O LIF. Nevertheless, with improvements to Hatom LIF techniques and diagnostic equipment, the H-atom based method may prove to be reliable for stratified flames of practical interest, because of weak sensitivity of the rate of reaction of the H × CH 2 O marker to variation in the stoichiometry, as has been shown in [25] . Furthermore, the H-atom based method is expected to have wider applications such as in ignition kernel developments and combustion of low-carbon fuel. The validity and feasibility of the H × CH 2 O LIF marker for a wider range of equivalence ratios than considered here and turbulent flames needs further assessment with elaborate experimental measurements.
