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Abstract
The partition function of the Chern-Simons theory on the three-sphere with the unitary
group U(N) provides a one-matrix model. The corresponding N -particle system can be mapped
to the determinantal point process whose correlation kernel is expressed by using the Stieltjes-
Wigert orthogonal polynomials. The matrix model and the point process are regarded as q-
extensions of the random matrix model in the Gaussian unitary ensemble and its eigenvalue
point process, respectively. We prove the convergence of the N -particle system to an infinite-
dimensional determinantal point process in N →∞, in which the correlation kernel is expressed
by Jacobi’s theta functions. We show that the matrix model obtained by this limit realizes the
oscillatory matrix model in Chern-Simons theory discussed by de Haro and Tierz.
1 Introduction
Chern-Simons theory on a three-manifold M with a simply-laced gauge group G is specified by the
action
S(A) =
k
4π
∫
M
Tr
(
A ∧ dA+ 2
3
A ∧A ∧A
)
, (1.1)
where A is a G-connection on M and k is an integer. The partition function of the Chern-Simons
theory is then given by
Zk (M,G) =
∫
DAeiS(A) (1.2)
with i =
√−1. Based on [31, 32], Marin˜o showed in [14] that the partition function of Chern-
Simons theory on Seifert spaces can be calculated in a combinatorial way and expressed by multi-
ple integrals. In particular, when the gauge group G is chosen as the unitary group U(N),
N ∈ {2, 3, · · · }, the Chern-Simons partition function on the three-sphere S3 is expressed by [14]
Zk
(
S3, U(N)
)
=
e−gsN(N
2−1)/12
N !
∫
RN
N∏
j=1
dφj
2π
e−φ
2
j/2gs
∏
1≤j<k≤N
(
2 sinh
φk − φj
2
)2
, (1.3)
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1
where the string coupling constant gs is given by
gs =
2πi
k +N
. (1.4)
The structure of (1.3) is similar to those of partition functions of one-matrix models [17,6]. Tierz [28]
put
q = e−gs (1.5)
and regarded (1.3) as the partition function of matrix model associated with the Stieltjes-Wigert
polynomials pn(·; q), n ∈ N0 = {0, 1, 2, . . .}, which are q-extensions of Hermite polynomials (see
Section 2.1). He performed the integral (1.3) by using orthonormality of pn(·; q)’s, which is generally
valid for 0 < |q| < 1, and obtained the exact and explicit expression for (1.3)
Zk
(
S3, U(N)
)
= eiπN
2/4(k +N)−N/2
N−1∏
j=1
(
2 sin
πj
k +N
)N−j
(1.6)
by setting (1.4) in the result [28].
The above fact leads us to consider the Chern-Simons partition function (1.3) in the way that
the constant gs is a free parameter and is not restricted by (1.4). In the present paper, we consider
the case that the parameter gs is positive and regard (1.3) as the partition function of a statistical
mechanics system of N particles. The variables φj ∈ R, 1 ≤ j ≤ N in the integral (1.3) are
considered to be realizations of N random variables on R whose probability law is given by the
probability density function
P˜N
(
{φj}Nj=1
)
= c˜N
N∏
j=1
e−φ
2
j/2gs
√
2πgs
∏
1≤j<k≤N
(
2 sinh
φk − φj
2
)2
. (1.7)
Here c˜N is the normalization constant which will be explicitly given in Section 2.1. From it, the
partition function (1.3) is obtained by
Zk
(
S3, U(N)
)
=
( gs
2π
)N/2 e−gsN(N2−1)/12
c˜NN !
. (1.8)
Let R+ = {x ∈ R : x > 0}. By the mapping
fN : φ ∈ R 7→ x ∈ R+, x = fN (φ) = eφ+Ngs , (1.9)
(1.7) is transformed to the probability density function
PN
(
{xj}Nj=1
)
= cN
N∏
j=1
e−(lnxj)
2/2gs
√
2πgs
∏
1≤j<k≤N
(xk − xj)2, (1.10)
where cN is given by
cN = e
−gsN3/2c˜N . (1.11)
In the Gaussian unitary ensemble (GUE) with variance σ2, the eigenvalues of N × N random
Hermitian matrices obey the probability density
PGUEN
(
{xj}Nj=1
)
= cGUEN
N∏
j=1
e−x
2
j/2σ
2
√
2πσ
∏
1≤j<k≤N
(xk − xj)2, (1.12)
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where cGUEN = 1/σ
N2−N
∏N
j=1 j! [17, 6]. In the present ensemble (1.10), individual point xj follows
the log-normal distribution on R+ instead of the Gaussian distribution on R, while the repulsive
interactions represented by
∏
1≤j<k≤N(xk − xj)2 are common.
Let Xj , 1 ≤ j ≤ N be random variables having the probability density function (1.10) on
R+. Since PN as well as P
GUE
N are symmetric functions of xj, 1 ≤ j ≤ N , we shall represent a
configuration as unlabeled. Let M be the space of nonnegative integer-valued Radon measure on
R+. Any element ξ ∈ M is represented as ξ(·) =
∑
j∈I δxj (·) with a countable index set I, where
δx(·) denotes a point mass (the delta measure) on x. There a sequence of points in R+, x = (xj)j∈I,
satisfies ξ(K) = ♯ {xj : xj ∈ K} <∞ for any compact subset K ⊂ R+. Then we regard the present
particle system as M-valued and write it as (Ξ,PN ) with
Ξ(·) =
N∑
j=1
δXj (·). (1.13)
Let C0(R+) be the set of all continuous real-valued function with compact support on R+. For
f ∈ C0(R+), the moment generating function of the system is given by the following generalized
Laplace transform of the distribution (1.10),
GN [f ] = EN
[
exp
(∫
R+
f(x)Ξ(dx)
)]
=
∫
RN+
dxPN
(
{xj}Nj=1
)
e
∑N
k=1 f(xk), (1.14)
where dx =
∏N
j=1 dxj and EN denotes the expectation with respect to PN . It is expanded with
respect to the ‘test function’ g(·) = ef(·) − 1 as
GN [f ] =
∫
RN+
dxPN
(
{xj}Nj=1
) N∏
k=1
(
1 + g(xk)
)
= 1 +
N∑
N ′=1
1
N ′!
∫
RN
′
+
dx(N
′)
N ′∏
j=1
g
(
x
(N ′)
j
)
ρ
(N ′)
N
(
x(N
′)
)
, (1.15)
where x(N
′) denotes (x
(N ′)
1 , x
(N ′)
2 , . . . , x
(N ′)
N ′ ), 1 ≤ N ′ ≤ N . Here ρ
(N ′)
N gives the N
′-point correlation
function for (Ξ,PN ), which is a symmetric function, 1 ≤ N ′ ≤ N . Given an integral kernelK(x, y),
(x, y) ∈ R2+, a Fredholm determinant with g ∈ C0(R+) is defined as
Det
(x,y)∈R2+
[
δ(x− y) +K(x, y)g(y)
]
= 1 +
N∑
N ′=1
1
N ′!
∫
RN
′
+
dx(N
′)
N ′∏
j=1
g
(
x
(N ′)
j
)
det
1≤k,ℓ≤N ′
[
K
(
x
(N ′)
k , x
(N ′)
ℓ
)]
. (1.16)
If the system (Ξ,PN ) has an integral kernel K such that any moment generating function (1.14) is
given by a Fredholm determinant (1.16), (Ξ,PN ) is said to be a determinantal point process with
3
the correlation kernel K [22, 24]. By definition, we have
ρ
(N ′)
N
(
x(N
′)
)
=
N !
(N −N ′)!
∫
R
N−N′
+
dx(N−N
′)PN
({
x
(N ′)
1 , . . . , x
(N ′)
N ′ , x
(N−N ′)
1 , . . . , x
(N−N ′)
N−N ′
})
(1.17)
= det
1≤j,k≤N ′
[
K
(
x
(N ′)
j , x
(N ′)
k
)]
, (1.18)
x(N
′) ∈ RN ′+ , 1 ≤ N ′ ≤ N . Note that the terminology ‘point process’ does not mean any stochastic
process but does a spatial distribution of points as usually used in probability theory (e.g. Poisson
processes). Determinantal point process is also called fermion point process [24,22].
As [28] implies and as a special case of result in Section III.C in our previous paper [26], it is
proved that the present system (Ξ,PN ) is a determinantal point process with the correlation kernel
KN (x, y) =
N−1∑
n=0
pn(x; q)pn(y; q)
√
w(x; q)w(y; q)
=
√
1− qN
q2N
pN (x; q)pN−1(y; q)− pN (y; q)pN−1(x; q)
x− y
√
w(x; q)w(y; q),
(x, y) ∈ R2+, x 6= y, (1.19)
KN (x, x) =
N−1∑
n=0
pn(x; q)
2w(x; q)
=
√
1− qN
q2N
{
p′N (x; q)pN−1(x; q) − pN (x; q)p′N−1(x; q)
}
w(x; q), x ∈ R+, (1.20)
where pn(·; q), n ∈ N0, 0 < q < 1 are the Stieltjes-Wigert polynomials, p′n(·; q), n ∈ N0 are their
derivatives, and w(·; q) is their weight function for orthogonality, which will be explicitly given in
Section 2.1. The second equality in (1.19) is given by the Christoffel-Darboux formula [25].
This fact implies that the original system
Ξ˜(·) =
N∑
j=1
δφj (·) (1.21)
with the probability density (1.7) associated with the Chern-Simons partition function is also a
determinantal point process on R. By (1.9) the correlation kernel of (Ξ˜, P˜N ) is given by
KN (φ,ϕ) = e(φ+ϕ)/2+NgsKN
(
eφ+Ngs , eϕ+Ngs
)
, (φ,ϕ) ∈ R2. (1.22)
These finite point processes (Ξ,PN ) and (Ξ˜, P˜N ) are fully studied in [28,4, 5, 26].
The purpose of the present paper is to consider an N → ∞ limit of the systems (Ξ,PN ) and
(Ξ˜, P˜N ). For n ∈ N0, let
χ(n) =
{
0 if n is even,
1 if n is odd,
(1.23)
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and for x ∈ R, let ⌈x⌉ be the least integer not less than x. Then for 0 < q < 1 and 2/3 < τ < 2,
we will prove
q−⌈τN⌉−χ(⌈τN⌉)KN
(
q−⌈τN⌉−χ(⌈τN⌉)u, q−⌈τN⌉−χ(⌈τN⌉)v
)
→ KΘ(u, v), as N τ→∞, (1.24)
(u, v) ∈ R2+ (Proposition 3), where
KΘ(u, v) =
Θ
(− q1/2u∣∣q)Θ(−q−1/2v|q)−Θ(− q1/2v∣∣q)Θ(− q−1/2u∣∣q)
u− v
√
w(u; q)w(v; q)∏∞
k=1(1− qk)3
,
(u, v) ∈ R2+, u 6= v, (1.25)
KΘ(u, u) =
{
1√
q
Θ(−q1/2u|q)Θ′(−q−1/2u|q)−√qΘ′(−q1/2u|q)Θ(−q−1/2u|q)
}
w(u; q)∏∞
k=1(1− qk)3
,
u ∈ R+, (1.26)
with the weight function w(·; q), and the conditional limit depending on τ , denoted by N τ→∞, is
defined at the beginning of Section 3.1. Here Θ(·|q) is a version of Jacobi’s theta function defined
by (see, for instance, [30]),
Θ(z|q) =
∞∑
k=−∞
qk
2
zk (1.27)
=
∞∏
k=1
(1− q2k)(1 + zq2k−1)(1 + z−1q2k−1), (1.28)
for 0 < |q| < 1 and 0 < |z| <∞, and Θ′(·|q) is its derivative
Θ′(z|q) = dΘ(z|q)
dz
=
1
z
∞∑
k=−∞
kqk
2
zk. (1.29)
Thus we call the correlation kernel KΘ given by (1.25) and (1.26) the Jacobi-theta kernel. The
convergence (1.24) of correlation kernel in N →∞ implies that of moment generating function GN
to the Fredholm determinant associated with the Jacobi-theta kernel (1.25), (1.26),
Det
(u,v)∈R2+
[
δ(u − v) +KΘ(u, v)g(v)
]
, (1.30)
g ∈ C0(R+). Then all correlation functions ρN ′ , N ′ ∈ N are determined and expressed by determi-
nants. In this sense, as the N → ∞ limit of (Ξ,PN ) and (Ξ˜, P˜N ), determinantal point processes
with infinite numbers of particles are obtained (Theorem 4 and Corollary 5).
In [4] de Haro and Tierz discussed an oscillatory matrix model, which seems to appear in
sufficiently large but finiteN in the Chern-Simons theory with the U(N) gauge. With the restriction
(1.4), the N → ∞ limit is identified with the ’t Hooft limit; N → ∞ with Ngs = constant. Since
it corresponds to q → 1 by (1.5), the oscillatory behavior will vanish and only classical matrix
model is obtained in the limit. The oscillatory matrix model of de Haro and Tierz is realized as
a crossover phenomenon in [4]. In the present paper, we fix gs so that 0 < q = e
−gs < 1 and
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take limit N →∞. The infinite-dimensional determinantal point process obtained by this limit of
(Ξ˜, P˜N ) will be a stationary realization of the oscillatory matrix model observed by de Haro and
Tierz [4]. The oscillatory behavior will be demonstrated in Section 4.1 with figures. In Section 4.2
we will confirm that if we take the further limit gs → 0 (i.e. q → 1), the system becomes classical
with the sine-kernel as it should. In other words, in the context of random matrix theory [17,6] the
present paper reports a q-extension of the bulk scaling limit of the Hermite kernel in GUE. The
q-extension of the edge scaling limit described by the Airy kernel will be reported in a forthcoming
paper [27].
The paper is organized as follows. In Section 2, we define the Stieltjes-Wigert polynomials
pn and give their asymptotic expansions as the degree of polynomials n → ∞. In Section 3, we
present asymptotic form of the Stieltjes-Wigert kernel described by (1.19) and (1.20) and explain
its connection with the oscillatory matrix model. Section 4 is devoted to showing the oscillatory
behaviors of the infinite-particle systems. Proofs of Lemma 1 and Proposition 3 are given in Section
5. In Appendix A, we rewrite the correlation kernel of the oscillatory matrix model in standard
notations of theta functions [30] and in terms of Gosper’s q-trigonometric functions [8]. Appendix
B complements the proof of Lemma 1.
2 Preliminaries
2.1 Some q-special functions
For 0 < |q| < 1 and z ∈ C, we introduce the q-Pochhammer symbol
(z; q)0 = 1, (z; q)n =
n−1∏
k=0
(1 − zqk), n ∈ N, (2.1)
and
(z; q)∞ = lim
n→∞
(z; q)n. (2.2)
The following identity follows from the q-binomial theorem [1],
(z; q)n =
n∑
k=0
(q; q)nq
k(k−1)/2(−z)k
(q; q)k(q; q)n−k
, n ≥ 0, (2.3)
and then
(z; q)∞ =
∞∑
k=0
qk(k−1)/2(−z)k
(q; q)k
. (2.4)
For 0 < q < 1 and n ∈ N0, the orthonormal Stieltjes-Wigert polynomials are defined by [25]
pn(x; q) = (−1)nqn/2+1/4
√
(q; q)n
n∑
k=0
qk
2
(−q1/2x)k
(q; q)k(q; q)n−k
, x > 0. (2.5)
They satisfy the orthonormality relations∫ ∞
0
pn(x; q)pm(x; q)w(x; q)dx = δnm, n,m ∈ N0, (2.6)
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with respect to the weight function
w(x; q) =
1√
2π| ln q| exp
[
−(lnx)
2
2| ln q|
]
, x > 0. (2.7)
This gives a density for a log-normal distribution and solves the functional equation
w(qsx; q) = qs
2/2xsw(x; q), s ∈ R. (2.8)
By using the Stieltjes-Wigert polynomials and their orthonormality (2.6), normalization constant
cN in (1.10) is determined as
cN =
e−gsN(4N
2−1)/6
N !
∏N−1
k=1 (e
−gs ; e−gs)k
, (2.9)
where (1.5) was assumed. Then c˜N is given by (1.11), and through (1.8) we obtain
Zk
(
S3, U(N)
)
=
( gs
2π
)N/2
egsN(N
2−1)/12
N−1∏
j=1
(e−gs ; e−gs)j . (2.10)
We have the identity
N−1∏
j=1
(e−gs ; e−gs)j = e
−gsN(N2−1)/12eiπN(N−1)/4
N−1∏
j=1
(
2 sin
jgs
2i
)N−j
, (2.11)
and obtain the expression (1.6) by substituting (1.4) into (2.10) [28].
The theta function (1.28) can be written as
Θ(z|q) = (q2; q2)∞(−zq; q2)∞(−z−1q; q2)∞, (2.12)
which is called Jacobi’s triple product identity. One can prove the functional equation
Θ(q2z|q) = q−1z−1Θ(z|q), (2.13)
directly from the definition (1.27).
A q-exponential function is defined as
eq(z) = (z; q)
−1
∞ , |z| < 1. (2.14)
2.2 Asymptotic expansions for the Stieltjes-Wigert polynomials
For τ ∈ (0, 2), n ∈ N, let
m = ⌊(2− τ)n⌋, (2.15)
and
λ = (2− τ)n−m, (2.16)
where ⌊x⌋ denotes the integer part of x ∈ R. We also introduce the indicator function 1A(ω) of a
set A such that 1A(ω) = 1 if ω ∈ A and 1A(ω) = 0 otherwise.
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Lemma 1 Let 0 < q < 1 and 0 < τ < 2. Then the orthonormal Stieltjes-Wigert polynomials
(2.5) have the following asymptotic expansions as the degree of polynomials n→∞,
pn
(
q−nτu; q
)
=
(−1)nqn/2+1/4+n2(1−τ)−⌊m/2⌋(⌊m/2⌋+χ(m)+λ)
√
(q; q)n
(−q1/2u)⌊m/2⌋−n(q; q)2∞
{
Θ
(
−qλ+χ(m)+1/2u
∣∣∣q)
+
q⌊m/2⌋
1− q
(
q1/2−(1−τ)n
u
1(0,4/3)(τ)− q1(2/3,2)(τ)
)
Θ
(
−qλ+χ(m)−1/2u
∣∣∣q)
+O
(
qτn+2(1−τ)n1[1,2)(τ)
)}
. (2.17)
The proof is given in Section 5.1 with Appendix B. Since the Stieltjes-Wigert polynomial is a
q-extension of the Hermite polynomials [11], this result can be regarded as a q-analogue of the
celebrated Plancherel-Rotach asymptotic formula [20]. We note that the leading term given by the
first term in the parenthesis in the RHS was given by Ismail and Zhang as equations (2.19) and
(2.23) in [9] (and (16) and (19) in [10]). This lemma improves their estimate. In order to obtain
the Jacobi-theta kernel given by (1.25) and (1.26) as a limit of the Stieltjes-Wigert kernel expressed
by (1.19) and (1.20), the correction term given by the second term in the parenthesis is necessary
(Proposition 3). Owing to the factor ⌊m/2⌋ with (2.15) in the formula, asymptotic behavior in
n→∞ will depend on whether τ is rational or irrational as discussed in [9].
Lemma 1 gives the following asymptotic expansions for pn(q
−nτu; q) multiplied by the weight
function (2.7); as n→∞,
pn
(
q−nτu; q
)√
w (q−nτu; q)
=
√
(q; q)n
(q; q)2∞
(−1)⌊m/2⌋qn+1/4−⌊m/2⌋/2
√
w
(
qλ+χ(m)u; q
){
Θ
(
−qλ+χ(m)+1/2u
∣∣∣q)
+
q⌊m/2⌋
1− q
(
q1/2−(1−τ)n
u
1(0,4/3)(τ)− q1(2/3,2)(τ)
)
Θ
(
−qλ+χ(m)−1/2u
∣∣∣q)
+O
(
qτn+2(1−τ)n1[1,2)(τ)
)}
. (2.18)
Then, we can find the following.
Lemma 2 For 0 < q < 1, 0 < τ < 2,
pn
(
q−⌈τn⌉−χ(⌈τn⌉)u; q
)√
w
(
q−⌈τn⌉−χ(⌈τn⌉)u; q
)
=
√
(q; q)n
(q; q)2∞
(−1)nqn/2+1/4+⌈τn⌉/4+χ(⌈τn⌉)/4
√
w(u; q)
{
Θ
(
−q1/2u
∣∣∣q)
+
qn−⌈τn⌉/2−χ(⌈τn⌉)/2
1− q
(
q1/2−n+⌈τn⌉+χ(⌈τn⌉)
u
1(0,4/3)(τ)− q1(2/3,2)(τ)
)
Θ
(
−q−1/2u
∣∣∣q)
+O
(
qτn+2(1−τ)n1[1,2)(τ)
)}
, as n→∞. (2.19)
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3 Main theorems
3.1 Jacobi-theta determinantal point process
Since we obtained the asymptotic forms of the Stieltjes-Wigert polynomials as Lemmas 1 and 2, we
will be able to determine the asymptotics of the Stieltjes-Wigert kernel given by (1.19) and (1.20)
in N → ∞. For a technical reason, here we assume τ ∈ (2/3, 2). We consider a monotonically
increasing series of integers (Nj)j∈N such that the equalities
⌈τ(Nj − 1)⌉ = ⌈τNj⌉+ ⌈−τ⌉, j ∈ N, (3.1)
holds. Note that ⌈−τ⌉ = −1[1,2)(τ) for τ ∈ (2/3, 2). Then (N (0)j )j∈N and (N (1)j )j∈N are defined as
subsequences of (Nj)j∈N such that ⌈τN (0)j ⌉ are even and ⌈τN (1)j ⌉ are odd, respectively, j ∈ N. For
a given τ ∈ (2/3, 2), we take the limit N →∞ following the subsequences (N (0)j )j∈N and (N (1)j )j∈N.
We write this conditional limit as N
τ→∞.
We have the following result.
Proposition 3 Let (u, v) ∈ R2+ and 2/3 < τ < 2. Then (1.24) holds.
We expect that the statement will be extended for τ ∈ (0, 2/3], but we need further improvement
of Lemmas 1 and 2 to prove it.
Proposition 3 means the convergence of integral operators
K̂Nf(·) ≡
∫
R+
dvq−⌈τN⌉−χ(⌈τN⌉)KN
(
q−⌈τN⌉−χ(⌈τN⌉)·, q−⌈τN⌉−χ(⌈τN⌉)v
)
f(v)
−→ K̂Θf(·) =
∫
R+
dvKΘ(·, v)f(v), in N τ→∞, (3.2)
f ∈ C0(R+). The convergence of integral operators K̂N → K̂Θ implies that of Fredholm determi-
nants to (1.30) for g ∈ C0(R+). Since the Fredholm determinants are identified with the moment
generating functions in determinantal point process, we can conclude the following.
Theorem 4 Let 2/3 < τ < 2. The determinantal point process (Ξ,PN ) converges to the
determinantal point process in N
τ→ ∞, whose correlation kernel is given by the Jacobi-theta
kernel KΘ defined by (1.25) and (1.26). In other words, for any N ′ ∈ N,
ρ
(N ′)
N
(
q−⌈τN⌉−χ(⌈τN⌉)x(N
′)
)
→ ρ(N ′)
(
x(N
′)
)
= det
1≤j,k≤N ′
[
KΘ
(
x
(N ′)
j , x
(N ′)
k
) ]
, as N
τ→∞, (3.3)
where q−⌈τN⌉−χ(⌈τN⌉)x(N
′) ≡ (q−⌈τN⌉−χ(⌈τN⌉)x(N ′)j )N ′j=1.
3.2 Mapping to the matrix model
We obtained an infinite-particle system on R+ in the previous subsection. Here, we explain that
the particle system is then mapped to an infinite-particle system on R, which will be regarded as
a stationary realization of the oscillatory matrix model considered in [4].
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First, we remind that the N -particle systems (Ξ˜, P˜N ) and (Ξ,PN ) were related by the mapping
(1.9). On the other hand, when we take the N →∞ limit in Theorem 4, we performed the scaling
of variables as
hN,τ : x ∈ R+ 7→ u ∈ R+, u = hN,τ (x) = q⌈τN⌉+χ(⌈τN⌉)x, (3.4)
where q = e−gs . Then, the combination of the mappings (1.9) and (3.4) gives
hN,τ ◦ fN : φ ∈ R 7→ u ∈ R+, u = hN,τ ◦ fN(φ) = eφ+gs(N−⌈τN⌉−χ(⌈τN⌉)). (3.5)
This suggests that, only in the case of τ = 1, the N -dependent factor N−⌈τN⌉ vanishes. (The value
of the factor χ (⌈τN⌉) is fixed to be 0 in the series (N (0)j )j∈N and 1 in (N (1)j )j∈N by the definition
of χ, (1.23), and of N
τ→ ∞.) Hence, in the case τ = 1, if we take an infinite-particle limit of the
scaled version of (Ξ,PN ) by (3.4), we can obtain an infinite-dimensional model in Chern-Simons
theory by simply putting u = eφ−gsχ(N).
Let
K∞ (φ,ϕ) = e(φ+ϕ)/2KΘ
(
eφ, eϕ
)
=
e−(φ
2+ϕ2)/4gs/
√
2πgs
(e−gs ; e−gs)3∞
×Θ
(−eφ−gs/2∣∣e−gs)Θ (−eϕ+gs/2∣∣e−gs)−Θ (−eϕ−gs/2∣∣e−gs)Θ (−eφ+gs/2∣∣e−gs)
2 sinh
φ− ϕ
2
,
(φ,ϕ) ∈ R2, φ 6= ϕ, (3.6)
and
K∞(φ, φ) = eφKΘ
(
eφ, eφ
)
=
e−(φ−gs)
2/2gs/
√
2πgs
(e−gs ; e−gs)3∞
×
{
egsΘ(−eφ−gs/2|e−gs)Θ′(−eφ+gs/2|e−gs)−Θ′(−eφ−gs/2|e−gs)Θ(−eφ+gs/2|e−gs)
}
,
φ ∈ R. (3.7)
Then, for (Ξ˜, P˜N ) with correlation kernel (1.22), we have the following corollary from Proposition
3 and Theorem 4.
Corollary 5 Set τ = 1. Then
KN (φ+ gsχ(N), ϕ+ gsχ(N))→ K∞(φ,ϕ), as N τ=1−→∞. (3.8)
Then, the system (Ξ˜, P˜N ) converges to an infinite-dimensional determinantal point process on R
with the correlation kernel K∞ in N τ=1−→∞. The correlation functions are given by
ρ˜(N
′)
(
φ(N
′)
)
= det
1≤j,k≤N ′
[
K∞
(
φ
(N ′)
j , φ
(N ′)
k
)]
, N ′ ∈ N, (3.9)
for the limit system, where φ(N
′) denotes (φ
(N ′)
1 , φ
(N ′)
2 , . . . , φ
(N ′)
N ′ ) ∈ RN
′
.
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When τ = 1, the condition (3.1) is always satisfied; ⌈Nj − 1⌉ = ⌈Nj⌉ − 1. Then the limit
N
τ=1−→∞ is just a conditional limit such that we consider the limit in the even numbers N (0)j = 2j
and in the odd numbers N
(1)
j = 2j + 1, j ∈ N, separately.
We note that in the infinite-particle limit N
τ=1−→∞ in Corollary 5, we do not need any scaling,
while we do in the bulk scaling limit of the GUE-determinantal point process [17,6]. The situation
seems to be quite similar to the N → ∞ limit of the Ginibre determinantal point process on
C ≃ R2 [7].
Other expressions of K∞ by using Jacobi’s theta functions ϑj, 1 ≤ j ≤ 4 [30] and Gosper’s
q-trigonometric functions [8] are given in Appendix A.
In the present paper, we consider the determinantal point processes on R and R+, which are
mapped by (1.9) to each other. It will be an interesting future problem to study the matrix model
and the associated point process on the unit circle, which will be transformed from the present
systems as discussed in [18,19,21,23].
4 Oscillatory matrix model in Chern-Simons theory
4.1 Oscillatory behavior
From the pseudo-periodicity of Jacobi’s theta function (2.13) we have
Θ(−e(φ+2gs)±gs/2|e−gs) = −egseφ±gs/2Θ(−eφ±gs/2|e−gs) (4.1)
for theta functions used to express K∞ in (3.6) and (3.7). Then we can readily prove the periodicity
of the correlation kernel K∞,
K∞(φ+ 2ngs, ϕ + 2ngs) = K∞(φ,ϕ), (φ,ϕ) ∈ R2, n ∈ Z. (4.2)
Note that the Jacobi-theta kernel KΘ given by (1.25) and (1.26) does not have such periodicity
and only has the quasi-periodicity,
q2nKΘ(q2nu, q2nv) = KΘ(u, v), (u, v) ∈ R2+, 0 < q < 1, n ∈ Z. (4.3)
Then all correlation functions of the infinite-particle system on R obtained in Corollary 5 have
oscillatory behavior caused by (4.2). In order to demonstrate it, we consider the case N ′ = 1 here.
In this case, (1.18) gives the density of the number of particles
ρ˜(φ) = ρ˜(1)∞ (φ) = K∞(φ, φ), φ ∈ R, (4.4)
which is given by (3.7). We can prove
ρ˜(φ+ 2ngs) = ρ˜(φ), φ ∈ R, n ∈ Z. (4.5)
Figures 1-3 show the density profiles (4.4) for gs = 1, 5, and 25, respectively. We can see that as
the period 2gs increases, both of the mean value of ρ˜(φ) and the amplitude of oscillation decrease.
The mean value of ρ˜(φ) can be estimated by a ‘mean-field’ analysis. Marin˜o computed a density
profile of the system (Ξ,PN ) by this approximation [15]. (See also [2, 13].) It gives the density
profile of the system (Ξ˜, P˜N ) as
ρ˜mfN (φ) =
1
πgs
tan−1

√
eNgs − ( cosh (φ/2) )2
cosh (φ/2)
 . (4.6)
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Since limx→∞ tan
−1 x = π/2, in the limit N →∞ (4.6) becomes
ρ˜mf(φ) =
1
2gs
. (4.7)
It is the mean value of the present rigorous result ρ˜(φ). As shown in Figure 3, when gs is much
large the density profile seems to be an equidistant set of peaks, that is, a lattice structure appears.
In the vicinity of the origin,
ρ˜(φ) ∼ ρ˜(0) cosh φ, |φ| ≪ gs, (4.8)
with
ρ˜(0) ≡ 2e
−gs/2
√
2πgs
→ 0, as gs →∞. (4.9)
In [4], de Haro and Tierz reported a numerical observation of N -dependence of the density
profile ρ˜
(1)
N (φ) for (Ξ˜, P˜N ), in which the relation (1.4) between gs and N was not imposed and N
and q = e−gs ∈ (0, 1) were treated as free parameters. They demonstrated that for any finite N
with 0 < q < 1, oscillatory behaviors are observed. They found that, if q is fixed to be less that
1, the oscillatory behavior remains even in setting N large. As claimed by them, however, the
relation (1.4) implies that N →∞ limit gives gs → 0 and q = e−gs → 1, and hence the remarkable
oscillatory behavior will be smoothed out in N → ∞. In the present paper, however, we take
the N → ∞ limit with keeping 0 < gs < ∞ i.e. 0 < q < 1. The obtained determinantal point
process with the correlation kernel K∞ is a stationary realization of the oscillatory matrix model
of de Haro and Tierz which is constructed uniformly on R. The present limit N → ∞ with fixed
0 < q = e−gs < 1 has not been able to be rigorously studied so far because of the lack of suitable
q-analogous formulas of the Plancherel-Rotach asymptotics for the Stieltjes-Wigert polynomials as
mentioned in [4]. This problem was solved by Lemmas 1 and 2 in the present paper. See also [29]
and [12] for other study on the asymptotics of the Stieltjes-Wigert polynomials.
Figure 1: The density profile ρ˜(φ) with gs = 1. The period is 2gs = 2 and the mean value is
1/2gs = 0.5.
12
Figure 2: The density profile ρ˜(φ) with gs = 5. The period is 2gs = 10 and the mean value is
1/2gs = 0.1.
Figure 3: The density profile ρ˜(φ) with gs = 25. The period is 2gs = 50 and the mean value is
1/2gs = 0.02. Equidistant peaks imply a lattice structure on R.
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4.2 Reduction to the sine-kernel
For consistency with the consideration and observation by de Haro and Tierz [4], the further limit
gs → 0 (q → 1) after N τ=1−→ ∞ should reduce our oscillatory model to be the classical one-matrix
model. That is, the determinantal point process with the correlation kernel K∞ should converge
to that with the sine-kernel. We consider the sine-kernel with density 1,
Ksin(φ,ϕ) =

sin(π(φ− ϕ))
π(φ− ϕ) , φ, ϕ ∈ R, φ 6= ϕ,
1, φ = ϕ ∈ R.
(4.10)
The following proposition ensures the fact.
Proposition 6 We have
lim
gs→0
2gsK∞(2gsφ, 2gsϕ) = Ksin(φ,ϕ). (4.11)
The proof of Proposition 6 is owed to the following asymptotic expansion for the q-exponential
function, which was given as equation (3.13) in [3].
Lemma 7 [3] For | arg z| ≤ 2π,
1
eq(z)
=
2 sin(π ln z/ ln q)
(z−1q; q)∞
exp
[
1
2
ln z − 1
ln q
{
−π
2
3
+
1
2
(ln z)2
}
− 1
12
ln q
+
∞∑
k=1
cos (2πk ln z/ ln q) exp(2π2k/ ln q)
k sinh (2π2k/ ln q)
]
. (4.12)
As pointed out in [3], since 1/eq(z) = (z; q)∞, Lemma 7 gives an expansion formula for the function
(z; q)∞(z
−1q; q)∞. Hence by Jacobi’s triple product identity (2.12) for Θ, we have
Θ(−z|q) = (q2; q2)∞2 cos
(
π ln z
2 ln q
)
exp
[
− 1
2 ln q
{
−π
2
3
+
1
2
(ln z)2
}
+
1
12
ln q
+
∞∑
k=1
cos (πk ln z/ ln q + πk) exp(π2k/ ln q)
k sinh (π2k/ ln q)
]
, for | arg z| ≤ 2π. (4.13)
Then, for the theta function used to express the kernel K∞ in (3.6) and (3.7), we obtain
Θ(−eφ±gs/2|e−gs) = (e−2gs ; e−2gs)∞2 cos
(
πφ
2gs
± π
4
)
× exp
[
− π
2
6gs
+
φ2
4gs
± φ
4
− gs
48
+
∞∑
k=1
cos (πkφ/gs ± πk/2− πk) exp(−π2k/gs)
k sinh (−π2k/gs)
]
,
φ ∈ R. (4.14)
Here, we note the following asymptotic expansion for the q-Pochhammer symbol (Theorem 2 in
[16]). For q = e−ε, ε > 0,
(q; q)∞ =
√
2π
ε
e−π
2/6ε(1 +O(ε)), as ε→ 0. (4.15)
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Proof of Proposition 6. Asymptotic expansion of 2gsK∞(2gsφ, 2gsϕ) as gs → 0 is obtained by (4.14)
and (4.15). The last term in the exponential in (4.14) given by an infinite sum are irrelevant to
other terms in gs → 0. The contribution to 2gsK∞(2gsφ, 2gsϕ) which comes from exp
(−π2/6gs)
in (4.14) is completely canceled by that from q-Pochhammer symbols in (3.6), (3.7), and (4.14) by
the formula (4.15). Therefore, in the limit gs → 0, only the factor cos (πφ/2gs ± π/4) in (4.14) is
relevant, and the proof is completed.
In order to demonstrate the difference between the kernel K∞(φ,ϕ) of the oscillatory model
and Ksin(φ,ϕ) of the classical model, we plotted them as functions of (φ,ϕ) in Figures 3 and 4.
Figure 4: The correlation kernel K∞(φ,ϕ) of the oscillatory matrix model as a function of (φ,ϕ).
The case with gs = 1 (q = e
−gs ≃ 0.37) is plotted. The oscillatory behaviors in the diagonal
directions show breakdown of the translational invariance.
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Figure 5: The sine-kernel Ksin(φ,ϕ) is plotted as a function of (φ,ϕ). The value depends only on
φ− ϕ and the translational invariance of the system is shown.
5 Proofs of Lemma 1 and Proposition 3
Assume that 0 < q < 1. The following estimate is obtained from Lemma 3.1 in [9]. Let
(q; q)∞
(q; q)n
= 1 + R˜(q;n). (5.1)
Then
|R˜(q;n)| ≤ (−q
3; q)∞
1− q q
n+1. (5.2)
The following lemma improves this estimate.
Lemma 8 Let
(q; q)∞
(q; q)n
= 1− q
n+1
1− q +R(q;n). (5.3)
Then
|R(q;n)| < (−q; q)∞
(1− q)(1− q2)q
2n+2. (5.4)
Proof From the definition of the q-Pochhammer symbol (2.4), we have
(q; q)∞
(q; q)n
= (qn+1; q)∞ = 1− q
n+1
1− q +
∞∑
k=2
qk(k−1)/2
(q; q)k
(−1)kqk(n+1). (5.5)
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Then, by (5.3),
R(q;n) =
∞∑
k=2
qk(k−1)/2
(q; q)k
(−1)kqk(n+1)
= q2(n+1)
∞∑
k=0
q(k+2)(k+1)/2
(q; q)k+2
(−1)kqk(n+1). (5.6)
By taking the absolute value of (5.6), we have
|R(q;n)| < q2(n+1)
∞∑
k=0
q(k+2)(k+1)/2
(q; q)k+2
qk(n+1)
= q2n+2
∞∑
k=0
qk(k−1)/2
(q; q)k
qk
q2k+1+kn
(1− qk+1)(1− qk+2) . (5.7)
Since for any n, k ∈ N0, q2k+1+kn < 1 and 1/(1 − qk+1)(1− qk+2) ≤ 1/(1 − q)(1− q2), we have
|R(q;n)| < q
2n+2
(1− q)(1− q2)
∞∑
k=0
qk(k−1)/2
(q; q)k
qk
=
(−q; q)∞
(1− q)(1− q2)q
2n+2, (5.8)
which proves (5.4).
Let
Sn(x; q) =
n∑
k=0
qk
2
(−x)k
(q; q)k(q; q)n−k
= qn
2
(−x)n
n∑
k=0
qk
2−2kn(−x)−k
(q; q)k(q; q)n−k
, n ∈ N0. (5.9)
The orthonormal Stieltjes-Wigert polynomials (2.5) are then given by
pn(x; q) = (−1)nqn/2+1/4
√
(q; q)nSn(q
1/2x; q), n ∈ N0. (5.10)
5.1 Proof of Lemma 1
We set x = q−nτu, u > 0, τ ∈ (0, 2) and assume (1.23), (2.15), and (2.16). By definitions (2.15)
and (2.16), m+ λ = (2− τ)n, and we have
Sn
(
q−nτu; q
)
=
(−u)nqn2(1−τ)
(q; q)2∞
n∑
k=0
(q; q)2∞q
k2
(q; q)k(q; q)n−k
(
−q−m−λu−1
)k
. (5.11)
Here we split the sum Sn (q
−nτu; q) into two parts as follows,
Sn
(
q−nτu; q
)
= S(1)n + S
(2)
n , (5.12)
S(1)n =
(−u)nqn2(1−τ)
(q; q)2∞
⌊m/2⌋∑
k=0
(q; q)2∞q
k2
(q; q)k(q; q)n−k
(
−q−m−λu−1
)k
, (5.13)
S(2)n =
(−u)nqn2(1−τ)
(q; q)2∞
n∑
k=⌊m/2⌋+1
(q; q)2∞q
k2
(q; q)k(q; q)n−k
(
−q−m−λu−1
)k
. (5.14)
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We rewrite S
(1)
n as
S(1)n =
qn
2(1−τ)−⌊m/2⌋(⌊m/2⌋+χ(m)+λ)
(−u)⌊m/2⌋−n(q; q)2∞
⌊m/2⌋∑
k=0
qk
2
(
−qλ+χ(m)u
)k (q; q)∞
(q; q)⌊m/2⌋−k
(q; q)∞
(q; q)n−⌊m/2⌋+k
. (5.15)
Applying Lemma 8 yields nine terms as follows,
S(1)n =
qn
2(1−τ)−⌊m/2⌋(⌊m/2⌋+χ(m)+λ)
(−u)⌊m/2⌋−n(q; q)2∞
×
⌊m/2⌋∑
k=0
qk
2
(
−qλ+χ(m)u
)k(
1− q
n−⌊m/2⌋+k+1
1− q −
q⌊m/2⌋−k+1
1− q
+
qn+2
(1− q)2 +R(q;n − ⌊m/2⌋ + k)−
q⌊m/2⌋−k+1
1− q R(q;n− ⌊m/2⌋ + k)
+R(q; ⌊m/2⌋ − k)− q
n−⌊m/2⌋+k+1
1− q R(q; ⌊m/2⌋ − k)
+R(q; ⌊m/2⌋ − k)R(q;n− ⌊m/2⌋ + k)
)
. (5.16)
Then we write S
(1)
n as
S(1)n =
qn
2(1−τ)−⌊m/2⌋(⌊m/2⌋+χ(m)+λ)
(−u)⌊m/2⌋−n(q; q)2∞
×
{
∞∑
k=0
qk
2
(
−qλ+χ(m)u
)k
− q
1+n−⌊m/2⌋
1− q
∞∑
k=0
qk
2+k
(
−qλ+χ(m)u
)k
−q
1+⌊m/2⌋
1− q
∞∑
k=0
qk
2−k
(
−qλ+χ(m)u
)k
+ r1(n)
}
, (5.17)
where r1(n) consists of nine terms shown explicitly as (B.1) in Appendix B. Similarly, we rewrite
S
(2)
n as
S(2)n =
qn
2(1−τ)−⌊m/2⌋(⌊m/2⌋+χ(m)+λ)
(−u)⌊m/2⌋−n(q; q)2∞
n−⌊m/2⌋∑
k=1
(q; q)2∞q
k2
(−qλ+χ(m)u)−k
(q; q)⌊m/2⌋+k(q; q)n−⌊m/2⌋−k
, (5.18)
and through the Lemma 8, we write
S(2)n =
qn
2(1−τ)−⌊m/2⌋(⌊m/2⌋+χ(m)+λ)
(−u)⌊m/2⌋−n(q; q)2∞
×
{
∞∑
k=1
qk
2
(
−qλ+χ(m)u
)−k
− q
1+n−⌊m/2⌋
1− q
∞∑
k=1
qk
2−k
(
−qλ+χ(m)u
)−k
−q
1+⌊m/2⌋
1− q
∞∑
k=1
qk
2+k
(
−qλ+χ(m)u
)−k
+ r2(n)
}
, (5.19)
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where r2(n) consists of nine terms shown explicitly as (B.2) in Appendix B. Thus we have
S(1)n + S
(2)
n =
qn
2(1−τ)−⌊m/2⌋(⌊m/2⌋+χ(m)+λ)
(−u)⌊m/2⌋−n(q; q)2∞
×
{
∞∑
k=−∞
qk
2
(
−qλ+χ(m)u
)k
− q
1+n−⌊m/2⌋
1− q
∞∑
k=−∞
qk
2+k
(
−qλ+χ(m)u
)k
−q
1+⌊m/2⌋
1− q
∞∑
k=−∞
qk
2−k
(
−qλ+χ(m)u
)k
+ r1(n) + r2(n)
}
. (5.20)
Then infinite sums in the parenthesis in (5.20) can be expressed by using the theta functions (1.27).
Therefore, by (5.12), we obtain
Sn
(
q−nτu; q
)
=
qn
2(1−τ)−⌊m/2⌋(⌊m/2⌋+χ(m)+λ)
(−u)⌊m/2⌋−n(q; q)2∞
{
Θ
(
−qλ+χ(m)u
∣∣∣q)
−q
1+n−⌊m/2⌋
1− q Θ
(
−qλ+χ(m)+1u
∣∣∣q)− q1+⌊m/2⌋
1− q Θ
(
−qλ+χ(m)−1u
∣∣∣q)+ r1(n) + r2(n)
}
. (5.21)
It is shown in Appendix B that the terms r1(n) + r2(n) can be evaluated as
r1(n) + r2(n) = O
(
qτn+2(1−τ)n1[1,2)(τ)
)
. (5.22)
Since
τn
2
≤ n− ⌊m/2⌋ < τn
2
+ 1 (5.23)
and
(2− τ)n
2
− 1 < ⌊m/2⌋ ≤ (2− τ)n
2
, (5.24)
we have to care about the order of τn/2, (2 − τ)n/2, τn, and (2 − τ)n. We can readily see
that in the case of 2/3 < τ < 4/3, equation (5.21) holds with (5.22) as it stands. In the
case of 0 < τ ≤ 2/3, the last two relevant terms in the parenthesis in (5.21) can be replaced
by − q1+n−⌊m/2⌋1−q Θ
(−qλ+χ(m)+1u∣∣q) and the estimate O(qτn+2(1−τ)n1[1,2)(τ)) for the irrelevant terms
(5.22) by O(qτn). In the case of 4/3 ≤ τ < 2, the former can be replaced by
− q1+⌊m/2⌋1−q Θ
( − qλ+χ(m)−1u∣∣q) and the latter O(qτn+2(1−τ)n1[1,2)(τ)) by O(q(2−τ)n). Hence, for the
orthonormal Stieltjes-Wigert polynomials (5.10), we have
pn
(
q−nτu; q
)
= (−1)nqn/2+1/4
√
(q; q)nSn
(
q−nτq1/2u; q
)
=
(−1)nqn/2+1/4+n2(1−τ)−⌊m/2⌋(⌊m/2⌋+χ(m)+λ)
√
(q; q)n
(−q1/2u)⌊m/2⌋−n(q; q)2∞
×
{
Θ
(
− qλ+χ(m)+1/2u
∣∣∣q)− q1+n−⌊m/2⌋
1− q Θ
(
− qλ+χ(m)+3/2u
∣∣∣q)1(0,4/3)(τ)
−q
1+⌊m/2⌋
1− q Θ
(
− qλ+χ(m)−1/2u
∣∣∣q)1(2/3,2)(τ) +O (qτn+2(1−τ)n1[1,2)(τ))
}
. (5.25)
Further, by noting the functional equation (2.13) and ⌊m/2⌋ = m/2− χ(m)/2 , (2.17) is obtained.
It completes the proof.
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5.2 Proof of Proposition 3
By Lemma 2 and the definition of N
τ→∞, we have
pN−1
(
q−⌈τN⌉−χ(⌈τN⌉)v; q
)√
w
(
q−⌈τN⌉−χ(⌈τN⌉)v; q
)
=
√
(q; q)N−1
(q; q)2∞
(−1)N−1qN/2−1/4+⌈τN⌉/4+χ(⌈τN⌉)/4
√
w(v; q)
{
Θ
(
− q1/2v
∣∣∣q)
+
qN−⌈τN⌉/2−χ(⌈τN⌉)/2
1− q
(
q1/2−N+⌈τN⌉+χ(⌈τN⌉)
v
1(0,4/3)(τ)− 1(2/3,2)(τ)
)
Θ
(
− q−1/2v
∣∣∣q)
+O
(
qτN+2(1−τ)N1[1,2)(τ)
)}
, as N
τ→∞. (5.26)
In the parenthesis in (5.26), there are two terms expressed by using Θ, in which the first term is the
leading term and the second one includes indicators 1(0,4/3)(τ) and 1(2/3,2)(τ), and an irrelevant term
of order O(qτN+2(1−τ)N1[1,2)(τ)). We put (5.26) and the similar estimate of pN (q−⌈τN⌉−χ(⌈τN⌉)u; q)
into the product
pN
(
q−⌈τN⌉−χ(⌈τN⌉)u; q
)√
w
(
q−⌈τN⌉−χ(⌈τN⌉)u; q
)
×pN−1
(
q−⌈τN⌉−χ(⌈τN⌉)v; q
)√
w
(
q−⌈τN⌉−χ(⌈τN⌉)v; q
)
. (5.27)
We find the product of the leading terms expressed by Θ is symmetric in exchanging u and v,
and the product of the second terms expressed by Θ with indicators becomes irrelevant since it is
in order qτN+2(1−τ)N1[1,2)(τ). Then, when we consider the Christoffel-Darboux kernel (1.19), the
leading terms are canceled out and the cross terms of the first terms with Θ and the second terms
with Θ and indicators become relevant. Moreover, we find that the cross terms which possess the
indicator 1(0,4/3)(τ) are also completely canceled. This is the reason why we assume 2/3 < τ < 2 in
this proposition. Therefore, if we take the N
τ→∞ limit, we obtain the Jacobi-theta kernel. Then
the proof is completed.
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Appendix A: Expressions of K∞ using Jacobi’s theta functions
and Gosper’s q-trigonometric functions
Let z = e2iζ , ζ ∈ C, and q = eπiω, ℑω > 0. The theta function defined by (1.27) is written by
Jacobi’s theta function ϑ3 [30] as
Θ(z|q) = ϑ3(ζ|ω) =
∞∑
k=−∞
ek
2πiω+2kiζ . (A.1)
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Theta functions used to express K∞ in (3.6) are written by
Θ(−eφ±gs/2|e−gs) =
∞∑
k=−∞
(−1)ke−k2gsek(φ±gs/2) = ϑ4
(
1
2i
(
φ± gs
2
) ∣∣∣∣ igsπ
)
, φ ∈ R, (A.2)
where ϑ4 is defined by
ϑ4(ζ|ω) = ϑ3
(
ζ − π
2
∣∣∣ω) = ∞∑
k=−∞
(−1)kek2πiω+2kiζ . (A.3)
The quasi-periodicity (4.1) comes from the equality
ϑ4(ζ + ωπ|ω) = −e−iπω−2iζϑ4(ζ|ω). (A.4)
Jacobi’s imaginary transformation [30] for ϑ4 reads
ϑ4(ζ|ω) = 1√−iω e
ζ2/πiωϑ2
(
ζ
ω
∣∣∣∣− 1ω
)
, (A.5)
where ϑ2 is defined by
ϑ2(ζ|ω) = eiζ+πiω/4ϑ4(ζ + π/2 + πω/2|ω) =
∞∑
k=−∞
e(k+1/2)
2πiω+(2k+1)iζ . (A.6)
Theta functions ϑ2, ϑ3, and ϑ4 are all even functions of ζ.
Gosper’s q-trigonometric functions are defined as [8]
sinq(πz) = q
(z−1/2)2(q2z; q2)∞(q
−2z+2; q2)∞(q; q
2)−2∞ , (A.7)
cosq(πz) = sinq(π(z + 1/2))
= qz
2
(q2z+1; q2)∞(q
−2z+1; q2)∞(q; q
2)−2∞ . (A.8)
It is easy to find the following properties,
sinq(−z) = − sinq(z), cosq(−z) = cosq(z), (A.9)
sinq(z + π) = − sinq(z), cosq(z + π) = − cosq(z). (A.10)
By using the product form of ϑ4 (put q = e
πiω and z = −e2iζ in (2.12)), we have the equality
ϑ4(ζ|ω) = eζ2/πiω(eπiω; eπiω)∞(eπiω; e2πiω)∞ cosepiiω
(
ζ
ω
)
. (A.11)
By (A.5) we also find
1√−iωϑ2
(
ζ
ω
∣∣∣∣− 1ω
)
= (eπiω; eπiω)∞(e
πiω; e2πiω)∞ cosepiiω
(
ζ
ω
)
. (A.12)
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Then K∞ is rewritten in terms of ϑ4, ϑ2, and Gosper’s q-trigonometric functions as follows,
K∞(φ,ϕ) = 1√
2πgs
e−(φ
2+ϕ2)/4gs
(e−gs ; e−gs)3∞
×
ϑ4
(
1
2i
(
φ− gs
2
) ∣∣∣∣ igsπ
)
ϑ4
(
1
2i
(
ϕ+
gs
2
) ∣∣∣∣ igsπ
)
− ϑ4
(
1
2i
(
ϕ− gs
2
) ∣∣∣∣ igsπ
)
ϑ4
(
1
2i
(
φ+
gs
2
) ∣∣∣∣ igsπ
)
2 sinh
φ− ϕ
2
=
1
gs
√
π
2gs
egs/8
(e−gs ; e−gs)3∞
×
e−(φ−ϕ)/4ϑ2
(
πφ
2gs
− π
4
∣∣∣∣ iπgs
)
ϑ2
(
πϕ
2gs
+
π
4
∣∣∣∣ iπgs
)
− e(φ−ϕ)/4ϑ2
(
πϕ
2gs
− π
4
∣∣∣∣ iπgs
)
ϑ2
(
πφ
2gs
+
π
4
∣∣∣∣ iπgs
)
2 sinh
φ− ϕ
2
=
egs/8√
2πgs
(e−gs ; e−2gs)∞
(e−2gs ; e−2gs)∞
×
e−(φ−ϕ)/4 sine−gs
(
πφ
2gs
+
π
4
)
cose−gs
(
πϕ
2gs
+
π
4
)
− e(φ−ϕ)/4 sine−gs
(
πϕ
2gs
+
π
4
)
cose−gs
(
πφ
2gs
+
π
4
)
2 sinh
φ− ϕ
2
,
(φ,ϕ) ∈ R2.
Appendix B: Proof of (5.22)
The last term in (5.17) is given by
r1(n) =
9∑
j=1
r1j(n), (B.1)
where
r11(n) = −
∞∑
k=⌊m/2⌋+1
qk
2
(
−qλ+χ(m)u
)k
,
r12(n) =
q1+n−⌊m/2⌋
1− q
∞∑
k=⌊m/2⌋+1
qk
2+k
(
−qλ+χ(m)u
)k
,
r13(n) =
q1+⌊m/2⌋
1− q
∞∑
k=⌊m/2⌋+1
qk
2−k
(
−qλ+χ(m)u
)k
,
r14(n) =
q2+n
(1− q)2
⌊m/2⌋∑
k=0
qk
2
(
−qλ+χ(m)u
)k
,
and
r15(n) =
⌊m/2⌋∑
k=0
qk
2
(
−qλ+χ(m)u
)k
R(q;n− ⌊m/2⌋+ k),
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r16(n) = −q
1+⌊m/2⌋
1− q
⌊m/2⌋∑
k=0
qk
2−k
(
−qλ+χ(m)u
)k
R(q;n− ⌊m/2⌋ + k),
r17(n) =
⌊m/2⌋∑
k=0
qk
2
(
−qλ+χ(m)u
)k
R(q; ⌊m/2⌋ − k),
r18(n) = −q
1+n−⌊m/2⌋
1− q
⌊m/2⌋∑
k=0
qk
2+k
(
−qλ+χ(m)u
)k
R(q; ⌊m/2⌋ − k),
r19(n) =
⌊m/2⌋∑
k=0
qk
2
(
−qλ+χ(m)u
)k
R(q; ⌊m/2⌋ − k)R(q;n− ⌊m/2⌋ + k).
Noting q ∈ (0, 1), we have the following inequalities,
|r11(n)| <
∞∑
k=⌊m/2⌋+1
qk
2
(
qλ+χ(m)u
)k
= q⌊m/2⌋
2+2⌊m/2⌋
(
qλ+χ(m)u
)⌊m/2⌋+1 ∞∑
k=0
qk
2+2k+1q2⌊m/2⌋k
(
qλ+χ(m)u
)k
< q⌊m/2⌋
2+2⌊m/2⌋
(
qλ+χ(m)u
)⌊m/2⌋+1 ∞∑
k=0
qk
2−2k
(
qλ+χ(m)u
)k
<
q⌊m/2⌋
2+2⌊m/2⌋
1− q
(
qλ+χ(m)u
)⌊m/2⌋+1 ∞∑
k=0
qk
2−2k
(
qλ+χ(m)u
)k
,
and
|r12(n)| < q
⌊m/2⌋2+2⌊m/2⌋+1+n
1− q
(
qλ+χ(m)u
)⌊m/2⌋+1 ∞∑
k=0
qk
2−2k
(
qλ+χ(m)u
)k
,
|r13(n)| < q
⌊m/2⌋2+2⌊m/2⌋+1
1− q
(
qλ+χ(m)u
)⌊m/2⌋+1 ∞∑
k=0
qk
2−2k
(
qλ+χ(m)u
)k
,
|r14(n)| < (−q; q)
2
∞
(1− q)2(1− q2)2 q
n
∞∑
k=0
qk
2−2k
(
qλ+χ(m)u
)k
.
For the others, applying Lemma 8 yields
|r15(n)| < (−q; q)∞
(1− q)(1− q2)q
2+2(n−⌊m/2⌋)
∞∑
k=0
qk
2
(
qλ+χ(m)u
)k
<
(−q; q)2∞
(1− q)2(1− q2)2 q
2(n−⌊m/2⌋)
∞∑
k=0
qk
2−2k
(
qλ+χ(m)u
)k
,
and
|r16(n)| < (−q; q)
2
∞
(1− q)2(1− q2)2 q
2n−⌊m/2⌋
∞∑
k=0
qk
2−2k
(
qλ+χ(m)u
)k
,
23
|r17(n)| < (−q; q)
2
∞
(1− q)2(1− q2)2 q
2⌊m/2⌋
∞∑
k=0
qk
2−2k
(
qλ+χ(m)u
)k
,
|r18(n)| < (−q; q)
2
∞
(1− q)2(1− q2)2 q
n+⌊m/2⌋
∞∑
k=0
qk
2−2k
(
qλ+χ(m)u
)k
,
|r19(n)| < (−q; q)
2
∞
(1− q)2(1− q2)2 q
2n
∞∑
k=0
qk
2−2k
(
qλ+χ(m)u
)k
.
On the other hand, the last term in (5.19) is given by
r2(n) =
9∑
j=1
r2j(n), (B.2)
where
r21(n) = −
∞∑
k=n−⌊m/2⌋+1
qk
2
(
−qλ+χ(m)u
)−k
,
r22(n) =
q1+n−⌊m/2⌋
1− q
∞∑
k=n−⌊m/2⌋+1
qk
2−k
(
−qλ+χ(m)u
)−k
,
r23(n) =
q1+⌊m/2⌋
1− q
∞∑
k=n−⌊m/2⌋+1
qk
2+k
(
−qλ+χ(m)u
)−k
,
r24(n) =
q2+n
(1− q)2
n−⌊m/2⌋∑
k=1
qk
2
(
−qλ+χ(m)u
)−k
,
and
r25(n) =
n−⌊m/2⌋∑
k=1
qk
2
(
−qλ+χ(m)u
)−k
R(q;n− ⌊m/2⌋ − k),
r26(n) = −q
1+⌊m/2⌋
1− q
n−⌊m/2⌋∑
k=1
qk
2+k
(
−qλ+χ(m)u
)−k
R(q;n− ⌊m/2⌋ − k),
r27(n) =
n−⌊m/2⌋∑
k=1
qk
2
(
−qλ+χ(m)u
)−k
R(q; ⌊m/2⌋ + k),
r28(n) = −q
1+n−⌊m/2⌋
1− q
n−⌊m/2⌋∑
k=1
qk
2−k
(
−qλ+χ(m)u
)−k
R(q; ⌊m/2⌋ + k),
r29(n) =
n−⌊m/2⌋∑
k=1
qk
2
(
−qλ+χ(m)u
)−k
R(q; ⌊m/2⌋ + k)R(q;n − ⌊m/2⌋ − k).
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Similarly, by noting q ∈ (0, 1), we have
|r21(n)| < q
(n−⌊m/2⌋)2
1− q
(
qλ+χ(m)u
)−(n−⌊m/2⌋) ∞∑
k=1
qk
2−2k
(
qλ+χ(m)u
)−k
,
|r22(n)| < q
(n−⌊m/2⌋)2+1
1− q
(
qλ+χ(m)u
)−(n−⌊m/2⌋) ∞∑
k=1
qk
2−2k
(
qλ+χ(m)u
)−k
,
|r23(n)| < q
(n−⌊m/2⌋)2+1+n
1− q
(
qλ+χ(m)u
)−(n−⌊m/2⌋) ∞∑
k=1
qk
2−2k
(
qλ+χ(m)u
)−k
,
|r24(n)| < (−q; q)
2
∞
(1− q)2(1− q2)2 q
n
∞∑
k=1
qk
2−2k
(
qλ+χ(m)u
)−k
.
For the others, applying Lemma 8 yields
|r25(n)| < (−q; q)
2
∞
(1− q)2(1− q2)2 q
2(n−⌊m/2⌋)
∞∑
k=1
qk
2−2k
(
qλ+χ(m)u
)−k
,
|r26(n)| < (−q; q)
2
∞
(1− q)2(1− q2)2 q
2n−⌊m/2⌋
∞∑
k=1
qk
2−2k
(
qλ+χ(m)u
)−k
,
|r27(n)| < (−q; q)
2
∞
(1− q)2(1− q2)2 q
2⌊m/2⌋
∞∑
k=1
qk
2−2k
(
qλ+χ(m)u
)−k
,
|r28(n)| < (−q; q)
2
∞
(1− q)2(1− q2)2 q
n+⌊m/2⌋
∞∑
k=1
qk
2−2k
(
qλ+χ(m)u
)−k
,
|r29(n)| < (−q; q)
2
∞
(1− q)2(1− q2)2 q
2n
∞∑
k=1
qk
2−2k
(
qλ+χ(m)u
)−k
.
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Therefore we have
|r1(n) + r2(n)| ≤
9∑
j=1
|r1j(n)|+
9∑
j=1
|r2j(n)|
<
(
1 + q1+n + q
) q⌊m/2⌋2+2⌊m/2⌋
1− q
(
qλ+χ(m)u
)⌊m/2⌋+1 ∞∑
k=0
qk
2−2k
(
qλ+χ(m)u
)k
+
(
qn + q2(n−⌊m/2⌋) + q2n−⌊m/2⌋ + q2⌊m/2⌋ + qn+⌊m/2⌋ + q2n
)
× (−q; q)
2
∞
(1− q)2(1− q2)2
∞∑
k=0
qk
2−2k
(
qλ+χ(m)u
)k
+
(
1 + q + q1+n
) q(n−⌊m/2⌋)2
1− q
(
qλ+χ(m)u
)−(n−⌊m/2⌋) ∞∑
k=1
qk
2−2k
(
qλ+χ(m)u
)−k
+
(
qn + q2(n−⌊m/2⌋) + q2n−⌊m/2⌋ + q2⌊m/2⌋ + qn+⌊m/2⌋ + q2n
)
× (−q; q)
2
∞
(1− q)2(1− q2)2
∞∑
k=1
qk
2−2k
(
qλ+χ(m)u
)−k
. (B.3)
By (5.24), we obtain
qn + q2(n−⌊m/2⌋) + q2n−⌊m/2⌋ + q2⌊m/2⌋ + qn+⌊m/2⌋ + q2n
< qn + qτn + qn+τn/2 + q(2−τ)n−2 + qn+(2−τ)n/2−1 + q2n
< q−2
(
qn + qτn + qn+τn/2 + q(2−τ)n + qn+(2−τ)n/2 + q2n
)
< q−2
(
qτn + 4qn + q(2−τ)n
)
≤ 6q−2qτn+2(1−τ)n1[1,2)(τ). (B.4)
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Hence, by 1 + q + q1+n < 3 and λ+ χ(m) ∈ [0, 2), we have
|r1(n) + r2(n)| < 3q
⌊m/2⌋2+2⌊m/2⌋
1− q
(
qλ+χ(m)u
)⌊m/2⌋+1 ∞∑
k=0
qk
2−2k
(
qλ+χ(m)u
)k
+6q−2qτn+2(1−τ)n1[1,2)(τ)
(−q; q)2∞
(1− q)2(1− q2)2
∞∑
k=0
qk
2−2k
(
qλ+χ(m)u
)k
+
3q(n−⌊m/2⌋)
2
1− q
(
qλ+χ(m)u
)−(n−⌊m/2⌋) ∞∑
k=1
qk
2−2k
(
qλ+χ(m)u
)−k
+6q−2qτn+2(1−τ)n1[1,2)(τ)
(−q; q)2∞
(1− q)2(1− q2)2
∞∑
k=1
qk
2−2k
(
qλ+χ(m)u
)−k
<
3q⌊m/2⌋
2+2⌊m/2⌋
1− q u
⌊m/2⌋+1
∞∑
k=0
qk
2−2kuk
+6q−2qτn+2(1−τ)n1[1,2)(τ)
(−q; q)2∞
(1− q)2(1− q2)2
∞∑
k=0
qk
2−2kuk
+
3q(n−⌊m/2⌋)
2
1− q
(
q2u
)−(n−⌊m/2⌋) ∞∑
k=1
qk
2−2k
(
q2u
)−k
+6q−2qτn+2(1−τ)n1[1,2)(τ)
(−q; q)2∞
(1− q)2(1− q2)2
∞∑
k=1
qk
2−2k
(
q2u
)−k
.
(B.5)
Finally, by (5.24), we have
|r1(n) + r2(n)| < 3q
(2−τ)2n2/4−1
1− q u
⌊m/2⌋+1
∞∑
k=0
qk
2−2kuk
+6q−2qτn+2(1−τ)n1[1,2)(τ)
(−q; q)2∞
(1− q)2(1− q2)2
∞∑
k=0
qk
2−2kuk
+
3qτ
2n2/4−τn−2
1− q u
−(n−⌊m/2⌋)
∞∑
k=1
qk
2−4ku−k
+6q−2qτn+2(1−τ)n1[1,2)(τ)
(−q; q)2∞
(1− q)2(1− q2)2
∞∑
k=1
qk
2−4ku−k
≡ M(n). (B.6)
Since, for any α > 0, β > 0, and q ∈ (0, 1), qαn2βn → 0, as n→∞, we have
M(n)
qτn+2(1−τ)n1[1,2)(τ)
−→ 6q−2 (−q; q)
2
∞
(1− q)2(1− q2)2
[
∞∑
k=0
qk
2−2kuk +
∞∑
k=1
qk
2−4ku−k
]
,
as n→∞. (B.7)
Thus, |r1(n) + r2(n)|/qτn+2(1−τ)n1[1,2)(τ) is bounded in n → ∞. Hence the proof of (5.22) is com-
pleted.
27
References
[1] G. E. Andrews, R. Askey, and R. Roy, Special functions (Cambridge University Press, 1999).
[2] X. Arsiwalla, R. Boels, M. Marin˜o, and A. Sinkovics, Phase transitions in q-deformed 2D
Yang-Mills theory and topological strings, Phys. Rev. D 73, 026005 (2006).
[3] A. B. O. Daalhuis, Asymptotic expansions for q-gamma, q-exponential, and q-Bessel functions,
J. Math. Anal. Appl. 186, 896-913 (1994).
[4] S. de Haro and M. Tierz, Discrete and oscillatory matrix models in Chern-Simons theory, Nucl.
Phys. B 731, 225-241 (2005).
[5] Y. Dolivet and M. Tierz, Chern-Simons matrix models and Stieltjes-Wigert polynomials, J.
Math. Phys. 48, 023507 (2007).
[6] P. J. Forrester, Log-gases and random matrices (Princeton University Press, 2010).
[7] J. Ginibre, Statistical ensembles of complex, quaternion, and real matrices, J. Math. Phys. 6,
440-449 (1965).
[8] R. W. Gosper, Experiments and discoveries in q-trigonometry, in: F. G. Garvan and
M. E. H. Ismail (eds.), Symbolic computation, number theory, special functions, physics and
combinatorics (Kluwer Academic Publishers, 2001), pp.79-105.
[9] M. E. H. Ismail and R. Zhang, Chaotic and periodic asymptotics for q-orthogonal polynomials,
Int. Math. Res. Not. 2006, Article ID 83274 (2006).
[10] M. E. H. Ismail and R. Zhang, Scaled asymptotics for q-orthogonal polynomials, C. R. Acad.
Sci. Paris, 344, 71-75 (2007).
[11] R. Koekoek and R. Swarttouw, The Askey-scheme of hypergeometric orthogonal polynomials
and its q-analogue, arXiv:math.CA/9602214.
[12] Y. T. Li and R. Wong, Global asymptotics of Stieltjes-Wigert polynomials, Anal. Appl. 11,
1350028 (2013).
[13] M. Marin˜o, Les Houches lectures on matrix models and topological strings, arXiv:
hep-th/0410165.
[14] M. Marin˜o, Chern-Simons theory, matrix integrals, and perturbative three-manifold invariants,
Commun. Math. Phys. 253, 25-49 (2005).
[15] M. Marin˜o, Chern-Simons theory, matrix models and topological strings (Oxford University
Press, 2005).
[16] R. J. Mcintosh, Some asymptotic formulae for q-shifted factorials, Ramanujan J. 3, 205-214
(1999).
[17] M. L. Mehta, Random matrices, 3rd edn. (Elsevier, 2004).
[18] T. Okuda, Derivation of Calabi-Yau crystals from Chern-Simons gauge theory, JHEP 0503,
047/1-15 (2005).
28
[19] H. Ooguri, P. Su lkowski, and M. Yamazaki, Wall crossing as seen by matrix models, Commun.
Math. Phys. 307, 429-462 (2011).
[20] M. Plancherel and W. Rotach, Sur les valeurs asymptotiques des polynomes d’Hermite
Hn(x) = (−1)nex2/2dne−x2/2/dxn, Comment. Math. Helv. 1, 227-254 (1929).
[21] M. Romo and M. Tierz, Unitary Chern-Simons matrix model and the Villain lattice action,
Phys. Rev. D 86, 045027/1-10 (2012).
[22] T. Shirai and Y. Takahashi, Random point fields associated with certain Fredholm determi-
nants I: fermion, Poisson and boson point processes, J. Funct. Anal. 205, 414-463 (2003).
[23] R. J. Szabo and M. Tierz, Matrix models and stochastic growth in Donaldson-Thomas theory,
J. Math. Phys. 53, 103502 (2012).
[24] A. Soshnikov, Determinantal random point fields, Russian Math. Surveys 55, 923-975 (2000).
[25] G. Szego¨, Orthogonal polynomials, 4th edn. (American Mathematical Society, 1981).
[26] Y. Takahashi and M. Katori, Noncolliding Brownian motion with drift and time-dependent
Stieltjes-Wigert determinantal point process, J. Math. Phys. 53, 103305 (2012).
[27] Y. Takahashi and M. Katori, in preparation.
[28] M. Tierz, Soft matrix models and Chern-Simons partition functions, Mod. Phys. Lett. A 19,
1365-1378 (2004).
[29] Z. Wang and R. Wong, Uniform asymptotics of the Stieltjes-Wigert polynomials via the
Riemann-Hilbert approach, J. Math. Pures Appl. 85, 698-718 (2006).
[30] E. T. Whittaker and G. N. Watson, A course of modern analysis, 4th edn. (Cambridge Uni-
versity Press, 1969).
[31] E. Witten, Quantum field theory and the Jones polynomial, Commun. Math. Phys. 121,
351-399 (1989).
[32] E. Witten, Chern-Simons gauge theory as a string theory, in: H. Hofer, C. H. Taubes,
A. Weinstein, and E. Zehnder (eds.), The Floer memorial volume, Prog. Math., Vol. 133
(Birkha¨user, 1995), pp.637-678.
29
