In a typical video rate allocation problem, the objective is to optimally distribute a source rate budget among a set of (in)dependently coded data units to minimize the total distortion of all units. Conventional Lagrangian approaches convert the lone rate constraint to a linear rate penalty scaled by a multiplier in the objective, resulting in a simpler unconstrained formulation. However, the search for the "optimal" multiplier-one that results in a distortion-minimizing solution among all Lagrangian solutions that satisfy the original rate constraint-remains an elusive open problem in the general setting.
I. INTRODUCTION
In video coding, rate allocation is the problem of distributing a source bit budget B to a set of (in)dependently coded data units, v ∈ V o , in order to minimize the distortion of all units. For example, a data unit v can be a video frame predictively coded at a quantization parameter (QP) q v , using a previous frame as a predictor. Coding at a larger (coarser) QP requires fewer bits in general but results in a higher quantization distortion. In some cases, leaving a unit uncoded at the encoder may be a better rate-distortion (RD) decision; the unit is subsequently interpolated at the decoder using neighboring coded units via techniques such as motion compensated interpolation (MCI) [1] in monoview video or depth-image based rendering (DIBR) [2, 3] in multiview video when color and depth maps are available. In these cases, the more general rate allocation problem is to first select data units V ⊆ V o for coding, and then select QPs q = [q 1 , . . . , q |V| ] at which to code the selected units V to minimize the total distortion D(V, q) subject to a rate constraint R(V, q):
To address different variants of the rate allocation problem, Lagrangian approaches-where the lone rate constraint is first converted to a linear rate penalty in the objective scaled by a multiplier λ-are common in the literature [4] [5] [6] [7] [8] . This results in a simpler unconstrained problem:
(V λ , q λ ) = arg min
which in general is easier to solve for a fixed multiplier λ [4] [5] [6] [7] [8] . However, the Lagrangian relaxed problem (2) is inherently not the same as the original rate-constrained problem (1) ; the difference in distortion between their respective optimal solutions is called a duality gap (see Appendix B and [4] ). To minimize this gap, it is imperative to find the "optimal" multiplier λ * -one that results in a distortion-minimizing solution (V λ * , q λ * ) among all Lagrangian solutions (V λ , q λ ) to (2) for different λ that satisfy R(V λ , q λ ) ≤ B. However, given empirical discrete rate and distortion functions R(V, q) and D(V, q), the search for this optimal multiplier numerically without resorting to continuous rate and distortion models [9, 10] remains an open problem in the general setting.
To address this problem, in this paper we propose a computation-efficient search strategy to find this optimal multiplier numerically. Specifically, we first formulate a general rate allocation problem, where each data unit can be dependently coded at different QPs using a previous coded unit as predictor, or left uncoded at the encoder for interpolation at the decoder using neighboring coded units as reference. After converting the original rateconstrained problem to the unconstrained Lagrangian counterpart (2), we design an efficient dynamic programming (DP) algorithm that finds the optimal solution to (2) for a fixed λ.
To find the optimal multiplier, we iteratively compute neighboring singular multiplier values [4] from the computed DP solution; each singular value λ results in multiple simultaneously optimal solutions with different rates, i.e. R(V (1) λ , q
(1)
λ ). We show that singular values alone lead to all Lagrangian solutions to (2) . When we obtain solutions (V (1) λ * , q (1) λ * ) and (V (2) λ * , q (2) λ * ) corresponding to singular value λ * with rates R(V (1) λ * , q (1) λ * ) ≤ B ≤ R(V (2) λ * , q (2) λ * ), we prove that (V (1) λ * , q (1) λ * ) is the distortion-minimizing Lagrangian solution, and declare λ * as the optimal multiplier. To the best of our knowledge, no previously proposed Lagrangian multiplier searches [4] [5] [6] [7] [8] provide this theoretical claim in our general setting 1 .
Experimental results illustrate good performance of our proposed rate allocation algorithm with optimal Lagrange multiplier selection when data units are independently or predictively coded in both monoview and multiview video sequence compression. Specifically, we show that our bit allocation strategy on average outperforms comparable rate control solutions adopted in the reference softwares of current monoview and multiview video standards, namely HEVC [11] and 3D-HEVC [12] , that do not skip frames in Y-PSNR.
The paper is organized as follows. We first review related work in Section II and formulate our dependent rate allocation problem in Section III. We then describe a DP algorithm that solves the rate-constrained problem optimally but in exponential time in Section IV. To reduce complexity, we convert the problem to the Lagrangian relaxed version and propose a corresponding polynomial-time DP algorithm for a fixed multiplier. In Section V, we discuss an efficient search methodology to identify the optimal multiplier based on the computation of neighboring singular multiplier values. Finally, we present experimental results and conclusion in Section VI and VII, respectively.
II. RELATED WORK

A. Continuous RD Function Modeling
A simple approach to obtain rate and distortion functions is to apply different QPs to encode each data unit and compute the resulting rate and distortion values. Then, these empirical RD points are fitted into mathematical functions for each particular sequence to derive an RD model [13, 14] . However, in these type of models some parameters have to be estimated for each given video sequence and therefore they cannot be easily generalized.
Alternatively, it is possible to theoretically derive the different parameters of the RD model under simplifying assumptions. Several RD models using well understood exponential functions have been proposed [9, 10] . [9] considered both a Laplacian and a Generalized Gaussian (GG) distribution in their RD model for a wavelet video coding. [10] adopted the Bernoulli Generalized Gaussian (BGG) model for both rate and distortion functions. In general, these approaches suffer from: i) modeling errors due to idealized model inaccuracy; and ii) continuous approximation error since the problem (selecting QPs from a finite set) is inherently discrete. In contrast, we take an empirical approach and solve the inherent discrete problem of selecting data units and QPs for coding directly, and thus do not suffer from modeling errors.
B. Constrained Formulation via Dynamic Programming
Addressing directly the discrete rate-constrained bit allocation problem, one common approach is DP. For example, assuming independently coded data units, [15] constructed a tree to represent all possible solutions: a node at a stage i of the tree represents a particular selection of QPs {q 1 , . . . , q i } for data unit 1 to i. If two different nodes at the same stage i have the same accumulated rate from unit 1 to i, then the one with the larger accumulated distortion would be pruned. As we will show in Section III, the complexity of this type of DP algorithms is pseudo-polynomial or exponential time. If predictive coding is assumed, complexity is even higher.
To jointly select predictor frames and QoS levels for encoding and protection of different video frames during network streaming, [16] proposed an integer rounding approach to reduce complexity of a DP algorithm, where DP tables used to store computed local solutions were scaled down to reduce the number of table entries. The authors derived a performance bound for the proposed reduced-complexity DP algorithm; however, this bound gets progressively worse as the scale factor increases.
For multiview, assuming independently coded units, [17] considered a uniform rate allocation among views in a multiview video system, and proposed a DP-based algorithm to select the views for encoding and transmission such that the expected distortion among encoded and synthesized views is minimized given a rate budget. This work is extended in [18] where both the views and the coding rates for each selected view are selected to minimize distortion in a rate-constrained scenario. Due to high complexity, a greedy DP algorithm was proposed. There is no performance guarantee for the greedy DP algorithm, however, and thus the obtained solution can be arbitrarily far from the optimal solution.
C. Discrete Lagrangian Formulation
Instead of the originally posed rate-constrained bit allocation problems, the Lagrangian approach is often used.
[5] proposed a trellis-based algorithm to find the optimal Lagrangian solution for predictively coded frames in traditional monoview video. A suitable Lagrange multiplier was found by sweeping from 0 to ∞; it is not clear how this can be done efficiently, and what is the termination condition when a sufficiently good multiplier value is found. [19] also adopted a Lagrangian approach, where the value of the Lagrange multiplier λ is empirically modeled as a function of the rate and the distortion when data units are predictively encoded. There is no guarantee that this ad-hoc approach will result in the optimal multiplier value upon termination, however.
To allocate bits among independent quantizers, [4] defined the notion of singular multiplier values-multipliers with multiple simultaneously optimal Lagrangian solutions-and proposed to iteratively search through neighboring singular multiplier values until a terminating condition (resulting rates of Lagangian solutions being very close to bit budget) is met. Extending [4] , [20] addressed a similar rate allocation problem with two rate constraints, also using the notion of singular values, in order to achieve an optimal distribution of source and channel bits among wavelet subbands for transmission of scalable video over noisy channels. Our algorithm adopts the singular multiplier value concept [4] and extends it to the case where data units can be predictively coded or left uncoded entirely for subsequent interpolation at the decoder.
D. Multiview Rate Allocation
Rate allocation problems have also been investigated recently in multiview video coding applications. [7] extended the trellis optimization approach in [5] to multiview video with predictive coding. The authors considered a system where views can be skipped at the encoder and eventually synthesized using both texture and depth maps at the decoder, and optimized only QPs of the texture maps. In a different framework, [8] tackled the bit allocation problem for both texture and depth data such that the distortion of the camera views and a set of synthetic views, reconstructed at the decoder, is minimized. The authors optimized both the set of coded views and their QPs and adopted a trellis-based solution for an effective search of the optimal coding solution. Both [7] and [8] employed the Lagrangian approach, but no mathematically rigorous strategy was proposed to search for a suitable multiplier value. We will show that our proposal can be applied to multiview coding scenarios also.
III. RATE ALLOCATION FRAMEWORK
In a classical rate allocation problem, the objective is to minimize the total distortion of a set of data units, each of which may be independently or predictively coded, subject to a rate budget constraint. We first describe the general coding system under consideration. Then, we formulate a rate-constrained bit allocation problem for predictively coded data units as a discrete optimization problem. We present examples that show how our formulation can be applicable in different practical scenarios. Finally, we prove that the formulated problem is NP-hard.
A. System Model
We consider a general coding scenario where we seek to allocate a total bit budget B to an ordered set of V data units, V o = {1, 2, . . . , V }. Examples include consecutive frames in monoview video, or neighboring views in a multiview image sequence. We define V = {v 1 , v 2 , · · · , v N }, where V ⊆ V o , as the subset of N units selected for coding, where N ≤ V . We assume that a unit v can be left uncoded at the encoder, and later interpolated at the decoder using the two surrounding coded units v L and v R , where
As the boundary units cannot be interpolated at the decoder in the same manner, they are always selected for coding, i.e., v 1 = 1 and v N = V are always coded.
Each unit v n ∈ V selected is coded using a QP q vn ∈ Q, where Q is a discrete set of possible QPs for a given encoder. Denote by q V the set of chosen QPs for the units in V. Assuming that predictive coding is used to code neighboring units, unit v n coded with QP q vn using as predictor unit v n−1 coded with QP 
where d v (.) is the distortion of unit v, v ∈ V o , interpolated using reference units v n−1 and v n coded using QPs q vn−1 and q vn , respectively. If v = v n , then d v (.) corresponds to the distortion of coded unit v n using v n−1 for prediction.
The first unit v 1 in V is independently encoded and its distortion depends only on its own QP. For this particular case, Eq. (3) can be re-written as:
More general definitions for predictive coding is also possible [5] , where the rate and distortion functions depend on the QPs of all previous coded data units. However, for complexity reasons, we assume that rate r vn and distortion ∆ vn depend only on QP q vn−1 of previous unit v n−1 used for prediction. This is a good approximation in practical predictive coding, as shown in [8] .
B. Problem Formulation
With the above definitions, our objective is to find the optimal subset of data units
along with their corresponding QPs q * V = [q v1 , q v2 , · · · , q vN ] such that the aggregate distortion at the decoder is minimized, subject to a bit budget constraint B. The optimization problem can be defined as follows:
where ∆ v1 (q v1 ) and r v1 (q v1 ) are the distortion and rate for the first selected unit v 1 , and ∆ vn (.) and r vn (.) are the distortion and rate for a predictively coded unit v n , as described above.
C. Applications
Our formulation in (5) is sufficiently general for application to different monoview and multiview video rate allocation scenarios. We list a few illustrative examples below.
• Scenario I: QP selection for independent coded images. If frames in a monoview video or views in a multiview image sequence are independently coded for maximum random access [4] , then our formulation (5) is applicable to optimal selection of QPs, where the rate and distortion of each data unit (image) do not depend on the previous one, i.e., r vn (v n−1 , q vn−1 , q vn ) = r vn (q vn ) and ∆ vn (v n−1 , q vn−1 , q vn ) = d vn (q vn ).
• Scenario II: QP selection for differentially coded images. If each frame in monoview video or view in a multiview image sequence is differentially coded using a previous predictor frame, then (5) can be used, where all units in V o are chosen for coding, for optimal selection of QPs [5, 8] . Note that (5) is not applicable to bi-directional prediction like B-frames.
• Scenario III: Selection of images for coding. If a consistent quality requirement dictates that all images should be coded at the same pre-defined QP [17] , (5) can be used to select a subset of images in monoview video or views in a multiview image sequence to minimize aggregate distortion that includes interpolated images at the decoder.
• Scenario IV: Mode selection in a Group of Blocks. Instead of images, data units can represent code blocks in an image. Given a fixed QP, (5) can be used to select the optimal coding modes for a group of block (GoB)
for a given rate constraint, where Q now represents possible modes a block can take on [21, 22] .
D. NP-Hardness Proof
We prove that our formulated bit allocation problem (5) is NP-hard via reduction from a well-known NP-hard problem-Knapsack (KS) [23] . The binary decision version of KS, which is NP-complete, can be described as follows:
Binary Decision Problem of KS -Given a set of M items, each with non-negative weight w m and profit c m , and a knapsack of capacity W , does there exist a subset of items with total weight ≤ W , such that the total profit is at leastC?
To prove NP-hardness of (5), we consider a more specific problem where each unit v, if chosen for coding, can only be independently coded at QP q. We reduce the binary decision version of this simplified problem from the KS decision problem as follows. surrounding units are used as reference for interpolation. Coding the two boundary units at QP q results in rate decision problem is: does there exist a subset V of units selected for coding (each at QP q) such that the distortion is no larger than M D −C, given a rate budget W + 2? If the answer is yes, then the chosen subset V of units in the solution, excluding the two boundary units, has a corresponding subset of items in KS with total weight no larger than W and total profit at leastC. Hence the problem is no easier than the KS decision problem, and thus is also NP-complete. Therefore the optimization version of the problem is NP-hard. Since the specific problem is already NP-hard, the more general problem (5) is no easier, and hence is also NP-hard.
IV. DP ALGORITHM FOR LAGRANGIAN PROBLEM
We first present an algorithm based on DP that returns an optimal solution to the constrained problem in (5). We then show that the algorithm complexity is exponential. Next, we present an alternative DP algorithm that solves the corresponding Lagrangian relaxed problem in polynomial time for a fixed Lagrangian multiplier.
A. Constrained DP Algorithm
To solve the problem in (5) optimally, we derive a DP algorithm that recursively divides the original problem into smaller sub-problems. When a sub-problem is solved, its solution is stored inside an entry in a DP table, so that subsequent calls to the same sub-problem can simply look up the solved solution in the table [24] .
Denote by Φ vn (q vn ,B) the minimum distortion sum for data units from v n + 1 to V , given that v n is coded with QP q vn , and there is an available bit budget ofB,B ≤ B, to code the remaining units v n+1 , . . . , v N . This distortion sum Φ vn (q vn ,B) can be recursively written as:
where 1(c) is an indicator function that returns 1 if the clause c is true, and 0 otherwise.
In words, (6) selects the next unit v n+1 to code at QP q vn+1 , resulting in distortion ∆ vn+1 (v n , q vn , q vn+1 ) for data units from v n +1 to v n+1 inclusively. This selection means that the bit budget is reduced toB −r vn+1 (v n , q vn , q vn+1 )
for coding of the remaining units. If v n+1 = V , meaning it is the right boundary unit in V o , then the recursive term in (6) is not necessary.
Since the first unit v 1 = 1 is always selected for coding, the computation in (6) can be solved via the following initial call:
The complexity of the DP algorithm is bounded by the size of the DP table multiplied by the complexity of computing each entry:
. This is polynomial in B, but B is encoded in log 2 (B) bits as input to the algorithm, and thus the algorithm is exponential in the size of the input. The complexity is also called pseudopolynomial time in the complexity literature [25] .
B. Lagrangian DP Algorithm
To reduce the complexity of the constrained DP algorithm in (6), we seek to eliminate the rate dimension B in the DP table. Towards that goal, we consider a Lagrangian relaxation of our constrained problem in (5), where we move the rate consideration from the constraint to the objective function, resulting in a rate-distortion (RD) formulation:
where the multiplier λ > 0 is a parameter that weighs the importance of rate against distortion.
To solve (8) for a given λ, we follow a similar procedure. We first denote Φ vn (q vn ) as the minimum RD cost for data units from v n + 1 to V inclusively, given that v n is coded with QP q vn . Φ vn (q vn ) can be defined recursively as:
Similar analysis as done for the contrained DP algorithm can show that, for a given λ, the algorithm (9) has complexity O(V 2 Q 2 ), which is polynomial time.
We now discuss the relationship between the constrained problem in (5), solvable via (6), and its Lagrangian relaxed version in (8) , solvable via (9) . Denote by (V λ , q λ ) an optimal solution of (8) for a given λ, with resulting distortion and rate D(V λ , q λ ) and R(V λ , q λ ), respectively. One can show that, if there exists a multiplier λ * such that R(V λ * , q λ * ) = B, then solution (V λ * , q λ * ) is also an optimal solution of (5). The proof is given in Appendix VII-A for the sake of completeness.
Because R(V λ , q λ ) is discrete, there may not exist a multiplier λ such that R(V λ , q λ ) = B. In this case, we can pick a value λ = λ 1 with a corresponding Lagrangian solution (V λ1 , q λ1 ), R(V λ1 , q λ1 ) < B, as an approximate solution to (5) with the following performance bound. Given two solutions of (8) (V λ1 , q λ1 ) and (V λ2 , q λ2 ), using respective multipliers λ 1 and λ 2 , with resulting rates R(V λ1 , q λ1 ) < B < R(V λ2 , q λ2 ), the difference in distortion between Lagrangian solution (V λ1 , q λ1 ) and the true optimal solution (V o , q o ) of (5) is bounded as:
The proof is given in Appendix VII-B. Clearly, the bound in (10) is tightest when the difference in distortion between the two Lagrangian solutions is the smallest. We propose an efficient algorithm to find Lagrange multipliers such that the resulting Lagrangian optimal solutions yield the tightest bound possible with respect to the original constrained problem.
V. SEARCH FOR THE OPTIMAL LAGRANGE MULTIPLIER
We propose a methodology to identify the "optimal" Lagrange multiplier value via an iterative search. By "optimal", we mean a multiplier value that yields a pair of Lagrangian optimal solutions to (8) with the tightest distortion bound (10) possible with respect to the true optimal solution in (5). We first review the notion of singular value of Lagrange multiplier, introduced in the context of rate allocation problems in [4] . We then discuss our methodology in the following two subsections (neighboring singular value computation and initialization).
A. Singular Values of Lagrange Multiplier
We first observe that because rate R(V λ , q λ ) is discrete, there are distinct λ values at which the optimal solutions to (8) are not unique; these are called singular values of Lagrange multiplier [4] . As an example, in Fig. 2 where rate R(V λ , q λ ) of optimal solutions (V λ , q λ ) to (8) is plotted against multiplier λ, we see that at singular value λ 1 , there are two simultaneous optimal solutions to (8), resulting in two different rates R(V l λ1 , q l λ1 ) and R(V u λ1 , q u λ1 ).
Singular multiplier values have two important properties: 1) Two neighboring singular values share one common optimal solution to (8).
2) Multipliers λ between two neighboring singular values produce the same optimal solution as the shared solution of the two singular values. These two properties are discussed extensively in [4] . As an example, in Fig. 2 neighboring singular values λ * and λ 1 share an optimal solution (V l λ * , q l λ * ) to (8) , and multipliers λ between these two singular values will produce the same optimal solution. These two properties imply the following important corollary: singular values alone produce all solutions to (8) as λ varies from 0 to ∞. Thus, it is sufficient to examine only Lagrangian solutions of singular values in order to find the best multiplier value.
Moreover, it is known [4] that rate R(V λ , q λ ) is monotonically non-increasing with respect to λ as shown in Fig.   2 . Suppose now that a singular value λ * has corresponding optimal Lagrangian solutions (V l λ * , q l λ * ) and (V u λ * , q u λ * )
where
That means that any other singular value will yield Lagrangian solutions with rates either smaller or larger than this pair of solutions due to monotonicity of rate R(V λ , q λ ). Thus this pair of solutions (V l λ * , q l λ * ) and (V u λ * , q u λ * ) are the Lagrangian solutions that produce the tightest distortion bound (10) possible, and λ * is the optimal Lagrange multiplier value.
Procedurally, monotonicity also means that in an iterative search for the optimal singular value λ * , one only needs to increase / decrease the current λ by examining the rate of the corresponding optimal solution: decrease λ if R(V λ , q λ ) < B and increase it otherwise.
B. Procedure to compute Neighboring Singular Values
One strategy to search for the optimal singular value is to march through neighboring singular values in the direction of bit budget B until the pair of optimal solutions to (8) corresponding to singular value λ * , (V l λ * , q l λ * ) Fig. 2 , after testing λ 0 then λ 1 successively, we arrive at the optimal singular value λ * . Thus the challenge is how to compute a neighboring singular Lagrangian value in the direction of B. We accomplish this by storing auxiliary information as the DP algorithm (9) is computed for a fixed multiplier λ, in order to identify a neighboring optimal solution to (8) if λ is increased / decreased appropriately.
Specifically, we compute a neighboring singular multiplier value within the same DP framework (9) developed to solve (8) as follows. Denote by (v * n+1 , q * vn+1 ) the argument that minimizes the sub-problem Φ vn (q vn ) in (9) for a given λ. Further, denote by Ψ vn (q vn ) and Υ vn (q vn ) the distortion and rate of the optimal solution (v * n+1 , q * vn+1 )
to sub-problem Φ vn (q vn ) respectively. Ψ vn (q vn ) and Υ vn (q vn ) can be computed and stored in DP tables as (9) is being solved recursively; specifically, they are computed as:
to increase R(V λ , q λ ). To find the neighboring smaller singular value λ − , where λ − < λ, we know that λ − and λ share an optimal solution (V λ , q λ ), and that λ − has an additional solution with rate larger than R(V λ , q λ ). This additional globally optimal solution (V λ − , q λ − ) must contain a new local solution of a sub-problem Φ vn (q vn ) as λ decreases. Thus, we seek the closest multiplier λ − to λ, λ − < λ, where there exists a sub-problem Φ vn (q vn ) with
) is larger than the previous solution's R(v * n+1 , q * vn+1 ).
In particular, for each sub-problem Φ vn (q vn ) we compute a singular value candidate λ − vn (q vn ), where λ − vn (q vn ) < λ, as:
where the search for the maximization is performed over the set of units and QPs, (v, q v ), with a larger resulting rate:
In other words, λ − vn (q vn ) is the closest multiplier value smaller than λ where the sub-problem Φ vn (q vn ) results in a different solution with a larger rate. Geometrically, (13) is computing an RD point on the convex hull to the right of (v * n+1 , q * vn+1 ) with a larger rate. See Fig. 2 .
The emergence of a new globally optimal solution (V λ − , q λ − ) can stem from any sub-problem Φ vn (q vn ) as λ decreases. To identify the first sub-problem Φ vn (q vn ) that results in a new local solution, we compute λ − as the largest (closest to λ) of all singular value candidates λ − vn (q vn ):
Denote by (v − n , q − vn ) the argument that maximizes (15) . Further, denote by (v − n+1 , q − vn+1 ) the argument that maximizes Fig. 2 . Illustration of the search of singular value candidate λ − vn (qv n ) for the Φv n (qv n ) sub-problem. The search is done over the points (v, qv) with larger rates than current optimal solution (v * n+1 , q * v n+1 ) (blue region).
(13) for sub-problem Φ v − n (q − vn ). We show that using λ − , sub-problem Φ v − n (q − vn ) has two simultaneously optimal solutions. We note that the computed λ − in (15) only guarantees that a new local solution has emerged from a sub-problem Φ vn (q vn ). The globally optimal solution will not change if the changed sub-problem Φ vn (q vn ) is not part of the global solution. However, successive moves to λ − will eventually trigger a change in the global solution, resulting in a new rate R(V λ , q λ ).
2) Computing a larger Singular Value: Similarly, we can compute the neighboring singular value larger than λ.
The singular value candidate λ + vn (q vn ) larger than λ for each sub-problem Φ vn (q vn ) is computed as:
where the search for the minimization is performed over the set of units v and QPs q v with a smaller resulting rate:
Then, the singular value λ + is the smallest of all singular value candidates λ + vn (q vn ):
3) DP Table Update : From (15) and (18), we know that, given an initial λ value, the neighboring smaller (λ − ) or larger singular value (λ + ) can be found with their corresponding solutions using (9) . The decision of which direction we should march to find the next singular value is determined by the rate of the computed solution R(V λ , q λ ).
Then, we use (9) to update entries in the DP 
, only DP entries (v, q), v < v − n or v < v + n , require updates using (9) . This further reduces the complexity of our algorithm.
4) Complexity Analysis:
Computing (13) or (16) for each sub-problem Φ v
There are O(V Q) sub-problems, and hence computing λ − or λ + is O(V 2 Q 2 ). Denote by m the number of iterations until the optimal singular multiplier value is found. Thus the multiplier search complexity is O(mV 2 Q 2 ).
The number of iterations depends on how far from the optimal multiplier is the initial λ value. To reduce the number of iterations, we propose a hybrid coarse-/ fine-grained multiplier search strategy. First, we perform a non-singular-value binary search, as done in [4] , to produce big changes in λ to approach the optimal multiplier.
When binary search fails to yield new solutions, we apply our fine-grained singular-value search until the optimal multiplier value is found. The search strategy for the best multiplier λ * is summarized in Algorithm 1. (8) via (9) with unique solution R(V λ , q λ ).
Find singular value λ − via (15), with λ − < λ.
7:
λ ← λ − 8: else 9: Find singular value λ + via (18), with λ + > λ. 10: λ ← λ + 11: end if 12: repeat 13: Update the DP entries (v j , q vj ) that needs to be modified, v j < v, when v is associated to λ.
14:
Find simultaneous solutions (V l λ , q l λ ) and
17:
λ ← λ − 18:
Find singular value λ + via (18), with λ + > λ.
20:
λ ← λ + 21:
is the best approximate Lagrangian solution.
VI. EXPERIMENTAL RESULTS
A. Experimental Setup
We now demonstrate the performance of our proposed rate allocation algorithm (9) with optimal Lagrange multiplier selection in monoview and multiview video coding problems. Each data unit represents a full frame in a monoview video or a view in a multiview video. We consider the monoview video datasets Hall Monitor (352 × 288, 30fps) [26, 27] and Kimono (1920 × 1080, 24fps), provided by Nakajima Laboratory of the Tokyo Institute of
Technology. Both sequences have a GOP size of 1s, namely 30 frames and 24 frames, respectively. Our algorithm is used to select frames and corresponding QPs for coding in each GOP.
For the multiview video datasets, we use three sequences: Shark (1920 × 1088, 30fps, 9 views), provided by NICT for MPEG FTV standardization [28] , Undo Dancer (1920 × 1088, 25fps, 5 views) [29] and Soccer Linear2
(1600 × 1200, 60fps, 7 views) [30] . We used a GOP size of 8 frames and an intra-period of 24 frames as defined under the common test conditions by JCT-3V [31] . Our algorithm is used to select the views to be encoded and their corresponding QPs; hierarchical B-frames [32] are used in the temporal dimension to exploit temporal redundancy as done in the standard. A cascading quantization parameter (CQP) strategy [33] is used to assign the QPs to the frames in the GOPs, where a ∆QP is added to the QP value of the anchor frame to generate the QP values of the various frames in the GOP. We consider a ∆QP vector equal to {0, 1, 2, 3, 4, 4, 3, 4} for the successive frames in the GOP, as suggested in the reference software of 3D-HEVC [34] .
Since each view consists of a texture and a depth image pair, we use our algorithm to select image pairs for coding and QPs for the texture images only, while QPs for the depth images are fixed at 30, so that 3D geometry information are coded accurately for high-quality virtual view synthesis. While QPs for texture and depth images can be jointly selected for optimal RD performance as done in [8] for static multiview image sequences, in practice depth images represent only a small fraction of the total bitrate (about 10%), and we optimize only texture image QPs. We note that extension of our optimization to include selection of multiple QPs for a given data unit is relatively straightforward and is left for future work.
In our experiments, we compute PSNR of the luminance component (Y-PSNR) for all the decoder-side data units that are decoded or interpolated if they are left uncoded at the encoder. In particular, to reconstruct uncoded frames in monoview video sequences we use a popular temporal up-sampling method based on motion estimation [35, 36] .
To construct missing views in multiview video sequences, we use a simple depth-image based rendering (DIBR) [37, 38] method at the decoder where the color pixels from the closest right and left coded views are projected to the missing intermediate view given per-pixel disparity information provided by the corresponding depth images.
For comparison, we evaluate the performance of the rate control (RC) schemes [11, 12] adopted by the reference software HM 15.0 [39] of the High Efficiency Video Coding (HEVC) standard [32] for monoview video sequences, and by the reference software HTM 13.0 [34] of the 3D extension of HEVC (3D-HEVC) [40] for multiview video.
These solutions only optimize QPs of different frames and do not skip data units at the encoder. For fairness, we also fix QP of the depth images when RC schemes of the reference software for 3D-HEVC is evaluated, so that only QPs of the texture images of the multiview video sequences are optimized.
In the following, the performance of our algorithm is illustrated for monoview and multiview video sequences in two scenarios: (i) when data units are independently coded and (ii) when data units are predictively coded.
B. Independent Coding
We first evaluate the performance of competing RC schemes for the case of independently encoded units for monoview and multiview video sequences. The available set of QPs for the coding units are Q = {25, 26, . . . , 51}
for both cases.
To examine the behaviour of our algorithm, we show in Fig. 3 the relationship between the rate R(V λ , q λ ) of optimal Lagrangian solutions and Lagrange multiplier λ for the multiview sequences Shark and Undo Dancer.
In particular, we illustrate the iterative multiplier search process to identify, among all Lagrangian solutions to (8) for any λ, one that minimizes the aggregate distortion subject to a rate budget, which in this case is B = 200kbps. Multiplier λ is initialized to be λ = 0.7 and λ = 0.4 for for the two sequences Shark and Undo Dancer respectively. The optimal solution (V λ , q λ ) is reached in these two cases at singular value λ = 0.1193 for Shark (R(V λ , q λ ) = 196.26) and at singular value λ = 0.0673 for Undo Dancer (R(V λ , q λ ) = 199.15). Using (10), the distortion bound for each sequence can be computed using the two simultaneously optimal solutions at the optimal singular value, which is 0.01 dB and 0.03 dB for Shark and Undo Dancer, respectively. This shows in practice that the R(V λ , q λ ) versus multiplier λ plot is dense with samples (i.e., the RD plots of Φ vn (q vn ) are in general convex), and the resulting distortion bounds are tight.
To visualize a particular solution, we compare the QP selection for each selected data unit, obtained as the best solution of our algorithm, to the QP adaptation solution of the RC of HEVC. In Fig. 4a , we show the solutions for one GOP (from frame 15 to 44) of the Hall Monitor monoview sequence. For these results, we consider a rate budget of 500kbps, and our algorithm achieves a rate of 490.60kbps and the RC of HEVC a rate of 499.53kbps.
Note that QP = 0 means that the frame is skipped and needs to be reconstructed at the decoder. Most of the frames that are skipped with our algorithm are the frames between frames 15 and 23, which correspond to the part with the lowest motion in the GOP under consideration. In addition, it can be seen that our algorithm assigns low QP values to the frames that are neighbors of the dropped frames, since these neighbors are used as reference frames in their reconstruction at the decoder. In Fig. 4b , we show Y-PSNR of coded (QP > 0) and interpolated (QP = 0)
frames, for the same experiment as in Fig. 4a . We see that the solution of our algorithm achieves a higher average A view-by-view quality evaluation that results from the QP selection of our algorithm and the RC of 3D-HEVC is illustrated in Fig. 5 . We consider the Shark multiview video sequence and a rate budget of 250 kbps, where the consumed rate of our algorithm is 245.49 kbps, while the RC of 3D-HEVC uses 242.55 kbps. Our algorithm solution in this cases does not skip any view at the encoder, and still it achieves a higher average Y-PSNR (30.49 dB) compared to the RC of 3D-HEVC (29.98 dB). Proving that, the good performance of our algorithm does not reside on its capability of skipping data units at the encoder. Tables I and II show the performance of both our rate allocation algorithm and the RC of HEVC, in terms of average Y-PSNR given a rate budget B for the monoview sequences Hall Monitor and Kimono. We see that our algorithm always outputs a solution with a rate that is under the rate budget B and achieves a higher quality, with a Y-PSNR gain of up to 2.34dB. The corresponding visual quality is illustrated in Fig. 6 for Hall Monitor for frames 15 and 17, when the rate budget is B = 150 kbps. Our algorithm tends to skip frames with low motion, as frame 17, which are then efficiently interpolated at the decoder. This permits to achieve a higher visual quality than the one of the RC of HEVC that has to use a higher QP value to satisfy the rate budget. Similarly, Tables III, IV and V show the performance of our algorithm and the RC of 3D-HEVC in terms of average Y-PSNR, with different rate budgets for the multiview sequences Shark, Undo Dancer and Soccer Linear2.
Although our algorithm has a better performance than the RC of 3D-HEVC in all cases, this gain is smaller than the monoview sequences. The main reason is that the frame-to-frame differences along the temporal dimension in monoview videos are relatively smaller, making skipping frames a more attractive option. 
C. Predictive Coding
We consider now the predictive coding case, and in particular, an IP P . . . predictive coding structure with one intra (I) coded data unit and subsequent predictively (P) coded units in each GOP. As the computational complexity in the rate allocation increases for predictive coding compared to the independent coding case-rate and distortion terms now depend on previous coded units-we decrease the granularity of the available QPs in the search space of our algorithm to Q = {25, 28, 31 · · · , 51}.
For different rate constraints B , Tables VI and VII show the RD performance of our algorithm and the RC of HEVC for the Hall Monitor and Kimono monoview sequences. We observe that our assumption that the rate and distortion functions depend only on one reference frame (see Section III-A) sometimes leads to under-estimation of the coding rate. Thus, we employ a simple post-processing step, where the Lagrangian solution to (9) of a singular muliplier value λ closest to the budget B with actual aggregate coding rate below the budget is used.
Compared to the independent coding case, in the predictive coding scenario, the RC of HEVC does not lead to a good performance for the two monoview video sequences considered. This is evident for the Kimono dataset in Table VII where the rates of some solutions of the RC of HEVC are far above the rate budget constraint (indicated by an asterisk), particularly at low bit budgets.
We see from Tables VI and VII, that our algorithm typically achieves a better average quality. Moreover, our algorithm uses a sparser set of QPs than the RC of HEVC, meaning that our results can be improved if the same set of QPs Q is used by both schemes. Although our algorithm shows good performance on average, the gain of our algorithm is smaller for predictive coding than for independent coding. This is due to the fact that in predictive coding skipped frames have higher impact in the overall quality, which is one of the reasons of quality gains for independently encoded units. Indeed, when frames are skipped at the encoder during predictive coding, the distance between a coded frame and its reference increases, which reduces the coding performance. However, these results
show that the good performance of our algorithm does not uniquely depend on its capability for skipping data units at the encoder. Tables VI and VII where the average gain is lower than 1dB, for predictively coded multiview video sequences better performance is observed, with an average quality gain higher than 1dB. Moreover, the solution obtained with our algorithm satisfies the rate budget most of the time with our original algorithm, and there is usually no need to use the post-processing step to modify the obtained solutions. This is due to the length of the prediction paths. In the case of multiview video, the maximum length of the (inter-view) prediction path is 9 views (e.g., Shark), compared to 30 and 24 frames (GOP size) in the Hall Monitor and Kimono monoview video sequences. This means that, for the multiview video case, the effect of previously coded units in a current predicted unit is much more limited than in monoview video cases, thus making our assumption of Section III-A more reasonable. In general, from these results we can conclude that when our algorithm is close to the rate budget (i.e., the granularity of the available QPs is not affecting the solution) it achieves a quality that is generally higher than the one in the RC of 3D-HEVC. A new and general solution for the optimal selection of the Lagrange multiplier in Lagrangian-based rate allocation optimization problems has been presented in this paper. It has been integrated into a general Lagrangian-based dynamic programming algorithm to efficiently solve rate allocation problems in video communication applications.
The potential of our new algorithm has been illustrated in representative compression problems with monoview and multiview video sequences, and rate control solutions adopted by the reference softwares, HEVC and 3D-HEVC, have been used to appreciate the rate distortion performance of our proposed algorithm.
A. Proof of Optimality
We prove here that, if an optimal solution (V λ * , q λ * ) to the unconstrained Lagrangian problem corresponding to multiplier value λ * satisfies the rate constraint exactly, i.e.,
then (V λ * , q λ * ) is also the optimal solution to the original constrained problem. The optimality of (V λ * , q λ * )
implies that:
Rearranging the terms, we get:
Now we restrict our solution space to a subspace S where R(V, q) ≤ B. Then, We can thus conclude (V λ * , q λ * ) is an optimal solution to the original constrained problem as well.
B. Performance Bound
We prove here the performance bound given in Eq. (10) . Let (V λ1 , q λ1 ) and (V λ2 , q λ2 ) be two solutions of the problem in (8) using λ 1 and λ 2 with resulting rates:
R(V λ1 , q λ1 ) < B < R(V λ2 , q λ2 )
We can derive a performance bound for the feasible solution (V λ1 , q λ1 ) as follows. Denote by (V * , q * ) the optimal solution to the original constrained problem. By the optimality of the solution (V λ2 , q λ2 ), we can write:
where the second line is true because B < R(V λ2 , q λ2 ) and R(V * , q * ) ≤ B. By the optimality of the solution (V * , q * ), we also know that:
where, S denotes the set of solutions that have a total rate lower than B. Note that S includes (V λ1 , q λ1 ), since R(V λ1 , q λ1 ) < B. Combining the inequalities in (21) and (22), we can write:
which concludes the proof.
