We decompose total variance into its bad and good components and measure the premia associated with their fluctuations using stock and option data from a large cross-section of firms. The total variance risk premium (VRP) represents the premium paid to insure against fluctuations in bad variance (called bad VRP), net of the premium received to compensate for fluctuations in good variance (called good VRP). Bad VRP provides a direct assessment of the degree to which asset downside risk may become extreme, while good VRP proxies for the degree to which asset upside potential may shrink. We find that bad VRP is important economically; in the cross-section, a one-standard-deviation increase is associated with an increase of up to 13% in annualized expected excess returns. Simultaneously going long on stocks with high bad VRP and short on stocks with low bad VRP yields an annualized risk-adjusted expected excess return of 18%. This result remains significant in double-sort strategies and cross-sectional regressions controlling for a host of firm characteristics and exposures to regular and downside risk factors.
Introduction
Today's financial environment is marked by a rapid development of sophisticated quantitative tools and models used by investors to improve asset return forecasts. These forecasts are obtained more or less precisely depending on the available information set. In theory, investors care not only about the expected returns, but also about the degree of imprecision affecting these return forecasts as measured by the total variance of returns. As the investors' information set changes through time, the total variance of returns also fluctuates, suggesting that the magnitude of the forecast error changes through time. Furthermore, as investors would prefer to underestimate returns (positive surprise) rather than overestimate them (negative surprise), they prefer a high degree of imprecision when it results in a positive forecast error (good variance scenario) and they dislike it when it results in a negative forecast error (bad variance scenario).
Motivated by the unequal perception of variance scenarios by investors, we decompose the total variance of an asset into a bad and a good component. Formally, the bad variance measures the variance of returns conditional on realizations below expectations. To the contrary, good variance measures the variance of returns conditional on realizations exceeding expectations. While expected returns are a natural reference point for disentangling bad and good variances, other thresholds may be considered depending on investors' objective and attitude toward risk, such as zero, the risk-free rate, a certainty equivalent, or any quantile of the return distribution. The asymmetric treatment of bad and good variances has a long standing in the academic literature (see for example Roy, 1952 and Markowitz, 1959) and has motivated the development of theories of rational behavior under uncertainty that imply priced downside risks in the capital market equilibrium (see for example Bawa and Lindenberg, 1977 , Kahneman and Tversky, 1979 , Quiggin, 1982 , Gul, 1991 , and Routledge and Zin, 2010 .
Just as total variance fluctuates through time, the bad and good components also do. The finance literature has traditionally focused on characterizing the compensation an investor demands for bearing fluctuations in equity returns. However, as already discussed, investors are also exposed to variance fluctuations. If an investor dislikes (likes) a high level of variance, she could enter a corresponding variance swap contract as variance buyer and would be willing to pay a fixed rate that is higher (lower) than her expected variance. For a variance the investor dislikes, the fixed rate minus the expected variance is positive on average and defines the so-called variance risk premium, which is the premium the investor would be willing to pay in order to hedge market situations with sharp increases in variance; thus the investor would typically pay the variance risk premium to be able to enjoy the large positive payoff of the variance swap in times of strong variance realizations.
To the contrary, for a variance the investor likes, the expected variance minus the fixed rate is positive on average and defines the variance risk premium, which is the premium the investor would be willing to receive in order to undergo market situations with sharp decreases in variance.
In this case the investor would typically require the variance risk premium to be able to endure the large negative payoff of the variance swap in times of weak variance realizations.
Since investors dislike bad variance and prefer good variance for reasonable thresholds, the bad variance risk premium is the premium an investor would be willing to pay to insure against increases in bad variance, while the good variance risk premium is the premium she would be willing to receive as compensation for decreases in good variance. By definition, the total variance risk premium is the bad variance risk premium minus the good variance risk premium; thus the total variance risk premium can be interpreted as the premium paid for insurance against fluctuations in bad variance net of the premium earned to compensate for fluctuations in good variance. Thus, our decomposition of the total variance risk premium into a bad and good component provides a cost/benefit analysis of investing in the variance swap. This is because the total variance risk premium finally measures by how much the cost of insuring against fluctuations in bad variance exceeds the benefit for being exposed to fluctuations in good variance.
In this paper, we argue that the premium an investor demands for holding a risky asset must reflect the bad variance risk premium. An asset that has a large bad variance risk premium is an unattractive asset because it would be expensive for the investor to insure against undesirable fluctuations of the asset bad variance. Investors who are sensitive to fluctuations in bad variance thus require a high premium for holding assets with high bad variance risk premium. Thus, in an economy where investors care about fluctuations in bad variance, assets with larger bad variance risk premium will have higher returns on average. We empirically explore our cross-sectional prediction using US equity stock and option data from January 1996 to December 2015. Whether variance is the total, the bad or the good, stock data are used to measure realized variance as in Barndorff-Nielsen et al. (2010) and to estimate the (real-world) expected variance using a variant of the Heterogenous Autoregressive model of Realized Volatility (HAR-RV) model of Corsi (2009) 
Likewise, option data are used as in Kilic and Shaliastovich (forthcoming) , based on Bakshi et al. (2003) and Bakshi and Madan (2000) , to measure the risk-neutral expected variance, which also represents the no-arbitrage fixed rate paid by the variance buyer in the variance swap contract. Our measure of the total, bad and good variance risk premium is the difference between the corresponding risk-neutral and real-world expected realized variance.
Our main cross-sectional tests use portfolio sorts based on each firm's bad variance risk premium, eventually controlling for firm characteristics and other measures of firm riskiness, including exposures to frequently investigated market factors. Across firms, we see a wide dispersion in bad variance risk premium, which generates cross-sectional variation in risk premia. Our main finding provides strong evidence that individual firm bad variance risk premium is positively related to expected excess returns in the cross-section, and this relationship is highly statistically significant.
Specifically, simultaneously going long a portfolio of firms with high bad variance risk premium and short a portfolio of firms with low bad variance risk premium yields an annualized expected excess return of 17.6%, risk-adjusted using the five-factor model of Fama and French (2015) . Likewise, we also find that the good variance risk premium has a positive relationship with expected stock returns, albeit it is less statistically significant. Since the bad and good components of the variance risk premium have similar effects in the cross-section, this may explain why we find weaker evidence on the relationship between total variance risk premium and expected stock returns. Crucially, our results point to the fact that analyzing the relationship between expected stock returns and the variance risk premium imperatively requires the decomposition of the variance risk premium into its bad and good components. We use Fama and MacBeth (1973) cross-sectional regressions to estimate the price of risk associated with the bad variance risk premium. The bad variance risk premium provides significant explanatory power on the variation of expected stock returns beyond traditional asset pricing factor risks, firm characteristics, as well as concurrent measures such as signed jump variation considered by Bollerslev et al. (2017) . Our estimates suggest that the bad variance risk premium is economically important with a one-standard-deviation increase associated with a rise in annualized expected excess returns between 6.7% and 12.7% in the cross-section. This paper builds directly on the developing literature that investigates the connections between expected returns and the variance risk premium. In the literature, these connections have been examined mainly for the aggregate stock market through time-series predictability studies where the variance risk premium appears to be a strong short-term predictor of equity returns, whereas the dividend yield appears to be a long-term predictor. Bollerslev et al. (2009) show that the US stock market variance risk premium can predict excess returns up to a quarterly horizon. Bollerslev et al. (2014) extend the analysis to international stock markets and find similar predictability patterns for the variance risk premium in a range of countries. Carr and Wu (2009) provide a time-series analysis of the individual variance risk premium for 35 firms, but they do not explore any crosssectional relationship with expected stock returns.
To the contrary, we analyze the individual variance risk premium of a much larger sample of firms consisting of 5150 firms, and we explore the cross-sectional relationship with expected stock returns.
More recent time-series predictability studies corroborate the benefit of separating the bad and good component of variance risk premium. Kilic and Shaliastovich (forthcoming) document that these components jointly predict excess returns well at longer horizons where the total variance risk premium fails. Feunou et al. (forthcoming) offer an alternative characterization of the bad and good component and find that the bad is the main component of the market variance risk premium. Furthermore, they show that the bad variance risk premium drives the documented market excess return predictability of the market variance risk premium.
Cross-sectional studies analyzing the links between expected returns and the variance risk premium are rare and almost nonexistent. One exception is Han and Zhou (2011) , and there are several differences between our studies. First, their focus is on individual firm total variance risk premium, while we extend the analysis to its bad and good components. To the best of our knowledge, this is the first paper providing an in-depth cross-sectional analysis of the individual firm variance risk premium at a disaggregated level. Second, we have a different and longer sample period, and due to the growth of the options market during recent years, our sample contains significantly more firms.
While we focus on explaining cross-sectional variation in expected returns by the heterogeneity in variance risk premium across stocks, another strand of the literature analyzes the determinants of the cross-sectional variation of variance risk premium instead. For example, González-Urteaga and Rubio (2016) show that differences in variance risk premium across stocks reflect differences in exposures of stock variance to key systematic factors such as the market variance risk premium and, especially, the default premium.
Our paper also relates to the parallel literature documenting the importance of analyzing the bad and good components of volatility. Feunou et al. (2013) and Bekaert et al. (2015) extend the GARCH framework of Bollerslev (1986) to model these two components of market volatility and analyze their implications on market returns. Patton and Sheppard (2015) use realized semivariance measures introduced by Barndorff-Nielsen et al. (2010) to predict future market volatility and find that bad volatility is a better predictor than good volatility. In addition, they find a similar conclusion for 105 individual firms. Bollerslev et al. (2017) provide a cross-sectional analysis of the relationship between expected returns and signed jump variation. They find that signed jump variation, which they define as the difference between good and bad realized variance, is significantly related to expected stock returns. We notice that the relative signed jump variation considered by Bollerslev et al. (2017) is a measure of skewness, as demonstrated by Feunou et al. (2016) . In that sense, Bollerslev et al. (2017) are analyzing implications of individual firms' skewness for the cross-section of expected stock returns. In contrast, we focus on bad and good variance risk premium, which are the respective cost and benefit associated with fluctuations in bad and good realized variances. Even when controlling for realized semi-variances, bad variance risk premium has a significantly positive relationship with expected stock returns.
Our paper finally relates to the growing literature that examines the cross-sectional implications of downside risk (see for example articles by Ang et al., 2006a, Lettau et al., 2014 and Farago and  Tédongap, forthcoming), but differs from the literature in that our measure for downside risk does not represent a firm's exposure or beta relative to given market-wide factors, but instead corresponds to the firm's specific cost to insure against undesirable fluctuations of its stock uncertainty when perceived as bad by investors. Empirical tests and evidence in Daniel and Titman (1997, 2012) support our approach of measuring downside risk through a firm's specific characteristic rather than factor exposure. Nevertheless, we analyze double-sort strategies as well as Fama-MacBeth regressions controlling for multivariate exposures to the five cross-sectional pricing factors implied by the generalized disappointment aversion (GDA) asset pricing model under fluctuating macroeconomic uncertainty as derived by Farago and Tédongap (forthcoming) . Our results suggest that variation in expected stock returns that are explained by GDA factor exposures are fully accounted for by cross-sectional heterogeneity in firm bad variance risk premium.
The rest of the paper is organized as follows. Section 2 introduces the methodology used to estimate individual firms' variance risk premium. Section 3 introduces the data and presents descriptive statistics of all measures. In Section 4, we investigate the cross-sectional relationship between variance risk premium and expected stock returns. Section 5 concludes. A supplemental appendix contains additional details and results that are omitted from the main text for brevity.
Overview of Theory and Methodology

Variance Risk Premium: Decomposition and Interpretation
For a given stock, we consider its realized variance aggregated over a monthly period based on high-frequency returns, which we define by
where 1/δ is the number of high-frequency returns assumed for the monthly period, i.e., δ = 1/21
for daily returns, r t−1+jδ denotes the jth high-frequency return of the monthly period starting at date t − 1 and ending at date t, and RV t−1,t is the monthly total realized variance.
Denoting by I (·) the indicator function that takes the value 1 if the condition is met and 0 otherwise, we follow Barndorff-Nielsen et al. (2010) and split the total realized variance into two components, which they refer to as realized semi-variances, as follows:
where RV b t−1,t captures the part of the variance due to negative returns only, corresponding to our definition for bad variance, while RV g t−1,t captures the variation due to positive returns only, corresponding to our definition for good variance (see Patton and Sheppard, 2015, Kilic and Shalias-tovich, forthcoming, and Bollerslev et al., 2017 for the same analogy).
Since risk-averse investors are averse to increases in the total variance of a stock, with a long position in the corresponding variance swap, they will enjoy a large positive payoff if the stock variance realizes strongly. For the privilege of savouring this payoff in hard times when investor marginal utility is high, risk-averse investors would pay a fixed swap rate that is higher than their (real-world) expectation of the stock realized variance if variance covaries positively with the investor's marginal utility, so that the swap rate minus the expected variance would be positive, then representing the variance risk premium. Since a stock variance swap has zero net market value at inception, the no-arbitrage condition dictates that the swap rate is equal to the riskneutral expected value of the realized variance. We formally define the total variance risk premium of a stock as follows:
where E t [·] denotes the time-t real-world conditional expectation operator, E Q t [·] denotes the timet conditional expectation operator under some risk-neutral measure Q associated with the state price density Q t,t+1 used to price assets between time t and time t + 1, and Cov t (·, ·) is the time-t real-world conditional covariance operator. The variance risk premium will be negative instead if stock variance covaries negatively with the investor marginal utility, the long side of the variance swap requesting a premium to compensate for the large negative payoff suffered in hard times.
The finance literature has long evidenced that bad and good variances are not equally undesirable by risk-averse investors. For example, Markowitz (1959) advocates the use of the downside semi-variance (namely, bad variance) as the measure of stock risk instead of the total variance, since the total variance also accounts for the upside semi-variance (namely, good variance) which measures not the risk but the potential of a stock. More recently, Feunou et al. (2013) , Bekaert et al. (2015) and Segal et al. (2015) find that expected excess returns on stocks are positively related to bad variance while they are negatively related to good variance. This suggests that, on the one hand, risk-averse investors are averse to increases in bad variance. If longing the swap of bad variance, they would be willing to pay a swap rate higher than their expectation for bad variance if variance tends to increase with investor marginal utility. They would thus be paying an insurance premium to enjoy the large positive payoff of the swap when investors are worse off and variance realizes strongly. On the other hand, to the contrary, risk-averse investors desire increases in good variance. If holding a long position in the swap of good variance, they would be willing to pay a swap rate lower than their expectation for good variance if variance covaries negatively with investor marginal utility, thus receiving a premium to endure the large negative payoff of the swap in case of a weak realization of variance when investors are worse off.
Consistent with these views, we define the bad and good variance risk premiums as follows:
and V RP
so that they are positive if variance tends to move adversely in hard times when investors are worse off and their marginal utility is high. In consequence, using the decomposition of total variance in Equation (2), the total variance risk premium in Equation (3) may be written
Equation (5) shows that the total variance risk premium represents the net cost of insuring fluctuations in bad variance, that is the premium paid for insurance against fluctuations in bad variance net of the premium earned to compensate for fluctuations in good variance.
Another key measure for assessing the riskiness of a stock and also related to the realized semi-variances is the realized relative semi-variance introduced by Feunou et al. (2013 Feunou et al. ( , 2016 as a measure of asymmetry, defined as the difference between the upside and the downside semivariances, and referred to as signed jump variation by Patton and Sheppard (2015) and Bollerslev et al. (2017) . The signed jump variation is defined by
and the risk premium on the signed jump variation, which we subsequently refer to simply as the signed jump risk premium (JRP), may easily be obtained as
Variations of the long-run risks asset pricing model pioneered by Bansal and Yaron (2004) that allow for stochastic volatility of volatility are used to study the variance risk premium of the aggregate stock market by Bollerslev et al. (2009 ), Drechsler and Yaron (2011 ), and Bonomo et al. (2015 . If, as most economists would probably agree, the average investor is sufficiently risk averse (typically more than an investor with logarithmic utility) and displays preference for early resolution of uncertainty, then these models predict that the variance risk premium is positive. In a long-run risk model, Held et al. (2016) compute the two components of the total variance risk premium (which they refer to as premia on second semi-moments) of the aggregate stock market and confirm that the bad and good variance risk premiums as defined in Equation (4) are positive.
Altogether the theory implies that, for an asset for which variance moves together with investor marginal utility, the cost of insuring against fluctuations in bad variance exceeds the benefit for being exposed to fluctuations in good variance, and the variance risk premium measures by how much.
Measuring Variance Risk Premium
Measuring variance risk premium amounts to estimating the real-world and risk-neutral conditional expectations of realized variance and taking their difference. In theory these expectations are conditional on the same information set, and therein lies precisely the main empirical challenge.
While theoretical asset pricing models, including all versions of the long-run risks model mentioned above, imply that both real-world and risk-neutral conditional expectations of realized variance depend on the same processes governing the state of the economy, in the empirical literature this theoretical implication is hard to satisfy. We argue that this mismatch of conditioning information in empirical measurement of the two conditional expectations may explain some differences between theory and empirics, for example, the fact that the empirical estimates of the variance risk premium as defined is Equation (3) may display negative values for the aggregate stock market while the theory predicts that it is positive (see for example plots of the aggregate stock market variance risk premium in Bollerslev et al., 2009 ).
In practice, the risk-neutral conditional expectation of realized variance is estimated by exploiting the price of the quadratic payoff measured directly from a cross-section of option prices using the results in Bakshi et al. (2003) . The authors provide a model-free formula linking the moments of the risk-neutral distribution of stock returns to an explicit portfolio of options. Their results are based on the basic notion, first presented formally in Bakshi and Madan (2000) , that any payoff can be spanned by a set of options with different strikes and a given maturity. Thus, all estimates of the risk-neutral expectation of variance extracted using this method will be for a given maturity.
Following Bakshi et al. (2003) , we define V t (τ ) as the time-t price of the τ -maturity (days-tomaturity) quadratic contract on the underlying stock. Bakshi et al. (2003) show that the price of this quadratic contract can be recovered from the market prices of out-of-the-money call and put options as follows:
We see that the price of this contract is based on an explicit positioning on a set of options C t (τ ; K)
and P t (τ ; K), where the former is the time-t price of a call option on the underlying stock with maturity τ and strike K, while the latter is the price of a put option with similar characteristics.
We define the risk-neutral expectation of the total variance of the underlying stock as
where r is the appropriate continuously compounded interest rate.
In theory, to compute V t (τ ) requires a continuum of strike prices while in practice we only observe a discrete and finite set of strike prices. Following the literature (e.g., Jiang and Tian, 2005) , to obtain a continuum of strike prices we use cubic splines to interpolate inside the available moneyness range, and extrapolate using the last known boundary value to fill in a total of 1001 grid points of implied volatilities in the moneyness range from 1/3 to 3. We then calculate option prices from the interpolated volatilities using the known interest rate for a given maturity using the Black-Scholes (Black and Scholes, 1973) formula. Following the extant literature (e.g., Conrad et al., 2013) , for the interpolation and extrapolation step we require that there are at least four observed option prices. 1 We discretize the integrals in Equation (8) and use the option prices obtained from the implied volatilities to compute the risk-neutral expected variance. In the end, this process yields a daily time series of risk-neutral expected variance for each firm in our sample.
Kilic and Shaliastovich (forthcoming) and Feunou et al. (forthcoming) examine the bad and good components of the S&P 500 variance risk premium from the perspective of aggregate stock market time-series predictability. Instead we compute the bad and good components of the stock variance risk premium for all firms with available data and focus on cross-sectional predictability.
We follow Kilic and Shaliastovich (forthcoming) and define the risk-neutral expectations of the bad and good realized variances of the underlying stock as follows:
where
Intuitively, as V b t is estimated solely from put options it represents the potential of a payoff from downward movements in the underlying security. On the other hand, V g t is estimated solely from out-of-the-money call options and thus it represents the potential of a payoff from upward movements in the underlying stock.
We estimate the real-world conditional expectation of good and bad realized variances of each stock in our sample using a variant of the HAR-RV model of Corsi (2009) . While the original model is used to forecast daily realized variance using past day, past week, and past month realized variances, our variant is used to forecast the monthly realized variance using past month, past five-month, and past two-year realized variances as follows:
where the bad and good components are separated in the right-hand side of the regression in order to account for their asymmetric effects in volatility forecasting, as highlighted in Patton and Sheppard (2015) . Their findings provide strong evidence that decomposing realized variance into its bad and good components significantly improves the explanatory power of the HAR-RV model. The real-world forecast of total realized variance is simply the sum of the forecasts of its two components displayed in Equation (12).
The Cross-Section of Variance Risk Premium and Expected Stock Returns
Our study examines the cross-sectional relationship between individual stock variance risk premium and expected excess returns. Our theoretical motivation builds on the intuition that, since investors dislike assets with extremely high downside risk, they would require higher expected returns for holding those assets. The asset downside risk is summarized by its bad variance, and fluctuations in the bad variance are undesirable because they may result in extremely high downside risk. The bad variance risk premium paid by investors to insure against extremely high downside risk is thus a natural proxy for the degree to which downside risk may become extreme, as an insurance premium increases with the size of the damage. We must then observe that assets with high bad variance risk premium command higher expected excess returns in the cross-section.
A similar reasoning applies to the good variance risk premium. Investors dislike assets with excessively low upside potential and would require a higher expected return for holding them. The asset upside potential is summarized by its good variance, and fluctuations in the good variance are undesirable because they may result in excessively low upside potential. The good variance risk premium requested by investors to compensate for excessively low upside potential is thus a natural proxy for the degree to which upside potential may shrink, as a compensation increases with the size of the penalty. We must then observe that assets with high good variance risk premium command higher expected excess returns in the cross-section.
Given a factor-based specification of the state price density Q t,t+1 common in the asset pricing literature, Equation (3) would relate the stock variance risk premium to the covariance between the stock variance and the systematic factors. It then can formally be tested to determine whether cross-sectional differences in variance risk premium across stocks are explained by cross-sectional differences in variance betas on the systematic factors. A recent article by González-Urteaga and Rubio (2016) addresses this issue by using selective groups of systematic factors including market return together with squared market return, and market variance risk premium together with the default premium calculated as the difference between Moody's yield on Baa corporate bonds and the ten-year government bond yield. Their findings suggest that market variance risk premium and the default premium are key factors explaining average variance risk premium across stock portfolios.
Notice from the covariance representation in Equation (4) that bad and good variance risk premia are also related respectively to exposures of bad and good variances to factors governing the marginal utility of the average investor equivalent to the state price density. In that sense, if expected returns are related to bad and good variance risk premia in the cross-section, then they should also be related to these factor exposures. By examining the relationships between expected returns and individual stock-specific characteristics instead of factor exposures, we follow the suggestion based on theoretical and empirical evidence in Daniel and Titman (1997, 2012) which favor such a methodological approach.
Finally, to verify the robustness of our findings, we control for various cross-sectional effects put forward in the empirical literature. These include idiosyncratic volatility, which is measured as in Ang et al. (2006b) relative to the Fama-French three-factor model, illiquidity measured as in
Amihud (2002), risk-neutral skewness computed following Bakshi et al. (2003) and examined by Conrad et al. (2013) , signed jump variation examined by Bollerslev et al. (2017) , and exposures to some market-wide factors such as market risk-neutral skewness examined by Chang et al. (2013) , market variance risk premium (Han and Zhou, 2011, and González-Urteaga and Rubio, 2016) , and downside risk factors motivated by the behavioral theory of disappointment aversion of Gul (1991) and examined by Farago and Tédongap (forthcoming) .
Data and Descriptive Statistics 3.1 Firm Characteristics and Return Data
The data for individual daily equity and S&P500 returns is obtained from the Center for Research in Security Prices (CRSP) database. The data on the daily market excess returns, size, value, and momentum factors is obtained from the online data library of Kenneth R. French. To compute daily equity excess returns, we subtract the one-month Treasury bill rate. The data for the onemonth Treasury bill rate is also obtained from the online data library of Kenneth R. French. 2 The sample period for the empirical analysis ranges between January 1996 to December 2015, but in order to compute the realized variance we require two years of daily returns prior to the start of our sample. Thus, the individual return data ranges from January 1994 to December 2015. The data on market capitalization and book value is obtained from CRSP and Compustat, respectively. We compute the prior 12-month return as the stock's cumulative excess returns during the 12-month period from t − 13 to t − 2 in order to avoid spurious effects. Size is computed as the log of the market capitalization, while the book-to-market variable is computed as the book value divided by the market capitalization. 3
Option Data
For the estimation of the risk-neutral expected variance, we rely on individual equity option prices obtained from the IvyDB OptionMetrics database for the period of January 1996 to December These implied volatilities are computed using a proprietary algorithm that is based on the Cox et al. (1979) model, and account for the early exercise premium. Using these implied volatilities, we can treat the option prices obtained through the Black and Scholes formula as being European.
For the estimation of the market risk-neutral expected variance, we rely on market option prices obtained from the IvyDB OptionMetrics database for the period of January 1996 to December 2015.
In contrast to individual equity options, market options are European and we do not need to worry about the early exercise premium. However, for the estimation of the market risk-neutral expected variance, we use the same methodology as for individual equities and make use of the market implied volatilities provided by OptionMetrics to infer the European option prices by the Black and Scholes formula. We apply the same filters for this data as for the individual equity option data. We also obtain data on the VIX index from the CBOE database for the period from January 1996 to December 2015.
Finally, we merge the option data set with the CRSP daily stock data following Appendix A.1
in Duarte et al. (2006) . Consistent with the cross-sectional asset pricing literature, we focus only on firms listed on the NYSE, AMEX and NASDAQ that have CRSP share codes of 10 and 11.
Due to the filter that we use and the fact that many companies do not have traded options in our earlier sample, the cross-section of estimated firms' risk-neutral variance varies significantly during the sample period. Since the firms' variance risk premium is a function of the risk-neutral variance, the size of the cross-section of firms' variance risk premium also varies significantly during the sample period. In January 1996 the cross-section of firms' variance risk premium contains 426 firms, while at the end of the sample in December 2015 the cross-section grows significantly to 1245
firms. The average size of the cross-section of firms' variance risk premium throughout our sample is approximately 898. Our descriptive statistics for the firm variance risk premia focus on the cross-sectional quantiles as for them we observe a full time-series. In Table 1 , we present a set of summary statistics for
Descriptive Statistics
, and some firm characteristics including illiquidity (ILLIQ), individual skewness (SKEW ), idiosyncratic volatility (IV OL), book-to-market ratio (B/M ), size (Size), past twelve-month cumulative excess returns (P12M) and past one-month returns (P01M). For the time-series of the cross-sectional 5 th , 50 th and 95 th quantiles of each of these variables, we report the mean, minimum, maximum, standard deviation, skewness and kurtosis. .27 percent-squared, respectively. This confirms that the variance risk premium interpretations that we discussed in Section 2.1 hold on average for more than 50% of the firms in our sample.
The median value of firm illiquidity (ILLIQ) has a mean of 0.0048 which is comparable to values reported in Amihud (2002) , and is also positively skewed with excess kurtosis. The median value of firm risk-neutral skewness (SKEW ) is on average negative, equal to -0.51, and in the same range as values reported by Conrad et al. (2013) who analyze the relationship between skewness and expected returns. The median value of firm idiosyncratic volatility (IV OL) is 2.04% on average and also compares well with the figures of Hou and Loh (2016) who propose a simple methodology to evaluate a large number of potential explanations for the idiosyncratic volatility puzzle. 
Results
Single Sorting
We first analyze univariate portfolio sorts involving our estimates of firm variance risk premium.
Results are displayed in and alpha, where alpha is computed relative to the five-factor model of Fama and French (2015) .
Panel A of Table 4 Table 2 . Also consistent with their definitions is the increasing patterns of total VRP and JRP from the lowest to the highest quintile when firms are sorted based on bad VRP.
The main finding of the paper resides in that average excess returns and alpha are increasing from the bottom quintile to the top quintile portfolio when firms are sorted on bad VRP. The average monthly excess return of the lowest quintile portfolio is 0.06% and amounts to 1.14% for the highest quintile portfolio, thus a high-minus-low difference of 1.08%, or 12.96% when annualized.
As argued in Section 2.3, the rationale for this is that investors are risk-averse and prefer firms in the lowest quintile because their downside risk tends to disappear in bad times, and investors are happy to face no insurance costs against such downside risk precisely when they are worse off, are then willing to pay more for such assets thus accepting a low premium to invest in them. To the contrary, firms in the highest quintile are disliked by investors since their downside risk tends to be severe in bad times. Investors having to incur high insurance costs against such downside risk when they are already worse off are then willing to pay less for such assets, thus requiring a large premium to invest in them. The risk-adjusted performance of quintile portfolios as measured by their alpha confirms that on average the top quintile portfolio, with a positive alpha of 0.71%, performs better than the bottom quintile portfolio, which has a negative alpha of -0.76%, thus a high-minus-low difference of 1.47%, or 17.64% when annualized. As shown in Panel A of Table   4 , these high-minus-low differences are statistically significant at the highest conventional level of confidence.
In Panel B of Table 4 Table 2 .
We also find that average excess returns and alpha are increasing from the lowest quintile to the highest quintile portfolio when firms are sorted on good VRP. The average monthly excess return of the lowest quintile portfolio is 0.17% and more than triple at 0.64% for the highest quintile portfolio, thus a high-minus-low difference of 0.48% albeit not statistically significant, or 5.76% when annualized. Following from our discussion in Section 2.3, the rationale for this finding resides in the fact that investors are potential-seeking and prefer firms in the bottom quintile since their upside potential tends to be so strong in bad times that investors need not require compensation for a possible shrink in such upside potential when they are worse off, and are then willing to pay a little more for such assets thus accepting a lower premium to invest in them. To the contrary, investors dislike firms in the top quintile since their upside potential tends to go downhill in bad times, to the point where investors would lack compensation for possible shrink in such upside potential when they are worse off, and are then willing to pay less for such assets thus accepting a higher premium to invest in them. The risk-adjusted performance of quintile portfolios as measured by their alpha confirms that on average the top quintile portfolio, with a positive alpha of 0.18%, performs better than the bottom quintile portfolio, which has a negative alpha of -0.38%, thus a high-minus-low difference of 0.56%, or 6.72% when annualized. As shown in Panel B of Table 4, this latest high-minus-low difference is statistically significant at the 95% level of confidence.
The remaining panels of Table 4 show results when firms are sorted on the basis of total VRP (in Panel C) and JRP (in Panel D). We recall that total VRP is the difference between bad VRP and good VRP, while JRP is their sum. In consequence, we may loosely interpret results from sorting on total VRP as measuring a net effect of bad VRP on good VRP, while results from sorting on JRP would measure a combined effect of bad VRP and good VRP. As shown in Panel C of Table   4 , the net effect is positive and highly statistically significant for both average excess returns and portfolio alpha. In other words, sorting stocks into quintile portfolios based on firm total VRP leads to an upward trend in average excess returns and a monotonically increasing pattern in alpha from the lowest quintile to the highest quintile. The average monthly excess return of the lowest quintile portfolio is 0.21% and amounts to 0.94% for the highest quintile portfolio, thus a highminus-low difference of 0.73%, or 8.76% when annualized. Although much smaller, this is in line with Han and Zhou (2011) who report a high-minus-low average monthly returns of 1.84% from a much smaller sample both in the time series and the cross-sectional dimensions. Similarly, the top quintile portfolio, with a positive alpha of 0.42%, performs better than the bottom quintile portfolio, which has a negative alpha of -0.42%, thus a high-minus-low difference of 0.84%, or 10.08% when annualized. Table 4 finally shows that the combined effect leads to the largest heterogeneity in average excess returns and alpha across all panels of the table. This result is not surprising, as bad VRP and good VRP have similar effects on average excess returns and portfolio alpha in the crosssection, albeit with different levels of statistical significance. Sorting stocks into quintile portfolios based on firm JRP leads to a monotonically increasing pattern in both average excess returns and alpha from the lowest quintile to the highest quintile. The average monthly excess return of the lowest quintile portfolio is 0.05% and amounts to 1.43% for the highest quintile portfolio, thus a high-minus-low difference of 1.38%, or 16.56% when annualized. Similarly, the top quintile portfolio, with a positive alpha of 1.05%, performs better than the bottom quintile portfolio, which has a negative alpha of -0.74%, thus a high-minus-low difference of 1.78%, or 21.36% when annualized.
Panel D of
To summarize, all measures (bad VRP, good VRP, total VRP and JRP) generate monotonic patterns or trends in the average returns of measure-sorted portfolios with statistically significant differences between the highest and the lowest quintile portfolios. Moreover, these patterns are in line with our predictive hypotheses, as discussed in Section 2.3. Although average excess returns and alpha have the same increasing pattern from the lowest quintile to the highest quintile portfolio in both univariate sorts, sorting stocks on firm bad VRP leads to a much larger and statistically significant heterogeneity in performance than sorting stocks on firm good VRP. 6 All in all, the positive net cross-sectional effect resulting from total VRP analysis suggests that our results are mainly driven by bad VRP, rather than good VRP. This observation otherwise corroborates previous theoretical and empirical findings that investors focus more on the downside risk they face rather than the upside potential they would expect when investing in stocks (see for example Ang et al., 2006a and Farago and Tédongap, forthcoming, and references therein). Our subsequent analyses will try to measure cross-sectional variations in average excess returns and alpha that are due to variation in bad VRP unrelated to other risk measures put forward in the literature.
Double Sorting
Following our discussion in Section 2.3 where we interpret bad VRP as a measure of downside risk, given the extensive empirical literature investigating cross-sectional relationships between expected returns and downside risk (Ang et al., 2006a, Lettau et al., 2014, and Farago and Tédongap, forthcoming) , and given possible correlations between different measures of downside risk, we ask whether variation in bad VRP that is unrelated to prominent measures of downside risk can still explain the cross-sectional variation in expected stock returns. From this end, and following Fama and French (1992), we first subdivide firms into five groups based on each of the multivariate exposures to the five generalized disappointment aversion (GDA) factors derived by Farago and Tédongap (forthcoming), 7 and, within each group, we sort observations in quintiles based on firm bad VRP.
6 The results also hold for value-weighted tercile and decile portfolios, as well as for equally-weighted portfolios. These untabulated results are available upon request. 7 We simply focus on the paper by Farago and Tédongap (forthcoming) when controlling for existing downside risk measures, as the authors prove theoretically that downside risk measures in Ang et al. (2006a) and Lettau et al. (2014) are particular linear combinations of the multivariate GDA factor exposures.
The five GDA factors depend on only two variables: the log market return, r W , and changes in market conditional variance, ∆σ 2 W . To measure the unobservable market conditional variance we use the real-world expected market realized variance computed from the variant of HAR-RV model introduced in Section 2.2. Following Farago and Tédongap (forthcoming, see their online appendix), we use short-window regressions to estimate the stocks' exposures (betas) to the GDA factors. Formally, for every month t ≥ 6 in the sample, we use six months of daily data from month t − 5 to month t to run the time-series regression,
for each stock i that has relevant data over the given period, where R e i,τ is the firm excess return, r W,τ is the market factor, r W,τ I (D τ ) is the market downside factor, I (D τ ) is the downstate factor, ∆σ 2 W,τ is the volatility factor, and ∆σ 2 W,τ I (D τ ) is the volatility downside factor, τ refers to daily observations over the six-month period and t refers to the current month, D τ is the downside event
the standard deviations of market log returns and changes in market variance, respectively, and where b is chosen to match a downside probability of 16%.
Double-sort results controlling for exposures to the five GDA factors are displayed in Table 5, where the last two rows in each panel report together with their t-statistics in parentheses the average excess returns spreads (5-1) between firms in the highest and the lowest quintile portfolios based on firm bad VRP. In all panels of the table, firms with high bad VRP outperform those with low bad VRP within all clusters of GDA factor exposures, with sizeable spreads ranging between 0.52% and 1.82%, or equivalently 6.24% and 21.84% in annualized terms. Out of the twenty-five reported spreads, twenty-two are statistically significant at the 95% or higher confidence level, two at the 90% confidence level, and only one at a lower confidence level. This is strong evidence that cross-sectional variation in average excess returns reflects heterogeneity in firm bad VRP that is unrelated to heterogeneity in existing downside risk measures across stocks.
We also investigate whether asset pricing information incorporated in bad VRP is already accounted for by firm exposure to other systematic factors. To tackle this point, we consider two systematic factors for which variations are likely correlated to firm-level bad VRP, namely the market bad VRP (see Figure 2) , and the market risk-neutral skewness. To measure firm exposure to market bad VRP, we start from the cross-sectional implications of the general equilibrium asset pricing model proposed by Bollerslev et al. (2009) , featuring three factors: market excess returns, innovations in market conditional variance, and innovations in market variance of variance. Since the model also implies that market total VRP is solely determined by variance of variance, and given our total VRP decomposition into a bad and good component, we substitute out the variance of variance factor by the market bad and good VRP and measure firm exposure to market bad VRP from the resulting four-factor model. Formally, at the end of each month t ≥ 6 in the sample, we run the following time-series regression:
using six months of daily data from month t−5 to month t, where τ refers to daily observations over the six-month period, R e i,t and R m,t are firm and market excess returns, respectively, ∆V IX Firm exposure to market risk-neutral skewness are calculated following Chang et al. (2013) , i.e., at the end of each month t ≥ 6 in the sample, we run the following regression using six months of daily data from month t − 5 to month t:
where τ refers to daily observations over the six-month period, R e i,τ and R m,τ are firm and market excess returns, respectively, and ∆SKEW m,τ are changes in market risk-neutral skewness SKEW m,τ estimated following Bakshi et al. (2003) by using prices of quadratic, cubic and quartic contracts on the S&P 500 index computed from available option data (see Appendix A).
Double-sort results controlling for exposures to market bad VRP and market risk-neutral skewness are displayed in Table 6 , where the last two rows in each panel report together with their t-statistics in parentheses the average excess returns spreads (5-1) between firms in the highest and the lowest quintile portfolios based on firm bad VRP. As shown in both panels of the We finally use double-sort strategies to examine whether the asset pricing information carried by some popular firm characteristics studied throughout the literature do already account for the pricing information embedded in firm bad VRP. 8 These other firm characteristics are illiquidity (Amihud, 2002) , idiosyncratic volatility (Ang et al., 2006b ), individual skewness (Conrad et al., 2013) , and relative signed jump variation (Bollerslev et al., 2017 ) measured as
Appendix A describes how we measure the remaining firm characteristics from the data. The hypothesis is that if firm bad VRP was priced simply because bad VRP captures the effects of illiquidity, idiosyncratic volatility, firm-level skewness, or relative signed jump variation, then controlling for these other firm characteristics would yield weak or insignificant cross-sectional variation in average returns across stocks sorted on firm bad VRP. Double-sort results controlling for other firm characteristics are displayed in Table 7 , where the last two rows in each panel report together with their t-statistics in parentheses the average excess returns spreads (5-1) between firms in the highest and the lowest quintile portfolios based on firm bad VRP. As illustrated in all panels of the table, the explanatory power of firm bad VRP for cross-sectional differences in average excess returns across stocks is unaffected after controlling for other firm characteristics. In all panels of the table, firms with high bad VRP outperform those with low bad VRP within all clusters, with sizeable spreads ranging between 0.69% and 2.31%, or equivalently 8.28% and 27.72% in annualized terms. Out of the twenty reported spreads, eighteen are statistically significant at the 95% or higher confidence level, and only two at a lower confidence level. In summary, cross-sectional variation in average excess returns reflects heterogeneity in firm bad VRP that is unrelated to heterogeneity in popular firm characteristics investigated in the asset pricing literature.
Fama-MacBeth Regressions
While previous portfolio sort analyses provide strong evidence that firm bad VRP is significantly priced in the cross-section of stock returns, they are incomplete because, for example, we cannot directly assess by how much we would expect an increase in expected returns on average by investing in a new stock with bad VRP that is one standard deviation higher than an old one. This instead can be achieved by estimating the sensitivity of expected returns to firm bad VRP through crosssectional regressions, eventually controlling for various cross-sectional effects. From this end, we follow the procedure introduced by Fama and MacBeth (1973) and run a series of cross-sectional regressions using individual firms.
While it is common in the literature to use portfolios as base assets in Fama-MacBeth regressions, our choice to use individual stocks follows from Ang et al. (2010) and Gagliardini et al. (2016) , who discuss cross-sectional tests using a large cross-section of individual stocks versus fewer portfolios. They prove theoretically and observe empirically that using portfolios destroys important information necessary for obtaining efficient estimates of the cross-sectional risk premiums.
Their main argument is that individual stocks provide a much larger dispersion in characteristics and exposures, an important prerequisite to cross-sectional tests. Creating portfolios based on a characteristic such as, for example, bad VRP, may exaggerate its effect on expected returns while downplaying the effect of other firm characteristics or factor exposures. Thus, using individual stocks as base assets will yield more conservative estimates than using portfolios.
We structure our cross-sectional regression results in two groups that are analyzed separately.
We start by discussing results from Bearing in mind that total VRP is the difference between bad VRP and good VRP, Model II departs from Model I by using both bad VRP and good VRP instead, thus separating downside risk and upside potential when using variance risk premium to explain the diversity in expected returns across individual stocks. The result is striking. It shows that disentangling the two cross-sectional effects from firm bad VRP and good VRP proves meaningful, 9 and both effects are statistically significant at the 99% confidence level. The price of downside risk, i.e., the slope coefficient on the bad VRP in the cross-sectional regression, is 0.17 with a t-statistic of 3.84. Similarly, the price of upside potential, i.e., the slope coefficient on the good VRP in the cross-sectional regression, is 0.27 with a t-statistic of 3.32.
The remaining specifications in Table 8, We now turn to the results in Table 9 where we control for other firm characteristics in FamaMacBeth regressions of individual firm excess returns on firm variance risk premium. There are four specifications in the table. Observe that Model I and Model II are the same as in Table 8 and are repeated for convenience. Model VIII adds the relative signed jump variation to bad VRP and good VRP, while Model IX expands Model II with a considerably larger panel of other firm characteristics. Once again, accounting for these multiple cross-sectional effects does not erode the statistical significance and the economic magnitudes for the prices of bad VRP and good VRP. All in all, neither systematic risk nor other firm characteristics do seem to drive out any of the two components of firm variance risk premium, and if anything, it is the other way around.
Finally, to quantitatively assess the economic significance of downside risk and upside potential in our setting, we start by computing the time-series averages of monthly cross-sectional standard deviations of firm-level bad VRP and good VRP. This yields 329.30 percent-squared for bad VRP and 249.45 for good VRP, which we multiply by the lowest and the largest values of estimated cross-sectional prices of bad VRP and good VRP, respectively. These lowest and highest values are designed based on all estimates from both Table 8 and Table 9 . Our results suggest that a one-standard-deviation increase in bad VRP is associated with a 6.7-12.7% rise in annualized expected stock returns. Likewise, a one-standard-deviation increase in good VRP is associated with an 8.1-18.3% rise in annualized expected stock returns.
Additional Checks
We perform a number of additional checks to verify the stability of our findings. These results can be found in the Online Appendix. . We also repeat our cross-sectional analyses for three subsamples obtained by dividing the firms in three groups based on their market capitalization: the bottom 30%, the middle 40% and the top 30%. All these analyses unanimously confirm the strongly significant positive cross-sectional relationship between expected stock returns and bad VRP within different subsamples.
Portfolio Sorts versus Cross-Sectional Regressions
The reader may finally wonder why Fama-MacBeth regressions reveal that good VRP is strongly connected to expected returns in the cross-section, while the evidence of this cross-sectional relationship from portfolio sorts is relatively weak. The interpretation is rather simple and comes from the omitted-variable bias occurring when model specification incorrectly leaves out one important explanatory variable. Because bad VRP and good VRP are both positive cross-sectional determinants of expected stock returns and are significantly negatively correlated, as shown in Table 2 , omitting either variable would lead to understating the direct cross-sectional effect of the other variable. To check this, we conduct a bivariate portfolio exercise by unconditionally sorting individual stocks into 5×5 portfolios that are the intersections of 5 quintile portfolios formed on firm bad VRP and 5 quintile portfolios formed on firm good VRP. Our results show that the resulting 5-1 spreads are positive and highly statistically significant in both VRP dimensions. Most importantly, these spreads, which now account for both dimensions, are much larger compared to those obtained in previous univariate portfolio sorts where one of the two VRP dimensions is omitted. Nevertheless, accounting for both VRP dimensions in portfolio sorts that control for other cross-sectional effects would mean conducting at least a three-dimensional portfolio sort which is rather difficult to visualize.
Conclusion
We complement the growing literature analyzing time-series predictability of aggregate stock market returns by the variance risk premium by showing that heterogeneity in variance risk premium across stocks is associated with differences in expected returns in the cross-section. To this end, we decompose the variance premium of an individual firm's stock into a bad and good components and measure the premiums associated with their fluctuations. These bad and good variance risk premiums represent the cost for insuring against fluctuations in bad variance and the benefit compensating for fluctuations in good variance, and the total variance risk premium is the difference between the two. Our findings suggest that expected stock returns in the cross-section are positively related to the bad, the good and the total variance risk premiums, and this relationship being much stronger, highly statistically significant and more robust with the bad variance risk premium. Sorting stocks into portfolios based on their individual bad variance risk premium results in an economically large annualized risk-adjusted expected return spread between the stocks in the highest and lowest quintile portfolios of 17.6%. The return spreads remain highly statistically significant and economically important in double-sort strategies and in Fama and MacBeth (1973) regressions controlling for other firm characteristics and various cross-sectional effects put forward in the empirical literature.
Crucially, our results point to the fact when analyzing the relationship between expected stock returns and individual firms' variance risk premium, it is imperative to decompose the variance risk premium into its upside and downside component. Bollerslev et al. (2014) find that the market variance risk premium predicts aggregate market returns with similar patterns for a range of countries. Thus, an interesting extension of our empirical analysis would be to expand the crosssection to include international firms and investigate if the cross-sectional effects documented in this article would survive at an international level. Another interesting empirical extension would be to examine the cross-section of variance risk premium and expected returns of other assets such as currencies and commodities from the same perspective.
A Measuring Firm Characteristics
Illiquidity The measure of illiquidity that we use is taken from Amihud (2002) and is defined as
where D i,t is the set of days for which relevant data are available for stock i in month t, |D i,t | is the cardinality of D i,t , |r i,τ | is the daily absolute return for stock i, and V OLD i,τ is the daily volume in dollars for stock i. Following Ang et al. (2006b) , we estimate firm idiosyncratic volatility for month t as the standard deviation of the residuals from the daily time-series regression
Idiosyncratic Volatility
where τ refers to daily observations over month t, R e i,τ and M KT τ are firm and market excess returns, respectively, SM B τ and HM L τ are the size and the value factor, respectively. Thus we define idiosyncratic volatility as
Market and Individual Skewness We measure market and individual skewness using firm option data. Following Bakshi et al. (2003) , we define V i,t (τ ), W i,t (τ ) and X i,t (τ ) as the time-t prices of the 30-day quadratic, cubic and quartic contracts on the underlying firm i, respectively.
Using the prices of these contracts, Bakshi et al. show that the risk-neutral skewness can be calculated as
where µ i,t (τ ) = e rτ − 1 − e −rτ V i,t (τ ) /2 − e −rτ W i,t (τ ) /6 − e −rτ X i,t (τ ) /24, and r is the risk-free rate.
Figure 1: Distribution of Market Capitalization
In this figure we plot the distribution of market capitalization across firms during the beginning and end of our sample, January 1996 and December 2015, respectively. We also plot the market capitalization distribution during two crises in our sample. One month at the end of the NBER Recession related to the IT-crisis (November 2001) , and the second the month of the Lehman Brothers collapse (September 2008) . The values in the x-axis are in USD millions. We also report the minimum, maximum, 5th and 95th quantiles of the average of market capitalization. In total we have 5150 firms in our sample.
Distribution of Market Capitalization
December 2015 In this table we report time-series statistics for the 5th, 50th and 95th cross-sectional quantiles. We report the mean, min, max, standard deviation (StdDev), skewness, and excess kurtosis of the quantiles based on risk-neutral expected realized variance ( In this table we report correlations between our firm-level variables. We compute the correlations in two steps. First, in each month t we compute cross-sectional correlations among all variables. This yields a monthly time-series of cross-sectional correlations. Next, we take the time-series average of these correlations, and these are the correlations reported. The firm-level variables are the risk-neutral expected realized variance (E
risk-neutral skewness (SKEW ), idiosyncratic volatility (IV OL), book-to-market (B/M), size as measured by market capitalization, past 12-month cumulative excess return (P12M), and one-month cumulative excess return (P01M). 
, market signed jump variation risk premium (JRPm), and the market risk neutral skewness (SKEWm). The total, good and bad market variance risk premium is computed using S&P500 returns and option data in a similar fashion to the firm V RP . To estimate the market risk neutral skewness we follow Bakshi et al. (2003) and define Vm,t(τ ), Wm,t(τ ) and Xm,t(τ ) as the time t price of the τ -maturity (days-to-maturity) quadratic, cubic and quartic contracts on the S&P500, respectively. Using the prices of these contracts, Bakshi et al. show that the market risk neutral skewness can be calculated as
, where µm,t(τ ) = e rτ − 1 − e −rτ Vm,t(τ )/2 − e −rτ Wm,t(τ )/6 − e −rτ Xm,t(τ )/24, and r is the risk-free rate. In each of the five panels of the table, stocks are first sorted every month in quintiles based on their multivariate exposure to one of the five GDA factors. As referred to by Farago and Tédongap (forthcoming) , these factors are the market factor (Panel A), the market downside factor (Panel B), the downstate factor (Panel C), the volatility factor (Panel D) and the volatility downside factor (Panel E). Next, stocks within each quintile of the given GDA factor exposure are further sorted in quintiles based on their bad variance risk premium. The table reports average value-weighted excess returns for the bottom quintile (1), the top quintile (5) and for the second (2), third (3) and fourth (4) quintiles. We also report the difference in average excess returns between the top and the bottom quintile (5-1). T-statistics based on standard errors computed using the Newey and West (1987) procedure are reported in parentheses. Significant t-statistics at the 95% confidence level are boldfaced. Data are from January 1996 to December 2015. and V RP ). In each regression from III to VII we include the firm bad and good variance risk premium with different factor models: CAPM, market skewness factor model (Chang et al., 2013) , market variance risk premium model (Bollerslev et al., 2009) , Carhart four-factor model, and the GDA five-factor model (Farago and Tédongap, forthcoming) , respectively. All coefficients are estimated using the Fama and MacBeth (1973) two-step regression applied on 5150 individual firms. In the first step, we regress six months of daily excess returns of the 5150 firms on the different factor models to obtain their respective betas.
In the second step, we run cross-sectional regressions of month t + 1 firm excess returns against the estimated betas and firm variance risk premium. T-statistics are computed using Newey and West (1987) This table reports the time-series average of the monthly estimated coefficients for different factor models including firm variance risk premium (V RP b , V RP g and V RP ). In regression VIII we include the firm bad and good variance risk premium with the relative signed jump variation (RSJ) from Bollerslev et al. (2017) . In regression IX we include the firm bad and good variance risk premium with all the firm characteristics: RSJ, idiosyncratic volatility (IV OL) computed as in Ang et al. (2006b) , past 1-month cumulative excess return (P01M), past 12-month cumulative excess return (P12M), size, book-to-market (B/M), illiquidity (ILLIQ), risk-neutral skewness (SKEW ), the good and bad realized semi-variances (RV b and RV g ), and firm risk neutral skewness. All coefficients are estimated using the Fama and MacBeth (1973) two-step regression applied on 5150 individual firms. We run cross-sectional regressions of month t + 1 firm excess returns against firm characteristics and firm variance risk premium. T-statistics are computed using Newey and West (1987) 
