An ensemble classifier is a method that combines output of multiple classifiers. It has been widely accepted that ensemble classifiers can improve the prediction accuracy. Recently, ensemble techniques have been successfully applied to the bankruptcy prediction. Bagging and random subspace are the most popular ensemble techniques. Bagging and random subspace have proved to be very effective in improving the generalization ability respectively. However, there are few studies which have focused on the integration of bagging and random subspace. In this study, we proposed a new hybrid ensemble model to integrate bagging and random subspace method using genetic algorithm for improving the performance of the model. The proposed model is applied to the bankruptcy prediction for Korean companies and compared with other models in this study. The experimental results showed that the proposed model performs better than the other models such as the single classifier, the original ensemble model and the simple hybrid model.
, 부스팅 [Freund and Schapire, 1996 ]과 랜덤 서브스페이 스 기법 [Ho, 1998 ]이 여기에 속한다. → TA(RS+B)1, TA(RS+B)2, …, TA(RS+B)n/3 4. Train a learning algorithm using each new training set generated in Step 3 → Different n base classifiers are generated(C1, …, Cn) 5. Define the chromosome corresponding to the classifier pool(C1, …, Cn) generated in Step 4.
(The chromosome for the classifier pool is encoded as a form of binary string) 6. Determine parameters of GA 7. Generate the initial population 8. Select the classifier subset for each chromosome 9. Apply each classifier subset generated in step 8 to the test data set(TB) 10. Calculate the fitness value of each classifier subset 11. Repeat GA operations and create a new generation 12. Repeat from step 8 to 11 until the termination criteria are satisfied 13. Select the optimal classifier subset 14. Apply the optimal classifier subset to the validation data set(V) 15. Combine the output data(O1, …, On) by the majority voting scheme 
