Abstract: We develop a phase-field model for the liquid-vapor phase transition. The model aims to describe in a thermodynamically consistent way the phase change phenomenon coupled with the macroscopic motion of the fluid. The phase field ' 2 ½0, 1 describes the liquid fraction at any point and the overall water density is a function of the phase field and the pressure. An extra gaseous substance (e.g. air) is allowed in the system and contributes to the mechanical pressure. The phase transition is described by a GinzburgLandau equation. The parameter that drives the transition is the partial vapor pressure, which is the relevant quantity for condensation and evaporation phenomena. Moreover, a velocity-dependent term contributes to the phase change in the transition layers where a vapor pressure gradient exists.
Introduction
The liquid-vapor phase transition is one of the most common phase transformations affecting our experience. The mathematical modeling of this phenomenon, in the continuum mechanics framework, has to account for the strong interplay between the thermodynamics of the phase change and the mechanical motion, due to the large volume variations that are involved. This feature makes the description more complicate in comparison, for example, to solid-liquid/solid transitions.
It is useful, in order to introduce the subject and some notations, to recall the basic macroscopic features connected to the liquid-vapor transition. At given temperature θ (included between the triple-point and the critical-point temperatures, see Figure 1 ), water can exist in two different phases at equilibrium: the liquid phase (with an almost constant density ρ = ρ L ) and the saturated vapor phase with a temperature-dependent density ρ s ðθÞ. The density value ρ s ðθÞ is associated with a specific partial vapor pressure p v = p s ðθÞ. The function p s ðθÞ describes the separation line between water and vapor in Figure 1 . The partial pressure.. is the driving parameter of the phase transition: for p v > p s ðθÞ the condensation process occurs, while for p v < p s ðθÞ evaporation takes place. The vapor partial pressure is different from the overall mechanical pressure if other gaseous species are present in the liquid-vapor system (e.g. in the water-vapor-air system).
The pivot role of p v is responsible for the distinction between the processes of (surface) evaporation and boiling in water-air systems (and similar ones). We talk about evaporation when the liquid-to-vapor transformation occurs on the surface of a water mass. The evaporation process goes on as long as the vapor over the liquid surface has a partial pressure lower than the critical value p s ðθÞ (unsaturated vapor).
On the other hand, boiling is designed as the process in which the liquid-to-vapor transition takes place in the bulk of the liquid, where some nuclei of the vapor phase form and grow up to macroscopic dimensions. At given temperature θ, the overall mechanical pressure p inside the liquid is the parameter triggering the onset of the boiling process at p < p s ðθÞ. In such a condition, the gas pressure of any vapor germ in the liquid phase, which equals p s ðθÞ, is sufficient to let the germ expand against the pressure p of the surrounding water.
Thus, surface evaporation and boiling are different mechanical regimes of the same, from the thermodynamic point of view, phase transition phenomenon, to which we refer as evaporation in a general meaning. In this paper, the liquid-vapor transition will be described within a phase-field model. We introduce a phase field ' 2 ½0, 1, which assumes the value ' = 0 in the region filled by the gaseous phase and the value ' = 1 in the regions occupied by the liquid phase. The intermediate values of the order parameter cannot be assumed in any homogeneous phase region and are associated with a nonvanishing ∇', which generally occurs in restricted regions between the stable phases, known as transition layers. The phase-field method is by now a well-established approach in multiphase physics [1] [2] [3] . Most of the applications involve solid phases and temperature-induced transitions [4] [5] [6] . As for the liquid-vapor transition, the large density variation plays a major role, which also makes the pressure effects essential. These effects are accounted for, within a phase-field approach, in a number of models [7] [8] [9] [10] [11] . The general setting of these models, which we adopt in this paper, is the following. A set of four balance equations is postulated: for mass, momentum, energy and "order". The last one turns out to be, with proper constitutive assumptions, the classical time-dependent Ginzburg-Landau equation which is assumed as an extra balance equation beyond the classical ones, to which a balance of power is associated [1, 9, 12, 13] . The thermodynamic consistence of the model (generally in the form of a Clausius-Duhem inequality) yields some restrictions to the constitutive law of models.
A different approach, though within a phase-field framework, identifies the phase parameter directly with the density and assumes a mass-conserving (Cahn-Hilliard) equation for evolution of the phase [14, 15] . The aim of this paper is to extend the models [10, 11] in order to include the presence of an extra gaseous species (e.g. air). In this situation, as explained earlier, the total pressure p is not the appropriate parameter that determines the evaporation phenomena. Therefore, we use the partial vapor pressure (or, equivalently, the vapor density) in the phase equation to control the evaporation and condensation. Moreover, we add a new velocity-dependent term v Á ∇p v which stimulates (when positive) the condensation. The paper is organized as follows. In Section 2, the theoretical model is described in terms of a set of balance equations. In Section 3, a set of constitutive equations are presented, which are compatible with the thermodynamic consistence (in the form of the Clausius-Duhem inequality) of the model. In Section 4, the transition phenomena described by the Ginzburg-Landau equation are qualitatively discussed and exemplified by means of some simulations of the Ginzburg-Landau phase equation with prescribed temperature and pressure conditions. Finally, some conclusive remarks are included in Section 5. 
Model and balance equations
In this paper, we focus on the liquid-vapor transition of water in a range of temperature and pressure quite below the critical temperature and pressure θ c , p c . At the same, we neglect the regimes involving the solid phase of water (see the phase diagram in Figure 1 ).
The aim of the model is to describe the liquid-vapor transition and the related mechanical effects. A strong coupling between the phase transformation and the mechanical motion exists because of the large density difference between the liquid and gas phases far away from the critical point.
Basic fields
We consider a mass of water inside a bounded spatial domain Ω, which can be in the liquid or gaseous aggregation state. We also allow for the presence of an extra gaseous substance (e.g. air), which contributes to the constitutive equation for the pressure. We list the symbols for the relevant physical fields: ρ v , vapor density ρ a , air density ρ, water density (in any aggregation state) p, total pressure p v , partial vapor pressure p a , partial air pressure v, macroscopic velocity ' 2 ½0, 1, phase field (' = 0 in the vapor state and ' = 1 in liquid state) g, gravitational acceleration θ, absolute temperature Each one of these fields is a space-time function f : Ω × ½0, + ∞½! R k . In the following, we shall denote with a superimposed dot the material time derivative: _ f ðx, tÞ : = ∂f ðx, tÞ ∂t + v Á ∇f ðx, tÞ.
The phase field ' indicates the phase of the substance: ' = 0 for the gaseous phase (vapor) and ' = 1 for the liquid phase. From an empirical point of view, there would be no need of the extra field ' to describe the aggregation state, since the density ρ is sufficient for that (see, e. g. [15] ). However, in order to apply the Ginzburg-Landau approach, we introduce the phase parameter ' as an independent field and relate the density ρ to the values of ' and the vapor density ρ v [8, 10, 11] . Of course, the density ρ is a conserved quantity, while the phase ' obeys to the (nonconserving) time-dependent Ginzburg-Landau equation.
The balance equations of the model
The state of the system will be described by the following set of fields:
i. e. the temperature, the air and vapor densities, the phase field and its gradient. The water density ρ is considered as a function (to be specified) of ρ v and ':
When ' = 0, i. e. in the vapor phase, it will turn out that ρ = ρ v , that is ρ v coincides with the vapor density in the gaseous phase. However, a nonvanishing ρ v will be in general present inside the liquid region ' = 1. In this case, it simply represents a "component" of the water density. It is convenient to introduce also the specific volume
The set of the basic balance equations comprises the continuity equation for the air and water density, the momentum balance equation, the phase equation and the energy balance equation:
where ρ T = ρ a + ρ is the total density, τ is the relaxation parameter and κ is the interface energy parameter regulating the interface width. The extra-stress T E includes a viscous contribution and the Korteweg stress, which is a characteristic feature of phase-field models. Moreover, e represents the internal energy, P i the internal power expenditure and h the internal heat power, which satisfies the heat balance equation
where q is the heat flux and r the external heat source for unit mass. The internal power P i is defined on the basis of the constitutive equations as in Ref. [16] . As for the phase equation, the function Fð'Þ is a two well potential and Gð'Þ is a monotonically increasing function with range [0, 1]. Precisely
The phase transition is driven by the sign of the coefficientũ in the potential
As a function of ' at constantũ, the potential W has possible minima only in ' = 0 or ' = 1, while any possible intermediate stationary point is a maximum (see Figure 2 ). This implies that the ODE (ordinary differential equation) 
(which is the Ginzburg-Landau equation out of the transition layers, i. e. inside the pure phases) cannot have stable equilibrium solutions ' 20, 1½. Forũ > 0, ' = 0 is a stable solution, while forũ < 0, ' = 1 is stable.
The unconventional rate term − _ Gð'Þ∇p v in the momentum balance equation is inserted as a counterpart of the term − λ∇p v Á vG′ð'Þ in the phase equation in order to obtain the proper cancellation of power terms, needed by the thermodynamic compatibility (see later). The influence of this term on the phase transition is explained in Section 4.
We observe that the two continuity equations can be combined to give
that is the ratio ρ a ρ is constant along any flux line.
Thermodynamics and constitutive equations
We start by writing the mechanical power balance obtained by the momentum balance equation multiplied by v:
The left-hand side defines the acceleration power and the following internal power P i m :
with L : = ∇v. By using the composition law for pressure (Dalton law)
and the continuity equations for water and air, we can write
so the internal mechanical power can be expressed in the form
By multiplying the Ginzburg-Landau equation by _ ' we obtain the power balance of the order parameter [1, 12, 13, 16] ,
The first member defines the internal power of the Ginzburg-Landau equation:
Then, we obtain the following total internal power:
We introduce the basic thermodynamic potentials e, η, respectively, the specific internal energy and entropy per unit mass. The specific Helmholtz free energy is defined by ψ = e − θη.
The first law of thermodynamics states that internal energy e exists as a function of the state e =êðσÞ and satisfies the balance equation
where h is the internal heat power, satisfying in turn the heat balance eq. (3). The second law of thermodynamics states that there exists the entropy state function η =ηðσÞ, which satisfies the Clausius-Duhem inequality
Combining it with the energy balance equation, the Clausius-Duhem inequality can be recast in the form of a dissipative inequality, in which source term r disappears:
We assume the mixture form of free energy:
Then, by substituting the expression of internal power in eq. (14), we conclude that the following inequality has to hold for any thermomechanical process
where the contribution _ ρ=ρ in eq. (11) has been rewritten as
By the arbitrariness of the rate terms, assuming that q, T E are independent from them, we deduce the necessary constitutive relations
We assume afterward the following constitutive equation:
The extra stress is the sum of a classical viscous term
and of the Korteweg-type stress − κ∇' # ∇' (see, e. g. [7, 8] ). The viscosity coefficients λ 1 and λ 2 are negligible for ' = 0 (liquid phase). The dissipative inequality can be satisfied by taking the Fourier constitutive equation
Precisely
with the dissipation
By substituting e = ψ + θη in the energy balance ρ T _ e = P i − ∇ Á q + ρ T r, we have
which, combined with eqs. (20) and (19), yields
This is the energy balance equation recast as an entropy production equation. When the constitutive equation of the entropy is specified, it yields the temperature equation. It is worth noting that the relations
The first one follows directly from ðρ T Þ θ = ðρ a + ρðρ v , 'ÞÞ θ = 0. For the second one, we use _ ρ T =ρ T = _ ρ a ρ a = _ ρ=ρ (by the continuity equations):
The constitutive eq. (23) are the distinctive feature of a noninteracting mixture of two substances (air and water).
Constitutive equation of the free energy
By assuming (for simplicity)
eq. (16) yields ψ
The other thermodynamic consistence conditions
are compatible if and only if the condition ψ
is satisfied, which yields
Therefore, the thermodynamic consistence allows any choice of u =ûðρ v , Gð'Þ, θÞ, ν =νðρ v , Gð'Þ, θÞ, p v =p v ðρ v , Gð'Þ, θÞ, which satisfies eq. (27). Now we make some simplifying constitutive assumptions that are meaningful for the modeling of the liquid-vapor transition. We then assume that the pressure component p v is a function of the temperature and the density component ρ v and the same for the parameter u which controls the transition:
By eq. (27), leaving the temperature dependence implicit, we obtain thatν has to be linearly dependent on Gð'Þ :
As for the air pressure component, we assume the perfect gas law,
with the corresponding free energy following from eq. (16):
where α a = 2.83 Á 10 2 m 3 Á Pa kg Á K .
Water density
We examine here two possible constitutive choices for the density. 1. We first consider the density equation:
The parameter ρ L is a constant to be identified with the density of the liquid phase ρ L . For ' = 1, the density does not depend on ρ v (and hence on p), so this amounts to assume that the liquid is incompressible. That does not mean that ρ v = 0 in the liquid phase. In fact, that is not the case, since ρ v depends on the pressure inside the liquid phase. For the sake of simplicity, we assume proportionality between ρ v and vapor pressure according to the perfect gas law
For water vapor
In particular, under the same conditions of temperature and pressure, vapor is less dense than dry air. By eqs. (27), (30) and (31), we get
We obtain u by integration of this differential equation subject to the initial condition uðρ s ðθÞ, θÞ = 0, where ρ s ðθÞ represents the saturated vapor density at temperature θ. Then we obtain
The sign of u drives the phase transition: u > 0 makes the vapor phase ' = 0 favorable, while u < 0 makes ' = 1 (liquid phase) favorable. Hence, if p s ðθÞ = α v θρ s ðθÞ is the saturated vapor pressure, the phase diagram prescribes that u < 0 for p v > p s and u > 0 for p v < p s . The given function uðρ v , θÞ satisfies the prescribed property for pressures
Observe that p * is the pressure at which the vapor, if it would behave as a perfect gas without condensation, would reach the density of water. So, in the cases of interest p < p * . By using eq. (26) we can obtain the free energy ψ 0 :
2. The second choice we want to examine is
which is the constitutive relation used in Ref. [10] , when one identifies ρ 
The constitutive law eq. (34) can be assumed in a limited pressure range around the reference pressure p s ðθ * Þ used to define ρ 1 . Indeed, we observe that, in order to have a positive ρ, one has to satisfy the constraint ρ v ðpÞ < ρ 1 . Moreover, the compressibility properties descending from eq. (34) are quite peculiar, since they are equal in the liquid and gaseous phases: dν dp v = dν v dp v (in particular, the liquid is not incompressible). From eq. (27), we obtain
Therefore, by imposing the initial condition uðρ s ðθÞ, θÞ = 0, we obtain a particularly simple expression for the control parameter of phase transition u:
In this way, u > 0 if and only if ρ v < ρ s ðθÞ. Finally, for the sake of completeness, we write also for this case the local part of free energy
Gð'Þ and the entropy (assuming ρ 1 constant)
We assume for simplicity a linear approximation for ρ s ðθÞ, i. e. a limited range of temperature. Then the coefficient of G is a constant L. Moreover, we consider the classical logarithmic dependence from the temperature, i. e.
− f ′ðθÞ = C logðθÞ.
Summary of the equations
As a summary we collect the balance equations of the model
and the constitutive equations corresponding to the density eq. (34)
where the entropy rate has been obtained from eqs. (37), (29) and (23).
The differential system has to be completed with initial conditions for the fields ρ a , ρ v , v, θ, ' and with boundary conditions for v, θ, '. Different boundary conditions for v are possible according to the physical conditions (e. g. slip/no slip boundary conditions) and similarly for the temperature θ (e. g. fixed temperature or insulating b.c.). For the phase field ', the homogeneous Neumann condition n Á ∇' = 0 on Ω is the natural one from a thermodynamical point of view: it insures the vanishing of the power flux κ _ '∇' in eq. (10) of the phase field through the external surface.
Evaporation and condensation driven by the Ginzburg-Landau equation
In this section, we focus on the equation of the phase transformation:
where
For definiteness, we assume the second form for u uðθ,
However, since we are interested only in the evolution of the order parameter and not in the simultaneous evolution of the density, for our purpose the choice of u is inessential and in the numerical simulations the vapor pressure is a known function of the problem. The phase eq. (39) describes a stable vapor state for u > 0 and a stable liquid state forũ < 0 (see Figure 2) . We consider separately the two contributions responsible for the phase stability. When v = 0 or ∇p v = 0, the stable phase is determined by u. Then, the liquid phase is stable when the vapor pressure is greater than the critical pressure: p v = p − p a > p s ðθÞ; conversely, the vapor phase is stable for p v < p s ðθÞ, in accordance to the phase diagram of Figure 1 , where the function p v ðθÞ represents the line separating water and vapor.
As a consequence, we observe the boiling phenomenon when p < p s ðθÞ. Indeed, we have u < 0 inside the liquid phase (where we can assume p a = 0).
When p > p s ðθÞ, then u > 0 inside the whole liquid phase, where p v = p, so boiling does not take place. In this case, we can observe surface evaporation, provided that there is a sufficient vapor pressure drop near the surface, in order to have p v < p s in a part of the interface layer.
As for the condensation process, things are simpler, since it takes place when, in the gas phase, p v > p s ðθÞ, or ρ v > ρ s ðθÞ (oversaturation). We observe that, for the condensation phenomenon, the role of the vapor partial pressure p v is essential, since it describes the degree of humidity of the air, which is the relevant physical quantity that triggers the condensation.
We now consider the contribution of the velocity-dependent term. The pressure gradient ∇p v is expected to be possibly nonvanishing in the liquid-vapor interface region. We observe that, since λ > 0, the increase of ∇p v Á v has the same effect of the increase of p v , that is, it favors the liquid phase.
As an illustration of the physical interpretation of this effect which is significant mainly in the interface region, we consider a region near a liquid-vapor interface. In general, in a nonequilibrium situation, a gradient ∇p v is present near the surface, directed as the inward normal vector of the liquid surface (from vapor to liquid). In the same region if a velocity v is present with an opposite direction with respect to the interface, that is from the liquid to the vapor region, then an evaporation stimulus (increasingũ) is active.
This situation is depicted in Figure 5 (b)-(d). Here, the potential Wð'Þ is depicted in different spatial points across the interface, from the region nearer to the liquid side (b), to the one nearer to the vapor side (d). As an effect of the vapor pressure gradient across the interface, the liquid maximum=minimum' = 0 increases passing from (a) to (b). This is a consequence of both the uðp v , θÞ term and the velocity term, which is highlighted by the dashed lines.
Conversely, if the velocity is directed inside the liquid, the condensation phenomenon is stimulated along the interface. This situation is depicted in Figure 9(b)-(d) , where the velocity v is directed toward the liquid zone and the liquid stationary point is lowered by the velocity term.
In the following, we propose some numerical examples involving the Ginzburg-Landau equation for the surface evaporation/condensation process. The purpose is to highlight for this model the effects of the pressure and temperature conditions on the phase transformation.
The simulations are performed on the unit domain depicted in Figure 3 :
The considered domain is a transition domain between liquid and vapor phases and it is considered with the left boundary in contact with liquid water and the right boundary with dry air (see Figure 3) . The phase transitions are triggered by changing the value of the temperature in time, which is imposed constant throughout the domain and then increased or decreased such that the initial phase is unstable; and the system therefore evolves toward the stable phase. The pressure changes in space linearly in z direction with the expression p = − 80ðz − 1Þ + 100 ½Pa, and it does not change in time.
A Galerkin finite element scheme has been elaborated to solve the problem. In particular, the equation is discretized with linear Lagrangian finite element method. The square domain is discretized with a mesh constituted by 96 triangular finite elements per edge. The discretization in time is made by using CrankNicholson method. The solver of the resulting nonlinear problem is a Newton-Raphson algorithm.
The computer code used to perform the simulations has been generated automatically from a high-level implementation by using a number of tools from the FEniCS project [17] .
Two tests are performed, the first one simulates the evaporation (liquid/vapor phase transition) and the second one simulates the condensation (vapor/liquid phase transition). In both the cases, the constitutive relations (24), (31), (34), (35) 
Moreover, the following choice of nondimensional parameters is made:
(The parameters τ and λ should have the physical dimension of time, which is considered here dimensionless.)
Evaporation: Test increasing the temperature in the domain
In this test, the temperature starts with a constant distribution in the domain equal to 295 K, then the temperature increased in time with the expression 1.2510 6 Á t where t is the time. A positive velocity equal to 0.1 ½m=s is considered acting in z− direction. The initial condition for order parameter is reported in Figure 4 . In particular, the order parameter goes from 1 at the left boundary where the water is in liquid phase to 0 at the right boundary. The following sigmoidal expression is considered:
The pressure as already outlined changes in space, not in time.
The five points P1, P2, P3, P4 and P5 highlighted in Figure 3 at the abscissa z = 0.0, 0.25, 0.5, 0.75, 1.0, respectively, are chosen to show the results of the model. In particular, the conditions of these points are represented in the phase diagram reported in Figure 5 (a) at different instants of the simulation ðt = t0, t1, t2, t3Þ, where t0 = 0, t1 = 3e − 06, t2 = 6e − 05, t3 = 9e − 05. The considered term advances or delays the transition. In this case it is the product of a positive velocity and a negative gradient of pressure following the positive z-axis. As it can be seen potentials with that term make the vapor phase more probable supporting the transition.
If we follow the point P2 ( Figure 5(b) ), at time t0 and time t1 the potential has the minimum in ' = 1.0 and only after time t2 the potential has the minimum in ' = 0. According to this, in Figure 6 where the order parameter is represented versus time, we can see how the order parameter in P2 only after t2 starts to decrease approaching ' = 0.0.
In the same way, if we follow points P3 and P4 in Figure 5 (c) and (d), we can see as the conditions allow the liquid phase to be unstable after t1 and t2, respectively. In the same order in Figure 7 , the order parameter approaches ' = 0 in the two points.
In Figure 7 , the map of the order parameter in the whole domain in different instants of the simulation is presented.
Condensation: Test decreasing the temperature in the domain
This test shows the transition from vapor phase to liquid phase; the temperature starts with a constant distribution in the domain equal to 360 K and then the temperature is decreased with the following expression 1.2510 6 Á t. A negative velocity in z direction equal to 0.1 is considered in this case.
The initial condition for order parameter of the simulation is reported in Figure 8 . In particular, the order parameter goes from 1 at the left boundary where the water is in liquid phase to 0. The following sigmoidal expression is considered:
Again the five points P1, P2, P3, P4 and P5 highlighted in Figure 3 are chosen to show the results of the model. As before, the conditions on these five points are represented in the phase diagram reported in Figure 9 (a) at different instants of the simulation ðt = t0, t1, t2, t3Þ. z-axis. The corresponding potentials make the liquid phase less probable than without considering such term, delaying the transition.
In this case, the point P2 in Figure 10 reaches the conditions of the phase transition before the other points; at t = t1 the liquid phase is the stable phase as testified by the minimum of the potential in ' = 1.0. Only after t2 in P4 the vapor phase becomes the stable phase.
In Figure 11 , the order parameter is depicted versus time and it can be seen how the phase transition starts in P2 and then reaches P3 and P4.
In Figure 10 , the map of the order parameter in the whole domain in different instants of the simulation is presented. 
