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Abstract- A distributed system consists of independent 
workstations connected usually by a local area network. Static 
load balancing don’t fulfill the requirements for load 
balancing. As in static load balancing, number of jobs at a 
station is fixed. Automatic load balancing does the process 
while job are in execution. Jobs are allocated to host or node. 
Load at each post is calculated (as number of process, 
structure of node, network bandwidth etc.) automatically. As 
sender initiated or receiver initiated approaches are available 
to find the desired load for transferring the load. Every 
distributed system consists of a number of resources 
interconnected by a network Besides providing communication 
facilities, it facilitates sharing computation power by migrating 
a local process and executing it at a remote node of the 
network. A process may need to be migrated because of the 
shortage of required resources at the local node or the local 
node has to be shut down for some reason. A process may also 
be executed remotely if the expected turnaround time needs to 
be better. From a user’s point of view, the set of available 
resources in a distributed system acts like a single virtual 
system. Hence when a user submits a process for execution, it 
becomes the responsibility of the resource manager of the 
distributed operating system to control the assignment of 
resources to processes and to route processes to suitable nodes 
of the system according to these assignments.  
I. INTRODUCTION 
he entire system is divided into number of subsets equal 
to the number of nodes. Each node in the system is 
assigned a subset. A node queries only the member nodes of 
its set to collect system state information and thus takes 
scheduling decision. The amount of state information 
maintained at each node of the DCS and how it is used, is an 
important parameter for developing distributed load 
balancing algorithms. The state information about the total 
system can be used to reduce the message traffic in the 
network and to recover from failures. Message traffic should 
be minimized in order to decrease the overhead in the 
communications network.  
The major contributions of the thesis include: 
 (i) a novel workload migration technique proposed by 
considering the homogeneous and dynamic features of 
distributed computing environments  
(ii) dynamic and stable technique that satisfies the quick 
decision making capability and provides a balanced system 
performance with respect to scheduling overhead. 
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II. THE SYSTEM MODEL 
The effectiveness of a new technique depends on the 
suitability of the model as well as the validity of the 
assumptions made about the computing environment. The 
technique presented here is based on the following 
assumptions and conditions for the distributed environment:  
 All nodes in the system are assigned unique 
identification numbers from 1 to N. 
 All the nodes in the system are fully connected. 
 The method used as the Load Estimation policy 
would be the measure of CPU utilization of the 
nodes. CPU utilization is defined as the number of 
CPU cycles actually executed per unit time. 
 Process transfer policy that determines whether to 
execute a process locally or remotely. 
 The node sends its state information to other nodes 
only when its state switches from normal load 
region to either overload or under load region. 
 
The following aspects about the reliability of the underlying 
communications network should be considered. 
 Message delivery is guaranteed. 
 Message-order is preserved. 
 Message transfer delays are finite. 
 The topology of the network is known. 
 
 
 
 
 
 
 
 
 
 
 
Figure – 1   Simple dynamic Load balancing to avoid 
overload on heavily loaded node by transferring process to 
light weighted node. 
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As shown in diagram, initially processes are stored in queue 
or process can be allotted as they arrive. If these are placed 
in queue, processes are allotted one by one to primary 
nodes. Processes are migrated from heavily loaded node to 
light weighted node. Process migration is greatly affected by 
the network bandwidth and work load. In order to reduce the 
traffic, nodes are grouped into clusters. First a light 
weighted node is checked in the same cluster, if suitable 
node not found then after nearby cluster is searched and 
after getting a required node transfer takes place if a 
protocol is satisfied for load transfer. 
III. SENDER-SIDE RULES (S)  
Possible-destinations = { site: Load(site) -Reference(s) 
< d(s) }  
Destination = Random(Possible-destinations)  
 
IF Load(s) -Reference(s) > q1(s) THEN Send  
RECEIVER-SIDE RULES (R)  
IF Load(r) < q2(r) THEN Receive  
 
Figure – 2  The load-balancing policy considered in this thesis  
 
The sender-side rules are applied by the load-balancing 
software at the site of arrival (s) of a task. Reference can be 
either 0 or MinLoad; the other parameters — d, q1, and q2 
— take non-negative  floating-point values. A remote 
destination (r) is chosen randomly from Destinations, a set 
of sites  whose load index falls within a small neighborhood 
of Reference. If Destinations is the empty set, or if the rule 
for sending fails, then the task is executed locally at s, its 
site of arrival; otherwise, the chosen site (r) is requested to 
receive the task. Upon receiving that request, the remote site 
applies its receiver-side rule. If the rule succeeds, the request 
is accepted, and the task is migrated; otherwise, the task is 
executed locally at s, its site of arrival.  
IV. ESTIMATION OF LOAD 
Before distribution change of the load can be realized the 
load data must be derived by special methods. Here we must 
separate, 
 Computing load  
 Communication load.  
 
The estimation uses a simple counting method. Here within 
a given measuring interval the difference of in and out going 
communication demands and the number of calls of the 
measuring process are counted. The measuring process is 
added to the APL (Active Process List) of the processes of 
low priority. The resulting load data are used to calculate 
process related values regarding the work and data storage 
of the processes and then to leave it to the control instance 
of the processor node. 
 
V. CONCLUSION  
The motivation towards the development of this paper was 
to develop a automatic distributed scheduling technique that 
reduces the communication overhead involved in decision 
making. As main aim in  distributed system is to execute the 
process at minimum cost i.e. time is most important factor 
can be considered in cost calculation. This is attributable to 
the fact that New dynamic load balancing policy achieves a 
higher success, in comparison to the previously used load 
balancing techniques, in reducing the likelihood of nodes 
being idle while there are tasks in the system, comprising 
tasks in the queues. 
 
