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Summary	  
	  
Post	  translational	  modification	  of	  Exo1	  in	  Saccharomyces	  
cerevisiae	  	  
Emily	  Elizabeth	  Barber	  Strong	  
	  	  	  	  	  Meiosis	   is	   the	   cell	   division	   that	   produces	   haploid	   gametes	   for	   the	   purpose	   of	  
sexual	   reproduction.	   During	   this	   division	   it	   is	   essential	   for	   homologous	  
chromosomes	   to	   be	   securely	   paired	   and	   segregated	   in	   order	   for	   the	   gametes	   to	  
receive	  a	  single	  copy	  of	  each	  chromosome.	  An	  important	  protein	  in	  this	  process	  is	  
the	  exonuclease	  Exo1.	  	  
Exo1	   has	   two	   important	   and	   distinct	   roles	   during	  meiosis:	   resection	   of	   DNA	   at	  
double-­‐‑strand	   breaks	   (DSBs)	   exposing	   single	   stranded	   DNA	   suitable	   for	   strand	  
invasion,	  and	  resolution	  of	  double-­‐‑Holliday	  junctions	  (dHJs)	  as	  cross-­‐‑overs.	  Exo1	  
also	   acts	   as	   a	   nuclease	   during	  DSB	   repair	   during	  mitosis.	   Previous	   studies	   have	  
shown	   that	   Exo1	   is	   phosphorylated	   in	   response	   to	   DNA	   damage	   in	   mitotically	  
cycling	  cells.	  The	  role	  of	  this	  phosphorylation	  is	  yet	  to	  be	  definitively	  determined.	  
This	  study	  aimed	  to	  test	  the	  hypothesis	  that	  Exo1	  might	  also	  be	  phosphorylated	  in	  
response	  to	  meiotic	  DSBs.	  	  
	  	  	  	  	  It	   was	   confirmed	   that	   Exo1	   was	   phosphorylated	   in	   response	   to	   mitotic	   DNA	  
damage	   by	   designing	   a	   tagged	   version	   of	   Exo1	   in	   the	   Saccharomyces	   cerevisiae	  
background	   SK1,	   a	   strain	   commonly	   used	   for	   meiotic	   experiments.	   Meiotic	  
progression	  and	  spore	  viability	  appeared	  to	  be	  normal	  in	  cells	  with	  exo1	  mutated	  
at	  the	  phosphorylation	  sites	  reported	  as	  active	  in	  mitosis.	  
	  	  	  	  	  In	  meiotic	   studies	   Exo1	  was	   found	   to	   be	   phosphorylated	   during	  meiosis,	   and	  
this	  phosphorylation	  was	  different	  to	  that	  seen	  in	  previous	  mitotic	  studies.	  It	  was	  
found	  that	  this	  phosphorylation	  was	  transient	  during	  meiosis	  and	  that	  it	  reflected	  
the	  presence	  of	  Spo11-­‐‑DSBs	  and	  their	  repair.	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AE	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  element	  
bp	   base	  pair	  
BYTA	   buffered	  yeast	  extract	  tryptone	  acetate	  
CE	   central	  element	  
CTAB	   hexadecyltrimethylammonium	  bromide	  
DAPI	   4’6’-­‐‑diamidino-­‐‑2-­‐‑phenylindoline	  
dH2O	   distilled	  deionised	  water	  
dHJ	   double	  Holliday	  junction	  
DNA	   deoxyribonucleic	  acid	  
dNTPs	   deoxynucleotide	  triphosphates	  
DSB	   double	  stranded	  break	  
DSBR	   double	  strand	  break	  repair	  
DTT	   dithiothreitol	  
EDTA	   ethylenediaminetetraacetic	  acid	  	  
HJ	   Holliday	  junction	  
HR	   homologous	  recombination	  
hr	   hour	  





kb	   kilobase	  
kDa	   kiloDaltons	  
LB	   lysogeny	  broth	  
LE	   lateral	  element	  
LMP	   low	  melting	  point	  (agarose)	  
MAT	   mating	  type	  
mbar	   millibar	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min	   minute	  
MI	   meiosis	  I	  
MII	   meiosis	  II	  
MMS	   methylmethanesulphonate	  
mqH2O	   MilliQ™	  filtered	  water	  
MRX	   Mre11	  –	  Rad50	  –	  Xrs2	  complex	  
MW	   molecular	  weight	  
NHEJ	   non-­‐‑homologous	  end	  joining	  
NP40	   nonylphenoxypolyethoxylethanol	  
OD(wavelength)	   optical	  density(wavelength)	  
ORF	   open	  reading	  frame	  
PCR	   polymerase	  chain	  reaction	  
PFGE	   pulsed-­‐‑field	  gel	  electrophoresis	  
PEG	   polyethylene	  glycol	  
PLB	   protein	  loading	  buffer	  
PMSF	   phenylmethylsulfonyl	  fluoride	  
PVP40	   polyvinylpyrrolidone	  
RNA	   ribonucleic	  acid	  
RNase	   ribonuclease	  
RPA	   replication	  protein	  A	  
rpm.	   revolutions	  per	  minute	  
s	   second	  
SC	   synaptonemal	  complex	  
SC-­‐‑	  
SCD	  
synthetic	  complete	  –	  (supplement)	  media	  
[Serine/threonine]	  glutamine	  cluster	  domain	  
SCE	   sorbitol	  sodium	  citrate	  EDTA	  buffer	  
SDSA	   synthesis-­‐‑dependent	  strand	  annealing	  
SDS-­‐‑PAGE	   sodium	  dodecyl	  sulphate	  –	  polyacrylamide	  gel	  electrophoresis	  
SEI	   single	  end	  invasion	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SOC	   super	  optimal	  broth	  with	  catabolite	  repression	  
SPHERO	   sorbitol	  potassium	  phosphate	  EDTA	  buffer	  for	  spheroplasting	  
SPM	   sporulation	  media	  
SSA	   single	  strand	  annealing	  
SSB	   single	  strand	  DNA	  break	  
ssDNA	   single-­‐‑stranded	  DNA	  
SSPE	   sodium	  chloride-­‐‑sodium	  hydrogen	  phosphate-­‐‑EDTA	  buffer	  
TAE	   tris-­‐‑acetate-­‐‑EDTA	  buffer	  
TBE	   tris-­‐‑borate-­‐‑EDTA	  buffer	  
TBS	   tris-­‐‑buffered	  saline	  
TBS	   tris-­‐‑buffered	  saline	  plus	  TWEEN	  
TCA	   trichloroacetic	  acid	  
TEMED	   tetramethylethylenediamine	  
TF	   transverse	  filament	  
TFB	   transformation	  buffer	  
Tm	   melting	  temperature	  of	  a	  primer	  
TWEEN20	   sorbitan	  mono-­‐‑9-­‐‑octadecanoate	  poly(oxy-­‐‑1,2-­‐‑ethanediyl)	  
UV	   ultra	  violet	  
VDE	   VMA1-­‐‑derived	  endonuclease	  
W/V	   weight/volume	  
YPAD	   yeast	  extract	  peptone	  dextrose	  with	  adenine	  
YPD	  	   yeast	  extract	  peptone	  dextrose	  
YPG	   yeast	  extract	  peptone	  glycerol	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Dominant	  genes	  are	  referred	  to	  in	  uppercase	  italics,	  e.g.	  EXO1.	  
Mutant	  genes	  are	  referred	  to	  in	  lowercase	  italics,	  e.g.	  exo1-­‐‑4S::E.	  
Proteins	  are	  referred	  to	  in	  lowercase	  with	  the	  first	  letter	  capitalised	  in	  non-­‐‑italics,	  
e.g.	  Exo1.	  
Full	   Latin	   names	   of	   organisms	   are	   italicised	   e.g.	   Saccharomyces	   cerevisiae.	  	  
Following	   the	   first	   use	   of	   the	   full	   Latin	   name,	   organisms	   are	   abbreviated	   to	   the	  
first	  initial	  of	  their	  genus	  followed	  by	  their	  species,	  e.g.	  S.	  cerevisiae.	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  Living	   organisms	   can	   be	   defined	   by	   their	   ability	   to	   grow,	   divide,	   and	   self-­‐‑
regulate	   in	   response	   to	   their	  environment,	  making	   them	  distinct	   from	  any	  other	  
collection	   of	   molecules	   or	   organic	   material.	   They	   can	   be	   classified	   into	   three	  
domains	   based	   on	   their	   cellular	   features;	   archaea	   -­‐‑	   the	  most	   ancient	   organisms,	  
eubacteria	  –	  true	  bacterial	  cells,	  and	  eukarya	  –	  the	  most	  recently	  evolved	  domain	  
including	  fungi,	  plants	  and	  animals.	  From	  unicellular	  life	  forms	  to	  complex	  multi-­‐‑
cellular	  organisms,	  the	  tools	  for	  reproduction	  are	  highly	  conserved,	  indicating	  that	  
this	  ability	  is	  key	  to	  survival	  success.	  	  
	  	  	  	  	  Cellular	   proliferation	   entails	   the	   replication	   of	   genetic	   information	   and	  
subsequent	   division	   of	   this	   information,	   as	   well	   as	   cellular	   machinery	   and	  
structural	  components.	  Eukaryotic	  cells,	  though	  varied	  in	  their	  form	  and	  function,	  
can	  reproduce	  in	  two	  ways:	  mitosis	  or	  meiosis.	  Mitotic	  division,	  a	  form	  of	  asexual	  
reproduction,	   consists	   of	   a	   single	   round	   of	   replication	   and	   division	   to	   yield	   two	  
genetically	   identical	   offspring	   from	   a	   single	   parent	   cell.	   In	   contrast,	   meiosis	   is	  
more	   time	  and	   resource-­‐‑intensive,	   eventually	  producing	   four	  genetically	  distinct	  
daughter	  cells	  each	  with	  half	  the	  amount	  of	  genetic	  information	  of	  the	  parent	  cell	  
(Figure	  1.1).	  
	  	  	  	  	  Eukaryotic	   cells	   contain	   nuclei,	   which	   house	   their	   genetic	   information	   on	  
chromosomes.	   The	   total	   number	   of	   chromosomes	   in	   a	   set	   can	   vary	   between	  
organisms.	  The	  number	  of	  complete	  sets	  of	  chromosomes	  is	  referred	  to	  as	  ploidy.	  
A	   single	   set	   of	   chromosomes	   can	   be	   referred	   to	   as	  monoploid,	   two	   sets	   diploid,	  
three	   sets	   triploid,	   and	   so	   on.	   Humans	   have	   23	   distinct	   chromosomes,	   carrying	  
two	  versions	  (homologues)	  of	  each	  in	  somatic	  cells	  to	  give	  an	  overall	  total	  of	  46,	  
and	  so	  are	  described	  as	  diploid.	  Occasionally	  a	  cell	  may	  have	  an	  extra	  copy	  of	  one	  






















Figure1.1 – Chromosomesegregation in mitosis andmeiosis
S"phase generates identical sister chromatids, associated through sister chromatid cohesion
(yellow dots between sisters). In mitosis (left), sisters are associated along their length, and
align along the equator during metaphase. In anaphase sister chromatids separate in an
equational division, and two distinct new cells are formed. The products of mitosis are
genetically identical to the parent cell and to one another. Meiosis (right) consists of two
divisions instead of one, known as MI and MII. In MI, following meiotic S phase, homologues
synapse. Sister chromatid cohesion is selectively degraded along the arms and crossovers
are formed between homologues. Homologues align along the equator during metaphase I in
the first meiotic division , and then divide. MI is reductional, as the number of distinct
chromosomes is halved. Following MI, segregated homologues line up along the equator
during metaphase II. Sister chromatid cohesion is degraded, and sisters separate in an
equationalMII division, similar to the division of mitosis.
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or	   several	   chromosomes,	   or	   one	   or	   several	   chromosomes	   missing;	   the	   general	  
term	  for	  this	  is	  aneuploidy.	  	  	  
	  	  	  	  	  Mitotic	   division	  maintains	   the	   ploidy	   status	   of	   the	   parent	   cell,	   whilst	  meiotic	  
division	  halves	  the	  total	  number	  of	  chromosome	  sets	  (Figure	  1.1).	  Therefore,	  the	  
offspring	   of	   a	   meiotic	   division	   may	   be	   referred	   to	   as	   haploid,	   relative	   to	   the	  
progenitor	   cell,	   rather	   than	   the	   absolute	   number	   of	   chromosome	   sets.	   Human	  
gametes	  are	  haploid,	  containing	  a	  single	  set	  of	  23	  chromosomes.	  The	  ascomycete	  
Saccharomyces	   cerevisiae	   (also	   known	   as	   brewer’s	   yeast)	   has	   a	   set	   of	   16	  
chromosomes	   and	   can	   exist	   as	   a	   diploid	   or	   haploid.	   Various	   other	   eukarya,	  
particularly	   plants,	   can	   exist	   at	   higher	   levels	   of	   polyploidy,	   some	   with	  
chromosome	  sets	  of	  over	  many	  hundreds	  (Faseena	  &	  Thoppil	  2007).	  	  
	  	  	  	  	  Meiosis	   describes	   the	   process	   by	   which	   all	   sexually	   reproducing	   organisms	  
produce	   haploid	   gametes,	   also	   known	   as	   germ	   cells.	   In	  mammals	   these	   haploid	  
cells	  are	  spermatozoa	  or	  oocytes,	  in	  flowering	  plants	  pollen	  and	  ovules,	  or	  in	  fungi	  
spores.	   By	   halving	   the	   number	   of	   chromosomes	   in	   this	   way	   these	   organisms	  
ensure	   that,	   following	   fertilisation,	   offspring	   reconstitute	   a	   full	   diploid	  
complement	  of	   chromosomes;	  half	   from	   the	  maternal	   cell	   line	  and	  half	   from	   the	  
paternal.	  The	  process	  of	  meiotic	  division	  and	  subsequent	   fertilisation	   introduces	  
genetic	   variation	   into	   offspring,	   potentially	   conferring	   advantage	   and	   increased	  
fitness	   for	   survival	   in	   an	   unpredictable	   environment.	   This	   process	   continues	  
through	  generations	  and	  introduces	  great	  variability	  within	  populations.	  In	  simple	  
eukaryotes	   these	   haploid	   cells	   can	   proliferate	   mitotically,	   whereas	   higher	  
eukaryotes	   such	   as	   plants	   and	   animals	   produce	   gametes	   specialised	   for	   sexual	  
fusion.	   The	   ability	   of	   an	   organism	   to	   undergo	   meiosis	   and	   produce	   gametes	  
capable	   of	   fusing	   to	   become	   a	   zygote	   usually	   requires	   the	   organism	   to	   exist	   as	  
reciprocal	  genders.	  In	  humans	  and	  other	  higher	  eukaryotes	  this	  may	  be	  classified	  
as	   male	   or	   female,	   or	   in	   the	   case	   of	   the	   unicellular	   S.	   cerevisiae,	   the	   opposite	  
mating	  types	  a	  or	  α	  (Lindegren	  &	  Lindegren	  1943).	  	  
	  	  	  	  	  Meiosis	   is	   not	   a	   proliferative	   form	  of	   cell	   replication,	   and	   is	   not	   considered	   a	  
part	  of	  the	  cell-­‐‑cycle	   like	  mitosis.	  However,	  much	  of	  the	  machinery	  for	  mitosis	   is	  
employed	  in	  meiotic	  division,	  and	  the	  second	  of	  the	  two	  meiotic	  divisions	  closely	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resembles	   a	   mitotic	   division.	   The	   first	   division	   of	   meiosis	   utilises	   various	  
specialised	  mechanisms,	  important	  for	  the	  separation	  of	  homologues.	  	  
	  	  	  	  	  Prior	   to	   division,	   both	   processes	   begin	   with	   a	   round	   of	   synthesis	   (S-­‐‑phase)	  
where	   each	   chromosome	   is	   replicated.	   The	   duplicates	   are	   paired	   together	   and	  
referred	   to	   as	   sister	   chromosomes,	   in	   contrast	   to	   the	   original	   two	   different	  
versions	  of	  each	  chromosome	  referred	  to	  as	  homologues.	  In	  mitosis	  the	  sisters	  are	  
then	   separated,	   so	   that	   each	   daughter	   cell	   contains	   a	   single	   copy	   of	   each	  
homologue	   pair.	   In	   meiosis	   however,	   the	   homologues	   are	   secured	   together	   by	  
crossover	  formation,	  and	  two	  distinct	  divisions	  succeed	  S-­‐‑phase.	  The	  first	  (meiosis	  
I	  or	  MI)	  is	  referred	  to	  as	  a	  reductional	  division,	  as	  the	  overall	  chromosome	  number	  
is	  halved.	   In	   this	  division	  the	  secured	  homologue	  pairs	  are	  segregated,	  while	   the	  
sisters	   remain	   paired	   together.	   Through	   this	   division	   and	   the	   dissolution	   of	   the	  
crossovers	  holding	  homologues	  together,	  sections	  of	  chromosomes	  are	  exchanged	  
between	  the	  homologues,	  creating	  new	  combinations	  of	  genes	  on	  each	  homologue.	  
The	   next	   division	   (meiosis	   II	   or	   MII)	   is	   more	   similar	   to	   that	   of	   mitosis	   and	   is	  
referred	   to	   as	   an	  equational	  division.	  The	   sisters	   are	   separated,	   and	   the	  process	  
yields	   four	   gametes,	   each	   genetically	   distinct	   from	   one	   another.	   The	   proper	  
segregation	  of	  homologues	  and	  sisters	  at	  each	  stage	  is	  essential	  to	  maintaining	  the	  
proper	  ploidy	  and	  genetic	  integrity	  of	  the	  gametes.	  Should	  homologues	  or	  sisters	  
fail	  to	  pair	  correctly,	  they	  cannot	  be	  located	  on	  the	  metaphase	  plate	  and	  separated	  
from	  one	  another	  effectively.	  This	   can	   result	   in	   the	  placement	  of	  homologues	  or	  
sisters	  into	  the	  same	  gamete,	  causing	  aneuploidy.	  Failure	  to	  segregate	  sufficiently	  
is	   referred	   to	  as	  non-­‐‑disjunction.	  Should	   this	  occur	  during	  MI,	   resulting	   in	   failed	  
segregation	   of	   homologues,	   we	   refer	   to	   it	   as	   an	   MI	   non-­‐‑disjunction.	   Failed	  
segregation	  of	  sisters	  in	  MII	  is	  referred	  to	  as	  MII	  non-­‐‑disjunction.	  
	  	  	  	  	  In	  unicellular	  organisms	  aneuploidy	  may	  occasionally	  be	  tolerated,	  such	  as	  in	  a	  
diploid	  S.	  cerevisiae	   lacking	  one	  homologue	  of	  a	  pair	   (a	  monosomic	  diploid)	  or	  a	  
haploid	  with	   two	   copies	   of	   a	   homologue	   (a	   disomic	   haploid).	   Higher	   organisms	  
however	  are	  less	  able	  to	  tolerate	  aneuploidy.	  Very	  few	  aneuploidies	  can	  produce	  
viable	  offspring	  in	  humans.	  Monosomy	  of	  any	  autosomal	  chromosome	  is	  inviable,	  
except	   in	   instances	   comprising	   only	   partial	   loss	   such	   as	   Cri-­‐‑du-­‐‑chat	   syndrome	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(loss	   of	   the	   short	   arm	   of	   chromosome	   5).	   Trisomy	   of	   partial	   and	   whole	  
chromosomes	   can	   be	   tolerated,	   but	   confers	   life-­‐‑long	   learning	   and	   physical	  
disabilities,	   bringing	   with	   them	   a	   consideration	   of	   social,	   emotional	   and	  
economical	   costs.	   Downs	   syndrome	   (chromosome	   21),	   Edwards	   syndrome	  
(chromosome	   18),	   and	   Patau	   syndrome	   (chromosome	   13)	   each	   encompass	   the	  
collection	  of	  symptoms	  associated	  with	  each	  autosomal	  trisomy.	  Sex	  chromosome	  
aneuploidy	  may	  also	  be	   tolerated,	  as	  seen	   in	  Turners	  syndrome	  (XO),	  Klinefelter	  
syndrome	   (XXY),	   and	   Triple	   X	   syndrome	   (XXX).	   The	   severe	   developmental	  
abnormalities	   seen	   in	   these	   syndromes,	   and	   the	   complete	   inviability	   of	   most	  
aneuploidies,	   impress	   the	   importance	   of	   proper	   chromosome	   segregation	   in	  
meiosis.	  Constitutional	  failure	  to	  control	  segregation	  in	  meiosis	  would	  rapidly	  lead	  
to	   species	   extinction,	   and	   so	   tight	   regulation	   of	   this	   process	   has	   been	  
evolutionarily	  conserved.	  
	  	  	  	  	  	  Chromosomes	  were	  first	  observed	  by	  light	  microscopy	  in	  1842	  by	  Karl	  Wilhelm	  
von	   Nägeli,	   and	   their	   role	   in	   heredity	   described	   by	   Theodor	   Boveri	   and	  Walter	  
Sutton	   at	   the	   turn	   of	   the	   twentieth	   century.	   Sutton	  was	   also	   the	   first	   to	   suggest	  
chromosomes	   exist	   in	   pairs	   of	  maternal	   and	  paternal	   origin,	   and	  observed	   their	  
separation	   during	   meiosis	   (Sutton	   1903).	   Despite	   sufficient	   cellular	   microscopy	  
and	  staining	  techniques,	  it	  was	  not	  until	  1956	  that	  Tijo	  and	  Levan	  determined	  the	  
number	  of	  human	  chromosomes	  to	  be	  46	  (Tjio	  &	  Levan	  1956),	  and	  following	  this	  
the	  first	  aneuploidies	  were	  quickly	  discovered.	  The	  ground-­‐‑breaking	  development	  
of	   chromosome	  G	  and	  Q	  banding	   in	  1969,	  as	  well	   as	   the	  earlier	   invention	  of	   the	  
electron	   microscope,	   facilitated	   observation	   of	   chromosome	   movements,	  
interactions	   (synapsis)(Fawcett	   1956)	   and	   exchange	   of	   material	   between	  
chromosomes	   (recombination)(Carpenter	   1975).	   The	   field	   of	   molecular	   biology	  
began	   to	   emerge	   throughout	   the	   1950’s,	   and	   by	   the	   1970’s	   the	   development	   of	  
various	  new	  analytical	  techniques	  added	  new	  tools	  to	  the	  arsenal	  for	  the	  study	  of	  
meiotic	  processes.	  Molecular	  probes	  facilitated	  a	  deeper	  understanding	  of	  the	  role	  
of	   chromosome	   substructure	   in	  meiosis	   (Rockmill	   &	   Roeder	   1998)	   and	   protein	  
localisation	   (Wassarman	  &	   Fujiwara	   1978).	  Methods	   for	   detecting	   protein::DNA	  
interactions,	  known	  as	  chromatin	  immuno-­‐‑precipitation	  or	  ChIP	  were	  established	  
(Gilmour	   &	   Lis	   1984).	   Tools	   for	   the	   manipulation	   of	   DNA	   such	   as	   restriction	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enzymes,	  and	  the	  advent	  of	  PCR,	   led	  to	  the	  ability	   to	  engineer	  reporter	  cassettes	  
for	  loci	  involved	  in	  meiosis	  (Keeney	  &	  Kleckner	  1995).	  These	  methods	  introduced	  
us	  to	  the	  molecular	  processes	  at	  work	  during	  meiotic	  recombination.	  	  
	  	  	  	  	  Whole	  genome	  sequencing	  has	  arguably	  provided	  the	  greatest	  development	  in	  
the	   field	   of	   molecular	   genetics,	   and	   the	   genome	   of	   S.	   cerevisiae	   was	   the	   first	  
eukaryotic	  genome	  to	  be	  sequenced	  (Goffeau	  et	  al.	  1996).	  Multicellular	  organisms	  
soon	  followed	  (Consortium	  1998)	  and	  as	  the	  number	  of	  genomes	  sequenced	  rose,	  
so	   too	   did	   the	   applications	   available.	   New	   technologies	   such	   as	  microarrays	   for	  
genome-­‐‑wide	  expression	  studies	  (Lashkari	  et	  al.	  1997)	  facilitated	  the	  discovery	  of	  
genes	  necessary	  for	  meiosis	  (Primig	  et	  al.	  2000)	  (Rabitsch	  et	  al.	  2001).	  Established	  
methods	  such	  as	  ChIP	  combined	  with	  new	  micro-­‐‑array	   technology	  benefited	   the	  
field	   of	   meiotic	   study	   enormously,	   allowing	   investigations	   into	   protein::DNA	  	  
associations,	  both	  temporally	  and	  spatially,	  by	  ChIP	  on	  chip	  analysis	  (Glynn	  et	  al.	  
2004)(Prieler	   et	   al.	   2005).	   As	   the	   number	   of	   organisms	   whose	   genomes	   were	  
sequenced	   has	   increased,	   it	   has	   become	   apparent	   that	   many	   proteins	   active	   in	  
meiosis	   share	   homologues	   across	   species.	   Given	   that	   all	   organisms	   undertaking	  
sexual	   reproduction	   divide	   in	   a	   way	   recognisable	   as	   meiosis,	   this	   is	   a	   logical	  
finding,	  and	  one	  supportive	  of	   the	  use	  of	  model	  organisms	  during	  our	  continued	  
efforts	  to	  understand	  meiosis.	  
1.2	  S.	  cerevisiae	  as	  a	  model	  organism	  
	  	  	  	  	  Saccharomyces	  cerevisiae	  is	  a	  yeast	  of	  the	  phylum	  ascomycota,	  literally	  meaning	  
sac	   (ascos	  –	  Greek)	   fungi	   (-­‐‑mycete),	   as	   it	   is	  a	   spore-­‐‑forming	  member	  of	   the	   fungi	  
kingdom.	   Its	   genus	   and	   species	   name,	   “sugar-­‐‑fungus	   beer”	   in	   Latinised-­‐‑Greek,	  
refers	   to	   the	   yeast’s	   ability	   to	   ferment	   sugars	   into	   alcohol	   under	   anaerobic	  
conditions.	   S.	  cerevisiae	   exists	   in	   the	   wild	   on	   the	   surfaces	   of	   ripe	   fruits	   such	   as	  
grapes	  and	  plums,	  and	  can	  be	  transmitted	  between	  fruit	  in	  the	  digestive	  tracts	  of	  
social	   wasp	   species	   who	   provide	   an	   ideal	   environment	   for	   yeast	   mating	   and	  
sporulation	  (Stefanini	  et	  al.	  2015).	  For	  over	  7000	  years	  S.	  cerevisiae	  has	  been	  used	  
for	   the	  making	  of	  wine	   (McGovern	   et	   al.	   1996),	   beer	   (Meussdoerffer	   2009),	   and	  
bread,	  but	  it	  was	  only	  relatively	  recently	  that	  it	  was	  identified	  and	  domesticated	  as	  
a	  model	  organism	  for	  use	  in	  scientific	  research	  (Pasteur	  1872).	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  Model	   organisms	   are	   used	   in	   science	   in	   place	   of	   the	   organism	   of	   interest	   to	  
overcome	   ethical	   and	   practical	   constraints	   associated	   with	   the	   target	   life-­‐‑form,	  
while	   remaining	   representative	   of	   the	   target	   and	   allowing	   the	   development	   of	  
practical	   methods	   and	   analysis.	   As	   a	   small	   (5-­‐‑10µm)	   unicellular	   organism	   that	  
forms	  unordered	  spore	  asci,	  S.	  cerevisiae	   could	  not	  be	   fully	  exploited	  as	  a	  model	  
organism	  for	  genetic	  research	  until	  the	  mid	  20th	  century,	  and	  the	  rise	  of	  molecular	  
biology.	  By	  the	  end	  of	  the	  twentieth	  century,	  the	  genome	  of	  S.	  cerevisiae	  was	  well	  
characterised	  (Carle	  &	  Olson	  1985)	  and	  sequenced	  (Goffeau	  et	  al.	  1996).	  	  
	  	  	  	  	  Many	  qualities	  of	  S.	  cerevisiae	  make	  it	  an	  excellent	  model	  organism.	  It	  has	  a	  very	  
short	   generation	   time;	   one	   cell	   cycle	   lasts	   around	  90	  minutes	   depending	   on	   the	  
strain.	   This	   facilitates	   quick	   turnaround	   of	   generations,	   particularly	   for	   an	  
organism	  in	  meiotic	  study.	  Yeast	  culturing	  is	  also	  relatively	  easy	  and	  inexpensive	  
when	  compared	  to	  other	  meiotic	  model	  organisms,	  and	  as	  a	  unicellular	  organism	  
it	   is	   innately	   easier	   to	  manipulate	   in	   terms	  of	   its	   genetics	   and	   expression.	  Many	  
molecular	   tools	  exist	   for	   the	  efficient	  manipulation	  of	  yeast,	  giving	  researchers	  a	  
set	   of	   reliable	   and	  useful	  methods	   for	   experimenting.	   This	  makes	   yeast	   an	   ideal	  
candidate	  not	   only	   for	  primary	   research,	   but	   also	   as	   a	   screening	   tool	   for	   testing	  
hypotheses	  before	  carrying	  out	  more	  complex	  experiments	   in	  higher	  eukaryotes	  
(Karathia	  et	  al.	  2011).	  The	  study	  of	  S.	  cerevisiae	  has	  led	  to	  the	  discovery	  of	  many	  of	  
the	  genes	  involved	  in	  yeast	  and	  higher	  eukaryote	  meiosis,	  as	  well	  as	  furthered	  our	  
overall	   understanding	   of	   the	   process.	   Many	   proteins	   involved	   in	   yeast	   meiosis	  
have	   functional	   homologues	   in	   humans	   (Hochwagen	   &	   Amon	   2006;	   Mimitou	   &	  
Symington	  2009),	  and	  some	  of	  those	  involved	  in	  the	  control	  double	  strand	  break	  
formation	  and	  repair	  are	  listed	  in	  Table	  1.1.	  
	  	  	  	  	  Saccharomyces	  cerevisiae	  exists	  as	  many	  genetically	  distinct	  strains	  (Schacherer	  
et	  al.	  2007).	  While	  maintaining	  many	  of	  the	  overall	  characteristics	  of	  the	  species,	  
each	  strain	  has	  different	  alleles	  giving	  a	  slightly	  different	  background	  to	  the	  next,	  
offering	  characteristics	  suitable	  to	  different	  types	  of	  experiment	  (Louis	  2016).	  The	  
most	  commonly	  used	  and	  first	  to	  be	  sequenced	  was	  S288C	  (Mortimer	  &	  Johnston	  
1986),	   a	   strain	   isolated	   in	   the	   1960’s,	   and	   the	   first	   isogenic	   strain	   available	   as	  
either	  a	  or	  α	  mating	  type.	  S288C	  was	  selected	  to	  be	  non-­‐‑flocculent	  (not	  clumping	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in	   liquid	   culture)	  with	  minimal	   nutrient	   requirements.	   However	   this	   strain	   also	  
showed	   limited	   sporulation	   efficiency	   (Deutschbauer	   &	   Davis	   2005)	   and	   poor	  
growth	   on	   some	   carbohydrate	   sources	   (Charron	   et	   al.	   1986),	   restricting	   its	  
relevance	  in	  certain	  fields.	  Another	  strain	  commonly	  used	  is	  W303,	  a	  strain	  with	  
85%	  genome	  sequence	  similarity	  to	  S288C,	  but	  differing	  in	  several	  key	  aspects	  of	  
cell	   growth	   and	   maintenance	   (Ralser	   et	   al.	   2012).	   Both	   S288C	   and	   W303	   are	  
commonly	  used	  in	  cell-­‐‑cycle	  and	  other	  research	  of	  vegetatively	  growing	  cells.	  
	  	  	  	  	  The	  strain	  most	  commonly	  used	  for	  meiotic	  study	  is	  SK1	  (Kane	  &	  Roth	  1974).	  
This	   strain	   shows	   substantial	   West	   African	   ancestry,	   with	   only	   distant	   genetic	  
relatedness	   to	   S288C	   and	  W303	   (Schacherer	   et	   al.	   2007).	   SK1	   is	   prone	   to	  more	  
efficient	   and	   synchronous	   sporulation	   than	   S288C	   or	   W303,	   thanks	   to	   altered	  
transcription	   regulation	   and	   better	   adaptation	   to	   a	   respiratory	   lifestyle	  
(Deutschbauer	  &	  Davis	  2005;	  Ben-­‐‑Ari	  et	  al.	  2006;	  Williams	  et	  al.	  2002).	  This	  not	  
only	   makes	   it	   easier	   to	   work	   with	   during	   meiosis	   from	   an	   experimental	  
perspective,	   but	   may	   also	   enable	   clearer	   investigation	   of	   temporally	   distinct	  
events	  during	  meiotic	  progression	  (Primig	  et	  al.	  2000).	  While	  working	  with	  SK1	  it	  
is	   important	   to	   maintain	   these	   traits,	   in	   particular	   the	   strong	   respiratory	  
component,	  as	  meiosis	  is	  a	  highly	  energy-­‐‑dependent	  process.	  This	  can	  be	  achieved	  
by	  selection	  on	  a	  non-­‐‑fermentable	  carbon	  source	  such	  as	  glycerol.	  
	  	  	  	  	  As	   an	   established	   model	   organism,	   S.	   cerevisiae	   has	   pioneered	   much	   of	   our	  
understanding	  of	  growth	  and	  cell	   cycle	  processes.	  Yeast	  grows	  optimally	  at	  30˚c	  
with	  good	  aeration	  in	  a	  rich	  medium	  containing	  glucose	  as	  a	  carbon	  source,	  yeast	  
extract	  and	  bactopeptone	  to	  provide	  amino	  acids,	  and	  salts	   that	  supply	  nitrogen,	  
phosphorus	  and	  trace	  metals.	  The	  cells	  will	  readily	  grow	  and	  divide	  mitotically	  as	  
haploids	  or	  diploids	  (Figure	  1.2).	  The	  cell	  cycle	  can	  be	  divided	  into	  several	  discrete	  
events.	  An	  initial	  growth	  phase	  (G1)	  prepares	  the	  cell	  for	  the	  upcoming	  synthesis	  
phase	   (S)	   in	  which	   the	  DNA	   is	   replicated.	  A	   second	  growth	  phase	   (G2)	  precedes	  
mitosis	   (M)	   and	   cellular	   division	   during	   which	   the	   earlier	   prepared	   genetic	  
material	  and	  cellular	  machinery	  are	  divided	  between	  the	  parent	  and	  daughter	  cell.	  
The	   new	   cell	   physically	   dissociates	   from	   the	   parent	   by	   forming	   a	   bud	   that	   is	  
pinched	  off.	  Entry	  into	  and	  progression	  of	  each	  stage	  is	  tightly	  controlled	  by	  many	  






































Figure1.2 –The budding yeast life cycle
Yeast cells can grow mitotically as haploids or diploids. Two haploids of opposite mating
type (a and α) can mate to form a zygote, and then a diploid cell. Diploids may undergo
meiosis and sporulation to form four genetically distinct daughter cells that may either be
mating type a or α. Tetrads may germinate spontaneously or following dissection, and will
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check	  point	  proteins,	  responsible	  for	  monitoring	  the	  extracellular	  environment	  as	  
well	   as	   the	   intracellular	   processes.	   The	   entire	   cycle	   usually	   lasts	   around	   90	  
minutes.	   However,	   if	   starved	   of	   carbon	   and	   nitrogen	   sources	   diploid	   cells	   will	  
readily	   undergo	  meiosis	   to	   form	   four	   genetically	   distinct	   haploid	   spores.	   Spores	  
are	   determined	   to	   be	   viable	   if	   they	   can	   germinate	   and	   produce	   a	   colony	   when	  
grown	  on	  a	  rich	  medium.	  Should	  a	  small	  molecule	  or	  mutation	  cause	  a	  breakdown	  
of	   the	  normal	  processes	   contributing	   to	   the	   formation	  of	  balanced	  gametes,	   it	   is	  
likely	  that	  one	  or	  more	  meiotic	  products	  of	  a	  tetrad	  will	  not	  be	  able	  to	  germinate.	  
This	   is	   because	   the	  majority	   of	   non-­‐‑disjunction	   events	  will	   lead	   to	   aneuploidies,	  
most	   of	  which	   are	   lethal.	   Examining	   the	   pattern	   of	   viability	   allows	   the	   study	   of	  
how	  variables	  impact	  upon	  meiosis	  (Figure	  1.3).	  
	  	  	  	  	  DNA	   synthesis	   is	   an	   energy-­‐‑intensive	   process	   and	   would	   oblige	   the	   cell	   to	  
subsequently	  undertake	  mitosis,	  also	  relying	  further	  on	  environmental	  resources.	  
Therefore,	   during	   G1	   the	   cell	   must	   monitor	   its	   environment	   for	   nutrient	  
availability	   before	   it	   commits	   to	   S-­‐‑phase.	   Starvation	   conditions	   (the	   absence	   of	  
glucose	   and	   a	   nitrogen	   source	   in	   the	   presence	   of	   a	   non-­‐‑fermentable	   carbon	  
source)	   trigger	   the	  activity	  of	   various	   transcription	   regulators	   (Smith	  &	  Mitchell	  
1989)	   so	   that	  S-­‐‑phase	   is	   instead	  entered	   in	   to	   in	  a	  meiosis-­‐‑specific	  manner.	  The	  
machinery	   involved	   in	  pre-­‐‑meiotic	  S-­‐‑phase	   is	   the	  same	  as	   in	   the	  usual	  cell	   cycle,	  
however	   the	   duration	   is	   two	   to	   three	   times	   longer	   (Williamson	   et	   al.	   1983),	  
possibly	   to	   allow	   for	   the	  more	   complex	  organisation	  of	   chromosomes	  necessary	  
for	  meiosis	  (section	  1.3.2).	  Recombination	  and	  the	  two	  divisions	  of	  meiosis	  follow	  
S-­‐‑phase,	  and	  a	  membrane	  forms	  separating	  the	  four	  nuclei	  (Figure	  1.4	  (i)).	  
	  	  	  	  	  Both	   meiotic	   divisions	   and	   the	   single	   mitotic	   division	   consist	   of	   5	   stages;	  
interphase,	   prophase,	   metaphase,	   anaphase	   and	   telophase.	   These	   describe	   the	  
cytological	   features	   associated	   with	   each	   phase	   (Figure	   1.4	   (ii)).	   While	   mitosis	  
progresses	  through	  each	  stage	  once	  in	  a	  linear	  fashion,	  meiosis	  cycles	  through	  the	  
five	  stages	  twice,	  the	  first	  cycle	  comprising	  MI	  and	  the	  second,	  MII.	  In	  S.	  cerevisiae	  
the	  stages	  of	  meiosis	  are	  usually	  completed	  in	  one	  continuous	  process	  over	  a	  time	  
period	   of	   8-­‐‑10	   hours,	   unless	   check	   point	   activation	   causes	   arrest.	   In	   humans	  
however,	  the	  timing	  of	  events	  is	  different.	  Human	  oocytes	  arrest	  normally	  during	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Figure1.3 * Examples of non*disjunction leading to sporeviability patterns
Following DNA replication and crossing over, homologues are separated in MI and sisters in
MII. If a pair of homologues do not separate properly during MI then this will lead to all
meiotic products being imbalanced; two products ultimately gain a sister and two lose a
sister. Usually S. cerevisiae can tolerate an extra copy of a chromosome, but a loss is lethal. If
a pair of sisters do not separate properly during MII then this will lead to two meiotic
products being imbalanced, one product will gain a sister and the other lose a sister. The
other two products would be unaffected. Multiple nonBdisjunctions can happen across
different chromosomes, and so the above scenarios represent the likely viability with





































(i) (iii)(ii) (iv) (v)
Figure'1.4' + Cellular'features'through'meiosis
Changes in cellular morphology, chromosome organization, and DNA processing are illustrated through time.
(i) Duringmeiosis cells progress frommononucleate to binucleate, and finally tetranucleate.
(ii) DAPI stained nuclear spreads of rice nuclei (Oryza sativa) illustrate the cytological changes.
(iii) The chromosomal organization of two homologous pairs within the nucleus is shown schematically; following
replication at SCphase, homologues transiently arrange in the bouquet formation beforemaking early associations at
regions of homology where synapsis is then initiated during zygotene. In pachytene the SC secures homologues
before it disassembles, leaving chiasmata. The reductional division of MI is followed by the equational division of
MII.
(iv) During SCphase the DNA replicates and sister chromatids (orange and pale orange/pink and pale pink) are secured
together by cohesin (yellow). The chromosomes begin to undergo compaction prior to leptotene, and lateral
elements (red) assemble along the axis. Recombination nodules (green) begin to appear, and become estab lished
during zygotene. At this time the SC is formed between homologues by transverse filaments and central elements
(grey) including Zip1. Following recombination, the SC is degraded and homo logues dissociate ready for segregation.
MI is followed by MII yielding chromosomes which may have exchanged genetic material during recombination.
(v) DNA is shown at the molecular level. Replicated homologues (pink and orange) undergo DSB formation and 5’ end
resection of the pink homologue during leptotene. Strand invasion follows during zygotene and upon finding
homology, a dHJ is formed. This may be resolved as a crossover to yield a chiasmata and following disjunction will
result in reciprocal exchange of material between homologues.
(Own figure; drawn using Agarwal & Roeder 2000;Wang et al. 2009; Subramanian & Hochwagen 2015)
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diplotene	   of	   prophase	   I	   while	   the	   female	   is	   still	   a	   foetus,	   until	   ovulation	   many	  
years	   later	   stimulates	   further	   progression.	   The	   oocyte	   then	   continues	   until	   a	  
second	  programmed	  arrest	  at	  metaphase	  II,	  and	  can	  only	  be	  triggered	  to	  complete	  
MII	   in	   the	   event	   of	   fertilisation	   by	   a	   spermatozoon.	   Spermatocytes	   undergo	   the	  
steps	   of	   MI	   and	   MII	   in	   a	   continuous	   manner,	   arresting	   prior	   to	   complete	  
cytokinesis	   in	   telophase	   II	   to	   allow	   for	   synchronous	   maturation	   of	   the	  
spermatozoa.	   The	   formation	   of	   spermatozoa	   takes	   roughly	   two	   months,	   while	  
oogenesis	  can	  take	  several	  decades.	  This	  long	  period	  of	  arrest	  in	  oocytes	  increases	  
the	   risk	   of	   non-­‐‑disjunction	   of	   chromosomes.	   As	  women	   age,	   the	   stability	   of	   this	  
arrested	  state	  is	  more	  likely	  to	  become	  compromised,	  accounting	  for	  the	  increased	  
incidence	   of	   aneuploid	   offspring	   conceived	   by	  mothers	   over	   35	   years	   of	   age.	   S.	  
cerevisiae	  mutants	  that	  are	  compromised	  at	  various	  stages	  of	  meiosis	  allow	  us	  to	  
extrapolate	  the	  processes	  that	  may	  lead	  to	  failed	  meiosis	  in	  higher	  eukaryotes.	  	  
1.3	  Chromosome	  pairing	  and	  synapsis	  
	  	  	  	  	  To	  halve	  the	  ploidy	  of	  diploid	  cells,	  meiosis	  relies	  on	  several	  key	  events.	  
1.   During	   meiotic	   prophase	   I	   pairs	   of	   homologous	   chromosomes	   must	  
complete	   recombination	   to	   yield	   crossovers,	   also	   known	   as	   chiasmata,	  
securing	  homologues	  together.	  	  	  
2.   Sister	  chromatids	  must	  each	  attach	  to	  opposite	  spindle	  pole	  bodies,	  so	  that	  
they	  are	  segregated	  to	  each	  pole	  independently.	  	  
3.   The	   interaction	   between	   sisters,	   known	   as	   cohesion,	   must	   be	   selectively	  
degraded,	  to	  only	  leave	  centromeric	  areas	  associated.	  	  
4.   S-­‐‑phase	  must	  be	  suppressed	  between	  MI	  and	  MII	  to	  ensure	  the	  process	  is	  
reductive.	  
	  	  	  	  	  Each	   of	   the	   pathways	   required	   for	   these	   steps	   is	   tightly	   controlled	   during	  
meiosis,	   and	   the	   foundations	   for	   the	   first	   three	  measures	   are	   established	   in	   the	  
way	   sisters	   and	   homologues	   interact	   with	   one	   another.	   Cells	   have	   established	  
surveillance	  mechanisms	  to	  ensure	  each	  happens	  at	   the	  right	   time	   in	  the	  correct	  
manner	  (section	  1.6).	  	  
	  	  	  	  	  Entry	  into	  meiosis	  is	  suppressed	  in	  vegetatively	  growing	  cells,	  and	  can	  only	  be	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normally	  induced	  in	  diploid	  cells.	  In	  diploid	  S.	  cerevisiae	  this	  process	  is	  induced	  by	  
starvation.	   Entry	   into	   meiosis	   requires	   the	   transcription	   of	   genes	   regulated	   by	  
Ime1	  (initiator	  of	  meiosis)	  (Mitchell	  et	  al.	  1990),	  a	  protein	  whose	  own	  expression	  
is	   suppressed	   in	   haploid	   cells	   by	   the	   activity	   of	   Rme1	   (repressor	   of	   meiosis)	  
(Covitz	  et	  al.	  1991).	   In	  diploid	  cells	  Rme1	   is	   inhibited	  by	   the	  MATa1	  and	  MATα2	  
gene	   products,	   allowing	   Ime1	   to	   induce	   expression	   of	   early	   meiotic	   genes	   via	  
interaction	  with	  Ume6	  under	  starvation	  conditions	  (Rubin-­‐‑Bejerano	  et	  al.	  1996).	  
The	   initiation	  of	   S-­‐‑phase	   is	   differentially	   controlled	   in	  meiosis	   and	  mitosis,	   each	  
requiring	   a	   different	   set	   of	   proteins,	   ensuring	   that	   entry	   to	   either	   is	   mutually	  
exclusive.	  	  
1.3.1	  Sister	  chromatid	  cohesion	  
	  	  	  	  	  Meiotic	  S-­‐‑phase	   is	  up	   to	   three	   times	   longer	   than	   that	  of	  mitosis	   (Holm	  1977).	  
This	   lengthiness	   is	   hypothesised	   to	   support	   the	   development	   of	   inter-­‐‑sister	  
associations,	   called	   sister	   chromatid	   cohesion,	   that	   are	   sufficient	   for	   the	   more	  
complex	   inter-­‐‑homologue	   interactions	   required	   later	   on	   (Burgess	   et	   al.	   1999)	  
(Panizza	  et	  al.	  2011).	  The	  machinery	  of	  replication	  is	  thought	  to	  likely	  be	  the	  same	  
in	  both	  meiosis	  and	  mitosis,	  however	  the	  origins	  of	  replication	  chosen	  may	  vary	  in	  
order	  to	  influence	  DSB	  formation	  (Wu	  &	  Nurse	  2014).	  	  
	  	  	  	  	  Sister	   chromatid	   cohesion	   comprises	   a	   protein	   complex	   called	   cohesin,	  which	  
loads	   on	   to	   the	   DNA	   in	   S-­‐‑phase	   before	   replication	   and	   secures	   the	   newly	  
synthesised	  sisters	  together.	  This	  structure	  ensures	  the	  sisters	  remain	  paired,	  and	  
provides	   the	   tension	   and	   resistance	   necessary	   for	   spindle	   pole	   attachment.	   Key	  
components	   of	   cohesin	   are	   Smc1	   &	   3	   (structural	   maintenance	   of	   chromosome	  
proteins)	  and	  a	  “kleisin”	  (Greek	  for	  closure)	  subunit	  Scc1	  (Michaelis	  et	  al.	  1997),	  
which	  together	  form	  a	  ring	  that	  embraces	  the	  two	  sister	  DNA	  strands	  (Haering	  et	  
al.	   2002;	   Farcas	   et	   al.	   2011).	   	   During	   early	   mitosis	   cohesin	   is	   protected	   by	   the	  
protein	   securin	   (Pds1).	   Securin	   is	   an	   inhibitory	   chaperone	   of	   separase	   (Esp1),	   a	  
proteolytic	   enzyme	   responsible	   for	   the	   cleavage	  of	   Scc1	   (Cohen-­‐‑Fix	   et	   al.	   1996).	  
Once	   microtubules	   are	   attached	   to	   sister	   kinetochores	   during	   metaphase	   the	  
inhibition	   by	   securin	   is	   lifted,	   and	   cohesin	   is	   degraded	   in	   order	   to	   initiate	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anaphase	  (Figure	  1.4	  (iv)).	  
	  	  	  	  	  In	  meiosis	   the	  role	  of	  Scc1	   is	  carried	  out	  by	   the	   functionally	  analogous	  kleisin	  
protein	  Rec8	  (Klein	  et	  al.	  1999).	  Cohesin	  is	  selectively	  maintained	  through	  meiosis	  
until	  metaphase	  II,	  and	  the	  nature	  of	  this	  persistence	  is	  integral	  to	  ensuring	  proper	  
segregation	   of	   sister	   chromatids	   during	   MII.	   While	   cohesin	   cleavage	   during	  
meiosis	   is	  still	  via	  the	  activity	  of	  separase	  (Buonomo	  et	  al.	  2000),	  the	  cleavage	  is	  
carried	  out	  at	  two	  distinct	  stages	  (Salah	  &	  Nasmyth	  2002).	  This	  complex	  stepwise	  
degradation	  is	  a	  compromise;	  during	  MI	  it	  is	  important	  for	  cohesin	  to	  be	  degraded	  
at	   the	   chromosome	   arms	   in	   order	   for	   chiasmata	   to	   resolve	   for	   homologue	  
disjunction,	   while	   centromeric	   cohesin	   must	   persist	   until	   MII	   to	   maintain	   the	  
stable	   association	   of	   sisters.	   This	   is	   achieved	   by	   localised	   inhibition	   of	   Rec8	  
processing.	   In	  MI	  Rec8	   is	   targeted	   for	   separase	   degradation	   by	   phosphorylation	  
(Brar	   et	   al.	   2006),	   but	   centromeric	   Rec8	   is	   protected	   from	   this	   by	   shugoshin	  
(Sgo1)	   and	   so	   resists	   cleavage	   (Kiburz	   et	   al.	   2005;	   Kitajima	   et	   al.	   2006).	   The	  
remainder	  is	  later	  cleaved	  by	  separase	  for	  anaphase	  II	  progression.	  	  
	  	  	  	  	  The	  attachment	  of	  microtubules,	  extending	  from	  the	  spindle	  pole	  bodies	  to	  the	  
kinetochores,	   triggers	   the	  breakdown	  of	  cohesin.	  During	  mitotic	  metaphase	  each	  
sister	   kinetochore	   associates	   with	   an	   opposing	   microtubule,	   known	   as	   bi-­‐‑
orientation,	   in	   preparation	   for	   an	   equational	   division.	   For	   meiosis	   to	   be	  
reductional,	   sisters	  must	   first	   be	   segregated	   to	   the	   same	  pole	   during	  MI.	   This	   is	  
achieved	   through	   preference	   toward	   mono-­‐‑orientation	   of	   paired	   sister	  
kinetochores,	   via	   the	   activity	   of	   a	   protein	   complex	   called	  monopolin	   (Toth	   et	   al.	  
2000;	  Petronczki	  et	  al.	  2006)	  and	  the	  activity	  of	  Spo13	  (Lee	  et	  al.	  2002;	  Shonn	  et	  
al.	   2002;	   Katis	   et	   al.	   2004).	   Spo13	   is	   also	   active	   in	   maintaining	   centromeric	  
cohesion	  during	  MI	  and	  is	  a	  member	  of	  the	  Meikin	  family	  of	  proteins	  involved	  in	  
meiotic	   kinetochore	   maintenance	   (Kim	   et	   al.	   2014).	   The	   later	   MII	   division	   is	  
equational	   and	   resembles	   mitosis,	   assembling	   bi-­‐‑oriented	   microtubules	   (figure	  
1.1).	  
1.3.2	  Homologue	  pairing	  
	  	  	  	  	  After	   replication	   and	   the	   establishment	   of	   secure	   sister	   chromatid	   cohesion,	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chromosomes	  must	  compact	  in	  order	  to	  be	  more	  manageable.	  To	  do	  this	  the	  DNA	  
must	   transform	   from	  globular	   threads	   seen	  at	   the	  end	  of	   S-­‐‑phase,	   into	  arrays	  of	  
linear,	   elongated	   loops,	   without	   becoming	   crosslinked	   and	   entangled.	   This	  
organisation	  is	  completed	  in	  the	  leptotene	  stage	  of	  prophase	  I.	  The	  functional	  unit	  
of	  this	  process	  is	  condensin,	  a	  protein	  complex	  made	  up	  in	  S.	  cerevisiae	  of	  two	  Smc	  
family	  proteins,	  Smc2	  and	  Smc4,	  and	  non-­‐‑Smc	  family	  proteins	  Brn1,	  Ycg1	  and	  Ycs4	  
(Freeman	  et	  al.	  2000).	  Condensins	  partake	   in	  a	  hypothesised	  process	  called	   loop	  
extrusion	  (Nasmyth	  2001).	  In	  this	  model,	  condensin	  complexes	  bind	  adjacently	  to	  
one	  another	  on	  DNA	  and	  proceed	  to	  slide	  along	  the	  strand	  in	  opposing	  directions	  
(Goloborodko	  et	  al.	  2016).	  This	  causes	  the	  DNA	  to	  loop	  out	  behind	  the	  complexes	  
as	  they	  slide,	  remaining	  coupled.	  Intermittent	  association	  of	  condensins	  along	  the	  
chromosome	  at	  designated	  regions	  (Wang	  et	  al.	  2005)	  creates	  an	  array	  of	  similarly	  
sized	   consecutive	   loops.	   The	   bases	   of	   the	   loops,	   where	   condensins	   reside,	  
accumulate	  along	  a	  central	  linear	  core	  with	  the	  loops	  radiating	  outward	  in	  a	  bottle	  
brush	  configuration	  (Paulson	  &	  Laemmli	  1977;	  Marko	  &	  Siggia	  1997;	  Goloborodko	  
et	   al.	   2016).	   The	   yeast	   condensin,	   condensin	   I,	   is	   conserved	   throughout	   many	  
eukarya,	   and	  has	  been	   shown	   to	  have	   a	   role	   in	  meiosis	   in	   several	   organisms.	   In	  
mitosis	  cohesin	  and	  condensin	  assembly	  are	  followed	  by	  spindle	  attachment	  and	  
anaphase	   progression.	   The	   role	   of	   condensin	   in	   meiosis	   is	   still	   not	   fully	  
understood,	   and	   study	   is	   complicated	   by	   the	   existence	   of	   a	   second	   condensin,	  
condensin	  II,	  in	  higher	  eukaryotes.	  Meiotic	  condensin	  I	  is	  thought	  to	  play	  a	  part	  in	  
establishing	   synapsis	   between	   homologues,	   proper	   processing	   of	   double	   strand	  
breaks,	   and	   proper	   orientation	   of	   sister	   chromatids	   on	   the	   MI	   spindle	   (Yu	   &	  
Koshland	  2003;	  Viera	  et	  al.	  2007;	  Li	  et	  al.	  2014;	  Brito	  et	  al.	  2010).	  	  
	  	  	  	  	  For	   homologues	   to	   identify	   one	   another	   they	   must	   be	   brought	   into	   relative	  
proximity,	   and	   organisms	   have	   developed	   various	   strategies	   to	   manage	   this	  
process.	   Though	   the	   mechanisms	   and	   functional	   players	   vary,	   the	   general	  
principles	  remain	  the	  same;	  (1)	  tentative	  coupling,	  mediated	  by	  centromeres,	  (2)	  
genome	   tethering,	   mediated	   by	   telomeres	   and	   the	   nuclear	   envelope,	   and	   (3)	  
chromosome	  movement	  within	   the	   nucleus,	  mediated	   by	   the	   cytoskeleton.	   This	  
pattern	  can	  be	  observed	  in	  budding	  yeast,	  fission	  yeast,	  maize	  and	  mice,	  while	  two	  
of	   the	   three	   steps	   are	   also	   seen	   in	   C.	   elegans	   and	  D.	  melanogaster	   (Klutstein	   &	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Cooper	  2014).	  The	  organisation	  of	  chromosomes	  in	  the	  nucleus	  is	  a	  dynamic	  and	  
active	  process,	  and	  the	  movements	  involved	  can	  be	  mediated	  by	  the	  chromosomal	  
architecture	  (autonomous)	  or	  be	  driven	  by	  the	  rest	  of	  the	  cell	  (non-­‐‑autonomous)	  
(Cowan	  et	  al.	  2001).	  Autonomous	  behaviour	  is	  seen	  when	  chromosomes	  compact	  
or	   centromeres	   associate,	   while	   non-­‐‑autonomous	   behaviour	   would	   be	   telomere	  
tethering	   and	   rapid	   movements	   orchestrated	   by	   microtubules	   extended	   from	  
spindle	  pole	  bodies.	  
	  	  	  	  	  Tentative	  coupling,	  the	  first	  step	  in	  meiotic	  pairing,	  relies	  on	  the	  interactions	  of	  
centromeres.	  During	  prophase	  I	  there	  are	  two	  kinds	  of	  centromeric	  associations;	  
initial	   centromere	   coupling	   (between	   non-­‐‑homologous	   chromosomes)	   in	   early	  
prophase,	  and	  centromere	  pairing	  (between	  homologues)	  in	  late	  prophase	  (Obeso	  
et	   al.	   2014).	   Centromere	   coupling	   between	   non	   homologous	   chromosomes	   is	  
dependent	  on	  Zip1,	  a	  component	  of	  the	  synaptonemal	  complex	  (SC)	  (section	  1.3.3)	  
(Tsubouchi	   &	   Roeder	   2005)	   and	   its	   interaction	   with	   axis	   protein	   Rec8	   (section	  
(Bardhan	   et	   al.	   2010).	   Coupling	   is	   not	   universally	   conserved	   within	   meiosis	   or	  
essential	   to	   later	   pairing	   (Falk	   et	   al.	   2010),	   and	   so	   far	   its	   purpose	   remains	   a	  
mystery.	  It	  has	  been	  proposed	  that	  perhaps	  couples	  repeatedly	  pair	  and	  dissociate	  
to	   allow	   homology	   assessment	   of	   chromosome	   arms	   before	   establishing	   stable	  
pairing,	   or	   else	   that	   random	   coupling	   helps	   to	   repress	   recombination	   at	  
homologous	  centromeres.	  Coupling	  persists	  until	  the	  repair	  of	  DSBs	  is	  initiated,	  at	  
which	  stage	  centromeres	  appear	  to	  quickly	  switch	  to	  homologous	  pairing	  (Falk	  et	  
al.	  2010).	  This	  switch	  is	  dependent	  on	  Spo11	  (Obeso	  &	  Dawson	  2010).	  Centromere	  
pairing	  of	  homologues	  appears	  to	  be	  conserved,	  and	  is	  sufficient	  for	  disjunction	  of	  
achiasmatic	   chromosomes	   (those	   that	   did	   not	   recombine)	   (Guacci	   &	   Kaback	  
1991).	  Again	  Zip1,	   or	   it’s	  murine	   functional	   homolog	   SYCP1,	   is	   required	   for	   this	  
process	  (Newnham	  et	  al.	  2010;	  Bisig	  et	  al.	  2012).	  The	  mechanisms	  of	  centromere	  
pairing	  may	  vary	  between	  organisms.	  In	  S.	  cerevisiae,	  the	  process	  is	  believed	  to	  be	  
driven	  by	  an	  exclusion	  mechanism,	  in	  which	  remaining	  achiasmatic	  chromosomes	  
pair	  with	  one	  another	  by	  necessity	  (Kemp	  et	  al.	  2004).	  In	  Drosophila,	  homologous	  
pericentric	   regions	   of	   heterochromatin	   and	   repetitious	   DNA	   may	   provide	   an	  
epigenetic	  basis	  for	  pairing	  preference	  (Sun	  et	  al.	  2003).	  Though	  these	  centromere	  
interactions	  appear	  to	  be	   important	   for	  proper	  disjunction,	   the	  exact	  mechanism	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and	   function	   are	   yet	   to	   be	   determined.	   As	   well	   as	   physically	   securing	   pairs,	  
another	   use	   for	   centromere	   pairing	   may	   be	   to	   help	   orientate	   chromosomes	  
properly	  on	  the	  meiotic	  spindle.	  Models	   for	   this	  mechanism	  suggest	  pairing	  may	  
secure	   the	   chromosomes	   facing	   away	   from	  one	   another	   toward	   the	   spindles,	   or	  
that	  pairing	  may	  help	   to	  produce	   tension	  when	  a	  bi-­‐‑polar	   spindle	   attachment	   is	  
made	  (Stewart	  &	  Dawson	  2004;	  Kurdzo	  &	  Dawson	  2015).	  
	  	  	  	  	  In	   early	   leptotene,	   alongside	   establishing	   centromere	   coupling,	   chromosomes	  
physically	  move	   in	  relation	   to	  each	  other	  and	  become	  tethered	  (figure	  1.4).	  This	  
process	  is	  a	  non-­‐‑autonomous	  behaviour	  of	  chromosomes,	  and	  is	  mediated	  by	  the	  
interaction	   of	   chromosome	   telomeres	  with	   the	   nuclear	   periphery.	   A	   telomere	   is	  
the	   region	  of	  DNA	  at	   the	   end	  of	   a	   chromosome,	   and	  differs	   from	   the	   rest	   of	   the	  
chromosome	   in	   structure	   and	   function.	   The	   DNA	   itself	   is	   repetitive,	   and	  
maintained	   by	   the	   enzyme	   telomerase.	   Yeast	   telomeres	   are	   around	   300bp	   long	  
and	   have	   a	   length	   of	   3’	   single	   stranded	   DNA	   called	   a	   tail	   (Wellinger	   &	   Zakian	  
2012).	  Telomeres	   serve	   to	  protect	   the	   ends	  of	   chromosomes,	   by	  both	  physically	  
capping	  them	  against	  degradation	  or	  end-­‐‑to-­‐‑end	  fusion,	  and	  by	  being	  non-­‐‑coding,	  
thereby	   preventing	   loss	   of	   information	   in	   the	   event	   of	   damage.	   This	   protective	  
responsibility	  and	  their	  role	  in	  chromosome	  movement	  means	  that	  the	  integrity	  of	  
telomeres	  is	  crucial,	  and	  this	  is	  maintained	  by	  surveillance	  with	  proteins	  related	  to	  
DNA	  repair,	  such	  as	  check	  point	  proteins	  Mec1	  and	  Tel1	  (Bianchi	  &	  Shore	  2007;	  
Hector	  et	  al.	  2012).	  	  
	  	  	  	  	  During	   vegetative	   growth	   chromosomes	   in	   cells	   may	   reside	   in	   discrete	  
territories	   (Cremer	   &	   Cremer	   2001)	   or	   be	   arranged	   in	   the	   nucleus	   in	   the	   Rabl	  
orientation.	  In	  anaphase,	  chromosomes	  are	  mechanically	  pulled	  towards	  opposing	  
poles	   by	   spindle	   microtubules	   attached	   to	   the	   centromeres,	   leaving	   the	  
chromosome	   arms	   and	   telomeres	   trailing	   in	   their	  wake.	  Once	   the	   chromosomes	  
become	   stationary	   they	   persist	   into	   interphase	   in	   this	   configuration,	   telomeres	  
occupying	  one	  side	  of	  the	  nuclear	  periphery	  and	  centromeres	  the	  other	  (Dernburg	  
et	   al.	   1995).	   It	   has	   been	   postulated	   that	   this	   formation	   assists	   in	   spatial	  
segregation	   of	   transcription	   or	   perhaps	   serves	   to	   maintain	   order	   between	  
numerous	  large	  chromosomes	  (Manders	  et	  al.	  1999;	  Cowan	  et	  al.	  2001).	  The	  Rabl-­‐‑
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like	  positioning	  of	  chromosomes	  in	  S.	  cerevisiae	  interphase	  has	  been	  shown	  to	  rely	  
upon	   centromere	   anchorage,	   telomere-­‐‑telomere	   interaction	   and	   chromatin	  
compaction	   (Bystricky	   et	   al.	   2005).	   This	   arrangement	   of	   chromosomes	   loosely	  
associates	  homologues	  at	  early	  stages	  of	  meiosis	  initiation,	  before	  the	  association	  
is	   lost	   during	   S-­‐‑phase	   and	   subsequently	   re-­‐‑established	   during	  meiotic	   prophase	  
(Weiner	  &	  Kleckner	  1994).	  Early	  determination	  of	  transient	  unstable	  interactions	  
may	   serve	   as	   a	   precursor	   for	   homologue	   pairing	   and	   synapsis	   in	   prophase	   I	  
(Kleckner	  &	  Weiner	  1993).	  It	  has	  been	  observed	  that	  homologous	  DNA	  molecules	  
are	  capable	  of	  pairing	  together	  in	  the	  absence	  of	  auxiliary	  proteins,	  metal	  ions	  or	  
crowding	   agents	   (Danilowicz	   et	   al.	   2009).	   Therefore,	   this	   early	   arranging	   of	  
homologous	  chromosomes	   in	  close	  proximity	  may	   increase	   the	  chances	  of	   initial	  
physical	  pairing	  and	  subsequent	  stabilised	  interaction.	  	  
	  	  	  	  	  In	  meiotic	  prophase	  I,	  at	  the	  leptotene	  –	  zygotene	  transition,	  telomeres	  can	  be	  
observed	   in	   a	  meiosis	   specific	   arrangement	   called	   the	   telomere	   bouquet,	  where	  
the	  ends	  of	   chromosomes	  bind	   to	   the	   inner	   surface	  of	   the	  nuclear	   envelope	  and	  
group	  within	   a	   localised	   area	   (Scherthan	   et	   al.	   1996;	   Zickler	   &	   Kleckner	   1998).	  
This	  orientation	  is	  unique	  to	  meiosis	  and	  can	  be	  observed	  in	  many	  organisms,	  first	  
described	   over	   a	   century	   ago.	   Bouquet	   formation	   coincides	   with	   that	   of	  
synaptonemal	  complex	  establishment,	  and	  is	  morphologically	  opposed	  to	  the	  Rabl	  
formation.	   Rabl	   formation	   chromosome	   movement	   is	   led	   by	   the	   centromeres,	  
while	   the	   bouquet	   appears	   to	   rely	   on	   telomere-­‐‑mediated	   tethering	   (Martínez-­‐‑
Pérez	  et	  al.	  1999).	  The	  purpose	  of	   this	  arrangement	  has	  been	  debated;	   it	  may	   in	  
itself	  serve	  to	  bring	  homologues	  closer	  together,	  or	  else	  simply	  be	  a	  morphological	  
by-­‐‑product	  of	  arranging	  the	  chromosomes	  ready	  for	  extensive	  nuclear	  movement.	  	  
	  	  	  	  Many	   organisms	   display	   oscillatory	   movements	   during	   meiotic	   prophase,	   the	  
final	   step	   in	  preparing	  chromosomes	   for	   synapsis	  and	  recombination.	  Variations	  
of	   these	   movements	   have	   been	   seen	   in	   mice	   spermatocytes,	   fission	   yeast	   (the	  
“horse-­‐‑tail”	   movement	   in	   Schizosaccharomyces	   pombe),	   budding	   yeast	   (rapid	  
prophase	   movements	   in	   S.	   cerevisiae),	   and	   C.	   elegans	   (bursts	   of	   movement)	  
(Scherthan	   et	   al.	   1996;	   Klutstein	   &	   Cooper	   2014).	   The	   budding	   yeast	   telomeric	  
protein	  Ndj1	  (Conrad	  et	  al.	  1997)	  associates	  with	  nuclear	  envelope	  protein	  Mps3	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(Conrad	   et	   al.	   2007)	   in	   order	   to	   generate	   rapid	   telomere	   movements	   via	  
interaction	  with	  Csm4	  and	  the	  cytoskeleton	  on	  the	  exterior	  of	  the	  nucleus	  (Kosaka	  
et	   al.	   2008;	  Conrad	   et	   al.	   2008).	  Deletion	  of	  Ndj1	   leads	   to	   a	  delay	   in	  homologue	  
pairing	   (Trelles-­‐‑Sticken	   et	   al.	   2000)	   and	   an	   increase	   in	   ectopic	   recombination	  
(erroneous	   recombination	   between	   regions	   of	   homology	   on	   heterologues).	   This	  
suggests	  that	  controlled	  mediation	  of	  homologue	  interaction	  may	  be	  necessary	  to	  
limit	   recombination	   to	   between	   appropriate	   homologues	   (Goldman	   &	   Lichten	  
2000).	  The	  rapid	  movement	  generated	  at	  this	  stage	  of	  pairing	  may	  serve	  to	  disrupt	  
weak	   interactions	   of	   non-­‐‑homologous	   chromosomes,	   while	   retaining	   any	  
associations	  formed	  between	  homologues,	  thus	  repressing	  ectopic	  recombination.	  
Ndj1	  is	  also	  shown	  to	  associate	  with	  the	  spindle	  pole	  body	  (SPB)	  and	  mediates	  the	  
SPB	   interactions	  with	   the	  nuclear	  periphery	  via	  Mps3	  and	  Mps2	  (Li	  et	  al.	  2015).	  
This	   dual	   function	   of	   Ndj1	  may	   help	   to	   coordinate	   SPB	   dynamics	   and	   telomere	  
motility	  in	  preparation	  for	  metaphase	  I.	  	  
1.3.3	  Synapsis	  
	  	  	  	  	  The	   alignment	   of	   homologues	   must	   be	   stabilised	   to	   maintain	   pairing.	   This	  
stability	   is	   provided	   by	   the	   synaptonemal	   complex	   (SC),	   a	   zipper-­‐‑like	  
proteinaceous	  structure	  assembled	  in	  a	  highly	  organised	  manner,	  interconnecting	  
the	   paired	   homologous	   chromosomes	   (Figure	   1.5).	   The	   complex	   consists	   of	   a	  
central	  element	  (CE)	  and	  lateral	  elements	  (LE),	  established	  from	  an	  axial	  element	  
(AE)	   formed	   on	   each	   sister	   chromatid	   (Schmekel	   et	   al.	   1993).	   Various	   proteins	  
make	  up	  each	  of	  these	  elements,	  and	  build	  up	  sequentially	  to	  create	  the	  SC.	  
	  	  	  	  	  The	  SC	  assembles	  in	  stages	  during	  prophase	  of	  MI.	  Firstly	  during	  leptotene,	  the	  
AE	  is	  formed	  along	  the	  base	  of	  each	  sister	  chromatid,	  via	  interaction	  with	  cohesin	  
protein	  Rec8	  (meiotic	  kleisin)	  (Watanabe	  &	  Nurse	  1999;	  Klein	  et	  al.	  1999;	  Llano	  et	  
al.	  2012).	  Proteins	  Hop1,	  Red1	  and	  Mek1	  act	  together	  to	  form	  the	  AE	  (Rockmill	  &	  
Roeder	   1990;	   Rockmill	   &	   Roeder	   1991;	   Hollingsworth	   &	   Ponte	   1997),	   and	   are	  
required	   for	   the	   homologous	   interactions	   needed	   to	   produce	   viable	   spores	   in	  S.	  
cerevisiae	   (Hollingsworth	   et	   al.	   1995;	   Schwacha	   &	   Kleckner	   1994).	   The	   AE	  
proteins	  localise	  to	  the	  cores	  of	  meiotic	  chromosomes	  (Smith	  &	  Roeder	  1997)	  in	  a	  
specific	   stoichiometry	   necessary	   for	   normal	   progression	   of	  meiosis	   (Bailis	   et	   al.	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Figure1.5 –Model of the structureof the synaptonemal complex
A hypothetical cross section of assembling synaptonemal complex (SC) is shown. The
lateral elements (LE) and central element (CE) are highlighted. Assembly initiates with
Red1/Hop1 association with cohesin component Rec8, forming the axis element (AE).
Red1 is sumoylated by Zip3, priming it for Zip1 loading. Zip1 is also called the transverse
filament. Following initiation of synapsis, central element proteins Ecm11/Gmc2 join Zip1
in loading the SC, and Ecm11 is sumoylated in a positive feedback loop, promoting further
SC assembly. Transverse filaments from each AE interlock, “zipping up” the homologues.
The region of overlap where Zip1 interlocks and Ecm11/Gmc2 associate forms the CE. The
AE is now mature and forms the LE.
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2000).	  Faithful	  assembly	  of	  the	  AE	  serves	  as	  a	  meiotic	  checkpoint.	  In	  the	  presence	  
of	   Red1,	   Pch2	   permits	   Hop1	   phosphorylation	   by	   ATR/ATM	   homologues	  
Mec1/Tel1	   (Carballo	  et	   al.	   2008;	  Lo	  et	   al.	   2014).	  Phosphorylated	  Hop1	  acts	   as	   a	  
meiotic	  adaptor	  protein	  for	  Mec1/Tel1,	  mediating	  the	  activation	  of	  Mek1,	  a	  kinase	  
responsible	   for	  suppressing	   inter-­‐‑sister	  repair	  of	  DSBs	  during	  meiosis	  (Niu	  et	  al.	  
2005;	   Niu	   et	   al.	   2007;	   Niu	   et	   al.	   2009;	   Penedos	   et	   al.	   2016).	   Together,	   these	  
proteins	  provide	  a	  checkpoint	  mechanism,	  and	  help	  to	  establish	  inter-­‐‑homologue	  
bias	  needed	  for	  meiotic	  recombination	  (Joshi	  et	  al.	  2009;	  Wu	  et	  al.	  2010;	  Hayashi	  
et	   al.	   2010;	   Zanders	   et	   al.	   2011).	  The	   assembly	  of	   the	  AE	  occurs	   simultaneously	  
with	  the	  formation	  of	  DSBs	  (Padmore	  et	  al.	  1991).	  	  
	  	  	  	  	  Following	   AE	   assembly,	   in	   zygotene,	   transverse	   filaments	   (TF)	   begin	   to	  
assemble	  on	  to	  the	  AE.	  These	   filaments	  arrange	  themselves	  perpendicular	  to	  the	  
AE.	  The	  S.	  cerevisiae	  TF	   is	  Zip1	  (Sym	  et	  al.	  1993),	  and	   functional	  analogues	  have	  
been	  found	  in	  many	  organisms,	  such	  as	  mammalian	  SYCP1	  (De	  Vries	  et	  al.	  2005)	  
and	  C(3)G	  in	  female	  D.	  melanogaster	  (Page	  &	  Hawley	  2001).	  Zip1	  is	  a	  member	  of	  
the	   ZMM	   group,	   a	   collection	   of	   proteins	   critical	   for	   the	   formation	   of	   crossovers	  
(Jessop	  et	  al.	  2006)	   (section	  1.5.3).	  Mek1	  promotes	   the	  phosphorylation	  of	  Zip1,	  
further	  establishing	  inter-­‐‑homologue	  bias	  (Xiangyu	  Chen	  et	  al.	  2015).	  For	  Zip1	  to	  
assemble	   efficiently	   a	   second	   ZMM	   protein,	   Zip3,	   sumoylates	   Red1	   at	   discrete	  
intervals	   along	   the	  AE	   (Chua	   et	   al.	   1998;	   Eichinger	  &	   Jentsch	  2010;	   Leung	   et	   al.	  
2015).	  These	  foci	  of	  Zip3	  activity	  are	  thought	  to	  be	  the	  sites	  of	  synapsis	  initiation	  
(Agarwal	  &	  Roeder	  2000),	   and	  even	   in	   the	   absence	  of	   Zip1	   these	   so	   called	   axial	  
associations	  will	  still	  display	  homologous	   interaction	  (Rockmill	  et	  al.	  1995;	  Chua	  
et	  al.	  1998).	  The	  formation	  of	  axial	  associations	  requires	  Hop2,	  a	  protein	  involved	  
in	   the	  prevention	  of	   synapsis	  between	  non-­‐‑homologous	  chromosomes	   (Henry	  et	  
al.	   2006).	   Once	   synapsis	   is	   initiated	   central	   element	   (CE)	   proteins	   Ecm11	   and	  
Gmc2	  join	  Zip1	  in	  loading	  the	  SC	  (Humphryes	  et	  al.	  2013),	  and	  positive	  feedback	  of	  
continued	  sumoylation	  maintains	  the	  process(Altmannová	  et	  al.	  2012;	  Tsubouchi	  
et	  al.	  2016),	  progressively	  connecting	  the	  AEs.	  Transverse	  filaments	  from	  each	  AE	  
interlock,	   “zipping	   up”	   the	   homologues.	   The	   region	   of	   overlap	   where	   Zip1	  
interlocks	   and	  Ecm11/Gmc2	  associate	   forms	   the	  CE.	  The	  AE	   is	   now	  mature	   and	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forms	  the	  LE.	  By	  pachytene	  the	  process	  of	  SC	  formation	  is	  complete.	  
1.4	  Meiotic	  double	  strand	  break	  formation	  and	  processing	  
	  	  	  	  	  Accurate	   segregation	   of	   chromosomes	   during	   meiosis	   is	   ensured	   by	   secure	  
pairing	  of	  homologous	  chromosomes	  prior	   to	  division.	  This	  secure	   interaction	   is	  
achieved	   in	   most	   sexually	   reproducing	   organisms	   by	   the	   process	   of	   meiotic	  
recombination,	   through	   the	   formation	   and	   repair	   of	   programmed	   DSBs.	  
Mechanisms	  for	  DSB	  formation	  and	  repair	  exist	  across	  most	  eukaryotes,	  and	  have	  
been	   extensively	   studied	   in	   various	   model	   organisms	   including	   C.	   elegans,	   D.	  
melanogaster,	  murine	  models	  and	  fission	  yeast.	  The	  process	  is	  best	  characterised	  
in	  S.	  cerevisiae,	  but	  many	  of	  the	  key	  components	  are	  conserved	  across	  species	  (de	  
Massy	  2013).	  
	  	  	  	  	  DSB	   formation	   occurs	   during	   leptotene,	   approximately	   90	   minutes	   after	  
replication	   has	   completed	   (Borde	   et	   al.	   2000).Temporal	   control	   of	   breaks	   is	  
essential	  to	  recombination;	  too	  early	  and	  replication	  would	  be	  compromised,	  too	  
late	   and	   segregation	   would	   be	   impaired.	   DSBs	   formation	   is	   therefore	   carefully	  
coupled	   with	   the	   end	   of	   replication	   by	   controlling	   the	   expression	   of	   DSB	  
machinery	  and	  association	  of	  accessory	  proteins	  (Henderson	  et	  al.	  2006;	  Brar	  et	  
al.	  2006;	  Panizza	  et	  al.	  2011).	  	  
1.4.1	  DSB	  site	  selection	  	  
	  	  	  	  	  Rather	   than	   occurring	   sporadically	   throughout	   the	   genome,	   DSBs	   are	  
distributed	   in	   a	   non-­‐‑random	   fashion	   at	   specific	   loci	   termed	   recombination	  
hotspots	   (Lichten	   &	   Goldman	   1995;	   Gerton	   et	   al.	   2000),	   where	   DSBs	   are	   more	  
likely,	  but	  not	  guaranteed,	  to	  occur.	  Conversely	  there	  are	  also	  regions	  of	  DNA	  that	  
receive	   relatively	   few	   DSBs,	   known	   as	   coldspots.	   Hotspots	   tend	   to	   locate	   to	  
intergenic	   regions	   rather	   than	   intragenic,	   and	   commonly	   in	  promotor	   regions	  of	  
genes,	  likely	  due	  to	  the	  more	  open	  configuration	  of	  chromatin	  at	  these	  loci	  (Wu	  &	  
Lichten	   1994).	   Coldspots	   are	   most	   likely	   to	   be	   found	   at	   the	   centromere	   and	  
telomeres	   (Baudat	   &	   Nicolas	   1997).	   Hotspots	   and	   coldspots	   have	   been	  mapped	  
down	   to	   single-­‐‑gene	   resolution	   and	   characterised	   regarding	   their	   levels	   of	  
recombination	   (Gerton	   et	   al.	   2000).	   No	   single	   rule	   governs	   the	   designation	   of	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hotspot	  locations,	  instead	  sets	  of	  “gate-­‐‑keeper	  factors”	  make	  their	  presence	  more	  
likely	   (Lam	  &	  Keeney	  2015;	  Coopera	   et	   al.	   2016).	  These	   factors	   vary	   in	  number	  
and	  significance	  across	  different	  organisms.	  Designation	   in	   	  S.	  cerevisiae	  depends	  
upon	  GC	  content,	  methylated	  histone	  H3K4me3,	  intergenic	  promotor	  regions	  and	  
regions	  of	  nucleolar	  depletion	  (Fan	  &	  Petes	  1996;	  Nishant	  &	  Rao	  2006;	  Pan	  et	  al.	  
2011).	  Contrastingly	  humans	  and	  M.	  musculus	  rely	  on	  a	   single	   factor	   for	  hotspot	  
determination,	   the	   histone	   trimethyl-­‐‑transferase	   PDRM9,	   responsible	   for	  
H3K4me3	   methylation	   (Berg	   et	   al.	   2010;	   Grey	   et	   al.	   2011).	   Hotspots	   show	   no	  
sequence	  motif	  directly	   recognised	  by	   the	  DSB	  machinery,	  and	  so	  any	   locus	   that	  
fulfils	  the	  requisite	  characteristics	  for	  recruitment	  of	  the	  machinery	  may	  become	  a	  
DSB	  (Liu	  et	  al.	  1995;	  de	  Massy	  et	  al.	  1995).	  Indeed,	  cold	  spots	  may	  be	  induced	  to	  
become	   hotspots	   if	   the	   DSB	   machinery	   is	   recruited	   synthetically	   (Pecina	   et	   al.	  
2002).	  The	  hotspots	  are	   found	  on	  the	   looped	  regions	  of	  chromatin,	  radiating	  out	  
laterally	   from	   the	   axis	   of	   the	   condensed	   chromatin	   (the	   bottle	   brush	   formation	  
described	   in	   section	   1.3.2).	   This	   structure	   may	   ensure	   the	   hotspots	   are	   more	  
accessible	  for	  processing	  by	  the	  DSB	  machinery	  (Pan	  et	  al.	  2011).	  	  
1.4.2	  The	  DSB	  forming	  complex	  
	  	  	  	  	  At	  least	  10	  proteins	  are	  known	  to	  be	  required	  for	  DSB	  formation	  in	  S.	  cerevisiae.	  
These	  can	  be	  divided	  into	  subgroups	  based	  on	  their	  function	  and	  interactions:	  1.	  
Spo11-­‐‑Ski8,	   2.	   Rec102-­‐‑Rec104,	   3.	   Rec114-­‐‑Mei4-­‐‑Mer2,	   and	   4.	  Mre11-­‐‑Rad50-­‐‑Xrs2	  
also	  known	  as	   the	  MRX	   complex	   (Malone	   et	   al.	   1991;	  Galbraith	  &	  Malone	  1992;	  
Ivanov	   et	   al.	   1992;	  Menees	   et	   al.	   1992;	   Xu	   et	   al.	   1995;	   Johzuka	  &	   Ogawa	   1995;	  
Keeney	  et	  al.	  1997;	  Jiao	  et	  al.	  2003;	  Arora	  et	  al.	  2004;	  Li	  et	  al.	  2006;	  Maleki	  et	  al.	  
2007).	  	  
	  	  	  	  	  In	   preparation	   for	   the	   formation	   of	   breaks	   Rec114-­‐‑Mei4-­‐‑Mer2	   associate	  with	  
chromatin	   in	   the	   axial	   region	   via	   the	   recruitment	   of	   Mer2	   by	   Hop1	   and	   Red1	  
(Panizza	  et	  al.	  2011).	  Mer2	  is	  phosphorylated	  by	  CDK	  and	  DDK,	  a	  pair	  of	  S-­‐‑phase	  
kinases,	  providing	  a	  link	  between	  replication	  and	  recombination	  (Henderson	  et	  al.	  
2006;	   Murakami	   &	   Keeney	   2014).	   Phosphorylation	   of	   Mer2	   leads	   to	   further	  
enrichment	   of	   Rec114,	   Mei4	   and	   Xrs2	   at	   axes	   (Panizza	   et	   al.	   2011).	   	   DSBs	   are	  
formed	  at	  hotspots	  found	  on	  the	  looped	  regions	  of	  chromatin,	  radiating	  out	  from	  
Chapter	  1	  -­‐‑	  Introduction	  
25	  
the	   axis,	  while	   Rec114-­‐‑Mei4-­‐‑Mer2	   and	   the	   other	  DSB	   forming	   complex	   proteins	  
are	  associated	  with	  the	  axes.	  There	  must	  then	  be	  a	  means	   for	  the	  union	  of	   these	  
two	  spatially	  distinct	  regions.	  Such	  a	  mechanism	  has	  been	  elusive,	  but	  recently	  a	  
new	   function	   of	   the	   Set1	   complex	   protein,	   Spp1,	   has	   been	   implicated	   as	   the	  
missing	   link	   between	   hotspots	   and	   the	   axis.	   The	   Set1	   complex	   promotes	  
methylation	   of	   H3K4	   (Dehé	   &	   Géli	   2006).	   Trimethylation	   of	   this	   histone	  
(H3K4me3)	  is	  promoted	  by	  Spp1	  (Kirmizis	  et	  al.	  2007),	  and	  is	  one	  of	  the	  strongly	  
defining	  features	  of	  hotspots.	  Spp1	  has	  now	  been	  found	  to	  interact	  with	  Mer2	  as	  
well	  as	  with	  H3K4me3,	  and	  is	  believed	  to	  bring	  the	  axis	  and	  loop	  regions	  together	  
in	  order	  to	  activate	  DSB	  formation	  in	  the	  nearby	  nucleolar	  depleted	  regions	  (NDR)	  
(Sommermeyer	  et	  al.	  2013;	  Acquaviva,	  Drogat,	  et	  al.	  2013;	  Acquaviva,	  Székvölgyi,	  
et	  al.	  2013).	  
	  	  	  	  	  Rec102-­‐‑Rec104	  act	   as	   a	   functional	  unit,	   and	  also	   localise	  preferentially	   to	   the	  
axes	   (Panizza	   et	   al.	   2011).	   Relatively	   little	   is	   known	   about	   the	   function	   of	   these	  
proteins,	  but	  their	  interactions	  with	  Rec114-­‐‑Mei4-­‐‑Mer2	  and	  Spo11-­‐‑Ski8	  suggest	  a	  
role	  in	  bridging	  the	  two	  complexes	  (Arora	  et	  al.	  2004;	  Maleki	  et	  al.	  2007).	  Spo11	  
initially	   localises	   at	   pericentromeric	   regions	   along	   with	   Rec8	   during	   S-­‐‑phase,	  
before	  redistributing	  along	  replicating	  regions	  and	  through	  Ski8	  associating	  with	  
Rec102-­‐‑Rec104	  at	  the	  axes	  (Arora	  et	  al.	  2004;	  Sasanuma	  et	  al.	  2007;	  Kugou	  et	  al.	  
2009).	  Mre11	  begins	  to	  co-­‐‑localise	  with	  Spo11	  at	  replicating	  regions	  (Kugou	  et	  al.	  
2009),	  and	  is	  the	  last	  component	  of	  the	  DSB	  forming	  complex	  to	  assemble	  (Borde	  
et	   al.	   2004).	   This	  may	   be	   a	   precautionary	  measure,	   to	   ensure	   swift	   initiation	   of	  
processing	  once	  DSBs	  are	  formed;	  Spo11	  is	  the	  DSB-­‐‑forming	  component	  (Keeney	  
et	  al.	  1997),	  while	  MRX	  is	  key	  in	  early	  resection	  of	  breaks	  (Neale	  et	  al.	  2005;	  Borde	  
2007;	  Nicolette	  et	  al.	  2010).	  MRX	   is	   thought	   to	  associate	  with	   the	  machinery	  via	  
Xrs2	  interaction	  with	  phosphorylated	  Mer2	  (Arora	  et	  al.	  2004;	  Borde	  et	  al.	  2004).	  
1.4.3	  Formation	  and	  early	  processing	  of	  DSBs	  
	  	  	  	  	  Once	  the	  DSB	  forming	  complex	  is	  assembled,	  break	  formation	  is	  initiated.	  DSBs	  
are	  formed	  by	  the	  topoisomerase	  relative	  Spo11	  (Keeney	  et	  al.	  1997).	  Orthologues	  
of	  Spo11	  have	  been	  found	  in	  every	  sexually	  reproducing	  organism,	  and	  functional	  
conservation	  is	  seen	  in	  other	  fungi,	  C.	  elegans,	  D.	  melanogaster,	  M.	  musculus	  and	  A.	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thaliana	   (Dernburg	   et	   al.	   1998;	   Mckim	   &	   Hayashi-­‐‑hagihara	   1998;	   Baudat	   et	   al.	  
2000;	  Celerin	  et	  al.	  2000;	  Romanienko	  &	  Camerini-­‐‑Otero	  2000;	  Hartung	  &	  Puchta	  
2000;	  Steiner	  et	  al.	  2002;	  Storlazzi	  et	  al.	  2003;	  Bowring	  et	  al.	  2006).	  Spo11	  cleaves	  
DNA	  as	  a	  dimer,	  each	  monomer	  sitting	  on	  one	  side	  of	  the	  DNA	  duplex	  and	  cleaving	  
a	   single	   strand,	   together	   generating	   a	   DSB	   with	   a	   Spo11	   monomer	   covalently	  
bound	  to	  the	  5’	  end	  (Figure	  1.6)	  (Liu	  et	  al.	  1995;	  Keeney	  et	  al.	  1997;	  Keeney	  2008).	  
Spo11	  catalyses	  DSB	  formation	  by	  nucleophilic	  attack	  of	  a	  phosphodiester	  linkage	  
in	  the	  backbone	  of	  DNA.	  Catalysis	  relies	  upon	  tyrosine	  residue	  135	  and	  binding	  of	  
magnesium	  ions;	  absence	  of	  either	  abolishes	  DSBs	  (Bergerat	  et	  al.	  1997;	  Cha	  et	  al.	  
2000;	  Diaz	  et	  al.	  2002).	  	  
	  	  	  	  	  Following	  DSB	  formation	  Spo11	  must	  be	   liberated	  from	  the	  DNA	  for	  resection	  
to	  proceed.	  Rather	  than	  hydrolysis	  of	  the	  covalent	  bond	  between	  Spo11	  and	  the	  5’	  
end,	   Spo11	   is	   released	   still	   covalently	   bound	   to	   a	   short	   oligonucleotide	   by	  
endonucleolytic	   cleavage	   of	   the	   DNA	   (Neale	   et	   al.	   2005).	   This	   processing	   is	  
asymmetric,	   yielding	   two	   distinct	   species	   of	   Spo11-­‐‑oligonucleotide	   complex	   of	  
different	  molecular	  weights.	  The	  release	  of	  these	  complexes	  relies	  upon	  the	  MRX	  
complex	   and	   endonuclease	   Sae2	   (Hartsuiker,	   Mizuno,	   et	   al.	   2009;	   Hartsuiker,	  
Neale,	  et	  al.	  2009;	  Milman	  et	  al.	  2009;	  Gobbini	  et	  al.	  2016).	  	  
	  	  	  	  	  Sae2,	  also	  known	  as	  Com1,	  was	  discovered	  in	  S.	  cerevisiae	  as	  part	  of	  a	  screen	  for	  
mutants	   capable	   of	   sporulation	   in	   the	   absence	   of	   Spo11	   (eleven)	   (McKee	   &	  
Kleckner	   1997;	   Prinz	   et	   al.	   1997)	   and	   has	   orthologues	   in	   other	   organisms	   from	  
fungi	  (Ctp1)	  (Limbo	  et	  al.	  2007)	  to	  mammals	  (CtIP)	  (Sartori	  et	  al.	  2007).	  Sae2	  may	  
show	   endonucleolytic	   activity,	   and	   along	  with	   the	  MRX	   complex	   is	   important	   in	  
the	  removal	  of	  proteins	  from	  ssDNA	  associated	  with	  DSB	  ends	  in	  both	  meiosis	  and	  
vegetative	  cells	  (Rattray	  et	  al.	  2001;	  Lengsfeld	  et	  al.	  2007;	  Puddu	  et	  al.	  2015).	  In	  its	  
inactive	  form	  it	  exists	  as	   insoluble	  oligomers	  of	  Sae2	  monomers	  (Fu	  et	  al.	  2014),	  
and	   is	   phosphorylated	   to	   become	   active	   in	   a	   Mec1/Tel1	   dependent	   manner	  
(Baroni	  et	  al.	  2004).	  It’s	  activity	  at	  breaks	  is	  stimulated	  by	  the	  presence	  of	  the	  MRX	  
complex	   (Lengsfeld	   et	   al.	   2007).	   	   Sae2∆	   mutants	   allow	   formation	   of	   DSBs,	   but	  
subsequently	  arrest	  without	  initiation	  of	  resection	  (Prinz	  et	  al.	  1997).	  	  
	  	  	  	  	  The	   highly	   conserved	   MRX	   complex,	   or	   MRN	   in	   mammals,	   consists	   of	   three	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proteins	  Mre11,	  Rad50,	  and	  Xrs2/Nbs1	  (Ohta	  et	  al.	  1998;	  Trujillo	  et	  al.	  1998;	  Paull	  
&	   Gellert	   1999).	   It	   is	   active	   in	   response	   to	   various	   types	   of	   DNA	   damage	  
(Symington	   2014;	   Steininger	   et	   al.	   2009).	   As	   well	   as	   being	   required	   for	   the	  






























Figure1.6 –Model for double strand break formationand processing
Spo11 cleaves DNA as a dimer, generating a DSB with a Spo11 monomer covalently bound
to the 5’ end by nucleophilic attack of the phosphodiester bond. Spo11 is released still
covalently bound to a short oligonucleotide by endonucleolytic cleavage of the DNA,
yielding two distinct species of Spo11Aoligonucleotide complex of different molecular
weights. Liberation is dependent upon the MRX complex (Mre11, Rad50 and Xrs2) and
Sae2. As well as Spo11 release, Mre11 is believed to contribute to early resection by
creating nicks in the DNA. DNA is resected in a 5’! 3’ direction to expose long tracts of 3’
single stranded DNA by Exo1 and other (as of yet) unknown nucleases. This long resection
yields ssDNA, which is protected from enzymatic attack or secondary structure by the
presence of RPA. Recombinase proteins Rad51 and meiosisAspecific Dmc1 displace RPA to
assemble a proteinaceous DNA filament capable of carrying out strand invasion of the
homologue (orange). Tid1 and Rad54 are required for the loading of Dmc1 and Rad51
respectively.
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DSBs	   (Garcia	   et	   al.	   2011),	   homologous	   recombination	   (Bressan	  et	   al.	   1999),	   and	  
tethering	  the	  ends	  of	  DSBs	  together	  (Cassani	  et	  al.	  2016).	  Distinguishing	  the	  roles	  
of	  each	  component	  of	  MRX	  has	  proven	  difficult.	  Sequence	  analysis	  of	  Mre11	  found	  
5	  conserved	  motifs	  of	  phosphodiesterase	  enzymes	  (Sharples	  &	  Leach	  1995),	  and	  
the	  protein	  has	  demonstrated	  manganese	  dependent	  3’	  à	  5’	  dsDNA	  exonuclease	  
and	   ssDNA	   	   endonuclease	   activity	   (Trujillo	   &	   Sung	   2001).	   Loss	   of	   this	   nuclease	  
activity	   renders	   cells	   more	   sensitive	   to	   DNA	   damage	   (Lewis	   et	   al.	   2004).	   The	  
dsDNA	   exonuclease	   activity	   is	   in	   the	   opposite	   direction	   to	   that	   expected	   for	  
resection	  of	  the	  5’	  strand.	  Therefore	  the	  nuclease	  activity	  of	  Mre11	  is	  believed	  to	  
contribute	   to	   early	   resection	   and	   the	   liberation	   of	   Spo11-­‐‑oligonucleotides	   by	  
creating	  nicks	   in	   the	  DNA	  (Neale	  et	  al.	  2005;	  Gobbini	  et	  al.	  2016),	  while	  another	  
nuclease	  carries	  out	  the	  resection	  necessary	  for	  longer	  tracts	  of	  3’	  ssDNA	  (Garcia	  
et	  al.	  2011).	  Rad50,	  an	  ATPase,	  interacts	  with	  Mre11	  as	  a	  2:2	  complex	  (Raymond	  &	  
Kleckner	  1993;	  Hopfner	  et	  al.	  2000;	  Hopfner	  et	  al.	  2001;	  Lim	  et	  al.	  2011).	  Rad50	  
ATPase	   activity	   regulates	   the	   nuclease	   activity	   of	   Mre11	   (Williams	   et	   al.	   2011;	  
Möckel	  et	  al.	  2012).	  Rad50	  has	  a	  hook	  domain,	  allowing	  it	  to	  dimerise	  with	  other	  
Rad50-­‐‑Mre11	  complexes,	  creating	  the	  bridges	  responsible	  for	  tethering	  DSB	  ends	  
together	  (Hopfner	  et	  al.	  2002).	  Both	  Mre11	  and	  Rad50	  are	  conserved	  in	  bacteria	  
and	   archaea	   while	   Xrs2/Nbs1	   is	   unique	   to	   eukaryotes,	   and	   is	   believed	   to	   be	  
responsible	   for	   nuclear	   localisation	   of	   the	   complex	   and	   interaction	   with	  
checkpoint	   protein	   Tel1	   (Nakada	   et	   al.	   2003;	   Tsukamoto	   2004).	   Xrs2	   may	   also	  
have	  a	  role	  in	  unwinding	  of	  dsDNA	  (Paull	  &	  Gellert	  1999).	  	  
	  	  	  	  	  Following	  release	  of	  the	  Spo11-­‐‑oligonucleotide	  complex	  from	  the	  5’	  strand	  DNA	  
is	   processed	   in	   a	   2-­‐‑step	   process;	   after	   initial	   short	   resection	   of	   DNA	   by	   MRX	  
nicking,	  DNA	   is	   resected	   in	   a	  5’	  à	   3’	   direction	   to	   expose	   long	   tracts	   of	   3’	   single	  
stranded	  DNA	  by	  a	  different	  exonuclease	  (Garcia	  et	  al.	  2011;	  Hodgson	  et	  al.	  2011).	  	  
Exo1	  and	  Dna2/Sgs1	  are	  involved	  in	  the	  long	  resection	  of	  mitotic	  DSBs	  (Mimitou	  &	  
Symington	  2008;	  Hodgson	   et	   al.	   2011).	   Exo1	   is	   conserved	   across	   the	   eukaryotic	  
domain	  and	  is	  thought	  to	  be	  one	  of	  the	  strongest	  candidates	  for	  meiotic	  resection	  
(Tishkoff	  et	  al.	  1997b;	  Qiu	  et	  al.	  1999;	  Tsubouchi	  &	  Ogawa	  2000).	  Dna2	  as	  of	  yet	  
has	   not	   been	   determined	   to	   be	   active	   in	   meiosis,	   and	   partner	   Sgs1	   does	   not	  
influence	   resection	   (Zakharyevich	   et	   al.	   2010),	   however	   exo1∆	   cells	   still	   show	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some	   resection,	   suggesting	   a	   redundant	   nuclease	   is	   at	   work	   (Kirkpatrick	   et	   al.	  
2000;	   Zakharyevich	   et	   al.	   2010).	   Trm2	   has	   also	   been	   suggested	   as	   a	   potential	  
candidate	   (Asefa	   et	   al.	   1998;	   Choudhury,	   Asefa,	   Kauler,	   et	   al.	   2007;	   Choudhury,	  
Asefa,	  Webb,	  et	  al.	  2007).	  Exo1	  has	  5’	  à	  3’	  dsDNA	  exonuclease	  activity	  and	  5’	  flap	  
endonuclease	   activity	   (Lieber	   1997).	   On	   average	   DSBs	   are	   resected	   by	   800	  
nucleotides,	   and	   ~65%	   of	   this	   relies	   upon	   the	   nuclease	   activity	   of	   Exo1	  
(Zakharyevich	   et	   al.	   2010).	   Overexpression	   of	   Exo1	   partially	   rescues	   the	   DNA	  
damage	  sensitivity	  of	  MRX	  mutants,	   suggesting	  some	  redundancy	  may	  also	  exist	  
between	   Exo1	   and	   the	   complex	   (Chamankhah	   et	   al.	   2000).	   Phosphorylation	   of	  
Exo1	   has	   been	   observed	   in	   response	   to	  DNA	  damage	   of	  mitotically	   cycling	   cells	  
(Engels	   et	   al.	   2011).	   This	   modification	   is	   proposed	   to	   negatively	   regulate	   the	  
activity	  of	  Exo1	   in	  S.	  cerevisiae	   (Morin	  et	   al.	   2008),	  while	   the	  effect	   in	  H.	  sapiens	  
cells	   depends	   on	   the	   target	   residues	   (Bolderson	   et	   al.	   2010;	   Tomimatsu	   et	   al.	  
2014).	  A	  more	  detailed	  account	  of	  Exo1	  is	  outlined	  in	  section	  1.8.	  As	  long	  resection	  
proceeds	  an	  ssDNA	  binding	  protein,	  RPA	  (replication	  protein	  A),	  associates	  with	  
the	   exposed	   ssDNA	   (Wold	  &	  Kelly	   1988;	  Gasior	   et	   al.	   1998),	   a	   role	   required	   for	  
meiotic	   recombination	   (Soustelle	   et	   al.	   2002).	   Variants	   of	   RPA	   exist	   across	   and	  
within	   organisms,	   often	   tailored	   for	   ssDNA	   in	   specific	   circumstances,	   such	   as	  
meiosis-­‐‑specific	  MEIOB	  seen	  in	  some	  fungi	  and	  metazoans	  (excluding	  S.	  cerevisiae)	  
(Souquet	   et	   al.	   2013;	   Ribeiro	   et	   al.	   2016).	   RPA	   and	   its	   paralogues	   stabilise	   the	  
ssDNA,	  protecting	   it	   from	  aberrant	  processing	   and	  preparing	   it	   for	   recombinase	  
recruitment.	  	  
1.5	  Recombination	  and	  crossover	  formation	  
	  	  	  	  	  Repairing	  DSBs	  in	  meiosis	  can	  yield	  either	  a	  crossover	  (CO)	  or	  a	  non-­‐‑crossover	  
(NCO)	  (Figure	  1.7).	  COs	  are	  the	  result	  of	  reciprocal	  exchange	  of	  chromosome	  arms	  
flanking	   the	   break	   between	   homologues,	   while	   NCOs	   do	   not	   exchange	   and	   so	  
maintain	   the	   parental	   configuration.	   Through	   the	   formation	   of	   COs	   homologues	  
achieve	   secure	   pairing,	   necessary	   for	   normal	   disjunction	   of	   chromosomes	   in	  
anaphase	  of	  MI.	  COs	  create	  a	  physical	  connection	  between	  homologues,	  and	  these	  




















































Figure1.7 –Models of repair
Processed breaks yield ssDNA suitable for repair via several mechanisms. In the event of
extensive resection across many kilobases, regions of homology within the donor may be
used for repair by single strand annealing (SSA). Following resection of ~800nt, donor
ssDNA coated with recombinase proteins Rad51 and Dmc1 invades the homologous DNA.
The donor strand searches for homology, displacing the complementary strand of the
recipient homologue, creating a DJloop . During this invasion and subsequent extension, the
associations may be disrupted and displaced, in which case the invading strand will
reanneal with the opposite side of the DSB and be repaired as a nonJcrossover event known
as synthesis dependent strand annealing (SDSA). If the associations prevail, repair is
hypothesised to proceed via the DSBR model. The second end of the donor is captured by
the DJloop and a double Holliday junction (dHJ) is formed. dHJs can migrate toward each
other and dissolve into a nonJcrossover event. Alternatively, dHJs are processed
symmetrically or asymmetrically by resolvases to yield either crossovers or nonJcrossovers,
and in yeast dHJs generally result in CO formation. Several resolvases have been proposed,
and CO resolution is dependent upon various proteins, including Exo1 and Mlh1JMlh3.
Areas atwhich gene conversion can occur are highlighted in a dashed box and labelled ‘GC’.
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are	  known	  as	   chiasmata.	  Models	   for	   the	  mechanism	  of	   recombination	  were	   first	  
made	   possible	   following	   the	   discovery	   of	   the	   structure	   of	   DNA	   by	  Watson	   and	  
Crick	  in	  1953.	  
	  	  	  	  	  	  	  Fungi	  had	  long	  been	  a	  useful	  model	  organism	  for	  the	  study	  of	  genetics	  (section	  
1.2),	   and	   in	   particular	  Neurospora	  crassa	  proved	  most	   useful	   in	   the	   pursuit	   of	   a	  
model	   for	   recombination	   due	   to	   its	   ordered	   tetrads	   reflecting	   the	   segregation	  
pattern	   of	   each	   homologue.	   The	   understanding	   of	   genetic	   inheritance	   was	  
underpinned	   by	   the	   work	   of	   Gregor	   Mendel,	   and	   his	   theory	   of	   Mendelian	  
inheritance	  by	  which	  chromosomes	  segregate	  in	  a	  2:2	  fashion.	  However,	  study	  in	  
N.	  crassa	   revealed	   that	   gene	   conversion,	   a	   non-­‐‑reciprocal	   exchange	   event,	   could	  
happen	   to	   cause	   non-­‐‑Mendelian	   segregation	   (3:1)	   (Lindegren	   1955;	   Mitchell	  
1955).	  Gene	  conversion	   is	  associated	  with	  a	  CO	  if	   the	  homologous	  chromosomes	  
are	   heterozygous	   for	   the	   DSB	   locus	   region.	   During	   the	   process	   of	   CO	   formation	  
(section	  1.5.1)	  the	  resected	  strand	  of	  the	  DSB	  invades	  the	  homologue,	  and	  anneals	  
with	   the	   reciprocal	   homologous	   region	   between	   two	   Holliday	   junctions.	   In	   the	  
cases	   where	   heterozygous	   strands	   anneal	   together,	   the	   heteroduplex	   DNA	   is	  
repaired	  using	  mis-­‐‑match	  repair	  (MMR)	  mechanisms.	  This	  results	  in	  conversion	  of	  
one	   of	   the	   two	   strands	   to	   the	   genotype	   of	   the	   complimentary	   strand	   (gene	  
conversion)	   (Chen	   et	   al.	   2007).	   In	   cases	   where	   MMR	   fails	   mismatched	  
heteroduplex	   DNA	   persists,	   resulting	   in	   another	   type	   of	   non-­‐‑Mendelian	  
inheritance	   called	   post-­‐‑meiotic	   segregation	   (PMS),	   resulting	   in	   various	   types	   of	  
segregation	  patterns.	   In	  PMS,	   inheritance	  of	  heteroduplex	  DNA	  is	  corrected	   later	  
after	  meiosis,	   creating	   colonies	   that	   have	   a	   segmented	   appearance	   due	   to	   their	  
varying	  genotypes	  following	  repair	  (White	  et	  al.	  1985).	  A	  model	  for	  recombination	  
was	   then	   required	   to	   account	   for	   the	   various	   outcomes	   of	   meiosis,	   and	   the	  
structure	  of	  DNA	  was	  integral	  to	  this	  understanding.	  	  
	  	  	  	  	  Early	  models	  struggled	  to	  reconcile	  the	  observations	  of	  segregation,	  but	  in	  1964	  
Robin	   Holliday	   provided	   the	   first	   solution	   to	   account	   for	   the	   available	   data.	  
Holliday	  proposed	  that	  COs	  were	  initiated	  by	  the	  formation	  of	  single-­‐‑strand	  nicks,	  
one	  on	  each	  homologue,	  that	  led	  to	  exchange	  of	  single	  strands.	  This	  accounted	  for	  
heteroduplex	   DNA	   formation,	   and	   described	   a	   four-­‐‑stranded	   intermediate	   now	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known	  as	  a	  Holliday	  junction,	  that	  could	  be	  resolved	  to	  yield	  reciprocal	  exchange	  
of	  homologues	  (Holliday	  1964).	  Over	   time	  this	  model	  could	  not	   fully	  account	   for	  
all	   non-­‐‑Mendelian	   inheritance	   patterns,	   leading	   to	   many	   revisions	   by	   different	  
groups	   over	   the	   coming	   decades.	   A	   mechanism	   in	   which	   DSBs	   initiated	  
recombination	  was	  first	  proposed	  in	  1976	  (Resnick	  1976),	  but	  it	  was	  not	  until	  the	  
1980’s	  that	  the	  idea	  took	  hold.	  In	  1983	  Jack	  Szostak	  proposed	  the	  first	  iteration	  of	  
the	  double-­‐‑strand	  break	  repair	  (DSBR)	  model,	  which	  is	  currently	  accepted	  as	  the	  
best	  model	  for	  recombination	  (Szostak	  et	  al.	  1983).	  The	  best	  description	  of	  meiotic	  
recombination	  over	  all	  arises	  from	  a	  model	  combining	  the	  principles	  of	  DSBR	  and	  
an	   NCO	   pathway	   called	   synthesis-­‐‑dependent	   strand	   annealing	   (SDSA)	   (section	  
1.5.2).	  This	  model	  is	  by	  no	  means	  complete,	  e.g.	  it	  does	  not	  reconcile	  the	  different	  
activities	  of	  various	  nucleases	  and	  MMR-­‐‑related	  proteins	  known	  to	  be	  necessary	  
for	  subsets	  of	  COs	  within	  species,	  or	  the	  different	  requirements	  between	  species.	  	  	  
1.5.1	  Repair	  to	  yield	  crossovers	  
	  	  	  	  	  The	  refined	  hypothesis	  of	  DSBR	  presents	  a	  model	  in	  which	  Spo11	  forms	  DSBs	  at	  
a	  hotspot	  in	  one	  homologue.	  The	  DSB	  is	  resected	  on	  each	  side	  in	  a	  5’	  à	  3’	  direction	  
yielding	   a	   length	   of	   	   3’	   ssDNA.	   One	   of	   the	   resected	   strands	   carries	   out	   strand	  
invasion	   of	   the	   homologue,	   displacing	   the	   complimentary	   strand	   to	   form	   a	  
displacement-­‐‑loop	   (D-­‐‑loop)	   as	   it	   searches.	   The	   D-­‐‑loop	   is	   caught	   by	   the	   second	  
resected	  3’	  strand.	  As	  each	  strand	  anneals	   to	   its	  reciprocal	  region	  of	  homology	  a	  
Holliday	   junction	   is	   formed,	   and	   these	   two	   junctions	   together	   form	   a	   double-­‐‑
Holliday	   junction	   (dHJ)	   (Gilbertson	  1996;	  Stahl	  1996)	   (figure	  1.7).	  Asymmetrical	  
cleavage	  of	  the	  dHJ	  structure	  yields	  a	  crossover,	  while	  symmetrical	  cleavage	  yields	  
a	   non-­‐‑crossover	   (Manhart	   &	   Alani	   2016).	   Cleavage	   of	   dHJs	   is	   carried	   out	   by	  
enzymes	  known	  as	   resolvases.	  Resection	  and	   formation	  of	   joint	  molecules	   (JMs)	  
can	  be	  detected	  by	  Southern	  blot,	  as	  each	  step	  of	  DSB	  formation	  and	  repair	  creates	  
a	   corresponding	   sized	   species	   of	   DNA,	   supporting	   the	   DSBR	  model.	   Continuous	  
resection	  over	  varying	  distances	  causes	  species	  of	  differing	  sizes,	  seen	  as	  a	  smear	  
on	  Southern	  blots	  due	  to	  the	  various	  migrations	  during	  electrophoresis	  (Cao	  et	  al.	  
1990;	  Bishop	  et	  al.	  1992).	  JMs,	  including	  dHJs	  and	  single-­‐‑end	  invasions	  (SEIs)	  can	  
also	  be	  seen	  as	  distinct	  species	  of	  specific	  molecular	  weights	  (Weiner	  &	  Kleckner	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1994;	   Schwacha	  &	  Kleckner	  1994;	  Hunter	  &	  Kleckner	  2001).	  Resolution	  of	  dHJs	  
seems	  to	  be	   the	  dominant	  pathway	  of	  CO	   formation	   in	  S.	  cerevisiae,	  but	   it	   is	  also	  
possible	   to	   obtain	   COs	   from	   non-­‐‑dHJ	   single	   end	   invasion	   (SEI)	   intermediates	  
(Matos	  &	  West	  2014).	  	  
Recombinases	  
	  	  	  	  	  Following	   resection	   of	   DSBs	   to	   yield	   3’	   strands	   of	   DNA,	   proteins	   called	  
recombinases	  bind	  to	  the	  ssDNA,	  forming	  presynaptic	  filaments	  (tracts	  of	  protein-­‐‑
coated	  DNA).	  Recombinases	  promote	  two	  key	  process	  in	  recombination.	  First,	  the	  
filaments	  invade	  and	  bind	  the	  complementary	  strand	  of	  the	  dsDNA,	  in	  a	  step	  called	  
strand	   invasion.	   Next	   the	   paired	   region	   expands,	   displacing	   the	   complimentary	  
strand	  as	  it	  goes,	  in	  a	  step	  called	  DNA	  strand	  exchange.	  The	  two	  recombinases	  in	  S.	  
cerevisiae	  are	   homologues	   of	   bacterial	   RecA:	   Rad51	   and	   meiosis	   specific	   Dmc1	  
(Bishop	  et	  al.	  1992;	  Shinohara	  et	  al.	  1992;	  Ogawa	  et	  al.	  1993;	  Hong	  et	  al.	  2001).	  
Rad51	  is	  the	  principle	  recombinase	  in	  mitosis,	  while	  Dmc1	  is	  exclusive	  to	  meiosis.	  
Rad51	   is	   also	   required	   in	  meiosis	   to	  promote	  Dmc1	  activity	   (Cloud	  et	   al.	   2012).	  
This	  supporting	  role	   for	  Rad51	   is	   independent	  of	   its	  enzymatic	  activity,	  as	  Hed1	  
has	  been	  shown	  to	  inhibit	  Rad51	  during	  meiosis	  in	  order	  to	  promote	  invasion	  of	  
the	   homologous	   chromatid	   rather	   than	   the	   sister	   as	   in	   mitosis	   (Tsubouchi	   &	  
Roeder	  2006;	  Busygina	  et	  al.	  2008;	  Busygina	  et	  al.	  2012).	  RPA	  associated	  with	  the	  
3’	   ssDNA	   	   stabilises	   the	   strand	   and	   promotes	   nucleoprotein	   filament	   formation.	  
Rad51	   and	   Dmc1	   also	   require	   Rad54	   and	   Tid1	   respectively	   for	   regulating	   their	  
loading	  and	  activity	  during	  recombination	  (Petukhova	  et	  al.	  1998;	  Shinohara	  et	  al.	  
2000;	  Shinohara	  et	  al.	  2003;	  Holzen	  et	  al.	  2006).	  Earlier	  study	  of	  Rad51	  and	  Dmc1	  
foci	   in	  S.	  cerevisiae	   had	   suggested	   a	  model	   by	  which	  Rad51	   and	  Dmc1	   associate	  
with	   opposing	   strands	   at	   the	   break	   as	   homofilaments	   through	   an	   asymmetric	  
loading	  mechanism	  (Shinohara	  et	  al.	  2000;	  Kurzbauer	  et	  al.	  2012).	  This	  model	  did	  
not	   account	   for	   a	   few	   key	   observations;	   Rad51	   is	   required	   for	   Dmc1	   assembly	  
(Cloud	  et	  al.	  2012),	  Rad51	  is	  catalytically	  inactive	  though	  both	  strands	  are	  known	  
to	  catalyse	  strand	  exchange	   (Oh	  et	  al.	  2007),	  and	   there	  was	  no	  apparent	  control	  
for	  mutually	  exclusive	  loading.	  More	  recent	  work	  in	  S.	  cerevisiae,	  using	  new	  super-­‐‑
resolution	  dSTORM	  microscopy,	  supports	  a	  model	  in	  which	  both	  Rad51	  and	  Dmc1	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load	   on	   to	   each	   DSB	   end	   together	   in	   a	   heterofilamentous	   fashion,	   over	   a	   short	  
stretch	  of	  ~100nt	  (Brown	  et	  al.	  2015).	  
Template	  choice	  
	  	  	  	  	  As	  meiotic	  DSB	  repair	  is	  a	  modified	  version	  of	  the	  mitotic	  HR	  repair	  pathway,	  it	  
is	  important	  to	  ensure	  that	  it	  results	  in	  sufficient	  strand	  invasion	  of	  the	  homologue	  
and	   not	   the	   sister	   chromatid.	   The	   mechanisms	   behind	   this	   bias	   may	   be	   direct,	  
positively	   influencing	   inter-­‐‑homologue	   (IH)	   invasion	   (Goldfarb	   &	   Lichten	   2010;	  
Terentyev	   et	   al.	   2010),	   or	   indirect,	   creating	   a	   barrier	   to	   inter-­‐‑sister-­‐‑chromatid	  
recombination	   (BSCR)	   (Niu	   et	   al.	   2005;	   Niu	   et	   al.	   2007;	   Niu	   et	   al.	   2009).	   The	  
meiosis	   specific	   kinase	   Mek1	   has	   been	   shown	   to	   orchestrate	   many	   of	   the	  
components	  required	  for	  IH	  bias	  (Niu	  et	  al.	  2005;	  Niu	  et	  al.	  2007;	  Niu	  et	  al.	  2009;	  
Penedos	   et	   al.	   2016).	   As	   described	   in	   section	   1.3.3,	   Hop1	   phosphorylation	   by	  
Mec1/Tel1	   (Carballo	   et	   al.	   2008;	   Lo	   et	   al.	   2014)	   leads	   to	   activation	   of	   Mek1,	  
helping	   to	  establish	   IH	  bias	  needed	   for	  meiotic	   recombination	   (Joshi	  et	  al.	  2009;	  
Wu	  et	  al.	  2010;	  Hayashi	  et	  al.	  2010;	  Zanders	  et	  al.	  2011).	  Mek1	  targets	  accessory	  
proteins	   of	  Rad51	   (Rad54	   and	  Rdh54),	   blocking	   their	   interaction	  with	  Rad51	   in	  
order	   to	  decrease	   IS	  strand	   invasion	  (Niu	  et	  al.	  2009).	  Mek1	  hyper-­‐‑activation	  by	  
Hop1	  also	   leads	  to	  meiotic	  arrest	   in	   the	  dmc1∆	   cells,	  blocking	  progression	   in	  the	  
absence	  of	  IH	  invasion	  (Penedos	  et	  al.	  2016).	  Srs2,	  a	  DNA	  helicase	  with	  translocase	  
activity,	   has	   also	   been	   shown	   to	   promote	   IH	   bias	   by	   dismantling	   Rad51	   from	  
nucleofilaments	   (Sasanuma	   et	   al.	   2013).	   Not	   all	   IS	   recombination	   is	   inhibited	  
however,	   suggesting	   a	   balance	   between	   IH	   and	   IS	   recombination	   may	   exist	   to	  
ensure	  appropriate	  numbers	  of	  COs	  are	  formed	  (Goldfarb	  &	  Lichten	  2010).	  
Resolvases	  
	  	  	  	  	  Joint	  molecule	  intermediates	  must	  be	  resolved	  appropriately	  to	  yield	  COs.	  The	  
enzymes	  responsible	  for	  this	  step	  are	  known	  as	  resolvases,	  but	  identification	  of	  a	  
eukaryotic	  HJ	  resolvase	  has	  proven	  to	  be	  a	  challenge.	  Bacterial	  resolvase	  RuvC	  is	  
known	   to	   process	   HJs	   (Iwasaki	   et	   al.	   1991),	   and	   has	   been	   used	   in	   in	   vitro	  
experiments	   to	   study	  HJs	   in	  eukaryotic	   cells	   (Schwacha	  &	  Kleckner	  1995).	  Early	  
studies	  into	  eukaryotic	  resolvases	  revealed	  a	  role	  for	  Mus81	  and	  Eme1,	  S.	  pombe	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proteins	  important	  in	  the	  resolution	  of	  meiotic	  HJs	  (Boddy	  et	  al.	  2001;	  Osman	  et	  al.	  
2003;	  Smith	  et	  al.	  2003).	  However,	  in	  S.	  cerevisiae	  and	  mouse	  models	  this	  was	  not	  
found	  to	  be	   the	  case	  (De	   los	  Santos	  et	  al.	  2003;	  McPherson	  et	  al.	  2004),	  perhaps	  
because	   S.	   pombe	   meiosis	   tends	   to	   create	   COs	   through	   single	   HJ	   intermediates	  
while	   S.	   cerevisiae	   and	   mice	   use	   dHJs	   (Cromie	   et	   al.	   2006).	   Other	   candidates	  
include	  mammalian	  Gen1	  (Yen1	  in	  S.	  cerevisiae)	  and	  mammalian	  Slx1/Slx4	  (Y	  Ip	  
et	   al.	   2008;	   Fekairi	   et	   al.	   2009;	   Svendsen	   et	   al.	   2009;	   Sarbajna	   &	   West	   2014).	  
Resolvases	   of	   dHJs	   have	   been	   harder	   still	   to	   establish.	   DNA	   mismatch	   repair	  
proteins	   Mlh1-­‐‑Mlh3	   (MutLγ)	   have	   been	   shown	   to	   promote	   CO	   formation	   in	   S.	  
cerevisiae	  meiosis.	  Candidates	  for	  directing	  Mlh1-­‐‑	  Mlh3	  functions	  are	  Msh4-­‐‑Msh5,	  
Sgs1-­‐‑Top3-­‐‑Rmi1,	   and	   Exo1	   (Zakharyevich	   et	   al.	   2012;	   Manhart	   &	   Alani	   2016).	  
Originally	   believed	   to	   be	   a	   CO	   suppressor,	   RecQ	   helicase	   Sgs1	   (human	   BLM	  
homologue)	  has	  now	  been	  shown	  to	  promote	  CO	  formation	  along	  with	  Top3	  and	  
Rmi1	   (Tang	  et	  al.	  2015;	  Kaur	  et	  al.	  2015).	  Zakharyevich	  et	  al	  demonstrated	   that	  
interaction	   between	   Exo1	   and	  MutLγ	   via	   Mlh1	   is	   essential	   for	   normal	   levels	   of	  
recombination	   in	   meiosis,	   in	   a	   mechanism	   independent	   of	   Exo1’s	   nuclease	  
function	  (Zakharyevich	  et	  al.	  2010).	  Their	  findings	  suggest	  a	  model	   in	  which	  this	  
interaction	  promotes	  nuclease	  activity	  of	  Mlh3,	  necessary	  for	  resolution	  of	  dHJs	  to	  
yield	   COs.	  MutLγ	   appears	   to	   function	   at	   hotspots	   in	   a	   Hop1-­‐‑dependent	   fashion,	  
suggesting	  chromatin	  structure	  helps	  to	  influence	  meiotic	  CO	  resolution	  (Medhi	  et	  
al.	  2016).	  
1.5.2	  Repair	  to	  yield	  non-­‐‑crossovers	  
	  	  	  	  	  Not	   all	   DSBs	   are	   processed	   to	   yield	   COs.	   In	   S.	   cerevisiae	   140-­‐‑170	   DSBs	   are	  
estimated	   to	  be	   formed	  during	  meiosis	   (Buhler	   et	   al.	   2007),	   and	  around	  60%	  of	  
these	  become	  COs	  (Mancera	  et	  al.	  2008).	  At	  least	  one	  chiasma	  per	  chromosome	  is	  
necessary	  for	  normal	  disjunction	  (the	  obligate	  crossover)	  (Page	  &	  Hawley	  2003).	  
A	  lot	  of	  time	  and	  energy	  is	  invested	  in	  this	  process	  of	  forming	  and	  repairing	  many	  
breaks,	   perhaps	   as	   a	   safety	  measure	   to	   guarantee	   a	   CO	   is	   achieved	   rather	   than	  
relying	  on	  the	  success	  of	  a	  single	  event.	  DSBs	  that	  do	  not	  become	  COs	  must	  still	  be	  
repaired,	   and	   instead	   result	   in	   NCOs.	   NCOs	  may	   arise	   at	   any	   point	   prior	   to	   dHJ	  
formation,	  as	  it	  has	  been	  demonstrated	  that	  all	  dHJs	  resolve	  to	  form	  COs	  (Hunter	  &	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Kleckner	   2001).	   If	   NCOs	   arose	   from	   a	   similar	   pathway	   to	   COs,	   it	   would	   be	  
anticipated	   that	   both	   would	   appear	   contemporaneously.	   Indeed,	   when	   purified	  
dHJs	   are	   treated	   with	   bacterial	   resolvase	   RuvC	   both	   CO	   and	   NCO	   products	   are	  
formed	   (Schwacha	   &	   Kleckner	   1995).	   Instead,	   in	   vivo	   evidence	   suggests	   NCOs	  
appear	   first	   by	   about	   an	   hour,	   and	   preceding	   dHJ	   formation	   (Allers	   &	   Lichten	  
2001).	  No	   further	  NCOs	  are	  observed	   subsequently	  with	   the	   appearance	  of	  COs,	  
supporting	   the	   hypothesis	   that	   the	   mechanisms	   behind	   each	   are	   mutually	  
exclusive.	  Additionally,	  in	  the	  CO	  deficient	  ndt80∆	  background,	  levels	  of	  NCOs	  are	  
unchanged,	   implying	   that	  at	   this	   stage	   the	   two	  pathways	  have	  diverged,	  and	   the	  
CO	  intermediates	  are	  unable	  to	  be	  reversed	  (Allers	  &	  Lichten	  2001).	  While	  COs	  are	  
accounted	   for	   by	   the	   DSBR	   model,	   SDSA	   is	   believed	   to	   be	   responsible	   for	   the	  
formation	  of	  NCOs.	  
Synthesis-­‐‑dependent	  strand	  annealing	  (SDSA)	  
	  	  	  	  	  Synthesis	   dependent	   strand	   annealing	   (SDSA)	   is	   the	   major	   pathway	   for	  
formation	  of	  NCOs	  (Allers	  &	  Lichten	  2001;	  Villeneuve	  &	  Hillers	  2001;	  McMahill	  et	  
al.	  2007).	  In	  SDSA	  DSBs	  are	  processed	  as	  in	  the	  DSBR	  model,	  and	  strand	  invasion	  
proceeds	   to	   the	   stage	   of	   D-­‐‑loop	   formation,	   priming	  DNA	   synthesis	   from	   the	   SEI	  
intermediate.	  At	   this	   point,	   rather	   than	   second	   end	   capture,	   the	   invading	   strand	  
dissociates.	  The	  synthesized	   region	  of	   this	   strand	  anneals	   to	   the	   complementary	  
single	  strand	  from	  the	  other	  side	  of	  the	  break,	  and	  the	  D-­‐‑loop	  reanneals	  the	  duplex	  
of	   the	  donor.	  The	  donor	   is	  not	  modified	  or	   cleaved,	   and	   so	   the	   end	  product	   is	   a	  
non-­‐‑crossover	  (Anderson	  &	  Sekelsky	  2010)	  (Figure	  1.7).	  The	  3’à5’	  helicase	  Srs2	  
is	  believed	  to	  moderate	  the	  dissociation	  of	  the	  invading	  strand,	  by	  interfering	  with	  
Rad51	  filament	  formation	  (Dupaigne	  et	  al.	  2008)	  	  and	  directing	  the	  heteroduplex	  
towards	  DNA	  synthesis	  in	  a	  moving	  bubble,	  reducing	  stability	  of	  the	  intermediate	  
compared	  to	  a	  D-­‐‑loop	  and	  promoting	  SDSA	  (Miura	  et	  al.	  2013).	  
Single-­‐‑strand	  annealing	  (SSA)	  
	  	  	  	  	  Single-­‐‑strand	  annealing	  (SSA)	  is	  an	  intra-­‐‑chromosomal	  repair	  method	  used	  for	  
repair	  of	  DSBs	  between	   two	  regions	  of	   repeated	  DNA	  without	  use	  of	  a	   template.	  
Breaks	   initially	   undergo	   resection	   as	   in	   DBSR,	   however	   this	   resection	   usually	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proceeds	   over	   many	   kilobases,	   much	   further	   than	   in	   DSBR.	   Exposure	   of	   the	  
repeated	   DNA	   results	   in	   annealing	   of	   the	   complimentary	   regions	   of	   homology.	  
Regions	  as	  small	  as	  30bp	  can	  provide	  sufficient	  homology	  for	  SSA	  (Villarreal	  et	  al.	  
2012).	   The	   intervening	   sequence	   proximal	   to	   the	   break	   creates	   a	   flap,	   and	   is	  
excised	   by	   Rad1-­‐‑Rad10	   resulting	   in	   deletion	   of	   the	   region	   (Schiestl	   &	   Prakash	  
1990).	   The	   resultant	   gaps	   are	   closed	   by	   DNA	   synthesis.	   This	   pathway	   is	  
predominantly	   used	   in	   mitosis,	   as	   resection	   in	   meiosis	   does	   not	   proceed	   over	  
sufficiently	   long	   distances.	   Some	   recent	  work	   by	   a	   PhD	   student	   in	   the	   Goldman	  
Lab,	  Tzu	  Ling	  Tseng,	  demonstrated	  that	  in	  certain	  circumstances	  meiotic	  cells	  will	  
carry	  out	  SSA	  (thesis).	  	  
1.5.3	  Controlling	  global	  distribution	  of	  crossovers	  
	  	  	  	  	  In	   order	   to	   regulate	   the	   location	   and	   quantity	   of	   DSBs,	   cells	   have	   developed	  
mechanisms	  to	  control	  the	  global	  distribution	  of	  DSBs	  and	  their	  repair	  products.	  It	  
is	  important	  to	  form	  sufficient	  COs	  for	  effective	  pairing	  of	  homologues	  while	  also	  
minimising	   the	   risk	   of	   surplus	   interactions	   that	  may	   secure	   them	   too	   tightly,	   as	  
both	  too	  few	  or	  too	  many	  could	  cause	  non-­‐‑disjunction	  events.	  
Recombination	  nodules	  
	  	  	  	  	  	  From	  leptotene	  of	  MI	  it	  is	  possible	  to	  observe	  regions	  of	  chromatin	  destined	  to	  
become	   DSBs,	   known	   as	   recombination	   nodules	   (Carpenter	   1975).	   Electron	  
microscopy	   reveals	   these	   nodules	   in	   almost	   all	   sexual	   organisms,	   finding	   early	  
nodules	   (EN)	   during	   late	   leptotene	   and	   zygotene,	   followed	  by	   late	   nodules	   (LN)	  
observed	   in	   pachytene	   (Zickler	   &	   Kleckner	   1999).	   The	   number	   of	   nodules	  
corresponds	  to	  the	  number	  of	  DSBs	  formed,	  and	  the	  number	  of	  ENs	  that	  go	  on	  to	  
become	   LNs	   corresponds	   to	   the	   number	   and	   distribution	   of	   COs	   formed	   and	  
correlate	  with	   chiasmata,	   leading	   to	   the	   conclusion	   that	  LNs	  are	   likely	  DSB	  sites	  
that	   have	   progressed	   to	   become	   COs,	   and	   the	   remainder	   are	   NCOs	   (Zickler	   &	  
Kleckner	  1999;	  Mancera	  et	  al.	  2008).	  Before	  the	  discovery	  of	  proteins	  associated	  
with	  crossing	  over,	  LNs	  were	  used	  to	  monitor	  chiasmata	  formation.	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Crossover	  interference	  	  
	  	  	  	  	  Distribution	  of	  crossovers	  is	  governed	  by	  a	  phenomenon	  called	  interference,	  by	  
which	  recombination	  events	  are	  spaced	  less	  closely	  than	  would	  be	  expected	  from	  
a	  random	  distribution.	  The	  effect	  was	  first	  described	  more	  than	  a	  century	  ago,	  and	  
has	   persisted	   through	   decades	   of	   further	   study.	   Several	  mechanisms	   have	   been	  
proposed	   for	   how	   interference	   is	   established	   in	   the	   cell,	   most	   commonly	   the	  
mechanical	  stress	  model,	   the	  polymerisation	  model,	  and	  the	  counting	  model,	  but	  
one	   is	   still	   yet	   to	   be	   determined	   as	   the	   preferred	   explanation	   (Berchowitz	   &	  
Copenhaver	   2010).	   The	   mechanical	   stress	   model	   posits	   that	   the	   structure	   of	  
meiotic	   chromatin	   exerts	   tension	   across	   the	   chromosome,	   leading	   to	   areas	   of	  
increased	   stress	   which	   when	   broken	   (by	   a	   DSB)	   relieve	   the	   tension	   on	   the	  
surrounding	  area,	  reducing	  the	  likelihood	  of	  further	  DSB	  formation	  (Kleckner	  et	  al.	  
2004).	  However	  this	  model	  makes	  it	  difficult	  to	  account	  for	  how	  COs	  would	  reduce	  
tension	   differentially	   to	   DSBs	   resulting	   in	   NCOs.	   The	   polymerisation	   model	  
proposes	   that	   early	   recombination	   machinery	   assembles	   at	   hotspots	  
independently	  of	  other	  loci,	  and	  then	  subsequently	  initiate	  a	  polymerisation	  event	  
along	   the	  axis,	  as	  ZMM	  proteins	  are	  known	  to	  help	  stabilise	  CO	   intermediates	  at	  
the	  point	  of	  strand	  invasion	  (Lynn	  et	  al.	  2007).	  The	  polymerisation	  of	  one	  region	  
supresses	   that	  of	  others	  nearby,	  and	   these	  sites	  of	   initiation	  progress	   to	  become	  
LNs	  (King	  &	  Mortimer	  1990).	  Experiments	  have	  shown	  that	   the	  SC	  machinery	   is	  
dispensable	   for	   interference,	   and	   NCOs	   still	   form	   in	   the	   absence	   of	   ZMM	  
components,	  contradicting	  this	  theory	  (Shinohara	  et	  al.	  2008).	  The	  counting	  model	  
suggests	   a	  more	   organised	  mathematical	  model,	   by	  which	   COs	   are	   interspersed	  
between	   set	   numbers	   of	   NCOs,	   in	   a	   fixed	   proportion	   (Foss	   &	   Stahl	   1995).	   This	  
cannot	  fully	  account	  for	  crossover	  homeostasis,	  which	  allows	  for	  chromosomes	  to	  
still	  attain	  the	  required	  number	  of	  COs	  in	  the	  presence	  of	  reduced	  DSBs	  (Martini	  et	  
al.	   2006).	   Each	   model	   has	   strengths	   and	   weaknesses	   with	   respect	   to	   the	  
experimental	  findings,	  and	  further	  understanding	  of	  the	  interference	  process	  has	  
been	   hindered	   by	   difficulties	   in	   isolating	   the	   proteins	   involved.	   	   The	   models	  
described	  here	  all	  attempt	  to	  explain	  “cis	  interference”,	  that	  is	  how	  cells	  regulate	  
to	   distribution	   of	   COs	   along	   the	   same	   chromosome.	  More	   recently	   attention	  has	  
turned	   to	   potential	  mechanisms	   for	   “trans	   interference”,	   investigating	   how	   cells	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prevent	   DSBs	   being	   instigated	   at	   the	   reciprocal	   site	   on	   the	   homologous	  
chromosome	  (Zhang	  et	  al.	  2011).	  Both	  classes	  of	  interference	  are	  dependent	  upon	  
DNA	  damage	   response	   kinase	   Tel1,	   as	   abolishing	   Tel1	   leads	   to	  DSBs	   forming	   at	  
ranges	  expected	  by	  chance	  (Garcia	  et	  al.	  2015).	  	  	  	  
1.6	  The	  meiotic	  checkpoint	  network	  
	  	  	  	  For	   faithful	   meiosis	   yielding	   balanced	   gametes,	   cells	   rely	   on	   intricate	  
surveillance	   mechanisms	   capable	   of	   signalling	   both	   normal	   progression	   and	  
instances	   of	   abnormal	   recombination.	   These	   checkpoints	   create	   dependent	  
relationships	  between	  otherwise	  independent	  processes,	  ensuring	  that	  conditions	  
for	   each	   stage	   are	   correct	   (Roeder	   &	   Bailis	   2000;	   Hochwagen	   &	   Amon	   2006;	  
Longhese	   et	   al.	   2009;	   MacQueen	   &	   Hochwagen	   2011;	   Gray	   &	   Cohen	   2016).	   In	  
occasions	   when	   cells	   deviate	   from	   their	   normal	   processes	   this	   surveillance	  
permits	   a	   delay	   or	   termination	   of	   the	   cycle	   to	   protect	   the	   integrity	   of	   the	  
population.	  	  	  	  
	  	  	  	  	  S.	  cerevisiae	  has	  12	  key	  proteins	  that	  are	   involved	   in	  signalling	  during	  meiosis	  
(Table	   1.1)	   all	   of	   which	   share	   homologues	   across	   the	   eukaryotic	   domain	  
(Subramanian	  &	  Hochwagen	  2015).	  The	   following	   is	  a	  brief	   consideration	  of	   the	  
checkpoints	  and	  some	  key	  players	  involved	  in	  meiotic	  progression.	  	  	  
	  	  	  	  	  	  	  	  	  	  Meiotic	   replication	   –	   completing	   replication	   prior	   to	   DSB	   formation	   is	  
necessary	   to	   ensure	   recombination	   only	   happens	   between	   complete	  
chromosomes,	   and	   prevents	   conflicts	   between	   the	   different	   sets	   of	   machinery	  
(Blitzblau	   &	   Hochwagen	   2013).	   DNA	   repair	   kinase	   Mec1	   (mammalian	   ATR)	  
inhibits	   the	   expression	   of	   Spo11	   (Blitzblau	  &	  Hochwagen	   2013),	   and	   influences	  
the	  localisation	  and	  activity	  of	  DSB	  machinery	  components	  Mer2	  and	  Rec114	  via	  
Rad53.	  	  
	  	  	  	  	  	  	  	  	  	  Synapsis	   &	   asynapsis	   –	   in	   the	   absence	   of	   DSBs,	   synapsis	   formation	   is	  
delayed,	   possibly	   via	   Zip3	   (MacQueen	   &	   Roeder	   2009;	   Serrentino	   et	   al.	   2013).	  
Failure	  to	  synapse	  also	   leads	  to	  activation	  of	  Dot1,	  a	  silencing	  protein	  capable	  of	  
triggering	  pachytene	  arrest	  via	  epigenetic	  histone	  modifications	  influencing	  Pch2	  
(Cavero	  et	  al.	  2016).	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S.# cerevisiae Mammals C.#elegans S. pombe Drosophila Function Checkpoint











Ddc1 RAD9A HPR)9 Rad9p Rad9a PCNAb)like6clamp6
(9)1)16complex)
Pachytene checkpoint
Rad17 RAD1 MRT)2 Rad1p Rad1 PCNA)like6clamp6
(9)1)16complex)
Pachytene checkpoint














Cdc5 several PLK)2 Plo1p Polo Protein6kinase Pachytene exit




Red1 SYCP3 HTP)3 Rec10 C(2)M Chromosome6
axis6component
Inter)homologue6bias
Sir2 several SIR)2 Sir2p Sir2 NAD)dependent6
deacetylase
DSB6site6regulation,6







Table 1.1 – Meiosis checkpoint network proteins and their homologues.
(Table adapted fromSubramanian&Hochwagen2015)
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  DSB	   levels	   –	   as	   previously	   discussed	   in	   section	   1.5.3,	   cis-­‐‑	   and	   trans-­‐‑
interference	   is	   important	   for	   the	   distribution	   of	   DSBs.	   DNA	   repair	   kinase	   Tel1	  
(ATM)	   is	   thought	   to	   inhibit	   repeated	   formation	  of	   superfluous	  DSBs	  at	   the	  same	  
loci	  both	  inter	  and	  intra-­‐‑chromosomally.	  Rec114	  may	  serve	  as	  the	  target	  for	  Tel1,	  
as	  mimicking	   phosphorylation	   by	  Mec1/Tel1	   causes	   a	   notable	   decrease	   in	  DSBs	  
(Carballo	  et	  al.	  2013).	  	  
	  	  	  	  	  	  	  	  	  	  	  DSB	   processing	   &	   failure	   –	   DSB	   formation	   is	   activated	   by	   processes	  
downstream	  of	   CDK	   and	  DDK	   (section	  1.4.2)	   and	  Mec1	   exerts	   positive	   feedback	  
through	   inhibition	   of	   Ndt80	   (Medhi	   et	   al.	   2016).	   The	  MRX	   complex	   senses	   DSB	  
formation	  and	  activates	  Tel1,	  which	  in	  turn	  signals	  the	  initiation	  of	  end	  resection	  
(Usui	  et	  al.	  2001;	  Cartagena-­‐‑Lirola	  et	  al.	  2008).	  Mec1	  is	  also	  activated	  in	  response	  
to	   DSBs	   and	   further	   influences	   resection	   (Cartagena-­‐‑Lirola	   et	   al.	   2008).	   Various	  
checkpoints	  are	  also	  activated	  in	  response	  to	  defective	  DSB	  processing,	  including	  
the	  Pch2	  protein	  involved	  in	  DSB	  formation	  and	  responsible	  for	  arrest	  of	  cells	  at	  
pachytene	  if	  DSBs	  remain	  unrepaired	  (Farmer	  et	  al.	  2012;	  Lo	  et	  al.	  2014).	  	  
	  	  	  	  	  	  	  	  	  	  IH	   bias	   –	   Tel1/Mec1	   phosphorylation	   of	   axis	   protein	   Hop1	   leads	   to	  
activation	  of	  meiosis	  specific	  kinase	  Mek1,	  which	  influences	  choice	  of	  template	  by	  
inhibiting	   the	   recombinase	   activity	   of	   Rad51	   via	   Rad54	   (Carballo	   et	   al.	   2008).	  
Other	  unconfirmed	  targets	  of	  Mek1	  are	  thought	  to	  be	  involved	  in	  this	  process	  (Niu	  
et	  al.	  2009;	  Terentyev	  et	  al.	  2010).	  	  
	  	  	  	  	  	  	  	  	  	  Suppression	   of	   ectopic	   recombination	   –	   a	   poorly	   characterised	  
pathway	   for	   the	   prevention	   of	   non-­‐‑allelic	   recombination	   and	   protection	   of	   DSB	  
ends	   that	   is	   believed	   to	   be	   influenced	  by	   the	   checkpoint	  mechanisms	   via	  Rad54	  
(Shinohara	  &	  Shinohara	  2013).	  	  	  
	  	  	  	  	  	  	  	  	  	  Meiotic	  prophase	  exit	  –	  exit	   is	  controlled	  by	  transcription	  factor	  Ndt80.	  
In	  the	  case	  of	  defective	  synapsis	  or	  DSB	  repair,	  Mec1	  activates	  Mek1	  which	  in	  turn	  
inhibits	  CDK	  via	  the	  action	  of	  Swe1	  (Acosta	  et	  al.	  2011).	  Surveillance	  mechanisms	  
also	  inhibit	  nuclear	  export	  of	  Ndt80,	  preventing	  transcription	  of	  genes	  necessary	  
for	  prophase	  exit	   (Tung	  et	   al.	   2000).	  This	  arrest	   is	   rapidly	   reversible	   should	   the	  
cell	  be	  rescued.	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1.7	  Exo1	  in	  detail	  
	  	  	  	  	  	  Exo1	   is	   a	   nuclease	   with	   5’	   à	   3’	   dsDNA	   exonuclease	   activity	   and	   5’	   flap	  
endonuclease	  activity	  (Lieber	  1997),	  that	  functions	  in	  DNA	  metabolism	  processes	  
including	   mismatch	   repair,	   homologous	   recombination,	   telomere	   maintenance,	  
replication	   and	   checkpoint	   signalling	   (Szankasi	   &	   Smith	   1995;	   Fiorentini	   et	   al.	  
1997;	  Tran	  et	  al.	  2004;	  Bertuch	  &	  Lundblad	  2004;	  Morin	  et	  al.	  2008;	  Zakharyevich	  
et	  al.	  2010).	  In	  the	  absence	  of	  Exo1	  mitotically	  cycling	  cells	  are	  more	  sensitive	  to	  
DNA	   damaging	   agents	   such	   as	   camptothecin	   (Morin	   et	   al.	   2008),	   and	   show	   a	  
reduction	  in	  spore	  viability	  from	  ~98%	  to	  ~80%	  following	  meiosis	  (Fiorentini	  et	  
al.	   1997).	   Conversely,	   increased	   expression	   of	   Exo1	   leads	   to	   hyper-­‐‑resection	   of	  
DNA,	   and	   this	   can	   suppress	   sensitivity	   to	   DNA	   damaging	   agents	   (Tsubouchi	   &	  
Ogawa	  2000;	  Moreau	  et	  al.	  2001).	  	  It	  	  was	  first	  identified	  in	  S.	  pombe	  as	  a	  nuclease	  
expressed	  during	  meiosis	  (Szankasi	  &	  Smith	  1992),	  and	  subsequently	  described	  in	  
S.	  cerevisiae	  as	  a	  nuclease	  important	  in	  recombination	  (section	  1.4.3)	  (Fiorentini	  et	  
al.	  1997;	  Tishkoff	  et	  al.	  1997b).	   It	   is	  part	  of	  a	  wider	   family	  of	  nucleases	  active	   in	  
DNA	  damage	  responses,	  including	  Rad27	  (Fen1	  in	  humans/Rad2	  in	  S.	  pombe)	  and	  
Rad2	   (Xpg1	   in	   humans/Rad13	   in	   S.	   pombe),	   and	   homologues	   have	   been	   found	  
across	   eukaryota,	   including	   in	  H.	  Sapiens,	  M.	  musculus,	   C.	  elegans	   and	   female	  D.	  
melanogaster	  (Digilio	  et	  al.	  1996;	  Tishkoff	  et	  al.	  1998;	  Lee	  et	  al.	  1999;	  Lemmens	  et	  
al.	   2013).	   	   	   	  S.	  cerevisiae	  also	  has	   a	  paralogue	  of	  Exo1,	  Din7,	   that	   arose	   from	   the	  
gene	  duplication	  event	  (Mieczkowski	  et	  al.	  1997).	  Din7	  is	  induced	  by	  DNA	  damage,	  
however	  it	  is	  restricted	  to	  the	  mitochondria	  (Fikus	  et	  al.	  2000).	  	  
	  	  	  	  	  S.	   cerevisiae	  Exo1	   (702	   residues)	   and	   H.	   sapiens	   hExo1	   (846	   residues)	   show	  
variable	   protein	   sequence	   similarity	   along	   the	   length	   of	   the	   protein	   (NCBI	  Blast	  
2016)	  (Figure	  1.8).	  The	  N-­‐‑terminal	  regions	  have	  62%	  sequence	  similarity	  across	  
the	   first	   300	   residues,	   reflecting	   conservation	  of	   the	  N-­‐‑	   and	   I-­‐‑nuclease	  domains.	  
The	   only	   other	   stretch	   of	   significant	   similarity	   (43%)	   spans	   ~80	   residues	  
encompassing	   the	  MIP	   box,	   a	   conserved	  motif	   for	  Mlh1	   binding.	   The	   remaining	  
regions	   of	   the	   C-­‐‑terminus	   flanking	   this	   MIP	   region	   show	   no	   sequence	  
conservation.	  The	  structure	  of	   the	   first	  half	  of	  hExo1,	   incorporating	   the	  nuclease	  
domains,	  has	  been	  solved	  using	  X-­‐‑ray	  crystallography	  (Orans	  et	  al.	  2011).	  These	  
studies	  have	  helped	   to	   illustrate	   the	  mechanism	  by	  which	  Exo1	  binds	  with	  and	  





















Figure 1.8 – Sequence analysis of S. cerevisiae Exo1 and comparison to H. sapiens
sequence
A – Amino acid sequence of S. cerevisiae Exo1, highlighting those residues identified by
Morin et al. as phosphorylated and motifs known to be potential kinase targets. All but one
of the sites identified are located within the latter half of the sequence, of which little is
known in terms of structure and function compared to the well characterised NOterminal
nucleolytic domain.
B – Cartoon structure of H. sapiens NOterminal region of Exo1 bound to DNA obtained via xO
ray crystallography. The 300 nucleotides identified as sharing significant similarity with S.
cerevisiae constitutes this domain, which is responsible for the catalytic function of Exo1.
(Figure from Orans et al. 2011)
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C
C – Screen grab of the alignment results of Exo1 from S. cerevisiae (query) and H. sapiens
(subject).TheMIP box conserved in the CCterminal region is highlighted in orange.
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resects	  DNA,	  and	  demonstrate	  that	  Exo1	  is	  capable	  of	  interacting	  with	  DNA	  in	  the	  
absence	  of	  over	  half	  of	  its	  sequence.	  	  
	  	  	  	  	  Exo1	  has	  a	  second	  role	  in	  meiosis	  in	  addition	  to	  its	  nuclease	  activity,	  as	  part	  of	  
the	   machinery	   responsible	   for	   resolving	   crossovers	   following	   recombination	  
(Zakharyevich	  et	  al.	  2010).	  These	  two	  roles	  are	  distinct	  from	  one	  another	  both	  in	  
timing	  and	  in	  their	  mechanism,	  as	  the	  nuclease	  function	  of	  Exo1	  is	  not	  required	  for	  
its	  resolvase	  activity.	  This	  role	  relies	  on	  interaction	  with	  MutLγ	  complex	  proteins,	  
Mlh1	  and	  Mlh3	  (Zakharyevich	  et	  al.	  2010).	  Absence	  of	  Exo1,	  Mlh1/Mlh3,	  or	  loss	  of	  
their	  interaction,	  leads	  to	  a	  dramatic	  reduction	  in	  crossover	  formation.	  It	  has	  been	  
previously	   demonstrated	   that	   phosphorylation	   plays	   a	   role	   in	   the	   regulation	   of	  
Exo1	   in	  S.	  cerevisiae	   and	  mammalian	  models	   (Morin	  et	  al.	  2008;	  Bolderson	  et	  al.	  
2010;	  Engels	  et	  al.	  2011;	  Tomimatsu	  et	  al.	  2014).	  Morin	  et	  al.	  identified	  four	  serine	  
residues	  S372,	  S567,	  S587	  and	  S692,	  that	  were	  phosphorylated	  in	  S.	  cerevisiae	   in	  
response	   to	  DNA	  damage	   induction.	   They	   produced	  mutant	   alleles	   of	  EXO1	   that	  
were	   either	   non-­‐‑phosphorylatable	   (exo1-­‐‑4S::A)	   or	   mimicked	   phosphorylation	  
(exo1-­‐‑4S::E).	  Examining	  sensitivity	  to	  DNA	  damage	  in	  these	  mutants	  has	  suggested	  
that	   phosphorylation	   inhibits	   the	   activity	   of	   Exo1,	   as	   the	   non-­‐‑phosphorylatable	  
mutant	  exo1-­‐‑4S::A	  is	  less	  sensitive	  to	  DNA	  damage	  than	  its	  wild	  type	  or	  phospho-­‐‑
mimetic	   counterparts.	   In	   addition	   to	   these	   experimental	   findings,	   sequence	  
analysis	   of	   Exo1	   shows	   potential	   targets	   for	   phosphorylation	   by	   Mec1/Tel1.	  
Mec1/Tel1	   homologues	   ATR/ATM	   preferentially	   target	   serine	   or	   threonine	  
residues	   followed	   by	   a	   glutamine	   (S/TQ)	   (Kim	   et	   al.	   1999).	   At	   least	   3	   of	   these	  
motifs	   clustered	  within	   100	   residues	   is	   known	   as	   an	   SCD	   (Traven	  &	  Heierhorst	  
2005),	   and	   SCDs	   have	   been	   identified	   in	   over	   half	   of	   all	   investigated	   ATM/ATR	  
target	  proteins	  (Matsuoka	  et	  al.	  2007).	  Exo1	  exhibits	  3	  potential	  SCDs,	  and	  has	  one	  
stringent	   SCD	   (containing	  more	   than	   3	  motifs	   within	   50	   residues)	   (Figure	   1.8).	  
Further	   potential	   sites	   of	   phosphorylation	  were	   identified	   in	   a	   search	   for	  Mek1	  
motifs,	   characterised	  by	   the	   consensus	   sequence	  RXXT/S	   (Mok	  et	   al.	   2010),	  4	  of	  
which	  were	  identified	  in	  Exo1,	  one	  including	  a	  serine	  residue	  mutated	  by	  Morin	  et	  
al.	  	  
	  	  	  	  	  	  Early	  studies	  in	  human	  cells	  have	  further	  supported	  a	  role	  for	  phosphorylation	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in	   the	   negative	   regulation	   of	   Exo1,	   perhaps	   as	   a	   mechanism	   for	   attenuating	  
resection	   in	   preparation	   for	   recombinase	   loading	   (Bolderson	   et	   al.	   2010).	  More	  
recent	   findings	   have	   shown	   phosphorylation	   of	   other	   residues	   of	   human	   Exo1	  
promote	  recruitment	  and	  resection	  (Tomimatsu	  et	  al.	  2014).	  Taken	  together	  these	  
findings	   suggest	   that	   phosphorylation	   of	   Exo1	   regulates	   its	   localisation	   and	  
activity,	  and	  the	  direction	  of	  this	  influence	  is	  dependent	  on	  the	  residue	  modified.	  
As	   of	   yet	   no	   studies	   into	   whether	   Exo1	   is	   phosphorylated	   during	  meiosis	   have	  
been	  published.	  
1.8	  Initial	  aims	  of	  this	  study	  
	  	  	  	  	  The	  initial	  aims	  of	  this	  study	  were	  to:	  
•   Investigate	   whether	   Exo1	   is	   phosphorylated	   in	   response	   to	   meiotic	   DSB	  
formation	  in	  S.	  cerevisiae.	  	  
•   Investigate	   whether	   the	   Exo1	   phosphorylation	   state	   differs	   between	  
mitotic	  and	  meiotic	  cells.	  
•   Investigate	   whether	   mutants	   of	   mitotic	   phosphorylation	   influence	   the	  
activity	  of	  Exo1	  in	  meiosis.	  
	  	  	  	  	  This	   thesis	  describes	   findings	   from	  experiments	   investigating	  whether	  mitotic	  
phospho-­‐‑mutants	   of	   Exo1	   have	   an	   impact	   upon	  Exo1	   activity	   during	  meiosis	   by	  
examining	   meiotic	   progression,	   processes	   and	   products.	   By	   creating	   a	   tagged	  
version	   of	   Exo1	   and	   these	   mutants,	   protein	   levels	   and	   modifications	   can	   be	  
studied	   to	   determine	   how	   Exo1	   is	   expressed	   and	   if	   it	   is	   phosphorylated	   in	  
response	  to	  DSBs	  during	  meiosis.	  
	  




2.  Materials	  &	  Methods	  
2.1	  Media	  and	  chemicals	  
2.1.1	  Media	  
	  	  	  	  	  All	   media	   were	   prepared	   using	   dH2O	   (deionised	   water)	   except	   when	   stated.	  
Solutions	  were	  autoclaved	  using	  a	  standard	  program:	  no	  free	  steam,	  15	  minutes’	  
sterilization.	  In	  some	  cases,	  solutions	  were	  filter-­‐‑sterilised	  instead	  of	  autoclaving,	  
using	   0.22µm	   filters	   (Sartorius	   Stedim	   Biotech)	   attached	   to	   either	   syringe	   or	  
vacuum	   container,	   depending	   on	   the	   volume.	   Percentage	   concentrations	   given	  
throughout	  are	  w/v	  solids	  and	  v/v	  for	  liquids.	  	  
YPAD	  
	  	  	  	  	  Standard	   yeast	   growth	   medium	   containing	   1%	   Bacto™	   yeast	   extract	  
(BD),	   2%	  Bacto™	  peptone	   (BD),	   2%	  D-­‐‑glucose	   (Fisher	   chemical),	   40mg/L	  
adenine	  hydrochloride	  (Sigma),	  and	  for	  solid	  media	  2%	  Bacto™	  agar	  (BD).	  
	  	  	  	  	  Yeast	   strains	   with	   KanMX	   or	   HphMX4	   genes	   were	   selected	   on	   YPAD	  
plates	   containing	   200µg/ml	   G418-­‐‑disulphide	   (Melfords)	   or	   300µg/ml	  
Hygromycin	   B	   (Duchefa)	   respectively.	   Both	   compounds	   were	   added	   to	  
molten	  autoclaved	  YPAD	  agar	  after	  cooling	  to	  55˚c.	  
	  	  	  	  	  For	  plates	  containing	  methyl	  methanesulphate	  (MMS)	  (Sigma),	  MMS	  was	  
added	   at	   0.005-­‐‑0.02%	   to	   autoclaved	   cooled	   YPAD.	  MMS	   is	   a	   volatile	   and	  
hazardous	   chemical,	   and	   must	   be	   opened	   under	   laminar	   flow	   hood.	   The	  
plates	  must	  be	  used	  within	  12	  hours	  of	  pouring.	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YPG	  
	  	  	  	  	  Medium	   to	   select	   against	   petite	   yeast	   mutants	   ensuring	   healthy	  
mitochondria:	   15%	   glycerol	   (BD),	   1%	   Bacto™	   yeast	   extract	   (BD),	   2%	  
Bacto™	  peptone	  (BD)	  and	  2%	  Bacto™	  agar	  (BD)	  for	  solid	  media.	  	  	  
Dropout	  Media	  (Synthetic	  Complete	  -­‐‑)	  
	  	  	  	  	  Medium	   deficient	   in	   specific	   amino	   acids	   to	   screen	   for	   yeast	  
auxotrophies:	  2%	  D-­‐‑glucose	  (Fisher	  chemical),	  0.67%	  yeast	  nitrogen	  base	  
w/o	   amino	   acids	   (BD),	   0.87g/L	   dropout	   master	   mix	   (see	   Table	   2.1	   for	  
composition)	   (for	   preparing	   SC-­‐‑Thr	   or	   SC-­‐‑Asp	   media,	   0.54g/litre	   master	  
mix	  was	  used),	  200µl/L	  10N	  NaOH	  (Fisher	  chemical)	  to	  obtain	  pH	  5.5,	  and	  
2%	  Bacto™	  agar	   for	   solid	  media.	   Synthetic	   complete	  medium	  contains	   all	  
possible	  supplements.	  
5-­‐‑FOA	  Media	  
	  	  	  	  	  Medium	   for	   selection	   of	   ura-­‐‑	   auxotrophic	   yeast.	   Make	   400ml	   yeast	  
synthetic	   complete	   medium,	   add	   1g	   5-­‐‑fluoroorotic	   acid	   (5-­‐‑FOA)	  
(ZymoResearch)	  and	  sterilise	  by	  filtration.	  Autoclave	  600ml	  dH2O	  with	  20g	  
Bacto™	  agar	   (BD),	   cool	   to	  55˚c	   and	  add	  warmed	  SC	  +	  5FOA	  medium.	  Mix	  
and	  pour	  plates.	  	  
Minimal	  Media	  
	  	  	  	  	  Medium	  to	  test	  yeast	  ploidy	  using	  hAG55	  (a)	  and	  hAG56	  (α)	  (strain	  list	  
Table	  2.3):	  2%	  D-­‐‑glucose	  (Fisher	  chemical),	  0.67%	  yeast	  nitrogen	  base	  w/o	  
amino	  acids	  (BD)	  and	  2%	  Bacto™	  agar	  (BD)	  for	  solid	  media.	  
Potassium-­‐‑Acetate	  Media	  (K-­‐‑Ace)	  
	  	  	  	  	  Medium	   to	   induce	   sporulation	   of	   diploid	   yeast	   cells:	   1%	   potassium	  
acetate	  (Sigma-­‐‑Aldrich),	  0.1%	  Bacto™	  yeast	  extract	  (BD),	  0.05%	  D-­‐‑glucose	  
(Fisher	  chemical)	  and	  2%	  Bacto™	  agar	  (BD)	  for	  solid	  media.	  
















Table 2.1 ) Mass of each amino acid for making master mix for dropout media
(synthetic complete ) )
The relevant amino acid was omitted from the master mix to make the corresponding
dropoutmedia, e.g. ura9 mediawould omit the 800mg of uracil.
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BYTA	  	  
	  	  	  	  	  Medium	   to	   pre-­‐‑induce	   diploid	   yeast	   cells	   for	   synchronous	   sporulation:	  
1%	   Bacto™	   yeast	   extract	   (BD),	   2%	   Bacto™	   tryptone	   (BD),	   1%	   potassium	  
acetate	  (Sigma-­‐‑Aldrich)	  and	  50mM	  potassium	  phthalate	  (Sigma-­‐‑Aldrich).	  
SPM	  
	  	  	  	  	  For	  medium	  to	  synchronously	  sporulate	  pre-­‐‑induced	  diploid	  yeast	  cells:	  
0.3%	   potassium	   acetate	   (Sigma-­‐‑Aldrich)	   and	   0.02%	   raffinose	   (Sigma	  
Aldrich).	  	  
LB	  (Lysogeny	  Broth)	  
	  	  	  	  	  Standard	   medium	   used	   for	   growth	   of	   Escherichia	   coli	   (E.	   coli).	   The	  
formulation	   can	   be	   varied	   for	   salt-­‐‑sensitive	   antibiotics.	   Adjust	   pH	   to	   7.4	  
using	  10N	  NaOH	  (Fisher	  chemical).	  
LB	   –	  Miller	   Normal	   salt:	   1%	   Bacto™	   tryptone	   (BD),	   0.5%	   Bacto™	  
yeast	  extract,	  1%	  NaCl	  (Fisher	  chemical)	  
LB	   –	   Lennox	   Low	   salt	   (for	   salt-­‐‑sensitive	   antibiotics	   such	   as	  
Hygromycin	  B	   or	   Clonat):	   1%	  Bacto™	   tryptone	   (BD),	   0.5%	  Bacto™	  
yeast	  extract,	  0.5%	  NaCl	  (Fisher	  chemical)	  
For	  solid	  media	  1.5%	  Bacto™	  agar	  was	  added.	  For	  selection	  of	  replicating	  
plasmids	  expressing	   resistance	  markers,	   antibiotics	  were	  added	   to	   sterile	  
media	   cooled	   to	   55˚c	   at	   the	   following	   final	   concentrations:	   Ampicillin	  
50µg/ml	  (Sigma-­‐‑Aldrich),	  G418	  50µg/ml	  (Sigma-­‐‑Aldrich)	  or	  Hygromycin	  B	  
100µg/ml	  (Duchefa).	  Plates	  containing	  antibiotics	  must	  be	  used	  within	  one	  
month	  of	  pouring.	  
2TY	  (2	  x	  Yeast	  extract	  and	  Tryptone)	  
	  	  	  	  	  Medium	   for	   cultivation	   of	   E.	   coli	   prior	   to	   treatment	   for	   chemical	  
competency:	   1.6%	  Bacto™	   tryptone	   (BD),	   1%	  Bacto™	   yeast	   extract,	   0.5%	  
NaCl	   (Fisher	   chemical),	   adjusted	   to	   pH	   7.4	   using	   10N	   NaOH	   (Fisher	  
chemical).	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SOC	  (Super	  Optimal	  broth	  with	  Catabolic	  repressor)	  
	  	  	  	  	  Medium	   for	   initial	   outgrowth	  of	  E.	  coli	   following	  heat-­‐‑shock	  during	   the	  
transformation	  of	  chemically	  competent	  cells.	  This	  medium	  is	  rich,	  contains	  
Mg2+	  to	  support	  growth	  at	  higher	  cell	  densities,	  and	  glucose	  as	  a	  catabolic	  
repressor,	   preventing	   expression	   of	   recombinant	   proteins	   potentially	  
damaging	   to	   normal	   cell	   physiology.	   Ready-­‐‑made	   SOC	   media	   (NEB)	   was	  
used.	  	  
2.1.2	  Stock	  solutions	  
Amino	  acid	  and	  base	  stocks	  Stock	  solutions	  of	  amino	  acids	  (Sigma	  Aldrich	  for	  
individual	  amino	  acid/base	  stocks)	  were	  made	  up	  as	  w/v	  (g/100ml)	  in	  dH2O	  and	  
filter	   sterilised	   to	   concentrations	   specified	   in	   Table	   2.2.	   Stocks	   were	   stored	   at	  
room	  temperature,	  histidine	  and	  tryptophan	  were	  stored	   in	  opaque	   falcon	   tubes	  
to	  avoid	  light	  degradation.	  	  
Blocking	   buffer	   5%	  w/v	   skimmed	  milk	   powder	   (Sigma	   Aldrich),	   50mM	  Tris-­‐‑
HCl	  ph	  7.5,	  150mM	  NaCl.	  
Proteinase	   K	   20mg/ml	   proteinase	   K	   in	   10mM	   Tris-­‐‑HCl,	   2mMCaCl2	   and	   50%	  
glycerol	  (filter	  sterilised	  before	  addition	  of	  proteinase	  K,	  aliquoted	  and	  stored	  at	  -­‐‑
20˚c).	  
PMSF	   100	   mM	   PMSF	  in	   isopropanol.	   Aliquot	   into	   1.5ml	   eppendorf	   tubes	   and	  
store	  at	  −20°C.	  
RNase	   10mg/ml	  RNase	  A	   in	  10mM	  Tris-­‐‑HCl	  ph7.5	  and	  22.5mM	  NaCl	  (heated	  to	  
100˚c	  for	  15	  minutes,	  slowly	  cooled	  to	  room	  temp,	  aliquoted	  and	  stored	  at	  -­‐‑20˚c).	  
Protein	   loading	   buffer	   (PLB)	   250mM	   Tris-­‐‑HCl	   (pH	   6.8),	   9.2%	   SDS,	   40%	  
Glycerol,	   0.2%	   (w/v)	   bromophenol	   brilliant	   blue	   (Sigma	   Aldrich),	   and	   make	   to	  
required	   volume	  with	   dH2O.	   Solution	  was	   gently	  warmed	   and	   rolled	   to	   dissolve	  
before	  storing	  at	  -­‐‑20˚c	  as	  900µl	  aliquots.	  Immediately	  before	  first	  use	  100mM	  DTT	  
was	  added	  (100µl	  of	  a	  1M	  stock)	  and	  stored	  at	   -­‐‑20˚c	  between	  uses	  for	  up	  to	  one	  
month.	  









Adenine&sulphate 0.2 20 5
L3Arginine&HCl 1 20 5
L3Aspartic&acid1 1 100 25
L3Glutamic acid 1 100 25
L3Histidine&HCl 1 20 5
L3Isoleucine 1 30 7.5
L3Leucine 1 100 25
L3Lysine&HCl 1 30 7.5
L3Methionine 1 20 5
L3Phenylalanine 1 50 12.5
L3Serine 8 400 100
L3Threonine1 4 200 50
L3Tryptophan 1 20 5
L3Tyrosine 0.2 30 7.5
Uracil 0.2 20 5
L3Valine 3 150 37.5
1Store in opaque falcon tubes
Table 2.2 ( Stock solutions and final working concentrations of amino acids for
supplementation
Amino acids were dissolved in dH2O and filter sterilised.
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TAE	  buffer	  50x	  2M	  Tris-­‐‑acetate,	  50mM	  EDTA	  (all	  Sigma	  Aldrich;	  autoclaved	  and	  
stored	  at	  room	  temperature).	  	  
TBE	  buffer	  5x	  445mM	  Tris-­‐‑base,	  445mM	  boric	  acid,	  10mM	  EDTA-­‐‑disodium	  salt	  
(all	  Sigma	  Aldrich;	  autoclaved	  and	  stored	  at	  room	  temperature).	  	  
TBS	  buffer	  10x	  198mM	  Tris-­‐‑base,	  1.5M	  NaCl,	  to	  pH	  7.6	  with	  10N	  HCl	  (all	  Sigma	  
Aldrich;	  autoclaved	  and	  stored	  at	  room	  temperature).	  	  
TBS-­‐‑T	  0.1%	  1x	  TBS	  with	  0.1%	  TWEEN	  added	  immediately	  prior	  to	  use.	  Stored	  at	  
4˚c	  for	  up	  to	  one	  month.	  
TE	  10x	  100mM	  Tris-­‐‑HCl,	  10mM	  EDTA	  (all	  Sigma	  Aldrich;	  autoclaved	  and	  stored	  
at	  room	  temperature).	  	  	  
2.2	  Molecular	  biology	  techniques	  	  
2.2.1	  DNA	  Restriction	  digests	  
	  	  	  	  	  Purified	  DNA	  of	  genomic,	  plasmid	  or	  PCR	  origin	  was	  digested	  with	  restriction	  
enzymes	   according	   to	   the	   conditions	   specified	   by	   the	   manufacturer	   and	   using	  
sterile	  MilliQ™	  filtered	  water	  (mqH2O).	  	  
•   For	  analysis	  of	  DNA	  double	  strand	  break	  (DSB)	  turnover	  by	  Southern	  blot,	  
1000-­‐‑2000ng	  yeast	  genomic	  DNA	  was	  digested	  with	  10	  units	  of	   specified	  
enzyme	  for	  3	  hours	  at	  37˚c	  in	  a	  reaction	  volume	  of	  20µl.	  	  
•   For	  confirmation	  of	  point	  mutations	  in	  amplified	  DNA,	  5µl	  of	  purified	  PCR	  
product	  was	  digested	  with	  10	  units	  of	  specified	  enzyme	  for	  1	  hour	  at	  37˚c	  
in	  a	  reaction	  volume	  of	  20µl.	  
•   For	   diagnostic	   restriction	   of	   plasmids,	   1µl	   of	   plasmid	   DNA	   was	   digested	  
with	  10	  units	  of	  specified	  enzyme	  for	  1	  hour	  at	  37˚c	  in	  a	  reaction	  volume	  of	  
20µl.	  
•   For	  restriction	  of	  plasmids	  to	   further	  use	   in	  cloning,	  15µl	  of	  plasmid	  DNA	  
was	   digested	   with	   20	   units	   of	   specified	   enzyme	   for	   3	   hours	   at	   37˚c	   in	   a	  
reaction	  volume	  of	  20µl.	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•   For	  double	  digests	  of	  DNA	  to	   further	  use	   in	  cloning,	  30µl	  of	  purified	  DNA	  
was	  digested	  with	   10	  units	   of	   each	   specified	   enzyme	   for	   3	   hours	   at	   37˚c.	  
The	   optimum	   buffer	   was	   determined	   using	   the	   online	   New	   England	  
BioLabs	  Double	  Digest	  Finder	  resource	  (NEB	  n.d.).	  
2.2.2	  DNA	  ligation	  
	  	  	  	  	  Amplified	  DNA	  fragments	  and	  plasmids	  for	  cloning	  were	  restricted	  as	  described	  
and	   subsequently	   purified	   using	   the	  Monarch™	   PCR	   &	   DNA	   Clean-­‐‑up	   Kit	   (NEB)	  
according	  to	  the	  manufacturer’s	  instructions.	  The	  concentration	  of	  fragments	  and	  
linearised	   vector	   were	   determined	   using	   a	   NanoDrop™	   Lite	   spectrophotometer	  
(Thermo	  Scientific).	  The	  molar	  ratio	  of	  vector	  to	  insert	  required	  was	  1:3,	  and	  the	  
mass	   of	   each	   needed	   was	   calculated	   using	   the	   NEBioCalculator™	   v.1.5.0	   online	  
resource.	   The	   required	   volume	   of	   vector	   and	   insert	  were	   ligated	   using	   T4	   DNA	  
Ligase	   (NEB)	   according	   to	   the	   manufacturer’s	   instructions.	   Ligation	   reactions	  
were	   then	   transformed	   into	   chemically	   competent	   Alpha-­‐‑Select	   Silver	   Efficiency	  
cells	  (Bioline)	  for	  cloning.	  	  
2.2.3	  Gibson	  Assembly	  
	  	  	  	  	  Multiple	   overlapping	   fragments	   of	   amplified	   DNA	   were	   ligated	   into	   a	   single	  
segment	   of	   DNA	   suitable	   for	   transformation	   of	   plasmid	   construction	   using	   the	  
Gibson	  Assembly	  method	  (Gibson	  Assembly®	  Cloning	  Kit	  from	  NEB).	  This	  method	  
is	  a	  single	  reaction	  at	  50˚c	  with	  3	  components:	  an	  exonuclease	  to	  resect	  fragment	  
ends	  to	  expose	  ssDNA,	  a	  polymerase	  to	   fill	   in	  gaps	  after	   fragments	  anneal,	  and	  a	  
ligase	  to	  seal	  nicks	  in	  the	  assembled	  DNA.	  The	  assembly	  was	  carried	  out	  according	  
to	  the	  vendors	  instructions.	  
2.2.4	  Ethanol	  Precipitation	  of	  DNA	  
	  	  	  	  	  DNA	   from	   cell	   preparations,	   restriction	   digest	   or	   PCR	  was	   cleaned	   to	   remove	  
reaction	  components	  or	  other	  contaminants.	  A	  1:10	  volume	  of	  3M	  sodium	  acetate	  
(Fisher)	  was	  added	  to	  the	  DNA	  and	  mixed	  by	  gentle	  vortexing.	  A	  2:1	  volume	  of	  ice-­‐‑
cold	   100%	   ethanol	   (Fisher	   chemical)	   was	   then	   added	   to	   the	   DNA	   +	   Na-­‐‑acetate,	  
mixed	  by	  inversion,	  and	  the	  tubes	  then	  incubated	  at	  -­‐‑20˚c	  for	  1	  hour	  to	  allow	  the	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DNA	   to	   precipitate.	   The	   samples	   were	   next	   centrifuged	   at	   14,000rpm	   for	   30	  
minutes	  at	  4˚c	  to	  isolate	  the	  precipitated	  DNA,	  and	  the	  pellet	  washed	  in	  a	  volume	  
of	   70%	   ethanol	   twice	   that	   used	   to	   precipitate	   the	   DNA.	   Following	   washing	   the	  
DNA	  pellet	  was	  air-­‐‑dried	  to	  remove	  all	  traces	  of	  ethanol,	  and	  resuspended	  in	  30-­‐‑
50µl	  sterile	  milliQH2O.	  	  
2.2.5	  Gel	  Purification	  of	  DNA	  
	  	  	  	  	  DNA	  from	  cell	  preparations,	  restriction	  digest	  or	  PCR	  in	  need	  of	  isolation	  from	  
contaminating	  DNA	  was	  separated	  by	  agarose	  gel	  electrophoresis	   in	  1%	  agarose	  
with	  1	  x	  TAE	  and	  ethidium	  bromide.	  The	  DNA	  to	  be	   isolated	  was	  determined	  by	  
comparison	   with	   a	   standard	   size	   ladder,	   GeneRuler™	   1kb	   (Thermo	   Fisher	  
Scientific),	  and	  cut	  from	  the	  gel	  using	  a	  razor	  blade	  on	  a	  UV	  visualiser,	  keeping	  UV	  
exposure	   to	   a	  minimum	   to	   avoid	  DNA	  damage.	  DNA	  was	   then	  purified	   from	   the	  
agarose	  using	   the	  QIAquick	  ™	  Gel	  Extraction	  Kit	   (Qiagen)	  or	   the	  Monarch™	  DNA	  
Gel	  Extraction	  Kit	  (NEB)	  according	  to	  the	  manufacturer’s	  instructions.	  	  	  
2.2.6	  Polymerase	  chain	  reaction	  (PCR)	  
Routine	  PCR	  
	  	  	  	  	  For	   PCR	   of	   templates	   for	   diagnostic	   use,	   amplification	   of	   probe	   DNA,	   or	   uses	  
other	   than	   amplification	   of	   DNA	   to	   be	   used	   in	   cloning	   and	   expression,	   a	   non-­‐‑
proofreading	   enzyme	   was	   used,	   MangoTaq™	   from	   Bioline.	   The	   error	   rate	   of	  
MangoTaq™	  is	  between	  0.8	  –	  2.7x10-­‐‑4/bp.	  	  For	  a	  standard	  50µl	  reaction:	  
•   10µl	  5x	  MangoTaq™	  reaction	  buffer	  
•   2mM	  MgCl2	  (2µl	  50mM	  stock)	  
•   2mM	  dNTP	  (1µl	  100mM	  stock)	  
•   Template	  DNA	  (100-­‐‑1000ng	  gDNA,	  0.1-­‐‑10ng	  plasmid	  or	  1-­‐‑100ng	  PCR)	  
•   0.5µM	  each	  Primer	  (1µl	  25µM	  stock)	  
•   0.02U/µl	  MangoTaq™	  enzyme	  (1µl	  of	  1U/µl	  as	  sold)	  
	  	  	  	  	  Typical	   thermo-­‐‑cycling	   steps	   were	   94˚c	   initial	   denaturation	   for	   2	   minutes,	  
followed	   by	   25-­‐‑35	   cycles	   of:	   94˚c	   30	   seconds	   denaturation,	   x˚c	   for	   30	   seconds	  
annealing	   and	   72˚c	   for	   y	   seconds	   extension,	   where	   x	   =	   the	   lower	   of	   the	   two	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recommended	   primer	   annealing	   temperatures	   and	   y	   =	   30	   seconds	   per	   kb	   of	  
template	   DNA;	   e.g.	   an	   expected	   product	   of	   3.8kb	   would	   require	   120	   seconds	  
extension.	  Reactions	  were	  terminated	  with	  a	  final	  extension	  of	  5	  minutes	  at	  72˚c	  
and	  then	  held	  at	  10˚c	  until	  subsequent	  use,	  or	  stored	  at	  -­‐‑20˚c.	  
Proofreading	  PCR	  
	  	  	  	  	  For	  high	  fidelity	  PCR	  of	  templates	  to	  be	  used	  in	  cloning	  and	  transformation,	  an	  
enzyme	  with	  proofreading	  activity	  was	  used,	  Q5™	  DNA	  Polymerase	  from	  NEB.	  The	  
error	  rate	  of	  Q5™	  is	  between	  0.6	  –	  1.4x10-­‐‑6/bp.	  	  For	  a	  standard	  50µl	  reaction:	  
•   10µl	  5x	  Q5	  reaction	  buffer	  
•   10µl	  5x	  Q5	  High	  GC	  enhancer	  (optional)	  
•   200µM	  dNTP	  (1µl	  10mM	  stock)	  
•   Template	  DNA	  (100-­‐‑1000ng	  gDNA,	  0.1-­‐‑10ng	  plasmid	  or	  1-­‐‑100ng	  PCR)	  
•   0.5µM	  each	  Primer	  (1µl	  25µM	  stock)	  
•   0.02U/µl	  Q5™	  enzyme	  (0.5µl	  of	  2U/µl	  as	  sold)	  
	  	  	  	  	  Typical	   thermo-­‐‑cycling	   steps	   were	   98˚c	   initial	   denaturation	   for	   2	   minutes,	  
followed	   by	   25-­‐‑35	   cycles	   of:	   98˚c	   30	   seconds	   denaturation,	   x˚c	   for	   30	   seconds	  
annealing	   and	   72˚c	   for	   y	   seconds	   extension,	   where	   x	   =	   the	   lower	   of	   the	   two	  
recommended	  primer	  annealing	  temperatures	  plus	  ~3˚c	  (used	  NEB	  Tm	  Calculator	  
for	  optimum)	  and	  y	  =	  20	  seconds	  per	  kb	  of	  template	  DNA;	  e.g.	  an	  expected	  product	  
of	   3.8kb	   would	   require	   80	   seconds	   extension.	   For	   targets	   longer	   than	   6kb	   an	  
extension	  time	  of	  45kn/second	  was	  used.	  Reactions	  were	  terminated	  with	  a	  final	  
extension	   of	   5	   minutes	   at	   72˚c	   and	   then	   held	   at	   10˚c	   until	   subsequent	   use,	   or	  
stored	  at	  -­‐‑20˚c.	  
2.2.7	  PCR	  clean-­‐‑up	  
	   	   	   	   	  DNA	   from	   PCR	   reactions	   or	   restriction	   digests	   was	   purified	   to	   remove	  
enzymes,	  primers,	  detergents	  and	  any	  other	  reactants,	  using	  the	  Monarch™	  PCR	  &	  
DNA	   Clean-­‐‑up	   kit	   (NEB).	   DNA	   was	   purified	   according	   to	   the	   manufacturer’s	  
instructions,	  and	  finally	  eluted	  in	  30-­‐‑50µl	  sterile	  mqH2O.	  To	  concentrate	  products,	  
up	  to	  4	   identical	  PCR	  reactions	  were	  combined	  and	  purified	  on	  one	  column,	  and	  
Chapter	  2	  –	  Materials	  &	  Methods	  
57	  
finally	   eluted	   into	   50µl	   sterile	   mqH2O.	   Obtaining	   more	   concentrated	   products	  
permitted	  smaller	  volume	  reactions	  for	  downstream	  cloning	  steps.	  	  
2.2.8	  Colony	  PCR	  
Yeast	  Colony	  PCR	  
	   	   	   	   	  For	   quick	   screening	   of	   large	   numbers	   of	   yeast	   colonies,	   diagnostic	   PCR	  was	  
carried	  out	  on	  crudely	  extracted	  template	  DNA	  of	   fresh	  colonies.	  A	  single	  colony	  
was	   picked	   from	   the	   plate	   using	   a	   1µl	   sterile	   loop	   and	   resuspended	   in	   10µl	   of	  
zymolyase	  solution	  (500U/ml	  in	  SCE;	  5mg/ml	  100T	  zymolyase	  MP	  Biomedicals).	  
This	   was	   incubated	   at	   37˚c	   for	   15	   minutes	   to	   spheroplast	   the	   cells.	   1µl	   of	   this	  
reaction	   was	   added	   to	   a	   50µl	   routine	   PCR	   reaction	   (section	   2.2.6)	   as	   template	  
DNA.	  	  
E.	  coli 	  Colony	  PCR	  
	   	   	   	   	  For	  quick	  screening	  of	  large	  numbers	  of	  E.	  coli,	  diagnostic	  PCR	  was	  carried	  out	  
on	   crudely	   extracted	   template	   DNA	   of	   fresh	   bacterial	   colonies.	   A	   sterile	   p10	  
pipette	   tip	   was	   touched	   to	   the	   middle	   of	   a	   colony,	   and	   the	   recovered	   cells	  
resuspended	  in	  10µl	  sterile	  mqH2O.	  The	  cells	  were	  boiled	  for	  10	  minutes	  at	  95˚c	  to	  
destroy	  the	  cells	  and	  then	  immediately	  transferred	  to	  ice	  for	  5	  minutes.	  The	  tubes	  
were	  then	  centrifuged	  at	  14,000rpm	  for	  1	  minute	  to	  pellet	  cell	  debris,	  leaving	  any	  
DNA	  in	  the	  supernatant.	  4µl	  of	  this	  supernatant	  was	  added	  to	  a	  25µl	  routine	  PCR	  
reaction	  (section	  2.2.6)	  as	  template	  DNA.	  	  
2.2.9	  Simple	  extraction	  of	  yeast	  DNA	  
	  	  	  	  	  Standard	  extraction	  of	  yeast	  genomic	  DNA	  was	  carried	  out	  on	  either	  1.5ml	  of	  a	  
standard	  overnight	  culture	  (section	  2.5.5)	  or	  single	  colonies	  (section	  2.5.2)	  using	  
the	   MasterPure™	   Yeast	   DNA	   Purification	   kit	   (Epicentre)	   according	   to	   the	  
manufacturer’s	   instructions.	  DNA	  pellets	  were	   air-­‐‑dried	   and	   resuspended	   in	   30-­‐‑
50µl	  of	  sterile	  mqH2O.	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2.2.10	  CTAB	  extraction	  of	  yeast	  DNA	  
RNase	   10mg/ml	   RNase	   A	   in	   10mM	   Tris-­‐‑HCl	   ph7.5	   and	   22.5mM	   NaCl	  
(heated	  to	  100˚c	  for	  15	  minutes,	  slowly	  cooled	  to	  room	  temp,	  aliquoted	  and	  
stored	  at	  -­‐‑20˚c).	  
Proteinase	   K	   20mg/ml	   proteinase	   K	   in	   10mM	  Tris-­‐‑HCl,	   2mMCaCl2	   and	  
50%	   glycerol	   (filter	   sterilised	   before	   addition	   of	   proteinase	   K,	   aliquoted	  
and	  stored	  at	  -­‐‑20˚c).	  
Spheroplasting	   solution	  1M	  sorbitol,	  50mM	  KPO4	  pH7.5,	  10mM	  EDTA	  
ph7.5	  (filter	  sterilised	  and	  stored	  at	  4˚c).	  
CTAB	   Extraction	   solution	   3%	   CTAB	   (hexadecyltrimethylammonium	  
bromide	  (Sigma	  Aldrich)),	  100mM	  Tris-­‐‑HCl	  pH7.5,	  25mM	  EDTA	  pH8.0,	  2M	  
NaCl,	  2%	  PVP40	  (Fisher).	  CTAB	  and	  PVP40	  were	  dissolved	  separately	  prior	  
to	  filtration	  and	  microwaved	  to	  dissolve.	  The	  solutions	  were	  filter	  sterilised	  
to	  combine,	  with	  PVP40	  and	  CTAB	  filtered	  after	  the	  Tris,	  salt	  and	  EDTA	  so	  as	  
to	   avoid	   problems	   caused	   by	   viscosity.	   Once	   filtered	   and	  mixed	   solution	  
was	  stored	  at	  37˚c.	  	  
CTAB	  Dilution	   solution	  1%	  CTAB,	  50mM	  Tris-­‐‑HCl	  pH7.5,	  10mM	  EDTA	  
pH8.0	  (filter	  sterilised	  and	  stored	  at	  room	  temperature).	  	  
	  	  	  	  	  This	  DNA	  extraction	  method	   is	  modified	   from	   that	  of	   (Allers	  &	  Lichten	  2000)	  
and	  is	  more	  complex	  and	  gentle	  than	  a	  simple	  kit	  extraction.	  This	   is	   to	  minimise	  
damage	   caused	   to	   the	   DNA	   during	   the	   extraction	   process,	   maintaining	   the	  
integrity	  of	  the	  DNA	  for	  subsequent	  Southern	  analysis.	  The	  increased	  complexity	  
renders	   it	   more	   time-­‐‑consuming	   as	   only	   a	   limited	   number	   of	   samples	   can	   be	  
processed	  simultaneously.	  Frozen	  cell	  pellets	  harvested	  from	  meiotic	  time	  courses	  
(section	  2.5.12)	  were	  thawed	  on	  ice	  and	  washed	  in	  1ml	  of	  ice-­‐‑cold	  Spheroplasting	  
solution.	   Cells	   were	   centrifuged	   at	   4000rpm	   for	   1	   minute	   and	   resuspended	   in	  
100µl	  Spheroplasting	  solution	  with	  50U/ml	  100T	  zymolyase	  (0.5mg/ml)	  and	  1%	  
B-­‐‑mercaptoethanol	   (Sigma	   Aldrich).	   Cells	   were	   then	   incubated	   at	   37˚c	   for	   10	  
minutes	   on	   a	   Thermomixer	   at	   500rpm.	   Next	   200µl	   of	   CTAB	   extraction	   solution	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was	   added	   along	   with	   RNase	   A	   to	   0.5mg/ml	   final	   (10µl	   was	   sufficient),	   mixed	  
thoroughly	   by	   pipetting,	   and	   left	   at	   room	   temperature	   for	   10	   minutes	   with	  
occasional	   inversion.	   Following	   RNase	   treatment,	   proteinase	   K	   was	   added	   to	  
0.5ml/ml	  final	  (10µl	  was	  sufficient)	  and	  mixed	  by	  gentle	  pipetting	  and	  inversion.	  
Samples	   were	   then	   incubated	   at	   37˚c	   for	   15	   minutes	   on	   a	   Thermomixer	   at	  
500rpm.	  During	   this	   time	  CTAB-­‐‑DNA	  complexes	   form,	  and	  are	   then	  extracted	  by	  
the	  addition	  of	  100µl	  chloroform	  :	  isoamylalcohol	  (24:1,	  both	  Sigma	  Aldrich).	  The	  
tubes	   were	   then	   vortexed	   hard	   for	   20	   seconds,	   rested	   for	   2	   minutes	   and	   then	  
vortexed	   for	   a	   further	   20	   seconds.	   The	   samples	   were	   then	   centrifuged	   at	  
14,000rpm	  for	  5	  minutes	  at	  18˚c.	  The	  aqueous	  upper	  phase,	  usually	  ~300µl	  and	  
containing	   CTAB-­‐‑DNA	   complexes,	  was	   transferred	   to	   a	   fresh	   tube.	   Extreme	   care	  
must	  be	  taken	  at	  this	  stage	  not	  to	  disturb	  the	  interphase	  or	  co-­‐‑extract	  any	  of	  the	  
solvent	   beneath.	   Three	   volumes	   (usually	   900µl)	   of	   CTAB	   dilution	   solution	  were	  
layered	   on	   top	   by	   gentle	   pipetting	   down	   one	   side	   of	   the	   tube,	   and	   the	   phases	  
mixed	   by	   gentle	   inversion	   10-­‐‑15	   times.	   At	   this	   stage	   cotton	   wool-­‐‑like	   strands	  
should	  have	  appeared.	  The	  tubes	  were	  left	  at	  4˚c	  for	  between	  30	  minutes	  and	  10	  
hours	   to	   allow	  CTAB-­‐‑DNA	  complexes	   to	   fully	  precipitate.	  These	   complexes	  were	  
then	  pelleted	  by	  centrifugation	  at	  14,000	  rpm	  for	  1	  minute	  and	  the	  pellet	  washed	  
twice	  in	  1ml	  ice-­‐‑cold	  0.4M	  NaCl,	  10mM	  Tris-­‐‑HCl	  pH7.5,	  1mM	  EDTA	  pH8.0.	  DNA	  at	  
this	  stage	  was	  very	  “sticky”	  and	  care	  was	  taken	  to	  avoid	  the	  pellet	  becoming	  stuck	  
to	   the	   side	   of	   a	   pipette	   tip.	   After	   washing	   the	   pellet	   was	   dried	   briefly	   before	  
resuspension	   in	   300µl	   ice-­‐‑cold	   1.42M	   NaCl,	   10mM	   Tris-­‐‑HCl	   pH7.5,	   1mM	   EDTA	  
pH8.0.	   DNA	   was	   then	   precipitated	   by	   the	   addition	   of	   600µl	   100%	   ethanol.	  
Precipitated	  DNA	  was	  washed	   twice	   in	  600µl	  of	  70%	  ethanol	  and	   left	   to	  air	  dry.	  
Centrifugation	   may	   be	   required	   between	   each	   wash	   if	   the	   pellet	   is	   particularly	  
small	  or	  fragmented.	  At	  this	  stage	  the	  pellet	  would	  become	  translucent.	  Dry	  DNA	  
pellets	  were	  resuspended	  in	  30-­‐‑80µl	  sterile	  mqH2O	  depending	  on	  the	  pellet	  size.	  
DNA	  was	  left	  overnight	  at	  4˚c	  and	  then	  the	  tubes	  were	  flicked	  to	  ensure	  the	  pellet	  
was	   fully	   dissolved	   before	   quantification.	   Once	   DNA	   was	   fully	   dissolved	   the	  
solution	  would	  become	  more	  viscous	  and	  splash	  less	  upon	  flicking.	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2.2.11	  Measurement	  of	  DNA	  concentration	  in	  solution	  
	  	  	  	  	  DNA	   concentration	   was	  measured	   by	   two	  methods;	   by	   densitometry	   of	   DNA	  
visualised	   by	   gel	   electrophoresis	   or	   by	   using	   the	   NanoDrop™	   Lite	  
spectrophotometer	  (Thermo	  Scientific).	  	  	  
Densitometry	  
	   	   	   	   	  DNA	  was	  separated	  by	  agarose	  gel	  electrophoresis	  in	  1%	  agarose	  with	  1	  x	  TAE	  
and	  visualised	  with	  ethidium	  bromide	  (Sigma	  Aldrich)	  under	  UV	  light.	  The	  DNA	  to	  
be	   quantified	   was	   compared	   with	   a	   band	   of	   similar	   mass	   in	   the	   standard	   size	  
ladder,	  GeneRuler™	  1kb	  (Thermo	  Fisher	  Scientific).	  A	  digital	  image	  of	  the	  gel	  was	  
taken	  using	  a	  ChemiDoc	  MP	  imager	  (BioRad)	  and	  analysed	  using	  Quantity-­‐‑One	  1-­‐‑D	  
analysis	  software	  (BioRad).	  The	  signal	  intensity	  for	  a	  band	  of	  similar	  mass	  to	  the	  
sample	   and	   known	   concentration	   was	   noted	   from	   the	   ladder,	   and	   used	   as	   a	  
standard	   to	   determine	   the	   sample	   concentrations	   by	   relative	   intensity	   per	   unit	  
loaded	   (in	  µl).	  This	  method	  was	  useful	   for	  quantifying	  DNA	   for	  Southern	  blot;	   it	  
gave	  an	  indication	  of	  the	  intensity	  of	  the	  samples	  on	  a	  gel	  relative	  to	  one	  another,	  
as	   even	   loading	   of	   lanes	   relative	   to	   each	   other	   is	   important	   for	   Southern	   blot	  
analysis.	  	  
NanoDrop™	  Lite	  
	   	   	   	   	  The	   sample	   pedestal	   and	   light	   source	   were	   cleaned	   by	   pipetting	   several	  
microliters	   of	   sterile	  mqH2O	   directly	   on,	   closing	   the	   lid	   and	   then	   drying	  with	   a	  
Whatman	  lens	  tissue	  (Fisher	  scientific).	  The	  instrument	  was	  blanked	  twice	  using	  
1µl	   of	   sterile	   mqH2O,	   and	   then	   sample	   measurements	   taken	   twice	   for	   1µl	   of	  
sample.	   If	   there	  was	   >1%	   variation	   between,	   a	   third	   sample	  was	   taken	   and	   the	  
mean	  calculated.	  	  	  	  
2.2.12	  Native	  DNA	  gel	  electrophoresis	  
	  	  	  	  	  DNA	   fragments	   were	   separated	   by	   size	   using	   agarose	   gel	   electrophoresis.	  
Agarose	   gels	   were	   prepared	   to	   the	   desired	   percentage	   (w/v),	   1%	   for	   standard	  
analysis,	   in	  1	  x	  TAE,	  and	  samples	  prepared	  by	  addition	  of	  6	  x	  purple	  loading	  dye	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(NEB).	   For	   quantitative	   Southern	   blot	   analysis,	   digested	   yeast	   genomic	   DNA	  
(section	  2.2.1)	  was	   separated	   in	  250ml	  25cm	  x	  15cm	  0.75%	  agarose	  gels	   in	  1%	  
TAE	  at	   75	   volts	   for	  17.5	  hours.	   200µg/litre	   ethidium	  bromide	  was	   added	   to	   the	  
running	  buffer	  before	  running	  for	  all	  native	  agarose	  gels.	  For	  separation	  of	  yeast	  
genomic	  DNA	  for	  Southern	  blot	  the	  standard	  size	  marker	  used	  was	  BstEII-­‐‑digested	  
Lambda	   DNA	   (NEB)	   and	   for	   standard	   analysis	   the	   size	   marker	   used	   was	  
GeneRuler™	  1kb	  ladder.	  Gels	  were	  visualised	  on	  a	  ChemiDoc	  MP	  imager.	  
2.2.13	  Pulsed-­‐‑field	  gel	  electrophoresis	  
	  	  	  	  	  Unlike	  standard	  native	  gel	  electrophoresis,	  which	  mobilises	  DNA	  within	  a	  linear	  
electric	   field,	   pulsed	   field	   electrophoresis	   (PFGE)	   exposes	   DNA	   to	   a	   field	   which	  
periodically	  changes	  direction.	  The	  field	  switches	  between	  the	  y	  axis	  and	  axes	  60˚	  
either	  side	  for	  equal	  pulse	  times,	  resulting	  in	  a	  net	  forward	  movement.	  By	  varying	  
the	  switching	  times	  this	  method	  permits	  resolution	  of	  very	  large	  molecules,	  such	  
as	  entire	  chromosomes,	  or	  chromosomes	  fragmented	  during	  meiosis.	  Volumes	  of	  
cells	  were	  taken	  from	  meiotic	  time	  courses	  (30ml	  from	  hours	  0-­‐‑4	  and	  15ml	  from	  
hours	   5-­‐‑8)	   and	   centrifuged	   at	   3500rpm	   for	   5	   minutes.	   The	   cell	   pellets	   were	  
washed	  twice	  with	  5ml	  50mM	  EDTA	  pH7.5	  and	  then	  resuspended	  in	  100µl	  50mM	  
EDTA	  pH7.5.	   Cells	  were	   stored	   on	   ice	  while	   a	   solution	   of	   1%	   low	  melting-­‐‑point	  
agarose	  (Fisher)	  (1%	  LMP	  agarose,	  0.125M	  EDTA	  ph7.5	  kept	  at	  60˚c	  until	  use)	  and	  
Solution	   I	   (5%	  β-­‐‑mercaptoethanol,	   25U/ml	   100T	   zymolyase	   (0.25mg/ml)	   in	   1	   x	  
SCE	  kept	  on	   ice	  until	  use)	  were	  prepared.	  200µl	  of	  Solution	   I	   :	  1%	  LMP	  agarose	  
(1:5)	  was	  added	  to	  briefly	  warmed	  cell	  pellets	  and	  then	  the	  resuspended	  cells	  cast	  
into	  moulds	  (BioRad),	  around	  90µl	  per	  plug,	   to	  create	  a	  set	  of	  plugs.	  These	  were	  
set	   for	   10	  minutes	   at	   4˚c.	   During	   setting	   time	   Solution	   II	   was	   prepared	   (10mM	  
Tris-­‐‑HCl	   pH7.5,	   7.5%	   β-­‐‑mercaptoethanol,	   1mg/ml	   RNase	   made	   in	   0.5M	   EDTA	  
pH7.5,	  not	  water).	  After	  setting	  the	  plugs	  were	   incubated	  in	  3ml	  of	  Solution	  II	  at	  
37˚c	   for	   1	   hour,	   during	   which	   Solution	   III	   was	   prepared	   (0.25M	   EDTA	   pH7.5,	  
10mM	   Tris-­‐‑HCl	   pH7.5,	   1%	   sarkosyl	   (Sigma	   Aldrich)	   and	   1mg/ml	   proteinase	   K	  
stored	  at	  4˚c	  until	  use).	  Following	  incubation,	  the	  plugs	  were	  transferred	  to	  3ml	  of	  
pre-­‐‑warmed	  Solution	  III	  and	  incubated	  at	  50˚c	  overnight.	  The	  next	  day	  the	  plugs	  
were	  washed	  in	  50mM	  EDTA	  pH7.5	  and	  transferred	  into	  0.5	  x	  TBE	  for	  cutting	  to	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the	  appropriate	  size	  for	  PFGE	  (~4	  x	  6mm,	  the	  width	  of	  the	  gel	  comb).	  150ml	  1.3%	  
agarose	   in	  0.5	  x	  TBE	  was	  prepared	  and	  kept	  at	  50˚c.	  A	  single	  cut	   fragment	   from	  
each	  time	  point	  was	  applied	  to	  the	  tooth	  of	  a	  gel	  comb	  (BioRad)	  as	  well	  as	  1mm	  
depth	  of	  PFGE	  Mid-­‐‑range	  PFGE	  Marker	  Ladder	  I	  (NEB;	  discontinued)	  and	  the	  plugs	  
sealed	   with	   a	   drop	   of	   1.3%	   agarose	   applied	   using	   a	   disposable	   Pasteur	   pipette	  
(Sarstedt)	   and	   set	   at	   4˚c	   for	   10	   minutes.	   The	   gel	   was	   cast	   with	   the	   comb	   and	  
attached	   plugs	   in	   a	   pre-­‐‑chilled	   tray	   (BioRad)	   and	   set	   at	   4˚c	   for	   30	   minutes.	  
Following	   gentle	   removal	   of	   the	   comb,	   the	   wells	   created	   were	   filled	   in	   with	  
agarose	  prior	  to	  running.	  Gels	  were	  run	  using	  a	  CHEF-­‐‑DRII	  system	  (BioRad)	  with	  
run	  condition	  as	  follows:	  120˚	  field	  angle,	  6	  volts/cm,	  initial	  and	  final	  switch	  time	  
15	  seconds,	  run	  for	  45	  hours	  at	  14˚c.	  	  	  
2.2.14	  Southern	  blotting	  
20	  x	  SSPE	  3.6M	  NaCl,	  200mM	  NaH2PO4,	  20mM	  EDTA,	  pH	  7.4	  
	  	  	  	  	  Following	  digestion	  of	   genomic	  DNA	   (section	  2.2.1)	  or	  production	  of	   genomic	  
DNA	   plugs	   (section	   2.2.12)	   and	   resolution	   of	   DNA	   by	   DNA	   gel	   electrophoresis	  
(section	  2.2.11	  and	  2.2.12),	  agarose	  gels	  were	  washed	  in	  dH2O	  with	  gentle	  shaking	  
for	   10	  minutes.	   Next	   the	   gel	   was	   soaked	   in	   1L	   0.25M	   HCl	   for	   30	  minutes	   with	  
gentle	  shaking	  to	  depurinate	  the	  DNA,	  followed	  by	  a	  further	  water	  wash	  and	  then	  
soaking	  in	  1L	  0.4M	  NaOH	  for	  45	  minutes	  with	  gentle	  shaking	  to	  denature	  the	  DNA.	  
In	   this	   time	   the	   apparatus	   for	   vacuum	   blotting	  was	   prepared;	   this	   involved	   the	  
soaking	   of	   a	   support	   screen,	   blue	   mask,	  Whatman	   3MM	   paper	   and	   Hybond	   N+	  
nylon	   membrane	   (Amersham)	   (both	   cut	   to	   suitable	   size	   for	   gasket	   and	   gel)	   in	  
dH2O	   for	   5	   minutes	   before	   arranging	   onto	   the	   VacugeneXL	   transfer	   system	  
(Amersham).	  The	  agarose	  gel	  was	   then	  transferred	  onto	   the	  apparatus,	  ensuring	  
no	   bubbles	   or	   gaps	   between	   the	   gel,	  mask	   and	   nylon	  membrane.	   The	   DNA	  was	  
transferred	  onto	  the	  membrane	  at	  ~75mbar	  for	  2	  hours	  in	  0.4M	  NaOH.	  Following	  
transfer	  the	  mask	  corners	  were	  marked	  and	  the	  membrane	  rinsed	  for	  2	  minutes	  in	  
2	   x	   SSPE	   to	   neutralise	   residual	   NaOH.	   The	   DNA	   was	   then	   cross-­‐‑linked	   to	   the	  
membrane	  using	  a	  UV	  cross-­‐‑linker	   (XL-­‐‑1500	  Spectronics).	   If	  being	  stored	  before	  
hybridisation,	  membranes	  were	  air	  dried	  and	  wrapped	  in	  cling-­‐‑film	  to	  be	  kept	  in	  a	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dark,	  dry	  cupboard	  until	  further	  use.	  	  
2.2.15	  Generation	  of	  32P-­‐‑labelled	  probes	  
	  	  	  	  	  DNA	   probes	   for	   Southern	   blot	   hybridisation	   were	   prepared	   by	   PCR	   of	   yeast	  
genomic	  DNA	  in	  several	  reaction	  volumes.	  The	  total	  volume	  was	  then	  pooled	  for	  
gel	  electrophoresis	  and	  the	  probe	  DNA	  isolated	  and	  purified	  by	  gel	  extraction.	  For	  
PFGE,	   the	   CHA1	   probe	   was	   used	   (Table	   2.7).	   For	   the	   ARE1	   hotspot,	   the	   ARE1	  
probe	   was	   used	   (Table	   2.7).	   32P-­‐‑dCTP	   (Amersham)	   labelled	   DNA	   probes	   were	  
synthesised	  using	  the	  dCTP	  High	  Prime	  random	  priming	  labelling	  kit	  (Roche);	  the	  
quantity	  of	  probe	  used	  was	  between	  50-­‐‑100ng	  of	  probe	  template	  per	  reaction	  and	  
0.2ng	   of	   BstEII-­‐‑digested	   Lambda	   DNA	   (NEB)	   for	   standard	   gels	   (not	   including	  
PFGE).	  Probe	  and	  ladder	  were	  boiled	  for	  5	  minutes	  in	  an	  11µl	  volume	  followed	  by	  
5	   minutes	   on	   ice.	   The	   tube	   was	   spun	   briefly	   and	   4µl	   d-­‐‑CTP	   High	   Prime	   added	  
before	   continuing	   in	   the	   radiation	   lab.	   Here,	   5µl	   of	   32P-­‐‑dCTP	   was	   added	   to	   the	  
reaction	  and	  the	  tube	  incubated	  at	  37˚c	  for	  30	  minutes.	  Following	  incubation,	  the	  
labelled	  probe	  was	  isolated	  from	  unincorporated	  nucleotides	  using	  a	  G30	  Biospin	  
column	  (Bio-­‐‑Rad)	  at	  4500rpm	  for	  4	  minutes.	  	  
2.2.16	  Hybridisation	  of	  Probe	  to	  Membrane	  
Pre-­‐‑Hybridisation	   Buffer	   2	   x	   SSPE,	   1%	   SDS,	   5%	   w/v	   skimmed	   milk	  
powder	  (Sigma	  Aldrich),	  125µg/ml	  boiled	  salmon	  sperm	  DNA	  
Hybridisation	  Buffer	  2x	  SSPE,	  1%	  SDS,	  5%	  w/v	  skimmed	  milk	  powder,	  
10%	  dextran-­‐‑sulphate	  (Sigma	  Aldrich),	  125µg/ml	  salmon	  sperm	  DNA	  
Washing	  Buffers	  First	  wash:	  2	  x	  SSPE,	  0.1%	  SDS	  
Second	  wash:	  0.5	  x	  SSPE,	  0.1%	  SDS	  
Third	  wash:	  0.2	  x	  SSPE,	  0.1%	  SDS	  
	  	  	  	  	  Membranes	  were	  pre-­‐‑hybridised	  for	  3	  hours	  to	  overnight	  at	  65˚c	  in	  40ml	  of	  pre-­‐‑
hybridisation	  buffer	  using	  a	  rolling	  oven	  in	  tubes	  washed	  and	  pre-­‐‑warmed.	  Tubes	  
were	   washed	   before	   use	   with	   three	   steps;	   firstly	   in	   warm	  water	   and	   Decon-­‐‑90	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(Fisher),	   secondly	   rinsed	   with	   hot	   water	   and	   sprayed	   with	   ethanol	   before	   air	  
drying,	  and	  finally	  the	  inner	  surface	  was	  rinsed	  with	  SigmaCote™	  (Sigma	  Aldrich)	  
before	   air	   drying	   and	   pre-­‐‑warming.	   Labelled	   DNA	   probes	   (section	   2.2.15)	  were	  
denatured	   for	   5	   minutes	   at	   100˚c	   in	   250µl	   pre-­‐‑boiled	   salmon	   sperm	   DNA	  
(10mg/ml),	   chilled	   on	   ice	   and	   then	   added	   to	   20ml	   of	   hybridisation	   buffer	   pre-­‐‑
heated	   to	   65˚c.	   The	   pre-­‐‑hybridisation	   buffer	   was	   then	   poured	   off	   and	   the	  
hybridisation	   buffer	   with	   probe	   added	   to	   the	   membrane.	   Membranes	   were	  
incubated	  at	  65˚c	  in	  a	  rolling	  oven	  over	  overnight.	  Subsequently	  membranes	  were	  
washed	   in	   each	   washing	   buffer	   sequentially	   for	   30	   minutes	   each	   at	   room	  
temperature	  with	   shaking.	   The	   signal	   of	   bands	   versus	   background	  was	   checked	  
using	   a	   Geiger	   counter	   between	   the	   second	   and	   third	   wash	   to	  modify	   the	   time	  
needed	  for	  the	  final	  wash	  if	  necessary.	  A	  well	  hybridised	  membrane	  should	  have	  a	  
background	  <10	  counts	  and	  band	  signal	  of	  ~50	  counts.	  Membranes	  were	  then	  air-­‐‑
dried	  and	  wrapped	  in	  cling-­‐‑film	  before	  exposure	  to	  a	  blanked	  phosphor-­‐‑screen	  (K-­‐‑
screen,	  Kodak).	  	  	  	  	  
2.2.17	  Scanning	  densitometry	  
	  	  	  	  	  Phosphor	   screens	   were	   scanned	   following	   appropriate	   exposure	   using	   a	  
Personal	  FX	  phosphorimager	  (Bio-­‐‑Rad).	  The	  signal	  detected	  was	  quantified	  using	  
Quantity	  One	  1-­‐‑D	  software	  (Bio-­‐‑Rad).	  Bands	  to	  be	  measured	  were	  identified	  and	  
the	   signal	   isolated	   by	   lane	   identification	   and	   boxes	   applied	   to	   the	   band	   limits.	  
Parameters	   were	   added	   to	   exclude	   background	   signal	   on	   a	   rolling	   lane-­‐‑by-­‐‑lane	  
basis,	  and	  then	  the	  relative	  trace	  signal	  for	  each	  band	  quantified	  using	  the	  “trace	  
quantity”	   function,	   integrating	   the	   area	  under	   each	  peak	   in	   isolated	   regions	   and	  
deducting	   the	   background	   signal.	   These	   values	   were	   then	   exported	   as	   an	   Excel	  
(Microsoft	  Office)	  spreadsheet	  for	  further	  analysis.	  	  	  	  	  
2.2.18	  Stripping	  of	  Southern	  Blot	  for	  re-­‐‑Probing	  
	  	  	  	  	  For	  re-­‐‑probing,	  the	  membrane	  was	  washed	  three	  times,	  with	  shaking,	  in	  500ml	  
boiling	   0.1%	   SDS,	   each	   wash	   lasting	   until	   the	   buffer	   cooled	   to	   ~45˚c,	   usually	  
around	  10-­‐‑15	  minutes.	  The	  blot	  was	  then	  rinsed	  in	  2	  x	  SSPE	  and	  re-­‐‑hybridised	  as	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described	  (section	  2.2.16).	  	  
2.3	  Biochemistry	  techniques	  	  
2.3.1	  Soluble	  protein	  extraction	  
Lysis	  Buffer	  50mM	  Tris-­‐‑HCl	  pH	  8.0,	  75mM	  NaCl,	  10%	  glycerol,	  1%	  NP40	  
(Sigma	   Aldrich),	   1mM	   PMSF,	   1	   complete	   protease	   inhibitor	   tablet	   EDTA	  
free/20ml	   (Roche)	   plus	   phosphatase	   inhibitors	   –	   20mM	   sodium	  
pyrophosphate,	   30mM	   sodium	   fluoride,	   60mM	   glycerophosphate	   and	   2mM	  
sodium	  orthovanadate	  (all	  Sigma	  Aldrich).	  Volume	  was	  made	  up	  with	  sterile	  
mqH2O.	   For	   lysis	   buffer	  without	   phosphatase	   inhibitors,	   sodium	  molarity	  
was	  restored	  by	  the	  addition	  of	  extra	  NaCl.	  	  	  	  	  	  
	  	  	  	  	  25	   O.D.s	   of	   cells	   were	   harvested	   from	   either	   exponentially	   growing	   cells	  
(section	   2.5.7)	   or	   synchronous	   meiotic	   cell	   cultures	   (section	   2.5.12)	   and	   PMSF	  
(Sigma	  Aldrich)	  added	  to	  a	  final	  concentration	  of	  5mM.	  Cells	  were	  incubated	  on	  ice	  
for	  5	  minutes	  and	  then	  centrifuged	  at	  4,500	  rpm	  for	  2	  minutes.	  The	  cells	  were	  then	  
washed	  in	  1ml	  lysis	  buffer	  and	  frozen	  in	  liquid	  nitrogen	  to	  be	  stored	  at	  -­‐‑80˚c	  until	  
ready	  for	  the	  next	  step.	  Pellets	  were	  thawed	  on	  ice	  and	  resuspended	  in	  200µl	  lysis	  
buffer.	  An	  equal	  volume	  of	  sterile	  glass	  beads	  (Sigma	  Aldrich)	  was	  added	  and	  the	  
cells	  subjected	  to	  bead	  beating	  (Biospec	  Mini-­‐‑Beadbeater-­‐‑24)	  4	  x	  20	  seconds	  with	  
5	   minutes	   on	   an	   ice	   block	   between.	   A	   hole	   was	   punctured	   in	   the	   base	   of	   the	  
eppendorf	   using	   a	   hot	   19G	   Microlance	   needle	   (BD)	   and	   the	   lysate	   removed	   by	  
brief	  centrifugation	  into	  a	  fresh	  tube.	  The	  lysate	  was	  cleared	  by	  centrifugation	  at	  
14,000	   rpm,	   4˚c	   for	   10	   minutes.	   The	   supernatant	   was	   transferred	   to	   a	   fresh	  
eppendorf	  and	  total	  protein	  concentration	  determined	  by	  Bradford	  assay	  (section	  
2.3.3).	  30µg	  of	  protein	  was	  loaded	  onto	  a	  polyacrylamide	  gel,	  made	  up	  to	  10µl	  final	  
volume	  containing	  1	  x	  protein	  loading	  buffer	  (PLB).	  	  	  
2.3.2	  Total	  protein	  extraction	  
	  	  	  	  	  4	   O.D.s	   of	   cells	   were	   harvested	   from	   either	   exponentially	   growing	   or	  
synchronous	  meiotic	  cell	  cultures	  and	  centrifuged	  at	  5,000rpm	  for	  5	  minutes.	  The	  
cell	  pellets	  were	  transferred	  in	  1ml	  distilled	  water	  to	  a	  1.5ml	  screw	  cap	  tube	  and	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harvested	  by	  micro-­‐‑centrifugation	  at	  13,000rpm	  for	  1	  minute,	  before	  being	  frozen	  
in	  liquid	  nitrogen;	  at	  this	  stage	  cells	  could	  be	  kept	  at	  -­‐‑80˚c	  or	  thawed	  immediately	  
on	  ice	  for	  use.	  Cell	  pellets	  were	  re-­‐‑suspended	  in	  500µl	  ice-­‐‑cold	  0.2M	  NaOH	  +	  0.2%	  
β-­‐‑mercaptoethanol	   (Sigma-­‐‑Aldrich),	   and	   incubated	   on	   ice	   for	   10	   minutes.	  
Trichloroacetic	  acid	  (TCA)	  (Fisher	  chemical)	  was	  added	  to	  a	  final	  concentration	  of	  
5%	  and	  incubated	  on	  ice	  for	  10	  minutes.	  The	  cells	  were	  then	  harvested	  by	  micro-­‐‑
centrifugation	  at	  13,000rpm	  for	  5	  minutes	  at	  4°C	  and	  the	  pellet	  re-­‐‑suspended	   in	  
15µl	  1M	  Tris-­‐‑base	  pH	  9.4.	  135µl	  1x	  protein	  loading	  buffer	  (PLB)	  was	  then	  added.	  
The	  tubes	  were	  boiled	  at	  95°C	  for	  10	  minutes	  and	  then	  placed	  on	  ice	  for	  2	  minutes.	  
Insoluble	   protein	   was	   pelleted	   by	   micro-­‐‑centrifugation	   at	   13,000rpm	   4˚c	   for	   1	  
minute,	  and	  10µl	  supernatant	  loaded	  onto	  a	  polyacrylamide	  gel.	  
2.3.3	  Determination	  of	  protein	  concentration	  
	  	  	  	  	  Bradford	  reagent	  (BioRad)	  was	  diluted	  1:4	  with	  mqH2O.	  Bovine	  serum	  albumin	  
(BSA)	   (New	  England	  BioLabs)	  was	  diluted	   to	  1mg/ml	   in	   lysis	   buffer	   to	   use	   as	   a	  
standard.	   1µl,	   2µl,	   5µl,	   10µl	   and	   15µl	   to	   of	   the	   1mg/ml	   BSA	  was	   added	   to	   1ml	  
diluted	  Bradford	  reagent,	  and	  vortexed	  to	  mix.	  The	  standards	  were	  incubated	  for	  
2-­‐‑3	  minutes	  and	  then	  the	  O.D.595	  measured.	  1µl	  of	  the	  sample	  to	  be	  quantified	  was	  
then	   added	   to	  1ml	  diluted	  Bradford	   reagent,	  mixed,	   and	   incubated	   for	   the	   same	  
length	  of	   time	  as	   the	  standards.	  O.D.595	  was	   then	  measured	   for	   the	  samples.	  The	  
values	  for	  the	  standards	  were	  plotted	  onto	  a	  scatter	  graph	  using	  Microsoft™	  Excel,	  
and	  a	  line	  of	  best	  fit	  assigned	  to	  generate	  the	  gradient	  equation.	  This	  equation	  was	  
then	   used	   to	   approximate	   the	   total	   protein	   concentration	   of	   the	   samples.	   A	  
desirable	  concentration	  is	  >8µg/µl	  if	  subsequent	  experiments	  are	  required.	  
2.3.4	  Immunoprecipitation	  (IP)	  of	  target	  proteins	  
	  	  	  	  	  	  50µl	   of	   Dynabeads™	   Protein	   A	   (ThermoFisher	   Scientific)	   was	   washed	   three	  
times	  in	  200µl	  lysis	  buffer	  using	  a	  magnetic	  rack.	  The	  beads	  were	  incubated	  with	  
5µl	   anti-­‐‑V5	   (AbD	   Serotec	   Ltd)	   in	   100µl	   lysis	   buffer	   on	   a	   wheel	   at	   room	  
temperature	   for	   40	  minutes,	   followed	   by	  washing	   three	   times	   in	   ice-­‐‑cold	   200µl	  
lysis	   buffer	   using	   the	   magnetic	   rack.	   The	   beads	   were	   then	   incubated	   with	   the	  
volume	  of	   lysate	   required	   for	   1-­‐‑2mg	  of	   protein,	  made	  up	   to	   200µl	  with	   ice-­‐‑cold	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lysis	   buffer,	   on	   a	   wheel	   for	   1	   hour	   at	   4˚c.	   At	   this	   stage	   samples	   requiring	  
phosphatase	   treatment	   may	   be	   processed	   (section	   2.3.5).	   Next,	   the	   beads	   and	  
bound	  protein	  were	  washed	  three	  times	  in	  400µl	  lysis	  buffer	  (if	  sample	  was	  split	  
for	  phosphatase	  treatment,	  the	  untreated	  remaining	  sample	  was	  washed	  in	  200µl	  
and	  the	  treated	  samples	  in	  100µl).	  Finally,	  the	  beads	  were	  resuspended	  in	  48µl	  (or	  
a	  proportion	  of	  this	  if	  split	  for	  phosphatase	  treatment	  i.e.	  24µl,	  12µl	  and	  12µl)	  1x	  
PLB	   diluted	   with	   lysis	   buffer	   from	   4x	   stock.	   The	   samples	   were	   boiled	   for	   5	  
minutes,	  briefly	  centrifuged,	  and	  put	  onto	  a	  chilled	  magnetic	   rack	   to	   remove	   the	  
beads	  from	  solution.	  12µl	  of	  supernatant	  was	  loaded	  onto	  a	  polyacrylamide	  gel.	  	  	  
2.3.5	  Phosphatase	  treatment	  of	  immuno-­‐‑precipitated	  protein	  
	  	  	  	  	  100µl	  of	  the	  incubating	  IP	  reaction	  was	  isolated	  and	  split	  across	  two	  fresh	  tubes	  
equally.	   One	   half	   was	   washed	   three	   times	   with	   100µl	   lysis	   buffer	   void	   of	  
phosphatase	  inhibitors,	  while	  the	  other	  half	  was	  washed	  with	  100µl	  normal	  lysis	  
buffer,	   both	  using	   the	  magnetic	   rack.	   The	  beads	  were	   then	   resuspended	   in	   40µl	  
lysis	   buffer	   (+/-­‐‑	   phosphatase	   inhibitors	   as	   appropriate)	   and	   PMP	   buffer,	   MnCl2	  
and	   1µl	   Lambda	  phosphatase	   (New	  England	  BioLabs)	  were	   added.	   The	   reaction	  
was	  shaken	  at	  30˚c	  for	  30	  minutes	  at	  500rpm	  using	  a	  Thermomixer	  (Eppendorf).	  
Following	  treatment,	  the	  samples	  continued	  to	  be	  processed	  as	  described	  (section	  
2.3.4).	  
2.3.6	  SDS-­‐‑polyacrylamide	  gel	  electrophoresis	  
Stacking	   Gel	   170mM	   Tris-­‐‑HCl	   pH	   6.8,	   3.6%	   acrylamide	   (National	  
Diagnostics	  Protogel30),	  1%	  SDS,	  1%	  APS	  (Fisher	  chemical),	  0.15%	  TEMED	  
(Sigma	  Aldrich)	  
8%	   Resolving	   Gel	   390mM	   Tris-­‐‑HCl	   pH	   8.8,	   8%	   acrylamide,	   1%	   SDS,	   1%	  
APS,	  0.15%	  TEMED	  
	  	  	  	  	  Protein	  samples	  prepared	  in	  1x	  PLB	  and	  boiled	  for	  5	  minutes	  at	  95˚c,	  and	  10µl	  
ColorPlus™	  Pre-­‐‑stained	  Protein	  Ladder	  Broad	  Range	  (New	  England	  BioLabs),	  were	  
separated	   on	   8%	   mini	   SDS-­‐‑PAGE	   gels	   (Mini-­‐‑PROTEAN™	   Tetra	   vertical	  
electrophoresis	   cell)	   in	   Tris-­‐‑Glycine	   SDS	   running	   buffer	   (Invitrogen™	   Novex™).	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Proteins	   denatured	   in	   the	   presence	   of	   SDS	   and	   reducing	   agents	   acquire	   a	  more	  
linear	  shape	  with	  a	  uniform	  charge-­‐‑to-­‐‑mass	  ratio,	  proportional	  to	  their	  molecular	  
weight,	  allowing	  separation	  based	  on	  size.	  Routinely	  gels	  were	  run	  at	  120	  volts	  for	  
120	  minutes	  at	  30	  milliamps,	  or	  until	  the	  50kDa	  marker	  was	  nearing	  the	  bottom	  of	  
the	   gel.	   Gels	  were	   then	   either	   stained	  with	   Instant	  Blue™	  Ultrafast	   Protein	   Stain	  
(Sigma	  Aldrich)	  or	  prepared	  for	  Western	  blot. 
2.3.7	  Western	  blotting	  
	  	  	  	  	  Proteins	   were	   transferred	   from	   SDS	   gel	   onto	   nitrocellulose	   membrane	  
(Amersham	  Protran™	  0.45	  NC)	  for	  12	  minutes	  using	  a	  large	  MW	  program	  on	  the	  
Pierce™	  Power	  Blotter	   semi-­‐‑dry	   transfer	   system	   (Thermo	  Fisher	   Scientific).	   The	  
membrane	   was	   briefly	   rinsed	   with	   dH2O	   and	   incubated	   with	   Ponceau	   stain	  
(Thermo	  Fisher	  Scientific)	  to	  visualise	  transferred	  protein	  bands.	  	  
2.3.8	  Immunodetection	  of	  blotted	  proteins	  
	  	  	  	  	  Membranes	  were	  rinsed	  in	  TBS-­‐‑0.1%	  TWEEN	  (TBS-­‐‑T)	  and	  then	  incubated	  with	  
gentle	  agitation	   in	  blocking	  buffer	  at	   room	   temperature	   for	  at	   least	  one	  hour,	   to	  
reduce	   non-­‐‑specific	   binding.	   The	   membrane	   was	   then	   incubated	   with	   primary	  
antibody,	  diluted	  appropriately	  in	  blocking	  buffer,	  at	  4˚c	  with	  gentle	  agitation,	  for	  
90	  minutes	  to	  overnight.	  Next	  the	  membrane	  was	  washed	  four	  times	  with	  TBS-­‐‑T	  
for	   3	   minutes	   each,	   and	   once	   with	   TBS,	   before	   incubation	   with	   the	   secondary	  
antibody	   diluted	   appropriately	   in	   blocking	   buffer	   for	   one	   hour	   at	   4˚c.	   The	  
membrane	  was	  washed	   as	   previously	   and	   the	   bands	   detected	   on	   a	   Gene-­‐‑NOME	  
visualizer	  using	  high-­‐‑sensitivity	  chemi-­‐‑luminescent	  substrate	  (Millipore).	  	  
2.4	  E.	  coli	  techniques	  
2.4.1	  Production	  of	  DH5α	  cells	  chemically	  competent	  for	  transformation	  
	  	  	  	  	  DH5α	  cells	  from	  -­‐‑80˚c	  stocks	  were	  streaked	  onto	  a	  2TY	  plate	  for	  single	  colonies,	  
and	  incubated	  at	  37˚c	  overnight.	  100ml	  of	  2TY	  was	  inoculated	  with	  a	  single	  colony	  
using	  1	  1µl	  sterile	  loop,	  and	  incubated	  with	  vigorous	  shaking	  at	  37˚c	  to	  an	  O.D.550	  
of	  0.5.	  Cells	  were	  harvested	  by	  centrifugation	  at	  4˚c	  6000rpm	  and	  resuspended	  in	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25ml	   TFBI	   (100mM	   RbCl,	   50mM	   MnCl2,	   30mM	   K-­‐‑acetate,	   10mM	   CaCl2,	   15%	  
glycerol,	   pH5.8),	   and	   incubated	   on	   ice	   for	   15	   minutes.	   Cells	   were	   harvested	   as	  
previously,	   resuspended	   in	   4ml	   TFBII	   (10mM	  MOPS,	   10mM	   RbCl,	   75mM	   CaCl2,	  
15%	  glycerol,	   pH6.8),	   and	   incubated	  on	   ice	   for	  15	  minutes.	   100µl	   aliquots	  were	  
snap-­‐‑frozen	  in	  liquid	  nitrogen	  and	  stored	  at	  -­‐‑80˚c.	  	  
2.4.2	  Transformation	  of	  chemically	  competent	  E.	  coli	  cells	  
	  	  	  	  	  DNA	  for	  transformation	  (1-­‐‑50ng	  of	  purified	  plasmid	  or	  up	  to	  15µl	  of	  a	  ligation	  
reaction)	  was	  incubated	  with	  100µl	  of	  chemically	  competent	  E.	  coli	  cells	  (DH5α	  or	  
Alpha-­‐‑Select	  silver	  efficiency	  (BioLine))	  in	  sterile	  1.5ml	  eppendorf	  tubes	  on	  ice	  for	  
30	  minutes,	   followed	  by	  heat	  shock	  at	  42˚c	   for	  90	  seconds.	  The	   tubes	  were	   then	  
immediately	  transferred	  back	  on	  to	  ice	  for	  2	  minutes,	  and	  200µl	  SOC	  media	  added.	  
The	   cells	   were	   allowed	   to	   grow	   for	   1	   hour	   at	   37˚c	   with	   agitation.	   Appropriate	  
antibiotic	  selection	  LB	  plates	  were	  dried	   in	  a	  sterile	  hood	  in	  this	   time.	  Following	  
this	  growth	  period,	  the	  tubes	  were	  centrifuged	  for	  2	  minutes	  at	  6000rpm	  and	  the	  
cells	   resuspended	   in	   200µl	   sterile	  mqH2O.	   Cells	  were	   spread	   onto	   the	   pre-­‐‑dried	  
plates	   by	   gently	   shaking	   with	   sterile	   glass	   beads	   5mm	   (VWR)	   until	   the	   surface	  
appeared	  dry.	  For	  each	  reaction	  two	  plates	  were	  spread,	  one	  with	  50µl	  of	  cells	  and	  
the	  second	  with	  the	  remaining	  150µl	  of	  cells,	  to	  allow	  for	  variable	  transformation	  
efficiency.	  Plates	  were	  incubated	  at	  37˚c	  	  
2.4.3	  Small-­‐‑scale	  isolation	  of	  plasmid	  DNA	  (Minipreps)	  
	  	  	  	  	  5ml	  LB	  medium	  with	  the	  appropriate	  antibiotic	  (section	  2.1.1)	  was	   inoculated	  
with	  E.	  coli	  cells	  from	  a	  single	  colony	  following	  transformation	  or	  recovery	  from	  a	  
freezer	   stock.	   The	   culture	  was	   incubated	   at	   37˚c	   on	   a	  wheel	   overnight	   and	   then	  
plasmid	   extracted	   using	   the	   QIAprep	   ™	   Spin	   Miniprep	   Kit	   (Qiagen)	   or	   the	  
Monarch™	   Plasmid	   Miniprep	   Kit	   (NEB)	   according	   to	   the	   manufacturer’s	  
instructions.	   Plasmid	   was	   eluted	   in	   50µl	   mqH2O	   and	   quantified	   using	   a	  
NanoDrop™	  Lite	  spectrophotometer.	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2.5	  Growth	  and	  culture	  of	  S.	  cerevisiae	  	  	  
	  	  	  	  	  The	   majority	   of	   strains	   used	   in	   this	   study	   were	   of	   the	   SK1	   background;	   this	  
background	   facilitates	   synchronous	   sporulation	   as	   it	   will	   readily	   and	   rapidly	  
sporulate	   following	   nitrogen	   starvation	   when	   in	   the	   presence	   of	   a	   non-­‐‑
fermentable	  carbon	  source,	  such	  as	  potassium	  acetate.	  This	  is	  thought	  to	  be	  due	  to	  
the	   expression	   of	   genes	   involved	   in	   the	   Ume6	   regulon,	   rendering	   SK1	   strains	  
better	  at	  respiration	  and	  responding	  to	  acetate	  induction	  when	  compared	  to	  other	  
S.	  cerevisiae	  strains,	  such	  as	  W303	  (Williams	  et	  al.	  2002).	  	  	  	  
2.5.1	   General	   methods	   for	   production	   of	   yeast	   strains	   with	   desired	  
phenotype	  
	  	  	  	  	  Using	   strains	   already	   containing	   the	   required	   mutations,	   it	   was	   possible	   to	  
produce	  haploids	  with	  combinations	  of	  desired	  mutations.	  Haploids	  containing	  the	  
desired	   mutations	   were	   mated,	   and	   the	   resulting	   diploids	   sporulated	   and	  
subsequently	   dissected	   to	   allow	   selection	   of	   haploid	   progeny	   containing	   the	  
desired	  genotype	  after	  random	  segregation	  of	  alleles.	  	  
	  	  	  	  	  Correct	   genotypes	  were	   determined	  by	   a	   number	   of	  ways.	   Primarily,	   as	  most	  
non-­‐‑wild	   type	   alleles	   were	   marked	   with	   genes	   required	   for	   amino-­‐‑acid	  
prototrophy	  or	  drug	   resistance,	   correct	   strains	   could	  be	   identified	  by	  growth	  on	  
SC-­‐‑	   plates	   lacking	   the	   appropriate	   supplement	   or	   on	   plates	   containing	   the	  
corresponding	  drug.	  When	  the	  same	  marker	  allele	  was	  required	  more	  than	  once	  in	  
the	   same	   strain	   (e.g.	   two	   alleles	  marked	  by	  KanMX	   resistance)	   positive	   colonies	  
were	  only	  picked	  from	  tetrads	  that	  segregated	  2:2	  on	  the	  appropriate	  plates;	  e.g.	  2	  
Kan+:	   2	  Kan-­‐‑	   on	  G418-­‐‑containing	  plates,	   indicating	   the	  presence	  of	   both	  marked	  
alleles	   in	   those	  haploids	  alone.	  Where	  no	  prototrophic	  or	  resistance	  marker	  was	  
available	  for	  a	  particular	  allele,	  PCR	  was	  used	  with	  primers	  specific	  to	  the	  locus	  of	  
interest.	  This	  was	   the	  case	   for	   the	  screening	  of	   colonies	   for	  VDE	  at	   the	  TFP1	   (or	  
VMA1)	  locus;	  PCR	  of	  the	  locus	  positive	  for	  VDE	  would	  yield	  a	  larger	  fragment	  than	  
that	  without,	   a	   difference	   observable	   by	   gel	   electrophoresis.	   For	   loci	   containing	  
only	  a	  differing	  sequence,	  if	  the	  mutation	  introduced	  or	  abolished	  the	  presence	  of	  
a	   restriction	   site,	   it	   was	   necessary	   to	   use	   restriction	   digest	   and	   subsequent	   gel	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electrophoresis	   following	   PCR	   to	   identify	   the	   mutated	   allele.	   Haploid	   colonies	  
were	  only	  selected	  from	  four	  spore	  viable	  (on	  YPAD)	  tetrads.	  	  
	  	  	  	  	  In	   some	   cases,	   several	   rounds	   of	  mating	   and	  dissection	  would	   be	   required	   to	  
produce	   the	   final	  experimental	  diploid	  or	  haploid	   strains.	  The	  haploid	   strain	   list	  
(Table	   2.3)	   contains	   only	   strains	   from	   which	   experimentally	   relevant	   diploids	  
originate,	  not	  all	   intermediates	  necessary	  prior	   to	  strain	  completion.	  The	  diploid	  
list	  (Table	  2.4)	  contains	  all	  strains	  used	  in	  experiments.	  	  
	  	  	  	  For	   construction	   of	   VDE	   cut	   site	   or	   endonuclease	   expressing	   diploids,	   it	   was	  
essential	   to	   not	   cross	   haploids	   expressing	  VDE	  nuclease	   (TFP1::VDE)	  with	   those	  
containing	   the	   cut	   site	   (arg4-­‐‑vde)	   until	   production	   of	   the	   final	   experimental	  
diploid.	   This	   prevented	   unwanted	   VDE	   restriction	   and	   loss	   of	   cut	   site	   during	  
mating	  and	  dissection.	  	  
2.5.2	  Production	  of	  single	  yeast	  colonies	  
	  	  	  	  	  Yeast	   strains	   recovered	   from	  -­‐‑80˚c	   stocks	  were	   first	  patched	  on	   to	  YPG	  plates	  
for	  24	  hours	  to	  select	  for	  healthy	  mitochondria.	  Cells	  were	  then	  streaked	  to	  fresh	  
YPAD	   plates	   using	   a	   sterile	   flat-­‐‑bladed	   toothpick.	   Colonies	  were	   visible	   after	   24	  
hours’	   growth	   at	   30˚c	   and	   ready	   to	   use	   after	   48	   hours.	   Plates	   were	   always	  
incubated	  inverted	  (lid-­‐‑side	  down)	  and	  preferably	  in	  a	  loose-­‐‑lidded	  box	  or	  bag	  to	  
maintain	  humidity,	  protecting	  the	  agar	  from	  desiccation.	  	  
2.5.3	  Mating	  of	  haploid	  yeast	  colonies	  
	  	  	  	  	  Haploids	   of	   a	   and	   α	   mating	   type	   when	   grown	   as	   a	   mixed	   population	   may	  
undergo	   spontaneous	   cell	   fusion	   to	   produce	   a	   diploid	   (a/α)	   cell.	   Approximately	  
equal	  quantities	  of	  fresh	  a/α	  haploid	  colonies	  with	  desired	  genotype	  were	  mixed	  
in	   a	   patch	   on	   a	   fresh	   YPAD	   plate	   in	   an	   area	   approximately	   1cm2,	   and	   the	   plate	  
incubated	  at	  30˚c	  overnight.	  The	  following	  afternoon	  the	  patch	  was	  streaked	  to	  a	  
fresh	  YPD	  plate	  to	  produce	  single	  colonies.	  After	  48	  hours	  growth	  at	  30˚c	  colonies	  
were	   checked	   for	   ploidy	   by	   crossing	   with	   mating	   type	   testers	   (hAG55	  
MATa/hAG56	  MATα)	  (section	  2.5.4).	  Diploid	  cells	  were	  re-­‐‑streaked	  to	  fresh	  YPAD	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plates	  and	  prepared	  for	  storage	  at	  -­‐‑80˚c	  (section	  2.5.6).	  	  
2.5.4	  Checking	  of	  Colony	  Mating	  Type	  &	  Ploidy	  
	  	  	  	  	  Single	  colonies	  of	  interest	  were	  picked	  and	  streaked	  to	  a	  fresh	  YPAD	  plate,	  each	  
in	  a	  line	  parallel	  to	  the	  next	  like	  rungs	  of	  a	  ladder.	  A	  clean	  microscope	  slide	  edge	  
was	  used	  to	  transfer	  hAG55	  MATa	  or	  hAG56	  MATα	  cells	  to	  the	  plate,	  as	  the	  ladder	  
struts,	  intersecting	  the	  rungs	  distally	  to	  create	  an	  area	  of	  mixed	  tester	  and	  strain	  of	  
interest	   at	   each	   pole.	   Following	   overnight	   incubation	   at	   30˚c	   the	   plates	   were	  
replicated	  onto	  minimal	  media	  and	  incubated	  for	  a	  further	  24-­‐‑48	  hours.	  Haploids	  
were	   identified	   by	   growth	   on	  minimal	  media	   and	  mating	   type	   noted	   by	   growth	  
when	   combined	   with	   either	   hAG55	  MATa	   or	   hAG56	  MATα	  cells.	   In	   the	   case	   of	  
mating	   type	   tests	   for	   dissection	   plates,	   it	   was	   not	   necessary	   to	   pick	   individual	  
colonies.	   Instead	  the	  dissection	  was	  replicated	  onto	  a	   fresh	  YPAD	  plate,	   followed	  
by	   replication	   of	   a	   plate	  with	   hAG55	  MATa	   or	   hAG56	  MATα	   cells	   growing	   as	   a	  
lawn.	   This	   was	   then	   incubated	   and	   replicated	   to	   minimal	   media	   as	   previously	  
described	  and	  growth	  on	  minimal	  media	  used	  to	  deduce	  mating	  type.	  	  	  	  
2.5.5	  Standard	  liquid	  cultures	  
	  	  	  	  	  A	   fresh	   single	   colony	   was	   inoculated	   into	   10ml	   liquid	   YPAD	   in	   a	   50ml	  
Erlenmeyer	  flask	  and,	  following	  brief	  vortexing,	  incubated	  at	  30˚c	  overnight	  with	  
vigorous	  shaking.	  Where	  cells	  appeared	  to	  clump	  or	  flocculate,	  incubation	  at	  25˚c	  
instead	  of	  30˚c	  would	  sometimes	  resolve	  this.	  
2.5.6	  Storage	  of	  yeast	  clones	  at	  -­‐‑80˚c	  	  
	  	  	  	  	  To	   prevent	   spontaneous	   sporulation	   of	   diploids,	   or	   acquisition	   of	   mutations,	  
yeast	  cell	  clones	  were	  stored	  at	  -­‐‑80˚c	  in	  25%	  glycerol.	  Cells	  from	  overnight	  liquid	  
YPAD	   cultures	   were	   added	   to	   a	   2ml	   glass	   vial	   containing	   1ml	   autoclaved	   50%	  
glycerol.	   Duplicate	   tubes	   were	   made	   and	   labelled,	   and	   the	   strain	   genotype	  
catalogued	  in	  a	  communal	  Microsoft™	  Excel	  folder.	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2.5.7	  Culture	  of	  exponentially	  growing	  yeast	  
	  	  	  	  	  10ml	   liquid	   YPAD	   in	   a	   sterile	   50ml	   Erlenmeyer	   flask	   was	   inoculated	   with	   a	  
single	  colony	  at	  9am	  and	  incubated	  until	  the	  same	  afternoon	  at	  25°C.	  The	  O.D.600	  
was	  measured	  and	  an	  appropriate	  volume	  for	   inoculation	  of	  overnight	  culture	   to	  
obtain	  10	  O.D.s	  of	  exponentially	  growing	  cells	  in	  15ml	  YPAD	  was	  calculated	  using	  
the	  following	  equation:	  	  	  
𝐷𝑒𝑠𝑖𝑟𝑒𝑑	  𝑂. 𝐷×𝑚𝑙	  𝑌𝑃𝐷
201234 5126789:	  ;8<=
𝑂. 𝐷>??
= 	  𝑛𝑜.𝑚𝑙	  𝑡𝑜	  𝑖𝑛𝑛𝑜𝑐𝑢𝑙𝑎𝑡𝑒	  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  E.g.	  	  	  	  	  	  	  	  	  	  
G.HI×JK
L JI J.MK	  
N.OP
= 	  2.2×10SO𝑚𝑙	  𝑡𝑜	  𝑖𝑛𝑛𝑜𝑐𝑢𝑙𝑎𝑡𝑒	   2.2µμ𝑙 	  𝑖𝑛𝑡𝑜	  15𝑚𝑙	  	  
	  	  	  	  2ml	   of	   the	   overnight	   culture	   was	   inoculated	   into	   50ml	   liquid	   YPAD	   and	  
incubated	   at	   30°C	   for	   1	   hour	   on	   a	   shaking	   platform.	   When	   the	   culture	   optical	  
density600	   (OD600)	   reached	   0.2-­‐‑0.5,	   cells	   were	   harvested	   by	   centrifugation	   at	  
2000rpm	  for	  5	  minutes.	  
2.5.8	  Lithium-­‐‑acetate	  high	  efficiency	  transformation	  
	  	  	  	  	  Exponentially	   growing	   cells	   were	   harvested	   (section	   2.5.7),	   washed	   twice	   in	  
5ml	   100mM	   lithium	   acetate	   (Sigma	   Aldrich)	   and	   pelleted	   by	   centrifugation	   at	  
2000rpm	  for	  5	  minutes.	  The	  cell	  pellets	  were	  re-­‐‑suspended	  in	  200-­‐‑500µl	  100mM	  
lithium	  acetate	  –	  depending	  on	  the	  size	  of	  the	  cell	  pellet	  –	  and	  50µl	  aliquots	  were	  
incubated	  at	  30°C	  for	  30	  minutes.	  During	  this	  time,	  10mg/ml	  salmon	  sperm	  DNA	  
(Sigma	   Aldrich)	   was	   denatured	   at	   95°C	   for	   5	   minutes,	   and	   then	   chilled	   on	   ice.	  
240µl	   50%	   polyethylene	   glycol	   (PEG)	   (Sigma	   Aldrich),	   36µl	   1M	   lithium	   acetate,	  
25µl	  salmon	  sperm	  DNA	  and	  20µl	   transforming	  DNA	  (50-­‐‑200ng	  plasmid,	  500ng-­‐‑
1µg	   PCR)	   were	   added	   to	   each	   aliquot	   of	   cells	   in	   this	   order.	   The	   cells	   were	  
incubated	  at	  30°C	  for	  30	  minutes	  and	  then	  heat	  shocked	  at	  42°C	  for	  15	  minutes.	  
Cells	   were	   harvested	   by	   micro-­‐‑centrifugation	   at	   6000rpm	   for	   5	   minutes,	   re-­‐‑
suspended	  in	  1ml	  YPAD	  and	  then	  incubated	  at	  30°C	  for	  90	  minutes	  with	  shaking.	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Cells	   were	   harvested	   by	   centrifugation	   at	   2000rpm	   for	   5	   minutes	   and	   re-­‐‑
suspended	   in	   150µl	   of	   distilled	  water,	   then	   spread	   onto	   appropriate	   plates.	   The	  
plates	  were	  incubated	  at	  30°C	  for	  48	  hours.	  
2.5.9	  Bleomycin-­‐‑induced	  DNA	  damage	  of	  cells	  
	  	  	  	  	  Bleomycin	  is	  a	  DNA	  intercalating	  agent	  that	  can	  induce	  both	  single	  and	  double	  
strand	  breaks.	  	  Cells	  were	  grown	  overnight	  using	  the	  calculation	  in	  section	  2.5.7	  to	  
O.D.600	  0.8	  in	  YPAD,	   in	  a	  volume	  sufficient	  for	  the	  desired	  number	  of	  samples	  for	  
protein	  extraction.	  Once	  cells	  were	  O.D.600	  0.8,	  bleomycin	  (Melfords)	  was	  added	  to	  
a	   final	   concentration	   of	   50µg/ml	   from	   a	   50mg/ml	   stock.	   The	   cultures	   were	  
incubated	  with	   shaking	   at	   25˚c	   for	   4	   hours.	   Samples	  were	   taken	   at	   0	   hours	   and	  
after	  4	  hours	  of	  treatment	  for	  protein	  extraction	  and	  Western	  blot	  analysis.	  	  
2.5.10	  Sporulation	  of	  diploid	  strains	  (solid	  media)	  
	  	  	  For	   asynchronous	   sporulation	   of	   diploid	   cells,	   patches	   of	   candidate	   strains	  
grown	   on	   YPAD	   plates	   for	   24	   hours	   were	   replicated	   onto	   K-­‐‑acetate	   plates	   and	  
allowed	   to	   sporulate	   at	   30˚c	   for	   48-­‐‑72	   hours.	   The	   cells	   were	   then	   checked	   for	  
tetrads	  by	  light	  microscopy	  (100x).	  
2.5.11	  Tetrad	  dissection	  
	  	  	  	  	  Cells	   sporulated	  on	   solid	  media	  were	   collected	  by	   scraping	  a	   loop	   full	   of	   cells	  
using	  a	  disposable	  1µl	  sterile	  loop	  (Sarstedt).	  Cells	  were	  then	  resuspended	  in	  20µl	  
final	   volume	   of	   1	   in	   10	   diluted	   stock	   ß-­‐‑glucuronidase	   (Roche)	   and	   incubated	   at	  
30˚c	  for	  20	  minutes	  to	  release	  spores	  from	  the	  ascus.	  Following	  treatment,	  the	  cell	  
density	  was	  diluted	  by	  addition	  of	  200µl	  sterile	  mqH2O.	  20µl	  of	  this	  was	  pipetted	  
onto	   a	   briefly	   dried	   YPAD	   plate,	   and	   allowed	   to	   run	   along	   a	   chord	   creating	   a	  
segment	  approximately	  1.5cm	  deep.	  The	  plate	  was	  briefly	  allowed	  to	  dry.	  Tetrads	  
were	   arranged	   as	   arrays	   of	   four	   vertical	   spores	   on	   the	  YPAD	  plate	   in	   the	   upper	  
segment	   using	   a	   micromanipulator	   (Singer	   MSM	   system	   series	   200)	   and	   then	  
allowed	   to	   grow	   at	   30˚c	   for	   48	   hours.	   Spores	   are	   considered	   viable	   if	   they	   can	  
germinate	  and	  produce	  a	  colony	  when	  grown	  on	  a	  rich	  medium.	  A	  minimum	  of	  40	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tetrads,	  were	  dissected	  to	  determine	  the	  proportion	  of	  viable	  meiotic	  products.	  
2.5.12	  	  	  Synchronous	  sporulation	  of	  Saccharomyces	  cerevisiae	  
	  	  	  	  	  A	  single	  colony	  was	  used	  to	  inoculate	  15ml	  YPAD	  in	  a	  sterile	  50ml	  Erlenmeyer	  
flask	  and	  incubated	  overnight	  at	  25˚c	  with	  vigorous	  shaking.	  The	  O.D.600	  a	  10-­‐‑fold	  
diluted	  sample	  was	  checked	  at	  about	  12-­‐‑2pm	  (depending	  on	  the	  strain	  cells	  may	  
grow	  at	  different	  rates).	  Once	  O.D.600	  5-­‐‑10	  was	  reached,	  cells	  were	  transferred	  to	  
BYTA,	   a	   pre-­‐‑sporulation	  medium	   low	   in	   nutrients	   containing	   a	   non-­‐‑fermentable	  
carbon	   source	   to	   encourage	  preparation	   for	   sporulation.	   The	   inoculum	   required	  
for	  O.D.600	  0.3	  in	  a	  200ml	  BYTA	  culture	  was	  calculated	  according	  to	  the	  following	  
equation:	  
𝑉𝑜𝑙𝑢𝑚𝑒	  𝑡𝑜	  𝑔𝑟𝑜𝑤	  (𝑚𝑙)	  
𝑂. 𝐷>??
𝐷𝑒𝑠𝑖𝑟𝑒𝑑	  𝑂. 𝐷>??





= 8.23	  𝑚𝑙	  𝑡𝑜	  𝑖𝑛𝑜𝑐𝑢𝑙𝑎𝑡𝑒	  
	  	  	  	  	  The	   appropriate	   volume	   of	   cells	   was	   inoculated	   into	   BYTA,	   and	   incubated	   at	  
30˚c	   in	   a	   shaking	   incubator	   at	   270rpm	   for	   approximately	   20	   hours.	   Following	  
incubation	   cell	   growth	   was	   assessed	   by	   measuring	   O.D.600	  of	   a	   10-­‐‑fold	   diluted	  
sample.	   The	   ideal	   actual	   O.D.600	  should	   be	   between	   6-­‐‑10.	   Cells	  were	   checked	   by	  
light	  microscopy	  at	  this	  stage;	  <5%	  of	  cells	  should	  be	  budding,	  and	  the	  cells	  should	  
look	   fat	  and	  round.	  The	  volume	  of	  cells	  required	   for	  a	  starting	  O.D.600	  of	  1.9	  was	  
calculated,	  and	  the	  cells	  rapidly	  harvested	  in	  a	  Beckman	  centrifuge	  at	  4500rpm	  for	  
2	   minutes.	   The	   inoculum	   volume	   required	   for	   well-­‐‑prepared	   cells	   was	   usually	  
around	   70ml	   (±15ml).	   Cells	   were	   washed	   in	   100ml	   autoclaved	   water	   and	  
resuspended	   in	   250ml	   SPM	  media	   plus	   any	   necessary	   amino	   acid	   supplements,	  
and	  transferred	  to	  a	  2.8l	  baffled	  flask,	  pre-­‐‑warmed	  to	  30˚c.	  This	  was	  incubated	  at	  
30˚c,	   270rpm	   in	   a	   shaking	   incubator	   for	   the	   duration	   of	   the	   time	   course.	   Time	  
point	   zero	  was	   taken	   immediately	  prior	   to	   the	   flask	  being	  placed	   in	   the	   shaking	  
incubator.	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  2.5.13	  	  	  Harvesting	  cells	  for	  DNA	  extraction	  
	  	  	  	  	  At	  hourly	  intervals,	  25ml	  of	  synchronously	  sporulating	  cells	  were	  removed	  and	  
transferred	  to	  a	  falcon	  tube	  containing	  ice-­‐‑cold	  6ml	  50%	  glycerol	  +	  300µl	  10%	  Na-­‐‑
azide	  (Sigma	  Aldrich).	  The	  cells	  were	  centrifuged	  at	  4000rpm	  for	  2	  minutes	  and	  
the	  pellet	  washed	   in	  1ml	   spheroplasting	   solution	  +	  20%	  glycerol	   (section	  2.2.9),	  
then	  transferred	  to	  an	  eppendorf	  tube.	  Cells	  were	  then	  centrifuged	  at	  4000rpm	  for	  
2	   minutes,	   the	   supernatant	   removed	   and	   the	   cell	   pellet	   flash	   frozen	   in	   liquid	  
nitrogen	  for	  later	  DNA	  extraction.	  	  
	  	  2.5.14	  	  	  DAPI	  staining	  of	  cells	  to	  monitor	  nuclear	  divisions	  
	  	  	  	  	  Approximately	   750µl	   of	   synchronously	   sporulating	   cells	   were	   removed	   at	  
hourly	   intervals	   and	   fixed	   in	   ice-­‐‑cold	   100%	   ethanol,	   and	   stored	   at	   -­‐‑20˚c.	   1µl	   of	  
DAPI	  1mg/ml	  was	  added	  and	  the	  tube	  inverted	  then	  left	  at	  room	  temperature	  for	  
one	   minute.	   Following	   this	   the	   cells	   were	   pelleted	   at	   4000rpm	   in	   a	   micro-­‐‑
centrifuge,	   and	   then	   resuspended	   thoroughly	   in	   100µl	   50%	   glycerol.	   Cell	   nuclei	  
were	   visualised	   using	   a	   Xuorescence	  microscope	   (DMLB	   Leica)	  with	   a	   standard	  
DAPI	   filter	   for	  monitoring	   of	  meiotic	   progression	   by	   scoring	   of	   nuclei.	   100	   cells	  
were	  scored	  from	  each	  time	  point	  for	  the	  number	  of	  discrete	  DAPI-­‐‑stained	  nuclei	  
present.	  	  
2.6	  Yeast,	  plasmids	  &	  primers	  
2.6.1	  Nomenclature	  of	  diploid	  strains	  used	  in	  this	  study	  
	  	  	  	  	  Strains	  which	   contain	   single	   residue	  mutations	   are	   referred	   to	   as	   the	  original	  
residue	   and	   number	   followed	   by	   the	   mutated	   version,	   e.g.	   spo11-­‐‑Y135F-­‐‑HA	  
indicates	   spo11-­‐‑Y135F-­‐‑HA3-­‐‑His6::KanMX4	   in	   which	   there	   is	   a	   substitution	   of	  
tyrosine	  135	  to	  phenylalanine.	  
	  	  	  	  	  Strains	   containing	  multiple	   residue	  mutations	   are	   referred	   to	   as	   the	   quantity	  
and	  letter	  of	  the	  original	  residue	  followed	  by	  the	  mutated	  residue,	  e.g.	  exo1-­‐‑4S::A-­‐‑
PK9	   indicates	   exo1-­‐‑4S::A-­‐‑PK9::KanMX	   	   in	   which	   there	   are	   4	   individual	   serine	  
residues	  substituted	  to	  alanine.	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  Tagged	  strains	  are	  referred	  to	  as	  their	  allele	  followed	  by	  a	  tag	  suffix,	  e.g.	  exo1-­‐‑
4S::A-­‐‑PK9	  indicates	  exo1-­‐‑4S::A	  with	  a	  PK9	  tag.	  	  
	  	  	  	  	  Deletion	  of	  a	  gene	  is	  indicated	  by	  ∆,	  e.g.	  exo1∆	  indicates	  exo1∆::KANMX.	  
	  	  	  	  	  Strains	   expressing	   a	   mutant	   allele	   exogenously,	   such	   as	   from	   a	   plasmid,	   are	  
referred	   to	   as	   the	   endogenous	   allele	   followed	   by	   that	  which	   is	   being	   expressed	  
from	   the	   plasmid,	   e.g.	   dAG1686	   (dAG1300	   +	   pAG457)	   is	   referred	   to	   as	   exo1∆	  +	  
4S::A.	  
2.6.2	  Yeast	  strains	  used	  in	  this	  study	  
	  	  	  	  	  The	  strains	  used	  in	  this	  study	  are	  of	  the	  SK1	  background	  (Kane	  &	  Roth	  1974).	  
The	  exo14S::A	  allele	  was	  provided	  in	  vector	  pAG451	  (pDL1134	  David	  Lydall).	  The	  
spo11(Y135F)-­‐‑HA3His6::KanMX	   allele	   was	   provided	   in	   hAG209	   (SKY268	   Scott	  
Keeney).	   The	   mek1∆::LEU2	   allele	   was	   provided	   in	   hAG702	   (S2683	   Nancy	  
Hollingsworth).	   The	  Mre11-­‐‑58S	  allele	   was	   provided	   in	   hAG678	   (S1359	   Michael	  
Lichten).	   The	   mre11-­‐‑H125N	   allele	   was	   provided	   in	   hAG953	   (from	  
pAG189/pSM438	   Alastair	   Goldman).	   The	   CLB2-­‐‑MEC1-­‐‑HA3-­‐‑KanMx6	   allele	   was	  
provided	  in	  hAG1508	  (Alastair	  Goldman).	  	  The	  dmc1::KanMX4	  allele	  was	  provided	  
in	   hAG319	   (from	  M.	   J.	   Neale).	   The	   sae2::KanMX6	  allele	  was	   provided	   in	   hAG288	  
(S1196	   Valerie	   Borde).	   The	   tel1∆::HphMX	   allele	   was	   provided	   in	   hAG2167.	   The	  
strains	   hAG55	   and	   hAG56	   were	   used	   in	   crosses	   to	   determine	   the	   ploidy	   and	  
mating	  type	  of	  constructed	  strains.	  	  
2.6.3	  Plasmids	  
	  	  	  	  	  The	   LEU2	   coding	   region	   of	   pAG311	   was	   used	   as	   template	   DNA	   to	   produce	  
fragments	   suitable	   for	   transformation.	   The	   hphR	   hygromycin	   resistance	   coding	  
region	   of	   pAG354	   was	   used	   to	   produce	   fragments	   suitable	   for	   cloning	   and	  
transformation.	   The	   EXO1/exo1-­‐‑4S::A/exo1-­‐‑4S::E	   coding	   regions	   of	  
pAG450/451/452	   respectively	   were	   used	   to	   produce	   fragments	   suitable	   for	  
cloning	   various	   constructs	   such	   as	   those	   tagged	   with	   –PK9.	   The	   vectors	  
pAG450/451/452	  were	  also	  used	  to	  construct	  pAG456/457/458	  for	  expression.	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2.6.4	  Primers	  
All	  primers	  were	   synthesised	  by	  Eurofins	  MWG	  Opern	  with	  high-­‐‑purity	   salt	   free	  
(HPSF)	   purification,	   except	   for	   those	   greater	   in	   length	   than	   50bp	   which	   were	  
purified	  by	  high	  performance	  liquid	  chromatography.	  
Table	  2.3	  Haploid	  S.	  cerevisiae	  strains	  
Name	   Genotype	   Source	  
	  	  hAG1	   MAT⍺ lys2 ura3 ho::LYS2 trp1::hisG	   M.	  
Lichten	  
(S4)	  
	  	  hAG55	  
	  





	  	  hAG56	  
	  
MAT⍺ ura2 (ura2 tester)	   M.	  
Lichten	  
(H318)	  
	  	  hAG195	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Table	  2.4	  Diploid	  S.	  cerevisiae	  strains	  





MATa ho::LYS2 lys2 ura3::URA3-[arg4-rv::VDE] TFP1  
leu2-? nuc1D::LEU2 spo11(Y135F)-HA3HIs6::KanMx  arg4-nsp,bgl  
Matt	  
Neale	  
MAT⍺ ho::lys2 lys2 ura3::URA3[arg4-bgl] TFP1:VDE1 leu2-? 




MATa ho::LYS2 leu2 ura3 lys2 TRP1 VMA1-201 exo1∆::KANMX	   Anna	  
	  
MAT⍺ ho::hisG leu2 ura3 lys2 trp1 LEU2::VMA1::URA3  
exo1∆::KANMX	  
dAG1626	  
(52	  x	  53)	  
	  




MATa ura3 lys2 ho::LYS2 leu2-R arg4-nsp smo1-1	  
dAG1680	  
(1886	  x	  	  
1887)	  
	  
MATa ho::LYS2 TRP1 ura3 (VMA-201?)	   This	  
study	  





MATa ho::LYS2 leu2 ura3 lys2 TRP1 VMA1-201 exo1∆::KANMX This	  
study	  




	  +	  pAG457	  
	  
MATa ho::LYS2 leu2 ura3 lys2 TRP1 VMA1-201 exo1∆::KANMX This	  
study	  










MAT⍺ ho::hisG leu2 ura3 lys2 trp1 LEU2::VMA1::URA3 
exo1∆::KANMX 
dAG1694	  
(1910	  x	  	  
1911)	  
	  




MAT⍺ ho::HISG? leu2 ura3 lys2 VMA1-201? exo1∆::KANMX 
	  
dAG1713	  
(1951	  x	  	  








MATa ho::LYS2 trp1::hisG ura3 (VMA-201?) EXO1::PK9::KanMX 
	  
dAG1714	  
(1953	  x	  	  
1954)	  
	  














MAT⍺ ho::LYS2 TRP1 ura3 (VMA-201?) exo1::KANMX 
	  
dAG1822	  
(2184	  x	  	  
2185)	  
	  




MATa ho::LYS2 lys2 ura3 leu2::hisG his3::hisG trp1::hisG 
mek1∆::LEU2 EXO1::PK9::KanMX 
dAG1823	  
(2186	  x	  	  
2187)	  
	  




MAT⍺ ho::LYS2 lys2 ura3 leu2::hisG his3::hisG trp1::hisG 
Mre11-58S(seq) EXO1::PK9::KanMX 
dAG1824	  
(2188	  x	  	  
2189)	  
	  




MAT⍺ ho::LYS2 lys2 ura3 leu2::hisG his3::hisG trp1::hisG 
spo11-Y135F-HA3-His6::KanMX4 EXO1::PK9::KanMX 
dAG1825	  
(2190	  x	  	  
2191)	  
	  
MATa ho::LYS2 lys2 ura3 leu2::hisG his3::hisG trp1::hisG 
mre11-H125N (seq) EXO1::PK9::KanMX 
This	  
study	  
MAT⍺ ho::LYS2 lys2 ura3 leu2::hisG his3::hisG trp1::hisG 
mre11-H125N (seq) EXO1::PK9::KanMX 
dAG1826	  
(2192	  x	  	  
2193)	  
	  




MAT⍺ ho::LYS2 lys2 ura3 leu2::hisG his3::hisG trp1::hisG 
CLB2-MEC1-HA3-KanMx6 EXO1::PK9::KanMX 
dAG1827	  
(2194	  x	  	  
2195)	  
	  




MAT⍺ ho::LYS2 lys2 ura3 leu2::hisG his3::hisG trp1::hisG 
dmc1::KanMX4 EXO1::PK9::KanMX 
dAG1828	  
(2196	  x	  	  
2197)	  
	  




MAT⍺ ho::LYS2 lys2 ura3 leu2::hisG his3::hisG trp1::hisG 
sae2::KanMX6 EXO1::PK9::KanMX 
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dAG1829	  
(2198	  x	  	  
2199)	  
	  
MATa ho::LYS2 lys2 ura3 leu2::hisG his3::hisG trp1::hisG 
tel1∆::HphMX arg4-nsp/nsp,bgl? EXO1::PK9::KanMX 
This	  
study	  
MAT⍺ ho::LYS2 lys2 ura3 leu2::hisG his3::hisG trp1::hisG 
tel1∆::HphMX arg4-nsp/nsp,bgl? EXO1::PK9::KanMX 
dAG1830	  
(2165	  x	  	  
2166)	  
	  










MATa ho::LYS2 lys2 ura3 leu2::hisG his3::hisG trp1::hisG 




MAT⍺ ho::LYS2 lys2 ura3 leu2::hisG his3::hisG trp1::hisG 
tel1∆::HphMX arg4-nsp/nsp,bgl? EXO1::PK9::KanMX CLB2-MEC1-
HA3-KanMx6 
	  
Table	  2.5	  E.	  coli	  strains	  
Name	   Description	   Source	  
DH5⍺ 	   supE44 ∆lacU169(φ80 lacZ∆M15) hsdR17 recA1 endA1 





F- deoR endA1 recA1 relA1 gyrA96 hsdR17(rk-, 




Table	  2.6	  Plasmids	  
Plasmid	   Description	   Source	  
pAG354	   Contains	  Hph	  gene	  from	  Klebsiella	  pneumoniae	  encoding	  hygromycin	  B	  
phosphotransferase	  and	  confers	  resistance	  to	  the	  antibiotic	  hygromycin	  B	  




pAG450	   EXO1	  wild	  type	  (PMID	  18756267	  for	  info)	  HIS3/cen,	  ampicillin	  marker	  
(made	  in	  pRS413).	  Sequenced	  
pDL1124	  
David	  Lydall	  
Morin	  et	  al.	  2008	  	  
pAG451	   Non	  Phosphorylatable	  Exo1	  exo1-­‐‑4S::A	  (PMID	  18756267	  for	  info)	  
HIS3/cen,	  ampicillin	  marker	  (made	  in	  pRS413).	  Sequenced	  
pDL1143	  
David	  Lydall	  
Morin	  et	  al.	  2008	  	  	  
pAG452	   Phosphomimetic	  Exo1	  exo1-­‐‑4S::E	  (PMID	  18756267	  for	  info)	  HIS3/cen,	  
ampicillin	  marker	  (made	  in	  pRS413).	  Sequenced	  
pDL1146	  
David	  Lydall	  
Morin	  et	  al.	  2008	  	  
pAG453	   URA3/cen,	  ampicillin	  marker.	  	   YCplac33	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pAG456	   pAG450	  +	  Hygromycin	  Resistance	  Cassette	  amplified	  from	  pAG354	  
inserted	  at	  NotI.	  Sequenced	  
This	  study	  
pAG457	   pAG451	  +	  Hygromycin	  Resistance	  Cassette	  amplified	  from	  pAG354	  
inserted	  at	  NotI.	  Sequenced	  
This	  study	  
pAG458	   pAG452	  +	  Hygromycin	  Resistance	  Cassette	  amplified	  from	  pAG354	  
inserted	  at	  NotI.	  Sequenced	  
This	  study	  
pAG481	   pBH259	  -­‐‑	  EXO1	  wild	  type	  tagged	  with	  PK9	  in	  pBlueScript	  with	  KANMX	  
and	  1kb	  downstream	  homology	  of	  EXO1	  for	  chromosomal	  integration.	  
This	  study	  
Bin	  Hu	  
pAG482	   As	  pAG481	  modified	  by	  Gibson	  assembly	  to	  include	  4S::A	  
	  
This	  study	  




Table	  2.7	  Primers	  
Primer	   Sequence	  (5’	  à	  3’)	   Description	  
Exo1KanMX5’	   AATCCATATGATTTTCACCAACCTCTAGCCAACAGAGAG
CGTTTAGCTTGCCTCGTCCCCGC	  




KANMX	  exo1∆	  cassette	  	  
1.5kb	  product	  
HYG	  (NotI)	  5’	   GAACGCGGCCGCCAGCTGAAGCTTCG HYGR	  cassette	  	  
1.7kb	  product	  
HYG	  (NotI)	  3’	   CCGGCAGATCCGCGGCCGCATAGG HYGR	  cassette	  	  
1.7kb	  product	  
ARE1	  Probe	  5’	   CCAATGCCTAACGCTTCCC	   Downstream	  of	  ARE1	  locus	  
941bp	  
ARE1	  Probe	  3’	   TTCTGTGGCGCAAACACCG	   Downstream	  of	  ARE1	  locus	  
941bp	  
CHA1	  5’	  For	  1	   GTCTACAATAAAACACCATTATTACG	   CHA1	  probe	  first	  PCR	  	  
1.1kb	  product	  
CHA1	  5’	  For	  2	   GGAAAGGCTTCTGCACAATTTTTC	   CHA1	  probe	  second	  PCR	  	  
1kb	  product	  
CHA1	  3’	  Rev	  1	   CAGCGACTTCTATTACAGGAGTG	   CHA1	  probe	  first	  PCR	  	  
1.1kb	  product	  
CHA1	  3’	  Rev	  2	   CTTTTTAAATTCACAATATTTTTTTCTGG	   CHA1	  probe	  second	  PCR	  	  
1kb	  product	  
Exo1	  mut	  5’	   GCAAATTGTTCATTTCGACGACG	   Putative	  phospho-­‐‑mutant	  
region	  of	  Exo1	  	  
1.1kb	  product	  
Exo1	  mut	  3’	   CCTTTATAAACAAATTGGGAAAGCAAGG	   Putative	  phospho-­‐‑mutant	  
region	  of	  Exo1	  
1.1kb	  product	  
Exo1	  PK9	  5’	   CCTTGCTTTCCCAATTTGTTTATAAAGG	   pBH259	  minus	  putative	  
phospho-­‐‑mutant	  region	  	  
6.7kb	  product	  
Exo1	  PK9	  3’	   CGTCGTCGAAATGAACAATTTGC	   pBH259	  minus	  putative	  
phospho-­‐‑mutant	  region	  	  
6.7kb	  product	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Chapter	  3	  
3.  Characterisation	  of	  exogenously	  expressed	  exo1	  
mutants	  
Introduction	 
	  	  	  	  	  Exo1	   is	   a	   nuclease	   that	   functions	   in	   DNA	   repair	   in	   both	  meiosis	   and	  mitosis.	  
When	  Exo1	  is	  absent,	  mitotically	  cycling	  cells	  are	  more	  sensitive	  to	  DNA	  damaging	  
agents	   camptothecin	   and	   bleomycin,	   as	   well	   as	   telomere	   uncapping	   in	   the	  
temperature	   sensitive	   YKU70	   mutant	   (Morin	   et	   al.	   2008).	   This	   increased	  
sensitivity	   may	   be	   due	   to	   a	   modest	   but	   functionally	   significant	   reduction	   in	  
resection	   at	   mitotic	   DSBs.	   Conversely,	   increased	   expression	   of	   Exo1	   leads	   to	  
hyper-­‐‑resection	  of	  DNA,	  and	  this	  can	  suppress	  sensitivity	  to	  DNA	  damaging	  agents	  
(Tsubouchi	  &	  Ogawa	   2000)	   by	   exposing	   distal	   regions	   of	   homology	   suitable	   for	  
repair	  by	  SSA.	  	  It	  has	  	  previously	  been	  demonstrated	  that	  phosphorylation	  plays	  a	  
role	  in	  the	  regulation	  of	  Exo1	  in	  S.	  cerevisiae	  and	  mammalian	  models	  (Morin	  et	  al.	  
2008;	  Bolderson	  et	  al.	  2010;	  Engels	  et	  al.	  2011;	  Tomimatsu	  et	  al.	  2014;	  see	  Section	  
1.7).	  However,	  so	  far	  no	  published	  studies	  have	  addressed	  the	  potential	  influence	  
of	  this	  post-­‐‑translational	  modification	  on	  the	  functions	  of	  Exo1	  during	  meiosis.	  	  
	  	  	  	  	  Morin	  et	  al.	  2008	  demonstrated	  that	  phosphorylation	  is	  triggered	  in	  response	  to	  
DNA	  damage,	   by	   treatment	  with	   bleomycin	   in	   cells	   from	   the	  W303	  background.	  
They	   identified	   four	   serine	   residues	   S372,	   S567,	   S587	   and	   S692,	   that	   were	  
phosphorylated	   in	  S.	  cerevisiae	   in	   response	   to	  DNA	  damage	   induction.	  From	   this	  
they	   produced	   mutant	   alleles	   of	   EXO1	   that	   were	   either	   non-­‐‑phosphorylatable	  
(exo1-­‐‑4S::A)	   or	   mimicked	   phosphorylation	   (exo1-­‐‑4S::E)	   by	   the	   substitution	   of	  
serine	   with	   alanine	   or	   glutamic	   acid	   respectively.	   Examining	   sensitivity	   to	   DNA	  
damage	  in	  these	  mutants	  has	  suggested	  that	  phosphorylation	  inhibits	  the	  activity	  
of	  Exo1.	  This	   inhibition	  may	  serve	   to	  regulate	   the	  resection	  carried	  out	  by	  Exo1,	  
preventing	   hyper-­‐‑resection.	   A	   constitutively	   active	   mutant	   of	   Exo1	   might	  
therefore	  be	  anticipated	   to	  have	  decreased	  sensitivity	   to	  DNA	  damage	  due	   to	  an	  
ability	   to	  hyper-­‐‑resect.	  Morin	   et	   al.	   2008	   showed	   that	   the	  non-­‐‑phosphorylatable	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mutant	  exo1-­‐‑4S::A	  is	  less	  sensitive	  to	  DNA	  damage	  than	  its	  wild	  type	  or	  phospho-­‐‑
mimetic	  counterparts.	  
	  	  	  	  	  The	   aim	  of	   the	  work	  described	   in	   this	   chapter	  was	   to	  determine	  whether	   the	  
key	  residues	  identified	  by	  Morin	  et	  al.	  might	  also	  influence	  the	  response	  of	  Exo1	  to	  
meiotic	  DNA	  damage.	  The	  mutants	  designed	  by	  Morin	  et	  al.	  were	  produced	  by	  sub-­‐‑
cloning	   an	   EXO1-­‐‑tap	   construct	   into	   the	   pRS413	   vector,	   and	   introducing	   the	  
mutations	   into	   EXO1	   directly	   through	   site	   directed	   mutagenesis.	   The	   resulting	  
vector	   was	   centromeric,	   making	   it	   suitable	   for	   supplementing	   expression	   in	  
deletion	  mutants.	   The	   vectors	   containing	   one	   of	   the	   alleles	   EXO1,	  exo1-­‐‑4S::A,	  or	  
exo1-­‐‑4S::E	  were	  used	  in	  an	  exo1∆	  strain	  to	  investigate	  whether	  the	  residues	  might	  
also	   influence	   the	   response	   to	   meiotic	   DNA	   damage.	   A	   hygromycin	   resistance	  
cassette	  was	  inserted	  into	  the	  vector	  to	  enable	  selection	  of	  positive	  transformants.	  
Potential	   effects	   on	   meiosis	   can	   be	   observed	   in	   various	   ways,	   including:	   the	  
progression	  of	  meiosis	  over	  time	  observed	  by	  the	  number	  of	  nuclei	  visible	  per	  cell,	  
the	   viability	   of	   meiotic	   products	   following	   dissection	   of	   tetrads,	   and	   the	  
proportion	   of	   DNA	   existing	   as	   intact	   or	   broken	   fragments	   at	   given	   time	   points	  
through	  the	  course	  of	  meiosis.	  By	  employing	  a	  variety	  of	  methods	  it	  is	  possible	  to	  
build	   a	   picture	   of	   how	  meiosis	   progresses,	   and	   infer	   the	   effect	   an	   agent	   has	   on	  
meiotic	  recombination.	  	  
Results	   
3.1	  Hygromycin	  resistance	  marker	  integration	  affects	  meiotic	  progression	  	  
	  	  	  	  	  In	   order	   to	   select	   for	   and	   maintain	   positive	   transformants	   a	   hygromycin	  
resistance	  cassette	  was	  inserted	  into	  the	  multiple	  cloning	  site	  of	  plasmid	  pAG450	  
(EXO1),	  creating	  pAG456.	  This	  vector	  was	  then	  transformed	  into	  the	  exo1∆	  strain	  
dAG1300.	   The	   hygromycin	   resistance	   (HYGR)	   cassette	   was	   cloned	   into	   a	   single	  
NotI	   restriction	   site	   and	   so	   could	   end	   up	   in	   two	   possible	   orientations;	   either	  
expressing	   in	   opposition	   to	   EXO1,	   annotated	   as	   EXO1><HYG	   (figure	   3.1	   A),	   or	  
expressing	   subsequently	   to	   EXO1,	   annotated	   as	   EXO1>>HYG	   (figure	   3.2	   B).	   In	  
order	   to	   examine	   whether	   the	   orientation	   had	   an	   impact	   on	   the	   level	   of	   EXO1	  
activity,	  dAG1300	  cells	  transformed	  with	  either	  EXO1><HYG	  or	  EXO1>>HYG	  were	  
synchronised	  into	  meiosis	  and	  sampled	  at	  hourly	  time	  points	  in	  order	  to	  examine	  






























Figure3.1 Meiotic progression is affectedby marker integration
(A) & (B) illustrate the two possible orientations of HygromycinR insertion into the vector.
The arrows indicate 5’A3’ orientation of gene expression. (A) is referred to as exo1∆ +
EXO1><HYGwhile (B) is exo1∆+ EXO1 >>HYG.
(C) In exo1∆ there is a one hour delay of appearance of tri/tetranucleate cells when
compared to EXO1, as well as fewer tri/tetranucleates by 8 hours. The orientation of the
hygromycin cassette insertion appears to significantly affect the progression of meiosis, as
when hygromycin is expressed linearly following EXO1 (exo1∆ + EXO1 >>HYG) the number
of tetranucleates at 8 hours is ~30% less than that when hygromycin is expressed in
opposition to EXO1 (exo1∆+ EXO1><HYG). This oppositional orientation gives progression
more similar to EXO1 (light blue) than exo1∆ (orange). Error bars calculated from >2
independent repeats.
(D), (E)& (F) show typical examples of mononucleate (B), binucleate (C), and tetranucleate
cells as visualised byDAPI staining.
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DAPI	  stained	  nuclei	  at	  each	  stage	  (section	  2.5.14)	  (Figure	  3.1	  D,	  E	  &	  F).	  Cells	  were	  
scored	   for	   the	   number	   of	   nuclei	   visible,	   as	   an	   indicator	   of	   meiotic	   progression.	  
Cells	  displaying	  3	  or	  4	  nuclei	  were	  scored	  as	  having	  completed	  the	  second	  nuclear	  
division	  (MII).	  Wild	  type	  cells	  (EXO1)	  showed	  90%	  progression	  through	  MII	  by	  8	  
hours	  of	  meiosis	  (figure	  3.1	  C),	  while	  exo1∆	  progression	  was	  impaired,	  with	  68%	  
of	  cells	  having	  progressed	  through	  MII	  by	  8	  h.	  	  By	  the	  same	  time,	  cells	  transformed	  
with	  EXO1><HYG	  showed	  78%	  MII	  nuclei,	  while	  EXO1>>HYG	  MII	  progression	  was	  
reduced	  with	   48%	   of	   cells	   having	   3	   or	   4	   nuclei.	   As	   the	   EXO1><HYG	   integration	  
appeared	   to	   show	   progression	   more	   similar	   to	   that	   of	   wild	   type	   cells,	   this	  
orientation	  was	   selected	   for	  when	   inserting	  HYGR	   into	   pAG451	   (exo1-­‐‑4S::A)	   and	  
pAG452	  (exo14S::E)	  to	  create	  pAG457	  and	  pAG458.	  
3.2	  Sporulation	  defect	  of	  exo1∆	   is	  partially	   rescued	  by	   transformation	  with	  
Exo1	  plasmids	  	  
	  	  	  	  	  Timely	  meiotic	  progression	  depends	  on	  punctual	  and	  successful	  completion	  of	  
each	   stage	   of	  meiosis,	   fulfilling	   various	   checkpoints	   along	   the	  way	   (section	   1.6).	  
Exo1	   is	   implicated	   in	   two	   stages	   of	  meiotic	   recombination;	   5’	   to	   3’	   resection	   of	  
DSBs	   and	   resolution	   of	   dHJs	   (Zakharyevich	   et	   al.	   2010).	   Disruption	   of	   either	   of	  
these	  processes	  could	  influence	  meiotic	  progression	  ,	  an	  effect	  which	  is	  detectable	  
experimentally.	   To	   examine	   whether	   these	   mutations	   in	   EXO1	   (reported	   to	  
influence	   phosphorylation	   status)	   influenced	   meiotic	   progression,	   the	   vectors	  
containing	  EXO1,	  exo1-­‐‑4S::A,	  and	  exo1-­‐‑4S::E	  were	  transformed	  into	  an	  exo1∆	  strain	  
(dAG1300)	   and	   maintained	   under	   hygromycin	   selection.	   It	   is	   worth	  
acknowledging	  here	   that	   exogenous	  expression	   is	  not	   the	  most	   straight-­‐‑forward	  
or	   physiologically	   representative	   way	   of	   carrying	   out	   this	   experiment.	   Prior	   to	  
using	  this	  method,	  various	  attempts	  at	  integration	  for	  exogenous	  expression	  of	  the	  
mutants	   were	   tried,	   unsuccessfully.	   These	   attempts	   included	   use	   of	  
transformation	  cassettes	  using	  antifungal	  resistance	  genes	  or	  amino	  acid	  markers,	  
and	  employed	  various	  lengths	  of	  homology	  and	  methods	  of	  transformation	  to	  try	  
and	   integrate	   the	  cassettes.	   In	   the	  absence	  of	   success,	   it	  was	  decided	  to	  examine	  
exogenous	   expression	   to	   determine	   whether	   there	   might	   be	   any	   influence	   on	  
meiotic	  expression,	  instead	  of	  continuing	  to	  lose	  time	  to	  the	  endogenous	  attempts.	  

























































Figure 3.2 Meiotic progression is partially rescued by exogenous expression of EXO1,
exo1)4S::A and exo1)4S::E.
(A) In exo1∆ there is a one hour delay of appearance of binucleate cells compared to EXO1,
as well as a higher proportion of binucleates remaining at 8 hours. Expression of the
mutant alleles of Exo1 show a binucleate appearance rate more similar to that of EXO1,
while exogenously expressed EXO1 shows a 2 hour delay. Error bars calculated from >2
independent repeats.
(B) In exo1∆ there is a one hour delay of appearance of tri/tetranucleate cells when
compared to EXO1, as well as fewer tri/tetranucleates by 8 hours. Mutant alleles of
Exo1, while maintaining this delay, attain similar levels of these cells at 8 hours as
EXO1, and this is also the case for exogenously expressed EXO1 despite an initial 1 hour
delay. Error bars calculated from>2 independent repeats.
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  At	  5	  h	  after	  induction	  of	  meiosis,	  most	  wild-­‐‑type	  cells	  had	  progressed	  through	  	  	  	  	  	  
The	   resulting	   strains	   (dAG1685,	   dAG1686	   &	   dAG1687)	   were	   synchronised	   into	  
meiosis	   and	   cell	   samples	  were	   collected	   at	   hourly	   intervals	   for	  DAPI	   analysis	   of	  
nuclei	   (section	  2.5.14).	   Cells	  were	   scored	   for	  number	  of	  nuclei	   visible.	  MI,	  while	  
exo1∆,	  +exo1-­‐‑4S::A,	  and	  +exo1-­‐‑4S::E	  were	  delayed	  by	  one	  hour,	  and	  +EXO1	  by	  two	  
hours	  (Figure	  3.2	  A).	  Exogenous	  expression	  of	  EXO1	  does	  not	  appear	  to	  rescue	  the	  
delay	  of	  MI	  seen	  in	  exo1∆.	  This	  delay	  persists	  in	  to	  MII	  (Figure	  3.2	  B).	  Over	  half	  of	  
wild-­‐‑type	   cells	   have	   completed	  meiosis	   by	  6	  h,	  while	   for	  exo1∆,	  +exo1-­‐‑4S::A,	  and	  
+exo1-­‐‑4S::E	  it	   took	   7h	   for	   50%	   of	   cells	   to	   complete	  meiosis,	   and	   for	   +EXO1	   this	  
took	  8	  h	   to	  achieve.	  By	  8	  h	  approximately	  80%	  of	  wild-­‐‑type,	  +EXO1,	  +exo1-­‐‑4S::A,	  
and	  +exo1-­‐‑4S::E	  cells	  showed	  nuclei	  that	  had	  completed	  meiosis,	  as	   	  compared	  to	  
exo1∆	  cells,	  for	  which	  over	  30%	  still	  remained	  in	  meiosis.	  While	  the	  progression	  of	  
the	  exogenously	  expressed	  variants	  of	  Exo1	  were	  delayed	  through	  MI,	  they	  all	  had	  
rates	  of	  MII	  completion	  more	  similar	  to	  that	  of	  WT	  by	  8	  hours.	  As	  MII	  completion	  
rates	   were	   higher	   than	   those	   of	   exo1∆	   it	   can	   be	   concluded	   that	   exogenous	  
expression	  of	  Exo1	  variants	  partially	  rescues	  the	  decreased	  sporulation	  phenotype	  
of	  exo1∆	   cells.	  Whether	  or	  not	   this	   rescue	   reflects	   completion	  of	   faithful	  meiosis	  
depends	   on	   the	   outcome	   of	   spore	   viability	   assays.	   This	   result	   does	   however	  
indicate	   that	   the	   presence	   of	   Exo1,	   or	   its	   phospho-­‐‑mutants,	   is	   important	   for	  
punctual	  completion	  of	  meiosis,	  in	  agreement	  with	  previous	  findings	  (Fiorentini	  et	  
al.	   1997).	   Later	   in	   the	   experiments,	   attempts	   were	   made	   to	   investigate	   the	  
expression	  levels	  of	  Exo1	  and	  its	  phospho-­‐‑mutants,	  as	  this	  would	  help	  support	  the	  
hypothesis	   that	   the	   presence	   of	   the	   protein	   is	   necessary	   for	   timely	   meiotic	  
progression.	   The	   vectors	   contained	   TAP-­‐‑tagged	   Exo1	   and	   its	   phospho-­‐‑mutants,	  
however	  no	  protein	  was	  detectable	  by	  Western	  blot,	  making	  it	  difficult	  to	  conclude	  
whether	  the	  protein	  was	  present	  of	  whether	  the	  tag	  was	  effective.	  
3.3	  Spore	  Viability	  is	  reduced	  in	  exo1-­‐‑4S::A	  
	  	  	  	  	  Wild	   type	   cells,	   exo1∆	   cells,	   and	   exo1∆	   cells	   expressing	   EXO1,	   exo1-­‐‑4S::A,	   or	  
exo1-­‐‑4S::E	   exogenously	   were	   sporulated,	   and	   the	   resulting	   tetrads	   dissected	   as	  
described	  (section	  2.5.11)	  in	  order	  to	  determine	  the	  viability	  of	  meiotic	  products.	  
The	   average	   spore	   viability	   of	   wild	   type	   cells	   was	   96%	   (±3.75)	   (Figure	   3.3),	  
Chapter	  3	  –	  Characterisation	  of	  exogenously	  expressed	  EXO1	  mutants	  
89	  
Genotype %)Spore)viability)(no.)plates) Viability)pattern
EXO1 96#± 3.75#(3) 4#only#(rarely#3)
exo1∆ 77#± 1.78#(7) 0,#1,#2,#3#&#4
exo1∆)+)WT 83#± 3.3#(3) 0,#1,#2,#3#&#4
exo1∆)+)4S::A 39#± 4.6#(4) 0#&#2#only























































Figure 3.3 Spore viability analysis of exo1∆ transformed with plasmids containing
EXO1, exo1∆ + 4S::A, exo1∆ + 4S::E
(A) Illustrative examples of the spore viability patterns observed of tetrads dissected onto
YPD agar plates and left to grow at 30˚c for 48 hours. Each plate contained 80 spores.
(B)Graph illustrating the spore viability of each strain. Error bars calculated from >2
independent repeats.
(C)Table summarising the mean spore viabilities of each strain and their standard
deviation from the mean, calculated from the individual viabilities of each independent
repeat. The spore viability pattern can be used as an indication as whether a nonL
disjunction has occurred during MI (2 spore viable) or MII (combinations of 1, 2 and 3
spores viable).
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representing	  the	  viability	  achieved	  by	  cells	  progressing	  through	  a	  normal	  meiosis.	  
In	  exo1∆	  cells	  the	  viability	  was	  reduced	  to	  77%	  (±1.78),	  indicating	  an	  increase	  in	  
lethal	  aneuploidies,	  and	  in	  line	  with	  previous	  findings	  (Fiorentini	  et	  al.	  1997).	  	  
	  	  	  	  	  The	   spore	  viability	  pattern	  of	  exo1∆	   varied,	   showing	  a	   range	  of	  0,	  1,	  2,	  3	  or	  4	  
spores	  viable	  in	  any	  given	  tetrad,	  suggesting	  either	  a	  mix	  of	  both	  MI	  and	  MII	  non-­‐‑
disjunctions	   or	   several	   MII	   non-­‐‑disjunctions.	   Exogenous	   EXO1	   expression	   from	  
pAG456	  partially	  rescued	  this,	  improving	  spore	  viability	  to	  83%,	  showing	  a	  similar	  
pattern,	  with	   only	   39%	   of	   spores	   viable,	   indicative	   of	   an	  MI	   defect	   (figure	   1.3).	  
EXO1	  has	  two	  distinct	  roles,	  one	  during	  leptotene	  in	  resection	  and	  the	  other	  later	  
during	   cross-­‐‑over	   resolution	   (Keelagher	   et	   al.	   2010;	   Zakharyevich	   et	   al.	   2010).	  
Both	   of	   these	   roles	   are	   prior	   to	   MI,	   suggesting	   that	   the	   exo1-­‐‑4S::A	   mutant	   is	  
deficient	   in	  proper	  homologue	   segregation	  due	   to	   a	  defect	   in	  one	  of	   these	   roles.	  
This	  phenotype	  is	  more	  severe	  than	  that	  of	  exo1∆,	  which	  can	  perhaps	  be	  explained	  
by	   the	   proposed	   role	   of	   phosphorylation	   in	   the	   control	   of	   Exo1	   function.	   It	   has	  
been	   hypothesised	   that	   Exo1	   phosphorylation	   negatively	   regulates	   its	   nuclease	  
activity	  (Morin	  et	  al.	  2008),	  and	  so	  perhaps	  a	  constitutively-­‐‑active	  protein	  is	  toxic	  
to	  meiosis.	  pAG458	  	  expressing	  exo1-­‐‑4S::E	  shows	  a	  viability	  of	  81%,	  similar	  to	  that	  
of	   pAG456	  expressing	  EXO1.	  However,	   the	  pattern	  of	   spore	   viability	   is	   different,	  
showing	   only	   0,	   2	   &	   4	   spore	   viability.	   This	   could	   be	   indicative	   of	   an	   MI	   non-­‐‑
disjunction.	  While	  these	  results	  suggest	  exo1-­‐‑4S::E	  may	  behave	  differently	  to	  EXO1	  
in	  meiosis,	  they	  do	  not	  indicate	  whether	  this	  is	  an	  early	  effect	  upon	  resection	  or	  a	  
later	  effect	  on	  cross-­‐‑over	  resolution.	  	  
3.4	   DSB	   turnover	   at	   the	   ARE1	   locus	   is	   not	   influenced	   by	   the	   Exo1	   alleles	  
tested	  	  
3.4.1	  Redefining	  the	  base	  level	  of	  DSB	  turnover	  	  	  
	  	  	  	  	  Although	  various	  wild	  type	  controls	  already	  existed	  in	  the	  lab,	  these	  contained	  
background	  mutations	  each	  relevant	  to	  particular	  models	  for	  the	  study	  of	  meiotic	  
recombination	   (e.g.	   the	   VDE	   system).	   Therefore,	   a	   new	   “clean”	   wild	   type	   strain	  
was	  made	  to	  remove	  these	  background	  mutations.	  It	  was	  necessary	  to	  determine	  
the	   level	   of	   DSB	   activity	   in	   this	   new	   strain	   to	   provide	   a	   baseline	   control	   for	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prospective	  experiments.	  Specific	  loci	  may	  be	  identified	  and	  exploited	  for	  physical	  
assaying	   of	   DSB	   turnover.	   Genomic	   DNA	   can	   be	   digested	   by	   restriction	  
endonucleases	  with	  specific	  recognition	  sequences	  flanking	  a	  DSB	  site,	  and	  using	  
gel	  electrophoresis	  it	  is	  possible	  to	  then	  isolate	  the	  region	  of	  DNA	  likely	  to	  become	  
a	  DSB.	  The	  fragment	  of	  DNA	  containing	  the	  potential	  DSB	  site	  may	  be	  visualised	  as	  
a	   discrete	   band	   known	   as	   the	   parental	   band,	   and	   in	   the	   event	   of	   a	   DSB	   an	  
additional	   lower	  weight	  band	  will	  become	   transiently	  present	  prior	   to	   its	   repair	  
(Figure	   3.4	   A).	   DSB	   formation	   and	   repair	   rate	   can	   be	   extrapolated	   from	   the	  
proportion	  of	  DSB	  fragment	  to	  parental	  at	  given	  time	  points	  through	  meiosis.	  This	  
can	  demonstrate	  the	  rate	  and	  timing	  of	  DSB	  turnover.	  This	  assay	  was	  carried	  out	  
at	  hotspot	  3-­‐‑6	  on	  chromosome	  III	  identified	  as	  having	  one	  of	  the	  highest	  levels	  of	  
recombination	  in	  the	  S.	  cerevisiae	  genome	  (Gerton	  et	  al.	  2000).	  This	  characteristic	  
is	   useful	   for	   obtaining	   levels	   of	   DSBs	   that	   are	   observable	   by	   Southern	   blot.	   The	  
probe	  used	  was	  homologous	  to	  a	  region	  of	  DNA	  distal	  to	  the	  break	  within	  a	  20kb	  
restriction	   fragment	  produced	  by	  SpeI	  digestion.	  This	   region	  of	  probe	  homology	  
lies	  near	  to	  the	  ARE1	  ORF,	  and	  so	  this	  assay	  is	  referred	  to	  as	  being	  carried	  out	  at	  
the	  ARE1	  hotspot.	  If	  a	  DSB	  is	  present	  the	  restriction	  fragment	  is	  reduced	  to	  ~8kb,	  
and	  so	  distinguishable	  from	  the	  20kb	  parental	  band	  (Figure	  3.4	  A).	  For	  wild-­‐‑type	  
cells	   (dAG1680)	   the	   level	  of	  Spo11-­‐‑DSBs	  peaks	  at	  3	  h	  with	  approximately	  5%	  of	  
the	   total	  DNA	  appearing	   the	  DSB	  band.	  This	  profile	   is	   similar	   to	  other	  published	  
timings	   (Gray	   et	   al.	   2013),	   	   providing	   the	   baseline	   control	   for	   prospective	  
experiments.	  
3.4.2	  DSB	  turnover	  in	  Exo1	  and	  phospho-­‐‑mutants	  	  
	  	  	  	  	  In	  order	   to	  elucidate	  which	  role	  of	  Exo1	   is	  being	   influenced	  by	   the	  mutations,	  
DSB	   formation	   and	   repair	   was	   examined	   at	   a	   single	   hot	   spot	   locus,	   ARE1,	   as	  
described	  in	  section	  3.1.	  The	  early	  role	  of	  Exo1	  is	  to	  carry	  out	  resection	  of	  DNA	  at	  
DSBs	   in	   a	   5’	   to	   3’	   direction,	   exposing	   a	   length	   of	   3’	   ssDNA	   (Lieber	   1997;	  
Zakharyevich	  et	  al.	  2010).	  Other	  nucleases	  also	  partake	  in	  this;	  the	  MRX	  complex	  
is	  believed	  to	  perform	  short	  resection	  in	  the	  initial	  processing,	  followed	  by	  longer	  
resection	  more	  distal	  to	  the	  break	  by	  Exo1	  (Neale	  et	  al.	  2005;	  Hodgson	  et	  al.	  2011;	  
Garcia	  et	  al.	  2011).	  The	  proportion	  of	  DNA	  seen	  in	  a	  DSB	  band	  is	  a	  function	  of	  the	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Figure3.4 * Analysis of the Spo11*DSB turnover at the ARE1hotspot
(A)WT cells progressing through a synchronous meiosis were sampled at hourly intervals.
CTAB extracted DNA wasdigested with SpeI and fractionated on a 0.75% 1xTAE agarose
gel, blotted onto a nylon membrane via vacuum transfer and hybridised with a probe
specific to a region downstream of the ARE1 ORF and hotspot 3L6 on Chr. III. SpeI
Digestion yields a parental fragment of 20kb and DSB fragment of 8kb. ARE1
transcription direction is indicated as an arrow.
(B)Quantification of the Spo11LDSB band as a proportion of the total lane DNA shows
maximum Spo11LDSB signal peaks at 3 hours (T=3) in meiosis. This indicates that at
this stage more breaks are being formed than repaired. Error bars indicate a single
standard deviation from the mean of three data sets produced from independent
repeats.
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proportion	   of	   chromatids	   receiving	   a	   DSB	   and	   the	   proportion	   of	   DSBs	   repaired	  
following	  resection,	  strand	  invasion	  Resection	  is	  the	  key	  function	  of	  Exo1	  and	  so	  
changes	   in	   DSB	   turnover	   observed	   in	   the	   exo1	   mutant	   cells	   can	   most	   likely	   be	  
attributed	  to	  an	  impact	  on	  the	  resection	  activity.	  
	  	  	  	  	  In	  WT	  and	  exo1∆	  cells,	  DSBs	  peaked	  at	  3	  h	   (4-­‐‑4.5%	  of	   total	  DNA)	   reducing	   to	  
background	  levels	  by	  6	  h	  (Figure	  3.5	  A).	  In	  exo1∆	  cells	  there	  was	  a	  delay	  in	  repair	  
by	  approximately	  one	  hour,	  indicated	  by	  a	  shallower	  gradient	  between	  3	  h	  and	  4	  h	  
(figure	   3.5	   B).	   This	   delay	   may	   be	   due	   to	   a	   lack	   of	   long	   resection	   at	   the	   DSBs,	  
necessary	   for	  normal	  progression	   (Mimitou	  &	   Symington	  2008;	   Zakharyevich	   et	  
al.	  2010;	  Hodgson	  et	  al.	  2011),	  and	  is	  in	  keeping	  with	  the	  one-­‐‑hour	  delay	  observed	  
in	  meiotic	  progression	  of	  exo1∆	  discussed	  in	  section	  3.2.	  
	  	  	  	  	  Cells	   exogenously	   expressing	   EXO1	   had	   a	   DSB	   peak	   at	   4	   h,	   representing	  
approximately	   3.5%	   of	   total	   DNA,	   reducing	   to	   background	   levels	   by	   8	   h,	  
decreasing	  at	  a	  shallow	  gradient	  between	  3	  h	  and	  4	  h	  post-­‐‑induction	  (Figure	  3.6	  A	  
&	   B).	   This	   finding	   is	   also	   consistent	   with	   the	   delay	   in	   sporulation	   discussed	   in	  
section	  3.3.	   This	   delay	   in	   turnover	   is	  more	   significant	   than	   that	   of	  exo1∆,	  which	  
was	  an	  unexpected	  result.	  This	  could	  perhaps	  be	  due	  to	  variance	  in	  several	  factors,	  
such	   as	   expression	   levels	   or	   timing	   of	   expression.	   Cells	   expressing	   EXO1	   from	  
pAG456	  can	  be	  used	  as	  a	  control	  for	  those	  expressing	  the	  mutant	  alleles	  of	  Exo1,	  
to	  account	  for	  these	  unknown	  variations.	  	  
	  	  	  	  	  	  	  Cells	   expressing	   exo1-­‐‑4S::A,	   or	   exo1-­‐‑4S::E	   exogenously,	   reveal	   a	   DSB	   peak	   at	  
2.5-­‐‑3%	  of	  total	  DNA	  at	  4	  h,	  and	  decline	  at	  a	  shallow	  gradient	  similar	  to	  that	  of	  cells	  
expressing	  EXO1,	  returning	  to	  background	  levels	  by	  8	  h.	  The	  levels	  and	  timing	  of	  
DSBs	  are	  consistent	  with	  the	  delay	  in	  sporulation	  of	  cells	  expressing	  exo1-­‐‑4S::A,	  or	  
exo1-­‐‑4S::E	  exogenously,	  as	  discussed	  in	  section	  3.3.	  While	  there	  is	  some	  variation,	  
the	   levels	   of	   DSBs	   overall	   were	   not	   significantly	   different	   to	   those	   of	   the	   cells	  
exogenously	  expressing	  EXO1.	  This	  could	  suggest	  that	  phosphorylation	  of	  Exo1	  at	  
these	  4	  residues	  does	  not	  significantly	  impact	  resection	  by	  Exo1	  at	  this	  locus.	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Figure3.5 * Analysis of the Spo11*DSB turnover inexo1∆ at the ARE1 hotspot
(A)Synchronous meiotic cultures of exo1∆ cells (dAG1300) were sampled at hourly
intervals. CTAB extracted DNA was digested and treated as shown in figure 3.4.
(B)Quantification of the Spo11FDSB band as a proportion of the total lane DNA shows
maximum Spo11FDSB signal peaks at 3 hours (T=3) in meiosis in exo1∆ (orange), as
seen in EXO1 (dashed). The DSBs persist at significantly higher levels, almost twice the
amount, for 1 hour longer in exo1∆ when compared to EXO1, however from 5 hours
(T=5) the DSB levels become consistent with those seen in EXO1 again. Error bars
indicate a single standard deviation from the mean of three data sets produced from
independent repeats.
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Figure3.6 * Analysis of the Spo11*DSB turnover inexo1∆ at the ARE1 hotspot
(A)Synchronous meiotic cultures of exo1∆ cells exogenously expressing EXO1, exo1∆4S::A
or exo14S::E were sampled at hourly intervals. CTAB extracted DNA was digested and
treated as described in figure 3.4 A. The amount of probe hybridised to each band was
determined by scanning densitometry.
(B)Quantification of the Spo11IDSB band as a proportion of the total lane DNA shows
maximum Spo11IDSB signal peaks at 4 hours (T=4) in exo1∆ cells exogenously
expressing Exo1, a delay of one hour when compared to exo1∆ and EXO1 (figure 3.5 B).
Error bars indicate a single standard deviation from the mean of two data sets
produced from independent repeats.
(C)Quantification of the Spo11IDSB band as a proportion of the total lane DNA shows no
significant difference between the rate of DSB turnover in cells exogenously expressing
EXO1, exo1∆4S::A or exo14S::E. Error bars indicate a single standard deviation from the
mean of two data sets produced from independent repeats.
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  3.5	   Chromosome-­‐‑wide	   DSB	   turnover	   may	   be	   Influenced	   by	   Exo1	  
phosphorylation	  
	  	  	  	  	  DSBs	  are	  distributed	  in	  a	  non-­‐‑random	  fashion	  at	  recombination	  hotspots.	  There	  
are	  between	  6	  and	  20	  hotspots	  be	  dispersed	  along	  a	   chromosome	   (Gerton	  et	   al.	  
2000),	  depending	  on	  its	  size,	  though	  not	  all	  will	  be	  subject	  to	  recombination	  at	  any	  
given	  time.	  Specific	  hot	  spots	  may	  be	  exploited	  for	  physical	  assay	  of	  DSB	  turnover.	  
A	  wider	  look	  at	  hotspots	  over	  a	  chromosome	  collectively	  may	  also	  be	  used	  to	  give	  
a	   more	   general	   view	   of	   DSB	   turnover.	   This	   can	   be	   useful	   in	   establishing	   the	  
broader	  influence	  of	  a	  variable	  on	  DSB	  turnover,	  as	  subsets	  of	  breaks	  may	  behave	  
differently,	  affecting	  the	  observations	  at	  individual	  hotspots.	  In	  order	  to	  examine	  a	  
chromosome	   wide	   DSB	   turnover	   pulsed-­‐‑field	   gel	   electrophoresis	   was	   used	   for	  
analysis	  of	  chromosome	  III.	  
3.5.1	  Analysis	  of	  DSB	  turnover	  for	  chromosome	  III	  in	  WT	  cells	  as	  a	  baseline	  	  
	  	  	  	  	  Wild	  type	  dAG1680	  cells	  were	  triggered	  into	  synchronous	  meiosis	  and	  sampled	  
at	  hourly	   time	  points	   from	  0	  h	   to	  8	  h	   (section	  2.5.12).	  Agarose	  plugs	   containing	  
treated	   cells	  were	  used	   for	  PFGE	  of	   the	   chromosomal	  DNA	   (section	  2.5.13),	   and	  
the	  resulting	  gel	  was	  subjected	  to	  Southern	  analysis	  using	  a	  probe	  specific	  to	  the	  
distal	  end	  of	  the	  short-­‐‑arm	  of	  chromosome	  III	  (section	  2.2.14)	  (Figure	  3.7	  A).	  	  The	  
signal	   at	   discrete	   points	   along	   the	   relative	   front	   (a	   value	   between	   0	   and	   1	  
representing	   the	   distance	   along	   the	   gel	   relative	   to	   the	   starting	   point)	   was	  
converted	   into	   a	   percentage	   of	   the	   total	   lane	   signal,	   and	   the	   	   proportions	  were	  
plotted	   to	   give	   a	   profile	   of	   the	   DNA	   fragments	   (Figure	   3.7	   B).	   DSBs	   were	   first	  
detectable	   at	   2	   h	   of	  meiosis	   and	  persisted	   at	   detectable	   levels	   until	   at	   least	   4	   h,	  
particularly	  at	  hotspots	  3-­‐‑2,	  3-­‐‑3,	  3-­‐‑6,	  3-­‐‑7	  and	  3-­‐‑8.	  Hotspots	  3-­‐‑3	  and	  3-­‐‑6	  have	  been	  
shown	  to	  be	  amongst	  the	  hottest	  10	  ORFs	  in	  the	  genome	  (Gerton	  et	  al.	  2000),	  and	  
so	  this	  pattern	  of	  break	  intensity	  is	  as	  expected.	  From	  6	  h	  the	  DSB	  levels	  returned	  
back	   to	   0	   h	   levels	   (data	   not	   shown),	   as	   shown	   by	   the	   8	   h	   profile.	   This	   profile	  
provides	  the	  control	  baseline	  for	  prospective	  experiments.	  
	  























Figure3.7 * Global analysis of turnover of Spo11*DSBs inwild type
(A)WT cells progressing through a synchronous meiosis were sampled at hourly intervals.
Cells were treated in agarose plugs to isolate chromosomes and these were then
fractionated on a 1.3% 0.5xTBE agarose gel, blotted onto a nylon membrane via
vacuum transfer and hybridised with a probe specific to the CHA1 ORF at the distal end
of the pIarm of Chr. III. Spo11 hotspots are indicated with red arrows, and the fragment
sizes detected illustrated beneath. A Southern blot is aligned next to a representative
lane from an agarose gel prior to blotting to illustrate chromosome separation and the
ladder used to extrapolate fragment size.
(B)Lane densitometry profile values were used to calculate the quantity of DNA present at
each point as a percentage of the total lane signal. The complete ChrIII band, around
relative front 0.26, is cropped to allow visualisation of DSB site signal, and usually
constitutes ~3% of the total lane signal at each time point. The x axis begins as 0.1 to
remove signal originating in the wells. Comparison of profiles at 0, 2, 3, 4 and 8 hours
show the turnover of Spo11 DSB’s along the chromosome. The signal increases in the
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3.5.2	  Analysis	  of	  DSB	  turnover	  for	  chromosome	  III	  in	  exo1	  mutant	  cells	  
	  	  	  	  	  For	  exo1∆	  cells	  DSBs	  were	  first	  detectable	  at	  2	  h	  (Figure	  3.8	  A	  &	  B),	  however	  the	  
peaks	  appear	  at	  slightly	  different	  distances	  from	  the	  beginning	  of	  the	  lane	  (termed	  
relative	  front),.	  There	  are	  more	  prominent	  peaks	  around	  hotspots	  3-­‐‑1,	  3-­‐‑2,	  and	  3-­‐‑3	  
(around	  relative	  front	  0.4-­‐‑0.5),	  indicating	  breaks	  are	  either	  more	  frequently	  made	  
here	  or	  more	  slowly	  repaired.	  The	  peaks	  near	  hotspots	  3-­‐‑6,	  3-­‐‑7	  and	  3-­‐‑8	  (around	  
relative	  front	  0.7-­‐‑0.8)	  are	  not	  as	  high	  signal	  as	  those	  in	  wild	  type,	   indicating	  that	  
the	   break	   level	   here	   is	   decreased	   compared	   to	  wild	   type;	   either	   breaks	   are	   less	  
frequently	  formed	  or	  are	  more	  quickly	  repaired.	  At	  3	  h	  in	  to	  meiosis,	  visible	  breaks	  
at	   sites	   3-­‐‑1,	   3-­‐‑2	   and	   3-­‐‑3	   increase,	   while	   the	   signal	   at	   3-­‐‑6,	   3-­‐‑7	   and	   3-­‐‑8	   remains	  
similar	   to	   that	   seen	   at	   2	   h.	   From	   4	   h	   the	   signal	   intensity	   is	   decreasing	   towards	  
background	  levels	  (Figure	  3.8	  D	  &	  E).	  
	  	  	  	  	  exo1∆	   cells	  expressing	  exo1-­‐‑4S::A	   show	  background	   levels	  of	  signal	   in	   the	   first	  
three	  hours	  of	  meiosis	  (Figure	  3.8	  A,	  B	  &	  C).	  At	  4	  h	  the	  signal	  around	  hotspots	  3-­‐‑2	  
and	  3-­‐‑3	  reach	  a	  level	  similar	  to	  that	  of	  wildtype	  at	  3	  hours,	  and	  reduced	  signal	  is	  
observed	  around	  hotspots	  3-­‐‑6,	  3-­‐‑7	  and	  3-­‐‑8	  (Figure	  3.8	  D),	  either	  as	  breaks	  are	  less	  
frequently	   formed	   or	   are	   more	   quickly	   repaired	   here.	   At	   5	   hours	   low	   levels	   of	  
DSBs	  appear	  to	  persist,	  after	  which	  the	  profile	  returns	  to	  that	  of	  background	  levels	  	  
(Figure	  3.8	  E).	  A	  persistent	  problem	  in	  getting	  sufficient	  signal	  at	  5	  hours	  despite	  
independent	  repeats	  of	  each	  strain	  (Figure	  3.7	  A)	  made	  it	  impossible	  to	  compare	  
decline	  in	  DSB	  signal.	  However,	  it	  is	  evident	  from	  the	  earlier	  time	  points	  that	  the	  
DSBs	  signal	  in	  exo1∆	  cells	  expressing	  exo1-­‐‑4S::A	  is	  both	  delayed	  in	  its	  appearance	  
and	   altered	   in	   its	   distribution	   when	   compared	   to	   exo1∆	   and	   wild	   type.	   The	  
experiments	  were	   run	   several	   times,	  however	  due	   to	   the	   technical	   complexity	   it	  
was	  difficult	  to	  obtain	  images	  of	  consistant	  quality.	  The	  gels	  shown	  here	  are	  each	  a	  
single	   experiment	   with	   no	   independent	   repeats.	   It	   was	   intended	   that	   repeats	  
would	  be	  carried	  out,	  however	   later	   results	   from	  other	  experiments	  showed	   the	  
method	   of	   exogenous	   expression	   of	   Exo1	   and	   the	   phospho-­‐‑mutants	   to	   be	  
unreliable	  (Chapter	  3	  Discussion).	  
	  
































































































































Figure3.8 * Global analysis of turnover of Spo11*DSBs
(A), (B), (C), (D) & (E) show the quantity of DNA present at each point along the lane as a
percentage of the total lane signal for 0, 2, 3, 4 & 8 hours through meiosis respectively. The
signal increases in the region of known hotspot locations, indicated by the red arrows
along the x axis of (E). EXO1 and exo1∆ begin to show increased DSB turnover at 2 hours
while exo1∆ + 4S::A is delayed by 1 – 2 hours, depending on the hotspot being examined. By
5 hours all DSB signals have returned to background levels in EXO1 & exo1∆, however
breaks still persist in exo1∆ + 4S::A until 6 hours, when the signal returns to background
levels (data not shown).
Chapter	  3	  –	  Characterisation	  of	  exogenously	  expressed	  EXO1	  mutants	  
100	  
	  	  	  Discussion	  
	  	  	  	  	  	  The	   exonuclease	   Exo1	   has	   been	   shown	   to	   be	   phosphorylated	   in	   response	   to	  
DNA	  damage	  during	  mitosis	  (Morin	  et	  al.	  2008;	  Bolderson	  et	  al.	  2010;	  Engels	  et	  al.	  
2011;	  Tomimatsu	  et	  al.	  2014).	  In	  order	  to	  begin	  investigating	  a	  potential	  role	  for	  
phosphorylation	   during	   meiosis,	   mutants	   of	   Exo1	   that	   were	   either	   non-­‐‑
phosphorylatable	   (exo1-­‐‑4S::A)	   or	   mimicked	   phosphorylation	   (exo1-­‐‑4S::E)	   were	  
obtained.	   These	   mutant	   alleles	   were	   then	   expressed	   exogenously	   from	   a	   single	  
copy	  centromeric	  plasmid	  under	  their	  genomic	  promotor	  in	  an	  exo1∆	  background	  
in	  order	  to	  reconstitute	  Exo1	  expression	  in	  the	  cell.	  Expression	  of	  wild	  type	  EXO1	  
in	   the	   same	   system	   was	   used	   as	   a	   control.	   While	   the	   experiments	   carried	   out	  
examine	  Exo1	  activity	   indirectly,	   no	   experiments	  here	   show	  whether	   exogenous	  
Exo1	   expression	   was	   achieved	   physiological	   levels.	   Unsuccessful	   attempts	   were	  
made	   at	   examining	   expression	   levels	   using	   this	   plasmid	   system,	   however	  
endogenous	  expression	  was	  ultimately	  characterised	  using	  Western	  blots,	  and	   is	  
discussed	  in	  Chapters	  5	  and	  6.	  
	  	  	  	  	  In	   constructing	   the	   plasmids	   for	   expression	   of	   Exo1	   and	   its	   mutants,	   it	   was	  
important	   to	   consider	   the	   orientation	   of	   the	   hygromycin	   marker.	   There	   was	   a	  
substantial	  difference	  in	  the	  ability	  of	  cells	  to	  complete	  meiosis	  in	  a	  timely	  manner	  
between	   EXO1><HYG	   or	   EXO1>>HYG	   (section	   3.1).	   It	   was	   discovered	   that	  
EXO1><HYG	   oriented	   constructs	   progressed	   through	   meiosis	   with	   a	   delay	   of	   a	  
single	   hour,	  while	   EXO1>>HYG	  was	   delayed	   by	   several	   hours.	   This	  may	   be	   as	   a	  
consequence	   of	   spatial	   overcrowding	   when	   both	   transcription	   initiation	   and	  
termination	  are	  trying	  to	  coordinate	  in	  the	  same	  region.	  Overcrowding	  may	  result	  
in	   reduced	   Exo1	   or	   phospho-­‐‑mutant	   protein	   expression,	   causing	   lower	   levels	   of	  
protein	   to	   be	   present	   than	   might	   be	   available	   during	   endogenous	   expression.	  
Orientation	  is	  therefore	  an	  important	  consideration	  in	  the	  construction	  of	  vectors	  
expressing	  ORFs	  in	  close	  proximities.	  	  
	  	  	  	  	  	  The	  timing	  of	  meiotic	  progression	  was	  analysed	  in	  exo1∆	  cells	  and	  compared	  to	  
cells	   exogenously	   expressing	  EXO1	   and	   its	   phospho-­‐‑mutants	   (section	   3.3).	   Both	  
phospho-­‐‑mutants	  exhibited	  a	  profile	  most	  similar	  to	  that	  of	  cells	  expressing	  EXO1,	  
compared	  to	  exo1∆	  cells	  of	  which	  30%	  failed	  to	  complete	  meiosis	  within	  8	  hours	  of	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initiation.	  This	  indicates	  that	  regardless	  of	  phosphorylation	  status,	  the	  presence	  of	  
Exo1	  itself	  contributes	  to	  the	  punctual	  progression	  of	  meiosis.	  Spore	  viability	  was	  
then	   investigated	   to	   see	   whether	   the	   products	   of	   these	   meioses	   were	   viable	  
(section	  3.4).	  The	  viability	  of	  exo1-­‐‑4S::A	  was	  drastically	  reduced	  to	  39%,	  and	  in	  a	  
pattern	  indicative	  of	  a	  MI	  failure,	  the	  time	  when	  Exo1	  is	  active.	  In	  previous	  studies	  
it	  has	  been	  hypothesized	  that	  phosphorylation	  negatively	  regulates	  the	  activity	  of	  
Exo1,	  inhibiting	  its	  nuclease	  activity	  (Morin	  et	  al.	  2008).	  If	  this	  is	  also	  the	  case	  in	  
meiosis,	   then	   it	  would	  help	   to	   explain	   the	   severe	  defect	   of	  exo1-­‐‑4S::A.	   This	   non-­‐‑
phosphorylatable	  allele	  would	  be	  disinhibited	  during	  resection,	  potentially	  leading	  
to	   hyper-­‐‑resection	   of	   the	   5’	   strand.	   Hyper-­‐‑resection	   can	   lead	   to	   genomic	  
instability,	   proposed	   to	   be	   due	   to	   a	   depletion	   of	   RPA	   leaving	   tracts	   of	   exposed	  
ssDNA	   	   (Mimitou	   &	   Symington	   2008;	   Toledo	   et	   al.	   2013;	   Xiaoqing	   Chen	   et	   al.	  
2015).	  This	  mechanism	  may	  account	   for	  the	  severe	  spore	  viability	  defect	  of	  cells	  
expressing	  exo1-­‐‑4S::A.	  	  
	  	  	  	  	  Conversely,	   the	   phospho-­‐‑mimicking	   mutant	   exo1-­‐‑4S::E	  had	   a	   less	   prominent	  
defect	   in	  spore	  viability	  of	  81%,	  similar	  to	  that	  of	  exo1∆	  cells	  expressing	  EXO1.	   If	  
phosphorylation	   is	   indeed	   inhibiting	   the	   nuclease	   activity	   of	   Exo1,	   we	   would	  
expect	   the	   phenotype	   of	   exo1-­‐‑4S::E	   to	   resemble	   that	   of	   a	   nuclease	   dead	   exo1	  
mutant.	   Studies	   of	   such	   mutants	   have	   shown	   that	   spore	   viability	   is	   reduced	   to	  
around	   88%,	  with	   a	   random	   pattern	   of	   spore	   death	  (Zakharyevich	   et	   al.	   2010).	  
These	   findings	   cannot	   confirm	   the	   hypothesis	   that	   phosphorylation	   negatively	  
regulates	  the	  nuclease	  activity	  of	  Exo1,	  and	  so	  prompted	  further	  investigation	  into	  
the	  effects	  of	  the	  Exo1	  mutants	  during	  meiosis.	  	  
	  	  	  	  	  The	  turnover	  of	  DSBs	  was	  examined,	  both	  at	  a	  single	  locus	  and	  across	  a	  whole	  
chromosome.	   The	   aim	   of	   this	   analysis	   was	   to	   investigate	   whether	   the	  
phosphorylation	  status	  of	  Exo1	  influenced	  the	  rate	  at	  which	  breaks	  were	  formed	  
and	  repaired.	  No	  notable	  difference	  was	  observed	  at	  the	  ARE1	  locus	  (section	  3.5),	  
however	   there	   was	   a	   difference	   in	   the	   levels	   of	   DSBs	   at	   various	   loci	   across	  
chromosome	   III	   (section	   3.6.2).	   	   These	   results	   suggest	   that	   perhaps	   exo1-­‐‑4S::A	  
influenced	  DSB	  site	  choice	  or	  the	  rate	  at	  which	  DSBs	  were	  made	  and	  repaired.	  	  
	  	  	  	  	  The	   lack	   of	   an	   obvious	   impact	   on	  DSB	   turnover	   at	  ARE1	   appeared	   somewhat	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paradoxical.	  A	  delay	  is	  observed	  at	  this	  locus	  in	  exo1∆,	  and	  for	  such	  a	  severe	  spore	  
viability	  defect	  it	  was	  expected	  that	  there	  might	  be	  an	  observable	  effect	  here.	  The	  
effect	  on	  the	  levels	  of	  DSBs	  across	  chromosome	  III	  was	  also	  an	  unexpected	  one,	  as	  
Exo1	  is	  not	  thought	  to	  have	  a	  role	  in	  break	  site	  selection.	  This	  confusion	  coincided	  
with	  some	  new	  results	  following	  successful	  integration	  of	  the	  mutant	  alleles	  at	  the	  
EXO1	   locus.	   Spore	   viability	   of	   these	   newly	   integrated	   mutants	   revealed	   no	  
significant	   difference	   between	   EXO1	   and	   exo1-­‐‑4S::A,	   contradicting	   the	   findings	  
outlined	   in	   section	   3.3.	   In	   response	   to	   this	   discovery,	   the	   spore	   viability	   was	  
revisited.	  In	  order	  to	  determine	  whether	  an	  unknown	  mutation	  was	  confounding	  
the	   result,	   exo1∆	   cells	   expressing	   EXO1	   and	   exo1-­‐‑4S::A	   were	   sporulated	   and	  
dissected.	   The	   viable	   products	   were	   then	   replicated	   on	   to	   plates	   containing	  
hygromycin	   to	   select	   for	   those	   strains	   still	   containing	   vector	   after	   segregation.	  
Haploids	   containing	   the	   vector	   were	   then	   mated,	   to	   reconstitute	   the	   exo1∆	  
diploids	   expressing	   either	   EXO1	   or	   exo1-­‐‑4S::A.	   The	   aim	   of	   this	   process	   was	   to	  
select	  viable	  spores	  so	  that	  any	  mutation	  that	  may	  be	  lethal	  in	  haploids,	  therefore	  
causing	   reduced	   viability	   after	   sporulation,	   would	   be	   eliminated	   from	   the	   new	  
diploids.	  Following	  this	  process	  the	  new	  diploids	  were	  dissected,	  and	  the	  viability	  
of	   the	  new	  cells	  containing	  exo1-­‐‑4S::A	  showed	  no	  significant	  difference	  to	  that	  of	  
wild	  type.	  
	  	  	  	  	  While	  this	  was	  an	  extremely	  disappointing	  outcome,	  the	  initial	   ‘discovery’	  of	  a	  
phenotype	  had	  fuelled	  the	  creation	  of	  integrated	  tagged	  mutants,	  suitable	  for	  more	  
reliable	  and	  informative	  experiments.	  These	  strains	  had	  proven	  to	  be	  promising	  in	  
the	  investigation	  of	  a	  role	  for	  phosphorylation	  in	  meiosis,	  and	  will	  be	  discussed	  in	  
the	  remainder	  of	  this	  thesis.	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Chapter	  4	  
4.  Characterisation	  of	  EXO1	  phosphorylation	  during	  
mitosis	  
Introduction	  
	  	  	  	  	  The	   nuclease	   Exo1	   is	   active	   during	   both	   meiosis	   and	   mitosis	   (Mimitou	   &	  
Symington	   2009).	   In	   the	   absence	   of	   Exo1,	   there	   is	   reduced	   resection	   at	  mitotic	  
DSBs.	   	   Previous	   studies	   have	   investigated	   the	   response	   of	   Exo1	   to	  DNA	  damage	  
and	   telomere	   uncapping.	   Bleomycin	   is	   an	   antibiotic	   with	   anti-­‐‑tumour	   activity	  
commonly	   used	   in	   the	   treatment	   of	   cancer	   as	   a	   chemotherapy	   agent.	   The	  
mechanism	  of	  DNA	  damage	  by	  bleomycin	   is	   still	   not	  well	  understood,	  but	   it	   has	  
been	  shown	  to	  cause	  DSBs	  by	  scission	  of	  hairpin	  DNA	  (Roy	  &	  Hecht	  2014).	  This	  
type	  of	  damage	  to	  DNA	  triggers	  initiation	  of	  repair	  by	  two	  key	  mechanisms,	  either	  
by	   non-­‐‑homologous	   end-­‐‑joining	   (NHEJ	   pathways)	   or	   by	   homologous	  
recombination	   (HR	  pathway)	   (Hustedt	  &	  Durocher	   2017).	   Exo1	   is	   active	   during	  
homologous	   recombination	   in	   the	   resection	   of	   DNA	   prior	   to	   strand	   invasion.	  
Unlike	  during	  meiosis,	  where	  it	  is	  required	  for	  dHJ	  resolution,	  Exo1	  is	  not	  known	  
to	  have	  a	  role	  in	  dissolution	  of	  dHJs	  in	  mitosis	  (Zakharyevich	  et	  al.	  2012).	  	  
	  	  	  	  	  Chapter	   3	   described	   investigations	   carried	   out	   using	   exogenously	   expressed	  
mutants	   of	   EXO1,	   that	   are	   reported	   either	   to	   mimic	   a	   constitutively	  
phosphorylated	   state	   or	   to	   be	   non-­‐‑phosphorylatable	   at	   the	   four	   serine	   residues	  
S372,	  S567,	  S587	  and	  S692	  (Morin	  et	  al.	  2008).	  Exogenous	  expression	  presented	  
problems	   as	   the	   exogenously	   expressed	  EXO1	   allele	   did	   not	   fully	   rescue	   	  exo1∆.	  
While	  it	  was	  possible	  to	  check	  the	  plasmid	  was	  retained	  using	  selective	  markers,	  
this	   did	   not	   indicate	   whether	   or	   not	   the	   Exo1	   protein	   was	   being	   expressed	   at	  
normal	  physiological	   levels.	  The	  plasmid	  contained	  a	  Tap	   tag	   fusion	   to	   the	  EXO1	  
alleles,	   but	   the	   protein	   was	   not	   detectable	   by	   Western	   blot	   (data	   not	   shown),	  
prohibiting	  direct	  expression	  studies.	  
	  	  	  	  	  The	  aim	  of	  the	  work	  presented	  in	  this	  chapter	  was	  to	  create	  a	  detectable	  tagged	  
version	   of	   Exo1	   and	   the	   putative	   phospho-­‐‑mutants	   designed	   by	  Morin	   et	   al.	   to	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overcome	   the	   issues	   faced	  by	  exogenous	  expression	   (Morin	  et	   al.	   2008).	  Tagged	  
Exo1	  proteins	  would	  be	  used	  to	  study	  expression	  and	  confirm	  whether	  Exo1	  was	  
phosphorylated	  in	  response	  to	  DNA	  damage	  in	  the	  SK1	  background.	  Tagging	  was	  
carried	   out	   by	   designing	   and	   integrating	   a	   chromosomal	   cassette	   of	   Exo1,	  
facilitating	  Western	  blot	  analysis	  of	  protein	  purified	   from	  mitotic	   cells.	  This	  was	  
necessary	  in	  order	  to	  ensure	  that	  background	  variations	  between	  W303	  (used	  by	  
Morin	   et	   al.)	   and	   SK1	   did	   not	   cause	   a	   different	   response	   to	   the	   Exo1	  
phosphorylation	  seen	  in	  mitosis.	  
Results	  	  
4.1	  Tagging	  of	  Exo1	   for	  Western	  blot	  analysis	  &	   integration	  of	   tagged	  Exo1	  
phosphomutants	  
	  	  	  	  	  To	  tag	  Exo1,	  a	  chromosomal	  tagging	  cassette	  was	  designed,	  incorporating	  a	  PK9	  
tagged	   EXO1	   ORF,	   the	   KANMX	   ORF,	   and	   1kb	   of	   sequence	   downstream	   of	   EXO1	  
(Figure	  4.1	  A	  &	  B).	  This	  cassette	  was	  assembled	  using	  Gibson	  assembly,	  and	  sub-­‐‑
cloned	   into	   pBlueScript	   between	   Spe1/Kpn1	   restriction	   sites.	   The	   PK9	   tag	   is	  
derived	  from	  a	  short	  amino-­‐‑acid	  epitope	  taken	  from	  simian	  virus	  5	  (SV5),	  selected	  
for	  its	  ability	  to	  react	  with	  a	  monoclonal	  antibody	  (Southern	  et	  al.	  1991).	  The	  PK	  
sequence,	  GKPIPNPLLGLDST,	   is	   utilized	   as	   a	   tag	  by	   insertion	  of	   tandem	  repeats,	  
and	  it	  has	  been	  demonstrated	  that	  higher	  numbers	  of	  repeats	  allow	  more	  sensitive	  
detection	  of	   the	   target	  proteins	  by	  Western	  blot	   (Gadaleta	  et	  al.	  2013).	  The	  PK9	  
tag	  consists	  of	  9	  tandem	  repeats,	  and	  is	  tethered	  to	  the	  C-­‐‑terminus	  of	  Exo1	  via	  a	  
short	  linker	  sequence.	  Commercial	  antibodies	  against	  PK	  with	  good	  specificity	  are	  
readily	   available.	   It	   is	   worth	   acknowledging	   that	   there	   are	   indeed	   more	  
conventional	  ways	   of	   incorporating	   tags	   and	  mutant	   cassettes	   into	   S.	  cerevisiae.	  
Anecdotally,	   and	   within	   our	   lab,	   it	   has	   been	   found	   that	   the	   SK1	   strain	   is	   less	  
amenable	   to	   transformation	   than	   others,	   such	   as	  W303,	   and	   the	   EXO1	   locus	   in	  
particular	   seems	   to	   be	   resistant	   to	   stable	   transformation.	   Other	   tags	   (FLAG	   and	  
TAP)	  were	   attempted,	   and	  other	  methods	   such	   as	   knock	   in-­‐‑knock	  out	   (whereby	  
the	   locus	   of	   interest	   is	   first	   interrupted	   with	   a	   marker	   such	   as	   LEU2	   and	   then	  
reconstituted	  with	  the	  mutated	  version	  of	  the	  original	  region).	  As	  these	  methods
























Figure4.1 Tagging of EXO1/exo1)4S::AwithPK9 tag
(A)Schematic illustration of the construct restricted from pAG481 for transformation into
hAG1886 and hAG1887 to yield hAG1952 and 1951, expressing CDterminally tagged
Exo1DPK9. The ORF of EXO1 had the start codon missing, indicated by the dashed line,
so that only transformants integrated into the correct frame would express. G418
resistance was conferred via the KANMX ORF to allow selection of positive
transformants. 1000bp of genomic sequence downstream of EXO1 was integrated
following KANMX to facilitate homologous recombination at integration.
(B)Schematic illustration of the construct restricted from pAG482 for transformation into
hAG1886 and hAG1887 to yield hAG1954 and 1953, expressing CDterminally tagged
exo1D4S::ADPK9. Graph illustrating the change in expression of Exo1DPK9 through
mitosis.
(C)Western blot of a 7.5% SDSDPAGE gel illustrating visualisation of Exo1DPK9 using ⍺DPK9
antibody. hAG1951 and 1952 show Exo1DPK9, while hAG1953 and 1954 show exo1D
4S::ADPK9. hAG1886 is used as a negative control to show the absence of the Exo1DPK9
band in strains WT for EXO1 but lacking the PK9 tag. Exo1 itself has a molecular weight
of approximately 81kDA, however the extra 132 amino acids within the PK9 tag and
linker contribute an additional 14kDa, accounting for the discrepancy.
Exo1'PK9 Exo104S::A'PK9
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  proved	  unsuccessful	  the	  method	  described	  here	  was	  used	  instead.	  
	  	  	  	  	  To	  create	   tagging	  cassettes	   incorporating	   the	  Exo1	  putative	  phospho-­‐‑mutants,	  
exo1-­‐‑4S::A	   and	   exo1-­‐‑4S::E,	   the	   distal	   portion	   of	   the	   ORF	   was	   amplified	   from	  
pAG451	   or	   pAG452	   by	   PCR.	   Flanking	   homology	   to	   pBH259	   at	   the	   PK9	   tag	   was	  
incorporated	   to	   create	   a	   fragment	  with	   overlapping	   ends	   capable	   of	   undergoing	  
Gibson	   assembly	   with	   digested	   pBH259.	   Assembly	   yielded	   vectors	   with	   tagged	  
mutant	   cassettes	   suitable	   for	   chromosomal	   integration.	   Tagged	   cassettes	   were	  
isolated	   from	   the	   vector	   by	   digestion	   using	   SpeI/KpnI	   enzymes	   that	   recognised	  	  
specific	  restriction	  sites	  flanking	  the	  cassette.	  The	  cassette	  was	  then	  integrated	  by	  
transformation	  into	  chemically	  competent	  haploids,	  exploiting	  yeast’s	  propensity	  
to	   incorporate	  new	  fragments	  via	  homologous	  recombination	  at	  the	  target	   locus.	  
Positive	   transformants	  were	  selected	  via	  growth	  on	  media	  containing	  G418,	  and	  
colonies	   checked	   for	   expression	   of	   the	   tagged	   protein	   by	  Western	   blot	   analysis.	  
The	   cassette	  was	  designed	   to	   lack	   the	   start	   codon	  of	   the	  EXO1	  ORF,	   and	   so	  only	  
those	   incorporated	  at	   the	  correct	   locus	  would	  express	  Exo1-­‐‑PK9.	  Transformants	  
expressing	   tagged	   Exo1	   were	   selected	   for	   sequencing	   to	   confirm	   the	   correct	  
sequences	   of	   EXO1,	   exo1-­‐‑4S::A	   and	   exo1-­‐‑4S::E.	   Haploids	   positive	   for	   correct	  
incorporation	  of	  both	  EXO1	  and	  	  exo1-­‐‑4S::A	  were	  obtained	  from	  the	  first	  round	  of	  
transformation.	   However,	   several	   rounds	   of	   transformation	   and	   sequencing	   of	  
dozens	  of	  PK-­‐‑9	   tagged	  exo1-­‐‑4S::E	   transformants	  did	  not	  yield	  a	  single	  haploid	   in	  
which	  all	  four	  mutated	  sites	  were	  correct	  for	  the	  glutamic	  acid	  codon.	  As	  a	  result,	  
only	   investigations	   into	   the	   EXO1-­‐‑PK9	   and	   exo1-­‐‑4S::A-­‐‑PK9	  strains	   are	   discussed	  
here.	  	  
	  	  	  	  	  Protein	   extracts	   from	  mitotically	   cycling	   transformants	   positive	   for	  EXO1-­‐‑PK9	  
and	  exo1-­‐‑4S::A-­‐‑PK9	  were	  tested	  by	  Western	  blotting	  for	  expression	  of	  Exo1-­‐‑PK9.	  A	  
non-­‐‑specific	   band,	   approximately	   140kDa,	   was	   seen	   in	   negative	   control	   strain	  
(hAG1886)	  as	  well	  as	   in	  EXO1-­‐‑PK9	   strains	  (hAG1951;	  hAG1952),	  and	  exo1-­‐‑4S::A-­‐‑
PK9	  strains	   (hAG1953;	   hAG1954	   (Figure	   4.1	   C).	   At	   approximately	   95kDa	   is	   the	  
Exo1-­‐‑PK9/	  Exo1-­‐‑4S::A-­‐‑PK9.	  These	  results	  demonstrate	  the	  successful	  tagging	  and	  
chromosomal	   integration	   of	   EXO1	   and	   the	   non-­‐‑phosphorylatable	   mutant	   exo1-­‐‑
4S::A-­‐‑PK9,	  enabling	  phenotype	  studies	  to	  be	  carried	  out.	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4.2	  Exo1	   and	   Exo1-­‐‑4S::A-­‐‑PK9	   expression	   in	   mitosis	   changes	   during	   the	  
response	  to	  bleomycin-­‐‑induced	  DNA	  damage	  
	  	  	  	  	  The	   signal	   of	   the	   Exo1	   band	   was	   low	   and	   difficult	   to	   express,	   requiring	   a	  
prolonged	  exposure	  of	   the	  membrane	  and	  use	  of	  high-­‐‑sensitivity	  reagents	   in	   the	  
detection	   process.	   This	  may	   have	   been	   a	   reflection	   of	   a	   low	   expression	   level	   of	  
Exo1-­‐‑PK9	   during	   exponential	   growth.	   To	   establish	  whether	   DNA	   damage	  might	  
increase	  the	  level	  of	  Exo1-­‐‑PK9,	  DSBs	  were	  induced	  in	  exponentially	  growing	  cells	  
through	   exposure	   to	   bleomycin.	   Cells	  were	   sampled	   at	   0	   h	   (before	   induction	   of	  
damage),	   2	   h	   or	   6	   h	   post	   induction	   of	   damage,	   and	   total	   protein	  was	   extracted	  
using	   the	  TCA	  method.	  10µl	  of	  protein	  was	   resolved	  by	  12%	  SDS-­‐‑PAGE	  gel,	   and	  
analysed	   by	   Western	   blot	   (Figure	   4.2	   A).	   Protein	   levels	   were	   calculated	   using	  
scanning	  densitometry.	  The	  band	  area	  was	  assigned	  and	  the	  total	  signal	  computed,	  
giving	   a	   value	   proportional	   to	   the	   quantity	   of	   protein	   present.	   The	   P-­‐‑STAIR	  
antibody	   recognises	   cyclin	   dependent	   kinase	   Cdc28	   and	   is	   used	   as	   a	   loading	  
control.	  The	  proportion	  of	  Exo1	  to	  Cdc28	  was	  used	  to	  account	  for	  uneven	  loading	  
when	  determining	   the	  quantity	  of	  Exo1.	  The	   fold	  change	   in	   this	  proportion	  with	  
respect	   to	   the	   0	   h	   (pre-­‐‑damage	   induction)	   sample	   was	   used	   to	   appreciate	   the	  
relative	  fluctuations	  of	  Exo1	  expression.	  
	  	  	  	  	  	  	  	  	  	  The	   fold	   change	   in	   Exo1-­‐‑PK9	   expression	   between	   0	   h	   (before	   bleomycin	  
exposure)	  and	  2	  h	  (the	  early	  stages	  following	  initial	  exposure)	  was	  approximately	  
20%	  after	  2	  h	   for	  haploid	  cells,	  while	   levels	  remained	  unchanged	   in	  diploid	  cells	  
(Figure	   4.2	   B	   &	   C).	   The	   similar	   amounts	   before	   and	   shortly	   after	   induction	   of	  
damage	   suggest	   both	   exponential	   growth	   and	   the	   response	   to	   DNA	   damage	  
require	   a	   similar	   level	   of	   Exo1-­‐‑PK9	   expression.	   6	   h	   after	   exposure	   to	   bleomycin	  
the	  level	  of	  Exo1	  decreases,	  falling	  70%	  in	  haploid	  cells	  and	  95%	  in	  diploid	  cells.	  
Overall,	   these	  results	   show	  Exo1-­‐‑PK9	  expression	   is	  not	   increased	   in	   response	   to	  
bleomycin-­‐‑induced	  DNA	  damage,	  and	  that	  Exo1-­‐‑PK9	  is	   likely	  to	  be	  constitutively	  
expressed	  at	  low	  levels.	  
	  






















0hr 2hrs 6hrs 0hrs 2hrs 6hrs
Exo12(x106) 148.8 203.1 48.5 156.2 149.8 8.8
PSTAIR2(x106) 294.4 331.5 296 249.8 233 233
Exo1/PSTAIR 0.506 0.613 0.164 0.625 0.643 0.032






























Figure4.2 EXO1 expressionreduces after 2 hours followingbleomycin treatment
(A)Western blot of a 12% SDS4PAGE gel using ⍺PK9 to detect Exo14PK9 isolated at 0, 2,
and 6 hours during mitosis in exponentially growing haploid (hAG1951) and diploid
(dAG1713) cells following the addition of bleomycin after sampling of cells at 0hrs.
⍺PSTAIR is used to identify cyclin dependent kinases used as a loading control.
(B)Densitometry values of each band in Exo14PK9 and PSTAIR are shown as millions, and
the proportion of Exo14PK9 is calculated relative to the PSTAIR loading control. Fold
increase is the change in proportion relative to 0hr.
(C)Graph illustrating the change in expression of Exo14PK9 through mitosis. The blot, data
and graph are from a single representative blot selected from dozens of independent
repeats that all show the same pattern.
EXO1(PK9
P(STAIR
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  4.3	  Confirming	  Exo1	  is	  phosphorylated	   in	  response	  to	  bleomycin	   induced-­‐‑
DNA	  damage	  	 
	  	  	  	  	  	  To	   confirm	   that	   DNA	   damage	   induces	   phosphorylation	   of	   Exo1,	   cells	   were	  
cultured	   and	   treated	   with	   bleomycin	   as	   described	   in	   section	   4.2.	   Cells	   were	  
sampled	  from	  cultures	  treated	  with	  bleomycin	  or	  no	  treatment	  4	  h	  post-­‐‑induction,	  
and	  total	  protein	  extracted	  using	  the	  TCA	  method,	  resolved	  by	  7.5%	  SDS-­‐‑PAGE	  gel	  
and	  analysed	  by	  Western	  blot	  (Figure	  4.3	  A).	  	  
	  	  	  	  	  Untagged	  EXO1	   is	   shown	   as	   a	   negative	   control.	   Exo1-­‐‑PK9	   appears	   to	   show	   a	  
species	   with	   reduced	   motility	   after	   damage	   induction	   when	   compared	   to	   the	  
untreated	  sample.	  This	  is	  seen	  as	  a	  smear	  above	  the	  band.	  	  Reduced	  motility	  of	  a	  
protein	   can	   be	   due	   to	   the	   protein	   being	  more	   negatively	   charged,	   as	   is	   the	   case	  
when	   a	   protein	   is	   phosphorylated.	   The	   smear	   is	   not	   visible	   in	   damage-­‐‑induced	  
dAG1714	   cells	   expressing	   Exo1-­‐‑4S::A-­‐‑PK9,	   indicating	   an	   absence	   of	   any	   slower	  
moving	   species	   of	   the	   protein.	   The	   Western	   analysis	   suggests	   that	   Exo-­‐‑PK9	   is	  
phosphorylated	   in	   response	   to	   DNA	   damage	   while	   the	   non-­‐‑phosphorylatable	  
mutant	  Exo1-­‐‑4S::A-­‐‑PK9	  is	  not.	  
	  	  	  	  	  Visual	  analysis	  of	  a	  Western	  blot	  is	  subjective,	  and	  a	  band	  shift	  may	  not	  be	  clear	  
when	  analysed	  by	  eye.	  One	  way	  of	  further	  examining	  the	  Western	  is	  to	  look	  at	  the	  
profile	   of	   the	   signal	   along	   the	   lane.	   Subtle	   variances	   or	   similarities	  may	  become	  
more	  apparent.	  The	  lane	  profiles	  of	  dAG1713	  and	  dAG1714	  before	  and	  after	  DNA	  
damage	  induction	  have	  been	  plotted	  (figure	  4.3	  B).	  The	  first	  peak	  (Peak	  1)	  is	  seen	  
at	  relative	  front	  (RF)	  0.2,	  and	  corresponds	  to	  the	  non-­‐‑specific	  band.	  This	  peak	  was	  
used	   to	   align	   the	   profiles.	   Peak	   2	   represents	   the	   signal	   profile	   of	   Exo1	   in	   each	  
strain.	  Peak	  2	  of	  dAG1713	  shows	  a	  clear	  shoulder	  from	  RF	  0.65	  that	  remains	  0.05	  
units	   ahead	   of	   Peak	   2	   in	   dAG1714	   or	   dAG1713	   prior	   to	   induction.	   The	   peaks	  
decline	   together	   from	   RF	   0.8.	   The	   shoulder	   present	   in	   dAG1713	   following	  
induction	  further	  supports	  the	  presence	  of	  a	  species	  of	  Exo1	  with	  reduced	  motility	  
when	   compared	   to	   pre-­‐‑induced	   Exo1,	   suggestive	   of	   DNA-­‐‑damage	   induced	  
phosphorylation	  of	  Exo1.	  
	  
































Figure4.3 EXO1 is phosphorylated in response to DNA damage
(A)Western blot of a 7.5% SDS6PAGE gel using ⍺PK9 to detect Exo16PK9 in TCA protein
extractions before and after addition of bleomycin to induce DNA damage. dAG1680 is
a negative control. dAG1713 shows reduced Exo16PK9 motility in response to DNA
damage, suggestive of phosphorylation. dAG1714 shows exo164S::A6PK9 motility is not
affected by DNA damage induction as the residues believed to be phosphorylated (as
determined byMorin et al. 2008) are absent.
(B)Graph displaying the grey value lane profile of dAG1713 and dAG1714. The profiles are
aligned using peak 1, corresponding to the non6specific band (NSB). Peak2 of dAG1713
post6bleomycin shows a decrease in grey value significantly earlier than that of
dAG1713 pre6bleomycin, again suggesting reduced motility of Exo16PK9. In contrast,
peak 2 of both dAG1714 pre6 and post6bleomycin align, suggesting no difference in
motility.
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Discussion	  	  
	  	  	  	  	  Previously	   Morin	   et	   al.	   2008	   demonstrated	   that	   Exo1	   is	   phosphorylated	   in	  
response	  to	  DNA	  damage.	  They	  produced	  the	  non-­‐‑phosphorylatable	  mutant	  Exo1-­‐‑
4S::A,	   which	   was	   integrated	   into	   the	   meiosis-­‐‑proficient	   strain	   SK1	   at	   the	   Exo1	  
locus.	   Chromosomal	   integration	   of	   tagged	   Exo1-­‐‑PK9	   or	   Exo1-­‐‑4S::A-­‐‑PK9	   allowed	  
analysis	   of	   the	   proteins	   expressed	   under	   their	   wild-­‐‑type	   promotor.	   Subsequent	  
conclusions	   could	   then	  be	  drawn	  with	   the	   assumption	   that	   the	  observed	   results	  
were	  representative	  of	  wild-­‐‑type	  protein	  expression	  levels	  and	  timing.	  The	  results	  
presented	  here	  support	  the	  hypothesis	  that	  Exo1	  is	  phosphorylated	  in	  response	  to	  
DNA	  damage,	  and	  show	  that	  the	  findings	  of	  Morin	  et	  al.	  2008	  are	  transferable	  to	  
diploid	  yeast	  of	  the	  SK1	  background.	  
	  	  	  	  	  Exo1	   phosphorylation	   has	   also	   been	   described	   in	   mammalian	   systems	  
(Bolderson	  et	  al.	  2010;	  Manfrini	  et	  al.	  2010;	  Engels	  et	  al.	  2011;	  Tomimatsu	  et	  al.	  
2014).	  While	  phosphorylation	  of	  Exo1	  is	  proposed	  to	   inhibit	   its	  nuclease	  activity	  
in	  S.	  cerevisiae,	  experiments	  in	  mammalian	  systems	  have	  suggested	  an	  excitatory	  
role	   for	   this	   modification.	   These	   conflicting	   conclusions	   may	   be	   due	   to	   more	  
complex	   regulatory	   pathways	   of	   Exo1	   in	   the	  mammalian	  DNA	   repair	   processes.	  
Mammalian	  Exo1	   is	   known	   to	   interact	  with	   various	   regulators	   of	   repair	   such	   as	  
CtIP	   (Sae2	   homolog)	   (Eid	   et	   al.	   2010),	   BLM	   (Sgs1	   homolog)	   (Nimonkar	   et	   al.	  
2011),	   and	  BRCA1	   (Tomimatsu	   et	   al.	   2014).	   These	   physical	   interactions	   are	   not	  
observed	  between	  S.	  cerevisiae	  Exo1	  and	  the	  corresponding	  homologs,	  and	  BRCA1	  
has	  no	  homolog	  in	  yeast.	  These	  differing	  interactions	  may	  account	  for	  the	  contrary	  
roles	  of	  phosphorylation	  in	  mammalian	  systems	  and	  S.	  cerevisiae.	  	  
	  	  	  	  	  Regardless	   of	   the	   role	   of	   phosphorylation,	   thus	   far	   its	   existence	   has	   not	   been	  
investigated	  during	  meiosis.	  The	  data	  discussed	   in	   this	   chapter	   show	   that	  Exo1-­‐‑
PK9	  and	  Exo1-­‐‑4S::A-­‐‑PK9	  are	  expressed	   in	   the	  meiosis-­‐‑proficient	   strain	  SK1,	   and	  
that	   the	   proteins	   are	   detectable	   by	   Western	   blot.	   Using	   bleomycin	   as	   a	   DNA	  
damaging	   agent	   enabled	   replication	   of	   a	   band-­‐‑shift	   on	   Western	   blots,	   seen	   by	  
Morin	  et	  al.	  in	  phosphorylated	  Exo1.	  This	  system	  in	  the	  SK1	  background	  presents	  
an	  opportunity	  for	  the	  study	  of	  Exo1	  phosphorylation	  during	  meiosis	  following	  the	  
findings	  of	  Morin	  et	  al.	  2008	  in	  mitotically	  cycling	  cells.	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Chapter	  5	  
5.  Characterisation	  of	  EXO1	  phosphorylation	  during	  
meiosis	  
Introduction 	 
	  	  	  	  	  	  As	  previously	  described,	   the	  nuclease	  Exo1	   is	   active	  during	  both	  meiosis	   and	  
mitosis	  (Mimitou	  &	  Symington	  2009).	  During	  mitosis	  Exo1	  functions	  primarily	  as	  
a	  nuclease,	  and	  in	  the	  absence	  of	  Exo1	  cells	  are	  more	  sensitive	  to	  DNA	  damaging	  
agents	  such	  as	  camptothecin	  (Morin	  et	  al.	  2008).	  This	  increased	  sensitivity	  may	  be	  
due	  to	  a	  modest	  but	  functionally	  significant	  reduction	  in	  resection	  at	  mitotic	  DSBs.	  
Conversely,	   increased	   expression	   and	   therefore	   activity	   of	   Exo1	   leads	   to	   hyper-­‐‑
resection	   of	   DNA,	   and	   this	   can	   suppress	   sensitivity	   to	   DNA	   damaging	   agents	  
(Tsubouchi	  &	  Ogawa	  2000).	   	  Morin	  et	  al	  have	  shown	  that	  during	  mitosis	  Exo1	  is	  
phosphorylated	   in	   response	   to	   DNA	   damage	   and	   telomere	   uncapping,	   a	  
modification	  thought	   to	   inhibit	   its	  nuclease	  activity.	  This	   inhibition	  may	  serve	   to	  
regulate	   the	   resection	   carried	   out	   by	   Exo1,	   preventing	   hyper-­‐‑resection.	   A	  
constitutively	   active	   mutant	   of	   Exo1	   might	   therefore	   be	   anticipated	   to	   have	  
decreased	   sensitivity	   to	   DNA	   damage	   due	   to	   an	   ability	   to	   hyper-­‐‑resect.	   Indeed,	  
Morin	   et	   al.	   showed	   that	   the	   non-­‐‑phosphorylatable	   mutant	   exo1-­‐‑4S::A	   is	   less	  
sensitive	  to	  DNA	  damage	  than	  its	  wild	  type	  or	  phospho-­‐‑mimetic	  counterparts.	  	  
	  	  	  	  	  During	   meiosis	   Exo1	   has	   functions	   both	   as	   a	   nuclease	   and	   in	   crossover	  
resolution,	   in	   temporally	   distinct	   roles	   (Zakharyevich	   et	   al.	   2010).	   Lack	   of	   Exo1	  
causes	  a	  hypo-­‐‑resective	  phenotype	  in	  meiosis,	  and	  the	  crossovers	  formed	  are	  both	  
reduced	   and	   delayed	   (Keelagher	   et	   al.	   2010;	   Zakharyevich	   et	   al.	   2010).	   If	  
phosphorylation	   during	   mitosis	   influences	   the	   resection	   activity	   of	   Exo1,	   it	   is	  
reasonable	   to	   imagine	   that	   a	   similar	   mechanism	   may	   be	   employed	   to	   control	  
resection	   in	   meiosis.	   Exo1	   must	   strike	   a	   balance	   between	   resection	   extensive	  
enough	  for	  efficient	  strand	  invasion,	  but	  not	  too	  much	  as	  this	  may	  destabilise	  the	  
interactions	  needed	  to	  form	  a	  dHJ.	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  The	  aim	  of	   the	  work	  presented	   in	   this	  chapter	  was	   to	  establish	  whether	  Exo1	  
was	  phosphorylated	  in	  S.	  cerevisiae	  during	  meiosis,	  in	  response	  to	  the	  formation	  of	  
Spo11	   DSBs.	   In	   addition,	   the	   effects	   of	   the	   non-­‐‑phosphorylatable	   Exo1	   mutant,	  
Exo1-­‐‑4S::A-­‐‑PK9,	  on	  meiosis	  were	  examined.	  	  
Results	  
5.1	  EXO1	  expression	  varies	  through	  meiosis	  
	  	  	  	  	  In	  order	  to	  examine	  Exo1-­‐‑PK9	  expression	  during	  meiosis	  cells	  (dAG1713)	  were	  
triggered	  into	  a	  synchronous	  meiosis	  and	  sampled	  at	  0,	  4	  6	  and	  8	  hours	  of	  meiosis	  
(section	   2.5.12),	   and	   total	   protein	  was	   extracted	   using	   the	   TCA	  method.	   10µl	   of	  
protein	  was	  resolved	  by	  12%	  SDS-­‐‑PAGE	  gel,	  and	  analysed	  by	  Western	  blot	  (Figure	  
5.1	   A).	   Protein	   levels	   were	   calculated	   using	   scanning	   densitometry,	   and	   the	  
relative	  quantity	  of	  Exo1-­‐‑PK9	  calculated	  as	  described	  in	  section	  4.2	  (Figure	  5.1	  B).	  
As	  previously,	  the	  fold	  change	  in	  the	  proportion	  of	  Exo1	  to	  PSTAIR	  with	  respect	  to	  
the	  0hr	  sample	  was	  used	  to	  appreciate	  the	  relative	  fluctuations	  of	  Exo1	  expression	  
(Figure	  5.1	  C).	  Initially	  at	  0	  hours,	  low	  levels	  of	  Exo1-­‐‑PK9	  are	  expressed,	  followed	  
by	   a	   significant	   increase	   at	   4	   and	   6	   hours,	  where	   Exo1-­‐‑PK9	   levels	   are	   almost	   5	  
times	  higher.	  By	  8	  hr	  levels	  have	  returned	  to	  a	  similar	  level	  as	  seen	  at	  0	  hrs.	  	  
5.2	  EXO1	  is	  phosphorylated	  in	  meiosis	  
5.2.1	  Analysis	  of	  Exo1-­‐‑PK9	  extracted	  under	  denaturing	  conditions	  	  	  
	  	  	  	  	  The	   increase	   in	   Exo1-­‐‑PK9	   expression	   that	   coincides	   with	   DSB	   formation	   and	  
repair	   suggests	   temporal	   regulation	   of	   Exo1	   relative	   to	   its	  meiotic	   functions.	   As	  
well	  as	  regulating	  the	  timing	  of	  expression,	  cells	  may	  regulate	  Exo1	  activity	  during	  
meiosis	  by	  post-­‐‑translational	  modifications,	   such	  as	   the	  phosphorylation	   seen	   in	  
mitosis.	  Cells	  were	  cultured	  and	  synchronised	  into	  meiosis.	  Cells	  were	  sampled	  at	  
0,	   2,	   4,	   6,	   and	   8	   hr	   post-­‐‑induction,	   and	   total	   protein	   extracted	   using	   the	   TCA	  
method.	   To	   distinguish	   between	   putatively	   phosphorylated	   and	   non-­‐‑
phosphorylated	   Exo1-­‐‑PK9	   protein	   a	   7.5%	   gel	   was	   used.	   15µl	   of	   protein	   was	  
resolved	  by	  SDS-­‐‑PAGE	  gel,	  and	  analysed	  by	  Western	  blot	  (Figure	  5.2	  A).	  



























0hr 4hrs 6hrs 8hrs
Exo1,(x106) 21 95.2 108.7 32
PSTAIR,(x106) 284.7 300.1 307.6 302.5
Exo1/PSTAIR 0.074 0.317 0.353 0.106




Figure5.1 EXO1 expressionvaries over time duringmeiosis
(A)Western blot of a 12% SDS4PAGE gel using ⍺PK9 to identify Exo14PK9 isolated at 0, 4, 6
and 8 hours during meiosis. ⍺PSTAIR is used to identify cyclin dependent kinases used
as a loading control. The band intensity of Exo14PK9 increases from 046 hours (hour
two similar to 0hrs,not shown) and then returns to a low level at 8hrs.
(B)Densitometry values of each band in Exo14PK9 and PSTAIR are shown as millions, and
the proportion of Exo14PK9 is calculated relative to the PSTAIR loading control. Fold
increase is the change in proportion relative to 0hr.
(C)Graph illustrating the change in expression of Exo14PK9 through meiosis. The blot, data
and graph are from a single representative blot selected from dozens of independent
repeats that all show the same pattern.




Figure5.2 Exo1.PK9 has two species of different motilityduring meiosis
(A)Western blot of 7.5% SDS4PAGE gel using ⍺PK9 to identify Exo14PK9 isolated by TCA
extraction at 0, 2, 4, 6 and 8 hours during meiosis with mitotic samples of dAG1680
(positive control) and dAG1713 (negative control). Two bands are distinguishable at 4
hours. The higher molecular weight band is suggestive of a post4translationally
modified population of Exo14PK9 (labelled as P ).
(B)Graph displaying the grey value lane profiles of Exo14PK9 at 0, 2, 4, 6 and 8 hours
during meiosis. The profiles are aligned using peak1, corresponding to the non4specific
band (NSB). Peak 2 shows a decrease in grey value prior to the Exo14PK9 band at RF
190. This difference, appearing as a shoulder on the troughs at 2 and 6 hours, and most
prominently at 4 hours as a dual4trough, suggests a lower motility species of Exo14PK9,
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  Mitotically	   cycling	   dAG1680	   and	   dAG1713	   in	   the	   exponential	   growth	   phase	  
were	   used	   as	   negative	   and	   positive	   controls.	   The	   non-­‐‑specific	   anti-­‐‑PK9	   band	   is	  
present	   in	  both,	  however	  Exo1-­‐‑PK9	   is	  only	  detected	   in	  dAG1713.	  At	  0	  hr	  before	  
meiosis	  is	  initiated	  Exo1-­‐‑PK9	  is	  undetectable.	  The	  protein	  first	  becomes	  visible	  at	  
2	   hr,	  with	   a	   faint	   band	   corresponding	   to	  Exo1-­‐‑PK9	  preceded	  by	   a	   fainter	   smear	  
above	  it	  of	  reduced	  motility.	  By	  4	  hr	  two	  bands	  can	  be	  distinguished,	  separated	  by	  
a	  subtle	  line	  of	  reduced	  signal.	  At	  6	  hr	  the	  Exo1-­‐‑PK9	  band	  is	  at	  its	  strongest,	  and	  
the	  lower	  mobility	  species	  has	  reduced	  in	  intensity.	  By	  8	  hr	  a	  single	  faint	  band	  at	  
the	   molecular	   weight	   of	   Exo1-­‐‑PK9	   is	   visible.	   As	   described	   in	   section	   4.3,	   a	  
reduction	   in	   protein	   motility	   can	   be	   due	   to	   that	   protein	   being	   more	   negatively	  
charged,	  such	  as	  when	  a	  protein	  is	  phosphorylated.	  Figure	  5.2	  A	  appears	  to	  show	  a	  
reduced	  motility	  species,	  most	  significantly	  present	  at	  4	  hr	  of	  meiosis.	  This	  result	  
is	  suggestive	  of	  meiotic	  phosphorylation	  of	  Exo1-­‐‑PK9.	  
	  	  	  	  	  	  In	   order	   to	   eliminate	   some	   subjectivity	   of	   analysing	   by	   eye,	   the	   lane	   signal	  
intensities	   were	   plotted	   using	   computer	   software	   (Fiji)	   to	   detect	   the	   greyscale	  
intensity.	   The	   lane	   profiles	   of	   dAG1713	   throughout	  meiosis	  was	   plotted	   (Figure	  
5.2	  B).	  The	   first	  peak	   (Peak	  1)	   seen	  at	   relative	   front	   (RF)	  80	  corresponds	   to	   the	  
non-­‐‑specific	   band	   (NSB).	   This	   peak	   was	   used	   to	   align	   the	   profiles.	   Peak	   2	  
represents	   the	   signal	   profile	   of	   Exo1-­‐‑PK9.	   At	   0	   hr,	   as	   observed	   in	   figure	   5.2A,	  
Exo1-­‐‑PK9	  is	  undetectable.	  At	  2	  hr	  the	  peak	  corresponding	  to	  Exo1-­‐‑PK9	  at	  RF	  190	  
is	  present	  and	  has	  a	  small	  shoulder	  beginning	  at	  RF	  155.	  This	  shoulder	  represents	  
the	  reduced	  mobility	  band	  seen	   in	   figure	  5.2	  A.	  At	  4	  hours	  there	  appears	  to	  be	  a	  
broad	  peak,	  from	  RF	  150	  to	  210	  that	  dips	  in	  the	  middle,	  suggestive	  of	  two	  distinct	  
species	  of	  Exo1-­‐‑PK9.	  By	  6	  hr	   the	  majority	  of	   the	  signal	   is	  at	  RF	  190,	  and	  a	  small	  
shoulder	   at	   155	   is	   still	   present.	   Finally,	   at	   8	   hr,	   there	   is	   no	   longer	   a	   shoulder	  
accompanying	   the	   Exo1-­‐‑PK9	   peak.	   This	   quantitative	   analysis	   concurs	   with	   the	  
observation	   that	   Exo1-­‐‑PK9	   appears	   to	   be	   post-­‐‑translationally	   modified	   through	  
meiosis.	   This	   modification	   comprises	   the	   largest	   proportion	   of	   protein	   at	   4	   hr,	  
when	  the	  lower	  motility	  band	  has	  a	  signal	  intensity	  higher	  than	  that	  of	  the	  Exo1-­‐‑
PK9	  band.	  The	  timing	  of	   this	  band	  corresponds	  to	   that	  at	  which	  DSB	  turnover	   is	  
highest,	  around	  3-­‐‑4	  hr	  (Figure	  3.4),	  during	  MI.	  By	  8	  hr	  meiosis	  is	  complete	  in	  most	  
cells,	  reflected	  in	  a	  decrease	  of	  Exo1-­‐‑PK9	  expression	  and	  the	  absence	  of	  any	  lower	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motility	  band.	  	  
5.2.2	  Analysis	  of	  Exo1-­‐‑PK9	  isolated	  under	  native	  conditions	  	  	  
	  	  	  	  	  Treatment	  of	  protein	  with	  phosphatase	  was	  carried	  out	  to	  confirm	  whether	  the	  
shift	   in	   mobility	   was	   due	   to	   phosphorylation	   of	   Exo1-­‐‑PK9.	   This	   was	   a	   very	  
complex	   and	   time	   consuming	  process,	   and	   so	  only	   the	  4	  hr	   sample	  was	  used	   as	  
this	   had	   the	   highest	   level	   of	   signal	   for	   the	   lower-­‐‑mobility	   species.	   Cells	   were	  
synchronised	   into	  meiosis	   and	   a	   0	   hr	   sample	   taken	   as	   a	   control.	   At	   4	   hours	   the	  
cells	  were	  harvested,	  and	  an	  aliquot	  was	  removed	  for	  TCA	  extraction	  alongside	  the	  
0	  hr	   sample.	  These	   samples	  were	  used	  as	   controls	   for	   expression	   levels	   and	   the	  
normal	  pattern	  of	  the	  shift	  (right-­‐‑most	  two	  lanes	  of	  Figure	  5.3	  A).	  The	  remainder	  
of	   the	   cells	   were	   treated	   for	   protein	   extraction	   using	   a	   gentle	   protocol	   under	  
native	   conditions.	   This	   gentle	   approach	   was	   important	   for	   maintaining	  
physiological	   pH	   and	   salt	   concentrations,	   facilitating	   immunoprecipitation	   of	  
Exo1-­‐‑PK9	  and	  treatment	  with	  lambda	  phosphatase	  enzyme.	  Extracted	  protein	  was	  
incubated	   with	   beads	   pre-­‐‑bound	   to	   anti-­‐‑PK9.	   During	   immunoprecipitation	   the	  
extracts	   were	   also	   treated	   with	   various	   combinations	   of	   phosphatase	   and	  
phosphatase	  inhibitors.	  Finally,	  the	  unbound	  protein	  was	  removed	  and	  the	  bound	  
Exo1-­‐‑PK9	  eluted	  for	  resolving	  on	  a	  7.5%	  SDS-­‐‑PAGE	  gel	  and	  Western	  blot	  analysis.	  	  
	  	  	  	  	  Lane	  1	  of	  Figure	  5.3	  A	  shows	   the	   total	  unbound	  protein	  after	   IP,	  while	   lane	  2	  
contains	   total	   protein	   prior	   to	   IP.	   Comparison	   of	   these	   two	   lanes	   shows	   the	  
relative	   amounts	   of	   Exo1-­‐‑PK9	   present	   after	   and	   before	   IP.	   The	   high	   MW	   non-­‐‑
specific	   band	   remains	  present	   in	   these	   samples.	   Lane	  3,	   4	   and	  5	   show	  eluted	   IP	  
samples,	   with	   various	   treatments.	   All	   lanes	   show	   a	   band	   corresponding	   to	   the	  
control	  band	   for	  Exo-­‐‑PK9,	   indicating	  successful	   IP	  of	  Exo1-­‐‑PK9.	  The	  non-­‐‑specific	  
band	   is	   no	   longer	   present.	   Lane	   3	   is	   IP	   that	   contained	   phosphatase	   inhibitors	  
without	  the	  addition	  of	  phosphatase.	  Lane	  4	  is	  IP	  treated	  with	  phosphatase	  in	  the	  
absence	   of	   inhibitors.	   Lane	   5	   is	   IP	   treated	  with	   phosphatase	   in	   the	   presence	   of	  
inhibitors.	  Lanes	  3	  and	  5	  both	  show	  a	  lower	  mobility	  band,	  represented	  as	  a	  smear	  
above	  Exo1-­‐‑PK9.	  This	   smear	   is	   absent	   in	   lane	  4,	   suggesting	   that	   the	  presence	  of	  
this	  species	  depends	  upon	  treatment	  with	  phosphatase.	  




Figure5.3 Exo1.PK9 is phosphorylated duringmeiosis
(A)Western blot of 7.5% SDS4PAGE gel using ⍺PK9 to identify Exo14PK9 isolated from
dAG1713. The five IP (immuno4precipitated) samples were cells at 4 hours of meiosis
isolated by native extraction, while the final two lanes were cells at 0 and 4 hours of
meiosis isolated by TCA extraction. IP samples have been treated with various
combinations of phosphatase and phosphatase inhibitors indicated by + or 4. Lanes 3
and 5 show a smear superiorly to the Exo14PK9, suggestive of the phosphorylated
population of Exo14PK9. This smear is absent in lane 4, in which the sample has been
treated with phosphatase in the absence of inhibitors, suggestive of a removal of
phosphorylation. This confirms the higher molecular weight band to be
phosphorylated Exo14PK9. TCA extracted samples of Exo14PK9 in lanes 6 and 7 are
provided for comparison of phosphorylated and non4phosphorylated species.
(B)Graph displaying the grey value lane profiles of lanes 3, 4 and 5. Lanes 3 and 5,
corresponding to either IP treated or untreated with phosphatase in the presence of
inhibitors, shows a decrease in grey value prior to the Exo14PK9 band around RF 80.
This difference, appearing as a shoulder on the troughs, suggests a lower motility
species of Exo14PK9, consistent with phosphorylation. This shoulder is absent in lane
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  To	   support	   the	   conclusion	   made	   from	   Figure	   5.3	   A,	   the	  Western	   image	   was	  
subjected	   to	   quantification	   analysis,	   and	   the	   lane	   profiles	   plotted	   along	   an	   axis	  
(Figure	  5.3	  B).	  The	  peaks	  were	  aligned	  at	  their	  lowest	  value,	  denoting	  Exo-­‐‑PK9	  at	  
approximately	  RF	  85.	  Lane	  3	  (blue	  line)	  shows	  a	  significant	  shoulder	  from	  RF	  40	  
prior	   to	   the	   Exo1-­‐‑PK9	   signal.	   Lane	   5	   has	   a	   lower	   signal	   for	   Exo1-­‐‑PK9,	  
approximately	   half	   that	   of	   lane	   3.	   Lane	   5	   also	   displays	   a	   proportionally	   smaller	  
shoulder,	   detectable	   from	  RF	   60.	   Lane	   4	   has	   no	   such	   shoulder	   despite	   having	   a	  
stronger	   signal	   for	  Exo1-­‐‑PK9	   than	   in	   lane	  5,	   supporting	   the	   conclusion	   that	   this	  
species	  is	  dependent	  on	  phosphatase	  treatment.	  	  
	  	  	  	  	  It	   can	  be	   concluded	   that	   the	  presence	   of	   a	   lower	  mobility	   species	   of	   Exo-­‐‑PK9	  
seen	  as	  a	  phospho-­‐‑shift	  band	  on	  Western	  blot	  is	  a	  phosphorylated	  species	  of	  Exo1-­‐‑
PK9.	  This	  phosphorylation	  of	  Exo1-­‐‑PK9	  is	  not	  initially	  present,	  but	  appears	  from	  2	  
hours	  and	  is	  most	  evident	  at	  4	  hours	  of	  meiosis,	  corresponding	  to	  the	  time	  point	  at	  
which	  DSB	  turnover	  is	  highest.	  
5.3	  EXO1	  is	  phosphorylated	  differently	  in	  meiosis	  than	  in	  mitosis	  
5.3.1	  Analysis	  of	  Exo1-­‐‑4S::A-­‐‑PK9	  extracted	  under	  denaturing	  conditions	  	  	  
	  	  	  	  	  To	   further	   investigate	   the	   phosphorylation	   of	   Exo1-­‐‑PK9	   during	  meiosis,	   cells	  
expressing	   Exo1-­‐‑4S::A-­‐‑PK9	   (dAG1714)	   were	   used.	   This	   strain	   expresses	   a	   non-­‐‑
phosphorylatable	  allele	  of	  Exo1,	  described	  by	  Morin	  et	   al.	  The	  mutated	   residues	  
were	   determined	   to	   be	   strongly	   phosphorylated	   during	  mitosis.	   Investigation	   of	  
the	   protein	   during	   meiosis	   by	   Western	   blot	   analysis	   could	   show	   whether	   this	  
protein	   is	  still	  phosphorylated,	  or	   if	   the	  phosphorylation	  seen	   in	  section	  5.2	  was	  
dependent	  on	  those	  same	  key	  residues	  identified	  in	  mitosis.	  Cells	  were	  sampled	  at	  
0,	   2,	   4,	   6,	   and	   8	   hr	   post-­‐‑induction,	   and	   total	   protein	   extracted	   using	   the	   TCA	  
method.	   The	   samples	   were	   resolved	   and	   analysed	   as	   described	   in	   section	   5.3.1	  
(Figure	  5.4	  A).	  	  	  
	  	  	  	  	  Mitotically	   cycling	   dAG1680	   and	   dAG1714	   in	   the	   exponential	   growth	   phase	  
were	   used	   as	   negative	   and	   positive	   controls	   in	   the	   first	   two	   lanes.	   At	   0	   hours	  
before	   meiosis	   is	   initiated	   Exo1-­‐‑4S::A-­‐‑PK9	   is	   undetectable.	   The	   protein	   first	  













Figure5.4 exo1-4S::A-PK9 has two species of different motilityduring meiosis
(A)Western blot of 7.5% SDS5PAGE gel using ⍺PK9 to identify exo154S::A5PK9 isolated by
TCA extraction at 0, 2, 4, 6 and 8 hours during meiosis with mitotic samples of
dAG1680 (5ve control) and dAG1714 (+ve control). Two bands are distinguishable at 2,
4 & 6 hours. The higher molecular weight band is suggestive of a phosphorylated
population of exo154S::A5PK9.
(B)Graph displaying the grey value lane profiles of exo154S::A5PK9 at 0, 2, 4, 6 and 8 hours
during meiosis. The profiles are aligned using peak1, corresponding to the non5specific
band (NSB). Peak 2 shows a decrease in grey value prior to the Exo15PK9 band at RF
210. This difference, appearing as a shoulder on the troughs at 2 and 6 hours, and most
prominently almost bifurcating at 4 hours, suggests a lower motility species of exo15
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  becomes	  visible	  at	  2	  hr,	  as	  seen	  in	  Exo1-­‐‑PK9.	  Similarly,	  this	  band	  is	  preceded	  by	  a	  
slower	   motility	   band,	   which	   persist	   until	   6	   hours	   of	   meiosis,	   and	   is	   no	   longer	  
detectable	  by	  8	  hours.	  As	  discussed	  in	  section	  5.2.1,	  this	  type	  of	  shift	  is	  suggestive	  
of	  meiotic	  phosphorylation	  of	  Exo1-­‐‑4S::A-­‐‑PK9.	  Quantification	  of	  the	  lane	  signal	  by	  
computational	   analysis	   supports	   this	   conclusion	   (Figure	   5.4	   B).	   Profiles	   were	  
aligned	  using	  the	  NSB	  (Peak	  1)	  at	  RF	  90.	  Exo1-­‐‑4S::A-­‐‑PK9	  is	  represented	  by	  Peak	  2	  
at	  RF	  210.	  A	  similar	  shoulder	  to	  that	  seen	  in	  section	  5.2.1	  is	  observed	  on	  Peak	  2	  of	  
samples	  2,	  4	  and	  6	  hours,	   representing	   the	  signal	   from	  the	  slower	  motility	  band	  
preceding	   Exo1-­‐‑4S::A-­‐‑PK9.	   This	   is	   again	   particularly	   prominent	   at	   4	   hours	   of	  
meiosis,	  and	  is	  present	  from	  approximately	  RF	  160.	  	  
5.3.2	  Analysis	  of	  Exo1-­‐‑4S::A-­‐‑PK9	  isolated	  under	  native	  conditions	  	  	  
	  	  	  	  	  Meiotic	   samples	  of	  Exo1-­‐‑4S::A-­‐‑PK9	  were	   treated	  with	  phosphatase	   to	  confirm	  
whether	   the	   shift	   in	  mobility	  was	   due	   to	   phosphorylation.	   Cells	  were	   harvested	  
and	   treated	  as	  described	   in	  section	  5.2.2.	  Lane	  1	   in	  Figure	  5.5	  A	  shows	   the	   total	  
unbound	   protein	   after	   IP,	   while	   lane	   2	   contains	   total	   protein	   prior	   to	   IP,	  
demonstrating	   the	   relative	   amounts	   of	   Exo1-­‐‑4S::A-­‐‑PK9	   present.	   The	   lanes	   are	  
loaded	   with	   samples	   of	   Exo1-­‐‑4S::A-­‐‑PK9	   treated	   as	   described	   for	   Exo1-­‐‑PK9	   in	  
section	   5.2.2.	   As	   was	   seen	   in	   Figure	   5.3	   A,	   lanes	   3	   and	   5	   both	   show	   a	   lower	  
mobility	  band,	  represented	  as	  a	  smear	  above	  Exo1-­‐‑4S::A-­‐‑PK9.	  This	  smear	  is	  absent	  
in	   lane	   4,	   suggesting	   that	   the	   presence	   of	   this	   species	   depends	   upon	   treatment	  
with	   phosphatase.	   This	   conclusion	   is	   supported	   by	   quantification	   of	   the	   lane	  
signals	  intensity	  (Figure	  5.5	  B).	  The	  shoulder	  on	  peak	  2	  representative	  the	  slower	  
mobility	   protein	   is	   present	   in	   both	   the	   samples	   treated	   with	   phosphatase	  
inhibitors	   in	   the	  presence	  or	  absence	  of	  phosphatase.	  This	   shoulder	   is	   absent	   in	  
the	  sample	  treated	  with	  phosphatase	  in	  the	  absence	  of	  inhibitors.	  	  
	  	  	  	  	  It	  can	  be	  concluded	  that	  Exo1-­‐‑4S::A-­‐‑PK9	  is	  phosphorylated	  in	  meiosis,	  and	  that	  
this	  phosphorylation	  is	  not	  dependent	  upon	  key	  serine	  residues	  S372,	  S567,	  S587	  
and	   S692	   identified	   in	   mitotic	   experiments	   by	   Morin	   et	   al.	   Phosphorylation	   in	  
meiosis	  can	  be	  distinguished	  as	  different	  from	  that	  observed	  in	  mitotically	  cycling	  
cells.	  















Figure5.5 exo1,4S::A,PK9 is phosphorylated duringmeiosis
(A)Western blot of 7.5% SDS5PAGE gel using ⍺PK9 to identify exo154S::A5PK9 isolated
from dAG1713. The five IP (immuno5precipitated) samples were cells at 4 hours of
meiosis isolated by native extraction, while the final two lanes were cells at 0 and 4
hours of meiosis isolated by TCA extraction. IP samples have been treated with various
combinations of phosphatase and phosphatase inhibitors indicated by + or 5. Lanes 3
and 5 show a smear superiorly to the exo154S::A5PK9, suggestive of the phosphorylated
population of exo154S::A5PK9. This smear is absent in lane 4, in which the sample has
been treated with phosphatase in the absence of inhibitors. Absence of this smear
following treatment is suggestive of a removal of phosphorylation, confirming the
higher molecular weight band was phosphorylated exo154S::A5PK9. TCA extracted
samples of exo154S::A5PK9 in lanes 6 and 7 are provided for comparison of
phosphorylated and non5phosphorylated species.
(B)Graph displaying the grey value lane profiles of lanes 3, 4 and 5. Lanes 3 and 5,
corresponding to either IP treated or untreated with phosphatase in the presence of
inhibitors, shows a decrease in grey value prior to the exo15PK9 band around RF 80.
This difference, appearing as a shoulder on the troughs, suggests a lower motility
species of Exo15PK9, consistent with phosphorylation. This shoulder is absent in lane
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  5.4	  Exo1	  phosphorylation	  is	  dependent	  upon	  Spo11	  nuclease	  activity	  
	  	  	  	  	  A	  strain	  deficient	  in	  Spo11	  nuclease	  activity	  expressing	  Exo1-­‐‑PK9	  was	  designed	  
to	   investigate	   whether	   phosphorylation	   of	   Exo1-­‐‑PK9	   was	   dependent	   on	   the	  
formation	  of	  meiotic	  DSBs.	  These	   investigations	  were	   carried	  out	   as	  part	   of	   this	  
project	  by	  masters’	   student	  Stephen	  T.	  Higgins.	   Spo11	   is	   the	   catalytic	   subunit	  of	  
the	  DSB	  forming	  complex	  (Keeney	  et	  al.	  1997).	  The	  spo11-­‐‑Y135F	  allele	  encodes	  a	  
nuclease	   dead	   Spo11	   mutant,	   incapable	   of	   catalysing	   the	   formation	   of	   DSBs	  
(Bergerat	  et	  al.	  1997).	  This	  mutant	  does	  not	  affect	  other	  functions	  of	  Spo11	  or	  the	  
progression	  of	  meiosis	  and	  sporulation	  (Cha	  et	  al.	  2000),	  however	  no	  DSBs,	  dHJs	  
or	  recombinants	  are	  detected	  (Hunter	  &	  Kleckner	  2001),	  and	  homologue	  pairing	  
and	  synapsis	  are	  abolished	  (Neale	  et	  al.	  2002).	  	  
	  	  	  	  	  In	  order	  to	  examine	  Exo1-­‐‑PK9	  phosphorylation	  in	  the	  absence	  of	  meiotic	  DSBs,	  
spo11-­‐‑Y135F	   cells	   expressing	   Exo1-­‐‑PK9	   (dAG1824)	   were	   triggered	   into	   a	  
synchronous	  meiosis	   and	   sampled	   at	   0,	   2,	   3,	   4	   and	   5	   hours	   of	  meiosis	   (section	  
2.2.15).	   SPO11	   cells	   expressing	   Exo1-­‐‑PK9	   (dAG1830)	   were	   also	   sampled	   as	   a	  
control.	   	  Total	  protein	  was	  extracted	  using	   the	  TCA	  method.	  20µl	  of	  protein	  was	  
resolved	  by	  7%	  SDS-­‐‑PAGE	  gel,	  and	  analysed	  by	  Western	  blot.	   In	  SPO11	   cells,	   the	  
Exo1-­‐‑PK9	   band	   is	   preceded	   by	   a	   fainter,	   lower-­‐‑motility	   band	   (Figure	   5.6	   A),	  
suggestive	  of	  phosphorylation,	   as	   seen	  previously	   at	  3	   and	  4	  hr	   (section	  5.2).	   In	  
spo11-­‐‑Y135F	  cells	  Exo1-­‐‑PK9	  is	  also	  detectable,	  however	  no	  lower	  motility	  band	  is	  
observed	  at	  3,	  4	  or	  5	  hr	  (Figure	  5.6	  B).	  This	  result	  is	  reproducible	  and	  is	  suggestive	  
of	  an	  absence	  of	  phosphorylation,	  indicating	  that	  phosphorylation	  of	  Exo1-­‐‑PK9	  is	  
dependent	  upon	  formation	  of	  meiotic	  DSBs.	  
5.5	  Exo1	  is	  phosphorylated	  prior	  to	  strand	  invasion	  
	  	  	  	  	  To	   investigate	   whether	   phosphorylation	   of	   Exo1	   was	   dependent	   on	   strand	  
invasion	  a	  strain	  deficient	  in	  Dmc1	  recombinase	  activity	  expressing	  Exo1-­‐‑PK9	  was	  
designed.	  These	  investigations	  were	  carried	  out	  as	  part	  of	  this	  project	  by	  masters’	  
student	   Stephen	   T.	   Higgins.	   Dmc1	   is	   a	   recombinase	   exclusive	   to	  meiosis,	   and	   is	  
necessary	  for	  strand	  invasion	  of	  the	  homologue	  (Bishop	  et	  al.	  1992).	  dmc1∆	  cells	  
accumulate	   hyper	   resected	   DSBs	   in	   the	   absence	   of	   subsequent	   repair	  


























Figure5.7 * Exo1 is phosphorylated prior to strand invasion
(A)Western blot of 7% SDS3PAGE gel using ⍺PK9 to identify Exo13PK9 isolated by TCA
extraction at 0, 2, 3, 4, 5 and 6 hr of meiosis in DMC1 cells. Two distinct bands are
distinguishable at 3, 4, and 5 hr. The lower molecular weight band is Exo13PK9. The
higher molecular weight band is suggestive of a phosphorylated species of Exo13PK9.
This band is no longer visible at 6 hr of meiosis.
(B)Western blot of 7% SDS3PAGE gel using ⍺PK9 to identify Exo13PK9 isolated by TCA
extraction at 0, 2, 3, 4 and 6 hr of meiosis in dmc1∆ cells. Two distinct bands are
distinguishable at 3, 4, 5 and 6 hr. The lower molecular weight is Exo13PK9. The higher
molecular weight band is suggestive of a phosphorylated species of Exo13PK9. This
band persists, suggestive of sustained phosphorylation of Exo13PK9. The majority of
Exo1 appears to be in the higher molecular weight band by 6 hours, suggesting that
sustained presence of Exo1 leads to hyperphosphorylation.
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  (Hunter	   &	   Kleckner	   2001).	   No	   single-­‐‑end	   invasion	   intermediates	   or	   dHJs	   are	  
formed,	  and	  85%	  of	  cells	  arrest	  before	  MI	  (Schwacha	  &	  Kleckner	  1997;	  Hunter	  &	  
Kleckner	  2001).	  	  
	  	  	  	  	  In	   order	   to	   examine	   Exo1-­‐‑PK9	   phosphorylation	   in	   the	   absence	   of	   strand	  
invasion,	   dmc1∆	   cells	   expressing	   Exo1-­‐‑PK9	   (dAG1827)	   were	   triggered	   into	   a	  
synchronous	  meiosis	  and	  sampled	  at	  0,	  2,	  3,	  4,	  5	  and	  6	  hours	  of	  meiosis	  (section	  
2.2.15).	   DMC1	   cells	   expressing	   Exo1-­‐‑PK9	   (dAG1830)	   were	   also	   sampled	   as	   a	  
control.	  In	  Western	  blot	  analysis	  of	  DMC1	  cells,	  at	  3	  and	  4	  hr	  the	  Exo1-­‐‑PK9	  band	  is	  
preceded	   by	   a	   fainter,	   lower-­‐‑motility	   band	   (Figure	   5.7	   A),	   suggestive	   of	  
phosphorylation,	  as	  seen	  previously	  (section	  5.2).	  This	  band	  disappears	  by	  6hr.	  In	  
dmc1∆	   cells	   Exo1-­‐‑PK9	   is	   also	   detectable,	   and	   is	   similarly	   preceded	   by	   the	  
phosphorylated	  species	  of	  Exo1-­‐‑PK9	  from	  3	  hr	  (Figure	  5.7	  B).	  Unlike	  in	  the	  DMC1	  
cells,	   the	   whole	   population	   of	   Exo1-­‐‑PK9	   appears	   as	   a	   higher	   molecular	   weight	  
band,	   suggesting	   that	   Exo1-­‐‑PK9	   not	   only	   persists	   at	   6	   hours,	   but	   that	   it	   also	  
becomes	   hyperphosphorylated.	   This	   result	   suggests	   that	   Exo1-­‐‑PK9	   is	  
phosphorylated	  prior	  to	  strand	  invasion,	  and	  the	  de-­‐‑phosphorylation	  of	  Exo1-­‐‑PK9	  
depends	  upon	  strand	  invasion,	  or	  events	  following	  strand	  invasion.	  In	  the	  absence	  
of	  strand	  invasion	  Exo1	  continues	  to	  become	  phosphorylated.	  
5.6	   Meiosis	   is	   not	   affected	   by	   an	   inability	   to	   phosphorylate	   mitotically	  
significant	  residues	  
	  	  	  	  	  It	  was	  possible	  while	  the	  residues	  identified	  in	  mitosis	  were	  not	  responsible	  for	  
the	   phospho-­‐‑shift	   seen	   in	   meiotic	   Exo1-­‐‑PK9,	   that	   the	   residues	   still	   be	  
phosphorylated	  in	  response	  to	  meiotic	  damage.	  Phosphorylation	  of	  these	  residues	  
may	  be	  functionally	  significant	  but	  not	  influence	  motility	  due	  to	  brevity	  or	  a	  minor	  
overall	  impact	  on	  protein	  charge.	  To	  assess	  whether	  these	  residues	  may	  influence	  
meiotic	  activity	  of	  Exo1,	  meiotic	  function	  was	  analysed	  by	  studying	  spore	  viability,	  
meiotic	   progression	   and	   DSB	   turnover	   at	   the	   ARE1	   hotspot.	   The	   experiments	  
described	  here	  are	  yet	  to	  be	  repeated.	  
	  



























Figure5.7 * Exo1 is phosphorylated prior to strand invasion
(A)Western blot of 7% SDS3PAGE gel using ⍺PK9 to identify Exo13PK9 isolated by TCA
extraction at 0, 2, 3, 4, 5 and 6 hr of meiosis in DMC1 cells. Two distinct bands are
distinguishable at 3, 4, and 5 hr. The lower molecular weight band is Exo13PK9. The
higher molecular weight band is suggestive of a phosphorylated species of Exo13PK9.
This band is no longer visible at 6 hr of meiosis.
(B)Western blot of 7% SDS3PAGE gel using ⍺PK9 to identify Exo13PK9 isolated by TCA
extraction at 0, 2, 3, 4 and 6 hr of meiosis in dmc1∆ cells. Two distinct bands are
distinguishable at 3, 4, 5 and 6 hr. The lower molecular weight is Exo13PK9. The higher
molecular weight band is suggestive of a phosphorylated species of Exo13PK9. This
band persists, suggestive of sustained phosphorylation of Exo13PK9. The majority of
Exo1 appears to be in the higher molecular weight band by 6 hours, suggesting that
sustained presence of Exo1 leads to hyperphosphorylation.
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5.6.1	  Spore	  viability	  is	  not	  altered	  by	  the	  inability	  of	  Exo1	  to	  be	  phosphorylated	  
in	  a	  mitotic	  pattern	  
	  	  	  	  	  It	   has	   been	   hypothesised	   that	   phosphorylation	   of	   Exo1	   inhibits	   the	   nuclease	  
activity	  of	  Exo1	  (Morin	  et	  al.	  2008).	  Null	  mutants	  of	  Exo1	  show	  a	  decreased	  spore	  
viability	   (Figure	   3.3),	   and	   so	   it	   was	   predicted	   that	   perhaps	   phospho-­‐‑mutants	  
would	  also	  have	  a	  reduced	  spore	  viability	  if	  the	  exo1∆	  phenotype	  were	  due	  to	  loss	  
of	   nuclease	   function.	   Cells	   expressing	   Exo1-­‐‑PK9	   or	   Exo1-­‐‑4S::S-­‐‑PK9	   were	  
sporulated,	   and	   the	   resulting	   tetrads	   dissected	   as	   described	   (section	   2.5.10	   and	  
2.5.11)	  in	  order	  to	  determine	  the	  viability	  of	  meiotic	  products.	  The	  spore	  viability	  
of	   cells	   expressing	   Exo1-­‐‑PK9	  was	   not	   significantly	   different	   to	   that	   of	  wild	   type	  
cells	   	   (Figure	  5.8	  A,	  B	  &	  C).	   If	   the	   tag	   influenced	   the	   activity	  of	  Exo1	   it	   could	  be	  
expected	  that	  the	  spore	  viability	  would	  be	  reduced.	  However,	  this	  result	  indicates	  
that	   the	   tag	   had	   no	   impact	   upon	   the	   faithful	   segregation	   of	   chromosomes.	   The	  
spore	   viability	   of	   cells	   expressing	   Exo1-­‐‑4S::A-­‐‑PK9	   was	   also	   not	   significantly	  
different	   to	   that	  of	   either	  wild	   type	   cells	  or	   cells	   expressing	  Exo1-­‐‑PK9.	   It	   can	  be	  
concluded	  that	  the	  non-­‐‑phosphorylatable	  status	  of	  mitotically	  significant	  residues	  
in	  Exo1	  does	  not	  impact	  faithful	  segregation	  of	  chromosomes	  in	  meiosis.	  	  
5.6.2	   Meiotic	   progression	   is	   not	   affected	   by	   the	   inability	   of	   Exo1	   to	   be	  
phosphorylated	  in	  a	  mitotic	  pattern	  	  
	  	  	  	  Cells	   expressing	   Exo1-­‐‑PK9	   or	   Exo1-­‐‑4S::S-­‐‑PK9	  were	   synchronized	   into	  meiosis	  
and	   samples	   collected	   at	   bi-­‐‑hourly	   intervals	   for	  DAPI	   analysis	   of	   nuclei	   (section	  
2.5.14).	  Cells	  were	  scored	  for	  number	  of	  nuclei	  visible.	  Cells	  displaying	  two	  nuclei	  
were	   assumed	   to	   have	   completed	   MI,	   and	   cells	   displaying	   three	   or	   four	   nuclei	  
were	   assumed	   to	   have	   completed	   MII,	   so	   indicating	   a	   successful	   completion	   of	  
meiosis.	  
	  	  	  	  	  Exo1-­‐‑PK9	   and	   Exo1-­‐‑4S::A-­‐‑PK9	   expressing	   cells	   show	   similar	   proportions	   of	  
binucleate	  cells	  at	  each	  stage	  of	  meiosis	  when	  compared	  to	  wild	  type,	  and	  peak	  at	  
similar	  levels	  of	  ~20%	  around	  6	  hours	  (Figure	  5.9	  A).	  Exo1-­‐‑PK9	  does	  not	  behave	  
significantly	  differently	   to	  wild	   type,	  and	  so	   the	  PK9	  tag	  did	  not	   impact	  upon	  MI	  
progression.	   Exo1-­‐‑4S::A-­‐‑PK9	  demonstrates	   a	   higher	   number	   of	   binucleates	   at	   6	  























Figure5.8 Sporeviability analysis of tagged Exo1 and exo1:4S::A
(A) Illustrative examples of the spore viability patterns observed of tetrads dissected onto
YPD agar plates and left to grow at 30˚c for 48 hours.
(B)Graph illustrating the spore viability of each strain.
(C)Table summarising the mean spore viabilities of each strain and their standard
deviation from the mean, calculated from the individual viabilities of each repeat. The
spore viability pattern can be used as an indication as whether a nonIdisjunction has



























Figure5.9 Meiotic progressionof tagged Exo1mutants is unchanged fromwild type.
(A)Exo1(PK9 and exo1(4S::A(PK9 cells show similar proportions of binucleate cells at each
stage of meiosis when compared to wild type. Binucleate cells peak at similar levels
around 6 hours. exo1(4S::A(PK9 demonstrates a higher number of binucleates at 6
hours, perhaps due to a delay in MI initiation or MII progression. Error bars represent
calculations using data from2 independent repeats.
(B)Exo1(PK9 and exo1(4S::A(PK9 cells show similar proportions of tri( or tetranucleate
cells at each stage of meiosis compared to wild type. MII cells begin to appear at 6 hours
of meiosis and continue to increase at similar rates until 95%+ of cells are tri( or
tetranucleate. This indicates that the meiotic progression of Exo1(PK9 and exo1(4S::A(
PK9 significantly differ neither from one another or from wild type. Error bars
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hours,	   around	   30-­‐‑35%.	   This	   could	   be	   due	   to	   a	   delay	   in	   MI	   initiation	   causing	  
binucleates	   to	   accumulate	   at	   higher	   levels	   later,	   or	   due	   to	   a	   delay	   in	   MII	  
progression	  causing	  a	  build-­‐‑up	  of	  binucleates	  before	  entry	  in	  to	  MII.	  The	  inability	  
to	  phosphorylate	  the	  mutated	  residues	  may	  modestly	  impact	  upon	  MI	  progression	  
or	  MII	  initiation.	  
	  	  	  	  	  	  Exo1-­‐‑PK9	  and	  Exo1-­‐‑4S::A-­‐‑PK9	  cells	  show	  similar	  proportions	  of	  MII	  stage	  cells	  
at	  each	  stage	  of	  meiosis	  compared	  to	  wild	  type	  (Figure	  5.9	  B).	  Cells	  in	  MII	  begin	  to	  
appear	  at	  6	  hours	  of	  meiosis	  and	  continue	  to	  increase	  at	  similar	  rates	  until	  95%+	  
of	   cells	   are	   tri-­‐‑	   or	   tetranucleate.	   This	   indicates	   that	   the	   meiotic	   progression	   of	  
Exo1-­‐‑PK9	   and	   Exo1-­‐‑4S::A-­‐‑PK9	   significantly	   differ	   neither	   from	   one	   another	   or	  	  
from	   wild	   type.	   Over	   all,	   despite	   a	   small	   delay	   on	   MI	   progression,	   the	   non-­‐‑
phosphorylatable	  mutant	  of	  Exo1	  does	  not	   appear	   to	  have	  a	  major	   impact	  upon	  
the	  temporal	  progression	  of	  meiosis.	  	  
Exo1-­‐‑PK9	   and	   Exo1-­‐‑4S::A-­‐‑PK9	   significantly	   differ	   neither	   from	   one	   another	   or	  
from	   wild	   type.	   Over	   all,	   despite	   a	   small	   delay	   on	   MI	   progression,	   the	   non-­‐‑
phosphorylatable	  mutant	   of	   Exo1	  does	   not	   appear	   to	   impact	   upon	   the	   temporal	  
progression	  of	  meiosis.	  	  
5.6.3	   DSB	   turnover	   at	   ARE1	   is	   not	   significantly	   impacted	   by	   the	   inability	   of	  
Exo1	  to	  be	  phosphorylated	  in	  a	  mitotic	  pattern	  	  	  
	  	  	  	  	  Cells	   expressing	  Exo1-­‐‑PK9	  or	  Exo1-­‐‑4S::S-­‐‑PK9	  were	   synchronized	   into	  meiosis	  
and	   samples	   collected	   at	   hourly	   intervals	   from	   0	   to	   8	   hr.	   The	   cells	   were	   then	  
treated	   to	   extract	   the	   DNA	   and	   the	   DNA	   obtained	   digested	   and	   resolved	   on	   an	  
agarose	  gel	  for	  analysis	  by	  Southern	  blot.	  The	  amount	  of	  probe	  hybridised	  to	  each	  
band	  was	  determined	  by	  scanning	  densitometry	  (Figure	  5.10	  A).	  
	  	  	  	  	  Quantification	   of	   the	   Spo11-­‐‑DSB	   band	   as	   a	   proportion	   of	   the	   total	   lane	   DNA	  
shows	  maximum	  Spo11-­‐‑DSB	   signal	   peaked	   at	   3	   hr	   in	   both	   Exo1-­‐‑PK9	   and	  Exo1-­‐‑
4S::A-­‐‑PK9	  cells,	  in	  line	  with	  the	  pattern	  seen	  in	  wild	  type	  (Figure	  5.10	  B).	  The	  peak	  
of	  Exo1-­‐‑PK9	  is	  reduced,	  representing	  approximately	  60%	  of	  the	  signal	  at	  the	  same	  
time	  point	  in	  wild	  type	  and	  Exo1-­‐‑4S::A-­‐‑PK9.	  However	  due	  to	  the	  variance	  in	  Exo1-­‐‑
4S::A-­‐‑PK9	   this	   cannot	   be	   distinguished	   as	   being	   significantly	   different	   from	   the	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Figure 5.10 + Analysis of the Spo11+DSB turnover in tagged Exo1 mutants at the ARE1
hotspot
(A)Synchronous meiotic cultures of cells expressing Exo18PK9 or exo184S::A8PK9 were
sampled at hourly intervals. CTAB extracted DNA was digested and treated as described
in section 3.4. The amount of probe hybridised to each band was determined by
scanning densitometry.
(B)Quantification of the Spo118DSB band as a proportion of the total lane DNA shows
maximum Spo118DSB signal peaks at 3 hours (T=3) in both Exo18PK9 and exo184S::A8
PK9 cells, in line with wild type. The peak of Exo18PK9 is reduced, however due to the
variance in exo184S::A8PK9 this cannot be distinguished as significantly different.
Breaks persist at higher levels at 4 hours before returning to wild type level from 5
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mutant.	   Breaks	   persist	   at	   higher	   levels	   at	   4	   hr	   in	   Exo1-­‐‑PK9	   compared	   to	   the	  
reduction	   seen	   in	   wild	   type	   and	   Exo1-­‐‑4S::A-­‐‑PK9,	   before	   returning	   to	   wild	   type	  
level	  from	  5	  hr	  onwards.	  This	  persistence	  may	  be	  a	  consequence	  of	  the	  lower	  level	  
seen	   at	   the	   previous	   3	   hr	   time	   point.	   DSB	   turnover	   is	   likely	   not	   significantly	  
affected	   by	   the	   non-­‐‑phosphorylatable	   mutant	   Exo1-­‐‑4S::A-­‐‑PK9,	   as	   the	   profile	   of	  
Exo1-­‐‑4S::A-­‐‑PK9	  does	  not	  significantly	  differ	  to	  that	  of	  wild	  type.	  	  
	  	  	  	  	  Pulsed-­‐‑field	   gel	   experiments	  were	  not	   carried	  out	   on	   these	   strains	  due	   to	   the	  
complex	   nature	   of	   the	   experiments,	   and	   time	   constraints.	   It	   is	   worth	  
acknowledging	  that	  carrying	  out	  PFGE	  analysis	   in	  the	  future	  would	  be	  important	  
to	  ascertain	  whether	  this	  lack	  of	  effect	  is	  maintained	  across	  all	  DSB	  sites.	  	  
	  Discussion	  
	  	  	  	  	  Phosphorylation	  of	  Exo1	  during	  mitosis	   in	   response	   to	  DNA	  damage	  has	  only	  
been	  relatively	  recently	  described	  (Morin	  et	  al.	  2008;	  Bolderson	  et	  al.	  2010;	  Engels	  
et	  al.	  2011;	  Tomimatsu	  et	  al.	  2014).	  	  In	  S.	  cerevisiae	  four	  key	  residues	  (S372,	  S567,	  
S587	  and	  S692)	  have	  been	   identified	  and	  studied	   in	  mitosis	   (Morin	  et	  al.	  2008),	  
however	   at	   the	   time	  of	  writing	  no	   such	   experiments	  had	  been	  published	  during	  
meiosis.	  Exo1	  plays	  an	   important	   role	   in	   two	  stages	  of	  meiosis:	   ssDNA	  resection	  
and	   dHJ	   resolution.	   Control	   of	   these	   processes	   by	   modifications	   such	   as	  
phosphorylation	  may	   therefore	  be	   important	   for	   successful	   recombination,	   as	   in	  
the	   absence	   of	   Exo1	   cells	   display	   50%	   less	   crossing	   over	   (Zakharyevich	   et	   al.	  
2010).	   It	   was	   therefore	   of	   interest	   to	   investigate	   whether	   Exo1	   was	  
phosphorylated	  in	  meiosis.	  	  
	  	  	  	  	  All	   together	  the	  data	   in	   this	  chapter	  examine	  the	  expression	  of	  Exo1-­‐‑PK9,	  and	  
demonstrate	   that	  Exo1-­‐‑PK9	   is	  phosphorylated	  during	  meiosis.	  Furthermore,	   this	  
phosphorylation	   is	   different	   to	   that	   observed	   by	   Morin	   et	   al.	   in	   mitosis,	   and	   is	  
dependent	   upon	   the	   formation	   of	   Spo11	   DSBs.	   Finally,	   this	   phosphorylation	  
persists	  until	  at	  least	  strand	  invasion.	  Exo1-­‐‑PK9	  also	  appears	  to	  undergo	  changes	  
in	  expression	  through	  meiosis.	  	  
	  	  	  	  	  Visualising	  Exo1	  by	  Western	  proved	  challenging	  even	  once	  the	  earlier	  problems	  
with	   tagging	   were	   overcome.	   Exo1	   expression	   is	   very	   low	   during	   meiosis,	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requiring	   long	   exposures	   and	   avoidance	   of	   excessive	   background	   noise.	   In	   the	  
early	   phases	   of	  meiosis,	   the	   level	   of	   Exo1-­‐‑PK9	  was	   almost	   undetectable.	   At	   the	  
beginning	  of	  meiosis	  (0	  hr),	  cells	  are	  no	  longer	  undergoing	  replication	  due	  to	  the	  
near-­‐‑starvation	  conditions	  imposed	  to	  synchronise	  entry	  in	  to	  meiosis.	  This	  arrest	  
in	  division	  may	  account	  for	  the	  low	  level	  of	  Exo1-­‐‑PK9	  expression;	  this	  stationary	  
phase	  doesn’t	   generate	   substrate	   for	  Exo1	   as	  DNA	   is	   not	   replicating	  or	   being	   as	  
heavily	   transcribed.	   As	   the	   cells	   are	   triggered	   in	   to	   meiosis,	   many	   breaks	   are	  
formed,	  requiring	  Exo1	  activity	  for	  their	  repair.	  DSB	  levels	  are	  highest	  around	  3-­‐‑4	  
hours	   (section	   3.4.1),	   and	   their	   subsequent	   need	   for	   repair	   and	   crossover	  
resolution	   correlates	   with	   the	   highest	   levels	   of	   Exo1-­‐‑PK9.	   By	   8	   hr	   meiosis	   is	  
complete	   in	  most	  cells.	  The	  vast	  majority	  of	  breaks	  have	  been	  repaired,	  and	  COs	  
resolved,	  leading	  to	  a	  decrease	  in	  Exo1-­‐‑PK9	  expression	  as	  it’s	  activity	  is	  no	  longer	  
necessary,	  and	  cells	  are	  entering	  another	  stationary	  phase	  as	  spores.	  
	  	  	  	  	  The	  band	  shift	  indicative	  of	  phosphorylated	  Exo1-­‐‑PK9	  was	  first	  observed	  using	  
denaturing	  TCA	  extraction.	  Subsequently	  determining	  a	  native	  extraction	  method	  
suitable	  for	  IP	  experiments	  and	  phosphatase	  treatments	  was	  time	  consuming.	  The	  
data	   presented	   in	   sections	   5.2	   and	   5.3	   suggest	   that	   Exo1-­‐‑PK9	   is	   transiently	  
phosphorylated	   during	  meiosis,	   peaking	   at	   4hr,	   as	   the	   band	   shift	   is	   sensitive	   to	  
phosphatase	  treatment.	  This	  timing	  coincides	  with	  both	  the	  increased	  expression	  
of	  Exo1-­‐‑PK9	  and	   the	   increased	   levels	  of	  DSBs,	   suggesting	  Exo1-­‐‑PK9	  activity	   and	  
availability	   is	  moderated	  when	   breaks	   are	  most	   abundant.	   Parallel	   experiments	  
using	   the	   mitotically	   non-­‐‑phosphorylatable	   allele	   exo1-­‐‑4S::A-­‐‑PK9	   showed	   that	  
Exo1-­‐‑4S::A-­‐‑PK9	  was	   still	   phosphorylated	   during	  meiosis.	   This	   result	   shows	   that	  
meiotic	  phosphorylation	  of	  Exo1-­‐‑PK9	  is	  distinguishable	  from	  that	  observed	  during	  
mitosis,	  and	  is	  suggestive	  of	  distinct	  mechanisms	  for	  the	  moderation	  of	  Exo1-­‐‑PK9	  
activity	  in	  response	  to	  different	  types	  of	  DNA	  damage	  induction.	  	  
	  	  	  	  	  The	   temporally	   distinct	   roles	   of	   Exo1	   in	   resection	   and	   CO	   resolution	  
(Zakharyevich	   et	   al.	   2010)	   raised	   the	   possibility	   that	   this	   phosphorylation	  may	  
coincide	   with	   a	   particular	   Exo1	   activity.	   Various	   mutant	   backgrounds	   were	  
considered	   to	   try	   and	   investigate	   this	   possibility	   further.	   The	   full	   catalogue	   of	  
useful	  mutants	  is	  yet	  to	  be	  completed	  (Mec1,	  Tel1,	  Mek1,	  and	  Trm2),	  however	  two	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were	   investigated	   and	   are	  discussed	  here:	   spo11-­‐‑Y135F	  and	  dmc1∆.	  While	  Exo1-­‐‑
PK9	   was	   expressed,	   phosphorylation	   was	   abolished	   in	   the	   spo11-­‐‑Y135F	  
background,	   indicating	   a	   dependency	   of	   phosphorylation	   on	   DSB	   formation.	  
Furthermore,	   in	   the	   dmc1∆	   background	   in	   which	   cells	   arrest	   prior	   to	   strand	  
invasion,	   Exo1-­‐‑PK9	   persisted	   from	   3	   hours	   throughout	   meiosis,	   instead	   of	  
appearing	  transiently,	  and	  became	  hyperphosphorylated.	  Prior	  to	  strand	  invasion	  
Exo1	   is	   active	   as	   a	   5’	   to	   3’	   nuclease,	  while	   its	   role	   as	   a	   resolvase	   follows	   strand	  
invasion	  and	  dHJ	   formation.	  Persistent	  expression	  and	  phosphorylation	  of	  Exo1-­‐‑
PK9	  in	  the	  absence	  of	  strand	  invasion	  is	  an	  interesting	  finding;	  however	  without	  
knowing	  what	   type	   of	   influence	   phosphorylation	   has	   upon	  Exo1	   it	   is	   difficult	   to	  
determine	  the	  significance.	  If	  strand	  invasion	  fails,	  then	  the	  cell	  will	  be	  unable	  to	  
carry	  out	  homologous	  recombination.	  There	  are	  other	  types	  of	  repair	  mechanisms	  
the	   cell	   can	   employ	   to	   try	   and	   rescue	   the	   division	   (section	   1.5.2).	   As	   Exo1	   has	  
already	  initiated	  resection,	  it	  may	  be	  that	  this	  resection	  continues	  in	  order	  to	  try	  to	  
expose	  regions	  of	  homology	  suitable	  for	  SSA.	  The	  resection	  necessary	  for	  SSA	  can	  
proceed	   over	   many	   kilobases,	   while	   HR	   only	   requires	   around	   800	   bases.	  
Therefore,	  one	  explanation	  could	  be	  that	  if	  phosphorylation	  of	  Exo1	  stimulates	  its	  
activity,	   the	   hyperphosphorylation	   observed	   here	   would	   be	   as	   a	   result	   of	  
increased	  activity	  of	  Exo1,	  necessary	  for	  sufficient	  resection	  for	  SSA.	  The	  length	  of	  
resection	   could	   be	   tested	   using	   a	  VDE	   system	   experiment	   developed	  within	   our	  
lab.	  
	  	  	  	  	  A	   final	  point	  of	   interest	  was	  whether	   the	  putative	  phospho-­‐‑mutant	  exo1-­‐‑4S::A	  
exerted	  any	  effect	  upon	  meiosis.	  During	  mitosis,	  this	  mutant	  displayed	  decreased	  
sensitivity	   to	  DNA	  damage,	   perhaps	  due	   to	   increased	  Exo1	   activity	   (Morin	   et	   al.	  
2008).	   Exo1-­‐‑4S::A-­‐‑PK9	   expression	   does	   not	   appear	   to	   impact	   upon	   spore	  
formation,	  spore	  viability,	  or	  DSB	  levels.	  When	  considering	  the	  mitotic	  phenotype,	  
the	  lack	  of	  meiotic	  phenotype	  in	  exo1-­‐‑4S::A	  cells	  may	  be	  expected,	  as	  an	  increased	  
resistance	  to	  DNA	  damage	  may	  not	  generate	  a	  change	  in	  meiosis	  where	  repair	   is	  
already	  proficient.	  The	  mitotically	  significant	  residues	  S372,	  S567,	  S587	  and	  S692,	  
would	   therefore	   appear	   to	   have	   no	   significant	   role	   in	   meiotic	   function	   of	   Exo1	  
when	   assessed	   by	   these	   methods.	   It	   may	   be	   worth	   investigating	   the	   repair	  
efficiency	   in	   double	   mutants,	   containing	   Exo1	   phospho-­‐‑mutants	   with	   a	   second	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mutation	   known	   to	   cause	   reduced	   repair	   phenotypes.	   If	   the	   Exo1	   phospho-­‐‑
mutants	   are	   having	   a	  masked	   effect,	   weakening	   the	   redundant	   pathways	  might	  
reveal	  this.	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Chapter	  6	  
6.  General	  discussion	  &	  future	  directions	  
General	  Discussion	  
	  	  	  	  	  Meiosis	   is	   a	   tightly	   controlled	   reductive	   cell	   division	   specialized	   for	   the	  
formation	   of	   haploid	   gametes.	   During	   meiosis	   homologous	   chromosomes	   are	  
transiently	   paired	   by	   the	   formation	   of	   crossovers	   at	   recombination	   hotspots.	  
These	  interactions	  arise	  from	  the	  processing	  of	  double	  strand	  breaks	  in	  the	  DNA	  
formed	   early	   in	   meiosis,	   and	   are	   important	   for	   ensuring	   faithful	   segregation	   of	  
chromosomes,	  and	  ultimately	  formation	  of	  balanced	  gametes.	  Exo1,	  a	  conserved	  5’	  
to	   3’	   exonuclease	   and	   flap	   endonuclease,	   is	   implicated	   in	   both	   the	  processing	  of	  
meiotic	  DSBs	  and	  the	  resolution	  of	  crossovers	  (Tishkoff	  et	  al.	  1997a;	  Kirkpatrick	  et	  
al.	   2000;	   Zakharyevich	   et	   al.	   2010;	   Tishkoff	   et	   al.	   1998;	   Tran	   et	   al.	   2004).	   This	  
protein	   is	   also	   important	   in	   the	   repair	   of	   damaged	   DNA	   during	  mitosis,	   during	  
which	  its	  activity	  is	  regulated	  by	  phosphorylation	  (Morin	  et	  al.	  2008;	  Bolderson	  et	  
al.	   2010;	   Engels	   et	   al.	   2011;	   Tomimatsu	   et	   al.	   2014).	   Phosphorylation	   of	   S372,	  
S567,	  S587	  and	  S692	  in	  S.cerevisiae	  is	  believed	  to	  negatively	  regulate	  the	  resection	  
activity	  of	  Exo1	  (Morin	  et	  al.	  2008),	  and	  phosphorylation	  of	  S714	  in	  hExo1	  is	  both	  
a	   negative	   regulator	   of	   resection	   and	   appears	   to	   be	   required	   for	   recruitment	   of	  
DNA	  repair	  proteins	  such	  as	  Rad51	  (Bolderson	  et	  al.	  2010).	  Tomimatsu	  et	  al.	  2014	  
identified	   four	   further	   sites	   of	   hExo1	   phosphorylation,	   S639,	   T732,	   S815,	   and	  
T824,	  and	  demonstrated	   that	  phosphorylation	  at	   these	  sites	  promotes	  resection,	  
rather	   than	   inhibiting	   it,	   suggesting	   that	   differential	   phosphorylation	   can	   have	  
varying	   effects.	   These	   different	   finding	  may	   be	   due	   to	  more	   complex	   regulatory	  
pathways	   of	   Exo1	   in	   the	  mammalian	  DNA	   repair	   processes.	  Mammalian	  Exo1	   is	  
known	  to	   interact	  with	  various	  regulators	  of	  repair	  such	  as	  CtIP	  (Sae2	  homolog)	  
(Eid	   et	   al.	   2010),	   BLM	   (Sgs1	   homolog)	   (Nimonkar	   et	   al.	   2011),	   and	   BRCA1	  
(Tomimatsu	   et	   al.	   2014).	   These	   physical	   interactions	   have	   not	   been	   observed	  
between	   S.	  cerevisiae	  Exo1	   and	   the	   corresponding	   homologs,	   and	  BRCA1	   has	   no	  
homolog	  in	  yeast.	  These	  differing	  interactions	  may	  account	  for	  the	  contrary	  roles	  
of	  phosphorylation	  in	  mammalian	  systems	  and	  S.	  cerevisiae.	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  Earlier	   studies	   in	   S.	  cerevisiae	   by	   Morin	   et	   al.	   identified	   four	   serine	   residues,	  
S372,	  S567,	  S587	  and	  S692,	  that	  were	  phosphorylated	  in	  response	  to	  DNA	  damage	  
induction.	   They	   produced	   mutant	   alleles	   of	   EXO1	   that	   were	   either	   non-­‐‑
phosphorylatable	  (exo1-­‐‑4S::A)	  or	  mimicked	  phosphorylation	  (exo1-­‐‑4S::E)	  in	  order	  
to	   characterize	   this	   modification.	   However,	   so	   far	   no	   published	   studies	   have	  
addressed	   the	   potential	   influence	   of	   this	   post-­‐‑translational	   modification	   on	   the	  
functions	  of	  Exo1	  during	  meiosis.	  One	  of	  the	  aims	  of	  this	  study	  was	  to	  investigate	  
whether	   these	   putative	   phosphomutants	   of	   Exo1	   had	   an	   impact	   on	   meiosis	   by	  
examining	  sporulation,	  spore	  viability,	  and	  DSB	  turnover	  at	  an	  individual	  hotspot	  
as	  well	   as	   across	   an	   entire	   chromosome.	   This	   study	   also	   aimed	   to	   investigate	   if	  
Exo1	  was	  phosphorylated	  during	  meiosis,	  and	  if	  so	  attempt	  to	  further	  characterise	  
the	  modification	  in	  terms	  of	  its	  purpose,	  timing,	  and	  regulation.	  	  
6.1	   Exogenous	   expression	   of	   Exo1	   and	   putative	   phosphomutants	   was	   not	  
successful	  for	  the	  investigation	  of	  meiotic	  effects	  	  
	  	  	  	  	  The	   exonuclease	   Exo1	   has	   been	   shown	   to	   be	   phosphorylated	   in	   response	   to	  
DNA	  damage	  during	  mitosis	  (Morin	  et	  al.	  2008;	  Bolderson	  et	  al.	  2010;	  Engels	  et	  al.	  
2011;	  Tomimatsu	  et	  al.	  2014).	  In	  order	  to	  begin	  investigating	  a	  potential	  role	  for	  
phosphorylation	  during	  meiosis,	  EXO1	  and	  mutants	  of	  Exo1	  that	  were	  either	  non-­‐‑
phosphorylatable	   (exo1-­‐‑4S::A)	   or	   mimicked	   phosphorylation	   (exo1-­‐‑4S::E)	   were	  
expressed	  exogenously	  in	  an	  exo1∆	  background	  to	  reconstitute	  Exo1	  expression	  in	  
the	  cell.	  
	  	  	  	  	  Plasmids	  expressing	  Exo1	  and	  the	  putative	  phosphomutants	  were	  constructed,	  
with	   particular	   consideration	   given	   to	   how	   the	   orientation	   of	   ORFs	   influenced	  
meiosis	  (section	  3.1).	  Meiotic	  progression	  was	  adversely	  affected	  when	  the	  ORFs	  
were	   oriented	   EXO1>>HYG,	   perhaps	   as	   a	   consequence	   of	   spatial	   overcrowding	  
when	  both	  transcription	  initiation	  and	  termination	  are	  trying	  to	  coordinate	  in	  the	  
same	  region.	  This	   incidental	   finding	  could	  offer	   important	   implications	   in	  vector	  
design.	   An	   initial	   search	   of	   the	   literature	   did	   not	   reveal	   any	   reports	   of	   such	  
considerations,	   however	   pursuing	   this	   finding	   was	   not	   within	   the	   scope	   of	   this	  
project.	  A	  short	  future	  project	  might	  further	  investigate	  this	  by	  directly	  comparing	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levels	  of	  expressed	  proteins,	  by	  Western	  blot	  for	  example.	  
	  	  	  	  	  Meiotic	  progression,	  spore	  viability,	  and	  turnover	  of	  DSBs	  at	  both	  a	  single	  locus	  
and	   across	   a	   chromosome	   were	   examined	   in	   exo1∆	  cells	   transformed	   with	   the	  
plasmids.	  Progression	  of	  the	  putative	  mutants	  through	  MI	  and	  MII	  was	  similar	  to	  
cells	  exogenously	  expressing	  EXO1,	  suggesting	  no	  influence	  on	  spore	  formation.	  Of	  
more	  interest	  was	  the	  finding	  that	  the	  viability	  of	  exo1-­‐‑4S::A	  was	  reduced	  to	  39%,	  
and	   in	  a	  pattern	   indicative	  of	  a	  MI	   failure,	  when	  Exo1	   is	  active.	  Previous	  studies	  
hypothesized	  that	  phosphorylation	  negatively	  regulates	  the	  activity	  of	  S.	  cerevisiae	  
Exo1,	  inhibiting	  its	  nuclease	  activity	  during	  mitosis	  (Morin	  et	  al.	  2008).	  Failure	  to	  
inhibit	   resection	   by	   exo1-­‐‑4S::A-­‐‑PK9	   in	  meiosis	  would	   potentially	   lead	   to	   hyper-­‐‑
resection	   of	   the	   5’	   strands.	   Hyper-­‐‑resection	   can	   cause	   genomic	   instability,	  
proposed	   to	   be	   due	   to	   a	   depletion	   of	   RPA	   leaving	   tracts	   of	   exposed	   ssDNA	  	  
(Mimitou	  &	  Symington	  2008;	  Toledo	  et	  al.	  2013;	  Xiaoqing	  Chen	  et	  al.	  2015).	  This	  
mechanism	  may	  account	   for	   the	   severe	   spore	   viability	  defect	   of	   cells	   expressing	  
exo1-­‐‑4S::A.	  	  
	  	  	  	  	  As	  phosphorylation	  is	  proposed	  to	  attenuate	  the	  nuclease	  activity	  of	  Exo1,	  the	  
phospho-­‐‑mimic	   was	   expected	   to	   perhaps	   behave	   like	   a	   nuclease	   dead	   allele	   of	  
Exo1,	  which	  has	  a	  spore	  viability	  of	  88%	  (Zakharyevich	  et	  al.	  2010).	  However	  the	  
putative	   phospho-­‐‑mimicking	  mutant	   exo1-­‐‑4S::E	   had	   a	  more	   prominent	   defect	   in	  
spore	  viability	  of	  81%,	  more	  similar	   to	   that	  of	  exo1∆	  cells	  expressing	  EXO1.	  Why	  
the	   putative	   phospho-­‐‑mimic	   mutant	   would	   have	   a	   more	   severe	   defect	   than	   a	  
nuclease	   dead	   allele	   prompted	   further	   investigation	   in	   to	   break	   levels	   of	   the	  
mutants	  at	  both	  a	  single	   locus	  and	  across	  chromosome	  III.	  No	  notable	  difference	  
was	  observed	  at	  the	  ARE1	  locus	  (section	  3.5),	  however	  there	  was	  a	  difference	  in	  
the	   levels	   of	   DSBs	   at	   various	   loci	   across	   chromosome	   III	   (section	   3.6.2).	   These	  
results	   suggest	   that	  perhaps	  exo1-­‐‑4S::A	   influenced	  DSB	  site	   choice	  or	   the	   rate	  at	  
which	  DSBs	  were	  made	  and	  repaired	  at	  different	  sites.	  	  	  	  
	  	  	  	  	  	  A	   severe	   spore	   viability	   defect	   would	   normally	   suggest	   some	   impairment	   of	  
meiosis	  causing	  a	  large	  number	  of	  non-­‐‑disjunction	  events.	  A	  cause	  for	  such	  events	  
could	  not	  be	  explained	  using	  these	  preliminary	  experiments,	  so	  once	  the	  putative	  
phospho-­‐‑mutants	   were	   integrated	   at	   the	   EXO1	   locus,	   spore	   viability	   was	   re-­‐‑
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examined.	   Spore	   viability	   of	   these	   newly	   integrated	   mutants	   revealed	   no	  
difference	   between	   EXO1	   and	   exo1-­‐‑4S::A,	   contradicting	   the	   findings	   outlined	   in	  
section	   3.3,	   and	   prompting	   a	   repeat	   of	   the	   original	   dissections	   in	   exo1∆	   cells	  
expressing	  the	  mutants.	  The	  repeat	  confirmed	  that	  there	  was	  no	  difference	  in	  the	  
spore	   viabilities,	   and	   that	   the	   original	   strain	   must	   have	   harboured	   some	   other	  
mutation	  causing	  the	  spore	  viability	  phenotype.	  The	  phenotype	  itself	  was	  still	  an	  
interesting	   result,	   however	   there	   was	   not	   time	   within	   this	   project	   to	   further	  
investigate	   the	   potential	   cause.	  While	   this	   result	   was	   extremely	   frustrating,	   the	  
initial	   findings	   had	   prompted	   the	   design	   of	   the	  more	   useful	   integrated	  mutants,	  
and	  the	  experience	  and	  practical	  skills	  gained	  during	  the	  investigation	  were	  useful.	  	  
6.2	   Exo1	   is	   phosphorylated	   during	   mitosis	   in	   the	   SK1	   background	   in	  
response	  to	  bleomycin-­‐‑induced	  DSB	  formation	  	  
	  	  	  	  	  Morin	   et	   al.	   have	   shown	   that	   Exo1	   is	   phosphorylated	   in	   response	   to	   various	  
types	  of	  DNA	  damage,	  including	  telomere	  uncapping,	  camptothecin	  treatment	  and	  
bleomycin	  treatment	  (Morin	  et	  al.	  2008).	  They	  observed	  this	  modification	  through	  
Western	   blot	   analysis	   of	   Exo1,	   which	   demonstrated	   a	   slower	   migrating	   band	  
indicative	  of	  phosphorylation.	   In	  order	  to	  build	  on	  these	  findings	   in	  meiosis,	   this	  
project	   first	   aimed	   to	   replicate	   these	   findings	   in	   the	   SK1	   background	   using	  
bleomycin.	  Bleomycin	  is	  an	  antibiotic	  with	  anti-­‐‑tumour	  activity	  commonly	  used	  in	  
the	   treatment	   of	   cancer	   as	   a	   chemotherapy	   agent.	   It	   has	   been	   shown	   to	   cause	  
double	   stand	   breaks	   by	   scission	   of	   hairpin	   DNA	   (Roy	   &	   Hecht	   2014).	   A	   slower	  
mobility	  species	  of	  Exo1-­‐‑PK9	  was	  seen	  on	  Western	  blot,	  while	  no	  such	  band	  was	  
seen	   in	   the	   putative	   phospho-­‐‑mutant	   Exo1-­‐‑4S::A-­‐‑PK9.These	   results	   support	   the	  
hypothesis	   that	   Exo1	   is	   phosphorylated	   in	   response	   to	   DNA	   damage,	   and	   show	  
that	   the	   findings	   of	   Morin	   et	   al.	   are	   transferable	   to	   diploid	   yeast	   of	   the	   SK1	  
background.	  This	  system	  in	  the	  SK1	  background	  presented	  an	  opportunity	  for	  the	  
study	  of	  Exo1	  phosphorylation	  during	  meiosis.	  
6.3	  Exo1	  is	  phosphorylated	  during	  meiosis	  in	  response	  to	  DSB	  formation	  
	  	  	  	  	  While	  phosphorylation	  of	  Exo1	  during	  mitosis	  in	  response	  to	  DNA	  damage	  has	  
been	  described	  by	  several	  groups	  in	  both	  yeast	  and	  humans,	  prior	  to	  this	  project	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the	  phosphorylation	  status	  during	  meiosis	  had	  not	  been	  investigated	  (Morin	  et	  al.	  
2008;	  Bolderson	  et	  al.	  2010;	  Engels	  et	  al.	  2011;	  Tomimatsu	  et	  al.	  2014).	  Exo1	  plays	  
an	   important	   role	   in	   two	  stages	  of	  meiosis:	   ssDNA	  resection	  and	  dHJ	   resolution.	  
Control	   of	   these	   processes	   by	   modifications	   such	   as	   phosphorylation	   may	  
therefore	   be	   important	   for	   successful	   recombination,	   as	   in	   the	   absence	   of	   Exo1	  
cells	  display	  50%	  less	  crossing	  over	  (Zakharyevich	  et	  al.	  2010).	  It	  was	  therefore	  of	  
interest	  to	  investigate	  whether	  Exo1	  was	  phosphorylated	  in	  meiosis.	  	  
	  	  	  	  	  Exo1-­‐‑PK9	   is	   phosphorylated	   during	   meiosis,	   and	   this	   phosphorylation	   is	  
presumed	   to	   be	   different	   to	   that	   observed	   in	   mitosis,	   as	   the	   putative	   non-­‐‑
phosphorylatable	  Exo1-­‐‑4S::A-­‐‑PK9	  is	  also	  phosphorylated	  in	  meiosis.	  This	  may	  be	  
due	  to	  there	  being	  ten	  Mec1/Tel1	  consensus	  sequences	  and	  four	  Mek1	  consensus	  
sequences	   throughout	  Exo1,	   none	   of	  which	  were	   implicated	   as	   potential	  mitotic	  
sites	  by	  Morin	  et	  al.	  2008	  (figure	  1.8).	   Indeed,	  Mek1	   is	  a	  meiosis	  specific	  kinase,	  
and	   so	   it	   is	   expected	   that	   these	   sites	   would	   not	   be	   identified.	   Site	   directed	  
mutagenesis	   of	   these	   sequences,	   or	   mass	   spectrometry	   of	   Exo1,	   might	   reveal	  
whether	  these	  sites	  are	  indeed	  phosphorylated	  during	  meiosis.	  	  
	  	  	  	  	  It	  was	  expected	  that	  levels	  of	  Exo1	  would	  vary	  in	  response	  to	  DNA	  damage.	  The	  
protein	  level	  was	  seen	  to	  increase	  in	  line	  with	  break	  levels.	  In	  the	  initial	  phase	  of	  
meiosis,	  the	  level	  of	  Exo1-­‐‑PK9	  was	  almost	  undetectable,	  and	  this	  was	  believed	  to	  
be	  because	  at	  0	  hr	  of	  meiosis	  cells	  are	  no	   longer	  cycling	   in	  mitosis	  as	  they	  reach	  
near-­‐‑starvation.	   Later	   as	   the	   cells	   progress	   through	   meiosis,	   many	   breaks	   are	  
formed,	  requiring	  Exo1	  activity	  for	  their	  repair.	  DSB	  levels	  are	  highest	  around	  3-­‐‑4	  
hours	   (section	   3.4.1),	   and	   their	   subsequent	   need	   for	   repair	   and	   crossover	  
resolution	  correlates	  with	   the	  highest	   levels	  of	  Exo1-­‐‑PK9.	  The	   level	  of	  Exo1-­‐‑PK9	  
increases	   at	   around	   3	   to	   4	   hr	   of	   meiosis,	   coinciding	   with	   the	   presence	   of	   the	  
phosphorylated	   species.	   Exo1-­‐‑PK9	   phosphorylation	   is	   dependent	   upon	   the	  
formation	   of	   Spo11	   DSBs,	   and	   persists	   until	   at	   least	   strand	   invasion.	   By	   8	   hr	  
meiosis	  is	  complete	  in	  most	  cells,	  and	  Exo1-­‐‑PK9	  begins	  to	  reduce	  back	  toward	  pre-­‐‑
meiotic	  levels.	  	  
	  	  	  	  	  As	  well	  as	  varying	  in	  expression	  levels,	  Exo1-­‐‑PK9	  is	  transiently	  phosphorylated	  
during	   meiosis,	   most	   notably	   at	   4hr.	   This	   timing	   coincides	   with	   the	   higher	  
Chapter	  6	  –	  General	  discussion	  &	  future	  directions	  
141	  
expression	   of	   Exo1-­‐‑PK9	   and	   increased	   levels	   of	   DSBs,	   suggesting	   Exo1-­‐‑PK9	  
activity	   and	   availability	   is	   moderated	   when	   breaks	   are	   most	   abundant.	   Parallel	  
experiments	   using	   the	   mitotically	   non-­‐‑phosphorylatable	   allele	   exo1-­‐‑4S::A-­‐‑PK9	  
showed	  that	  Exo1-­‐‑4S::A-­‐‑PK9	  was	  still	  phosphorylated	  during	  meiosis.	  This	  result	  
shows	   that	   meiotic	   phosphorylation	   of	   Exo1-­‐‑PK9	   is	   distinguishable	   from	   that	  
observed	   during	   mitosis,	   and	   is	   suggestive	   of	   distinct	   mechanisms	   for	   the	  
moderation	   of	   Exo1-­‐‑PK9	   activity	   in	   response	   to	   different	   types	   of	   DNA	   damage	  
induction.	  	  
	  	  	  	  	  It	   was	   hypothesised	   that	   change	   in	   expression	   and	   phosphorylation	   of	   Exo1-­‐‑
PK9	   was	   related	   to	   the	   formation	   of	   double	   strand	   breaks.	   To	   investigate	   this	  
Exo1-­‐‑PK9	  was	  analysed	  in	  the	  absence	  of	  DSB	  formation	  (spo11-­‐‑Y135F)	  and	  in	  the	  
absence	  of	  strand	  invasion	  (dmc1∆).	  In	  spo11-­‐‑Y135F	  an	  increase	  in	  Exo1-­‐‑PK9	  was	  
seen,	   however	   phosphorylation	   was	   abolished,	   suggesting	   that	   phosphorylation	  
but	   not	   Exo1-­‐‑PK9	   itself	   is	   dependent	   upon	   the	   formation	   of	   meiotic	   DSBs.	   In	  
dmc1∆	   Exo1-­‐‑PK9	   persisted	   throughout	   meiosis	   from	   3	   hr	   and	   became	  
hyperphosphorylated,	  instead	  of	  appearing	  transiently	  and	  a	  sub-­‐‑population	  being	  
phosphorylated.	  Prior	  to	  strand	  invasion	  Exo1	  is	  active	  as	  a	  5’	  to	  3’	  nuclease,	  while	  
its	  role	  as	  a	  resolvase	  follows	  strand	  invasion	  and	  dHJ	  formation	  (Zakharyevich	  et	  
al.	   2010).	  Phosphorylation	  of	  Exo1-­‐‑PK9	  may	   therefore	   serve	   to	  discern	  between	  
these	  two	  functions,	  and	  if	  cells	  fail	  to	  strand	  invade	  this	  switch	  in	  moderation	  is	  
not	  initiated.	  	  
	  	  	  	  	  A	   final	  point	  of	   interest	  was	  whether	   the	  putative	  phospho-­‐‑mutant	  exo1-­‐‑4S::A	  
exerted	  any	  effect	  upon	  meiosis.	  During	  S.	  cerevisiae	  mitosis,	  this	  mutant	  displayed	  
decreased	   sensitivity	   to	   DNA	   damage,	   perhaps	   due	   to	   increased	   Exo1	   activity	  
(Morin	   et	   al.	   2008).	  Exo1-­‐‑4S::A-­‐‑PK9	  expression	  does	  not	   appear	   to	   impact	  upon	  
spore	   formation,	   spore	   viability,	   or	   DSB	   levels.	   When	   considering	   the	   mitotic	  
phenotype,	  the	  lack	  of	  meiotic	  phenotype	  in	  exo1-­‐‑4S::A	  cells	  may	  be	  as	  expected,	  as	  
an	   increased	   resistance	   to	   DNA	   damage	   may	   not	   generate	   a	   change	   in	   meiosis	  
where	   repair	   is	   already	   proficient.	   Bolderson	   et	   al.	   2010	   demonstrated	   that	  
resection	  remained	  unaffected	  in	  the	  non-­‐‑phosphorylatable	  hExo1	  mutant	  S714A,	  
and	   that	   a	   phenotype	  was	   only	   observable	   in	   the	  phospho-­‐‑mimetic	  mutant.	   The	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inability	   to	   phosphorylate	  mitotically	   significant	   residues	   S372,	   S567,	   S587	   and	  
S692,	   would	   therefore	   appear	   to	   have	   no	   significant	   role	   in	  meiotic	   function	   of	  
Exo1	  when	  assessed	  by	  these	  methods.	  However,	  as	  the	  phospho-­‐‑mimetic	  mutants	  
of	   S.	   cerevisiae	   are	   yet	   to	   be	   investigated,	   it	   cannot	   be	   concluded	   that	  
phosphorylation	  at	  these	  sites	  does	  not	  influence	  meiosis.	  
Future	  directions	  	  
	  	  	  	  	  In	   terms	   of	   future	   directions,	   this	   study	   has	   considered	   the	   various	   roles	   for	  
phosphorylation	   of	   Exo1	   during	  meiosis,	   and	   postulated	  which	   proteins	  may	   be	  
responsible	   for	   this.	  There	  are	  several	  ways	   in	  which	   these	  hypotheses	  could	  be	  
further	  examined,	  including:	  
•   Mapping	   of	   the	   residues	   phosphorylated	   in	   meiosis	   using	   mass	  
spectrometry,	  and	  subsequent	  generation	  of	  phospho-­‐‑mutants.	  This	  would	  
enable	   the	   study	   of	   non-­‐‑phosphorylatable	   and	   phospho-­‐‑mimetic	   Exo1	  
mutants	   that	   were	   meiosis	   specific.	   Phospho-­‐‑mutants	   could	   be	   used	   to	  
examine	  the	  role	  of	  meiotic	  phosphorylation	  of	  Exo1.	  	  
•   Identification	  of	  the	  kinase	  responsible	   for	  Exo1	  phosphorylation,	  and	  the	  
timing	   of	   this	   activity.	   Further	   studies	   could	   look	   for	   changes	   in	   the	  
phospho-­‐‑shift	   on	   Western	   blot	   in	   backgrounds	   containing	   mutants	   of	  
candidate	   kinases,	   or	   mutants	   causing	   arrest	   at	   specific	   checkpoints	   of	  
meiosis.	  	  
•   Study	   of	   phosphomutants	   designed	   in	   nuclease	   mutants	   of	   Exo1	   could	  
distinguish	  between	   the	  dual	   roles	   of	  Exo1	   and	  whether	  phosphorylation	  
plays	  a	  part	  in	  this	  splitting	  of	  activities.	  	  
•   Exo1	   in	   its	  entirety	  has	  been	  difficult	   to	  characterize	  structurally	  (both	   in	  
published	  work	  on	  human	  Exo1	  and	  in	  S.	  cerevisiae	  based	  crystallography	  
experiments	  attempted	   in	   the	  process	  of	   this	  project)	   (Orans	  et	  al.	  2011).	  
Only	   the	   N-­‐‑terminal	   region	   structure	   of	   Exo1	   has	   been	   solved.	   Perhaps	  
some	  of	  the	  challenges	  faced	  in	  studying	  the	  structure	  could	  be	  overcome	  
using	   phospho-­‐‑mutants,	   as	   changes	   in	   charge	   can	   stabilize	   proteins	   in	  
conformations	  more	  compliant	  for	  expression	  and	  purification.	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Concluding	  remarks	  	  
	  	  	  	  	  This	  study	  has	  provided	  evidence	  that	  the	  nuclease	  Exo1	  is	  phosphorylated	   in	  
response	  to	  meiotic	  DSBs.	  This	  phosphorylation	  is	  regulated	  over	  time,	  appearing	  
at	   its	   strongest	   levels	   around	   4	   hours	   of	  meiosis	   alongside	   the	   highest	   levels	   of	  
DSBs,	   then	   disappearing	   following	   strand	   invasion.	   The	   phosphorylation	  
demonstrated	  during	  meiosis	  differs	  to	  that	  seen	  in	  mitosis	  (Morin	  et	  al.	  2008).	  So	  
far	   a	   potential	   role	   for	   this	   meiotic	   post-­‐‑translational	   modification	   is	   yet	   to	   be	  
determined.	   Resection	   of	   DNA	   must	   be	   tightly	   regulated	   to	   ensure	   neither	   too	  
much	  nor	  too	  little	  DNA	  is	  removed	  for	  successful	  homologous	  recombination.	  The	  
role	  of	  Exo1	   in	  resection	   is	  conserved	  between	  meiosis	  and	  mitosis.	  Exo1	   is	  also	  
required	   for	  normal	   levels	  of	  crossovers	   to	  be	   formed	  during	  meiosis.	   It	   is	   likely	  
that	  phosphorylation	  of	  Exo1	  could	  play	  an	  important	  part	  in	  regulating	  these	  key	  
activities	   of	   Exo1.	   Future	   study	  will	   hopefully	   shed	  more	   light	   upon	   the	   factors	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