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Let K be an eventually compact linear integral operator on tP(Q, ,u), 1 6 p < co, 
with nonnegative kernel k(x, y), where the underlying measure ,u is totally o-finite 
on the domain set R when p = 1. In considering the equation if = Kf + g for given 
nonnegative g E LP(B, ,u), 1 > 0, P. Nelson, Jr. provided necessary and sufficient 
conditions, in terms of the support of g, such that a nonnegative solution 
fE LP(D,,u) was attained. Such conditions led to generalizing some of the graph- 
theoretic ideas associated with the normal form of a nonnegative reducible matrix. 
The purpose of this paper is to show that the analysis by Nelson can be enlarged to 
provide a more complete generalization of the normal form of a nonnegative matrix 
which can be used to characterize the distinguished eigenvalues of K and K*, and 
to describe sets of support for the eigenfunctions and generalized eigenfunctions of 
both K and K* belonging to the spectral radius of K. 
I. INTRODUCTION 
Let K be an eventually compact linear integral operator on L”&?,,u), 
1 ,< p ( co, with nonnegative kernel k(x, y). The underlying measure ,U is 
assumed to be totally u-finite on the domain set I2 when p = 1. In [5], 
Nelson provided both necessary and sufficient conditions for the existence of 
nonnegative f E Lp(B, P) such that 
k=W+ g, (1.1) 
for given A > 0, and nonnegative g E LP(R,~), where K is defined by 
W-(x) = f W, Y)~(JJ) Q(v) (1.2) -0 
for any f E Lp(Q, ,u). Such conditions were phrased in terms of the essential 
vanishing of g on certain sets. The construction of such sets and the 
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description of their properties led to generalizing some of the concepts 
associated with the directed graph properties of a reducible matrix [5, 
p. 7111. In particular, the existence of maximal irreducible subsets of 0, 
termed by Nelson as signlj?cant k-components, was shown under assumptions 
which in effect guaranteed that K was not quasi-nilpotent (see, e.g., [5, 
p. 7121 for the definition of irreducible subsets of R and Schaefer [6, p. 3341 
for equivalent characterizations of the irreducibility of K in terms of such 
irreducible subsets of D and in terms of ideals of LP(R,~)). Each such 
maximal irreducible set Ai can then be used to construct certain minimal sets 
(the k-closure of Ai [5, p. 7131) which generates in a natural manner the 
smallest K*-ideal containing functions supported on such minimal sets (see, 
e.g., Schaefer [6, p. 1861 for the definition of operator-invariant ideals). A 
purpose of this work is to complete the analysis begun by Nelson by 
showing that Ai can also be used to generate minimal sets (the k*-closure of 
A, discussed in Section II) which supports the smallest K-ideals containing 
functions supported on such sets. With the construction of such sets and 
associated ideals, we examine the role of the significant k-components in 
determining the distinguished eigenvalues of K and K* (i.e., eigenvalues 
L > 0 with an associated nonnegative igenfunction) and in characterizing 
the structure of the support sets for their associated nonnegative eigen- 
functions. Moreover, we characterize the sets of supports for the eigen- 
functions and generalized eigenfunctions associated with the spectral radius 
of K. 
The notation and terminology employed in this work will be borrowed 
from [5]. In Section II there is a brief description of the concept of 
reducibility, and salient results which will be of further use in our analysis 
are stated. We also discuss the construction of certain K-ideals which are 
generated in a manner analogous to the construction of K*-ideals alluded to 
in the preceding paragraph. Sets of support for such K-ideals will be known 
as k*-closed sets. The results on the distinguished eigenvalues and eigen- 
functions of K and K* are presented in Section III. Section IV contains 
remarks on irreducible linear operators which show a decomposition of K on 
Lp(.C2,~) analogous to the normal form (cyclic form) of a nonnegative 
irreducible matrix [8, p. 381. The results in Section V characterize the sets of 
supports for the eigenfunctions and generalized eigenfunctions of both K and 
K* belonging to the spectral radius of K. Some final remarks are made in 
the concluding Section VI. 
II. PROPERTIES OF REDUCIBLE SUBSETS OF R 
If we let A denote an arbitrary measurable subset of Q, then B CA is said 
to k-reduce A if p(A - B) > 0, p(B) > 0, and 
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. 
I I k(x, Y) MY) Q(x) = 0 (2.1) A0 El) 
for A,, B, any o-finite sets such that A, c A - B, B, c B. The set A is said 
to be k-reducible or k-irreducible according to whether there exists B which 
k-reduces A or not. The reducibility or irreducibility of K in the ideal sense is 
equivalent to the existence or nonexistence of k-reducible sets discussed 
above [6, p. 3341. Alternate characterizations of k-reducible sets, as well as 
some basic properties of such sets, can be found in [5, Sect. 21. 
We recall that a set C c D is k-closed if Q - C k-reduces Q [5, p. 7 131. 
The basic properties of k-closed sets in J2 and the k-closure of a a-finite set 
can be found in [5, Sects. 3 and 4, respectively]. For any a-finite subset C of 
R, we denote its k-closure by C-. 
If we recall the notions of ideals and operator-invariant ideals of a Banach 
lattice (see, e.g., 16, pp. 56, 186]), we see that the set of functions in 
L4(JJ, ill>, 
5? = {fELq(l?,p):f=O a.e. 01) on l2-Cc-), (2.2) 
is a closed ideal in Lq(R,p) invariant under powers of K*. By construction 
g- is the smallest K*-ideal containing functions supported on C-. 
To properly describe certain K-ideals in Lp(O,~), analogous to those 
constructed for Lq(R,~), we need the dual concept to k-closure, which we 
term as k*-closure, not described in [5]. Roughly speaking, the k*-closure of 
an arbitrary set C provides the minimal set containing C which k-reduces 8. 
We say that C is k*-closed if and only if C k-reduces Q. The following 
property of k*-closed sets can be deduced by exactly the same arguments 
used by Nelson in proving [5, Proposition 6, p. 7131: 
LEMMA 1. If A is a-finite and k-irreducible, C is k*-closed and A n C 
has positive measure, then A is essentially contained in C. 
To define the k*-closure of an arbitrary set, we first let C be a nonnull u- 
finite subset of a. We let KC = (x E Q: ,u[ C(x)] > 0}, where C(x) is defined 
by 
C(x) = (y E C: k(x, y) > 0). (2.3) 
There is some nonnegative f E Lp(G, ,u) such that the support off (hereafter 
abbreviated as supp(f)) is C, in which case KC = supp(Kf), thereby proving 
that KC is u-finite. A characterization of k*-closed sets is the following 
lemma, the proof of which parallels that of [5, Lemma 3, p. 7 131: 
LEMMA 2. A nonnull u-finite set C is k*-closed if and only if C essen- 
tially contains KC. 
LINEARINTEGRALOPERATORS 423 
If A is k*-closed and contains C, Lemma 2 shows that A contains KC as 
the latter is a subset of KA. Hence, A must contain K”+ ‘C(= K[K”C]) for 
every n. Lemma 2 may be further used to verify lJ,“=, K”C is k*-closed, 
whence lJFZO K”C is the smallest k*-closed set containing C. Such a set is 
termed the k*-closure of C and is denoted by C-. We cite the following 
property of k*-closed sets, the proof of which is a straight forward 
modification of [5, Lemma 4, p. 7 141: 
LEMMA 3. If C is a-finite and k-irreducible, and B k-reduces C, then 
C- - B essentially contains C. 
The set of functions defined by 
5%- = (f E Lp(Q, p): f E 0 a.e. 01) on R - C_} (2.4) 
is a closed ideal in LP(R, p) having the property that KN%? c G!- for any N. 
For this reason, g- is a closed K-ideal in LP(R,~). By construction, @- is 
the smallest K-ideal containing functions supported on @-. 
For the remainder of this work, we shall assume that the spectral radius of 
K, denoted as 11 K]lsp, is positive. As is well known [3, p. 971, both K and 
K* have nonnegative igenfunctions whose eigenvalue is (1 K(lsp. 
We recall that a k-component is an equivalence class of measurable 
subsets of 0 which are maximal up to null sets, relative to the property of 
being k-irreducible [5, pp. 7 14-7151. If A is a measurable subset of $2, then 
the spectral radius of A, denoted as a(A), is the spectral radius of K]A, 
defined to be the operator P, KP, , where P, is the projection of Lp($2, p) 
onto the subspace of functions having support on A along functions which 
vanish on A. If a is a k-component, he spectral radius of a is the spectral 
radius of one of its representatives. A significant k-component is a k- 
component whose spectral radius is positive. If we let A be a representative 
of a, we see that a(a) has a nonnegative igenfunction whose support must 
be all of A; otherwise, its support would k-reduce A. Such a result implies 
that A is u-finite and u(o1) is of simple multiplicity. A result of Schaefer [6, 
p. 3371 states in effect that all k-components are significant if the measure p
is totally u-finite. From their maximal nature with respect o set inclusion, 
we see that representatives of distinct significant k-components intersect in a 
set of zero measure. 
We now cite some further properties of k-reducible subsets of 8, whose 
proofs are similar, respectively, to the proofs of [5, Lemmas 1 and 51. 
LEMMA 4. Let A,xA,xA,D.~ be a finite or countably irlfinite 
decreasing sequence of subsets of a; suppose A,, -A,, + 1 k-reduces each A,, . 
If B is any subset of A, for which A, -B k-reduces A,, then A, -B k- 
reduces each A,. 
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Lemma 4 is used crucially in the proof of 
LEMMA 5. Suppose A is a-finite and k-reducible; ifB is a nonnull subset 
of A having the property that every set C, for which A - C k-reduces A, 
essentially contains B, then there is a k-irreducible set B, c A containing B 
such that A - B, k-reduces A. 
If a and p are two significant k-components, we can define a partial 
ordering on them by using the concept of k*-closure, in much the same way 
as Nelson used k-closure to obtain a partial ordering [5, p. 71.5). More 
precisely, we say a 5 /I if and only if ,u(A- fY B) > 0, where A and B are 
representatives of a and /I, respectively. That “2’ is a partial order on the 
class of significant k-components is proved similarly to [5, Theorem 11, 
using in this case Lemma 1, Lemma 5, and the fact that a sp can be shown 
equivalent o either B c A-, or to B- c A-, for arbitrary A E a, B E ,b. 
The ultimate use of Lemma 5 is to show that any distinguished eigenvalue 
of K or K* is actually the spectral radius of some significant k-component. 
But first, we need 
PROPOSITION 1. Let f E L*(Q, ,u) and A be the support off: If f is 
nonnegative, nontrivial, and such that Kf = Af holds on A, then A contains 
some k-irreducible set B of positive measure such that A - B k-reduces A 
and K(f IB) = Af almost everywhere on B. 
The proof of Proposition 1 is similar to the proof of [5, Lemma 6, 
p. 7161. To see this, we let A = Uz=, Ai, Ai cAi+,, by virtue of its u- 
finiteness. Then we define: (i) B, = A; (ii) b,, , = inf{p(A,+, n C): Cc B,, 
B, - C k-reduces B,}; (iii) B,, i c B, be such that B, - B,, , k-reduces B, 
for which ~u(A,+~~B,+,) < b,+l +e/2”‘. If indeed B, is k-irreducible for 
some n, then A - B, k-reduces A by Lemma 4. Otherwise, B = OF=, B, is 
the desired set whose measure can be shown to be positive because of the 
eventual compactness of K. 
The conclusion of Proposition 1 can be strengthened by using the eventual 
compactness of K to show that eigenfunctions belonging to “large” eigen- 
values cannot be supported on sets of small measure. In particular, we have 
LEMMA 6. For each l> 0, there exists 6 = S(r) > 0 such that if IA 1 > r, 
fELP(~,,u),f~O~nQ-A,andKf=~fonA,thenf~Oif,u(A)<6. 
Proof Suppose the assertion is false. Then we can find a sequence of 
&,A,,fn, IlLlIp= 1 such that Kf, = l,f, on A,, while p(A,) + 0 and (1,] > 
( > 0. 
Clearly, {A,} cannot be unbounded. Select a convergent subsequence of A, 
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converging to I,, I&( > <, and an appropriate subsequence of {Kf,} which 
also converges. We note that 
uniformly in n, while 
This contradiction yields the lemma. 
We recall that l > 0 is a distinguished eigenvalue if there exists a 
nonnegative igenfunction pertaining to 1. To analyze the role played by the 
significant k-components in determining the distinguished eigenvalues of K 
and K*, we need the following result: 
PROPOSITION 2. Let k > 0 be a distinguished eigenvalue of K or K*. 
Then I = o(B) for some sign@ant k-component p. 
Proof: We shall prove this result for K since the proof for K* is similar. 
Because 13. is distinguished, there exists a nontrivial, nonnegative f such that 
Kf = AJ Let A = supp(f). Then 
I, k(x> Y> f(v) 40) = jA W Y> f(v) 40) = df(x), xEA, (2.5) 
and we conclude that A = A-, since supp(f) = supp(Kf) (Lemma 2). By 
Proposition 1, we have the existence of a k-irreducible set B such that A -B 
k-reduces A. A straightforward modification of the proof of Lemma 7 of [5] 
shows the existence of a representative of a k-component lying between B 
and B- c A. We denote this representative as B,,, and claim that up to sets 
of zero measure, B = B,,,. If not, then B,,, -B would k-reduce B,,,, since 
B max -B and B,,, n B have positive measure and A -B k-reduces A. 
Because f is positive almost everywhere with respect o the measure ,u, then A 
must be indeed the spectral radius of K I B, and hence, B must be a represen- 
tative of a significant k-component. This completes the proof. 
The countability of the significant k-components can -be deduced from 
Proposition 3, proved as in [5, Theorem 3, p. 7 171: 
PROPOSITION 3. For arbitrary I > 0, there are at most finitely many 
significant k-components having an associated spectral radius greater than 
or equal to 2. 
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Let us enumerate the equivalence classes of significant k-components as 
(ai : i > I}. We define w0 as the equivalence class consisting of complements 
of unions of all the significant k-component representatives. Such a class is 
well defined, since the countable union of sets of measure zero is itself a set 
of measure zero. Therefore, letting o represent he equivalence class of 
measurable subsets differing from R by p-null sets, we see that w can be 
expressed as 
w= u aiuw,. (2.6) 
i>l 
We observe, moreover, that K and K* must be quasi-nilpotent when 
restricted to representative sets of c+,. Let u(wO) > 0 and 52, be any represen- 
tative. From the eventual compactness of K on wO, we observe that there 
must exist a nontrivial nonnegative igenfunction to K 1 a,, corresponding to 
cr(wJ. Proposition 1 yields the existence of a k-irreducible subset C of R, 
such that K(fl C) = o(wO)f a.e. on C. But then [5, Theorem 2, p. 7171 
shows that a representative of a significant k-component must intersect Q,, in 
a set of positive measure. 
III. RESULTS ON DISTINGUISHED EIGENVALUES OF K AND K* 
With Proposition 3, we are able to prove 
THEOREM 1. Let {ai: i = 1, 2, 3,..., N&J} be the significant k- 
components for which a(a,) = A0 > 0. Then A,, itself is a distinguished eigen- 
value of K if and only if there exists an ai such that 
Aio- -Aio c U {Ai: aiXa,,}Ufi0, (3.1) 
U(ai) <A, 
where A+ Ai, and 0, are representatives of aiO. ai, and w,, respectively. 
Proof (Sufficiency). We construct our nonnegative eigenfunction from 
functions having support only in Ai@-. From the arguments in Proposition 2, 
we can conclude that AiO_ - Ai k-reduces AiO- and hence 0. Therefore, 
I_ 
! k(x> Y)~(Y) 40) = 0, X E Ai,,’ SUPP(~) cAio- -Aio. AiO--Ai0 
We construct the eigenfunction in the following way: Express f =fi + fi, 
supp(f,) c AiO, supp(f,) c AiO- - AiO. Now consider the equations for fi 
and f, , 
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I k(x9 Y)f,(Y) WY) = U,(X)~ xEAi,7 AhI 
1 &A Y) f,(Y) 44Y) = bf,(xX (3.2) 
” A io 
w Y) f,(Y) MY) + j
AiO--AiO 
X E Aio_ -Aio. 
We select fr as the positive eigenfunction to KJ Aip belonging to A,, with 
LP-norm equal to one. Restricting our attention to the second equation, we 
see that o(AiO- - Ai,) ( A, (if not, there would exist an eigenfunction to K 
with eigenvalue I, supported only on AiO_ - AiO, since this set is k*-closed; a 
significant k-component would be present in the set with eigenvalue A,, 
thereby contradicting the hypothesis). Therefore, we may solve the second 
equation via the Neumann series which yields a unique and nonnegative f,. 
Necessity. Let f be a nonnegative eigenfunction with eigenvalue A,. 
Consider Kf = ,I,f, supp(f) = A. From the proof of Proposition 2, we can 
deduce the existence of a significant k-component ai such that 
J k(x, Y> f(Y) 44Y) = W(X>~ x E Ai,, (3.3) Ai 
with Aio a suitable representative. We assume without loss of generality that 
,u(A - Ai,) > 0 and observe that A - Aio k-reduces A and hence R by using 
the arguments in Proposition 2. We express f as f, + fi, where 
supp(f,) c Aio, supp(f,) c A - Aio. From the reducibility of K on A, we 
know that f, and f2 must of necessity solve 
J k(x, Y)f,(Y) 44Y) =&f,(x), XEAi,, Ai 
I_ k(x, Y).&(Y) 6(Y) = w2(X>~ (3.4) 
d’AiO 
k(x, Y)f,(Y) MY) + J 
A-Ai, 
xEA-Aio. 
Because f, is known, nonnegative, and solves the second equation, it 
dominates the partial sums of the Neumann series, each of which consists 
solely of nonnegative terms. The Neumann series must converge. We can 
conclude from [5, Lemma 8, p. 7 171 that for any significant k-component 
representative A, c A - Aiov a(A,) = Lo, 
p supp !,,, 1 (. k(x, y)f,(y) 6(r)) nAi/ =a (3.5) 
We claim that A - tJ {Ai : A, c A, a(A,) = A,} k-reduces A where each Ai 
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is a representative of a significant k-component ai. To see this, consider 
solving for f2 for values of x E Aj, a(Aj) = A,. From (3.5), we have the 
equation 
I W, Y).&(Y) 44~) + 1’ 4x> Y)~,(Y) 44~) = ~o.fz(x>,  E Al. ‘A -Aio-AI *j 
(3.6) 
We pick the fundamental adjoint eigenfunction gj to K ] Aj, corresponding to 
A,,, which is positive a.e. on A,, to conclude that 
. 
1 0 
k(x9 Y> fZ(Y) &(Y) gjCx) &Cx) = O. (3.7) 
‘Aj A -Aio-Aj 1 
This implies that A - Aio - Aj k-reduces A - Aio, hence A, hence 0. The 
claim follows easily. 
The positivity off, on Aio implies that the support of the function 
I‘ W v>f,b~)44~), xEA, 
-*i0 
is precisely KAiO. Hence, KAiO consists of A i0 and a subset of 
A-Ui(Ai:a(Ai)=&,Ai c A}. Because the latter set k-reduces A, hence 12, 
the subspace of functions having support on this set are left invariant by K. 
We can deduce that for any N, 
KNAio-AiocA-U {Ai:a(Ai)=&,AicA}c 
i 
where R, is a representative of wo. The necessity follows. 
It is well known that the equation A.. = Kf + g is solvable for a 
nonnegative f for every given nonnegative g if and only if A > /]K]]sp [ 6, 
p. 3521. Hence, for arbitrary A > 0, such an equation can yield a unique 
nonnegative f if and only if g lies in a subspace, restricted to which K has 
spectral radius less than A [4, p. 4541. If we suppose A0 is a distinguished 
eigenvalue of K, then [5, Theorem 4, p. 7171 states that g must be zero a.e. 
on the set 
So=IJ (A;:U(Ai)>Lo}, (3.9) 
where the Ai are representatives of the significant k-components ai. 
Therefore, K must act on the subspace of functions vanishing on So. To 
characterize the support sets for such a subspace, we need 
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LEMMA 7. Let A represent a significant k-component IX. Then p[A ~ n 
(A--A)]=Oandp[A-n(A--A)]=O. 
Proof: We prove the first assertion, as the second is proved similarly. If 
A- is irreducible, then A_ = A and the results of the Lemma are trivially 
true. Without loss of generality, then, we may assume A_ is reducible. From 
Lemmas 3, 5, and the proof of Proposition 2, we can conclude A- -A k- 
reduces A _ . Hence, if f has support in A _ - A, then the set supp(Kf) n A _ 
is essentially in A- -A. The first assertion follows from the observation that 
(K*)” A n supp(f) has positive measure for arbitrary n if and only if 
A n supp(K”‘) has positive measure. This completes the proof. 
In view of the characterization of the closed ideals of Lp(12,p) 16, 
pp. 157-1581, we see that the support of such a subspace up to sets of 
measure zero must be 
(J (Ai- : o(q) < ,I,, ,U(Ai n S,) = 0) U (Co : Co c Q,, p(C, n S,) = 0). 
I (3.10) 
The requirements that p(A, n S,) = 0 and ,u(C, n S,) = 0 preclude the k*- 
closures of Ai and C, from containing any significant k-component with 
spectral radius greater than A,. Suppose, e.g., that Ai_ contains AiO, 
o(AiO) > 1,. Then we see that for some n, supp(K”‘) n Ai has positive 
measure, wheref E Lp(Q, ,u) has Ai as its support. Then supp(f) n (K*)” Ai 
must have positive measure. The implication of p(C, n S,) = 0 is deduced 
similarly. 
The operator K, restricted to the subspace of functions in Lp(Q,,u) with 
support described by (3.10), will have spectral radius equal to Lo. 
Theorem 1, however, gives more precise information about the arrangement 
of the significant k-components with spectral radius A, in the support of any 
nonnegative eigenfunction. The second half of this theorem points out that 
the complements of these significant k-components relative to the support k- 
reduce the support. This observation enables us to determine how many 
linearly independent positive eigenfunctions are associated with &. We let 
{Ai: i = 1, 2,..., r} be representatives of significant k-components with k*- 
closure properties described by (3.1), and we construct fi on each A,- as 
outlined in the first half of the proof to Theorem 1. Then it is easy to see that 
any positive eigenfunction can be expressed as a linear combination of the 
fts so constructed. Indeed, let f be any nonnegative eigenfunction and A its 
support. Then any significant k-component A,, a(A,) = &, contained in A is 
such that A -A, k-reduces A with the additional property that 
o(A,. -A,) < A,. Thus f can be expressed as 
f = i IlfllP,.4,~~ 
i=l 
409/89/2-t 
(3.11) 
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where 
IlfllL, = j, ,f”(x) 44x), 
, 
and IlfillPqAi = 1. We summarize these results as 
COROLLARY 1. Let {Ai: i = 1, 2,..., r) be representatives of significant k- 
components with spectral radius A,, with k*-closure properties described by 
(3.1). Let the nonnegative eigenfunctions f;. be constructed as described 
above. Then any nonnegative eigenfunction belonging to 1, can be expressed 
as 
f = i Ilfll&4,.6~ llfll;,,i = j; ,f”(4 44x). (3.12) 
i-1 , 
The corresponding results for the adjoint operator are cited without proof. 
THEOREM 2. Let {ai, i= 1, 2, 3,..., N(&)} be the significant k- 
components for which a(ai) = ,I0 > 0. Then A,, itself is a distinguished eigen- 
value of K* tf and only tf there exists an ai0 such that 
(3.13) 
where Q, is a representative of w0 and “<” is the partial ordering described 
by Nelson in terms of k-closure. 
COROLLARY 2. Let (Ai : i = 1, 2 ,..., r-1 be representatives of significant k- 
components with spectral radius 1, satisfying (3.13). Let the nonnegative 
eigenfunctions f;. E L4(Q, ,u), i = 1, 2,..., r be constructed via 
1. k(J’v x)f ;“(y) 40) (3.14) 
.Ai 
+ I’ WY, x>f ;*‘W 40) =&f :“Wv xEA,T -Ai, . Ai--Ai 
with the Lq(Ai, ,u) norm off I” equal to one. Then any nonnegative eigen- 
function belonging to &, can be expressed as 
IIf li:.Ai=jA ,f"(x)dCl(xh 4 < 00, Ilf l14,.+= essAy If(4L 4 = 00. (3.15) 
I 
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We recall that, for any representative 0, of q,, both a(K( Q,) and 
a(K* 1~2,) are zero. We now examine conditions under which A = 0 is a 
distinguished eigenvalue of K or K *. The proof of the next theorem is 
straightforward and we omit it. 
THEOREM 3. Let Q, be a representative of the equivalence class wO. A 
necessary and suflcient condition that A= 0 be a distinguished eigenvalue of 
K and K* is that: (i) ,u(Q,) > 0; (ii) 3a, contains a a-finite subset @ of 
positive measure, k*-closed and k-closed, respectively, such that k(x, y) = 0 
as. @Xp)for (x,y)E@XO. 
It is interesting to see how the results in the previous sections generalize 
some well-known results about nonnegative-reducible matrices. We consider 
the well-known normal form of a nonnegative matrix K (see, e.g., [ 1, p. 75 1). 
K= 
For simplicity, we assume for now that every Ki,i, 1 < i Q ; s, are 
irreducible matrices, and that in each row K1,, , K,,, ,..., K ,,,-, , I= g + 1, 
g + 2,..., s, at least one of the matrices is different from zero. 
Let I, be the set of integers associated with the matrix block K,,, and 
define the n-vector v, to have components given by 
1, iE I,, 
0, i&I,. 
(3.16) 
Then the k-closure and k*-closure of I, are, respectively, uF!“=, v:K” and 
Uz’O K”vr. If we consider the block graph of K, where set 1, is connected to 
set Ii if and only if K, # 0, then the k-closure of I, is merely the union of 
sets I,,, which can be connected to I, by directed graphs determined by the 
matrix K; similarly the k*-closure of I, is a listing of the I,,, to which I, can 
be connected by directed paths. With this interpretation, taking an infinite 
union is not at all necessary for the k-closure and k*-closure of I,; e.g., an 
upper index for the k-closure would be given by 
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I 
\‘ x,, 
ICC, 
,ym = max min rri, 
l,JEK,,,,, 
where rij is a path length connecting i toj. 
If we assume that, in the block rows g + 1, g -t 2,..., s, all the nondiagonal 
submatrices are nonzero, then we see that Zj < Z, + , < Z, + z < . . . < Z, , for 1 < 
j < g, and similarly, Zj 5 I,+, 5 I,+ z 5 . . . 5 I,, for 1 < j < g, where “5” is 
the partial ordering using k*-closure and “<“, the partial ordering using k- 
closure [ 5). 
In the finite-dimensional context, Proposition 2 implies the matrix K, 
when restricted to the support of a nonnegative igenvector, with eigenvalue 
A > 0, must decompose like 
BxB 
A-BxB 
(3.17) 
where A is K restricted to the support of the eigenvector, and B is an 
irreducible diagonal-block matrix with a(B) = i. Similarly the support of a 
row eigenvector of K causes a decomposition of K like 
A-BxA-B 0 
BxA-B 1 BxB ’ 
(3.18) 
where A and B have the same meanings as before. 
If I, is an irreducible diagonal block with spectral radius A,, then Lo is a 
distinguished eigenvalue of K if and only if I, can be connected by directed 
paths only to other sets Zj, j # 1, with spectral radius less than A,; Lo is a 
distinguished eigenvalue for the transpose of K if and only if the sets Zi, j # I, 
connected to Z, have spectral radius less than 1,. 
IV. RESULTS ON NONNEGATIVE IRREDUCIBLE 
LINEAR INTEGRAL OPERATORS 
We now let ,u be a a-finite measure on the domain set Q and K be an 
eventually compact, nonnegative irreducible linear integral operator on 
Lp(O, p), 1 < p < co. A characterization of irreducibility is that (0) is the 
only maximal K-ideal [6, p. 1861; a less abstract characterization 
concerning k(x, y), but more relevant for this work, is that irreducibility of K 
in the ideal sense is equivalent o 
4x3 Y) 40) 44~) > 0 (4.1) 
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for every measurable set A such that p(A) > 0, ,~(f2 -A) > 0 [6, p. 3341. It 
is well known [6, p. 3371 that, for eventually compact integral operators 
satisfying (4. l), ]I K llSp > 0 and is of simple multiplicity with a nonnegative 
eigenfunction whose support is all of Q up to sets of measure zero with 
respect o p. 
The proof of the following result is a straight forward adaptation of the 
corresponding result for nonnegative irreducible matrices [8, Lemma 2.3, 
pp. 29-301. This result will enable us to obtain a decomposition of R into 
subsets which induces in a natural manner a decomposition of K on Lp(O, ,u) 
analogous to the cyclic form of a nonnegative irreducible matrix [8, p. 381. 
PROPOSITION 4. Let k(x, y) be a nonnegative kernel satisfying (4.1), and 
let b(x, y) be a complex-valued measurable function with respect to the 
product measure (t.t x ,u) on Q x R such that 1 b(x, y)l < k(x, y) a.e. (D x p). 
If p is any eigenvalue of the integral operator B defined by b(x, y), then 
IPI G IIWp. MoreoverP= IIKIIs, exp(i8) if and only if / b(x, y)/ = k(x, y) a.e. 
(u x ,u) and b(x, y) = exp(i0) g(x) k(x, y)(g(y))-‘, where g E La’@& n), 
1 gl = 1 a.e. (u). 
The analysis in [8, pp. 35-381 which develops results about the peripheral 
spectrum and eigenfunctions of a nonnegative irreducible matrix can be 
trivially altered to produce the following generalization of the Iinite- 
dimensional results to the class of eventually compact integral operators: 
THEOREM 4. Let K be an eventually compact, irreducible linear integral 
operator on Lp(O,,u), 1 < p < co, where ,u is a-j?nite on the domain set a. 
Then: 
(i) the spectral radius IIKIJSp is positive, and is of simple multiplicity 
with an eigenfunction f. positive a.e. on Q; 
(ii) the peripheral spectrum is a fully cyclic point spectrum, with 
simple eigenvalues given by II KI/,, exp(27rji/N), 0 < j < N - 1, and 
corresponding eigenfunctions given by 
fi=fod O<j<N-1, Ilfoll, = 1, (4.2) 
where i = fl, and g E L “(Q, p) is such that gN = 1 a.e. (tt); 
(iii) s2 = Uy:t dj, where Aj = (x E a: g(x) = exp(2rrijlN)) is such 
that K: Lp(Aj,,u) -+ Lp(Aj+l ,p), with Lp(Aj,,u) denoting the set of Lp- 
functions supported only on Aj. 
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V. RESULTS ON THE EIGENFUN~TIONS AND 
GENERALIZED EIGENFUNCTIONS TO liKilSp. 
In the following discussion, we shall use the term 11 K/I,,-component to 
mean a significant k-component with spectral radius 11 KI/,,. We let r 
denote the collection of JIK(lSp- components in 0 and ,;Q = (ai, i = 1, 2 ,..,. r} 
be the collection of (I KllSi,- corn onents p such that the k*-closure of any 
representative supports a nonnegative eigenfunction associated with /I K lisp. 
For brevity, we say that such IlKlISp- corn p onents .FO determine nonnegative 
eigenfunctions with eigenvalue )I K lisp. A similar terminology will be 
employed with respect to describing the support of generalized eigenfunctions 
of various orders belonging to II Kllsp. 
We now give two results which provide some insight into the arrangement 
of representatives of elements in r in 0. 
PROPOSITION 5. Let A,, 1=1,2,3 ,..., r be representatives of 
corresponding elements in flO. Then any set A contained in U;=, A,- -A, 
representing a significant k-component cannot be in the k-closure of aq 
representative of as E r. 
Proof: Indeed, if the set A is in the k-closure of any representative of a 
(I KIj,,-component a, E r, then such a representative would be’ in the k*- 
closure of A, and, therefore, in the k*-closure of at least one A,. But this 
occurrence contradicts the definition of %FO. 
The proof of Proposition 6 is straightforward and is omitted. 
PROPOSITION 6. Let N be the number of elements of IY Relative to the 
partial ordering “s’, not all elements of <FO are minimal unless r = N. 
Without loss of generality, we shall assume r < N. With the charac- 
terization of elements of ,S, given by Theorem 1, we see that every element 
of -TO is a maximal element in r with respect to the partial ordering “5”. 
Proposition 6 merely precludes all elements of Sg from being minimal 
elements of r, or, in other words, Proposition 6 asserts there exists at least 
one element from r with a representative whose k*-closure includes a 
representative of at least one element from X0. We shall occasionally write 
a,- to mean the equivalence class of sets whose symmetric difference with 
A,- has zero measure with respect to ~1, where A, represents a,. 
From Proposition 6, we can deduce that lJ;=, A; contains at least one 
other representative of a IIKjlsp- corn p onent aj, j > r + 1. In the following, the 
notation “(a,- - a,) n r”’ will denote those particular elements of r whose 
representatives are essentially contained in A,- - A,, where A,- and A, 
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represent a,- and a,, respectively. After a suitable reordering, we partition 
the elements of r in the following manner: 
,q = {a,, 1= r + l,..., N,: (a,--a,)nrc.Fo}, 
.F2 = {a,, 1= N, + I,..., N,: (a,_-a,)nrc,FOU.j71 and 
(a,--a,)fJrf7*#0}, 
(5.1) 
i 
nt- I 
.;7,= a,, l=N,,-, + l,..., N: (a,--a,)nTc u .Fk and 
h-0 
(a,--a,)nrn.~m-,zO , 
I 
where the notation “a,- - a, n rn4 # 0” signifies that at least one 
element of a,- - aI n r will lie in the family q. 
We now turn to describing qualitative features of generalized eigen- 
functions and eigenfunctions of K belonging to IIKjlsP. In the following, we 
shall say that v/ is a generalized eigenfunction of index j > 2 if and only if 
(II K lisp I - KY w = 0 but (II Kllsp I - K)‘- ’ w f 0. Both eigenfunctions and 
generalized eigenfunctions belonging to IlKlIsp will be termed 
“eigenelements” of K belonging to IIKllsP. 
We have seen that every element in X0 has a representative whose k*- 
closure is the support of a nonnegative igenfunction. Roughly speaking, the 
k*-closures of representatives of elements of Sz-,, 0 < v < m, will support a 
generalized eigenfunction of index u + 1. We shall establish this result for 
v = 1, and then for arbitrary v. 
PROPOSITION 7. Let a, E Sr;. Then there exists an eigenfinction 4, with 
support in A,_ such that the following equation is solvable for 4, having 
support in A,-: 
(lIKll,,I-KM,=h. (5.2) 
Moreover, Jy~~II~II,,~-~)‘l~~-)-~((Il~II,,~-~)l~~->= 1, where 
J’“(T) is defined to be the dimension of the null space of an operator T. 
ProoJ: We first observe that the only eigenfunctions with support in A,- 
are those associated with the elements of a,- nYO, which we shall 
enumerate as a,, a2 ,..., aJ. Such an assertion is immediate from Theorem 1 
and Corollary 1. An easy argument also shows that no generalized eigen- 
function of index v > 2 with support in A,_ can have its support wholly 
within A = U&, Aj-. 
We can conclude from the discussion in the preceding paragraph that the 
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number of linearly independent eigenfunctions to K* 1 A,- belonging to 
/] K ](sP is equal to J. Using the fact that A ,- k-reduces R and that A I - A, k- 
reduces A ,- , we can easily see that one of the eigenfunctions to K * 1 A, will 
be given by 
eYx> = ./xx>7 XEA,, 
= 0, XEA,. -A,, 
(5.3) 
where f T(x) is the fundamental adjoint eigenfunction to K* 1 A,. That there 
is indeed an eigenfunction 4, annihilated by the remaining eigenfunctions of 
K* I A,-, wf- v:,..., vJ* follows by applying the rank theorem of linear 
algebra [2, pp. 90-911 to the mapping L defined by 
Lo= 2 (lyi*,u)yfj*, (5.4) 
j=2 
on the eigenspace of K]A,_ (whose eigenfunctions have support wholly 
within A ,- - A J. 
We conclude, from the Riesz-Schauder theory [ 10, pp. 338-3431, that 
there must be a generalized eigenfunction of index v,, whose support includes 
A,. We let #i be this generalized eigenfunction. Now 
(IIK((,,~--)““+‘q$ =O; (5.6) 
and, because of the simplicity of ]/K/],p as an eigenvalue of K ] A,, we 
conclude that 4, I A, must be a constant multiple of the fundamental eigen- 
function of K ( A,. Therefore, (]]I<]],, I - K) 4, must have its support in 
UjJ=,AIm, and (IIKlI,,~-K)h must be an eigenfunction of K ) A, belonging 
to ]]K]lsP. Hence v0 = 2. 
Now if there were two generalized eigenfunctions of index two with 
support in Al-, @i and F,, there exists a linear combination a#, + b6, such 
that a#, + b@, z 0 on A,. Therefore, a#, + b&, for some constants a and 6, 
must have its support wholly within A,- -A, and solves 
Wll,, I - W4, + 6) = 4, + bit”,. (5.7) 
We observe that, for any aj E (a/- - a,) n;g, a@, + b$, must be iden- 
tically zero on the set (A,_ - A,)n (A,: -A,), since (]]K_l],, I - K))’ ] 
(A,_ -A,) n (A/ - Aj) is nonnegative. We claim that a#, + b#, has its sup- 
port within A = lJj”= i Aj-, rather than the set A,- - lJ;=, (Ai - Aj) = A’. 
This claim will follow from several observations: First of all, Aj is essentially 
contained in A’, and A, is not, since A,- includes A,, j = 1, 2 ,..., J. Second, 
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A,- n (A,: - Aj) is k-closed for each j = l,..., J when viewed as a subset of 
A,-, because of the fact that Aj is k*-closed in the set A,-n A,:. These two 
observations enable us to easily show that A’ is itself a k*-closed subset of 
a. Our claim is apparent by noting that the set lJ;=, Aj_ is a k*-closed 
subset of A’, which k-reduces A’, and, on A’ - Us=, Aj_ , (11 K ]lSp Z- K) is 
invertible. 
Now, within the set A = Us=, Aj- , each A, is k-closed and since a#, + bFe 
is a scalar multiple of the fundamental eigenfunction of K ] A,, we conclude 
that (5.7) is solvable for a#, + b&, if and only if a#, + bTe is identically zero 
on all IIKII,; corn P onents of <FO n (a,- - a,). Therefore a$, + bJC is iden- 
tically zero, and a$, + b$, must be an eigenfunction of K belonging to ]/ K]lSl, 
with support in A,-. This completes the proof of Proposition 7. 
The support structure of generalized eigenfunctions with index greater than 
2 is described by 
PROPOSITION 8. Let a, E &, 0 < n < m. Then: 
(i) the only eigenelements of index n with support in A,_ are those 
supported in A,--A, associated with II K @omponents in 
(+-~r,)nli7,-~; 
(ii) there exists a generalized eigenfunction 4, of index n with support 
in A,- such that the following equation is solvable for 4, having support 
in A,- 
WIIS, 1 - K) $1 = 4,; (5.8) 
(iii) ,4((]]K]],,I-K)“f’IA,-)-.,~~((IIK~I,,I-K)”IA,-)= 1; 
(iv) no generalized eigenfunction of index n + 1 can have support 
wholly within the k*-closure of representatives of the )I KII,,-components 
constituting U ;:i 5. 
Proof. The proof uses induction on n. In the following paragraph, we 
shall only give a brief sketch of the proof. The results of Proposition 7 show 
the assertion sof Proposition 8 true for n = 1. Let n be the Riesz index [ 10, 
p. 3351 of (]I K(lsp I- K) defined on the subspace of functions in LP(R,~) 
having support in A,_. Consider the following eigenfunction w: of K* ] A,- 
defined by 
v:(x) = f r*(x), xEA,, 
= 0, xEA,--A,, 
(5.9) 
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where f,?(x) is the fundamental eigenfunction to K* ]A,. By the Riesz- 
Schauder theory (see, e.g., Zaanen [ 10, pp. 338-3431, especially diagrams I 
and II), we must have a generalized eigenfunction v,, of index less than or 
equal to v, with support including A,. We shall determine that q = n + 1 in 
three steps: first, by showing that the only eigenelements of index n with 
support in A,. -A, are those generated by ]]l(l],,-components in 
(a,- - a,) n;r,- i, which we list as { aj : 1 < j < J} ; second, by showing that 
no eigenelement of index n can intersect A , ; and finally, by showing that no 
eigenfunction of index greater than n + 1 can have support in A,~ , The 
details are lengtly, and we refer the reader to 19, especially pp. 31-361 for 
the complete discussion. This completes the proof of Proposition 8. 
We observe that this constructive process of obtaining eigenelements 
belonging to ]] K]lsp g enerates the totality of eigenelements associated with 
]] K]JSP. Indeed, suppose that the Riesz index of ]/KI],, is v > m + 1 and that 
. “‘(II K lisp I - K) > N. W e select such an eigenelement, say v, of index v’ not 
in the linear space of eigenelements constructed with minimal sets from 
uy=“=,,T. The detailed discussion in the concluding paragraphs of the proof 
of Proposition 8 (see, e.g., [9]) shows that we can eventually obtain an 
eigenelement of index v’ vanishing on Uy=, A i. This is a contradiction, as 
(]]K (jSp I - K) is nonsingular on the subspace of functions with this 
vanishing property. 
We summarize the results in Propositions 6-8 in 
THEOREM 5. Let N be the number of IlKlISP-components and define a 
hierarchy of these sets as in (5.1). Then the Riesz index of (II K]lsp I - K) is 
precisely m + 1 and a basis of N elements for the null space of 
(IIKllspI-K>m+l is given by eigenelements w, of index n + 1 defined on A, , 
a, E ,;7, n = 0, . . . . m, such that 
v,lA,=f,, (5.10) 
where& is the fundamental eigenfunction to K I A, such that II f,II,,A, = 1. 
As is well known, K* possesses a nonnegative eigenfunction associated 
with ll~llsp. From Theorem 2, we can immediately infer the existence of at 
least one ]] K ]],p-component alo such that A,; - A,0 consists of subsets of 0, 
and significant k-components with spectral radius less than ]]K]lsi,. Indeed 
any minimal element of r with respect to the partial ordering “5” will have 
this property; and in analogy with (5.1) we define the following hierarchy of 
I] K ]I,,-components of fi 
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F;= {a,, I= 1,2,3 ,..., s: a(A, -A,) < ]]K]]J 
,F; = {a,, I= s + l)...) iv,: (A; -A,)nrcSr,t} 
(5.11) 
I 
m-l 
;“;= a,, Z=Mmp, + l)...) N: (a; -a,)nrc u jT:and 
k=O 
The number s is the number of elements of r which determine the positive 
eigenfunctions of K *. Arguments similar to those used in Proposition 7 
show that for any a, E Yf, the only eigenfunctions with support in A ; dre 
those associated with elements in aj E ,BA. We note moreover that elements 
in ,Fm belong to Xi, since such elements are minimal under the partial 
ordering defined by “5”. 
The discussion preceding Theorem 5 can be altered in a trivial way to 
produce the following result about the .eigenelements of K* belonging to 
II Kllsp :
THEOREM 6. Let N be the number of I/ KIj,,-components and define a 
hierarchy of these sets as in (5.11). Then the Riesz index of (]]K]],, I - K”) 
is precisely m $ 1 and a basis for N eigenelements for the null space of 
(II w, 1 - K*Y+ ’ is given by eigenelements ~7 of index n + 1 defined on 
A;, a, E <FL, n = 0 ,..., m, such that 
w:IA=f:, (5.12) 
where f f is the fundamental eigenfunction to K* ] A, and (If ,? ll4,A, = 1. 
Remarks. In the following, we select a basis for the null space of 
wllsp~-K)m+’ as described in Theorem 5. From the Riesz-Schauder 
theory [ 10, pp. 151, 3431, we have the existence of eigenelements of K* 
belonging to ]]K]&, such that 
(5.13) 
where ( ) has been defined in (5.5). 
Using the same arguments as employed in the proof of [9, Proposition 81, 
we conclude that maximal elements in supp(ylT), with respect o the partial 
ordering “s’, are the ]]K]],,-components. Indeed, let /I be the collection of 
representatives of the maximal 11 KJ(,,-components in supp($). If it so 
happened that supp(t@) n supp(vj) n/I = 0, then there would exist other 
eigenelements having sets in p as their only minimal sets under “s’, which 
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would violate the requirement (5.13) since vl+ restricted to such sets is a 
multiple of the eigenfunction of K* restricted to such sets, and since ~7 = 0 
on sets whose k-closures include elements in p. Therefore, supp(~/~)n 
supp(t@) must contain an element of p, from which we select an element A,. 
Now vj* 1 A, must be a multiple of the fundamental eigenfunction to K * / A,, 
If A, is not a minimal set in supp(~/~) under 5, then again there would exist 
another eigenelement vq having A, as its only minimal set, thereby violating 
(5.13) (note that wg # vj, since A, is not minimal in supp(~/~)). Therefore, up 
to sets of ,&measure zero, Aj = A,. Again, the fact that (v,+, IC/~) = S, 
implies that p = (Aj}; otherwise there would exist eigenelements v/, # wi for 
which (t,~j*, w,) # 0. 
If Aj c sUPp(yli*) n suPp(ylj), but Aj f sUpP(lyj*) f’ supp(wj), then 
supp(y/j*) must intersect supp(vj) in sets lying in the k*-closure of Ai, as 
vj = 0 on elements whose /&closure includes Aj. But this would imply that 
Aj is not a maximal element on supp(yli*) under “<“. Therefore supp(~~)n 
supp(y/i*) = Aj up to sets of p-measure zero. 
We wish to note finally that the results in this paper can be easily 
extended to the general case of eventually compact operators on L”(Q,P) 
when ~(0) < co. In this setting, we say that B c A reduces A if 
p(A -B) > 0, p(B) > 0 and 
(xB,(X>~ XA,(X)) = 03 (5.14) 
where A,,, B, are any u-finite sets such that A, c A -B, B, c B and xc 
represents the characteristic function of any measurable set C. The set A is 
said to be reducible or irreducible according to whether there exists B which 
reduces A or not, according to (5.14). This characterization of irreducibility 
can be easily shown to be equivalent to the fact that the only maximal K- 
ideal is the (OJ-ideal 16, p. 1861. Moreover, we note that KC= supp(Kx,.) 
and the k-closure and k*-closure of a set in Q can be defined in an obvious 
way. The existence and properties of significant k-components does not 
depend on the measurability properties of the kernel k(x, u) in any essential 
way [cf. (5, Sect. 5)J; and such subsets are present in this setting. The 
integral equations can be replaced by operator-type equations with 
appropriate characteristic functions used to show the subsets being con- 
sidered. 
In [7], Schwartz considered compact positive operators in Lp(Q,~) 
settings, where @2) < co. What are termed atoms in his work are signz$cant 
k-components in the present work. The basic results in [7] were for 
irreducible operators defined on such LP-spaces, although the dimension of 
the spectral projection for an eigenvalue 1 was equal to the number of atoms 
possessing II, ]1] = ]]K]lsp, as an eigenvalue. No characterization of the sets 
of support for eigenelements belonging to ]]K]lsp was given. 
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VI. FINAL REMARKS 
We wish to point out that the results in this paper generalize the results of 
U. G. Rothblum. (Ph. D. Thesis, Stanford University, 1975, Algebraic 
eigenspaces of nonnegative matrices, Linear Algebra and Appl. 12 (1975), 
281-292. In his excellent reatise, the results on the support structure and the 
sign structure of the generalized eigenelements belonging to 11 K lisp are made 
very apparent by using the concepts of chain of significant k-components, 
and the length of chains in terms of the significant IIKII,,-components they 
contain. The accessibility of one set to another in n steps is defined, as well 
as the height of a significant k-component. All of these concepts, of course, 
are underpinned by the connected graph properties of a nonnegative 
reducible matrix in normal form. It is the author’s opinion that the concepts 
of k-closure and k*-closure of a significant k-component provide a vehicle 
for generalizing Rothblum’s concepts to the integral operator setting, and 
ultimately suggest generalizations to the most important case of reducible, 
nonnegative, eventually compact operators on Banach lattices. Present work 
by the author is devoted to generalizing the concepts of Rothblum to the 
integral operator setting to see if more refined results on the support and the 
sign structure of the eigenelements can be obtained. 
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