Under distribution uncertainty, on the basis of discrete data we investigate the consistency of the least squares estimator (LSE) of the parameter for the stochastic differential equation (SDE) where the noise are characterized by G-Brownian motion. In order to obtain our main result of consistency of parameter estimation, we provide some lemmas by the theory of stochastic calculus of sublinear expectation. The result shows that under some regularity conditions, the least squares estimator is strong consistent uniformly on the prior set. An illustrative example is discussed.
Introduction
In the study of statistic inferences of the parameters for stochastic differential equations, it has often been supposed that the process in question can be observed continuously in time. However, this assumption is not always appropriate in practice. Even if it were possible to observe the process continuously, in order to compute an estimate of the parameter one has to approximate the stochastic and ordinary integrals by finite Riemann-Stieltjes sums. Therefore, it would be interesting to know whether the parameter can be reasonably estimated from the discrete data. For this kind of parameter estimation of the linear stochastic differential equation disturbed by Brownian motion under certain probability distribution, we can refer to, e.g., Bishwal [2] , Kutoyants [20] , and Prakasa Rao [28] . Based on the work of Hu and Nualart [16] , Shen et al. [29] further discuss the least squares estimation for Ornstein-Uhlenbeck processes disturbed by the weighted fractional Brownian motion.
On the other hand, due to the well-known distinction attributed to Knight [19] , there are two kinds of uncertainty. The first, called risk, corresponds to situations in which all events relevant to decision making are associated with obvious probability assignments. The second, called (Knightian) uncertainty, or ambiguity (following Ellsberg [7] ), corresponds to situations in which some events do not have an obvious probability assignment. Moreover, since the unobserved factor can affect the response randomly, Brownian motion has a conditional distribution on the factor. We call this distribution uncertainty. A relevant example is in Huber [17] . Often one ignores the impact of unobserved or ignored factors on the response. Under the framework of Knightian uncertainty (ambiguity), different observations may come from different distributions randomly selected from a class of distributions and the related problem analysis is based on this distribution uncertainty (see, e.g., Lin et al. [21, 22] ).
In fact, we know that the most vital one of all the assumption conditions imposed to classical statistical or probability models may be the distribution certainty in the sense that each relevant random variable has a certain probability distribution that may or may not be known. The classical linear expectation are based on such a key assumption. However, the distribution certainty is not always the case in practice, such as in risk measure and robust portfolio decision-making in finance (for related references see, e.g., Chen and Epstein [4] , Epstein and Ji [8] , Fei [11] , Fei and Fei [12, 13] and the references therein). Under distribution-uncertainty, the resulting expectation usually is nonlinear. The earlier works on sublinear expectation may ascend to Huber [17] for robust statistics, where he considered the static robust statistic analysis under uncertain distributions. In the recent decades, the theory and methodology of nonlinear expectation have been well developed and received much attention in some applied fields such as finance risk measure and portfolio making-decision (see, e.g., [1, 6] ). Peng [27] put forward recently the theory of sublinear expectation, where the sublinear expectation is dynamic coherent. Under distribution uncertainty, Lin et al. [21, 22] investigated upper expectation parameter regression and k-sample upper expectation linear regression modeling through using the idea of the nonconcave penalized likelihood suggested by Fan and Peng [9] . Sun and Ji [30] discussed the least squares estimator of random variables under sublinear expectations. Contrary to the fast development of the nonlinear probability theory, little attention was paid to the related statistical inferences to the parameters for stochastic differential equations under distribution uncertainty to the best of our knowledge.
In reality, due to some complex environments, the system with ambiguity can be characterized by stochastic differential equation driven by G-Brownian motion (G-SDE). Recently, the related investigation is given by Fei et al. [10] , Gao [14] , Hu et al. [15] , Lin [23] , Lin [24] , and Luo and Wang [25] , etc. As the classical case, we are faced with the problem of the parameter estimator of G-SDE.
In this paper, we discuss the G-SDE, where we need to estimate a unknown parameter in the drift term. By using sublinear expectation theory, we obtain the consistency of the parameter robust least squares estimation on the basis of discrete data, which is the main contribution of our paper. To our best knowledge, this is first to attempt discussing the topic of the parameter estimation of G-SDE under distribution uncertainty.
The main contribution of this paper is to establish the strong consistency of the parameter estimation to G-SDE under distribution-uncertainty by using the theory of sublinear expectations. For this, we prove the exponential martingale inequality under sublinear expectations and several key lemmas. The developed notions and methodologies in our paper are nonclassical and original, and the theoretical framework establishes the foundations for general nonlinear expectation statistics of stochastic differential equation driven by G-Brownian motion.
The arrangement of the paper is as follows. In Section 2, we give preliminaries on sublinear expectations and G-Bwownian motions, then the related several lemmas are also given. In Section 3, the strong convergence of the parameter of the G-SDE is investigated. For the proof of theorem, the related lemmas are further provided in Section 4. In Section 5, we discuss an example. Finally, we conclude in Section 6.
Preliminaries on sublinear expectation
In this section, we first give the notion of sublinear expectation space (Ω, H,Ê), where Ω is a given state set and H a linear space of real valued functions defined on Ω. The space H can be considered as the space of random variables. The following concepts stem from Peng [27] . (ii) for each t, s ≥ 0, the increment B(t+s)−B(t) is N ({0}×sΣ)-distributed and is independent from (B(t 1 ), B(t 2 ), · · · , B(t n )), for each n ∈ N and 0 ≤ t 1 ≤ · · · ≤ t n ≤ t, where Σ is a bounded, convex and closed subset of d × d nonnegative definite matrix family, and characterizes the covariance uncertainty of G-Brownian motion.
More details on the notions of G-expectationÊ and G-Brownian motion on the sublinear expectation space (Ω, H,Ê) may be found in Peng [27] . Let (F t ) t≥0 be a filtration generated by
We now give the definition of Itô integral. For the simplicity of expression, in the rest of the paper, all the processes take in one-dimensional real space R. We introduce Itô integral with respect to one dimensional G-Brownian motion with G(α) :
Let p ≥ 1 be fixed. We consider the following type of simple processes: for a given partition π T = (t 0 , · · · , t N ) of [0, T ], where T can take ∞, we get
We know that the weakly compact family of probability measures P characterizes the degree of Knightian uncertainty (see, e.g., Peng [27] ). Especially, if P is singleton, i.e. {P }, then the model has no ambiguity. The related calculus reduces to a classical one. We now define G-upper capacity V(·) and G-lower capacity V(·) by
Thus a property is called to hold quasi surely (q.s.) if there exists a polar set D with V(D 0 ) = 0 such that it holds for each ω ∈ D c 0 . A property is called to hold P-q.s. if it holds for each P ∈ P. Let the generalized nonlinear expectation space be (Ω, H,Ê, V, (F t ) t≥0 ). Denote by C l,Lip (R n ) the space of all bounded and Lipschitz real functions on R n .
Obviously, if a real valued process (X(t), t ∈ [0, T ]) is stationary, then we have, for any
In what follows, we give the definition of G-martingale and the related inequalities. On a filtered sublinear expectation space (Ω, H, (F t ) t∈[0,T ] , E), we give the concept of G-martingales as follows.
Lemma 2.5 (Borel-Cantelli Lemma (see, e.g., Chen [3] ) Let {A n , n ≥ 1} be a sequence of events in F and (V, V) be a pair of capacities generated by sublinear expectationÊ. If
A n is a polar set.
Lemma 2.6 (Exponential martingale inequality for capacity
for the stochastic process f : R + → R m , we haveÊ ∞ 0 |f (t)| 2 dt < ∞}, and let T, α, β be positive numbers. Then we have
Proof : Since dB(t) = σ t dW (σ·) , where dW (σ·) is a standard Brownian motion for each linear probability measure P (σ·) ∈ P with an F t -adapted process
. From the classical exponential inequality (see, e.g., Theorem 1-7.4 in Mao [26] ) we get
which easily shows the claim by the definition of the upper capcity V. ✷
We now give the following the Burkholder-Davis-Gundy inequality (see, e.g., Gao [14, Theorems 2.1-2.2]).
, where the positive constants C i (p,σ), i = 1, 2 depend on parameters p,σ.
Consistency of least squares estimator
Now we consider the linear stochastic differential equation
where X 0 is a random variable, and (B(t)) t≥0 is the G-Brownian motion in R on the generalized nonlinear expectation space (Ω, H,Ê, V, (F t ) t≥0 ). The functions a(·), b(·) are assumed to know and such that the solution of Eq. 
is a continuous function, and
We also have the following growth condition
for some positive constants L.
(A3). The process (X(t), t ∈ [0, T ]) is stationary and ergodic under sublinear expectation (see, Definition 2.3), andÊ
. For the true parameter θ 0 in (3.1), we havê
Next, our problem is to estimate the parameter θ 0 on the basis of discrete observations
Let ∆ i t = t i −t i−1 . By the idea of the classical least squares estimation, we consider the following error
where the distribution uncertainty results in G-Brownian noise with zero mean and uncertain quadratic variance d < B > (t) := σ 2 t dt, σ 2 t ∈ [σ 2 ,σ 2 ] q.s. We know that the values of S n,T (θ) in (3.2) change with σ t which characterize the probability measure P (σt) ∈ P. Now, define the following least squares estimator (LSE) θ n,T := arg min θ∈Θ S n,T (θ), (3.3) where Θ is the space of parameter of the stochastic system with distribution uncertainty.
We will assume that ∆ i t = t i − t i−1 = T /n and T = ∆n 1/2 for some fixed real number ∆ > 0. However, we maintain the use of T for convenience of notation. Let us decompose the sum of S n,T (θ) into three components
where
Now we define the following function
We give the main result of this paper. The proof of theorem is further provided by several key lemmas which are placed in Section 4. 
Thenθ n,T → θ 0 q.s. as n → ∞. That is, the least squares estimator is consistent to the true parameter θ 0 of G-SDE (3.1) quasi surely.
Proof From Eq. (3.1), we can have the following decomposition
In terms of Lemma 4.4 and (3.4), we have, uniformly in θ,
where, the limiting functions Q l (θ) =σ −2 E|a(θ, X 0 ) − a(θ 0 , X 0 )| 2 and Q u (θ) = σ −2Ê |a(θ, X 0 ) − a(θ 0 , X 0 )| 2 fulfill the conditions (C2) and (C3) in Lemma 4.5 by Assumption 3.1 (A3). Thus, the proof of theorem is complete. ✷
Several lemmas
In this section, we provide several lemmas for the proof of the main result in Section 3. For our aim, we now derive an estimate of E|X t − X s | 2q as a proposition. Now we discuss the more general Itô stochastic differential equation
where (B(t)) t≥0 is one dimensional G-Brownian motion. We assume that the functions f, g satisfy the following Lipschitz and growth conditions:
There is a constantK > 0 such that
Lemma 4.1 If the above conditions (i), (ii) and Assumption 3.1 are satisfied, then for all q ≥ 1, s, t ∈ [0, T ] with |t − s| < 1, we havê
where the constant K 3 depends only on q,K,σ.
Proof The growth condition (ii) implies
By (4.1) and the Hölder inequality, we get
Due to |t − s| < 1 and Assumption 3.1, together with (4.2)-(4.3) and the Burkholder-DavisGundy inequalities in Lemma 2.7, we havê
where we also use the Hölder inequality on sublinear expectation (see, e.g., Peng [ 
Proof For k > 0, we get
where Y n (s) = [a(θ 0 , X(s)) − a(θ 0 , X(t i−1 ))]φ(θ, X(t i−1 ))/σ 2 t i−1 for t i−1 ≤ s < t i . Through the Cauchy-Schwartz inequality, from Assumption 3.1 (A2), we get that (4.4) is bounded by
where Q k =: sup θ∈Θ |θ − θ 0 | 2k < ∞. From the Hölder inequality on sublinear expectation, we have
by Assumption 3.1 (A2) and (A3). Due to Assumption 3.1, we know the conditions on coefficients of equation (4.1) hold. Thus, from Lemma 4.1, we get that (4.4) is bounded by
By Markovian inequality for upper capacity V (see, e.g., Peng [27] ), Assumption 3.1, and the above inequality, we obtain that, for k > 2, ∀ε > 0,
by which, together with the Borel-Camtelli Lemma on sublinear expectation (see Lemma 2.5), we get the desired result. Thus the proof is complete. ✷ Lemma 4.3 Assume that for each x, φ(·, x) takes value in a Hilbert space H with the property that H is continuously imbeded into the space C(Θ) of continous functions on Θ. Suppose that {e k } is a complete orthonormal basis for H and that
for some positive number β. Then we have
Proof Since H ֒→ C(Θ), we need only to show that
In view of expression (4.5), we have
where χ [t i−1 ,t i ) , i = 1, · · · , n, are indicative functions. Then, we get
and the integral on the RHS of (4.7) is well difined as Λ kn are adapted. By the exponential martingale inequality of Lemma 2.6, we obtain
for any α, γ > 0. Thus we have
By condition (4.6), we have
From Assumption 3.1 (A3), we know that (X(t), t ≥ 0) is a stationary and ergodic process under sublinear expectation. Moreover we have
Thus we know that there exists a random variable ζ with V(ζ < ∞) = 1 such that
Instead of T by t n in order to stress the dependence of T on n. We select
where δ < η < 1 and 1/2 < ν < µ := (1 + β)/2. For convenience of presentation, we can take enough large integer numbers n, k such that
Moreover, we get
as η − δ > 0 and µ − ν > 0. From the above, we get
Since, by condition (4.6), δ < η < 1 and 1/2 < ν < µ := (1 + β)/2, we easily deduce
From Lemma 2.5 and the assumption of the theorem, we get
Thus, the proof is complete. ✷ Now, we prove the following claim.
Lemma 4.4 Under the Assumptions 3.1, we have
Proof By Assumption 3.1 (A3), we deduce
quasi surely for some finite positive random variable ξ 1 . From Assumption 3.1 we also deduce that
quasi surely for some finite random variable ξ 2 and θ 1 , θ 2 ∈ Θ. Hence the family of functions
are equicontinuous, which shows, by the Arzelà-Ascoli theorem, the convergence (4.9) is uniform. Next we show that
quasi surely uniformly in θ. Hence we get
Using the Hölder inequality on sublinear expectation, we have
Moreover, for q > 2, any ε > 0, by Markov inequality on sublinear expectation, we get
Thus the Borel-Cantelli lemma of Lemma 2.5 yields the required result. Hence, the proof is complete. ✷ Lemma 4.5 Assume that the random functions L n satisfy three following conditions: (C1). The following equalities hold
Thenθ n → θ 0 q.s. as n → ∞, where
Proof From Kasonga [18, Theorem 2] , the claim is easily proved. ✷
An example
In this section, we give an example on the Ornstein-Uhlenbeck process under sublinear expectations as follows, for t ∈ [0, T ], [16] . Let the O-U process to be observed at equidistant discrete times in equation (5.1). Then we have that
with X(0) = η, ∆ i t = T /n. Thus, the least squares estimator of the parameter θ 0 by formula (3.3) is givenθ
Let us first introduce the simulation algorithm for G-Brownian motion (B(t), t ∈ [0, T ]). We consider a random variable ξ = B(
we construct an experiment as follows. We take equal-step points σ k (k = 1, · · · , m) such that σ = σ 1 < σ k < · · · < σ m =σ. For the kth-round random sampling (k = 1, · · · , m), ξ kj i (i = 1, · · · , n; j = 1, · · · , J) are from the classical normal distribution N (0, σ 2 k ∆). From (5.2), we define X kj (t i ) by
where, ζ kj are from the G-normal distribution
We can obtain the estimatorθ n,T (m, J) ofÊ[θ n,T ] equals to max Table  2 . Table 1 and 2 show that the LSE of the unknown parameter θ 0 strongly converge to the true value quasi-surely and the errors of convergence change more and more small as n → ∞, J → ∞, respectively. Thus, our main theorem is verified numerically.
Conclusion
In reality, we often are faced with probability and Knightian uncertainties, respectively. A real system with ambiguity can often be characterized by G-Brownian motion by using Peng's sublinear expectation framework. Thus we need to consider a stochastic differential equation driven by G-Brownian motion. Moreover, if a G-SDE has unknown parameters then we are asked to estimate it. In this paper, we gives an estimator of LSE of the unknown parameter, and proved the strong convergence theorem. Moreover, to complete the proof of theorem, we prepare several lemmas. Finally, we discuss an example of the Ornstein-Uhlenbeck process, where maxmum and minimum estimators are given. By numerical simulation, we show the behaviour of the LSE of the parameter of G-SDE, which show the strong convergence numerically.
Since an observer has multi-priors, the least squares estimator of the parameter often take multi-values. We know that a Knightian uncertainty averse economic agent looks for a robust portfolio make-decision in finance. If we assume that the observer of the stochastic system with distribution uncertainty is averse to uncertainty of the estimation error. This will cause a problem of how to determine the only estimation value of the unknown parameter, which depends the observer's attitude to multi-estimation values. However, in this paper, we only study the LSE in (3.3) without embodying the observer's attitude to the multi-estimation values. In future, we shall study the strong consistency and the limit distribution of robust least squares estimator of the unknown parameter of G-SDE.
