Named Entity Recognition and Classification (NERC) is one of the most fundamental and important tasks in biomedical information extraction. Biomedical named entities (NEs) include mentions of proteins, genes, DNA, RNA etc. which, in general, have complex structures and are difficult to recognize. We have developed a large number of features for identifying NEs from biomedical texts. Two robust diverse classification methods like Conditional Random Field (CRF) and Support Vector Machine (SVM) are used to build a number of models depending upon the various representations of the set of features and/or feature templates. Finally the outputs of these different classifiers are combined using multiobjective weighted voted approach. We hypothesize that the reliability of predictions of each classifier differs among the various output classes. Thus, in an ensemble system, it is necessary to determine the appropriate weight of vote for each output class in each classifier. Here, a multiobjective genetic algorithm is utilized for determining appropriate weights of votes for combining the outputs of classifiers. The developed technique is evaluated with the benchmark dataset of JNLPBA 2004 that yields the overall recall, precision and F-measure values of 74.10%, 77.58% and 75.80%, respectively.
Introduction
The explosion of information in the biomedical domain leads to strong demand for automated biomedical information extraction techniques. Named Entity Recognition and Classification (NERC) is a fundamental task of biomedical text mining. Recognizing named entities (NEs) like mentions of proteins, DNA, RNA etc. is one of the most important factors in biomedical knowledge discovery. But the inherently complex structures of biomedical NEs poses a big challenge for their identification and classification in biomedical information extraction. The biomedical NERC is vast, but there is still a wide gap in performance between the systems developed for the news-wire domains (≈ 91%) and the existing systems in biomedical domains (≈ 78%). The major challenges and/or difficulties associated with the identification and classification of biomedical NEs are as follows: (i) building a complete dictionary for all types of biomedical NEs is infeasible due to the generative nature of NEs, (ii) NEs are made of very long compounded words (i.e., contain nested entities) or abbreviations and hence difficult to classify them properly, (iii) these names do not follow any nomenclature, (iv) these include different symbols, common words and punctuation symbols, conjunctions, prepositions etc. that make NE boundary identification more difficult and challenging, and (v) same word or phrase can refer to different NEs based on their contexts.
The literature on biomedical NERC can be broadly classified into two main categories, namely rule based and machine learning based approaches. Rule based approaches (Tsuruoka & Tsujii 2003 , Hanisch, Fluck, Mevissen & Zimmer 2003 depend on the carefully handcrafted set of rules, which are difficult to design for the inherent complex nature of biomedical NEs. They require good expertise in domain knowledge and it is, thus, very difficult to obtain high performance in these models. Such systems also suffer from the problem of adaptability to new domains as well as new NE types. The difficulties of rule based systems facilitate the use of machine learning approach, which is easy to adapt and relatively less expensive to maintain. The success of learning algorithm is crucially dependent on the features it uses. A supervised machine learning algorithm captures the instances of positive and negative examples over a large collection of annotated documents. The supervised approaches (Wang, Zhao, Tan & Zhang 2008 , Kim, Yoon, Park & Rim 2005 , GuoDong & Jian 2004 , Finkel, Dingare, Nguyen, Nissim, Sinclair & Manning 2004 , Settles 2004 ) have been widely used for NERC in biomedical texts. The release of tagged GENIA corpus (Ohta, Tateisi & Kim 2002 ) provides a way of comparing the existing biomedical NERC systems. However, most of these state-of-art approaches suggest that individual NERC system may not cover entity representations with arbitrary set of features and cannot achieve best performance.
Classifier ensemble 1 is a popular concept in machine learning. In this paper, we have used a genetic algorithm (GA) (Kirkpatrick, Gelatt & Vecchi 1983) based multiobjective optimization (MOO) (Deb 2001 ) approach for classifier ensemble (Ekbal, Saha & Garbe 2010) . The MOO based method (Ekbal, Saha & Garbe 2010) provides an automatic way of determining the appropriate weights of votes for all the classes in each classifier. Thereafter the decisions of all the classifiers are combined together to form an ensemble using our developed approach. Here, we use a multiobjective genetic algorithm based technique, NSGA-II (nondominated sorting genetic algorithm 2) (Deb, Pratap, Agarwal & Meyarivan 2002) as the underlying optimization algorithm. It is to be noted that the approach developed here is evaluated for the biomedical corpora, which are more challenging to cope up with. In addition we identify and implement a rich feature set that itself achieves very good performance. We use two popular and robust machine learning techniques, namely Conditional Random Field (CRF) and Support Vector Machine (SVM) as the base classifiers. We generate different models of these base classifiers by varying the available features and/or feature templates. We identify a very rich feature set that includes variety of features based on orthography, local contextual information and global contexts. One most important characteristic of our system is that the identification and selection of features are mostly done without any domain knowledge and/or resources. The developed approach is evaluated on the the benchmark datasets of JNLPBA 2004 shared task (Jin-Dong, Tomoko & et al. 2004) . Evaluation results show the recall, precision and F-measure values of 74.10%, 77.58% and 75.80%, respectively. Comparisons with several baselines and the state-of-the-art systems clearly show the superiority of our developed approach under the same experimental setup.
We also evaluate our proposed approach with other benchmark dataset like AIMed and GENETAG. Evaluation results with the AIMed datasets show the 3-fold recall, precision and F-measure values of 96.08%, 94.81%, 95.44%, respectively. Experiments with GENETAG datasets yield the overall recall, precision and F-measure values of 98.05%, 98.45%, and 98.25%, respectively. 
Named Entity Features
Feature selection plays an important role for the success of machine learning techniques. We use a large number of following features for constructing the various classifiers based on CRF and SVM. These features are easy to derive and don't require deep domain knowledge and/or external resources for their generation. Thus, these features are general in nature and can be applied for other domains as well as languages. Due to the use of variety of features, the individual classifiers achieve very high accuracies. 2. Word prefix and suffix. These are the word prefix and suffix character sequences of length up to n. The sequences are stripped from the leftmost (prefix) and rightmost (suffix) positions of the words. We set the feature values to 'undefined' if either the length of w i is less than or equal to n − 1, w i is a punctuation symbol or if it contains any special symbol or digit. We experiment with n=3 (i.e., 6 features) and 4 (i.e., 8 features) both.
3. Word length. We define a binary valued feature that fires if the length of w i is greater than a pre-defined threshold. Here, the threshold value is set to 5. This feature captures the fact that short words are likely not to be NEs.
Infrequent word.
A list is compiled from the training data by considering the words that appear less frequently than a predetermined threshold. The threshold value depends on the size of the dataset. Here, we consider the words having less than 10 occurrences in the training data. Now, a feature is defined that fires if w i occurs in the compiled list. This is based on the observation that more frequently occurring words are rarely the NEs.
Part of Speech (PoS) information:
PoS information is a critical feature for NERC. In this work, we use POS information of the current and/or the surrounding token(s) as the features. This information is obtained using GENIA tagger V2.0.2 2 , which is used to extract PoS information from the biomedical domain. The accuracy of the GENIA tagger is 98.26%.
6. Chunk information : We use GENIA tagger V2.0.2 to get the chunk information. Chunk information (or, shallow parsing features) provide useful evidences about the boundaries of biomedical NEs. In the current work, we use chunk information of the current and/or the surrounding token(s).
7. Dynamic feature: Dynamic feature denotes the output tags t i−3 t i−2 t i−1 , t i−2 t i−1 , t i−1 of the word w i−3 w i−2 w i−1 , w i−2 w i−1 , w i−1 preceding w i in the sequence w n 1 . This feature is used for SVM model. For CRF, we consider the bigram template that considers the combination of the current and previous output labels.
8. Unknown token feature: This is a binary valued feature that checks whether the current token was seen or not in the training corpus. In the training phase, this feature is set randomly.
9. Word normalization: We define two different types of features for word normalization. The first type of feature attempts to reduce a word to its stem or root form. This helps to handle the words containing plural forms, verb inflections, hyphen, and alphanumeric letters. The second type of feature indicates how a target word is orthographically constructed. Word shapes refer to the mapping of each word to their equivalence classes. Here each capitalized character of the word is replaced by 'A', small characters are replaced by 'a' and all consecutive digits are replaced by '0'. For example, 'IL' is normalized to 'AA', 'IL-2' is normalized to 'AA-0' and 'IL-88' is also normalized to 'AA-0'.
Head nouns:
Head noun is the major noun or noun phrase of a NE that describes its function or the property. For example, transcription factor is the head noun for the NE NF-kappa B transcription factor. In comparison to other words in NE, head nouns are more important as these play key role for correct classification of the NE class. In this work, we use only the unigram and bigram head nouns like receptor, protein, binding protein etc. For domain independence, we extract these head nouns from the training data only. These are compiled to generate a list of 912 entries that contain only the most frequently occurring head nouns. Apart from these head nouns, we also consider the unigrams and bigrams extracted from the left ends of the NEs of the training data. A list of 578 entries is created by considering only the most frequent such n-grams. A feature is defined that fires iff the current word or the sequence of words appears in either of these lists.
11. Verb trigger: These are the special type of verb (e.g., binds, participates etc.) that occur preceding to NEs and provide useful information about the NE class. To maintain the nature of domain independence, these trigger words are extracted automatically from the training corpus based on their frequencies of occurrences. A feature is then defined that fires iff the current word appears in the list of trigger words.
12. Word class feature: Certain kind of NEs, which belong to the same class, are similar to each other. The word class feature is defined as follows: For a given token, capital letters, small letters, numbers and non-English characters are converted to "A", "a", "O" and "-", respectively. Thereafter, the consecutive same characters are squeezed into one character. This feature will group similar names into the same NE class.
Informative words:
In general, biomedical NEs are too long and they contain many common words that are actually not NEs. For example, the function words such as of, and etc.; nominals such as active, normal etc. appear in the training data often more frequently but these don't help to recognize NEs. In order to select the most important effective words, we first list all the words which occur inside the multiword NEs. Thereafter digits, numbers and various symbols are removed from this list. For each word (w i ) of this list, a weight is assigned that measures how better the word is to identify and/or classify the NEs. This weight is denoted by NEweight (w i ), and calculated as follows:
NEweight(w i ) = Total no. of occurances of w i as part of a NE Total no. of occurances of w i in the training data
The effective words are finally selected based on the two parameters, namely NEweight and number of occurrences. The threshold values of these two parameters are selected based on some experiments. The words which have less than two occurrences inside the NEs are not considered as informative. The remaining words are divided into the following classes: -Class 1: This includes the words that occur more than 100 times. Here, we consider those words whose NEweights are greater than 0.4. -Class 2: This includes the words having occurrences ≥ 20 and < 100. Here, we set NEweight ≥ 0.6. -Class 3: This class includes the words having occurrences ≥ 10 and < 20. Here, we chose NEweight ≥ 0.75. -Class 4: This includes the words having occurrences ≥ 5 < 10. Here, we chose NEweight ≥ 0.85. -Class 5: This includes the words having occurrences < 5. Here, we chose NEweight ≥ 1.00.
We compile five different lists for the above five classes of informative words. A binary feature vector of length five is defined for each word. If the current word in training (or, test) is found in any particular list then the value of the corresponding feature is set to 1. This feature is a modification to the one used in (Saha, Sarkar & Mitra 2009). 14. Semantic feature: This feature is semantically motivated and exploits global context information. This is based on the content words in the surrounding context. We consider all unigrams in contexts w i+3 i−3 = w i−3 ...w i+3 of w i (crossing sentence boundaries) for the entire training data. We convert tokens to lower case, remove stopwords, numbers, punctuation and special symbols. Then we extracted 10 most frequent content words from this set of unigrams. Thereafter we define a feature vector of length 10 using these 10 most frequent content words. This feature is defined for each token instance. Given a classification instance, the feature corresponding to token t is set to 1 iff the context w i+3 i−3 of w i contains t.
Orthographic features:
We define a number of orthographic features depending upon the contents of the wordforms. Several binary features are defined which use capitalization and digit information. These features are: initial capital, all capital, capital in inner, initial capital then mix, only digit, digit with special character, initial digit then alphabetic, digit in inner. The presence of some special characters like (',','-','.',')','(' etc.) is very much helpful to detect NEs, especially in biomedical domain. For example, many biomedical NEs have '-' (hyphen) in their construction. Some of these special characters are also important to detect boundaries of NEs. We also use the features that check the presence of ATGC sequence and stop words. The complete list of orthographic features is shown in Table 1 .
Approach
A multiobjective GA (Ekbal, Saha & Garbe 2010) , along the lines of NSGA-II (Deb et al. 2002) , is now developed for solving the named entity recognition problem from biomedical domain using classifier ensembles.
Chromosome Representation and Population Initialization
If the total number of available classifiers is M and total number of output classes is O, then the length of the chromosome is M × O. Each chromosome encodes the weights of votes for possible O classes in each classifier. As an example, the encoding of a particular chromosome is shown in Figure 1 .
Here, M = 3 and O = 3 (i.e., total 9 votes can be possible). The weights of votes for 3 different output classes for each classifier are as follows: (i). Classifier1: 0.59, 0.12 and 0.56; (ii). Classifier2: 0.09, 0.91 and 0.02; (iii). Classifier3: 0.76, 0.5 and 0.21.
In the present work, we use real encoding. The entries of each chromosome are randomly initialized to a real value (r) between 0 and 1. Here, r = rand() RAND MAX+1 . If the population size is P then all the P number of chromosomes of the population are initialized in the above way.
Fitness Computation
Initially, the F-measure values of all the available classifiers (or, models) for each of the output classes are calculated based on the development data. Thereafter, we execute the following steps to compute the objective values.
• Suppose, there are total M number of classifiers. Let, the overall F-measure values of these M classifiers on the development data be
• For each word in the development data, we have M classes, each from a different classifier. Now for the ensemble classifier, the output class label for each word in the development data is determined using the weighted voting of these M classifiers' outputs. The weight of the output class provided by the i th classifier is equal to F i . The combined score of a particular class for a particular word w is:
Here, I(m, i) is the entry of the chromosome corresponding to the m th classifier and i th class; and op(w, m) denotes the output class provided by the classifier m for the word w. The class receiving the maximum combined score is selected as the joint decision.
• The overall recall, precision and F-measure values of this classifier ensemble for the 1/3 training data are calculated. • Steps 2 and 3 are repeated 3 times to perform 3-fold cross validation. The average recall and precision values of this cross validation are used as the two objective functions of the developed MOO technique.
Other Operators
Thereafter, the steps of NSGA-II are executed to optimize the above mentioned two objective functions. We use crowded binary tournament selection as in NSGA-II, followed by conventional crossover and mutation for the MOO based classifier ensemble. The most characteristic part of NSGA-II is its elitism operation, where the non-dominated solutions (Deb 2001 ) among the parent and child populations are propagated to the next generation. The near-Paretooptimal strings of the last generation provide the different solutions to the ensemble problem.
For every solution on the final Pareto optimal front, the overall average F-measure value of the vote based classifier ensemble for the 3-fold cross validation is calculated on the training data. The solution with the maximum F-measure value is selected as the best solution. Final results on the test data are reported using the classifier ensemble corresponding to this best solution. There can be many other different approaches of selecting a solution from the final Pareto optimal front.
Evaluation Results and Discussions
We evaluate our developed approach with the JNLPBA 2004 shared task datasets 3 . The datasets were extracted from the GENIA Version 3.02 corpus of the GENIA project. This was constructed by a controlled search on Medline using MeSH terms such as human, blood cells and transcription factors. From this search, 2000 abstracts of about 500K wordforms were selected and manually annotated according to a small taxonomy of 48 classes based on a chemical classification. Out of these classes, 36 classes were used to annotate the GENIA corpus. In the shared task, the datsets were further simplified to be annotated with only five NE classes, namely Protein, DNA, RNA, Cell line and Cell type (Jin-Dong, Tomoko & et al. 2004 ). The test set was relatively new collection of Medline abstracts from the GENIA project. The test set contains 404 abstracts of around 100K words. One half of the test data was from the same domain as that of the training data and the rest half was from the super domain of blood cells and transcription factors. In order to properly denote the boundaries of NEs, five classes are further divided using the BIO format, where 'B-XXX' refers to the beginning of a multi-word/single-word NE of type 'XXX', 'I-XXX' refers to the rest of the words of the NE and 'O' refers to the entities outside the NE.
We build a number of different CRF and SVM based classifiers by varying the various available features described earlier. In particular, along with the other features we varied the local contexts within the previous and next three words, i.e. w i+3 i−3 = w i−3 ...w i+3 . For constructing CRF based classifiers, we use the C ++ based CRF ++ package 4 , a simple, customizable, and open source implementation of CRF for segmenting or labeling sequential data. For constructing SVM based classifiers, we use YamCha 5 toolkit along with TinySVM-0.07 6 classifier. Here, we use both the one-vs-rest and pairwise multi-class decision methods, and the polynomial kernel function. The parameters of NSGA-II based ensemble technique are as follows: population size=100, number of generations=50, probability of mutation=0.2, probability of crossover=0.9. Performance of each classifier as well as of the overall system is measured in terms of the standard metrics, recall, precision and F-measure. We use the evaluation script, provided with the JNLPBA 2004 shared task 7 is used to measure recall, precision and F-measure.
We define three different baseline models as below:
• Baseline-1: All the individual classifiers are combined together into a final system based on the majority voting.
• Baseline-2: Classifiers are combined using weighted voting. Weights are calculated based on the average Fmeasure value of the 5-fold cross validation on the training data.
• Baseline-3: This is also based on weighted voting, but here we consider the individual class F-measure as the weight.
The CRF-based model exhibits the best performance with the recall, precision and F-measure values of 73.10%, 76.78% and 74.90%, respectively. The corresponding feature template considers the contexts of previous and next two tokens and their all possible n-gram (n ≤ 2) combinations from left to right, prefixes and suffixes of length upto 3 characters of only the current word, feature vector consisting of length, infrequent word, normalization, chunk, orthographic constructs, trigger word, semantic information, unknown word, head noun, word class, effective NE information of only the current token, and bigram feature combinations. The CRF-based system with context window of -3 to +3, prefixes and suffixes of length 4, with all the other features including the dynamic class information feature achieves the recall, recision and F-measure values of 76.63%, 73.04%, and 74.79%, respectively. The SVM based system with context window of -3 to +3, prefixes and suffixes of length 4 and with all the features achieves the recall, precision and F-measure values of 67.70%, 66.34%, and 67.01%, respectively. The overall evaluation results of the developed approaches are presented in Table 2 . The developed ensemble technique attains the final recall, precision and F-measure values of 74.10%, 77.58% and 75.80%, respectively. It performs superior to the best individual model, Baseline-1, Baseline-2 and Baseline-3 by 0.90, 2.48, 2.21 and 1.88 percentage F-measure points, respectively. We also compared our obtained results with all those state-of-the-art systems that were developed using the same data sets and within the same experimental setup. The highest performance attained by the existing approaches (GuoDong & Jian 2004 ) without using any domain dependant resource and/or tools like gazetteers, dictionaries, external NE taggers etc. was 72.55%, which is less than 3.25 points in comparison to our developed approach. Results show that classifier ensemble approach performs much better than individual classifiers with all relevant features. This is because by combining all the classifiers we can merge the goodness of different systems.
Conclusion
In this paper, we have developed some multiobjective classifier ensemble technique using the search capability of a GA based optimization technique, NSGA-II for NERC in biomedical domain. We hypothesized and have shown that rather than combining all the available classifiers blindly or eliminating some classifiers, quantification of the amount of voting for each class in each classifier could be a more fruitful approach. We have used CRF and SVM frameworks as the base classifiers to generate different classification models by varying the available features and/or feature templates. We came up with a very rich feature set that itself can achieve very high accuracy. Results on JNLPBA 2004 shared task data sets show that the overall performance attained by the developed MOO based techniques is better than the best individual classifier, several baselines and the state-of-the-art systems.
