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Abstract
We consider an inverse spectral problem for a class of singular Sturm–Liouville operators on the unit
interval with explicit singularity a(a + 1)/x2, a ∈ N, related to the Schrödinger operator with a radially
symmetric potential. The purpose of this paper is the global parametrization of potentials by the spectral
data λa and some norming constants κa . For a = 0 or 1, λa × κa is already known to be a global coordinate
system on L2
R
(0,1). Using some transformation operators, we show that this result holds for any non-
negative integer a; moreover, we give a description of the isospectral sets.
© 2007 Elsevier Inc. All rights reserved.
1. Introduction
The inverse spectral problem for Schrödinger operators with radial potential H := −Δ +
q(‖X‖) acting on the unit ball of R3 leads by separation of variables (see [1, pp. 160–161])
to the consideration of a collection of singular differential operators Ha(q), a ∈ N, acting on
L2
R
(0,1), defined by
Ha(q)y(x) :=
(
− d
2
dx2
+ a(a + 1)
x2
+ q(x)
)
y(x) = λy(x), x ∈ [0,1], λ ∈ C, (1.1)
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y(0) = y(1) = 0. (1.2)
Our goal is the investigation of the stability of the inverse spectral problem for Ha . To this end,
we construct for each a ∈ N a standard map λa × κa for potentials q ∈ L2
R
(0,1) with spectral
data λa and some terminal velocities κa .
Borg [2] and Levinson [3] proved that λ0 × κ0 is one-to-one on L2
R
(0,1); then Pöschel and
Trubowitz [4] completed this result, obtaining λ0 × κ0 as a global real analytic coordinate sys-
tem on L2
R
(0,1). Guillot and Ralston [5] extended their results to λ1 × κ1, passing through the
singularity inside the equation. Then Zhornitskaya and Serov [6] and Carlson [7] proved that for
all real a − 12 , λa × κa is one-to-one on L2R(0,1).
We complete these works by proving that for all a ∈ N, the map λa × κa is a local (and
therefore global) real analytic coordinate system on L2
R
(0,1). Moreover, we obtain a description
of the set of potentials with the same spectral data: these isospectral sets are proved to be smooth
manifolds, and explicit expressions for the tangent and normal spaces are computed. The key
point of the proof lies in the introduction of transformation operators: they help us to handle
Bessel functions naturally underlying in this problem.
2. The direct spectral problem
Some parts of the following properties are deduced or cited from [5–8]; nevertheless the main
structure is given by [4].
Let ω := λ1/2 (the determination of the square root is irrelevant because of the parity of
functions wherein it appears) and set, for all n ∈ N,
(2n + 1)!! := 1 · 3 · · · (2n + 1).
A basis for the solutions of (1.1) for q = 0 is given by
u(x,λ) = (2a + 1)!!
ωa+1
ja(ωx), v(x,λ) = − ω
a
(2a + 1)!!ηa(ωx),
where ja and ηa are spherical Bessel functions (see Appendix A). Because of their behavior near
x = 0, u(x,λ) is called the regular solution, it is analytic on [0,1] × C; v(x,λ) is called the
singular solution, it is analytic on (0,1] × C. Note that their Wronskian W(u, v) := uv′ − u′v is
independent of (x,λ) and is equal to 1.
Following Guillot and Ralston [5] but also Zhornitskaya and Serov [6], we construct solutions
for (1.1) (i.e. for q = 0) by Picard’s iteration method starting from u and v.
Let ϕ and ψ˜ be defined by
ϕ(x,λ, q) =
∑
k0
ϕk(x,λ, q), ψ˜(x,λ, q) =
∑
k0
ψ˜k(x,λ, q)
with
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{
ϕ0(x,λ, q) = u(x,λ),
ϕk+1(x,λ, q) =
∫ x
0 G(x, t, λ)q(t)ϕk(t, λ, q)dt, k ∈ N;
(2.1a)
{
ψ˜0(x,λ,V ) = v(x,λ),
ψ˜k+1(x,λ, q) = −
∫ 1
x
G(x, t, λ)q(t)ψ˜k(t, λ, q)dt, k ∈ N.
(2.1b)
The function G appearing in (2.1a) and (2.1b) is called the Green’s function and is given by
G(x, t, λ) = v(x,λ)u(t, λ) − u(x,λ)v(t, λ), (x, t) ∈ (0,1) × (0,1).
This construction is justified in the next lemma.
Below, the standard notations
〈f,g〉 =
1∫
0
f (t)g(t)dt, ‖f ‖L2
C
(0,1) =
√〈f,f 〉
are used for the inner product and norm on L2
C
(0,1).
Lemma 2.1. The series (ϕk(x,λ, q))k and (xaψ˜k(x,λ, q))k defined by (2.1a) and (2.1b) con-
verge uniformly on bounded subsets of [0,1] × C × L2
C
(0,1) towards solutions of (1.1). More-
over, they satisfy the integral equations
ϕ(x,λ, q) = u(x,λ)+
x∫
0
G(x, t, λ)q(t)ϕ(t, λ, q)dt, (2.2a)
ψ˜(x,λ, q) = v(x,λ) −
1∫
x
G(x, t, λ)q(t)ψ˜(t, λ, q)dt, (2.2b)
and the estimates
∣∣ϕ(x,λ, q)∣∣ Ce|Imω|x( x
1 + |ω|x
)a+1
, (2.3a)
∣∣ψ˜(x,λ, q)∣∣ Ce|Imω|(1−x)(1 + |ω|x
x
)a
, (2.3b)
uniformly on bounded subsets of L2
C
(0,1).
Proof. We will give the proof for ϕ, the proof for ψ˜ being the same. By the estimate (A.4), we
have
∣∣u(x,λ)∣∣Ce|Imω|x( x )a+1. (2.4)
1 + |ω|x
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ϕ1(x,λ, q) =
x∫
0
G(x, t, λ)q(t)u(t, λ)dt.
By (2.4) and the estimate (A.6) for the Green’s function, we get
∣∣ϕ1(x,λ, q)∣∣ C2e|Imω|x
(
x
1 + |ω|x
)a+1 x∫
0
t |q(t)|
1 + |ω|t dt.
By successive iterations and recurrence, we obtain for all positive integers n:
∣∣ϕn(x,λ, q)∣∣ Cn+1
n! e
|Imω|x
(
x
1 + |ω|x
)a+1( x∫
0
t |q(t)|
1 + |ω|t dt
)n
. (2.5)
This proves the uniform convergence on bounded subsets of [0,1] × C ×L2
C
(0,1) for ϕ and the
estimate (2.3a). The integral relation (2.2a) follows from (2.1a) and the uniform convergence of
the series defining ϕ. 
Corollary 2.1. For the solutions ϕ and ψ˜ of (1.1), the following estimates hold
∣∣ϕ(x,λ, q) − u(x,λ)∣∣ Ce|Imω|x( x
1 + |ω|x
)a+1 x∫
0
t |q(t)|
1 + |ω|t dt, (2.6a)
∣∣ψ˜(x,λ, q) − v(x,λ)∣∣ Ce|Imω|(1−x)(1 + |ω|x
x
)a 1∫
x
t |q(t)|
1 + |ω|t dt. (2.6b)
Moreover their derivatives with respect to x, denoted by ′, satisfy
ϕ′(x,λ, q) = u′(x,λ) +
x∫
0
∂G
∂x
(x, t, λ)q(t)ϕ(t, λ, q)dt, (2.7a)
ψ˜ ′(x,λ, q) = v′(x,λ) −
1∫
x
∂G
∂x
(x, t, λ)q(t)ψ˜(t, λ, q)dt, (2.7b)
and
∣∣ϕ′(x,λ, q) − u′(x,λ)∣∣ Ce|Imω|x( x
1 + |ω|x
)a x∫
t |q(t)|
1 + |ω|t dt, (2.8a)
0
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x
)a+1 1∫
x
t |q(t)|
1 + |ω|t dt, (2.8b)
uniformly on the bounded subsets of L2
C
(0,1).
Proof. For the first estimate, it suffices to add up the estimates (2.5) for all n ∈ N, starting at
n = 1. The integral equations (2.7) follow by derivation, and the estimates (2.8) are deduced
using (A.7) and (A.9). 
Remark 1. Notice that for ω = 0 and all t ∈ [0,1],
0 t
1 + |ω|t =
1
|ω|
|ω|t
1 + |ω|t 
1
|ω| .
Hence the inequalities (2.6) and (2.8) of Corollary 2.1 can be seen as asymptotic estimates for
ω → ∞. They lead to
W(λ, q) :=W(ϕ(·, λ, q), ψ˜(·, λ, q))= 1 +O( 1
ω
)
, ω → ∞, (2.9)
assuming that |Imω|A, for any fixed real A 0.
According to [8,9], following [5], there exists a function ψ(x,λ, q) such that xaψ(x,λ, q)
is analytic on C × L2
C
(0,1) for all x ∈ [0,1] and such that {ϕ,ψ} is a basis for the solutions of
(1.1), with the normalization
W(ϕ,ψ) = 1. (2.10)
By construction, the behavior of ϕ at x = 0 is inherited from u; thus the normalization by the
condition (2.10) leads to the following boundary conditions at x = 0
lim
x→0+
ϕ(x,λ, q)
xa+1
= 1, lim
x→0+
xaψ(x,λ, q) = 1.
Hence, ψ is called the singular solution of (3.1).
According to (2.9), W(λ, q) has no zeros near the real axis and we can take as singular
solution the one defined by
ψ(x,λ, q) = ψ˜(x,λ, q)W(λ, q) . (2.11)
Remark 2. For real values of a(a − 12 ), it is interesting to read [6,7] in particular because non
integer values of this parameter correspond to the spectral problem for the radial Schrödinger
operator acting on the unit ball of an even-dimensional space.
Taking advantage of the uniform convergence of the series stated in Lemma 2.1, we deduce
the regularity of ϕ and ψ˜ .
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(a) For all x ∈ [0,1], ϕ(x,λ, q) is analytic on C × L2
C
(0,1). Moreover, it is real valued on
R × L2
R
(0,1).
(b) The map ϕ : (λ, q) → ϕ(·, λ, q) is analytic from C × L2
C
(0,1) to H 2([0,1],C).
(c) For all x ∈ [0,1], xaψ˜(x,λ, q) is analytic on C×L2
C
(0,1) and real valued on R×L2
R
(0,1).
As a consequence, W(λ, q) is an analytic function on C × L2
C
(0,1), and thus ψ , defined by
(2.11), has the same regularity as ψ˜ .
Now, we are able to obtain the expression for the gradients of the regular solution with respect
to λ and q . For this, following [4], we compute the differential of ϕ with respect to q:
[
dqϕ(x,λ, q)
]
(v) =
x∫
0
G˜(x, t, λ, q)v(t)ϕ(t, λ, q)dt,
where
G˜(x, t, λ, q) = ψ(x,λ, q)ϕ(t, λ, q) − ϕ(x,λ, q)ψ(t, λ, q).
Let H be any Hilbert space, we define the gradient of any continuously differentiable map
f :H → C, using the Riesz representation theorem, as the unique element in H such that
dxf (v) = 〈v,∇xf 〉.
So, if we write the later expression of [dqϕ(x,λ, q)](v) as an inner product, we obtain
Proposition 2.2. (Gradients for the regular solution.) For all q ∈ L2
C
(0,1), we have
∇qϕ(x,λ, q)(t) = ϕ(t, λ, q)
[
ψ(x,λ, q)ϕ(t, λ, q) − ϕ(x,λ, q)ψ(t, λ, q)]1[0,x](t),
∇qϕ′(x,λ, q)(t) = ϕ(t, λ, q)
[
ψ ′(x,λ, q)ϕ(t, λ, q) − ϕ′(x,λ, q)ψ(t, λ, q)]1[0,x](t)
and
∂ϕ
∂λ
(x,λ, q) = −[dqϕ(x,λ, q)](1).
2.1. Spectral data
In the sequel, the potential q is real-valued, i.e.
q ∈ L2
R
(0,1).
F. Serier / J. Differential Equations 235 (2007) 101–126 1072.1.1. Eigenvalues
For the localization of the spectrum and the normalization of the eigenfunctions, we follow
[4,5]. The boundary conditions (1.2) define the spectrum of (1.1)–(1.2) as the zero set of the
entire function λ → ϕ(1, λ, q). From the results of Zhornitskaya and Serov [6], we deduce the
simplicity and the localization of the spectrum. The regularity and the expression for the gradient
of each eigenvalue follow from [8]. These results are gathered in the next theorem. To this end,
some notation is needed.
Notation 2.1. Let (λa,n(q))n1 be the set of eigenvalues of Ha(q). For every integer n 1, we
associate to λa,n(q) the eigenvector t → gn(t, q) defined by the normalization
gn(t, q) = ϕ(t, λa,n(q), q)‖ϕ(·, λa,n(q), q)‖L2
R
(0,1)
.
Theorem 2.1. For all a ∈ N and all q ∈ L2
R
(0,1), the spectrum of the problem (1.1)–(1.2) is a
strictly increasing sequence of real eigenvalues λa(q) = (λa,n(q))n1 which are all real analytic
on L2
R
(0,1) and satisfy
λa,n(q) =
(
n+ a
2
)2
π2
(
1 +O
(
1
n
))
, (2.12a)
∇qλa,n(t) = gn(t, q)2. (2.12b)
Corollary 2.2. For q ∈ L2
R
(0,1), the asymptotic estimates
gn(t, q) =
√
2ja
(
ωa,n(q) t
)+O(1
n
)
, (2.13)
∇qλa,n(t) = 2ja
(
ωa,n(q) t
)2 +O(1
n
)
, (2.14)
λa,n(q) =
(
n + a
2
)2
π2 +O(1), (2.15)
hold uniformly on bounded subsets of [0,1] × L2
R
(0,1).
Proof of Corollary 2.2. According to Remark 1, for ω ∈ R, (2.6a) can be expressed as
ϕ(x,λ, q) = (2a + 1)!!
ωa+1
ja(ωx) +O
(
1
ω
(
x
1 + |ω|x
)a+1)
. (2.16)
Thus,
1∫
ϕ(t, λ, q)2 dt = (2a + 1)!!
2
ω2a+2
1∫ [
ja(ωt) +O
(
1
ω
( |ω|x
1 + |ω|x
)a+1)]2
dt.0 0
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[
ja(ωt) +O
(
1
ω
( |ω|x
1 + |ω|x
)a+1)]2
= ja(ωt)2 +O
(
1
ω
( |ω|x
1 + |ω|x
)2a+2)
,
hence
1∫
0
ϕ(t, λ, q)2 dt = (2a + 1)!!
2
ω2a+2
[ 1∫
0
ja(ωt)
2 dt +O
(
1
ω
)]
.
Relation (A.14) gives
1∫
0
ϕ(t, λ, q)2 dt = 1
2
(2a + 1)!!2
ω2a+2
[
1 +O
(
1
ω
)]
. (2.17)
The relations (2.13) and (2.14) are obtained using both (2.16) and (2.17) and taking into account
that ωa,n(q) = (n+ a2 )π +O(1). In order to obtain (2.15), we write
λa,n(q) − λa,n(0) =
1∫
0
d
dt
(
λa,n(tq)
)
dt =
1∫
0
〈∇tqλa,n, q〉dt
=
∫ ∫
[0,1]2
2ja
(
ωa,n(tq)x
)2
q(x)dx dt +O
(
1
n
)
.
Thus,
λa,n(q) = λa,n(0) +
1∫
0
q(t)dt +
∫ ∫
[0,1]2
[
2ja
(
ωa,n(tq)x
)2 − 1]q(x)dx dt +O(1
n
)
. (2.18)
By (A.4), the above double integral is bounded uniformly on bounded subsets of L2
R
(0,1). We
conclude, using [10, Eq. (2.10)], i.e.
λa,n(0) =
(
n+ a
2
)2
π2 − a(a + 1) + 2(n). 
The asymptotic expansion of the eigenvalues is far from optimal, but at this point we cannot
do better without investigating more closely the double integral in (2.18). In the regular case, i.e.
a = 0, the Bessel function in the double integral is simply a trigonometric function and taking
the asymptotic expansion, this double integral is nothing but the square summable Fourier cosine
coefficient of q . But for the general case, i.e. a = 0 this is not so easy. So, we need some tools to
handle this integration with some Bessel functions.
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To solve the inverse spectral problem, the knowledge of other spectral data is needed. Indeed,
even for the regular case, the eigenvalues do not completely characterize the potential q . Never-
theless, partial results (as Borg’s theorem for even potentials) exist. Let us introduce the suitable
additional data:
Definition 2.1. For all a ∈ N and all integers n 1, the terminal velocity κa,n(q) is defined by
κa,n(q) = ln
∣∣∣∣ϕ′(1, λa,n(q), q)u′(1, λa,n(0))
∣∣∣∣.
Moreover, let an(t, q) be the function given by
an(t, q) = ϕ
(
t, λa,n(q), q
)
ψ
(
t, λa,n(q), q
)
.
Let us mention some properties of these items:
Theorem 2.2. For all a ∈ N and all integers n  1, the map q → κa,n(q) is real analytic on
L2
R
(0,1). Its gradient is given by
∇qκa,n(t) = −an(t, q) + ∇qλa,n(t)
1∫
0
an(s, q)ds, (2.19)
and satisfies the estimate
∇qκa,n(t) = 1
ωa,n
ja(ωa,nt)ηa(ωa,nt) +O
(
1
n2
)
, (2.20)
uniformly on bounded subsets of [0,1] ×L2
R
(0,1).
Proof. The regularity of κa,n follows from the regularity of λa,n and ϕ. The expression for its
gradient is obtained by a straightforward calculation using Proposition 2.2.
We now determine the asymptotic value of the gradient. Estimates (2.6a)–(2.6b) and (2.9) lead
to
an(x, q) =
[
u(x,λa,n) +O
(
1
ωa,n
(
x
1 + |ωa,nx|
)a+1)]
×
[
v(x,λa,n) +O
(
1
ωa,n
(
1 + |ωa,nx|
x
)a)]
,
then, the definitions of u and v give
an(x, q) = −1
ωa,n
[
ja(ωa,nx) +O
(
1
ωa,n
[ |ωa,n|x
1 + |ωa,nx|
]a+1)]
×
[
ηa(ωa,nx) +O
(
1
[
1 + |ωa,nx|]a)]
.
ωa,n |ωa,n|x
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an(t, q) = −1
ωa,n
ja(ωa,nx)ηa(ωa,nx) +O
(
1
ω2a,n
)
.
Now, we have
1∫
0
an(t, q)dt = −1
ωa,n
1∫
0
ja(ωa,nt)ηa(ωa,nt)dt +O
(
1
ω2a,n
)
.
The desired result can now be obtained using (A.15). 
As noticed previously, accurate estimates for the terminal velocities are hard to obtain com-
pared to the regular case (a = 0). Indeed, we have the relation
κa,n(q) =
1∫
0
d
dt
(
κa,n(tq)
)
dt =
1∫
0
〈∇tqκa,n, q〉L2
R
(0,1) dt.
Using (2.20), we get
κa,n(q) =
∫ ∫
[0,1]2
ja(ωa,n(tq)x)ηa(ωa,n(tq)x)
ωa,n(tq)
q(x)dx dt +O
(
1
n2
)
. (2.21)
Hence it follows that
κa,n(q) =O
(
1
n
)
,
where theO( 1
n2
) accuracy is lost. As Guillot and Ralston [5] for the case a = 1, we will use some
transformation operators to overcome this problem.
We finish our study of the direct problem by stating some algebraic properties of the gradients
and constructing the spectral map.
2.2. Orthogonality
Proposition 2.3. For all a ∈ N and all (n,m) ∈ N2, n,m 1, we have
(1) 〈gn2, ddx g2m〉 = 0,
(2) 〈an, ddx g2m〉 = 12δn,m,
(3) 〈an, ddx am〉 = 0.
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with n,m 1; an integration by parts gives
〈
g2n,
d
dx
g2m
〉
= 1
2
1∫
0
[
g2n
(
g2m
)′ − g2m(g2n)′]dt =
1∫
0
gngmW(gn, gm)dt.
When n = m, the first relation is true. Now suppose n = m, we use the identity
d
dx
W(gn, gm) = (λa,n − λa,m)gngm
to obtain 〈
g2n,
d
dx
g2m
〉
= 1
2(λa,n − λa,m)
[W(gn, gm)2]10 = 0. 
Now, we deduce some algebraic properties of the gradients. For this, recall the definition of
the linear independence in a Hilbert space.
Definition 2.2. A family (uk)k1 of vectors in a Hilbert space is called free, or its vectors are
called linearly independent if each vector of this family does not belong to the closed linear span
of all the others. Precisely
∀k  1, uk /∈ Span{uj | j  1, j = k}.
Corollary 2.3. (Gradients and orthogonality.) For all a ∈ N, the following statements hold
(a) The vectors {1, {g2n−1}n1} are linearly independent, as well as { ddx g2n}n1. Moreover, these
two families are orthogonal.
(b) For all (n,m) ∈ N2, n,m 1 we have
(i) 〈∇qκa,n, ddx (∇qκa,m)〉 = 0,
(ii) 〈∇qκa,n, ddx (∇qλa,m)〉 = 12δn,m,
(iii) 〈∇qλa,n, ddx (∇qλa,m)〉 = 0.
2.3. The spectral map
We define the spectral map λa × κa :L2
R
(0,1) → R × ∞
R
× ∞
R
by
[
λa × κa](q) =
( 1∫
0
q(t)dt,
(
λ˜a,n(q)
)
n1,
(
nκa,n(q)
)
n1
)
, (2.22)
where λ˜a,n(q) is given, using (2.18), by
λa,n(q) =
(
n + a
2
)2
π2 +
1∫
q(t)dt − a(a + 1) + λ˜a,n(q), n 1.0
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Theorem 2.3. The map λa × κa is real analytic from L2
R
(0,1) into R× ∞
R
× ∞
R
. Its differential
is given by
dq
(
λa × κa)(v) = (〈1, v〉, (〈∇q λ˜a,n, v〉)n1, (〈n∇qκa,n, v〉)n1).
Note that this result is not optimal for the target space. To improve this, we now introduce
some transformation operators.
3. Transformation operators
This idea is the key point for an inverse spectral problem of this type. It was first introduced
by Guillot and Ralston [5] for a = 1 in order to transform inner products with the first Bessel
functions into inner products with trigonometric functions, the latter being easier to handle. Suc-
cessfully used in [8,11], Rundell and Sacks present in [10] these operators stepwise:
• First, for any integer a, construct an elementary operator Sa which “maps” Bessel functions
related to Ha(q) into Bessel functions related to Ha−1(q).
• Then, take the composition of these elementary operators in order to reach Bessel functions
related to H0(q), in other words, trigonometric functions.
Notation 3.1. Let Φa and Ψa be defined by
Φa(x) = ja(x)2 and Ψa(x) = ja(x)ηa(x), x ∈ [0,1].
The following lemmas extend these results in two directions. First, as Guillot and Ralston [5]
did for a = 1, we obtain a transformation property for the family (Ψa)a related to the terminal
velocities. A second and new improvement is some transformation properties for the families
(Φ ′a)a and (Ψ ′a)a related to the dual family appeared in Corollary 2.3. Furthermore, we will use
them to describe the isospectral sets.
Lemma 3.1. For all a ∈ N∗, we define Sa acting from L2C(0,1) to L2C(0,1) by
Sa[f ](x) = f (x) − 4ax2a−1
1∫
x
f (t)
t2a
dt. (3.1)
These operators have the following properties:
(i) The adjoint operator of Sa is
S∗a [g](x) = g(x) −
4a
x2a
x∫
0
t2a−1g(t)dt. (3.2)
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∀(a, b) ∈ N2, SaSb = SbSa.
(iii) Sa is a bounded operator in L2C(0,1).
(iv) Sa is a Banach isomorphism between L2C(0,1) and (x → x2a)⊥.
Its inverse is given by the bounded operator on L2
C
(0,1) defined by
Aa[g](x) = g(x) − 4a
x2a+1
x∫
0
t2ag(t)dt.
(v) Φa and Ψa have the properties
Φa = −S∗a [Φa−1], Ψa = −S∗a [Ψa−1], (3.3)
Φ ′a = −Aa[Φ ′a−1], Ψ ′a = −Aa[Ψ ′a−1]. (3.4)
Lemma 3.2. For all a ∈ N∗, let Ta be defined by
Ta = (−1)a+1SaSa−1 · · ·S1.
Then, the following statements hold
(i) Ta is a bounded one-to-one operator on L2C(0,1) such that:
For all q ∈ L2
C
(0,1) and all λ ∈ C,
1∫
0
[
2Φa(λt) − 1
]
q(t)dt =
1∫
0
cos(2λt)Ta[q](t)dt, (3.5)
1∫
0
Ψa(λt)q(t)dt = −12
1∫
0
sin(2λt)Ta[q](t)dt. (3.6)
(ii) The adjoint of Ta satisfies
2Φa(λx) − 1 = T ∗a
[
cos(2λx)
]
, Ψa(λx) = T ∗a
[
−1
2
sin(2λx)
]
(3.7)
and its kernel is
ker(T ∗a ) = Span
{
x2, x4, . . . , x2a
}
.
(iii) Ta defines a Banach isomorphism between L2C(0,1) and (ker(T ∗a ))⊥.
Its inverse is given by the bounded operator in L2
C
(0,1) defined by
Ba[f ] := (−1)a+1AaAa−1 · · ·A1,
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Φ ′a(λx) = Ba
[−sin(2λx)], Ψ ′a(λx) = Ba[−cos(2λx)]. (3.8)
The proof of these results is based on properties of Bessel functions for the calculation part
and lies on Hardy inequalities for the functional analysis part. For a detailed proof, we refer to
[10]. The new facts follow similarly (see [12, Section 3.1]).
We first use these operators to improve the estimates of the spectral data.
Proposition 3.1. The following relations hold uniformly on bounded subsets of L2
R
(0,1):
λa,n(q) =
(
n + a
2
)2
π2 +
1∫
0
q(t)dt − a(a + 1) + 2(n), (3.9a)
nκa,n(q) = 2(n). (3.9b)
Proof. According to (2.18) and (2.21), it suffices to investigate the behavior of the integral terms
In and Jn defined by
In(q) =
∫ ∫
[0,1]2
[
2ja
(
ωa,n(tq)x
)2 − 1]q(x)dx dt,
Jn(q) =
∫ ∫
[0,1]2
ja(ωa,n(tq)x)ηa(ωa,n(tq)x)
ωa,n(tq)
q(x)dx dt.
We use (3.5) and (3.6) to get
In(q) =
∫ ∫
[0,1]2
cos
(
2ωa,n(tq)x
)
Ta[q](x)dx dt,
Jn(q) = −
∫ ∫
[0,1]2
sin(2ωa,n(tq)x)
2ωa,n(tq)
Ta[q](x)dx dt.
From (2.12a), we have ωa,n = (n + a2 )π +O( 1n ). Hence
In(q) =
1∫
0
cos
(
(2n + a)πx)Ta[q](x)dx +O
(
1
n
)
,
Jn(q) = −1
(2n+ a)π
1∫
0
sin
(
(2n + a)πx)Ta[q](x)dx +O
(
1
n2
)
.
These two relations lead to the result. 
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Notation 3.2. For all a ∈ N and all integers n 1, we introduce
Va,n(x, q) := 2
[
d
dx
∇qλa,n
]
, Wa,n(x, q) := −2
[
d
dx
∇qκa,n
]
. (3.10)
Remark 3. According to the orthogonality relations from Corollary 2.3, this family {Va,n,Wa,n;
n 1} can be referred to as the dual family of the gradients.
Proposition 3.2. Uniformly on bounded subsets of [0,1] × L2
R
(0,1), we have
Va,n(x, q) = 4ωa,n
(
Φ ′a(ωa,nx) +O
(
1
n
))
, (3.11a)
Wa,n(x, q) = −2Ψ ′a(ωa,nx) +O
(
1
n
)
. (3.11b)
Proof. We only prove the first identity, the second one follows similarly. We have, according to
the expression (2.12b) for the gradient ∇qλa,n,
Va,n(x, q) = 2 ddx
(
gn(x, q)
2)= 4gn(x, q)g′n(x, q).
The estimate (2.8a) combined with (2.17) and (2.9) leads to
g′n(x, q) =
√
2ωa,nj ′a(ωa,nx) +O(1).
Finally, gathering the above relation with (2.13), we conclude that
Va,n(x, q) = 4ωa,n
(
2ja(ωa,nx)j ′a(ωa,nx) +O
(
1
n
))
. 
4. The inverse spectral problem
Collecting the information of the previous sections, the spectral map λa ×κa defined by (2.22)
is a real analytic map from L2
R
(0,1) into R × 2
R
× 2
R
, for any a ∈ N. We are now in a position
to state the main result of this paper:
Theorem 4.1. For all integers a  1 and all q ∈ L2
R
(0,1), dq(λa × κa) is a Banach isomorphism
from L2
R
(0,1) onto R × 2
R
× 2
R
.
According to the papers of Zhornitskaya and Serov [6] and Carlson [7], for all real numbers
a  − 12 , the map λa × κa is one-to-one on L2R(0,1). We immediately deduce the following
consequence:
Corollary 4.1. For all integers a  1, the map λa ×κa is a global real analytic coordinate system
on L2 (0,1).R
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orthogonality relations of Corollary 2.3, the family
{1} ∪ {∇q λ˜a,n}n1 ∪ {∇qκa,n}n1
is free in L2
R
(0,1). Let rn and sn be defined by
rn(x) = ∇q λ˜a,n(x) −
(
2Φa(ωa,nx) − 1
)
, (4.1a)
sn(x) = ∇qκa,n(x) − 1
ωa,n
Ψa(ωa,nx). (4.1b)
Using Lemma 3.2, we have, for all v ∈ L2
R
(0,1),
〈∇q λ˜a,n, v〉 =
1∫
0
(
cos(2ωa,nt) +Rn(t)
)
Ta[v](t)dt, (4.2a)
〈∇qκa,n, v〉 = −12ωa,n
1∫
0
(
sin(2ωa,nt) + Sn(t)
)
Ta[v](t)dt, (4.2b)
with
Rn = B∗a [rn],
−Sn
2ωa,n
= B∗a [sn]. (4.3)
Moreover, recall that Ta[1] = −1, in particular
〈1, v〉 =
1∫
0
v(t)dt =
1∫
0
−Ta[v](t)dt.
With the introduction of the bounded operator F defined for w ∈ L2
R
(0,1) by
F(w) =
(
〈−1,w〉,{〈t → cos(2ωa,nt) +Rn(t),w〉}n1,{〈
t → −n
2ωa,n
(
sin(2ωa,nt) + Sn(t)
)
,w
〉}
n1
)
,
we obtain the factorization dq(λa × μa)(v) = F ◦ Ta[v].
According to Lemma 3.2, the transformation operator Ta is invertible from L2R(0,1)
onto (Span{x2, x4, . . . , x2a})⊥. Thus, we have to show that F is invertible as a map from(
Span{x2, x4, . . . , x2a})⊥ onto R×2
R
×2
R
. For this, following [5], we extend F into an operator
F from L2
R
(0,1) into R × 2
R
× 2
R
, mapping functions in L2
R
(0,1) to their Fourier coefficients
(or, more simply, their inner products with each element of the considered family) with respect
to the family
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→ t2j}
j∈[[1,a]] ∪
{
t → cos(2ωa,nt) +Rn(t)
}
n1
∪
{
t → −n
2ωa,n
(
sin(2ωa,nt) + Sn(t)
)}
n1
. (4.4)
This map F will turn out to be a linear isomorphism according to [4, Appendix D, Theorem 3]:
Lemma 4.1. Let F = {fn}n∈N be a sequence in a Hilbert space H , with the two following prop-
erties
(a) There exists an orthonormal basis E = {en}n∈N of H for which
∑
‖fn − en‖22 < ∞.
(b) The vectors fn,n ∈ N are linearly independent.
Then {fn}n∈N is a basis of H and the map F :x → {(fn, x)}n∈N is a linear isomorphism between
H and 2
R
.
We consider the orthonormal basis of L2
R
(0,1)
E = {1,√2 cos 2πx,√2 sin 2πx, . . . ,√2 cos 2nπx,√2 sin 2nπx, . . .},
if a is even (as in [4] for a = 0), and
E = {√2 cosπx,√2 sinπx, . . . ,√2 cos(2n+ 1)πx,√2 sin(2n + 1)πx, . . .},
if a is odd (as in [5] for a = 1).
The estimates (2.14) and (2.20) combined with (4.1) show that
‖rn‖L2
R
(0,1) =O
(
1
n
)
, ‖sn‖L2
R
(0,1) =O
(
1
n2
)
.
Hence the boundedness of B∗a and the relations given in (4.3) prove that
‖Rn‖L2
R
(0,1) =O
(
1
n
)
, ‖Sn‖L2
R
(0,1) =O
(
1
n
)
,
which implies condition (a) after normalization. Lemma 4.2 stated bellow gives condition (b),
thus the proof is complete. 
We now state the lemma which allows us to prove Theorem 4.1. The ingredients of the proof
are similar to the proof given in [5], but we improve the method in a systematic way (for each a).
Lemma 4.2. The family F defined by (4.4) is a free family in L2 (0,1).
R
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T ∗a
(
t → cos(2ωa,nt)+ Rn(t)
)= ∇q λ˜a,n
and
T ∗a
(
t → −1
2ωa,n
(
sin(2ωa,nt) + Sn(t)
))= ∇qκa,n.
Since T ∗a is bounded and the family {1} ∪ {∇q λ˜a,n}n1 ∪ {∇qκa,n}n1 is free, the vectors
{1} ∪ {t → cos(2ωa,nt) +Rn(t)}n1 ∪
{
t → −1
2ωa,n
(
sin(2ωa,nt) + Sn(t)
)}
n1
are linearly independent.
For k ∈ [[1, a]], we define the function Xk(t) = t2k . We now show that Xk is not contained
in the closure of Span{F \ {Xk}}. (We should prove, by induction on k from a to 1, that Xk /∈
Span{F \ {Xj , j ∈ [[k, a]]}}, but this is not necessary since it suffices to take α(j)m = 0 for all
m ∈ [[k, a]] in the next expression.)
Suppose the contrary. Then, there exists a sequence
X
(j)
k (t) = α(j)0 +
∑
m∈[[1,a]]
m =k
α
(j)
m Xm(t) +
∑
n∈[[1,Nj ]]
a
(j)
n
(
cos(2ωa,nt)+ Rn(t)
)
+
∑
n∈[[1,Nj ]]
b
(j)
n
−1
2ωa,n
(
sin(2ωa,nt)+ Sn(t)
)
,
for all j ∈ N, with Nj ∈ N, Nj < ∞ and α(j)m , a(j)n , b(j)n ∈ R, such that
X
(j)
k −→
j→∞Xk in L
2
R
(0,1).
Since T ∗a (Xm) = 0 for m = 1, . . . , a, the sequence
w(j) := T ∗a
(
X
(j)
k
)= −α(j)0 + ∑
n∈[[1,Nj ]]
a
(j)
n ∇q λ˜a,n + b(j)n ∇qκa,n
converges to 0 in L2
R
(0,1) for j → ∞. Thus, Corollary 2.3 gives
α
(j)
0 =
1∫
0
w(j)(t)dt −→
j→∞ 0, (4.5a)
a
(j)
n = −2
1∫
w(j)(t)
d
dx
(∇qκa,n)dt −→
j→∞ 0, (4.5b)0
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(j)
n = −2
1∫
0
w(j)(t)
d
dx
(∇qλa,n)dt −→
j→∞ 0. (4.5c)
Choose χ ∈ C∞0 ([0,1],R) with support in [δ,1] for some δ > 0 and satisfying
〈χ,Xm〉 = δk,m, m ∈ [[1, a]],
and
〈
Ba[χ],1
〉= 0, i.e. 〈χ,1〉 = c(k, a)〈χ,Xk〉.1
The smoothness and support properties of χ imply that
1∫
0
χ(t) cos(2ωa,nt)dt,
1∫
0
χ(t) sin(2ωa,nt)dt =O
(
1
nN
)
, ∀N ∈ N,
and that Ba[χ] is C∞([0,1],R) has support in [δ,1].
We plug estimate (2.6a) in the integral expression (2.2a), then use (2.17), as well as (A.4) and
(A.6), to obtain the estimate
rn(x) = 1‖ϕn‖22
(
2u(x,λa,n)
x∫
0
G(x, t, λa,n)q(t)u(t, λa,n)dt
)
+
(
1
‖ϕn‖22
− 2λa,n
a+1
(2a + 1)!!2
)
u(x,λa,n)
2 +O
(
1
n2
)
, (4.6)
which holds uniformly on [0,1].
Lemma 4.3 implies that the family
{〈
χ, t → cos (2ωa,nt) +Rn(t)
〉}
n1
is an element of 1
R
.
We now turn to sn. From the relations (4.1b) and (2.19), we get
sn(x) = −an(x, q) + ∇qλa,n(x)
1∫
0
an(t, q)dt − 1
ωa,n
Ψa(ωa,nx)
= −an(x, q) +
(
2Φa(ωa,nx) + rn(x)
) 1∫
0
an(t, q)dt − 1
ωa,n
Ψa(ωa,nx)
1 c(k, a) represents the Xk ’s component of Ba∗[1]. It can by computed by induction on a: Ba∗[1] = −1 +∑a
m=1 c(m,a)Xm. In particular, c(1, a) = a(a + 1) (idem [5] when a = 1).
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1∫
0
an(t, q)dt + rn(x)
1∫
0
an(t, q)dt − 1
ωa,n
Ψa(ωa,nx).
Substitute (2.6a) and (2.6b) in the integral expressions (2.2a) and (2.2b), respectively; then use
(A.4), (A.5), (A.6), (A.8) and the Wronskian estimate (2.9) to obtain the following uniform esti-
mate on [0,1]
sn(x) = −v(x,λa,n)
x∫
0
G(x, t, λa,n)q(t)u(t, λa,n)dt
+ u(x,λa,n)
1∫
x
G(x, t, λa,n)q(t)v(t, λa,n)dt
+ 2Φa(ωa,nx)
1∫
0
an(t, q)dt
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
s˜n(x)
+ rn(x)
1∫
0
an(t, q)dt
+ 1
ωa,n
Ψa(ωa,nx)
(W(λa,n, q)−1 − 1)+O
(
1
n3
)
. (4.7)
Lemma 4.4 shows that the family{〈
χ, t → −n
2ωa,n
(
sin(2ωa,nt)+ Sn(t)
)〉}
n1
is an element of 1
R
.
Writing
〈
χ,X
(j)
k
〉= α(j)0 〈χ,1〉 + ∑
n∈[[1,Nj ]]
a
(j)
n
〈
χ, t → cos(2ωa,nt) + Rn(t)
〉
+
∑
n∈[[1,Nj ]]
b
(j)
n
〈
χ, t → −1
2ωa,n
(
sin(2ωa,nt) + Sn(t)
)〉
completes the proof. Indeed, the following estimates, deduced from (3.11) and (4.5),
∣∣a(j)n ∣∣C, ∣∣b(j)n ∣∣ Cn, ∀(n, j) ∈ N2,
imply, by the dominated convergence theorem, that
〈
χ,X
(j)
k
〉 −→ 0,
j→∞
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Lemma 4.3. In the context of the proof of Lemma 4.2, we have{〈χ,Rn〉}n1 ∈ 1R.
Proof. Let rn,1 and rn,2 be the first and second terms in (4.6). Recall that
〈χ,Rn〉 =
〈
χ,B∗a [rn]
〉= 〈Ba[χ], rn〉.
Hence, we have to show that {〈Ba[χ], rn,j 〉} ∈ 1R, j = 1,2. First consider rn,2:
〈
Ba[χ], rn,2
〉= 〈Ba[χ],
(
1
‖ϕn‖22
− 2λa,n
a+1
(2a + 1)!!2
)
u(x,λa,n)
2
〉
=
〈
Ba[χ],
(
(2a + 1)!!2
2λa,na+1‖ϕn‖22
− 1
)
2ja(ωa,nx)2
〉
.
With (2.17), we have
〈
Ba[χ], rn,2
〉=O( 1
ωa,n
)〈
Ba[χ],2ja(ωa,nx)2
〉
.
Then the hypothesis on Ba[χ] gives
〈
Ba[χ], rn,2
〉=O( 1
ωa,n
)〈
Ba[χ],2ja(ωa,nx)2 − 1
〉
,
and Lemma 3.2 leads to the result. Now, turn to rn,1 and write as before
rn,1(x) = 1‖ϕn‖22
(
2u(x,λa,n)
x∫
0
G(x, t, λa,n)q(t)u(t, λa,n)dt
)
= 2(2a + 1)!!
2
ωa,n2a+2‖ϕn‖22
ja(ωa,nx)
x∫
0
G(x, t, λa,n)q(t)ja(ωa,nt)dt.
With (A.4) and (A.6) we get
x∫
0
G(x, t, λa,n)q(t)ja(ωa,nt)dt =O
(
1
ωa,n
)
,
and, by (2.17), we have
rn,1(x) = 4ja(ωa,nx)
x∫
G(x, t, λa,n)q(t)ja(ωa,nt)dt +O
(
1
n2
)
.0
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〈
Ba[χ], rn,1
〉= 4
ωa,n
1∫
0
Ba[χ](x)ja(ωa,nx)2
x∫
0
q(t)ja(ωa,nt)ηa(ωa,nt)dt dx
− 4
ωa,n
1∫
0
Ba[χ](x)ja(ωa,nx)ηa(ωa,nx)
x∫
0
(t)ja(ωa,nt)
2 dt dx +O
(
1
n2
)
.
But Ba[χ] has support in [δ,1] for some δ > 0. Thus, the relations (A.2) and (A.3) give
〈
Ba[χ], rn,1
〉= 2
ωa,n
1∫
0
Ba[χ](x)
(
1 − cos(2ωa,nx − aπ)
) x∫
0
q(t)ja(ωa,nt)ηa(ωa,nt)dt dx
− 2
ωa,n
1∫
0
Ba[χ](x) sin(2ωa,nx − aπ)
x∫
0
q(t)ja(ωa,nt)
2 dt dx +O
(
1
n2
)
.
An integration by parts of each term with cos(ωa,nx) or sin(ωa,nx) leads to
〈
Ba[χ], rn,1
〉= 2
ωa,n
1∫
0
Ba[χ](x)
x∫
0
q(t)ja(ωa,nt)ηa(ωa,nt)dt dx +O
(
1
n2
)
.
Finally, interchanging the order of integration and using the properties of the transformation
operator, we obtain the relation
〈
Ba[χ], rn,1
〉= −1
ωa,n
1∫
0
sin(2ωa,nt)Ta
[
t → q(t)
1∫
t
Ba[χ](x)dx
]
dt +O
(
1
n2
)
,
which completes the proof. 
Lemma 4.4. In the context of the proof of Lemma 4.2, we have{〈χ,Sn〉}n1 ∈ 1R.
Proof. Recall that
〈χ,Sn〉 = −2ωa,n
〈
χ,B∗a [sn]
〉= −2ωa,n〈Ba[χ], sn〉.
The proof is similar to the proof of Lemma 4.3 for s˜n (see (4.7)): in the inner product 〈Ba[χ], s˜n〉,
we replace 2Φa(λa,nx) by 2Φa(λa,nx) − 1 and use the transformation operator. For the two
following terms in s˜n, as previously, we have to use the support property of Ba[χ], asymp-
totic expressions deduced from (A.2) and (A.3), integrate by parts terms with cos (2ωa,nx) or
sin (2ωa,nx) and finally invert the order of integration and use the transformation operators.
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〈
Ba[χ], sˆn
〉=O( 1
n2
) 1∫
0
Ba[χ](t)ja(ωa,nt)ηa(ωa,nt)dt
=O
(
1
n2
) 1∫
δ
Ba[χ](t) sin(2ωa,nt)dt +O
(
1
n3
)
.
Thus {n〈Ba[χ], sˆn〉}n1 is an element of 1R, and the proof is complete. 
As announced earlier, we can go further in solving the inverse spectral problem, i.e. we give
an explicit expression of the inverse map of dq(λa × κa), which will help us to describe the
isospectral sets. Now, this is rather easy since the transformation operator behaves very well,
especially with the dual family {Va,n,Wa,n; n 1} of the gradients.
Corollary 4.2. For all a ∈ N, λa ×κa is a local real analytic isomorphism on L2
R
(0,1). Moreover,
for all a ∈ N and q ∈ L2
R
(0,1), the inverse of dq(λa × κa) is the bounded linear map from
R × 2
R
× 2
R
onto L2
R
(0,1) given by
(
dq
(
λa × κa))−1(η0, η, ξ) = η0 +∑
n1
ηnWa,n +
∑
n1
ξn
n
Va,n.
Proof. The first part of the corollary follows from Theorem 4.1 and from the inverse function
theorem. Let (η0, η, ξ) ∈ R × 2R × 2R and define
u = η0 +
∑
n1
ηnWa,n +
∑
n1
ξn
n
Va,n.
Since Ba is bounded, the estimates (3.11a) and (3.11b) together with the relations (3.8) give
1
n
Va,n(x, q) = Ba
[
4ωa,n
n
sin(2ωa,nx) +O
(
1
n
)]
and
Wa,n(x, q) = Ba
[
−2 cos(2ωa,nx) +O
(
1
n
)]
.
The definition of ξ and η, the estimate of the eigenvalues and the boundedness of Ba imply
the convergence in L2
R
(0,1) for the series defining u.
From Corollary 2.3, we have
〈1, u〉 = η0,
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〈∇q λ˜a,n, u〉 = ηn, 〈n∇qκa,n, u〉 = ξn.
Thus, we have dq(λa × κa)(u) = (η0, η, ξ), which proves the corollary. 
We finish with the description of the isospectral sets. For q0 ∈ L2R(0,1), we define the isospec-
tral set, i.e. the set of potentials with same Dirichlet spectrum as q0, by Iso(q0, a) = {q ∈
L2
R
(0,1): λa(q) = λa(q0)}. The novelty of the following result is the explicit description of
the tangent and normal spaces.
Theorem 4.2. For all a ∈ N and q0 ∈ L2R(0,1), the following statements hold
(a) Iso(q0, a) is a real analytic submanifold of L2R(0,1) of infinite dimension and codimension,
lying in the hyperplane of all functions with mean value ∫ 10 q0(t)dt .
(b) At every point q of Iso(q0, a), the tangent space is
Tq Iso(q0, a) =
{∑
n1
ξn
n
[
d
dx
∇qλa,n
]
: ξ ∈ 2
R
}
,
and the normal space is
Nq Iso(q0, a) =
{
η0 +
∑
n1
ηn(∇qλa,n − 1): (η0, η) ∈ R × 2R
}
.
Proof. The first part of (a) is given by [8, Theorem 1.3], the second part follows directly from
(3.9a). Corollary 4.2 gives the expression of the tangent space, since
Tq Iso(q0, a) =
(
dq
(
λa × κa))−1({0
R×2
R
} × 2
R
)
.
By Corollary 2.3, the family {1, g2n − 1: n  1} is a free family orthogonal to the free family
(Va,n)n1. In other words, we have{
η0 +
∑
n1
ηn
(
g2n − 1
)
: (η0, η) ∈ R × 2R
}
⊂ Nq Iso(q0).
The opposite inclusion follows from the fact that any vector orthogonal to {1, g2n − 1: n 1} is,
with regard to the Fréchet derivative of λa , in the null space of dqλa . 
As a concluding remark, we recall that the characterization of the spectrum of each operator
Ha(q) was obtained by Carlson in [8, Theorem 1.1].
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The spherical Bessel functions ja and ηa are defined by
ja(z) =
√
πz
2
Ja+1/2(z), ηa(z) = (−1)a
√
πz
2
J−a−1/2(z), (A.1)
where Jν is the Bessel function of first kind with order ν (see [13] for details).
From [13, formulas (1) and (2), Section 7.11, p. 78], they have the asymptotic behavior
ja(z) = sin
(
z − aπ
2
)
+O
(
e|Im z|
|z|
)
, |z| → ∞, (A.2)
ηa(z) = cos
(
z − aπ
2
)
+O
(
e|Im z|
|z|
)
, |z| → ∞. (A.3)
The following estimates can be found in [7,12] (see [12, Annexe A] for proofs)
• Uniform estimates on C:
∣∣ja(z)∣∣Ce|Im z|
( |z|
1 + |z|
)a+1
, (A.4)
∣∣ηa(z)∣∣ Ce|Im z|
(
1 + |z|
|z|
)a
. (A.5)
• Estimates for the Green’s function G(x, t, λ) for 0 t  x:
∣∣G(x, t, λ)∣∣ C( x
1 + |ω|x
)a+1(1 + |ω|t
t
)a
exp
(|Imω|(x − t)), (A.6)
∣∣∣∣∂G∂x (x, t, λ)
∣∣∣∣C
(
x
1 + |ω|x
)a(1 + |ω|t
t
)a
exp
(|Imω|(x − t)). (A.7)
• Estimates for the Green’s function G(x, t, λ) for 0 x  t  1:
∣∣G(x, t, λ)∣∣ C(1 + |ω|x
x
)a(
t
1 + |ω|t
)a+1
exp
(|Imω|(t − x)), (A.8)
∣∣∣∣∂G∂x (x, t, λ)
∣∣∣∣ C
(
1 + |ω|x
x
)a+1(
t
1 + |ω|t
)a+1
exp
(|Imω|(t − x)). (A.9)
Rewriting relations (54)–(56) of [13, Section 7.2.8, p. 11–12], we get
xj ′a(x) = xja−1(x) − aja(x), (A.10)
xj ′a−1(x) = aja−1(x) − xja(x), (A.11)
xη′a(x) = xηa−1(x) − aηa(x), (A.12)
xη′a−1(x) = aηa−1(x) − xηa(x). (A.13)
126 F. Serier / J. Differential Equations 235 (2007) 101–126We also deduce the following uniform estimates with ω ∈ R, |ω| → +∞
1∫
0
ja(ωt)
2 dt = 1
2
[
1 +O
(
1
ω
)]
, (A.14)
1∫
0
ja(ωt)ηa(ωt)dt =O
(
1
ω
)
. (A.15)
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