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Abstrak. Penelitian ini bertujuan untuk membuat 
sistem pendukung keputusan seleksi penerima 
beasiswa Bidik Misi Universitas Negeri Makassar 
menggunakan Algoritma K-Means Clustering. 
Penelitian ini merupakan jenis penelitian Research 
and Development (R&D) dan menggunakan model 
pendekatan prototipe (prototyping).Teknik 
analisis data yang digunakan adalah deskriptif. 
Hasil dari penelitian ini adalah sebuah sistem 
pendukung keputusan seleksi penerima beasiswa 
BidikMisi menggunakan algoritma K-Means 
Clustering. Sistem ini berbasis web dan merupakan 
sebuah alternatif dalam meningkatkan keefisienan 
pendaftaran dan penyeleksian penerima 
mahasiswa BidikMisi. Algoritma yang dipakai 
adalah K-Means Clustering. Algoritma ini membagi 
data ke dalam kedua kelompok yaitu kelompok 
penerima beasiswa BidikMisi sebagai Cluster 1 dan 
kelompok bukan penerima beasiswa BidikMisi 
sebagai Cluster 2. Hasil validasi sistem pada validator 
ahli diperoleh 67% penilaian sangat baik dan 33% 
penilaian baik. Pada uji sistem terhadapat user 
diperoleh 64% yang memberi penilaian sangat baik, 32% 
yang memberi penilaian baik, dan 2% yang memberi 
penilaian cukup baik. Kesimpulannya, sistem ini layak 
dan dapat digunakan untuk seleksi penerima beasiswa 
Bidik Misi di Universitas Negeri Makassar. 
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Abstract. This study aims to create a selection 
decision support system for Makassar State 
University Bidik Misi scholarship using the K-
Means Clustering Algorithm. This research is a 
type of Research and Development (R & D) 
research and uses a prototype approach 
(prototyping). The data analysis technique 
used is descriptive. The results of this study 
are a support system for the selection of 
recipients of the BidikMisi scholarship using 
the K-Means Clustering algorithm. This system 
is web-based and is an alternative in increasing 
the registration efficiency and selection of 
BidikMisi student recipients. The algorithm 
used is K-Means Clustering. This algorithm 
divides the data into two groups, namely the 
BidikMisi scholarship recipient group as 
Cluster 1 and the non-BidikMisi scholarship 
recipient group as Cluster 2. The results of 
system validation on expert validators 
obtained 67% very good ratings and 33% good 
ratings. In the system test, the user obtained 
64% who gave a very good rating, 32% gave a 
good assessment, and 2% gave a good rating. 
In conclusion, this system is feasible and can 
be used for selection of Bidik Misi scholarship 
recipients at Makassar State University. 
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PENDAHULUAN 
Tujuan pemberian beasiswa adalah untuk mendukung kemajuan dunia 
pendidikan. Pemerataan kesempatan belajar bagi para mahasiswa yang berprestasi 
dan kurang berprestasi, namun secara ekonomis tidak atau kurang mampu secara 
ekonomi. Mendorong dan mempertahankan semangat belajar mahasiswa sehingga 
mampu tetap berprestasi dan bergairah dalam menyelesaikan studi. Namun pada 
penerapannya sangat berkebalikan, kesalahpahaman tentang arti beasiswa itu 
menjadi sebuah polemik yang sering muncul dan semakin terlihat jelas. Lebih 
parahnya lagi, dana besiswa yang diberikan sering kali disalah gunakan oleh oknum 
penerima beasiswa yang tidak bertanggung jawab. Realita itu sudah menjadi suatu 
hal yang tidak tabu lagi. Seyogyanya yang mendapat beasiswa adalah yang benar-
benar kurang mampu.  
Di Universitas Negeri Makassar  terdapat program pemberian beasiswa salah 
satunya adalah beasiswa BidikMisi, tetapi sistem penerimaan masih berjalan manual 
sehingga terdapat kelemahan pada sistem penyelesian, salah satunya kurang 
tepatnya penyaluran beasiswa. Hal ini terjadi karena pihak yang diberi kepercayaan 
dalam pengambilan keputusan melihat kriteria-kriteria yang ditentukan secara 
terpisah dan juga dipengaruhi oleh jumlah data calon penerima beasiswa yang 
masuk.  
Proses seleksi penerimaan beasiswa secara manual yaitu dengan 
menginputkan satu persatu data mahasiswa ke dalam file spreadsheet kemudian 
melakukan sorting data mahasiswa seringkali menimbulkan beberapa permasalahan, 
antara lain membutuhkan waktu yang lama dan ketelitian yang tinggi. Selain itu, 
transparansi serta ketidakjelasan metodologi yang digunakan dalam proses 
komputasi penerimaan beasiswa juga menjadi salah satu permasalahan, sehingga 
dibutuhkan suatu sistem yang dapat membantu dalam proses pengambilan 
keputusan dalam menentukan mahasiswa yang direkomendasikan untuk menerima 
beasiswa berdasarkan kriteria-kriteria yang telah ditentukan secara cepat dan tepat 
sasaran. 
Salah satu metode yang dapat digunakan untuk menyelesaikan permasalahan 
tersersebut adalah metode K-Means Clustering merupakan salah satu metode data 
clusetring non hirarki yang berusaha mempartisi data yang ada ke dalam bentuk satu 
atau lebih cluster/kelompok. Metode ini mempartisi data ke dalam cluster/kelompok 
sehingga data yang memiliki karakteristik sama dikelompokkan ke dalam satu cluster 
yang sama.(Agusta, 2007). Dibutuhkan suatu sistem yang dapat membantu pihak 
universitas dalam pengambilan keputusan berdasarkan kriteria-kriteria tersebut. 
Sistem pendukung keputusan (SPK) atau Decision support systems (DSS) merupakan 
salah satu bagian dari sistem informasi yang sudah banyak diterapkan untuk 
memudahkan pengambilan keputusan baik untuk jangka pendek, menengah, 
ataupun panjang. Sejumlah keputusan yang diambil dapat berhubungan dengan 
bidang pendidikan terutama dalam pengambilan keputusan penerima beasiswa. 
Sistem pendukung keputusan seleksi penerima beasiswa BidikMisi menggunakan 
metode K-Means Clustering ini diharapkan dapat membantu dalam pengambilan 
keputusan mahasiswa penerima beasiswa secara cepat dan tepat sasaran. 
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METODE PENELITIAN 
Penelitian ini adalah penelitian research and development (R&D). R&D adalah 
metode penelitian yang digunakan untuk menghasilkan produk tertentu, dan 
menguji kefektifan produk tersebut. Hasil produk tertentu digunakan penelitian yang 
bersifat analisis kebutuhan dan untk menguji kefektifan produk tersebut supaya 
dapat berfungsi di masyarakat luas, maka diperlukan penelitian untuk menguji 
kefektifan priduk tersebut (Sugiyono, 2013). 
Tahapan penelitian dalam membangun sistem ini yaitu dengan menggunakan 
model pengembangan protyping. model prototyping adalah proses iteratif dalam 
pengembangan sistem dimana kebutuhan diubah ke dalam sistem yang bekerja 
(working system) yang secara terus menerus diperbaiki melalui kerjasama antara 
pengguna dan analis (Fatta, 2007: 36). Berikut tahapan – tahapan dalam model 
prototyping: 
1. Pengumpulan kebutuhan Sistem 
Peneliti, melakukan wawancara tentang bagaimana sistem pengambilan 
keputusan penerima beasiswa Bidik Misi tersebut, mengidentifikasikan semua 
kebutuhan sistem, dan garis besar sistem yang akan dibuat dari pihak - pihak yang 
terkait.   
2. Membangun Prototyping  
Membangun prototyping dengan membuat perancangan sementara yang 
berfokus pada penyajian kepada user (misalnya dengan membuat input dan format 
output). 
3. Evaluasi Protoptyping  
Evaluasi ini dilakukan oleh user apakah prototyping yang sudah dibangun sudah 
sesuai dengan keinginan user. Jika sudah sesuai maka langkah 4 akan diambil. Jika 
tidak prototyping direvisi dengan mengulang langkah 1, 2 , dan 3. 
4. Mengkodekan Sistem  
Dalam tahap ini perancangan prototyping akan diterjemahkan ke dalam bahasa 
pemrograman PHP. 
5. Menguji Sistem  
Setelah sistem sudah menjadi suatu perangkat lunak yang siap pakai, harus dites 
dahulu sebelum digunakan. Pengujian ini dilakukan dengan uji White Box. 
6. Evaluasi Sistem  
User mengevaluasi apakah sistem yang sudah jadi sudah sesuai dengan yang 
diharapkan . Jika ya, langkah 7 dilakukan; jika tidak, ulangi langkah 4 dan 5. 
7. Menggunakan Sistem  
Perangkat lunak yang telah melalui beberapa tahap pengujian dan dinyatakan valid 
untuk digunakan akan digunakankan oleh user. Ditahap ini penggunaan system telah 
sempurna dari cacat atau sering disebut bugs.  
Dalam membangun sistem FMADM ini, data input yang dibutuhkan merupakan 
kriteria – kriteria yang akan dijadikan sebagai faktor untuk menentukan penerima 
beasiswa. Kriteria tersebut antara lain adalah:  
1. Nilai Rapor 
2. Pengahasilan Orang Tua 
3. Jumlah Tanggungan Orang Tua 
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4. Sumber Listrik  
5. Kepemilikan Rumah. 
Bobot setiap kriteria di atas terhadap pengambilan keputusan ditentukan 
oleh pembuat keputusan dan dinyatakan dalam himpunan bilangan fuzzy. Nilai 
variabel dari masing-masing kriteria di atas akan dikonversikan ke himpunan data 
fuzzy,setelah itu baru bisa diinput kedalam sistem.  Setelah kriteria-kriteria yang 
menjadi acuan pengambilan keputusan di tentukan, selanjutnya menentukan 
rating kecocokan setiap alternatif pada setiap kriteria. Bobot kepentingan setiap 
kriteria terhadap proses pengambilan keputusan ini dipetakan kedalam sebuah 
himpunan fuzzy untuk menentukan rating kecocokannya. 
Penerapan metode FMADM dalam penelitian ini memerlukan kriteria. 
Kriteria tersebut akan ditentukan bobotnya. Bobot yang ditentukan antara lain 
sangat rendah (SR), rendah (R), Sedang (S), Tengah (T1), tinggi (T2), dan sangat 
tinggi (ST) seperti terlihat dalam kurva segitiga pada gambar 1. 
 
 
Gambar 1. Kurva Segitiga untuk Bobot 
 
Dari masing-masing bobot tersebut, maka dibuat suatu variabel yang akan 
dirubah ke dalam bilangan fuzzy dengan rumus yaitu variabel ke-n/n-1 kemudian 
dikalikan dengan 10 agar berbentuk bilangan bulat positif. 
 
Tabel 2. Bobot Setiap Kriteria dalam bilangan Fuzzy 
 
Variabel Bobot (Nilai) 
Sangat Rendah (SR) Vaiabel ke-0/6-1= 0 
Rendah (R) Vaiabel ke-1/6-1= 0,2x10=2 
Sedang (S) Vaiabel ke-2/6-1= 0,4x10=4 
Tengah (T1) Vaiabel ke-3/6-1=0,6x10=6 
Tinggi (T2) Vaiabel ke-4/6-1= 0,8x10=8 
Sangat Tinggi (ST) Vaiabel ke-5/6-1= 1x10=10 
 
Dalam memproses data input dengan Algoritma K-means Clustering terdapat 
beberapa tahap. Oleh sebab itu dalam penelitian ini diambil nilai maksimum sebagai 
pengurang sehingga hasil seleksi akan kontan jaraknya mekipun nilai jarak akan 
sedikit berubah karena pengaruh nilai maksimum data yang selalu berubah. Tahap 
perhitungan dalam sistem ini antara lain: 
1. Langkah 1: Menentukan banyak cluster dimana banyak cluster dalam penelitian 
ini adalah 1 (k=1) yaitu cluster penerima beasiswa. Banyak cluster harus lebi kecil 
dari pada banyaknya data (k<n). 
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2. Langkah 2: Tentukan jumlah cluster yang diinginkan (misalnya:k=2)  
3. Langkah 3: Hitutng jarak data dengan centroid (iterasi 1) menggunakan rumus 
Euclidean Distance: 
𝑑(𝑥𝑗,𝑐𝑗) = ∑ (𝑥𝑗−𝑐𝑗)
2𝑛
𝑗=1        
Keterangan: 
d= jarak 
j= banyaknya data  
c=centroid (diambil nilai maksimum dari data) 
x=data 
 
HASIL DAN PEMBAHASAN 
Pengujian Sistem 
Dalam pengujian sistem digunakan 5 orang pendaftar dengan masing-masing 
data kriteria yang telah dibobotkan ke dalam angka. Data-data tersebut akan dibagi 
ke dalam dua cluster yaitu cluster masuk kategori(C1) dan tidak masuk kategori(C2). 
Dalam memproses data input dengan Algoritma K-means Clustering terdapat 
beberapa tahap. Tahap perhitungan dalam sistem ini antara lain: 
a. Langkah 1: Menentukan banyak cluster dimana banyak cluster dalam penelitian 
ini adalah 1 (k=1) yaitu cluster penerima beasiswa. Banyak cluster harus lebih kecil 
dari pada banyaknya data (k<n). 
 
Tabel 2. Tabel Data Sumber 
N(pendaftar) Kr1 kr2 kr3 kr4 kr5 
1 10 8 10 10 10 
2 10 10 10 10 10 
3 6 8 6 6 8 
4 8 10 8 10 10 
5 6 8 6 6 6 
 
b. Langkah 2: Tentukan jumlah cluster yang diinginkan (misalnya:k=2)  
 
Tabel 3. Centroid pada iterasi 1 
 
 
 
 
c. Langkah 3: Hitung jarak data dengan centroid (iterasi 1) menggunakan rumus 
Euclidean Distance: 
𝑑(𝑥𝑗,𝑐𝑗) = ∑ (𝑥𝑗−𝑐𝑗)
2𝑛
𝑗=1       
Keterangan: 
d= jarak 
j= banyaknya data  
c=centroid (diambil nilai maksimum dari data) 
x=data 
 kr1 kr2 kr3 kr4 kr5 
M1 10 10 10 10 10 
M2 4 4 4 4 4 
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Jarak data dengan cluster 1 adalah: 
𝑑(𝑛1𝑀1)
= √(𝑘𝑟1−𝑐𝑀1)2 + (𝑘𝑟2−𝑐𝑀1)2 + (𝑘𝑟3−𝑐𝑀1)2 + (𝑘𝑟4−𝑐𝑀1)2 + (𝑘𝑟5−𝑐𝑀1)2 
                 =
√(10 − 10)2 + (8 − 10)2 + (10 − 10)2 + (10 − 10)2 + (10 − 10)2 = 2 
𝑑(𝑛2𝑀1)
= √(𝑘𝑟1−𝑐𝑀1)2 + (𝑘𝑟2−𝑐𝑀1)2 + (𝑘𝑟3−𝑐𝑀1)2 + (𝑘𝑟4−𝑐𝑀1)2 + (𝑘𝑟5−𝑐𝑀1)2 
                 =
√(10 − 10)2 + (10 − 10)2 + (10 − 10)2 + (10 − 10)2 + (10 − 10)2 = 0 
𝑑(𝑛3𝑀1)
= √(𝑘𝑟1−𝑐𝑀1)2 + (𝑘𝑟2−𝑐𝑀1)2 + (𝑘𝑟3−𝑐𝑀1)2 + (𝑘𝑟4−𝑐𝑀1)2 + (𝑘𝑟5−𝑐𝑀1)2 
                 = √(6 − 10)2 + (8 − 10)2 + (6 − 10)2 + (6 − 10)2 + (8 − 10)2 =
7.4833147735479 
𝑑(𝑛4𝑀1)
= √(𝑘𝑟1−𝑐𝑀1)2 + (𝑘𝑟2−𝑐𝑀1)2 + (𝑘𝑟3−𝑐𝑀1)2 + (𝑘𝑟4−𝑐𝑀1)2 + (𝑘𝑟5−𝑐𝑀1)2 
                 = √(8 − 10)2 + (10 − 10)2 + (8 − 10)2 + (10 − 10)2 + (10 − 10)2 =
2.8284271247462 
𝑑(𝑛5𝑀1)
= √(𝑘𝑟1−𝑐𝑀1)2 + (𝑘𝑟2−𝑐𝑀1)2 + (𝑘𝑟3−𝑐𝑀1)2 + (𝑘𝑟4−𝑐𝑀1)2 + (𝑘𝑟5−𝑐𝑀1)2 
                 = √(6 − 10)2 + (8 − 10)2 + (6 − 10)2 + (6 − 10)2 + (6 − 10)2 =
8.2462112512353 
 
 
Jarak data dengan cluster 2 adalah: 
𝑑(𝑛1𝑀2)
= √(𝑘𝑟1−𝑐𝑀2)2 + (𝑘𝑟2−𝑐𝑀2)2 + (𝑘𝑟3−𝑐𝑀2)2 + (𝑘𝑟4−𝑐𝑀2)2 + (𝑘𝑟5−𝑐𝑀2)2 
                 = √(10 − 4)2 + (8 − 4)2 + (10 − 4)2 + (10 − 4)2 + (10 − 4)2 =
12.649110640674 
𝑑(𝑛2𝑀2)
= √(𝑘𝑟1−𝑐𝑀2)2 + (𝑘𝑟2−𝑐𝑀2)2 + (𝑘𝑟3−𝑐𝑀2)2 + (𝑘𝑟4−𝑐𝑀2)2 + (𝑘𝑟5−𝑐𝑀2)2 
                = √(10 − 4)2 + (10 − 4)2 + (10 − 4)2 + (10 − 4)2 + (10 − 4)2 =
13.416407864999 
𝑑(𝑛3𝑀2)
= √(𝑘𝑟1−𝑐𝑀2)2 + (𝑘𝑟2−𝑐𝑀2)2 + (𝑘𝑟3−𝑐𝑀2)2 + (𝑘𝑟4−𝑐𝑀2)2 + (𝑘𝑟5−𝑐𝑀2)2 
                  = √(6 − 4)2 + (8 − 4)2 + (6 − 4)2 + (6 − 4)2 + (8 − 4)2 =
6.6332495807108 
𝑑(𝑛4𝑀2)
= √(𝑘𝑟1−𝑐𝑀2)2 + (𝑘𝑟2−𝑐𝑀2)2 + (𝑘𝑟3−𝑐𝑀2)2 + (𝑘𝑟4−𝑐𝑀2)2 + (𝑘𝑟5−𝑐𝑀2)2 
                  = √(8 − 4)2 + (10 − 4)2 + (10 − 4)2 + (8 − 4)2 + (10 − 4)2 =
11.832159566199 
𝑑(𝑛5𝑀2)
= √(𝑘𝑟1−𝑐𝑀2)2 + (𝑘𝑟2−𝑐𝑀2)2 + (𝑘𝑟3−𝑐𝑀2)2 + (𝑘𝑟4−𝑐𝑀2)2 + (𝑘𝑟5−𝑐𝑀2)2 
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                  = √(6 − 4)2 + (8 − 4)2 + (6 − 4)2 + (6 − 4)2 + (6 − 4)2 =
5.6568542494924 
 
Tabel hasil perhitungan jarak selengkapnya antara masing-masing data dengan 
centroid:  
Tabel 4. Tabel jarak terhadap pusat Cluster 
 
  
 
 
 
 
 
 
 
Pada langkah ini dihitung pula rasio antara besaran BCV (Between Cluster 
Variation) dengan WCV (Within Cluster Variation) : 
Karena centroid M1=(10,10,10,10,10) ,M2=(4,4,4,4,4) 
𝑑(𝑀1𝑀2) = √(𝑀1−𝑀2)2 + (𝑀1−𝑀2)2 + (𝑀1−𝑀2)2 + (𝑀1−𝑀2)2 + (𝑀1−𝑀2)2 
 = √(10 − 4)2 + (10 − 4)2 + (10 − 4)2 + (10 − 4)2 + (10 − 4)2 =
13.416407864999 
BCV= 13.416407864999 
 
Dalam hal ini d(mi,mj) menyatakan jarak Euclidean dari m ke mj. Menghitung WCV 
yaitu dengan memilih jarak terkecil antara data dengan centroid pada masing-masing 
cluster: 
Tabel 5. Tabel jarak terkecil ke Centroid 
 
    
 
 
 
 
 
WCV=22+02+6.63324958071082+2.82842712474622+ 5.65685424949242 =88 
Sehingga Besar Rasio = BCV/WCV = 13.416407864999/ 88 = 0.15245918028408 
Karena langkah ini merupakan iterasi 1 maka lanjutkan ke langkah berikutnya 
yakni pembaruan centroid dengan menghitung rata-rata nilai pada masing-masing 
cluster. 
 
 
 
 
 
 
N 
Jarak ke 
centroid cluster1 
Jarak ke centroid 
cluster2 
Jarak 
terdekat 
1 2 12.649110640674 C1 
2 0 13.416407864999 C1 
3 7.4833147735479 6.6332495807108 C2 
4 2.8284271247462 11.832159566199 C1 
5 8.2462112512353 5.6568542494924 C2 
N Jarak ke Centroid Terkecil 
1 2 
2 0 
3 6.6332495807108 
4 2.8284271247462 
5 5.6568542494924 
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Tabel 6. Tabel centroid baru 
 
 
 
 
 
 
 
 
 
 
 
 
Sehingga didapatkan centroid baru yaitu : M1=(9.333,9.333,9.333,10,10), 
M2=(6,8,6,6,7).Jika masih ada data yang berpindah cluster atau jika nilai centroid 
diatas nilai ambang, atau jika nilai pada fungsi obyektif yang digunakan masih diatas 
ambang. Selanjutnya pada langkah ini dilakukan penempatan lagi data dalam 
centroid terdekat sama seperti yang dilakukan dilangkah-3. Untuk menghitung jarak 
ke centroid masing-masing cluster pada n1 sbb:  
Data: (10,8,10,10,10), M1=(9.333,9.333,9.333,10,10), M2=(6,8,6,6,7). 
 
𝑑(𝑛1𝑀1)
= √(𝑘𝑟1−𝑐𝑀1)2 + (𝑘𝑟2−𝑐𝑀1)2 + (𝑘𝑟3−𝑐𝑀1)2 + (𝑘𝑟4−𝑐𝑀1)2 + (𝑘𝑟5−𝑐𝑀1)2 
                  =
√(10 − 9.333)2 + (8 − 9.333)2 + (10 − 9.333)2 + (10 − 10)2 + (10 − 10)2 
                  = 1.6329931618555 
𝑑(𝑛1𝑀2)
= √(𝑘𝑟1−𝑐𝑀1)2 + (𝑘𝑟2−𝑐𝑀1)2 + (𝑘𝑟3−𝑐𝑀1)2 + (𝑘𝑟4−𝑐𝑀1)2 + (𝑘𝑟5−𝑐𝑀1)2 
                 = √(10 − 6)2 + (8 − 8)2 + (10 − 6)2 + (10 − 6)2 + (10 − 7)2 
                 = 7.5498344352707 
 
Tabel 7. Tabel jarak terhadap pusat Cluster iterasi 2 
 
 
 
 
 
 
 
 
 
 
Dari tabel diatas didapatkan keanggotaan Cluster1 = {1,2,4} dan cluster2 ={3,5} . 
Pada langkah ini dihitung pula rasio antara besaran BCV (Between Cluster Variation) 
dengan WCV (Within Cluster Variation) : BCV= 7, WCV=1.63299316185552+ 
cluster 1 
n kr1 kr2 kr3 kr4 kr5 
1 10 8 10 10 10 
2 10 10 10 10 10 
4 8 10 8 10 10 
mean 9.333 9.333 9.333 10 10 
cluster 2 
3 6 8 6 6 8 
5 6 8 6 6 6 
mean 6 8 6 6 7 
N 
Jarak ke centroid 
cluster1 
Jarak ke centroid 
cluster2 
Jarak 
terdekat 
1 1.6329931618555 7.5498344352707 C1 
2 1.1547005383793 7.8102496759067 C1 
3 6.6332495807108 1 C2 
4 2 6.0827625302982 C1 
5 7.4833147735479 1 C2 
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1.15470053837932+12+22+12=10, sehingga Besar Rasio = BCV/WCV = 7/10 = 0,7. Bila 
dibandingkan maka rasio sekarang (0,7) lebih besar dari rasio sebelumnya 
(0.15245918028408) oleh karena itu algoritma dilanjutkan kelangkah berikutnya yakni 
langkah ke 4 – iterasi 3. Pada langkah ini dilakukan pembaruan centroid lagi: 
 
Tabel 8. Tabel centroid baru iterasi 3 
 
 
 
 
 
 
 
 
 
 
 
 
Untuk menghitung jarak ke centroid masing-masing cluster pada n1 sbb:  
Data: (10,8,10,10,10), M1=(9.333,9.333,9.333,10,10), M2=(6,8,6,6,7). 
𝑑(𝑛1𝑀1)
= √(𝑘𝑟1−𝑐𝑀1)2 + (𝑘𝑟2−𝑐𝑀1)2 + (𝑘𝑟3−𝑐𝑀1)2 + (𝑘𝑟4−𝑐𝑀1)2 + (𝑘𝑟5−𝑐𝑀1)2 
               =
√(10 − 9.333)2 + (8 − 9.333)2 + (10 − 9.333)2 + (10 − 10)2 + (10 − 10)2 
               = 1.6329931618555 
𝑑(𝑛1𝑀2)
= √(𝑘𝑟1−𝑐𝑀1)2 + (𝑘𝑟2−𝑐𝑀1)2 + (𝑘𝑟3−𝑐𝑀1)2 + (𝑘𝑟4−𝑐𝑀1)2 + (𝑘𝑟5−𝑐𝑀1)2 
               = √(10 − 6)2 + (8 − 8)2 + (10 − 6)2 + (10 − 6)2 + (10 − 7)2 
              = 7.5498344352707 
 
Tabel 9.  Tabel jarak terhadap pusat Cluster iterasi 3 
 
 
 
 
 
 
 
 
 
 
Dari tabel diatas didapatkan keanggotaan pendaftar Cluster 1 = {1,2,4} dan 
cluster2 ={3,5}. Pada langkah ini dihitung pula rasio antara besaran BCV (Between 
Cluster Variation) dengan WCV (Within Cluster Variation) dimana BCV= 7. 
WCV=1.63299316185552+ 1.15470053837932+12+22+12=10. Sehingga Besar Rasio = 
cluster 1 
n kr1 kr2 kr3 kr4 kr5 
1 10 8 10 10 10 
2 10 10 10 10 10 
4 8 10 8 10 10 
mean 9.333 9.333 9.333 10 10 
cluster 2 
3 6 8 6 6 8 
5 6 8 6 6 6 
mean 6 8 6 6 7 
n 
Jarak ke centroid 
cluster1 
Jarak ke centroid 
cluster2 
Jarak 
terdekat 
1 1.6329931618555 7.5498344352707 C1 
2 1.1547005383793 7.8102496759067 C1 
3 6.6332495807108 1 C2 
4 2 6.0827625302982 C1 
5 7.4833147735479 1 C2 
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BCV/WCV = 7/10 = 0,7. Bila dibandingkan maka rasio sekarang (0,7) sudah tidak lebih 
besar dari rasio sebelumnya (0,7) oleh karena itu algoritma akan dihentikan.  
Evaluasi Sistem 
1. Hasil Validasi Ahli 
Tanggapan validator ahli  terhadap Sistem Pendukung Keputusan Penerima 
Beasiswa Bidik Misi Universitas Negeri Makassar menggunakan Algoritma K-Means 
Clustering. 
Tabel 10. Hasil persentase tanggapan Validator 
 
No. Aspek Sub Aspek Kategori F P 
1 Tampilan Layout Tampilan layout design 
interface untuk 
penggunakan sistem 
pendukung keputusan 
Sangat Baik 2 100% 
Baik 0 0% 
Cukup Baik 0 0% 
Tidak Baik 0 0% 
 Jumlah (N) 2 100% 
2 Fitur-fitur sistem Fitur-fitur sistem yang 
disajikan tepat, sesuai 
dan sangat berguna 
bagi penggun sistem 
seleksi beasiswa 
Sangat Baik 0 0% 
Baik 2 100% 
Cukup Baik 0 0% 
Tidak Baik 0 0% 
 Jumlah (N) 2 100% 
3 Font atau pilihan 
huruf pada 
sistem 
Ukuran tulisan (caption, 
teks, dan typography) 
jelas untuk dilihat dan 
dibaca 
Sangat Baik 1 50% 
Baik 1 50% 
Cukup Baik 0 0% 
Tidak Baik 0 0% 
 Jumlah (N) 2 100% 
4 Daya Tarik 
Estetika 
Estetika banner sistem 
pendukung keputusan 
menarik dan jelas 
dilihat 
Sangat Baik 2 100% 
Baik 0 0% 
Cukup Baik 0 0% 
Tidak Baik 0 0% 
 Jumlah (N) 2 100% 
5 Kepantasan 
Sebagai Sistem 
Seleksi 
Penggunaan nama 
instansi tersampaikan 
dengan jelas 
Sangat Baik 2 100% 
Baik 0 0% 
Cukup Baik 0 0% 
Tidak Baik 0 0% 
Jumlah (N) 2 100% 
Kemudahan 
menggunakan sistem 
Sangat Baik 1 50% 
Baik 1 50% 
Cukup Baik 0 0% 
Tidak Baik 0 0% 
Jumlah (N) 2 100% 
Kemudahan user 
melamar beasiswa 
Sangat Baik 0 0% 
Baik 2 100% 
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dengan penggunaan 
sistem pendukung 
keputusan yang dibuat 
Cukup Baik 0 0% 
Tidak Baik 0 0% 
Jumlah (N) 2 100% 
Kemudahan 
pengoperasian sistem 
bagi pihak penyeleksi 
untuk menyeleksi 
secara cepat dan akurat 
Sangat Baik 1 50% 
Baik 1 50% 
Cukup Baik 0 0% 
Tidak Baik 0 0% 
Jumlah (N) 2 100% 
6 Sistem Sebagai 
Sumber 
Informasi 
 Sangat Baik 2 100% 
Baik 0 0% 
Cukup Baik 0 0% 
Tidak Baik 0 0% 
 Jumlah (N) 2 100% 
 
Dari table diatas dapat disimpulkan bahwa jumlah persentase yang memilih 
sangat baik adalah 64% jumlah persentase yang memilih baik adalah 64%, sedangkan 
untuk pilihan cukup baik adalah 2%, dan yang memilih tidak baik adalah 0%.  
2. Tanggapan User Terhadap Sistem 
Tanggapan pengguna (user) terhadap Sistem Pendukung Keputusan Penerima 
Beasiswa Bidik Misi Universitas Negeri Makassar menggunakan Algoritma K-Means 
Clustering. 
Tabel 11.  Hasil persentase tanggapan user 
 
No. Aspek Kategori F P 
1 Tampilan sistem menarik Sangat Baik 16 53,0% 
Baik 14 47,0% 
Cukup Baik 0 0% 
Tidak Baik 0 0% 
Jumlah (N) 30 100% 
2 Setiap navigasi atau menu pada 
sistem mudah dimengerti 
Sangat Baik 22 73,0% 
Baik 8 27,0% 
Cukup Baik 0 0% 
Tidak Baik 0 0% 
Jumlah (N) 30 100% 
3 Pengaturan dan pemilihan 
warna pada sistem sangat baik 
Sangat Baik 16 53,0% 
Baik 11 37,0% 
Cukup Baik 3 10% 
Tidak Baik 0 0% 
Jumlah (N) 30 100% 
4 Menu dan navigasi pada sistem 
berfungsi dengan baik 
Sangat Baik 17 57,0% 
Baik 13 43,0% 
Cukup Baik 0 0% 
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Tidak Baik 0 0% 
Jumlah (N) 30 100% 
5 Sistem sangat membantu 
dalam pendaftaran karena 
telah terkomputerisasi 
Sangat Baik 25 83,0% 
Baik 5 17,0% 
Cukup Baik 0 0% 
Tidak Baik 0 0% 
Jumlah (N) 30 100% 
 
Dari table diatas dapat disimpulkan bahwa jumlah persentase yang memilih 
sangat baik adalah 64% jumlah persentase yang memilih baik adalah 64%, sedangkan 
untuk pilihan cukup baik adalah 2%, dan yang memilih tidak baik adalah 0%.  
KESIMPULAN 
Sistem yang telah dirancang tersebut merupakan sebuah alternatif dalam 
meningkatkan keefisienan pendaftaran dan penyeleksian penerima mahasiswa 
BidikMisi. Sistem ini akan mengelompokan data pendaftar dengan karakteristik dan 
kedekatannya sebagai pengambilan keputusan. Algoritma yang dipakai adalah K-
Means Clustering. Algoritma ini membagi data ke dalam kedua kelompok yaitu 
kelompok yang masuk kategori sebagai penerima beasiswa BidikMisi sebagai Cluster 
1 dan kelompok yang tidak masuk kategori penerima beasiswa BidikMisi sebagai 
Cluster 2. algoritma K-Means adalah dengan menghitung jarak kedekatan suatu objek 
terhadap titik standarisasi penerimaan beasiswa dimana dalam algoritma K-Means 
sering disebut sebagai centroid. Perhitungan kedekatan objek terhadap titik centroid 
menggunakan rumus Euclidean Distance. Data yang akan dihitung adalah kriteria 
masing-masing objek yang dijadikan sebagai dimensi untuk dhitung, makin banyak 
kriteria maka semakin banyak pula dimensi yang akan dihitung jaraknya dengan titik 
centroid (titik pusat) masing masing cluster (kelompok).  
Pada pengujian oleh validasi ahli dari beberapa aspek menghasilkan 
kesimpulan bahwa sistem ini layak digunakan dengan nilai 67% diberi penilaian sangat 
baik, dan 33% diberi penilaian baik. Kemudian uji coba yang dilakukan pada user 
dimana dalam penelitian ini adalah mahasiswa, rata-rata memberi penilaian 64% 
untuk kategori sangat baik, 32% untuk pilihan baik sedangkan penilaian untuk 
kategori cukup baik 2% dan kurang baik bernilai 0%. Sehingga sistem ini layak dan 
dapat digunakan untuk pengambilan keputusan seleksi penerima beasiswa BidikMisi 
di Universitas Negeri Makassar. 
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