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A B S T R A C T
Optical microscopy is one of the most important techniques for modern science. As
the microscopy technology has developed in recent decades, the microscopy system be-
comes more and more complex. The accuracy of the results obtained by the microscopy
systems is more easily to be influenced by the imperfections of the system in the real-
life experiment. Therefore, the modeling and analysis of the complex microscopy sys-
tems in details, like the tolerance of the misalignment of the lenses, are on demand to
improve the research efficiency. The widely used modeling technique: ray tracing, is
limited by the absence of various optical effects, e.g. the diffraction, polarization, coher-
ence, etc. Therefore, the vectorial physical-optics modeling of the microscopy system
was proposed and developed. However, it was restricted to aplanatic lens models, or
to the presumed aberrations. The vectorial physical-optics modeling of the microscopy
system based on the real lens has not been investigated in the literature to the best of
the author’s knowledge. Furthermore, the modeling of the real-lens-based system with
inclusion of the micro-/nano-structures has also not been investigated.
In this work, the author does the vectorial physical-optics modeling of microscopy sys-
tems with inclusion of the micro-/nano-structures in the framework of field tracing.
The full modeling techniques are formulated by the connection of different solvers
of Maxwell’s equations, e.g. solvers for the lenses and solvers for the micro-/nano-
structures. The accuracy and limitations of these solvers are investigated in details. Then,
three types of microscopy systems are modeled and analyzed: 1) a system of focusing
through a micro-/nano-particle, 2) a Fourier microscopy system, 3) a microscopy sys-
tem with the structured illumination.
Besides microscopy systems, the modeling techniques in this work by the connection
of different solvers can also be applied for other systems which consist of both lens
systems and micro-/nano-structures, e.g. grating based lightguide for augmented real-
ity, dots projection system with diffractive optical element for face identity, diffractive
optical element based LiDAR system for autonomous driving, etc.
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Z U S A M M E N FA S S U N G
Die optische Mikroskopie ist eine der wichtigsten Techniken für die moderne Wis-
senschaft. Mit dem Voranschreiten der Technologie in den letzten Jahrzehnten sind die
Aufbauten der Mikroskope immer komplexer geworden. Die Genauigkeit der Ergeb-
nisse, die sich aus diesen Aufbauten ergeben, wird deswegen mehr von den Unge-
nauigkeiten des Aufbaus im Experiment beeinflusst als zuvor. Aus diesem Grund ist die
Modellierung und Analyse des komplexen mikroskopischen Aufbaus in all seinen De-
tails, wie z. B. die Toleranz der Verschiebung der Linsen, ein aufkommendes Thema, um
die Effizienz der Forschung zu verbessern. Die bisher weit verbreitete Simulationstech-
nik des „Ray Tracings“ hat Limitationen in verschiedenen Bereichen, z. B. sind Diffrak-
tion, Polarisationseffekte und Kohärenz nicht inkludiert. Deswegen wurde eine auf der
vektoriellen, physikalischen Optik basierende Technik vorgeschlagen und entwickelt.
Allerdings war diese auf die Modellierung von aplanatischen Linsen, welche Abbes
Sinusbedingung erfüllten, oder auf die Annahme von Aberrationen beschränkt. Die
vektorielle, physikalisch-optische Modellierung von Mikroskopen basierend auf realen
Linsen wurde bisher - nach besten Wissen und Gewissen des Autors – noch nicht in der
Literatur untersucht. Weiterhin wurde auch die Modellierung von Aufbauten mit realen
Linsen und der Inklusion von Mikro/Nano-Strukturen bisher noch nicht untersucht.
In dieser Arbeit stellt der Autor ein Verfahren vor, dass die Modellierung basierend auf
der vektoriellen, physikalischen Optik mit Inklusion von Mikro/Nano-Strukturen im
Rahmen des „Field Tracings“ ermöglicht. Die Modellierungstechnik ist formuliert durch
die Verbindung von verschiedenen Lösungsalgorithmen der Maxwell-Gleichungen, z. B.
Lösungen für die Linsen oder die Mikro/Nano-Strukturen. Die Genauigkeit und Limi-
tationen dieser Lösungsalgorithmen sind vollständig untersucht. Anschließend wurden
drei Arten von mikroskopischen Aufbauten untersucht und analysiert: 1) Aufbau mit
Fokussierung durch eine Mikro/Nano-Struktur 2) Fourier-Mikroskop 3) Mikroskop mit
strukturierter Illumination.
Neben mikroskopischen Aufbauten kann die Modellierungstechnik des „Field Trac-
ings“, die in dieser Arbeit verwendet wird, auch für andere System, wie z. B. „Aug-
mented Reality“ – Systeme basierend auf Lighttguides mit Gratings, „Dot Projection“ –
Systeme mit diffraktiven optischen Elementen zur Gesichtserkennung, auf diffraktiven
optischen Elementen basierende LIDAR – System für automatisiertes Fahren und viele
weitere Anwendungen genutzt werden.
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1
I N T R O D U C T I O N
1.1 background
1.1.1 Basic principle of microscopy systems
Optical microscopy is one of the most important techniques for modern science. In
principle, optical microscopy systems are applied to have the structural information of
the micro-/nano-samples using light, by a detector or via a detector plus post com-
puting. The samples are generally acknowledged to be not self-luminous, or otherwise
their luminance is very weak. Therefore, in order to carry the structural information to
the detector, the illumination is needed. The basic work flow of optical microscopy, as
shown in Fig. 1, is interpreted as: 1) illuminating the sample, 2) collecting the scattered








Figure 1: Illustration of the basic principle of an optical microscopy system.
1.1.2 Application areas of microscopy systems
Based on the basic principle, optical microscopy systems are very often applied in sci-
entific research, especially in material science and life science.
1.1.2.1 Material science
In material science, the structural information of the sample is well modeled by the
permittivity of the sample as: Ω ∝ ε, where Ω represents the structual information and
3
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ε denotes the permittivity of the sample. The interaction of the illumination light with
the sample is governed by Maxwell’s equations. The information of the permittivity ε
is encoded in the scattered light, which is carried to the detector as indicated in Fig 1.
High resolution is always a high demand in optical microscopy. According to Abbe’s
theory [1], the oblique incidence is used to achieve higher resolution compared to nor-
mal incidence. The high Numerical Aperture (NA) condenser lenses, e.g. oil, water, or
solid immersion condenser [2], are also preferred to achieve high resolution [3]. Follow-
ing the same principle for high resolution, confocal scanning microscopy [4–6] is widely
used which applies a tightly focused field for the illumination. The tighter focused field
used for illumination can be achieved by focusing the radially polarized field [7–9]. It
can also be achieved by a dielectric microsphere [10, 11] which is often referred to as
microsphere-based microscopy [12–14]. Another way to achieve high-NA illumination
is to use the emitted light of the fluorescent molecule, which is referred to as untra-thin
condenser lens [15]. The near field scanning microscopy uses a tip on the surface of
the sample [16, 17] to provide very tiny illumination spot. Therefore, the resolution is
improved.
Besides the illumination, the collection of the light to the detector is also important.
According to Abbe’s theory [1], high-NA objective is needed, e.g, oil, water or solid im-
mersion objectives [2, 18]. Furthermore, in order to achieve even higher resolution, a tip
is applied to collect the evanescent wave in the near field which contains high spatial-
frequency information [16, 17]. Another method is that a microsphere is used to collect
the evanescent wave by transfering it into propagating wave to the detector [12–14].
In addition to the high resolution, the high contrast is also demanded to obtain clear im-
age. Phase-contrast microscopy decodes the structural information which is encoded
in the phase to the amplitude [19, 20]. Differential Interference Contrast (DIC) mi-
croscopy [21, 22] visualizes the derivative of the optical phase of the sample to improve
contrast. Dark-field microscopy avoids the incident light from being collected by the
objective lens [23]. Another demand is to have a high signal-to-noise ratio. It means the
background noise, e.g. the out-of-focus light, should be as little as possible. The confocal
microscopy applies a pinhole to block the out-of-focus light in order to achieve a high
signal-to-noise ratio.
In recently years, the visualization of the spatial-frequency distribution of the electric
field is on demand. Therefore, Fourier microscopy, which is also referred to back fo-
cal plane imaging, is proposed to achieve this demand [24–26]. Furthermore, in recent
years, as the development of micro-/nano-fabrication technology [27–30], the size of the
microscope can be reduced to the level of microns which is integrated into the micro-
systems [31, 32].
The image at the detector is sometimes indirect to what is desired. Therefore, post com-
puting is needed to retrieve the structural information of the sample. The followings
are some examples: Holographic microscopy retrieves the phase which encodes the
structural information by post computing via the hologram on the detector [33]. The so-
called Fourier ptychography uses Fourier transform in the post computing combined
with oblique incidence to achieve wide field of view as well as high resolution [34]. The
so-called Fourier imaging microscopy uses post computing to retrieve the period of a
photonic crystal via the image at back focal plane [35].
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1.1.2.2 Life science
In life science for certain cases, the structural information of the sample can be modeled
by the permittivity of the sample as in material science: Ω ∝ ε. All of the above men-
tioned microscopy types in material science are applicable to life science with the same
working principle. Furthermore, in recent decades, fluorescence microscopy [33, 36, 37]
is widely used in most of the cases in life science. In these situations, the structural in-
formation can be well-modeled by the position distribution of the fluorescent molecules
attached to the sample: Ω ∝ Mpos, where Mpos represents the position of the fluores-
cent molecules. The interaction of the illumination light and the sample is governed by
quantum optics. As a result, the illumination light excites the emitted light from the
fluorescent molecules.
The size of the emitted light depends on the size of the illumination light. When the
size of the illumination light is larger than the resolution capacity of the light collecting
systems, it does not play a role for the resolution improvement. Therefore, it is relatively
flexible. The oblique illumination has no effect on resolution improvement as it has, in
the case of material science [38]. Nevertheless, when the size of the illumination light
is smaller than the resolution capacity of the objective lens systems, the smaller size
illumination improves the resolution. For example, in the case of scanning microscopy
system [4], e.g. tightly focused radially polarized illumination [7–9], microsphere-based
microscopy[10], tip-based near field microscopy [16], smaller lateral illumination size
provides higher lateral resolution. Following the same logic, the SaTurated-Emission-
Depletion (STED) microscopy [39] uses an effective smaller size of the illumination to
improve the lateral resolution. It means that an additional stimulated emission illumi-
nation of doughnut shape is applied to inhibit the fluorescence process in the outer
regions of the excitation illumination. The higher spatial-frequency information of the
sample can be encoded in the lower spatial-frequency of the emitted light by structured
illumination [40–42]. By combining with post computing, the higher spatial-frequency
information of the sample can be decoded. Therefore, the resolution is improved. The
so-called PhotoActivated Localization Microscopy (PALM), which is also referred to
as STochastic Optical Reconstruction Microscopy (STORM) [43, 44], uses serial of illu-
minations. First, the illumination activates the photoactivatable fluorescent molecules
randomly. Then the illumination excites the emitted light from the activated fluorescent
molecules. After collecting and detecting the emitted light, the illumination bleaches
the activated fluorescent molecules. And these serial illuminations repeat until enough
number of the groups of emitted light is recorded. By combining the post computing,
the localized positions of the fluorescent molecules are imposed to achieve the so-called
super-resolution image.
In addition to the lateral resolution, the so-called 4π-microscopy [45, 46] and light-sheet
microscopy [47–49] improve the axial resolution by using a smaller size of illumination
in axial direction. In order to achieve a deeper penetration of the illumination together
with the reduction of the out-of-focus light, two-photon microscopy is often used [50–
52].
On the contrary to the complex engineered illumination as mentioned above, the col-
lection of the emitted light from the fluorescent molecules attached on the sample is
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straightforward. In the case that the size of the illumination light is larger than the
resolution capacity by the collecting system, the resolution of the collecting system de-
termines the entire resolution which is explained by Rayleigh criterion [53].
1.1.3 Selected applications
As it is mentioned above, in both material science and life science, the tiny focal spot
for illumination is essential for the resolution improvement. Therefore, it is worthy to
investigate the generation of tiny focal spot in more details.
In material science, Fourier microscopy system is in high demand in recently years due
to the fact that it makes direct observation of the spatial-frequency distribution possi-
ble, as the spatial-frequency distribution is essential in nanooptics. Therefore, detailed
analysis of the Fourier microscopy system is desired.
In life science, STED and PALM/STORM are widely used to provide nano-scale resolu-
tion. STED needs high illumination power which is detrimental to living cell. PALM/S-
TORM has a low speed which restricts the usages for imaging living cell. However,
SIM can provide nano-scale resolution with low power illumination as well as relatively
fast imaging speed. It is the best candidates for imaging living cells. Therefore, more
detailed analysis of the SIM is desired.
1.2 problem statement
1.2.1 Motivation for modeling of microscopy systems
Most of the real-life experimental microscopy systems possess a complex configuration
which includes several lenses, e.g. objective lens, tube lens, collimating lens, ect. In some
cases, e.g. the above-mentioned three selected applications, micro-/nano-structures as
samples or components are also included in. The detected signal are the superposition
of the optical effects of the samples and of the components of the systems, e.g. lenses
and gratings. In order to predict and guide the experiment in advance, the influence
from the sample and from the components of the systems should be clearly investi-
gated. Furthermore, building of many complex configurations takes heavy effort in the
experiment. The position parameters and the tolerance of the misalignment of the lens
system are essential to guide the building of the systems in real-life experiments. The
optical modeling provides the feasibility. It is flexible to analyze the effects from the
sample and from the components of the system. Therefore, it provides a detailed inter-
pretation of the optical properties of the sample and of the optical systems. Based on the
above arguments, it is concluded that modeling of the real complex microscopy systems
is essential for advanced research on microscopy, as it helps to predict the experiment
results and guide the real-life experiment in the sense of digital twin.
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1.2.2 Current modeling techniques and limitations
1.2.2.1 Ray Tracing Model
Since the importance of the modeling of the microscopy systems is aware of, researchers
very often apply ray tracing to analyze the entire lens systems [54–59]. It is fast and all
the aberrations from the lens systems are included, some tolerance effects of the mis-
alignment are also revealed. It is available in several commercial software, e.g. Optic-
Studio [60] or CODE V [61]. However, the polarization, the amplitude, the diffraction,
the coherence of the electric fields and the effects of the micro-/nano-structure are not
included. These effects are important in microscopy systems modeling. Therefore, the
physical-optics modeling should be taken into account.
1.2.2.2 Vectorial Physical-Optics Model
As in most of the microscopy systems, a high-NA objective lens is included, the vecto-
rial effect of the light is of great importance. Furthermore, the vectorial effect also plays
an importortant role when the micro-/nano-structure is included. Therefore, a vectorial
physical-optics modeling of the entire system is desired.
In order to perform the vectorial physical-optics modeling of the high-NA lens system,
an ideal lens, which is aplanatic, is very often assumed. Debye-Wolf integral [62–68] or
with its fast implementation [69] is widely used to model the high-NA focusing systems
with considering all the vectorial effects. By combination with the back focal plane imag-
ing of a dipole source based on an aplanatic lens [24, 70], the image of a dipole source is
studied [65, 66]. While combined with the plane interface or stratified media modeling,
the focused field through a plane interface or stratified media is studied [71–77]. Some
authors study the high-NA lens system by presuming a certain aberration from a lens
system [78–81]. However, the aberration from the real lens system which is included in
the ray tracing model, is not included in the vectorial physical-optics model.
In order to perform the vectorial physical-optics modeling of the micro-/nano-structure
which is included in the microscopy system, the rigorous Maxwell’s solvers, e.g. Finite
Difference Time Domain (FDTD), Finite Element Method (FEM) are applied [12, 82–84].
But they are modeled separately from the whole system because of the high numerical
effort. In [85], the authors apply FEM to simulate the whole system including all the
lens system. But the system is assumed very small compared to the reality.
The concept to model the whole microscopy systems with inclusion of micro-/nano-
structures is proposed by connection of different field solvers [66, 86, 87]. But the appli-
cation of the concept is limited. In [88], the authors combine Debye-Wolf integral with
a dipole approximation of the scattered field to model the image of a small scatterer. In
[89], the authors combine Debye-Wolf integral with Mie theory to model the image of a
finite sized gold sphere. In [90], the authors combine Debye-Wolf integral with FDTD to
model the image of a microshell. In [91, 92], the authors combine Debye-Wolf integral
with Method of Moment (MoM) to model to image of, e.g. an annular ring. In [10] the
authors combine Debye-Wolf integral with FEM or FDTD to model to the focused field
interaction with microsphere. However all these applications are based on an ideal lens
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system without considering the influence of the real lens system.
1.2.3 Aim of this thesis
In this thesis, to the best of the author’s knowledge, it is the first time that the vecto-
rial physical-optics modeling of the entire microscopy system with the real lenses and
with inclusion of micro-/nano-structure is performed. It is performed in the framework
of field tracing [86, 87] by connecting different field solvers. By applying to the three
selected applications, the important phenomena of the vectorial physical optics of the
entire systems are investigated and analyzed.
1.3 structure of the thesis
The thesis is organized as follow: In chapter 2, the concept and techniques of the mod-
eling a entire microscopy system are formulated in the framework of field tracing with
the Bidirectional (B) operators as illustrated in Fig. 2. In chapter 3, the B operators for
modeling the lens systems and the micro-/nano-structures are validated and evaluated
numerically. In chapter 4, the modeling is applied to investigate and analyze the focus-
ing through a micro-/nano-particle as illustrated in Fig. 32 and Fig. 33. In chapter 5,
the modeling is applied to investigate and analyze the Fourier microscopy system as
illustrated in Fig. 48 and Fig. 49. In chapter 6, the modeling is applied to investigate and
analyze the microscopy system with structured illumination as illustrated in Fig. 60,
Fig. 61 and Fig. 62. Chapter 7 concludes the thesis and gives an outlook.
2
T H E O RY
2.1 field tracing concept
In order to do the vectorial physical-optics modeling of the microscopy systems, the vec-
torial fields need to propagate through the entire optical systems. Rigorous Maxwell’s
equations solvers, e.g. Finite Difference Time Domain (FDTD), Finite Element Method
(FEM), Fourier Modal Method (FMM) are not practical due to the heavy numerical
effort [93]. Therefore, in the field tracing concept, the entire optical system is tear into
regions [86]. In each region, the customized Maxwell’s equations solver is applied in dif-
ferent domains rigorously or approximately with high accuracy. Then the solutions of
different regions are interconnected sequentially or non-sequentially [87]. By this man-
ner the full modeling of the entire system is achieved with high accuracy and relatively
fast speed.
In order to demonstrate the field tracing concept more clearly, a fictitious microscopy
system with inclusion of micro-/nano-structures is taken for example as shown in Fig. 2
(a). The collimated laser beam illuminates the grating to generate diffraction orders. The
± 1 orders are collected by the first tube lens and focused by the first objective lens on
a photonic crystal. The transmitted fields are collected by the second objective lens and
then focused by the second tube lens at the image plane which is the focal plane of the
second tube lens.
In this thesis of modeling of microscopy systems, the sequential connection of differ-
ent optical components, e.g. lens system, micro-/nano-structures is assumed. Therefore,
the whole procedure of modeling the entire microscopy system is presented by the field
tracing diagram as shown in Fig. 2 (b).
2.1.1 Vectorial fields
Before starting the procedure of the modeling, it is clarified that the electromagnetic
fields discussed in this thesis are fully vectorial and rigorously governed by Maxwell’s
equations in different domains.
2.1.1.1 Space and time domain
The electromagnetic fields are written in space-time domain in Cartesian coordinates. In
this thesis, the non-magnetizable material is assumed. And no free charges is assumed
that the convective current density is zero. Therefore, the current density only contains



























Figure 2: (a). Schematic of a fictitious microscopy system. (b). Field tracing diagram to demon-
strate the propagation of the vectorial fields through the entire system, where ρ =
[x, y]ᵀ and κ = [kx, ky]ᵀ are the transverse components of the position and wavevector
respectively.
charge density is also assumed. Therefore, Maxwell’s equations in differential form are
written as:










∇ · Ē(r, t) = − 1
ε0
∇ · P̄(r, t), (2.1c)
∇ · H̄(r, t) = 0, (2.1d)
where r = [x, y, z]ᵀ is the position vector in Cartesian coordinate system. t represents
the variable of time. ε0 and µ0 is the permittivity and permeability in vacuum. Eq.2.1a is
the Faraday’s law of induction. Eq.2.1b is Ampère-Maxwell’s law. Eq.2.1c is Gauss’ law.
The quantities are listed in Tab.1.
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Table 1: Summary of the quantities in Maxwell’s equations.
Symbols Quantities SI units
Ē(r, t) Electric field [V/m]
H̄(r, t) Magnetic field [A/m]
J̄(r, t) Current density [A/m2]
P̄(r, t) Dielectric polarization [As/m2]
2.1.1.2 Space and temporal-frequency domain
It is often the case that the Maxwell’s equations in space and temporal-frequency do-
main is dealt in the modeling. Therefore, the inverse Fourier transforms of all the quan-
























P(r, ω) exp(−iωt)dω, (2.2d)
where ω is the angular time frequency. Then the fields in space and temporal-frequency
domain are obtained as:
∇× E(r, ω) = iωµ0H(r, ω), (2.3a)
∇× H(r, ω) = J(r, ω)− iωP(r, ω)− iωε0E(r, ω), (2.3b)
∇ · E(r, ω) = − 1
ε0
∇ · P(r, t), (2.3c)
∇ · H(r, ω) = 0. (2.3d)
Then the matter is assumed to be linear and isotropic in this thesis which states:
P(r, ω) = ε0χ(r, ω)E(r, ω), (2.4)
where χ is the susceptibility. Ohm’s law applies to the conductive material as:
J(r, ω) = σOhm(ω)E(r, ω). (2.5)
After the substitution, Eq. 2.3 becomes:
∇× E(r, ω) = iωµ0H(r, ω), (2.6a)
∇× H(r, ω) = −iωε0εr(r, ω)E(r, ω), (2.6b)
∇ · E(r, ω) = −∇ · χ(r, ω)E(r, ω), (2.6c)
∇ · H(r, ω) = 0, (2.6d)
where εr(r, ω) =
iσOhm(ω)
ωε0
+ χ(r, ω) + 1 is the relative permittivity of the isotropic
medium.
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2.1.1.3 Spatial-frequency and temporal-frequency domain
The vectorial fields are also very often used in spatial-frequency and temporal-frequency
domain at a certain plane. It is also noted as Fourier domain for short. Therefore, they
are obtained if the inverse Fourier transform is performed at one plane as:







Ẽ(κ; z, ω) exp(−iκρ)dκ, (2.7a)







H̃(κ; z, ω) exp(−iκρ)dκ, (2.7b)
where ρ = [x, y]ᵀ and κ = [kx, ky]ᵀ are the transverse components of the position and


































where F−1κ denotes the inverse Fourier transform of the vectorial fields which means
the inverse Fourier transform of each component of the vectorial fields.
2.1.2 Source models
After the definition of the vectorial electromagnetic fields used in the modeling, the
vectorial electric fields of the source are defined as follows. They can be in any forms
and in any domains as long as they are governed by Maxwell’s equations in general.
In this thesis, various types of the vectorial sources are used whose explicit forms are
given in the following.
The very commonly used source is plane wave which is defined as:
E = E0e−i(kr+ωt), (2.9)
where k = [kx, ky, kz]ᵀ is the wavevector. E0 is the amplituede of the plane wave.
In practice, not all plane waves are applied very often but Gaussian waves. Therefore,




















where w0 is the radius of the waist of the Gaussian wave. σGau is the delayed phase to
define the linear (σGau = 0) or circular (σGau = π/2) polarization.
For the radially polarized beam with non-uniform amplitude, two orthogonally polar-
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where H0 and H1 are the zeroth and first order of the Hermite polynomial.
In the application of Fourier microscopy system, the emission of the fluorescent molecule




(k21 − k2x)px −(kxky)py −(kxkz)pz−(kxky)px (k21 − k2y)py −(kykz)pz
−(kxkz)px −(kykz)py (k21 − k2z)pz
 , (2.12)
where ω is the angular frequency, µ1 is the relative permeability of the medium, k1 is
the wavenumber in the medium, kx, ky and kz are the components of the wavevector
and px, py and pz are the components of the dipole moment p.
2.1.3 Operator for free space
The free spaces between two parallel or non-parallel planes are in the gaps of different
components. The electromagnetic field propagates rigorously via the Propagation (P)
operator denoted by P̃ as shown in Fig. 2 (b), in the Fourier domain:
Ẽout(κout) = P̃(κout, κin)Ẽin(κin), (2.13)
where κout = κin and P̃ is discussed with details in [94]. From Eq. 2.13, it is concluded
that the free space propagation is point-wise in Fourier domain which makes the com-
putation fast. Parabasal field decomposition in Fourier domain is one option to have an
efficient calculation [95].
2.1.4 Operators for components
The optical system consists of various components, e.g. lenses, gratings, particles, pho-
tonic crystal, ect. In the framework provided by field tracing, the effect of each of the
component on the electromagnetic field is modeled using a “Bidirectional (B) operator”
indicated in Fig. 2 (b), a mathematical construct which contains the information of how
a component of the system modifies an input field.
In order to obtain the behavior of the B operator for a given component of the system,
different field solvers can be used, depending on the nature of the component. This con-
cept allows us to combine in a single simulation the computation of the electromagnetic
field in nano-structures, e.g. gratings, nanoparticles, as well as of the propagation of the
same field through an imaging system consisting of lenses.
2.1.4.1 Curved surfaces
The microscopy systems very often consist of different complex lenses which consist of
curved surfaces separating homogeneous media. Therefore, the B operator for curved
surfaces is required. It is computed using the Local Plane Interface Approximation
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(LPIA) [66, 70, 96–99] in the space domain, denoted by B as shown in Fig. 2 (b), to
propagate the field through the lenses fully vectorially as follows:
Eout⊥ (ρ
out) = B(ρout, ρin)Ein⊥(ρin), (2.14)
where Ein⊥ and E
out
⊥ are the transverse components of the electric fields at the input and
output planes respectively. The longitudinal component can be calculated via Maxwell’s
equations when it is needed. The B operator works for both ideal and real lenses in the
framework of LPIA which will be discussed in details in Sec. 2.2. Its accuracy and
computational speed will be carefully evaluated in chapter 3.
2.1.4.2 Micro-/Nano-structures
Besides the complex lenses, the microscopy system also very often contains micro-
/nano-structures, e.g. gratings and photonic crystal as shown in Fig. 2 (a).
The B operators for the micro-/nano-structures, denoted by B̃ as shown in Fig. 2 (b) are
calculated fully vectorially using rigorous Maxwell’s equations solver, FMM, based on





where κout = [koutx , kouty ]ᵀ and κin = [kinx , kiny ]ᵀ are the transverse components of the
wavevector at output plane and input plane respectively. This equation is interpreted as
multi-spatial-frequency input plane waves interacted with the structure and the multi-
spatial-frequency output plane waves are generated.
When the micro-/nano-structures are periodic, e.g. gratings, photonic crystal, the out-
put field is decomposed according to the diffraction order of the periodic structure as:
Ẽout,j⊥ (κ
out,j) = B̃j(κout,j, κin)Ẽin⊥(κin), (2.16)
where j = [jx, jy] denotes the diffraction orders in x and y directions. κout,j is connected









with dx and dy are the pe-
riods of the periodic structures in x and y directions. The B operators applied for the
periodic and non-periodic structures, which will be formulated in Sec 2.3.
From Eq. 2.16, it is concluded that for each diffraction order, the input and output fields
are related point-wisely in the Fourier domain. In this manner, the computation can be
accelerated, when only several diffraction orders are required, e.g. a 1D photonic crystal
or a grating with the periods comparable to wavelength.
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2.1.5 Fourier transforms
After reviewing the field tracing diagram in Fig. 2 (b), it is known that the Fourier
Transforms (FT) between different domains are also essential to complete the entire
modeling. They are applied to transform the vectorial field as:
E(ρ, ω) = Fω [Ē(ρ, t)] , (2.17a)
Ē(ρ, t) = F−1ω [E(ρ, ω)] , (2.17b)
Ẽ(κ, ω) = Fκ [E(ρ, ω)] , (2.17c)





In order to accelerate the computational speed of the FT, the Homeomorphic Fourier
Transform (HFT) [101, 102], also sometimes called geometric Fourier transform [103],
on the basis of the stationary phase approximation is performed.
If the diffraction from the apertures is included, the Fast Fourier Transform (FFT) would
be used instead of the HFT. (the pointwise nature of the HFT fails to account for that
effect but, because the FFT is a coherent summation of all the plane-wave components of
the spectrum, it does include diffraction). It is slower than than HFT, but still much faster
than the method using direct integral. It can be accelerated with the semi-analytical
approach in certain circumstances discussed in [104]. The Inverse HFT (IHFT) is applied
in stead of Inverse FFT (IFFT) with the same logic.
2.1.6 Measured quantities
2.1.6.1 Energy conservation
With the help of Eq. 2.1a and Eq. 2.1b, the electromagnetic fields are dealt with as real
functions:
∇× Ē(r)(r, t) = − ∂
∂t
B̄(r)(r, t), (2.18a)
∇× H̄(r)(r, t) = J̄(r, t) + ∂
∂t
D̄(r)(r, t), (2.18b)
where B̄(r) and D̄(r) are the magnetic induction and electric displacement respectively.
Make the dot production of Eq. 2.18a with H̄(r)(r, t) and Eq. 2.18b with Ē(r)(r, t) and











D̄(r) + Ē(r) J̄(r) = 0, (2.19)
It represents the energy conservation law from Maxwell’s equations. Please note that
the arguments (r, t) are omitted for the brevity.
2.1.6.2 Poynting vector and energy density
Since the energy conservation law is formulated in Eq. 2.19, it is desired that physical
quantities, which are related to the energy, would be defined. Therefore, Poynting vector
is defined as the energy flux density vector as:
S(r)(r, t) = Ē(r)(r, t)× H̄(r)(r, t), (2.20)
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with the unit of [W/m2]. The electric energy density w(r)e (r, t) is by:
∂
∂t






with the unit of [J/m3]. The magnetic energy density w(r)m (r, t) is defined by:
∂
∂t
w(r)m (r, t) = H̄
(r)
(r, t) · ∂
∂t
B̄(r)(r, t), (2.22)
with the unit of [J/m3]. The current power density q(r)(r, t) is defined as:
q(r)(r, t) = Ē(r)(r, t) J̄(r)(r, t), (2.23)
with the unit of [W/m3].




<(E(r, ω)× H∗(r, ω)). (2.24)











H(r, ω) · H∗(r, ω) = µ
4
|H(r, ω)|2. (2.25b)
Any of the image, focal spot and interference pattern are defined as time averaged
electric energy density of < w(r)e (r, t) >t for non-time-harmonic field, or electric energy
density of Eq. 2.25a for time harmonic field. Since the energy density, which is the
summation of electric energy density and magnetic energy density, only has a scaling
of electric energy density. Therefore, the electric energy density is called energy density
for short.
2.1.6.3 Diffraction efficiency




S(r, ω) · â(r)dτ, (2.26)





where Φine and Φoute are the energy flux densities which goes in and out of the surfaces
respectively.
2.1.6.4 Contrast and inhomogeneity
In order to evaluate the quality of the interference pattern, the contrast and the inhomo-










Figure 3: Illustration of the definition of contrast and inhomogeneity of the interference pattern.
where wavee,up and wavee,down are the averaged values of the maxima and minima of electric
energy density respectively as illustrated in Fig. 3. The best contrast leads to c = 1.
Inhomogeneity is another important criteria for the quality of the interference pattern.





where wmaxe,up and wmine,up are the maximum and minimum values of the maxima of electric
energy density respectively as illustrated in Fig. 3. The smallest inhomogeneity leads to
σ = 0.
2.1.6.5 Deviation
In order to compare two functions, e.g. amplitude, phase, energy density, etc., the devi-
ation between two functions is defined as:
σdev =
∑x,y | f Ana (x, y)− f Ref (x, y) |2
∑x,y | f Ref (x, y) |2
(2.30)
Please note that the notation σdev is different from the notations σ which denotes the
inhomogeneity and σOhm(ω) which denotes the conductivity.
2.2 operator for curved surfaces
2.2.1 Introduction
As it is mentioned in chapter 1, the lens systems are heavily included in the microscopy
systems. The lens system can be either real lens systems [56, 105] or ideal lens sys-
tems [62, 63, 66]. The real lens systems nowadays are mainly the combination of dif-
ferent curved surfaces. The ideal lens systems can also be modeled well by a Gaussian
reference sphere which is interpreted as a fictitious curved surface. Therefore, the mod-
eling of the electromagnetic field propagation through the curved surface is essential
for modeling of microscopy systems.
In order to model the real curved surface rigorously, the rigorous Maxwell’s solvers
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should be applied [93]. However it takes lots of numerical effort which makes it inap-
plicable for the size of curved surface beyond around 100 µm. Therefore, an efficient
modeling technique with full vectorial effect is preferred.
The so-called Local Plane Interface Approximation (LPIA) is applied to model electro-
magnetic field propagation through surfaces with full vectorial effect [66, 96, 105–107].
It is even preferable to model curved surface. The reason will be explained in chapter
3. It is much more efficient compared with the rigorous methods when the first order
of LPIA is considered which means the electromagnetic field interacts with the curved
surface only once. The ideal curved surface follows the analogous logic to allow the
modeling of the ideal lens efficiently [66, 69, 70].
In this section, the electromagnetic field propagation through the real or ideal curved
surface to a reference plane is fully formulated by the B operator. The local bound-
ary condition and the free space propagation are interpreted and formulated totally
separately. By the combination of the local boundary condition and the free space prop-
agation, the full B operator is obtained.
This section is organized as: In subsection 2.2.2, the problem is briefly stated. In sub-
section 2.2.3, the coordinate transformation matrix is formulated to make it possible to
transform the field in the global coordinate to local coordinate, or vice verse, to apply
the local boundary condition straightforwardly. In subsection 2.2.4, the local boundary
condition is formulated for both real ideal curved surfaces.
2.2.2 Problem statement
As shown in Fig. 4, the input field and the output field are in two planes. These two
planes can be parallel or non-parallel to each other [94]. The surface indicated by the
bold black curve can be interpreted as real surface which separates two different media
or fictitious surface on which the electromagnetic field is “refracted” according to any
predefined directions. For the simplicity of the demonstration, the parallel one is taken
here but it is not a general restriction. If the input and output fields are connected
in two planes, it can be used in the framework of field tracing for the entire system
modeling [86, 87].
By expanding the B operator in Eq. 2.14, the propagation through the surface from
the input plane to the output plane (possibly also the focal plane) is expressed by the
operator equation:
Eout⊥ = PoutBLPIAP inEin⊥ , (2.31)
It is known that B = PoutBLPIAP in. P in and Pout are the propagation operators, which
denote the free-space propagation from the input plane to the curved surface and from
the curved surface to the output plane respectively as indicated in Fig. 4.
In principle this free-space propagation can be solved rigorously by Fast Fourier Trans-
form (FFT) based techniques [69] and/or propagation integrals [108, 109], e.g. Debye in-
tegral [62–66]. It can also be solved approximately by local plane-wave propagation [66,
96]. In this thesis, the numerically most efficient way to implement this propagation
is not the focus; it is concentrated on the modeling of the boundary condition on the
curved surface itself, that is, on the B operator BLPIA in Eq. 2.31. The input and out-
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put fields at the curved surface are directly connected by the boundary condition via B
operator BLPIA as:
Eoutc⊥ = BLPIAEinc⊥ , (2.32)
where Einc⊥ and E
outc
⊥ are the input and output fields at the curved surface.









Figure 4: Schematic of LPIA. The field propagates from the input reference plane z = zin to
the curved surface and then to the output reference plane z = zout. εI and εII are the
permittivities of the media of the input and output regions respectively.
The local boundary condition is formulated in the local coordinate system at each
point in the surface. Therefore, the fields are needed to be transformed from the global
coordinate system to the local coordinate system on the curved surface, and vice versa.
The unit vectors of the axes of the global coordinate system are, in Cartesian form:
x̂ = [1, 0, 0]ᵀ, (2.33a)
ŷ = [0, 1, 0]ᵀ, (2.33b)
ẑ = [0, 0, 1]ᵀ, (2.33c)
where x̂, ŷ, ẑ are the unit vectors of the x, y and z axes respectively. The unit vectors of
the axes of the local coordinate system would then be:
x̂′ = q11 x̂ + q12ŷ + q13ẑ, (2.34a)
ŷ′ = q21 x̂ + q22ŷ + q23ẑ, (2.34b)
ẑ′ = q31 x̂ + q32ŷ + q33ẑ, (2.34c)
where x̂′, ŷ′, ẑ′ are the unit vectors of the x′, y′ and z′ -axes. Therefore, it is written as:
[x̂′, ŷ′, ẑ′]ᵀ = Q[x̂, ŷ, ẑ]ᵀ, (2.35)
where Q is the transformation matrix:
Q =




Using the orthogonality of the transformation matrix, Eq. 2.35 can be rewritten:
[x̂, ŷ, ẑ] = [x̂′, ŷ′, ẑ′]Q. (2.37)









Figure 5: (a). Sinusoidal surface. [x̂′, ẑ′]ᵀ is the unit vector of the local coordinate. (b). Spherical
surface. [θ̂, φ̂, r̂]ᵀ is the unit vector of the local spherical coordinate.
Even though sinusoidal curved surface is not very often included in the lens system
in microscopy systems, it is used in general. It is also a good specific example to present
a general curved surface. Since the structure is 2D, it is assumed to be y-invariant. So
the local coordinate unit vector as shown in Fig. 5 (a), is rewritten as:
x̂′ = cosθx̂− sinθẑ, (2.38a)
ŷ′ = ŷ, (2.38b)
ẑ′ = sinθx̂ + cosθẑ. (2.38c)
Therefore, the transformation matrix is written as:
Q =
cosθ 0 −sinθ0 1 0
sinθ 0 cosθ
 . (2.39)
The angle θ is the rotation angle of the local position about the y axis. It can be obtained











2.2.3.3 Example of spherical surface
Spherical surfaces are very often the elementary surface of a real lens system. It can
also be the fictitious surface to model the ideal lens on which the electromagnetic field
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changes its propagation direction and the amplitude. Therefore, it is important to know
the specific form of the coordinate transformation matrix. The local unit vector in spher-
ical coordinates has the following form:
[x̂′, ŷ′, ẑ′]ᵀ = [θ̂, φ̂, r̂]ᵀ, (2.41)
and is related to the global coordinate system, as shown in Fig. 5 (b), via:
θ̂ = cosθcosφx̂ + cosθsinφŷ− sinθẑ, (2.42a)
φ̂ = −sinφx̂ + cosφŷ, (2.42b)
r̂ = sinθcosφx̂ + sinθsinφŷ + cosθẑ, (2.42c)
where θ and φ are the angular spherical coordinates of the local position, which can be
obtained from the Cartesian coordinates,
θ = −arccos |z|√






For the Gaussian reference spherical surface of radius r0 and centered on the focus point,
it is z = −
√
r20 − x2 − y2. Therefore, the spherical coordinates are:
θ = −arccos
√







Therefore, the following expression for the transformation matrix from Eq. 2.36 as
shown in Fig. 5 (b) is written as:
Q =
cosθcosφ cosθsinφ −sinθ−sinφ cosφ 0
sinθcosφ sinθsinφ cosθ
 =
cosθ 0 −sinθ0 1 0
sinθ 0 cosθ

 cosφ sinφ 0−sinφ cosφ 0
0 0 1
 . (2.45)
Eq. 2.45 can be interpreted as the rotation of the coordinate system first an angle φ about
the z axis and then an angle θ about the φ axis.
2.2.3.4 Transverse form
From the transformation matrix and with the help of Eq. 2.35, it is known that the input
electric field at the curved surface expressed in local coordinates would be

















are the input field at the
curved surface in local and global coordinates respectively. In accordance with Eq. 2.32

















are the components of the input field
at the curved surface in local and global coordinates respectively. The input field is
assumed to be that, which can be decomposed into local plane waves, so that the z







with kx, ky and kz,I =
√
k20εI − k2x − k2y the x, y and z components of the wavevector k of
the input field in global coordinates. εI is the relative permittivity of the first medium.













Corresponding to Eq. 2.46, the electric field from local to global coordinates is desired
as:

















are the output field
at the curved surface in global and local coordinates respectively.
Analogously to Eq. 2.47, the components of the output field in global coordinates are















ᵀ are the x and y components of












where k′x, k′y and k′z,II =
√
k20εII − k′2x − k′2y are the x, y and z components of the wave
vector of the output field in local coordinates. εII is the relative permittivity of the
medium at the output.
2.2.4 Local boundary condition on curved surface
2.2.4.1 Real surface boundary condition
Next, it is considered that how to connect the input field E′inc⊥ in Eq. 2.47 and output
field E′outc⊥ in Eq. 2.51 in local coordinates. The locally curved surface is approximated
by a local plane interface. Then Fresnel’s law is applied:
E′outc⊥ = CFresE′inc⊥ , (2.53)
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k20εI − k′2x − k′2y is the z component of the k-vector of the input field in
local coordinates. The Fresnel coefficients used here are formulated by the wavevector
instead of the angles which are often used in a text book. And they are formulated for
only the transverse components of the electric field instead of the entire electric field.
Therefore, the rigorous derivation procedure is added in the appendix.
Then, from Eq. 2.47, Eq. 2.51 and Eq. 2.53, the whole local boundary condition in the
local B operator form is written as:
BLPIA = YoutCFresY loc, (2.56)
It can be calculated straightforwardly by numerical computation. The time complexity
of the LPIA is O(n), where n is the sampling points of the field, mainly the wave front.
The time complexity of the rigorous solver, e.g. FMM, is around O(m3) , where m is
the sampling points of the field with wrapped phase. Normally, it is the situation that
m is much great than n as m  n. Therefore, the computational effort of the rigorous
solvers is huge compared to LPIA. For the same example, the optical structures are the
same between LPIA, FEM and FMM, but they are numerically represented differently.
LPIA only takes the surface, which is usually analytically given, of the structure for
calculation. FEM uses meshes to represent the whole structure. FMM uses layers to
represent the whole structure. They are again much more time expensive than the case
of LPIA.
2.2.4.2 Ideal surface boundary condition
Next, it is considered how to connect the input field E′inc⊥ in Eq. 2.47 and the output field
E′outc⊥ from Eq. 2.51 in the local coordinate system for an ideal lens which is represented
by a fictitious curved surface as:
E′outc⊥ = CIdealE′inc⊥ . (2.57)
The aim is to determine the transmission and/or reflection coefficients CIdeal in the local
coordinate system.















Figure 6: Schematic of the electric field propagating through a fictitious curved surface in local
coordinate system.
invalidated. The transmission and reflection coefficients are obtained by energy conser-
vation. It is assumed that there is no reflected field, all the energy is therefore transmit-
ted. Thus the following equation (written in the local coordinate system) is obtained
as: ∫∫
S′in · ds′in =
∫∫
S′out · ds′out, (2.58)
where S′in and S′out is the Poynting vector of the in- and output fields respectively. ds′in
and ds′out correspond to the vector surface area differentials of the input and output
surfaces respectively. In this case, the input and output surfaces coincide, so the surface-








where k′z,I and k
′
z,II are the z components of the input and output wave vectors on the
surface written in the local coordinate system. nI and nII are the refractive indices of the
input and output regions.
The field is assumed to be local plane wave at the curved surface. Therefore, the field
vector is perpendicular to the propagating direction as shown in Fig. 6. The field is de-
composed into p and s modes which are parallel and perpendicular to the paper plane,
respectively. From the decomposition and local-plane-wave assumption, a sufficient con-















where |Eincp | and |Eincs | are the amplitudes of the p and s modes of the input field, and
|Eoutcp | and |Eoutcs | are the amplitude of the p and s modes of the output field. As shown
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in Fig. 6, the relations between the amplitudes of the p and s modes and the amplitudes










|Eoutcs | = |Eoutcy′ |. (2.61d)




















The refractive indices are assumed to be the same in both the input and output regions;
nI = nII. Therefore, the transmission coefficients are:











Then, from Eqns. 2.47, 2.51, 2.57 and 2.63, the local boundary condition for the entire
surface is written in the local B operator form:
BLPIA = YoutCIdealt Y loc, (2.64)
which can be calculated straightforwardly by numerical computation.
Then the general equations are applied to the case that the input field is on-axis prop-
agating along z direction with kx = 0 and ky = 0. It can be described by Einc =
[Eincx , E
inc
y , 0]ᵀ focused by an aplanatic lens which satisfies the sine condition [66]. In
the case that the fictitious surface is spherical, with the output a spherical field conver-
gent to the center point of the Gaussian reference sphere, the transmission coefficients










Then, Eq. 2.49 is simplified according to this specific case that input field is on-axis








For the output field at the Gaussian reference sphere, it propagates along r̂, i.e. along z′








Inserting Eq. 2.67, Eq. 2.66 and Eq. 2.65 to Eq. 2.64, then combining with Eq. 2.45, the B






c1 + c2cos2φ c2sin2φ
c2sin2φ c1 − c2cos2φ
]
, (2.68)







Eincx (c1 + c2cos2φ) + E
inc
y (c2sin2φ)
Eincx (c2sin2φ) + E
inc
y (c1 − c2cos2φ)
]
. (2.69)
But the derivation is different; especially the derivation of the transmission coefficients
is more straightforward here. The so-called apodization factor
√
cosθ [66, 110] is in-
cluded in the transmission coefficients directly.
2.3 operator for micro-/nano-structures
2.3.1 Introduction
Since it is already mentioned in chapter 1, micro-/nano-structures are essential for the
microscopy system. In order to model the micro-/nano-structures rigorously with inclu-
sion of the fully vectorial effect, rigorous Maxwell’s equations solvers should be applied.
There are many rigorous numerical solvers developed accompanying the development
of computers. The following lists some as examples which are very often applied.
Finite Different Time Domain(FDTD) [111–114] method solves Maxwell’s equations in
time-domain. The time-dependent equations are discretized by central difference ap-
proximation both for the time and space partial derivatives. The electric field in a spatial
volume is solved at a given time. Then, the magnetic field in the same spatial volume is
solved at the next time interval. The process is repeated till all the require space is cov-
ered. It is widely used in the nanooptics community and lots of commercial softwares
are based on FDTD, e.g. Lumerical FDTD [115], CST [116], etc.
Finite Element Method (FEM) [117–120] is a general numerical method which solves the
partial differential equations rigorously. It can be applied in the areas of electromagnetic
field, acoustic, fluid dynamic, heat, thermodynamics, etc. For solving Maxwell’s equa-
tions, it discretizes the structure by meshes. And the electric field is approximated by a
sum of the basis functions locally. By satisfying the local boundary condition, a linear
equation systems are solved numerically. It is widely used in nanooptics community.
Lots of commercial softwares are available, e.g. Comsol [121], JCMSuite [122], etc.
Volume Integral Method (VIM) [123–125] solves the volume integral equation, which
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is derived from Maxwell’s equations rigorously, based on Green’s theorem. Integral
Method(IM) [93, 126–130] solves the surface integral equation, which is derived from
Maxwell’s equations rigorously, based on Green’s theorem. There are several commer-
cial softwares available, e.g. PCGrate [131], WIAS-DiPoG [132].
Fourier Modal Method (FMM) [93, 123], which is also referred to Rigorous Coupled
Wave Analysis (RCWA), is another rigorous Maxwell’s equations solver. It discretizes
the arbitrary structure into layers and represents the field in different layers in Fourier
modes. By matching the boundary condition, the coefficients of the Fourier modes are
calculated. There are lots of commercial softwares which are based on FMM, e.g. Virtu-
alLab Fusion [133], Gsolver [134], RSoft [135].
Each of the above mentioned rigorous solvers has its pros and cons. The comparison of
different rigorous solvers for simulation of a metallic slit is performed in [123]. More
comparison of FEM, IM and FMM will be performed in chapter 3. In principle, all the
rigorous solvers can be applied to obtain the B operator. But because of the good per-
formance for lamellar structure, the widely acceptance in the community and the easy
implementation, in this thesis, FMM is chosen to obtain the B operator.
FMM was first developed in the late 70s and early 80s by Knop [136], Moharam and
Gaylord [137, 138]. It was later extended to three dimensional case and anisotropic
medium [139–143]. Nearly parallel in time, it was extended to conical mounting [144]
and arbitrary-shaped structure [145–147] based on the so-called Scattering (S) matrix [148–
150] and the so-called R matrix [149, 151], later based on the so-called enhanced trans-
mission matrix [152, 153]. In the meanwhile, a stable and efficient implementation was
proposed by Morharam et al. [154, 155]. Lots of effort was used to improve the con-
vergence for the TM case [156–159]. Li gave a deep mathematical background which
is often referred to Li’s rules [158] or inverse rule or fast Fourier factorization [160].
Later on, Lalanne et al. [100, 161, 162] applied Perfectly Matched Layers (PMLs) [163,
164] to extend FMM to model aperiodic structure. The algorithm is often referred to as
Aperiodic Fourier Modal Method (AFMM). Later it was extended for arbitrary incident
angle based on the so-called Contrast Field Formulation [165–167]. It was also extended
to curvilinear coordinates to improve the computational speed [168, 169]. The staircase-
approximation-convergence problem was addressed by Popov et al. [170] which is still
a non-solved problem to the best of the author’s knowledge. As time went by, there
were still improvement added to FMM. Schuster et al. improved the convergence for
crossed grating with so-called normal vector method [171]. Bai et al. improved the com-
putational speed for certain types of crossed grating by applying group-theoretic ap-
proach [172–174]. Non-linear effect of second harmonic generation was implemented in
the framework of FMM [175, 176]. Adaptive spatial resolution was introduced to FMM
to improve the convergence performance [177–181]. General wave incidence was also
addressed and applied [46, 105, 182, 183].
In this section, the author will write the B-operator matrix (B matrix) in the framework
of FMM and AFMM based on the S matrix algorithm [150] to fit the framework of field
tracing. The eigenvalue problem is modified to be formulated in general, including pla-
nar stratified medium, for easy implementation.
This section is organized as follows: In subsection 2.3.2, the 2D periodic structure is
modeled with B operator in the framework of FMM. Due to the analogy of the peri-
28 theory
odic and aperiodic structure, the 3D periodic structure is omitted. In subsection 2.3.3,
the 3D case for aperiodic structure is modeled with B operator in the framework of
AFMM. For the same reason of the analogy of the periodic and aperiodic structure, the
2D-aperiodic-structure case is omitted.
2.3.2 Periodic structure by Fourier modal method
2.3.2.1 Discretization of arbitrary structure in layers
As mentioned before, only 2D structure is considered in this section. The arbitrary 2D
structure is sliced into layers. For each layer, the structure is z-invariant as shown in
Fig. 7. The thickness of the each layer is arbitrary. In Fig. 7, several simple structures are
listed. They are gratings, grating with planar coatings etc.
(a) (b) (c) (d)
x xxx
z zzz 0 000
Figure 7: Various types of arbitrary structures. (a). Sinusoidal grating with a homogeneous sub-
strate. (b). Slanted grating with a homogeneous substrate. (c). Triangular grating with
planar coating layers. (d). Rectangular grating with inhomogenous substrate.
2.3.2.2 Field solutions in each layer
The structure is assumed to be non-magnetic, isotropic. And as mentioned in Sec. 2.1,
the field is assumed time-harmonic. Therefore, the electromagnetic field in each layer,
e.g. layer l, is governed by the following Maxwell’s equations in frequency domain.
∇× E(r) = iωµ0H(r), (2.70a)
∇× H(r) = −iωε(r)E(r), (2.70b)
where ε = ε0εr is the permittivity of the structure. Please note that the layer index l is
omitted in the notation for clearness.
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They are six differential equations where the six components of the electromagnetic
fields are coupled. The structure is assumed to be 2D, e.g. y-invariant. The electromag-
netic field is also assumed to be 2D which is the same y-invariant as the structure. In
mathematics, it is written as:
E(r) = E(x, z), (2.73a)
H(r) = H(x, z), (2.73b)
εr(r) = εr(x, z). (2.73c)
Then, it is concluded that all the partial differential part with y are zero. The equations





= iωµ0Hy(x, z), (2.74a)
−∂Hy(x, z)
∂z
= −iωε0εr(x, z)Ex(x, z), (2.74b)
∂Hy(x, z)
∂x
= −iωε0εr(x, z)Ez(x, z). (2.74c)
Analogously, following equations from Eq. 2.71a, 2.71c and 2.72b are obtained as:
−∂Ey(x, z)
∂z
= iωµ0Hx(x, z), (2.75a)
∂Ey(x, z)
∂x





= −iωε0εr(x, z)Ey(x, z). (2.75c)
From the above two sets equations, it is known that they are totally decoupled. Eq. 2.74
is called Transverse Magnetic (TM) case because the magnetic field is transverse which
means Hy is along the invariant direction of the structure as indicated in Fig. 8 (b). The
magnetic field only has Hy component. The electric field has Ex and Ez components in
general. Analogously, Eq. 2.75 is called Transverse Electric (TE) case because the electric
field is transverse as indicated in Fig. 8 (a). Ey is along the invariant direction of the
structure. The electric field only has Ey component. The magnetic field has Hx and Hz
components in general. Note that TE- and TM-field decomposition only exists in the
case where the structure and the field are both 2D.














Figure 8: TE, TM and conical cases. (a). TE case means the structure and electric field are both y-
invariant. (b). TM case means the structure and magnetic field are both y-invariant. (c).
Conical case means the structure is y-invariant. The electromagnetic field is in arbitrary
direction.




























εr(x, z)Ey(x, z). (2.76b)






+ k20εr(x, z)Ey(x, z) = 0. (2.77)
It is the second order partial differential equation. In order to get rid of the derivatives.
The Fourier transformations are performed to the electric field and the structure which
is represented by the relative permittivity written as:
Ey(x, z) =
∫
Ẽy(z, kx) exp(−ikxx)dkx, (2.78a)
εr(x, z) =
∫
ε̃r(z, kx) exp(−ikxx)dkx. (2.78b)


















The second order partial differential equation becomes second order differential equa-




Ẽy(z, kx) = k2xẼy(z, kx)− k20
∫
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It is the couple-wave equations where the fields with different spatial frequencies are
coupled with each other by the convolution with the structure. In order to perform the
numerical computation, discretization must be performed. For the periodic structure,
εr(x, z) is periodic function in x-direction which means:
εr(x, z) = εr(x + d, z), (2.81)
where d is the grating period. It is discretized in Fourier domain with the sampling
distance δk = 2πd . According to Floquet’s or Bloch’s theorem, the field is also periodic.
It is sampled with the same sampling distance as the structure. Therefore, kx can be
written in the discretized form as
kxn = kx0 + n · δk. (2.82)
Eq. 2.80 is discretized as:
d
dz2




ε̃r(z, (kxn − kxm))Ẽy(z, kxm). (2.83)








where Ẽy(z) is the vector contains all the spatial frequencies components. Kx is the di-
agonal matrix which has kxn in its diagonal. ε̃r(z) is the Toeplitz matrix related to the
permittivity.
In order to transform the above equation to be second order ordinary differential equa-
tion, ε̃r(z) must be z-independent which means the structure must be z-invariant. It is
the reason why the arbitrary structure must be sliced into layers which is z-invariant.















where 2N + 1 is the number of the truncation orders or sampling points for numerical
computation. It is written in matrix form as:
Ẽy(z, kx) = W exp(Qz)c. (2.87)
Substituting Eq. 2.87 into 2.85, the eigenvalue problem in linear algebra is obtained as:
Q2W = [(Kx)2 − k20ε̃r]W . (2.88)
Then the eigenvalue problem is solved for [(Kx)2− k20ε̃r]. There are two separated cases.
First, if the structure is homogeneous which means εr is constant, the eigenvalues of the
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matrix is the elements of the diagonal. The eigenvectors of the matrix is identity matrix.
In other words, the eigenvalue problem can be solved analytically. This case presents
the modeling of the planar coating in physical sense. Second, if the structure is inho-
mogenous which means εr is a function of space, the eigenvalue problem is calculated
numerically, e.g. by the software package from CenterSpace [184]. The complexity of
this process is O(2N + 1)3 which is the most computational expensive part of FMM.
The square root of eigenvalue has two values which represent two propagating direc-
tions, namely the forward propagating direction +z and the backward propagating
direction −z. Therefore, the electric field is the sum of the two direction propagating
field. Neglecting the gain field which is non-physical, it is obtained as:
Ẽy(z) = WTE
[
exp(−QTE(z− hl−1))c+TE + exp(QTE(z− hl))c−TE
]
, (2.89)
where hl−1 and hl are the position of the left and right boundaries of the layer respec-




















− exp(−QTE(z− hl−1))c+TE + exp(QTE(z− hl))c−TE
]
. (2.91)
To this point, the field solutions in the TE case are obtained. Next, the coupled-wave








where η̃ is the Teoplitz matrix with the elements related to η̃. I is identity matrix. Then
the inverse rule which is also referred to as Li’s rule [149, 156] is applied. It means η̃ is
replaces by ε̃r−1 to improve the convergence speed.








Totally analogous to TE case, the field solutions is obtained as:









− exp(−QTM(z− hl−1))c+TM + exp(QTM(z− hl))c−TM
]
. (2.94b)
The conical case as indicated in Fig. 8 (c) can be derived analogously to TE and TM case.
The derivation is omitted here for brevity.
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Figure 9: Demonstration of the boundary condition at the boundary z = h(l−1) between the field
in layer l − 1 and l.
2.3.2.3 Boundary conditions
The field solution for TE, TM and conical incidence are obtained above in one specific
layer l. Therefore, the field solution in the layer l− 1 is obtained directly. TE-polarization
case is taken for example for further demonstration, the fields in layer l − 1 is obtained





















The transverse components of the electromagnetic fields are continuous at the boundary
at z = h(l−1) shown in Fig. 9 as:
Ẽy(l−1)(z = h(l−1)) = Ẽy(l)(z = h(l−1)), (2.96a)
H̃x(l−1)(z = h(l−1)) = H̃x(l)(z = h(l−1)). (2.96b)










where XTE(l) = exp(QTE(l)(h(l−1) − h(l))) is related to the propagation kernel in Fourier
domain in layer l. XTE(l−1) = exp(−QTE(l−1)(h(l−1) − h(l−2)) is related to the propaga-
tion kernel in Fourier domain in layer l − 1. VTE(l) and VTE(l−1) is calculated by the
following equations:
VTE(l) = −WTE(l)QTE(l), (2.98a)
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Figure 10: The demonstration of the S matrix. S̄(l), S̄(l+1) and S̄(1) are the accumulated S matrices
till boundaries at hl+1, hl and h1 respectively.
2.3.2.4 From S matrix to B matrix
Scattering (S) matrix is well known to deal with the stratified media by propagating
the modes though the layers stably [150]. But in order to propagate the transverse field
components, a minor modification is done to S matrix which results in B operator matrix,
which is denoted by B matrix for short. Because of the analogy between TE, TM and
conical incidence, the TE case is taken for example here.
The derivation is taken analogous to the procedure which is detailed formulated in
[166]. Therefore, the accumulated S matrix, as indicated in Fig. 10, is directly written
here as:  c−TE(0)
c+TE(M+1)





















B̃11(1) = WTE(0)S̄11(1)WTE(M+1), (2.101a)
B̃12(1) = WTE(0)S̄12(1)WTE(0), (2.101b)
B̃21(1) = WTE(M+1)S̄21(1)WTE(M+1), (2.101c)
B̃22(1) = WTE(M+1)S̄22(1)WTE(0). (2.101d)
The B matrix is the direct connection of the input field at input plane and output field
at output plane in Fourier domain indicated by Eq. 2.100. Therefore, it is very straight-
forward to apply in the entire modeling. One only needs to find the corresponding
element in B matrix and to multiply the specific element of the input field to calculate
the specific element of the output field. Please note that the B matrix for ideal periodic
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grating is directly calculated by the predefined diffraction efficiencies in Eq. 2.26.
If the input field is equidistantly sampled in Fourier domain by δk, the corresponding
elements in B matrix are obtained simultaneously for all of the input κ in one eigen-
value calculation. By doing this, the computational time is accelerated. If the input field
is non-equidistantly sampled, one has to calculate the corresponding elements in B ma-
trix each time for each input κ or the numerical tricks, e.g. interpolation and fitting, are






Figure 11: Schematic of the arbitrary 3D structure bounded by PMLs at the lateral sides. It is
also sliced into layers with is z-invariant.
2.3.3 Aperiodic structure by Fourier modal method
2.3.3.1 Absorbing layers
The structure discussed in this subsection is aperiodic. Only the 3D case for aperiodic
structure is considered for brevity. There is a natural connection between periodic and
aperiodic structure. If the period of the periodic structure is large enough even to infin-
ity, the interaction of the electromagnetic field between the neighboring period, which is
also referred to aliasing, becomes minor even vanishes. Therefore, one can always deal
with the aperiodic structure with the periodic theory with large enough period. It is of-
ten called super-cell approach [165]. However, this approach is not practical because of
the very expensive numerical effort. In order to reduce the numerical effort, one has to
reduce the period but in the same time to avoid the aliasing. Therefore, absorbing layers
should be added at the lateral sides of the structure to absorb all the electromagnetic
field which would interact with the neighboring period. In principle, any absorbing lay-
ers would work if it absorbs any electromagnetic field with any spectral frequency and
incident angle. The so-called Perfectly Matched Layers (PMLs) [163] functions exactly
this way. Therefore, by adding PMLs at the lateral sides, the theory which deals with the
periodic structure can be directly used for the aperiodic structure [100, 165, 185, 186].
36 theory
2.3.3.2 Discretization of arbitrary structure into layers
Analogous to the discretization of arbitrary 2D structure in subsection 2.3.2, the 3D struc-
ture as shown in Fig. 11 is discretized into layers in which the structure is z-invariant.
The reason is the same as discussed in 2.3.2.
2.3.3.3 Field solutions in each layer
Because of the analogy to the periodic case, Eq. 2.71 and 2.72 are directly taken for
further derivation. Ez(r) and Hz(r) are eliminated by substitution. The PMLs is im-
plemented with the complex stretched coordinates [164, 165] at the lateral directions.
Therefore, the following equation is obtained as:
∂
∂z


























































































where f (x) and f (y) are the functions related to PMLs which is give in the appendix A
in [162]. f ′(x) and f ′(y) are their first order derivatives as in Eq. 8 in [162].






































































f̃P,y(z, ky) exp(−ikyy)dky. (2.103h)
Insert Eq. 2.103 into Eq. 2.102, perform the discretization and make the structure z-











−FxKx η̂FyKy FxKx η̂FxKx − k20 I
k20 I − FyKyη̃FyKy −FyKyη̃FxKx
















 = [ −FxKxFyKy −k20ε̃r + FxKxFxKx
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FxKx η̃FyKy k20 I − FxKx η̃FxKx













Ẽ = ABẼ. (2.107)
By solving the eigenvalue problem, the electric field is expressed as:
Ẽ(z) = W3D[exp(−Q3D(z− hl−1))c+3D + exp(Q3D(z− hl))c−3D], (2.108)
with the help of Eq. 2.105a, the magnetic field is expressed as:
H̃(z) = −k0 A−1W3DQ3D[exp(−Q3D(z− hl−1))c+3D + exp(Q3D(z− hl))c−3D]. (2.109)
Therefore, to this point, the electromagnetic field in a certain layer is obtained with the




In order to calculate the unknowns, linear equations are formulated from the boundary
condition which states that the transverse electromagnetic components are continuous
at boundary z = h(l−1) shown in Fig. 9. Totally analogous to Eq. 2.97, the following










where X3D(l) = exp(Q3D(l)(h(l−1) − h(l))) is related to the propagation kernel in Fourier
domain in layer l. X3D(l−1) = exp(−Q3D(l−1)(h(l−1) − h(l−2)) is related to the propaga-
tion kernel in Fourier domain in layer l − 1. V3D(l) and V3D(l−1) is calculated by the
following equations:
V3D(l) = −k0 A−1(l) W3D(l)Q3D(l), (2.111a)
V3D(l−1) = −k0 A−1(l−1)W3D(l−1)Q3D(l−1). (2.111b)
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2.3.3.5 From S matrix to B matrix
For the same reason as mentioned before, the S matrix is written to B matrix. Analogous
to the TE case before, the following equation analogous to Eq. 2.99 is directly written
as:  c−3D(0)
c+3D(M+1)







In order to convert the S matrix to B matrix as in Eq. 2.100, direct derivation is performed
with the help of Eq. 2.108. The results are obtained as:
B̃11(1) = W3D(0)S̄113D(1)W3D(M+1) (2.113a)
B̃12(1) = W3D(0)S̄123D(1)W3D(0), (2.113b)
B̃21(1) = W3D(M+1)S̄213D(1)W3D(M+1), (2.113c)
B̃22(1) = W3D(M+1)S̄223D(1)W3D(0). (2.113d)
The above B matrix is sampled in Fourier domain by the inverse of computational
window size, which is relatively small. Therefore, the sampling is not fine enough in
Fourier domain for some applications. In order to have a fine sampling, the so-called
near field to near/far field transformation is applied as discussed in detail in [187].
2.4 summary and conclusion
In this chapter, the full theory is formulated. The LPIA for curved surfaces and FMM for
micro-/nano-structures are the focus. All the field tracing techniques are implemented
in the software VirtualLab Fusion [133] in which numerical experiments are performed
in next chapters. The laptop used in this thesis has the property as: RAM: 16 GB , CPU:
Intel Core i7 @2.4 GHz.
3
E VA L U AT I O N O F T H E O P E R AT O R S F O R C O M P O N E N T S
3.1 introduction
The B operator for the real curved surfaces in the framework of the LPIA are formulated
in details in Sec. 2.2. How accurate is it remains unknown. Especially for the reason
that it is not derived from Maxwell’s equations rigorously or with certain assumptions.
Therefore, it is necessary to validate the B operator and evaluate the limitation of the it
based on LPIA.
In [106], the authors compared the LPIA boundary condition combined with the Local
Plane Wave Approximation (LPWA) free space propagation with the rigorous method
for the triangular-shaped structure. But it suffers from the intrinsic drawback of the
diffraction from the sharp edge. In [107], the authors show the high accuracy of the
LPIA boundary condition combined with the LPWA free space propagation for the
V-shaped structure even including evanescent wave. But the calculated coupling effi-
ciencies between the LPIA and rigorous one is still observable because the influence of
the diffraction of the sharp edge. What about the curved surface without the diffrac-
tion from the shape edge? In [96], the authors compared the LPIA boundary condition
combined with LPWA free space propagation with rigorous method for curved surface
which is sinusoidal. They showed good agreement for large period of structure but ob-
verse deviation for small period of structures. For the reason that LPIA local boundary
condition and LPWA free space propagation are always considered being combined as
a whole, the origin of the inaccuracy are not separately discussed for the LPIA local
boundary condition and LPWA free space propagation.
As discussed in Sec. 2.2, the LPIA for the local boundary condition is separated from
the free space propagation. The free space propagation can always performed rigor-
ously. If the LPIA for the local boundary condition is accurate enough, the field at any
plane should be accurate enough. It is only considered that the fields interacts with one
boundary once in the deviation of B operator in Sec. 2.2. Therefore, it is named as LPIA
of the first order. When LPIA boundary condition is talked about in the following, it
always means LPIA of the first order unless it is emphasized as LPIA of higher orders
which means the fields interacts with one boundary for multiple times. In the follow-
ing section, the LPIA for real curved surface will be validated by comparing with the
rigorous solution by FEM [93] in different types of a 2D single curved surface. And
the limitation of the LPIA will be evaluated in the situation that higher orders of LPIA
occur. The LPIA with combination of free space propagation will also be validated by
comparing with FEM for 2D single curved surface. The results of FEM is obtained by
the software JCMSuite [122]. The detail of the implementation of FEM is shown in [188,
189]. For evaluating the versatility, the results by LPIA for a 2D two-curved-surface com-
ponent will also be validated, when the field is in the focal region propagating through
the second curved surface with Wave Propagation Method (WPM) [190–193] shown in
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the literature. For the practice usage, most components are 3D structured. Therefore,
two different types of 3D lenses with LPIA combined with free space propagation are
compared with the results from WPM in [193].






























Figure 12: (a). Schematic of the structure: a sinusoidal surface with lateral size 100 µm and depth
20 µm. (b)-(c).The amplitudes of the electric field components are calculated by FEM.
The incident field is not included in the region above the surface.
formulated in details in Sec. 2.2. Though the basic concept is the same with the ideal
lens in [9, 62–64, 66, 69], the derivation is different. It is validated mathematically in
Sec. 2.2. In this chapter, the numerical validation and evaluation will be performed to
show its accuracy and versatility.
The result is compared with Debye-Wolf integral which calculates the field at the fo-
cal plane with plane wave incidence [66]. In addition, to show the versatility of the B
operator for fictitious curved surfaces, the focused fields with rectangular and annular
apertures are calculated and focusing of cylindrical vector beams [9, 69], e.g. radially
and azimuthally polarized beams, are also performed.
The B operator for the micro-/nano-structures by FMM is formulated in details in
Sec. 2.3. It is derived rigorously from Maxwell’s equations mathematically. But the im-
plementation is done numerically. Therefore, the validation should be performed by
comparing with other rigorous methods to obtain convincing results for the applica-
tion examples in this thesis. Besides the validation, the evaluation of the computational
speed is also very important to show pros and cons compared to other methods in dif-
ferent cases.
The validation of FMM for periodic and aperiodic structure were already validated by
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Figure 13: Comparison of field quantities on the curved surface obtained by LPIA and FEM.
Please note that the phase is unwrapped one.
the authors by comparing the results with other methods, e.g. integral method(IM) [146],
supercell approach [165], method of line [161]. The evaluation of the computational
speed of FMM is performed by comparing other methods such as FEM, FDTD, volume
integral method, etc. in [123]. But the structure is restricted to only the binary grating
with metal as the material. Furthermore, the performance of different methods are per-
formed by different computers. Therefore, the computational time does not reveal the
computational speed directly.
Therefore, in Sec. 3.3, the results for different types of periodic structures with IM and
FEM will be compared to evaluate the convergence and computational speed of FMM.
The results of IM is obtained by the code from WIAS [132]. The detail of the implemen-
tation of IM is shown in [128]. The results of FEM is again obtained by the software
JCMSuite [122]. Furthermore, all three methods are performed with the same laptop.
Therefore, the computational time can directly reveal the computational speed. Even
though FMM for aperiodic structure was already validated in the literature, the results
with FEM for the 2D case as well as the 3D case are still compared briefly to validate
the FMM code used in this thesis.
3.2 operator for curved surfaces
3.2.1 Real curved surface
In the following numerical results for the real curved surfaces, the input fields are plane
waves with wavelength λ = 532 nm. The amplitudes of the incident plane waves are
normalized. The permittivity of the input region, which is air, is εI = 1. The permittivity
of the output region, which is fused silica, is εII = 2.135.
3.2.1.1 Local boundary condition base on LPIA
In order to validate the local boundary condition by LPIA, three examples are studied
numerically. The first one is the full sinusoidal surface with a relatively low ratio of
































Figure 14: (a). Schematic of the structure: a half-sinusoidal surface with lateral size 1.25 µm and
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Figure 15: Comparison of field quantities on the curved surface obtained by LPIA and FEM
corresponding to Fig. 14.
height to size but relatively large size. The second one is the half-sinusoidal surface
with a relatively small size, even comparable to the wavelength. The third one is a half-
sinusoidal surface with a relatively high ratio of height to size. In the first example, the
reflected field at the output reference plane z = −10 µm is not in the homeomorphic
zone [102], sometimes also referred to as geometric zone [103]. In the third example, the
field at the output reference plane z = 0 is not in the homeomorphic zone.
The incidence direction is normal incidence from above, inclined incidence will be con-
sidered later for the evaluation. Both TE and TM polarized fields are investigated to
show full vectorial effects.
Fig. 12 (b) and (c) show the reference field amplitudes by the rigorous solution FEM.
Fig. 12 (b) is the amplitude of the y component of the electric field in TE polarization.
Analogously, Fig. 12 (c) is the amplitude of the x component of the electric field in TM
polarization. The field above the curved surface is only the reflected one, without includ-
ing the incident field. The filed at the lower side of the curved surface is the transmitted
one.

































Figure 16: (a). Schematic of the structure: a half-sinusoidal surface with lateral size 25 µm and
depth 15 µm. (b)-(c). The amplitudes of the electric field components are calculated
by FEM.
From the first impression of the amplitudes, they look very much like they follow the
local plane wave and local plane interface approximation. For a more precise valida-
tion, the comparison of both the amplitudes and the unwrapped phases directly on the
curved surface for both the reflected and the transmitted fields for y and x components
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Figure 17: Comparison of field quantities on the curved surface obtained by LPIA and FEM
corresponding to Fig. 16.
the quantities from LPIA and FEM is achieved. Evaluating the agreement by the devia-
tion σdev, it is below 0.1% for all the cases considered. For the reflected field, although it
diffracts during propagation, LPIA is still valid directly on the surface. The calculation
time for LPIA is ∼ 0.2 s on an everyday computer. But it is ∼ 15 mins for FEM on the
same computer, which is ∼ 4500 times slower.
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Following an analogous logic, the reference field amplitudes by FEM for the second
example are shown in Fig. 14 (b) and (c) for the y and x components respectively. The
size of the curved surface is only 1.25 µm which is comparable to the wavelength. The
comparison results of the amplitudes and unwrapped phases on the curved surface are
shown in Fig. 15. All the y and x components of the transmitted and reflected field are
compared. They are again in good agreement. The deviations are also below 0.1%. The
calculation time for LPIA in this case is ∼ 0.2 s on an everyday computer. But it is ∼ 40 s
for FEM on the same computer, which is around 200 times slower.
For the third example, the whole reflected and transmitted fields are shown in Fig. 16
(b) and (c). The field quantities are compared on the curved surface shown in Fig. 17, as





















































Figure 18: The amplitude of the y component by FEM with the height of the structure 25 µm
in (a) and 30 µm in (b). The black lines with arrows indicate the multi-reflection and
refraction. Comparison of the amplitudes of the transmitted fields on the curved
surface obtained by LPIA and FEM in (c) and (d). The insets are the magnification of
the parts in black boxes.
The deviation is still below 0.1%. From the results, it is concluded that even though the
transmitted field at the reference plane z = 0 is not in the homeomorphic zone, the
diffraction appears during propagation. LPIA is validated on the curved surface. The
calculation time for LPIA is ∼ 0.2 s on an everyday computer. But it is ∼ 4 mins for
FEM on the same computer, which is around 1200 times slower. When the size of the
structure is larger, the advantage of LPIA is more obvious compared to the rigorous
3.2 operator for curved surfaces 45
solvers, e.g. FEM.





















































Figure 19: The amplitude of the y component by FEM with the incident angle 20◦ in (a) and
30◦ in (b). The black lines with arrows indicate the multi-reflection and transmission.
Comparison of the amplitudes of the transmitted fields on the curved surface ob-
tained by LPIA and FEM in (c) and (d). The insets are the magnification of the parts
in black box in (d).
to wonder where the limitation is. Therefore, two groups of evaluation examples are
performed.
In the first group, the multi-reflection and transmission occur which has a clear physical
interpretation.
In Fig. 18, lateral size of the curved surface are kept as 100 µm and increase the heights
of the surface to 25 µm shown in (a) and 30 µm shown in (b). For simplicity, only the
amplitudes of the y components are shown. In Fig. 18 (a) and (b), part of the reflected
field impinges upon the same surface multiple times, thus making the LPIA of the first
order inaccurate. It is not mentioned in [96]. Higher-order LPIA produces more accurate
results. But it causes higher numerical effort and degrades the speed advantage of the
LPIA of the first order. The amplitudes on the surface by LPIA of the first order are
compared with FEM as shown in Fig. 18 (c) and (d), which correspond to the structure
in Fig. 18 (a) and (b). LPIA becomes inaccurate when multiple reflections and trans-
missions occur. The inaccuracy increases as the multiple reflections and transmissions
increase. The inaccuracy comes from the exclusion in the first-order LPIA treatment of
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the multiple interactions of the field with the interface.
In Fig. 19, the structure are kept the same as in Fig. 12 (a). The incident field is the same
as in the previous case but with different incident angles. The amplitudes are shown
in Fig. 19 (a) for incident angle 20◦ and (b) for incident angel 30◦. By comparing the
amplitudes on the surface from LPIA and FEM as shown in Fig. 19 (c) and (d), the same
conclusion is reached as before. The results from LPIA is still accurate in the positions
where multiple interactions do not occur.























































Figure 20: The amplitude of the y component by FEM with lateral size 12.5 µm and height 2.5 µm
in (a) and the lateral size 5 µm and height 1 µm in (b). The black asterisks indicate
the geometric focuses. Comparison of the amplitudes of the transmitted fields on the
curved surface in (c) and (d).
appears an internal resonance due to the diffraction and this would mean there are, in
fact, multiple interactions with the surface, which also has a clear physical interpreta-
tion.
In Fig. 20, the ratio of the lateral size to the height of the structure is kept the same as in
Fig. 12. The incident field is also the same. Therefore, there are no multiple reflections
and transmissions predicted by the local plane wave model. But as the lateral size and
the height decrease as shown in Fig. 20 (a) and (b), the focal spots as indicated by the
black asterisks are closer to the surface. Therefore, the interaction of the diffracted field
with the surface still occurs which makes the LPIA inaccurate. It is not mentioned in
[96]. The internal resonance effect cannot be directly added by taking the higher orders
of LPIA into consideration in principle. It gives the fundamental limitation of LPIA deal-





















































Figure 21: The amplitude of the y component by FEM with lateral size 1.25 µm and height 0.5 µm
in (a) and the lateral size 1.25 µm and height 0.75 µm in (b). Comparison of the ampli-
tudes of the transmitted fields on the curved surface in (c) and (d).
ing with micro-/nano-structures. By comparing the amplitudes on the surface by LPIA
with those by FEM as shown in Fig. 20 (c) and (d), the inaccuracy of LPIA is influenced
by the internal resonance. But the result from LPIA can give a good prediction of the
mean envelope of amplitude.
In Fig. 21, another example of internal resonance is shown. The lateral size of the curved
surface 1.25 µm are kept (the same as in Fig. 14) and the height of the structure increases
to 0.5 µm in Fig. 21 (a) and 0.75 µm in Fig. 21 (b). By increasing the height, the focal spot
is closer to the surface so that internal resonance occurs. The comparison of the ampli-
tudes of the transmitted fields on the surface by LPIA and FEM is shown in Fig. 21 (c)
and (d). The deviation increases but not strongly because the resonant fields are not so
strong.
According to the evaluation of the limitations, any kind of optical surfaces, which can
avoid the multiple reflection/transmission and the internal resonance with the surface,
can be studied accurately under this theory. For example, sinusoidal or freeform surface
with low aspect ratio, with paraxial incidence can be studied. For the specifically given
surface and incidence, it can be analyzed according to the two mentioned limitations.
3.2.1.2 Combined with free space propagation
As formulated in chapter. 2, the output field is defined at a reference plane. It is desired
to validate the output field by comparing LPIA combined with Free-Space Propagation
(FSP) with FEM. As shown in Fig. 12, the output field, which is the reflected field at
z = −10 µm, is in the focal region. It can be obtained from the field on the surface by





























Figure 22: (a). Comparison of the reflected fields on the reference plane at z = −10 µm in Fig. 12






























Figure 23: (a). Comparison of the transmitted fields on the reference plane at z = 10 µm in Fig. 12
(b). (b). Comparison of the reflected fields on the reference plane at z = −15 µm in
Fig. 16 (b).
a diffraction integral [108, 109]. The amplitude of the reflected field at z = −10 µm is
compared with that obtained by FEM. They are in good agreement, as shown in Fig. 22
(a). The output field, as shown in Fig. 16 (b), is the transmitted field at z = 0 µm. It is
also obtained by a diffraction integral. The amplitude is compared with FEM that they
are in good agreement as shown in Fig. 22 (b). Both of the amplitudes obtained by LPIA
have a deviation σdev < 0.1% respect to the FEM reference.
When the output field at the reference plane is in the homeomorphic zone, the local
plane wave propagation [86, 96, 103] is applied with fast computational speed. Fig. 23
(a) shows the amplitudes of the transmitted fields when the structure is that of Fig. 12
(a). The reference plane is at z = 10 µm. The results obtained by LPIA with FSP based
on local plane wave propagation are in good agreement with those obtained by FEM.
Another example is shown in Fig. 23 (b), which shows the amplitude of the reflected
field based on the structure shown in Fig. 16 (a). The reference plane is at z = −15 µm.
The results obtained by LPIA with FSP based on local plane-wave propagation are in
good agreement with those obtained by FEM. Both of the amplitudes obtained by LPIA
have a deviation σdev < 0.1% respect to the FEM reference.
The above comparison of the single interface is very essential for interpreting the LPIA
for real surface. But the single surface is not very often used as an optical component.
Therefore, in the following, the results from a double-surface component is also com-










Figure 24: (a). Amplitude of the electric field calculated by LPIA+FSP. (b). The reference calcu-
lated by WPM. It is adapted from Fig. 1 (b) in [191].
pared with a highly accurate method: WPM. In order to compare the results from lit-
erature, the parameters for the component and the incident wave are the same as the










































































Figure 25: The comparison of LPIA+FSP with WPM. The amplitudes of Ey is shown in the sec-
ond column compared with the ones in the first column adapted from [193]. The
normalized energy density at the focal plane z = 25 µm are shown in the third col-
umn.
and a waist radius of ω0 = 15 µm focuses through a cylindrical rod lens whose refrac-
tive index is ng = 1.5 and diameter is 30 µm. Its numerical aperture is around 0.8. The
second surface is in the focal region as indicated in Fig. 24. The amplitude of the y com-
ponent of the electric field is shown in Fig. 24 (a). In this example, the comparison of
the propagation of the transmitted field is performed. Therefore, the incident field and
the refracted field from the first surface is not included as indicated in the yellow boxes.
The transmitted beam calculated by LPIA combined with the free space propagation is
in very good agreement with the one obtained by WPM in [191] shown in Fig. 24 (b).
Even though the above example is based on an optical components with two surfaces, it
is still 2D, thus it is not used as often as the lenses consisting of 3D surfaces in practice.
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Therefore, the calculation for 3D real-lens surface is also investigated in the following.
In order to compare the results with the ones obtained by WPM in literature. The pa-
rameters are in accordance with the ones in [193]. The 2D plane wave, polarized in y
direction, with wavelength 633 nm is focused by two different types of spherical convex
lenses. The first lens has a smaller curvature radius for the first surface which is 24 µm
than the second which is −50 µm. The second lens is the reverted one of the first lens
as indicated by the solid brown color in Fig. 25. The diameter of the lenses are 40 µm
with the refractive index nl = 1.5. The x − z section of the amplitude of the y compo-
nent of the electric field through an entire 3D-field distribution is shown in the second
column compared with the results from [193] in the first column in Fig. 25. They are in
very good agreement. The differences between these two lenses, e.g. aberrations, energy
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Figure 26: Comparison of the commonly used Debye-Wolf integral and the field tracing based
on B operator for idealized aplanatic lens.
3.2.2 Fictitious curved surface
In the following numerical results for the fictitious curved surfaces, the input fields are
plane waves with wavelength λ = 532 nm. The numerical aperture is 0.95 in air. The
amplitudes and energy densities at the focal plane are normalized.
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3.2.2.1 Focusing of uniformly polarized plane waves
First, the focusing of the uniformly polarized plane waves, which are linearly and circu-
larly polarized, are compared with the Debye-Wolf integral [66]. The results are shown
in first, second and third columns for each of the components of the electric field in
Fig. 26. The vectorial effects are clearly demonstrated both for linearly and circularly
polarized beams. The results by the B operator based on the field tracing techniques are
in very good agreement with the direct Debye-Wolf integral.
3.2.2.2 Focusing through variously-shaped apertures
From the theory in chapter 2, the shapes aperture based on the field tracing techniques
is not restricted. Therefore, the focusing of the linearly and circularly polarized beams
with rectangular and annular apertures are performed directly. The results are shown
in Fig. 27. The results from rectangular aperture is distorted compared to the one from
circular aperture as shown in Fig. 27 (c)-(d). The results from the annular aperture has
more aberrations compared to the circular aperture but with reduces lateral size as































































Figure 27: The demonstration of the flexibility of the field tracing techniques of square and
annular apertures based on B operator for idealized aplanatic lens.
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3.2.2.3 Focusing of cylindrical vector beams
Not only the shapes of the aperture is not restricted via the field tracing techniques
based on B operator for fictitious surfaces, but also the polarization of the beam is not
restricted. Therefore, the results obtained for cylindrical vector beams, e.g. radially and
azimuthally polarized beams, are shown in Fig. 28. The transverse components and the
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Figure 28: The demonstration of the flexibility of the field tracing techniques of focusing of
radially and azimuthally polarized beams based on B operator for idealized aplanatic
lens.
3.3 operator for micro-/nano-structures
3.3.1 Periodic structure
(a) (b) (c) (d) ǫIǫIǫIǫI
ǫIIǫIIǫIIǫII
Figure 29: The demonstration of different types of profiles of the gratings.
Periodic structures, e.g. gratings, photonic crystal, are widely used in microscopy sys-
tems in nanooptics. Therefore, variously-shaped profiles of 2D gratings are in the need
of modeling. The typical ones are taken in the following examples for the investigation
of the convergence and calculation speed of FMM compared with IM and FEM. They
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are rectangular, sinusoidal, triangular and combined two triangular profiles as shown in
Fig. 29. The incident wave is plane wave with normal incidence with wavelength 532 nm.
The period of the grating is 1 µm. The thickness of the grating profile is 1 µm. The com-
bined triangular grating has a second grating with period of 50 nm and thickness of
500 nm. The permittivity of the input region, which is air, is εI = 1. The permittivity
of the transmitted grating, which is fused silica, is εII = 2.135 . The permittivity of the
reflected grating, which has a gold substrate, is εII = −5.568 + i2.245.




















































Figure 30: Comparison of the modeling of nanocylinder in the upper row, of cuboid in the
middle row, of triangular prism in the lower row.
+1 order for gold are shown in Tab. 2 together with the calculation time. By comparing
with IM and FEM for the rectangular profile, FMM shows the advantage that only one
layer is used. By using the inverse rule [158], TM case for fused silica has the same con-
vergent speed. But for gold which is metal, it still has slower convergent speed than TE.
By comparing with IM and FEM for the sinusoidal and triangular profiles, FMM has
slower convergent speed than IM and FEM in the case of TM, especially with gold be-
cause of the influence from layering of the profile using staircase approximation [170].
For the combined triangular profile which is more complex, all of the three methods
need more time. FMM nearly fails to obtain the convergent result for TM with gold.
The oscillation of the fields caused by the staircase is too strong because more layers are
needed for the complex profile [170].
3.3.2 Aperiodic structure
The theory of the aperiodic structure based on FMM with PMLs is already mature.
Therefore, only a few examples are shown in Fig. 30 and Fig. 31 for 2D and 3D struc-
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Table 2: Diffraction Efficiencies (DE) and calculation time for different types of 2D grating by
different methods
fused silica gold









FMM 21.2582 % 26.8610 % 22.5454 % 6.8750 %
IM 21.2581 % 26.8611 % 22.5452 % 6.8758 %




FMM 0.12 s 0.15 s 0.2 s 2.1 s
IM 11 s 11 s 13 s 13 s







FMM 16.0165 % 38.3079 % 20.4293 % 2.268 %
IM 16.0167 % 38.3075 % 20.4298 % 2.263 %




FMM 6 s 31 s 13 s 300 s
IM 0.26 s 0.26 s 0.31 s 0.5 s







FMM 28.8279 % 43.9181 % 0.068 59 % 3.843 %
IM 28.8270 % 43.9187 % 0.068 50 % 3.846 %




FMM 6 s 33 s 15 s 400 s
IM 1 s 1 s 1.3 s 1.3 s







FMM 37.958 % 43.129 % 0.001 45 % 0.4377 %
IM 37.953 % 43.127 % 0.001 49 % 0.4764 %




FMM 120 s 700 s 480 s 4800 s
IM 28 s 28 s 90 s 90 s
FEM 25 s 25 s 28 s 28 s
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tures for the validation of the codes.
For the 2D structures, the plane wave, with wavelength 532 nm, propagates through
variously-shaped structures made of fused silica with refractive index n f = 1.461. The
shapes are circular with the diameter of 1 µm, square with the size of 1 µm and triangu-
lar with both the width and thickness of 1 µm. The normalized amplitudes for TE and
TM field components are shown in Fig. 30. By comparing with FEM, they are in very
good agreement with the deviation below 0.02 %.
For the 3D structure, the plane wave, polarized in x direction, with wavelength of
FEM





























Figure 31: Comparison of the modeling of disk-shaped particle in the upper row and of cuboid
particle in the lower row.
532 nm, propagates through disk-shaped and cuboid nanoparticles. The disk-shaped
nanoparticle with diameter and the thickness of both 500 nm is made of glass with re-
fractive index ng = 1.5. The cuboid nanoparticle is made of the same medium with
lateral sizes and the thinness of 500 nm.
The normalized amplitudes of the x component of the transmitted and reflected electric
fields are shown in Fig. 31. By comparison with FEM, they are in very good agreement
with the deviation below 0.02 %.
3.4 summary and conclusion
The numerical validations of the B operators for curved surfaces and micro-/nano-
structures are performed by comparing with other rigorous or accurate methods. The
pros and cons of the B operators based on LPIA and FMM are investigated. Therefore,
the accuracy of the B operators used in the following chapters is guaranteed.

4
M O D E L I N G O F F O C U S I N G T H R O U G H A
M I C R O - / N A N O - PA RT I C L E
4.1 introduction
As mentioned in chapter 1, a focal spot with as small as possible lateral size is desired,
not only for high-resolution microscopy [62, 63, 65], but also in optical lithography, op-
tical data storage, laser machining, etc. However, lateral spot size is restricted by the
diffraction limit investigated by Rayleigh [53] and Abbe [1]. In recent years, various
methods have been proposed to obtain an ever-smaller lateral size of the focal spot.
Quabis et.al. found, through numerical investigations, that the focusing of a radially po-
larized beam with an annular aperture results in an even smaller focal spot compared
to the diffraction limit [194]; later, experimental results measured with the knife-edge
method [195, 196] by focusing with NA = 0.9, validated the numerical prediction [7].
Additional experiments managed to provide an even smaller focal spot [197] by focusing
with NA = 1.4. The size of the focal spot when linearly, circularly and radially polarized
fields are used in combination with an annular aperture is investigated numerically in
[198] and is reviewed in [9]. Some authors also demonstrated the sub-diffraction focus-
ing by using a mask based on the concept of superoscillation [199–203].
Besides the investigation of the polarization of the beams and the types of apertures/-
masks which influence the size of the focal spot, other authors added a microsphere
in the focal region of the convectional microscopy system, which is called microsphere-
based microscopy [12, 14, 83], to demonstrate super resolution experimentally. However,
the focal spot behind the microsphere was demonstrated numerically only by assuming
ideal plane wave illumination [13, 204]. Later, an engineered microsphere added in the
focal region of a conventional microscopy system with radially polarized beam was pro-
posed [10]. A focal spot, which was called nanojet, with the size ∼ 0.14 λ2 behind the
engineered microsphere, was demonstrated numerically [10].
With a similar aim in mind, a fully vectorial physical-optics modeling of the focusing
of an electromagnetic field through a micro-/nano-particle of size comparable to the
wavelength is performed in this chapter. The focused field on the micro-/nano-particles
is obtained with linearly, circularly and radially polarized input fields with both circu-
lar and annular apertures. The micro-/nano-particles have spherical, disk and cuboid
shapes , shown in Fig 32. The size of the focal spot behind the micro-/nano-particle is
investigated and analyzed.
To this point, all of the numerical simulations are based on an ideal lens which is apla-
natic. It satisfies the Abbe sine condition. In experiment, the real lens system is used
which might bring defects because of aberration and misalignment. Few were discussed
in the literature. In [205], a method was proposed to include the presumed aberration.
In [78], the aberration of astigmatic of a Gaussian field was presumed by the authors.
In [79], the aberration of preliminary astigmatic of a vortex beam is presumed by the
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authors. However, no aberration from the real lens system is discussed.
Therefore, the focusing of linearly, circularly and radially polarized waves are per-
formed also by the real lens system in this chapter, shown in Fig. 33. The aberration
of a real lens system, especially of a misaligned real lens system is analysed. The focus-
ing of the aberrated spot through the micro-/nano-particle is also investigated.
This chapter is structured as: in Sec. 4.2 modeling tasks and techniques are summarized
by the field tracing diagram; in Sec. 4.3 the numerical results for focusing by an ideal
lens and through a micro-/nano-particle are presented and analyzed; in Sec. 4.4 the
numerical results for focusing by a real lens and through a micro-/nano-particle are
presented and analyzed. Sec. 4.5 summarizes and concludes the chapter.

























Figure 32: (a). Schematic of focusing through a micro-/nano-particle by ideal lens. (b). The cor-
responding field tracing diagram.
Firstly, the focusing by an ideal lens is performed as shown in Fig. 32. The paraxial
Gaussian wave with linear, circular and radial polarizations by both circular and annular
apertures are focused through a micro-/nano-particle. The micro-/nano-particle is di-
electric and placed in the focal region of the ideal lens. It is variously shaped, including
spherical, disk-shaped and cuboid. The focal spots only by the lens system are obtained
at the focal plane first, and then the focal spots behind the micro-/nano-particles are
obtained and analyzed [206]. The size of the spot δ is defined as the area divided by
square of the wavelength λ. The area is defined where the energy density is above half
the maximum. It is in accordance with the definition in [7, 197, 198]. Secondly, the focus-
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Figure 33: (a). Schematic of focusing through a micro-/nano-particle by real lens. (b). The corre-
sponding field tracing diagram.
is generated by a fiber, then it is collimated by a real commercial lens and then focused
also by a real commercial objective lens. The influence of the lateral misalignment of the
fiber on the focused beam at the focal plane is investigated. The influence on the focal
spot behind the micro-/nano-particles is investigated too.The modeling techniques in







only focusing LPIA:ideal no HFT&IFFT
through spherical particle LPIA:ideal Mie HFT&IFFT
through disk-shaped particle LPIA:ideal FMM HFT&IFFT





only focusing LPIA:real no HFT&IHFT
but IFFT for the last one
through spherical particle LPIA:real Mie HFT&IHFT
but IFFT for the last one
through disk-shaped particle LPIA:real FMM HFT&IHFT
but IFFT for the last one
through cuboid particle LPIA:real FMM HFT&IHFT
but IFFT for the last one
the framework of field tracing as demonstrated by the field tracing diagram shown in
Fig. 32 (b) and Fig. 33 (b) are summarized in Tab. 3. Please note that the modeling of the
spherical particle can be done by FMM. But it takes large numerical effort because of the
layering as discussed in chapter 3. Therefore, Mie theory [89, 207, 208] is used instead in
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this chapter for modeling of the spherical particle. The free-space-propagation operator



















































x [µm]x [µm]x [µm]
∼ 0.41 λ2 ∼ 0.35 λ2 ∼ 0.30 λ2
∼ 0.26 λ2 ∼ 0.18 λ2 ∼ 0.14 λ2
0
Figure 34: Energy densities at the focal plane obtained by only focusing by the idealized apla-
natic lens. The sizes of the focal spot are noted in the corresponding figures in yellow.
4.3 focusing by ideal lens through a micro-/nano-particle
4.3.1 Focusing only by ideal lens system
The numerical experiments are performed for three different polarizations of the inci-
dent fields which are linearly (in y direction), circularly and radially polarized beams.
For each of the polarization, the circular and annular apertures are used. As indicated
in Fig. 32 (a), the input fields are paraxial Gaussian wave with a diameter (1/e2) which
is 94 % of the diameter of the entrance pupil of the objective lens. The ratio of the radius
of the inner block to the radius of the outer aperture is used to describe the size of the
annular aperture. The size of the annular aperture for linearly and circularly are 65 %
and 75 % respectively. The reason is that the smallest focal spots [198] are desired to be
obtained. The size of the annular aperture for radially polarized is 90 % in order to have
a small focal spot as well as enough energy. The ideal lens has a numerical aperture of
0.95 in air with refractive index na = 1.0, and the wavelength of the incident field is
632.8 nm in accordance with the parameters in [209].
The focal spots produced by the focusing lens system at the focal plane are shown in
Fig. 34. They are calculated within several seconds. By measuring the sizes of the focal
spots, we have the same conclusion as in [198] that the size of the radially polarized
beam is smaller than the linearly and circularly polarized beams. The use of an annular
aperture further decreases the size of the focal spots. The sizes of the focal spot are
noted in the corresponding figures in yellow.


































































Figure 35: Scan of the parameter space (diameter of the spherical particle and distance from cen-
ter of the particle to focal plane) to locate the parameter combination that minimizes
the resulting spot size. The "X" is where the parameters are taken for the results in
Fig. 36. The color scale represents the spot size.
4.3.2 Focusing through a micro-/nano-particle
Then we move on to the next step, to show the results of focusing through spherical,



















































x [µm]x [µm]x [µm]
∼ 0.08 λ2 ∼ 0.08 λ2 ∼ 0.05 λ2
∼ 0.08 λ2 ∼ 0.08 λ2 ∼ 0.05 λ2
0
Figure 36: Energy densities obtained by focusing the field through spherical micro-/nano-
particles. The dashed white circle represents the diameter of the spherical particle.
with refractive index np = 1.79. The size of the spherical particle is characterized by its
diameter Ds, shown in Fig. 32 (a). The size of the disk-shaped particle is characterized by
its diameter Dd and thickness Td. The size of the cuboid particle is characterized by its
lateral lengths Dc which are assumed equal, and thickness Tc. All the above size-related
quantities are scaled by the wavelength for easy demonstration.
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4.3.2.1 Spherical micro-/nano-particle
As shown in Fig. 35, the parameter space defined by the diameter of the spherical parti-
cle and the longitudinal distance between the center of the particle and the focal plane
is scanned. By doing so, the parameter combination that corresponds to the smallest
focal spot behind the spherical particle is found. As a result of this analysis, it is found
that the smallest spots for linearly and circularly polarized beams in both circular and
annular apertures are around ∼ 0.08 λ2, shown in Fig 35 (a), (b), (d) and (e). The small-
est spots for radially polarized beams in both circular and annular apertures are around
∼ 0.05 λ2 in Fig. 35 (c) and (f). They are all beyond the diffraction limit. The reason
is that the resonant effect of the spherical micro-/nano-particle generates evanescent
waves which make the focal spots tiny ones. By comparing the circular (Fig. 35 (a)-(c))
and annular (Fig. 35 (d)-(f)) cases, it is found that the size of the focal spot is less sen-
sitive to the longitudinal position of the micro-/nano-particle in the case of an annular
aperture. The reason for this is the optical needle effect [210] in the focal region by the
lens system when annular aperture is applied.












































































T d/λT d/λT d/λ
T d/λT d/λT d/λ
∼ 0.10 λ2 ∼ 0.10 λ2 ∼ 0.06 λ2
∼ 0.10 λ2 ∼ 0.10 λ2 ∼ 0.06 λ2
Figure 37: Scan of the parameter space (diameter of the disk-shaped particle and distance from
center of the particle to focal plane in (a)-(c) and (g)-(i), thickness of the disk-shaped
particle in (d)-(f) and (j)-(l) ) to locate the parameter combination that minimizes the
resulting spot size. The white "X" is where the parameters are taken for the results in
the corresponding figures below. The red "X" is where the parameters are taken for
the results in Fig. 38.
by "X" in Fig. 35. The dashed white circle represents the diameter of the spherical par-
ticle. The tiny spots in the radially polarized case have less aberration compared to the
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∼ 0.10 λ2 ∼ 0.10 λ2 ∼ 0.06 λ2
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0
Figure 38: Energy densities obtained by focusing the field through a disk-shaped micro-/nano-
particle. The dashed white circle represents the diameter of the disk-shaped particle.
linearly and circularly polarized cases. By comparing with Fig. 34, the decrease in the
size of the focal spot behind the spherical particle is clearly demonstrated.
4.3.2.2 Disk-shaped micro-/nano-particle
The spherical particle has concave surfaces. Therefore, it is straightforward to interpret
the fact that it has a focusing effect. If the particle is disk-shaped with planar surfaces,
does it still have a focusing effect? To answer this question, the analogous procedure
to the previous subsection is followed. As shown in Fig. 37, first, the diameter Dd of
the disk-shaped particle and the longitudinal distance between the center of the particle
and the focal plane are scanned by making the thickness constant Td = 1 λ. Then,
the smallest focal spots as indicated by the white "X" is chosen, and the thickness Td
is scanned. Then the smallest focal spots are selected, as indicated by the red "X". It is
found that the smallest spots for linearly and circularly polarized beams in both circular
and annular apertures are around ∼ 0.10 λ2, shown in Fig. 37 (d), (e), (j) and (k). The
smallest spots for radially polarized beams in both circular and annular apertures are
around ∼ 0.06 λ2, shown in Fig. 37 (f) and (l). They are larger than in the case of
a spherical micro-/nano-particle but still beyond the diffraction limit, which means
evanescent waves are also generated. They are generated by resonant effects involving
the entire disk, not only its planar surfaces. Without the presence of the side walls, i.e. if
instead of the micro-/nano-particle there were only a planar slab, the focusing effect
will not occur because no evanescent waves can be generated according to the phase
matching condition.
The tiny focal spots are shown in Fig. 38. The aberrations for the radially polarized cases
are more obvious than in the spherical particle case. The diameter of the disk-shaped
particle is indicated by the dashed white circles.













































































T d/λ T d/λ T d/λ
T d/λ T d/λ T d/λ
∼ 0.12 λ2 ∼ 0.12 λ2 ∼ 0.08 λ2
∼ 0.12 λ2 ∼ 0.12 λ2
∼ 0.08 λ2
Figure 39: Scan of the parameter space (width and length, which are equal, of the cuboid particle
and distance from center of the particle to focal plane in (a)-(c) and (g)-(i), thickness
of the cuboid particle in (d)-(f) and (j)-(l) ) to locate the parameter combination that
minimizes the resulting spot size. The white "X" is where the parameters are taken for
the results in the corresponding figures below. The red "X" is where the parameters
are taken for the results in Fig. 40.
The cuboid particle, which is rarely discussed in the literature, should also provide
the focusing effect because it has side surfaces which have the potential to provide the
resonant effect. Therefore, to prove this hypothesis, the same procedure as before is
performed, as shown in Fig. 39. It is found that the smallest spots for the linearly and
circularly polarized beams in both circular and annular apertures are around ∼ 0.12 λ2,
shown in Fig. 39 (d), (e), (j) and (k). The smallest spots for the radially polarized beam
in both circular and annular apertures are around ∼ 0.08 λ2, shown in Fig. 39 (f) and (l).
They are larger compared to the spherical and disk-shaped particle cases. The reason
might be that the planar side walls provide a less effective resonant effect than the
curved side walls. But the size of the focal spots is still beyond the diffraction limit. The
tiny focal spots are shown in Fig. 40 with demonstration of the aberration effects.
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0
Figure 40: Energy densities obtained by focusing the field through certain cuboid micro-/nano-
particles. The dashed white square represents the lateral size of the cuboid particle.
4 mm





Figure 41: Cross section of the real lens system including the collimating and the objective
lenses.
4.4 focusing by real lens through a micro-/nano-particle
4.4.1 Focusing only by real lens system
Considering performing the experiment, a real lens system which consists of complex
lenses is applied. Therefore, the vectorial physical-optics modeling of the real lens sys-
tem is performed to guide the experiment. In the real lens case, the corresponding
numerical experiment is performed as in the ideal lens case: focusing of a linearly, circu-
larly or radially polarized beam. Therefore, the same parameters are taken as the ones
in the ideal lens case, e.g. the wavelength of 632.8 nm, the sizes of the annular aperture
is of 65 %, 75 % and 90 % for the linearly, circularly and radially polarized beams respec-
tively, etc. The real collimating lens consists of three spherical surfaces with an effective
focal length of 40 mm as shown in Fig. 41 (a). The real objective lens, placed 150 mm
behind the collimating lens, is apochromatic, consisting of sixteen spherical surfaces
with NA = 0.95 as shown in Fig. 41 (b). They are from the catalog of the commercial
company Edmund Optics and from a US patent [211] respectively.
Firstly, when there is no misalignment for the real lens system, the focal spot at the
focal plane is calculated as shown in Fig. 42 and compared with the ideal lens model
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Figure 43: Comparison of the focal spots obtained via simulation using a real lens model and
via experiment. (b) and (d) are adapted from Fig. 3 in [209].
shown in Fig. 34. The deviations between the ideal lens case and that with real lenses,
with linearly, circularly and radially polarized beams and with both circular and annu-
lar apertures, are all below 0.5 %. It means the real lens is well designed. Aberration has
nearly no effect on the focal spot in the case of perfect alignment of the system. The
calculation time for the real lens remains within seconds.
Secondly, when there is lateral misalignment of the real lens system, e.g. misalignment
of the source of −200 µm and 200 µm in x and y directions respectively, the results for
focusing of the linearly polarized beam is compared with the experiment result in liter-
ature [209] as shown in Fig 43. Please note that the size of the annular aperture is 56 %
which is in accordance with the value in [209]. The distorted focal spots are demon-
strated by both the numerical and experiment results. It indicates that the model in the
framework of field tracing provides convincing results.
Then, when the source and the lens system are misaligned with respect to each other,
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Figure 44: Energy densities obtained at the focal plane by simulation with a real lens model,
with a misalignment of the source of −200 µm and 200 µm in x and y directions
respectively.
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Figure 45: Distorted energy densities obtained by focusing through the spherical micro-/nano-
particles by a real lens with misalignment of the source of −200 µm and 200 µm in x
and y directions respectively.
cases of circular (a)-(c) and annular (d)-(f) aperture are shown, for a source which has
been shifted by 200 µm in negative x direction and positive y direction with respect to
the optical axis of the lens system.
The corresponding deviation from the ideal lens case is σdev = 0.9 % for the circular-
aperture case and σdev = 2.8 % for the annular-aperture case, when the incident field is
linearly polarized as shown in Fig. 44 (a) and (d). The values of the deviation from the
ideal lens case are σdev = 1.0 % and σdev = 3.1 % for for the circular-aperture and the
annular-aperture respectively, when the incident field is circularly polarized as shown in
Fig. 44 (b) and (e). The conclusion is reached that the small rotationally symmetric focal
68 modeling of focusing through a micro-/nano-particle
spot obtained with the annular aperture is sensitive to the misalignment and not easy
to obtain experimentally, even though it is predicted by the aplanatic lens model. The
values of the deviation from the aplanatic lens case are σdev = 1.5 % and σdev = 3.3 %
respectively, when the incident field is radially polarized as shown in Fig. 44 (c) and (f).
If the shift of the source is increased, the focal spot becomes even more distorted. The
details are discussed in [98].
4.4.2 Focusing through a micro-/nano-particle
Then the distorted focused spots are focused through the previously investigated spher-
ical, disk-shaped and cuboid micro-/nano-particles. The center of the micro-/nano-
particles coincides with lateral position where the maximum value of the distorted spots
are, as shown in Fig. 44. The focal spots behind the micro-/nano-particles are shown in
Fig. 45 for spherical, and in Fig. 46 and Fig. 47 for disk-shaped and cubic micro-/nano-
particles respectively. It is seen that the tiny focal spots are also distorted as expected.
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Figure 46: Distorted energy densities obtained by focusing through the disk-shaped micro-
/nano-particles by a real lens with misalignment of the source of −200 µm and 200 µm
in x and y directions respectively.
4.5 summary and conclusion
The focusing of linearly, circularly and radially polarized beams through spherical, disk-
shaped and cuboid micro-/nano-particles with the sizes comparable to the wavelength
are investigated by idealized aplanatic lens. The tiny focal spots are generated behind
the variously shaped micro-/nano-particles. The size of the tiny focal spots can be
achieved to ∼ 0.05 λ2 when the radially polarized beam and spherical micro-/nano-
particles are applied. Linearly and circularly polarized beams combined disk-shaped
and cuboid shaped micro-/nano-particle also generate tiny focal spots which are be-
yond the diffraction limit.
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Figure 47: Distorted energy densities obtained by focusing through the cuboid micro-/nano-
particles by a real lens with misalignment of the source of −200 µm and 200 µm in x
and y directions respectively.
An corresponding analysis to the idealized aplanatic lens is also performed, which fully
considers the structure of the real lens system for the influence of, e.g. the misalignment
of the system. It is found that the real lens system distorts the tiny focal spots due to
the misalignment of the source. But they are still tiny spots beyond the diffraction limit
in the investigated cases.

5
M O D E L I N G O F F O U R I E R M I C R O S C O P Y S Y S T E M S
5.1 introduction
As it is mentioned in chapter 1, Fourier microscopy, which is sometimes referred to as
back focal plane imaging [212, 213], has gained attraction due to its ability of producing
a direct visualization of the angular distribution (spatial frequency) of scattered light
with high spatial resolution. During the last two decades it has been widely used in
various fields of optical science, especially in nanooptics and in material science.
Among lots of other applications, e.g. imaging of surface plasma [25, 214–217], viewing
angle measurement of displays [218], etc., it is very often applied to: 1) imaging the emis-
sion diagram of a single molecule, e.g. to retrieve its orientation [24, 65, 70, 219–221],
or to reconstruct the sub-wavelength period of a Photonic Crystal (PhC) illuminated
by the emitted light [15, 35, 222–227]; and 2) the direct angular-spectral analysis of a
PhC to measure its dispersion relation [26, 82, 213]. In the case of imaging of the emis-
sion diagram of a single molecule to retrieve its orientation, the experimental results of
the emission diagram are fitted to the closest one obtained by a theoretical calculation
based on an ideal lens model [65, 70]. In the case of imaging of the emission diagram to
reconstruct the period of a PhC illuminated by the emitted light, an ideal lens model is
also used to obtain the Fourier image simply by taking the square of the amplitude of
the Fourier-expanded electric field [223, 224]. In the case of a spectral analysis of a PhC,
the Fourier microscopy system is combined with a spectrometer in order to obtain the
full angular and spectral distributions with ease. All of the complex lens systems are
assumed ideal and work perfectly.
However, the real lens systems, consisting of complex optical surfaces, will almost cer-
tainly fail to perform ideally in reality during the experiment. Aberrations, misalign-
ment and the vectorial properties of the complex surfaces of the real lens system always
have an impact on the experimental results which need to be considered. A ray tracing
method has been applied in literature [56] to analyze the performance of the differ-
ent configurations of real objective and tube lenses. But the polarization effects, e.g. of
the dipole source, on the amplitude of the field are not included [68]. In addition, the
diffraction from the PhC or the spectrometer grating is also not included. Therefore, a
fully vectorial physical-optics modeling is desired for the real lens system, especially
one which allows for the inclusion of nano-structures, e.g. the PhC or the spectrometer
grating.
Bear this in mind, in this work, the fully vectorial physical-optics modeling of the entire
Fourier microscopy system is performed with real lenses [228]. And the nano-structures
are also included in the simulation, e.g. the PhC and the spectrometer grating, in the
entire real-lens-based Fourier microscopy system. The whole modeling is performed in
the framework of field tracing by connecting different field solvers, and is applied to
two different applications: 1) the emission diagram of a single molecule and 2) angular-
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spectral analysis of a photonic crystal.
This chapter is structured as: in Sec. 5.2 modeling tasks and techniques are summarized
by the field tracing diagram; in Sec. 5.3 the numerical results for the emission diagram
of a single molecule are presented and analyzed; in Sec. 5.4 the numerical results for
the angular-spectral analysis of a PhC are presented and analyzed. Sec. 5.5 summarizes
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Figure 48: (a) and (b) show the schematic of the Fourier microscopy system for imaging the
emission diagram of a single molecule and through the PhC respectively. (b) and (d)
are the corresponding field tracing diagrams.
5.2 modeling tasks and techniques
In both applications, the imaging systems are based on mapping the back focal plane
of a front objective lens; the optical systems, shown in Fig 48 and Fig. 49, are known
as “Fourier imaging microscopy systems”. The Fourier microscope considered here con-
sists of a high numerical-aperture (NA) objective lens, a tube lens and a Bertrand lens.
The front focal plane of the tube lens coincides with the back focal plane of the objec-
tive [24, 56]. Fourier image is formed at the back focal plane of the Bertrand lens: this
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plane is called the Fourier plane.
In the application of imaging the emission of diagram of the single molecule to retrieve
its orientation, the emission of the fluorescent single molecule is modeled by a dipole
source as indicate in 48 (a). It propagates through the Fourier imaging microscopy sys-

























Figure 49: (a). The schematic of the Fourier microscope combined with spectroscopy, based on a
real lens system for the spectral analysis of a PhC. (b). The corresponding field tracing
diagram explaining the vectorial field propagation through the Fourier microscope
combined with spectroscopy.
tem and has the image at the Fourier plane, where the camera detector is placed. The
image, which is defined as energy density, is captured.
In the application of imaging of the emission diagram of a molecule through the PhC to
reconstruct its period, a schematic of which is shown in Fig. 48 (c). The so-called ultra-
thin condenser is a layer of randomly distributed fluorescent molecules embedded in
a PMMA layer and located in the near-field region of the PhC. The PhC is the sample,
which is to be observed by the Fourier microscopy system. It is nanostructured and
periodic. Again, the emission of the fluorescent single molecule on z axis is modeled by
a dipole source as indicate in 48 (c). Then it illuminates the PhC in the near field. The
diffracted light from the PhC is collected by the Fourier imaging system and is imaged
at the Fourier plane.
In the application of angular-spectral analysis of the PhC shown in Fig. 49 (a), with
the illumination light reflecting from through the PhC, which is also used as the sam-
ple in the entire system. After propagating through the Fourier microscope, the light
propagates further through the spectrometer, which consists of parabolic mirrors and a
grating, to the detector plane.
The corresponding entire modeling procedures are indicated in the field tracing dia-
gram as shown in Fig. 48 (b), Fig. 48 (d) and Fig. 49 (b) are summarized briefly in Tab.4:
74 modeling of fourier microscopy systems
Please note that when certain diffraction orders are taken from the PhC and spectrom-
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but IFFT for the last one
eter grating, combined with the all HFT are performed, the entire modeling procedure
is point-wise. This facilitates the modeling of the entire system in a computationally
efficient manner.
5.3 emission diagram of a single molecule
To measure the angular distribution of the emission pattern of single molecule, or scat-
tering diagram of single nano-objects, a back focal plane imaging technique is applied
which is experimentally realized via a Fourier microscopy system. The optical compo-
nents of the system evidently influence the field as it propagates through them. Con-
sequently, the back focal plane image obtained at the Fourier plane can deviate from
the actual far-field angular pattern of single molecules or nano-objects; it can even be
significantly distorted.
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5.3.1 Without lens vs. ideal lens vs. real lens
To address this issue, the emission pattern of a single molecule is imaged via a Fourier
microscopy system using different levels of approximation - i.e. with ideal and real
lenses. The ideal lens satisfies the Abbe’s sine condition and assumes the energy conver-
sation propagating through the Gaussian reference sphere [70, 98]. The real lens consists
of complex surfaces [56]. The anti-reflection coating is not included in the model used
in this paper because of the lack of the data from the manufacturers. Firstly, the energy
density predicted by an ideal lens model is compared with the energy density without
any lenses, purely in the Fourier domain, which is the actual characteristic of the emis-
sion pattern. Then the energy density based on an ideal lens model is compared with
the energy density when the real lenses are considered, to evaluate the deviation.
The single molecule is in the front focus of the objective lens and the energy density
distribution at the Fourier plane (Fig. 48 (a)) is calculated assuming a dipole source
with different dipole moment orientations p = [px, py, pz] (Fig. 50 (a) and (b)). The
emission wavelength is 587.5 nm in accordance with [56], where the real lens data is
from. The single molecule is embedded in the medium which has the refractive index
n = 1.52. The simulated images are shown in Fig. 50 (c) and each image is normalized
to its maximum value. The units of the axes in the images corresponding to the Fourier
domain without lens have dimensions of spatial frequency, and they are related to the
spherical coordinates by kx = k0n sin θ cos φ and ky = k0n sin θ sin φ, where k0 is the
wavenumber in vacuum. n is the refractive index of the surrounding medium. θ and
φ are the inclination angle and azimuthal angle respectively as indicated in Fig. 50 (a).
The units of the axes in the images corresponding to the ideal and Olympus lenses have
the dimension of spatial coordinates and they are related to the spherical coordinates
by x = f n sin θ cos φ and y = f n sin θ cos φ, where f is a constant related to the focal
lengths of the objective, tube and Bertrand lenses.
The study is started by comparing the energy density distribution at the back focal plane
of the ideal lens with that of the dipole field at the focus in the Fourier domain (Fig. 50
(c), upper two rows). These images are filtered with an NA=1.4 in order to make them
comparable with the simulation of the real system (which has the same value of the
NA), which is also in accordance with the numerical aperture used in the experimental
results of [229].
With increasing wave-vector, which corresponds to a larger emission angle, the dipole
energy density in the Fourier domain exhibits a significantly higher deviation with
respect to that at the back focal plane of the ideal lens [70]. It is attributed to the pro-
nounced longitudinal field presented at the origin of the dipole. In the meantime the
field at the back focal plane contains no longitudinal field because of the crosstalk be-
tween the transversal field component and the longitudinal one, when the vectorial
field propagates through the ideal lens according to energy conservation [65, 98, 229].
Obviously, there is an evolution of the energy density in the Fourier domain related to
the ratio of transversal and longitudinal fields as they transform through the lens to
the back focal plane. The emission pattern of the dipole source has a toroidal shape,
with an axis coinciding with the direction of the dipole moment: the energy density
has maximum value at the perpendicular direction (x direction in Fig. 50 (c) second of















































































































Figure 50: (a). Schematic to show the dipole orientation p and the position r. (b). Dipole orienta-
tions under investigation. (c) shows the energy density of a dipole without a lens, by
ideal or real lens.
the first row) and minimum along the direction of the dipole moment (y direction in
Fig. 50 (c) second in the first row). The ideal lens also demonstrates a similar behavior:
pronounced emission along x (Fig. 50 (c) second in the second row) and significantly
less along y (Fig. 50 (c) second in the second row).
In the next step the performance of a real system is compared with the ideal lens. As
the specific real system a Fourier microscopy system is taken, consisting of commercial
optical lenses: an Olympus 60X (US 5517360) objective lens and an Olympus tube lens.
The data of these lenses is taken from [56]. This objective lens is chosen, in order to
compare the simulation results with the experimental ones reported in [229]. A Thorlab
lens AC254-200-B serves as the Bertrand lens in this system.
The back focal plane image is obtained by calculating the energy density at the Fourier
plane as shown in Fig. 48 (a). In order to understand the influence of the real system on
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the information obtained at the Fourier plane, the beam propagation is modeled, with
and without the diffraction effects of the system respectively. In the real system the
Fourier plane image appears not to have a very pronounced difference between the two
perpendiculars directions (Fig. 50 (c) second in the third row). That means the image
obtained at the Fourier plane of the real system differs significantly from the angular
distribution of the emission of the single molecule at the focus of the collecting objective
lens. The difference is caused by the performance of the optical components in the real
system, particularly by Fresnel losses [229], various aberrations etc.
The distortion of information in the angular emission pattern at the Fourier plane is
even more strongly pronounced when diffraction is taken into account in the calcu-
lation. (Fig. 50 (c) second in fourth row, Fig. 51 (a)). The curves in Fig. 51 (a) show
strong oscillation with increasing angle, which is in relatively good agreement with the
experimental results reported in reference [229] shown in Fig. 51 (b). This oscillating
behavior is deceptive: one could naively attribute it to the emission pattern of the single
molecule, which means energy density oscillation versus angle, whereas in reality they
are caused by the diffraction presented in the optical system; in other words, these are
measurement artifacts. The oscillating pattern (ring pattern in the images) originates
mostly from the aperture of the objective, since the apertures of the tube and Bertrand

















Figure 51: Comparison of the simulation results with the experimental results from literature. (a).
The extracted profiles from Fig. 50 (c) with the corresponding colors and shapes. (b).
The adapted results from literature [229] to show corresponding experiment results.
5.3.2 Performance of different real lenses
Observing the strong difference between the performance of the ideal lens model and
the real lens system, as well as between the actual emission pattern of a single molecule
and the distorted information retrieved of it which is obtained at the Fourier plane,
raises the question of whether there is a real objective lens that can exhibit a perfor-
mance similar to the ideal one. Having this in mind, the Fourier plane images are com-
pared which are calculated for four Fourier microscopy systems consisting of objective
lenses with different magnifications and numerical apertures with corresponding tube
lenses by the same manufacturers as the objective lenses; the Bertrand lens is the same in
all four configurations. The results are shown in Fig. 52. The first aspect that is noticeable
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Figure 52: The images at the Fourier plane with different commercial lenses, with p = [0, 1, 0].
(a)-(d) are without inclusion of diffraction from the commercial lens systems: (e)-(h)
The corresponding images with diffraction from the apertures of the objective lenses.
is the difference in the sizes of the Fourier images, a characteristic which is related to
the numerical aperture and the magnification of the objective lens by D = 2 f BerNA/M,
where f Ber is the focal length of the Bertrand lens and M is the magnification. In order
to compare the images from the different Fourier microscopy systems as well as that
of the ideal lens, the profiles are extracted at the center position of Fig. 52, as shown
in Fig. 53. As can be seen, the simulated image at the Fourier plane obtained by the
system with one of the objective lenses, the Nikon 100X NA=1.4, is closest to the back
focal plane image of the ideal lens. The reason is that the design of this lens makes the
local incident angles through all of the surfaces of the objective lens small. Therefore,
the transmittance, which is governed by Fresnel coefficients [98, 230], is distributed rel-
atively evenly for small local incident angles. Following this logic, we can deduce that
all of the above-mentioned objective lenses would perform closer to the ideal lens if
well-performed anti-reflection coatings are applied. However, the well-performed anti-
reflection coatings for large angular and spectral range and for all the polarizations are
difficult to be realized both technically and economically.
5.3.3 Propagation through photonic crystal
In what follows the emission pattern of a single molecule in front of the 1D PhC struc-
ture is studied shown in Fig. 48 (c). In the simulation a single molecule with two possible
dipole moment orientations is considered: parallel and perpendicular to the PhC lines.
The results are shown in Fig. 54 and Fig. 55 for the two different orientations respec-
tively. In the model the location of the fluorescent molecule is assumed on the optical
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Figure 53: (a)-(d). The energy density profiles at the center position corresponding to Fig. 52
(a)-(d) with dashed and solid blue curves in x and y directions. The profiles corre-
sponding to the ideal lens (Fig. 50 (c)) are also added for comparison. (e)-(h). The
energy density profiles at the center position of Fig. 52 (e)-(h).
axis (z axis) and 110 nm in front of the PhC. The PhC is a 1D wire grating which is
invariant in y and periodic in x with a period of 300 nm. It is made of chromium with
a thickness of 15 nm. The duty cycle is 50 %. The chromium layer is directly deposited
on a glass substrate without any adhesion (intermediate) layer. The Fourier microscopy
system is the one based on the Nikon system with an objective of 100X and NA=1.4,
the one found to perform closest to the ideal lens, but for the Fourier plane image the
effective NAs are chosen to be 1.3 and 0.9 in order to be in accordance with the config-
urations used in [227]. In order to analyze the imaging of the PhC by the illumination
of the emission field of the dipole, only the ±1 diffraction orders of the PhC are used.
By interference of these two orders, the image of the photonic crystal is formed at the
image plane as shown in Fig 48 (c).
The images shown in Fig. 54 in different columns correspond to different values of
NA (decreasing from left to right): with evanescent waves, without evanescent waves
for NA=1.3 and NA=0.9. It is obvious that decreasing the NA results in loss of detail
as well as a decrease in the contrast as shown in first and third rows. The images for
NA=1.3 and 0.9 at the image plane are 100X magnified images of the one at the front
focal plane (in the near field) of the objective. The direct correspondence to the energy
density with evanescent wave is more obvious compared with the images resulting
from the molecule orientation perpendicular to the PhC lines as shown in Fig. 55 first
row. This could be related to the plasmonic effects leading to a strong longitudinal com-
ponent and surface plasmon polaritons propagating along the surface and dissipating
most of the energy, and therefore not coupling to radiative modes, which would be
collected by the objective lens. This idea is supported by the Fourier domain image cal-
culated with evanescent waves (Fig. 55 first in the second row): it shows that the energy












































































Figure 54: The images, in the near and far field, are for an illuminating molecule with orientation
parallel to the PhC lines.
is concentrated mostly outside of the central ring, that is at large k vectors, whereas in
case of parallel orientation (Fig. 54 first in the second row), most of the energy is in the
central ring, thus mostly radiative modes.
The PhC structure can strongly modify the emission pattern of the single molecule; in
addition to that, the real Fourier microscopy system can also introduce artifacts. Thus by
interpreting the Fourier plane image that corresponds to the back focal plane image, in
other words the angular distribution of the emission pattern collected by the objective,
one has to carefully analyze all the steps to spot the artifacts and understand the rela-
tionship between the energy in the Fourier domain in the near field and the emission
pattern at the Fourier plane in the far field.
5.4 angular-spectral analysis of photonic crystal
As it is seen in the previous section, a PhC influences the emission pattern of a sin-
gle molecule via the interaction of the light emitted by the molecule with the photonic
properties of the PhC. This interaction depends on the properties of the single molecule
(such as the dipole moment orientation, emission wavelength, distance between single
molecule and PhC), as well as on the spectral properties of the PhC. Said spectral proper-












































































Figure 55: The corresponding results to Fig. 54 with the orientation of the illuminating molecule
perpendicular to the PhC lines.
ties are described by the dispersion relation: energy dependence on wave-vector, which
can be translated as energy dependence on wavelength. For the spectral analysis (mea-
suring the dispersion relation) of the PhC, the Fourier microscope is connected to an
imaging spectrometer with a camera detector at the output. In this case, the complexity
of the system increases, since optical elements with dispersive and diffractive properties
are involved in the light path, e.g. spectrometer diffraction grating.
In order to understand the influence of the dispersive and diffractive effects of the
sample and the lens system separately, the whole system is modeled step by step by
assuming, first, the PhC as an ideal optical component (meaning the reflectance is the
same for the entire range of incident angles and across the entire spectral range under
investigation). The spectrometer is not included. These assumptions allow us in the first
step to observe solely the influence of the Fourier microscope system on the final im-
age. In the second step, the real spectrometer is put into the beam path by considering
mainly the diffraction grating with different efficiencies for TM and TE polarizations. In
the third step, the ideal PhC is replaced with a real one, which means its reflectance is
modeled with FMM, taking into account its physical parameters. Thus in this final step
the entire system is modeled with real components.
In order to evaluate our simulation results considering the real lenses, the simulation
82 modeling of fourier microscopy systems
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Figure 56: (a)-(b). The energy density at the Fourier plane for TM- and TE-polarized incidence.
(c). The horizontal cross-sections of the 2D plots (a) and (b), representing the angle
dependence of the real lens system for TM and TE. (d). The vertical cross-sections
of the 2D plots (a) and (b) representing the wavelength dependence of the real lens
system for TM and TE.
results are compared with experimental data published in [82]. Consequently, the ex-
perimental conditions used in the reference 8s followed: the incident beam is a plane
wave with incident angles from −36° to 36°, the wavelengths range from 550 nm to
850 nm. The PhC is a 1D wire grating made of palladium deposited on a gold mirror
with thickness of 200 nm with a 35 nm Al2O2 spacer in between, whose refractive index
is 1.75 [82]. The period of the palladium grating is 300 nm in x direction, the wire width
is 85 nm and the height 30 nm. The whole structure is on a glass substrate. The objective
lens is not exactly the one used in [82] for lack of lens data. Instead, Nikon 20X with
NA=0.75 (US patent 5729391) with a Nikon tube lens is chosen. The Bertrand lens is
from Thorlabs: a double achromat with 200 mm focal length (AC254-200-B). The spec-
trometer grating is made of silver and blazed with an angle of 17° and has a period of
920.15 nm. In the simulation the illumination is assumed to be a plane wave impinging
from the objective lens on a sample. The reflected (or back-scattered) light is collected
by the same objective lens, propagates through the optical system and is imaged onto a
spectrometer camera detector. The incident angle is scanned in the range of (−36°,+36°);
the scanning direction is in the incident plane. The incident plane is perpendicular to
the PhC (the palladium grating).
To achieve such an illumination experimentally, one can focus the beam at the back focal
plane of the objective lens and scan the focus point along the line in the back focal plane
similar to total internal reflection (TIRF).
5.4.1 Fourier microscope
The results of the first step, where the PhC has uniform reflection across the entire
angular and spectral range, are shown in Fig. 56 (a) and (b): for TM and TE polarized
incident beams respectively. TM polarization is that the electric field is contained in
5.4 angular-spectral analysis of photonic crystal 83
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Figure 57: (a). The diffraction efficiency of the real grating of the spectrometer. (b)-(c). The energy
density at the detector of the spectrometer for TM- and TE-polarized incident light.
the plane of incidence. The uneven distribution over the incident angles, as shown in
Fig. 56 (c), originates from the different Fresnel coefficients at the optical surfaces of
the lenses, for different angles and different polarizations. The uneven distribution over
the wavelengths, as shown in Fig. 56 (d), is caused by the chromatic aberration of the
lens system. In this step the angular and spectral characteristics solely of the Fourier
microscope is determined.
5.4.2 Fourier microscope and spectrometer
In the second step the effects of the spectrometer is included by assuming a blazed grat-
ing in the spectrometer with different diffraction efficiencies (Fig. 57 (a)) for +1 order
of TE and TM polarizations. The unevenness of the energy densities at the detector of
the spectrometer is further increased by the influence of the grating of the spectrome-
ter (Fig. 57 (b) and (c)). It can be interpreted simply that the results are obtained via
multiplication of Fig. 56 (a) and (b) with the diffraction efficiency of the blazed grating.
5.4.3 Entire system
Finally, in the third step polarization and the angular-spectral dependence of the PhC
reflectance are included. The calculation of the reflectance is shown in Fig. 58 (a) and
(e). The results for TM and TE polarizations are shown in the upper and lower rows,
respectively, in Fig. 58. Here, again, it is advanced step by step: first calculating the
reflectance of of the PhC (Fig. 58 (a) and (e)), then propagating through the Fourier
microscope without including the spectrometer (Fig. 58 (b) and (f)). Afterwards the real
diffraction grating in the spectrometer (Fig. 58 (c) and (g)) is included and finally the
sample is tilted by 5° about the y axis, which is along the PhC lines (Fig. 58 (d) and
(h)). By comparing Fig. 58 (a) and (b), it is seen that the energy density experiences
an obvious decrease over wavelengths of approximately 780 nm indicated in the black
84 modeling of fourier microscopy systems
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Figure 58: (a). The reflectance of the real PhC. (b) The energy density at Fourier plane. (c). The
energy density on the detector of the spectrometer including the effect from the real
grating. (d). The misalignment of the sample (PhC) by rotation 5°. (e)-(h). The corre-
sponding results to (a)-(d) in the case of TE polarization. FM: Fourier Microscopy and
SM: Spectrometer.
dashed-line box, caused by the chromatic aberration observed in Fig. 56 (a) and (d). The
comparison of Fig. 58 (b) and (c) demonstrates the small influence of the diffraction
efficiency of the grating for TM polarization. The influence of the diffraction grating
is pronounced for TE polarization, as evidenced by comparison of Fig. 58 (f) and (g):
the energy density decreases with increasing wavelength. When the PhC is tilted by
5° about the y axis, the energy density also changes slightly and becomes asymmetric
indicated by the red dashed curve (Fig. 58 (d) and (h)).
In order to evaluate our simulation results, they are compared with the experimental
results reported in [82]. By comparison of Fig. 59 (a) and (b), the decrease in the energy
density for wavelengths over 780 nm is demonstrated both by the simulation result and
the experimental results, as shown in the black dashed-line boxes. The asymmetries
of the distribution of the energy density are demonstrated both by the simulation and
the experimental results as shown by the tilted red dashed curves. They are in good
agreement.
5.5 summary and conclusion
The fully vectorial physical-optics modeling of entire Fourier microscopy systems is
modeled based on real lenses for the first time in literature. The rigorous modeling of
the samples, which are nanoscale structures, is included in the real lens system, which is
also a novel result. The modeling to two typical applications are performed: observation































angle [◦] angle [◦]
Figure 59: Comparison of the results with those in [82]. (a). The same figure as Fig. 58 (d) to
show the results including the effects from the Fourier microscopy, spectrometer and
the misalignment of the sample. (b) shows the experimental result adapted from [82].
of the emission diagram of a single molecule and angular-spectral analysis of a photonic
crystal. The influence of the samples and the real lens systems on the final results are
analyzed separately and combined at our own discretion.
By simulating the beam propagation with various kinds of polarizations through the
optical system, it determines the complete angular and spectral characteristics of the
system. The different physical effects which arise experimentally can be assigned to
their cause simply by, in the simulation, idealizing all the components in the system
except one, thus isolating that specific physical phenomenon and correlating it to the
component which causes it. Therefore, the simulation results can be correlated with the




M O D E L I N G O F S T R U C T U R E D I L L U M I N AT I O N M I C R O S C O P Y
6.1 introduction
As it was mentioned in chapter 1, the Structured Illumination Microscopy (SIM) [38, 40,
41, 231] is one of the widely used techniques in life science which provides high resolu-
tion, by shifting the higher spatial frequency information into the bandpass of the lens
system.
It was first proposed by Heintzmann et al. [40] and Gustafsson [41] for imaging high-
resolution two-dimensional (2D) structure with One-Photon Excited Fluorescence (OPEF).
The improvement of the lateral resolution is by a factor of 2 with linearly excitation be-
tween the energy densities of the excitation light and the emitted light. Please note
that energy density is often referred to intensity in the life science community. Alterna-
tively, by the non-linear excitation between the energy densities of the excitation light
and the emitted light, the improvement of lateral resolution is unlimited in theory [232,
233]. Later on, it was extended to three-dimensional (3D) structure with OPEF in the
linear excitation case which improves both of the resolutions in lateral and axial direc-
tions [234–236].
However it still suffers from the low signal-to-noise ratio when imaging the thick sam-
ples. This issue is solved as the advances of the Multi-Photon Excited Fluorescence
(MPEF) [52, 237–239], usually Two-Photon Excited Fluorescence (TPEF) in practice, with
the inherently advantages: 1) deep penetration depth for imaging thick samples, 2)
lower out-of-focus excitation. It allows the imaging of deep biographic sample with
higher signal-to-noise ratio. The excitation light of the MPEF is often pulsed laser
with temporal focusing in practice in order to provided sufficient energy for the ex-
citation [240–245].
Therefore, the combination of SIM and MPEF can make full use of the advantages of
both techniques with higher resolution as well as deep penetration and high signal-to-
noise ratio. The temporal focusing and the spatially structured illumination are achieved
at the focal plane. The temporal spectral is generated by a grating or Digital Micromir-
ror Device (DMD) and recombined by the objective lens at the focal plane [246–250]. The
two-dimensional structured illumination is generated by projecting two-beam-interference
pattern at the focal plane from the perpendicular direction to the temporal focusing [246,
247]. The three-dimensional structured illumination is generated following an analo-
gous logic [246, 251–253], with the purpose of improving the axial resolution.
In both OPEF and TPEF cases, the reconstruction algorithm in the post computing of-
ten assumes the structured illumination as a perfect interference pattern, i.e., via the
interference of coherent plane waves in the focal plane. However, the real experimental
system, which possesses a complex configuration (Fig. 60) in OPEF-2D-SIM case, de-
pends on several effects, such as the polarization of the field, the diffraction from an
aperture, the inclined incidence on the blazed grating. These effects can cause the low
87
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contrast and inhomogeneity of the illumination pattern.
More complex configurations (Fig. 61 and Fig. 62) are applied in TPEF 3D-SIM. Besides
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Figure 60: (a). Schematic of the configuration of microscopy system with structured illumination.
(b). The corresponding field tracing diagram.
the above mentioned physical effects, the temporal focusing effect, the aberration from
the lens system, the misalignment of the lens system, etc., also have an influence of the
contrast and the inhomogeneity of the structured illumination pattern. Therefore, they
should be analysed and accounted for properly.
In this chapter, the two cases are considered, OPEF 2D-SIM and TPEF 3D-SIM. And all
the above mentioned physical effects, which influence the contrast and inhomogeneity
of the illumination pattern, are analyzed by fully vectorial physical-optics modeling of
the entire system.
The chapter is organized in the following: In Sec. 6.2, the modeling tasks and techniques
are demonstrated. In Sec. 6.3, the modeling results with influences from the polarization,
diffraction from an aperture and inclined incidence on the blazed grating in OPEF-2D-
SIM case are presented and analyzed. In Sec. 6.4, the modeling results with influences
from the misalignment of the system, on the 3D illumination pattern and the tempo-
ral focusing in TPEF-3D-SIM case are presented and analyzed. Sec. 6.5 summaries and
concludes this chapter.
6.2 modeling tasks and techniques
In Fig.60 (a), the schematic for OPEF 2D-SIM is shown. The structured illumination is
achieved via interfering two coherent beams in the focal region. The two beams are
generated by a grating illuminated by a plane wave. The period of the grating is chosen
so that demanded period of the illumination pattern at sample plane can be obtained.
Then the diffracted light goes through one lens and the 0th order is blocked at the back
focal plane by a mask. Then the ±1 orders propagate through a second lens and inter-
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fere with each other at the back focal plane of the second lens to form an intermediate
image. Then the intermediate image is demagnified by the 4-f setup consists of the tube
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Figure 61: (a). Schematic of the microscopy system with 3D-structured illumination. (b). The
corresponding field tracing diagram.
lens and high-NA objective lens to form the illumination pattern at the sample plane.
The quality of the illumination pattern, e.g. contrast, inhomogeneity, will be investigated
versus polarization, diffraction and the inclined incidence on the blazed grating.
In the case of TPEF 3D-SIM, the 3D-structured illumination and the temporal focusing
are investigated separately. The schematic of 3D-structured illumination is shown in
Fig. 61 (a). A laser illuminates the grating and three orders are generated. Then they
propagate through first, second, tube and objectives lenses. The structured illumination
is achieved via interfering the three coherent beams in the focal region. The interference
pattern will be investigated when there is a lateral misalignment of the objective lens.
The schematic of the temporal focusing is shown in Fig. 62 (a). A pulsed laser illumi-
nates the gratings, then the +1 diffraction order of the temporal spectrum is separated.
Then the separated spectrum propagates through the lens system and is focused at
the focal plane. The focused field in time space and the Full Width at Half Maximum
(FWHM) of the averaged energy density will be investigated, when a lateral misalign-
ment of the objective lens occurs.
Following the analogous procedure as the example in Sec. 2.1, the field tracing tech-
niques is demonstrated via the field tracing diagrams shown in Fig. 60 (b), Fig. 61 (b)
and Fig. 62 (b). The whole modeling procedures are summarized briefly in Tab.5:
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Figure 62: (a). Schematic of the microscopy system with temporal focusing. Collimated pulsed
laser is applied to for illumination. (b). The corresponding field tracing diagram.
6.3 one photon and two dimensional
6.3.1 Polarization
The illumination pattern of SIM is highly influenced by the vectorial effects, i.e. polariza-
tion, because of the high-NA objective lens. In order to decouple the polarization effect
from the inclined illumination on the blazed grating, a transmitting rectangular grating
is used with the period 26.5 µm which is invariant in y-direction with normal incidence
as shown in Fig. 63 (a). The diffraction efficiencies of the ±1 orders are assumed equal,
achieved by an ideal grating. The wavelength of a linearly polarized incident plane
wave is 473 nm which is a very typical wavelength in OPEF SIM for the excitation. The
polarization angle is defined as: α = acrtan(
Ey
Ex
). Lens 1 and lens 2 (Thorlab AC254) are
double achromatic lenses. Nikon tube lens which has an effective focal lens 200 mm is
used. The objective lens (Nikon: US patent 6519092B2) is apochromatic with magnifica-
tion 60X and maximum numerical aperture 1.4 [56]. Its original immersion medium is
oil (n = 1.515) with a glass coverslip (n = 1.522). For the experiment imaging the life cell,
water immersion is very often used. Therefore, in the following, the mismatched immer-
sion medium of water (n = 1.333) without the coverslip is assumed for the investigation.
How the mismatched immersion medium influences the quality of the illumination pat-
tern is under the investigation.
Fig. 63 (b)-(i) shows parts of the structured illumination patterns at the sample plane.
They are obtained within several seconds. The inhomogeneities of the whole structured
illumination patterns are all below σ ≈ 0.3 %. It means that the aberrations of the lens
system, even if the mismatched immersion medium is used, nearly have no influence
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Table 5: Summary of the applications of field tracing techniques.






polarization real ideal HFT&IHFT no&no
diffraction real ideal HFT&IHFT
but IFFT for the last one
no&no








ideal lens ideal ideal HFT&IHFT FFT&IFFT





l ideal lens ideal ideal HFT&IHFT FFT&IFFT
real lens real ideal HFT&IHFT FFT&IFFT
on the inhomogeneity.
In the original immersion medium, the contrast of the illumination pattern, labeled in
Fig. 63 (b)-(e), decreases significantly as the polarization angle decreases from 90° to 0°.
The reason behind is that when the polarization angle decreases, these is an increased
longitudinal components Ez. It has a half-period lateral shift with respect to Ex and Ey,
thus make the energy density with less contrast. Therefore, it is concluded that y polar-
ization, which means TE polarization, should be used for the structured illumination in
order to have the best contrast. In the real-life experiment, a mask with linear polariser
should be applied.
In the case of the mismatched immersion medium, the contrast decreases first and then
increases as the polarization angle decreases from 90° to 0°. The reason also comes from
the longitudinal component Ez. When the square of the amplitude of Ez becomes closest
to the summed one of Ex and Ey, the contrast has the minimum value.
In order to view the contrast more obviously in the cases of original and mismatched
media, the profiles across the x direction of Fig. 63 (b)-(e) and (f)-(i) are plotted in
Fig. 64 (a) and (b) respectively. A scan of the polarization angle is performed with the
obtained contrast plotted in Fig. 64 (c). It shows that the contrast decreases more rapidly
in the mismatched-immersion-medium case. In other words, the contrast is more sen-
sitive to the polarization in the mismatched-immersion-medium case compared to the
original-immersion-medium case. The reason is that the focusing angle is larger in the
mismatched-immersion-medium case.
6.3.2 Diffraction
In the real-life experiment, there is always an aperture on the grating. Therefore, the
diffraction effect from the aperture is also essential for decreasing the quality of the
illumination pattern. The modeling of such effect is performed as follows. The aperture
of the grating is assumed to be circular with the diameter denoted by Da. In this case,
TE polarization is used for investigation. The same grating and incident wave param-
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Figure 63: (a). The schematic of the structured illumination microscopy. (b)-(e) show the struc-
tured illumination pattern with changing the polarization angle for original immer-
sion medium. (f)-(i) show the structured illumination pattern with changing the po-
larization angle for mismatched the immersion medium.
eters as previous subsection are used. In order to observe the diffraction effect clearly,
the energy density of +1 order at the sample plane is shown in Fig. 65 (a)-(d). When
the diameter decreases to Da = 3 mm, strong diffraction pattern appears which is an
important reason for strong inhomogeneity of the illumination pattern. Please note that
the size scaling is not the same for different diameters.
The structured illumination pattern with the inhomogeneity obtained by the interfer-
ence of ±1 orders as shown in Fig. 65 (e)-(f). The subsets in the figures show the inho-
mogeneity visually, which are of σ = 8 %, 15 %, 21 %, 37 %. Therefore, it is concluded
that, the diameter of the aperture should be larger than 4 mm if the inhomogeneity of
σ < 0.2 is desired.
6.3.3 Inclined incidence
In real-life experiment, DMD is often used because it is programmable and the switch-
ing between different grating patterns is fast and easy to control. Here, it is modeled by
a blazed grating made of silver, which has a blazed angle 12◦ and a period of 26.5 µm.
In the usual setup, the blazed grating is perpendicular to the optical axis of the lens
system, as indicated in Fig. 66 (a) with θ3 = 0°. And the incident angle is θ1 = 24◦. In
order to analyze the influence of the inclined incidence on the DMD, the incident angle
is scanned from θ = 22◦ to θ = 27◦. The diffraction efficiency and diffraction angle θ2


















Figure 64: (a) shows the extracted profiles from (b)-(e) in Fig. 63. (b) shows the extracted profiles
from (f)-(i) in Fig. 63. (c) plots the contrast vs. polarization angle for original and
mismatched media.
are plotted in Fig. 66 (b) and (c). It is shown that when the incident angle is 24°, the
diffraction angle of the ±1 orders are symmetric about the optical axis as indicated by
the first arrow in Fig. 66 (c). But unfortunately, the diffraction efficiencies of the ±1 or-
ders are different as indicated by the first arrow in Fig. 66 (b). It makes the interference
at the sample plane by two orders with different energies. Therefore, the contrast is
influenced by the asymmetric distribution of the energies of the two orders.
In order to compensate the asymmetry of the diffraction efficiencies of the two orders, a
larger incident angle should be used as indicated by the second arrow in Fig. 66 (b). In
this way, the diffraction angles becomes asymmetric as indicated by the second arrow in
Fig. 66 (c). In order to compensate the asymmetry of the diffraction angles, the grating
should be tilted by θ3 ≈ 1°. From Fig. 66 (b) and (c), it is known that the diffraction
efficiency and angles are very sensitive to the incident angle. It should be carefully han-
dled in the experiment.
Finally, the contrast of the illumination pattern is calculated to be c = 1.0 improved
from the original one c = 0.90 by around 10%.
6.4 two photon and three dimensional
6.4.1 Spatial distribution
The 3D-structured illumination pattern requires the interference of three diffraction or-
ders. Therefore, the quality of the illumination pattern is more sensitive to the mis-
alignment of the lens system compared to the 2D case. A plane wave, polarized in y
direction, with the wavelength of 780 nm, illuminates an ideal grating with period of
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Figure 65: (a)-(d) show the diffraction effects from the apertures: 6 mm, 5 mm, 4 mm and 3 mm
for only +1 diffraction order. (e)-(h) show the corresponding results to (a)-(d) for ±1
order interference pattern. The subsets indicate the inhomogeneity.
42 µm with equal diffraction efficiencies for all the three orders. Firstly, the illumina-
tion pattern is calculated as a reference shown in Fig. 67 (a), by assuming the ideal
lens system (NA=1.2, water immersion, 60X). The inhomogeneities of the illumination
pattern at different planes in the sample region are σ = 0 % as expected. Secondly,
the real lenses are used instead of the ideal one. The lens 1,2 and tube lens are from
Thorlab (AC254-200-B). The objective lens is water immersion from Nikon (US Patent:
7889433B2). The 3D-structured illumination patterns are shown in Fig. 67 (b). By com-
paring with the ideal case, the inhomogeneities of the illumination pattern at different
planes in the sample region are also around σ = 0 %. It means the real lens system
does not influence the quality of the 3D-structured illumination pattern in the term of
inhomogeneity, when it is perfectly aligned. Unfortunately, it is not always true in the
real-life experiment where the lateral misalignment of the objective lens appears very
often. Therefore, the distorted 3D-structured illumination patterns are obtained with a
misalignment of the objective lens of 450 µm shown in Fig. 67 (c). The inhomogeneities
of the illumination pattern with the lateral size 40 µm are calculated, when the lateral
misalignment of the objective lens occurs, to show its tolerance in Fig. 67 (d).
6.4.2 Temporal distribution
The two-photon 3D SIM applies a pulsed laser for the illumination in order to have
a temporal focusing. Therefore, the question raises that whether the real lens system
has an influence of the pulsed laser on the temporal focusing. To address this issue, a
pulsed laser polarized in y direction, with the center wavelength of 780 nm with 100 fs
6.4 two photon and three dimensional 95





































Figure 66: (a). The schematic to show the tilt of the grating. (b) shows the diffraction efficiencies
of the ±1 orders.







































Figure 67: (a). The interference pattern assuming an ideal system. (b). The interference pattern
by the real lens with perfect alignment. (c). The interference pattern by the real lens
with lateral misalignment of the objective lens of 450 µm. (d) shows the increasing
of the inhomogeneity when the lateral misalignment of the objective lens increases.
Note that different colors represent different defocused distance.
ones used in the previous subsection.
First, the amplitude of the y component of the electric field, at the center of the lat-
eral position, is calculated in space-time domain as shown in Fig. 68 (a) by assuming
a ideal lens system. The temporal focusing is clearly shown. The corresponding time
averaged energy density is shown in Fig. 68 (d) from which the FWHM is calculated
as ∼ 4.5 µm. For comparison, the counterpart obtained by using the real lens system
is shown in Fig. 68 (b). The corresponding time averaged energy density is shown in
Fig. 68 (e). The FWHM is calculated as ∼ 5.4 µm. It is slightly enlarged. It means that
in real-life experiment the out-of-focus-noise elimination is around ∼ 5.4 µm, which is
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larger than the theoretical prediction by assuming the ideal lens. The reason comes from
the fact that more energy is lost when the focusing angel is larger because of Fresnel
effects of the curved surfaces of the real lenses. When the objective lens has a lateral
misalignment, e.g. 1.5 mm, the amplitude of the electric field as well as the correspond-
ing time-averaged energy density is distorted. It results an even larger FWHM which
is around ∼ 7.5 µm. The tolerance on the FWHM based on the lateral misalignment of
the objective lens is investigated. The result indicates the increase of the FWHM as the
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Figure 68: (a-c). The field in the focal region at the center point by ideal lens, real lens with
perfect alignment and real lens with lateral misalignment of the objective lens of
1.5 mm respectively. (d-f). The corresponding intensity to Fig.68 (a-c). (g) shows the
FWHM increases as the lateral misalignment of the objective lens increases.
6.5 summary and conclusion
The complexity of microscopy system with structured illumination makes it vulnerable
to the undesired effects, which cause low contrast and high inhomogeneity of the illu-
mination pattern. The FWHM of the temporal focusing is also easily influenced by the
complex system. These effects should be analyzed and taken into account in the image
reconstruction algorithm. In case of deep tissue imaging with the two-photon 3D illu-
mination pattern, adaptive optics can be applied further to compensate the undesired
effects.
7
C O N C L U S I O N A N D O U T L O O K
From the introduction to the modeling techniques in the framework of field tracing
and then to the numerical results of the different applications, it is concluded that the
efficient vectorial physical-optics modeling of an entire optical microscopy system is
achieved by connecting different solvers of Maxwell’s equations. The solvers for both
real and ideal lenses are formulated and unified as the local boundary solvers. The
connection of the idealized aplanatic lens with the well-known Debye-Wolf integral is
established. After careful intestigation of the solvers for the lens system and the micro-
/nano-structure, the modeling of different microscopy systems in material science and
life science is performed. The modeling technique as a whole is very essential to analyze
the physical effects of the entire microscopy system, e.g., the samples and the lenses. It
is important to predict the difference between the real and ideal cases when there are
imperfactions of the entire system, in order to guide the real-life experiment.
The modeling techniques in the framework of field tracing is straightforward to be
interpreted and implemented. They are versatile and applicable to model nearly all the
optical systems, to which the vectorial physical optics is important, e.g. the augmented
reality devices which include the subwavelength gratings, hybrid systems which include
both diffractive optical elements or metasurfaces and lens system, interferometers which
include micro-/nano-structured samples, etc.
The modeling techniques are the base for the parametric optimization which designs
optical systems. Combining with the emerging artificial intelligence technique, it has
a huge potential for designing complex and advanced optical system, such as super-
resolution microscopes, augmented reality devices, dots projection systems, ultra-thin
hybrid imgaing lens system, etc.
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A P P E N D I X : F R E S N E L C O E F F I C I E N T S D E R I VAT I O N
The derivation is directly started from the curl equations of Maxwell’s equations of non-
magnetic, isotropic and homogeneous medium in spatial frequency domain. And the
time harmonic fields are assumed.
∇× E(r) = iωµ0H(r), (.1a)
∇× H(r) = −iωεE(r), (.1b)
where ε = ε0εr is the permittivity of the structure. ε0 is the permittivity in vacuum. εr
is the relative permittivity.
Following the analogous procedure as shown in chapter 2, section 2.3.2 as assuming
the electromagnetic field and the structure to be 2D, e.g. y-invariant. The Transverse





= iωµ0Hy(x, z), (.2a)
−∂Hy(x, z)
∂z
= −iωε0εrEx(x, z), (.2b)
∂Hy(x, z)
∂x




= iωµ0Hx(x, z), (.3a)
∂Ey(x, z)
∂x





= −iωε0εrEy(x, z). (.3c)
The above equations are analogous to Eq. 2.74 and Eq. 2.75 in chapter 2. They are called
TM case and TE case respectively.
te case




eliminating Hz(x, z), the following equation is obtained from Eq..3 as:
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+ k20εrEy(x, z) = 0. (.5)
It is the wave equation in TE case. The following Ansatz is used as the general solution:
Ey(x, z) = A exp(−i(kxx + kzz)), (.6)
where kx and kz are the x and z components of the wavevector. Therefore, the incident,
reflected and transmitted electric fields are:
Einy (x, z) = exp(−i(kxx + kz,Iz)), (.7a)
Ery(x, z) = rTE exp(−i(kxx− kz,Iz)), (.7b)
Ety(x, z) = tTE exp(−i(kxx + kz,IIz)), (.7c)
where rTE and tTE are the Fresnel coefficients of the reflected and transmitted fields
respectively. kz,I and kz,II are the z components of the wavevector in incident and trans-
mitted regions respectively.
By .4a, the incident, reflected and transmitted magnetic fields are obtained as:






(−ikz,I) exp(−i(kxx + kz,Iz)), (.8a)






(ikz,I)rTE exp(−i(kxx− kz,Iz)), (.8b)






(−ikz,II)tTE exp(−i(kxx + kz,IIz)). (.8c)
From the boundary condition which states that the transverse components of the elec-




















Since there is only y component of the electric filed, the Fresnel coefficients are directly
written:








where rEy and tEy denote the Fresnel coefficients of the y components of the reflected
and transmitted electric fields respectively.
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tm case







+ k20εr Hy(x, z) = 0. (.12)
The same form of Ansatz equation is used as the general solution:
Hy(x, z) = A exp(−i(kxx + kzz)). (.13)
Analogously to the TE case, the incident, reflected and transmitted magnetic field are:
Hiny (x, z) = exp(−i(kxx + kz,Iz)), (.14a)
Hry(x, z) = rTM exp(−i(kxx− kz,Iz)), (.14b)
Hty(x, z) = tTM exp(−i(kxx + kz,IIz)). (.14c)
By .2b, the x component of the electric field is obtained as:






(−ikz,I) exp(−i(kxx + kz,Iz)), (.15a)






(ikz,I)rTM exp(−i(kxx− kz,Iz)), (.15b)






(−ikz,II)tTM exp(−i(kxx + kz,IIz)). (.15c)
































Then, from Eq. .2b, the Fresnel coefficients of the x components are obtained as:































where rEx and tEx denote the Fresnel coefficients for the x components of the reflected
and transmitted electric field respectively.
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