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During the last few years a theory of computation over the real numbers
developed with the aim of laying theoretical foundations for the kind of computa-
tions performed in numerical analysis under complete information. In this paper we
describe the notions playing major roles in this theory—with special emphasis on
those which do not appear in discrete complexity theory—and review some of its
results. © 2001 Elsevier Science (USA)
1. A TALE OF TWO TRADITIONS
During the last few decades two traditions of computing have grown
further and further apart.
First, there is the tradition of discrete computation. It has its roots in
work in mathematical logic at the turn of the century involving the deci-
dability of the arithmetic. Abstract computational devices such as the
Turing machine and computability concepts such as recursive function are
legacies of this tradition.
Second, there is the long-standing tradition of algorithmics results in
algebra and analysis which we will refer to as the numerical tradition.
Algorithms such as Gaussian elimination or Newton’s method and negative
results such as Galois’ theorem on the non-solvability by radicals of
polynomial equations of degree at least 5 are legacies of this tradition.
The arrival of the digital computer set a stage in which both traditions
could meet. The need of feasibility in practice for computable functions
brought along the need for a complexity theory. But while the discrete
TABLE I
Scientific computation Computer science
Mathematics Continuous Discrete
Problems Classical Newer
Goals Practical, immediate Long range
Foundations None Developed
Complexity Undeveloped Developed
‘‘Machine’’ None Turing
tradition was very successful at building such a theory, at the end of
the 1980s here was little akin to complexity theory within the numerical
tradition. There certainly existed theories for several complexity aspects of
numerical computations but there was nothing like the structural complexity
theory in the discrete tradition. A theory whose object of study is the notion
of numerical algorithm was missing.
This difference in the theoretical foundations for both traditions is
apparent in the 1989 SIAM’s John von Neumann Lecture given by Steve
Smale (1990). Table I is taken from there (in Table I ‘‘Scientific computa-
tion’’ corresponds to the numerical tradition and ‘‘Computer science’’ to
the discrete one).
We won’t elaborate on the contents of this table here. For a reader
puzzled by them (as well as for any other) we advise the reading of Smale (1990).
In 1996 Joseph Traub drew a simple picture classifying computations
according to the kind of information dealt with.
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What one usually calls ‘‘numerical computation’’ is essentially the right
subtree. The middle leaf, corresponding to those computations where the
information is partial (e.g., a function f: RQ R which is given as a black
box, we can evaluate f(x) for different x ¥ R but we do not posses a closed
form for f) gives rise in Traub’s scheme to the so-called ‘‘Information-
Based Complexity.’’ The right-most leaf corresponds to those computations
where the input is completely determined by a finite set of real numbers
(e.g., an n×n matrix given by n and the n2 entries, a polynomial of degree d
in n variables given by n, d and the vector of its coefficients). It is this latter
kind of computations we will focus on in this paper. The reader may find
more on Information-Based Complexity in the survey by Woz´niakowski
(1996) or the books by Traub, Wasilkowski, and Woz´niakowski (1988) and
Traub and Werschulz (1998).
The goal of this paper is to survey some advances towards the laying of
foundations within the numerical tradition under complete information.2
2 There exist approaches of continuous computations other than the one we deal with in this
paper. Basic references are Ko (1991), Weihrauch (2000).
2. PLEASE, GIVE ME ONE TURING MACHINE AND TWO PRAMS
Models of computation are not sold in hardware stores (or in any other
store, for that matter). They are abstract devices designed to model com-
putations in the real world and set a formal framework in which the power
and limitations of computation can be rigorously proved. Real world
computations, however, depend on too many parameters and the consid-
eration of all of them would make the abstract model too cumbersome and
therefore useless. For instance, when computing the gcd of two positive
integers a number of features, besides the choice of the two particular
integers taken as input, determine the speed of the computation: the com-
puter at hand, the programming language of choice, its compiler’s version,
etc. However, all these features are somehow contingent and their consid-
eration in the formal model would only complicate matters unnecessarily.
The key question is: How does one select a set of features to be con-
sidered in the formal model? In this and the next section we shall try to
motivate one such choice (with two main variants) for model of computa-
tion over the real numbers.
Early computers in the 1940s and 1950s represented real numbers as
either fixed point or floating point numbers. According to Knuth (1981),
106 FELIPE CUCKER
fixed point arithmetic was favored originally since floating point was
harder to implement with electronic tubes. Eventually, however, floating
point arithmetic prevailed and is today synonymous with implementation
of real number arithmetic.
A distinctive feature of all these machine implementations of real number
arithmetic is that there is no notion of varying size of a real number
and that, consequently, all real numbers are assumed to have unit size. This
assumption somehow involves the fact that a real number is considered as
an indivisible entity, much as it is in everyday mathematical thought. This
contrasts with, for instance, the consideration of rational numbers in a
Turing machine. A rational number in this context is not an entity in itself.
Rather, a representative is required (4/5 not being the same as 280/350)
and the representative is in turn not an entity in itself but it is encoded as a
string of more elementary objects: bits.
Another consequence of the assumption that all numbers have unit size
is that arithmetic operations between real numbers have a fixed (which we
can set to unit) cost. Sometimes, one may consider multiplications and
divisions as much more expensive than additions and subtractions and
disregard the latter (by assigning them cost zero) but this does not turn out
to be a crucial issue.
In a sense unit cost real arithmetic is so natural that it should come as no
surprise that as early as 1948, unit cost was already considered as a com-
plexity measure for real number computations.
It is convenient to have a measure of the amount of work involved in a computing
process, even though it be a very crude one. [...] In the case of computing with
matrices most of the work consists of multiplications and writing down numbers,
and we shall therefore only attempt to count the number of multiplications and
recordings. For this purpose, a reciprocation will count as a multiplication. This is
purely formal. A division will then count as two multiplications; this seems a little
too much, and there may be other anomalies, but on the whole substantial justice
should be done.
One may wonder whether in 1948, with the Turing machine firmly estab-
lished as a formal model of computation, the consideration of unit cost
arithmetic was a sensible choice. It is then perhaps reassuring to know that
the quote above was written by Turing himself (1948).
Turing’s (and von Neumann’s and Wilkinson’s) consideration of a unit
cost arithmetic for computing with real numbers did not lead to the defini-
tion of a formal model of computation. The design of algorithms within the
numerical tradition, as we remarked in the preceding section, had been a
well developed practice and there was little need of further elaboration on
models for the analysis of particular algorithms. This is no longer true
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if one is interested in lower bounds. In this case, the bound should hold
for all possible algorithms and proving such bounds requires a formal
definition of algorithm.
An early instance of a lower bound problem was posed by Ostrowski
who, in 1954 conjectured the optimality of Horner’s rule for evaluating
univariate polynomials. This optimality was with respect to a certain formal
model of computation—the arithmetic circuit—which used the unit cost
arithmetic we discussed above. In 1966 Pan proved Ostrowski’s conjecture.
The arithmetic circuit is a non-uniform model of computation which takes
its inputs from some Euclidean space Rn. So all inputs have a fixed size n.
This, and other non-uniform models, have been the building blocks around
which the study of lower bounds evolved into what is known today as
Algebraic Complexity Theory, a subject whose maturity is apparent in the
monograph by Bürgisser, Clausen, and Shokrollahi (1996).
But in order to build a complexity theory over the reals with similar
achievements as those of discrete complexity theory one needs a uniform
model of computation. A number of such models have been used in the last
decades with definitions of varying degree of formality. To the best of our
knowledge, the first steps towards a complexity theory over the reals as
described above was given by Blum, Shub, and Smale (1989). The machine
model introduced there—in the sequel the BSS machine—takes its inputs
from R., the disjoint union of Rn for n \ 1, and returns as outputs ele-
ments in this space. During the computation it performs arithmetic opera-
tions and comparisons and has the ability to ‘‘move’’ information (i.e., real
numbers) between different coordinates of its state space (roughly, its tape).
This last feature, equivalent to the addressing instructions on a RAM,
allows for some form of management. The size of a point x ¥ R. is the
unique n ¥N such that x ¥ Rn. Running time, which is defined as the
number of operations, comparisons and movements, is then considered as a
function of the input size.
Several extension of the BSS model of computation can be made to cater
for different needs. An important one is to allow some elementary (but
transcendent) functions. We mention here such an extension by Novak
(1995) that allows to use oracles (like function evaluations) with the BSS
model of computation.
3. ERRARE HUMANUM EST
But we are not alone in erring. Computers also err (at least when dealing
with real numbers) and their errors are called round-off errors. Actually,
digital computers do not really work with real numbers but with a finite set
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of numbers F … R which are called floating point numbers along with a
function r: RQ F which rounds each real number to a floating point
number ‘‘close’’ to it.
The problem with round-off errors is that they accumulate during the
computation yielding, in some cases, meaningless results. The desire of
minimizing this accumulated error will affect the choice of an algorithm as
much as the desire of minimizing its running time does.3
3 This was already noted by Gauss.
Since none of the numbers we take out from logarithmic or trigonometric tables
admit of absolute precision, but are all to a certain extent approximate only, the
results of all calculations performed by the aid of these numbers can only be
approximately true. [...] It may happen, that in special cases the effect of the errors
of the tables is so augmented that we may be oblidged to reject a method, otherwise
the best, and substitute another in its place.
Carl Friedrich Gauss, Theoria Motus (cited in Goldstine, 1977, p. 258).
Again, the exact way the set F is selected and the function r operates
varies with the programming language and the computer brand. And
again, a few common features are selected to model the pair (F, r). Besides
removing the assumption that F is finite (much as we assume the tape of a
Turing machine to be infinite) the only property we require of (F, r) is the
existence of a number u ¥ R, 0 < u < 1 such that, for all x ¥ R, x ] 0,
: x−r(x)
x
: [ u.
The number u is called the unit round-off or the machine precision.
It is easy to modify the BSS model to allow for round-off errors. One
may even distinguish between integer and float data, the first being
free of round-off errors (but having varying size and cost, as opposed to
unit size and cost for the second). This has been done by Cucker and Smale
(1999).4We will call this model round-off BSS.
4 The model of round-off described in this paper deals with absolute errors and therefore
corresponds to fixed point rather than floating point. A version dealing with relative errors
can be defined in a straightforward manner.
Round-off machines are obviously more realistic than exact BSSmachines.
There are two reasons, however, to consider a complexity theory build
upon the exact BSS model. Let us briefly discuss them.
(1) The way we solve a computational problem over the reals passes
normally through two different stages. First, we design an algorithm which
solves the problem. At this stage, we may evaluate its cost and compare it
with those of other algorithms solving the same problem. Second, we study
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how ‘‘stable’’ the algorithm is, i.e., roughly speaking, how the accuracy of
the final result is affected by round-off errors. At the end of this stage we
may again compare our algorithm with others, and finally settle on one
using a mix of complexity and stability reasons.
For the first stage of this two-stage procedure (which is implicit in
Gauss’ quotation above) the consideration of round-off errors is unneces-
sary. So, one may perfectly well use the exact BSS model. In this way, in
addition, the machine models the way we think about the algorithm (and
not only the way the computer performs it).
(2) Complexity theory deals mainly with lower bounds i.e., with the
search for inherent limits to our capacity to solve a given problem. And a
lower bound for the exact model should be considered as a lower bound
for the round off one. For instance, if we know that a certain problem can
not be solved with less than W(n3) operations in the exact model, then the
consideration of round-off errors will not allow us to find an algorithm
with cost, say, O(n2).
Apossibleanalogywithacommonidealization indiscretecomplexity theory
is the consideration of models for parallel computation. Most of these
models (uniform families of circuits, PRAMs, ...) are defined allowing an
‘‘all to all’’ connectivity between processors. This is certainly not possible in
real life but makes the model simpler. It is upon these simpler models that
the theory of classes such as NC is built. And this theory has provided us a
deep insight into the realm of computations below polynomial time, both
in the form of lower bounds and in the form of NC algorithms. The design
of NC algorithms follows a two-stage process similar to the one above. In
the first stage a problem, say in P, is shown to be in NC via a parallel
algorithm in which intricacy of interconnection is, for the mort part,
ignored. In a later stage, interconnection topologies are considered. When
comparing parallel algorithms, the topologies of interconnecting processors
appearing in the different algorithms are taken into account to ultimately
select an algorithm on a mixed basis of complexity (running time and
number of processors) and feasibility of interconnection. On the other
hand, these topologies are rarely considered when proving lower bounds
for parallel time, just as in (2) above.
In the next section we will review some results of complexity theory for
the exact model. We will then discuss issues related with round-off.
4. COMPLEXITY
We remarked in Section 2 that the breakthrough towards a complexity
theory over the reals was the publication of Blum et al. (1989). Probably
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the most important result in this paper is the existence of NP-complete
problems over the reals (and other rings as well). The P=NP question had
been at the core of research in discrete complexity theory and a specific
goal of Blum et al. (1989) was to extend this question to computations
involving real numbers.
Recall that a set S is decidable in polynomial time, or in the class P, if
there is a machine M deciding S whose running time is bounded, for all
inputs of size n, by a polynomial function of n. Classically, S is a set of
strings over a finite alphabet. Over the reals, the same definition can be
made by considering S a set of elements in R.. In this case we write PR
instead of P. In the same manner, a function j: R.Q R. is computable in
polynomial time if there is a machine M computing j(x), for each input
x ¥ R., in time bounded by a polynomial in size (x).
The definition of the class NP over R is a bit more elaborate and can be
done in several ways. Here we modify the machine model and endow it
with the ability to guess points y ¥ R. (with cost n if y ¥ Rn). We call such
extended machine nondeterministic.
A set S (of elements in R.) is in NPR if there exists a nondeterministic
machineM satisfying the following:
(1) For all x ¥ R. the running time ofM with input x is bounded by
a polynomial in size (x).
(2) For all x ¥ R., x ¥ S if and only if there exists a guess y ¥ R.
such that the computation of M with input x and guess y ends in an
accepting state (or, equivalently, returns 1).
Example 1. Fix d \ 1 and let f be a polynomial of degree d in n
variables. We can encode f by its list of coefficients, which contains (n+dd )
elements. Consider the set d-FEAS of those polynomials f having a real
zero (FEAS for ‘‘feasibility’’). The set d-FEAS is in NPR.
To prove this, consider the algorithm which, with input f, checks that f
encodes a polynomial of degree d in n variables and, if so, guesses y ¥ Rn
and accepts if f(y)=0. All this tan be performed in time polynomial in n
and therefore polynomial in site (f)=(n+dd ).
Example 2. As above, fix d \ 1 and let f1, ..., fm, g1, ..., gp, h1, ..., hq
be polynomials of degree d in n variables. Let d-SAS be the set of those
collections which are satisfiable in the sense that there exists x ¥ Rn such
that
fi(x)=0 for i=1, ..., m
gj(x) \ 0 for j=1, ..., p
hk(x) > 0 for k=1, ..., q
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(SAS for semi-algebraic satisfiability). Again, for all d \ 1, d-SAS is in
NPR.
In the same way, define SAS to be the same problem without the restric-
tion on the degree, i.e. letting d vary. The problem SAS also belongs to
NPR.
The systems k(f, g, h) as in Example 2 are called semi-algebraic systems
and their sets of solutions semi-algebraic sets. The design of algorithms to
solve geometric problems related to semi-algebraic sets is important in a
number of disciplines, from robotics to computer graphics and from data-
base searching to economic theory. The satisfiability problem of Example 2
is an instance of these problems. We will meet some more later in this
paper.
Immediate questions raised by the definition of the clans NPR are the
existence of hardest problems in the clans as well as finding deterministic
upper bounds for problems in the class. Regarding the first question recall
that a function j: R.Q R. is said to be a polynomial time reduction from A
to B (A, B ı R.) if k is computable in polynomial time and, for all
x ¥ R., x ¥ A if and only if j(x) ¥ B. A set S ¥NPR is NPR-complete if for
every set T ¥NPR, there exists a polynomial time reduction from T to S.
Theorem 1 (Blum, Shub, and Smale, 1989). The set SAS and the sets
d-SAS, for all d \ 2, are NPR-complete. For all d \ 4 the set d-FEAS is
NPR-complete.
It is interesting to note that for d=1, 2, 3 the sets d-FEAS are in PR
(cf. Triesch, 1990). The set 1-SAS, however, is not known to be in PR.
Actually, this problem is essentially linear programming over the reals.
And real linear programming is known to be in NPR but is not known to
be in PR or to be NPR-complete. This contrasts with integer programming
which is NP-complete (in the Turing model) and with rational linear
programming which is known to be in P (also in the Turing model). Notice
how the choice of ground ring affects the complexity of linear programming.
While there are several examples of problems in NPR, there are relatively
few known examples of NPR-complete sets. Besides the two mentioned in
Theorem 1 the following is worth noting.
Theorem 2 (Koiran, 1999). The problem of deciding, given as input a
semi-algebraic system k and a positive integer D, whether the semi-algebraic
set of points satisfying k has dimension at least D is NPR-complete.
Concerning the second question above, i.e., finding deterministic upper
bounds for problems in the class NPR, a series of papers (e.g., Heintz et al.,
1990; Renegar, 1992; Basu et al., 1996) locate NPR just as in the classical
case.
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Theorem 3. One has
NPR ı PARR … EXPR.
Here PARR denotes the class of sets decidable in parallel polynomial lime
and EXPR the class of those decidable in exponential time.
Unlike the classical case, however, it came proved that the second inclu-
sion in the theorem above is strict (cf. Cucker, 1992).
The publication of Blum et al. (1989) was followed by a flow of papers
building different aspects of a complexity theory over the reals. An account
of much of this work is presented by Blum et al. (1998). Later in this paper
we will review some of these results. Meanwhile we turn our attention to
round-off issues.
5. CONDITIONING AND PERTURBATION
A first approach to dealing with round-off errors considers the simple
case in which errors only occur while reading the input and the computa-
tion is otherwise exact. This amounts to study, for the computed function j
and a point x in its domain, how sensitive j is to small perturbations of x.
In the picture below, how large is j(x+Dx)−j(x) compared to Dx.
There are a number of reasons to begin considering this specific simpli-
fication.
(1) We can delay algorithmic considerations regarding the computa-
tion of j since we are assuming that all algorithms compute j exactly.
The problem of measuring the sensitivity of j to small perturbations of x
depends on j and x only, and is thus purely mathematical.
(2) In some cases, we can take advantage of an existing body of
knowledge (known as perturbation theory) which grew independently of
round-off analysis.
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(3) Perturbation happens in practice (e.g., while doing exact compu-
tations over Q with input data obtained by measuring (and rounding) some
physical quantities).
(4) As we shall see, a main character of our play first appears in this
perturbation analysis.
(5) Eventually, the round-off analysis of an important class of algo-
rithms translates more general round-off errors into perturbation (we will
return to this in the next section).
To gently introduce concepts, let us consider a classical example. Let A
be an invertible n×n real matrix and b ¥ Rn. We are interested in solving
the system
Ax=b
and want to study how the solution x is affected by perturbations in the
vector b. Let Db be such that the perturbed vector is b+Db and Dx such
that
A(x+Dx)=(b+Db).
Then the relative errors for b and x satisfy the relation
||Dx||
||x ||
[ o(A)
||Db||
||b||
, (1)
where || || denotes the Euclidean norm,
o(A)=||A|| ||A−1||
and ||A|| denotes the operator norm of A defined by
||A||= max
x s.t. ||x||=1
||A(x)||.
Here is the argument
||Dx||
||x||
=
||Dx||
||b||
||b||
||x||
=
||(A−1 Db)||
||b||
||Ax||
||x||
[ ||A|| ||A−1||
||Db||
||b||
=o(A)
||Db||
||b||
.
114 FELIPE CUCKER
Moreover, it is easily seen that there are vectors b and Db such that
||Dx||
||x||
=o(A)
||Db||
||b||
,
where x=A−1b and Dx=A−1(b+Db)−x. So o(A) is a sharp worst-case
estimate of the relative error in x as a function of the relative error in b.5
5 Taking the base 2 log of equation 1 we see that if b has m bits of relative accuracy, then x
has m− log o(A) bits of accuracy. Therefore log o(A) measures the loss of precision of the
computation.
If we allow errors in both A and b it is possible to prove that, if
o(A) ||DA||||A|| < 1 then
||Dx||
||x||
[
o(A)
1−o(A)
||DA||
||A||
1 ||DA||
||A||
+
||Db||
||b||
2 .
Notice that the factor o(A)/(1−o(A)(||DA||/||A||)) is close to o(A) when
||DA|| is small enough. Also, we remark that this bound is no longer sharp
in the sense above but it is optimal in the sense that it becomes sharp for
infinitesimal perturbations.
We see that the number o(A) measures exactly what we are interested in,
the sensitivity of the problem to small perturbations or, in other words,
how well conditioned the input is with respect to the problem. This idea of
conditioning is already present in the paper of Turing quoted in Section 2,
which we quote again.
We should describe the equations [...] as an ill-conditioned set, or, at any rate, as
ill-conditioned when compared with [...]. It is characteristic of ill-conditioned sets of
equations that small percentage errors in the coefficients given may lead to large
percentage errors in the solution.
In this same paper Turing introduced the name condition number for o(A).
When A is not invertible its condition number is not well defined.
However, we can extend its definition by setting o(A)=. if A is singular.
Matrices A with o(A) small are said to be well-conditioned, those with o(A)
large are said to be ill-conditioned, and those with o(A)=. ill-posed.
Note that the set S of ill-posed problems has measure zero in the space
Rn
2
. The distance of a matrix A to this set is closely related to o(A).
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Theorem 4 (ConditionNumberTheorem(EckartandYoung,1936)). For
any n×n real matrix A one has
dF(A, S)=
||A||
o(A)
.
Here dF means distance in Rn
2
with respect to the Frobenius norm, ||A||F=
`Sa2ij .
The factor ||A|| in the theorem above appears to scale as dF(A, S). This
makes sense since by definition o(A) is homogeneous of degree 0.
We have by now a reasonably clear picture of conditioning for a specific
problem (linear equation solving). How can this be extended to other
problems? Let j: RnQ Rm be the restriction to Rn of the function we are
computing. For x ¥ Rn the relative condition number m(x) is defined by
m(x)=lim
dQ 0
sup
||Dx|| [ d
1 ||j(x+Dx)−j(x)||
||j(x)||
·
||x||
||Dx||
2 . (2)
If j is differentiable we can express m(x) in terms of the Jacobian J(x) of j
at x,6
6 A similar definition can be done for the absolute condition number mabs. In the differen-
tiable case it yields mabs(x)=||J(x)||.
m(x)=
||J(x)||
||j(x)||/||x||
.
While this definition is very useful in many problems (e.g., polynomial
evaluation, matrix multiplication, computation of determinants) it does not
fit problems in which, for instance, j is not a well-defined function or has a
finite set of values. An example of the first case is to compute a single solu-
tion of a system of non-linear equations. Since the system may have several
solutions and we do not require any one in particular, j is not a well-
defined function. An example of the second case is any decision problem.
A possible solution for multiple-defined j is to consider the condition
number m(x, y) for a pair (x, y) with x ¥ Rn and y ¥ Rm being one of the
possible values of j(x). Then, one may define the condition number m(x)
in terms of the worst conditioned solution y, i.e.,
m(x)=max
y ¥S(x)
m(x, y),
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where S(x) denotes the set of possible values for j(x). An example is root
finding for complex systems of polynomials. This problem, which we will
see as a computational version of Bézout’s Theorem, was dealt with in the
series of papers (Shub and Smale, 1993a, 1993b, 1993c, 1996, 1994).
Let d=(d1, ..., dn) ¥Nn and H(d) denote the set of polynomial systems
f=(f1, ..., fn) where fi is a complex homogeneous polynomial of degree
di in x0, ..., xn (as well as the system (0, 0, ..., 0)). Under addition of
n-tuples, H(d) can be regarded as a vector space, so let P(H(d)) be the
complex projective space associated toH(d). The problem at hand is: given
f ¥ P(H(d)), find t ¥ P(Cn+1) such that f(t)=0. For each system f and
each root t ¥ P(Cn+1) one may consider the condition number m(f, t) for
the pair (f, t) ¥ P(H(d))×P(Cn+1) defined as in (2).7 Shub and Smale
7 Projective spaces are the natural setting for Bézout’s Theorem. Their consideration in
Shub and Smale’s series of papers gave to the latter a great conceptual coherence. It intro-
duced however some technical difficulties. For instance, projective spaces are no longer vector
spaces and thus, the norm in Eq. (2) needs to be replaced by a Riemannian distance. These
technical difficulties are not relevant for our exposition.
(1993a) gave a closed form for m(f, t) from which a characterization of SŒ,
the set of ill-posed pairs (f, t) follows. More precisely,
SŒ={(f, t) | f(t)=0 and ker(Df(t)) ] 0},
i.e., SŒ is the set of pairs (f, t) such that t is a degenerate zero of f. Shub
and Smale then proved a Condition Number Theorem as follows. Let
Vt={f ¥ P(H(d)) | f(t)=0}
and dt((f, t), SŒ) denote the distance in Vt×{t} from (f, t) to SŒ. Then
m(f, t)=
1
dt((f, t), SŒ)
.
To obtain a condition number for f only, Shub and Smale define
m(f)= max
t | f(t)=0
m(f, t).
The condition number of a polynomial system is that of its worst condi-
tioned zero. The set S of ill-posed systems is then the set of all systems
having a degenerate zero. Defining
r(f)= min
t | f(t)=0
dt((f, t), SŒ)
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one gets m(f)=r(f)−1. This is not a Condition Number Theorem for m(f)
since r(f) is not the distance from f to S but it is akin to one. A simplified
account of this is presented in Chapter 12 of Blum, et al. (1998). In closing
this example, note that some ideas behind m(f) go back to the work of
Wilkinson (1963) and Woz´niakowski (1977).
A completely different problem arises when considering conditioning
for decision problems. Let S ı R. be a decision problem and let Sn ı Rn be
its subset of points with size n. Restricted to Rn the function j we are
computing is the characteristic function of Sn,
j(x)=˛1 if x ¥ Sn
0 if x ¨ Sn.
Let Sn be the boundary of Sn. We can naturally think of Sn as the set of ill-
posed inputs (of size n). For, given a point x ¥ Sn, there are points y ¥ Rn
arbitrarily close to x such that |j(x)−j(y)|=1. Thus, the relative error in
the output is infinitely larger than the relative error in the input and the
condition number of x ¥ Sn is .. But for points outside Sn the definition
of conditioning is less clear. If x ¨ Sn, for points y sufficiently close to x we
have j(x)=j(y) and therefore, m(x)=0. One may say that all points
outside Sn are well-conditioned but this is not satisfying.
We will return to decision problems in Section 7.
6. CONDITIONING AND ROUND-OFF
We proceed now to the case of arbitrary round-off errors. So, consider a
round-off machine M and denote by j˜ and j the functions computed by
M with and without round-off errors respectively. We want to evaluate, for
an input x ¥ R., a bound for the forward-error ||j(x)− j˜(x)||, or for the
relative forward-error
||j(x)− j˜(x)||
||j(x)||
.
A clever idea, which is already implicit in von Neumann and Goldstine
(1947), Turing (1948), and was strongly advocated by Wilkinson (cf. his
1970 SIAM’s John von Neumann Lecture (Wilkinson, 1971), is what is
known today as backward-error analysis. Roughly, it consists on looking
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for a Dx such that j(x+Dx)=j˜(x). That is, we look for a perturbed input
x+Dx whose image under j coincides with the outcome of the round-off
computation with input x.
The smallest Dx (in norm) is called the backward-error (the relative back-
ward-error is obtained dividing by ||x||).
Notice that both backward and forward errors depend, not only on j
and the input x, but also on the algorithm at hand and the unit round-off u
defined in Section 3.
If we are able to estimate a bound for the backward-error and we know
the condition number m(x) of x we can bound the forward-error as well.
This is because the relative forward-error is approximately bounded by the
relative backward-error times the condition of the input, i.e.,
||j(x)− j˜(x)||
||j(x)||
M m(x)
||Dx||
||x||
The ‘‘approximately’’ can be explained by the use of infinitesimals in the
definition of m(x) and is harmless if the unit round-off u is small enough.
The relation above is a bona fide inequality for the problems of linear
algebra we saw in the preceding section and the condition number o(A).
We can actually use o(A) and linear algebra to give a first example of
backward-error analysis. A classical way to solve the system Ax=b is to
use Gaussian elimination (with partial pivoting) to compute an LU factori-
zation of A (cf. Higham, 1996), A=LU, and then solve LUx=b taking
advantage of the special structure of L (a unit lower triangular matrix) and
U (an upper triangular matrix). A backward-error analysis of this method
yields the bound (cf. Higham, 1996, Theorem 9.48)
8 Actually, the backward-error analysis in this reference is stated in terms of the infinity
norm. The bound we state here, slightly weaker, is an immediate consequence of that in
Higham (1996).
(A+DA) x˜=b, ||DA|| [ n3
3nu
1−3nu
rn ||A||, (3)
REAL COMPUTATIONS WITH FAKE NUMBERS 119
where rn, the growth factor, is defined by
rn=
||U||max
||A||max
.
Here, ||A||max=max |aij |. If u is small compared with 3n we have ||DA|| [
3n4urn ||A||.
Therefore, the relative forward-error satisfies the bound
||x− x˜||
||x||
[ 3n4urn
o(A)
1−o(A)
||DA||
||A||
[ 3n4urn
o(A)
1−o(A) 3n4urn
.
In addition, if u is sufficiently small, our preceding bound for the relative
error in x reduces to
||x− x˜||
||x||
[ 3n4urno(A).
The growth factor rn is bounded by 2n−1 for all matrices A but appears
to be much smaller in practice and can be proved to be so for some classes
of structured matrices (e.g., upper Hessenberg matrices have rn < n).
There are problems and algorithms for which it is not possible to do a
backward-error analysis. A simple example is polynomial evaluation: for a
fixed polynomial f and input x we evaluate f(x). Note that the only input
is x, the coefficients of f are not regarded as part of the input. For some
polynomial functions f and some evaluation algorithms, if x is a global
minimum of f, we may not be able to find the Dx above. The reason is that
if f˜(x) < f(x) there is no Dx such that f(x+Dx) < f(x). For these kind of
problems, bounds for the forward-error need to be found by direct methods.
What can be a desirable result for a backward-error analysis of a given
algorithm? A good one is certainly ||Dx||||x||=O(u). We can not expect a relative
error smaller than u since this error may be produced merely by reading the
input. For many algorithms we do not achieve such a nice bound but the
backward-error is nevertheless small. An algorithm with a small backward-
error is said to be backward-stable. Of course, the meaning of ‘‘small’’ is
context dependent.
Remark 1. It is possible to give formal definitions of backward-stability
(one such definition is given in de Jong, 1977). One may, for instance, say
that an algorithm is polynomialy backward-stable if the backward-error is
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polynomial in u and size (x) for every input x or, being more restrictive,
polynomial in size (x) and linear in u. However, this is not the tradition in
numerical analysis. The word ‘‘stable’’ is not used like the word ‘‘tractable’’
in complexity theory (which is synonymous with polynomial time) but
rather like the word ‘‘fast’’. An algorithm with a cost O(n100) is said to be
tractable but is certainly not fast. The exact threshold for a polynomial
time algorithm to be considered fast is not a fixed exponent and depends
on the problem at hand.
Remark 2. The exponential dependence on n in the worst-case error
analysis for Gaussian elimination with partial pivoting makes this algo-
rithm, according to our definitions, unstable.9 Even for matrices with
9Notice however that there are no examples of exponential grow of rn for Gaussian
elimination with complete pivoting. Wilkinson even conjectured that rn is linearly bounded.
rn=1, the n4 factor may imply a loss of all the precision for modestly sized
matrices. Why then is Gaussian elimination so popular in practice?
Because, in practice, Gaussian elimination is stable, and faster than other
methods which are worst-case stable. This suggests an average-case error
analysis as opposed to the worst-case analysis of the bound (3). A first step
toward such analysis is Trefethen and Schreiber (1990).
An algorithm is forward-stable if it produces forward-errors similar in
magnitude to those produced by a backward-stable algorithm. As we
already remarked, for some algorithms this is the best we can get.
Remark 3. Note that a bound for the forward error of an input x in
the form of an expression in size (x), m(x), and the round-off unit u may
not be computable for a particular input x since we may not know m(x).
Yet, such bounds allow us to compare algorithms with respect to stability.
The fastest the expression tends to zero with u, the more stable the
algorithm is.
7. CONDITIONING AND DECISION PROBLEMS
We saw in Section 5 that, for a decision problem S, a direct application
of Eq. (2) yields a condition number which is . on the boundary of S and
0 elsewhere. In some sense this is not satisfying. For instance, it is hard to
see how such a condition number may be helpful in round-off analysis
(even if by now we have not specified which form this analysis will take).
One wants a condition number which varies continuously and, if possible,
for which some form of Condition Number Theorem holds.
REAL COMPUTATIONS WITH FAKE NUMBERS 121
One possible solution is to use the Condition Number Theorem itself to
define more general condition numbers. Thus, one may define, for x ¥ Rn,
m(x)=
||x||
d(x, Sn)
.
This has been done, for instance, by Renegar (1994, 1995a, 1995b) for
linear programming. A standard feasibility form of this problem requires
one to decide whether there exists an x ¥ Rn satisfying
Ax=b
x \ 0.
Here A is an m×n real matrix and b ¥ Rm.
Let Fm, n denote the set of feasible pairs (A, b) (i.e., those for which a
solution x exists) and let Sm, n be its boundary. Renegar defined
C(A, b)=
||(A, b)||
d((A, b), Sm, n)
.
He then used this condition number to obtain several complexity results
(we will mention some of them in Example 6 in the next section).
Another solution is possible in the case that the decision problem has a
natural functional problem associated to it. As an example, consider the
problem SAS of Example 2. A ‘‘functional’’ problem associated to it is,
given input k, compute a point x ¥ Rn satisfying k. The quotes above are
due to the fact that if j denotes this function, j may have multiple values
(even infinitely many) in nome cases and no value at all in some others (for
infeasible systems k). As in the case of complex polynomial systems we
discussed in Section 5 we may define a condition number m*(k, x) for the
pair (k, x) with x satisfying k. In Cucker and Smale (1999) a condition
number m*(k) is defined by then taking the minimum of m*(k, x) over the
set of x satisfying k. If k is infeasible, m*(k) is defined differently. The
resulting m*(k) varies continuously with k. One may see m*(k) as a far
reaching generalization of o(A) which extends the ideas we mentioned in
Section 5 concerning condition numbers for non-linear problems.
Which kind of round-off analysis can we do with these condition numbers?
A model result would state that, for a certain algorithm deciding a set
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S … R., if the unit round-off u satisfies some bound in terms of m(x) and
size (x)
u [ Expression(m(x), size(x))
for all inputs x ¥ R. then the algorithm output is correct. We will give an
instance of this kind of result in Example 7 in the next section.
8. CONDITIONING AND COMPLEXITY
Although its enormous importance in numerical analysis, linear equation
solving is not the paradigm of numerical computation. The reason is that it
is a problem admitting exact solutions. The majority of the problems in
numerical analysis can not be solved exactly. An approximation, up to
some predetermined e, is sought instead and, in some cases, the algorithm
proceeds by iterating some basic step until this approximation is reached.
This kind of algorithms, called iterative, is ubiquitous in numerical analysis.
Their cost, in contrast with the so called direct methods whose cost depends
only on the input size, may depend on e and on the input itself.
The above applies for exact machines as well as for round-off machines.
An interesting point is that more often than not the colt of iterative algo-
rithms appears to depend on the condition of the input, no matter whether
the machine is exact or not. To illustrate this, we now briefly review some
examples. Unless otherwise stated, all machines are exact.
Example 3. Even for linear equation solving one may consider the use
of iterative methods (for instance, when n is large and A is sparse). One
such method is the conjugate gradient (cf. Demmel, 1997; Trefethen and
Bau III, 1997). It begins with a candidate solution x0 ¥ Rn of the system
Ax=b, A a real symmetric positive definite matrix. Then, it constructs a
sequence of iterates x0, x1, x2, ... converging to the solution x* of the
system and satisfying
||xj−x*||A [ 2 1 `o(A)−1`o(A)+1 2
j
||x0−x*||A.
Here the A-norm ||v||A of a vector v is defined as ||v||A=(vTAv)1/2. One
concludes that for
j=O 1`o(A) log 1
e
2
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one has ||xj−x*||A [ e ||x0−x*||A. Notice the dependence of the number of
iterations on both o(A) and e.
Example 4. The Fundamental Theorem of Algebra. A common com-
putational form of this theorem consists of, given e > 0 and a polynomial
f(x)=xd+a1xd−1+·· ·+ad
with ai ¥ C, find z ¥ C such that |f(z)| [ e. In Blum et al. (1998) an algo-
rithm (whose basic idea goes back to Smale, 1981) is described doing so
with running time
O 1d2 1d+ln 1
e
+d ln b22 ,
where b=max(|ai |1/i, 1).
This algorithm proceeds by selecting a point z0 ¥ C and then constructing
a sequence of iterates z0, z1, z2, ..., zk. The element zk satisfies the desired
condition |f(zk)| [ e provided
k \ 26m(f, z0) 1 log |f(z0)|
e
+12 ,
where m(f, z0) is a certain quantity akin to a condition number. An analy-
sis of m(f, z0) shows, in addition, that if one takes 4d points z uniformly
distributed in the circumference of radius R (for a R well-defined in terms
of f), one of them has small m(f, z). The algorithm then considers the k
corresponding to this well-conditioned point z and repeats k iterates for all
the 4d initial points until for one of them the corresponding zk is the
desired approximate zero. This leads to the complexity bound above,
independent of z0. We remark here that this complexity bound is not the
best possible (see Pan, 1997, for a survey of recent results in root finding);
we included here the complexity analysis of this particular algorithm to
show the role of conditioning in complexity.
Example 5. Bézout’s Theorem. Let us consider again the problem of,
given f ¥ P(H(d)), find an approximation of some t ¥ Cn+1, t ] 0, such that
f(t)=0.
Consider an initial pair (f0, t0) with f0 ¥ P(H(d)) and t0 ¥ P(Cn+1) satis-
fying f0(t0)=0. Define, for t ¥ [0, 1], the function ft=tf+(1−t) f0. In
general, when t varies from 0 to 1, the pair (f0, t0) varies continuously
yielding a curve C of pairs (ft, tt) with ft(tt)=0 in the product space
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P(H(d))×P(Cn+1). Since f1=f, t1 is the point we are looking for. The
homotopy algorithm in Shub and Smale (1993a) produces a sequence of
pairs (f i, t i) which ‘‘follows’’ this curve and whose endpoint (fk, tk) is a
good approximation of (f, t) (in the sense that Newton’s method for f
with initial point tk converges quadratically to t from the first iteration)
provided
k=O(D2m(C)2 Lf).
Here D=max{d1, ..., dn}, Lf is the length of the curve {ft | 0 [ t [ 1} in
P(H(d)) and m(C) is a condition number for C (thus depending on f, f0
and t0) defined by
m(C)=max
t ¥ [0, 1]
m(ft, tt).
In some sense m(C) is measuring how close is C to the set SŒ (and thus
introducing the scent of a Condition Number Theorem).
We remark here that the choice of a good initial pair (f0, t0) is an open
problem. The last paper of the Bézout series (Shub and Smale, 1994)
provides the state of the art for this issue under the form of a non-uniform,
average polynomial time algorithm.
Example 6. Consider the following linear programming problem.
Given the pair (A, b) with A an m×n real matrix and b ¥ Rm find x ¥ Rn
satisfying
Ax=b
x \ 0
or prove that no such x exists.
The simplex method, despite its good performance in practice may
require exponential time for some inputs. The ellipsoid and interior point
methods, in contrast, iteratively approximate a desired solution. When the
input’s coordinates are rational numbers one can ‘‘jump’’ to an exact solu-
tion of the problem after k iterations for a k which is bounded by a poly-
nomial in n, m and L, the largest bit-size of the input’s coordinates.
Renegar used the condition number C(A, b) defined in Section 7 to
bound, for an interior-point method, the number of iterations necessary to
e-approximate a solution of the problem (in the feasible case). Actually,
this number of iterations is polynomially bounded in n, m, log C(A, b) and
|log e|.
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Example 7. The last example we review in this section is the problem
SAS of Example 2.
We saw in Section 4 that SAS is NPR-complete. Moreover, we mentioned
the existence of algorithms solving SAS in exponential time. These are
direct algorithms; their costs are functions of the size of the input k only.
In contrast, their behavior under round-off errors seems to be very poor.
A simple reason of this is that these algorithms need eventually to do linear
algebra with matrices of size exponentialy large in size (k).
In Cucker and Smale (1999) we described another algorithm to solve
SAS which has a much better behavior with respect to round-off since it
avoids large matrices and works instead with a large number of small
matrices which can be dealt with independently. The algorithm is iterative
and its cost is bounded by
(O(m*(k)2 d3(n+p+q)))n.
Here, we recall, k=(f, g, h), d is a bound for the degrees of the polyno-
mials in k, p is the number of gs and q the number of hs. In addition m*(k)
is a condition number for k (which we already mentioned in Section 7).
Note thatM may not halt on inputs k such that m*(k)=..
About half of Cucker and Smale (1999) is devoted to a round-off analy-
sis of the algorithm. This has been done with an absolute error machine
model instead of the relative error model we described in Section 3 (but an
analysis for a relative error machine model can be derived easily). Let
d=
1
(m(k) size(k))c1(m+p+q)
2
2c2(m+p+q)
3
with c1, c2 universal constants and m the number of fs. In Cucker and
Smale (1999) we proved that if all the round-off errors are smaller in
absolute value than d, then the machine M answers correctly. Notice that
this implies a bound for the necessary number of correct digits after the
decimal point which is polynomial in size (k) and in log m*(k).
The above examples suggest, maybe too briefly, how conditioning may
affect the cost of iterative algorithms in numerical analysis. A paper which
elaborates more on this is Smale (1997).
We close this section with a remark on conditioning and reductions.
Complete problems in a complexity class capture the complexity of the
class in a precise sense. An algorithm for a complete problem (with respect
to polynomial time reductions) implies an algorithm with the same com-
plexity (modulo a polynomial slow-down) for any problem in the class.
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This does not carry over with regard to round-off. And the reason is that
reductions do not necessarily respect conditioning.
As an example, when reducing SAS to 4-FEAS one first reduces k to a
system of equations, then to a system of quadratic equations q1, ..., qs and
finally to a single polynomial of degree 4 namely, f=q21+·· ·+q
2
s . If the
original k is feasible, so is f. However, there exist arbitrarily small pertur-
bations of f, e.g. those of the form f+e with e > 0, which are infeasible.
This means that well-conditioned systems are mapped to ill-posed poly-
nomials. We conclude that, while finding an exponential (resp. polynomial)
time algorithm for 4-FEAS is enough to prove that any problem in NPR
has exponential (resp. polynomial) time algorithms, finding a stable
algorithm for 4-FEAS will not necessarily yield stable algorithms for SAS.
9. FLIPPING A DIE WITH INFINITE FACES
The preceding sections should have conveyed the role of condition
numbers regarding both stability and complexity. A probably disturbing
feature of condition numbers is their unboundedness. If conditioning is
going to control speed of convergence of iterative algorithms, we may have,
for a given input size, inputs requiring arbitrarily large computing time.
The quality of an algorithm will depend on how often inputs requiring
large running times are met.
Smale (1997) proposes a two-part scheme to deal with complexity upper
bounds in numerical analysis. The concept of ‘‘polynomial time’’ is recast
in the first part of the scheme with a bound for the running time of the
algorithm having the form
T(x, e)=(m(x)+size(x)− log e)c
in which m(x) is a condition number and c is a universal constant.10 The
10 For some problems, a dependance in 1/e instead than on |log e| is necessary.
second part of the scheme finds, for each n \ 1, an estimate of the form
Pr(m(x) \K) \ 1 1
K
2d
with d a universal constant, and the probability is measured with respect to
a measure in Rn. The two parts of the scheme eventually combine to
eliminate m(x) yielding a probabilistic bound for the running time.
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We have seen, in the previous section, some examples of results corre-
sponding to the first part of Smale’s scheme. Two results corresponding to
its second part follow.
Theorem 5 (Edelman, 1988). Let A be a n×n random matrix whose
entries (real and imaginary parts of the entries for the complex case) are
independent random variables with the standard normal distribution. Then the
expected value of log(o(A)) satisfies
E(log o(A))=log n+c−o(1), for nQ.,
where c % 1.537 for real matrices and c % 0.982 for complex matrices.
A weaker form of Theorem 5 (with a correspondingly simpler proof) can
be found in Blum et al. (1998).
For the second result recall the setting of the Bézout Theorem. In Shub
and Smale (1993b) a probability measure is defined over P(H(d)) for which
the following is proved (see also Blum et al., 1998).
Theorem 6. Let N be the dimension (as vector space) of H(d) and
D=<ni=1 di. Then
Pr 1m(f) > 1
e
2 [ e4n3(n+1) (N−1) (N−2) D.
10. TRADING DICE FOR COINS
Probability theory helps algorithmics in more ways than just average-
case analysis. An early instance of this help is the Monte Carlo method, an
example of randomized algorithm to compote d-variate integrals with the
rate of convergence independent of d (see Kalos and Whitlock, 1986, for an
elementary introduction to this method). Randomized algorithms are
nowadays current and the meaning of the word ‘‘tractable’’ is smoothly
moving to probabilistic polynomial time.
In discrete algorithmics, randomization is synonymous with ‘‘flipping a
fair coin’’. Equivalently, with choosing a point in {0, 1} with the uniform
distribution. Arguably, for algorithms over the reals, randomization should
take the form of choosing a point in the interval [0, 1] with the uniform
distribution. Denote by BPP{0, 1}R and BPP
[0, 1]
R the classes of subsets of R
.
decided with bounded error probabilistic polynomial time choosing
random variables from {0, 1} and [0, 1] respectively. (The definition of
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such classes is analogous to the definition of BPP in the discrete case, for
details see Blum et al., 1998.) One should expect BPP[0, 1]R to be more
powerful than BPP{0, 1}R . Amazingly, this is not the case.
Theorem 7 (Blum et al., 1998). BPP{ 0, 1}R =BPP
[0, 1]
R .
Theorem 7 follows quite easily from a result which is an example of
randomization in numerical analysis. Let k be a semi-algebraic system and
denote by Uk the set of points x ¥ [0, 1]n satisfying k.
Theorem 8 (Koiran, 1995). There is a randomized algorithm with
random draws from {0, 1} which, with input k, e and d, computes a value v
satisfying
|v−Vol(Uk)| < e
with probability at least 1−d. The running time of the algorithm is bounded
by a polynomial in size (k), 1/e and log(1/d).
We close this section recalling a result in structural complexity. In the
discrete case, a classic result states that BPP … P/poly. An extension of this
result to machines over the reals, for a very general class of distributions,
appears in Cucker et al. (1995).
11. THE ROAD WE TRAVELLED...
In the preceding sections we have drawn a picture of some aspects of real
computation. There are several research lines concerning computations
over the reals, however, that we haven’t mentioned. This is the case, for
instance, for most of the research concerning structural aspects of com-
plexity over the reals. In this section we very briefly survey three of them.
Part III of Blum et al. (1998) is an appropriate reference for more on this.
11.1. Restricted BSS Models
One may vary the basic BSS model by modifying the allowed set of
operations or their cost. An old theme here is the consideration of additive
or linear machines (the first excluding multiplications and divisions and the
second allowing only multiplication by constants). Another, more recent,
consists of considering the weak machines defined by Koiran (1993). Here,
the cost of operations is modified in such a way that iterated multiplica-
tions become increasingly expensive (as in the Turing case). For all these
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machine models a number of results concerning their associated core com-
plexity classes have been proved. One worth mentioning is the fact that, for
the weak model, PW ]NPW (Cucker et al., 1994).
11.2. Boolean Parts
The BSS model of computation over R is not intended to model discrete
computations. For several reasons however, it may be interesting to con-
sider the power of real machines over binary inputs. One such reason arises
when studying the computational power of neural nets. Here a computa-
tional model performing unit cost arithmetic and using arbitrary real con-
stants operates over binary inputs. Another reason is the possible use of
hardness results from discrete complexity theory for problems over the
reals. We now give an example of such use.
Denote by ThR(R,+, [ ) the first-order theory of the reals with addition
and order and by ThR(R,+,× , [ ) the first-order theory of the reals with
addition, multiplication and order. In both cases, sentences may contain
constants denoting real numbers. It is known that ThR(R,+, [ ) ¨ PARadd
([Cucker and Koiran 1995]) and that ThR(R,+,× , [ ) ¨ PARR (Cucker,
1993). Here PARadd denotes the class of subsets of R. which can be
decided by additive machines in parallel polynomial time.
But, what can we say of the complexity of ThR(R,+, [ ) for the basic
BSS model (instead of the additive one)? Can we decide ThR(R,+, [ ) in
PARR? We do not know the answer of this question. However, the
following result, which appears here for the first time, suggests that a
positive answer is unlikely.
Theorem 9. If ThR(R,+, [ ) ¥ PARR then PSPACE=EXP.
The proof of Theorem 9 relies on the following notion.
Let C be a complexity class over the reals. Define its Boolean part to be
BP(C)={S 5 {0, 1}. | S ¥ C}.
Boolean parts of several complexity classes for additive and weak machines
have already been characterized. For the basic BSS model an intriguing
open problem is to characterize BP(PR). The only result in this direction,
which we will use next, states that BP(PARR)=PSPACE/poly (Cucker
and Grigoriev, 1997).
Proof of Theorem 9. Denote by ThZ(R,+,[ ) the subset of ThR(R,+,[ )
consisting of those sentences in which only constants denoting integer
numbers occur. We can encode these sentences in binary and thus consider
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ThZ(R,+, [ ) a subset of {0, 1}.. It follows from Berman (1980) that this
set is NEXP-hard. But then
ThR(R,+, [ ) ¥ PARR S ThZ(R,+, [ ) ¥ BP(PARR)=PSPACE/poly
SNEXP ı PSPACE/poly
S PSPACE=EXP
the last implication by Karp and Lipton (1982). L
11.3. Descriptive Complexity
Another research line in structural complexity over R which has had
some developments in the last few years is what is called descriptive com-
plexity. The goal here is to characterize complexity classes in a machine-
independent way. Actually, a class C is characterized by a logic L in the
following sense. A set S belongs to C if and only if there is a sentence inL
whose finite models are precisely the elements of S (under a certain encod-
ing). The more expressive the logic, the richer the complexity class.
Results of this kind, which are current in discrete complexity theory,
have been also obtained for complexity classes over the reals. Two
references for the latter are Grädel and Meer (1995) and Cucker and Meer
(1999).
12. ... AND THE ROAD AHEAD
Which open problems should deserve our attention in the future? Besides
the obvious ones we did not even mention in this paper (e.g., separation of
complexity classes) and those we did mention there is one we want to
emphasize now.
In our development above, complexity and stability appear as two dif-
ferent aspects of computing over R. Some notions, such as that of condi-
tioning, are important in both aspects. But we have practically no results
linking these two aspects.
An exception worth mentioning is Miller (1975). This paper reviews
some classic stability requirements for arithmetic programs and proves
that if an algorithm for matrix multiplication satisfies one of them (called
restricted Brent stability), then its complexity is W(n3). This is a nice trade-
off between stability and complexity for a specific problem. We think it is
important to understand better this kind of phenomena.
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