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THE RELATIVE BREUIL-KISIN CLASSIFICATION OF p-DIVISIBLE GROUPS
AND FINITE FLAT GROUP SCHEMES
WANSU KIM
ABSTRACT. Assume that p > 2, and let OK be a p-adic discrete valuation ring with
residue field admitting a finite p-basis, and let R be a formally smooth formally
finite-type OK -algebra. (Indeed, we allow slightly more general rings R.) We con-
struct an anti-equivalence of categories between the categories of p-divisible groups
over R and certain semi-linear algebra objects which generalise (ϕ,S)-modules of
height 6 1 (or Kisin modules). A similar classification result for p-power order
finite flat group schemes is deduced from the classification of p-divisible groups.
We also show compatibility of various construction of (Zp-lattice or torsion) Ga-
lois representations, including the relative version of Faltings’ integral comparison
theorem for p-divisible groups. We obtain partial results when p = 2.
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1. INTRODUCTION
One of the main motivations of p-adic Hodge theory, initiated by Fontaine, is to
prove comparison isomorphisms between various p-adic cohomologies of varieties
over p-adic fields (such as étale, crystalline, and de Rham cohomologies), and we
now have very satisfying theory. Recently, the formalism of p-adic Hodge theory
(such as period rings and admissible representations) have been generalised to the
relative setting, most notably by Brinon. See [Bri10] for a summary of the current
status of “relative p-adic Hodge theory”, and [Sch12] for more recent developments
built upon the theory of perfectoid spaces [Sch11].
One of the most accessible “test cases” of (absolute) p-adic Hodge theory is p-
divisible groups. This case is also important in its own right because it is closely
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related to the study of abelian varieties with good reductions. Therefore, it is natu-
ral to ask what we can say about p-divisible groups over a more general base with
the formalism of relative p-adic Hodge theory.
In this paper we generalise the classifications of p-divisible group by strongly
divisible modules and (ϕ,S)-modules of height 6 1 over a p-adic affine formal
base which is formally smooth over some p-adic discrete valuation ring (with some
reasonable finiteness condition). We also recover, when p > 2, the p-adic integral
Tate module of a p-divisible group from the corresponding semi-linear algebraic
objects.
Let us describe our main results in a simplified setting. (For the actual assump-
tions on the base ring R, we refer to §2.2.) For simplicity, let k be a perfect field
of characteristic p > 2. (When p = 2 we obtain partial results.) Let W denote
its ring of Witt vectors. Let K be a finite totally ramified extension of FracW ,
and we let OK denote its valuation ring. We fix a uniformiser ̟ ∈ OK . Let R be
a formally smooth adic OK -algebra such that Ω̂R/OK is finitely generated over R,
and Rred is finitely generated over k. We further assume that there exists a W -
subalgebra R0 ⊆ R such that OK⊗W R0 = R. (The last assumption is automatic by
Lemma 2.3.4.) Note that all our main results in the “integral theory” depend upon
the choice of ̟ and R0.
For a p-divisible group G over R, let D∗(G) denote the contravariant Dieudonné
crystal associated to G. We construct (in §3.3) a divided power thickening S ։ R
which generalises S ։ OK .
Theorem 1 (Theorem 3.5). Let R be as above, and we use the notation from §3.3.
Assume that p > 2. Then there is an exact anti-equivalence of categories, defined
by G  D∗(G)(S), from the category of p-divisible groups over R to the category
MF
Br
S (ϕ,∇
0) of Breuil modules (cf., Definition 3.3.2).
Note that when R = OK , one can replace Breuil S-modules with certain W [[u]]-
modules with simpler structure. In the relative setting, we have a subring S =
R0[[u]] ⊆ S. We also define Kisin S-modules (cf., Definition 6.1.1) in the manner
analogous to the case when R = OK , except that we need to consider a connection
in the relative setting in general.
Proposition 2 (Proposition 6.3). Assume that p > 2. The scalar extension M  
S ⊗ϕ,S M induces an exact equivalence of categories from the category of Kisin S-
modules to the category of Breuil S-modules.
Proposition 2 was proved in [CL09, §2.2] when R = OK and p > 2. We modify
this proof in the relative case (which also proves some weaker statement when
p = 2).
Corollary 3 (Corollary 6.3.1). Assume that p > 2. There exists an exact anti-
equivalence of categories from the category of p-divisible groups over R to the category
of Kisin S-modules.
We expect Corollary 3 to hold even when p = 2, but at the moment we only
obtain some partial results such as Corollaries 8.6.1 and 10.3.1.
Note that the equivalences of categories in Theorem 1 and Corollary 3 depend
upon the choice of ̟ and R0, so they do not behave well under arbitrary base
change, but they behave well under étale base change. (Cf. Lemma 2.3.5.)
Finally, the semi-linear algebra objects appearing in Theorem 1 and Corollary 3
carry connections. In some cases when the (anti-)equivalences of categories were
constructed without connection, we can remove connections from the statement us-
ing Vasiu’s construction of moduli of connections [Vas12, §3]. (See Corollary 10.3.1
for more details).
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Let us now discuss the p-adic Tate module representation and integral p-adic
comparison isomorphism. Assume that R is a domain, and let R denote the nor-
malisation of R in the affine ring of a pro-universal covering of SpecR[ 1p ]. Choose
̟(n) ∈ R for n > 0 so that ̟(0) = ̟ and (̟(n+1))p = ̟(n). We construct
a “perfectoid subalgebra” R˜∞ ⊂ R̂ (in the sense of Scholze [Sch11]), which is
constructed, roughly speaking, by adjoining ̟(i) and compatible p-power roots
of lifts of local p-basis of R/(̟). (Cf. §7.1.) Set GR := Gal(R[ 1p ]/R[
1
p ]) and
GR˜∞
:= Gal(R̂[ 1p ]/R˜∞[
1
p ]).
We localise R if necessary to ensure that a relative period rings have nice prop-
erties1, and embed S into Acris(R) using our choice of ̟(n) in such a way that
respects all the relevant structures (cf., §5.1). Using this we can define a Zp-lattice
GR-representation T ∗cris(M) for any Breuil S-module M (cf., (5.4.1), §5.5). Also,
by the theory of (relative) étale ϕ-modules, one obtains a natural Zp-lattice GR∞ -
representation T ∗(M) for any Kisin S-module M (cf., Lemma 7.5).
The following theorem is obtained from the same argument as in [Fal99, §6,
Thm 7] and the proof of [Kis06, Theorem 2.2.7], respectively.
Theorem 4 (Theorem 5.3, Corollary 5.4.2, Proposition 8.1). Suppose that R satis-
fies the “refined almost étaleness” assumption (§2.2.3). Let G be a p-divisible group
over R, andM := D∗(G)(S). Let M be the Kisin S-module corresponding to G.
(1) The GR-representation Vp(G) is crystalline in the sense of Brinon, and we
have D∗cris(Vp(G)) ∼= D
∗(G) as filtered (ϕ,∇)-modules (cf., Example 4.6.1).
Furthermore, there is a natural injective GR-map Tp(G) → T ∗cris(M), which
is an isomorphism if p > 2.
(2) For any p, there is a natural injective GR˜∞-map T
∗(M) → T ∗cris(M) whose
image is Tp(G).
Note that when G = A[p∞] for an abelian scheme A over SpecR, Theorem 4(1)
gives a comparison morphism between the first étale homology and the first crys-
talline homology with constant Qp- and Zp- coefficients.
Very recently, Peter Scholze proved the comparison isomorphism between rela-
tive p-adic étale cohomology and relative de Rham cohomology for proper smooth
morphisms f : X → Y of varieties over a p-adic field with perfect residue field
[Sch12, Theorem 1.9]. Presumably, it should be possible, in the near future, to
generalise the proof to handle (log-)crystalline cohomology in place of de Rham
cohomology when f has a (log-)smooth integral model, which can be thought of as
a “generalisation” of (at least the Qp-coefficient statement of) Theorem 4(1).
Finally, we state our main result for commutative finite locally free group schemes2:
Theorem 5 (Theorem 9.4, Proposition 9.5.1). Assume that p > 2. There exists a
natural anti-equivalence of categories H!M∗(H) between the category of p-power
order finite flat group schemes H over R such that H [pi] is flat for each i and the
category (Mod FI)KiS (ϕ,∇
0) of certain “torsion Kisin S-modules” (Definition 9.2.1).
Furthermore, we have a natural GR˜∞ -equivariant isomorphismH(R)
∼= T ∗(M∗(H)).
Let us review previous results when p > 2. When R = OK with perfect residue
field, all our main results are known already. Theorem 4(1) is proved by Falt-
ings [Fal99, §6], while the first assertion was already proved by Fontaine [Fon82,
1Indeed, we will work with slightly more general rings than Brinon [Bri06, Bri08]. See §4.4 for more
details.
2In this paper, we only consider commutative finite locally free group schemes, so we will often
suppress the adjective “commutative”.
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Théorème 6.2]. Theorem 1 was first proved by Breuil [Bre00] and all the remaining
statements were proved by Kisin [Kis06].
Brinon and Trihan [BT08] generalised the results of Kisin [Kis06] and Faltings
[Fal99, §6] to p-divisible groups over a p-adic discrete valuation ring with imperfect
residue field admitting finite p-basis.
When OK = W (k) for some perfect field k and R is of topologically finite type
over W (k), Theorem 1, Theorem 4(1), and Theorem 5 can be deduced from the
result of Faltings [Fal89, §VII]. Theorem 1 can be deduced from an unpublished
manuscript by Bloch and Kato [BK] when R is a formal power series overW (k).
When R is a complete regular local ring with perfect residue field (but not nec-
essarily formally smooth over OK), Corollary 3 was proved by Eike Lau [Lau10c]
generalising Vasiu and Zink [VZ10]. Indeed, they proved a stronger result as they
classified p-divisible groups by S-modules without connection. On the other hand,
our result holds for not necessarily local base rings R such as p-adic completion of
a smooth OK -algebra.
Let us first outline the proof our results when p > 2. The basic idea is to gen-
eralise Kisin [Kis06, §A, §2.2, §2.3] and Faltings [Fal99, §6] in a similar way to
Brinon and Trihan [BT08]; namely, we prove Theorem 1 by “lifting” A.J. de Jong’s
result on Dieudonné crystals [dJ95] via Grothendieck-Messing deformation theory
[Mes72], and apply the same argument as [Fal99, §6] to show Theorem 4(1). We
then prove Proposition 2 by generalising [CL09, §2.2]. This allows us to avoid
the rigid analytic construction (cf., [Kis06, §1] and [BT08, §4]), which is hard to
generalise to the relative setting. To prove Theorem 5, we generalise the strategy
of [Kis06, §2.3]. Due to the presence of connections, the actual argument is quite
elaborate using the theory of moduli of connections [Vas12, §3].
We expect that by working with log Dieudonné crystals we can generalise all
the results in this paper to p-divisible groups over some semi-stable bases using an
unpublished result of Bloch and Kato [BK], at least when p > 2; more precisely, we
allow R such that R/(̟) satisfies either (0.5.1) or (0.5.2) in [BK]. This case will
be studied in the forthcoming paper.
In §2 we prove some lifting result, which is needed for constructing S and S.
In §3 we introduce various semi-linear algebra objects and prove Theorem 1 when
p > 2. In §4 we recall (and slightly generalise) the construction and basic properties
of relative p-adic period rings. In §5 we prove integral comparison theorem (cf.,
Theorem 4(1)).
In §6 we introduce generalisations of Kisin modules and prove Proposition 2. In
§7, we recall some basic results of perfectoid algebras [Sch11] and the theory of
relative étale ϕ-modules. In §8 we prove Theorem 4(2). In §9 we state our main
results on finite locally free group schemes of p-power order. The proof uses the
theory of moduli of connection (in a slightly generalised form than the original
version in [Vas12, §3]), which will be studied in §10.
Acknowledgement. The author appreciates A. Johan de Jong, Mark Kisin, James
Newton, Burt Totaro, Teruyoshi Yoshida for their helpful suggestions. He appreci-
ates Brian Conrad and the anonymous referee for their careful reading of the earlier
version of this paper as well as helpful suggestions, and Adrian Vasiu for directing
the author’s attention to the theory of moduli of connections. He also appreciates
Eike Lau for pointing out the mistake in §6 in the earlier manuscriptThis work was
supported by Herchel Smith Post-doctoral Research Fellowship.
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2. SETTINGS, REVIEW, AND SOME COMMUTATIVE ALGEBRA
2.1. General convention. For any ring A, a ring endomorphism ϕ : A → A, and
an A-module M , we write ϕ∗M := A ⊗ϕ,A M . We sometimes write ϕA for ϕ to
indicate that it is an endomorphism of A.
For any ideal J ⊂ A, we say that A is J -adic if A is J -adically separated and
complete. If J = (x), then we say “x-adic” instead of “(x)-adic”.
For any p-adic ring A we let Ω̂A(= Ω̂A/Zp) := lim←−nΩ(A/pn)/Zp denote the module
of p-adically continuous Kähler differentials. Note that if k0 is a perfect subfield of
k then we have Ω̂A ∼= Ω̂A/W (k0). We will work with Ω̂A only when A/(p) locally
has a finite p-basis (cf., [dJ95, Lemmas 1.1.3, 1.3.3]), so Ω̂A will always be finitely
generated over A.
For any noetherian ring A, we write Ared := A/rad(A), where rad(A) is the
Jacobson radical. If A is J -adic and A/J is finitely generated over a field, then Ared
is the maximal reduced quotient of A/J , which justifies the notation.
For any ring A and a divided power ideal I ⊆ A, we denote by s[n] the nth
divided power of s ∈ I.
2.2. Assumptions on base rings. Throughout the paper, we let R be a p-adic flat
Zp-algebra with varying technical assumptions depending on the situation. Here,
we will list and motivate the assumptions on R for readers’ reference.
2.2.1. p-basis assumption. We assume that R ∼= R0[u]/E(u), where R0 be a p-adic
flat Zp-algebra such that R0/(p) locally admits a finite p-basis, and
E(u) = p+
e∑
i=1
aiu
i
for some integer e > 0, with ai ∈ R0 and ae ∈ R×0 . Note that such R is a finite
R0-algebra which is free of rank e as an R0-module. We will let ̟ ∈ R denote the
image of u ∈ R0[u].
If there is a Cohen subring W ⊂ R0 such that E(u) ∈ W [u], then we set OK :=
W [u]/E(u), which is a finite totally ramified extension of W . In this case, R :=
R0[u]/E(u) = OK ⊗W R0. By Lemma 2.3.4 any p-adic flat OK -algebra R such that
R/(̟) locally admits a finite p-basis can be written in this form. Although it is the
prototypical case, we do not restrict to the case when E(u) ∈W [u] for some Cohen
subring W for the following reason, except in the theory of étale ϕ modules in §7
and §8. (See Remark 7.1.4 for more discussions.)
If R satisfies the p-basis assumption (§2.2.1), then we can define relative Breuil
modules in §3.3. In order to relate relative Breuil modules to p-divisible groups,
one needs more assumptions on R.
2.2.2. Formally finite-type assumption. In addition to the p-basis assumption (§2.2.1),
we assume that R is JR-adically separated and complete for some finitely gener-
ated ideal JR containing ̟ (defined in §2.2.1), and R/JR is finitely generated over
some field k. Then R0/(p) = R/(̟) is JR/(̟)-adically separated and complete.
Note that R0 is JR0 -adically separated and complete, where JR0 ⊂ R0 denote the
kernel of R0 ։ R/JR.
Since R0/(p) = R/(̟) surjects onto R/JR, it follows that k as above admits
a finite p-basis by the p-basis assumption (§2.2.1). By cotangent complex con-
sideration it also follows that R/(̟) is formally smooth Fp-algebra (cf. [dJ95,
Lemma 1.1.2] and [Ill71, Ch.III, Corollaire 2.1.3.3]). Therefore, R/(̟) satisfies
the assumption [dJ95, (1.3.1.1)], and de Jong’s theorem asserts that the crystalline
Dieudonné functor over SpecR/(̟) is an equivalence of categories; cf. [dJ95,
Main Theorem 1].
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Clearly, R0 is formally smooth over Zp with respect to the JR0-adic topology,
and the same holds if Zp is replaced by any Cohen subring W ⊂ R0. If E(u) ∈
W [u] and OK = W [u]/E(u), then R is formally smooth over OK . Conversely, any
formally smooth formally finite-type OK -algebra satisfies the formally finite-type
assumption (§2.2.2) by Lemma 2.3.4.
2.2.3. “Refined almost étaleness” assumption. Here, we assume that R is a domain
which satisfies the formally finite-type assumption (§2.2.2), such that R[ 1p ] is fi-
nite étale over R0[ 1p ] and we have Ω̂R0 =
⊕d
i=1R0dTi for some finitely many units
Ti ∈ R
×
0 . Here, Ω̂R0 is the module of p-adically continuous Kähler differentials. Un-
der this condition, we obtain a version of refined almost étaleness (Theorem 4.4.1),
which is slightly more general than [And06, §5]. Note that refined almost étaleness
is used to show that relative period rings have nice properties (namely, Proposi-
tion 4.5).
For example, let W be some Cohen ring with residue field k admitting a fi-
nite p-basis, and set R0 = W 〈T±11 , · · · , T
±1
d′ 〉 or R0 = W [[X1, · · · , Xd′ ]]. Then
the normal extension R := R0[[u]/E(u) satisfies the “refined almost étaleness” as-
sumption (§2.2.3), where E(u) is as in §2.2.1 with the additional assumption that
∂
∂uE(̟) ∈ R
×. (In the first case, Ti’s together with a lift of a p-basis of k do the
job, and in the second case we use Ti = 1 +Xi instead.)
2.2.4. Normality assumption. In addition to the p-basis assumption (§2.2.1), we as-
sume that R/(̟) is a finite product of normal domains. In this case, the crystalline
Dieudonné functor over SpecR/(̟) is fully faithful by [BM90, Théorème 4.1.1].
Let us give some examples. Assume that R that satisfies the formally finite-type
assumption (§2.2.2). Then R satisfies the normality assumption (§2.2.4), which
follows from Lemmas 1.1.3, 1.3.3(d) in [dJ95]. Moduli of connections (cf. Defini-
tion 10.2.2) provides examples of R satisfying the normality assumption (§2.2.4)
but not necessarily the formally finite-type assumption (§2.2.2). See Lemma 10.2.3
for the precise statement. This example plays an important role in the proof of the
classification of finite locally free group schemes (Theorem 9.4).
2.2.5. lci assumption. The definition of relative Breuil modules can be modified for
base rings R satisfying a certain lci assumption. (Cf. Remarks 3.3.6 and 3.2.8.) Un-
der additional excellence assumption, we can obtain some full faithfulness result as
well. (Cf. Remarks 3.5.6, and 6.3.4.) In order not to over-complicate our notation,
we mainly focus on the setting with the p-basis assumption (§2.2.1), and record
the results in the lci case in remarks marked with “(lci case)”.
2.3. Formally smooth subalgebra. In this section, we prove some deformation
result, which produces many classes of examples of R which satisfy the p-basis
assumption (§2.2.1).
Let k be a field of characteristic p > 0 which admits a finite p-basis (i.e., [k :
kp] <∞), and we choose a Cohen ringW with residue field k; i.e., a p-adic discrete
valuation ring with fixed isomorphism W/(p) ∼= k. (Note that W is not a ring of
Witt vectors unless k is perfect.) Let us fix a ring endomorphism ϕW : W → W
which lifts the pth power map ϕk : k → k.
Lemma 2.3.1 (Cf. [BM90, §1], [dJ95, Lemma 1.3.3]). Let A¯ be a k-algebra which
locally admits a finite p-basis. Then there exists a p-adic flat W -algebra A which lifts
A¯, equipped with a lift of Frobenius ϕ : A → A over ϕW : W → W . Such A is
formally smooth over W under the p-adic topology. If furthermore A¯ is formally of
finite type over k with ideal of definition J¯ (for example, if A¯ = R/(̟) where R
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satisfies the formally finite-type assumption (§2.2.2)), then any such A is J -adically
complete where J is the preimage of J¯ , and under this topology A is formally smooth.
Proof. Let us first assume that A¯ locally admits a finite p-basis. By [dJ95, Lemma 1.1.2],
the augmentation map LA¯/k → ΩA¯/k is a quasi-isomorphism where LA¯/k is a cotan-
gent complex. (Indeed, there is a natural distinguished triangle A¯
L
⊗k Lk/Fp →
LA¯/Fp → LA¯/k → [+1], and now we apply [dJ95, Lemma 1.1.2] to the first two
terms.) Note also that ΩA¯/k is finite projective over A¯ by the existence of local finite
p-basis.
Now if AWi is a lift of A¯ over Wi := W/(p
i+1), then the obstruction class for
lifting AWi over Wi+1 lies in Ext
2
A¯(LA¯/k, A¯) = Ext
2
A¯(ΩA¯/k, A¯), which is zero. (Cf.
[Ill71, Ch.III, Corollaire 2.1.3.3].) This shows the existence of a p-adic flat W -lift
A of A¯.
Using the same notation as above, let ϕ˜i : ϕ∗WAWi → AWi be a lift of the
relative Frobenius map ϕ : ϕ∗kA¯ → A¯ over k. The obstruction class for lifting
ϕ˜i to ϕ˜i+1 : ϕ∗WAWi+1 → AWi+1 lies in Ext
1
A¯(LA¯/k, A¯) = Ext
1
A¯(ΩA¯/k, A¯), which is
zero. (Cf. [Ill71, Ch.III, Proposition 2.2.2].) This shows the existence of a W -lift
ϕ∗WA → A of the relative Frobenius map. Now, we obtain ϕ : A → A over ϕW by
precomposing this lift with the natural inclusion A→ ϕ∗WA (defined by a 7→ 1 ⊗ a
for any a ∈ A).
To show that A is formally smooth over W (for the p-adic topology), it suffices
to show that AWi := A/(p
i+1) is formally smooth over Wi := W/(pi+1) for each i.
Indeed, by [dJ95, Remark 1.3.4(b)], ΩAWi/Wi is finite projective over AWi . Now
one can show inductively that the augmentation map LAWi/Wi → ΩAWi/Wi is a
quasi-isomorphism, which implies by [Ill71, Ch. III, Proposition 3.1.2] that AWi is
formally smooth over Wi.
Now, assume that A¯ is formally of finite type over some field k with ideal of
definition J¯ . To show thatA is J -adically complete (where J is as in the statement),
we let A′ be the J -adic completion of A. The natural map A → A′ is clearly
injective, and the surjectivity can be checked mod p as both A and A′ are p-adic.
But A/(p) is already J¯ -adically complete. The formal smoothness under the J -adic
topology follows from the formal smoothness under the p-adic topology. 
Remark 2.3.2. The choice of A is unique up to non-unique isomorphism, while
the choice of ϕ is far from unique in general. Therefore, given a continuous map
A→ A′ of formally smooth p-adic Zp-algebras, it may not be possible in general to
choose lifts of Frobenii for A and A′ so that f commutes with them. We will see
later (Lemma 2.3.5), however, that this is possible (in a unique way) if f is étale.
Remark 2.3.3. Let A¯ be an Fp-algebra locally admitting a finite p-basis, and A its
lift over Zp. Assume that A¯ contains a field k, and we choose a Cohen ring W with
residue field k. Then since A is formally smooth over Zp by Lemma 2.3.1, there is
a lift W →֒ A of k →֒ A¯. If we choose a lift of Frobenius ϕW : W → W , then we
may choose ϕA : A→ A to be compatible with ϕW .
For the following lemma, set OK = W [u]/E(u) where E(u) ∈ W [u] is an Eisen-
stein polynomial (cf. §2.2.1), and let ̟ ∈ OK be the image of u. Let R be a p-adic
flat OK -algebra such that R/(̟) locally admits a finite p-basis. Let R0 denote a flat
W -lift of R/̟ (obtained from applying Lemma 2.3.1 to A¯ = R/(̟)).
Lemma 2.3.4. In the above setting, there exists a W -algebra map ι : R0 → R which
lifts the k-isomorphismR0/(p)
∼
−→ R/(̟). Furthermore, the induced OK -algebra map
ιOK : R0 ⊗W OK → R is an isomorphism of topological OK -algebras.
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If furthermore R is formally of finite type over OK with radical JR (in particular,
R satisfies assumption §2.2.2), then we may additionally require ι to be continuous
for the JR0-adic topology, where JR0 ⊂ R0 is the preimage of JR/(̟).
When R/(̟) is a finitely generated algebra over k, this lemma is a consequence
of [SGA, 1, Exp. III, Corollaire 6.8]. Note that the map R0 → R in the statement is
far from unique in general.
Proof. Since R is OK -flat, the existence of the isomorphism ιOK follows from the
uniqueness of OK -lifts of R/(̟) (cf., the proof of Lemma 2.3.1).
Now assume that R satisfies the formally finite-type assumption (§2.2.2). It
remains to construct a JR0 -adically continuous map ι. By formal smoothness of R0,
the natural isomorphism R0/JR0
∼
−→ R/JR has a continuous lift to R0 → R/J i+1R
for any i > 0. By taking limit we get a continuous morphism ι′ : R0 → R. Let
ι¯′ : R0/(p)→ R/(̟) denote the map induced by ι′, and let ι¯ : R0/(p)→ R/(̟) be
the isomorphism given by the construction of R0 in Lemma 2.3.1. By construction,
we have ι¯−1 ◦ ι¯′ ≡ idR0/(p) modJR0/(p). We obtain ι : R0 → R by modifying ι
′ by
an automorphism of R0 which lifts (ι¯−1 ◦ ι¯′)−1. 
Assume that R satisfies the formally finite-type assumption (§2.2.2), and let
(R0, JR0) and E(u) ∈ R0[u] be as in §2.2.2. Choose a lift of Frobenius ϕ : R0 → R0
as in Lemma 2.3.1. Let I ⊂ JR0 be a closed ideal containing p. (Often, we will take
either I = JR0 or I = (p).) Set R := R0/I, and let R
′
be a finitely generated étale
R-algebra.
Lemma 2.3.5. With the above setting, there exists a I-adic formally étale R0-algebra
R′0 such that R
′
0/IR
′
0
∼= R
′
as R-algebras. Such an R′0 is unique up to unique isomor-
phism, and ϕR0 uniquely extends to a lift of Frobenius ϕR′0 : R
′
0 → R
′
0.
Let R′ be an I-adic formally étale R-algebra such that R′/IR′ is finitely generated
over R/IR. Let R′0 be a lift of R
′
:= R′/(̟, I). Then there exists a unique R0-
homomorphism R′0 →֒ R
′ which induces R′0[u]/E(u) ∼= R
′ as R-algebras.
It is clear that R′0 is formally étale over R0, so R
′
0 is necessarily formally smooth
over W . Since ϕR′0 is uniquely determined by ϕR0 , there will be no confusion in
denoting both by ϕ in this case.
Proof. The existence and uniqueness of R′0 follows from standard deformation the-
ory (cf., Proposition 6.1 and Théorème 6.3 in [SGA, 1]). By Proposition 5.8 in
[SGA, 1], there exists a unique map ϕ∗R0R
′
0 → R
′
0 which lifts the relative Frobenius
ϕ∗
R
R
′
→ R
′
. We set ϕR′0 : R
′
0 → R
′
0 to be the composition R
′
0 → ϕ
∗
R0
R′0 → R
′
0,
where the first map is defined by a 7→ 1 ⊗ a for any a ∈ R′0, and the second map is
the unique lift of the relative Frobenius.
The last assertion follows from the uniqueness up to unique isomorphism of R-
lift of R, which provides a unique R-isomorphism R′0[u]/E(u) ∼= R
′ that lifts the
identity map on R. 
3. CLASSIFICATION OF p-DIVISIBLE GROUPS BY DIEUDONNÉ CRYSTALS
In this section, we introduce a “relative” version of strongly divisible modules,
and prove a generalisation of the Breuil classification of p-divisible group over a
base ring R which satisfies the formally finite-type assumption (§2.2.2) (and some
partial result for more general kind of R). We follow Kisin’s strategy [Kis06, §A]
using the main results of [dJ95, BM90] and Grothendieck-Messing deformation
theory [Mes72]. Along the way, we give a very brief review of crystalline Dieudonné
theory.
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3.1. Review: crystalline Dieudonné theory. We follow the notation and con-
vention from [BBM82, dJ95]. Let X be a formal scheme over Spf Zp, and let
X := X ×Spf Zp SpecFp denote the closed formal subscheme of X defined by the
ideal (p). For example, if X = Spf(R, (p)) then X = SpecR/(p). Let (X/Zp)CRIS
and (X/Zp)CRIS denote the big fppf-crystalline topoi.
Let G be a p-divisible group over X and G := G ×X X. One contravariantly as-
sociates to G a crystal D∗(G) of finite locally free OX/Zp-module in such a way that
commutes with base change. See [Mes72], [MM74], or [BBM82] for the construc-
tion (cf., [dJ95, Definition 2.4.2(b)]). In particular, since p = 0 in X one obtains
F : ϕ∗D∗(G)→ D∗(G) and V : D∗(G)→ ϕ∗D∗(G) from the relative Frobenius and
Verschiebung of G, and we have F ◦ V = p and V ◦ F = p.
Let iCRIS := (iCRIS,∗, i∗CRIS) : (X/Zp)CRIS → (X/Zp)CRIS be the morphism of
topoi induced from the closed immersion X →֒ X. Then iCRIS,∗ and i∗CRIS induce
quasi-inverse exact equivalences of categories between the categories of crystals
of finitely presented (respectively, finite locally free) OX/Zp -modules and OX/Zp-
modules. (This follows from [dJ95, Lemma 2.1.4], noting that there is a natural
isomorphism iCRIS,∗OX/Zp
∼= OX/Zp as in [BO78, §5.17.3].) Since the formation
of D∗ commutes with base change, we obtain a natural isomorphism D∗(G) ∼=
iCRIS,∗(D
∗(G)).
Let D∗(G)X denote the locally free OX-module obtained from the push-forward
ofD∗(G) to the Zariski topos. The construction ofD∗(G) also provides the following
functorial exact sequence of vector bundles which commutes with base change:
(3.1.1) 0→ L ie(G)∗ → D∗(G)X → L ie(G∨)→ 0,
where G∨ is the dual p-divisible group. This exact sequence defines the Hodge
filtration L ie(G)∗ ⊆ D∗(G)X for G. (There are two possible ways to define the
Hodge filtration – one via universal vector extension in [Mes72], and the other via
[BBM82, Corollaire 3.3.5] – and they coincide by [BM90, Théorème 3.1.7].)
Definition 3.1.2. A Dieudonné crystal overX is a quadruple (E , F, V,Fil1 EX), where
(1) E is a crystal of finite locally free OX/Zp -module.
(2) Let E := E |X(= i
∗
CRISE ), and let ϕ : X→ X denote the absolute Frobenius
morphism. Then F : ϕ∗E → E and V : E → ϕ∗E are morphisms which
satisfy F ◦ V = p and V ◦ F = p.
(3) Let EX denote the locally free OX-module obtained from the push-forward
of E to the Zariski topos. Then Fil1 EX ⊆ EX is a direct factor as an OX-
submodule such that ϕ∗(Fil1 EX|X) = ker[F : ϕ
∗(EX|X) → EX|X]. We call
Fil1 EX ⊂ EX the Hodge filtration.
If X = X (i.e., pOX = 0) then (3) in Definition 3.1.2 is automatic from the other
conditions (cf., [dJ95, Proposition 2.5.2]). In particular, our definition is compatible
with [dJ95, Definitions 2.3.4, 2.4.2(b)] in this case.
Lemma 3.1.3. For any p-divisible group G over X, the crystal D∗(G) associated to G
has a natural structure of Dieudonné crystal over X.
Proof. It suffices to show that Fil1D∗(G)X (the kernel of F as in Definition 3.1.2(3))
coincides with the Hodge filtration for G, which follows from [BBM82, Proposi-
tion 4.3.10]. 
Remark 3.1.4. There is an obvious notion of short exact sequences of Dieudonné
crystals. It follows from [BBM82, Proposition 4.3.1] that the crystalline Dieudonné
functor G 7→ D∗(G) is exact over a base where p is locally topologically nilpotent.
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Also, one can describe the effect of duality on D∗(G) [BBM82, §5.3]; namely,
D∗(G∨) is the OX/Zp-linear dual of D
∗(G), F (respectively, V ) on D∗(G∨) is in-
duced from V (respectively, F ) on D∗(G), and Fil1D∗(G∨)X is the annihilator of
Fil1D∗(G)X under the natural duality pairing.
Definition 3.1.5. We say that a Dieudonné crystal E is F -nilpotent if Fn : ϕn∗E →
E factors through pE . We similarly define V -nilpotence.
Recall that a p-divisible group G over R is called formal if G[pn] are infinitesimal
thickening of SpecR as a scheme. If pR = 0, then G is formal if and only if
G = lim
−→
G[Fn] where G[Fn] is the kernel of the nth iterated relative Frobenius
morphism Fn : G → ϕn∗G. A p-divisible group G is called unipotent if its dual is
formal. Note that a p-divisible group is formal or unipotent if and only if all of its
geometric fibres are formal or unipotent, respectively. The following lemma is now
straightforward by classical Dieudonné theory:
Lemma 3.1.6. A p-divisible group G over X is formal (respectively, unipotent) if and
only if D∗(G) is F -nilpotent (respectively, V -nilpotent).
3.2. Filtered Frobenius modules. One can understand a crystal (over an affine
formal scheme) as a suitable module with connection, which allows us to describe
Dieudonné crystals by some concrete objects.
Definition 3.2.1 (Cf. [Lau10c, §2.1]). A frame is a tuple (D̂,Fil1 D̂, R, ϕ, ϕ1) where
R = D̂/Fil1 D̂, ϕ : D̂ → D̂ is a lift of Frobenius, ϕ1 = ϕ/p : Fil
1 D̂ → D̂ is such that
the ideal generated by ϕ1(Fil
1 D̂) is the unit ideal, and pD̂ + Fil1 D̂ is contained
in the Jacobson radical of D̂. In this case, we will focus on the case when D̂ is
a torsion-free p-adic ring and Fil1 D̂ has a (p-adically continuous) divided power
structure.
A morphism of frames are morphism of rings that respects all the structures.
(There is more general notion of morphisms that allow ϕ1’s to differ by a certain
unit multiple; cf. [Lau10c, §2.1], we will not use this more general notion.)
Remark 3.2.2. Let R be a p-adic ring, and choose a p-adic Zp-flat algebra A, such
that A/(p) locally admits a finite p-basis and R ∼= A/I for some ideal I. We also
choose a lift of Frobenius ϕ : A→ A. Let D̂ denote the p-adically completed divided
power envelope of A with respect to I. Let Fil1 D̂ denote the ideal topologically
generated by the divided powers of elements in I. Clearly, pD̂+Fil1 D̂ is contained
in the Jacobson radical, as D̂ is p-adic and the image of Fil1 D̂ in D̂/(p) is a nil-ideal
(being a divided power ideal).
We assume that D̂ is Zp-flat. This is satisfied if D̂ = A (for example, when
R = A/(p)). Another example will be given in §3.3. Note that D̂ may fail to be
Zp-flat – such an example is given in the proof of [BO83, Proposition A.2].
It easily follows that ϕ : A→ A uniquely extends to ϕ : D̂ → D̂, and ϕ(Fil1 D̂) ⊂
pD̂. (To see that ϕ : D̂ → D̂ is well defined, observe that D̂ is also a p-adically
completed divided power envelope for (p, I) ⊂ A, and ϕ(p, I) ⊂ (p, I). To see
ϕ(Fil1 D̂) ⊂ pD̂, just note that ϕ : D̂/(p) → D̂/(p) is the p-th power map so it
annihilates Fil1 D̂/(p).) We set ϕ1 :=
ϕ
p : Fil
1 D̂ → D̂, which is well-defined as D̂ is
Zp-flat. Although ϕ1(Fil
1 D̂)may not generate the unit ideal in general, this is often
satisfied in practice – indeed, one can often find an element x ∈ Fil1 D̂ such that
ϕ1(x) is a unit. If all of these are satisfied, we obtain a frame (D̂,Fil
1 D̂, R, ϕ, ϕ1).
For D̂ constructed from A as above, let dD̂ : D̂ → D̂⊗A Ω̂A denote the p-adically
continuous derivation obtained by naturally extending the universal continuous
CLASSIFICATION OF p-DIVISIBLE GROUPS 11
derivation dA : A → Ω̂A by setting dD̂(s
[n]) := s[n−1]dA(s) for any s ∈ I and n.
(Here, s[n] := s
n
n! .)
Definition 3.2.3. For a frame D̂, letMFD̂(ϕ) denote the category of tuples (M,Fil
1M, ϕM, ϕ1)
where
(1) M is a finite projective D̂-module;
(2) Fil1M⊂M is a D̂-submodule containing (Fil1 D̂)M, and such thatM/Fil1M
is projective over R = D̂/Fil1 D̂;
(3) ϕM is a ϕ-linear endomorphism of M such that (1 ⊗ ϕM)(ϕ∗ Fil
1M) =
pM;
(4) ϕ1 = ϕM/p : Fil
1M→M;
If D̂, constructed as in Remark 3.2.2, is Zp-flat, then we let MFD̂(ϕ,∇) denote the
category of tuples (M,Fil1M, ϕM, ϕ1,∇M)where (M,Fil
1M, ϕM, ϕ1) ∈MFD̂(ϕ)
and ∇M :M→M⊗A Ω̂A is a topologically quasi-nilpotent integrable connection
over dD̂ which commutes with ϕM. (Cf. [dJ95, Remarks 2.2.4].)
Remark 3.2.4. Since D̂ is Zp-flat, one can find a unique injective morphism ψM :
M→ ϕ∗M such that (1⊗ ϕM) ◦ ψM = p idM and ψM ◦ (1⊗ ϕM) = p idϕ∗M.
Let E be a Dieudonné crystal over Spf(R, (p)), and setM := E (D̂). We define:
(1) The linearisation 1⊗ ϕM of ϕM is induced from F : ϕ∗(E )→ E , where E
is the pull-back of E over SpecR/(p);
(2) Fil1M ⊂ M is the preimage of the Hodge filtration Fil1 E (R) ⊂ E (R) by
the natural projectionM։M/(Fil1 D̂)M∼= E (R);
Proposition 3.2.5. For M associated to a Dieudonné crystal E as above, we have
(M,Fil1M, ϕM, ϕM/p) ∈ MFD̂(ϕ). If furthermore D̂ is constructed as in Re-
mark 3.2.2 and is Zp-flat, then there exists a natural connection ∇M : M→M⊗A
Ω̂A, so that E  (M,Fil
1M, ϕM, ϕM/p,∇M) induces an exact equivalence of cate-
gories from the category of Dieudonné crystals over Spf(R, (p)) to MFD̂(ϕ,∇).
Proof. Let us first settle the proposition when p is nilpotent inR (i.e., when Spf(R, (p)) =
SpecR). Note that V : E → ϕ∗E induces a D̂-linear map ψM : M → ϕ∗M
such that (1 ⊗ ϕM) ◦ ψM = p idM and ψM ◦ (1 ⊗ ϕM) = p idϕ∗M. By Def-
inition 3.1.2(3) we have ϕ∗ Fil1 E (R/p) = ker(F ) = im(V ), so it follows that
(1 ⊗ ϕM)(ϕ
∗ Fil1M) ⊆ pM. In particular, the image of ψM is contained in the
image of ϕ∗ Fil1M in ϕ∗M. So from (1 ⊗ ϕM) ◦ ψM = p idM, it follows that
(1⊗ ϕM)(ϕ∗ Fil
1M) = pM. The rest of the conditions are clear.
Now let D̂ be the p-adically completed PD envelope of A ։ R, where A/(p)
locally has a finite p-basis. Then, E  E (D̂) induces a natural equivalence of
categories between crystals and certain modules with connection. (Indeed, by the
proof of [dJ95, Proposition 2.2.2] it suffices to handle the case when R = A/(p),
in which case we may apply [BM90, Proposition 1.3.3] for some Zariski cover of
SpecA/(p).) We also assume that D̂ is Zp-flat. Then one can naturally viewM :=
E (D̂) as an object of MFD̂(ϕ,∇) for a Dieudonné crystal E over R. Conversely, by
inverting the above equivalence of categories E  E (D̂), given M ∈ MFD̂(ϕ,∇)
one obtains a crystal EM over R with a horizontal isomorphismM∼= EM(D̂), and
we have F : ϕ∗EM → EM and V : EM → ϕ∗EM which are induced from 1⊗ ϕM
and ψM. (Here ψM is defined in Remark 3.2.4.) The Hodge filtration is given by
Fil1 EM(R) = Fil
1M/(Fil1 D̂)M, which satisfies Definition 3.1.2(3). So we obtain
a quasi-inverse M  EM of the functor E  E (D̂). This proves the proposition
when p is locally nilpotent in R.
12 W. KIM
Now, let R be any p-adic ring, and setM := E (D̂) for a Dieudonné crystal E over
Spf(R, (p)). Note that all the extra structures onM except Fil1M depend only on
E , which is a Dieudonné crystal over SpecR/(p). SetMn := E |R/(pn)(D̂) equipped
with all the extra structure as in the proposition. Then the natural reduction map
M→Mn is an D̂-isomorphism compatible with Frobenius structures and connec-
tions if they are defined, and identifies Fil1Mn with pnM+Fil
1M. Therefore, we
haveM ∼−→ lim
←−n
Mn respecting all the extra structures, and the proposition for R
is deduced from the proposition for R/(pn). 
Definition 3.2.6. Let D̂ be a frame (Definition 3.2.1), and let M be an object of
either MFD̂(ϕ) or MFD̂(ϕ,∇). ThenM is called ϕ-nilpotent if ϕ
n
M(M) ⊂ pM for
some n ≫ 0. Similarly, M is called ψ-nilpotent if ψnM(M) ⊂ p(ϕ
n∗M) for n ≫ 0
where ψM = p(1 ⊗ ϕM)−1 : M → ϕ∗M. Let MFD̂(ϕ)
ϕ nilp and MFD̂(ϕ)
ψ nilp
respectively denote the full subcategories of ϕ-nilpotent and ψ-nilpotent objects.
We similarly define MFD̂(ϕ,∇)
ϕ nilp and MFD̂(ϕ,∇)
ψ nilp.
Note that if E is an F -nilpotent (respectively, V -nilpotent) Dieudonné crystal,
then E (D̂) is ϕ-nilpotent (respectively, ψ-nilpotent). The converse holds if D̂ is
constructed as in Remark 3.2.2.
Example 3.2.7. We give an example where we can make “nice” choices of A and
D̂. Let A¯ be a Fp-algebra which locally admits a finite p-basis. Then by Lemma 2.3.1
there is a p-adic Zp-flat lift A with a lift of Frobenius ϕ. In this case, we may set
D̂ = A and Fil1 D̂ = (p). Then it follows from [dJ95, Proposition 2.5.2] that the
objects inMFD̂(ϕ,∇) are precisely crystalline Dieudonné modules defined in [dJ95,
Definition 2.3.4]. Note that p ∈ Fil1 D̂ and ϕ1(p) = 1, so (R0, pR0, R0/(p), ϕ, ϕ1) is
a frame and MFA(ϕ,∇) makes sense.
Remark 3.2.8 (lci case). We present more examples when D̂ is a p-adic flat Zp-
algebra. Assume that R is a noetherian Fp-algebra, and all the local rings are
complete intersection (i.e., R is locally complete intersection). Assume also that
there exists a p-adic Zp-flat noetherian ring A such that A/(p) locally admits a
finite p-basis and there is a surjective map A։ R. Let D̂ be the p-adic PD envelop
of A։ R as constructed in Remark 3.2.2.
We now claim that such D̂ is Zp-flat. For any maximal ideal m ⊂ R, let Âm
denote the completion of A with respect to the kernel of A ։ R/m. Since A is
noetherian, Âm is a flat A-algebra. It then follows from [BO78, Proposition 3.21]
that D̂m := Âm⊗̂AD̂ is the p-adically completed PD envelop of Âm ։ R̂m, where
⊗̂A is the p-adic completion of the usual tensor product.
By the p-basis assumption on A/(p), the completion Âm/(p) is a complete local
noetherian ring with finite p-basis by [dJ95, Lemma 1.1.2]. By cotangent complex
consideration via [dJ95, Lemma 1.1.1], Âm/(p) is formally smooth over Fp so it is
regular by [Mat86, Theorems 28.7]. As R̂m is assumed to be complete intersection,
the kernel of Âm ։ R̂m is generated by a regular sequence. In such a case, it is
known that the p-adically completed PD envelop D̂m is Zp-flat. (Cf. the proof of
[dJM99, Lemma 4.7].)
Note that we have MaxSpecR ∼−→ MaxSpec D̂ because Fil1 D̂ is contained in the
Jacobson radical (cf. Remark 3.2.2). This shows that {Spf(D̂m, (p))}m∈MaxSpecR is
an fpqc covering of Spf(D̂, (p)). As D̂m is Zp-flat, we have Zp-flatness of D̂.
Remark 3.2.9. Since the definition ofMFD̂(ϕ) depends upon non-canonical choices,
one cannot expect to have a notion of base change for arbitrary map f : R → R′
of p-adic rings. If, on the other hand, one can find (A,ϕ) and (A′, ϕ) which induce
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“frames” for R and R′, respectively (cf., §3.2), and there is a ϕ-compatible map
f˜ : A → A′ which reduces to f , then f˜ extends to a map of p-adically completed
divided power envelopes D̂ → D̂′, which respects all the extra structures. Note that
Lemma 2.3.5 provides some examples of f where there is f˜ with desired properties.
See §3.6 (Ex1) for more details.
Now the scalar extensionM M′ := D̂′ ⊗D̂M induces a functor MFD̂(ϕ)→
MFD̂′(ϕ) as follows: we set ϕM′ := ϕD̂′ ⊗ ϕM, and Fil
1M′ := ker[M′ ։ R′ ⊗R
(M/Fil1M)], and
(3.2.10) ∇M′(s′ ⊗m) = m⊗ dD̂′(s
′) + s′ ·∇M(m)
for any s′ ∈ D̂′ and m ∈M.
3.3. Ring S. We use the notation from §2.2.1, such as R, R0, E(u), ̟ ∈ R. We
also fix a lift of Frobenius ϕ : R0 → R0, which exists by Lemma 2.3.1. We set
S := R0[[u]] and extend ϕ by ϕ(u) = up. Now, let S be the p-adically completed
divided power envelope of S with respect to the kernel of S ։ R, and define
Fil1 S, ϕ, dS as in Remark 3.2.2 (for A = S and D̂ = S). We give the p-adic
topology to all of these rings.
Recall thatR = S/E(u). From the assumption onE(u) as in §2.2.1, it is straight-
forward to check the following (using binomial coefficients):
(3.3.1) S =
∑
n>0
fn
un
⌊n/e⌋!
; where fn ∈ R0 and fn → 0 p-adically
 ,
where e is the degree of E(u). The equality takes place in R0[ 1p ][[u]]. It follows that
S is Zp-flat and Fil
1 S is topologically generated by the divided powers of E(u).
Let c := ϕ(E(u))/p. One can check by direct computation that c ∈ S×, so we
have 〈ϕp (Fil
1 S)〉 = S. (Indeed, the map S ։ R0, induced from u 7→ 0, maps c to 1.)
This shows that (S,Fil1 S,R, ϕ, ϕ1) is a frame in the sense of Definition 3.2.1, and
we can apply the discussions in §3.2. In particular, MFS(ϕ,∇) is in equivalence
with the category of Dieudonné crystals over Spf(R, (̟)) by Proposition 3.2.5.
In addition to dS , we define another connection duS : S → S ⊗R0 Ω̂R0 by
duS(s) := dS(s) mod du for any s ∈ S; more concretely, we have d
u
S(
∑
n
un
⌊n/e⌋!fn) =∑
n
un
⌊n/e⌋!dR0(fn) for fn ∈ R0 which p-adically tends to 0.
We define a derivation N : S → S by N := −u ∂∂u . For any s ∈ S we have
dS(s) = (−1/u)N(s)du+ duS(s), and N ◦ ϕ = pϕ ◦N .
In addition to MFS(ϕ,∇) and MFS(ϕ) (cf., Definition 3.2.3), we make the fol-
lowing definitions:
Definition 3.3.2. Let MFwS (ϕ,∇
u) be the category of (M,Fil1M, ϕ1) ∈ MFS(ϕ)
equipped with a topologically quasi-nilpotent integrable connection ∇uM : M →
M⊗R0 Ω̂R0 over d
u
S which commutes with ϕM.
Let MFBrS (ϕ,∇
0) be the category of (M,Fil1M, ϕ1) ∈ MFS(ϕ) equipped with
a topologically quasi-nilpotent integrable connection ∇M0 on M0 := R0 ⊗S M
which commutes with ϕM0 = ϕR0 ⊗ ϕM. We call an object in MF
Br
S (ϕ,∇
0) a
Breuil S-module.
Remark 3.3.3. ForM ∈MFS(ϕ), the giving of ∇M : M→M⊗S Ω̂S that makes
M an object in MFS(ϕ,∇) is equivalent to the giving of ∇uM : M→M⊗R0 Ω̂R0
and a differential operator NM : M → M over N (i.e., NM(sm) = N(s)m +
sNM(m) for any s ∈ S and m ∈ M), such that
(1) (M,∇uM) ∈MF
w
S (ϕ,∇
u);
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(2) NM(M) ⊂ uM; and −∇uM ◦ (u
−1NM) = (u
−1NM ⊗ 1Ω̂R0
) ◦ ∇uM;
(3) We have NM ◦ ϕM = p · ϕM ◦NM.
Given NM and ∇uM as above, let ∇M :M→M⊗S Ω̂S be the connection defined
by ∇M(m) = −u−1NM(m)du + ∇uM(m) for any m ∈ M. One can check that
(M,∇M) ∈ MFS(ϕ,∇) if and only if NM and ∇uM satisfy the above conditions.
(Note that the connection ∇M is integrable if and only if ∇uM is integrable and
anti-commutes with u−1NM.) Using this description, one can define a “forgetful
functor” MFS(ϕ,∇)→MF
w
S (ϕ,∇
u) by forgetting NM.
Let I0 ⊂ S be the ideal topologically generated by u and u
ej
j! for j > 0. Then
we have S/I0 ∼= R0, and the natural projection S ։ R0 commutes with ϕ’s.
Now one can define functors MFS(ϕ,∇) → MF
Br
S (ϕ,∇
0) and MFwS (ϕ,∇
u) →
MF
Br
S (ϕ,∇
0) by “reducing the connection modulo I0. (Note that these functors
are compatible with the forgetful functorMFS(ϕ,∇)→MF
w
S (ϕ,∇
u) that we con-
structed in the previous paragraph.)
If M = E (S) ∈ MFS(ϕ,∇) for some Dieudonné crystal E over Spf(R, (̟)),
then we have R0 ⊗S M ∼= ER/(̟)(R0) as objects in MFR0(ϕ,∇). (To see the
isomorphism is horizontal, interpret a connection as a HPD stratification in the
sense of [BO78, Theorem 6.6], and work out the effect of base change. We leave
the details to readers.)
We can construct the functors fromMFS(ϕ,∇),MF
w
S (ϕ,∇
u), andMFBrS (ϕ,∇
0)
intoMFR0(ϕ,∇) byM M0 := R0⊗SM and reducing the extra structures mod-
ulo I0. (Cf. Remark 3.2.9.) These mod-I0 reduction functors are compatible with
the functors among MFS(ϕ,∇), MF
w
S (ϕ,∇
u), and MFBrS (ϕ,∇
0) defined above.
Finally, by working with Filr S for r 6 p− 1 we can study “higher weight” cases.
Also by allowing ∇M to have a “logarithmic pole” at u = 0 and NM mod I0 to be
not necessarily zero, we can handle “log crystals”.
Lemma 3.3.4. The functors MFS(ϕ,∇) → MF
w
S (ϕ,∇
u) and MFwS (ϕ,∇
u) →
MF
Br
S (ϕ,∇
0), defined in Remark 3.3.3, are fully faithful.
Proof. The full faithfulness of the functor MFwS (ϕ,∇
u) → MFBrS (ϕ,∇
0) follows
from Lemma 3.3.5. To show the full faithfulness of MFS(ϕ,∇) → MF
w
S (ϕ,∇
u),
we want to show that any morphism f : M → M′ of objects in MFwS (ϕ,∇
u)
commutes with the differential operators NM and NM′ .
Consider δf := NM′ ◦ f − f ◦NM :M→M′. By assumption we have δf (M) ⊆
I0 ·M′ where I0 := ker(S → R0). But since δf also commutes with Frobenius
structures, for any m ∈ Fil1M we have δf (ϕ1(m)) = c−1ϕ1(E(u)δf (m)) where
c := ϕp (E(u)). In particular, we have δf (M) ⊆ ϕ(I0)·M
′ as ϕ1(Fil
1M) generates
M. By repeating this, we obtain δf (M) ⊆
⋂
n ϕ
n(I0)·M′ = {0}. 
Lemma 3.3.5. Let M ∈ MFwS (ϕ,∇
u), and set M0 := R0 ⊗S M ∈ MFR0(ϕ,∇).
Then there exists a unique ϕ-compatible section s : M0[ 1p ] → M[
1
p ]. Furthermore, s
is horizontal and the map 1⊗ s : S[ 1p ]⊗R0 M0
∼
−→M[ 1p ] is an isomorphism.
Proof. Let us choose an arbitrary section s0 :M0 →M, and we would like to show
that the following “formula” gives a well-defined morphism s :M0[ 1p ]→M[
1
p ]:
s :=“ lim
n→∞
(1⊗ ϕnM) ◦ (ϕ
∗ns0) ◦ (1 ⊗ ϕ
−n
M0
)”
=s0 +
∞∑
n=0
[
(1⊗ ϕn+1M ) ◦ (ϕ
∗n+1s0) ◦ (1⊗ ϕ
−n−1
M0
)− (1⊗ ϕnM) ◦ (ϕ
∗ns0) ◦ (1⊗ ϕ
−n
M0
)
]
.
Note that (1 ⊗ ϕM0)[
1
p ] : ϕ
∗M0[
1
p ] →M0[
1
p ] is an isomorphism, and the preimage
ofM0 is contained in p−1(ϕ∗M0).
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Set sn+1 := (1 ⊗ ϕ
n+1
M ) ◦ (ϕ
∗n+1s0) ◦ (1 ⊗ ϕ
−n−1
M0
) − (1 ⊗ ϕnM) ◦ (ϕ
∗ns0) ◦ (1 ⊗
ϕ−nM0). Clearly s1(M0) ⊆ p
−1uM, because s0 is a section. By iterating this, one
obtains that sn+1(M0) ⊆ p−n−1up
n
M for any n > 0. Note that p−n−1up
n
=
p−n−1(qn!)u
pn−qne(ue)[qn] where qn := ⌊
pn
e ⌋, so we have
ordp
(
p−n−1(qn!)
)
> −n− 1 + pn−1/e− 1
n→∞
→ ∞
This proves that s : M0[ 1p ] → M[
1
p ] is well-defined, and by construction s com-
mutes with ϕ’s. The map 1 ⊗ s : S[ 1p ] ⊗R0 M0
∼
−→ M[ 1p ] is a surjective map of
projective S[ 1p ]-modules of same rank (by Nakayama lemma), so it is an isomor-
phism.
Now, if there are two sections s and s′, then (s − s′)(M0[ 1p ]) ⊆ I0M[
1
p ]. If both
s and s′ commute with ϕ’s then we obtain
(s− s′)(M0[1/p]) ⊆ (s− s
′)
(
(1 ⊗ ϕM0)
n(ϕ∗nM0[1/p])
)
⊆ (1⊗ ϕnM)
(
ϕ∗n
(
(s− s′)(M0[1/p])
))
⊆ ϕn(I0)M[1/p].
Therefore, we have im(s − s′) ⊆
⋂
n ϕ
n(I0)M[
1
p ] = {0}, which establishes the
uniqueness of s.
It is left to show that s is horizontal. Consider δs := (s ⊗ 1) ◦ ∇M0 − ∇
u
M ◦ s :
M0[
1
p ] → M[
1
p ] ⊗R0 Ω̂R0 . By construction, δs commutes with ϕ’s and its image
is divisible by u. So by the same argument that shows the uniqueness of s, we
conclude that δs = 0. 
Remark 3.3.6 (lci case). We can extend the construction of S and Lemma 3.3.4
in the following variant as well. Let R be a p-adic flat Zp-algebra which is locally
complete intersection. Assume that there exists a p-adic noetherian flat Zp-algebra
A such that
• A/(p) locally admits a finite p-basis;
• there exists a surjective map A[[u]] ։ R, where u maps to a regular ele-
ment ̟ ∈ R;
• the kernel of A[[u]] ։ R includes an element E(u) = p +
∑e
i=1 aiu
i with
ai ∈ A and ae ∈ A×.
Let S0 be the p-adically completed PD envelop of A ։ R/(̟), and S be the p-
adically completed PD envelop of A[[u]]։ R. By Remark 3.2.8, S0 defines a frame.
We also have the description of S similar to (3.3.1) with R0 replaced by S0, so S is
also Zp-flat and ϕ1(E(u)) ∈ S×; in other words, S defines a frame.
Now, by simply replacing R0 with S0, we can define MFS(ϕ,∇), MF
w
S (ϕ,∇
u),
and MFBrS (ϕ,∇
0), and the proof of Lemma 3.3.4 generalises to this setting.
3.4. Review of results by Berthelot-Messing and de Jong. Let A¯ be an Fp-algebra
locally admitting a finite p-basis, and choose (A,ϕ) lifting A¯ and the Frobenius
morphism (which exists by Lemma 2.3.1). For any p-divisible group G0 over A¯ we
set M∗0(G0) := D
∗(G0)(A), which belongs to MFA(ϕ,∇) by Example 3.2.7. We
recall the following results on the functors D∗ andM∗0:
(1) Suppose that A¯ is formally smooth and formally of finite type over some
field k which admits a finite p-basis. (For example, A¯ = R/(̟) where
R satisfies the formally finite-type assumption (§2.2.2).) Then M∗0 is an
anti-equivalence of categories. If X is a scheme that has a Zariski covering
by such Spec A¯’s, then D∗ over X is an anti-equivalence of categories. (Cf.
[dJ95, Main Theorem 1].)
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(2) Assume that X is a normal Fp-scheme which is locally irreducible and lo-
cally admits a finite p-basis. Then D∗ over X is fully faithful. (Cf. [BM90,
Théorème 4.1.1].) The same statement holds forM∗0 if X is affine (for ex-
ample, X = SpecR/(̟)whereR satisfies the normality assumption (§2.2.4)).
Let us set up the notation for the the main theorem of this section below. Assume
that X is a formal scheme which has a Zariski covering {Spf(Rα, (̟))} where Rα
satisfies the condition in §3.3. Consider the exact functor{
p-divisible groups over R
} D∗
−−→
{
Dieudonné crystals over X (Definition 3.1.2)
}
.
If X = Spf(R, (p)) where R satisfies the condition in §3.3, then consider the exact
functor
M∗ :
{
p-divisible groups over R
}
→MFBrS (ϕ,∇
0)
defined by M∗(G) := D∗(G)(S) for S as chosen in §3.3. Note that M∗(G) is a
priori an object in MFS(ϕ,∇) by Proposition 3.2.5, but we view it as an object in
MF
Br
S (ϕ,∇
0) via the fully faithful functorMFS(ϕ,∇)→MF
Br
S (ϕ,∇
0) constructed
in Remark 3.3.3. (Cf. Lemma 3.3.4.)
Theorem 3.5. Assume that p > 2.
If X is Zariski locally covered by Spf(R, (̟)) where each R satisfies the formally
finite-type assumption (§2.2.2), then D∗ and M∗ (if the latter is defined) are anti-
equivalences of categories.
If X is Zariski locally covered by Spf(R, (̟)) where each R satisfies the normality
assumption (§2.2.4), then D∗ andM∗ (if the latter is defined) are fully faithful.
If p = 2, then in both cases above the functors D∗ andM∗ (if the latter is defined)
are fully faithful up to isogeny.
When p = 2, we can obtain a better result when restricted to formal or unipotent
p-divisible groups (cf. Theorem 3.5.4, Corollary 10.3.1).
Proof. To prove the theorem it suffices to prove the statement for M∗ when X =
Spf(R, (̟)) (by Proposition 3.2.5 and Lemma 3.3.4), so we assume this from now
on.
Let us outline the idea. First, assume that p > 2. Then we define a functor G∗
on MFBrS (ϕ,∇
0)D and show that it is a quasi-inverse of M∗ if M∗0 (as defined in
§3.4) is fully faithful (respectively, quasi-inverse up to isogeny ifM∗0 is fully faithful
up to isogeny). This strategy can be modified to show our claim when p = 2. The
construction of the functorG∗ is motivated by the proof of [Kis06, Proposition A.6],
while we start with the results of de Jong and Berthelot-Messing (which is recalled
in §3.4) instead of classical Dieudonné theory.
Let MFBrS (ϕ,∇
0)D be the full subcategory of M ∈ MFBrS (ϕ,∇
0) such that
R0⊗SM is in the essential image ofM∗0 (defined in §3.4). Clearly, MF
Br
S (ϕ,∇
0)D
contains the essential image ofM∗. (Note that if R satisfies the formally finite-type
assumption (§2.2.2) then MFBrS (ϕ,∇
0)D = MFBrS (ϕ,∇
0) by de Jong’s theorem.)
Suppose (M,Fil1M, ϕ1,∇M0) ∈ MF
Br
S (ϕ,∇
0)D, and set M0 := R0 ⊗S M ∈
MFR0(ϕ,∇). By assumption, there exists a p-divisible group G0 over R/(̟) such
that M0 ∼= D∗(G0)(R0). To construct G corresponding to M, we will lift G0 over
R in a functorial way using Grothendieck-Messing deformation theory [Mes72].
For any non-negative integer i, let Ii ⊂ S be the ideal topologically generated
by ui+1 and u
ej
j! for any ej > i. By applying the discussion of Remark 3.2.9 to
f : R ։ R/(̟i+1), A′ = S/(ui+1) and D̂′ = Si := S/Ii, it follows that M/IiM
has a natural structure of MFSi(ϕ). Recall that for any p-divisible group Gi over
R/(̟i+1), we have D∗(Gi)(Si) ∈MFSi(ϕ) by Proposition 3.2.5,
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Claim 3.5.1. For any 0 6 i < e, there exist a p-divisible group Gi over R/(̟i+1)
and an isomorphism D∗(Gi)(Si) ∼= Si⊗SM inMFSi(ϕ) which lifts the isomorphism
D∗(Gi)(R0) ∼= R0 ⊗S M. This constructionM Gi is functorial in G0 andM.
The case when i = 0 is obvious. Now assuming the claim for i − 1 for some
0 < i < e, and we will prove the claim for i. Consider Si := S/(ui+1) ։ R/(̟i),
and let D̂i be the p-adically completed divided power envelope of Si with respect
to the kernel. Then we have D̂i ∼= Si with Fil
1 D̂i = Ii−1 + Fil
1 Si. The natural
projection S ։ S/(ui+1) = Si induces a map S ։ D̂i respecting all the extra
structure, so we obtain the scalar extension functor MFS(ϕ) → MFD̂i(ϕ). Note
that Fil1(D̂i⊗SM) is generated by Ii−1M/IiM and the image of Fil
1M. Similarly,
we obtain the scalar extension functor MFD̂i(ϕ)→MFSi−1(ϕ).
By Proposition 3.2.5 we have D∗(Gi−1)(D̂i) ∈MFD̂i(ϕ). Applying Lemma 3.5.2
to D̂ = D̂i and Ĵ := Ii−1D̂i, we deduce that there is a unique ϕ-compatible isomor-
phism D∗(Gi−1)(D̂i) ∼= D̂i ⊗S M which lifts the isomorphism D∗(Gi−1)(Si−1) ∼=
Si−1 ⊗S M given by the induction hypothesis.
Consider the divided power thickening R/(̟i+1) ։ R/(̟i) with the “trivial”
divided power structure (i.e., (̟i)[j] = 0 for any j > 1). This is compatible with
the canonical divided power structures on pZp. Choose a lift Gi of Gi−1 which
corresponds to the filtration defined by the image of Fil1M in R/(̟i+1)⊗SM via
Grothendieck-Messing deformation theory. Then by construction we have natural
ϕ-compatible isomorphisms D∗(Gi)(Si) ∼= D∗(Gi−1)(D̂i) ∼= Si ⊗S M, which takes
Fil1D∗(Gi)(Si) to the image of Fil
1M in Si⊗SM. Note also that the formation of
Gi is functorial in Gi−1 and the filtration. (See [Mes72, Ch.V, Theorem 1.6] for the
precise statement.) This proves Claim 3.5.1.
Consider S ։ R/(p) = R/(̟e) and let D̂e be the p-adically completed di-
vided power envelope of S with respect to the kernel. Then we have D̂e ∼= S
with Fil1 D̂e = Ie−1 + Fil
1 S. As in the proof of Claim 3.5.1, we have scalar ex-
tension functors MFS(ϕ) → MFD̂e(ϕ) which sends (M,Fil
1M) to D̂e ⊗S M ∼=
(M, Ie−1M + Fil
1M). Applying Lemma 3.5.2 to D̂ = D̂e and Ĵ = Ie−1 and pro-
ceeding similarly to the proof of Claim 3.5.1, we deduce that there is a unique
ϕ-compatible isomorphism D∗(Ge−1)(D̂e) ∼=M which lifts the isomorphism
D∗(Ge−1)(Se−1) ∼= SR,e−1 ⊗S M
in MFSe−1(ϕ).
Now assume that p > 2, in which case pR is a topologically nilpotent divided
power ideal. Let GM be the lift of Ge−1 which corresponds to the filtration
Fil1M/(Fil1 S)M⊂M/(Fil1 S)M.
(Note that GM functorially depends onM and G0.) As in the proof of Claim 3.5.1,
we obtain a natural isomorphism M∗(GM) ∼= M in MF
Br
S (ϕ,∇
0), which proves
essential subjectivity ofM∗ for p > 2.
IfM∗0, defined in §3.4, is fully faithful (which is the case ifR satisfies the normal-
ity assumption (§2.2.4)), then we define a functor G∗ from MFBrS (ϕ,∇
0)D to the
category of p-divisible groups over R by choosing a quasi-inverse R0 ⊗S M  G0
of M∗0 and setting G
∗(M) := GM to be the lift of G0 produced by the pro-
cedure described above. Then by construction we have a natural isomorphism
(M∗ ◦ G∗)(M) ∼= M for any M ∈ MFBrS (ϕ,∇
0)D. We also get a natural isomor-
phism (G∗ ◦M∗)(G) ∼= G for any p-divisible group G over R from the uniqueness
of each deformation step. This settles the theorem when p > 2.
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Assume that p = 2 and we show that the functor M∗ is fully faithful up to
isogeny; indeed, we show that for any p-divisible groups G and G′ over R and a
morphism α : M∗(G′) → M∗(G) there exists a unique morphism f ′ : G → G′
such that M∗(f ′) = p2α. As in the case when p > 2, α gives rise to a morphism
fR/p : GR/p → G
′
R/p. By [Kat81, Lemma 1.1.3], it follows that p
2fR/p lifts to
a unique morphism f ′R/p2 : GR/p2 → G
′
R/p2 . Applying the Grothendieck-Messing
deformation theory to the (topologically nilpotent!) divided power thickening R։
R/p2, there exists a unique morphism f ′ : G → G′ which lifts f ′R/p2 and satisfies
M∗(f ′) = p2α. 
Lemma 3.5.2. Let D̂ be a frame (cf., Definition 3.2.1) such that Fil1 D̂ is a divided
power ideal, and Ĵ ⊆ Fil1 D̂ be a divided power sub-ideal such that such that ϕn(Ĵ) ⊂
pn+jn Ĵ for some {jn} with jn → ∞ as n → ∞. (In particular, D̂/Ĵ is automatically
Zp-flat so D̂/Ĵ has a natural frame structure induced from D̂, and the reduction
modulo Ĵ induces a functor MFD̂(ϕ)→MFD̂/Ĵ (ϕ).)
Then for M1,M2 ∈ MFD̂(ϕ), any isomorphism θ¯ : M1/ĴM1
∼
−→ M2/ĴM2 in
MFD̂/Ĵ(ϕ) uniquely lifts to a ϕ-compatible D̂-linear isomorphism θ :M1
∼
−→M2.
Proof. The proof is identical to the proof of [Kis06, Lemma A.4]. Let us first shows
the uniqueness. Let θ and θ′ be two lifts as in the statement. Then since θ − θ′
commutes with ϕ’s, we have (θ − θ′)(M1) ⊆
⋂
n>0 ϕ
n(Ĵ)(M2) = {0}.
Let us show the existence. Note first that 1 ⊗ ϕMi is injective; indeed, D̂ is
p-torsion free by assumption, and (1 ⊗ ϕMi)[
1
p ] is an isomorphism because it is
a surjective map of finite projective D̂[ 1p ]-modules of the same rank. Therefore
(1 ⊗ ϕM1)/p : Fil
1(ϕ∗Mi) → Mi is an isomorphism, where Fil
1(ϕ∗Mi) ⊂ ϕ∗Mi
is the image of ϕ∗(Fil1Mi). (Note that ϕ is not necessarily flat.)
Pick an arbitrary lift θ0 : M1 → M2 of θ¯. As θ in the statement is not re-
quired to respect Fil1’s, we may replace Fil1Mi by ĴMi + Fil
1Mi to assume that
θ0(Fil
1M1) ⊂ Fil
1M2. Let us recursively define lifts θn of θ¯, such that θ0 is the
chosen lift (when n = 0), and for any n ∈ Z>0 we have the following diagram:
(3.5.3) Fil1(ϕ∗M1)
ϕ∗θn
//
∼=(1⊗ϕ)/p

Fil1(ϕ∗M2)
(1⊗ϕ)/p∼=

M1
θn+1
//M2
Now we show by induction that (θn+1 − θn)(M1) ⊆ (ϕ/p)n(Ĵ)M2 as follows.
For any x ∈ M1, we can find y ∈ Fil
1(ϕ∗M1) such that (1 ⊗ ϕM1)(y) = x. When
n = 0, we have by construction:
(θ1 − θ0)(x) = [(1 ⊗ ϕM2/p) ◦ (ϕ
∗θ0)− θ0 ◦ (1⊗ ϕM1/p)] (y) ∈ ĴM2.
Now assume that (θn − θn−1)(M1) ∈ (ϕ/p)n−1(Ĵ)M2 for some n > 0. Then we
have
(θn+1 − θn)(x) = [(1⊗ ϕM2/p) ◦ ϕ
∗(θn − θn−1)] (y) ∈ (ϕ/p)
n(Ĵ)M2.
By the assumption on Ĵ , the series θ :=“limn→∞ θn”= θ0 +
∑∞
n=0(θn+1 − θn) con-
verges, and clearly θ satisfies all the requirements in the statement. 
The following theorem can be obtained from the same proof as Theorem 3.5:
Theorem 3.5.4. Let p be any prime, including p = 2, and assume that R satisfies
the formally finite-type assumption (§2.2.2). ThenM∗ induces an anti-equivalence of
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categories from the category of formal (respectively, unipotent) p-divisible groups over
R to MFBrS (ϕ,∇
0)ϕ nilp (respectively, MFBrS (ϕ,∇
0)ψ nilp). A similar result holds for
D∗ over a formal scheme base X which can be covered by Spf(R, (̟)) for such R.
Proof. For formal or unipotent p-divisible groups, the Grothendieck-Messing defor-
mation theory holds for R ։ R/(p) (cf. [Zin02, §3.3, Corollary 97]), hence the
proof of Theorem 3.5 works for any p. Lemma 3.1.6 shows that the essential image
is as desired; cf. the discussion following Definition 3.2.6. 
Remark 3.5.5. In general, we cannot replace MFBrS (ϕ,∇
0) in Theorem 3.5 with
MFS(ϕ). On the other hand, there are cases when we can “forget the connection”
– see Corollary 10.3.1 for more details.
Remark 3.5.6 (lci case). Let R, ̟, S0, S, and E(u) be as in Remark 3.3.6. We
additionally assume that R is excellent (as well as locally complete intersection);
excellence is satisfied, for example, if A/(p) is formally finitely generated over some
field, by [Val75, Theorem 4]. Then for a p-divisible group G0 over R/(̟), let
M∗0(G0) := D
∗(G0)(S0) ∈ MFS0(ϕ,∇). Then the functor M
∗
0 is fully faithful by
[dJM99, Theorem 4.6].
For a p-divisible group G over R, let M∗(G) := D∗(G)(S) ∈ MFBrS (ϕ,∇
0). By
precisely the same proof of Theorem 3.5, we can obtain thatM∗ is fully faithful if
p > 2, and it is fully faithful up to isogeny if p = 2.
3.6. Base Change. Let f : R → R′ be a map where both R and R′ satisfying the
p-basis assumption (§2.2.1). We choose (S, ϕ) and (S′, ϕ) for R and R′ as in §3.3,
respectively. As we have observed in Remark 3.2.9, the “base change” of the functor
M∗ under f can be defined if there exists a ϕ-compatible morphism S→ S′ which
reduces to f .
We have already observed (in Remark 3.2.9), the assumption is satisfied in the
following cases:
(Ex1) Assume that R is J -adic and p ∈ J . Let R′ be a J -adic formally étale al-
gebra such that R/J → R′/JR′ is finitely generated (i.e., the morphism
Spf(R′, JR′) → Spf(R, J) is étale). Set J˜ := ker(R0 ։ R/J) and assume
that R0 is J0-adically complete (by replacing R0 with the J0-adic comple-
tion if necessary). Then by Lemma 2.3.5 one can find a unique pair (R′0, ϕ)
so that R→ R′ lifts to S→ S′ := R′0[[u]] respecting ϕ.
We list some other cases where this assumption is satisfied:
(Ex2) R is a discrete valuation ring with residue field k (with fintie p-basis) and
R′ is a p-adic flat R-algebra such that R′/(̟) locally admits a finite p-basis
(cf. Lemma 2.3.4);
(Ex3) if R′ = R[[xi]]〈yj〉, then we may take R′0 = R0[[xi]]〈yi〉;
(Ex4) Let W → W ′ be a map of Cohen rings with residue fields admitting finite
p-bases. By Lemma 2.3.1, there is a lift of Frobenius ϕ′ : W ′ → W ′ which
leavesW invariant. Assume that R and R0 areW -algebras, and choose ϕ :
R0 → R0 over ϕ : W → W . Now, we set R′ := R⊗̂WW ′, R′0 := R0⊗̂WW
′,
and ϕR′0 = ϕR0 ⊗ ϕ.
(Ex5) Let p ⊂ R be a prime ideal containing ̟, and set p0 := ker(R0 ։ R/p).
(For example, if p = (̟) then p0 = (p).) If R′ is the ̟-adic completion of
the localisation Rp then we may take R′0 to be the ̟-adic completion of
(R0)p0 . Note thatR
′
0 and R
′ are actually p-adic without noetherian-ness as-
sumption on R (cf., Corollaire 2 in [Bou06, Ch. III, §2, no. 12, page 228]),
and ϕR0 extends to R
′
0 because ϕ
−1(p0) = p0. (Note that ϕ induces the
identity map on the underlying topological space of SpecR/(̟).)
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The same construction works if p and p0 are finitely generated prime
ideals, and R′ is the p-adic completion of Rp and R′0 is the p0-adic comple-
tion of (R0)p0 .
(Ex6) Let R′0 be the p-adic completion of lim−→ϕ(R0)(p), and R
′ := R′0 ⊗R0 R .
Note that in (Ex6) case we have a ϕ-compatible isomorphism R′0 ∼= W (k
′) by the
universal property of Witt vectors over perfect rings, where k′ := lim
−→ϕ
Frac(R/(̟))
is the perfect closure of Frac(R/(̟)).
4. REVIEW: RELATIVE p-ADIC HODGE THEORY
In this section, we recall (and slightly generalise) the construction and basic
properties of relative p-adic period rings. We refer to [Bri10] for a brief, but more
complete, overview of relative p-adic Hodge theory.
4.1. Period rings. Let R be a normal domain which satisfies the p-basis assump-
tion (§2.2.1). (We may soon assume further thatR satisfies the “refined almost étal-
eness” assumption (§2.2.3) later.) Choose a separable closure E of Frac(R), and de-
fineR to be the union of normalR-subalgebras R′ ⊂ E such thatR′[ 1p ] is finite étale
over R[ 1p ]. Note that SpecR[
1
p ] is a pro-universal covering of SpecR[
1
p ] and R is an
integral closure of R in R[ 1p ]. Set R̂ := lim←−nR/(p
n) and GR := Gal(R[ 1p ]/R[
1
p ]) =
πét1 (SpecR[
1
p ], η¯) where η¯ : SpecR[
1
p ] → SpecE. (The “correct” notation for GR
should be GR[ 1p ], but we suppress this for the typographical reason. When R = OK
is a discrete valuation ring we allow both notations GOK = GK .) When R = OK ,
we have R = OK , R̂ = OCK , and GR = Gal(K/K).
Let R
♭
:= lim
←−
x 7→xp
R/(p), which is a perfect ring equipped with a natural GR-action.
(We follow the notation of Scholze [Sch11, Lemma 6.2]; perhaps, R̂
♭
would be a
more precise notation as (R̂[ 1p ], R̂) is a perfectoid affinoid OCK -algebra, but there is
no danger of confusion for usingR
♭
. See §7.1 for (slightly) more discussions on per-
fectoid algebras.) As in the classical case (i.e., R = OK with perfect residue field),
there is a natural multiplicative bijection R
♭ ∼
−→ lim
←−
x 7→xp
R̂, defined by the component-
wise reduction modulo p. To see that it is an isomorphism, we construct its inverse
as follows. For any (xn)n∈Z>0 ∈ R
♭
, define
(4.1.1) x(n) := lim
m→∞
(x˜m+n)
pm
for any lift x˜m+n ∈ R̂ of xm+n ∈ R/(p). Note that x(n) is independent of all the
choices, and (xn)n∈Z>0 7→ (x
(n))n∈Z>0 is the desired inverse.
For any a ∈ R̂, there exists an element a˜ := (a(n)) ∈ R
♭
with a(0) = a. (Note
that a˜ is not uniquely determined by a.) Another useful element is ǫ = (ǫ(n)) where
ǫ(0) = 1 and ǫ(1) 6= 1. The choice of ǫ is equivalent to the choice of a Zp-basis of
Zp(1).
Consider the following map:
(4.1.2) θ : W (R
♭
)→ R̂ , θ(a0, a1, · · · ) :=
∞∑
n=0
pna(n)n .
The same proof as [Bri08, Propositions 5.1.1, 5.1.2] shows that θ is a surjective ring
homomorphism with kernel principally generated by ξ := p− [p˜], where [·] denotes
the Teichmüller lift.
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Let B∇,+dR (R) be the ker(θ)-adic completion of W (R
♭
)[ 1p ]. Then t := log[ǫ] makes
sense as an element ofB∇,+dR (R) (and indeed, it actually lies in the classical de Rham
period ring B+dR(Zp)). Set B
∇
dR(R) := B
∇,+
dR (R)[
1
t ]. These rings carry natural GR-
actions and filtrations Filr B∇dR(R) = t
rB∇,+dR (R), which coincides with the ker(θ)-
adic filtration.
Consider the R-linear extension θR : R⊗Zp W (R
♭
)→ R̂ of θ, and set Ainf(R) :=
lim
←−n
(
R⊗ZpW (R
♭
)
)
/
(
θ−1R (pR̂)
)n
. DefineB+dR(R) to be the ker(θR)-adic completion
of Ainf(R)[ 1p ], and BdR(R) := B
+
dR(R)[
1
t ], where t := log[ǫ], which makes sense in
B+dR(R). These rings carry natural GR-actions. For filtration, we set Fil
r B+dR(R) :=
(ker θR)
rB+dR(R) for r > 0 and extend it to Fil
r BdR(R) :=
∑
n>−r
1
tn Fil
n+r B+dR(R).
When R = OK with perfect residue field, B∇dR(OK) = BdR(OK) is the usual
de Rham period ring constructed by Fontaine [Fon94]. If it is possible to define a
connection onBdR(R) (cf., Proposition 4.5), then we haveB∇dR(R) = (BdR(R))
∇=0,
which explains the notation.
We define A∇cris(R) to be the p-adically completed divided power envelope of
W (R
♭
) with respect to ker(θ). The Witt vector Frobenius extends to ϕ on A∇cris(R).
We let Fil1A∇cris(R) denote the ideal topologically generated by the divided powers
of ξ := p− [p˜], and Filr A∇cris(R) its rth divided power ideal. Note that A
∇
cris(R) only
depends on R.
Consider the R0-linear extension θR0 : R0 ⊗Zp W (R
♭
) → R̂ of θ, and define
Acris(R) to be the p-adically completed divided power envelope of R0 ⊗Zp W (R
♭
)
with respect to ker(θR0). (Note that Acris(R) depends on the choice of R and R0,
which we suppress from the notation.)
As before,Acris(R) is equipped with a Frobenius endomorphism ϕwhich extends
ϕ on R0 and the Witt vector Frobenius on W (R
♭
). Let Fil1Acris(R) be the ideal
topologically generated by the divided powers of ker(θR0), and Fil
r Acris(R) its
rth divided power ideal. In addition, we define a connection ∇ : Acris(R) →
Acris(R)⊗̂R0Ω̂R0 by W (R
♭
)-linearly extending the universal continuous derivation
of R0 so that ∇(f [j]) := f [j−1]∇(f) for any f ∈ Fil
1Acris(R) and j > 0. One
can directly check that ϕ and GR-action on Acris(R) is horizontal. Also note that
A∇cris(R) is naturally embedded in Acris(R), and coincides with Acris(R)
∇=0, hence
the notation.
The elements [ǫ] ∈ W (R
♭
) and the formal power series t = log[ǫ] can be viewed
in A∇cris(R) and Acris(R), and have all the expected properties. (Indeed, they all
lie in the “classical period ring” Acris(Zp), constructed by Fontaine [Fon94].) We
define B∇cris(R) := A
∇
cris(R)[
1
t ] and Bcris(R) := Acris(R)[
1
t ]. Note that p is invertible
in these rings since p divides tp−1. (Note that p divides tp−1 in Acris(Zp), which is
well-known.) For any r ∈ Z, we define Filr Bcris(R) =
∑
n>−r
1
tn Fil
n+r Acris(R)[
1
p ]
and similarly define Filr B∇cris(R).
Definition 4.2. A filtered (ϕ,∇) module over R (relative to R0) is defined to be a
quadruple (D,ϕD,∇D,Fil
•DR), where
(1) D is a finite projective R0[ 1p ]-module;
(2) ϕD : D → D is a ϕ-linear endomorphism such that 1 ⊗ ϕD is an isomor-
phism;
(3) ∇D : D → D ⊗R0 Ω̂R0 is an integrable topologically quasi-nilpotent con-
nection (i.e., there exists a R0-lattice M0 ⊂ D on which ∇D induces a
topologically quasi-nilpotent connection);
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(4) Fil•DR is a decreasing separated exhaustive R-filtration on DR := R ⊗R0
D, which satisfies Griffiths transversality with respect to ∇D.
We denote byMFR/R0(ϕ,∇) the category of filtered (ϕ,∇)-modules overR relative
to R0. For any D ∈ MFR/R0(ϕ,∇), the Hodge-Tate weights of D are w ∈ Z such
that grwDR 6= 0.
One can naturally define short exact sequences, direct sums, ⊗-products, duals,
etc.
4.3. Crystalline representations. For any p-adic GR-representation V and D ∈
MFR/R0(ϕ,∇), we define:
D∗cris(V ) := HomGR(V,Bcris(R))(4.3.1)
D∗dR(V ) := HomGR(V,BdR(R))(4.3.2)
V ∗cris(D) = HomR0[1/p],ϕ,∇,Fil•(D,Bcris(R)).(4.3.3)
Note thatD∗cris(V ) is anR0[
1
p ]-module equipped with a ϕ-semilinear endomorphism
and a connection coming from Bcris(R), D∗dR(V ) is an R[
1
p ]-module equipped with
a filtration coming from BdR(R), and V ∗cris(D) is a Qp-vector space equipped with
a continuous GR-action.
Note that in order to show that these constructions yield finitely generated ob-
jects (over some suitable rings), let alone prove some natural properties, one needs
to make some extra assumptions on R, which we explain now.
4.4. Remark on Faltings’ purity and refined almost étaleness. For the rest of
the section, we assume that R satisfies the “refined almost étaleness” assump-
tion (§2.2.3), which we recall now:
Assumption §2.2.3: The (irreducible) normal extension R of R0 satisfies the
formally finite-type assumption (§2.2.2), R[ 1p ] is finite étale over R0[
1
p ],
and we have Ω̂R0 =
⊕d
i=1R0dTi for some finitely many units Ti ∈ R
×
0 .
See §2.2.3 for examples.
This condition is slightly more general than the conditions on R under which
the relative crystalline period rings A∇cris(R) and Acris(R) are studied in [Bri06]
and [Bri08] (cf., [Bri10, §1, §3]); the cases covered in the literature are when R is
a discrete valuation ring with the residue field k admitting a finite p-basis [Bri06],
or when the residue field k is perfect and R is obtained by some combination of
finite étale extension, localisation, and completion starting from OK [T
±1
1 , · · · , T
±1
d ]
[Bri08].
The point of the “refined almost étaleness” assumption (§2.2.3) is, as the name
suggests, the property called refined almost étaleness (i.e., the condition (RAE) in
[And06, §5]), which plays the key technical role in ensuring that relative period
rings are well-behaved. Suppose that the assumption §2.2.3 is satisfied, and let
A be a normal R-algebra such that A[ 1p ] is finite étale over R[
1
p ]. Set R(n) :=
R[ζpn ;T
±1/pn
1 , · · · , T
±1/pn
d ], where ζpn is a primitive p
nth root of unity and Ti’s
are as in §2.2.3. We similarly define R0,(n). (Note that R(n) is a finite normal
extension of R, and is defined over R0 in the sense that R(n) = R0,(n) ⊗R0 R.)
We let A(n) := R(n) ⊗R A, which is normal R(n)-algebra which becomes étale after
inverting p. Therefore, there exists an idempotent eA,n ∈ (A(n)⊗R(n)A(n))[
1
p ] which
corresponds to the splitting of the natural map (A(n) ⊗R(n) A(n))[
1
p ]→ A(n)[
1
p ]. For
ǫ ∈ 1p−1Z[
1
p ], let p
ǫ ∈
⋃
nK(ζpn) denote any element with ordp(p
ǫ) = ǫ, where ordp
is the valuation normalised so that ordp(p) = 1.
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Theorem 4.4.1. Under the above setting, there exists an integer l (only depending on
A) such that plp
−n
eA,n ∈ A(n) ⊗R(n) A(n) for any n.
Proof. This theorem is essentially due to Faltings [Fal02, Theorem 4, §2b] and An-
dreatta [And06, Theorem 5.1], and we indicate how to deduce this theorem from
the aforementioned results.
It suffices to handle the case whenR = R0 by viewing A as a normal extension of
R0; indeed, via the natural projection A(n) ⊗R0,(n) A(n)[
1
p ]։ A(n)[
1
p ]⊗R(n) A(n)[
1
p ],
the claim for an idempotent eA,n ∈ A(n) ⊗R0,(n) A(n)[
1
p ] implies the claim for its
image in A(n) ⊗R(n) A(n)[
1
p ]. From now on, we assume that R is formally finitely
generated over a Cohen ring W with residue field k, and R/(p) locally admits a
finite p-basis.
Let us first assume that k is algebraically closed. Choose a W -algebra map ı :
W [X±11 , · · · , X
±1
r ] → R0 with r > d, such that ı(Xi) = Ti for i = 1, · · · , d, and the
composition k[X±11 , · · · , X
±1
r ]
k⊗ı
−−→ R/(̟) ։ R/JR is surjective. This is possible
by Bertini’s theorem (as k is assumed to be algebraically closed). We set R′0 :=
lim
←−s
W [X±11 , · · · , X
±1
r ]/(J
′)s where J ′ := ker(W [X±1i ] ։ R/JR), and let R
′ :=
OK ⊗W R′0.
The map ı extends to a quotient map R′ ։ R, and it admits a continuous section
since R is formally smooth overW . (Recall that we assumed R = R0.) In particular,
there exists a finitely generated projective R-module M such that R′ ∼= R[[M ]] :=∏
i>0 Sym
i
RM by [dJ95, Lemma 1.3.3]. We setR
′
(n) := R
′[ζpn ;X
±1/pn
1 , · · · , X
±1/pn
r ],
then the same argument as above shows that R′(n)
∼= R(n)[[Mn]] for some finitely
generated projective R(n)-module Mn.
Recall that the lemma is known for any finite normal R′-algebra A′ such that
A′[ 1p ] is étale overR
′[ 1p ] by Faltings’ purity theorem [Fal02, Theorem 4] (cf., [And06,
Theorem 5.11]) and [And06, Theorem 5.1]. Now, for any normal R-algebra A such
that A[ 1p ] is finite étale over R[
1
p ], we can apply the result to A
′ := R′ ⊗R A and
obtain an integer l such that
plp
−n
eA′,n ∈ A
′
(n) ⊗R′(n) A
′
(n)
∼= R(n)[[Mn]]⊗R(n) (A(n) ⊗R(n) A(n))
for any n > 0. The image of plp
−n
eA′,n under the projection R(n)[[Mn]] ⊗R(n)
(A(n) ⊗R(n) A(n)) ։ A(n) ⊗R(n) A(n) (defined by quotienting out Mn) is exactly
plp
−n
eA,n, so the lemma follows when k is algebraically closed.
When k is not algebraically closed, we choose a map W → W (k¯), which always
exists. Since the lemma is known forW (k¯)⊗W R, we can deduce the lemma for R
by repeating the argument in the previous paragraph. 
Let us list a few useful properties of these relative period rings. Although the
statement is slightly more general than those found in the literature [Bri06, Bri08],
it is not hart to extend it to our setting.
Proposition 4.5. Assume that R satisfies the “refined almost étaleness” assump-
tion (§2.2.3). For i = 1, · · · , d, let ui ∈ Acris(R) ⊂ BdR(R) denote the image of
Ti − [T˜i], where Ti’s are chosen as in §4.4.
(1) We have B+dR(R) = B
∇,+
dR (R)[[u1, · · · , ud]], and the associated graded rings
are gr•B∇,+dR ∼= R̂[
1
p ][t] and gr
•B+dR(R)
∼= R̂[ 1p ][t, u1, · · · , ud].
(2) The B∇dR(R)-linear connection defined by ∇(ui) = 1 ⊗ dTi satisfies the Grif-
fiths transversality (i.e., ∇(Filr BdR(R)) ⊆ Fil
r−1BdR(R)⊗R0 Ω̂R0).
(3) We have Acris(R) = A∇cris(R)〈u1, · · · , ud〉
PD; i.e., the p-adically completed
divided power polynomial in ui’s over A∇cris(R).
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(4) The ideal Filr Acris(R) is topologically generated by (p − [p˜])[j0]u
[j1]
1 · · ·u
[jd]
d
for
∑d
n=0 jn > r, and we have Fil
r A∇cris(R) = Fil
r Acris(R) ∩ A∇cris(R). In
particular, t ∈ Fil1A∇cris(R) ⊂ Fil
1Acris(R).
(5) The connection ∇ on Acris(R) is the unique A∇cris(R)-linear connection such
that ∇(u[n]i ) = u
[n−1]
i ⊗ dTi, and ϕ : Acris(R)→ Acris(R) is horizontal.
(6) BothB+dR(R) andAcris(R) have no non-zero t-torsion. (In particular,Acris(R)
has no non-zero p-torsion.) The rings R̂[ 1p ], B
+
dR(R) and BdR(R) are faith-
fully flat over R[ 1p ], and Bcris(R) is faithfully flat over R0[
1
p ].
(7) The natural mapR0⊗ZpW (R
♭
) →֒ R⊗ZpW (R
♭
) uniquely extends toAcris(R)→
BdR(R), which is injective, filtered, horizontal, and GR-equivariant. Further-
more, the natural map R⊗R0 Acris(R)→ BdR(R) is injective.
(8) As an R[ 1p ]-algebra B
+
dR(R) contains R[
1
p ] as a GR-stable subring, and we
have BdR(R)GR = R[ 1p ]. Let R̂
ur
0 denote the closure of maximal ind-étale
R0-subalgebra in R̂. Then Acris(R) contains R̂ur0 as a GR-stable subring, and
Bcris(R)
GR = R0[
1
p ].
(9) The sequence 0 → Qp → B∇cris(R)
ϕ=1 → B∇dR(R)/B
∇,+
dR (R) → 0 is exact.
(This sequence is called the fundamental exact sequence).
Proof. The proofs in [Bri06] and [Bri08] work in our setting (since we have all the
ingredients for the proof; especially, Theorem 4.4.1), so we content with giving
references for the proofs.
For (1) and (3), the same proof for the case when R is a discrete valuation ring
carries over if we work with R0 instead of OK0 (cf., Propositions 2.9, 2.19, and 2.39
in [Bri06]); note that R0 is formally smooth over Zp, which suffices for the proof
to work. A direct computation using (1) shows (2). (Cf. [Bri06, Proposition 2.23],
[Bri08, Proposition 5.3.9].)
The statement (4) follows from (3) and [Bri08, Proposition 5.1.2], which asserts
that the kernel of θ : W (R
♭
) ։ R̂ is principally generated by p − [p˜]. The state-
ment (5) follows from a direct computation using (3)–(4) (cf., Proposition 6.2.5 of
[Bri08]).
The p- and t- torsion statement in (6) follows from the proofs of Propositions 5.1.5
and 6.1.10 of [Bri08]. The faithful flatness statement in (6) follows from the proofs
of Théorèmes 3.2.3, 5.4.1, and 6.3.8 of [Bri08], which uses refined almost étale-
ness (Theorem 4.4.1). The proofs of Propositions 6.2.1 and 6.2.7 of [Bri08] show
the injectivity statements of (7) while the rest of (7) can be directly checked.
To see that there is a natural embedding R̂ur0 →֒ Acris(R), note that θR0 in-
duces a nilpotent thickening Acris(R)/(pn) ։ R/(pn), so by ind-étaleness there
is a unique map Rur0 → Acris(R)/(p
n) lifting the natural map Rur0 → R/(p
n) for
any n. The same argument shows the embedding R[ 1p ] →֒ B
+
dR(R) (cf., [Bri08,
Proposition 5.2.3]).
The proofs of Propositions 5.2.12 and 6.2.9 of [Bri08] shows (8). For (9) see the
proof of [Bri08, Proposition 6.2.23]. 
4.6. (Relative) crystalline GR-representations. Assume that R satisfies the “re-
fined almost étaleness” assumption (§2.2.3). One can deduce (rather formally from
Proposition 4.5) the following properties for Dcris, DdR, and Vcris (4.3.1–4.3.3) in
the same manner as [Bri08, §8]:
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(1) For any p-adic GR-representation V , the following natural maps (which
respects all the structure)
αcris : Bcris(R)⊗
R0[
1
p ]
D∗cris(V )→ Bcris(R)⊗Qp V
αdR : BdR(R)⊗
R[
1
p ]
D∗dR(V )→ BdR(R)⊗Qp V
are injective (cf., [Bri08, Propositions 8.2.4 and 8.2.6]). If αcris is an iso-
morphism then we say that V is crystalline. In this case, D∗cris(V ) is finitely
generated projective overR0[ 1p ] by Proposition 4.5(6), and the natural map
R ⊗R0 D
∗
cris(V ) → D
∗
dR(V ) is an isomorphism by Proposition 4.5(7). In
particular, we may naturally view D∗cris(V ) ∈ MFR/R0(ϕ,∇) (cf., [Bri08,
§8.3]). We call D ∈ MFR/R0(ϕ,∇) admissible if there exists V such that
D ∼= D∗cris(V ).
(2) Let RepcrisQp (GR) denote the category of crystalline GR-representations, and
let MFaR/R0(ϕ,∇) ⊂MFR/R0(ϕ,∇) denote the full subcategory of admis-
sible objects. Then D∗cris and V
∗
cris are quasi-inverse anti-equivalences of
Tannakian categories betweenRepcrisQp (GR) andMF
a
R/R0(ϕ,∇) (cf., Théorèmes
8.4.2 and 8.5.1 of [Bri08]).
Example 4.6.1 (Case of p-divisible groups). For any p-divisible group R, one can
define D∗(G) := (D∗(G)(R0)[ 1p ],Fil
1D∗(G)(R)[ 1p ]), and this is clearly a filtered
(ϕ,∇)-module with Hodge-Tate weights in {0, 1}. (Note that Griffiths transversality
imposes no condition.) We will show later (Corollary 5.4.2) that under the “refined
almost étaleness” assumption (§2.2.3) we have V ∗cris(D
∗(G)) ∼= Vp(G) (i.e., Vp(G) is
crystalline and D∗(G) is admissible). We deduce this from a finer statement about
the integral lattice Tp(G) ⊂ Vp(G) and D∗(G).
5. RELATIVE INTEGRAL p-ADIC COMPARISON ISOMORPHISM
In this section, we prove the integral p-adic comparison theorem for p-divisible
groups over R, which directly follows from the proof of Faltings [Fal99, §6]. A
similar approach to ours can be found in [BT08] over a p-adic discrete valuation
ring with residue field admitting a finite p-basis, and perhaps the main result of
this section was already well known to experts, but we include this section for
completeness.
We continue to assume that R is a normal domain which satisfies the p-basis
assumption (§2.2.1), and will specify when we make a stronger assumption on R
(namely, the “refined almost étaleness” assumption (§2.2.3)).
5.1. The rings S and Acris(R). Choose ̟(n) ∈ R for n > 0 so that ̟(0) = ̟
and (̟(n+1))p = ̟(n). Note that ˜̟ := (̟(n)) defines an element in R♭. Set
R∞ :=
⋃
nR[̟
(n)] ⊂ R, and GR∞ := Gal(R[
1
p ]/R∞[
1
p ]).
We define an R0-algebra map S→ R0 ⊗Zp W (R
♭
) by sending u 7→ [ ˜̟ ], and this
naturally extends to a GR∞ -invariant (but not GR-invariant) injective map S →
Acris(R) which respects ϕ, ∇, filtrations, and divided power structure.
5.2. Integral comparison isomorphism. Recall that for a p-divisible groupG over
R, the (contravariant) Dieudonné crystal D∗(G) is obtained from the Lie alge-
bra of the universal vector extension for (lifts of) G∨ (cf., [Mes72, Ch.VI]). Us-
ing this definition, one can easily obtain D∗(Qp/Zp)(S) ∼= (S,Fil
1 S, ϕ/p, dS) and
D∗(Ĝm)(S) ∼= (S, S, ϕ, dS).
As in the proof of Theorem 3.5, let us denote M∗(G) := D∗(G)(S) for any p-
divisible group G over R. Then we have D∗(GR)(Acris(R)) ∼= Acris(R) ⊗S M
∗(G)
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which respects all the extra structures, except the GR-action. (Indeed the iso-
morphism is only GR∞ -equivariant as S ⊂ Acris(R) is not GR-invariant but GR∞ -
invariant.) Let us writeMFAcris(R)(ϕ,∇) for the category ofAcris(R)-module equipped
with Fil1, ϕ1 and ∇ in the exactly same way as MF
w
S (ϕ,∇
u).
As GR-modules we may naturally identify Tp(G) ∼= HomR(Qp/Zp, GR). So we
obtain a pairing
Tp(G) × (Acris(R)⊗S M
∗(G))→ Acris(R)⊗S M
∗(Qp/Zp) = Acris(R)
by (x,m) 7→ x∗m for any x : Qp/Zp → GR and m ∈ D
∗(GR)(Acris(R)). Therefore
we obtain the following integral comparison morphism
(5.2.1) ρG : Acris(R)⊗S M∗(G)→ Acris(R)⊗Zp Tp(G)
∗.
With the naturally defined extra structures on the both sides, ρG can be naturally
viewed as a morphism in MFAcris(R)(ϕ,∇).
Remark 5.2.2. There is a natural GR-action on D∗(GR)(Acris(R)) induced from the
natural GR-action on Acris(R), so we have a natural GR-action on Acris(R) ⊗S
M∗(G). With this GR-action on the target, ρG is GR-equivariant. Note that the GR-
action on Acris(R)⊗SM∗(G) does not fixM∗(G); indeed, only GR∞ fixesM
∗(G).
Theorem 5.3. The map ρG is injective with cokernel annihilated by t. In particular,
each of the morphisms below
Bcris(R)⊗R0[ 1p ] D
∗(G)→ Bcris(R)⊗S M
∗(G)
ρG[
1
p ]
−−−−→ Bcris(R)⊗Qp Vp(G)
∗
is an isomorphism, where D∗(G) is defined in Example 4.6.1 and the first map is
induced by the unique section D∗(G)→M∗(G)[ 1p ] as in Lemma 3.3.5. Furthermore,
the composition Bcris(R)⊗R0[ 1p ] D
∗(G)
∼
−→ Bcris(R)⊗Qp Vp(G)
∗ is GR-equivariant.
Proof. The theorem follows if we show that ρG (5.2.1) is injective with cokernel
killed by t; indeed, the last assertion on GR-equivariance follows from the GR-
equivariance of ρG (Remark 5.2.2) and the GR-invariance of the section sAcris(R) :
D∗(G)→ Acris(R)⊗S M∗(G).
The proof is exactly the same as [Fal99, §6]. Let us first make ρ
Ĝm
explicit
when G = Ĝm. Let β : Zp(1) → Fil
1Acris(R) be the map that sends ε = (ε(n)) ∈
lim
←−n
µpn(R) ⊂ R
♭
to log[ε]. Then, one can verify that the morphism
ρ
Ĝm
: (Acris(R), Acris(R), ϕ,∇)→ HomZp(Zp(1), Acris(R))
sends 1 to β, as explained in [Fal99, §6]. (One way to see this is by applying
[Mes72, Ch. VI, Theorem 2.2] to the sections over the PD completion of Acris(R).
See [Mes72, Ch. VI, §2.5] for the construction of the morphism of Dieudonné crys-
tals corresponding to a morphism of p-divisible groups.) Therefore if we naturally
identify HomZp(Z1(1), Acris(R)) with t
−1Acris(R), then ρĜm can be identified with
the natural inclusion Acris(R) →֒ t−1Acris(R). This shows that ρĜm is injective and
and its cokernel is killed by t.
Let us now handle the general case. For any y ∈ HomR(GR, Ĝm,R) , one can
check that the following diagram commutes:
(5.3.1) Acris(R)⊗S M∗(G)
ρG
// Acris(R)⊗Zp Tp(G)
∗
Acris(R)⊗S M∗(Ĝm)
y∗
OO
ρ
Ĝm // Acris(R)⊗Zp Tp(Ĝm)
∗
idAcris(R)⊗Tp(y)
∗
OO
CLASSIFICATION OF p-DIVISIBLE GROUPS 27
Recall that we have a natural GR-equivariant isomorphism HomR(GR, Ĝm,R)
∼
−→
Tp(G)
∗(1) defined by sending y : GR → Ĝm,R to x 7→ y ◦ x for any x ∈ Tp(G) ∼=
HomR(Qp/Zp, GR). Now choose a Zp-basis ε ∈ Tp(Ĝm) so that t = β(ε), and let
η ∈ Tp(G)∗ be such that y corresponds to η ⊗ ε ∈ Tp(G)∗(1) under the natural
isomorphism (i.e., for any x ∈ Tp(G), we have y ◦ x = η(x)ε). Recall that ρĜm(1 ⊗
1) = β, and one can compute
(id⊗Tp(y)
∗) (β) : x 7→ β(y ◦ x) = β(ε)η(x) = tη(x);
i.e., (id⊗Tp(y)∗) (β) = t ⊗ η. By the commutative diagram (5.3.1), it follows that
t ⊗ η is in the image of ρG. Since η ∈ Tp(G)∗ can be arbitrary as we vary y, the
theorem follows. 
5.4. Galois-stable lattices. If R satisfies the “refined almost étaleness” assump-
tion (§2.2.3) (so that we have refined almost étaleness and the period rings have
nice properties: Proposition 4.5) then one can define T ∗cris(M) for anyM ∈MF
w
S (ϕ,∇
u)
as follows:
(5.4.1) T ∗cris(M) := HomS,Fil1,ϕ1,∇(M, Acris(R)),
where Acris(R) is viewed as an S-algebra as in §5.1, and is given Fil
1Acris(R),
ϕ1 :=
ϕ
p : Fil
1Acris(R)→ Acris(R), and ∇ : Acris(R)→ Acris(R)⊗R0 Ω̂R0 .
Clearly, T ∗cris(M) is p-adic, and has a natural continuous GR∞ -action induced
from the GR∞ -action on Acris(R). It is not a priori obvious if T
∗
cris(M) is finite free
over Zp, but this follows from Corollary 5.4.2 below. (Indeed, we also show that
rankZp T
∗
cris(M) = rankSM.)
Note that the map S → Acris(R) is only GR∞ -invariant, so we only obtain GR∞ -
action on T ∗cris(M). Using the differential operator NM, however, one can define
a GR-action on T ∗cris(M) that extends its natural GR∞ -action. See §5.5 for more
details.
Corollary 5.4.2. Suppose that R satisfies the “refined almost étaleness” assump-
tion (§2.2.3). Then ρG (as in (5.2.1)) induces a GR∞ -equivariant injective morphism
Tp(G)→ HomMFAcris(R)(ϕ,∇)(Acris(R)⊗S M
∗(G), Acris(R)) ∼= T
∗
cris(M
∗(G)),
which is isomorphism if p > 2, and has cokernel annihilated by p if p = 2. In
particular, it induces an isomorphismD∗(G) ∼−→ D∗cris(Vp(G)) as filtered isocrystals.
Proof. It is straightforward from Theorem 5.3, noting that p divides t if and only if
p = 2, in which case p = 2 divides t exactly once. 
This corollary in particular proves that when R satisfies the “refined almost étal-
eness” assumption (§2.2.3), the GR-representation Vp(G) is crystalline and D∗(G)
is admissible for any p-divisible group G over R.
Remark 5.4.3. It follows from the proof of Theorem 5.3 that Tp(Ĝm) = 2·T ∗cris(Ĝm)
in Vp(Ĝm) (if p = 2).
5.5. Galois Action on the Zp-lattice. Suppose that R satisfies the “refined almost
étaleness” assumption (§2.2.3). It follows from Theorem 5.3 that T ∗cris(M
∗(G)) can
be viewed as a GR∞-stable Zp-lattice in Vp(G), and is GR-stable if p > 2. In this
section, we define a natural GR-action directly on T ∗cris(M
∗(G)) for any p, in such a
way that the natural GR-equivariant map T ∗cris(M
∗(G)) →֒ Vp(G) is GR-stable. We
generalise the construction in [Liu08, §5] (cf., [Bre02, §2.2]).
Let us fix some notation. For any n > 0 define a cocycle ǫ(n) : GR → R̂
×
as
follows:
(5.5.1) ǫ(n)(g) := g ·̟(n)/̟(n), for any g ∈ GR.
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Set ǫ(g) := (ǫ(n)(g)) ∈ R
♭
, and tg := log[ǫ(g)] ∈ A∇cris(R). Note that for any g ∈ GR,
tg is a Zp-multiple of t ∈ Fil
1Acris(R) (where t is as in §4.1), and tg = 0 if and only
if g ∈ GR∞ .
ForM ∈ MFS(ϕ,∇), let us modify the GR-action on Acris(R) ⊗S M using the
differential operator NM as follows:
(5.5.2a) g ·(a⊗ x) := g(a)
∞∑
i=0
(tg)
[i] ⊗N iM(x),
for g ∈ GR, a ∈ Acris(R), and x ∈ M. Here, (tg)[i] is the standard ith divided
power; i.e., (tg)[i] := tig/i! if i > 0 and (tg)
[0] := 1 (even when tg = 0).
To see that the sum (5.5.2a) converges, since NM(M) ⊂ uM, it suffices to
show that (tg)[i] → 0 as i → ∞. But this follows from [Fon94, §5.2.4] as (tg)[i] ∈
Acris(Zp). By the proof of [Liu08, Lemma 5.1.1], equation (5.5.2a) gives a GR-
action which respects ϕ and the natural filtration on Acris(R)⊗SM. When g ∈ GR∞
we recover the natural GR∞ -action on Acris(R)⊗S M.
For any f ∈ T ∗cris(M), we Acris(R)-linearly extend f to Acris(R) ⊗S M →
Acris(R). Now the following formula clearly defines a continuous action of g ∈ GR
on T ∗cris(M):
(5.5.2b) g ·f : x 7→ g ·(f(g−1(1⊗ x))), for x ∈ M.
If M := D∗(G)(S) for some p-divisible group G over R, then the image of the
natural map D∗(G) →֒ M[ 1p ] lies in the kernel of NM. It then follows from Corol-
lary 5.4.2 that the natural injective GR∞ -map T
∗
cris(M
∗(G)) → Vp(G) is indeed
GR-equivariant for the GR-action on T ∗cris(M
∗(G)) defined as in (5.5.2a, 5.5.2b).
In particular, the natural injective map ρG : Tp(G) →֒ T ∗cris(M) is GR-equivariant,
and ρG is a GR-isomorphism when p > 2.
5.6. Base change. Let R and R′ be normal domains which satisfy the p-basis
assumption (§2.2.1), and consider a map f : R → R′ which restricts to a ϕ-
compatible map R0 → R′0 for some suitable choices. (Cf. §3.6.) We also let
f : S → S′ denote the map extending f |R0 by sending u 7→ u.
Choose a separable closure E′ of FracR′ and define R′ to be the union of normal
finite R′-subalgebras of E which is only ramified at (̟), as in §4.1. Set R′∞ :=⋃
nR
′[̟(n)], GR′ = Gal(R′[ 1p ]/R
′[ 1p ]), and GR′∞ := Gal(R
′[ 1p ]/R
′
∞[
1
p ]). Let R
′
,
R′∞, GR′ , and GR′∞ denote the obvious objects for R
′. Choose f : R → R′ over
f : R→ R′ (which is possible, and the choice is unique up to the actions by GR and
GR′), and consider the map GR′ → GR of profinite groups induced by it. Under
these choices, we obtain a map Acris(f) : Acris(R) → Acris(R′) respecting all the
extra structures. (In particular, Acris(f) is GR′ -equivariant if we let GR′ act on
Acris(R) via the map GR′ → GR.)
Now one can easily see that the formation of ρG commutes with the base change
which satisfies the above assumption; in other words, for any p-divisible group G
over R, we have the following cartesian diagram
(5.6.1) Acris(R)⊗S M∗(G)
ρG
//

Acris(R)⊗Zp Tp(G)
∗
Acris(f)⊗1

Acris(R
′)⊗S′ M∗(GR′ ) ρG
R′
// Acris(R
′)⊗Zp Tp(GR′)
∗,
where the left vertical arrow is induced by the map Acris(f) and the isomorphism
S′⊗SM∗(G) ∼=M∗(GR′ ) constructed in §3.6. If both R and R′ satisfy the “refined
almost étaleness” assumption (§2.2.3), from the left vertical arrow we obtain a
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GR′
∞
-isomorphism T ∗cris(M
∗(G))
∼
−→ T ∗cris(M
∗(GR′)), which is an isomorphism be-
cause it has a saturated image and T ∗cris(M
∗(GR′ )) and T ∗cris(M
∗(G)) have the same
Zp-rank (by the diagram above). If p > 2, this recovers the natural identification
Tp(G) ∼= Tp(GR′ ).
6. KISIN MODULES: EQUIVALENCE OF CATEGORIES
The notion of Kisin modules (i.e., S-modules of height 6 1) was generalised to
the case when the base is a complete regular local base with perfect residue field
by Vasiu and Zink [VZ10] and Lau [Lau10b, Lau10c], and they also constructed
a natural equivalence of categories between Kisin modules and p-divisible groups
using display theory.
We generalise the notion of Kisin modules so that it can be applied to some non-
local base (cf. Definition 6.1.1), and construct a natural functor from the category
of p-divisible groups into the category of Kisin modules. The main result of this
section is the construction of natural equivalence of categories between Kisin mod-
ules and Breuil modules, generalising [CL09, Theorem 2.2.1]. Combining this with
Theorem 3.5, we obtain a classification theorem of p-divisible group when p > 2
(Corollary 6.3.1), which works over not necessarily local base rings, but is weaker
in the intersecting case (even when p > 2).
In this section, we assume that R satisfies the p-basis assumption (§2.2.1). Read-
ers are welcome to work under the normality assumption (§2.2.4) though, since in
the application to p-divisible groups and finite locally free group schemes it suffices
to consider the base rings R satisfying the normality assumption (§2.2.4).
6.1. Definitions and basic properties.
Definition 6.1.1. Let R satisfies the p-basis assumption (§2.2.1), and we use the
notation from §2.2.1 and §3.3, such as (S, ϕ) and E. A quasi-Kisin S-module is a
pair (M, ϕM), where
(1) M is a finitely generated projective S-module;
(2) ϕM : M→M is a ϕ-linear map such that coker(1⊗ ϕM) is killed by E.
Let ModS(ϕ) denote the category of quasi-Kisin S-modules.
Let ModS(ϕ,∇) denote the category of pairs (M, ϕM), where M is a quasi-
Kisin S-module, and ∇M :M→M⊗S Ω̂S onM := S ⊗ϕ,S M is a topologically
quasi-nilpotent integrable connection which commutes with ϕM := ϕS ⊗ ϕM.
LetModKiS (ϕ,∇
0) denote the category of pairs (M,∇M0) whereM ∈ModS(ϕ)
and ∇M0 is a connection onM0 := R0 ⊗ϕ,S M which makesM0 into an object in
MFR0(ϕ,∇). We call an object (M,∇M0 ) ∈Mod
Ki
S (ϕ,∇
0) a Kisin S-module.
Remark 6.1.2. The recipe in Remark 3.3.3 defines a fully faithful functorModS(ϕ,∇)→
Mod
Ki
S (ϕ,∇
0) by Lemma 3.3.4, which is an equivalence of categories when R sat-
isfies the formally finite-type assumption (§2.2.2) and p > 2, by Theorem 3.5.
Generalising the construction in [Bre98], for any M ∈ ModS(ϕ) we can make
M := S ⊗ϕ,S M into an object in MFS(ϕ) as follows:
Fil1M := {x ∈ M| 1⊗ ϕM(x) ∈ (Fil
1 S)⊗S M ⊂ S ⊗S M}(6.1.3)
ϕ1 : Fil
1M
1⊗ϕM−−−−→ (Fil1 S)⊗S M
ϕ1⊗1
−−−→ S ⊗ϕ,S M =M.(6.1.4)
One can directly check that the above construction satisfies the definition ofMFS(ϕ).
We set ϕM = ϕS ⊗ ϕM, and then ϕ1 = ϕM/p defines a map Fil
1M → M. Fur-
thermore, if M ∈ModS(ϕ,∇) then S ⊗ϕ,S M is an object in MFS(ϕ,∇).
Lemma 6.1.5. Let M• := [0 → M1 → M2 → M3 → 0] be a sequence of maps of
finite projective S-modules. Then M• is exact if and only if S ⊗ϕ,S M• is exact.
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Proof. The “only if” direction is clear fromS-flatness ofM3. Assume that S⊗ϕ,SM•
is exact. SinceMi are S-projective the natural mapsMi → S⊗ϕ,SMi are injective
for any i = 1, 2, 3, so M• is left exact. By Nakayama lemma and faithful flatness of
ϕ : R0 → R0, it suffices to show that R0⊗ϕ,SM• is right exact, which follows since
R0 ⊗ϕ,S M• ∼= R0 ⊗S (S ⊗ϕ,S M•). 
Definition 6.1.6. Let M ∈ ModS(ϕ). Since 1 ⊗ ϕM : ϕ∗M → M is injective, we
have a unique injective S-linear map
ψM : M→ ϕ
∗M
such that (1× ϕM) ◦ ψM = E idM and ψM ⊗ (1 ⊗ ϕM) = E idϕ∗M.
We say that M ∈ModS(ϕ) is ϕ-nilpotent if for some n≫ 1 we have ϕnM(M) ⊂
(p, u)M. We extend this definition to ModS(ϕ,∇) and Mod
Ki
S (ϕ,∇
0), and use
the superscript ϕ nilp for the full subcategories of ϕ-nilpotent objects (for example,
ModS(ϕ)
ϕ nilp). We similarly define ψ-nilpotent objects inModS(ϕ),ModS(ϕ,∇),
and ModKiS (ϕ,∇
0), and use the superscript ψ nilp for the full subcategories of ψ-
nilpotent objects
Let M ∈ModS(ϕ), and we setM := S ⊗ϕ,S M ∈MFS(ϕ) and
M0 := S/(u)⊗ϕ,S M ∼= R0 ⊗S M ∈MFR0(ϕ),
where MFR0(ϕ) is defined using the frame as in Example 3.2.7.
Lemma 6.1.7. Under the notation as above, the following are equivalent:
(1) M is ϕ-nilpotent (respectively, ψ-nilpotent) in the sense of Definition 6.1.6.
(2) M is ϕ-nilpotent (respectively, ψ-nilpotent) in the sense of Definition 3.2.6.
(3) M0 is ϕ-nilpotent (respectively, ψ-nilpotent) in the sense of Definition 3.2.6.
Proof. We clearly have (1)⇔ (3) and (2)⇒ (3). The implication (3)⇒ (2) follows
because ϕn(I0) ⊂ pS for n≫ 1 where I0 = ker(S ։ R0). 
Lemma 6.2. Assume that R satisfies the p-basis condition (§2.2.1). If p > 2 then
the functors ModS(ϕ) → MFS(ϕ) and ModS(ϕ,∇) → MFS(ϕ,∇), defined by
S ⊗ϕ,S (·), is fully faithful. If p = 2 then the full faithfulness holds up to isogeny.
The similar statement holds for ModS(ϕ,∇) and Mod
Ki
S (ϕ,∇
0).
Proof. It suffices to show that ModS(ϕ) → MFS(ϕ) is fully faithful when p > 2,
and ModS(ϕ)[ 1p ] → MFS(ϕ)[
1
p ] is fully faithful when p = 2. When R is a discrete
valuation ring with perfect residue field, this lemma is can be obtained from the
classification of p-divisible groups (combining Theorem 2.2.7 and Proposition A.6
in [Kis06]).
To handle the general case, let R′0 and R
′ be the p-adic completions of lim
−→ϕ
R0(p)
and lim
−→ϕ
R(̟), respectively. We accordingly define S′ and S′, etc. Then there is a
natural ϕ-compatible map S→ S′ lifting the natural map R→ R′; cf. §3.6 (Ex.6).
Inside S′[ 1p ] we have
(6.2.1) S ∩S′ = S and S[1/p] ∩S′[1/p] = S[1/p].
Now, let M1,M2 ∈ ModS(ϕ), and write Mi := S ⊗ϕ,S Mi ∈ MFS(ϕ), M′i :=
S′ ⊗S Mi ∈ ModS′(ϕ), and M′i := S
′ ⊗ϕ,S Mi ∈ MFS′(ϕ) for i = 1, 2. We
naturally view Mi as a submodule inMi, M′i, andM
′
i.
Assume that p > 2 and we have a morphism f : M1 → M2 in MFS(ϕ). We
want to show that f maps M1 into M2. Since R′ is a discrete valuation ring with
perfect residue field, it follows that S′ ⊗S f : M′1 →M
′
2 maps M
′
1 into M
′
2. Now,
from (6.2.1) we have Mi = Mi ∩M′i for i = 1, 2, which proves the lemma when
p > 2. The same argument works when p = 2 by inverting p everywhere. 
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When p = 2 Lemma 6.2 can be strengthened for ϕ- and ψ- nilpotent objects (cf.
Definition 6.1.6) as follows:
Lemma 6.2.2. Assume that p = 2 andR satisfies the p-basis condition (§2.2.1). Then
the functors ModS(ϕ)ϕ nilp → MFS(ϕ)ϕ nilp and ModS(ϕ)ψ nilp → MFS(ϕ)ψ nilp,
defined by S ⊗ϕ,S (·), are fully faithful. The same statement holds for the full subcat-
egories of ϕ- and ψ- nilpotent objects in ModS(ϕ,∇) and Mod
Ki
S (ϕ,∇
0).
Proof. Note that ModS(ϕ) has a dualith M  M∨, where the underlying S-
module of M∨ is a S-linear dual of M, and ϕM∨ is induced from ψM. Under
this duality, M is ϕ-nilpotent if and only if M∨ is ψ-nilpotent. Therefore, it suffices
to show that ModS(ϕ)ψ nilp →MFS(ϕ)ψ nilp is fully faithful.
The same proof of Lemma 6.2 shows that it suffices to prove the lemma when
R is a p-adic discrete valuation ring with perfect residue field, which follows from
combining Proposition 1.1.9 and Theorem 1.2.8 in [Kis09]. 
Proposition 6.3. Assume that R satisfies the p-basis condition (§2.2.1). Then the
functorsModS(ϕ)→MFS(ϕ) andModS(ϕ,∇)→MFS(ϕ,∇), defined by S⊗ϕ,S
(·), are essentially surjective. In particular, they are equivalences of categories if p > 2
or if they are restricted to ϕ- and ψ- nilpotent objects, and are equivalence of categories
up to isogeny if p = 2.
We prove the proposition later in §6.4. Let us record some interesting corollaries.
The following is immediate from
Corollary 6.3.1. Assume that R satisfies the p-basis condition (§2.2.1). If p > 2 then
there exists an exact contravariant functor
M∗ : {p-divisible groups over R} →ModS(ϕ,∇)
∼
−→ModKiS (ϕ,∇
0)
such that for any p-divisible group G over R there exists a natural isomorphism
D∗(G)(S) ∼= S ⊗ϕ,S M∗(G) in MFS(ϕ,∇). Furthermore, M∗ is fully faithful if
R satisfies the normality assumption (§2.2.4), and an anti-equivalence of categories
if R satisfies the formally finite-type assumption (§2.2.2).
If p = 2 then we have an exact contravariant functor M∗[ 1p ] : G 7→ M
∗(G)[ 1p ] on
the isogeny categories
{p-divisible groups over R}[1/p]→ModS(ϕ,∇)[1/p],
which is fully faithful if R satisfies the formally finite-type assumption (§2.2.2).
When p = 2, we have the following strengthening of Corollary 6.3.1 for ϕ- and
ψ- nilpotent objects:
Corollary 6.3.2. Let p = 2. Then the functor M∗ is defined on the category of
formal and unipotent p-divisible groups (without passing to the isogeny categories),
and is fully faithful if R satisfies the normality assumption (§2.2.4). If R satisfies
the formally finite-type assumption (§2.2.2), then M∗ induces an anti-equivalence of
categories from the category of formal (respectively, unipotent) p-divisible groups to
Mod
Ki
S (ϕ,∇
0)ϕ nilp (respectively, ModKiS (ϕ,∇
0)ψ nilp).
Proof. This follows from Proposition 6.3, Theorem 3.5.4, and Lemmas 3.1.6 and
6.1.7. 
There will be another strengthening of Corollary 6.3.1 when p = 2 andR satisfies
the formally finite-type assumption (§2.2.2); see Corollary 8.6.1.
Remark 6.3.3. If R is a complete regular local ring with perfect residue field, then
Eike Lau [Lau10c] proved a stronger result than Corollary 6.3.1; namely, the clas-
sification theorem without connection, which also holds when p = 2. Although we
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cannot replace ModKiS (ϕ,∇
0) in Corollary 6.3.1 with ModS(ϕ) in general, there
are cases we can “forget the connection”; cf. Corollary 10.3.1. The role of connec-
tions will be studied further in §10.
Remark 6.3.4 (lci case). Assume that R/(̟) is excellent and locally complete in-
tersection in addition to the p-basis assumption (§2.2.1). Then, as mentioned in
Remark 3.5.6 we can still show that the functor
G M∗(G) := D∗(G)(S) ∈MFS(ϕ,∇)
is fully faithful if p > 2 (respectively, fully faithful up to isogeny if p = 2). Therefore,
the same holds for the functor M∗ by Proposition 6.3.
Remark 6.3.5. The functors in Proposition 6.3 and Corollary 6.3.1 commute with
the base change which satisfy the condition stated at the beginning of §3.6. In
particular, we can define base change for “étale morphisms” and “completions” as
in §3.6 (Ex1) and (Ex5).
6.4. Proof of Proposition 6.3. We want to show that the functor ModS(ϕ) →
MFS(ϕ) is essentially surjective. We do this by modifying the proof of [CL09,
Theorem 2.2.1]. The proof also works when p = 2 with little modification.
Let us begin the proof of Proposition 6.3 with a few preliminary lemmas. From
now on, we consider (M,Fil1, ϕ1) ∈ MFS(ϕ), and set M0 := R0 ⊗S M. The
following lemma is not trivial whenM is not necessarily free over S.
Lemma 6.4.1. For M as above, there exists a projective S-module N equipped with
an S-isomorphism S ⊗S N = M. Any two such projective S-modules N and N′ are
(non-canonically) isomorphic.
Proof. Since M/(Fil1 S)M is a projective R-module, we can lift it to a projective
S-module N˜. Then by Nakayama lemma, there is an isomorphism S⊗S N˜ ∼=M. If
there are two suchS-modules N˜ and N˜′, then one can find an isomorphism N˜ ∼= N˜′
which lifts an isomorphism N˜/EN˜ ∼=M/(Fil1 S)M∼= N˜′/EN˜′. 
Lemma 6.4.2. There exists an S-linear injective map B : M → Fil1M such that
EM⊆ B(M), Fil1M = B(M) + (Filp S)M, and ϕ1(B(M)) generatesM.
Proof. Consider the “Hodge filtration”
0→ Fil1M/(Fil1 S)M→M/(Fil1 S)M→M/Fil1M→ 0,
which splits as modules over R = S/Fil1 S. We lift this filtration to an S-direct
factor N ⊂M such that N ⊂ Fil1M, and choose a splittingM∼= N ⊕M/N . We
define B to be identity on N and multiplication by E onM/N .
By construction, we have Fil1M = B(M) + (Fil1 S)M and B(M) contains
EM. Since Fil1 S = ES + Filp S, it follows that Fil1M = B(M) + (Filp S)M.
Now ϕ1(B(M)) has to generateM since
ϕ
p (Fil
p S) ⊆ pS. 
The following is the key technical lemma for proving Proposition 6.3:
Lemma 6.4.3. There exist a projective S-module M and an injective map B : M→
Fil1M which satisfies the following:
• There is an isomorphism S ⊗ϕ,S M ∼= M. (From now on, we view, via
the natural inclusions, M as a ϕ(S)-submodule of M, and ϕ∗M as a S-
submodule ofM.)
• We have EM⊆ B(M), Fil1M = B(M) + (Filp S)M,
and M = c−1ϕ1(B(ϕ∗M)) inM, where c = ϕ(E)/p.
• The map B :M→ Fil1M⊆M takes ϕ∗M into itself.
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Proof. (Cf. [CL09, Lemma 2.2.2]) We let Fil1(ϕ∗M) ⊆ ϕ∗M denote the image
of ϕ∗(Fil1M) in ϕ∗M. As observed in the proof of Lemma 3.5.2, we have an
isomorphism 1⊗ ϕ1 : Fil
1(ϕ∗M)
∼
−→M.
For any n > 0we recursively construct a projectiveS-moduleM(n), and S-linear
maps B(n), C(n), D(n) :M→M such that
(1) S⊗ϕ,SM(n) ∼=M (so we view ϕ∗M(n) as a S-submodule ofM, andM(n)
as a ϕ(S)-submodule ofM);
(2) B(n)(M), C(n)(M) ⊆ Fil1M, and (C(n) −B(n))(M) ⊆ (pn Filn+p S)M.
(3) we have EM ⊆ B(n)(M), Fil1M = B(n)(M) + (Filp S)M, and M(n) =
c−1ϕ1
(
B(n)(ϕ∗M(n))
)
where the equalities take place insideM;
(4) C(n) takes ϕ∗M(n) into itself (hence, C(n) is automatically injective);
(5) We have a recursion formula M(n+1) := c−1ϕ1
(
C(n)(ϕ∗M(n))
)
.
(6) 1+D(n) is an automorphism ofM which takesM(n) ontoM(n+1) and such
that D(n)(M) ⊆ pµnM for some strictly increasing sequence µn ∈ Z>0.
Let us first construct M(0), B(0), and C(0). Choose a projective S-module N with
S ⊗S N ∼= M, which exists by Lemma 6.4.1. Choose B′ : M → Fil
1M as in
Lemma 6.4.2. Set M(0) := c−1ϕ1
(
B′(N)
)
, which is a ϕ(S)-submodule of M. We
view M(0) as a S-module by letting s ∈ S act via the multiplication by ϕ(s) ∈ S.
This S-module structure makes (c−1ϕ1) ◦B′ : N→M(0) into a S-linear surjective
map. But since M(0) spans M by assumption on B′ (Lemma 6.4.2), the S-linear
surjective map (c−1ϕ1) ◦ B′ : N → M(0) should be an isomorphism and M(0) is
projective over S (as the source of the map is so). Now M(0) satisfies (1).
By the uniqueness assertion in Lemma 6.4.1, we can find an automorphism ofM
which takes ϕ∗M(0) ontoN. Let B(0) denote the composition of this automorphism
with B′, which clearly satisfies (3). To find C(0) satisfying (4), we first observe
that S = S + Filp S, so we have M = ϕ∗M(0) + (Filp S)M. Now, choose a map
C(0) : ϕ∗M(0) → ϕ∗M(0) which lifts
ϕ∗M(0)
B(0)
−−−→M։M/(Filp S)M∼= ϕ∗M(0)/Ep(ϕ∗M(0)).
Then by construction the image of B(0) − C(0) is inside (Filp S)M.
From now on, let us assume that we have M(n), B(n), and C(n), which sat-
isfy (1)–(4). We now define M(n+1) using the formula given in (5) as a ϕ(S)-
submodule ofM, and we view M(n+1) as a S-module by letting s ∈ S act via the
multiplication by ϕ(s) ∈ S. The map c−1ϕ1 : C(n)(ϕ∗M(n))→M(n+1) is a S-linear
surjection, so M(n+1) would be a projective S-module satisfying (1) provided that
its S-linear span isM (i.e., S ⊗ϕ,S M(n+1) =M).
Now let us construct an automorphism 1 +D(n) ofM which satisfies (6). From
this we will deduce that M(n+1) is projective over S and satisfies (1). By induction
hypothesis (3) on B(n), the S-linear map (c−1ϕ1) ◦ B(n) : ϕ∗M(n) → M(n) is an
isomorphism. We set
(6.4.4)
D(n) :M
((c−1⊗ϕ1)◦(ϕ
∗B(n)))−1
−−−−−−−−−−−−−−−→ ϕ∗M
ϕ∗(C(n)−B(n))
−−−−−−−−−−→ Fil1(ϕ∗M)
c−1⊗ϕ1
−−−−−→M,
where Fil1(ϕ∗M) is the image of ϕ∗(Fil1M) in ϕ∗M. By (5), the endomorphism
1 +D(n) ofM takes M(n) onto M(n+1).
Claim 6.4.5. We set λn := n+ p− ⌈
n+p
p−1 ⌉ if p > 2, where ⌈α⌉ = inf{x ∈ Z| x > α};
and λn := 1 if p = 2. Then we have D(n)(M) ⊆ pλn+nM.
Granting this claim, it follows that 1 + D(n) is an automorphism of M, and
M(n+1) is projective over S and satisfies (1). (Note that λn > 1 for any n.)
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Let us prove Claim 6.4.5. For any s ∈ Fil1 S and m ∈ M we have ϕ1(sm) =
c−1ϕ1(s)ϕ1(Em). Since (C(n)−B(n))(M) ⊆ (pn Fil
n+p S)M by assumption, it suf-
fices to show that ϕ1(s) ∈ pλnS for any s ∈ Fil
n+p S. By writing s =
∑
i>n+p aiE
i/i!
with ai ∈ S, this assertion is reduced to showing the inequality i − ordp(i!) > λn
for any i > n + p. When p > 2, Claim 6.4.5 follows from ord(i!) < ip−1 . When
p = 2, we can directly check i − ord2(i!) > 1 = λn for any i > p = 2. (Indeed,
2n − ord2(2n!) = 1 for any n > 1, and this is exactly when the lower bound is
achieved.) This proves Claim 6.4.5.
Now we set
(6.4.6) B(n+1) := C(n)(1 +D(n))−1 = C(n)
∞∑
i=0
(−D(n))i.
From the hypotheses on B(n), C(n), and D(n), it follows that B(n+1) satisfies (3). It
remains to constructC(n+1) which satisfies (4). We first observe thatB(n+1)(M(n+1)) ⊆
M(n) = (1 + D(n))−1(M(n+1)), so to construct C(n+1) it suffices to find a decom-
position D(n) = D(n)1 + D
(n)
2 where D
(n)
1 (M
(n)) ⊆ M(n+1) and D(n)2 (M
(n)) ⊆
(pn+1 Filn+1+p S)M. Indeed, we will show that
(6.4.7) D(n)(M) ⊆ pλn+nM⊆M(n+1) + (pn+1 Filn+1+p S)M.
(Once this is done, one can repeat the argument for n = 0 and obtain the desired
expression D(n) = D(n)1 +D
(n)
2 .)
Now to see the last inclusion in (6.4.7) it suffices to show that pλn+nS ⊆ S +
pn+1 Filn+1+p S; i.e., pλn+n E
i
i! ∈ S for any i 6 n+ p. Indeed, when p > 2 we have
λn + n − ordp(i!) > λn + n −
i
p−1 > 0, and when p = 2 we have remarked that
ord2(i!) 6 i − 1. Hence, we obtain C(n+1) as in (4). This concludes the “induction
step”.
Now, let M denote the direct limit of M(n); in other words,
M :=
( ∞∏
n=0
(1 +D(n))
)
(M(0)),
which makes sense thanks to (6). Since
∏∞
n=0(1+D
(n)) is an automorphism ofM,
it follows that M is projective over S andM∼= S ⊗ϕ,S M.
We now define B :M→ Fil1M by the following limit
B := “ lim
n→∞
B(n)” = B(0) +
∞∑
n=0
(B(n+1) −B(n)),
which converges since (B(n+1) − B(n))(M) ⊂ pnM by construction (6.4.6). Note
that C(n) also converges to B by induction hypothesis (2). Now all the desired
properties of B can be deduced from the properties of B(n) and C(n); especially
from induction hypotheses (3) and (4). 
Proof of Proposition 6.3. Let M and B as in Lemma 6.4.3. Recall that ϕM(m) =
c−1ϕ1(Em) for any m ∈ M. Since B takes ϕ∗M into itself and EM ⊆ B(M), we
have E(ϕ∗M) ⊆ B(ϕ∗M). So from c−1ϕ1(B(ϕ∗M)) = M, we see that M ⊂ M is
stable under ϕM. We set ϕM := ϕM|M.
We now show thatEM ⊆ (1⊗ϕM)(ϕ∗M). Note that (1⊗ϕM)(m′) = c−1ϕ1(Em′)
for any m′ ∈ ϕ∗M. For any m ∈ M let m′ ∈ ϕ∗M be the (unique) element such
that c−1ϕ1(B(m′)) = m. Clearly, we have c−1ϕ1
(
B(Em′)
)
= ϕ(E)m as elements
of M; i.e., (1 ⊗ ϕM)(m′) = E ·m as elements of M since we defined S-action on
M ⊆M via ϕ : S→ S. This shows that M is a quasi-Kisin S-module.
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It remains to show Fil1(S ⊗ϕ,S M) = Fil
1M = B(M) + (Filp S)M. To show
Fil1(S ⊗ϕ,S M) ⊆ Fil
1M, it suffices to observe that for any m′ ∈ ϕ∗M, we have
(1 ⊗ ϕ)(m′) ∈ EM if and only if m′ ∈ B(ϕ∗M); indeed, we have already seen the
“if” direction, and the “only if” direction easily follows from c−1ϕ1(B(ϕ∗M)) = M.
To show Fil1(S ⊗ϕ,S M) ⊇ Fil
1M, it suffices to show that Fil1(S ⊗ϕ,S M) ⊇
B(ϕ∗M). Note that the image of the natural inclusion S ⊗S M →֒ S ⊗ϕ,S M =M
is the ϕ(S)-span of M in M, and for any s ∈ S the natural multiplication by s on
S ⊗S M is translated as multiplication by ϕ(s) on ϕ(S)·〈M〉. Then we can identify
(Fil1 S)⊗SM with ϕ(Fil
1 S)M, and (1⊗ϕM)(B(m′)) with c−1ϕ1(EB(m′)) for any
m′ ∈ ϕ∗M. Now the claim follows from a direct computation. 
Remark 6.4.8. With the suitable generalisation of the notion of relative Breuil S-
module for the “semi-stable” case with weights 6 r for r < p−1 (cf., Remark 3.3.3),
Lemma 6.2 and Proposition 6.3 hold in this generalisation with the same proofs.
7. ETALE ϕ-MODULES AND GALOIS REPRESENTATIONS
We generalise the theory of étale ϕ-modules to our relative setting. All the main
ingredients are in Scholze’s work on perfectoid spaces [Sch11]. We refer to [Sch11]
for the basic definitions on perfectoid algebras.
Throughout this section, we suppose that R is a domain which satisfies the for-
mally finite-type assumption (§2.2.2). Furthermore, we assume that there exists
a Cohen subring W ⊂ R0 such that E(u) ∈ W [u]; or equivalently, there exists a
complete discrete valuation subring OK ⊂ R which contains ̟ as a uniformiser.
(If this is the case then we have OK := W [u]/E(u) and R = OK ⊗W R0.) We set
K := OK [1/̟]. See Remark 7.1.4 for the reason for this additional assumption.
7.1. Review: Perfectoid algebras. Let L be a field complete with respect to a
non-discrete valuation of rank 1 (i.e., | • | : L× → R which satisfies the axioms
for non-archimedean absolute value). Recall that L is called a perfectoid field if the
pth power map L◦/(p) → L◦/(p) is surjective, where L◦ is the valuation ring (cf.
[Sch11, Definitions 3.1, Proposition 5.9]). For example, Q̂p is a perfectoid field.
A Banach L-algebra A is called perfectoid if the subring of powerbounded ele-
ments A◦ ⊂ A is open and bounded and the pth power map A◦/(p) → A◦/(p) is
surjective (cf. [Sch11, Definitions 5.1, Proposition 5.9]). By a perfectoid affinoid
L-algebra, we mean a pair (A,A+) where A is a perfectoid L-algebra and A+ ⊂ A◦
is an open and integrally closed L◦-subalgebra. As a trivial example, (L,L◦) is a
perfectoid affinoid L-algebra.
For an affinoid L-algebra (A,A+), we define (A♭, A♭+) as follows:
A♭+ := lim
←−
x 7→xp
A+/(p); A♭ := L♭ ⊗L♭◦ A
♭+,
where L♭◦ := lim
←−x 7→xp
L◦/(p) and L♭ = FracL♭◦. (Cf. [Sch11, Proposition 5.17,
Lemma 6.2].) Note that L♭ is a perfectoid field of characteristic p, and A♭ and A♭+
are respectively L♭- and L♭◦- algebras. We call (A♭, A♭+) the tilt of (A,A+).
Theorem 7.1.1 (Scholze, [Sch11, Theorem 5.2, Lemma 6.2, Theorem 7.9]). The
“tilting” (A,A+)  (A♭, A♭+) induces an equivalence of categories from the category
of perfectoid affinoid L-algebras to the category of perfectoid affinoid L♭-algebras.
Furthermore, a morphism (A,A+) → (B,B+) of perfectoid affinoid L-algebras is
finite étale (i.e., A→ B is finite étale and B+ is the normalisation of A+ in B) if and
only if (A♭, A♭+)→ (B♭, B♭+) is finite étale.
Let us now introduce the perfectoid field which will be the base field of all per-
fectoid algebras in characteristic 0. Here, we assume that E(u) ∈ W [u] for some
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Cohen subring W ⊂ R0, and let OK = W [u]/E(u) and K := FracOK . We fix R
as in §4.1, and let R̂ be its p-adic completion. Then we define L ⊂ R̂[ 1p ] to be
the smallest p-adically closed subfield with perfect residue field which contains K
and ̟(n) for all n, where {̟(n)} are compatible pnth root of ̟ chosen in §5.1. In
fact, L is isomorphic to the p-adic completion of
⋃
n>0(FracW (k
perf))(̟(n)), where
kperf := lim
−→ϕ
k. Clearly, L is a perfectoid field, and (R̂[ 1p ], R̂) is a perfectoid affinoid
L-algebra
Set ˜̟ := (̟(n)) ∈ L♭ (as in §5.1). Then we have L♭◦ = kperf [[ ˜̟ 1/p∞ ]]; i.e., the˜̟ -adic completion of lim
−→ϕ
kperf [[ ˜̟ ]]. Then (R♭[1/ ˜̟ ], R♭) is the tilt of (R[1/p], R),
so it is a perfectoid affinoid L♭-algebra (in the obvious way).
We set E+R∞ := S/(p) = R/(̟)[[u]], and let E˜
+
R∞
be the u-adic completion of
the perfect closure lim
−→ϕ
E
+
R∞
. Set ER∞ := E
+
R∞
[1/u] and E˜R∞ := E˜
+
R∞
[1/u]. Note
that E˜+R∞ ⊂ E˜R∞ is open and bounded for the u-adic topology, and it coincides
with the subring of power-bounded elements. So by [Sch11, Proposition 5.9],
(E˜R∞ , E˜
+
R∞
) is a perfectoid affinoid L♭-algebra. By sending u to ˜̟ , we obtain a
map (E˜R∞ , E˜
+
R∞
) →֒ (R
♭
[1/ ˜̟ ], R♭) of perfectoid affinoid L♭-algebras. Using this,
we view all of these rings as subrings of R
♭
[1/ ˜̟ ].
Let (R˜∞[ 1p ], R˜∞) is a perfectoid affinoid L-algebra whose tilt is (E˜R∞ , E˜
+
R∞
).
(Here, we give the p-adic topology on (R˜∞[ 1p ], R˜∞).) If, for example, R = OK〈Ti〉i=1,··· ,d,
then we have R˜∞ = L◦〈T
p−∞
i 〉 = lim←−n
L◦[T p
−∞
i ]/(p
n) by [Sch11, Proposition 5.20].
In general, we can construct R˜∞ explicitly as follows (cf., [Sch11, Remark 5.19]):
R˜∞ ∼= W (E˜
+
R∞
)⊗W (L♭◦),θ L
◦,
where θ is defined as in (4.1.2). Note also that R˜∞ has a natural structure of
p-adic R̂∞-algebra using the Cartier morphism R0 → W (E˜+R∞) (i.e., the unique
ϕ-equivariant morphism which lifts the natural map R0/(p)→ E˜+R∞).
Let us show that R˜∞ is the p-adic completion of an integral extension of R
which becomes ind-étale after inverting p. Since the assertion is Zariski local on
Spf(R, (̟)), we may assume that R/(̟) has (globally) a finite p-basis. Then for
any lift {Ti} ⊂ R0 of a p-basis of R/(̟) we have
(7.1.2) R˜∞ ∼= R̂∞⊗̂ZpZp〈T
p−∞
i 〉,
where the completed tensor product is taken with respect to the p-adic topology.
Indeed, we have R̂∞/(̟) ⊗Zp Zp〈T
p−∞
i 〉
∼= E˜+R∞/(u) by mapping Ti to the corre-
sponding p-basis of R/(̟) contained in E˜+R∞/(u), so by the characterisation of the
tilting (cf., Theorem 7.1.1) we have the isomorphism (7.1.2). Now, the right hand
side of (7.1.2) is the p-adic completion of R∞ ⊗Zp Zp[T
p−∞
i ], which is an integral
extension of R that becomes ind-étale after inverting p, as desired.
Let (R˜∞[1/p], R˜∞) →֒ (R̂[1/p], R̂) be the injective morphismwhose tilt is (E˜R∞ , E˜
+
R∞
) →֒
(R
♭
[1/ ˜̟ ], R♭) (defined by u 7→ ˜̟ ). So we have a continuous map GR˜∞ → GR,
where GR˜∞ is the étale fundamental group of Spec R˜∞[1/p] (with respect to the
common geometric generic point as a base point). It follows from [GR03, Proposi-
tion 5.4.54] that this map is a closed embedding as R˜∞ is the ̟-adic completion
of an integral R-subalgebra of R which is henselian along (̟). (Note that a ̟-
adic ring is henselian along (̟), and the property of being henselian along (̟) is
preserved under taking direct limits.)
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The following is a direct consequence of Scholze’s “almost purity theorem” (stated
in Theorem 7.1.1):
Theorem 7.1.3. For any fixed R, R
♭
[1/ ˜̟ ] can be canonically identified with the ˜̟ -
adic completion of the affine ring of a pro-universal covering of Spec E˜R∞ . Defining
G
E˜R∞
using this pro-universal covering, there is a canonical isomorphism G
E˜R∞
∼=
GR˜∞
.
Remark 7.1.4. Let us elaborate more on the assumption that̟ ∈ R is a uniformiser
of some discrete valuation subring OK ⊂ R. We use this assumption to obtain the
perfectoid base field L such that ˜̟ ∈ L♭. Without this assumption, it is unclear
whether there exists a perfectoid subfield L ⊂ R̂[ 1p ] so that the “untilt” R˜∞ of E˜R∞
contains ̟(n) for each n > 0 and u ∈ E˜R∞ corresponds to ˜̟ .
7.2. Étale ϕ-modules and Galois representations. Let OE be the p-adic comple-
tion of S[ 1u ], and set E := OE [
1
p ]. As R satisfies the formally finite-type assump-
tion (§2.2.2), the rings S, OE , and E are regular (in particular, normal). The
endomorphism ϕ : S → S extends to OE and E , which we also denote by ϕ. Note
that OE is a Cohen ring with residue field ER∞ , and ϕ lifts the pth power map on
the residue field.
Definition 7.2.1. An étale (ϕ,OE)-module is a finitely generated OE -module M
equipped with a ϕ-linear endomorphism ϕM : M → M such that the linearisation
1 ⊗ ϕM : ϕ∗M → M is an isomorphism. We say that an étale (ϕ,OE )-module
M is projective (respectively, torsion) if the underlying OE -module M is projective
(respective p-power torsion).
Let Modét
OE
(ϕ) denote the category of étale (ϕ,OE )-modules. Let Mod
ét,pr
OE
(ϕ)
and Modét,tor
OE
(ϕ) respectively denote the full subcategories of projective and tor-
sion objects.
Any étale (ϕ,OE)-module annihilated by p is automatically projective overER∞ :=
OE/(p), which follows from the same proof as [And06, Lemma 7.10].
For any quasi-Kisin S-module M, the scalar extensionM := OE ⊗S M together
with ϕM := ϕOE ⊗ ϕM is a projective étale (ϕ,OE )-module, since E(u) is a unit in
OE .
There exists a natural notion of subquotient, direct sum, ⊗-product for étale ϕ-
modules. Duality is only defined for projective and torsion objects. For a projective
étale (ϕ,OE)-module M , we define a dual étale (ϕ,OE )-module M∗ to be the OE -
linear dual of M where ϕM∗ is defined so that 1 ⊗ ϕM∗ = ((1 ⊗ ϕM )−1)∗. We can
similarly define duality for torsion étale (ϕ,OE)-modules using Pontragin duality
M  HomOE (M,OE ⊗Zp Qp/Zp).
The natural inclusion ER∞ →֒ E˜R∞ has a unique lift OE →֒ W (E˜R∞) with the
property that the Witt vector Frobenius restricts to ϕ on OE . Indeed, the p-adic
completion of lim
−→ϕ
OE can be naturally identified with W (E
perf
R∞
), so the desired
morphism is obtained as follows:
(7.2.2) OE →֒ lim−→
ϕ
OE →֒W (E
perf
R∞
) →֒W (E˜R∞).
We will view W (R
♭
[1/ ˜̟ ]) as an OE -algebra via u 7→ [ ˜̟ ].
Let OurE be the integral closure of OE in W (R
♭
[ 1u ]) and Ô
ur
E the p-adic closure of
OurE . Let S
ur is the integral closure of S in ÔurE , and Ŝ
ur be its p-adic closure. Note
that Ŝur is indeed contained in W (R
♭
), not just in W (R
♭
[1/ ˜̟ ]).
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We now define the GR˜∞ -action on these rings. As OE is normal, it follows from
Theorem 7.1.3 that OurE is the union of finite étale OE -subalgebras in W (R
♭
[1/ ˜̟ ]),
and AutOE (O
ur
E ) is isomorphic to the fundamental group of SpecOE (with suitable
base point). Now, not that we have the following natural equivalences of categories
induced by base change
(7.2.3) {finite étale covers of SpecOE}
∼
−→ {finite étale covers of SpecER∞}
∼
−→ {finite étale covers of Spec E˜R∞}.
Indeed, the first arrow is an equivalence because OE is p-adic and finite étale mor-
phisms uniquely lift under infinitesimal thickenings. The second arrow is an equiva-
lence because E˜R∞ is the u-adic completion of a radicial extension of ER∞ (which
is henselian along (u)), so we may apply [GR03, Proposition 5.4.54]. Now, the
isomorphism GR˜∞
∼= G
E˜R∞
in Theorem 7.1.3 and the above equivalences of cate-
gories produce the following isomorphisms:
(7.2.4) AutOE (O
ur
E )
∼= GER∞
∼= G
E˜R∞
∼= GR˜∞ .
Since GR˜∞ -action on O
ur
E fixes S, it stabilises the subring S
ur ⊂ OurE . Since the
GR˜∞
-action on OurE is p-adically continuous, it extends to a continuous GR˜∞ -action
on ÔurE and Ŝ
ur
R , respectively. In particular, we obtain a GR˜∞ -equivariant embed-
ding
(7.2.5) Ŝur →֒W (R
♭
) ⊆ A∇cris(R).
Lemma 7.2.6. We have OE = (ÔurE )
GR˜∞ andS = (Ŝur)GR˜∞ . In particular, the same
statement holds modulo pn as well.
Proof. It suffices to prove OE ⊇ (ÔurE )
GR˜∞ . Since (ÔurE )
GR˜∞ ⊂ ÔurE is a closed sub-
space under the p-adic topology (by continuity of GR˜∞ -action), this claim follows
from ER∞ = OE/(p) ∼= (O
ur
E /(p))
GR˜∞ . 
Lemma 7.2.7. There exists a unique GR˜∞ -equivariant ring endomorphism ϕ : Ô
ur
E →
ÔurE which lifts the pth power map ϕ : O
ur
E /(p)→ O
ur
E /(p) and extends ϕ : OE → OE .
Furthermore, this map restricts to ϕ : Ŝur → Ŝur, and the natural inclusion ÔurE →֒
W (R
♭
[1/ ˜̟ ]) is ϕ-equivariant.
Proof. Let us first show that for any finite étale OE -algbra A, there exists a unique
OE -algbra isomorphism ϕ∗A→ A which lifts the relative Frobenius (iso)morphism
ϕ∗A/(p) → A/(p) over OE/(p). This follows from the same argument as the proof
of Lemma 2.3.1 (the existence of ϕ : R0 → R0). The uniqueness follows from
OE -étaleness of A, and clearly ϕ sends any element integral over S to an element
integral over S.
Using the unique lift of Frobenius ϕ : A → A, we can now construct a ϕ-
equivariant embedding
A →֒ W (A⊗OE E˜R∞)
as in (7.2.2). By choosing an E˜R∞-embedding A ⊗OE E˜R∞ →֒ R
♭
[1/ ˜̟ ], we now
obtain the unique ϕ-equivariant lift A →֒ W (R
♭
[1/ ˜̟ ]). Note that OurE is the union
of the image of such A. This gives a unique lift of Frobenius ϕ : OurE → O
ur
E over OE
with respect to which the natural inclusion OurE →֒ W (R
♭
[1/ ˜̟ ]) is ϕ-equivariant.
The desired lift of Frobenius ϕ : ÔurE → Ô
ur
E is obtained by p-adically extending this
map. The uniqueness follows from the uniqueness of ϕ on OurE and the density of
OurE ⊂ Ô
ur
E .
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Finally, the GR˜∞ -equivariance claim follows from the uniqueness of ϕ. Indeed,
for any g ∈ GR˜∞ the uniqueness implies gϕg
−1 = ϕ. 
For any M ∈ModétOE (ϕ) and T ∈ RepZp(GR˜∞), we define:
T (M) := (ÔurE ⊗OE M)
ϕ=1(7.2.8)
D(T ) := (ÔurE ⊗Zp T )
GR˜∞ .(7.2.9)
Note that GR˜∞ continuously acts on T (M) induced by its natural action on Ô
ur
E ,
and there is a natural ϕ-linear endomorphism on D(T ) induced by ϕ on ÔurE .
For any profinite group G, let RepZp(G) denote the category of finitely generated
Zp-modules equipped with continuous G-action. Let Rep
free
Zp
(G) and ReptorZp (G) re-
spectively denote the full subcategories of free and torsion objects.
Proposition 7.3 ([Kat73, Lemma 4.1.1]). The constructions T and D are exact
quasi-inverse equivalences of⊗-categories betweenModétOE (ϕ) andRepZp(GR˜∞). Fur-
thermore, T and D restrict to rank-preserving equivalences of categories between
Mod
ét,pr
OE
(ϕ) and RepfreeZp (GR˜∞), and length-preserving equivalences of categories be-
tweenModét,tor
OE
(ϕ) and ReptorZp (GR˜∞). In both cases, T and D commute with duality.
Proof. (Cf. [And06, Theorem 7.11]) By dévissage, it suffices to prove the proposi-
tion for the objects killed by p, which is done in [Kat73, Lemma 4.1.1]; note that
ER∞ is a normal domain (which is required for [Kat73, Lemma 4.1.1]), and we
have identified GR˜∞ with a fundamental group of SpecER∞ in (7.2.4). 
When M is a projective étale (ϕ,OE )-module, we can define the following con-
travariant functor:
(7.3.1) T ∗(M) := T (M∗) = HomOE ,ϕ(M, Ô
ur
E ).
By Proposition 7.3, we have a natural isomorphism T ∗(M) ∼= (T (M))∗. One can
define T ∗ for torsion étale (ϕ,OE )-modules using Pontragin duality:
(7.3.2) T ∗(M) := HomOE ,ϕ(M, Ô
ur
E ⊗Zp Qp/Zp).
Clearly, T ∗ preserves exact sequences of projective or torsion objects. Further-
more, if we have a short exact sequence 0→ M˜ ′ → M˜ → M → 0 of étale (ϕ,OE )-
module, where M˜ and M˜ ′ are OE -projective, and M is p-power torsion, then we
have a natural GR˜∞-equivariant short exact sequence
(7.3.3) 0→ T ∗(M˜)→ T ∗(M˜ ′)→ T ∗(M)→ 0,
where the second map is defined by viewing f : M˜ ′ → ÔurE as f : M˜ → Ô
ur
E ⊗Zp Qp
using the isomorphism M˜ ′ ⊗Zp Qp
∼
−→ M˜ ⊗Zp Qp.
7.4. Base change. Let R, W ⊂ R0, and E(u) be as in the beginning of §7, and
consider a topological adic R0-algebra R′0 such that R
′
0/(p) locally admits a finite
p-basis and is formally finitely generated over some field k′. Set R′ := R′0[u]/E(u),
and let f : R → R′ denote the structure morphism. (Cf. §2.2.2, §3.6.) Choose a
map f : R → R
′
that extends f : R → R′ (as in §5.6). We use the superscript ′
to denote the construction for R′ (such as S′ and OE′). Note that f induces a con-
tinuous group homomorphism GR′ → GR, and a continuous ring homomorphism
f
♭
: R
♭
→ R
′♭
which respects the Galois action in a suitable sense.
As in (7.2.5), we identify Ŝur and Ŝ′ur as subrings ofW (R
♭
) andW (R
′♭
), respec-
tively. Since the map W (f
♭
) : W (R
♭
)→W (R
′♭
) takes S into S′,W (f
♭
) restricts to
a map Ŝur → Ŝ′ ur which commutes with ϕ’s and GR′
∞
-action if we let GR′
∞
act on
40 W. KIM
Ŝur via the map GR′
∞
→ GR∞ . We also obtain a map Ô
ur
E → Ô
ur
E′ , which respects ϕ
and Galois actions.
Now for any étale (ϕ,OE )-moduleM , we obtain a natural GR′
∞
-equivariant map
T (M) → T (OE′ ⊗OE M), where GR′∞ acts on T (M) via the natural map GR′∞ →
GR∞ . This map T (M) → T (OE′ ⊗OE M) is indeed an isomorphism, as it is an
injective map of finite free Zp-modules of same rank with saturated image. (To see
the image is saturated, note that E ∩ OE′ = OE inside E ′.) Similarly, we obtain
T ∗(M)
∼
−→ T ∗(OE′ ⊗OE M).
Lemma 7.5. For any quasi-Kisin S-module M, the natural morphism
HomS,ϕ(M, Ŝ
ur)→ T ∗(M) = HomS,ϕ(M, Ô
ur
E ),
induced by the natural inclusion Ŝur →֒ ÔurE , is an isomorphism.
Proof. WhenR = OK with perfect residue field the proposition is proved in [Fon90,
§B, Proposition 1.8.3]. For the general case, let k′ := lim
−→ϕ
Frac(R/̟) be the perfect
closure of Frac(R/̟). As discussed in §3.6 (Ex6), there is an OK -algebra homo-
morphism R → OK′ = W (k′) ⊗W OK which satisfies the assumption in §3.6. We
apply the discussion in §7.4 to this setting.
Let us write S′, OE′ , Ŝ′ur, and ÔurE′ for the rings constructed from OK′ . Now,
note that for any quasi-Kisin S-moduleM, the scalar extensionS′⊗SM is a quasi-
Kisin S′-module. In particular, we obtain a natural GK′
∞
-equivariant isomorphism
T ∗(M)
∼
−→ T ∗(S′ ⊗S M) (cf., §7.4). Now, applying the result for OK′ (which is
known by [Fon90, §B, Proposition 1.8.3]), it follows that any ϕ-compatible map
x : M → ÔurE′ has image in Ŝ
′ ur ∩ ÔurE . To conclude it suffices to show that Ŝ
ur =
Ŝ′ur ∩ ÔurE . In turn, it suffices to show that for any s ∈ S
′ur ∩ OurE the subalgebra
S[s] ⊆ OurE′ is finite over S. But {SpecS
′, SpecOE} is an fpqc covering of SpecS,
and the assumption on s implies that S′[s] is finite over S′ and OE [s] is finite over
OE . Now the claim follows from fpqc descent theory. 
8. COMPARISON BETWEEN GALOIS-STABLE LATTICES
Assume that R satisfies the formally finite-type assumption (§2.2.2). If p > 2
then we have the following exact functor
M∗ : {p-divisible groups over R} M
∗
−−→MFS(ϕ,∇)
∼
←ModS(ϕ,∇),
which is an anti-equivalence of categories if p > 2; cf. Corollary 6.3.1. We also as-
sociated, to a p-divisible group G over R, a GR˜∞ -representation T
∗(M∗(G)) under
some additional assumption on R (as stated in §7); cf., (7.3.1). The main goal of
this section is to prove the following proposition:
Proposition 8.1. Assume that R satisfies the “refined almost étaleness” assump-
tion (§2.2.3), and for some Cohen subring W ⊂ R0 we have E(u) ∈ W [u] (cf. §7).
Let M ∈ MFS(ϕ,∇), and suppose that M ∈ ModS(ϕ) is a quasi-Kisin S-module
such thatM∼= S⊗ϕ,SM as quasi-Breuil S-modules (which exists by Proposition 6.3).
Then there is a natural GR˜∞ -equivariant injective map
T ∗(M) →֒ T ∗cris(M),
which is an isomorphism if p > 2. Furthermore, if M = D∗(G)(S) for some p-
divisible group G, then (for any p) we have a natural GR˜∞ -equivariant injective map
T ∗(M) →֒ Vp(G), whose image is Tp(G) .
If p > 2 then the second assertion follows from the first due to Theorem 5.3,
while it requires more work if p = 2. When p = 2, we can use Proposition 8.1 to
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define the functor M∗ : G  M (without passing to the isogeny categories), and
obtain some full faithfulness result; cf., Corollary 8.6.1.
Before we begin the proof, let us record an immediate corollary of Proposi-
tion 8.1:
Corollary 8.2. Assume that R satisfies the formally finite-type assumption (§2.2.2),
and for some Cohen subring W ⊂ R0 we have E(u) ∈ W [u] (cf. §7). Let G be a
p-divisible group over R, and letM ∈ModS(ϕ) be such that S⊗ϕ,SM ∼= D∗(G)(S).
Then (for any p) there is a natural GR˜∞ -equivariant isomorphism T
∗(M) ∼= Tp(G),
which recovers the isomorphism in Proposition 8.1 when R additionally satisfies the
“refined almost étaleness” assumption (§2.2.3).
Proof. By Lemma 2.3.5 and the discussion in §7.4, for any open immersion of for-
mal schemes Spf(R′, JRR′) →֒ Spf(R, JR) we have a natural Zp-isomorphism
T ∗(M)
∼
−→ T ∗(SR′ ⊗S M).
For any (R, JR) as in the statement, there exists a Zariski open cover {Spf(Rα, JRα)}
of Spf(R, JR) such that each Rα satisfies the “refined almost étaleness” assump-
tion (§2.2.3). (Note that R[ 1p ] = K ⊗W R0 is étale over R0[
1
p ].) To prove the corol-
lary, it suffices to prove it for each Rα, for which we can apply Proposition 8.1. 
Recall that T ∗cris is defined via a GR∞-invariant embedding S →֒ Acris(R) which
respects the suitable connections on both sides (cf., (5.4.1)). On the other hand,
T ∗ is defined using the period ring Ŝur, which admits a GR˜∞ -equivariant embed-
ding into W (R
♭
), hence into A∇cris(R). To “interpolate” these two constructions, we
introduce auxiliary semilinear objects over S˜ as below.
8.3. More divided power algebras. As in Proposition 8.1, we assume thatR satis-
fies the “refined almost étaleness” assumption (§2.2.3), and for some Cohen subring
W ⊂ R0 we have E(u) ∈W [u] (cf. §7), although some constructions work in more
generality. Consider R0⊗̂ZpS ։ R defined by R0-linearly extending the natural
projection S ։ S/(E(u)) ∼= R. (Here, ⊗̂ is the completed ⊗-product with respect
to the p-adic topology.) Let S˜ denote the p-adically completed divided power en-
velope of R0⊗̂ZpS with respect to ker(R0⊗̂ZpS ։ R), which is generated by E(u)
and a⊗ 1− 1⊗ a for a ∈ R0.
Let Fil1 S˜ denote the divided power ideal with S˜/Fil1 S˜ ∼= R. Note that ϕ ⊗ ϕ
on R0 ⊗Zp S extend to ϕ on S˜, and we have 〈ϕ(Fil
1 S˜)〉 = pS˜ as ϕ(E(u)) ∈ pS˜×.
We set ϕ1 :=
ϕ
p : Fil
1 S˜ → S˜.
We define a connection dS˜ : S˜ → S˜ ⊗R0⊗̂S Ω̂R0⊗̂S by extending the universal
continuous derivation for R0⊗̂ZpS in a usual way, and define d
u
S˜
: S˜ → S˜ ⊗R0 Ω̂R0
by composing dS˜ with the natural projection S˜ ⊗R0⊗̂S Ω̂R0⊗̂S ։ S˜ ⊗R0 Ω̂R0 .
One can embed S = R0[[u]] into S˜ in two different ways, as follows: for any∑∞
n=0 anu
n ∈ S with an ∈ R0
ı1 :
∞∑
n=0
anu
n 7→
∞∑
n=0
an ⊗ u
n ∈ S˜(8.3.1)
ı2 :
∞∑
n=0
anu
n 7→ 1⊗
(
∞∑
n=0
anu
n
)
∈ S˜.(8.3.2)
Both maps extend to ı1, ı2 : S →֒ S˜, which respect ϕ and the divided power struc-
tures. Note that ı1 is horizontal when S is given a connection duS , and ı2(S) =
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(S˜)d
u
S˜
=0. Let us also consider the map
(8.3.3) δ : S˜ → S; a⊗ s 7→ a·s for any a ∈ R0, s ∈ S,
which respects ϕ, the divided power structures, and the connections when S is
endowed with duS . Also note that δ ◦ ı1 = δ ◦ ı2 = idS .
We now define a ϕ-compatible GR˜∞ -invariant R0-algebra map ˜ : S˜ →֒ Acris(R)
as follows. First, recall that we have a ϕ-compatible GR˜∞ -invariant map S →֒
W (R
♭
). (Cf. (7.2.5).) We may R0-linearly extend this map to R0 ⊗Zp S →֒ R0 ⊗Zp
W (R
♭
), which extends to S˜ →֒ Acris(R). This map, which we denote by ˜, is clearly
compatible with ϕ and ∇, and the image of Fil1 S˜ is precisely the intersection of
the image of S˜ and Fil1Acris(R).
We remark that the embedding S
ı1−→ S˜
˜
−→ Acris(R) is precisely the embedding
we use to define T ∗cris (5.4.1). The embedding S
ı2−→ S˜
˜
−→ Acris(R0) has image in
W (R
♭
) ⊂ A∇cris(R) and coincides with the map (7.2.5).
8.4. More filtered modules with connection. By applying Proposition 3.2.5 to
D̂ = S˜, we obtain an equivalence of categories E  E (S˜) from the category
of Dieudonné crystals over Spf(R, (̟)) to MFS˜(ϕ,∇) (following the notation of
Definition 3.2.3). Since E  E (S˜) also defines an equivalence of categories into
MFS(ϕ,∇), we obtain an equivalence of categories MFS(ϕ,∇)
∼
−→MFS˜(ϕ,∇).
We can indeed make the functor MFS(ϕ,∇) → MFS˜(ϕ,∇) explicit as follows.
The maps ı1, ı2 : S → S˜ and δ : S˜ → S are divided power morphisms over R,
so they induce a horizontal ϕ-compatible filtered morphisms E (S)
ıj
⇋
δ
E (S˜) (with
j = 1, 2) for any Dieudonné crystal E over R. Since δ ◦ ı1 = idS , we obtain natural
isomorphisms
(8.4.1) E (S˜) ∼= S˜ ⊗ıj ,S E (S), E (S) ∼= S ⊗δ,S˜ E (S˜), for j = 1, 2.
Set M := E (S) and M˜ := S˜ ⊗ı1,S E (S), using ı1. Then one can check that the
following coincides with the natural extra structure on E (S˜) as in Proposition 3.2.5:
(1) ϕ
M˜
= ϕS˜ ⊗ ϕM;
(2) ∇
M˜
is the connection over dS˜ , such that if for m ∈ M we have ∇M(m) =∑
imi ⊗ dsi then ∇M˜(1⊗m) =
∑
imi ⊗ d(ι1(si));
(3) Fil1 M˜ is the preimage of the Hodge Filtration on E (R) by the natural
projection E (S˜)։ E (R).
Remark 8.4.2. Note that we can use ı2 instead of ı1 and repeat the above con-
struction, but it follows from Proposition 3.2.5 that there is a natural isomorphism
M˜ := S˜ ⊗ı1,S E (S) ∼= S˜ ⊗ı2,S E (S) in MFS˜(ϕ,∇).
For any M˜ ∈ MFS˜(ϕ,∇), we define a connection ∇
u
M˜
: M˜ → M˜ ⊗R0 Ω̂R0
compatible with du
S˜
on S˜ by
(8.4.3) ∇u
M˜
: M˜
∇
M˜−−−→ M˜⊗R0⊗̂S (Ω̂R0⊗̂S)։ M˜ ⊗R0 Ω̂R0 ,
where the second map is the natural projection.
The relation between ∇uM and ∇
u
M˜
is as follows:
(8.4.4) ∇u
M˜
(s˜⊗m) := s˜⊗∇uM(m) +m⊗ d
u
S˜
(s˜),
for any m ∈ M and s˜ ∈ S˜. Here we use ı1 to get M˜ ∼= S˜ ⊗ı1,S M. We will often
work with ∇u
M˜
instead of ∇
M˜
.
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Remark 8.4.5. By abuse of notation, let ı1 : M→ S˜ ⊗ı1,S M =: M˜ be the natural
map, and ı2 : M → S˜ ⊗ı2,S M ∼= M˜ the composition of the natural map and
the natural isomorphism discussed in Remark 8.4.2. Then while ι1 is horizontal
with respect to ∇uM and ∇
u
M˜
, one can directly see that ı2(M) = M˜∇
u=0. This
observation will be used later in §8.5.
Using the embedding ˜ : S˜ →֒ Acris(R) constructed in §8.3, we define
(8.4.6) T˜ ∗cris(M˜) := HomS˜,Fil1,ϕ,∇u(M˜, Acris(R))
for M˜ ∈MFS˜(ϕ,∇). Here, the morphisms are required to respect the connections
∇u
M˜
on M˜ and ∇ on Acris(R) defined in §4.1. Note that T˜ ∗cris(M˜) is p-adic, and has
a continuous GR˜∞ -action (as S˜ →֒ Acris(R) is GR˜∞ -invariant).
For any M ∈ MFS(ϕ,∇), there is a p-divisible group G′ over R such that
M[ 1p ]
∼= M∗(G′)[ 1p ] := D
∗(G′)(S)[ 1p ] by Theorem 3.5. Set M˜ := S˜ ⊗ı1,S M ∈
MFS˜(ϕ,∇). Then we have a natural isomorphism D
∗(G′) := D∗(G′)(R0)[
1
p ]
∼=
R0[
1
p ] ⊗S˜ M˜ as objects of MFR/R0(ϕ,∇) (cf., Example 4.6.1), where we view R0
as an S˜-algebra via S˜
δ
−→ S ։ R0, and the Hodge Filtration on R0[ 1p ]⊗S˜ M˜ is given
by the image of Fil1 M˜. Note that the following defines a ϕ-compatible section of
the natural projection M˜[ 1p ]։ D
∗(G′):
(8.4.7) s˜ : D∗(G′) s−→M[1/p]
ı1−→ M˜[1/p],
where s is as in Lemma 3.3.5, and ι1 is as in Remark 8.4.5. Clearly, s˜ is a unique
ϕ-compatible section.
Lemma 8.4.8. We use the notation as above. There exists a natural GR˜∞ -equivariant
isomorphism Vp(G′) ∼= T˜ ∗cris(M˜)[
1
p ], and the image of T˜
∗
cris(M˜) in Vp(G
′) is same as
the image of T ∗cris(M) in Vp(G
′).
Proof. By Theorem 5.3 we have a natural GR-isomorphism Vp(G′) ∼= V ∗cris(D
∗(G′)).
Since the section s˜ (8.4.7) induces an isomorphism
1⊗ s˜ : Bcris(R)⊗R0[1/p] D
∗(G′)
∼
−→ Bcris(R)⊗S˜ M˜[
1
p ],
one obtains aGR˜∞ -equivariant isomorphism T˜
∗
cris(M˜)[
1
p ]
∼
−→ V ∗cris(D
∗(G′)) ∼= Vp(G′).
For the second assertion, ı1 : M → M˜ (cf., Remark 8.4.5) induces an GR˜∞ -
equivariant map T˜ ∗cris(M˜) → T
∗
cris(M), which is surjective (as δ : M˜ → M defines
a section) and respects the embeddings into Vp(G′). The lemma now follows. 
8.5. Proof of Proposition 8.1. Consider M ∈ MFS(ϕ,∇) and M ∈ ModS(ϕ)
such that S ⊗ϕ,S M ∼= M. Set M˜ := S˜ ⊗ı1,S M, as before. By Lemma 8.4.8, it
suffices to construct a natural GR˜∞ -equivariant injective map T
∗(M) → T˜ ∗cris(M˜)
and show that it is an isomorphism when p > 2.
The map ı2 :M→ M˜ (cf., Remark 8.4.5) induces an GR∞ -isomorphism
(8.5.1) HomS,Fil1,ϕ,ϕ1(M, A
∇
cris(R))
∼= HomS˜,Fil1,ϕ,∇u(M˜, Acris(R)) = T˜
∗
cris(M˜).
This is an isomorphism because ι2(M) = (M˜)∇
u=0. Since we have S⊗ϕ,SM =M,
we obtain a GR˜∞ -equivariant map
(8.5.2) T ∗(M) = HomS,ϕ(M, Ŝur)→ HomS,Fil1,ϕ,ϕ1(M, A
∇
cris(R)),
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where the arrow is induced by ϕ : Ŝur → A∇cris(R). This map is clearly injec-
tive. Combining (8.5.1) and (8.5.2), we obtain a GR˜∞ -equivariant injective map
T ∗(M)→ T˜ ∗cris(M).
Let us show that the map (8.5.2) is an isomorphism when p > 2. We follow the
same strategy as in [Kis06, Theorem 2.2.7]. It suffices to show that the following
map, obtained by reducing the map (8.5.2) modulo p, is an isomorphism when
p > 2:
(8.5.3) HomS,ϕ(M/(p), Ŝur/(p))→ HomS,Fil1,ϕ,ϕ1(M/(p), A
∇
cris(R)/(p)).
Since both sides are finite-dimensional Fp-vector spaces of same dimension, it suf-
fices to prove injectivity. Note that A∇cris(R)/(p) is naturally isomorphic to the di-
vided power envelope of R
♭
with respect to ˜̟ e, so it easily follows that the kernel
of ϕ : ŜurR /(p) → A
∇
cris(R) is principally generated by u
e. Therefore, x : M/(p) →
Ŝur/(p) is in the kernel of (8.5.3) if and only if the image of x is contained in ueŜur.
Recall that (1⊗ ϕM)(M/(p)) contains ue(M/(p)) = E(u)(M/(p)). Since x com-
mutes with ϕ’s, we have
(8.5.4) ue ·x(m) = x(uem) = x((1 ⊗ ϕM)(m′)) ∈ ϕ(ue)·Ŝur/(p) = upe ·Ŝur/(p),
where m ∈ M/(p) and m′ ∈ ϕ∗(M/(p)) such that (1 ⊗ ϕM)(m′) = uem. So we
have x(M/(p)) ⊆ u(p−1)e ·ŜurR /(p). If p > 2, then we can iterate this process to get
x = 0, which implies that the map (8.5.3) is injective. This concludes the proof of
Proposition 8.1 when p > 2.
Remark 8.5.5. The map (8.5.2) is not necessarily an isomorphism when p = 2.
For example, set M := M∗(Ĝm) and M := M∗(Ĝm). Note that we can find a
S-basis e ∈ M such that ϕM(e) = E(u)e. Then one can show that the image of
T ∗(M) in T ∗cris(M) is 2·T
∗
cris(M) by the same proof as [Kim12, Proposition 5.4(2)].
On the other hand, it is not difficult to show that Tp(Ĝm) = 2 ·T ∗cris(M), so we
nonetheless have Tp(Ĝm) = T ∗(M). We can show the same statement when G′ is
a multiplicative-type p-divisible group.
It remains to show that the Zp-lattices Tp(G) and T ∗(M∗(G)) in Vp(G) coin-
cide when p = 2. Recall that there exists a (unique) ϕ-equivariant map R0 →
W (Frac(R/̟)perf) (cf., §3.6 (Ex6)). Set OK′ := W (Frac(R/̟)perf)⊗W OK , which
is an p-adic discrete valuation ring with perfetct residue field. As discussed in §7.4,
applying the base change R→ OK′ does not change theQp-vector space V0(G) and
the Zp-lattices Tp(G) and T ∗(M∗(G)). So in order to show Tp(G) = T ∗(M∗(G)),
we may assume that R = OK′ with perfect residue field. But this is known already,
independently in [Lau10a] and in [Kim12]. This concludes the proof of Proposi-
tion 8.1 when p = 2.
8.6. Full faithfulness in the p = 2 case. Let p = 2. Then we have a functor
{p-divisible groups/R}[1/p]→ModS(ϕ,∇)[1/p]; G M∗(G)[1/p]
by Corollary 6.3.1.
Using Proposition 8.1, we can improve Corollary 6.3.1 in the the following case:
Corollary 8.6.1. Let p = 2, and assume that R satisfies the formally finite-type as-
sumption (§2.2.2), and for some Cohen subring W ⊂ R0 we have E(u) ∈ W [u]
(cf. §7). Then for a p-divisible group G over R, there exists a unique ϕ(S)-lattice
M ⊂ D∗(G)(S) with M ∈ ModS(ϕ,∇). Furthermore, the assignment G  M
defines a fully faithful functor:
M∗ : {p-divisible groups/R} →ModS(ϕ,∇).
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Proof. For a p-divisible group G over R, we writeM := D∗(G)(S) and lletM,M′ ⊂
M be ϕ(S)-lattices which are in ModS(ϕ,∇), which exist by Proposition 6.3. We
want to show that M = M′. Since this assertion can be proved Zariski-locally, we
may assume that R satisfies the “refined almost étaleness” assumption (§2.2.3).
Note that M[ 1p ] = M
′[ 1p ] in M[
1
p ] by Lemma 6.2, and we have Tp(G) = T
∗(M) =
T ∗(M′) inside T ∗cris(M) by Proposition 8.1. Therefore we have OE ⊗S M = OE ⊗S
M′ inside OE ⊗S M[ 1p ] by Proposition 7.3, which forces M = M
′.
Now let M∗(G) ∈ ModS(ϕ,∇) be the unique ϕ(S)-lattice in M = D∗(G)(S),
and we show that the assignment M : G  M∗(G) is functorial; in other words,
for any morphism f : G → G′ of p-divisible groups over R, the map D∗(f)(S)
restricts to M∗(G′) → M∗(G). Since this assertion can be proved Zariski-locally,
we may assume that R satisfies the “refined almost étaleness” assumption (§2.2.3).
By Lemma 6.2, there is a map α : M∗(G′) → M∗(G) in ModS(ϕ,∇) which is the
restriction of pnD∗(f)(S). Then, the image of T ∗(α) : T ∗(M∗(G)) → T ∗(M∗(G′))
is divisible by pn since T ∗(α) = pnTp(f) by Proposition 8.1. This shows that 1pnα :
M∗(G′)→M∗(G) is well-defined by Proposition 7.3. We set M∗(f) := 1pnα, which
is the restriction of D∗(f)(S).
Let us now show the full faithfulness ofM. ForM := M∗(G) and M′ := M∗(G′)
where G and G′ are p-divisible groups over R, consider a map α : M′ → M in
Mod
Ki
S (ϕ,∇
0). Since we already showed that M∗ is fully faithful up to isogeny
(as M∗ is so by the proof of Theorem 3.5), there is a homomorphism f ′ : G →
G′ with M∗(f ′) = pnα for some n. Applying the base change R → R̂(̟) (cf.,
§3.6 (Ex5)), it follows from Proposition 8.1 that f ′ kills G[pn]R(̟) . (We can apply
Proposition 8.1 for the base ring R̂(̟) as it is a p-adic discrete valuation ring.) So
the kernel of f ′ : G[pn] → G′[pn] is some finite (not necessarily flat) subgroup of
G[pn] containing G[pn]R(̟) , so it should be equal to G[p
n]. It now follows that
there is a homomorphism f : G → G′ such that pnf = f ′. Clearly, M∗(f) = α.
Faithfulness of M∗ is proved very similarly. 
9. FINITE LOCALLY FREE GROUP SCHEMES
In this section, we state some results on classifications of finite locally free3 group
schemes via torsion versions of Breuil S-modules and Kisin S-modules; cf. Theo-
rem 9.4. The proof will be given in §10.5.
Throughout this section, we let R be a p-adic ring satisfying the p-basis assump-
tion (§2.2.1) (possibly with stronger assumptions on R, which will be specified),
with the choice of (S, ϕ), E(u), and S as in §3.3.
9.1. Torsion filtered S-modules. The following definition is the torsion version of
Breuil S-modules.
Definition 9.1.1. Let MF′S(ϕ)tor denote the category of tuples (M,Fil
1M, ϕ1)
where
(1) M is a finitely generated S-module which is killed by some power of p,
and Fil1M⊂M is an S-submodule containing (Fil1 S)M;
(2) ϕ1 : Fil
1M → M is a ϕ-linear endomorphism of M such that ϕ1(M)
generatesM and for any s ∈ Fil1 S and m ∈M we have
ϕ1(sm) =
ϕ1(s)
ϕ1(E)
ϕ1(Em).
3Note that we always assume our finite locally free group schemes are commutative. We use “finite
locally free group schemes” instead of more popular terminology “finite flat group schemes” as it is
essential to deal with possibly non-noetherian base rings in the proof.
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Note that ϕ1(E) ∈ S×. We define ϕ :M→M by
ϕM(m) := ϕ1(E)
−1ϕ1(Em)
for any m ∈ M. Then we have ϕM = pϕ1 on Fil
1M.
Let MF′S(ϕ,∇)tor denote the category of tuples (M,Fil
1M, ϕ1,∇M) where
(M,Fil1M, ϕ1) ∈ MF′S(ϕ)tor and ∇M : M → M ⊗S Ω̂S is a quasi-nilpotent
integrable connection which commutes with ϕM.
Let MF′BrS (ϕ,∇
0)tor denote the category of tuples (M,Fil1M, ϕ1,∇M0) where
(M,Fil1M, ϕ1) ∈MF′S(ϕ)tor and ∇M0 :M0 →M0 ⊗R0 Ω̂R0 is a quasi-nilpotent
integrable connection onM0 := R0 ⊗S M which commutes with ϕM0 .
The proof of Lemma 3.3.4 shows that the natural functor MF′S(ϕ,∇)tor →
MF
′Br
S (ϕ,∇
0)tor (defined in the same way as in Remark 3.3.3) is fully faithful.
Not all objects M ∈ MF′S(ϕ,∇)tor are expected to come from a finite lo-
cally free group schemes (by the recipe as in the proof of Proposition 9.3), as the
definition of MF′S(ϕ,∇)tor does not prevent M from being a R0-module. For
the purpose of studying the p-power order finite locally free group schemes, it is
much more convenient to use torsion Kisin modules, which we introduce in Defini-
tion 9.2.1.
9.2. Classification via torsion Kisin modules. The following definition is the tor-
sion version of Kisin S-modules.
Definition 9.2.1. Let ModS(ϕ)tor denote the category of pairs (M, ϕM), where
(1) M is a finitely presented S-module killed by some power of p, and of S-
projective dimension 6 1;
(2) ϕM : M→M is a ϕ-linear map such that coker(1⊗ ϕM) is killed by E.
LetModS(ϕ,∇)tor denote the category of pairs (M,∇M)whereM ∈ModS(ϕ)tor
and ∇M :M→M⊗S Ω̂S onM := S ⊗ϕ,S M is a quasi-nilpotent integrable con-
nection which commutes with ϕM := ϕS ⊗ ϕM.
LetModKiS (ϕ,∇
0)tor denote the category of pairs (M,∇M0)whereM ∈ModS(ϕ)
tor
and∇M0 :M0 →M0⊗R0 Ω̂R0 is a quasi-nilpotent integrable connection onM0 :=
R0⊗ϕ,SM which commutes with ϕM0 . We call an object inMod
Ki
S (ϕ,∇
0)tor a tor-
sion Kisin S-module.
We let (Mod FI)S(ϕ,∇), (Mod FI)
Ki
S (ϕ,∇
0), and (Mod FI)S(ϕ) denote the
full subcategories of M such that M ∼=
⊕
Mi as a S-module where Mi are projec-
tive over S/(pni).
Remark 9.2.2. As before, one can define a natural functor ModS(ϕ,∇)tor →
Mod
Ki
S (ϕ,∇
0)tor by the same way as in Remark 3.3.3, and the same proof of
Lemma 3.3.4 shows that this is fully faithful. We will see later that this functor is an
equivalence of categories if R satisfies the formally finite-type assumption (§2.2.2)
for any p (including p = 2) – indeed, we show that both categories are naturally
anti-equivalent to the category of p-power order finite locally free group schemes
over R; cf., Theorem 9.4.
Let M be an object of either ModS(ϕ)tor or ModS(ϕ,∇)tor, and set M :=
S ⊗ϕ,S M. One can define Fil
1M⊂M and ϕ1 : Fil
1M→M using the same for-
mula for (quasi-)Kisin modules (cf., (6.1.3), (6.1.4)). Clearly,M with this structure
is an object in MF′S(ϕ)tor (or MF′S(ϕ,∇)tor if M ∈ModS(ϕ,∇)tor).
Remark 9.2.3. ForM ∈ModS(ϕ)tor there exists a unique (injective) S-linear map
ψM : M → ϕ∗M such that ψM ◦ (1 ⊗ ϕM) = E(u) idϕ∗M and (1 ⊗ ϕM) ◦ ψM =
E(u) idM. Indeed, the multiplications by E(u) on M and ϕ∗M are injective, and
the image of 1⊗ ϕM contains E(u)M.
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Similarly, ifM = S ⊗ϕ,S M for some M ∈ModS(ϕ)tor, then we set
ψM = ϕ1(E(u))
−1(1 ⊗ ψM) :M→ ϕ
∗M.
Then we have ψM ◦ (1⊗ ϕM) = p idϕ∗M and (1⊗ ϕM) ◦ ψM = p idM.
Proposition 9.3. Assume that the functor M∗ on p-divisible groups over R is fully
faithful. (cf., Corollaries 6.3.1 and 8.6.1). Then there exists an exact fully faithful
functor M∗ from the category of p-power order finite locally free group schemes over
R to ModS(ϕ,∇)tor with the following properties:
(1) For any p-power order finite locally free group scheme H over Spf(R, (̟)),
there exists a natural horizontal isomorphism S ⊗ϕ,S M∗(H) ∼= D∗(H)(S)
which matches the quotient e∗HΩH/R of D
∗(H)(S) with
coker(1⊗ ϕM∗(H)) ∼= (S ⊗ϕ,S M
∗(H))/Fil1(S ⊗ϕ,S M
∗(H)),
and (F, V ) on D∗(H)(S) with (1 ⊗ ϕ, ψ) on M∗(H) (cf., Definition 9.1.1,
Remark 9.2.3).
(2) If H = ker[d : G0 → G1] for some isogeny d, then there exists a natural
isomorphismM∗(H) ∼= coker[M∗(d)].
(3) The formation of M∗ commutes with a base change by R → R′ that lifts to
some ϕ-equivariant map S → S′, where S′ = R′0[[u]] and ϕ are chosen as
in §2.2.1 and §3.3; cf. §3.6.
As a preparation for the proof, we recall the following theorem of Raynaud
[BBM82, Théorème 3.1.1]:
Theorem 9.3.1. Let H be a commutative finite locally free group scheme over some
scheme X . Then there exists a Zariski covering {Uα}α of X and an abelian scheme
Aα over each Uα such that HUα can be embedded in Aα as a closed subgroup.
Now assume that R is p-adic, and let H be a finite locally free group scheme
over R of p-power order. (Note that there is no difference in viewing H either over
Spf(R, (p)) or over SpecR.) We apply Raynaud’s theorem for H over SpecR to
obtain an open affine cover {Uα = SpecRα} and an abelian scheme Aα over each
Uα. So we obtain a p-divisible group Gα := Aα[p∞] over the p-adic completion
R̂α of Rα into which HR̂α can be embedded. (Note that {Spf(R̂α, (p))} is a Zariski
open covering of Spf(R, (p)).) The same discussion holds if we work with JR-adic
topology if R is JR-adically separated and complete.
We need another lemma for the proof of Proposition 9.3. Let us consider a tri-
angulated full subcategory Isog•R of the derived category of fppf sheaves of abelian
groups over R, generated by two-term complexes G• := [G0 d−→ G1] at degree [0, 1]
such that Gi are p-divisible groups and d is an isogeny. Note that the only non-zero
cohomology of G• ∈ Isog•R is H
0(G•), which is a finite locally free group scheme
over R with p-power order.
Lemma 9.3.2. The functor H0 : [G0 d−→ G1]  ker(d) from Isog•R to the category of
p-power order finite locally free group schemes over R is fully faithful.
Proof. Let G• := [G0 d−→ G1] and G′• := [G′0 d
′
−→ G′1] be objects in Isog•R, and set
H := H0(G•) and H ′ := H0(G′•).
Let f : G• → G′• be a morphism such that H0(f) is a zero map, and we seek to
show that f is a zero map. This can be checked after composing with any isomor-
phism, so we may assume, without loss of generality, that f is given by morphisms
f i : Gi → G′i of p-divisible groups. If H0(f) : H → H ′ is a zero map, then f0
factors through G1 giving a null homotopy for f . Now it easily follows that H0 is
faithful.
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If f : H → H ′ be any homomorphism, then we can factor f into H
(1,f)
−−−→
H ×H ′ ։ H ′. Since H ×H ′ := ker[(d, d′) : G0 ×G′0 → G1 ×G′1], we may assume
that f is a closed immersion by replacing f by (1, f) if necessary. SetG′′• := [G′0 →
G′0/f(H)]. Then we have H = H0[G′′•] and f comes from g : G′′• → G′• where
g0 = id and g1 is the natural projection. 
Proof of Proposition 9.3/Construction. Let us first construct M∗. For any isogeny
d : G0 → G1 of p-divisible groups over R, M := coker[M∗(d) : M∗(G1)→M∗(G0)]
is clearly a torsion KisinS-module. By Corollary 6.3.1 (Corollary 8.6.1 when p = 2)
and Lemma 9.3.2, H0 ◦M∗ induces a fully faithful functor Isog•R →ModS(ϕ,∇)
tor
which commutes with étale base change Spf(R′, (̟)) → Spf(R, (̟)). If H :=
ker(d), then we set M∗(H) := coker[M∗(d)].
Let H be a finite locally free group scheme over R of p-power order. Then by
Raynaud’s theorem (Theorem 9.3.1 and the subsequent discussion) there exists a
Zariski covering {Spf(Rα, (p))}α of Spf(R, (p)) and p-divisible groups Gα over Rα
such that HRα ⊂ Gα.
Recall that for each Rα there is a natural S-algebra Sα together with a unique
choice of ϕSα over ϕS, such that Sα/(E) = Rα. (Cf. Lemma 2.3.5, Remark 6.3.5.)
Note also that {Spf(Sα, (p,E))} is a Zariski covering of Spf(S, (p,E)). Now,M∗(HRα) ∈
ModSα(ϕ,∇)
tor makes sense, and the natural glueing datum on {HRα} induces
a glueing datum on {M∗(HRα)}. We define M
∗(H) ∈ ModS(ϕ,∇)
tor by glueing
{M∗(HRα)}. 
ForM ∈ModS(ϕ), we say M is ϕ-nilpotent if ϕnM = 0 for some n, and similarly
define ψ-nilpotent objects. (Cf. Definition 3.2.6.) We can improve Proposition 9.3
in the following case:
Theorem 9.4. Assume that R satisfies the formally finite-type assumption (§2.2.2).
If p > 2 then the functor (Mod FI)S(ϕ,∇) → (Mod FI)
Ki
S (ϕ,∇
0), defined in Re-
mark 9.2.2, is an equivalence of categories, and the following functors is an anti-
equivalence of categories:
p-power order finite locally
free group schemes H over R
such that H [pn] is locally free ∀n
 M∗−−→ (Mod FI)S(ϕ,∇) ∼−→ (Mod FI)KiS (ϕ,∇0).
Let R0 = W (k)[[T1, · · · , Td]] with perfect field k of characteristic p > 2, and
define ϕ : R0 → R0 by extending the Witt vector Frobenius by ϕ(Ti) = T
p
i . Set
R = R0[[u]]/E(u). Then M∗ composed with the forgetful functor ModS(ϕ,∇)tor →
ModS(ϕ)
tor is an anti-equivalence of categories.
Allowing any prime p, each of the following functors is an anti-equivalence of cate-
gories:{
infinitesimal finite locally
free group schemes over R
}
M∗
−−→ModS(ϕ,∇)
ϕ nilp ∼−→ModS(ϕ)
ϕ nilp;{
unipotent finite locally
free group schemes over R
}
M∗
−−→ModS(ϕ,∇)
ψ nilp ∼−→ModS(ϕ)
ψ nilp,
whereM∗ is as in Proposition 9.3, the other arrows are suitable forgetful functors, and
the superscripts ϕ nilp and ψ nilp respectively denote the full subcategory of ϕ-nilpotent
and ψ-nilpotent objects.
We prove this theorem later in §10.5.
Remark 9.4.1. Let us review previous results on Theorem 9.4. When R is a p-adic
discrete valuation ring with perfect residue field and p > 2, then Theorem 9.4 is
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a theorem of Kisin [Kis06, Theorem 2.3.5]. (Note that in this case, Ω̂R0 = 0 so
∇0 is forced to be zero.) The strategy of Kisin to deduce Theorem 9.4 from the
classification of p-divisible groups can be applied in more general setting. Most
general result of this type is the theorem of Eike Lau [Lau10c, Corollary 7.7, Propo-
sition 8.1] in the case when R is a complete regular local ring with perfect residue
field. (Note that his result does not require R/(̟) to be a formal power series.)
Unfortunately, there are difficulties in using the strategy of Kisin to deduce The-
orem 9.4 from Corollary 6.3.1. The most serious problem is the presence of con-
nections ∇0, which cannot be removed in general (unless it is asserted in The-
orem 9.4). In order to handle the connections, we use the theory of moduli of
connections [Vas12, §3]. We review (and slightly generalise) the theory in §10.
9.5. Galois representations. We continue to assume that R satisfies the formally
finite-type assumption (§2.2.2). Let H be a p-power order finite locally free group
scheme over R. ThenH(R) is a finite torsion Zp-module equipped with continuous
(i.e., discrete) action of GR. On the other hand, under the additional assumption
(stated in Proposition 9.5.1) we obtain a torsion GR˜∞ -representation T
∗(M∗(H))
since OE ⊗S M∗(H) is an étale (ϕ,OE )-module.
Proposition 9.5.1. Assume thatR satisfies the formally finite-type assumption (§2.2.2),
and for some Cohen subring W ⊂ R0 we have E(u) ∈ W [u] (cf. §7). Then there ex-
ists a natural GR˜∞ -equivariant isomorphismH(R)
∼= T ∗(M∗(H)) with the following
properties:
(1) If H = ker[d : G0 → G1] for some isogeny d, then the isomorphism H(R) ∼=
T ∗(M∗(H)) is compatible with the isomorphism Tp(Gi) ∼= T ∗(M∗(Gi)) as
in Corollary 8.2.
(2) The formation of the isomorphism H(R) ∼= T ∗(M∗(H)) commutes (in the
obvious sense) with a base change by R→ R′ that lifts to some ϕ-equivariant
map S → S′, where S′ = R′0[[u]] and ϕ are chosen as in §2.2.1 and §3.3;
cf. §3.6.
Proof. If H = ker[d : G0 → G1], then the GR˜∞-isomorphism Tp(G
i) ∼= T ∗(M∗(Gi))
as in Corollary 8.2 induces a GR˜∞ -isomorphism H(R)
∼= T ∗(M∗(H)) with all the
desired properties. (Here we use the exact sequence (7.3.3).) But since the for-
mation of the isomorphism commutes with Zariski localisation, it suffices to define
the isomorphism on some Zariski covering where H can be embedded in some
p-divisible group. 
10. MODULI OF CONNECTIONS
In this section we study the role of connections using Vasiu’s construction of
“moduli of connections” [Vas12, §3]. This construction will play an important role
in the classification of finite locally free group schemes in §9. The main results in
this section are Corollaries 10.3.1 and 10.4.1.
Throughout this section, we assume that R satisfies the formally fintie-type as-
sumption (§2.2.2) and choose (R0, ϕ) as usual. Set R0,k := R0/(p)(∼= R/(̟)). Let
JR and J0(= JR0) respectively denote the Jacobson radicals of R and R0. Note that
R and R0 are respectively J -adic and J0-adic.
10.1. Preliminaries. Let I ⊂ R be a JR-adically closed ideal such that (̟) ⊆ I ⊆
JR, and set I0 := ker(R0 ։ R/I). (In practice, I is either (̟) or JR.) Let A be a
I-adic formally étale R-algebra such that A/IA is finitely generated over R/I (i.e.,
SpecA/InA→ SpecR/In is étale for any n). Then applying §3.6 (Ex1), there exists
a unique I0-adic formally étale lift R0 → A0 of R/I → A/IA, and A0 can naturally
be viewed as a R0-subalgebra of A. We set SA := A0[[u]], and define SA, etc.,
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correspondingly. More generally, if A is “ind-étale” (i.e., A is a I-adic completion
of lim
−→i
A(i) for some I-adic formally étale R-algebras A(i)) then we define A0 by
I0-adically completing lim−→A
(i)
0 , where A
(i)
0 is the R0-lift of A
(i)/IA(i), and define
SA, SA, etc., accordingly. Note that A0 is flat over W and A/(̟) locally admits a
finite p-basis, so it satisfies the requirement for R0 as in §2.2.1 and A satisfies the
p-basis assumption (§2.2.1) using this A0 and E(u) ∈ R0[u] ⊂ A0[u].
10.2. Review of the construction of moduli of connections. For anyM ∈MFS(ϕ)
(respectively, M0 ∈ MFR0(ϕ)), we have SA ⊗S M ∈ MFSA(ϕ) (respectively,
A0 ⊗R0 M ∈MFA0(ϕ)).
Let us recall (and slightly extend) Vasiu’s construction of moduli of connections
[Vas12, Theorem 3.2]. LetM0,M′0 ∈MFR0(ϕ) and a morphism f :M0 →M
′
0 be
given. Fix an R0-direct factor (M0)1 ⊆M0 which lifts Fil
1M0/pM0 ⊆M0/pM0,
and similarly choose (M′0)
1 ⊆M′0. Set
M˜0 := ϕ
∗
(
M0 +
1
p (M0)
1
)
⊂M0[
1
p ].
Note that 1 ⊗ ϕM0 induces an R0-linear isomorphism M˜0
∼
−→ M0, and one can
recover M0 ∈ MFR0(ϕ) from (M0, (M0)
1,M˜0
∼
−→
1⊗ϕM0
M0). We similarly define
M˜′0 so that f induces M˜0 → M˜
′
0.
By passing to a Zariski covering of Spf(R0, J0), we may assume that (M0)1,
M0/(M0)1, (M′0)
1,M′0/(M
′
0)
1, and Ω̂R0 are all free over R0. Let us fix a R0-basis
of Ω̂R0 and an R0-basis of M0 adapted to the direct factor (M0)
1, and same for
M′0.
Consider a functorQn which associates to any étale map Spf(A0, (p))→ Spf(R0, (p))
the set of (naturally defined) equivalence classes of additive morphisms
∇A0,n : A0/(p
n)⊗R0 M0 → A0/(p
n)⊗R0 M
′
0 ⊗R0 Ω̂R0
which satisfies the Leibnitz rule (i.e., ∇A0,n(ax) = a∇A0,n(x) + x ⊗ da for any
a ∈ A0/(pn) and x ∈ M0, where we identify Ω̂A0 ∼= A0⊗̂R0Ω̂R0 by étaleness) and
makes the following diagram commute:
(10.2.1) A0/(pn)⊗R0 M˜0
ϕ∗(∇A0,n)
//
1⊗ϕM0

A0/(p
n)⊗R0 M˜
′
0 ⊗R0 Ω̂R0
(1⊗ϕ
M′
0
)⊗idΩ̂R0

A0/(p
n)⊗R0 M0 ∇A0,n
// A0/(p
n)⊗R0 M
′
0 ⊗R0 Ω̂R0
.
Here we define ϕ∗(∇A0,n) by choosing an arbitrary lift of ∇A0,n over A0/(p
n+1),
and one can check without difficulty that ϕ∗(∇A0,n) does not depend on the choice
of lift. (Cf. equation (9) in [Vas12, §3.1.1].)
IfM0 =M′0 then a connection∇A0,n on A0/(p
n)⊗R0M0 commutes with ϕA0⊗
ϕM0 if and only it satisfies (10.2.1) modulo any p
n. More generally, if M0,M′0 ∈
MFR0(ϕ,∇) and f :M0 →M
′
0 respects ϕ and takes (M0)
1 into (M′0)
1, then both
∇M ′0 ◦ f and (f ⊗ id) ◦ ∇M0 satisfy (10.2.1) modulo any p
n.
We claim that the functor Qn is representable by a p-adic formally étale R0-
algebra (again denoted by Qn). Fixing R0-bases as above, the condition for ∇A0,1
to satisfy (10.2.1) for any A0 we consider is given by a system of equations of the
form x = Bϕ(x)+C0 for some matrices B,C0 with entries in R0,k = R0/(p), where
the variables x are the “matrix entries” of ∇A0,1 with respect to the fixed bases (Cf.
the proof of [Vas12, Theorem 3.2].) Such a system of equations is an example of
Artin-Schreier system of equation (defined in [Vas12, §2.4]), and defines a faithfully
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flat étale algebra Q1,k over R0,k by [Vas12, Theorem 2.4.1], and we take Q1 to be
the unique p-adic formally étale R0-algebra lifting Q1,k.
Now, assume that Qn is defined, and let ∇Qn,n denote the universal object. Pick
an arbitrary lift ∇˜Qn,n+1 : Qn/(p
n+1) ⊗R0 M0 → Qn/(p
n+1) ⊗R0 M0 ⊗R0 Ω̂R0
of ∇Qn,n. For any étale map  : Spf(A0, (p)) → Spf(Qn, (p)), the condition for
some ∇A0,n+1 to satisfy (10.2.1) is given an system of equations of the form x =
Bϕ(x) + Cn over Qn/(p), where the variables are the matrix entries of δA0,n+1
where∇A0,n+1 = ⊗∇˜Qn,n+1+p
nδA0,n+1. (See the proof of [Vas12, Theorem 3.2]
for the details.) We take Qn+1 to be the unique p-adic formally étale Qn-algebra
lifting the faithfully flat étale Qn,k-algebra Qn+1,k defined by these equations. The
system of étale algebras {Qn,k} is an example of Artin-Schreier tower defined in
[Vas12, §2.4].
Definition 10.2.2. The system {Qn} constructed above is called the moduli of con-
nections forM0 andM′0.
The following lemma states that any “connected component” of SpecQ∞/(p)
enjoys nice properties, where Q∞ := lim−→nQn.
Lemma 10.2.3. Let {Qn} be the p-adic R0-formally étale lift of some “Artin-Schreier
tower” over R0,k := R0/(p) in the sense of [Vas12, §2.4]; for example, {Qn} can be
a “moduli of connections”. Let Q̂∞ denote the p-adic completion of Q∞ := lim−→nQn,
and choose a direct summandA0 of Q̂∞ such that SpecA0 has finitely many connected
components. Set A0,k := A0/(p). Then the following properties hold:
(1) Let p ⊂ A0 be a prime ideal containing p, and set p := p/(p) ⊂ A0,k. Then
the localisation (A0,k)p is regular and excellent,
4 and A0,k locally admit a
finite p-basis.
(2) The image of any open subset of SpecA0,k in SpecR0,k is open.
Proof. Note that R0/(p) is regular and excellent by the theory of excellence; cf.,
[Val75, Theorem 4], [dJ95, Lemma 1.3.3], and [Mat80, §33.I, Theorem 79]. Set
q := p ∩ R0,k. Since Spec(A0,k)p is an projective limit of étale neighbourhoods of
q ∈ Spec(R0,k)q, we obtain a (faithfully) flat local morphism (A0,k)p → (R0,k)shq ,
where (R0,k)shq is a strict henselisation at q. Now it follows that (A0,k)p satisfies
ascending chain condition. (Recall that the strict henselisation of a noetherian
local ring is noetherian [EGA, IV4, Proposition 18.8.8(iv)].)
Since the strict henselisation of (A0,k)p is naturally isomorphic to (R0,k)shq ,A0,k is
regular by [EGA, IV4, Corollaire 18.8.13]. Excellence of A0,k follows from [Gre76,
Corollary 5.6(iv)] since R0,k is excellent and normal.
Recall that R0,k locally admits a finite p-basis by [dJ95, Lemmas 1.1.3, 1.3.3].
So A0,k locally admits a finite p-basis since it is a direct limit of étale R0,k-algebras.
This proves (1).
The assertion (2) is a consequence of [Vas12, Theorem 2.4.1(c)], which asserts
that there exists a “stratification” of SpecR0,k such that over each stratum SpecQn,k
is finite étale cover. Therefore, the map SpecA0,k → SpecR0,k is open and closed
over each stratum (unless the fibre at the stratum is empty) by [Mat86, Theo-
rem 9.6], from which (2) follows. 
Let us specialise to the moduli of connections {Qn} for M0 = M′0. Under
the notation as in Lemma 10.2.3, let Q̂∞ denote the p-adic completion of Q∞ :=
lim
−→
Qn, and choose a quotient A0 of Q̂∞ which is p-adic and formally étale over R0
such that A0,k := A0/(p) is constructed as in Lemma 10.2.3.
4Note that this does not necessarily imply that A0,k is noetherian. The author does not know
whether or when to expect that A0,k is noetherian.
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Proposition 10.2.4. In the above setting, A0 ⊗R0 M0 together with the universal
connection is an object in MFA0(ϕ,∇).
Proof. The universal connection is integrable and topologically quasi-nilpotent, which
is shown in the last three paragraphs in the proof of [Vas12, Theorem 3.2]. 
10.3. Special cases. There are some special cases where the moduli of connection
{Q∞} turns out to be very close to R0. We begin with some definitions:
Let {Qn} be the moduli of connections for M0,M′0 ∈ MFR0(ϕ), and consider
one of the following cases.
Formal/Unipotent case: M0 and M′0 are either both ϕ-nilpotent or both
ψ-nilpotent (in the sense of Definition 3.2.6).
Local case: Assume that k is perfect, R0 = W (k)[[T1, · · · , Td]], and ϕ satisfies
dϕ(Ti)/p ∈ mR0Ω̂R0 where mR0 is the maximal ideal (e.g., ϕ(Ti) = T
p
i ).
We allowM0 andM′0 to be arbitrary.
The proof of [Vas12, Theorem 3.3.1] shows that in the above cases there ex-
ists a unique geometric point of SpecQn/(p) over any geometric closed point of
SpecR0,k. Set J0 := ker(R0 ։ Rred) as before. From this, one can check that
there exists a unique connected component Spf(A(n)0 , (p)) ⊂ Spf(Qn, (p)) for each
n which intersects with the fibre over some closed point in SpecR0,k, and further-
more we have R0
∼
−→ A
(n)
0 for all n. (Indeed, all closed points lie in SpecR/JR, so
if we set J0 := ker(R0 ։ Rred) then R0/J0 → QnJ0Qn is an isomorphism for all n
because it is étale and radicial covering. Now exploit the J0-adic completeness of
R0.) In particular, it follows that for anyM0,M′0 ∈ MFR0(ϕ) in one of the above
cases, one can uniquely define a connection on each ofM0 andM′0 so that they be-
come an object of MFR0(ϕ,∇) by Proposition 10.2.4, and any ϕ-equivariant map
M0 →M′0 is horizontal. Combining this with Theorems 3.5 and 3.5.4, we obtain:
Corollary 10.3.1. In the Local case above with p > 2, the functors M∗ and M∗
below
{p-divisible groups/R}
M∗
++
M∗
//MFS(ϕ) ModS(ϕ)
S⊗ϕ,S(−)
∼=
oo ,
defined by forgetting the connections, are anti-equivalences of categories.
Let p be any prime. Then M∗ andM∗ induce anti-equivalences of categories from
the category of formal p-divisible groups over R toModS(ϕ)ϕ nilp and MFS(ϕ)ϕ nilp,
and similarly for unipotent p-divisible groups.
Remark 10.3.2. Corollary 10.3.1 can be alternatively obtained using display theory
for formal p-divisible groups and Dieudonné display theory (even in the Local case
when p = 2); cf. [Zin02, Lau08] and [Lau10c]. Indeed, the “display” corresponding
to a p-divisible group can be recovered from MFS(ϕ) (without connection).
Let us now state the main result of this section:
Theorem 10.4. Let A0 be a finite product of p-adic Zp-flat domains which satisfies
the conclusions of Lemma 10.2.3(1); namely, A0,k := A0/(p) locally admits a finite
p-basis, and for any prime ideal p ⊂ A0 containing p, (A0)p/(p) is regular and excel-
lent. We also fix a lift of Frobenius ϕ = ϕA0 : A0 → A0 over ϕW , which exists by
Lemma 2.3.1.
Then, the contravariant functor
M∗0 :
{
p-divisible groups over A0,k := A0/(p)
}
→MFA0(ϕ,∇),
given by GA0,k  D
∗(GA0,k)(A0) is an anti-equivalence of categories.
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Let {Qn} denote a moduli of connections forM0 =M′0 ∈MFR0(ϕ,∇), and let
Q̂∞ denote the p-adic completion of Q∞ := lim−→Qn, as usual. By Lemma 10.2.3(1),
Theorem 10.4 can be applied to any direct factorA0 of Q̂∞ which is a finite product
of domains.
Let us first record a consequence. Let A0 be as in Theorem 10.4, and set A :=
A0 ⊗R0 R ∼= A0[u]/E(u), which is a ̟-adic formally étale R-algebra. Set SA :=
A0[[u]] and construct SA, etc., accordingly.
Corollary 10.4.1. In the above setting, the contravariant functor
M∗ :
{
p-divisible groups over A
}
→MFBrSA(ϕ,∇
0),
given by G D∗(G)(SA) is an exact anti-equivalence of categories.
Proof. The full assertion for p > 2 and the essential surjectivity claim for p = 2
follows from Theorems 3.5 and 10.4. When p = 2, full faithfulness of M∗ follows
from Corollary 8.6.1, which can be applied thanks to Lemma 10.2.3(1). 
We first begin with the following standard commutative algebra lemma, which
will be used in the proof of Theorem 10.4:
Lemma 10.4.2. Let B be a (not necessarily noetherian) ring, and I ⊂ B a finitely
generated ideal. Let B̂ := lim
←−
B/In denote the I-adic completion, equipped with the
inverse limit topology. Then the topological closure of In in B̂ is InB̂, and the natural
topology of B̂ coincides with the IB̂-adic topology. Furthermore, if B/I is noetherian,
then so is B̂.
We will apply this lemma when I = (p).
Proof. The first assertion (on the completion of In and the topology of B̂) is exactly
Corollaire 2 in [Bou06, Ch. III, §2, no. 12, page 228]. Since I is finitely generated,
the associated graded ring
⊕
n>0 I
n/In+1 for B̂ is finitely generated over B/I, so
it is noetherian if B/I is noetherian. Now the noetherian-ness claim follows from
Corollaire 1 in [Bou06, Ch. III, §2, no. 9, page 217]. 
Proof of Theorem 10.4. Full faithfulness ofM∗0 follows from [BM90, Théorème 4.1.1]
and Proposition 3.2.5. We prove essential surjectivity by generalising the proof of
[Vas12, Theorem 3.4.1]: the main idea is fpqc descent from the completion at each
point of SpecA0,k. (The strategy of descending from completion using the theory
of excellent rings appeared in the proof of [Zin02, Theorem 103] as well.)
Let us set up the notation. Let p ⊂ A0 be a prime ideal containing p, and set p :=
p/(p) and k(p) := Frac(A0/p) = Frac(A0,k/p). Let B0,p be the p-adic completion of
(A0)p. Note that B0,p/(p) = (A0,k)p, which is noetherian by assumption. Applying
Lemma 10.4.2, if follows that B0,p is p-adic and noetherian.
Let (̂A0)p be the p-adic completion of (A0)p. One can easily check that (̂A0)p is
faithfully flat over B0,p, and (̂A0)p/(p) is naturally isomorphic to the p-adic comple-
tion of (A0,k)p. Since (A0,k)p is regular, (̂A0)p/(p) is isomorphic to a formal power
series ring over k(p) with finitely many variables, and (̂A0)p is isomorphic to a
formal power series ring over some Cohen ring of k(p) with finitely many variables.
Note that (A0,k)p has a finite p-basis because the relative Frobenius morphism
(A0,k)p → A0,k⊗ϕ,A0,k(A0,k)p is an isomorphism. (Indeed, (A0,k)p = lim−→f /∈pA0,k[
1
f ],
and the relative Frobenius morphism is clearly an isomorphism for the A0,k-algebra
A0,k[
1
f ].) Hence, (̂A0)p/(p), being the p-adic completion of (A0,k)p, has a finite p-
basis by [dJ95, Lemma 1.1.3].
54 W. KIM
As observed in §3.6 (Ex5), ϕA0 uniquely extends to lifts of Frobenius on B0,p
and (̂A0)p. Therefore, for anyM0 ∈MFA0(ϕ,∇), the scalar extensions (̂A0)p ⊗A0
M0 and B0,p ⊗A0 M0 can respectively be viewed as objects in MF(̂A0)p
(ϕ,∇) and
MFB0,p(ϕ,∇).
Now, by [dJ95, Main Theorem 1], there exists a p-divisible group Ĝp over (̂A0)p/(p)
equipped with an isomorphismD∗(Ĝp)((̂A0)p)
∼= (̂A0)p⊗A0M0 as objects inMF(̂A0)p
(ϕ,∇).
We will proceed by descending Ĝp to a p-divisible group over (A0,k)p, and then to
a p-divisible group over A0,k. To produce descent data for p-divisible groups, we
will first produce descent data for “Dieudonné crystals”, and show full faithfulness
of crystalline Dieudonné functors over relevant base schemes.
Viewing B0,p ⊗A0 M0 and (̂A0)p ⊗A0 M0, respectively, as vector bundles on
Spf(B0,p, (p)) and Spf((̂A0)p, (p)), the “vector bundle” (̂A0)p ⊗A0 M0 carries a de-
scent datum for the fpqc covering Spf((̂A0)p, (p)) → Spf(B0,p, (p)), as it is a pull
back of the “vector bundle” B0,p ⊗A0 M0. To make it more precise, we obtain a
projective system of descent data on {(̂A0)p/(p
n)⊗A0M0}n for faithfully flat maps
{B0,p/(pn) → (̂A0)p/(p
n)}n. It is now clear that the standard results on full faith-
fulness and effectivity of descent can be extended to our setting. In particular, we
can consider “descent data with Frobenius structure and connections”, and the nat-
ural Frobenius structure and connection on B0,p⊗A0M0 can be uniquely recovered
from the descent datum on (̂A0)p ⊗A0 M0.
For the rest of the proof, we let ⊗̂ denote the p-adic completion of the⊗-product.
We respectively define i1, i2 : (̂A0)p → (̂A0)p⊗̂B0,p (̂A0)p by i1 : a 7→ a⊗̂1 and
i2 : a 7→ 1⊗̂a for any a ∈ (̂A0)p. Then the descent datum on (̂A0)p ⊗A0 M0 can be
interpreted as an (̂A0)p⊗̂B0,p (̂A0)p-linear isomorphism
(10.4.3)
(
(̂A0)p⊗̂B0,p (̂A0)p
)
⊗i1,A0 M0
∼
−→
(
(̂A0)p⊗̂B0,p (̂A0)p
)
⊗i2,A0 M0
which satisfies the “standard” cocycle condition that involves scalar extensions by
different choices of maps (̂A0)p⊗̂B0,p (̂A0)p → (̂A0)p⊗̂B0,p (̂A0)p⊗̂B0,p (̂A0)p; actu-
ally, the cocycle condition coincides with the usual cocycle condition for the descent
datum for modules, except that ⊗ is replaced by ⊗̂. Since the Frobenius structure
and connection on (̂A0)p⊗A0 M0 are induced from B0,p⊗A0M0, the isomorphism
(10.4.3) is an isomorphism in MF
(̂A0)p⊗̂B0,p (̂A0)p
(ϕ,∇). Note also that the descent
datum (10.4.3) can be interpreted as an isomorphism
D∗(i∗1Ĝp)
∼
−→ D∗(i∗2Ĝp)
of Dieudonné crystals over Spec((̂A0,k)p⊗(A0,k)p (̂A0,k)p), which satisfies some nat-
ural cocycle condition (cf., Proposition 3.2.5).
In order to show that this descent datum induces a descent datum on Ĝp for the
fpqc covering Spec (̂A0,k)p → Spec(A0,k)p, we need the following claim:
Claim 10.4.4. The rings (̂A0,k)p⊗(A0,k)p (̂A0,k)p and (̂A0,k)p⊗(A0,k)p (̂A0,k)p⊗(A0,k)p
(̂A0,k)p are normal and admit a finite p-basis.
The p-basis assertion is clear. To show normality, let us write (̂A0,k)p = lim−→iB
(i)
where B(i) ’s are finitely generated normal (A0,k)p-subalgebras in (̂A0,k)p; indeed,
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this is possible as the normalisation of any finitely generated (A0,k)p-algebra is
finite by excellence of (A0,k)p.
Recall that the natural map (A0,k)p → (̂A0,k)p is flat with geometrically regular
fibres by excellence of (A0,k)p. In particular, B(i) → (̂A0,k)p ⊗(A0,k)p B
(i) is flat
with geometrically regular fibres. Since the source of the map is normal, it follows
from (Corollary of) [Mat86, Theorem 23.9] that (̂A0,k)p ⊗(A0,k)p B
(i) is normal.
Normality of (̂A0,k)p ⊗(A0,k)p (̂A0,k)p = lim−→i
(
(̂A0,k)p ⊗(A0,k)p B
(i)
)
is now clear.
We similarly show that (̂A0,k)p ⊗(A0,k)p (̂A0,k)p ⊗(A0,k)p (̂A0,k)p is normal. This
proves Claim 10.4.4.
It now follows from Claim 10.4.4 that the functors D∗(−)((̂A0)p⊗̂B0,p (̂A0)p)
and D∗(−)((̂A0)p⊗̂B0,p (̂A0)p⊗̂B0,p (̂A0)p) on p-divisible groups (over suitable bases)
are fully faithful. (Cf., [BM90, Théorème 4.1.1], Proposition 3.2.5. Recall that
((̂A0)p⊗̂B0,p (̂A0)p)/(p) = (̂A0,k)p ⊗(A0,k)p (̂A0,k)p, and similarly for the triple ten-
sor product.) Therefore, the descent datum on (̂A0)p ⊗A0 M0 induces a descent
datum on Ĝp. By descending the finite flat group scheme Ĝp[pn] for each n, we
obtain a p-divisible group Gp over (A0,k)p such that D∗(Gp)(B0,p) ∼= B0,p ⊗A0 M0.
Now, a similar (but much easier) consideration produces a descent datum on
{Gp}p∈SpecA0,k with respect to the fpqc covering {Spec(A0,k)p} of SpecA0,k. (Note
that Claim 10.4.4 becomes rather straightforward for (A0,k)p ⊗A0,k (A0,k)p′ and
(A0,k)p ⊗A0,k (A0,k)p′ ⊗A0,k (A0,k)p′′ , where p, p
′, p′′ ∈ SpecA0,k.) The resulting p-
divisible groupGA0,k comes equipped with a natural isomorphismD
∗(GA0,k )(A0)
∼=
M0, as desired. This concludes the proof of Theorem 10.4. 
10.5. Proof of Theorem 9.4. Assume that R satisfies the formally finite-type as-
sumption (§2.2.2), and let I ⊂ R be an ideal with (̟) ⊂ I ⊂ JR. We set
I0 := ker(R0 ։ R/I). Recall from §10.1 that for any I-adic formally étale R-
algebra A such that A/IA is an inductive limit of étale R/I-algebras, we have a
canonical choice of R0-subalgebra A0 ⊂ A and a lift of Frobenius ϕA0 over ϕR0 .
We set SA := A0[[u]] (with ϕSA extended by u 7→ u
p), and IS := ker(S ։ R/I).
ClearlyS is IS-adically separated and complete. If I = JR, then we write JS := IS.
(If I = (̟) for example, then IS = (p,E(u)).)
If {Spf(Aα, IAα)} is an ind-étale fpqc covering of Spf(R, I) in the formal scheme
sense (i.e., for each n, SpecAα/InAα are ind-étale over SpecR/In and form a fpqc
covering), then the corresponding {Spf(SAα , ISSAα)} is an ind-étale fpqc covering
of Spf(S, IS). (Here, ind-étale fpqc coverings are defined in the formal scheme
sense.) For any M either in ModKiS (ϕ,∇
0)tor or ModS(ϕ)tor, we let MAα :=
SAα ⊗S M denote the scalar extension. Note that we will actually work with ind-
étale fpqc coverings that may not be étale coverings; cf., Proposition 10.5.2.
Lemma 10.5.1. For any M ∈ ModS(ϕ)tor, there exists a Zariski open covering
{Spf(Rα, JRRα)} of Spf(R, JR) and Nα,N′α ∈ ModSRα (ϕ) such that for each α
there is a ϕ-equivariant exact sequence
0→ N′α → Nα →Mα := SRα ⊗S M→ 0.
Proof. We prove this lemma by adapting the proof of [Kis06, Lemma 2.3.4] as fol-
lows. ForM ∈ModS(ϕ)tor, set L := coker(1⊗ ϕM) and F := im(1⊗ ϕM). Choose
a finite free R-module L˜ which surjects onto L and a finite-rank free S-module N
which surjects onto both M and L˜. Set F˜ := ker(N ։ L˜). We may assume that F˜
surjects onto F under the natural projection N ։ M by replacing, if necessary, N
by N⊕Sr whereSr surjects onto F and maps to zero in L˜. To summarise, we have
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the following commutative diagram with exact rows:
0 // F˜ //

N //

L˜ //

0
0 // F //M // L // 0
.
Since L˜ is free over R and R is of S-projective dimension 1, it follows that F˜ is
projective over S. We choose {Rα} so that F˜α := SRα ⊗S F˜ is free over SRα
for each α. (Note that since SRα is JS-adic, a finitely generated projective SRα -
module F˜α is free if and only if F˜α/JSF˜α is free over SRα/JSSRα = Rα/JRRα.
So we take Rα so that F˜α/JSF˜α is free over Rα/JRRα.) Since both F˜α and Nα are
free of the same rank, we may choose an isomorphism ϕ∗Nα ∼= F˜α, and define ϕNα
so that we have:
1⊗ ϕNα : ϕ
∗Nα ∼= F˜α →֒ Nα.
It is clear that (M˜α, ϕM˜α) ∈ ModSRα (ϕ)
tor and the natural projection M˜α ։Mα
is ϕ-equivariant.
Set M˜′α := ker(M˜α ։ Mα), which is a ϕ-stable submodule of M˜α. We claim
that M˜′α ∈ ModSRα (ϕ)
tor. Set L˜′α := coker(1 ⊗ ϕM˜′α). Then L˜
′
α naturally embeds
into L˜α := Rα ⊗R L˜ since L˜′α[
1
p ] = L˜α[
1
p ] and R is Zp-flat. It follows that L˜
′
α is
annihilated by E. 
Proposition 10.5.2. For any M ∈ (Mod FI)KiS (ϕ,∇
0), there exists a Zariski open
covering {Spf(Rα, JRRα)} of Spf(R, JR), such that for each α there exist a faithfully
flat ind-étale map Spf(Aα, (̟)) → Spf(Rα, (̟)) and NAα ∈ Mod
Ki
SAα
(ϕ,∇0) with
the following properties:
(1) for each α, Aα,0 satisfies the assumption for A0 over Rα,0 in Theorem 10.4;
(2) for each α, there is a ϕ-equivariant surjective map NAα ։MAα := SAα ⊗S
M such that the induced map NAα,0 := Aα,0 ⊗ϕ,SA0 NA0 ։ MAα,0 :=
Aα,0 ⊗ϕ,S M respects connections.
Proof. In order to prove the proposition, we may replace R by one of Rα’s as in
Lemma 10.5.1, so that we have N ∈ ModS(ϕ) with ϕ-equivariant surjective map
N ։ M. (Cf., Lemma 10.5.1.) The main idea is to find an ind-étale fpqc covering
over which N0 := R0 ⊗ϕ,S N admits a connection as in the statement. We use
some slight variant of Vasiu’s construction of “moduli of connections” (cf., [Vas12,
Theorem 3.2], and also §10.2 of this paper).
Let us set up the notation. Set M0 := R0 ⊗ϕ,S M ∼= R0 ⊗S (S ⊗ϕ,S M). Since
S⊗ϕ,SM ∈MF′S(ϕ,∇)tor, one can viewM0 ∈MFR0(ϕ,∇)
tor where all the extra
structure is induced from S ⊗ϕ,S M. Similarly, N0 := R0 ⊗ϕ,S N can naturally be
viewed as an object in MFR0(ϕ). We also fix a R0-direct factor (N0)
1 ⊆ N0 which
lifts (Fil1N0)/pN0 ⊆ N0/pN0.
Assume that pnM = 0. Let {Spf(Rα, JRRα)} be a Zariski covering of Spf(R, JR)
with the following properties:
• (N0)1, N0/(N0)1, and Ω̂R0 become free over Rα,0;
• the underlying R0-modules of bothM0 and the kernel of N0/pnN0 ։M0
become isomorphic to
⊕
(Rα,0/p
i)di after the base change.
We may (and do) replace R by one of Rα, and drop the subscript α from now on.
We now construct an ind-étale fpqc covering Spf(A0, (p)) → Spf(R0, (p)) as fol-
lows. Recall that for each n > 1 we have a faithfully flat p-adic formally étale R-
algebra Qn such that for any p-adic formally étale R0-algebra B0, HomR0(Qn, B0)
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is naturally in bijection with the set of connections on B0/(pn)⊗R0N0 which satisfy
the commutative diagram (10.2.1). One can see without difficulty that there is a
universal quotient Q′1,k of Q1/(p) such that the natural projection Q
′
1,k ⊗R0 N0 ։
Q′1,k ⊗R0 M0 is horizontal when we give a universal connection on the source.
Furthermore, by writing down this condition in terms of the “matrix entries” of
a universal connection, one sees that Q′1,k is defined by equations of the form
x′ = B′ϕ(x′) + C′ where B′ and C′ are matrices over R0/(p) and x′ is a column
vector of variables. One can check (cf., [Vas12, Theorem 2.4.1]) that Q′1,k is faith-
fully flat étale over R0/(p), hence SpecQ′1,k is a union of connected components in
SpecQ1/(p). Let Q′1 denote the unique p-adic formally étale lift of Q
′
1,k, which can
naturally be viewed as a quotient of Q1.
We can repeat this construction to obtain a union of connected components
Spf(Q′n, (p)) ⊂ Spf(Qn, (p)) where p
nM = 0, with the property that Q′n/(p
n) ⊗R0
N0 ։ Q′n ⊗R0 M0 is horizontal. (Note that both p
iN0/pi+1N0 and piM0/pi+1M0
are free over R0/(p) by assumption.) Pick a formally étale lift Q′n of Q
′
n,k and view
it as a quotient of Qn. For any i > n, we set Q′i := Qi ⊗Qn Q
′
n, and let Q̂
′
∞ denote
the p-adic completion of Q′∞ := lim−→iQ
′
i.
Note that each Spf(Q′n, (p)) is faithfully flat and étale over Spf(R0, (p)), so we
can choose a direct summand A0 of Q̂′∞, such that A0 is a finite product of domains
and SpecA0/(p) surjects onto SpecR0/(p) (which is possible by Lemma 10.2.3(2)).
As Q̂′∞ is a direct factor of Q̂∞, A0 satisfies (1) in the statement by Lemma 10.2.3(1).
The universal connection on Q̂′∞ induces a connection on A0⊗R0 N0, which makes
it an object inMFA0(ϕ,∇) by Proposition 10.2.4, and satisfies (2) in the statement
by construction. Now we set A := A0 ⊗W OK and NA := SA ⊗S N. 
Now let us prove Theorem 9.4. By Proposition 9.3, we only need to show es-
sential surjectivity. From Lemma 10.5.1 and Corollary 10.3.1, one easily obtain
Theorem 9.4 except the assertions involving (Mod FI)KiS (ϕ,∇
0). We now show
the remaining part of Theorem 9.4.
By local flatness criterion (for modules over S/(pi)), for a p-power order finite
locally free group scheme H over R, H [pi] is locally free over R for each i if and
only if M∗(H) ∈ (Mod FI)KiS (ϕ,∇
0). So by Proposition 9.3 and Remark 9.2.2 it
remains to show that for any M ∈ (Mod FI)KiS (ϕ,∇
0) there exists a finite locally
free group scheme H over R such that M∗(H) ∼= M.
For a givenM ∈ (Mod FI)KiS (ϕ,∇
0)we choose {Rα}, {Aα} andNAα ∈Mod
Ki
Sβ
(ϕ,∇0)
as in Proposition 10.5.2, and set N′Aα := ker(NAα ։ MAα), which is an object in
Mod
Ki
SAα
(ϕ,∇0). By Corollary 10.4.1, we obtain an isogeny of p-divisible groups
GAα → G
′
Aα
over Spf(Aα, (̟)) corresponding to the natural inclusion N′Aα →֒
NAα , and set HAα := ker(GAα → G
′
Aα
). Clearly, we have M∗(HAα) ∼= SAα ⊗S M.
We will produceH overR by first descendingHAα overRα, and glue them together.
We write ⊗̂Rα for the ̟-adically completed tensor product, and ⊗̂Sα for the
(p,E(u))-adically completed tensor product (or equivalently, (p, u)-adically com-
pleted tensor product). Consider maps i1, i2 : Aα → Aα⊗̂RαAα defined by i1 : a 7→
a⊗̂1 and i2 : a 7→ 1⊗̂a for a ∈ Aα, and use the same notation to denote the maps
i1, i2 : SAα → SAα⊗̂SRαSAα defined similarly.
Since Spf(Aα, (̟))→ Spf(Rα, (̟)) is faithfully flat map of formal schemes (i.e.,
SpecAα/(̟
n) → SpecRα/(̟n) is faithfully flat for each n), we can apply fpqc
descent theory. A descent datum on HAα is an isomorphism
(10.5.3) i∗1HAα
∼
← i∗2HAα
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of finite locally free group schemes over Aα⊗̂RαAα which satisfies the natural co-
cycle conditions. By setting Aα,k := Aα/(̟) and Rα,k := Rα/(̟), the tensor
products Aα,k ⊗Rα,k Aα,k and Aα,k ⊗Rα,k Aα,k ⊗Rα,k Aα,k are normal and locally
admit finite p-basis. (For normality, note that these rings are filtered direct limits
of étale Rα,k-algebras, which are normal.) Therefore, by the base change property
and full faithfulness of M∗ as stated in Proposition 9.3, we obtain a descent datum
on HAα as in (10.5.3) from the “(p, u)-adically continuous descent datum”
(10.5.4) (SAα⊗̂SRαSAα)⊗i1,S M
∼
−→ (SAα⊗̂SRαSAα)⊗i2,S M
obtained from the fact thatSAα⊗SM is the scalar extension ofSRα⊗SM. There-
fore, we obtain HRα over Spf(Rα, (̟)) such that M
∗(HRα)
∼= SRα ⊗S M.
A similar consideration produces a glueing datum on {HRα}α, so we obtain a
finite locally group scheme H over R with M∗(H) ∼= M. This concludes the proof
of Theorem 9.4.
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