Abstract. Working with an integer bilinear programming formulation of a one-dimen--sional cutting-stock problem, we develop an ILP-based local-search heuristic. The ILPs holistically integrate the master and subproblem of the usual price driven pattern-generation paradigm, resulting in a unified model that generates new patterns in situ. We work harder to generate new columns, but we are guaranteed that new columns give us an integer linear-programming improvement. The method is well suited to practical restrictions such as when a limited number of cutting patterns should be employed, and our goal is to generate a profile of solutions trading off trim loss against the number of patterns utilized. We describe our implementation and results of computational experiments on instances from a chemical-fiber company.
Introduction
We assume familiarity with the basics of integer linear programming (see [23] , for example). Let m be a positive integer, and let M := {1, 2, . . . , m}. Stock rolls of (usable) width W max are available for satisfying demands d i for rolls of width w i (< W max ), i ∈ M . The classical (one-dimensional) CSP (cutting-stock problem) is to minimize the trim loss created in covering the demands. Many models for the problem employ the idea of a cutting pattern. A pattern is a z ∈ Z M + satisfying
where W min is a lower bound on the allowed nominal trim loss per stock roll (note that the total actual trim loss may be greater than the sum of the nominal trim losses, since we allow the possibility of over production for our solution). The variable z i represents the number of rolls of width w i that are obtained from a single stock roll when we employ this pattern. With this concept, most models seek to determine which patterns to use and how many times to repeat each pattern to cover the demand. This is the classical framework of Gilmore and Gomory (GG) [10] who applied a simplex-method based column-generation scheme to solve the LP relaxation, followed by rounding the column utilizations up.
We allow for some variations of the classical model to accommodate practical application. In actual instances of the CSP, the cutting machines have a limited number, say †, of (movable) knives. Ordinarily there are a pair of stationary knives at each end that cut the role to the standard width of W max . We do not count the boundary scrap trimmed by these stationary knives as trim loss. Hence we have the added restriction
or, equivalently,
2 LEE since we want to allow † + 1 pieces to be cut when there is no nominal trim loss for a pattern. Also, widths up to some threshold ω are deemed to be narrow, and there is often a limit on the number C nar of narrows permitted to be cut from a stock roll. So we add the restriction
where M nar := {i ∈ M : w i ≤ ω}. Additionally, we allow for the possibility of not requiring demand to be exactly satisfied. This is often customary for real applications, for example in the paper industry. Moreover, allowing this flexibility can lead to a significant decrease in trim loss. We assume that for some small nonnegative integers q i and p i , the customer will accept delivery of between d i − q i and d i + p i rolls of width w i , for i ∈ M . We allow for over production, beyond d i + p i rolls of width w i , but we treat that as trim loss. Finally, we limit the number of patterns allowed to some number n max . This kind of limitation can be quite practical for actual applications, but it is difficult to handle computationally (see [22] and the references therein). Heuristic approaches to this type of limitation include: variations on the simplex-method based GG approach (see [30] , [7] and [14] ), incremental heuristics for generating patterns (see [12] and [13] ), local-search methods for reducing the number of patterns as a post-processing stage ( see [15] , [11] and [8] ), linear-programming based local search (see [26] ), heuristically-based local search (see [27] ) and [28] ). While a computationally intensive Branch, Cut and Price methodology is explored in [29] and later a Branch and Price approach in [2] . Our goal is find a good compromise method -more powerful than existing heuristics, but with less effort than exact ILP approaches. Such a tool can be used within an exact ILP approach on the primal side, and may also be used when other heuristics fail to give good solutions. So, we view our contribution as complementary to existing approaches. Moreover, often it is hard to exactly quantify the cost of changing changing cutting patterns. Our method is particularly well suited to generating a profile of solutions trading off trim loss against the number of patterns employed. Then an appropriate solution can be selected from such a Pareto curve.
Before getting into the specifics of our model and algorithm, we give a high-level view of our philosophy. As we have mentioned, most models and associated algorithms for CSPs employ the idea of a cutting pattern. With this idea, many methods follow the GG pattern-generation approach. Constraints involving coverage of demand using a known set of patterns are treated in a "master problem" and constraints describing feasible patterns are treated in a subproblem. As we seek a LP solution at the master level in the GG approach, we can communicate the necessary information (capturing demand coverage) to the subproblem via prices. But since we are really after an integer solution to the master, prices are not sufficient to describe optimal demand coverage based on known patterns to the subproblem. We address this shortcoming of the usual pattern-generation approach by formulating a holistic model that simultaneously seeks a small number of new patterns, their usages, and the usages of the current set of patterns. That is, the unified model generates new patterns in situ. Another benefit of this approach is that it is easily imbedded in a local-search framework which is ideal for working with constraints that are not modelled effectively in an ILP setting (like the cardinality constraint limiting the number of patterns that we may employ) -both finding a point solution and generating a profile of solutions.
In §1, we describe the bilinear model of our CSP. In §2, we modify the model by fixing some patterns and linearizing the remaining bilinear terms. In §3, we describe our computational methodology for solving the model of §2 and for generating a sequence of such models aimed at producing a profile of good solutions trading off trim loss against the number of patterns utilized. In §5, we describe the results on computational experiments. In §4, we report on preliminary experiments designed to examine the trade off between economizing on some variables and the quality of our solutions. Finally, in §6, we describe some extensions on our approach.
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The Bilinear Model
Let N := {1, 2, . . . , n}. We describe a set of n patterns by the columns of an m × n matrix Z. So, z ij is the number of rolls of width w i that is cut from a stock roll when we employ pattern number j. Let x j be a nonnegative integer variable that represents the number of times pattern number j is employed toward satisfying the demands. We let the variable s i be the part of the deviation (from demand d i ) of the production of width w i that is within the allowed tolerance. The variable t i is the part of the deviation that exceeds the upper tolerance and is treated as trim loss. Then we have the integer bilinear programming formulation which seeks to minimize trim loss:
subject to
There are a few strategies for dealing with the bilinearity of (10) . Allowing N to be so large that all possible patterns can be accommodated simultaneously, and applying decomposition (see Dantzig and Wolfe) [5, 6] in a certain manner, leads to the classical linear-programming based column-generation approach of GG [10] .
In the next section, we describe an alternative approach, which does not rely on decomposition and thus does not involve an enormous number of variables. We seek a good (heuristic) solution to (5-13). Our approach is to partition N into two sets:N andN . For j ∈N , we treat the pattern variables z ij as fixed, and we treat the x j as true variables. For j ∈N , we write all of the variables x j and z ij in binary expansion and then we linearize the binary products. We start withN empty, andN of a very limited size (say no more than 3 elements). While we have fewer than n max patterns inN , we repeatedly solve the problem, moving the resulting optimal patterns fromN intoN . After each move of new patterns toN , we can do local search, testing whether dropping a few patterns and re-generating offers an improvement.
Partial Linearization
Let β i be an upper bound on the greatest number of bits used for representing z ij in any solution to (6) (7) (8) (9) . For example, we can take
Let β be an upper bound on the greatest number of bits used for representing x j in an optimal solution to (5-13). For example, we can take β = ⌈log 2 (1 + j∈N x j )⌉, where (x, z, s, t) is any feasible solution to (5) (6) (7) (8) (9) (10) (11) (12) (13) . It is desirable to have the β i and β as small as possible. Let L i := {0, 1, . . . , β i − 1}, for all i ∈ M , and let K := {0, 1, . . . , β − 1}. We define binary variables z ij l , for all i ∈ M, j ∈ N, l ∈ L i , and binary variables x j k , for all j ∈ N, k ∈ K. These are just the bits in the binary representations of the z ij and the x j . For a given j ∈ N , we refer to the z ij as the integer-encoded pattern j and the z ij l as the binary-encoded pattern j. So, letting
and
we have
The boolean-quadric constraints (15) are well understood, and we apply the standard linearization (23) (see [24] for example).
So we work with the following ILP formulation:
We note that the difficulty in working to solve instances of (17-26) centers on the boolean quadric part of the model whenN , K and the L i are big.
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Computational Methodology
For each i ∈ M , j ∈N , the variables and equations of (15) describe the boolean quadric polytope (see [24] ) of the complete bipartite graph of Figure 1 . Recognizing this, we can strengthen our formulation using known valid inequalities. Already, we can get some mileage by including simple ones that are not of the form (23) . Specifically, we utilize all of the remaining facets of the boolean quadric polytopes of all of the 4-cycles of the graph:
Rather than try and tease these inequalities out of [24] , it is easy to obtain them using a facet enumeration code such as Komei Fukuda's cdd [9] or Thomas Christof and Andreas Löbel's PORTA [3] (to calculate all of the facets of the boolean quadric polytope of a 4-cycle).
An ugly fact of life for this formulation is the symmetry of permuting the patterns in a solution. This is not a problem withinN , since these (integer-encoded) patterns are fixed. The problem would be generating a (binary-encoded) pattern indexed inN that is already indexed inN (as an integer-encoded pattern). As is well known, such symmetry can be devastating for any branching procedure. The pattern-exclusion constraints i∈M, l∈L i :
insure that we do not regenerate a (binary-encoded) pattern that is already indexed inN (as an integer-encoded pattern). We note that the primary reason for encoding patterns in binary was to accurately model multiplication; a side benefit is that we can easily exclude patterns from being re-generated.
LEE
We also need to do something to overcome symmetry withinN (when |N | > 1). One idea to overcome this is to order the implied integer-encoded patterns lexically, by imposing the |N | − 1 lexicographic constraints:
for some ǫ > 0. Choosing ǫ sufficiently small insures a true lexical ordering, but this causes numerical problems. A more moderate choice of ǫ seems to be sufficient to break enough of the symmetry without causing numerical difficulties. More sophisticated approaches for dealing with this symmetry would be to try to apply various ideas of Lee and Margot [16, 19, 18, 20, 21] . This would be particularly easy to carry out considering that we will take |N | to be small. Next, we turn to the issue of sizingN . We could take the extreme approach choosingN = ∅, in which case we are just choosing how many times to use patterns from a fixed set that we have on hand. At the other extreme, we could letN = ∅, and then we are really seeking to solve the full bilinear model (using binary-encoding). In the former case, we are being too restrictive. In the latter case, we are being too ambitious. So we take a practical approach, solving a sequence of models (17-30) as described in the crawla algorithm of Figure 2 .
-Initialization: Start withN := ∅. Choose νa and νs to be very small positive integers (say ≤ 3).
-Augmentation Phase: If we have nmax patterns inN , then we STOP. Otherwise, if we have fewer than nmax patterns inN , then we considerN to be of cardinality min{νa, nmax − |N |}, and we solve the model (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) . We move the resulting optimal patterns fromN (with binary encoding) intoN (with integer encoding), and GOTO Swapping Phase. -Swapping Phase: Do local search, testing whether dropping up to νs patterns fromN and regenerating (throughN ) via the model (17-30) offers an improvement. Repeat until there is no improvement; then GOTO Augmentation Phase.
Fig. 2. Algorithm crawla
We note that we are particularly motivated by problem instances for which (i) the demands d i are small and for which (ii) the number of distinct patterns desired is small. For such instances, the number of variables in our ILP is manageable. Moreover, the classical approach of GG is ill suited to such instances, since it relies on rounding basic solutions of linear programs. In such solutions, (i) the rounding may produce solutions with significantly higher objective value (as a percentage) than the LP relaxation, and (ii) we may have as many as |M | active patterns.
Finally, we note that our local-search approach can be seen as a type of very-large scale neighborhood search technique (see [1] , for example).
Restricting β
Recall our notation thatN indexes the new patterns that we seek to generate at each stage, and β is the number of bits that we allow in the binary representation of the usage x j for a pattern indexed by each j ∈N . As it stands, the number of 0/1 bit variables for these usages is β|N |, and we need to limit the number of these variables if we are to have some hope of quickly solving each of the ILPs along the way.
We have already suggested taking |N | to be quite small (no more than 3), but there is also the possibility of artificially limiting the number of 0/1 bit variables for these usages in some other way. For example, we can take β to be smaller than that required by the maximum possible usage of a single pattern. If we find a good pattern in this manner, then once it is transferred toN , it will enjoy unrestricted usage. Loosely speaking, we can regardN as 'direction seeking' andN as 'step taking'. Further in this spirit, we can allow differing numbers of bits for the various j ∈N . In this vein, it might be helpful to not break the symmetry withinN so that a pattern might be allowed to occur more than once and make use of more bits for its usage.
We made some preliminary tests, varying β. We report on a representative example: a difficult randomly generated instance obtained from [25] . Specifically, we used 'DATA1' from 'type18', generated by Umetani using the problem generator of [31] ; the instance has m = 40 and is characterized by w i that are all greater than 1/5 of W max , and demands d i as large as 205. In Figure 3 we see what happens as we let β range from 2 up through 8. We can readily see that for this data set, very good results are already achieved with β as low as 4 if we can tolerate 31 patterns -even though in the good solutions found, there are some patterns that are used close to 200 (>> 2 4 − 1 = 15) times. For fewer numbers of patterns allowed, there is significant benefit to being more generous with the bits.
A reasonable strategy seems to be one of dynamically varying β, starting fairly large and decreasing it as |N | increases. We adopted an adaptive version of such a strategy, which we used for the computational results reported in Section 5. Specifically, as a new column and its usage is generated, we monitored which was the highest order usage bit that was equal to one; then, at the next pass, we sized β to allow for one more bit than that. This is probably more generous with the bits than is needed, but it worked pretty well. 
Computational Experiments
We have developed an implementation using the optimization modeling/scripting software AMPL, and we have experimented using the ILP solvers CPLEX 9.0, Xpress-MP 14.27, and the open-source solver CBC (available from www.coin-or.org). Our implementation is quite practical for many real CSP instances. Faced with the most difficult instances or stringent running-time limits, one may regard our implementation as a prototype.
LEE
We set the search parameters ν a = ν s = 1, which (after experimenting initially also with ν a = ν s = 2) seemed to provide an adequately large search space at reasonable computational effort.
Obviously we can strengthen the formulation by using linear inequalities for each of the 0/1 knapsack constraints (18-20) (e.g., minimal cover inequalities (see Nemhauser and Wolsey [23] , for example)). Also, the pattern-exclusion constraints (29) could potentially be aggregated and strengthened (see [17] ). Rather than worry about strengthening the formulation in this manner ourselves, we relied on cuts of the ILP solver which we tuned through the solver's option settings.
In solving the ILPs, we did not explicitly include all of the 4-cycle inequalities (28) . Rather, we adopted a "Cut&Branch" approach. We solved the LP at the root node using all of the 4-cycle inequalities. Then, we kept some number (a few hundred) of these that had the least slack at the LP optimum and proceeded to solve the resulting ILP.
In the early iterations of the augmentation phase, when |N | is quite small, the ILP may not have a feasible solution. We used a "combined Phase-I/Phase-II" methodology to get an initial feasible integer solution and then strive toward optimality. Specifically, we introduced an artificial variable into each of the demand constraints and we penalized these variables in the objective function. Since each iteration of the augmentation phase provides a feasible solution to the next iteration, after each such iteration we could permanently delete any artificial variables that had value 0. This is very simple to carry out, and it was quite beneficial in speeding up subsequent iterations.
Figures 4-6 give representative profiles of solutions for three instances. In Figure 4 , a problem with 8 widths, we see that we can obtain trim loss equal to that of the GG lower bound using just 6 patterns rather than the 8 that the GG algorithm gives. Moreover, the solution obtained with just 4 patterns is not too much worse. In Figure 5 , a problem with 18 widths, we see that we can obtain very good solutions using only 5 or 6 patterns. Finally, in Figure 6 , we see that for a very difficult instance with 40 widths, we can already do quite well using just 29 patterns, and we can achieve a near-optimal solution using on 32 patterns.
Our primary test instances were obtained from Shunji Umetani. These 40 instances, publicly available from his webpage [25] arose at a chemical fiber company in Japan (see [28] ). We aggregated demands d i having the same width w i -which is common in these data sets. This aggregation is important to do for our test purposes, since otherwise we will have an unfair advantage in being able to easily achieve solutions using a number of patterns equal to the number of distinct widths. Note that in practice it may not be practical to perform such aggregation due to existing post-processing systems.
We set each lower (resp., upper) demand tolerance q i (resp., p i ) at five percent of demand, rounded down (resp., up). The first (resp. second) 20 instances have W max = 5180 (W max = 9080), and we arbitrarily set W min = 3500 (W min = 7500). In all cases, we set C nar and † to large values so that the associated constraints (3-4) were not binding.
Our detailed results on the 40 chemical-fiber instances are summarized in Table 1 . The columns labeled "5180" and "9180" indicate the names of the instances for the first and second 20 instances. The column labeled "m" indicates the number of distinct widths. We do not have a mechanism for generating optimal solutions for all choices of n max as a basis of comparison, but there is the obvious lower bound of the GG lower bound, indicated in the column labeled "GG-lb", so we can see that we are able to generate very good solutions. A number n in the "Absolute" column labeled "p%" indicates that we have generated a solution using n patterns with percent trim loss that is within p% (difference wise) of the GG lower bound on the percent trim loss. For example, for the m = 12 problem fiber19 and W max = 5180, the GG lower bound is 4.0547% trim loss, and we have a solution using just 6 patterns that gives trim loss less than 6.0547%. The columns labeled "Relative" contain the absolute numbers times 100 divided by m. These are averaged at the bottom. So we see that for the 5180 (resp., 9080) problems, we get solutions within 2% of the GG lower bound percentage trim loss using an average of just 55% (42%) of the number of patterns that the GG method would employ. So, with a small sacrifice in trim loss, we can typically save half of the machine set ups. With regard to running time, we have not implemented our methods with an eye to achieving the best performance possible. Our goal was to get our method to run fast enough to test out the ideas. Each profile of solutions took roughly 1 and 20 minutes, depending on the difficulty of the instance. This magnitude of running time is practical in some applied situations; for more demanding applications, what we have done may be regarded as just a prototype. In any case, using some novel methodology, we are able to generate solutions with near-optimal trim loss, using significantly fewer patterns than generated by the GG method, with modest computational effort. Moreover, we are obtaining not just a point solution, but rather a set of solutions trading off trim loss against the number of distinct patterns.
We made some further computational experiments with an eye toward comparing the quality of our solutions to those of a local-search heuristic that takes a different philosophy. More specifically, we chose as a basis of comparison, a local-search heuristic that uses pricing (i.e., dual variable) information: the ILS (Iterated Local Search) heuristic of [26] . Results for this heuristic on the same 40 chemical-fiber instances are available from Umetani's webpage. For these comparisons, we set the demand tolerances q i and p i to zero. We detail our results in Tables 2-4. In the tables, "n" refers to the number of distinct patterns in a solution, and the tabulated numbers in the columns labeled "ILS" and "crawla" are the percentage trim losses. It is not so easy to think of a good way to provide summary statistics to make a specific point. But we have highlighted certain wins for our methodology. Under "crawla" we have indicated with "**" runs for which the best trim loss that we obtained was lower than the best trim loss obtained by ILS (regardless of the number of patterns). Other notable data sets have a pair of numbers each adorned with a "*". Those pairs indicate situations where the best trim loss that we find is also found by ILS, but we find that trim loss with fewer (sometimes many fewer) patterns. Certainly on some of the runs, the solutions that the two methods find complement one another: fiber09,11,13a,19,26 (5180), and fiber11,13a (9080). But even on these, our method tends to be the more effective when good solutions using very few patterns are sought. Overall, our results indicate that our methods are often very profitable on these chemical-fiber instances.
We note that the implementation of ILS runs in seconds or up to a very small number of minutes on these instances. For very demanding run-time goals, one should consider (i) making a more efficient implementation of our methods, (ii) using ILS instead, or (iii) only using our methods if the solutions of ILS are not satisfactory.
Extensions
Of course we could implement a Branch&Cut algorithm to solve the ILPs, rather than the Cut&Branch that we employed. But this would not be feasibly implemented within our paradigm of treating the ILP solver as a black box with a few knobs, so it would have to be the subject of a more involved computational study.
Also within a Branch&Cut framework, rather than instantiate the product variables y ij kl := z ij l x j k , we could implicitly account for them by applying appropriate cutting planes to the binary variables z ij l and x j k and the aggregate products y ij defined by (16) (see [4] for the applicable cutting planes and a simple separation algorithm).
Finally, our general approach, or just parts of it, can be applied to other integer bilinear programs. It is mainly the practicality of our ideas that we have hoped to adequately demonstrate with our computational experiments (not that one algorithm will perform better than another). So it would be interesting to test these methods on other applications besides CSPs, and we hope that this paper ignites some work in that direction.
