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1. Introduction
In this paper, we consider the following Dirichlet problem{−Bu = g(x,u), x ∈ intB,
u = 0 on ∂B (1.1)
where g(x,u) satisﬁes some subcritical or critical hypothesis. For the critical case we mainly discuss
g(x,u) = λu+|u|2∗−2u for 2∗ = 2nn−2 . Here 2∗ is the critical cone Sobolev exponents, and the domain B
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H. Chen et al. / J. Differential Equations 252 (2012) 4200–4228 4201is [0,1) × X for X ⊂ Rn−1 compact, which is regarded as the local model near the conical points on
stretched manifolds with conical singularities, intB is interior of B and ∂B = {0} × X . Moreover, the
operator B in (1.1) is deﬁned by (x1∂x1 )
2 + ∂2x2 + · · · + ∂2xn , which is an elliptic operator with totally
characteristic degeneracy on the boundary x1 = 0 (we also call it Fuchsian type Laplace operator),
and the corresponding gradient operator is denoted by ∇B := (x1∂x1 , ∂x2 , . . . , ∂xn ). We will often use
coordinates (x1, x) = (x1, x2, . . . , xn) for 0  x1 < 1, x ∈ X near ∂B. Our main result is the existence
of inﬁnitely many solutions for Eq. (1.1) in the cone Sobolev space H1,
n
2
2,0 (B). The deﬁnition of such
distribution spaces will be given in the next section.
The analysis on manifolds with conical singularities and the properties of elliptic, parabolic and
hyperbolic equations in this setting are intensively studied in the last decades. More speciﬁcally, in
aspects of partial differential equations and pseudo-differential theory of conﬁgurations with piece-
wise smooth geometry, the work of Kondrat’ev (see [14]) has to be mentioned here as the starting
point of the analysis of operators on manifolds with conical singularities. The foundations of our pa-
per have been developed through the fundamental works by B.-W. Schulze, and subsequently further
expended by him and his collaborators, such as J.B. Gil, J. Seiler, T. Krainer and so on. The main
subject of their work is the calculus of pseudo-differential operators on manifolds with singularities
(see [23] and the references therein). On the other hand, R. Melrose and his collaborators gave various
methods and ideas in the pseudo-differential calculus on manifolds with singularities, cf. Melrose and
Mendoza [16], Melrose and Piazza [17], Melrose and Nistor [18] and Mazzeo [15]. All these mathe-
maticians investigated deeply the underlying pseudo-differential calculi and the connected functional
spaces. While these theories are nowadays well-established, many aspects are still to be interested,
for instance, the existence theorem for the corresponding nonlinear elliptic equations on manifolds
with singularities. In particular this is the main aim of our present paper.
Our work is in fact motivated by the work of Schrohe and Seiler in [22], where they introduced
the so-called Lp-theory for the cone Sobolev spaces. Moreover, in [7–9], Coriasco, Schrohe and Seiler
discussed the applications of those theory for linear and nonlinear parabolic equations on manifolds
with conical singularities (with or without boundary). In [11], Dreher and Witt introduced the edge
Sobolev spaces and dealt with the hyperbolic operators of degenerate type. They proved the well-
posedness of the associated linear and semilinear Cauchy problems and considered the propagation of
singularities for solutions to semilinear problems. All the mathematicians mentioned above provided
important progress, by different approaches, on the general theory of totally characteristic operators,
equations on singular manifolds, wave-front sets and propagation of singularities, etc.
Recently, the authors established the so-called cone Sobolev inequality (see Proposition 2.3) and
Poincaré inequality (see Proposition 2.4) for the weighted Sobolev spaces (2.1) (see [5] for details).
Such kind of inequalities are fundamental to prove the existence of the solutions for such nonlinear
problems with totally characteristic degeneracy, and they are expected to be very useful in solving
some geometry problem, e.g. Yamabe problem on manifolds with conical singularities. In [5], by using
these inequalities and the variational method we already got the existence theorem for a class of
semilinear degenerate equations on manifolds with conical singularities, that is, for the following
Dirichlet problem {−Bu = |u|p−2u, x ∈ intB,
u = 0 on ∂B, (1.2)
there exists a non-trivial solution u in H1,
n
2
2,0 (B) with 2 < p < 2
∗ = 2nn−2 . In this paper, we consider
that the nonlinearity g(x,u) satisﬁes the subcritical condition and we get the multiplicity result as
follows.
Theorem 1.1. Let g : B × R → R be a Carathéodory function with primitive G(·,u) = ∫ u0 g(·, v)dv. Suppose
that
(1) g is odd: g(x,−u) = −g(x,u),
(2) there exist p < 2∗ and C > 0 such that |g(x,u)| C(1+ |u|p−1) almost everywhere,
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|u| R0 .
Then problem (1.1) admits inﬁnitely many solutions in H1,
n
2
2,0 (B).
In their famous paper [4], Brezis and Nirenberg studied the following equation{−u = λu + |u|2∗−2u, x ∈ Ω,
u = 0 on ∂Ω, (1.3)
and get a positive solution of (1.3) in H10(Ω) for λ ∈ (0, λ1) when n  3, where λ1 is the ﬁrst eigen-
value of − with Dirichlet boundary condition. Later on Devillanova and Solimini [10] proved that
(1.3) has inﬁnitely many solutions for λ > 0 when n  7 and Schechter and Zou [21] got inﬁnitely
many sign-changing solutions for λ > 0 when n  7. Based on these achievements, we focus on the
following Dirichlet problem {−Bu = λu + |u|2∗−2u, x ∈ intB,
u = 0 on ∂B, (1.4)
where λ > 0, and 2∗ = 2nn−2 . In [6] we have already proved that there exists a positive solution of (1.4)
in H1,
n
2
2,0 (B) for λ ∈ (0, λ1) when n 4, where λ1 is the ﬁrst eigenvalue of −B with Dirichlet bound-
ary condition. However, the multiplicity result is also interesting and we obtain the following result.
Theorem 1.2. If n 7, then problem (1.4) admits inﬁnitely many solutions.
The proof of Theorem 1.2 is based on a uniform bound theorem of solutions to{−Bu = λu + |u|p−2u, x ∈ intB,
u = 0 on ∂B (1.5)
where p varies in [2,2∗], that is,
Theorem 1.3. Let n  7 and U be a bounded set in H1,
n
2
2,0 (B) whose elements are solutions, for a ﬁxed λ > 0,
to problems (1.4), for p varying in [2,2∗]. Then U is uniformly bounded, i.e., there exists a constant C > 0 such
that
sup
u∈U
sup
x∈B
∣∣u(x)∣∣ C .
In Section 2 we give some preliminaries, such as the deﬁnition of weighted Sobolev spaces and
some lemmas which will be used in the later sections.
In Section 3 we discuss the existence of multiple solutions to the degenerate elliptic equations
with subcritical exponent and give the proof of Theorem 1.1.
In Section 4 we will deal with the existence of inﬁnitely many solutions to the degenerate elliptic
equations with critical exponent. Since the Sobolev embedding is noncompact in this case, the idea
to get this result is to extract a convergent subsequence from a noncompact (PS) sequence, which
depends mainly on a uniformly bound estimate of solutions to the problem with subcritical exponent
and Morse index theory and min–max method. Section 4.1 is dealt with some integral estimates for
controlled concentrating sequences. In Section 4.2 we mainly discuss the local uniform bounds on
controlled concentrating sequences. In Section 4.3 we give the proof of Theorem 1.3 of solutions to
the degenerate elliptic equations with subcritical case. Section 4.4 concerns the proof of Theorem 1.2.
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2.1. Cone Sobolev spaces and inequalities
Here we introduce the manifolds with conical singularities and the corresponding cone Sobolev
spaces.
Let X be a closed, compact C∞ manifold of dimension n − 1, and set X = (R+ × X)/({0} × X)
which is the local model interpreted as a cone with the base X . Since the analysis is formulated off
the singularity it makes sense to pass to X∧ = R+ × X the open stretched cone with the base X .
A ﬁnite dimensional manifold B with conical singularities is a topological space with a ﬁnite subset
B0 = {b1, . . . ,bM} ⊂ B of conical singularities, which has the following two properties:
1. B \ B0 is a C∞ manifold.
2. Every b ∈ B0 has an open neighborhood U in B , such that there is a homeomorphism ϕ : U →
X for some closed compact C∞ manifold X = X(b), and ϕ restricts a diffeomorphism ϕ′ : U \
{b} → X∧ .
From now on, we assume that the manifold B is paracompact and of dimension n. By this assumption
we can deﬁne the stretched manifold B associated with B . Let B be a C∞ manifold with compact C∞
boundary ∂B ∼=⋃b∈B0 X(b), such that there is a diffeomorphism B\B0 ∼= B\∂B := intB, the restriction
of which to U1\B0 ∼= V1\∂B for an open neighborhood U1 ⊂ B near the points of B0 and a collar
neighborhood V1 ⊂ B with V1 ∼=⋃b∈B0 {[0,1) × Xb}. In this paper, we shall consider B = [0,1] × X ,
and use the coordinates (x1, x′) ∈ B.
Deﬁnition 2.1. For (x1, x′) ∈ R+ × Rn−1, we say that u(x1, x′) ∈ Lp(Rn+, dx1x1 dx′) if
‖u‖Lp =
( ∫
R+
∫
Rn−1
xn1
∣∣u(x1, x′)∣∣p dx1
x1
dx′
) 1
p
< +∞.
Moreover, the weighted Lp-spaces with weight data γ ∈ R is denoted by Lγp (Rn+, dx1x1 dx′), namely, if
u(x1, x′) ∈ Lγp (Rn+, dx1x1 dx′), then x
−γ
1 u(x1, x
′) ∈ Lp(Rn+, dx1x1 dx′), and
‖u‖Lγp =
( ∫
R+
∫
Rn−1
xn1
∣∣x−γ1 u(x1, x′)∣∣p dx1x1 dx′
) 1
p
< +∞.
Now we can deﬁne the weighted Sobolev space for 1 p < +∞.
Deﬁnition 2.2. For m ∈ N, and γ ∈ R, the spaces
Hm,γp
(
R
n+
) := {u ∈ D′(Rn+): x np −γ1 (x1∂x1)α∂βx′u ∈ Lp(Rn+, dx1x1 dx′
)}
, (2.1)
for arbitrary α ∈ N, β ∈ Nn−1, and |α| + |β|  m. In other words, if u(x1, x′) ∈ Hm,γp (Rn+), then
(x1∂x1 )
α∂
β
x′u ∈ Lγp (Rn+, dx1x dx′).1
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‖u‖Hm,γ p(Rn+) =
∑
|α|+|β|m
( ∫ ∫
R
n+
xn1
∣∣x−γ1 (x1∂x1)α∂βx′u(x1, x′)∣∣p dx1x1 dx′
) 1
p
.
In this paper by a cut-off function we understand any real-valued ω(x1) ∈ C∞0 (B) which equals 1
near ∂B. Now we discuss the weighted Sobolev spaces Hm,γp (X∧) with 1 p < ∞ on manifolds with
conical singularities. We have the following deﬁnition (cf. [5]):
Deﬁnition 2.3.
(i) Let X be closed compact C∞ manifold, and U = {U1, . . . ,UN } an open covering of X by coordi-
nate neighborhoods. If we ﬁx a subordinate partition of unity {ϕ1, . . . , ϕN } and charts χ j : U j →
R
n , j = 1, . . . ,N , then Hm,γp (X∧) denotes the closure of C∞0 (X∧) with respect to the norm
‖u‖Hm,γp (X∧) =
{
N∑
j=1
∥∥(1× χ∗j )−1ϕ ju∥∥pHs,γp (Rn+1+ )
} 1
p
.
Here 1 × χ∗j : C∞0 (R+ × Rn) → C∞0 (R+ × U j) is the pull-back function with respect to 1 × χ j :
R+×U j → R+×Rn . Moreover, Hm,γp,0 (X∧) denotes the closure of C∞0 (X∧) in the space Hm,γp (X∧).
(ii) Let B be the stretched manifold to a manifold B with conical singularities. Then Hm,γp (B) for
m ∈ N, γ ∈ R denotes the subspace of all u ∈ Wm,ploc (intB), such that
Hm,γp (B) =
{
u ∈ Wm,ploc (intB)
∣∣ωu ∈ Hm,γp (X∧)}
for any cut-off function ω, supported by a collar neighborhood of (0,1) × ∂B. Moreover, the
subspace Hm,γp,0 (B) of Hm,γp (B) is deﬁned as follows:
Hm,γp,0 (B) := [ω]Hm,γp,0
(
X∧
)+ [1−ω]Wm,p0 (intB),
where Wm,p0 (intB) denotes the closure of C
∞
0 (intB) in Sobolev spaces W
m,p( X˜) when X˜ is a
closed compact C∞ manifold of dimension n containing B as a submanifold with boundary.
The following two propositions tell us some properties of Sobolev spaces Hm,γp (X∧) and Hm,γp (B).
The similar results can be found in [22,24].
Proposition 2.1. (See [22].) We have Hm,γp (X∧) ⊂ Hmp,loc(X∧) for all m ∈ N, γ ∈ R, where Hmp,loc(X∧) de-
notes the subspace of all u ∈ D′(X∧) such that ϕu ∈ Hmp (X∧) for every ϕ ∈ C∞0 (X∧).
Proposition 2.2. (See [22,24].) We have the following properties.
(1) Hm,γp (B) is Banach space for 1 p < ∞, and is Hilbert space for p = 2.
(2) Lγp (B) := H0,γp (B).
(3) Lp(B) := H0,0p (B).
(4) tγ1Hm,γ2p (B) = Hm,γ1+γ2p (B).
(5) The embedding Hm,γp (B) ↪→ Hm
′,γ ′
p (B) is continuous if m m′ , γ  γ ′; and is compact embedding if
m >m′ , γ > γ ′ .
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and the references [12,16,19].
Proposition 2.3 (Cone Sobolev Inequality). Assume that 1  p < n, 1p∗ = 1p − 1n , and γ ∈ R. Let Rn+ :=
R+ × Rn−1 , x1 ∈ R+ and x′ = (x2, . . . , xn) ∈ Rn−1 . The following estimate
‖u‖
L
γ ∗
p∗ (R
n+)
 c1
∥∥(x1∂x1)u∥∥Lγp (Rn+) + (c1 + αc2)
n∑
i=2
‖∂xi u‖Lγp (Rn+) + c2‖u‖Lγp (Rn+) (2.2)
holds for all u ∈ C∞0 (Rn+), where γ ∗ = γ − 1, c1 = (n−1)pn(n−p) , α = (n−1)pn−p and c2 =
|n− (γ−1)(n−1)pn−p |
1
n
n . Moreover,
if u ∈ H1,γp,0 (Rn+), we have
‖u‖
L
γ ∗
p∗ (R
n+)
 c‖u‖H1,γp (Rn+), (2.3)
where the constant c = c1 + αc2 .
Proof. See [5, Theorem 2.1]. 
Proposition 2.4 (Poincaré Inequality). Let B = (0,1) × X be a bounded subspace in Rn+ , and 1 < p < +∞,
γ ∈ R. If u(x1, x′) ∈ H1,γp,0 (B), then
∥∥u(x1, x′)∥∥Lγp (B)  c∥∥∇Bu(x1, x′)∥∥Lγp (B), (2.4)
where ∇B = (x1∂x1 , ∂x2 , . . . , ∂xn ), and the constant c depends only on B and p.
Proof. See [5, Theorem 2.5]. 
Proposition 2.5. For 2 < p < 2∗ , the embedding H1,
n
2
2,0 (B) ↪→ H
0, np
p,0 (B) is compact.
Proof. See [5, Theorem 3.1]. 
Proposition 2.6. There exist 0 < λ1  λ2  λ3  · · · λk  · · · → +∞, such that for each k 1, the follow-
ing Dirichlet problem
{−Bφk = λkφk, x ∈ int(B),
φk = 0 on ∂B
admits a non-trivial solution in H1,
n
2
2,0 (B). Moreover, {φk}k1 constitute an orthonormal basis of the Hilbert
space H1,
n
2
2,0 (B).
Proof. See [6, Proposition 3.4]. 
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We ﬁrst introduce a scale operation on our Sobolev spaces.
Proposition 2.7. Given σ > 0 and x¯= (x¯1, x¯′) ∈ Rn+ , let us consider the following scaled function
ρ(u) = uσ :
(
x1, x
′) → σ n2∗ u(( x1
x¯1
)σ
, x¯′ + σ (x′ − x¯′)). (2.5)
This scaling operation ρ keeps constant the norms ‖∇Buσ ‖
L
n
2
2
and ‖uσ ‖
L
n
2
2∗
and is determined by the “center”
or “concentration” point x¯ and the “modulus” σ .
Proof. We need to prove that ‖∇Buσ ‖
L
n
2
2
= ‖∇Bu‖
L
n
2
2
and ‖uσ ‖
L
n
2
2∗
= ‖u‖
L
n
2
2∗
as required. In fact, let
y1 = ( x1x¯1 )σ and y′ = x¯′ + σ(x′ − x¯′), then we have
dx1
x1
= 1σ dy1y1 and dx′ = 1σn−1 dy′ and x1∂x1 = σ y1∂y1 .
Then
‖∇Buσ ‖2
L
n
2
2
=
∫
B
|∇Buσ |2 dx1
x1
dx′ =
∫
B
∣∣(x1∂x1 , ∂x2 , . . . , ∂xn)uσ ∣∣2 dx1x1 dx′
=
∫
B
|∇Bu|2 dy1
y1
dy′ = ‖∇Bu‖2
L
n
2
2
.
In an analogous manner, we can get ‖uσ ‖
L
n
2
2∗
= ‖u‖
L
n
2
2∗
. 
Deﬁnition 2.4. Let {um}m∈N be a given sequence, we shall say that {um}m∈N is
• a controlled sequence if each um is a solution to
−B|u| b|u|2∗−1 + A, (2.6)
where b > 1 and A = − inf(bs2∗−1 − sp−1 − λs) (taken for 1 p  2∗ , s > 0) is a constant which
does not depend on u,
• a balanced sequence if each un solves (1.5) for some p ∈ [2,2∗].
The corresponding functional to (1.4) is
Iλ(u) = 1
2
‖u‖
H1,
n
2
2,0 (B)
− λ
2
∫
B
|u|2 dx1
x1
dx′ − 1
2∗
∫
B
|u|2∗ dx1
x1
dx′, (2.7)
and for λ = 0 we denote
I0(u) = 1
2
‖u‖
H1,
n
2
2,0 (B)
− 1
2∗
∫
B
|u|2∗ dx1
x1
dx′, (2.8)
for u ∈ H1,
n
2
2,0 (B).
We recall the deﬁnition of (PS) sequence.
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satisﬁes the (PS)c condition, if for any sequence {um}m∈N ⊂ V with the properties:
E(um) → c and
∥∥E ′(um)∥∥V ∗ → 0,
there exists a subsequence which is convergent, where E ′(·) is the Fréchet differentiation of E and
V ∗ is the dual space of V . If (PS)c condition holds for every c ∈ R, we say that E satisﬁes the (PS)
condition and {um}m∈N is called the (PS) sequence.
Proposition 2.8. Let {um}m∈N be a noncompact (PS) sequence for Iλ . Then there exist a ﬁnite number k ∈ N,
a sequence {σ im}m∈N of moduli σ im → ∞ as m → ∞, and a sequence {xim}m∈N of concentration points xim ∈ B,
1 i  k, a solution u∞ ∈ H1,
n
2
2,0 (B) to (1.4) and non-trivial solutions ϕi , 1 i  k, to the limiting problem
{−Bu = |u|2∗−2u, x ∈ intB,
u = 0 on ∂B, (2.9)
such that up to a subsequence, {um}m∈N satisﬁes
um −
k∑
i=1
ρ im(ϕi) → u∞ in H1,
n
2
2,0 (B), (2.10)
where ρ im(ϕi) denotes the rescaled function
ρ im(ϕi) =
(
σ im
) n
2∗ ϕi
((
x1
x¯1
)σ im
, x¯′ + σ im
(
x′ − x¯′))
as in (2.5).
We call concentrating sequence any bounded sequence which satisﬁes a weaker case of the prop-
erty in Proposition 2.8. More precisely, we say that the sequence {um}m∈N is a concentrating sequence
if the limit (2.10) holds in the L2
∗
n
2
strong topology with 1  k  MS− n2 , u∞ solution to (1.4) and ϕi
multiple of a global solution by a constant αi .
Since the proof of Proposition 2.8 is similar to the proof of Theorem 3.1 in Chapter III of
Struwe [26], so we omit it here. The similar proof can also be found in [25] and references therein.
However, by Proposition 2.8, we know that from any noncompact (PS) sequence we can extract a
concentrating sequence. In what follows we call ρmm∈N one of the basic scaling sequences ρ im which
corresponds to a function ϕi which concentrates in xm = xim in the slowest way. So σm = σ im and xm
will also be considered to be given when we have ﬁxed any concentrating sequence. Now we can
deﬁne the so-called “safe region” for (PS) sequences and they are the sets on which the local uniform
bounds will be established. For 1C  7k + 1 7MS− n2 + 1, we deﬁne
A1m = Ω(C+5)σ−1/2m (xm) \ ΩCσ−1/2m (xm),
A2m = Ω(C+4)σ−1/2m (xm) \ Ω(C+1)σ−1/2m (xm),
A3m = Ω  −1/2(xm) \ Ω  −1/2(xm).(C+3)σm (C+2)σm
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Let us denote the “ball” in Rn+ in the sense of measure
dx1
x1
dx′ with the center y = (y1, y′) and
radius r as follows:
Ωr(y) =
{(
x1, x
′) ∈ Rn+; ∣∣∣∣ln( x1y1
)∣∣∣∣2 + ∣∣x′ − y′∣∣2  r2}. (2.11)
Then it is easy to see that the “ball” in the “origin” with radius r is indeed Ωr(x0) for x0 = (1,0) and
sometimes we denote Ωr(x0) or Ωr(y) by Ωr . Fig. 1 is a graph of (2.11) in 3-dimension case.
3. Proof of Theorem 1.1
In this section we will give the proof of Theorem 1.1. The following propositions will be used in
the proof. For details one can see Struwe [26] or Ambrosetti and Rabinowitz [1,20].
Proposition 3.1. (See [26].) Suppose that the functional E has the following properties.
1. Any (PS) sequence for E is bounded in some Banach space V with dual V ∗ .
2. For any u ∈ V we can decompose
DE(u) = L + K (u),
where L : V → V ∗ is a ﬁxed bounded invertible linear map and the operator K maps bounded sets in V
to relatively compact sets in V ∗ .
Then E satisﬁes (PS) condition.
Proposition 3.2. (See [26].) Suppose V is an inﬁnite dimensional Banach space and suppose the functional
E ∈ C1(V ) satisﬁes (PS) condition, E(u) = E(−u) for all u, and E(0) = 0. Suppose V = V+ ⊕ V− , where V−
is ﬁnite dimensional, and assume the following conditions:
1. ∃α > 0, ρ > 0, ∀u ∈ V+: ‖u‖ = ρ ⇒ E(u) α.
2. For any ﬁnite dimensional subspace W ⊂ V there is R = R(W ) such that E(u) 0 for u ∈ W , ‖u‖ R.
Then E possesses an unbounded sequence of critical values.
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E(u) = 1
2
∫
B
|∇Bu|2 dx1
x1
dx′ −
∫
B
G(x,u)
dx1
x1
dx′.
Hypothesis (2) implies that E is Fréchet differentiable on H1,
n
2
2,0 (B). The assertion of this theorem is
equivalent to the assertion that E admits an unbounded sequence of critical points.
Let J (u) := ∫
B
G(x,u) dx1x1 dx
′ . In order to show that E satisﬁes (PS) condition, we ﬁrst note that the
map u → g(·,u) takes bounded sets in L
n
2
p (B) into bounded sets in L
n
2
p
p−1
(B) by the hypothesis (2),
which implies that J is weakly continuous. If {um}m∈N is bounded in H1,
n
2
2,0 (B), then along a subse-
quence, um converges weakly to some u ∈ H1,
n
2
2,0 (B) and um → u in L
n
2
p (B), hence, um converges to u
almost everywhere on B. Since the embedding H1,
n
2
2,0 (B) ↪→ H
0, np
p,0 (B) is compact for p <
2n
n−2 , we have
∥∥ J ′(um) − J ′(u)∥∥= sup
‖ϕ‖
H1,
n
2
2,0 (B)
1
∣∣∣∣ ∫
B
(
g(x,um) − g(x,u)
)
ϕ(x)
dx1
x1
dx′
∣∣∣∣
 C
∥∥g(·,um) − g(·,u)∥∥
L
n
2
p
p−1
(B)
→ 0 asm → ∞
which implies J ′ is continuous. Since J is weakly continuous and J ′ is uniformly differentiable on
bounded subsets of H1,
n
2
2,0 (B), an abstract theorem [13] implies that J
′ : H1,
n
2
2,0 (B) → H
−1,− n2
2 (B) is
compact. Now denote DE(u) = −Bu − J ′(u), and hence by Proposition 3.1 it suﬃces to show that
any (PS) sequence {um} for E is bounded in H1,
n
2
2,0 (B).
Let {um} be a (PS) sequence. Then we obtain
C + o(1)‖um‖H1, n22,0 (B)
 qE(um) −
〈
um,DE(um)
〉
= q − 2
2
∫
B
|∇Bum|2 dx1
x1
dx′ +
∫
B
(
g(x,um)um − qG(x,um)
)dx1
x1
dx′
 q − 2
2
‖um‖2
H1,
n
2
2,0 (B)
+ |B| · esssupx∈B,v∈R
(
g(x, v)v − qG(x, v)),
where |B| is the measure of B in the sense of dx1x1 dx′ , and o(1) → 0 as m → ∞. By hypotheses (2)
and (3), the last term is ﬁnite and the desired conclusion follows. Moreover, since g is odd and E is
even, then E(0) = 0.
Denote 0 < λ1 < λ2  λ3  · · · the eigenvalues of −B on B with homogeneous Dirichlet data, and
let ϕ j be the corresponding eigenfunctions.
We claim that for k0 suﬃciently large there exist ρ > 0, α > 0 such that for all u ∈ V+ :=
span{ϕk;k  k0} with ‖u‖H1, n22,0 (B)
= ρ , and there holds E(u) α. Indeed, by hypothesis (2) and cone
Sobolev’s embedding H1,
n
2
2,0 (B) → H
0, n2
2∗,0(B), and the Hölder inequality, for u ∈ V+ we have
E(u) 1
2
∫
|∇Bu|2 dx1
x1
dx′ − C
∫
|u|p dx1
x1
dx′ − CB B
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2
‖∇Bu‖2
L
n
2
2 (B)
− C‖u‖r
L
n
2
2 (B)
‖u‖p−r
L
n
2
2∗ (B)
− C
 1
2
‖u‖2
H1,
n
2
2,0 (B)
− C1‖u‖r
L
n
2
2 (B)
‖u‖p−r
H1,
n
2
2,0 (B)
− C

(
1
2
− C1λ−r/2k0 ‖u‖
p−2
H1,
n
2
2,0 (B)
)
‖u‖2
H1,
n
2
2,0 (B)
− C2
where r2 + p−r2∗ = 1. In particular, r = n(1− p2∗ ) > 0, and we may let ρ = 2
√
C2 + 1 and choose k0 ∈ N
such that
C1λ
−r/2
k0
ρ p−2  1
4
to achieve that
E(u) 1=: α, for all u ∈ V+ with ‖u‖
H1,
n
2
2,0 (B)
= ρ.
Now ﬁx V+ as above and denote V− = span{ϕ j; j < k0} as its orthogonal complement.
Finally, from hypothesis (3) there hold
q
u
 g(x,u)
G(x,u)
, whenever u  R0,
and
q
u
 g(x,u)
G(x,u)
, whenever u −R0.
By integrating the above two inequalities with respect to u on [R0,u] or [u,−R0] respectively, one
has
q ln
u
R0
 ln G(x,u)
G(x, R0)
, whenever u  R0,
and
q
R0
−u  ln
G(x,−R0)
G(x,u)
, whenever u −R0.
That is,
G(x,u) G(x, R0)
(
u
R0
)q
, whenever u  R0,
and
G(x,u) G(x,−R0)
(−u
R
)q
, whenever u  R0.0
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G(x,u) β0(x)|u|q, for |u| R0,
where β0(x) = R−q0 min{G(x, R0),G(x,−R0)} > 0. From the continuity, G(x,u) is bounded on B ×[−R0, R0], that is, there exists a constant β > 0 such that
G(x,u) β0|u|q − β, for all (x,u) ∈ B × R.
For any ﬁnite dimensional subspaces W ⊂ H1,
n
2
2,0 (B), there exist constants Ci = Ci(W ) > 0 such that
sup
u∈W‖u‖=R
E(u) = sup
u∈W‖u‖=R
[
1
2
∫
B
|∇Bu|2 dx1
x1
dx′ −
∫
B
G(x,u)
dx1
x1
dx′
]
 C1R2 − C2Rq + C3 → −∞
as R → ∞.
Now, Theorem 3.2 guarantees the existence of an unbounded sequences of critical values
αk = inf
h∈Γk
sup
u∈Wk
E
(
h(u)
)
, k k0, (3.1)
where Wk = span{ϕ j; j  k} and
Γk =
{
h ∈ C0(H1, n22,0 (B), H1, n22,0 (B));h is odd, h(u) = u if u ∈ W j and ‖u‖H1, n22,0 (B)  R j for j  k}.
(3.2)
The proof is complete. 
4. Proof of Theorem 1.2
The proof of Theorem 1.2 is divided into four parts.
4.1. Integral estimates for controlled concentrating sequences
For ﬁxed p0 ∈ (2,2∗), we can choose a sequence {pm}n∈N such that pm → 2∗ . Let 0 < λ1 < λ2 
λ3  · · · λk  · · · be the eigenvalues of −B and let φk(x) be the eigenfunction corresponding to λk .
Denote Ek := span{φ1, φ2, . . . , φk}. For each pm
Imλ (u) =
1
2
‖u‖
H1,
n
2
2,0 (B)
− λ
2
∫
B
|u|2 dx1
x1
dx′ − 1
pn
∫
B
|u|pm dx1
x1
dx′ (4.1)
for u ∈ H1,
n
2
2,0 (B).
Deﬁnition 4.1. Let p1, p2 ∈ (2,+∞) be real numbers such that p2 < 2∗ < p1, α > 0 and σ > 0. We
consider an inequalities system ⎧⎪⎨⎪⎩
‖u1‖
L
n
2
p1
 α,
‖u2‖
L
n
2
 ασ
n
2∗ − np2
(4.2)p2
4212 H. Chen et al. / J. Differential Equations 252 (2012) 4200–4228and set
‖u‖p1,p2,σ = inf
{
α > 0: ∃u1,u2 such that (4.2) is satisﬁed and |u| u1 + u2
}
.
Occasionally, we brieﬂy denote it by ‖u‖σ when p1 and p2 are given.
Remark 4.1. Let p1, p2 ∈ (2,+∞) be real numbers such that p2 < 2∗ < p1, and σ > 0. Then for any
function u, we get
‖u‖σ  ‖u‖
L
n
2
p1
, ‖u‖σ  ‖u‖
L
n
2
p2
σ
n
p2
− n2∗ .
Proposition 4.1. Let {um}m∈N be a controlled concentrating sequence, then for any p1, p2 ∈ ( 2∗2 ,+∞), p2 <
2∗ < p1 there exists a constant C(p1, p2) such that for any m ∈ N
‖um‖σm  C .
In order to prove the above proposition, we need several lemmas.
Lemma 4.1. Let u, v ∈ H1,
n
2
2 (R
n+) and a ∈ L
n
2
n
2
(Rn+) be three positive functions such that
−Bu  a(x)v.
Then for each p1, p2 ∈ (2,+∞) there exists a constant C(p1, p2,n) such that for any σ > 0
‖u‖σ  C(p1, p2,n)‖a‖
L
n
2
n
2
‖v‖σ .
Proof. Let us ﬁx σ > 0, ε > 0, and v  v1+ v2 such that v1 and v2 satisfy (4.2) for α = ‖v‖p1,p2,σ +ε.
For i = 1,2, let us consider the solutions ui ∈ H1,
n
2
2 (R
n+) for −ui = avi , then
‖ui‖
L
n
2
pi
 C(n, pi)‖a‖
L
n
2
n
2
‖vi‖
L
n
2
pi
,
and −Bu1−Bu2 = av1+av2  av −Bu. By the maximum principle we have u  u1+u2. Since
the functions ui satisfy (4.2) with α = C(n, pi)‖a‖
L
n
2
n
2
(‖v‖σ + ε) and the arbitrariness of ε, we get the
assertion. 
Lemma 4.2. Let p1, p2 ∈ (n+2n−2 , n2 n+2n−2 ) be such that p2 < 2∗ < p1 and let qi be deﬁned, for i = 1,2, by
1
qi
= n + 2
n − 2
1
pi
− 2
n
. (4.3)
If u and v are two positive functions with supports contained in a bounded set Ω and such that
−Bu  v2∗−1 + A,
then there exists a constant C(p1, p2,n,Ω) such that for any σ > 0:
‖u‖q1,q2,σ  C(p1, p2,n,Ω)
((‖v‖p1,p2,σ ) n+2n−2 + 1). (4.4)
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for α = ‖v‖p1,p2,σ + ε and ε is a real strictly positive number arbitrarily small. Let u1 and u2 be two
functions in H1,
n
2
2,0 (B) such that
−Bu1 = 2 4n−2 v
n+2
n−2
1 + A,
−Bu2 = 2 4n−2 v
n+2
n−2
2 .
Then we have
−Bu  v n+2n−2 + A  2 n+2n−2−1v
n+2
n−2
1 + A + 2
n+2
n−2−1v
n+2
n−2
2 = −Bu1 − Bu2,
by the maximum principle we have u  u1 + u2. Hence, we now estimate ‖u‖
L
n
2
q1
and ‖u2‖
L
n
2
q2
. By
using (4.3) and n+2n−2 < pi <
n
2
n+2
n−2 , we get
‖u1‖
L
n
2
q1
 C(n, p1)
∥∥v n+2n−21 + A∥∥
L
n
2
p1
n−2
n+2
 C(n, p1)
(‖v1‖ n+2n−2
L
n
2
p1
+ A|Ω| 1p1 n+2n−2 )
 C(n, p1,Ω)
((‖v‖p1,p2,σ + ε) n+2n−2 + 1).
Analogously, since the equality n2∗ − nq2 = ( n2∗ − np2 )n+2n−2 holds, we obtain
‖u2‖
L
n
2
q2
 C(n, p2)‖v2‖
n+2
n−2
L
n
2
p2
 C(n, p2)
[(‖v‖p1,p2,σ + ε)σ n2∗ − np2 ] n+2n−2
= C(n, p2)
(‖v‖p1,p2,σ + ε) n+2n−2 σ ( n2∗ − np2 ) n+2n−2
= C(n, p2)
(‖v‖p1,p2,σ + ε) n+2n−2 σ n2∗ − nq2 .
Therefore, u1 and u2 solve (4.2) for C = C(n, p1, p2,Ω)((‖v‖p1,p2,σ + ε)
n+2
n−2 + 1), which concludes the
proof by the arbitrary choice of ε. 
Lemma 4.3. Let {um}m∈N be a controlled concentrating sequence, then there exist a constant C and exponents
p1, p2 ∈ ( 2∗2 ,+∞), p2 < 2∗ < p1 , such that for any m ∈ N
‖um‖σm  C . (4.5)
Proof. This proof will follow a Brezis–Kato type argument (see [2]). For any m ∈ N, we consider
um = u0m + u1m + u2m , where
• u1m stands for the weak limit u∞;
• u2m stands for the sum of rescaled function ϕi , and u2m =
∑k
i=1 ρ im(ϕi);
• u0m = um − u∞ + u2m is an inﬁnitesimal term in L
n
2
2∗ -norm.
4214 H. Chen et al. / J. Differential Equations 252 (2012) 4200–4228Let u be one of the terms um , for simplicity, we denote ui = uim , ai = max(1,3
6−n
n−2 )u
4
n−2
i for i = 0,1,2
and σ = σm . The inﬁnitesimal character of u0m allows us to consider a0 as small as we want in
L
n
2
n
2
-norm. Since
a = u2∗−2 max(1,3 6−nn−2 )(|u0| 4n−2 + u 4n−21 + u 4n−22 ),
we consider u as a solution for −Bu  (a0 +a1 +a2)u+ A, then by the monotonicity of the operator
G := (−B)−1 : H−1,−
n
2
2 (B) → H
1, n2
2,0 (B) we have
u  G(a0u) + G(a1u + A) + G(a2u).
Since B is a bounded set and a1 ∈ L
n
2∞(B), we get that G(a1u + A) is bounded in H2,
n
2
2∗ (B) → L
n
2
p1 (B),
for any p1 such that 1p1 
1
2∗ − 2n = n−62n , and (see Remark 4.1)∥∥G(a1u + A)∥∥σ  ∥∥G(a1u + A)∥∥p1  C .
Now let 2∗ ′ < p2 < 2∗ be given. We consider the index r such that
1
p2
= 1
r
+ 1
2∗
− 2
n
,
and it is easy to know that r > n4 by p2 > 2
∗ ′ . The decay speed of the solution ϕ = ϕi gives us a2 ∈
L
n
2
r (B), and in order to estimate the L
n
2
r -norm of a2, we just need to take into account the following
less concentrated term, namely ρm(ϕ), from r < n2 and p2 < 2
∗ . Since 4rn−2 < p2, it is obvious that
‖a‖
L
n
2
r
 C‖u2‖
L
n
2
p2
 Cσ 2− nr ,
which implies ∥∥G(a2u)∥∥p2  C‖a‖L n2r ‖u‖L n22∗  Cσ
n
2∗ − np2 ,
together with the fact that 2− nr = n2∗ − np2 . Therefore, from Remark 4.1, we get∥∥G(a2u)∥∥σ  C‖a2‖L n2r ‖u‖L n22∗  C .
Now by Lemma 4.1 together with the p1 and p2 chosen as above, we get∥∥G(a0u)∥∥σ  C‖a0‖L n2n
2
‖u‖σ  1
2
‖u‖σ ,
under a suitable choice of the bound of the norm of a0. Finally we use the triangular inequality to
obtain
‖u‖σ  2
∥∥G(a1u + A)∥∥σ + 2∥∥G(a2u)∥∥σ  C,
which gives us the assertion. 
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Lemma 4.3, we can ﬁnd a constant C > 0 and two exponents p1 and p2 ∈ (n+2n−2 , n2 n+2n−2 ), p2 < 2∗ < p1
such that (4.5) holds. Using the bootstrap Lemma 4.2, we can repeatedly enlarge the interval (p2, p1)
to (q2,q1), where the exponents qi are given by (4.3), obtaining (4.4). This procedure allows us to
manage, in a ﬁnite number of steps, every exponent p1, p2 ∈ ( 2∗2 ,+∞). 
4.2. Local uniform bounds on controlled concentration sequences
In this section we shall establish a local uniform bound on the terms of a controlled concentrating
sequence on the safe region A2m .
Proposition 4.2. Let {um}m∈N be a controlled concentrating sequence. Then there exists a constant C > 0 such
that for any m ∈ N and for any x ∈ A2m,
um(x) C .
We begin with a weaker estimate.
Proposition 4.3. Let {um}m∈N be a controlled concentrating sequence. Then there exists a constant C > 0 such
that for any m ∈ N and for any x ∈ A2m,
um(x) Cσ
n−2
4
m .
Proof. We shall give the argument by the contradiction. Suppose {ym}m∈N = {(ym,1, y′m)}m∈N be a
sequence such that ym ∈ A1m for any m ∈ N and
lim
m→∞um(ym)σ
2−n
4
m = +∞. (4.6)
Let us scale the functions um in the following way that we move the point ym to the “origin” in the
sense of (2.11) and normalize the value of the functions. The required scaling sends um to u˜m deﬁned
as
u˜m(x) = ρ
n
2∗
m um
(
ym,1(x1)
ρm ,ρmx
′ + y′m
)
,
where
ρm =
(
um(ym)
) 2
2−n = (um(ym))− 2∗n ,
such that u˜m(1,0) = 1. By using (4.6), we have
lim
m→∞
ρm
σ
−1/2
m
= 0.
Since ym ∈ A1m , there is no concentration point which approximates ym at a distance less or equal
to σ−1/2m which is of the order of ρm , we can deduce that u˜m ⇀ u˜ = 0. The contradiction will be
achieved if we can ﬁnd the points ym such that u˜ = 0.
In fact, if we have
u˜m(y) 2, ∀y ∈ Ωρ(x0), x0 = (1,0), (4.7)
4216 H. Chen et al. / J. Differential Equations 252 (2012) 4200–4228for some given ρ > 0, then we consider an εσ−1/2m -neighborhood of A1m such that u˜m still satis-
ﬁes (2.6). By estimating the variation of the mean value of u˜m , for 0< r  ρ , we have
−
∫
∂Ωr
u˜m dS = u˜m(x0) +
r∫
0
1
nbntn−1
( ∫
Ωt
Bu˜m
dx1
x1
dx′
)
dt
 1− C
r∫
0
1
tn−1
( ∫
Ωt
(
22
∗−1 + A)dx1
x1
dx′
)
dt
= 1− Cr2  1
2
,
where bn is the (n−1)-dimensional dx1x1 dx′ measure of unit sphere in Rn+ , provided we choose r small
enough. Thus, the weak limit u˜ cannot be 0. Therefore we only have to prove (4.7). To this aim, we
ﬁx ρ > 0 and assume that, for a given m ∈ N, ym does not satisfy (4.7). Then we look for a better
point satisfying (4.7). Since (4.7) is false, we can ﬁnd zm ∈ Ωρ(1,0) such that
u˜m
(
zm,1, z
′
m
)= ρ n−22m um(ym,1(zm,1)ρm ,ρmz′m + y′m) 2. (4.8)
The ﬁrst candidate to replace ym is y
(1)
m = (ym,1(zm,1)ρm ,ρmz′m + y′m) which leads to replacement ρm
by
ρ
(1)
m =
[
um
(
y(1)m
)] 2
2−n ρm  2
2
2−n ρm. (4.9)
It is sure that y(1)m is at least as good as yn to let (4.6) hold since (4.8) implies that
um
(
y(1)m
)
 2um(ym).
Moreover, since zm ∈ Ωρ(1,0), we get∣∣y(1)m − ym∣∣= ∣∣(ym,1(zm,1)ρm ,ρmz′m + y′m)− (ym,1, y′m)∣∣

√
(ρm ln ym,1)2 + |ρmzm|2 = ρρm. (4.10)
Note that in (4.10) we use the distance deﬁned under the measure dx1x1 dx
′ . We can deﬁne u˜m as
before by substituting ym and ρm with y
(1)
m and ρ
(1)
m respectively. If this new u˜m could satisfy (4.7)
we will not need to look for other choices. Otherwise, we repeat the same argument and then choose
the second candidate y(2)m in the same way. For any ﬁxed m ∈ N, we proceed recursively ﬁnding
a sequence y(1)m , y
(2)
m , . . . , y
(k)
m , . . . until a successful choice achieved, which lets us claim (4.7). It is
obvious that this process cannot go on indeﬁnitely. In fact, (4.9) and (4.10) become in the general
sense, for i > 0,
ρ
(i+1)
m  2
2
2−n ρ(i)m
and ∣∣y(i+1)m − y(i)m ∣∣ ρρ(i)m .
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(∞)
m as i → ∞.
But by construction, we have um(y
(i)
m ) → +∞ which contradicts the smoothness of um . Finally, for
every i > 0, we have
∣∣y(i)m − ym∣∣ ρρm ∞∑
j=0
2
2
2−n j < εσ−1/2m ,
for n large. Then all the points y(i)m are in the εσ
−1/2
m -neighborhood of A1m and can be used to
replace ym . 
Proposition 4.4. Let {um}m∈N be a controlled concentrating sequence, then there exists a constant C > 0 such
that for any n ∈ N and for any r ∈ [Cσ−1/2m , (C + 5)σ−1/2m ],
−
∫
∂Ωr(xm)
um dS  C .
Proof. By continuity, {um}m∈N is bounded in L
n
2
2∗ ⊂ L
n
2
1 , then we can suppose
∫
Ω1(xm)
um
dx1
x1
dx′  C
with a constant C independent of m. For any m ∈ N, there exists rm ∈ [ 12 ,1], such that
−
∫
∂Ωrm (xm)
um dS = C .
Take p1 = nn+2n−2 and p2 = n+2n−2 , and for any m ∈ N, we choose u1 = u1,m and u2 = u2,m such that (4.2)
is satisﬁed for σ = σm with a constant α independent of m. Estimating the spherical mean variation
from rm to r and taking into account that (C + 5)σ−1/2m < 12 , i.e., r < rm for m large, give us
−
∫
∂Ωr(xm)
um dS = C +
r∫
rm
d
dt
(
−
∫
∂Ωt (xm)
um dS
)
dt
= C +
rm∫
r
1
nbntn−1
( ∫
Ωt (xm)
−Bum dx1
x1
dx′
)
dt
 C +
1∫
Cσ−1/2m
1
nbntn−1
( ∫
Ωt (xm)
(
u2
∗−1
m + A
)dx1
x1
dx′
)
dt
 C +
1∫
Cσ−1/2m
2
4
n−2 1
nbntn−1
( ∫
Ωt (xm)
u
n+2
n−2
1,m
dx1
x1
dx′
)
dt
+
1∫
Cσ−1/2m
2
4
n−2 1
nbntn−1
( ∫
Ωt (xm)
u
n+2
n−2
2,m
dx1
x1
dx′
)
dt + A
n
1∫
0
t dt
= C + 2
4
n−2
(A1 + A2) + A ,nbn 2n
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Ai =
1∫
Cσ−1/2m
2
4
n−2 1
tn−1
( ∫
Ωt (xm)
u
n+2
n−2
i,m
dx1
x1
dx′
)
dt.
Since u1,m ∈ L
n
2
n n+2n−2
, by the Hölder inequality, we get
A1  C
1∫
0
1
tn−1
(
tn
)1− 1n ‖u1,m‖ n+2n−2
L
n
2
n n+2n−2
dt  Cα  C .
On the other hand, since u2,m ∈ L
n
2
n+2
n−2
, i.e., u
n+2
n−2
2,m ∈ L
n
2
1 , we have
A2 
1∫
Cσ−1/2m
1
tn−1
[
ασ
( n2∗ −n n+2n−2 )
m
] n+2
n−2 dt = α n+2n−2 σ
2−n
2
m
1∫
Cσ−1/2m
1
tn−1
dt  C,
and this concludes the proof. 
From Proposition 4.4 we get, by integrating with respect to r, that
−
∫
A1m
um dS  C . (4.11)
Since ∀x ∈ A2m , Ωσ−1/2m (x) ⊂ A
1
m and the measure of the two sets are of the same order, from (4.11)
we deduce that
∀x ∈ A2m: −
∫
Ω
σ
−1/2
m
(x)
um dS  C . (4.12)
Since
um(x) = lim
ρ→0 −
∫
Ωρ(x)
um dS,
Proposition 4.4 follows from (4.12) if we estimate the variation of
−
∫
Ωρ(x)
um dS
for 0 ρ  σ−1/2m .
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um(x) 2 −
∫
Ω
σ
−1/2
m
(x)
um dS
holds then by (4.12) we have done. Otherwise, by setting for any ρ > 0,
m(ρ) = −
∫
∂Ωρ(x)
um dS, m(0) = um(x),
we deduce that
∃ρ¯  σ−1/2m such that m(ρ¯) 12m(0) =
1
2
um(x).
Then we take ρ1 and ρ2 from [0, ρ¯] such that m(ρ) attains its maximum in ρ1 and ρ2 is the least
value of ρ  ρ1 such that m(ρ) 12m(ρ1).
Since {um}m∈N is a solution of (2.6), and Ωρ2 (x) ⊂ A1m , thus on such a set, by Proposition 4.3,
u
4
n−2
m  cσm , we have the following estimate for m suﬃciently large,
1
2
m(ρ1) =
ρ1∫
ρ2
(
d
dρ
−
∫
∂Ωρ(x)
um dS
)
dρ =
ρ2∫
ρ1
1
nbnρn−1
( ∫
Ωρ(x)
−Bum dx1
x1
dx′
)
dρ

ρ2∫
ρ1
1
nbnρn−1
( ∫
Ωρ(x)
(
u
4
n−2
m um + A
)dx1
x1
dx′
)
dρ
 1
nbn
ρ2∫
ρ1
1
ρn−1
((
sup
Ωρ(x)
u
4
n−2
m
)( ∫
Ωρ(x)
um
dx1
x1
dx′
)
+ Abnρn
)
dρ
 C
ρ2∫
ρ1
1
ρn−1
(
σm
∫
Ωρ(x)
um
dx1
x1
dx′ + Aρn
)
dρ
 C
(
m(ρ1)σm + A
) ρ2∫
ρ1
ρdρ  Cm(ρ1)σm
(
ρ22 − ρ21
)
,
therefore ρ22 − ρ21 > Cσ−1m and ρ2 − ρ1 > Cσ−1/2m hold. Denoting by A the annulus centered in x of
radius ρ1 and ρ2 we have the measure of A being of the order of σ− n2 , i.e., of the same order as A1m
and as in (4.3), we have
−
∫
Aum dS  C .
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−
∫
Aum dS m(ρ2) = 1
2
m(ρ1),
that means
un(x) =m(0)m(ρ1) C . 
Proposition 4.5. Let {um}m∈N be a controlled concentrating sequence. Then there exists a constant C > 0 such
that for any m ∈ N: ∫
A3m
|∇Bum|2 dx1
x1
dx′  Cσ
2−n
2
m .
Proof. Let us ﬁx m ∈ N and consider ϕm : Rn+ → [0,1] a smooth positive molliﬁer such that
(1) ϕm = 1 on A3m;
(2) ϕm = 0 out of A2m;
(3) Bϕm  Cσm .
By (2) we have ϕm = 0 and ∇Bϕm = 0 on ∂A2m . From (1), we apply integrating by parts to get∫
R
n+
−Bumumϕm dx1
x1
dx′ =
∫
A2m
|∇Bum|2ϕm dx1
x1
dx′ +
∫
A2m
∇Bum · ∇Bϕmum dx1
x1
dx′

∫
A3m
|∇Bum|2 dx1
x1
dx′ +
∫
A2m
∇
(
1
2
u2m
)
∇Bϕm dx1
x1
dx′
=
∫
A3m
|∇Bum|2 dx1
x1
dx′ − 1
2
∫
A2m
Bϕmu
2
m
dx1
x1
dx′.
Since um is a solution to (2.6), by Proposition 4.2 and (3) we have∫
A3m
|∇Bum|2 dx1
x1
dx′ 
∫
A2m
(|um|2∗ + Aum)ϕm dx1
x1
dx′ + 1
2
∫
A2m
Bϕmu
2
m
dx1
x1
dx′
 C(1+ σm)
∣∣A2m∣∣ Cσ 2−n2m .
Here we use the fact that σm  1 for m large. 
Corollary 4.1. For any m ∈ N there exists tm ∈ [C + 2,C + 3] such that∫
∂Ωm
|∇Bum|2 dx1
x1
dx′  Cσ
3−n
2
m ,
where Ωm := Ω −1/2 (xm) and C is the same constant as in Proposition 4.5.tmσm
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Now we ﬁx a general open smooth set B in Rn+ and consider a semilinear elliptic equation of the
form
−Bu = g(u). (4.13)
Let u be a smooth solution to (4.13) on a smooth domain B . Multiplying by u and integrating by parts
give us ∫
B
|∇Bu|2 dx1
x1
dx′ =
∫
B
g(u)u
dx1
x1
dx′ +
∫
∂B
(∇Bu · ν)u dS, (4.14)
where ν is the outward normal to ∂B . Multiplying (4.13) by ∇Bu · (ln x1, x′) from both sides, since
∇B ·
((∇Bu · (ln x1, x′))∇Bu)= Bu(∇Bu · (ln x1, x′))+ (∇B(∇B · (ln x1, x′))) · ∇Bu,
using the Divergence Theorem and integrating by parts we can get∫
B
−Bu
(∇Bu · (ln x1, x′))dx1
x1
dx′ = −
∫
∂B
(∇Bu · (ln x1, x′))(∇Bu · ν)dS
+
∫
B
∇Bu ·
(∇2
B
u · (ln x1, x′)+ I · ∇Bu)dx1
x1
dx′
= −
∫
∂B
(∇Bu · (ln x1, x′))(∇Bu · ν)dS
+
∫
B
∇B
(
1
2
|∇Bu|2
)
· (ln x1, x′)dx1
x1
dx′ +
∫
B
|∇Bu|2 dx1
x1
dx′
= −
∫
∂B
(∇Bu · (ln x1, x′))(∇Bu · ν)dS
+ 1
2
∫
∂B
|∇Bu|2
((
ln x1, x
′) · ν)dS + 2− n
2
∫
B
|∇Bu|2 dx1
x1
dx′.
(4.15)
On the other hand, if we denote by G(u) a primitive of the function g(u), then by integrating by parts
we have ∫
B
g(u)
(∇Bu · (ln x1, x′))dx1
x1
dx′ =
∫
B
∇BG(u) ·
(
ln x1, x
′)dx1
x1
dx′
=
∫
∂B
G(u)
((
ln x1, x
′) · ν)dS − n∫
B
G(u)
dx1
x1
dx′. (4.16)
Combing (4.15) and (4.16), we obtain
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2∗
∫
B
|∇Bu|2 dx1
x1
dx′ = n
∫
B
G(u)
dx1
x1
dx′ −
∫
∂B
G(u)
((
ln x1, x
′) · ν)dS
−
∫
∂B
(∇Bu · (ln x1, x′))(∇Bu · ν)dS + 12
∫
∂B
|∇Bu|2
((
ln x1, x
′) · ν)dS.
(4.17)
Multiplying (4.14) by n2∗ and together with (4.17), we get
n
∫
B
G(u)
dx1
x1
dx′ − n
2∗
∫
B
g(u)u
dx1
x1
dx′ =
∫
∂B
G(u)
((
ln x1, x
′) · ν)dS
+
∫
∂B
(∇Bu · (ln x1, x′))(∇Bu · ν)dS
− 1
2
∫
∂B
|∇Bu|2
((
ln x1, x
′) · ν)dS + n
2∗
∫
∂B
(∇Bu · ν)u dS.
(4.18)
In our case, taking g(u) = λu + |u|p−2u, the above equality becomes(
n
p
− n
2∗
)∫
B
|u|p dx1
x1
dx′ + λ
∫
B
|u|2 dx1
x1
dx′
= 1
p
∫
∂B
|u|p((ln x1, x′) · ν)dS + λ
2
∫
∂B
|u|2((ln x1, x′) · ν)dS + ∫
∂B
(∇Bu · (ln x1, x′))(∇Bu · ν)dS
− 1
2
∫
∂B
|∇Bu|2
((
ln x1, x
′) · ν)dS + n
2∗
∫
∂B
(∇Bu · ν)u dS.
Since we can move (1,0) to any point x0 = (x0,1, x′0) ∈ Rn by a translation and p < 2∗ , we get the
following “Pohozaev-type” inequality
λ
∫
B
|u|2 dx1
x1
dx′  1
p
∫
∂B
|u|p
((
ln
(
x1
x0,1
)
, x′ − x′0
)
· ν
)
dS
+ λ
2
∫
∂B
|u|2
((
ln
(
x1
x0,1
)
, x′ − x′0
)
· ν
)
dS
+
∫
∂B
(
∇Bu ·
(
ln
(
x1
x0,1
)
, x′ − x′0
))
(∇Bu · ν)dS
− 1
2
∫
∂B
|∇Bu|2
((
ln
(
x1
x0,1
)
, x′ − x′0
)
· ν
)
dS + n
2∗
∫
∂B
(∇Bu · ν)u dS. (4.19)
Now we shall use the local “Pohozaev” Identity to prove that concentrations are not possible for
balanced sequences in dimension n 7.
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Proof. Let a concentrating sequence {um}m∈N be given and assume by contradiction that it is bal-
anced. For ﬁx m ∈ N, we use (4.19) on Ωm := Ωtmσ−1/2m (xm) ∩ B, where tm is the same as in Corol-
lary 4.1, then we split ∂Ωm = ∂iΩm ∪ ∂eΩm , where ∂eΩm = ∂B ∩ Ωm and it is empty in the case
that the concentration point xm of the basic rescaled function ϕ is suﬃciently far from ∂B. When
∂eΩm = ∅, to the aim of applying (4.19), we shall take x0 equal to the concentration point xm . Other-
wise, we will take x0 out of B such that d(x0, xm) 2tmσ−1/2m and
∀x ∈ ∂eΩm: ν ·
(
ln
(
x1
x0,1
)
, x′ − x′0
)
< 0,
where ν is the outward normal to ∂Ωm . We want to show that (4.19) cannot be valid, in contradiction
to the assumption that the sequence is balanced. To this aim, we have to show that the left-hand side
of (4.19) has a lower bound and the right-hand side of (4.19) has a smaller upper bound. In the ﬁrst
case, we restrict the integral on the “ball” Ω ′m = Ωσ−1 (xm), which is contained in B for m large, and
we shall make use of the decomposition um = u0m + u1m + u2m as in the proof of Lemma 4.3. Then we
have ∫
Ωm∩B
(um)
2 dx1
x1
dx′ 
∫
Ω ′m
u2m
dx1
x1
dx′  1
2
∫
Ω ′m
(
u2m
)2 dx1
x1
dx′
− 2
∫
Ω ′m
(
u0m
)2 dx1
x1
dx′ − 2
∫
Ω ′m
(
u1m
)2 dx1
x1
dx′. (4.20)
Now
∫
Ω ′m (u
2
m)
2 dx1
x1
dx′ is of the same order as
∫
Ω ′m (ρm(ϕ))
2 dx1
x1
dx′ , namely of the order of σ−2m because
ϕ corresponds to the less concentrated global solution. Moreover, the following estimates hold∫
Ω ′m
(
u1m
)2 dx1
x1
dx′  ‖u∞‖
∣∣Ω ′m∣∣ Cσ−nm ,
and ∫
Ω ′m
(
u0m
)2 dx1
x1
dx′ 
∥∥(u0m)2∥∥
L
n
2
2∗
2
∣∣Ω ′m∣∣1− 22∗  ∥∥u0m∥∥2
L
n
2
2∗
σ−2m .
Since ‖u0m‖
L
n
2
2∗
→ 0 and (4.20), we obtain that the left-hand side of (4.19) has a lower bound of the
form Cσ−2m , for a suitable constant C . Passing to the right-hand side, we ﬁrst evaluate the possible
contributions of ∂eΩm . Since um = 0 on ∂eΩm ⊂ ∂B, and ∇Bum has the same direction as ν , the whole
sum in (4.19) can be written as
1
2
∫
∂eΩm
|∇Bum|2
(
ln
(
x1
x0,1
)
, x′ − x′0
)
· ν dS  0.
Now we focus on the integrals over ∂iΩm . From Proposition 4.1, we get
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2
∫
∂B
|u|2
((
ln
(
x1
x0,1
)
, x′ − x′0
)
· ν
)
dS + 1
p
∫
∂B
|u|p
((
ln
(
x1
x0,1
)
, x′ − x′0
)
· ν
)
dS
 C
∫
∂iΩm
(
ln
(
x1
x0,1
)
, x′ − x′0
)
ν dS  Cσ−
n
2
m ,
and Corollary 4.1 and our choice of Ωm , give us∫
∂iΩm
|∇Bum|2
∣∣∣∣(ln( x1x0,1
)
, x′ − x′0
)∣∣∣∣dS  Cσ 2−n2m .
Finally, from Proposition 4.1, Corollary 4.1, and the Hölder inequality, we have
∫
∂iΩm
(∇Bum · ν)um dS 
( ∫
∂iΩm
|∇Bum|2 dS
)1/2( ∫
∂iΩm
|um|2 dS
)1/2
.
Combining these estimates, we see that the right-hand side of (4.19) is bounded by Cσ
2−n
2
m . Then we
get the inequality
λσ−2m  Cσ
2−n
2
m ,
for m large, i.e., n 6, which contradicts the fact n 7. 
The next lemma shows that from a noncompact balanced sequence {um}m∈N we can always extract
a concentrating sequence, even if {um}m∈N is not a (PS) sequence.
Let {um}m∈N be a given bounded sequence of functions in H1,
n
2
2,0 (B). If there exists a sequence{ρm}m∈N of rescalings such that the rescaled functions {ρm(um)}m∈N have a nonzero weak limit point
in L
n
2
2∗ (B), this weak limit point is called a restored scaled limit of sequence {um}m∈N .
Lemma 4.5. Let {um}m∈N be a noncompact bounded balanced sequence in H1,
n
2
2,0 (B). Then from {um}m∈N we
can extract a concentrating subsequence.
Proof. Assume that {um}m∈N has no converging subsequence. Under a null extension of um to the
whole Rn+ , we can use the analogous structure theorem for bounded sequence (see [25], where we
can modify the result for our Sobolev spaces), according to which every term of the sequence can
be approximated by a sum in H1,
n
2
2 (R
n+) of the scaled “restored scale limits” of the sequence itself.
Furthermore, it is also needed to know how to quantify the number of such limits and to quantify
them as multiplicities of global solutions. To this aim, we will prove that
(1) the weak limit u∞ of the sequence solves (1.4);
(2) any restored scale limit ϕi of the sequence is a solution to the limit critical problem on Rn+
multiplied by a constant αi .
For any m ∈ N, we call pm the exponent such that um is solution to (1.5). Now, since {um}m∈N is a
bounded sequence, by reﬂexivity of H1,
n
2
2,0 (B), we can pass to a subsequence such that
• pm → p¯  2∗;
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n
2
2,0 (B);• um → u∞ a.e. in B.
Therefore,
|um|pm−2um + λum → |u∞|p¯−2u∞ + λu∞, a.e. in B; (4.21)
moreover, by linearity of B we have −Bum ⇀ −Bu∞ . Since um is a solution to (1.5) the two
limits must coincide, i.e.,
−Bu∞ = |u∞|p¯−2u∞ + λu∞.
Here p¯ = 2∗ , otherwise we would use the compact Sobolev embedding H1,
n
2
2,0 (B) ↪→ L
n
2
p¯ (B) obtaining
a strongly converging subsequence and it is contradiction to our hypotheses; therefore (1) is proved.
Let ϕ = limm→∞ ρm(um) in the weak H1,
n
2
2 -topology be any restored scale limit, where {ρm}m∈N
is any diverging sequence of scalings each of modulus νm > 0. By an easy calculation, since um is a
solution to (1.4) we get that
−Bρm(um) = −B
[
(νm)
n
2∗ um
((
x1
x¯1
)νm
, x¯′ + νm
(
x′ − x¯′))]
= −ν
n
2∗ +2
m Bum = (νm)2−
n
2∗ (pm−2)
∣∣ρm(um)∣∣pm−2ρm(um) + λν2mρm(um). (4.22)
Now, it is obvious that, since B is a ﬁxed bounded domain, the only way to get nonzero weak limits
is to have {ρm}m∈N diverging by vanishing, i.e., limm→∞ νm = 0. Passing to a subsequence, we can
assume that
ν
2− n2∗ (pm−2)
m = νn(1−
pm
2∗ )
m → μ 1
and μ > 0, because ϕ = 0. Using the linearity of the operator B and Rellich theorem we can pass to
the limit in (4.22) obtaining −Bϕ = μ|ϕ|2∗−2ϕ . Therefore, μ n−24 ϕ solves (1.4) in H1,
n
2
2 (R
n+) for λ = 0,
and since μ
n−2
4  1, ϕ is as required by the deﬁnition of concentrating sequence (see Theorem 2.8).
Statement (2) is proved. It also implies that ‖ϕ‖
H1,
n
2
2 (R
n+)
 Sn/2 and the bound on k required by the
deﬁnition of concentration sequence. 
Proof of Theorem 1.3. Let us suppose, by contradiction, that there exists a bounded balance sequence
{um}m∈N such that
sup
m∈N
sup
x∈B
∣∣um(x)∣∣= +∞.
A standard regularity argument shows that um cannot be compact in H1,
n
2
2 (R
n+), and by Lemma 4.5 it
has a balanced concentrating subsequence and this excluded by Lemma 4.4. 
4.4. Multiple solutions to the critical problem
In this part we will give the proof of Theorem 1.2. Let us choose a sequence {pm}m∈N such that
pm → 2∗ and the functionals
Imλ (v) =
1
2
∫
|∇Bv|2 dx1
x1
dx′ − λ
2
∫
|v|2 dx1
x1
dx′ − 1
pm
∫
|v|pm dx1
x1
dx′,B B B
4226 H. Chen et al. / J. Differential Equations 252 (2012) 4200–4228whose critical points are solutions to (1.5) for p = pm . Applying Theorem 1.1 for g(x,u) = λu +
|u|pm−2u, we ﬁnd an inﬁnite number of critical levels c(k)m of the subcritical functionals Iλm obtained on
a k-dimensional min–max class of compact sets Γk which does not depend on m. For ﬁxed m,k ∈ N,
we set
c¯k = inf
A∈Γk
sup
v∈A
Iλ(v), c¯
(k)
m = inf
A∈Γk
sup
v∈A
Imλ (v).
Set V = {u ∈ H1,
n
2
2,0 (B):
∫
B
|∇Bu|2 dx1x1 dx′ − λ
∫
B
|u|2 dx1x1 dx′ = 1}, then it is easy to show that given
u¯(k)m ∈ V such that Imλ (u¯(k)m ) = c¯(k)m , then α(k)m u¯(k)m with α(k)m = [( 12 − c¯(k)m )pm]
1
2−pm , is a solution to (1.5) at
level
c(k)m =
[(
1
2
− c¯(k)m
)
pm
] 1
2−pm
(
1
2
− 1
pm
)
. (4.23)
Analogously we shall call
ck =
[(
1
2
− c¯k
)
2∗
] 1
2−2∗ (1
2
− 1
2∗
)
. (4.24)
The proof of Theorem 1.2 will follow from the following two lemmas.
Lemma 4.6. limm→∞ c(k)m = ck for any k ∈ N.
Lemma 4.7. limk→∞ ck = +∞.
Proof of Theorem 1.2. Fixed k ∈ N, we take, for any m ∈ N, um = u(k)m a critical point at level c(k)m for
the functional Imλ . By Theorem 1.1 and Lemma 4.6, we know that any (PS) sequence {u(k)m }m∈N for Imλ
is bounded in H1,
n
2
2,0 (B). Then by Theorem 1.3, the sequence {um}m∈N is uniformly bounded, hence by
standard compactness arguments we can ﬁnd a convergent subsequence to a solution u(k) to (1.4) at
level ck , as mentioned in Lemma 4.6. By Lemma 4.7, we have inﬁnitely many distinct values of ck for
k ∈ N and so the proof is complete. 
Now we give the proofs of Lemmas 4.6 and 4.7.
Proof of Lemma 4.6. Let us ﬁx k ∈ N and A ∈ Γk , then for any u ∈ A, we have Imλ (u) → Iλ(u). Since A
is compact and the functionals are equicontinuous,
sup
u∈A
Imλ (u) → sup
u∈A
Iλ(u).
Then limsupm→∞ c¯
(k)
m  supu∈A Iλ(u) and since A is an arbitrary set in Γk , we get limsupm→∞ c¯(k)m 
c¯k . By (4.23) and (4.24) we get limsupm→∞ c
(k)
m  ck .
Since for s > 0 the function f (s) = 1pm spm − 12∗ s2
∗
gets its maximum value in s = 1 we have
f (s) 1pm − 12∗ for all s > 0. Therefore, for every u ∈ H
1, n2
2,0 (B), we have
Iλ(u) Imλ (u) +
(
1
p
− 1
2∗
)
|B|,m
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c¯k  lim inf
m→∞ c¯
(k)
m .
By (4.23) and (4.24) we obtain
ck  lim inf
m→∞ c
(k)
m ,
and then we get the assertion. 
Proof of Lemma 4.7. Let us suppose, by contradiction, that the sequence {ck}k∈N is bounded, hence it
converges to a real number c. For any k ∈ N by Lemma 4.6 there exists mk > k such that |c(k)mk −ck| < 1k ;
hence
lim
k→∞
c(k)mk = limk→∞ ck = c (4.25)
and the sequence {mk}k∈N is diverging, i.e.,
lim
k→∞
nk = +∞.
Let umk be a solution of (1.5) at level c
(k)
mk . Using the Morse Index estimates on min–max points
(see [3]), we can select the sequence {umk }k∈N such that every umk has an augmented Morse index
greater or equal to nk . By our assumption, we can claim that the sequence {umk }k∈N is bounded in
H1,
n
2
2,0 (B). Indeed, since umk is a solution of (1.5) we have
Imkλ (umk ) =
(
1
2
− 1
pmk
)∫
B
|umk |pmk
dx1
x1
dx′ → c,
which gives the boundedness of −Bumk − λumk in H
−1,− n2
2,0 (B) and in turn, the boundedness of umk
on H1,
n
2
2,0 (B). So the sequence {umk }k∈N is uniformly bounded by Theorem 1.3 and therefore the Morse
index of umk must keep bounded in contradiction to our construction. 
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