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Abstract
A considerable part of the success experienced by Voice-
controlled virtual assistants (VVA) is due to the emotional
and personalized experience they deliver, with humor being a
key component in providing an engaging interaction. In this
paper we describe methods used to improve the joke skill of
a VVA through personalization. The first method, based on
traditional NLP techniques, is robust and scalable. The oth-
ers combine self-attentional network and multi-task learning
to obtain better results, at the cost of added complexity. A
significant challenge facing these systems is the lack of ex-
plicit user feedback needed to provide labels for the models.
Instead, we explore the use of two implicit feedback-based la-
belling strategies. All models were evaluated on real produc-
tion data. Online results show that models trained on any of
the considered labels outperform a heuristic method, present-
ing a positive real-world impact on user satisfaction. Offline
results suggest that the deep-learning approaches can improve
the joke experience with respect to the other considered meth-
ods.
Introduction
Voice-controlled virtual assistants (VVA) such as Siri and
Alexa have experienced an exponential growth in terms of
number of users and provided capabilities. They are used
by millions for a variety of tasks including shopping, play-
ing music, and even telling jokes. Arguably, their success
is due in part to the emotional and personalized experience
they provide. One important aspect of this emotional inter-
action is humor, a fundamental element of communication.
Not only can it create in the user a sense of personality, but
also be used as fallback technique for out-of-domain queries
(Bellegarda 2014). Usually, a VVA’s humorous responses
are invoked by users with the phrase ”Tell me a joke”. In
order to improve the joke experience and overall user satis-
faction with a VVA, we propose to personalize the response
to each request. To achieve this, a method should be able to
recognize and evaluate humor, a challenging task that has
been the focus of extensive work. Some authors have ap-
plied traditional NLP techniques (Yan and Pedersen 2017),
Presented at the AAAI 2020 Workshop on Interactive and Conver-
sational Recommendation Systems
while others deep learning models (Donahue, Romanov, and
Rumshisky 2017). Moreover, (Yang et al. 2015) follows a
semantic-based approach, while (Ruch 1992) and (Ahuja,
Bali, and Singh 2018) tackle the challenge from a cognitive
and linguistic perspective respectively.
To this end, we have developed two methods. The first
one is based on traditional NLP techniques. Although rel-
atively simple, it is robust, scalable, and has low latency, a
fundamental property for real-time VVA systems. The other
approaches combine multi-task learning (Caruana 1997) and
self-attentional networks (Vaswani et al. 2017) to obtain bet-
ter results, at the cost of added complexity. Both BERT (De-
vlin et al. 2018) and an adapted transformer (Vaswani et al.
2017) architecture are considered. This choice of architec-
ture was motivated by the advantages it presents over tradi-
tional RNN and CNN models, including better performance
(Liu et al. 2018), faster training/inference (important for
real-time systems), and better sense disambiguation (Tang et
al. 2018) (an important component of computational humor
(Yang et al. 2015)).
The proposed models use binary classifiers to perform
point-wise ranking, and therefore require a labelled dataset.
To generate it, we explore two implicit user-feedback la-
belling strategies: five-minute reuse and one-day return. On-
line A/B testing is used to determine if these labelling strate-
gies are suited to optimize the desired user-satisfaction met-
rics, and offline data to evaluated and compared the system’s
performance.
Method
Labelling Strategies
Generating labels for this VVA skill is challenging. La-
bel generation through explicit user feedback is unavailable
since asking users for feedback creates friction and degrade
the user experience. In addition, available humor datasets
such as (Yang et al. 2015; Potash, Romanov, and Rumshisky
2017) only contain jokes and corresponding labels, but not
the additional features we need to personalize the jokes.
To overcome this difficulty, it is common to resort to im-
plicit feedback. In particular, many VVA applications use
interruptions as negative labels, the rationale being that un-
happy users will stop the VVA. This strategy, however, is
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Table 1: Example of labelling strategies: five-minute reuse
(label 1) and 1-day return (label 2)
Timestamp Label 1 Label 2
2019/05/03-17:51:10 1 0
2019/05/03-17:53:10 0 0
2019/05/06-21:41:09 1 1
2019/05/06-21:44:19 0 1
2019/05/07-20:34:19 0 0
Table 2: Examples of features within each category
Feature Type Category
Country Code Categorical User
Joke Text String Item
Request Timestamp Timestamp Context
not suitable for our use-case since responses are short and
users need to hear the entire joke to decide if it is funny.
Instead, we explore two other implicit feedback labelling
strategies: five-minute reuse and 1-day return. Five-minute
reuse labels an instance positive if it was followed by a new
joke request within five-minutes. Conversely, 1-day return
marks as positive all joke requests that were followed by a
new one within the following 1 to 25-hour interval. Both
strategies assume that if a user returns, he is happy with
the jokes. This is clearly an approximation, since a return-
ing user might be overall satisfied with the experience, but
not with all the jokes. The same is true for the implied nega-
tives; the user might have been satisfied with some or all of
the jokes. Therefore, these labels are noisy and only provide
weak supervision to the models.
Table 1 shows an example of the labels’ values for a set
of joke requests from one user.
Features
All models have access to the same raw features, which we
conceptually separate into user, item and contextual features.
Examples of features in each of these categories are shown
in Table 2. Some of these are used directly by the models,
while others need to be pre-processed. The manner in which
each model consumes them is explained next.
NLP-based: LR-Model
To favor simplicity over accuracy, a logistic regression (LR)
model is first proposed. Significant effort was put into find-
ing expressive features. Categorical features are one-hot en-
coded and numerical ones are normalized. The raw Joke
Text and Timestamp features require special treatment. The
Joke Text is tokenized and the stop-words are removed. We
can then compute computational humor features on the clean
text such as sense combination (Yang et al. 2015) and ambi-
guity (Mihalcea and Pulman 2007). In addition, since many
jokes in our corpus are related to specific events (Christ-
mas, etc), we check for keywords that relate the jokes to
them. For example, if ”Santa” is included, we infer it is
a Christmas joke. Finally, pre-computed word embeddings
with sub-word information are used to represent jokes by
taking the average and maximum vectors over the token rep-
resentations. Sub-word information is important when en-
coding jokes since many can contain out-of-vocabulary to-
kens. The joke’s vector representations are also used to com-
pute a summarized view of the user’s past liked and disliked
jokes. We consider that a user liked a joke when the assigned
label is 1, an approximation given the noisy nature of the
labels. The user’s liked/disliked joke vectors are also com-
bined with the candidate joke vector by taking the cosine
similarity between them.
For the raw Timestamp feature, we first extract simple
time/date features such as month, day and isWeekend. We
then compute binary features that mark if the timestamp
occurred near one of the special events mentioned before.
Some of these events occur the same day every year, while
others change (for example, the Super Bowl). In addition,
many events are country dependent. The timestamp’s event
features are combined with the joke’s event features to al-
low the model to capture if an event-related joke occurs at
the right time of the year.
The LR classifier is trained on the processed features and
one of the labels. The model’s posterior probability is used to
sort the candidates, which are chosen randomly from a pool
of unheard jokes. Although useful (see Validation section),
this model has several shortcomings. In particular, many
of the used features require significant feature engineering
and/or are country/language dependent, limiting the extensi-
bility of the model.
Deep-Learning-based: DL-Models
To overcome the LR-model’s limitations, we propose the
following model (see Figure 1). In the input layer, features
are separated into context, item and user features. Unlike the
LR-model, time and text features do not require extensive
feature engineering. Instead, simple features (day, month
and year) are extracted from the timestamp. After tokeniza-
tion and stop-word removal, text features are passed through
a pre-trained word embeding layer, and later, input into the
joke encoder block. The basis of the joke encoder is a mod-
ified transformer. Firstly, only the encoder is needed. More-
over, since studies suggest that humor is subjective and con-
ditioned on the user’s context (Mulder and Nijholt 2002), we
add an additional sub-layer in the transformer encoder that
performs attention over the user’s features. This sub-layer,
inserted between the two typical transformer sub-layers at
certain depths of the network, allows the encoder to adapt
the representations of the jokes to different user contexts.
Thus, the same joke can be encoded differently depending
on the user’s features. In practice, this additional sub-layer
works like the normal self-attention sub-layer, except it cre-
ates its query matrix Q from the sub-layer below, and its
K and V matrices from the user features. As an alternative,
we also test encoding the jokes using a pre-trained BERT
model.
Regardless of the used encoder, we average the token rep-
resentations to obtain a global encoding of the jokes. The
same encoder is used to represent the item’s (the joke to
Loss
1
Item Features
Numerical FeaturesCategorical Features Text (Token Sequence)
User FeaturesContext Features
Encoder
Emb
Encoder
Avg. Pooling
Concatenation
Emb
Weight
Sharing
Emb
Concatenation
Avg. Pooling
Item Vector User Vector
Concatenation
Cos.
Sim.
Loss
2
Context Vector
MLP
Figure 1: Architecture of the transformer-based model
rank) and the user’s (liked and disliked jokes) textual fea-
tures through weight sharing, and the cosine similarity be-
tween both representations are computed. The processed
features are then concatenated and passed through a final
block of fully connected layers that contains the output lay-
ers. Since experiments determined (see Validation section)
that both labeling strategies can improve the desired busi-
ness metrics, instead of optimizing for only one of them, we
take a multi-task learning approach. Thus, we have two soft-
max outputs.
Finally, we use a loss function that considers label uncer-
tainty, class imbalance and the different labeling functions.
We start from the traditional cross-entropy loss for one la-
belling function. We then apply uniform label smoothing
(Szegedy et al. 2016), which converts the one-hot-encoded
label vectors into smoothed label vectors towards 0.5:
yls = yone−hot ∗ (1− ) + 
2
(1)
with  a hyper-parameter. Label smoothing provides a way
of considering the uncertainty on the labels by encouraging
the model to be less confident. We have also experimented
with other alternatives, including specialized losses such as
(Martinez and Stiefelhagen 2018). However, they did not
produce a significant increase in performance in our tests.
To further model the possible uncertainty in the feedback,
we apply sample weights calculated using an exponential
decay function on the time difference between the current
and the following training instance of the same customer:
wi = a ∗ bti + 1.0 (2)
where wi is the weight of sample i, ti is the time difference
between instances i and i+ 1 for the same user, and a, b are
hyper-parameters such that a > 0 and 0 < b < 1. The ratio-
nale behind these weights is the following. If for example,
we consider labeling function 1, and a user asks for consec-
utive jokes, first within 10 seconds and later within 4.9 min-
utes, both instances are labeled as positive. However, we hy-
pothesize that there is a lower chance that in the second case
the user requested an additional joke because he liked the
first one. In addition, class weights are applied to each sam-
ple to account for the natural class imbalance of the dataset.
Finally, the total loss to be optimized is the weighted sum of
the losses for each of the considered labeling functions:
L((f(x),Θ), y) =
2∑
l=1
wlLl (3)
where wl are manually set weights for each label and Ll are
the losses corresponding to each label, which include all the
weights mentioned before.
Validation
A two-step validation was conducted for English-speaking
customers. An initial A/B testing for the LR model in a
production setting was performed to compare the labelling
strategies. A second offline comparison of the models was
conducted on historical data and a selected labelling strat-
egy. One month of data and a subset of the customers
was used (approx. eighty thousand). The sampled dataset
presents a fraction of positive labels of approximately 0.5
for reuse and 0.2 for one-day return. Importantly, since this
evaluation is done on a subset of users, the dataset charac-
teristic’s do not necessarily represent real production traf-
fic. The joke corpus in this dataset contains thousands of
unique jokes of different categories (sci-fi, sports, etc) and
types (puns, limerick, etc). The dataset was split timewise
into training/validation/test sets, and hyperparameters were
optimized to maximize the AUC-ROC on the validation set.
As a benchmark, we also consider two additional methods:
a non-personalized popularity model and one that follows
(Kim 2014), replacing the transformer joke encoder with a
CNN network (the specialized loss and other characteristics
of the DL model are kept).
Hyperparameters were optimized using grid-search for
the LR-Model. Due to computational constraints, random
search was instead used for the DL-Model. In both cases,
hyperparameters are selected to optimize the AUC-ROC on
the validation set. Table 3 lists some of the considered hy-
perparameter values and ranges for both models. The actual
optimal values are sample specific.
Online Results: A/B Testing
Two treatment groups are considered, one per label. Users
in the control group are presented jokes at random, with-
out repetition. Several user-satisfaction metrics such as user
interruption rate, reuse of this and other VVA skills, and
number of active dialogs are monitored during the tests. The
relative improvement/decline of these metrics is compared
between the treatments and control, and between the treat-
ments themselves. The statistical significance is measured
when determining differences between the groups. Results
show that the LR-based model consistently outperforms the
heuristic method for both labeling strategies, significantly
improving retention, dialogs and interruptions. These results
suggest that models trained using either label can improve
the VVA’s joke experience.
Table 3: Hyperparameter values tuned over, LR (top) and
DL models (bottom)
Name Value
Elastic-Net param. [0.01,0.5]
Regularization [10−3,10.0]
Fit intercept True/False
Learning rate [10−3, 10−5]
Batch size [32,256]
Label smoothing [0.1,0.3]
Keep probability [0.5,0.8]
Num. heads [2,6]
Num. transformer layers [1,6]
F.C layers [2,5]
F.C layer sizes [16,256]
CNN filter sizes [2,32]
CNN num. filters [16,128]
Table 4: Relative change w.r.t popularity model of AUC-
ROC and Overall Accuracy: transformer model (DL-T),
BERT model (DL-BERT), transformer without special
context-aware attention (DL-T-noAtt) and without both spe-
cial attention and modified loss (DL-T-basic), CNN model
(DL-CNN) and LR model (LR).
Method R. Ch. AUC-ROC R. Ch. O.A.
DL-T 0.31 0.24
DL-BERT 0.30 0.27
DL-T-noAtt 0.29 0.24
DL-T-basic 0.28 0.23
DL-CNN 0.28 0.13
LR 0.24 0.21
Offline Results
One-day return was selected for the offline evaluation be-
cause models trained on it have a better AUC-ROC, and both
labeling strategies were successful in the online validation.
All results are expressed as relative change with respect to
the popularity model.
We start by evaluating the models using AUC-ROC. As
seen in Table 4, the transformer-based models, and in par-
ticular our custom architecture, outperform all other ap-
proaches. Similar conclusions can be reached regarding
overall accuracy. However, given the class imbalance, ac-
curacy is not necessarily the best metric to consider. In ad-
dition, to better understand the effect to the original trans-
former architecture, we present the performance of the
model with and without the modified loss and special at-
tention sub-layer (see Table 4). Results suggest both modifi-
cations have a positive impact on the performance. Finally,
to further evaluate the ranking capabilities of the proposed
methods, we use top-1 accuracy. Additional positions in the
ranking are not considered because only the top ranked joke
is presented to the customer. Results show that the DL based
models outperform the other systems, with a relative change
in top-1 accuracy of 1.4 for DL-BERT and 0.43 for DL-T,
compared with 0.14 for the LR method.
Results show that the proposed methods provide differ-
ent compromises between accuracy, scalability and robust-
ness. On one hand, the relatively good performance of the
LR model with engineered features provides a strong base-
line both in terms of accuracy and training/inference perfor-
mance, at the cost of being difficult to extend to new coun-
tries and languages. On the other hand, DL based methods
give a significant accuracy gain and require no feature en-
gineering, which facilitates the expansion of the joke expe-
rience to new markets and languages. This comes at a cost
of added complexity if deployed in production. In addition,
given the size of the BERT model (340M parameters), real-
time inference using DL-BERT becomes problematic due to
latency constraints. In this regard, the DL-T model could be
a good compromise since its complexity can be adapted, and
it provides good overall accuracy.
Conclusions and Future Work
This paper describes systems to personalize a VVA’s joke ex-
perience using NLP and deep-learning techniques that pro-
vide different compromises between accuracy, scalability
and robustness. Implicit feedback signals are used to gener-
ate weak labels and provide supervision to the ranking mod-
els. Results on production data show that models trained on
any of the considered labels present a positive real-world
impact on user satisfaction, and that the deep learning ap-
proaches can potentially improve the joke skill with respect
to the other considered methods. In the future, we would
like to compare all methods in A/B testing, and to extend
the models to other languages.
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