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Señores miembros del jurado, cumplimiento el Reglamento de Grados y Títulos de la 
Universidad César Vallejo les presentamos ante ustedes la tesis titulada “Sistema de 
Pronóstico de la Calificación Crediticia de Clientes Basado en Árbol de clasificación y 
Regresión lineal”, que tiene como objetivo determinar el impacto del sistema de pronóstico 
de la calificación crediticia de clientes basado en árbol de clasificación y regresión lineal, 
esperando que cumpla con los requisitos de aprobación para obtener el título profesional de 
Ingeniero de Sistemas. Dicha investigación se distribuye en seis capítulos. El capítulo 
primero explicamos la realidad problemática que sirvió como base de nuestra investigación, 
de donde se desprenden la revisión de trabajos previos, teorías relacionadas, la formulación 
y planteamiento del problema, justificación del estudio, los objetivos y por último se plantea 
la hipótesis; en el segundo capítulo se muestra el diseño de la investigación, definición de 
las variables y Operacionalización seguidamente de define la población, muestra y muestreo, 
para después se mencionan las técnicas e instrumentos de recolección  de datos, validez y 
confiabilidad, el método de análisis de datos y por último los aspectos éticos, el capítulo 
tercero se describen el resultado obtenido en la investigación. El capítulo cuarto presentamos 
discusión. El capítulo quinto describimos la conclusión de la investigación. El capítulo sexto 




                       
____________________________    ___________________________ 
     Juan Erick López De la Cruz                               Juan José Pérez Alarcón 










El presente proyecto muestra al desarrollar la comprensión del negocio, preparación, 
modelamiento y evaluación de los datos para un sistema de pronóstico de la calificación 
crediticia de clientes en una empresa financiera, en donde se viene utilizando una 
metodología Credit Scoring el cual se busca mejorar ya que no se cuenta con una precisión 
adecuada y existe un porcentaje de error y un tiempo de procesamiento elevados. 
El objetivo general de la presente investigación es determinar el impacto del sistema de 
pronóstico de la calificación crediticia de clientes se basa al árbol de clasificación y regresión 
lineal. Al analizar la bibliografía correspondiente a las variables en estudio, se determina que 
el pronóstico de la calificación crediticia de clientes basado en árbol de clasificación y 
regresión lineal incrementa la precisión del pronóstico, reduce el error y reduce el tiempo de 
respuesta, para lograr este objetivo se presenta una propuesta de sistema hibrido, tomando 
como referencia los principales modelos y parámetros asociados a la calificación crediticia. 
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This project shows when developing the understanding of the business, preparation, 
modeling and evaluation of the data for a forecasting system of the credit rating of clients 
in a financial company, where a Credit Scoring methodology is being used which seeks 
to improve already that adequate precision is not available and there is a high error rate 
and processing time 
The general objective of this research is to determine the impact of the forecasting system 
on customer credit rating based on the classification tree and linear regression. When 
analyzing the bibliography corresponding to the variables under study, it is determined 
that the forecast of the credit rating of clients based on classification tree and linear 
regression increases the precision of the forecast, reduces the error and reduces the 
response time, to achieve this objective A proposal for a hybrid system is presented, 
taking as a reference the main models and parameters associated with the credit rating. 
The general objective of the present investigation is to determine the impact of the 
forecasting system of the credit rating of clients based on classification tree and linear 
regression. When analyzing the bibliography corresponding to the variables under study, 
it is determined that the forecast of the credit rating of clients based on classification tree 
and linear regression increases the accuracy of the forecast, reduces the error and reduces 
the response time, to achieve this objective A proposal for a hybrid system is presented, 
taking as a reference the main models and parameters associated with the credit rating. 
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Este primer capítulo inicia definiendo la realidad problemática para posteriormente 
definir el planteamiento del problema. Seguidamente de la realidad problemática se 
procede a la selección y revisión de trabajos de investigación previos que nos servirán de 
referencia, así como la definición de términos y teorías que utilizaremos como sustento. 
Planteamiento del problema según indicaron Hernández, Collado y Baptista 
(2014) es el corazón, el centro de la investigación: define o dicta los pasos. Ellos 
explicaron que las principales fuentes más consultadas y utilizadas para desarrollar el 
marco teórico son: artículos, libros, revistas científicas entre otras, porque sistematizan, 
profundizan y son especializadas en información además de su fácil acceso a ellas por 
internet. Señalaron el Por qué investigar indicando sus razones A través de la justificación 
vamos hacer la demostración que el estudio es importante y necesario. (p. 34). 
Luego, la formulación de una hipótesis, que, de acuerdo con las declaraciones de 
Hernández, Collado y Baptista (2014), se define como una explicación de prueba del 
fenómeno en estudio, que se conoce como proposiciones o afirmaciones. Finalmente, los 
objetivos se describen para indicar que esto es una inspiración para la investigación y, 
como tal, debe establecerse claramente, ya que son guías de estudio (p. 102). 
 
I.1 Realidad problemática 
Los especialistas del Banco Central de Reserva del Perú (2019) indicaron que en la última 
década todos los países del mundo han considerado de vital importancia tener 
conocimiento del rating, o calificación de la deuda que posee su nación, ya que en general 
según este indicador permite medir la capacidad del país, empresas, gobierno de esta 
manera hace frente a su responsabilidad financiera o deuda, lo cual, lo riesgoso que es 
invertir en ella. Cuanto más grande sea el riesgo, tendrá una calificación negativa, la cual 
será por el riesgo del impago de esta. Entonces, entendiendo la calificación de la deuda, 
como un indicador ya sea para una nación o para potenciales inversores acerca del riesgo 
que asumirán cuando inviertan en los productos financieros en algún momento 





Otro factor importante mencionado por especialistas del BCR del Perú (2019) 
viene a ser dinámica de las relaciones comerciales internacionales y la participación de 
los agentes financieros dentro de la Comunidad Internacional han acogido la aplicación 
de medidas en virtud de salvaguardar sus intereses. Se demuestran que en la actualidad 
existe una alta incidencia de riesgos en el otorgamiento de créditos a empresas o personas 
naturales con negocio, tanto es así que el riesgo de control de crédito radica básicamente 
en la falta de medidas preventivas y herramientas que permitan una mejor calificación al 
momento de otorgar un crédito, para estos créditos se consideran relevantes variables 
como políticas de control de crédito, capacidad de pago, nivel de garantía y sobre todo 
una mejor clasificación de clientes(p. 15). 
 
En una investigación realizada en el sistema bancario europeo Wahrenburg y 
Frerichs (2003) señalaron que en el marco de la vigencia de las primeras recomendaciones 
del “Primer Convenio de Basilea”, los agentes reguladores y las entidades bancarias en 
función de los riesgos que afrontaba este sector, tenían la potestad de utilizar herramientas 
cuantitativas con el objeto de validar la utilidad e idoneidad de diversos sistemas de 
calificación crediticia, en algunos casos, basados en una metodología de “calificación 
interna”. En base a los datos del Deutsche Bundesbank y la aplicación de herramientas de 
simulación dirigida, pudieron identificar el uso masivo de sistemas de calificación 
crediticia muy débiles y desactualizados en el contexto financiero actual. Estos sistemas 
estaban fundamentados mayoritariamente, en base a estadísticas que median la calidad 
crediticia de los agentes prestatarios, en una escala dicotómica (bueno o malo) subjetiva 
o en cálculos probabilísticos sesgados, sobre la calidad crediticia de datos de previsión 
financiera (p. 45). 
 En una iniciativa por encontrar nuevas herramientas, Karminsky y Khromova 
(2016) construyeron un modelo confiable basado en información pública para el uso 
práctico de los agentes interesados (agentes reguladores y los propios bancos). Su 
investigación evidenció la construcción de un rango de calificaciones basado en una tabla 
de variables representativas. Asimismo, los datos utilizados en la investigación 





sistema bancario internacional, correspondiente al período de 1996- 2011. Como parte de 
sus resultados, al desarrollar un modelo de prueba, se obtuvieron las siguientes 
conclusiones: 1) las variables macro mejoran el poder explicativo del modelo y 2) el 
efecto de afiliación regional es significativo. Además, los grados de calificación se ajustan 
al ciclo comercial. En este propósito, determinaron que los Standard Poor's & Moody's 
son las agencias con calificaciones más conservadora y menos conservadora, 
respectivamente. El modelo planteado por los investigadores se clasificó como 
prácticamente útil, ya que la predicción de los grados de calificación señaló un 31% de 
resultados precisos y hasta un 70% de pronósticos con un error dentro de una calificación, 
mientras que la predicción de las clases de calificación resultó en 62% y 95% 
respectivamente (p 69). 
Según indica Karminsky y Khromova (2016) en Latinoamérica, los sistemas de 
evaluación crediticia que utilizan los bancos son lo suficientemente particulares y 
apropiados para el logro de los propósitos empresariales. Por ejemplo, en Chile los 
sistemas de evaluación permiten reducir los riesgos, de una manera rápida y sencilla 
siendo los más apropiados en el mercado financiero, en un contexto de una economía de 
mercado tan variable. En el propósito de confirmar esto, Leal, Arangüiz y Gallegos (2018) 
demostraron que los modelos de credit scoring se sostienen de variables (cualitativas y 
cuantitativas) con crítica en la consideración al proceso concesión de crédito. Se demostró 
que la calidad del modelo en base a su análisis crediticia propuesta resulta en un 81,83% 
de los créditos brindados al cliente han sobrepasado el rango inferior del análisis o el 
máximo de aprobar por la entidad (p. 123). 
En el caso Leal, Arangüiz y Gallegos (2018) demostraron que casi en todos los 
países latinoamericanos y en las demás regiones a desarrollar en los años noventa y 
setenta, con auge crediticio provocado principalmente por la apertura financiera finalizo 
con colapsar el sistema bancario y el colapso económico de muchos años. A principios 
de la década de 1990 después de la liberalización financiera el cual lo financiaron 
primordialmente en préstamos extranjeros y depósitos reembolsados. A inicios, el 
incremento del crédito se respaldó en la mayor expansión en el sector real; pero en el año 
1996, comenzaron a surgir los primeros signos de la expansión crediticia carecía de 





impulsores del sistema ya vulnerablemente: ocasionan que el riesgo de liquidez se 
convirtiera rápidamente en riesgo solventica imparable, intenso y prolongada. 
La investigación de Hernández (2014) busca investigar lo que sucedió en el 
sistema financiero de Perú en las últimas décadas, explorando el factor que determinaran 
deriva crediticia en ese tiempo, en particular, intenta mostrar a los bancos han tenido 
diversas reacciones a los primeros signos de crisis, dependiendo de la magnitud de estos. 
Como principal objetivo del documento es demostrar, como diversas crisis financieras, 
las que ocurrieron en Perú en esta década tienen un fuerte componente especulativo, 
sobre- miopía teórica generalizada y optimismo. 
 
Según Guillén (2002), el riesgo financiero en Perú en la década última representa 
a las características de quienes preceden al auge crediticio. Tras el rápido incremento del 
crédito a principios de los años 1990 después de la liberalización financiera, en 1996 se 
comenzó los primeros signos de la expansión que tiene una naturaleza especulativa, y a 
su vez deja un vulnerable sistema. Así el shock de 1998, manifestado por el problema de 
la falta de liquidez, convirtiéndose rápidamente en una crisis de insolvencia. Sin lugar a 
duda, uno de los primeros signos de vulnerabilidad fue el aumento de la delincuencia, 
como ha sucedido en otras crisis bancarias internacionales (p. 38).  
 
Guillén (2002) también indico que la acumulación de bancos se vio afectada no 
solo en factor macroeconómico. En Perú, se ha observado, la sensibilidad de la 
delincuencia a estos factores depende de la medición de la organización. Es así que los 
bancos mayores tienen dependencia determinante externos que internos, probablemente 
esto se deba a un mayor uso de las economías de escala en información y recursos para 
evaluar y gestionar el riesgo crediticio. El banco pequeño y mediano tiene mucha 
dependencia de los factores internos y externos. Entre estos últimos se encuentran los 
relacionados con las políticas de aprobación de crédito y la eficacia de producción en el 






 Por lo tanto, según Guillén (2002) el funcionamiento adecuado de los sistemas de 
pronóstico de calificación crediticia es muy importante para las empresas. Hoy, Perú 
busca reducir el control interno de riesgos al otorgar préstamos o financiamiento, por lo 
que es necesario contar con un sistema favorable con métodos que ayuden a mejorar el 
pronóstico al cometer menos errores para lograr la economía y las finanzas de la 
organización de manera adecuada con un mejor control y análisis en la gestión de ingresos 
y gastos, lo que resulta en una buena rentabilidad (p.21). 
 
Los especialistas de FOGAPI (FOGAPI,2019) indican que la Financiera es una entidad 
financiera regular la cual está en supervisión por la Superintendencia de Banca, AFP y 
Seguros, especializado en brindar servicio de garantía para micro y pequeñas empresas 
(MIPE), que proporciona los accesos al crédito a personas físicas o jurídicas a través de 
las actividades económicas. En este contexto, esta investigación buscará ajustar y mejorar 
su pronóstico de selección de clientes mediante el desarrollo de un sistema de pronóstico 
de crédito que tenga un impacto positivo en FOGAPI financieramente. El punto de 
desarrollo clave es tener métricas de gestión clave, herramientas de medios informáticos, 
programas eficientes y amigables que supervisen y ayuden a controlar y aplicar modelos 
de regresión lineal que tomaremos como base, así como extraer datos en análisis 
exploratorios y predictivos. 
 
Los especialistas de FOGAPI (FOGAPI,2019) indicaron que actualmente en la financiera 
FOGAPI no se cuenta con una herramienta sistémica que permita realizar la evaluación 
y predicción de récord crediticio, ya que se vienen utilizando metodologías y técnicas 
empíricas basadas en otras financieras y por ello no se logra tener una mejor precisión ya 
que las realidades muchas veces son totalmente distintas, por otro lado el nivel de error 
al realizar las predicciones en su mayoría son relevantes y esto afecta a la liquidez y la 
diversificación de fondos de capital mal distribuidos. 
 
De igual forma, según los especialistas de FOGAPI (FOGAPI, 2019) esto impacta en el 





clientes incurriendo muchas veces en menor captación de clientes potenciales. Por último, 
la metodología que se utiliza para la evaluación es poco amigable ya que solo aquellos 
que tienen experiencia por varios años con el método son los que realizan dicha 
evaluación incurriendo en dependencia de personal que solo sabe utilizar dicha 
herramienta. En este contexto planteamos mejorar todos los puntos anteriormente 
mencionados para optimizar los procesos de selección y evaluación récord crediticio en 
la financiera FOGAPI. 
 
I.2 Trabajos previos 
En una publicación de Baesens, Van Gestel, Viaene, Stepanova, Suykens, y Vanthienen 
(2003) que tiene por título Benchmarking state-of-the-art classification algorithms for 
credit scoring. Journal of the Operational Research Society se muestra el rendimiento de 
varios algoritmos de clasificación de vanguardia aplicados a ocho conjuntos de datos de 
puntuación de crédito en la vida real. Algunos de los conjuntos de datos se originan en 
las principales instituciones financieras del Benelux y el Reino Unido. Se evalúan y 
comparan diferentes tipos de clasificadores. Además de los algoritmos de clasificación 
conocidos (p. Ej., Regresión logística, análisis discriminante, vecino más cercano a k, 
redes neuronales y árboles de decisión), este estudio también investiga la idoneidad y el 
rendimiento de algunos algoritmos de clasificación avanzados basados en el núcleo 
propuestos recientemente, como el vector de soporte Máquinas de vectores y máquinas 
de vectores de mínimos cuadrados (LS-SVM). El rendimiento se evalúa utilizando la 
precisión de clasificación y el área debajo de la línea de características operativas por el 
receptor. Las diferencias de rendimiento estadísticamente significativas se identifican 
utilizando las estadísticas de prueba apropiadas. Se encontró que tanto el LS-SVM como 
los clasificadores de redes neuronales producen un muy buen rendimiento, pero también 
los clasificadores simples como la regresión logística y el análisis discriminante lineal 
funcionan muy bien en la credit scoring (p. 66). 
 
En un intento por explicar los credit scoring Reza (2018) en un artículo que tiene 





Optimization, International Journal of Electrical and Computer Engineering lo define 
como un procedimiento que existe en toda institución financiera. Una forma de predecir 
si el deudor estaba calificado para recibir el préstamo o no y ha sido una preocupación 
importante en los pasos generales del proceso de préstamo. Casi todos los bancos y 
diversas instituciones financieras tienen sus propios medios de calificación crediticia. 
Hoy en día, el enfoque de minería de datos ha sido aceptado como uno de los métodos 
más conocidos. Ciertamente, la precisión también fue un problema importante en este 
enfoque. Esta investigación propuso un método híbrido utilizando el algoritmo CART y 
la optimización de enjambre de partículas binarias. Los indicadores de rendimiento que 
se utilizan en esta investigación son la precisión de la clasificación, la tasa de error, la 
sensibilidad, la especificidad y la precisión. Los resultados experimentales basados en el 
conjunto de datos públicos mostraron que la precisión del método propuesto es del 78%. 
En comparación con varios algoritmos populares, como la red neuronal, la regresión 
logística y la máquina de vectores de soporte, el método propuesto mostró un rendimiento 
sobresaliente (p. 41). 
 
Rogers y Securato (2015) indicaron en su investigación que tiene por título 
ABOUT PSYCHOLOGICAL VARIABLES IN APPLICATION SCORING MODELS tuvo 
como propósito el estudio de la variable psicológica y la escala sugerida por la Psicología 
Económica para predecir el incumplimiento de los individuos. Teniendo la muestra de 
555 personas completó un formulario de autocompletado, que estaba realizado por la 
variable psicológica y de escala. Al recoger la metodología de la regresión logística, se 
encontraron las siguientes características psicológicas y de comportamiento relacionadas 
al conjunto de personas en incumplimiento: a) dimensión negativa en relación al dinero; 
b) puntuaciones superiores a la escala de autoeficacia, lo que nos indica un superior grado 
de optimismo y confianza; c) comprador clasificado como compulsivo; d) personas que 
consideren una necesidad de dar obsequios a niños y amistades en fechas festivas, hay 
diversas personas lo consideran un lujo; e) problema de auto controlarse identificado en 







Según manifiestan Vargas y Mostajo (2014), normalmente el agente económico 
acogen el perfil que sea adverso de los riesgos, por eso al orientarlo el accionar al mínimo, 
transferencia y/o mitigar el riesgo conducían al banco a denegar  a la operación que no 
ofrezcan garantías plenas, actualmente la gestión de riesgo de crédito tiene como objetivo 
la gestión del riesgo de crédito y tener la rentabilidad de acuerdo al rango de asumir la 
pérdida esperada, compromete una parte del propio capital para  cumplimiento de la 
normativa. Entendemos que la operación crediticia que tenga la más alta probabilidad de 
no pagar no específicamente se calificara como un negocio malo, se tiene que tener la 
mayor rentabilidad para compensar el riesgo de crédito que se está asumiendo. 
Para tener una mejor gestión de cartera de créditos y de esta forma se realiza la adecuada 
colocación de recursos, las entidades financieras tienen la necesidad en medición de los 
riesgos de crédito, usando diversas metodologías y enfoques de este ámbito. En el 
proyecto se desarrolló la aplicación de Métodos Basándonos en la Calificación Interna 
iniciando en 2 modelos financieros lo cuales se usaron para la calculación de la medida 
del riesgo crediticio, como resultado obtenido fue comparar con los requerimientos 
establecido en las normativas bolivianas para Entidades de Intermediación Financiera (p. 
75). 
 
En su trabajo “FACTORES DETERMINANTES PARA LA CONCESIÓN DE 
CRÉDITO DE PARTE DE LAS ENTIDADES FINANCIERAS A LAS MIPYMES” 
Rocca, García y Gómez (2018) analizaron el criterio la cuales consideraran como 
primordiales entidades financieras en el momento de dar un crédito MIPYMES, como 
objetos minimiza la probabilidad de impago. Como resultado se muestra que el criterio a 
considerar por el analista de riesgo que es importante para poder brindar el crédito son: 
integridad y honestidad del empresario, conocimiento en el sector del empresario, 
calificación del personal de la entidad y cartera de clientes de la empresa. El criterio 
relacionado con la información contable, el analista de riesgo verifica minuciosamente 
las ratios de liquidez y endeudamiento, que las entidades deben tener un sistema de costo 
fiable y no aparecer en registro de impago (INFOCORP). De este modo se tuvo como 
resultado una herramienta útil para las entidades financieras que ayudo en la mejora del 





en las entidades financieras (p. 85). 
 
De acuerdo con Leal, Arangüiz y Gallegos (2018) en su trabajo de investigación 
denominado “ANÁLISIS DE RIESGO CREDITICIO, PROPUESTA DEL MODELO 
CREDIT SCORING” aplicado a una empresa que experimento en los últimos años un 
incremento en las ventas y con ello, una reducción de rango líquido y calidad en las 
cuentas por cobrar. En cambio, tal crecimiento en la cuenta por cobrar está asociado a 
grandes riesgos asumidos por los cobros, con esta política liberal de cuentas por cobrar. 
Pero, no dispuso del sistema de gestión de crédito con objetivos que permitirá la adecuada 
calificación de calidad y capacidad crediticia en los clientes. Asi mismo, en el artículo se 
propuso a la empresa una muestra de evaluación crediticia ajustado y ponderado, así como 
a sus clientes, que permitió reducir el riesgo de crédito. El trabajo en consideró, una 
minuciosa descripción de las muestras de evaluar el crédito y en especial las muestras de 
credit scoring. Mediante entrevista a experto, se deducen variables cualitativas y 
cuantitativas críticas para consideración en el proceso de gestión de créditos. Con calidad 
de evaluación crediticia por la modelo propuesta, el resultado que se obtuvieron fueron 
81,82% del crédito otorgado a los clientes superaron el rango mínimo al evaluar o límite 
de aprobación por la entidad (p. 34). 
 
En el trabajo que realizaron Ochoa, Galeano y Agudelo (2010) para perfiles de 
clientes óptimos para conceder el crédito para COOFINEP Cooperativa Financiera 
Construir un modelo de calificación crediticia para las entidades financieras, se refiere a 
la Autoridad de Supervisión Financiera de Colombia de acuerdo con la Circular 31 y la 
Circular 11 de 2002, la institución financiera son sistemas de gestión de riesgo de crédito 
(SARC);  
 
Tiene en cuenta la volatilidad de las variables financieras, todo esto debido a la 
globalización del mercado financiero mundiales y con mayor importancia en el sistema 
financiero sólido. Se implementa un estudio de la técnica de análisis discriminando y 





cuantitativas y cualitativas en la base de la data proporcionada por las cooperativas 
financieras del Valle de Aburrá, pretendiendo la definición del perfil de los prestatarios 
propensos en los incumplimientos de la obligación y el perfil del buen prestatario. (p. 72). 
 
En el artículo con nombre “DESARROLLAR LA PROPIA METODOLOGÍA 
PARA ANÁLISIS DE CRÉDITO EMPRESARIAL EN UNA ENTIDAD 
FINANCIERA” los economistas Hernández y Benavides (2005) indicaron el factor 
relevante al momento de realizar la metodología para analizar el crédito empresarial. 
Primero, realizamos los estudios del estado financiero del cliente para el crédito. El estado 
financiero lo diagnosticamos y asi realizar la evaluación de calidad del cliente. 
Posteriormente se llega a exponer 2 metodologías y evaluamos los riesgos: modelo de 
scoring y modelo interno de ponderación predeterminada (p. 22). 
 
En la publicación que tiene como título CMIN - herramienta case que se basa en 
CRISP-DM en soporte para proyectos de minería de datos los autores Cobos, Guarin, 
León y Mendoza (2010) presentan la CMIN, una herramienta CASE basada en CRISP-
DM 1.0 de esta forma soporta el desarrolla del proyecto de minería de datos. En primer 
lugar, exponemos las funcionalidades generales del CMIN, incluimos las gestiones de 
procesos, proyectos y plantillas, destacamos las capacidades del CMIN y realizamos los 
seguimientos del proyecto de una manera intuitiva, sencilla, CMIN hace posible al 
usuario incrementa los conocimientos al usar CRISP-DM o cualquier proceso que esté 
definido en la herramienta mediante la información y ayuda ofreciendo en cada paso a 
paso en el proceso. Posteriormente, detallamos cómo CMIN nos permita el enlace en 
tiempo de ejecución, nuevos algoritmos en minería de datos y apoyar en el trabajo de 
modelado en un proyecto de minería de datos. Para finalizar, ofrecieron las respuestas de 
2 evaluaciones de la herramienta, trabajo futuro y conclusiones (p. 46). 
 
Según indicaron Salcedo, Galena y Rodríguez (2010) en la publicación que tiene 
como título Metodología CRISP para la implementación Data Warehouse. Actualmente 





las empresas, son elementos fundamentales en la toma de decisiones. Esto se debe a que 
necesita inminente surge Data Warehouse que es un recurso principal para realizar los 
procesos, cimentado primero por debajo de filosofía OLAP que utilizara el concepto de 
EIS y DSS y realizar el informe. Entre los procesos que se realiza en la construcción de 
las bodegas de datos destaca primordialmente transformación, extracción y manipular la 
información y posteriormente la definición de los metadatos, el cual es utilizado en la 
definición del Data Warehouse que está integrada. 
 
La tendencia hacia lo que apunta la "inteligencia de negocios" es divulgar la información, 
para todos aquellos que necesiten en diferente dimensión y nivel asociado, de esta maneta 
tener los informes consolidados, detallada y facilitar la síntesis de determinado proceso 
empresarial y repercutirá al momento de hacer la toma de decisiones, viene a ser el mismo 
objetivo de los Data Warehouses. 
Para implementar este proceso se necesita la disposición de la adecuada metodología, el 
proyecto se tiene que diseñar bajo las estructuraciones de internacionales estándares, el 
cual construirán la base y poder obtener un excelente resultado sobre la puesta en marcha 
del proyecto (p 55). 
 
I.3 Teorías relacionadas 
 
I.3.1 Minería de Datos (Data Mining) 
Al respecto, Chitra y Subashini (2013) afirmaron que la minería de datos se 
entiende como la revelación de información valiosa o relevante para una organización, 
que se encuentra oculta dentro de enormes DB. La minería de datos es un método utilizada 
en la extracción de información vital de gran cantidad de datos existente y permitir una 
mejor toma de decisiones para el comercio minorista y la banca. Ellos usan el 
almacenamiento de datos para combinar diversos datos de bases de datos en un formato 
aceptable para que los datos pueden ser extraídos. Se analiza entonces la data y la 





decisiones. Las técnicas en minería de datos son muy útiles para el sector bancario para 
una mejor orientación y conseguir clientela nueva, la retención de clientes más valioso, 
la aprobación del crédito automático que se utiliza para la prevención del fraude, 
detección de fraudes en tiempo real, proporcionando productos a base de segmento, el 
análisis de los clientes, transacciones patrones en el tiempo para una mejor retención y la 
relación, la gestión de riesgos y la comercialización (p. 77). 
 
I.3.2 Metodologías 
I.3.2.1 Metodología KDD 
Usama y Shapiro (1997) señalaron que según sus siglas Knowledge Discovery in 
Databases es una metodología que traducida al español seria “Descubrir el conocimiento 
en base de datos”, esta metodología propone cinco fases: pre procesamiento, selección, 
minería de datos, transformación, implantación y evaluación. Es un proceso interactivo e 
iterativo. Estas cinco fases se pueden explicar en nueve pasos: 
 Primer paso: consiste en el desarrollo de entender a la app, tener conocimiento y 
dominio previos además identificar el final del proceso de KDD teniendo presente 
la vista del cliente. 
 Segundo paso: consiste en la creación de los conjuntos de datos: seleccionando 
los conjuntos de los datos, o los subconjuntos de la variable o data de muestra, al 
descubrir que se lleva a cabo. 
 Tercer paso: Limpiar y pre procesamiento de data. Operación básica incluyendo 
la ejecución de ruido campos de data sin rellenar, etc. 
 Cuarto paso: reduciendo la data y las proyecciones: buscando la característica 
que utilizaremos para representar los datos en función del objetivo.  
 Quinto paso: colocaremos los objetivos del KDD (primer paso) en el método de 
minería de data. 
 Sexto paso: se realiza el análisis para explorar la hipótesis, la selección del 
modelo: utilizaremos en la búsqueda para patrón de data el algoritmo de minería 
de datos que hallamos escogido. 





determinada manera de representaciones. 
 Octavo paso: Interpretamos los patrones minados, nos brinda el regreso a 
cualquiera de los anteriores pasos y tener mayores iteraciones. En este paso 
podemos realizar la implicación de la visualización del patrón y modelo extraído 
o visualizar los datos que figura extraído en el modelo. 
 Noveno paso: Actúa sobre el conocimiento descubierto: utilizamos el 
conocimiento directamente, al incorporar los conocimientos en el sistema y 
adoptar la nueva medida o, sencillamente documentaciones y presentación del 
informe a la parte interesada. Aquí incluimos la comprobación y soluciones del 
posible conflicto con creían (o extrae) del conocimiento. 
 
I.3.2.2 Metodología SEMMA 
Los especialistas del SAS Institute Inc (2019) indicaron que SEMMA es un 
acrónimo que corresponde a 5 fase: (Sample, Explore, Modify, Model, Assess) Las 
metodologías están propuestas por SAS, y la puntualiza como: proceso de selección, 
exploraciones y modelar una gran cantidad de datos y descubrimos patrones desconocidos 
del negocio. Cada una de las iniciales hace referencia a las fases de minería de datos en 
los proyectos, teniendo diversos nodos para que al analizar logren escoger dependiendo 
del modelo que va llevar a cabo. 
 
 Muestra: La primera fase del proyecto. Es aquí donde se prepara los datos para 
explorarla. En la fase el nodo de partición. Usualmente se utiliza el 70% en la 
muestra de entrenamiento y 3% en validar 
 Exploración: Exploramos los datos. Esta es la etapa mayor trabajosa, y a la vez 
hermosa. Teniendo el nodo el cual ayuda al explorar los gráficos de los datos, 
también nos brinda la herramienta de exterminar los inputs que no tengan una 
relación con la variable, también se puede realizar “clustering" o una 
segmentación 
 Modificación: Al llegar a esta etapa ya se puede comenzar a hablar en serio. En 
esta etapa se centra en seleccionar y transformar las variables y datos las que 





"missing", "outliers", reducción de dimensiones, etc.  
 Modelo: en esta etapa tenemos que elegir el modelo. Al elegir el modelo esto 
dependerá sobre todo de los datos que ya se tiene y las variables y de lograr el 
modelo sencillo de entender. Se puede escoger redes neuronales, arboles de 
decisión, regresión logística, regresión, análisis factorial discriminante. En esta 
etapa aplicaremos muchos a la vez, y posterior se comparará el resultado obtenido 
 Evaluación: Al realizar el trabajo en esta etapa final se compara los modelos 
obtenidos. Es fácil usar el análisis del diagrama ROC. La curva ROC lo usaremos 
al comprar el comportamiento global de un modelo. El gráfico ROC enfrentara 2 
variables: especificidad y sensibilidad. Siendo lo menos que las dos sean mayores. 
 
I.3.2.3 Metodología CRISP – DM 
 
Los especialistas del diario de almacenamiento de datos (2000) indicaron que esta 
metodología es nueva que inicia no mucho tiempo después de la Minería de Datos se forje 
como la mayor disciplina en el análisis de los Activos de Información que tiene la 
organización. 
Esta herramienta de trabajo inicia de la necesidad de conocer técnicas nuevas y aplica 
en una mayor comprensión de Minería de Datos y el resultado que se basa en el proceso 
jerárquico esta se encuentra compuesta en diversos tareas o niveles que ofrecen 
resultado a un menor tiempo, es por eso que esta metodología está considerada como 
Minería de Datos para inexpertos según uno que otro texto que hablan sobre Business 
Intelligence. Para construirla no solo se basa en teoría sino también en experiencias 
prácticas, como es una metodología abierta esta puede ser utilizada con diversas 
herramientas de Business Intelligence. La principal característica es al comienzo de 
analizar lo hace desde una perspectiva global que enfatiza con el conocimiento del 
negocio, es así que se convierte en una metodología apegada al proyecto que se realiza 







I.3.3 Cuadro comparativo entre las metodologías presentadas 
 
Tabla 1. Cuadro comparativo entre las metodologías presentadas 









-Minería de datos 
-Evaluación e 
implementación 
(Usama y Shapiro, 











-Conocimiento de los 
datos 












(Usama y Shapiro, 
1997, p. 33) 





(SAS, 2019, p. 
42) 
 
-Se utiliza con modelos 
interpretativos y 
predictivos. 
-Se enfoca en el 
conocimiento del 
negocio 
(Galán, 2016, p. 94) 
 
DESVENTAJAS 
Utiliza métodos de 
reducción de datos 
(Usama y Shapiro, 





(SAS, 2019, p. 
42) 
 
Se requiere grandes 
dimensiones de base 
de datos para su mejor 
explicación. 
(Galán, 2016, p. 94) 
ENFOQUE Estadístico 
(Usama y Shapiro, 
1997, p. 33) 
Estadístico 




(Galán, 2016, p. 94) 
 
Una vez revisada cada metodología KDD, CRISP-DM, se puede concluir que, si bien 
existen diferencias en la cantidad de fases para realizar determinada acción, éstas siguen 
una metodología principal que constaría de cinco pasos: 
Selección de datos, procesado o limpieza, implementación de técnica elegida, evaluación 
de modelo o resultados y despliegue. Si bien es cierto cada metodología tiene sus ventajas 
hemos convenido en utilizar la metodología CRISP – DM ya que según la cronología es 
la que engloba y ha venido mejorando las limitaciones con respecto a las anteriores 
además de la sencillez en su uso y fácil complemento con diversos modelos para la 





I.3.4 Modelo Sistémico 
 
Según Bertalanffi (1989), el sistema puede estar abierto o cerrado (dependiendo de si 
intercambiarán energía, materia o información con el medio ambiente), actúan como un 
todo, tienen circularidad (esto se debe a la conexión de los elementos, la causal es redonda 
en lugar de recta) y equivalencia (esta causa suele tener diversos efectos). Podemos decir 
que el enfoque de sistemas se basa, en principio, en el entendimiento de que el sistema 
tiene propiedades diferentes en la sencilla adición en los elementos. El modelo del sistema 
pasa de estudiar al aislado individuo a estudiar los sistemas y la relación con sus 
elementos que lo hacen. Los sistemas es un todo organizado formado por componentes 
que se comunican de cierta manera (p. 55). 
 
I.3.5 Modelo Lineal 
 
Mckeonw (2000) señaló que este es un modelo en el que la mayoría de relaciones 
funcionales son tales que al sumar las variables independientes son proporcionales a la 
variable dependiente. En este modelo se tiene como características que para cada cambio 
la variable independiente, y los demás se quedan fijos, la modificación de la variable 
dependiente es proporcional directamente (p. 20). 
 
I.3.6 Modelo No Lineal 
 
Mckeonw (2000, p. 24), señaló que un modelo en el que hay ecuaciones o funciones que 
no son proporcionales. Estos modelos tienen variables elevadas a una potencia diferente 
de una y / o tienen productos de dos o más variables.  
 
I.3.7 Credit Scoring 
Hand y Henley (1997, p. 243) Señalaron que la calificación crediticia es un método 





requieren un préstamo, incluidos aquellos que ya son clientes del prestamista, en los tipos 
de riesgos "buenos" y "malos". Inicialmente, durante la década de 1970, las aplicaciones 
de calificación crediticia se construyeron con técnicas estadísticas. Después, los métodos 
utilizados evolucionan a técnica de inteligencia matemática, econométrica y artificial. El 
nacimiento de cualquier solicitud de evaluación de crédito se realizará al tomar la data 
del cliente llenado en la solicitud de crédito de fuente interna hasta de fuentes de 
información externas para una evaluación posterior. 
             Medina y Selva (2013, p. 303) afirmaron que el credit scoring se aplica a 
cualquier sistema de evaluación crediticia que permita evaluar automáticamente los 
riesgos se asocian con cada una de las solicitudes de préstamo. El riesgo que dependerá 
de la calidad crediticia del prestatario, el tipo de crédito, las condiciones y otra 
característica del negocio y el cliente para definir cada observación o cada solicitud de 
crédito. No habrá riesgo en la operación de préstamo solo si la entidad que los realiza 
actúa como intermediario o intermediario, o cuando el préstamo se otorga con una 
garantía del gobierno. 
 
I.3.8 Pronostico 
Brockwell y Davis (2010) analizaron que el término predicción se debe referir al efecto 
y la acción de predecir algo; en este sentido, al predecir es dar un anuncio ya sea por 
revelaciones, conjeturar que algo sucederá o ciencia. En estadística los pronósticos son 




Armstrong (2001) Observo que hay unas medidas de precisión de un común cuya escala 
va a depender del volumen de datos. Son útiles al comparar el diferente método en el 
mismo conjunto de datos, pero no deben usarse, en comparación de diversos conjuntos 
de datos que tiene varias escalas. Las medidas que tienen mayor utilización según la 





I.3.9.2 Error y fiabilidad 
Serna y Arango (2012) Señalaron que los modelos matemáticos de los escenarios de 
prueba y los datos de error estaban bien establecidos. Estos modelos tienen como objetivo 
predecir cuál será el comportamiento del software en un entorno funcional en función de 
comportamiento durante la prueba. Para lograrlo, mayormente requiere una 
especificación de perfil operativo: la descripción de esperar que apliquen las entradas los 
usuarios. Y realizar el cálculo de probabilidad de falla, los modelos nos muestran las 
suposiciones sobre la distribución de probabilidades fundamentales que rigen la aparición 
de anomalías (p. 219). 
 
I.3.9.3 Tiempos de respuesta 
De acuerdo a Pressman (2010, págs. 526-552), los tiempos de respuesta están 
íntimamente relacionado con la prueba de desempeño y la prueba de carga de todo 
software. A continuación, describiremos cada una de estas pruebas: 
I.3.9.3.1 Pruebas de desempeño 
Su objetivo es la validación del tiempo en dar las respuestas para la transacción o 
función de los negocios en: 
 Volumen normal anticipado 
 Volumen máximo anticipado 
La prueba de desempeño mide el tiempo en dar respuesta, índice de procesamiento 
en transacción y requisito sensible al periodo. Como objetivo de la prueba de 
desempeño será validación y verificación del requisito de desempeño que está 
especificados. 
La prueba de desempeño mayormente se tiene que ejecutar varias veces, usando 
diferentes cargas en el sistema. Las pruebas iniciales deben ser ejecutadas con 
similar carga por el sistema. La segunda se tiene que utilizar una carga máxima. 
También la prueba de desempeño se puede utilizar en refinar y perfilar el 







 Comparación de los requisitos con el desempeño en el sistema actual. 
 La mejora de las métricas a desempeñar y proyectarnos la capacidad a 
futuro de la carga del sistema. 
Los objetivos definidos por el nivel de los servicios tienen que guiar las pruebas 
de performance. La característica que afecta al desempeño: 
 Errores lógicos 
 Procesamiento ineficiente 
 Diseño pobre: demasiadas interfaces, instrucción y entrada/salida 
 Cuello de botella en CPU, disco, canal de entrada/salida 
 Salida del sistema 
 Tiempo en las respuestas 
 Capacidad para almacenar  
 entrada/salida de la data 
 Número de transacciones a ser manejadas en simultáneo. 
La prueba de desempeño usa técnicas de caja negra y caja blanca. 
 
Técnica 
La prueba a desempeñar usa técnicas de caja negra y blanca. Usando el 
procedimiento de pruebas para desarrollo en la prueba del modelo del negocio. 
Modifican archivos de data o scripts y así aumentar las veces que ocurre cada 
transacción. El script debe estar ejecutado en un ordenador y tienen que estar 
repetidas con clientes múltiples. 
 
Criterio de completitud 
Las pruebas se completarán sin error y en un espacio adecuado para las 
transacciones. En cuanto mayor sea el número de transacción, mayor será el 








Una prueba de desempeño integral incluirá en una carga background para el 
servidor. Teniendo muchos métodos a utilizar y poder realizar esta transacción 
dirigida directa al servidor, normalmente se realiza de forma en sentencias SQL, 
creaciones del usuario virtual para la simulación de diversos clientes. 
Utilizaremos herramientas de emulación de terminal remota y llegar a la 
obtención de la carga. Dicha técnica a su vez se puede utilizar y de esta forma 
realizar la cargar de tráfico de red. 
Se utilizó muchos clientes, el cliente corrió los scripts en la prueba. 
 La prueba desempeñamiento tienen que estar ejecutada en un ordenador 
en un tiempo dedicado. De esta forma permitirá un control total y la 
medida precisa. 
 La DB que se utilizó en la prueba de desempeño tiene que tener un 
apropiado tamaño o superior a la diseñada. 
 
I.3.9.3.2 Pruebas de carga 
Tiene como objetivo la verificación del tiempo de respuesta del sistema en cada 
transacción, caso de uso de negocio, en diversa condición de carga. 
 Descripción de la Prueba: 
La prueba de carga calcula la cavidad del sistema en el apropiado 
funcionamiento en diversa condición de carga. 
La finalidad de las pruebas en carga es la determinación y aseguramiento de 
la funcionabilidad apropiada del sistema superando la carga de trabajo 
máximo esperado. Posteriormente, la prueba de carga evaluara la 
característica de desempeño. 





Muchas transacciones. Concluye la prueba del script sin falla alguna y en el 
tiempo apropiado. 
 Consideraciones especiales 
La prueba de carga tiene que ser ejecutada en un ordenador en un tiempo 
dedicado. El cual permitirá controlar totalmente y tener precisas medidas. 
 La DB que se utilizó en la prueba de desempeño tiene que tener un 
apropiado tamaño o superior a la diseñada. 
  
I.4 Formulación del problema 
Sobre la base de realidad problemática presentada se planteó los siguientes problemas de 
investigación: 
1.4.1 Problema general 
¿Cuál es el impacto de un sistema de pronóstico de calificación crediticia de clientes 
basado en árbol de clasificación y regresión lineal? 
1.4.2 Problemas específicos 
▪ ¿Cuál es el impacto de un sistema de pronóstico de calificación crediticia de 
clientes basado en árbol de clasificación y regresión lineal en la precisión del 
pronóstico? 
▪ ¿Cuál es el impacto de un sistema de pronóstico de calificación crediticia de 
clientes basado en árbol de clasificación y regresión lineal en el error del 
pronóstico? 
▪ ¿Cuál es el impacto de un sistema de pronóstico de calificación crediticia de 
clientes basado en árbol de clasificación y regresión lineal en el tiempo de 
respuesta del pronóstico? 
 
I.5 Justificación del estudio 





empresas que desean impulsar la economía con sus empresas y nuevos proyectos deben 
realizar una evaluación adecuada y detallada, incluidos otros factores que nos ayuden a 
conocer la realidad de cada cliente, esto sería propicio para brindar oportunidades nuevos 
clientes que no tienen o no tienen historial crediticio con opciones de pago y liquidez, y 
esta medida permitiría una mejor evaluación de riesgos y asignación de crédito a 
diferentes entidades para el beneficio de los clientes. Por otro lado, se beneficiaría 
financieramente en una mejor administración de sus recursos financieros. 
1.5.1 Justificación teórica 
Según Hernández (2014, págs. 39-49), cada estudio requiere justificación presentando sus 
razones en detalle, dejando en claro por qué y/o por qué el estudio tiene un propósito 
específico que es lo suficientemente significativo como para justificar su realización. 
1.5.2 Justificación tecnológica 
En el presente proyecto se han tomado diversas referencias y modelos ya utilizados de 
investigaciones en las principales fuentes y uso de tecnologías que se utilizan, para así 
lograr una mejor afinación de estimación de pronóstico de riesgo en la calificación 
crediticia o credit scoring a continuación citaremos las tecnologías que nos han servido 
de referencia para la implementación de nuestro sistema basadas en la selección de 
características de minería de datos para un modelo de calificación de crédito  
 
Según Rayo, Lara y Camino (2010, págs. 89-124), estos son los procedimientos 
estadísticos utilizados para clasificar a aquellos que requieren un préstamo, incluidos 
aquellos que ya son clientes del prestamista, en los tipos de riesgos "buenos" y "malos". 
Estos sistemas operan sobre la base de un historial de cumplimiento e incumplimiento. 
En cada caso, la DB o equivalente historial deberá tener información de la característica 
del préstamo dispuesto para llegar a descifrar el formulario para poder predecir 
exitosamente si la transacción de crédito podría incumplir basado en experiencia similar. 
El pronóstico se expresa de 2 maneras: probabilidad de incumplimiento y resultado 
numérico. 
 





numérica. El algoritmo M5 genera una estructura de árbol de decisión convencional con 
modelos regresiones lineal en las ramas, lo que permitiría una distribución más uniforme 
de los resultados en lugar de etiquetas de clase discretas. El árbol base se crea mediante 
un método de partición recursiva similar a C4.5. Luego se construye una función de 
regresión para cada nodo de árbol construido usando un algoritmo de regresión estándar. 
Las funciones de regresión se simplifican minimizando la estimación del error esperado 
multiplicado por el factor (n + v) / (n-v).  
 
1.5.3 Justificación económica 
El presente trabajo tendría una sólida justificación económica, ya que mediante su 
implementación se pueden reducir costos en la gestión financiera de FOGAPI, que a su 
vez se verían reflejado en menores tasas y comisiones para sus clientes. Al respecto, los 
especialistas del BCR del Perú (2006) Afirmaron que los análisis en el costo del crédito 
estarán inconclusos si se enfoca en la TI que se cobró, debido a que hay costos adicionales 
tales como costo y comisión, que suelen aumentar rigurosamente los costos efectivos para 
los clientes. Para calcular esto último, se utiliza una metodología de tasa interna de 
rendimiento (TIR) para considerar el flujo de efectivo de un préstamo, encontrando el 
caso que hay una gran diferencia entre la TI primera y el precio efectivo en el préstamo, 
información que los deudores deben tener en cuenta para tomar la decisión correcta.  
 
I.6 Objetivos 
1.6.1 Objetivo general 
El objetivo general es determinar el impacto del sistema de pronóstico de la calificación 
crediticia de clientes basado en árbol de clasificación y regresión lineal. 
1.6.2 Objetivos específicos 
OE1: Determinar el impacto del sistema de pronóstico de la calificación crediticia de 





OE2: Determinar el impacto del sistema de pronóstico de la calificación crediticia de 
clientes basado en árbol de clasificación y regresión lineal en el error del pronóstico. 
OE3: Determinar el impacto del sistema de pronóstico de la calificación crediticia de 




1.6.1 Hipótesis general 
HG: El sistema de pronóstico de calificación crediticia de clientes basado en árbol de 
clasificación y regresión lineal incrementa la precisión del pronóstico, reduce el error y 
el tiempo de respuesta  
En un intento por explicar los credit scoring Reza (2018) en un artículo titulado Credit 
Scoring usando el algoritmo CART y la optimización de enjambre de partículas binarias, 
el International Journal of Electrical and Computer Engineering lo define como un 
proceso que existe en todas las instituciones financieras. Una forma de predecir si un 
prestatario es elegible para recibir un préstamo o no es de gran preocupación en los pasos 
generales del proceso del préstamo. Casi todas las instituciones financieras tienen sus 
métodos de calificación crediticia. Hoy, el acceso a la minería de datos es aceptado como 
uno de los métodos más conocidos. Ciertamente, la precisión también fue un problema 
importante en este enfoque. Esta investigación propuso un método híbrido utilizando el 
algoritmo CART y la optimización de enjambres de partículas binarias. Los indicadores 
de rendimiento utilizados en esta investigación son precisión de clasificación, tasa de 
error, sensibilidad, especificidad y precisión. Los resultados experimentales basados en 
un conjunto de datos públicos mostraron que la precisión del procedimiento propuesto 
fue del 78%. En comparación con varios algoritmos populares, como la red neuronal, la 
regresión logística y el vector de soporte, el método propuesto ha mostrado un 






1.6.2 Hipótesis específicas 
HE1: El sistema de pronóstico de calificación crediticia de clientes basado en árbol de 
clasificación y regresión lineal incrementa la precisión del pronóstico. 
De acuerdo con Leal, Arangüiz y Gallegos (2018) trabajo de investigación titulado 
"ANÁLISIS DE RIESGO DE CRÉDITO, UNA PROPUESTA DE MODELO DE 
PUNTUACIÓN DE CRÉDITO" se aplicó a una empresa que experimento un importante 
incremento de ventas en el último año, y con ello una reducción en el nivel de calidad y 
liquidez de la cuenta. Sin embargo, dicho aumento en las cuentas por cobrar se asoció con 
un más alto riesgo de cobranza, en política liberalizador de cuentas por cobrar. Además, 
no tenía ni un solo sistema para la gestión de crédito que permitiera la evaluación acorde 
a la calidad y la solvencia en los clientes. Por lo tanto, el artículo nos brinda una muestra 
rigurosa y ponderada para evaluar la solvencia de la empresa y sus clientes, lo que ha 
permitido reducir el riesgo de crédito o deudas no cobradas. El documento consideró una 
descripción del modelo de evaluación crediticia y específicamente el modelo de 
calificación crediticia. Mediante entrevista con expertos, se han identificado variables 
cualitativas y cuantitativas críticas que se tendrán en cuenta en la gestión. Con respecto a 
la calidad de la muestra de evaluación crediticia propuesta, los resultados obtenidos 
fueron que un 81.82% de los préstamos que se otorgan a los clientes excedieron un menor 
nivel de evaluación o aprobación de la compañía (p. 34). 
HE2: El sistema de pronóstico de calificación crediticia de clientes basado en árbol de 
clasificación y regresión lineal reduce el error del pronóstico. 
En el propósito de confirmar esto, Leal, Arangüiz y Gallegos (2018) Han demostrado que 
los modelos de puntuación se basan en variable cuantitativa y cualitativa criticadas al 
considerar el proceso de gestión de crédito. Se ha demostrado que la calidad de la modelo 
basada en su evaluación crediticia propuesta observamos el 81.82% de préstamos 
brindados a clientes exceden el margen mínimo al evaluar o aprobación de la compañía 
(p. 123). 
HE3: El sistema de pronóstico de calificación crediticia de clientes basado en árbol de 





En una iniciativa por encontrar nuevas herramientas, Karminsky y Khromova (2016) han 
construido un modelo confiable basado en información pública para el uso práctico de los 
agentes (agentes reguladores y los propios bancos). Su investigación demostró construir 
una serie de calificaciones basadas en una tabla de variables representativas. Del mismo 
modo, los datos utilizados en la investigación corresponden a una base de datos bancarios 
que contiene información financiera sobre el sistema bancario internacional, que 
corresponde al período 1996-2011. Como parte de sus resultados, se obtuvieron los 
siguientes datos al diseñar el modelo de prueba: Conclusiones: 1) las variables macro 
mejoran el poder explicativo del modelo y 2) el efecto de la afiliación regional es 
significativo. Además, los grados de calificación son consistentes con el ciclo comercial. 
En este sentido, descubrieron que Standard Poor's & Moodi's son las agencias con las 
calificaciones más conservadoras y menos conservadoras. El modelo propuesto por los 
investigadores se clasificó como prácticamente útil, ya que la predicción de calificación 
mostró un 31% de resultados correctos y hasta un 70% de predicción con error dentro de 
las calificaciones, mientras que la predicción del reloj resultó en 62% y 95% 










































II.1 Diseño de la investigación 
II.1.1 Enfoque de la investigación 
El enfoque cuantitativo es un proceso secuencial y basado en evidencia. De las diversas 
etapas que están interconectadas y los pasos no pueden adelantarse o retrasarse, la 
secuencia es secuencial, por lo que algunas etapas pueden redefinirse. Una vez detallados 
y delineados, se elaboran objetivos o preguntas de investigación, se desarrollan revisiones 
de literatura y un conjunto de procedimientos o perspectivas teóricas. (Hernández, 2014, 
p.4).  
 
El presente trabajo contiene el enfoque cuantitativo, debido a que obtiene data que será 
analizada. 
 
II.1.2 Tipo de estudio 
Utilizamos la investigación aplicada que consiste en conocer el estado de la sociedad y 
crear modificaciones para mejorar, generar innovación y actos concretos en el cambio 
(Vargas, 2009). La investigación aplicada aumenta la realidad, resolviendo problemas 
percibidos. Por lo tanto, podemos afirmar que esta investigación es de tipo aplicado 
porque proponemos una solución aplicando un sistema de predicción.  
 
II.1.3 Diseño de investigación 
Se define un proyecto que la realizamos sin la manipulación de las variables. Quiere decir, 
las variables no se cambian intencionalmente. Se hace en la investigación no experimental 
es la observación de lo que ocurren en su estado natural; sucesivamente estos cambios 
son analizados por expertos en el campo (Hernández, 2014 p.149) 
 
Según Hernández, Fernández y Baptista (2014), Los diseños pre-experimentales 
manipulan intencionalmente al menos una variable independiente para notar su efecto en 
una o más variables dependientes, excepto que difieren de los experimentos "puros" en el 
grado de certeza que puede estar en la equivalencia inicial de los grupos. (p. 151). 
El diseño de la investigación es pre experimental, debido a que se manipulara la variable 





clasificación y regresión lineal) para analizar el impacto que genera. 
 
Utilizamos diseño pre experimental, para el cual aplicamos un pre test y post test al mismo 
grupo. 
 
G: O1 X O2 
 
Dónde: 
G: Conjunto de estudio experimental 
O1: Observación clasificación crediticia de clientes 
X: Variables: Sistema de pronóstico de la calificación crediticia. 
O2: Observación de la clasificación crediticia de clientes después de la implementación 
sistema de pronóstico de la calificación crediticia.  
 
El diseño pre experimental Según Hernández, Collado y Baptista (2014, p.  141) 
viene a ser el diseño del grupo con mínimo de control. Normalmente se utiliza al 
comenzar un acercamiento hacia la problemática del proyecto en la realidad científica en 
los que se clasifique los diseños de investigación científica. 
 
II.2 Variable, Operacionalización 
II.2.1 Variable 
Variable: 
Impacto del sistema de pronóstico de la calificación crediticia basado en árbol de 
clasificación y regresión lineal 
 
II.2.2 Operacionalización de la variable 
Variable: Impacto del sistema de pronóstico de la calificación crediticia basado en árbol 
de clasificación y regresión lineal 
 





Minería de datos utilizando algoritmos de árbol de clasificación y regresión lineal. 
 
Definición conceptual 
Enríquez (2016) nos dice que los SI son conjuntos de recurso tecnológico, humanos y 
económicos, interrelacionados entre sí, con único propósito de satisfacción en necesidad 
de información de la entidad, y tener una buena toma de decisiones y gestión. 
En este proyecto de investigación el sistema informático se basa en: 
 
1. Un árbol de clasificación: según Vizcaino (2008) es un conjunto de condiciones 
o reglas organizadas en una estructura jerárquica, de tal manera que la decisión 
final se puede determinar siguiendo las condiciones que se cumplen desde la raíz 
hasta alguna de sus hojas. 
2. La regresión lineal: según Mckeonw (2000) es un modelo en el que todas las 
relaciones funcionales son de tal naturaleza que la variable dependiente es 
proporcional a la suma de las variables independientes. Estos modelos también 
tienen la característica de que, para cualquier cambio en una variable 
independiente, mientras se mantienen las demás fijas, el cambio en la variable 
dependiente es directamente proporcional. 
 
 
Definición operacional  
Utilización de grandes bases de datos para encontrar y generar patrones reiterativos que 
nos ayuden a obtener la información adecuada cuyas métricas se expresan en 
funcionalidad (Nivel de precisión del pronóstico, nivel de error del sistema), y eficiencia 





II.2.3 Matriz de Operacionalización de las variables la investigación 
Tabla 2. Matriz de Operacionalización de las variables de la investigación 
Variable Definición Conceptual Definición 
Operacional 





Impacto del sistema 
de pronóstico de la 
calificación crediticia 





Brockwell & Davis, 
(2010). 
Bertalanffy, (1989). 
Según Enríquez (2016) un sistema 
informático es un conjunto de recursos 
tecnológicos, humanos y económicos, 
interrelacionados entre sí, con el propósito de 
satisfacer las necesidades de información de 
una institución, para la correcta gestión y 
toma de decisiones. 
En este proyecto de investigación el sistema 
informático se basa en: 
1. Un árbol de clasificación: según 
Vizcaino (2008) es un conjunto de 
condiciones o reglas organizadas en 
una estructura jerárquica, de tal manera 
que la decisión final se puede 
determinar siguiendo las condiciones 
que se cumplen desde la raíz hasta 
alguna de sus hojas. 
2. La regresión lineal: según Mckeonw 
(2000) es un modelo en el que todas las 
relaciones funcionales son de tal 
naturaleza que la variable dependiente 
es proporcional a la suma de las 
variables independientes. Estos 
modelos también tienen la 
característica de que, para cualquier 
cambio en una variable independiente, 
mientras se mantienen las demás fijas, 
el cambio en la variable dependiente es 
directamente proporcional. 
 
Utilización de grandes 
bases de datos para 
encontrar y generar 
patrones reiterativos 
que nos ayuden a 
obtener la información 
adecuada cuyas 
métricas se expresan en 
funcionalidad (Nivel 
de precisión del 
pronóstico, nivel de 
error del sistema), y 
eficiencia (Nivel de 













Incremento de la precisión del 
pronóstico respecto al modelo: 
Credit scoring 
Hand & Henley, (1997). 
Armstrong, J. (2001). 





TMDF: tiempo medio 
de fallo 










Serna M., E., & 
Arango I., F. 
(2012). 
 
Reducción de error del 
pronóstico del sistema 
respecto al modelo: Credit 
scoring 
Hand & Henley, (1997). 
 
CP = # Pruebas sin 












Reducción del tiempo de 
respuesta del sistema respecto 
al modelo: Credit scoring 
Medina & Selva, (2013, págs. 
303-315). 
 
TPM = Técnica 
Modelo Anterior -










II.3 Población y muestra  
Población 
Arias (2012) nos dice que es conjunto infinito o finito de elementos de comunes 
características (p. 81). 
La población en estudio está conformada por la información de solicitudes de 
crédito y clientes que se tiene recopilada en la DB desde 2014 hasta 2019, 
correspondiente a 50310 registros. 
Muestra 
Viene a ser parte de la población la cual queda seleccionada, de esta parte 
obtenemos la formación y asi podemos desarrollar el proyecto, en el cual 
efectuaremos el objeto de estudio la medición y observación de variables (Bernal, 
2010 p. 161). 
 
La muestra de estudio está basada en la totalidad de la población, de los cuales se 
cuenta con información detallada para nuestros fines de desarrollo de extracción 
y minería de datos. 
 
Muestreo 
Los criterios inclusión y exclusión se detallan a continuación: 
Criterios de inclusión de la base de datos de clientes:  
 Clientes con más de seis meses de antigüedad. 
 Clientes que se encontraban la totalidad de los datos a utilizar en el 
modelo. 
Criterios de exclusión la base de datos de clientes:  
 Clientes que cuentan con menos de seis meses de antigüedad. 






II.4 Técnicas e instrumentos de recolección de datos, validez y confiabilidad 
Registro 
Según Hernández, (2010) quienes sostuvieron que observación es un confiable 
registro, también válido en comportamientos y observables situaciones, 
comenzando por categoría de conjunto (p.260) 
 
Ficha de registro 
Es el conjunto de registros tomadas de acuerdo a los indicadores que presenta cada 
objetivo, y posteriormente pasa por la fase de análisis para realizar una 
retroalimentación o verificar el estado actual con los cambios posteriores que se 
realizan de acuerdo al modelo de análisis que se presentan en cada indicador 
propuesto en el caso de estudio. 
 
Validez 
Esta referido a nivel de un instrumento que se encarga de medir las variables las 
cuales se deben medir, para lo cual se debe conocer cuáles son los rasgos o 
características que deseamos estudiar (Hernández, 2017) 
 
Para validar el proyecto se utilizará el Juicio de expertos. 
 
Confiabilidad 
Instrumento de medición que hace referencia al grado en que su reiterativa 
aplicación al mismo objeto o individuo origina resultados iguales, veraces y 
coherentes basados en su validez y cumplimiento de objetivos, por ejemplo, un 
test de inteligencia estará aplicada a un grupo de individuos obteniendo la 
inteligencia actual, después de un mes se aplica el mismo test, pero se incorpora 





confiable. (Hernández, Fernández y Baptista, 2010). 
 
El registro de observación usado como instrumento, no requiere de los cálculos 
de confiabilidad, Ya que la información es extraída directamente de la DB de la 
entidad. 
 
II.5 Métodos de análisis de datos 
 
Usama (1997) comento que para este proyecto se empleará la minería de datos con la 
metodología CRISP – DM apoyada de estadística descriptiva con inferencial y 
comprobación de la hipótesis sea correcta, teniendo presente el resultado que nos 
proporcione el instrumento de recolección de información en este caso análisis 
documental. Se ejecuta:  
• Recolección de datos 
 
Tabla 3. Recolección de datos 
 
• Analizar el entorno de la fuente de datos 
• Procesar y analizar la información 
• Tabulación y graficas de datos 
• Analizar descriptivos  
• Analizar inferencial 







II.6 Aspectos éticos 
Acatando la disposición vigente incluidas en el reglamento del grado y título, y como 
estudiante de la Universidad César Vallejo en la Facultad de Ingeniería de Sistemas; 
asevero que durante los desarrollos de este proyecto de investigación se empleó 
información auténtica, de manera legítima, fundada y respetando las disposiciones 
legales. 
 
Según los especialistas de la Universidad de Celaya (2011) la realización del 
análisis crítico del objeto de estudio estará sujeto alineamientos éticos básicos.  En esta 
investigación se tuvo siempre cuenta de los aspectos éticos tales como el respeto en la 
propiedad intelectual, uso de fuentes fidedignas debidamente corroboradas, la protección 
a la identidad del participante en el presente proyecto, la confidencialidad de la data 
otorgados por la organización seleccionada, la honestidad al desarrollar el tema y 
circunspección en la obtención de información. 
 
Según Abad y Morales (2005) indicaron que El investigador asume estos 
principios, desde el inicio, durante y después del proceso; a efectos de cumplir el principio 
de reserva, el respeto a la dignidad humana y el derecho a la intimidad. Así mismo para 
la disposición de datos y acceso a la información de la Financiera FOGAPI anteriormente, 
presentamos el proyecto al Gerente y autoridades de la entidad, asi mismo a la escuela de 
Ingeniería de Sistemas para las respectivas aprobaciones. Las personas, que tuvieron una 
partición en el proyecto,  se le informo con anticipación, sobre el beneficio, y el riesgo 
que predispone, respetando sus principios bioéticos de su persona como la autonomía, 
respetar, la no maleficencia y las beneficencias, también se pidió a todos los 
colaboradores, que  participen de forma voluntaria y con respectiva veracidad del proceso 
de Investigación, la cual se encuentra respaldada por un documento el cual se encuentra 






































3.1 Pruebas de normalidad 
 
Prueba de normalidad que utilizado fue el método Kolmogorov aplicada al 
indicador. Ya que la muestra es mayor a 50, Indicaciones: 
 
N>= 50, empleamos el método de Kolmogorov-Smirnov 
N<50, empleamos el método de Shapiro-Wilk 
  
Entonces considerando las siguientes medidas y obteniendo la prueba de normalidad se 
puede determinar que:  
Sig. <0.05, Adopta una distribución no normal – Wilcoxon 
Sig. >=0.05, Adopta una distribución normal – T Student  
 
Donde Sig. Es el nivel crítico de contraste. Por lo cual basados en la definición de 















3.2 Dimensión 1: Precisión del pronóstico 
3.2.1 Indicador 1: Incremento de la precisión del pronóstico respecto al 
modelo: Credit scoring 











Calculo de Datos Descriptivos 
 
Tabla 4: Cálculos Estadísticos Descriptivos- Precisión del Pronóstico 
Estadísticos descriptivos 
 N Mínimo Máximo Media 
Desviación 
estándar Varianza 
PRESICIONPOST 650 90,00 99,00 94,3892 2,63277 6,931 
PRESICIONPRE 650 56,00 86,00 71,0446 8,43827 71,204 
DIFERENCIA 650 5,00 42,00 23,3492 8,74724 76,514 
N válido (por lista) 650      
 
Tabla de Frecuencias 
 
Tabla 5: Tabla de Frecuencia Pre Test – Precisión del Pronóstico 
PRESICIONPRE 





Válido 56,00 1 ,2 ,2 ,2 
57,00 15 2,3 2,3 2,5 
58,00 18 2,8 2,8 5,2 
59,00 34 5,2 5,2 10,5 
60,00 27 4,2 4,2 14,6 
61,00 20 3,1 3,1 17,7 
62,00 25 3,8 3,8 21,5 
63,00 21 3,2 3,2 24,8 
64,00 23 3,5 3,5 28,3 
65,00 20 3,1 3,1 31,4 
66,00 27 4,2 4,2 35,5 
67,00 17 2,6 2,6 38,2 
68,00 17 2,6 2,6 40,8 
69,00 18 2,8 2,8 43,5 
70,00 27 4,2 4,2 47,7 
71,00 22 3,4 3,4 51,1 
72,00 24 3,7 3,7 54,8 
73,00 32 4,9 4,9 59,7 
74,00 20 3,1 3,1 62,8 
















76,00 29 4,5 4,5 69,2 
77,00 23 3,5 3,5 72,8 
78,00 17 2,6 2,6 75,4 
79,00 20 3,1 3,1 78,5 
80,00 27 4,2 4,2 82,6 
81,00 13 2,0 2,0 84,6 
82,00 26 4,0 4,0 88,6 
83,00 27 4,2 4,2 92,8 
84,00 20 3,1 3,1 95,8 
85,00 26 4,0 4,0 99,8 
86,00 1 ,2 ,2 100,0 






Figura Nº 2: Grafico de puntajes obtenidos en el Pre Test - Precisión del Pronostico 
 
Resultado del análisis del PreTest en el gráfico, representamos el histograma 
obtenido de los puntajes del indicador Precisión del Pronóstico, obtuvimos una media 







Figura Nº 3  : Grafico de puntajes obtenidos en el Post Test – Precisión del Pronostico 
 
Resultado de análisis del PosTest en el gráfico, representamos el histograma 
obtenido de los puntajes del indicador Precisión del Pronóstico, obtuvimos una media 















 Prueba de Normalidad 
Determinamos que la distribución es normal o no, utilizamos la prueba de Kolmorov-
Smirnov en la muestra. 
 
Tabla 7: Prueba de Kolmorov – Precisión del Pronóstico 
 






N 650 650 650 
Parámetros normales Media 71,0446 94,3892 23,3492 
Desviación estándar 8,43827 2,63277 8,74724 
Máximas diferencias 
extremas 
Absoluta ,081 ,117 ,081 
Positivo ,081 ,117 ,064 
Negativo -,074 -,100 -,081 
Estadístico de prueba ,081 ,117 ,081 
Sig. asintótica (bilateral) ,007c ,023c ,148c 
 
Se observa en la tabla, el valor de significancia (Sig) de la columna diferencia es 
mayor a 0.05, por tal motivo podemos afirmar que el indicador Precisión del Pronostico 
sigue en una distribución normal.  
 
Prueba de hipótesis  
La distribución es normal, aplicamos la prueba Estadística comparación de medias. Se 
aplica la prueba de muestra relacionadas de T student. La H0 y HA:  
 
 Hipótesis Nula (H0): El sistema de pronóstico de calificación crediticia 
de clientes basado en árbol de clasificación y regresión lineal no 
incrementa la precisión del pronóstico. 
 
 Hipótesis Alterna (H1): El sistema de pronóstico de calificación 
crediticia de clientes basado en árbol de clasificación y regresión lineal 








Tabla 8: Aplicación de la muestra relacionadas T student – Precisión del Pronóstico 
Estadísticas de muestras emparejadas 
 Media N 
Desviación 
estándar 
Media de error 
estándar 
Par 1 PRESICIONPOST 94,3892 650 2,63277 ,10327 
PRESICIONPRE 71,0446 650 8,43827 ,33098 
 












95% de intervalo de 








8,75614 ,34344 22,67022 24,01901 67,972 650 ,000 
 
El valor de Sig.  0 < a 0.05, se niega la H0 y se acepta la HA: El sistema de pronóstico 
de calificación crediticia de clientes basado en árbol de clasificación y regresión lineal 


















3.3 Dimensión 2: Error del pronóstico del Sistema 
3.3.1 Indicador 2: Reducción de error del pronóstico del sistema respecto al 
modelo: Credit scoring 
 
El puntaje obtenido en el PreTest y PosTest añadimos diferencia. 
 
 








Cálculo de Datos Descriptivos 
 
Tabla 9: Calculo de datos descriptivos - Error de Pronostico del Sistema 
Estadísticos descriptivos 
 N Mínimo Máximo Media 
Desviación 
estándar Varianza 
ERRORPOST 650 1,00 10,00 5,7569 2,60543 6,788 
ERRORPRE 650 14,00 44,00 28,3646 8,48515 71,998 
DIFERENCIA 650 5,00 41,00 22,6277 8,74408 76,459 
N válido (por lista) 650      
 
Tabla de Frecuencia  
 
Tabla 10: Tabla de Frecuencia Pre Test - Error  del Pronóstico del Sistema 
ERRORPRE 





Válido 14,00 3 ,5 ,5 ,5 
15,00 26 4,0 4,0 4,5 
16,00 32 4,9 4,9 9,4 
17,00 27 4,2 4,2 13,5 
18,00 26 4,0 4,0 17,5 
19,00 20 3,1 3,1 20,6 
20,00 27 4,2 4,2 24,8 
21,00 19 2,9 2,9 27,7 
22,00 20 3,1 3,1 30,8 
23,00 21 3,2 3,2 34,0 
24,00 28 4,3 4,3 38,3 
25,00 10 1,5 1,5 39,8 
26,00 30 4,6 4,6 44,5 
27,00 19 2,9 2,9 47,4 
28,00 14 2,2 2,2 49,5 
29,00 24 3,7 3,7 53,2 
30,00 18 2,8 2,8 56,0 
31,00 26 4,0 4,0 60,0 
32,00 17 2,6 2,6 62,6 
33,00 23 3,5 3,5 66,2 





35,00 24 3,7 3,7 74,6 
36,00 17 2,6 2,6 77,2 
37,00 27 4,2 4,2 81,4 
38,00 19 2,9 2,9 84,3 
39,00 28 4,3 4,3 88,6 
40,00 31 4,8 4,8 93,4 
41,00 12 1,8 1,8 95,2 
42,00 14 2,2 2,2 97,4 
43,00 15 2,3 2,3 99,7 
44,00 2 ,3 ,3 100,0 




















Figura Nº 5: Grafico de puntajes obtenidos en el Pre Test - Error  del Pronostico del Sistema 
 
 
Resultado de análisis de PreTest en el gráfico, representamos el histograma 
obtenido de los puntajes del indicador Error del Pronostico del Sistema, obtuvimos una 













Figura Nº 6: Grafico de puntajes obtenidos en el Post Test - Error 
 
 
Resultado de análisis del PosTest en el gráfico, representamos el histograma 
obtenido de los puntajes del indicador Error del Pronostico del Sistema, obtuvimos una 













Prueba de normalidad  
Determinamos que la distribución es normal o no, utilizamos la prueba de Kolmorov-
Smirnov en la muestra. 
 
Tabla 12: Prueba de Kolmorov- Error  del Pronostico del Sistema 
Prueba de Kolmogorov-Smirnov para una muestra 
 ERRORPOST ERRORPRE DIFERENCIA 
N 650 650 650 
Parámetros normales Media 5,7569 28,3646 22,6277 
Desviación estándar 2,60543 8,48515 8,74408 
Máximas diferencias 
extremas 
Absoluta ,105 ,086 ,082 
Positivo ,104 ,086 ,082 
Negativo -,105 -,085 -,078 
Estadístico de prueba ,105 ,086 ,082 
Sig. asintótica (bilateral) ,000c ,000c ,038c 
 
Observamos en la tabla, el valor de Sig en la diferencia siendo mayor a 0.05, en 
tanto se puede afirmar en el indicador Error del Pronostico del Sistema, sigue en una 
distribución normal. 
 
Prueba de hipótesis  
Siendo distribución normal, aplicamos la prueba Estadística comparación de medias. Se 
aplica la prueba de muestra relacionadas de T student. La H0 y HA:  
 Hipótesis nula (H0): El sistema de pronóstico de calificación crediticia de 
clientes basado en árbol de clasificación y regresión lineal no reduce el 
error del pronóstico.  
  Hipótesis Alterna (H1): El sistema de pronóstico de calificación crediticia 
de clientes basado en árbol de clasificación y regresión lineal reduce el 












Tabla 13: Aplicación de la muestra relacionadas T Student – Error  del Pronostico del Sistema 
Estadísticas de muestras emparejadas 
 Media N 
Desviación 
estándar 
Media de error 
estándar 
Par 1 ERRORPOST 5,7569 650 2,60543 ,10219 

















95% de intervalo de 












El valor de Sig. Es menor a 0.05, se rechazó H0 y aceptamos la HA: El sistema de 
pronóstico de calificación crediticia de clientes basado en árbol de clasificación y 
















3.4 Dimensión 3: Tiempo de Respuesta del Sistema 
3.4.1 Indicador 3: Reducción del tiempo de respuesta del sistema respecto al 
modelo: Credit scoring 
 
El puntaje obtenido del PreTest y PosTest, con la diferencia.  
 
 
Figura Nº 7: Puntajes obtenidos Pre Test, Post Test y Diferencia – Tiempos de Respuesta del Sistema 
 
 
Cálculo de Datos Descriptivos 
 
Tabla 14: Calculo Estadístico descriptivo – Tiempos de Respuesta del Sistema 
Estadísticos descriptivos 
 N Mínimo Máximo Media 
Desviación 
estándar Varianza 
TIEMPOPOST 650 2,00 4,00 2,5677 ,53177 ,283 
TIEMPOPRE 650 4,00 14,00 7,0154 1,69648 2,878 
DIFERENCIA 650 1,00 12,00 4,4477 1,80426 3,255 






Tabla de Frecuencia 
 
Tabla 15: Tabla de frecuencia Pre Test- Tiempo 
TIEMPOPRE 





Válido 4,00 21 3,2 3,2 3,2 
5,00 101 15,5 15,5 18,8 
6,00 125 19,2 19,2 38,0 
7,00 175 26,9 26,9 64,9 
8,00 165 25,4 25,4 90,3 
9,00 9 1,4 1,4 91,7 
10,00 26 4,0 4,0 95,7 
11,00 10 1,5 1,5 97,2 
12,00 12 1,8 1,8 99,1 
13,00 3 ,5 ,5 99,5 
14,00 3 ,5 ,5 100,0 





Tabla 16: Tabla de frecuencias Post -Test – Tiempo 
TIEMPOPOST 





Válido 2,00 293 45,1 45,1 45,1 
3,00 345 53,1 53,1 98,2 
4,00 12 1,8 1,8 100,0 














Figura Nº 8: Gráfico de puntajes obtenidos en el Pre Test- Tiempo de Respuesta del Sistema 
 
Resultado del análisis del PreTest en el gráfico, representamos un histograma obtenido 
de los puntajes del indicador Tiempo de Respuesta del Sistema, obtuvimos una media 







Figura Nº 9: Gráfico de puntajes obtenidos en el Post Test- Tiempo de Respuesta del Sistema 
 
 Resultado de análisis del PosTest en el gráfico, representamos el histograma obtenido 
de los puntajes del indicador Tiempo de Respuesta del Sistema, obtuvimos una media 
















Prueba de Normalidad 
Determinamos que la distribución es normal o no, utilizamos la prueba de Kolmorov-
Smirnov en la muestra. 
 
Tabla 17: Prueba de Kolmogorov - Tiempo de Respuesta del Sistema 
 
Prueba de Kolmogorov-Smirnov para una muestra 
 TIEMPOPRE TIEMPOPOST DIFERENCIA 
N 650 650 650 
Parámetros normalesa,b Media 7,0154 2,5677 4,4477 
Desviación estándar 1,69648 ,53177 1,80426 
Máximas diferencias 
extremas 
Absoluta ,184 ,341 ,160 
Positivo ,184 ,308 ,160 
Negativo -,116 -,341 -,096 
Estadístico de prueba ,184 ,341 ,160 
Sig. asintótica (bilateral) ,000c ,000c ,000c 
 
La Sig. En la columna diferencia > 0.05, en tanto se puede afirmar en el indicador Tiempo 
de respuesta del sistema sigue en distribución no normal.  
 
Prueba de hipótesis  
Siendo la distribución de muestra no es normal, aplicamos la prueba Estadísticas no 
paramétricas, la cual es prueba de Rangos de Wisconsin. La H0 y HA son: 
 Hipótesis nula (H0): El sistema de pronóstico de calificación crediticia de clientes 
basado en árbol de clasificación y regresión lineal no reduce el tiempo de 
respuesta del pronóstico. 
 
  Hipótesis Alterna (H1): El sistema de pronóstico de calificación crediticia de 
clientes basado en árbol de clasificación y regresión lineal reduce el tiempo de 









Tabla 18: Prueba de Hipótesis – Tiempo 
Rangos 
 N Rango promedio Suma de rangos 
TIEMPOPRE – 
TIEMPOPOST 
Rangos negativos 0a ,00 ,00 
Rangos positivos 650b 325,50 211575,00 
Empates 0c   
Total 650   
a. TIEMPOPRE < TIEMPOPOST 
b. TIEMPOPRE > TIEMPOPOST 
c. TIEMPOPRE = TIEMPOPOST 
 
 
Tabla 19: Estadística de Prueba Wilcoxon 





Sig. asintótica (bilateral) ,000 
 
a. Prueba de rangos con signo de Wilcoxon 
b. Se basa en rangos negativos. 
 
El valor de Sig.  0 < a 0.05, se niega la H0 y se acepta la HA: El sistema de pronóstico 
de calificación crediticia de clientes basado en árbol de clasificación y regresión lineal 













































En consecuente, se describen a detalle los resultados que obtuvimos en el proyecto al 
realizar el análisis y cuando comparamos los comportamientos de la media del indicador 
del aumento la precisión del pronóstico, reducción del error del pronóstico y reducción, 
tales como después del Sistema de Pronóstico de la Calificación Crediticia de Clientes 
Basado en Árbol de clasificación y Regresión lineal. 
Partiendo desde la HE 1 que hemos planteado para posteriormente evidenciar el cálculo 
necesario, se determinó que la media de Precisión del pronóstico con el Credit scoring 
fue de 71.04 (que representara el 82.60% un puntaje máximo) y con el sistema de 
pronóstico dio como resultado 94.38 (representara el 95.33% un puntaje máximo). 
Entonces partiendo de los resultados s podemos afirmar que hay un aumento en 12.72% 
mediante los puntajes. Mediante la prueba de hipótesis realizada se niega la H0, 
concluimos que el Sistema de Pronóstico de la Calificación Crediticia de Clientes Basado 
en Árbol de clasificación y Regresión lineal incrementa la precisión del pronóstico 
respecto al modelo: Credit scoring. 
Partiendo desde la HE 2 que hemos planteado para posteriormente evidenciar el cálculo 
necesario se determinó que la media de Error del pronóstico del sistema con el Credit 
scoring fue de 28.36 (que representa el 64.45% del puntaje máximo) y con el sistema de 
pronóstico dio como resultado 5.75 (que representara el 57.5% un puntaje máximo). 
Entonces partiendo de los resultados podemos afirmar que hay una reducción de 6.95% 
mediante los puntajes. Mediante la prueba de hipótesis realizada se niega la H0, 
concluimos que el Sistema de Pronóstico de la Calificación Crediticia de Clientes Basado 
en Árbol de clasificación y Regresión lineal reduce el error del pronóstico del sistema 
respecto al modelo: Credit scoring. 
Partiendo desde la HE 3 que hemos planteado para posteriormente evidenciar el cálculo 
necesario, se determinó que la media de Tiempos de respuesta del sistema con el Credit 
scoring fue de 7.0154 (que representara el 50.11% un puntaje máximo) y con el sistema 
de pronóstico dio como resultado 2.5677 (que representara el 64.1925% un puntaje 
máximo). Entonces partiendo de los resultados podemos afirmar que hay una reducción 
de 14.0825% mediante los puntajes de ambos. Mediante la prueba de hipótesis realizada 
se niega la H0, concluimos que el Sistema de Pronóstico de la Calificación Crediticia de 
Clientes Basado en Árbol de clasificación y Regresión lineal reduce el tiempo de 





Este incremento en la precisión del pronóstico, reducción del error y reducción 
del tiempo de respuesta reflejan el impacto del Sistema de pronóstico de calificación 
crediticia de clientes basado en árbol de clasificación y regresión lineal. De la misma 
forma, Reza (2018) en un artículo propuso un método híbrido utilizando el algoritmo 
CART y la optimización de enjambre de partículas binarias. Los indicadores de 
rendimiento que se utilizan en esta investigación son la precisión de la clasificación, la 
tasa de error, la sensibilidad, la especificidad y la precisión. Los resultados experimentales 
basados en el conjunto de datos públicos mostraron que la precisión del método propuesto 
es del 78%. Por otro lado, Leal, Arangüiz y Gallegos (2018) en el artículo se propuso a la 
empresa un modelo de evaluación crediticia ajustado y ponderado, así como a sus clientes, 
que permitió reducir el temor de crédito o incobrables. Con respecto a la evaluación 
crediticia que ya esta propuesta, los resultados que se obtuvieron fueron un 81,82% de 
los créditos brindados  a sus clientes superaron el rango  mínimo de evaluar o máximo 
para aprobar a la entidad. (p. 34). 
Por lo tanto, concluimos el Sistema de pronóstico de calificación crediticia de clientes 
basado en árbol de clasificación y regresión lineal impacta en el incremento de la 






































Las conclusiones de la investigación fueron las siguientes: 
1. Con los resultados obtenidos, podemos concluir que el Sistema de pronóstico de 
calificación crediticia de clientes basado en árbol de clasificación y regresión 
lineal tuvo un impacto positivo ya que incrementó la precisión del pronóstico 
respecto al modelo: Credit scoring, esto lo podemos ver reflejado en la estadística, 
en donde la media de precisión del pronóstico con el Credit scoring fue de 71.04 
y con el Sistema de pronóstico dio como resultado 94.38. Entonces partiendo de 
los resultados se puede afirmar que existe un incremento de 12.72% de la precisión 
del pronóstico respecto al modelo: Credit scoring. 
 
2. También podemos concluir que el Sistema de pronóstico de calificación crediticia 
de clientes basado en árbol de clasificación y regresión lineal redujo el error del 
pronóstico del sistema respecto al modelo: Credit scoring, esto lo podemos ver 
reflejado en la estadística, en donde la media de error del pronóstico con el Credit 
scoring fue de 28.36 y con el Sistema de pronóstico dio como resultado 5.75. 
Entonces partiendo de los resultados se puede afirmar que existe una reducción de 
6.95% del error del pronóstico respecto al modelo: Credit scoring. 
 
3. Por último, podemos concluir que el Sistema de pronóstico de calificación 
crediticia de clientes basado en árbol de clasificación y regresión lineal redujo el 
tiempo de respuesta del sistema respecto al modelo: Credit scoring, esto lo 
podemos ver reflejado en la estadística, en donde la media de tiempo de respuesta 
del sistema con el Credit scoring fue de 7.0154 y con el Sistema de pronóstico dio 
como resultado 2.5677. Entonces partiendo de los resultados se puede afirmar que 
existe una reducción de 14.0825% del tiempo de respuesta del sistema respecto al 
modelo: Credit scoring. 
En consecuencia, se concluye que el Sistema de pronóstico de calificación crediticia de 
clientes basado en árbol de clasificación y regresión lineal tiene un impacto significativo 




































Las recomendaciones para futuras investigaciones son las siguientes: 
1. Se recomienda la definición de la estrategia de predicción basándose de los 
resultados ya obtenidos del análisis de predicción de datos a mayor escala, hacer 
promocione de servicios en relación por sucursal y estrategias relacionadas al 
ofrecimiento de servicios adicionales en base a los patrones de comportamiento 
que devuelva el modelo utilizado en el sistema de pronóstico.   
 
2. Se recomienda tener una constante actualización y realizar mantenimiento, ya que 
es punto clave para la confiabilidad y generación del resultado que deseamos 
obtener. 
 
3. Es recomendable que todo el personal de la empresa tenga capacitaciones 
continuas, de esta manera el personal estará apto para que lleve un buen 
funcionamiento del sistema de una forma rápida y eficaz, también estará 
familiarizado con el sistema que se ha implementado. 
 
 
4. Incremento en las cantidades de la variable en el impacto de la medición para el 
sistema el cual será: costos, tiempos, cantidad de transacciones, y muchas más que 
enriquezcan más el resultado de la investigación. 
 
5. Se recomienda implementar esta tecnología en varios procesos de la empresa a fin 
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Anexo 1 Matriz de consistencia 
Tabla 20. Matriz de consistencia 
PROBLEMAS OBJETIVOS HIPÓTESIS VARIABLE 
 
DIMENSIONES INDICADORES 
GENERAL GENERAL GENERAL 
¿Cuál es el impacto de un 
sistema de pronóstico de 
calificación crediticia de clientes 
basado en árbol de clasificación 
y regresión lineal? 
 
Determinar el impacto del sistema 
de pronóstico de la calificación 
crediticia de clientes basado en 
árbol de clasificación y regresión 
lineal. 
El sistema de pronóstico de 
calificación crediticia de 
clientes basado en árbol de 
clasificación y regresión lineal 
incrementa la precisión del 
pronóstico, reduce el error y 





Impacto del sistema 
de pronóstico de la 
calificación 















X.2. Error del 
pronóstico del 
sistema  
Serna M., E., & 




X.3. Tiempos de 




X1.1. Incremento de la 
precisión del pronóstico 
respecto al modelo: 
Credit scoring 




X2.1 Reducción de error 
del pronóstico del sistema 
respecto al modelo: Credit 
scoring 
 




X3.1 Reducción del tiempo 
de respuesta del sistema 
respecto al modelo: 
Credit scoring 
 
Medina & Selva, (2013, 
págs. 303-315). 
ESPECÍFICOS ESPECÍFICOS ESPECÍFICOS 
¿Cuál es el impacto de un 
sistema de pronóstico de 
calificación crediticia de clientes 
basado en árbol de clasificación 
y regresión lineal en la precisión 
del pronóstico? 
 
Determinar el impacto del sistema 
de pronóstico de la calificación 
crediticia de clientes basado en 
árbol de clasificación y regresión 
lineal en la precisión del 
pronóstico. 
El sistema de pronóstico de 
calificación crediticia de 
clientes basado en árbol de 
clasificación y regresión lineal 
incrementa la precisión del 
pronóstico. 
Armstrong, J. (2001). 
¿Cuál es el impacto de un 
sistema de pronóstico de 
calificación crediticia de clientes 
basado en árbol de clasificación 
y regresión lineal en el error del 
pronóstico? 
 
Determinar el impacto del sistema 
de pronóstico de la calificación 
crediticia de clientes basado en 
árbol de clasificación y regresión 
lineal en el error del pronóstico. 
El sistema de pronóstico de 
calificación crediticia de 
clientes basado en árbol de 
clasificación y regresión lineal 
reduce el error del pronóstico. 
Serna M., E., & Arango I., F. 
(2012). 
¿Cuál es el impacto de un 
sistema de pronóstico de 
calificación crediticia de clientes 
basado en árbol de clasificación 
y regresión lineal en el tiempo de 
respuesta del pronóstico? 
 
Determinar el impacto del sistema 
de pronóstico de la calificación 
crediticia de clientes basado en 
árbol de clasificación y regresión 
lineal en el tiempo de respuesta del 
pronóstico. 
El sistema de pronóstico de 
calificación crediticia de 
clientes basado en árbol de 
clasificación y regresión lineal 
reduce el tiempo de respuesta 
del pronóstico. 







Anexo 2 Prototipos 
 
Figura 1. Prototipo de interfaz de ingreso al sistema de pronóstico 
 
 
Figura 2. Prototipo de interfaz para seleccionar el ingreso de datos del cliente y datos de 







Figura 3. Prototipo de Listado de clientes 




Opción para registrar o actualizar información de un cliente 
 
Opción para registrar o actualizar la información de experiencia del cliente 
 
Opción para eliminar lógicamente a un cliente 
 
Opción para registrar o actualizar los estados financieros de un cliente 
 








































































Figura 12. Prototipo para registrar o actualizar los datos de experiencia de un cliente 
 
 






























Anexo 3 Diagrama estrella 
 





Anexo 4 Ficha de observación tiempo de respuesta  
FICHA DE OBSERVACIÓN TIEMPO DE RESPUESTA DEL SISTEMA CREDIT 
SCORING 
N.º DE FICHA DE OBSERVACIÓN 1 
Observadores: Juan López y Juan Pérez 
Institución donde se investiga: Institución Financiera 
Indicador observado: Av. Camino Real 157 San Isidro 
Periodo de observación: 01/08/2019 al 19/08/2019 
 
 




Resultado en Tiempo 
RT= TF - TI 
C00001 01-08 09:15 09:21 6:00 
C00002 01-08 09:34 09:39 5:00 
C00003 02-08 09:21 09:26 5:00 
C00004 05-08 09:07 09:15 8:00 
C00005 05-08 10:13 10:19 7:00 
C00006 05-08 11:09 11.14 5:00 
C00007 06-08 09:25 09:32 7:00 
C00008 07-08 09:35 09:42 7:00 
C00009 09-08 09:11 09:15 4:00 
C00010 12-08 09:15 09:22 7:00 
C00011 12-08 09:45 09:53 8:00 
C00012 13-08 10:15 10:23 8:00 
C00013 14-08 09:18 09:23 5:00 
C00014 14-08 09:47 09:54 7:00 
C00015 15-08 10:15 10:23 8:00 
C00016 15-08 10:49 10:56 7:00 
C00017 15-08 11:46 11:53 7:00 
C00018 16-08 09:34 09:40 6:00 
C00019 16-08 10:15 10:23 8:00 
C00020 17-08 11:15 11:23 8:00 
C00021 17-08 12:02 12:07 5:00 
C00022 17-08 12:22 12:28 6:00 
C00023 18-08 10:13 10:18 5:00 
C00024 18-08 10:56 11:02 6:00 
C00025 19-08 09:07 09:15 8:00 





FICHA DE OBSERVACIÓN TIEMPO DE RESPUESTA DEL SISTEMA DE 
PRONOSTICO DE CALIFICACIÓN CREDITICIA DE CLIENTES  
N.º DE FICHA DE OBSERVACIÓN 2 
Observadores: Juan López y Juan Pérez 
Institución donde se investiga: Institución Financiera 
Indicador observado: Av. Camino Real 157 San Isidro 
Periodo de observación: 02/09/2019 al 23/09/2019 
 




Resultado en Tiempo 
RT= TF - TI 
C00001 02-09 09:23 09:25 2:00 
C00002 02-09 09:43 09:47 4:00 
C00003 03-09 09:11 09:14 3:00 
C00004 03-09 10:07 10:09 2:00 
C00005 04-09 10:01 10:05 4:00 
C00006 05-09 09:09 09.12 3:00 
C00007 05-09 10:23 10:26 3:00 
C00008 09-09 09:23 09:26 3:00 
C00009 09-09 10:11 10:15 4:00 
C00010 10-09 09:15 09:17 2:00 
C00011 11-09 09:50 09:53 3:00 
C00012 12-09 10:21 10:23 2:00 
C00013 12-09 10:32 10:35 3:00 
C00014 13-09 09:17 09:21 4:00 
C00015 16-09 10:22 10:24 2:00 
C00016 16-09 10:49 10:51 2:00 
C00017 17-09 09:46 09:49 3:00 
C00018 17-09 10:34 10:37 3:00 
C00019 18-09 10:15 10:18 3:00 
C00020 18-09 11:05 11:08 3:00 
C00021 19-09 09:02 09:05 3:00 
C00022 19-09 10:22 10:25 3:00 
C00023 20-09 10:13 10:15 2:00 
C00024 23-09 09:56 09:59 3:00 
C00025 23-09 10:07 10:10 3:00 





FICHA DE OBSERVACIÓN PRECISIÓN DEL PRONOSTICO DE CREDIT 
SCORING 
N.º DE FICHA DE OBSERVACIÓN 3 
Observadores: Juan López y Juan Pérez 
Institución donde se investiga: Institución Financiera 
Indicador observado: Av. Camino Real 157 San Isidro 



























N.º Registro Fecha Precisión 
C00001 01-08 83.00% 
C00002 01-08 82.00% 
C00003 02-08 82.5% 
C00004 05-08 81.23% 
C00005 05-08 83.94% 
C00006 05-08 83.65% 
C00007 06-08 80.19% 
C00008 07-08 84.92% 
C00009 09-08 82.53% 
C00010 12-08 81.62% 
C00011 12-08 85.35% 
C00012 13-08 83.74% 
C00013 14-08 85.53% 
C00014 14-08 83.00% 
C00015 15-08 83.84% 
C00016 15-08 82.50% 
C00017 15-08 83.72% 
C00018 16-08 85.34% 
C00019 16-08 83.27% 
C00020 17-08 84.54% 
C00021 17-08 82.83% 
C00022 17-08 80.00% 
C00023 18-08 82.00% 
C00024 18-08 56.45% 






FICHA DE OBSERVACIÓN PRECISIÓN DE PRONOSTICO DEL SISTEMA DE 
PRONOSTICO DE CALIFICACIÓN CREDITICIA DE CLIENTES 
N.º DE FICHA DE OBSERVACIÓN 4 
Observadores: Juan López y Juan Pérez 
Institución donde se investiga: Institución Financiera 
Indicador observado: Av. Camino Real 157 San Isidro 


























N.º Registro Fecha Precisión 
C00001 02-09 93.00% 
C00002 02-09 92.00% 
C00003 03-09 92.5% 
C00004 03-09 91.23% 
C00005 04-09 93.94% 
C00006 05-09 93.65% 
C00007 05-09 90.19% 
C00008 09-09 94.92% 
C00009 09-09 92.53% 
C00010 10-09 91.62% 
C00011 11-09 95.35% 
C00012 12-09 93.74% 
C00013 12-09 95.53% 
C00014 13-09 93.00% 
C00015 16-09 93.84% 
C00016 16-09 92.50% 
C00017 17-09 93.72% 
C00018 17-09 95.34% 
C00019 18-09 93.27% 
C00020 18-09 94.54% 
C00021 19-09 92.83% 
C00022 19-09 90.00% 
C00023 20-09 92.00% 
C00024 23-09 96.45% 






FICHA DE OBSERVACIÓN ERROR DEL PRONOSTICO DE CREDIT SCORING 
N.º DE FICHA DE OBSERVACIÓN 5 
Observadores: Juan López y Juan Pérez 
Institución donde se investiga: Institución Financiera 
Indicador observado: Av. Camino Real 157 San Isidro 


























N.º Registro Fecha Error 
C00001 01-08 17.00% 
C00002 01-08 18.00% 
C00003 02-08 17.50% 
C00004 05-08 18.77% 
C00005 05-08 16.06% 
C00006 05-08 16.35% 
C00007 06-08 19.81% 
C00008 07-08 15.08% 
C00009 09-08 17.47% 
C00010 12-08 18.38% 
C00011 12-08 14.65% 
C00012 13-08 16.26% 
C00013 14-08 14.47% 
C00014 14-08 17.00% 
C00015 15-08 16.16% 
C00016 15-08 17.50% 
C00017 15-08 16.28% 
C00018 16-08 
14.66% 
C00019 16-08 16.73% 
C00020 17-08 15.46% 
C00021 17-08 17.17% 
C00022 17-08 20.00% 
C00023 18-08 18.00% 
C00024 18-08 43.55% 






FICHA DE OBSERVACIÓN ERROR DEL PRONÓSTICO DEL SISTEMA DE 
PRONOSTICO DE CALIFICACIÓN CREDITICIA DE CLIENTES 
N.º DE FICHA DE OBSERVACIÓN 6 
Observadores: Juan López y Juan Pérez 
Institución donde se investiga: Institución Financiera 
Indicador observado: Av. Camino Real 157 San Isidro 


























N.º Registro Fecha Precisión 
C00001 02-09 7.00% 
C00002 02-09 8.00% 
C00003 03-09 7.50% 
C00004 03-09 8.77% 
C00005 04-09 6.06% 
C00006 05-09 6.35% 
C00007 05-09 9.81% 
C00008 09-09 5.08% 
C00009 09-09 7.47% 
C00010 10-09 8.38% 
C00011 11-09 4.65% 
C00012 12-09 6.26% 
C00013 12-09 4.47% 
C00014 13-09 7.00% 
C00015 16-09 6.16% 
C00016 16-09 7.50% 
C00017 17-09 6.28% 
C00018 17-09 
4.66% 
C00019 18-09 6.73% 
C00020 18-09 5.46% 
C00021 19-09 7.17% 
C00022 19-09 10.00% 
C00023 20-09 8.00% 
C00024 23-09 3.55% 






Anexo 5 Desarrollo Comprensión del Negocio 
1.1 Determinar los objetivos de Negocio 
La institución financiera tiene como principales objetivos poder contar con herramientas 
que le ayuden con la evaluación crediticia a fin de tener el índice de morosidad bajos y 
mitigar el riesgo en los créditos otorgados. A su vez también requiere que estas 
herramientas sean de bajo costo de implementación y mantenimiento. Ellos cuentas con 
una DB en la cual estará la información de los clientes y de las solicitudes de crédito 
otorgadas. 
 
Objetivos de negocio 
 Predecir que clientes serán buenos pagadores en base a la información histórica 
con una mayor precisión. 
 Predecir que clientes serán buenos pagadores en base a la información histórica 
en menos tiempo. 
 Contar con herramientas a la evaluación de créditos que sea de bajo costo. 
 
1.2 Evaluación de la situación  
Se cuenta con un servidor Proliant DL580 G5, con un sistema operativo Windows server 
2012 R2, con un gestor de base de datos Oracle Server 2012 Enterprise que contiene 
información transaccional desde el año 2014, para solución de la problemática nosotros 
podemos dar firmeza que disponemos de los datos con una buena cantidad. 
Para implementar el sistema de información, se propone los siguientes requerimientos de 
Software. 
 Servidor web Apache (Xampp v3.3.3)  
 Editor de texto Sublime Text v3  
 Extensiones dll para conectar con Oracle Server 2012  
 Microsoft Azure Para Machine Learning 
 
Evaluación inicial de Herramientas y técnicas 
Las herramientas que vamos a usar en la realización para el proyecto de minería de datos 
es Microsoft Azure, la cual se encuentra acoplada en la metodología que utilizaremos. La 





invocar desde nuestro aplicativo y así contar con la funcionalidad del modelo de 
pronóstico. 
En cuanto las técnicas que vamos a implementar para extraer la sabiduría, de las que 
proporciona Microsoft Azure, se usaran las siguientes: 
Predicción:  
 Clasificación 
 Regresión  
Para dar un mayor aporte de conocimiento las técnicas de predicción que se utilizarán en 
este proyecto de investigación serán la Regresión Lineal y Árbol de clasificación. 






































2.1 Recolectar los Datos Iniciales  
Los Datos utilizados comprenden de todos registros históricos de solicitudes de crédito 
desde el año 2014 al 2019. 
 
 
Figura 16 Recolección de datos 1 
 
 





La consulta nos devolvió un total de 50310 con los cuales podremos entrenar y probar 
nuestro modelo. 




 TIPO DE MONEDA 
 TIPO DE CRÉDITO 
 FECHA 
 CALIFICACIÓN 
 TIPO DE PERSONA 
 SECTOR ECONÓMICO 
 CIIU 
 RUC 
 CALIFICACIÓN CREDITICIA 
 ESTADO_SUNAT 
 CONDICION 




 CALIFICACION_CREDITICIA 2 
 PATRIMONIO 
 VENTA ANUAL 
 CAPITAL SOCIAL 
 
3. Preparación de los Datos 
3.1 Datos seleccionados  
En esta fase se basa en preparar las datas obtenidas para adecuarlos a las técnicas de 
minería de datos. Al extraer los datos obtenidas desde la DB de la Institución Financiera, 
se obtuvieron diferentes tipos de datos, para ello se seleccionó los atributos necesarios 







En fase de la metodología escogemos la técnica de Data Mining para poder predecir. Ya 
lo mencionado en la fase 1, la técnica que se utilizará en este proyecto de investigación 
es Regresión Lineal y Árbol de clasificación. En la Figura N° 18, se aplica el 
entrenamiento para obtener el pronóstico de clasificación crediticia. 
 
5. Evaluación 
La fase evalúa el modelo generado, utilizando los objetivos de negocio. 
 
Tabla 21Estadisticos descriptivos 
Estadísticos descriptivos 
 
Resultado del análisis que se evidencia en la figura, se la media, la desviación y 
el número de datos analizados, teniendo una media de 195476.68 para el monto de crédito, 
121.590 para el plazo, 10.01 para el tipo de moneda, 1.32 para el tipo de producto, 2016 
el año, 06 para el mes, 2 para el tipo de persona, 1.89 para el sector económico, 0.65 para 
la calificación, 451070.6768 para el patrimonio, 221731.2690 para las ventas y 996766.34 

























































a. Variable dependiente: CALIFICA 















Tabla 24Resumen del modelo 
 
Resumen del modelo 




de la estimación 
Estadísticos de cambio 
Durbin-Watson 
Cambio en R 
cuadrado Cambio en F gl1 gl2 
Sig. Cambio en 
F 
1 ,951a ,904 ,903 ,447 ,010 21,132 13 26855 ,000 1,425 
a. Predictores: (Constante), CAPITAL_SOCIAL, MONEDA, MES, ANTIGÜEDAD, CALF_201908_REP, PLAZO, MONTO_CREDITO, SECTOR_ECONOMICO, PRODUCTO, 
AÑO, VENTAS, CALF_201908, PATRIMONIO 
b. Variable dependiente: CALIFICA 
 
 Del resumen del modelo podemos apreciar que el R es igual a 0.951, el R cuadrado es igual a 0.904 y el R cuadrado 














cuadrática F Sig. 
1 Regresión 54,884 13 4,222 21,132 ,000b 
Residuo 5365,272 26855 ,200   
Total 5420,156 26868    
a. Variable dependiente: CALIFICA 
b. Predictores: (Constante), CAPITAL_SOCIAL, MONEDA, MES, ANTIGÜEDAD, 
CALF_201908_REP, PLAZO, MONTO_CREDITO, SECTOR_ECONOMICO, PRODUCTO, AÑO, 
VENTAS, CALF_201908, PATRIMONIO 
 
De la tabla podemos decir la sig. Es inferior 0.05 lo cual indica que nuestras variables 
















95,0% intervalo de 
confianza para B Correlaciones 
Estadísticas de 
colinealidad 






cero Parcial Parte Tolerancia VIF 
1 (Constante) 21,658 3,482  6,221 ,000 14,834 28,482      
MONTO_CREDITO 1,779E-8 ,000 ,017 2,753 ,006 ,000 ,000 ,019 ,017 ,017 ,966 1,035 
PLAZO 4,140E-5 ,000 ,009 1,494 ,135 ,000 ,000 ,015 ,009 ,009 ,978 1,023 
MONEDA ,053 ,028 ,012 1,921 ,055 -,001 ,107 ,010 ,012 ,012 ,986 1,014 
PRODUCTO ,024 ,006 ,025 3,984 ,000 ,012 ,036 ,020 ,024 ,024 ,901 1,110 
AÑO -,010 ,002 -,039 -5,883 ,000 -,014 -,007 -,030 -,036 -,036 ,844 1,185 
MES -,001 ,001 -,009 -1,475 ,140 -,003 ,000 -,007 -,009 -,009 ,983 1,018 
SECTOR_ECONOMICO -,024 ,004 -,038 -6,178 ,000 -,031 -,016 -,042 -,038 -,038 ,969 1,032 
CALF_201908 -,015 ,002 -,047 -6,028 ,000 -,020 -,010 -,051 -,037 -,037 ,611 1,638 
ANTIGÜEDAD ,003 ,000 ,053 8,106 ,000 ,002 ,004 ,058 ,049 ,049 ,876 1,142 
CALF_201908_REP -,003 ,003 -,009 -1,180 ,238 -,009 ,002 -,031 -,007 -,007 ,647 1,546 
PATRIMONIO -1,517E-8 ,000 -,036 -2,674 ,008 ,000 ,000 ,001 -,016 -,016 ,207 4,832 
VENTAS 3,054E-8 ,000 ,043 3,880 ,000 ,000 ,000 ,014 ,024 ,024 ,294 3,397 
CAPITAL_SOCIAL 9,045E-11 ,000 ,000 ,044 ,965 ,000 ,000 -,003 ,000 ,000 ,490 2,040 
a. Variable dependiente: CALIFICA 
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