A Nonconvex Proximal Splitting Algorithm under Moreau-Yosida
  Regularization by Laude, Emanuel et al.
A Nonconvex Proximal Splitting Algorithm
under Moreau-Yosida Regularization
Emanuel Laude Tao Wu Daniel Cremers
Department of Informatics, Technical University of Munich, Germany
Abstract
We tackle highly nonconvex, nonsmooth
composite optimization problems whose ob-
jectives comprise a Moreau-Yosida regu-
larized term. Classical nonconvex proxi-
mal splitting algorithms, such as nonconvex
ADMM, suffer from lack of convergence for
such a problem class. To overcome this diffi-
culty, in this work we consider a lifted variant
of the Moreau-Yosida regularized model and
propose a novel multiblock primal-dual al-
gorithm that intrinsically stabilizes the dual
block. We provide a complete convergence
analysis of our algorithm and identify respec-
tive optimality qualifications under which
stationarity of the original model is retrieved
at convergence. Numerically, we demonstrate
the relevance of Moreau-Yosida regularized
models and the efficiency of our algorithm on
robust regression as well as joint feature se-
lection and semi-supervised learning.
1 Introduction
We are interested in the solution of the noncon-
vex, Moreau-Yosida regularized consensus minimiza-
tion problem
minimize
u∈Rn, v∈Rm
eλf(v) + g(u)
subject to Au = v,
(1)
where eλf is the Moreau envelope [18] of f with pa-
rameter λ > 0.
The extended real-valued functions, f and g, are as-
sumed to be proper, lower semi-continuous (lsc), and
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Figure 1: Illustration of nonconvex, nonsmooth
Moreau envelopes eλf (red curves). The two depicted
piecewise quadratic loss functions f (blue curves), are
invariant under Moreau-Yosida regularization up to
rescaling. Left: The Moreau envelope of a trun-
cated quadratic loss, given as f = min {ν, (·)2} for
ν > 0, is a nonsmooth, nonconvex truncated quadratic
loss with rescaled slope. Right: The Moreau enve-
lope of a symmetric Huberized hinge loss is a non-
smooth, nonconvex symmetric Huberized hinge loss
with rescaled slopes of the quadratic pieces given as
eλf = minθ∈{−1,1} eλ(1− (·)θ)+.
in general nonconvex. The block variables u and v are
separated in the objective, but comply with a consen-
sus constraint for matrix A ∈ Rm×n.
To argue that model (1) is relevant in statistics and
machine learning we briefly review some general prop-
erties of the Moreau envelope, formally defined as fol-
lows.
Definition 1 (Moreau envelope and proximal map-
ping). For a proper, lsc function f : Rm → R ∪ {∞}
and parameter λ > 0, the Moreau envelope function
eλf and the proximal mapping Pλf are defined by
eλf(v) := inf
z∈Rm
f(z) +
1
2λ
‖z − v‖2,
Pλf(v) := arg min
z∈Rm
f(z) +
1
2λ
‖z − v‖2.
For convex f , the Moreau envelope eλf yields a convex
and smooth lower approximation to f , cf. [22, The-
orem 2.26]. In contrast, for nonconvex nonsmooth
f the Moreau envelope eλf remains nonsmooth and
nonconvex in general which renders its optimization
challenging. In fact, many nonsmooth, nonconvex
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objectives in machine learning tasks, such as semi-
supervised Huber-SVMs, or robust regression are even
invariant, up to different choices of λ, under Moreau-
Yosida regularization. This is exemplarily illustrated
for the truncated quadratic loss [23, 16], and the “sym-
metric Huberized hinge loss” [2, 12, 6] in Figure 1,
where Moreau-Yosida regularization preserves nons-
moothness and nonconvexity of f .
For eλf smooth and g nonsmooth, problems of the
form (1) can be optimized by proximal splitting meth-
ods such as (accelerated) proximal gradient methods
[19, 21], or primal-dual algorithms such as the al-
ternating direction method of multipliers (ADMM)
[10, 9, 8, 7, 11, 14, 24]. All these algorithms typically
update the block variables in a Gauss-Seidel fashion,
and exploit efficient evaluation of the proximal map-
ping of eλf or g. Proximal splitting methods are tradi-
tionally applied for convex optimization, in which case
their convergence is guaranteed without smoothness of
the objective. More recently, convergence of ADMM
is extended to certain nonconvex settings [11, 14, 24],
but the convergence analysis requires, e.g., that eλf
is Lipschitz differentiable. In some sense, convexity
is traded off against smoothness in a convergent al-
gorithm. However, when both eλf and g in (1) are
nonsmooth and nonconvex (as encountered in numer-
ous machine learning applications), the proximal gra-
dient method is inapplicable and the ADMM is non-
convergent.
To overcome such difficulties, we propose a novel
multiblock primal-dual scheme for solving problem (1).
Our contributions are summarized as follows:
• We devise a novel multiblock primal-dual scheme
in Section 2.1, and prove its subsequential conver-
gence to a critical point of the lifted representation
of problem (1) in Section 3.
• We draw connections of our primal-dual algorithm
to a fully primal coordinate descent on a quadratic
penalty function; see Section 2.2.
• For piecewise smooth, piecewise convex functions
of the form mini∈I eλfi (as a subfamily of non-
convex, nonsmooth functions), we identify an op-
timality qualification related to active set, under
which a critical point of the lifted problem trans-
lates to a critical point of (1); see Section 4.2. For
a specific choice of the step size, we show that our
optimality qualification is guaranteed to hold.
• We experimentally validate our proposed algo-
rithm on robust regression as well as joint fea-
ture selection and semi-supervised learning in Sec-
tion 5. In comparison with classical nonconvex
ADMM, our method consistently performs favor-
ably in terms of lower objective value and vanish-
ing optimality gap.
2 A Multiblock Primal-Dual Method
2.1 Derivation
For eλf smooth, the convergence of ADMM in the
nonconvex setting is shown via a monotonic decrease
of the augmented Lagrangian [11], which serves as a
Lyapunov function. As a key step in the proof of [11],
the ascent of the augmented Lagrangian, caused by
the dual update, is dominated by a sufficient descent
in the primal block that is updated last.
In order to recover convergence for nonsmooth eλf , we
employ a lifting of the problem which yields a third
primal block in the optimization. More precisely, we
introduce new variables z, w along with a linear con-
straint
z + w = v, (2)
and integrate the Moreau-Yosida regularization into
the lifted problem:
minimize
u∈Rn, w,z∈Rm
f(z) +
1
2λ
‖w‖2 + g(u)
subject to Au− z − w = 0.
(3)
To this lifted problem we apply the following multi-
block primal-dual scheme, where the block w, updated
last, corresponds to the smooth function 12λ‖ · ‖2 that
realizes the Moreau-Yosida regularization. Let the
augmented Lagrangian of the problem be defined as
Lρ(u, z, w, y) = f(z) + g(u) +
1
2λ
‖w‖2
+ 〈y,Au− z − w〉+ ρ
2
‖Au− z − w‖2,
(4)
for ρ > 0. Also let M := 1σ I−ρA>A, which is positive
definite for σρ‖A‖2 < 1, and ‖ ·‖M :=
√〈·,M ·〉. Then
our scheme is formulated as
ut+1 ∈ arg minu Lρ(u, zt, wt, yt) + 12‖u− ut‖2M ,
zt+1 ∈ arg minz Lρ(ut+1, z, wt, yt),
wt+1 = arg minw Lρ(u
t+1, zt+1, w, yt),
yt+1 = yt + ρ(Aut+1 − zt+1 − wt+1).
(5)
Motivated by [5, 15] we include a proximal term 12‖u−
ut‖2M to guarantee tractability of the subproblem for
the u-update, as long as the proximal mapping of g
is simple. Once rephrasing the update of u in terms
of a proximal mapping as ut+1 = Pσg(u
t − σA>(yt +
ρ(Aut− zt− λyt))), one can interpret it as a proximal
gradient descent step on the augmented Lagrangian.
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The optimality condition for the last primal block up-
date 0
!
= 1λw
t+1−yt−ρ(Aut+1−zt+1−wt+1) matches
the dual update and shows that w is equal to the dual
variable up to scaling, i.e., λyt+1 = wt+1. Therefore,
the variable w can be eliminated from the algorithm,
and we arrive at a compact formulation of the pro-
posed multiblock primal-dual scheme, i.e., Algorithm
1, for Moreau-Yosida regularized problems.
Algorithm 1 (multiblock primal-dual scheme).
Choose ρ, σ such that ρλ > 1 and σρ‖A‖2 < 1.
For t = 1, 2, . . . do
ut+1 ∈ Pσg
(
ut − σA>(yt + ρ(Aut − zt − λyt))) ,
zt+1 ∈ P1/ρf
(
Aut+1 + (1/ρ− λ)yt) ,
yt+1 = 11+ρλ (y
t + ρ(Aut+1 − zt+1)).
Note that the lifted problem is equivalent to problem
(1) in terms of global minimizers but in general not
in terms of critical points. Yet, we show in Section 4
that under mild assumptions, e.g., for piecewise convex
piecewise smooth eλf , limit points produced by this
algorithm translate to critical points of the original
problem (1) by reversing the substitution (2). As a
side remark, with λ = 0 we arrive at a proximal variant
of ADMM [5, 15] also referred to as linearized ADMM,
applied to the unregularized problem
minimize
u∈Rn, v∈Rm
f(v) + g(u)
subject to Au = v.
(6)
2.2 Primal Optimization as a Special Case
Finally, we draw a connection between Algorithm 1
and existing, fully primal alternating minimization
schemes applied to the quadratic penalty
Q(u, z) = f(z) + g(u) +
1
2λ
‖Au− z‖2, (7)
that corresponds to the unregularized problem (6). For
a non-admissible choice of the step size 1/ρ = λ, the
Lagrange multiplier yt in Algorithm 1 becomes ob-
solete and we arrive at Algorithm 2, a fully primal
Gauss-Seidel minimization of (7) over u, z. The above
Algorithm 2 (proximal penalty method).
Choose τ, σ > 0 such that σ‖A‖2 < λ. For
t = 1, 2, . . . do
ut+1 ∈ Pσg
(
ut − σ/λA>(Aut − zt))) ,
zt+1 ∈ Pλf
(
Aut+1
)
.
algorithm appears similar in form to proximal alternat-
ing linearized minimization (PALM) [4] applied to (7),
where H(u, z) := 12λ‖Au−z‖2 is interpreted as the dif-
ferentiable coupling term. To update z, PALM invokes
a second proximal gradient descent step on (7) with
step size τ < λ, i.e., zt+1 = Pτf(z
t + τλ (Au
t+1 − zt)).
With the non-admissible step size τ = λ, we recast
Algorithm 2 from PALM.
3 Convergence Analysis
Our convergence proof borrows arguments from [11],
where the convergence of ADMM was shown via a
monotonic decrease of the augmented Lagrangian. In
our case a Lyapunov function that monotonically de-
creases over the iterations is obtained by eliminating
the variable w from the augmented Lagrangian (4):
Qρ(u, z, y) = f(z)− λ
2
‖y‖2 + g(u)
+ 〈Au− z, y〉+ ρ
2
‖Au− z − λy‖2.
(8)
The following lemma is the central part of our
convergence proof, as it guarantees convergence of
Qρ(u
t, zt, yt). Our algorithm has three blocks and in-
vokes a proximal gradient descent step on Qρ(·, zt, yt)
to update u. This keeps all block variable updates
computationally tractable, as long as the proximal
mappings of f and g are simple.
Lemma 1. Let λ > 0. Choose ρ > 0 sufficiently
large so that λρ ≥ 1, and then σ > 0 sufficiently small
so that σρ‖A‖2 < 1. Assume that eλf(A ·) + g(·) is
bounded from below. Then the following statements
hold true:
1. Qρ(u
t+1, zt+1, yt+1) is an upper bound of the
quadratic penalty (7) at (ut+1, zt+1), i.e.,
Q(ut+1, zt+1) ≤ Qρ(ut+1, zt+1, yt+1).
2. The sequence {Qρ(ut, zt, yt)}t∈N is bounded from
below.
3. A sufficient decrease over Qρ for each iteration is
guaranteed:
Qρ(u
t+1, zt+1, yt+1)−Qρ(ut, zt, yt)
≤
(
ρ‖A‖2
2 − 12σ
)
‖ut+1 − ut‖2
+
(
1
ρ − ρλ
2+λ
2
)
‖yt+1 − yt‖2.
Our aim is to prove subsequential convergence of the
iterates {(ut, zt, yt)}t∈N to a critical point of (3). To
guarantee the existence of such a subsequence, the it-
erates shall be bounded. To ensure that the conditions
of a critical point are met at limit points, the distance
of consecutive iterates shall vanish in the limit. All of
these are established in the following lemma.
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Lemma 2. Let the assumptions be as in Lemma 1,
and let the quadratic penalty in (7) be coercive. Then,
the iterates {(ut, zt)}t∈N are uniformly bounded and
‖ut+1 − ut‖ → 0,
as t → ∞. If in particular ρλ > 1, then the iter-
ates {yt}t∈N are uniformly bounded, and feasibility is
achieved in the limit, i.e.,
‖Aut − zt − λyt‖ → 0,
and furthermore
‖zt+1 − zt‖ → 0,
‖yt+1 − yt‖ → 0.
We remark that the second part of the lemma holds
for the case ρλ = 1, i.e., it refers to the case when our
Algorithm 1 specializes to Algorithm 2.
It remains to show that limit points of the algorithm
correspond to critical points of the lifted problem (3).
To this end we define the subgradient [22, Definition
8.3] as follows.
Definition 2 (subgradients). Consider a function f :
Rm → R ∪ {∞} and a point v¯ with f(v¯) finite. For a
vector y ∈ Rm, one says that
1. y is a regular subgradient of f at v¯, written y ∈
∂ˆf(v¯), if
lim inf
v→v¯
v 6=v¯
f(v)− f(v¯)− 〈y, v − v¯〉
‖v − v¯‖ ≥ 0.
2. y is a (general) subgradient of f at v¯, written y ∈
∂f(v¯), if there are sequences vt → v¯ with f(vt)→
f(v¯) and yt ∈ ∂ˆf(vt) with yt → y.
In the following theorem we guarantee subsequential
convergence to critical points of (3). Having proven
that the difference of consecutive iterates vanishes in
the limit, optimality follows directly from the optimal-
ity conditions of the subproblems.
Theorem 1. Let (u∗, z∗, y∗) be any limit point of
the sequence {(ut, zt, yt)}t∈N produced by Algorithm 1.
Then (u∗, z∗, y∗) gives rise to a critical point of prob-
lem (3), i.e.,
0 ∈ ∂f(z∗)− y∗, (9)
0 ∈ ∂g(u∗) +A>y∗, (10)
Au∗ − z∗ − λy∗ = 0, (11)
with w∗ := λy∗.
Proof. Let {tj}j∈N ⊂ {t}t∈N be the subindices such
that limj→∞(utj , ztj , ytj ) = (u∗, z∗, y∗). The optimal-
ity condition for the u-update is given as
0 ∈ ∂g(utj+1) + 1
σ
(utj+1 − utj ) +A>ytj
+ ρA>(Autj − ztj − λytj ).
The optimality condition for the z-update is given as
0 ∈ ∂f(ztj+1)− ytj − ρ(Autj+1 − ztj+1 − λytj ).
The y-update gives
ytj+1 = 11+ρλ (y
tj + ρ(Autj+1 − ztj+1)).
Letting j →∞, by Lemma 2 and the closedness of ∂f
and ∂g, we obtain (9), (10) and (11).
We conclude this section with the following remark.
Remark 1. The above result reveals that we obtain a
solution to the unregularized problem (6), where eλf
is replaced with f , up to a violation of the linear con-
straint absorbed by λy∗; see Eq. (11). For f Lipschitz
continuous with modulus L over dom(f) (which con-
tains z∗), one can a-priori specify a bound on the vio-
lation of the linear constraint, i.e.,
‖λy∗‖ ≤ λL.
Furthermore, this also implies that in the limit case
λ → 0+ we recover the optimality conditions of the
unregluarized problem (6).
4 Optimality Qualifications
In this section, we investigate when a critical point of
the lifted problem translates to a critical point of the
Moreau-Yosida regularized problem (1) by reversing
the substitution (2). We identify optimality qualifica-
tions, in case of prox-regularity and piecewise convex-
ity respectively, under which such a translation holds
true. We further show, that in the piecewise convex
case, the optimality qualifications can be guaranteed
to hold for a particular choice of the step size 1/ρ.
4.1 Prox-Regular Functions
It is easy to see that, for convex f , reversing the sub-
stitution yields a critical point. Here we show that this
assumption can be relaxed to f being prox-regular at a
limit point of the iterates. A prox-regular function be-
haves locally like a (semi-)convex function in the sense
that its Moreau envelope (with sufficiently large λ) is
locally Lipschitz differentiable and the associated prox-
imal mapping is single-valued in a small neighborhood
of the input argument. We first define prox-bounded
and prox-regular functions according to [22].
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Definition 3 (prox-boundedness). A function f :
Rm → R ∪ {∞} is prox-bounded if there exists λ > 0
such that eλf(v) > −∞ for some v ∈ Rm.
Definition 4 (prox-regularity). A function f : Rm →
R ∪ {∞} is prox-regular at z¯ for y¯ if f is finite and
locally lsc at z¯ with y¯ ∈ ∂f(z¯), and there exist  > 0
and r ≥ 0 such that
f(z′) ≥ f(z) + 〈y, z′ − z〉 − r
2
‖z′ − z‖2
for all ‖z′ − z¯‖ < , when y ∈ ∂f(z), ‖y − y¯‖ < ,
‖z − z¯‖ < , f(z) < f(z¯) + .
Theorem 2. Let (u∗, z∗, y∗) be any limit point of the
sequence {(ut, zt, yt)}t∈N produced by Algorithm 1. Let
f be prox-regular at z∗ for y∗ ∈ ∂f(z∗), and also
prox-bounded. Set v∗ := z∗ + λy∗. Then, for λ > 0
sufficiently small, (u∗, v∗, y∗) corresponds to a critical
point of the regularized problem (1):
0 = ∇eλf(v∗)− y∗, (12)
0 ∈ ∂g(u∗) +A>y∗, (13)
Au∗ − v∗ = 0. (14)
Proof. Conditions (13) and (14) follow directly from
Theorem 1. From Theorem 1 we also know 0 ∈
∂f(z∗) − y∗, or equivalently 0 ∈ ∂(f(·) − 〈·, y∗〉)(z∗).
Since f(·) − 〈·, y∗〉 is prox-regular at z∗ with sub-
gradient 0 and also prox-bounded, we can apply [22,
Proposition 13.37] and obtain that ∇eλ(f(·)− 〈·, y∗〉)
is differentiable at z∗ with 0 = ∇eλ(f(·)− 〈·, y∗〉)(z∗),
for some λ > 0 sufficiently small. A straightfor-
ward calculation shows that eλ(f(·) − 〈·, y∗〉)(z) =
eλf(z+λy
∗)− λ2 ‖y∗‖2−〈z, y∗〉. Further differentiating
both sides at z = z∗ yields (12) with v∗ = z∗+λy∗.
As prox-regularity is a local property [22], it serves as a
useful tool to prove local convergence results; see, e.g.,
[20]. However, in our case, we are rather interested in
global (subsequential) convergence. In this sense the
above theorem comes with a caveat.
Remark 2. There may be a cyclic dependency between
the step size 1/ρ < λ of the algorithm and the choice of
λ. A smaller λ requires the choice of the step size 1/ρ
to be smaller, which may alter the limit point. This
makes it impossible to a-priori specify a feasible pair
of parameter λ and step size 1/ρ, as long as there exists
no uniform λ such that f is prox-regular everywhere.
As an exception to the above remark, a semi-convex
function f is prox-regular everywhere with uniform λ
as in, e.g., [1, 17]. Nonetheless, the semi-convexity as-
sumption is often too strong in practice, e.g., for piece-
wise convex functions studied in the next subsection.
4.2 Piecewise Convex Functions
In the remainder of this section we consider f : Rm →
R∪{∞} being a piecewise convex function with finitely
many pieces. Such a function can be expressed in
terms of a pointwise minimum over convex functions
(which include indicator functions):
f(z) := min
i∈I
fi(z),
with each fi : Rm → R ∪ {∞} proper, convex, lsc and
a finite index set I. Its Moreau envelope eλf is given
in terms of a pointwise minimum over the Moreau en-
velopes of the individual functions {fi}, i.e.,
eλf(z) = min
i∈I
eλfi(z),
and therefore remains nonsmooth. Due to [22, The-
orem 2.26], each individual piece eλfi is continuously
differentiable, as fi is convex, proper, and lsc. Practi-
cally, this class is relevant in statistics and machine
learning. For examples we refer to Sections 1 and
5. Even though f is prox-regular almost everywhere,
Theorem 2 cannot be applied conveniently due to the
fact that a qualified λ rather depends on the (a-priori
unknown) limit point. Hence, our goal is to prove
a more explicit optimality qualification for piecewise
convex f and a presumed λ, so as to overcome the
limitation of Theorem 2. To this end, we first define
the set of active indices at z as follows.
Definition 5 (active set). Let z ∈ Rm with f(z) finite.
The active index set Af (z) of f at z is defined as
Af (z) = {i ∈ I : f(z) = fi(z)} .
We will show that the following qualification condition
Af (z∗) ⊂ Aeλf (z∗ + λy∗) (15)
guarantees optimality of the limit points. In essence,
the condition requests that, after translation from z∗
to z∗ + λy∗, the same piece remains active with re-
spect to its Moreau envelope. We remark that for a
particular choice of the step size 1/ρ = λ, the active-set
condition (15) is achieved automatically, cf. Theorem
4.
In the following, we characterize the subgradient of f
in terms of the (convex) subgradients of the individual
pieces. In Lemma 3 we show that an inclusion holds
in a general setting. In Lemma 4 we show that this in-
clusion holds with equality for the Moreau envelopes if
the hypograph of eλf satisfies the linear independence
constraint qualification (LICQ).
Lemma 3. Let z ∈ Rm with f(z) finite. Then the
following inclusion holds:
∂f(z) ⊂
⋃
i∈Af (z)
∂fi(z). (16)
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Proof. Let y ∈ ∂f(z). By definition, we have zt → z
with f(zt) → f(z) and yt ∈ ∂ˆf(zt) with yt → y.
Since the active set is never empty we may choose it ∈
Af (zt) for each t. Since {it}t∈N is discrete and f(zt)→
f(z), there exists a subsequence {tj}j∈N ⊂ {t}t∈N such
that itj = i∗ for all j ∈ N with some constant i∗ ∈
Af (z). Since ytj ∈ ∂ˆf(ztj ) and fi∗(ztj ) = f(ztj ) and
since fi∗(·) ≥ f(·), we have
0 ≤ lim inf
z′→ztj
f(z′)− f(ztj )− 〈ytj , z′ − ztj 〉
‖z′ − ztj‖
≤ lim inf
z′→ztj
fi∗(z
′)− fi∗(ztj )− 〈ytj , z′ − ztj 〉
‖z′ − ztj‖ ,
which implies that ytj ∈ ∂ˆfi∗(ztj ) for all j. Passing
j →∞, we conclude that y ∈ ∂fi∗(z).
Lemma 4. Let v ∈ Rm with eλf(v) finite. Assume
that the set of active normals at v, which is defined by
Uv :=
{
(∇eλfi(v),−1)> : i ∈ Aeλf (v)
}
,
is linearly independent. Then (16) holds with equality
for the Moreau envelope eλf :
∂eλf(v) = {∇eλfi(v) : i ∈ Aeλf (v)} .
Proof. Note that, for each i ∈ Aeλf (v), eλfi is contin-
uously differentiable since fi is proper, convex, and lsc
(cf. [22, Theorem 2.26]). To show the desired result
we construct for any i ∈ Aeλf (v) a direction di ∈ Rm
such that for τ > 0 sufficiently small, i is the only
active piece at v + τdi, i.e., Aeλf (v + τdi) = {i}.
Then clearly eλf is differentiable at v + τdi with
∇eλf(v + τdi) = ∇eλfi(v + τdi), which proves that
∇eλfi(v) ∈ ∂eλf(v).
To this end, we define l := |Aeλf (v)| and the matrix
U ∈ R(m+1)×l such that U·,i = (∇eλfi(v),−1)> for
1 ≤ i ≤ l. For each i, let di ∈ Rm, βi ∈ R, αi ∈ Rl
such that (di, βi)
> = Uαi. Now choose the αi as
follows. Let γi ∈ Rl be the i-th unit vector. Since
by assumption U has full column-rank, the follow-
ing linear system U>Uαi = −γi has a unique so-
lution αi = (U
>U)−1γi. This implies that −1 =
〈∇eλfi(v), di〉 − βi < 〈∇eλfj(v), di〉 − βi = 0, for all
j ∈ Aeλf (v) \ {i}. For τ > 0 sufficiently small this
means that
〈∇eλfi(v), di〉+ o(τ)
τ
< 〈∇eλfj(v), di〉+ o(τ)
τ
(17)
and hence
eλfi(v + τdi) < eλfj(v + τdi), (18)
for all j ∈ Aeλf (v) \ {i}. Thus, we verify Aeλf (v +
τdi) = {i} for τ → 0+ as desired, and the conclusion
follows.
By characterizing the hypograph of f , i.e., hypo eλf :=
{(v, q) : q ≤ eλf(v)}, in terms of nonlinear constraints
q−eλfi(v) ≤ 0 for all i ∈ I, the assumption in Lemma
4 is equivalent to the LICQ applied to hypo eλf at the
point (v, eλf(v)).
We now conclude this section with two theorems,
which guarantee the stationarity of the limit points for
(1) under the proposed qualification conditions. The-
orem 3 applies to Algorithm 1, and Theorem 4 to Al-
gorithm 2.
Theorem 3. Let (u∗, z∗, y∗) be any limit point of the
sequence {(ut, zt, yt)}t∈N produced by Algorithm 1, and
v∗ := z∗ + λy∗. Assume linear independence of Uv∗
and the qualification condition (15). Then we have
0 ∈ ∂eλf(v∗)− y∗, (19)
and (u∗, v∗, y∗) corresponds to a critical point of the
regularized problem (1).
Proof. Conditions (13) and (14) follow as a direct con-
sequence of Theorem 1.
From Theorem 1 we know that 0 ∈ ∂f(z∗)− y∗. From
Lemma 3 we know there exists i∗ ∈ Af (z∗) such that
y∗ ∈ ∂fi∗(z∗). By the definition of v∗ we have v∗ ∈
z∗ + λ∂fi∗(z∗). Interpreting the inclusion as the opti-
mality condition of the proximal mapping of the con-
vex, proper, lsc function fi∗ , we have z
∗ = Pλfi∗(v∗).
By [22, Theorem 2.26] we have that for any λ > 0 it
holds that 1/λ(v∗ − Pλfi∗(v∗)) = ∇eλfi∗(v∗). Rear-
ranging the terms shows that 0 = ∇eλfi∗(v∗)− y∗. In
view of the assumption that i∗ ∈ Aeλf (v∗) and Uv∗ is
linearly independent, we apply Lemma 4 and obtain
y∗ = ∇eλfi∗(v∗) ∈ ∂eλf(v∗). This proves condition
(19) and concludes the proof.
Finally, we consider the case λρ = 1, i.e., when our
method specializes to Algorithm 2. We show in the
following theorem that the active-set condition (15)
is guaranteed by the algorithm, that solves the regu-
larized problem (1) without further assumptions. As
Algorithm 2 produces no Lagrange multiplier, we set
up the multiplier as yt := 1/λ(Aut − zt).
Theorem 4. Let (u∗, z∗) be any limit point of the se-
quence {(ut, zt)}t∈N produced by Algorithm 2. Define
v∗ := Au∗, y∗ := 1/λ(Au∗ − z∗). Then the following
statements hold true:
1. The qualification condition (15) is fulfilled.
2. Further assume that Uv∗ is linearly indepen-
dent. Then (u∗, v∗, y∗) is a critical point of (1),
i.e., conditions (19), (13) and (14) hold true.
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Proof. Define vt := Aut. Let (u∗, z∗) be a limit point
of the sequence {(ut, zt)}t∈N, and {tj}j∈N ⊂ {t}t∈N in-
dex the corresponding convergent subsequence. Due
to the z-update, we have ztj ∈ Pλf(vtj ). De-
fine z
tj
i := Pλfi(v
tj ) and note that ztj = z
tj
itj
for
some itj ∈ Aeλf (vtj ). Pick an arbitrary subsequence
{tjl}l∈N ⊂ {tj}j∈N such that itjl = i∗ is constant.
Then i∗ ∈ Aeλf (vtjl ) holds for all l and, due to the
continuity of eλf , in the limit we have i
∗ ∈ Aeλf (v∗).
Furthermore, ztjl = Pλfi∗(v
tjl ) holds. Since Pλfi∗
is nonexpansive, we obtain z∗ = Pλfi∗(v∗) by letting
l→∞.
Let i† ∈ Af (z∗), i.e., fi†(z∗) = mini∈I fi(z∗). Then
we have
eλf(v
∗) = fi∗(z∗) +
1
2λ
‖v∗ − z∗‖2
≥ fi†(z∗) +
1
2λ
‖v∗ − z∗‖2
≥ min
i∈I
min
z∈Rm
fi(z) +
1
2λ
‖v∗ − z‖2
= eλf(v
∗).
Thus we conclude i† ∈ Aeλf (v∗), which proves condi-
tion (15).
The second property follows from a similar argument
as in the proof of Theorem 3.
5 Numerical Experiments
In this section, we evaluate the performances of our
algorithms on optimizing the regularized model (1), in
comparison with existing methods, namely linearized
ADMM [5, 15], vanilla ADMM [7] and PALM [4]. In
particular, for both vanilla and linearized ADMM we
implemented prox-updates P1/ρeλf on eλf , and for our
algorithms and PALM we rather implemented prox-
updates P1/ρf on f . We show that our methods con-
sistently behave favorably in terms of lower objec-
tive value and vanishing optimality gap, in the tasks
of robust linear regression and joint feature selection
and semi-supervised learning with linear classifiers. In
view of (19), (13) and (14), the optimality gap is de-
fined as
gap := dist(0, ∂eλf(v
∗)− y∗)
+ dist(0, ∂g(u∗) +A>y∗) + ‖Au∗ − v∗‖.
Due to Lemma 4 and the relation between ∇eλfi and
Pλfi [22, Theorem 2.26], computing an optimality gap
is convenient.
5.1 Robust Linear Regression
In linear regression one is interested in reconstructing
a signal u ∈ Rn from noisy measurements b ∈ Rm.
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Figure 2: Experimental comparison on robust regres-
sion. Upper row: Comparison of primal-dual type
methods (linearized ADMM [5, 15], vanilla ADMM [7]
and Algorithm 1). Lower row: Comparison of primal
methods (PALM [4] and Algorithm 2). It is observed
that our algorithms converge to critical points of (1)
with low objective value. Both ADMM and PALM fail
to converge to a critical point of (1).
The forward model takes the form of
b = Au+ ,
where A ∈ Rm×n describes the linear sampling and
 ∈ Rm is a disturbance term.
Instead of plain least squares, we use the truncated
quadratic loss eλfi(vi) = min {ν, 12λv2i }, which is more
robust against outliers [23, 16]. We set g(u) = 0 and
the data term eλf(v) =
∑n
i=1 eλfi(vi) with fi(v) :=
ν‖vi‖0 chosen as the `0-norm.
We benchmark linearized ADMM [5, 15], vanilla
ADMM [7], PALM [4] and Algorithms 1 and 2 on
synthetic data. The entries of A ∈ R20000×10 and
b ∈ R20000 are i.i.d. and normal distributed. We fur-
ther degrade b with additive Gaussian and high im-
pulsive noise by adding a large constant to 60% of the
entries. We manually choose λ = 0.05 and ν = 0.01.
For both ADMM and our proposed Algorithm 1, a
warmup phase is launched, where the parameter ρ is
initialized with a small value and then grows exponen-
tially along iterations up to a value slightly bigger than
1/λ = 20. In practice, such configuration often leads
to lower objective values. To enforce convergence of
vanilla and linearized ADMM, we keep increasing ρ
until ρ = 8000 20. Yet, as shown in Figure 2, both
ADMM and PALM fail to converge to a critical point
of (1) evidenced by a non-vanishing optimality gap.
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Table 1: Comparison of linearized ADMM [5, 15], and Algorithm 1 on joint feature selection and semi-supervised
learning. The results are consistent with the previous experiment. Note that for the supervised case, due to the
convexity and smoothness of eλf , linearized ADMM and our algorithm converge to the same solution.
linearized ADMM Algorithm 1
l/N Test Error Objective ‖u‖0/d Iterations Gap Test Error Objective ‖u‖0/d Iterations Gap
0.10 % 1.00 % 138.62 1.00 % 60000 12 0.95 % 107.38 0.60 % 54518 1.2 · 10−5
0.50 % 1.00 % 138.29 0.40 % 60000 10 0.97 % 109.27 0.40 % 49880 1.1 · 10−5
5.00 % 1.05 % 132.57 2.59 % 60000 10 1.02 % 105.80 2.79 % 50313 1.3 · 10−5
7.00 % 1.10 % 127.23 3.59 % 60000 9.5 1.12 % 101.10 2.99 % 54876 1.2 · 10−5
9.00 % 1.05 % 127.52 4.38 % 60000 9.3 1.12 % 101.14 3.98 % 53439 1.2 · 10−5
10.00 % 1.12 % 128.95 4.38 % 60000 8.9 1.07 % 103.72 3.98 % 49452 1.1 · 10−5
100.00 % 1.40 % 116.34 47.61 % 56815 1.5 · 10−5 1.40 % 116.34 47.61 % 56815 1.5 · 10−5
In contrast, our Algorithm finds critical points with
lower objective values.
5.2 Joint Semi-supervised Learning and
Feature Selection
To further demonstrate versatility of our model, we
consider the problem of joint feature selection [3] and
semi-supervised learning with linear classifiers. We
use a Huberized semi-supervised SVM model [2, 12, 6]
and a nonconvex, sparsity-promoting regularizer on
the classifier. The overall task is to learn a classi-
fier from both labeled and unlabeled examples and,
simultaneously, select the features.
We set up the individual components of model (1) as
follows. Let N be the number of training examples,
among which l ≤ N examples are labeled and the rest
is unlabeled. Let X ∈ RN×d be the feature matrix and
u ∈ Rd the linear classifier. We introduce a linear con-
straint Xu = v. We model the term eλf as the sum of
two terms: the first corresponds to the N−l unlabeled
training examples; the second term corresponds to the
the labeled examples. More explicitly, the data term
reads
eλf(v) =
N−l∑
i=1
eλfi(vi) +
N∑
j=N−l+1
eλfj(vj).
For i ≤ N−l and fi(vi) = minθi∈{−1,1}(1−viθi)+, each
summand eλfi(vi) is a “symmetric Huberized hinge
loss” term, whose shape is depicted in Figure 1. For
j > N−l, the label θj ∈ {−1, 1} is fixed and eλfj(vj) is
the plain Huberized hinge loss for fj(vj) = (1−vjθj)+.
For feature selection, we promote sparsity on the clas-
sifier u by the `0-norm regularization. We also in-
clude a squared `2 norm, β‖u‖2, to control the margin
in the SVM model and ensure the coercivity of the
model. Altogether, the regularization term g is set up
as g(u) = α‖u‖0 + β‖u‖2. To avoid extremal solu-
tions, we fix the bias in the SVM model to the empir-
ical mean of the data, which amounts to solving the
NP -hard Furthest Hyperplane Problem (FHP) [13].
In Table 1 we benchmark linearized ADMM [5, 15] vs.
Algorithm 1 on synthetic data (N = 12000 examples)
that is not linearly separable and degraded by d = 500
additional feature components containing noise. We
manually choose α = 0.025, β = 0.416, λ = 0.5. We
stop the algorithm, when the difference of consecutive
iterates is below a threshold  = 10−7 or the maximum
number of 60000 iterations is reached. The results
are consistent with the previous example: Linearized
ADMM does not converge to a critical point within
the maximum number of iterations, except for the su-
pervised case l = N . In this case, Algorithm 1 and
linearized ADMM converge to the same result, due to
the convexity of f resp. smoothness of eλf .
6 Conclusion
In this work we have tackled highly nonconvex
Moreau-Yosida regularized composite problems, where
both terms in the objective are nonsmooth. Classi-
cal proximal splitting algorithms such as nonconvex
ADMM fail to converge for this problem class. To over-
come this limitation, we devised a novel primal-dual
proximal splitting algorithm that intrinsically regular-
izes the behavior of the dual variable. For piecewise
convex functions, we derived explicit qualification con-
ditions that guarantee convergence to a critical point
of the Moreau-Yosida regularized problem. We vali-
dated our method on the optimization of challenging
highly nonconvex machine learning objectives. For fu-
ture work we will address a randomized variant of our
algorithm suited to distributed computation in large-
scale machine learning.
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A Proofs
A.1 Proof of Lemma 1
Proof. (Statements 1 & 2) To show the lower bound-
edness of Qρ(u
t+1, zt+1, yt+1) we rewrite
Qρ(u
t+1, zt+1, yt+1) = f(zt+1) + g(ut+1)
+
ρ
2
‖Aut+1 − zt+1 − λyt+1‖2
+
1
2λ
‖Aut+1 − zt+1‖2
− 1
2λ
‖Aut+1 − zt+1 − λyt+1‖2.
Since ρ > 1λ we can further bound Qρ(u
t+1, zt+1, yt+1)
from below by the quadratic penalty Q(ut+1, zt+1) in
(7):
Qρ(u
t+1, zt+1, yt+1) ≥ Q(ut+1, zt+1).
We further bound Q(ut+1, zt+1):
Q(ut+1, zt+1) ≥ eλf(Aut+1) + g(ut+1),
which is bounded from below.
(Statement 3) We find an estimate for
Qρ(u
t+1, zt, yt) − Qρ(ut, zt, yt). By the def-
inition of ut+1 as the global minimum of
Qρ(·, zt, yt) + 12‖(·) − ut‖2M and M := 1σ I − ρA>A
positive definite for σρ‖A‖2 < 1, we have the estimate
Qρ(u
t+1, zt, yt) +
1
2
‖ut+1 − ut‖2M ≤ Qρ(ut, zt, yt).
We bound 12‖ut+1 − ut‖2M ,
‖ut+1 − ut‖2M = 〈ut+1 − ut,M(ut+1 − ut)〉
=
1
σ
‖ut+1 − ut‖2 − ρ‖Aut+1 −Aut‖2
≥
(
1
σ
− ρ‖A‖2
)
‖ut+1 − ut‖2.
This yields the estimate
Qρ(u
t+1, zt, yt)−Qρ(ut, zt, yt)
≤
(
ρ‖A‖2
2
− 1
2σ
)
‖ut+1 − ut‖2, (20)
which leads to a sufficient descent if σρ‖A‖2 < 1. The
optimality for the z-update guarantees
Qρ(u
t+1, zt+1, yt)−Qρ(ut+1, zt, yt) ≤ 0. (21)
Finally we bound the term
Qρ(u
t+1, zt+1, yt+1)−Qρ(ut+1, zt+1, yt) = −λ
2
‖yt+1‖2
+
λ
2
‖yt‖2 + 〈Aut+1 − zt+1, yt+1 − yt〉
+
ρ
2
‖Aut+1 − zt+1 − λyt+1‖2
− ρ
2
‖Aut+1 − zt+1 − λyt‖2.
Since 1ρ (y
t+1 − yt) + λyt+1 = Aut+1 − zt+1, we can
rewrite
− λ
2
‖yt+1‖2 + λ
2
‖yt‖2 + 〈Aut+1 − zt+1, yt+1 − yt〉
= −λ
2
‖yt+1‖2 + λ
2
‖yt‖2 + 1
ρ
‖yt+1 − yt‖2 + λ‖yt+1‖2
− λ〈yt+1, yt〉
=
λ
2
‖yt+1‖2 − λ〈yt+1, yt〉+ λ
2
‖yt‖2 + 1
ρ
‖yt+1 − yt‖2
=
(
1
ρ
+
λ
2
)
‖yt+1 − yt‖2.
We apply the identity ‖a + c‖2 − ‖b + c‖2 = −‖b −
a‖2 + 2〈a+ c, a− b〉 with a := −λyt+1, b := −λyt and
c := Aut+1 − zt+1 and obtain
ρ
2
‖Aut+1 − zt+1 − λyt+1‖2 − ρ
2
‖Aut+1 − zt+1 − λyt‖2
= −ρλ
2
2
‖yt+1 − yt‖2
− λρ〈Aut+1 − zt+1 − λyt+1, yt+1 − yt〉
= −ρλ
2 + 2λ
2
‖yt+1 − yt‖2.
Overall we have:
Qρ(u
t+1, zt+1, yt+1)−Qρ(ut+1, zt+1, yt)
=
(
1
ρ
− ρλ
2 + λ
2
)
‖yt+1 − yt‖2. (22)
Summing (20)–(22), we obtain the desired result:
Qρ(ut+1, zt+1, yt+1)−Qρ(ut, zt, yt)
≤
(
ρ‖A‖2
2
− 1
2σ
)
‖ut+1 − ut‖2
+
(
1
ρ
− ρλ
2 + λ
2
)
‖yt+1 − yt‖2.
(23)
A.2 Proof of Lemma 2
Proof. Since {Qρ(ut, zt, yt)}t∈N monotonically de-
creases by Lemma 1, it is bounded from above.
Since {Q(ut, zt)}t∈N is bounded from above by
{Qρ(ut, zt, yt)}t∈N and, furthermore, Q is coercive by
assumption, we assert that {ut}t∈N, {zt}t∈N are uni-
formly bounded.
Now we sum the estimate (23) from t = 1 to T and
obtain due to the lower boundedness of the iterates
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Qρ(u
t, zt, yt):
−∞ < Qρ(uT+1, zT+1, yT+1)−Qρ(u1, z1, y1)
≤
(
ρ‖A‖2
2
− 1
2σ
) T∑
t=1
‖ut+1 − ut‖2
+
(
1
ρ
− ρλ
2 + λ
2
) T∑
t=1
‖yt+1 − yt‖2.
Passing T → ∞ yields that ‖ut+1 − ut‖ → 0 and
‖yt+1 − yt‖ → 0 for ρ > 1/λ and σρ‖A‖2 < 1. From
1
ρ (y
t+1 − yt) = Aut+1 − zt+1 − λyt+1 we have that,
0 ≤ ‖zt − zt+1‖
= ‖zt − zt+1 +A(ut+1 − ut)−A(ut+1 − ut)
+ λyt+1 − λyt − λyt+1 + λyt‖
≤ 1
ρ
‖yt+1 − yt‖+ ‖A‖‖ut+1 − ut‖
+ λ‖yt+1 − yt‖ → 0,
and that ‖Aut−zt−λyt‖ → 0. Since {ut}t∈N, {zt}t∈N
are uniformly bounded, also {yt}t∈N are uniformly
bounded.
