In Huang (2010) [8] , a test of conditional independence based on maximal nonlinear conditional correlation is proposed and the asymptotic distribution for the test statistic under conditional independence is established for IID data. In this paper, we derive the asymptotic distribution for the test statistic under conditional independence for α-mixing data. The results of simulation show that the test performs reasonably well for dependent data. We also apply the test to stock index data to test Granger noncausality between returns and trading volume.
Introduction
The testing of conditional independence is important in statistics; one interesting application of such testing is variable selection. For instance, consider the following regression problem:
where ϵ is independent of (Z, X ) and f is a real-valued function. If Y and X are conditionally independent given Z , the variable X can be excluded from the model in (1) .
Suppose that X , Y and Z are continuous random vectors of dimensions d 1 , d 2 and d respectively. For testing whether X and Y are conditionally independent given Z , most tests in the literature deal with the case where the observations for (X, Y , Z ) are IID. See, for example, [11, 3, 9, 8] , etc.
When the observations for (X, Y , Z ) are weakly dependent, fewer tests are available in the literature. Su and White [14, 15] developed nonparametric tests based on a weighted Hellinger distance between conditional densities or the difference between conditional characteristic functions. Bouezmarni et al. [1] also proposed a nonparametric test based on the Hellinger distance of copula densities. In [14, 15, 1] , one motivation for constructing conditional independence tests for dependent data is to test Granger noncausality, which, according to Florens and Mouchart [5] and Florens and Fougere [4] , is a form of conditional independence. Specifically, a series {U t } does not Granger cause series {V t } if V t ⊥ (U t−1 , U t−2 , . . . , U t−p )|(V t−1 , V t−2 , . . . , V t−p ) for every p ≥ 1, where ⊥ denotes an independent relationship.
In this paper, we consider Huang's test statistic and derive its asymptotic distribution for α-mixing data. In order to measure the conditional association between X and Y given Z , Huang [8] uses a measure called the maximal nonlinear conditional correlation, which is defined as sup f ,g∈S * 0 Corr( f (X, Z ), g(Y , Z )|Z), (2) where S * 0 is the collection of ( f , g)'s such that E( f 2 (X, Z )) < ∞ and E(g 2 (Y , Z )) < ∞. Huang's test statistic is an estimator for a weighted average of estimators of maximal nonlinear conditional correlation at different evaluation points for the given variable Z . The test statistic also involves certain basis functions used to approximate the f and g in (2) . We show that the asymptotic distribution of Huang's test statistic for α-mixing data is the same as that for IID data if the number of evaluation points and the number of basis functions are held constant. This paper is organized as follows. In Section 2, we review the definition of maximal nonlinear conditional correlation and certain approximation results given in [8] , and state the asymptotic properties of the test statistic that we derive under α-mixing condition. Some simulation results and an application are in Section 3. Proofs are given in Section 4.
Review and main results
In this section, we review the definition of the maximal nonlinear conditional correlation ρ 1 (X, Y |Z), the approximation of ρ 1 (X, Y |Z) and the proposed estimator for ρ 1 (X, Y |Z = z) in [8] . Then, we consider Huang's test statistic for testing H 0 : ρ 1 (X, Y |Z) = 0 and present its asymptotic properties that we derive under α-mixing condition.
Definition, approximation, and estimation for maximal nonlinear conditional correlation
The maximal nonlinear conditional correlation ρ 1 (X, Y |Z) is essentially the maximum of E( f (X, Z )g(Y , Z )|Z) over S 0 , where S 0 is the collection of ( f , g)'s that satisfy the following conditions:
and
To avoid dealing with the existence of the maximum and the measurability of
where the supremum is defined as
where {(α n , β n )} is a sequence in S 0 that satisfies the following conditions.
To approximate
we consider S 0,p,q : the collection of all ( f , g)'s in S 0 such that f and g are in the spans of {φ p,j : 1 ≤ j ≤ p} and {ψ q,k : 1 ≤ k ≤ q} respectively, when Z is given. That is,
Suppose that the basis functions φ p,i 's and ψ q,j 's are selected so that there exists basis functions θ r,k 's such that
for every α and β such that E(α 2 (X, Z )) and E(β 2 (Y , Z )) are finite. Let X, Y and Z be the ranges of X , Y and Z respectively. Suppose that for each (p, q), there exist coefficients a p,0,i 's and b q,0,j 's such that
for every x in X and every y in Y. Let
Then, by Fact 2 in [8] , ρ 1 (X, Y |Z) can be reasonably approximated by ρ p,q (Z) if p and q are large. The statement of the fact is given below.
Fact 1 (Fact 2 in [8])
. Suppose that (5)- (7) hold and {p n } and {q n } are sequences of positive integers that tend to ∞ as n → ∞.
A remark follows.
• It is not difficult to find basis functions that satisfy (5) 
For z ∈ Z, letΣ φ,ψ,p,q (z),Σ φ,p (z) andΣ ψ,q (z) be the kernel estimators of Σ φ,ψ,p,q (z), Σ φ,p (z) and Σ ψ,q (z) respectively; in other words, every element
Henceforth, the estimatorρ p,q (z) will be abbreviated asρ(z) for each z in Z.
A test for conditional independence and relative asymptotic properties
The conditional independence test that we use in this paper is based onρ 2 (z) at different z's. Since eachρ(z) is determined by the kernel estimators of certain conditional expectations, we first derive their joint asymptotic distribution. Then, we use 
is the kernel density estimator of f Z : the Lebesgue pdf of Z . In order to avoid dealing with the boundary bias problem in kernel estimation, we consider a set Z 0 that is contained in the interior of Z so that points in Z 0 are away from the boundary of Z, and choose the z i 's from Z 0 . Our first result is with regard to the joint asymptotic distribution of kernel estimators of some conditional expectations.
In order to describe the assumptions, we first review the definition for α-mixing coefficients. For a strictly stationary process
{U t } is considered to be α-mixing if its α-mixing coefficient at lag s tends to 0 as s tends to ∞. 
(S4) There exist constants c 0 and c 1 such that
* is a kernel function defined on R 1 , and k 0 is a product kernel on R d that satisfies
Under the above conditions, the joint asymptotic distribution of kernel estimators of conditional expectations can be established, as stated in Lemma 1. The proof for Lemma 1 is provided in Section 4.1.
Lemma 1. Suppose that conditions
and 
Then, W n converges in distribution to a random vector
where Z * is multivariate normal with mean 0 and for
Now, suppose that the basis functions φ l 's and ψ m * 's are linearly independent. For the sake of convenience, for z ∈ {z 1 , . . . , z k }, we apply certain linear transformations to φ l 's and ψ m * 's to obtain new basis functions φ * l 's and 
The following theorem states the approximate distribution of the statistic
Theorem 2.
Suppose that the conditions in Theorem 1 hold and X and Y are conditionally independent given Z . Then, The proof of Theorem 2 is provided in Section 4.3. Theorem 2 is similar to Theorem 3.2 given in [8] . The main difference between the two is that Theorem 2 can be applied to α-mixing data. In addition, p and q are held fixed in Theorem 2, while they are allowed to depend on n and tend to ∞ as n tends to ∞ in Theorem 3.2 in [8] .
According to Theorem 2, a test that rejects H 0 if
is of approximate level α, where F * is the distribution function of
states that the test with rejection region in (10) is consistent if ρ p,q (z i ) > 0 for some selected z i . The proof for this theorem is provided in Section 4.4.
Theorem 3.
Suppose that the conditions in Theorem 1 hold and ρ p,q (z i ) > 0 for some i ∈ {1, . . . , k}. Then, for 0 < α < 1, the probability that (10) holds tends to 1 as n → ∞.
Simulation studies and application to S&P500 index data

Simulation studies
In this section, we conduct several simulation studies for illustrating the performance of our test. The data generating processes, labeled Data1-Data13, are described below. In order to make our simulation results comparable with those of the test proposed by Su and White [15] , some of our data generating processes (Data1-Data10) are the same as theirs.
Here, Data1-Data4, Data11 and Data12 are used for examining the level of the test, and Data5-Data10 and Data13 are used for checking the power.
Simulation studies based on asymptotic distribution of the test statistic
We first apply our test using the asymptotic distribution of the test statistic.
Parameter set-up: in order to apply our test, certain parameters need to be specified, including the kernel function k * , the kernel bandwidth h and the basis functions. For the sake of simplicity, in all the simulation experiments, we take the kernel bandwidth h to be cn −0.25 , where n is the sample size and c ∈ {0.5, 1, 1.5, 2}; we use the following kernel function:
In addition, the basis functions φ * Power results for different c's when n = 500 and n = 1000. respectively. For the choice of the evaluation points, we take z 1 = 0.78n Table 1 shows that the levels of the test are less than 0.05 for c = 0.5 and c = 1 and the powers of the test are larger for larger c's. It seems that when c = 1, the levels of the test are close to 0.05 and the power performance is fine.
Simulation studies based on local bootstrap
The test based on asymptotic distribution of the test statistic does not work well for small sample sizes. Fig. 1 shows that the distribution of the test statistic and the asymptotic distribution are quite different for Data11 when n = 100. For Data1-Data4 and Data12, we find similar patterns. When n = 200, the difference between the distribution of the test statistic and the asymptotic distribution become smaller but is still visible. To apply our test for small sample sizes, we consider the local bootstrap procedure proposed by Paparoditis and
Politis [13] . The local bootstrap procedure is described below. For a given sample {(X t , Y t , Z t )} n t=1 , a local bootstrap sample
is generated according to the following steps.
(a) Draw a random sample (Z * 1 , Z * 2 , . . . , Z * n ) from the empirical cumulative distribution functionF Z , wherê 
Here, the bandwidth b is taken to be n −0.2 and the kernel function k * is the probability density function for N(0, 1).
In order to determine the rejection region for a given sample, we repeat the above procedure to obtain bootstrap resamples and compute the test statistic nh
for the original sample and each local bootstrap resample. For a given level α, if the test statistic based on the given sample is larger than the (1 − α) quantile of the test statistics that are computed based on the local bootstrap resamples, we reject the conditional independence hypothesis at level α. The purpose of using the local bootstrap procedure is to generate a resample {(X *
such that the distribution of Z * , the conditional distributions of X * given Z * = z and Y * given Z * = z are close to the distribution of Z , the conditional distributions of X given Z = z and Y given Z = z respectively. In addition, since X * t and Y * t are generated independently given Z * t = z, they are conditionally independent given Z * t = z, irrespective of whether or not X and Y are conditionally independent given Z .
In these simulation studies, we choose the basis functions in (11) and (12) with p = q = 5. The evaluation points are {0.2, 0.4, 0.6, 0.8}, and the kernel bandwidth h to be cn −0.25 , where n is the sample size and c ∈ {0.5, 
Application to S&P500 index data
In this section, we apply the linear Granger causality test (hereafter denoted by Test LIN) and our conditional independence test (Test 1) in order to check the interaction between returns and volume for S&P500 index data at one day lag. There are 2514 observations for daily index returns and trading volume from January 2000 to December 2009, taken from Yahoo Finance. Here, the return for day t is defined as where P t is the index value for day t. Moreover, the trading volume for day t (in dollars), denoted by V t , is transformed into
The above transformations are commonly used in the analysis for financial data; for example, see [7, 1] . 
and the null hypothesis is
We use the notation R t−1 ̸ ⇒ V * t to denote the relation expressed in (13) or (14) . The notation V * t−1 ̸ ⇒ R t is defined analogously.
The p-values for Test LIN and Test 1 are provided in Table 4 . For Test 1, we use the same parameter set-up as in Section 3.1.1 and find both the return-to-volume and volume-to-return relationships are significant at the 5% level. However, for Test LIN, the volume-to-return relationship is not significant. These findings are consistent with the results obtained in [7, 1] .
To illustrate the implementation of our test for the d > 1 case, we also apply the test to test
The empirical CDF transforms are applied component-wisely. For instance, we transform (V * (15) and (16) are 0.017 and 0.370 respectively. It has been brought to our attention by an anonymous referee that our test rejected
but not the H 0 in (16) . A possible explanation for this result is that the impact of V * t−1 on R t given R t−1 can be explained by R t−2 . To check on this conjecture, we apply our test to test
and the test does not reject the H 0 in (17), which supports our conjecture.
Some remarks on the implementation of the test.
• It is recommended to choose evaluation points so that two evaluation points, z i and z j , are at least 2h away ( for each component) when a compact kernel supported on [−1, 1] d is used. In such case, theρ(z i ) andρ(z j ) are independent for IID data, which makes the distribution of the test statistic close to the derived asymptotic distribution. Since nh d → ∞, h cannot be too small, which implies that the number of evaluation points cannot be too large.
• We apply empirical CDF transforms to our data so that the distribution of each component of X , Y and Z is supported on [0, 1]. The transforms are data dependent and it is not clear whether the transformed data can be treated as if they were transformed by the true underlying CDF. The simulation results are fine, but further investigation is needed.
Proofs
In this section, we give proofs for Theorems 1-3 and Lemma 1. Before giving the proofs, we first define and recall some notations. Recall that k * is a kernel on R 1 and k 0 is a product kernel on R d defined by
Proof of Lemma 1
For simplicity, we prove the lemma only for the case where m = 2 and k = 2. For t = 1, 2, . . . , n, i = 1, 2 and j = 1, 2,
We can complete the proof using the following results (A1)-(A3).
(A1) Suppose that the conditions in Lemma 1 hold. Then, for 1 ≤ i, j ≤ 2,
(A2) Suppose that the conditions in Lemma 1 hold. Then,
From (A1), (A2) and the assumption that nh d+4 → 0, we have
where A ∼ B means that the distributions of A and B are the same. Apply (A3) and we have Lemma 1.
The proofs of (A1)-(A3) are given below.
• Proof of (A1). Note that
Note that from Corollary A.2 in [6] and the fact that for 2 < β < 2
From the above results,η j,1
• Proof of (A2). By the Cramér-Wold Theorem, it is sufficient to prove that c T Z * n converges in distribution to c T Z for any
We use ''big-small block'' arguments in [2, 12] to complete the proof. Assume that there exist
Then, we have c
+ζ k . In order to prove this lemma, it suffices to show that as n → ∞,
The verification of the above expression for σ 2 n is given in Section 4.5. We now prove these results respectively. From Lemma 18.2 in [10] , which is due to Volkonskii and Rozanov [16] ,
we obtain (1). In order to prove (2), we first consider W n2 . Note that
.
Computation of (P1). Note that from
and the fact that
we have that
Therefore,
Computation of (P2). Note that from Theorem A.5 in [6] ,
where (2) holds. By stationarity and the same arguments in (1), we have Var
n } is an empty set when n is large.
Therefore, (4) holds. This completes the proof.
• Proof of (A3). It is sufficient to prove that (X n1 , . . . ,
Note that II → E(e i(t T Y +s T c) ) and I → 0 by Lebesgue's dominated convergence theorem. Apply the continuous mapping theorem and we have (A3).
Proof of Theorem 1
We adopt the proof in [8] . For z ∈ {z 1 , . . . , z k }, let φ * 
. . . . . .
Then,
where
Note that under conditional independence, for 1 ≤ i ≤ k, A 2 (z i ) = C i C T i , where C i is the p × q matrix obtained by replacing elements in the first column and first row of g 1,2 (W 1,i ) with zero's, and g 1,2 (W 1,i ) is a random matrix whose elements are  IID N(0, 1) expect that the (1, 1) 
For 1 ≤ i ≤ k, let λ 0,i be the largest eigenvalue of A 2 (z i ). By (22)- (24),
Letf i ,ρ(z i ) and λ i : 1 ≤ i ≤ k be random variables such that the joint distribution of (f i ,ρ(z i )) : 1 ≤ i ≤ k is the same as (f Z (z i ),ρ(z i )) : 1 ≤ i ≤ k, and the joint distribution of (ρ(z i ), λ i ) : 1 ≤ i ≤ k is the same as (ρ 0 (z i ), λ 0,i ) :
The proof of Theorem 2 is complete.
Proof of Theorem 3
Suppose that ρ(z i ) > 0 for some z i . Then, we have
and we have
 for large n. From Theorem 1,
