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1. INTRODUCTION AND SUMMARY 
The purpose of this paper is to extend the results in Mathew, Sinha, and 
Sutradhar [6,7] on the nonnegative estimation of two variance 
components in balanced models to unbalanced models. Let y be an Nx 1 
normally distributed random vector with 
E(Y)=w Cov( y ) = dz, + 0: v, (1.1) 
where X is a known N x rn matrix, B is an m x 1 vector of unknown 
parameters, IN denotes the N x N identity matrix, V is a known non- 
negative definite matrix, and G* and rr: are the unknown variance com- 
ponents (a’ > 0, cr: > 0). The problem we shall address is the nonnegative 
estimation of 0: and c*. We shall consider estimators that are mostly quad- 
ratic forms in y, i.e., quadratic estimators. In the sequel some nonquadratic 
estimators will also be developed. It is well known that there is no 
nonnegative quadratic unbiased estimator for estimating 0: (see [4]). 
Evidently then the nonnegative quadratic estimators of crf developed in this 
paper are biased. 
We will be considering estimators that are invariant under the group 
of transformations y + y + Xcl, where a E R” is any m x 1 vector. Let 
r = rank(X), t = N - Y, and let Z be an N x t matrix satisfying Z’X = 0 and 
Z’Z = I,. Writing u = Z’y and V, = Z’VZ, we have 
E(u) = 0 and Cov(u) = 21, + CJ; v,. (1.2) 
An invariant estimator of rr: or rJ* is obviously a function of u. 
Let s = rank( I’, ) and let 1, > A, > . . . > 1, > 0 be the g distinct non-zero 
eigenvalues of V, with respective multiplicities m,, m2, . . . . mg. Clearly 
C;= i mi = s. Throughout the paper, we assume that t-s > 0. Consider the 
spectral decomposition 
V, = i &E;, (1.3) 
i= 1 
where Ei is an idempotent matrix of rank mi and E,E,=O (i#j; 
i, j= 1, 2, . . . . g). Write Eg+ , =Z-C;=, Ej and mg+i=rank(E,+,)=t-s. 
Then it is known that the quadratic forms 
ef = u’Eiu (i = 1, 2, . . . . g + 1) (1.4) 
form a set of minimal sufficient statistics for the normal family of distribu- 
tions of u in (1.2) (see [S, p. 8801). Furthermore, the et’s are independent 
(i= 1, 2, . . . . g+ l), 
et - (a* + A,cJ~) ~2, (i= 1, 2, . . . . g), 
ei+ 1 - ~2x:,-sj. 
(1.5) 
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The balanced case considered by Mathew, Sinha, and Sutradhar [6] 
corresponds to g= 1, in which case the minimal sufficient statistic (et, e:) 
is also complete. When g > 1, due to the lack of completeness of the mini- 
mal sufficient statistic, unbiased estimators of 0: and 0’ are not unique. In 
particular, the ANOVA estimator 8TA of C: (8: of a’) and the minimum 
norm quadratic unbiased estimator (MINQUE; see [9]) &,, of 0: ((i’, of 
c2) are distinct. These are given by 
-2 cr l‘4=&{~l+~~:+l]~ 
1 2 +-e 
*-s g+l’ 
(1.6) 
(1.7) 
B ^TM= {ttr v:-(tr V,)2}-1 {tu’V,u-(tr V1)u’u}, 
and 
(1.8) 
&&={ttr VT-(tr V,)2}p1 {(tr VT)u’u-(tr V,)u’V,u}. (1.9) 
In Section 2, for the estimation of of, we have obtained sufficient condi- 
tions for the existence of a nonnegative invariant quadratic estimator 
(IQE), uniformly better than every unbiased IQE, in the sense of having a 
smaller mean squared error (MSE). This is obviously quite a powerful 
result. The nonnegative IQE we have considered is a scalar multiple of 
u’V: II, where, for T/, given in (1.3) V: denotes its Moore-Penrose 
generalized inverse, i.e., VT =Cf= 1 (l/J,) E,. This choice of the non- 
negative IQE follows quite naturally in our context when ts2 is small 
(because u’V: u happens to be a complete sufficient statistic for e: if indeed 
a2 = 0). Among such multiples, we have also characterized those which are 
admissible. (For a characterization of all admissible IQEs of a:, we 
refer to Gnot and Kleffe Cl] and, for a characterization of all admissible 
IQEs of 0: that are also nonnegative, we refer to Gnot, Kleffe, and 
Zmyslony [2].) It turns out that for the unbalanced one-way model, which 
is discussed as a special example of the mixed model (1.1 ), u’ I’,+ u is not a 
scalar multiple of the usual sum of squares due to treatments, although 
such multiples are quite natural. For this special model, we have obtained 
conditions on the number of treatments (k) and the treatment replication 
numbers (n = (n,, . . . . n,)‘) under which 8:, can be uniformly improved by 
a multiple of the treatment sum of squares. Some numerical computations 
in the unbalanced one-way model showing the amount of improvement in 
MSE over the MINQUE and the ANOVA estimators of 0: are reported 
in Table I for some choices of k and n. 
Section 3 deals with the estimation of rr2. It is well known that Si 
can be improved by the biased estimator 6, = (l/(2 -s + 2)) ei+ 1. We 
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demonstrate that, quite generally, 6, can be uniformly improved using non- 
quadratic nonnegative estimators in two ways. One such estimator is 
obtained using the idea of a testimator due to Stein [13]. A second class 
of nonnegative improved estimators is exhibited following an approach due 
to Strawderman [14]. Some technical details leading to these results are 
deferred to an appendix in Section 4. 
We point out that the unbalanced case offers some features that are 
quite distinct from the balanced case considered in Mathew, Sinha, and 
Sutradhar [6, 71. To begin with, in the balanced case, b:, and 6: are 
respectively the UMVUEs of 0: and a2 among the invariant unbiased 
estimators. Consequently, the problem of improved nonnegative estimation 
of crf in the balanced case reduces to deriving nonnegative estimators 
uniformly better than just tifA. This evidently results in a much less com- 
plicated situation, providing a simpler and clearer goal compared to the 
unbalanced case. Since there is no unique unbiased IQE in the unbalanced 
case, a natural goal is to look for a nonnegative IQE that provides uniform 
MSE improvement over every unbiased IQE of 0:. This is a much harder 
problem and is expected to admit a solution only under more restrictive 
conditions on the underlying design. Another notable point of departure 
from the balanced case is that, for improving c?fA using a nonnegative IQE, 
it is enough to consider in the balanced case an estimator of the type ae: 
(a 2 0). On the other hand, such a simple and well-defined class of non- 
negative IQEs may not suffice in the unbalanced case. In Section 2, we 
have considered estimators of the type au’l/: u (a > 0). With such a choice 
of the nonnegative IQE, the problem considered in Section 2 becomes more 
tractable. However, even though we could justify the choice of the non- 
negative IQE au’ l’: u (a 2 0) when e2 is small relative to crf (see the 
discussion below Eq. (1.9)), it is not clear if there is a more appropriate 
choice of the nonnegative IQE that will provide MSE improvements over 
every unbiased IQE of 0:. Such issues certainly do not arise in the balanced 
case. 
In the same vein, for estimating a2, there are several unbiased IQEs in 
the unbalanced case. However, di is the unique unbiased IQE (as a 
function of the minimal sufficient statistic) that is also nonnegative (see 
Section 3 for a proof of this fact). Because of this, we have only considered 
the problem of improving &:, and its best multiple &,, in Section 3. It 
should be noted that the improved estimators proposed in Section 3 may 
or may not be better than unbiased IQEs of 0’ other than 8;. Obviously, 
such a line distinction between the various unbiased IQEs of a2 does not 
arise in the balanced case. It should also be noted that although the 
method of proof of the main theorems in the unbalanced case resembles 
that in the balanced case, technical details are much more involved. 
An important aspect of the nonnegative estimation problem that is valid 
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only in the balanced case is that solutions obtained for models that involve 
only two variance components are immediately applicable to general 
balanced mixed models involving any number of variance components. 
This fact is used in Mathew, Sinha, and Sutradhar [IS] to derive improved 
nonnegative estimators for any variance component in such a general 
balanced model. This observation is clearly not true in the unbalanced case 
and the problem of deriving satisfactory nonnegative estimators of variance 
components in unbalanced models that involve more than two variance 
components still remains open. 
2. NONNEGATIVE INVARIANT QUADRATIC ESTIMATION OF 0: 
As pointed out in the introduction, if g > 1 in (1.3), the minimal sufficient 
statistic {et, i = 1, 2, . . . . g+ l} in the model (1.2) is not complete and there 
will exist many unbiased estimators of 0:. Moreover, none of these 
unbiased estimators of of, which are functions of the minimal sufficient 
statistic, is nonnegative. Hence, our first attempt is to obtain conditions 
under which a biased nonnegative IQE will be uniformly better than every 
unbiased IQE of 0:. 
Let U’AU = Cig_fi’ a,ef be an IQE of oi, where we write A = Cig_+l1 aiEi. 
Then, using the distributional property in (1.5), the MSE of u’Au can be 
computed as 
If B = C;L=‘1, biEi, then it is obvious that u’Bu = C;2i’ b,eT is an unbiased 
estimator of UT if and only if C,“=‘,l mibi = 0 and Xi”= 1 m,b,& = 1. Also, the 
coefficients of 0’, a;l, and 2~7~0: in the variance of u’Bu are respectively 
2Cig_+t m,b?, 2 ~fzlrniLfbf, and 2Cig_lmilZibf. It can be verified that the 
minimum values of these expressions (subject to the unbiasedness condi- 
tions) are resepctively 2t/(t tr V: - (tr Vi)*}, 2/s, and 2/tr V,. Suppose 
a,>O, Vi, so that U’AU is nonnegative. It then follows from the above dis- 
cussion that (2.2) and (2.3) below are necessary conditions for u’Au to have 
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a uniformly smaller MSE than every unbiased IQE of 0:. Furthermore, 
(2.2), (2.3), and (2.4) are sufficient: 
g+l g+l 
( > 
2 
2Cm,af+ Cm;a; < 
2t 
i= I i=l 
t tr( V:) - (tr Vi )’ 
2 i m,ltaf+ i m;;l;U;-1 1 2<1 
,=l ( ,=l > 
2 !l rn,L,af + (1:: miai)($l m;Aiai- 1) G&. 
(2.2) 
(2.3) 
(2.4) 
We first show that for satisfying the inequality (2.3), it is enough to con- 
sider estimators which are scalar multiples of u’V: u. For this, it is enough 
to exhibit E >O such that the expression on the left-hand side (LHS) of 
(2.3) (which corresponds to A = zig_+,’ a,E,) is equal to the same expression 
corresponding to A i = E C;= i (l/A,) Ei. In other words, we have to show 
that there exists E > 0 satisfying 
s2s(s+2)-2&s+ 1=2 i mJfaf+ i 
( 
2 
miJ.iai- 1 . 
i=l i=l ) 
(2.5) 
We note that the LHS of (2.3) is a minimum with respect to als when 
A = (l/(s + 2)) C;= i (l/A,) Ei = (l/(s + 2)) VT and the minimum value is 
2/(s + 2). Thus 
2 2 
2 i m;AfUf+ i m;A;U;- 1 3- 
( 1 
(2.6) 
,=l i= I s+2’ 
Noting that the coefficient of E is negative in the quadratic equation (2.5) 
in E, it follows that (2.5) has a positive root if 
4s2-44s(s+2) 
i 
l-2 5 m;Afaf- i m,Aiai-1 
i=l ( 
2 
i=l H 
20. 
However, this holds in view of (2.6). We therefore restrict our attention to 
estimators of the form EU’V: u. For such an estimator, (2.3) is equivalent 
to 2s~~ + (ES - 1)2 G 2/s or, equivalently, to max (0, (s - 2)/.s(s + 2)) d E < 
l/s. Moreover, note that when E is in the range 
(2.7) 
the estimator EU’V: u also satisfies (2.4). It only remains to derive the 
condition on E so that (2.2) holds. For the estimator .&I/: u, noting that 
tr VT = xi”=, (mi/Ai) and tr( VT )’ = C;= i (mJlf), (2.2) simplifies to 
E2{2tr(V2)+(tr T)2)9ttr(V2)f(tr v 
I  1 
I” (2.8) 
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Thus if E satisfies (2.7) and (2.8), it also satisfies (2.2), (2.3), and (2.4). Let 
[ 
2t 1 
v2 
s*= (ttr(V:)-(tr V,)‘}{2tr(VT2)+(tr VT)‘} ’ (2.9) 
We now prove the following theorem. 
THEOREM 2.1. Consider the model ( 1 .l ) and let E* be given by (2.9). (i) 
If s = 1 or 2, the nonnegative IQE EU’ VT u has a uniformly smaller MSE 
than every unbiased ZQE of a: whenever 0 ,< E < min (E*, l/(s f 2)). (ii) For 
sa 3, the nonnegative IQE EU’V: u has a uniformly smaller MSE than 
every unbiased ZQE of o: if and only if (s - 2)/s(s + 2) GE*. When this 
condition holds, the estimator EU’V,~ u has the stated property whenever 
(s-2),/s(s+2)6s~min(~*, l/(s+2)j. 
Proof (i) When s= 1 or 2, we note that (2.7) and (2.8) hold 
simultaneously if and only if 0 Q E < min (E*, l/(s + 2)). The proof of part 
(i) is complete, since if E satisfies (2.7) and (2.8), then the estimator EU’V: u 
satisfies (2.2), (2.3), and (2.4). 
(ii) Suppose s > 3. Note that there exists E satisfying (2.7) and (2.8) 
if and only if E = (s- 2)/s(s+ 2) satisfies (2.8) or, equivalently, 
(s- 2)/s(s + 2) <<E*. The rest of the proof is similar to the proof of part 
(0. I 
Remark 2.1. We have not been able to conclude if, in the context of 
Theorem 2.1, it is indeed enough to consider IQEs that are scalar multiples 
of u’V: u. In other words, it is not clear if there will exist a nonnegative 
IQE different from a scalar multiple of u’V: u uniformly better than every 
unbiased IQE of G: when a nonnegative scalar multiple of u’Vi+ u fails to 
satisfy this requirement, although, as noted before, such scalar multiples 
are natural candidates in this context. 
We now prove an admissibility result in a somewhat restricted context. 
THEOREM 2.2. If E 20, the estimator EU’V: u Vor estimating CT:) is 
admissible among all estimators that are scalar multiples of u’V: u if and 
only lj- E < I/(s + 2). 
Proof: Let 0 = o:/a2. It is readily verified that the MSE of EU’V: u is a 
minimum at 
&* = {s + (2/e) C” 
s + (l/e) Cf= 1mil4 
t=1 mj/J-j}(s + 2) + C11e2)C2 Xi”= I millt + (Cf= * milni)‘l’ 
Note that E* < l/(s + 2). Suppose E > l/(s + 2). Since the MSE of EU’V: u is 
convex in E and since E, < l/(s+2)<~, it follows that (l/($+2)) u’V:u 
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has a smaller MSE than EU’V: II, thus proving its inadmissibility. The 
converse follows by using arguments similar to those in the proof of 
Theorem 2.2 in Mathew, Sinha, and Sutradhar [6]. 1 
The remainder of this section deals with the unbalanced one-way 
random effects model. It is readily verified that the treatment sum of 
squares, say SS,,, is given by SSlr=C;=, ef. Thus the estimator EU’V: u 
in Theorem 2.1 is not a scalar multiple of SS,,. We shall now explore 
the possibility of improving the ANOVA estimator & of cr: using scalar 
multiples of SS,,. 
Let there be k treatments and let nj denote the replication number for the 
ith treatment. Write n = (n 1, . . . . nk)‘, Cr=, ni = N, and J, = l,lk, where 1, 
is the m x 1 vector of ones. If y is the N x 1 vector of observations, then 
E(Y) = PlN? where p is the general mean and Cov(y) = a2Z, + CJ: V, where 
V = diag(J,, , . . . . J,, ). Furthermore, 
L J, , , . . . , 
nl > I 
-;JN y. 
We shall derive the conditions under which an estimator aSS,, (for 
~20) will be uniformly better than the ANOVA estimator of 0:. 
Straightforward algebra gives 
E(aSS,, - cry 
=a4a2(k-l)(k+l) 
+o: 2$ N 1 ;+ C i { “‘( 2 n* ( n2~--2N,nf’)+[~(N2-~nf)-l~~ 
+2c2cf{2~(~‘-~n2),a,k-lj[~(N2-~nj)-l]~. 
(2.10) 
The variance of the ANOVA estimator of r~: is given by (see Searle 
Cl% P. 4741) 
2N2(N- l)(k- 1) 
“@:A)= C-J4 (N- k)(N2 _ ~42 
(2.11) 
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For comparing (2.10) with (2.1 l), consider the following inequalities 
similar to (2.2), (2.3) and (2.4): 
a2(k- l)(k+ l)< 
2P(N- l)(k- 1) 
(N-k)&: 
2a2 
Nsl+a(k-l) (2.14) 
where 
and 
E,=N’-xnf (2.15) 
.s2=N2xn?+ En’ -2Nxn’. 
( ) 
2 
(2.16) 
Obviously (2.12) and (2.13) are necessary conditions for aSS,, to be 
uniformly better than 8fA. Inequalities (2.12), (2.13), and (2.14) are, of 
course, sufficient. We shall show that (2.13) implies (2.14), so that (2.12) 
and (2.13) are necessary and sufficient. Note that (2.13) can be written as 
{ 
a (2&z+&?) (&22E2) 
z E, - 
ET }{+}a 
which gives 
max o N&W N 
’ El (ET + 282) 
da<--. 
El 
(2.17) 
It is readily verified that (2.17) implies (2.14). Thus we need to characterize 
scalars a>0 satisfying (2.17) and (2.12). Let 
(2.18) 
Arguing as in the proof of Theorem 2.1, we obtain the following result. 
THEOREM 2.3. Consider the unbalanced one-way random effects model 
and let Ed, c2, and a, be as given in (2.15), (2.16), and (2.18), respectively. 
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(i) If&f < 2c2, the nonnegative ZQE aSS,, has a uniformly smaller MSE than 
e:, whenever O<a<min{a,, N/E,). (ii)Zf s:>2s2, there exists a>0 such 
that the estimator a%,, has a uniformly smaller MSE than 6:, if and only 
if N(E: - ~E~)/E~ (E: + 25) <a,. When this condition holds, aSS,, has the 
stated property whenever N(E: - ~E~)/E, (E: + 2~~) <a < min {a,, N/E, }. 
If the conditions specified in Theorem 2.1 (with t = N - 1 and s = k - 1) 
are satisfied by the one-way unbalanced model, then clearly we have a 
scalar multiple of u’VT u better than every unbiased IQE of CT (in par- 
ticular, better than the ANOVA estimator and the MINQUE of cr:). On 
the other hand, if the conditions in Theorem 2.3 hold we have a scalar 
multiple of SS,, uniformly better than the ANOVA estimator of cf. Below 
we have identified a few unbalanced situations where the above conditions 
in Theorem 2.1 and/or those in Theorem 2.3 hold and have computed the 
amount of risk improvement of the proposed estimators compared to 
the ANOVA estimator and the MINQUE. These appear in Table I. By 
evaluating the approporiate expressions the following can be verified: 
1. For k= 5, n, = 30, and ni= 2 (i= 2, 3,4, 5), the conditions in 
Theorem 2.3 (ii) hold. However, the necessary and sufficient condition in 
Theorem 2.1 (ii) is not satisfied. (By direct computation, we get E, = 0.0830 
and (s - 2)/s(s + 2) = (k - 3)/(k - l)(k + 1) = h = 0.0833). In other words, 
in this case c?:* can be uniformly improved using a scalar multiple of SStr, 
although not every quadratic unbiased estimator can be improved by using 
nonnegative IQEs as indicated in Theorem 2.1. 
2. For k = 5, n, = 25, and nj = 2 (i = 2,3,4, 5), it can be verified that 
the conditions in Theorem 2.1 (ii) and Theorem 2.3 (ii) are satisfied. In 
other words, in this case c?TA can be improved using a scalar multiple of 
SS,, and also every quadratic unbiased estimator of 0: can be improved 
using a nonnegative IQE as mentioned in Theorem 2.1. 
3. For k = 5, n, = n, = 20, and n3 = n4 = n5 = 2, it holds that ET < 2~~. 
Thus in this case, the conclusions in Theorem 2.3 (i) are valid. 
4. In Mathew, Sinha and Sutradhar [6], it is shown that in balanced 
models, i.e., when g = 1 in (1.3), 8TA can be uniformly improved using a 
nonnegative IQE only when k< 9. Our numerical computations indicate 
that the same conclusion is true in the unbalanced situation as well. But we 
have not been able to prove this fact analytically. 
In Table I, we have reported the MSEs and squared biases of several 
competing estimators of the random effect variance component I$ for the 
unbalanced one-way model. In Table I, n denotes the vector of treatment 
replications, &;A and &, respectively denote the ANOVA estimator and 
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TABLE I 
MSEs and Squared Biases of 8tA, diM, 8:,, 8&, 8i3, and S:, for the One-Way Unbalanced 
Model with a2 = 1 
4 0.1 0.3 0.5 1.0 4.0 9.0 
n = (3, 3, 5, 5, 7, 7)’ t:* 
e, 
6 
n=(l, 1, 1, 1, 13, 6 
13)’ Gi 
6, 
42 
e3 
2 14 
0.039 
0.043 
0.018 
WC@) 
0.010 
(0.010) 
0.007 
(0.001) 
0.010 
(0.010) 
0.041 
0.042 
0.040 
(0.018) 
0.010 
(0.002) 
0.03 1 
(0.013) 
0.006 
(O.C@o) 
0.046 
0.044 
0.165 
(0.080) 
0.048 
(0.017) 
0.028 
(0.010) 
0.003 
(O.ocQ) 
0.067 0.192 0.401 1.283 17.430 
0.059 0.265 0.620 2.156 30.867 
0.376 0.399 0.445 0.659 4.945 
(0.217) (0.167) (0.124) (0.04J) (0.420) 
0.115 0.099 0.116 0.297 5.585 
(0.057) (0.016) (0.~) (0.076) (3.956) 
0.021 0.046 0.110 0.450 7.827 
(0.007) (O.c@o) (0.015) (0.141) (3.613) 
0.010 0.090 0.250 1.000 16.000 
(0.010) (0.090) (0.250) (l.ooo) (16.ooO) 
0.186 
0.229 
0.058 
(0.006) 
0.090 
(0.090) 
0.052 
(0.020) 
0.090 
(0.090) 
0.109 
0.122 
0.063 
(0.006) 
0.026 
(0.006) 
0.054 
(0.003) 
0.027 
(0.010) 
0.128 
0.151 
0.188 
(0.051) 
0.050 
(O.ooo) 
0.05 1 
(0.008) 
0.035 
(0.026) 
0.447 
0.563 
0.138 
(0.031) 
0.250 
(0.250) 
0.143 
(0.067) 
0.250 
(0.250) 
0.211 
0.246 
0.109 
ww 
0.075 
(0.036) 
0.101 
(O.ooa) 
0.082 
(0.050) 
0.255 
0.323 
0.234 
(0.029) 
0.084 
(0.010) 
0.103 
(0.002) 
0.112 
(0.094) 
1.595 
2.044 
0.513 
(0.183) 
1.000 
(l.oof-)) 
0.577 
(0.304) 
1.C00 
(l.ooo) 
0.620 
0.748 
0.323 
(0.016) 
0.336 
(0.226) 
0.325 
(0.026) 
0.373 
(0.278) 
0.775 
1.043 
0.448 
(0.001) 
0.309 
(0.148) 
0.362 
(0.052) 
0.509 
(0.045) 
23.378 
30.337 
8.013 
(3.714) 
16.000 
(16.000) 
9.338 
(5.340) 
16.000 
(16.000) 
7.656 
9.535 
4.609 
(0.964) 
6.104 
(4.792) 
4.861 
(1.151) 
6.702 
(5.524) 
9.957 
14.005 
4.734 
(0.690) 
5.859 
(4.403) 
5.757 
(1.756) 
8.946 
(8.230) 
116.413 
151.404 
40.513 
(19.600) 
81.000 
(81.000) 
47.398 
(27.492) 
81.000 
(81.000) 
36.840 
46.174 
23.180 
(5.810) 
31.718 
(25.465) 
24.572 
(6.719) 
34.707 
(29.036) 
48.344 
68.530 
23.305 
(5.104) 
31.109 
(24.558) 
29.387 
(9.953) 
46.093 
(42.617) 
85.677 
152.989 
23.516 
(4.134) 
30.398 
(23.485) 
40.449 
(19.729) 
81.000 
(81.000) 
Table continued 
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TABLE I-(Continued) 
0: 
II = (3, 3, 3, 5. 5 
5. 7, I, 7)’ 
n = (1. 1, 1,5, 5, 
5.9, 9,9 )’ 
n=(l, 1, 1, 1, 1, 
1, 1, 19, 19)’ 
0.1 0.3 0.5 1.0 4.0 9.0 
rf2 1.4 0.025 
6.4 0.026 
e, 0.044 
(0.026) 
CL?* 0.019 
I2 (0.009) 
., 
53 0.033 
(0.019) 
6f, 0.013 
(0.005) 
G 0.028 
-* 
OIM 0.026 
d2 II 0.177 
(0.109) 
-2 612 0.088 
(0.049) 
-2 013 0.030 
(0.017) 
2 14 0.078 
(0.002) 
c;, 0.047 
-2 OiM 0.044 
IP 
” (E:, 
3 
I2 
0.272 
(0.188) 
.1 
53 0.021 
(0.009) 
-2 
VI4 0.007 
(007) 
0.068 0.132 
0.076 0.155 
0.060 0.092 
(0.015) (0.007) 
0.026 0.052 
(0.ooo) (0.004) 
0.049 0.082 
(0.009) (0.003) 
0.021 0.052 
(0.ooo) (0.010) 
0.078 0.156 
0.092 0.198 
0.193 0.225 
(0.084) (0.062) 
0.082 0.095 
(0.020) (0.004) 
0.047 0.084 
(0.006) (0.001) 
0.020 0.06 1 
(0.004) (0.027) 
0.148 0.323 
0.23 1 0.566 
0.538 0.570 
(0.327) (0.283) 
0.244 0.237 
(0.125) (0.075) 
0.039 0.096 
(0.ooo) (0.009) 
0.076 0.219 
(0.076) (0.219) 
0.388 4.807 
0.472 6.045 
0.242 3.242 
(O.ooo) (0.384) 
0.206 3.753 
(0.070) (2.146) 
0.241 3.451 
(0.003) (0.493) 
0.224 4.139 
(0.099) (2.581) 
0.479 6.191 
0.641 8.644 
0.375 3.375 
(0.022) (0.203) 
0.217 3.574 
(0.019) ( 1.790) 
0.270 4.163 
(0.012) (0.815) 
0.290 5.440 
(0.185) (4.068) 
1.082 15.295 
2.052 30.396 
0.720 3.720 
(0.186) (0.028) 
0.306 3.345 
(0.005) (1.269) 
0.404 7.288 
(0.112) (3.139) 
0.898 14.628 
(0.896) (14.602) 
23.142 
29.294 
16.242 
(2.623) 
19.664 
(12.005) 
17.412 
(3.162) 
21.635 
(14.130) 
30.100 
42.335 
16.375 
(2.104) 
19.168 
(11.141) 
21.233 
(4.953) 
28.411 
(21.737) 
75.774 
151.654 
16.720 
(1.365) 
18.411 
(9.774) 
37.925 
(17.366) 
74.302 
(74.170) 
Note. The squared biases are given in parentheses. 
the MINQUE of a:, and c!Ti (i = 1,2, 3,4) denote four estimators we have 
proposed in this section, given by 
“2 - 
1 
G- “-(k+*)U’w~ 
t 0 if kQ3 
if k 2 4, 
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-2 - u 
14- N(E;-24 ss 
E&:+2&2) lr 
if E:>~E~. 
In Table I, the squared biases are given (within brackets) only for the four 
estimators u:; (i = 1,2, 3,4), since CL?:* and 8:, are unbiased. We note that 
the estimators tif, and c$, are respectively of the form sOu’V:u and 
~OSL where Ed is the smallest possible value of E in Theorem 2.1 and a, 
is the smallest possible value of a in Theorem 2.3. The estimators c?:, and 
6f3 were included in the numerical comparisons since the coefficient of 0’: 
in MSE(su’V: u) and MSE(aSS,,) are respectively minimized by 
E= l/(k+ 1) and a= NE,/(E~ + 2~~). Thus the estimators c?:, and S& are 
expected to perform well when C: is large relative to 02. The values of k 
and the vector n in Table I are selected from those considered by Swallow 
and Monahan [ 151. The results in Table I correspond to 0’ = 1. Among 
the vectors n we have considered, dT2 is obviously zero for the case k = 3. 
It can be verified that the vector n = (3, 3, 5, 5,7,7)’ satisfies the condition 
in Theorem 2.l(ii) and the remaining choices do not satisfy this condition. 
The choices (3, 15,27)’ and (1, 1, 1, 1, 13, 13)’ satisfy s:<2e2. The remain- 
ing choices of n in Table I satisfy E: > 2e2 along with the condition in 
Theorem 2.3(ii). For the values of n considered in Table I, the significant 
reduction in MSE achieved by the proposed estimators over d:, and 6fM 
is obvious. However, the estimators 8:, and ST, have a substantial amount 
bias. If CS:/CJ’ is not very small, the estimator 8:, has a definite edge over 
the others, in terms of MSE. Furthermore, its bias is not significantly large. 
It should be noted that the estimation of 0: is of practical interest only 
when the ratio ~T/cr’ is not too small. When this is the case, the estimator 
we recommend is c?:, . 
3. NONNEGATIVE INVARIANT ESTIMATION OF 0' 
We first show that 6: given in (1.7) is the unique nonnegative unbiased 
IQE of C* (as a function of the minima1 sufficient statistic). To prove this, 
let A = Ci”=‘,’ a,E, be such that U’AU is a nonnegative unbiased IQE of u2. 
It is readily verified that since ai 3 0 for all i, the unbiasedness conditions, 
namely tr A = 1 and tr AT/, = 0, will force ai = 0 (i= 1,2, . . . . g) and 
a g+, = l/(t - s). Hence u’Au = 8:. Thus any other unbiased IQE of g2 is 
bound to take negative values in the unbalanced case. In particular, 
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6f given in (1.9) can be negative. The nonnegative IQE 6,= 
Ul(t-s+2))4+, clearly provides a uniform MSE improvement over dfA, 
but not over other unbiased IQEs. In particular, 6, may not be uniformly 
better than 8h. To see this, note that if x18_+; b,eF is an unbiased IQE of 
a:, then in the expression for its variance, the coefficient of c4 is 
2 C,“=‘l1 m,bf. Furthermore, subject to the unbiasedness condition, the 
minimum value of 2 Cig_fii m,bf is 2/{ t - (tr V1)2/tr (Vi)}. Incidentally, this 
minimum value is attained only by the MINQUE of 0’. Since the MSE of 
&, is 2/(t -s + 2), we see that 6, has a uniformly smaller MSE than every 
unbiased IQE of C? only if 
t-s+2’t-(tr V1)‘/tr(VT)’ (3.1) 
In particular, (3.1) is necessary for 6, to have a uniformly smaller MSE 
than the MINQUE of c2. Inequality (3.1) obviously holds in the balanced 
case; (3.1) will also hold when s < 3. This is so because (3.1) is equivalent 
to t -s + 2 > t - (tr V,)*/tr I’:, which holds when s < 3, since in this case 
t-s+2gt-1 and (tr V,)*/tr V:>,l. If s>4, then (3.1) may or may not 
hold in the unbalanced case. In other words, in the unbalanced case, there 
may not exist any nonnegative IQE, uniformly better than every unbiased 
estimator of CJ*. Below we illustrate this further by specializing to the one- 
way unbalanced model discussed in the previous section. 
Noting that for the one-way unbalanced model, t-s = N- k, 
tr Vi = tr [diag(n ,,...,nk)-(l/N)nn’]=N-(l/N)C~=,nf, and tr Vf= 
tr [diag(n,, . . . . nk) - (l/N) nn’]* = C:=, nt + (1/ZV2)(CfC1 $)* - (2/N) 
c;= , nf , the condition (3.1) can be expressed as 
In view of the earlier discussion, (3.2) will hold if n;s are all equal or if 
k < 4. For k = 5, the following can be verified by computing the expressions 
in (3.2): 
1. For n, = 3, n2 = n3 = n4 = n5 = 2, (3.2) holds. 
2. For n, = 50, n2 = n3 = n4 = n5 = 2, (3.2) holds. 
3. For n, = n2 = 50, n3 = n4 = n5 = 2, (3.2) does not hold. 
In the rest of this section, we shall consider some nonquadratic 
estimators that are uniformly better than 6,. Theorem 3.1 below exhibits 
one such estimator using the idea of a testimator due to Stein [13]. 
A testimator for a2 for the one-way balanced model has been derived by 
Klotz, Milton, and Zacks [3] and our result in Theorem 3.1 accomplishes 
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the same in the unbalanced case, thus providing a useful generalization. 
A different class of nonnegative improved estimators, in the balanced case, 
has been derived by Mathew, Sinha, and Sutradhar [7], based on the ideas 
in Strawderman [ 141. In Theorem 3.2, we obtain similar results in the 
unbalanced case. The generalization here turns out to be quite nontrivial. 
Define 8= rsT/rr’ and let A* =max(,?,, . . . . A,) and 1, =min(il,, . . . . L,), 
where the 1;s are defined in (1.3). 
THEOREM 3.1. The testimator 
6, =min 
i 
e;+, C,“=‘; ef 
t-s+2’ t+2 1 
is uniformly better than 6,. 
Proof See Appendix. 1 
THEOREM 3.2. (i) For any i= 1,2, . . . . g, the estimator 
SF= e:+l 
t-s+2 
{ I-&, ei+l 
ef+ei+, I 
is uniformly better than 6, whenever 0 < ~~ < 4mJ( t - s + 4)( t - s + mi + 2). 
(ii) The estimator 
6, = ei+l i 
e:+1 
t-s+2 ’ m-E Cig_+,l ef 1 
is tkformly better than 6, whenever 0 -c E < E*, where 
E =2 5 5 (t+4)(t-s+2) 
( ) [ 
(t+2)(t-s+4) I* 5 
* 1* .(t+2)(t-s+4) (t+4)(t-s+2)- n, ( )I * 
Proof: The proof of (i) is similar to the proof of the corresponding 
result for the balanced case proved in Mathew, Sinha, and Sutradhar 
[7, Theorem 3.21. For a proof of (ii), see Appendix. 1 
APPENDIX 
Proof of Theorem 3.1. Following Stein [ 131, Sinha [ 121, and Shorrock 
and Zidek [ll], consider estimators of c2 of the form 
(4.1) 
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where 4 is a nonnegative real-valued function. Writing Zf = ef/a2, it follows 
that the MSE of 6, say &(S), can be written as 
2 
=04E,[E,{W$(U)- 1}‘1 U=u], (4.2) 
where we write 
w=P;+l, u= i (t?/e”;+,) (4.3) 
i= 1 
and the inner expectation in (4.2) is with respect to W conditional on U, 
while the outer expectation is with respect to U. Clearly, the inner condi- 
tional expectation, given U, is a minimum when & .) is chosen as 
4(u) = &(WI U=u) =4e(U) 
E,(W21U=u) 
(say). (4.4) 
We prove below that for 6’2 0, 
and 
40(u) = 
E,,(WlU=u) l+u 
E,(W21U=u)=f+2’ (4.6) 
It will then follow from the convexity with respect to 4 of the conditional 
expectation in (4.2) that, given any 4 and the resultant 6 defined in (4.1), 
d*=ei+,4* (Ci”=, eflei,, ), with d*(U)=min(d(u), &(u)), has a smaller 
conditional and, hence, unconditional MSE than 6. In particular, choosing 
q6 = l/(t - s + 2) proves the claim. 
In view of (4.4), (4.5) follows if we can show that 
for all u > 0, where fe(w, U) is the joint pdf of W and U and fO(w, U) = 
fezO(w, u). However, (4.7) follows if the ratiof,(w, u),$,(w, U) is monotone 
increasing in w  for almost all u (see [5, p. 851). This is precisely what we 
prove below. 
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To this end, we first derive the distribution of B= Xi”= 1 2; = 
Xi”= 1 (1 + &) xf, where xf’s are independent chi square random variables 
with mi degrees of freedom. Direct computations show that the density of 
B, say fe (b), is given by 
wl2- 1 A? 
(1+81i)qj 42--1 (4.8) 
i=2 
Using independence of B and W, and making the transformation B = U W, 
it follows that 
X 
s 
Uw lPCig,2(1+eAi)~i 
exp -- 
Zf=*(l l t8A,l’1,< 1 [ i 2 1 +a, 
+ f Vi 
i=2 II 
x l- i (l+eAi)qi 
i I 
w/2- I g 
i=2 
;v2 (qi) 
md- 1 fi Qi. (4.9) 
i=2 
Monotonicity of the ratio fe (w, u)/jO ( w, u) in w  easily follows because 
j-$ l- i (l+eAi)rli 
1 i i=2 I 
<&{1-$2Vi}<1-~2Vi. for b-0. 
To compute &,(u), note from (4.9) that 
E,(WIU=u) Jo” exp[ - iw( 1 + u)] w’12 dw 
E,(W2/U=U)=S~exp[-~w(l+u)]wr”+‘dw= t/2+1 
(l +““z=~, (4.10) 
which proves (4.6). This completes the proof of Theorem 3.1. 
Proof of Theorem 3.2(ii). Consider 
6, = ei+l 1 ei+l I 
e;+, 
t-s+2 l-‘~f~,lef =6,-E.(t--++)~~~11e~’ (4’11) 
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Then the difference in the MSEs (DMSEs) of & and 6, can be written as 
DMSEs = E{ (6, - (r2)2 - (6, - e’)‘} 
2E Et WI U) 
xE(w2’U)+(t-s+2). (l+Lq 1 ’ (4.12) 
where the inner expectation in (4.12) is with respect to W conditional on 
U and the outer expectation is with respect to U. Assuming without loss of 
generality that ,I1 = II* and writing 
it can be shown from (4.9) that 
Ee(WI W= 
S~.r=,(,+B%,)~,~1C1-CjP_2(1+eni)~ilm”2-’ 
nfL2 Fjyd2--1 (t/(1 + ud)‘72+‘) Hi”-2 &Ii 
S&Cl +eqq4 1 [l -CFc2 (1 +6Ui))li]m”2-1 
l-p=, qy’2-’ (l/(1 + Ud)‘12) nf=, dY/j 
(4.13) 
and 
E,(W21U)= 
S&C1+@%,)‘li<l [l -Xfs2(1 +eni)yli]m”2P1 
flf=, ‘17’2-’ (t(t+2)/(1+Ud)“2+2)nig=2drli 
S,&U+O%,hi~t [i -~ig,~(i +eAi) lli-p-l 
nfc2 ?p- l (I/( 1 + UA)“’ nfL2 dfji 
(4.14) 
To prove that the difference in MSEs can be made GO, for a suitably 
chosen E ( c2), we first find an upper bound of E,( WI U) and a lower 
bound of Eo( W2 I U). Clearly, since A 2 l/( 1 + en*), we can conclude from 
(4.13) that 
Ed WI u) G 
t 
i + u/(1 + en*)’ (4.15) 
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For the other part, note that A can be expressed as 
where ~7 = qi( 1 + f3Ai). Since 
it follows that 
A<l+(l*/l.,)-l A* 1 t 
\ 
i+e2* ‘PC =c i+eil* i+eA*’ 
where < = A*/&. Therefore, from (4.14), we obtain 
(4.16) 
From (4.12), (4.15), and (4.16), we obtain 
DMSEsGa4E [i 
E2 1 2E 
(t-.s+2)2’(1-(ks+2)2(1+ U) 
t(t + 2) 2E t 
‘(i+ug(i+en*)y+ -. t--s+2 (i+ u/(1 +en*j)(i + u) 1 . 
(4.17) 
To further obtain an upper bound of the RHS in (4.17), define 
G=l/(l+U/(l+M*))andnotethat 
(say).(4.18) 
On the other hand, since ;1,>1,Vi, it is also easy to see that 
(4.19) 
683/42/1-l 
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Analogously, 
=- (4.20) 
and 
1 1 1 
1+~“1+(1+81*)(~~~~,/~~,+,)=1+(1+BI*)(1/H-1) 
Now, from (4.17), the coefficient of E can be written as 
o4 .2t 
(4.21) 
(t-s+2) 
[ 
1 
xE 
t+2 
(i+u)(i+u/(i+e~*))-(t-s+2)(1+u)(1+ug(1+e~*))* . 1 
(4.22) 
From (4.19) and (4.20), the first term in (4.22) (apart from 2ta4/(t - s + 2)) 
is given by 
1 
E (i+u)(i+u/(i+e~*)) 1+ (l/H- l)(l +e;1,) 1 
-‘# “, 
i +el, 
H > 1 
To evaluate the second term in (4.22), note that 
Using (4.21) and (4.24), we obtain 
1 
(i+u)(i+u~/(i+e1*))*~ &$($)‘ff’. (4.25) 
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Combining (4.22), (4.23), and (4.25), it follows that 
the coefficient of E 
204t r I* ” / &I.& 1’ ~ ~~:, _I 
~(t-s+2)~n*(l+en*),~0\G-GJ E(n’+“) 
-~. 
(4.26) 
Returning to (4.17), to evaluate the coefficient of .s’, we first note that 
[I+&]-‘G[l+r~+.p’=[l+@&-1)]-’ 
H 
=1*(1+81*)/{A*(l+0~*)}’ 
From (4.17), (4.20), and (4.27), we obtain 
the coefficient of E* 
(4.28) 
where 
tij(Q)= C C/+1) 
I, k>O 
(~)‘(k+l)iijl;;I~~~)jk. (4.29) 
I+k=j 
Comparing (4.26) and (4.28), it follows that a sufficient condition for 6, to 
dominate 6, is that 
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or, equivalently, 
d2 (1 +OJ4*14 
(1+8A*)3 (t--s+2) i* [ (t+2) .(y2.,Fo((1ye;*))IE(Hj+3) 
Since 
(4.30) 
g,i+ei^., 
A* 
>h ve20, 
‘iTiF’A*’ 
it follows that the RHS of (4.30) is greater than or equal to 
2(i+e~*)(~)I[(i”:::,.(~)*~~(~~E(Hii3) 
-(;yjo ($&)hHJ+*l]. (4.31) 
Comparing (4.30) and (4.31), a sufficient condition is then given by 
E $$-& ,f tij(e) E(Hj+4) J=o 
(4.32) 
But, from (4.28), we obtain 
LHS of (4.32) = E s ,f ti,(e) Ew4) 
J--o 
t-+-2 0~ (en,)‘(l+ 1) 
~Ct--s+2,=o (1 +eA*)’ c 
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Put ? = Qj(l+ Q) so that 1 + 81, = (1 -q)-‘. Then, from (4.32) and 
(4.33), a further sufficient condition is 
or, equivalently, 
x f (I-j+l) ,:*;*A* 
i 
(-j T(p+I+4) 
l=J ( ) T(p+q+l+4) I 
since 
Now 
E(r) = 4~ + m, 4) 
B(PY 9) ’ 
where p = 
T(p+l+3) T(p+j+3) 
T(P+q+1+3)3f(p+q+j+3)’ 
Vl<j, 
j 
c-i 
t+2 II* 5 (p+q+I+2) -- - . 
,=o t--s+2 ( > II, (p+l+2) I 
~(i+l)[~-(~)‘.(4::::‘] 
and 
f (I-j+l) i*;i’ ‘-j Up+l+4) 
I=j ( > * T(p+q+l+4) 
Q+jf4) /I* 2 
‘T(p+q+j+4)’ < ’ ( > 
(4.34) 
(4.35) 
(4.36) 
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It then finally follows from (4.34), (4.35), and (4.36) that a sufficient condi- 
tion for 6, to dominate 6, is given by 
or, equivalently, 
E<E*, (4.37) 
where 
. (4.38) 
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