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The proposition ‘‘For composable thin codes Y and Z , the composition Y ◦ Z is maximal
if and only if Y and Z are maximal’’ put forward by J. Berstel and D. Perrin in their book
‘‘Theory of Codes’’ is well known. Is the proposition also true without the assumption that
Y and Z are thin? We give an example showing that the answer is negative. Furthermore,
several generalizations of the above proposition are also given.
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1. Introduction
Let A be a nonempty set called an alphabetwhose elements are called letters. Finite sequences of elements of A are called
words over A. Let A∗ be the set of all words, which is a monoid under the concatenation operation of two words and the
empty sequence is the neutral element called the empty word and denoted by 1. The monoid A∗ is called the free monoid on
A. Let A+ = A∗ \ {1}. If w = a1a2 · · · an is a word with ai ∈ A, then n is called the length of w and denoted by |w|. The first
letter a1 (resp. the last letter an) ofw is called the head (resp. tail) ofw and denoted by h(w) (resp. t(w)).
x ∈ A∗ is called a prefix (resp. suffix) of y ∈ A∗, if there exists a u ∈ A∗ such that y = xu (resp. y = ux). x ∈ A∗ is called a
factor (or an infix) of y ∈ A∗ if there exist u, v ∈ A∗ such that y = uxv. A prefix (resp. suffix, factor) x of y is called proper, if
x 6= y. A prefix (resp. suffix, factor) x of y is called nontrivial, if x 6= 1 and x 6= y.
One can define a partial order≤ called the prefix order on A∗ as for any x, y ∈ A∗, x ≤ y if and only if x is a prefix of y. This
order will be frequently used in this paper.
In this paper, N (resp. N0) stands for the set of all positive (resp. nonnegative) integers.
Usually, subsets of A∗ are called languages over A. X ⊆ A∗ is called a prefix set (resp. suffix set) if no element of X is a prefix
(resp. suffix) of another element of X . X is called a bifix set if it is both a prefix set and a suffix set.
LetX be a language overA. The submonoid (resp. subsemigroup) generatedbyX is denotedbyX∗ (resp.X+). A factorization
of a word w is a sequence (u1, u2, . . . , un) of n ≥ 0 words in A∗ such that w = u1u2 · · · un. (In some situations, we also call
the equation w = u1u2 · · · un itself a factorization of w.) If all words ui are in a language X , then (u1, u2, . . . , un) (or the
equationw = u1u2 · · · un) is called an X-factorization ofw.
For any X ⊆ A∗, let F(X) = {w ∈ A∗ | (∃u, v ∈ A∗)uwv ∈ X} be the set of all factors of words in X and F¯(X) = A∗ \ F(X)
be its complement.
A language X ⊆ A∗ is called dense if any word w ∈ A∗ is a factor of some word in X , that is F¯(X) = ∅ (or equivalently X
intersects with all ideals of A∗). A language which is not dense is called thin. If X∗ is dense in A∗, then X is called complete.
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A languages X is called very thin if there exists a word x ∈ X∗ which is not a factor of a word in X , that is X∗ ∩ F¯(X) 6= ∅.
Clearly, any very thin language is thin. Conversely, a thin language is not always very thin. However, a thin and complete
language is very thin. See Section IV.5 of [2] for details.
LetX be anonempty language contained inA+.X is called a codeoverA if anywordw ∈ A∗ has atmost oneX-factorization.
That is
x1x2 · · · xm = y1y2 · · · yn, xi, yj ∈ X, i = 1, 2, . . . ,m, j = 1, 2, . . . , n
impliesm = n and xi = yi, i = 1, 2, . . . , n.
It is well known that a prefix (resp. suffix, bifix) set other than {1} is a code, which is called a prefix code (resp. suffix code,
bifix code).
Proposition 1.1 ([2]). Let α be an injective homomorphism from A∗ to B∗.
(1) If X is a code over A, then α(X) is a code over B.
(2) If Y is a code over B, then α−1(Y ) is a code over A.
A code X over A is calledmaximal if for anyw ∈ A∗ \ X , X ∪ {w} is not a code over A.
Remark 1.2. Let X be a code over A, w = x1x2 · · · xn ∈ X∗ \ X , where xi ∈ X , i = 1, 2, . . . , n. Then clearly, X ∪ {w} is not a
code. Therefore, to show that a code X is maximal over A, we need only check that for any wordw ∈ A∗ \ X∗, X ∪ {w} is not
a code.
On maximal codes, the following proposition is fundamental:
Proposition 1.3 ([2]). Any maximal code is complete. Conversely, any thin and complete code is maximal.
Let G be a group, H a subgroup of G and ϕ : A∗ → G a surjective homomorphism. Then the base X of the submonoid
M = ϕ−1(H) is a code called a group code over A. The following property is well known.
Proposition 1.4 ([2]). Any group code is a bifix code as well as a maximal code.
Let Y and Z be two codes over B andA respectivelywith B = alph(Y ), where alph(Y ) represents the set of letters occurring
in Y . If there exists a bijection β from B onto Z , then the code Y and Z are called composable (through β). Notice that such a
bijection β can be extended to an injective homomorphism from B∗ to A∗ and hence X = β(Y ) ⊆ Z+ is a code (Item (1) of
Proposition 1.1), which is called the composition of Y and Z (by means of β) and denoted by X = Y ◦β Z or simply X = Y ◦ Z
when the context permits it.
Proposition 1.5 ([2]). Let X, Y and Z be codes such that X = Y ◦ Z.
(1) If Y and Z are prefix (resp. suffix) codes, then X is a prefix (resp. suffix) code.
(2) If Y and Z are complete, then X is complete.
(3) If Y and Z are thin, then X is thin.
Proposition 1.6 ([2]). Let X, Y and Z be codes such that X = Y ◦ Z.
(1) If X is a prefix (resp. suffix) code, then Y is a prefix (resp. suffix) code.
(2) If X is complete, then Z is complete.
(3) If X is thin, then Z is thin.
(4) If X is maximal, then Y and Z are maximal.
Comparing the above two propositions, the following problem is natural to be considered:
Problem 1.7. Let X = Y ◦ Z be a composition of two maximal codes. Is the code X maximal either?
The problem is raised and investigated in the book [2]. In that book, the authors give the following proposition which
can be deduced from Propositions 1.3, 1.5 and 1.6.
Proposition 1.8 ([2]). Let X, Y and Z be codes such that X = Y ◦ Z. Then X is thin and complete if and only if Y and Z are thin
and complete.
By this proposition and Proposition 1.3, for thin code Y and Z , the code X = Y ◦ Z is maximal if and only if Y and Z
are maximal. Is this also true without the assumption that Y and Z are thin? That is to say: Is the answer to Problem 1.7
affirmative?
In this paper, we first give an example showing that the answer to the problem is negative. Then we investigate several
cases which can ensure such a composition Y ◦ Z being maximal.
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2. Compositions of maximal codes are not necessary maximal
Let A0 be an alphabet and A1 an alphabet in bijection with A0 and disjoint from A0. Fix a bijection A0 → A1 and denote the
image of a ∈ A0 by a¯. Let A = A0 ∪ A1. If we appoint that ¯¯a = a for a ∈ A0, then the map a 7→ a¯ can be treat as an operation
on A. Define a relation⇒, called the reduction on A∗ as for any x, y ∈ A∗, x ⇒ y if and only if x = uaa¯v and y = uv for
some u, v ∈ A∗, a ∈ A. Let⇔ represent⇒ ∪⇒−1. Denote by⇒∗ and⇔∗ the reflexive and transitive closure of⇒ and⇔
respectively. A word w ∈ A∗ is called reduced if there is no word x ∈ A∗ satisfying w ⇒ x, in other words, aa¯ is not a factor
of w for any a ∈ A. It is clear that there exists a unique reduced word r(w) for any w ∈ A∗ such that w ⇒∗ r(w), which is
called the reduced form ofw (see [1] for details). It can be easily shown that⇔∗ is a congruence on A∗ and each congruence
class is formed by the set of all words which has the same reduced form. The quotient monoid A∗/⇔∗ is a group called the
free group on A0 and denoted by A0 .
Let δ be the natural homomorphism from A∗ onto the free group A0 . The base of the submonoid δ−1(1) is denoted by DA
and called the Dyck code over A. If A0 has n elements (resp. is countable infinite), we also denoted DA by Dn (resp. D∞). By
the definition of free groups, It is clear that
D∗A =
{
w ∈ A∗ | w⇒∗ 1} . (2.1)
By the definition, DA is a group code over A. Thus by Proposition 1.4, DA is a bifix code as well as a maximal code.
The following characterizations of DA are useful in the proof of our main results.
Lemma 2.1. Let u, v ∈ A∗ satisfying u ⇒∗ v (or in particular, v = r(u)) and v = a1a2 · · · am, where ai ∈ A, i = 1, 2, . . . ,m.
Then u = x0a1x1a2 · · · xm−1amxm for some xi ∈ D∗A, i = 0, 1, . . . ,m.
Proof. Since⇒∗ is the reflexive and transitive closure of⇒, there exists n ∈ N0 such that u ⇒n v, where⇒n represents
⇒ ◦ ⇒ ◦ · · · ◦ ⇒ (n times) and ‘‘◦’’ is the composition operation of binary relations.
Now we prove the lemma by induction on n. The property holds for n = 0, since u = v in this case. Assume that it holds
for n = k, we prove that it also holds for n = k + 1. For this purpose, let u ⇒k+1 v. Then we have u ⇒ w ⇒k v for some
w ∈ A∗. By the induction hypothesis,
w = x0a1x1a2 · · · xm−1amxm (2.2)
for some xi ∈ D∗A, i = 0, 1, . . . ,m. Since u ⇒ w, there exist x, y ∈ A∗, a ∈ A such that u = xaa¯y and w = xy. Then by
Eq. (2.2), we have
u = x0a1x1a2 · · · xi−1aisaa¯tai+1 · · · xm−1amxm
for some i ∈ {0, 1, . . . , n}, where s, t ∈ A∗ and st = xi. Since xi = st ∈ D∗A and saa¯t ⇒ xi, we have saa¯t ∈ D∗A by Eq. (2.1). So
the property holds for n = k+ 1. Therefore, it holds for any n ∈ N0. 
Lemma 2.2. Let u be a nontrivial prefix of a word x ∈ DA. Then:
(1) h(r(u)) = h(u).
(2) If u contains no factor in DA and x = uv, then r(u) = u. Let u = a1a2 · · · am. Then v = xma¯mxm−1a¯m−1 · · · x1a¯1x0 for
some xi ∈ D∗A, i = 0, 1, . . . ,m. Therefore, all a¯i (1 ≤ i ≤ m) occur in the DA-factorization of v.
Proof. (1) Since u is a nontrivial prefix of x ∈ DA and DA is a prefix code, we have u /∈ D∗A. Hence r(u) 6= 1. Let r(u) =
a1a2 · · · am, where, ai ∈ A, i = 1, 2, . . . ,m. Then by Lemma 2.1,
u = y0a1y1a2 · · · ym−1amym (2.3)
for some yi ∈ D∗A, i = 0, 1, . . . ,m. If y0 6= 1, then x has a proper prefix in DA, which is contradict to the fact that DA is a prefix
code. Thus y0 = 1. Therefore, h(r(u)) = a1 = h(u).
(2) Since u contains no factor in DA, by Eq. (2.3), y0 = y1 = · · · = ym = 1 and u = a1a2 · · · am = r(u). Since uv = x ∈ DA,
we have r(v) = a¯ma¯m−1 · · · a¯1. Then by Lemma 2.1, v = xma¯mxm−1a¯m−1 · · · x1a¯1x0 for some xi ∈ D∗A, i = 0, 1, . . . ,m. 
The following lemma is clear.
Lemma 2.3. (1) If x ∈ DA, then t(x) = h(x).
(2) If x ∈ DA, then |x|a = |x|a¯ for any a ∈ A.
(3) If x = uyv with x, y ∈ D∗A, then uv ∈ D∗A.
Now let A0 = {a1, a2, . . . , an}, A1 = {a¯1, a¯2, . . . , a¯n} and A = A0 ∪ A1; B0 = {b1, b2, . . .}, B1 =
{
b¯1, b¯2, . . .
}
and B =
B0 ∪ B1 and let Dn and D∞ be the Dyck code over A and B respectively. Let Dn,0 = Dn ∩ A0A∗ and Dn,1 = Dn ∩ A1A∗. Clearly,
Dn = Dn,0 ∪ Dn,1. Since A is finite, we have A∗ and hence Dn,0 are countable. Since an1a¯n1 ∈ Dn,0 for any positive integer n,
Dn,0 is infinite. Therefore, Dn,0 and B0 have the same cardinality. Let β be an arbitrary bijection from B0 onto Dn,0. For any
w = s1s2 · · · sm ∈ A∗, where si ∈ A, i = 1, 2, . . . ,m, we define w¯ = s¯1s¯2 · · · s¯m. Then we can extend β to a bijection
from B onto Dn as follows: let β(b¯) = β(b) for any b ∈ B0. Therefore, the codes D∞ and Dn are composable through β . Let
Xn = D∞ ◦β Dn. By Proposition 1.4, Xn is a composition of maximal codes. The main purpose of this section is to show that
Xn is not maximal for any n ≥ 2.
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Fig. 1. An interior factor zi .
Fig. 2. An interior factor zi .
Lemma 2.4. Let x ∈ X∗n and x = z1z2 · · · zm be a Dn-factorization of x. Then
(1) For any zi, there exists a zj such that zj = z¯i. In other words, if z ∈ Dn occurs in the factorization, so is z¯.
(2) If zizi+1 · · · zj ∈ Xn (1 ≤ i ≤ j ≤ m), so is z1z2 · · · zi−1zj+1zj+2 · · · zm.
Proof. It is immediate by the definition of Xn and Item (2) and (3) of Lemma 2.3. 
Lemma 2.5. Let u = z1z2 · · · zk and v = zk+1zk+2 · · · zm satisfying uv ∈ Xn, where zi ∈ Dn, i = 1, 2, . . . ,m. If for any
1 ≤ p < q ≤ k, zpzp+1 · · · zq /∈ Xn, then all z¯i (1 ≤ i ≤ k) occur in the Dn-factorization (zk+1, zk+2, . . . , zm) of v.
Proof. It is a direct consequence of the definition of Xn and Item (2) of Lemma 2.2. 
Theorem 2.6. If n ≥ 2, then Xn = D∞ ◦β Dn is not a maximal code over A.
Proof. We show that Y = Xn ∪ {a1a2} is a code over A.
Suppose by contradiction that Y is not a code. Letw be awordwith shortest lengthwhichhas twodistinctY -factorizations
(y1, y2, . . . , ym) and (y′1, y
′
2, . . . , y
′
m′). That is
w = y1y2 · · · ym = y′1y′2 · · · y′m′ . (2.4)
By the minimality of |w|, we have y1 6= y′1 and ym 6= y′m′ . Since
yi, y′j ∈ Y = Xn ∪ {a1a2} = (D∞ ◦β Dn) ∪ {a1a2} ⊆ D∗n ∪ {a1a2} ,
each yi and y′j other than a1a2 can be factorized over Dn. Replacing each yi and y
′
j other than a1a2 by their Dn-factorizations
in Eq. (2.4), we get
w = z1z2 · · · zk = z ′1z ′2 · · · z ′k′ , (2.5)
where zi, z ′j ∈ Dn ∪ {a1a2}, i = 1, 2, . . . , k, j = 1, 2, . . . , k′. Moreover, since Xn is a bifix code (by Proposition 1.4 and Item
(1) of Proposition 1.5) and y1 6= y′1, we have y1 and y′1 cannot both belong to Xn. So y1 = a1a2, y′1 ∈ Xn, or vice versa. Hence
z1 = a1a2, z ′1 ∈ Dn or vice versa, which implies that z1 6= z ′1. Similarly, zk 6= z ′k′ .
For any i ∈ {1, 2, . . . , k}, if there exists a j such that
z ′1z
′
2 · · · z ′j−1 ≤ z1z2 · · · zi−1 < z1z2 · · · zi ≤ z ′1z ′2 · · · z ′j , (2.6)
then we called the factor zi is contained in zj. In this case, zi is called an interior factor (see Fig. 1). Otherwise, zi is called an
exterior factor (see Fig. 2). Similarly, we can define the concepts of interior and exterior factors among z ′j , j = 1, 2, . . . , k′.
If zi is an exterior factor, then, clearly, there exists a unique j ∈
{
1, 2, . . . , k′
}
such that
z1z2 · · · zi−1 < z ′1z ′2 · · · z ′j < z1z2 · · · zi. (2.7)
We show that zi ∈ Dn and h(zi) ∈ {a1, a¯2} as follows. Let z ′1z ′2 · · · z ′j = z1z2 · · · zi−1u, Then u is a nontrivial prefix of zi by
Inequality (2.7).
By the fact that zp, z ′q ∈ Dn ∪ {a1a2}, p = 1, 2, . . . , k, q = 1, 2, . . . , k′, we have r(z1z2 · · · zi−1) = (a1a2)n1 , r(z ′1z ′2 · · · z ′j )
= (a1a2)n2 , for some n1, n2 ∈ N0. Therefore,
r(u) =
{
(a1a2)n2−n1 if n1 ≤ n2;
(a¯2a¯1)n1−n2 otherwise.
(2.8)
If zi = a1a2, then u = a1 since the prefix u of zi is nontrivial. This is contradict to Eq. (2.8). So zi ∈ Dn.
Moreover, n1 and n2 cannot be equal. Otherwise, r(u) = 1 and hence u ∈ D∗n , which is contradict to Dn is a prefix code.
If n1 < n2 (In this case, we call zi an exterior factor of type 1.), then r(u) = (a1a2)n2−n1 . Since u is a nontrivial prefix of
zi ∈ Dn, by Item (1) of Lemma 2.2, we have
h(zi) = h(u) = h(r(u)) = h((a1a2)n2−n1) = a1.
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Fig. 3. s1 and s2 are the maximal numbers satisfying zi+s = z ′j+s ,−s1 ≤ s ≤ s2 .
If n1 > n2 (In this case, we call zi an exterior factor of type 2.), then r(u) = (a¯2a¯1)n1−n2 . Hence, by Item (1) of Lemma 2.2,
we have
h(zi) = h(u) = h(r(u)) = h((a¯2a¯1)n1−n2) = a¯2.
Similarly, exterior factors among z ′j s can also be divided into two type and if z
′
j is an exterior factor, then z
′
j ∈ Dn and
h(z ′j ) ∈ {a1, a¯2}.
Now, we are ready to deduce contradictions by using this property of exterior factors.
Let z be a factor with maximal length. Suppose that z = zi, 1 ≤ i ≤ k (the case z = z ′j is similar). Then by Eqs. (2.4) and
(2.5), there exists a p ∈ {1, 2, . . . ,m} such that
yp = zi1zi1+1 · · · zizi+1 · · · zi2 , (2.9)
where i1, i2 ∈ {1, 2, . . . , k} and i1 ≤ i ≤ i2. Then by Item (1) of Lemma2.4, z¯i occurs in yp and hence occur in the factorization
(2.5). That is zi′ = z¯i for some i′. Since |zi′ | = |zi|, the length of zi′ is also maximal. Therefore, we can further request that
h(zi) ∈ A\ {a1, a¯2}, since if h(zi) = a1 or a¯2 then we can choose zi′ = z¯i instead. Thus by the above deduction, zi is an interior
factor, which implies that zi is contained in z ′j for some j. If zi is a proper factor of z
′
j , then
∣∣z ′j ∣∣ > |zi|, which is contradict to
the maximality of |zi|. So zi = z ′j and z1z2 · · · zi−1 = z ′1z ′2 · · · z ′j−1. By Eqs. (2.4) and (2.5), there exist q ∈
{
1, 2, . . . ,m′
}
and
j1, j2 ∈
{
1, 2, . . . , k′
}
, j1 ≤ j ≤ j2 such that y′q = z ′j1z ′j1+1 · · · z ′j z ′j+1 · · · z ′j2 .
Recall that yp ∈ Y ⊆ D∗n ∪ {a1a2}. So, if zi = a1a2, then by Eq. (2.9), yi cannot belong to D∗n . That is yp = a1a2 = zi.
Similarly, y′q = z ′j in this case. Therefore,
y1y2 · · · yp−1 = z1z2 · · · zi−1 = z ′1z ′2 · · · z ′j−1 = y′1y′2 · · · y′q−1.
Since y1 6= y′1, we deduce that
w′ = y1y2 · · · yp−1 = y′1y′2 · · · y′q−1
has distinct factorizations and
∣∣w′∣∣ < |w|, which is contradict to the minimality of |w|. Therefore, zi 6= a1a2, that is zi ∈ Dn.
Let s1, s2 ∈ N0 be such that zi+s = z ′j+s for any−s1 ≤ s ≤ s2, and s1, s2 is chosen to be themaximal numbers satisfying this
property (see Fig. 3). Then similarly, we can prove that zi+s = z ′j+s 6= a1a2, and hence zi+s = z ′j+s ∈ Dn, where−s1 ≤ s ≤ s2.
By the maximality of s1 and s2, we have zi−s1−1 6= z ′j−s1−1. Then one of zi−s1−1 and z ′j−s1−1 is a proper suffix of another. Now,
by the fact that Dn is a suffix code, we have exact one of zi−s1−1 and z
′
j−s1−1 is a1a2. Similarly, exact one of zi+s2+1, z
′
j+s2+1 is
a1a2. Then there are four cases to be considered:
(1) If zi−s1−1 = zi+s2+1 = a1a2. Let s3 and s4 be maximal numbers satisfying z ′j+s ∈ Dn for all −s3 ≤ s ≤ s4, and let
x = zi−s1zi−s1+1 · · · zi+s2 and x′ = z ′j−s3z ′j−s3+1 · · · z ′j+s4 . Clearly, s1 < s3 and s2 < s4 (see Fig. 4). So we have
x′ = z ′j−s3z ′j−s3+1 · · · z ′j−s1−1z ′j−s1z ′j−s1+1 · · · z ′j+s2z ′j+s2+1z ′j+s2+2 · · · z ′j+s4 .
= z ′j−s3z ′j−s3+1 · · · z ′j−s1−1zi−s1zi−s1+1 · · · zi+s2z ′j+s2+1z ′j+s2+2 · · · z ′j+s4 .
Then x′ = uxv with u = z ′j−s3z ′j−s3+1 · · · z ′j−s1−1 and v = z ′j+s2+1z ′j+s2+2 · · · z ′j+s4 . By the maximality of s1, s2, s3, s4 and
Eqs. (2.4) and (2.5), we have x = yp1yp1+1 · · · yp2 , x′ = y′q1y′q1+1 · · · y′q2 ∈ X∗n for some 1 ≤ p1 < p2 ≤ m, 1 ≤ q1 < q2 ≤ m′
(see Fig. 4). Now, from Item (2) of Lemma 2.4, we deduce that uv ∈ X∗n . Let uv = y′′1y′′2 · · · y′′m′′ , where y′′1, y′′2, . . . , y′′m′′ ∈ Xn.
Deleting x from the factorization (2.4), we get
w′ = y1y2 · · · yp1−1yp2+1yp2+2 · · · ym = y′1y′2 · · · y′q1−1y′′1y′′2 · · · y′′m′′y′q2+1y′q2+2 · · · y′m′
has distinct Y -factorizations with
∣∣w′∣∣ < |w|, which is contradict to the minimality of |w|.
(2) If z ′j−s1−1 = z ′j+s2+1 = a1a2, then we can similarly deduce a contradiction.
(3) If zi−s1−1 = z ′j+s2+1 = a1a2, then zi+szi+s+1 · · · zi+s′ /∈ X∗n for any −s1 ≤ s < s′ ≤ s2, otherwise, similar to the
proof of case (1), we can delete the factor zi+szi+s+1 · · · zi+s′ from w and get a shorter word with distinct Y -factorizations,
a contradiction. Hence u = zi−s1zi−s1+1 · · · zi+s2 is a proper prefix of a word in Xn. Let v = zi+s2+1zi+s2+2 · · · zi+s′2 be such
that uv ∈ Xn. Then, by Lemma 2.5, all z¯i+s (−s1 ≤ s ≤ s2) occur in the above factorization of v. In particular, zi+p = z¯i
for some s2 < p ≤ s′2. Symmetrically, there exist s′1 > s1 and s1 < q ≤ s′1 such that v′u′ ∈ Xn and z ′j−q = z ′j , where
v′ = z ′j−s′1z
′
j−s′1+1
· · · z ′j−s1−1 and u′ = z ′j−s1z ′j−s1+1 · · · z ′j+s2 = u (see Figs. 5 and 6). Since zi = z ′j , we have zi+p = z ′j−q.
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Fig. 4. zi−s1−1 = zi+s2+1 = a1a2 .
Fig. 5. zi−s1−1 = z ′j+s2+1 = a1a2: Neither zi+p nor z ′j−q can be interior factors.
Fig. 6. zi−s1−1 = z ′j+s2+1 = a1a2: Both zi+p and z ′j−q are exterior factors.
(i) If zi+p is an interior factor, then zi+p is contained in z ′j+s4 for some s4 > s2 + 1. Notice that
∣∣zi+p∣∣ = |z¯i| = |zi|, we
have
∣∣zi+p∣∣ is also maximal. So zi+p cannot be properly contained in z ′j+s4 , That is zi+p = z ′j+s4 and z1z2 · · · zi+p = z ′1z ′2 · · · z ′j+s4
(see Fig. 5). Now, by uv ∈ Xn, we have zi+s2+1, zi+s2+2, . . . , zi+p ∈ Dn, which together with z1z2 · · · zi+s2 = z ′1z ′2 · · · z ′j+s2 and
z ′j+s2+1 = a1a2 implies that
r(z1z2 · · · zi+p) = r(z1z2 · · · zi+s2)
= r(z ′1z ′2 · · · z ′j+s2)
< r(z ′1z
′
2 · · · z ′j+s2+1)
≤ r(z ′1z ′2 · · · z ′j+s4). (2.10)
And hence z1z2 · · · zi+p 6= z ′1z ′2 · · · z ′j+s4 , a contradiction.
Dually, if z ′j−q is an interior factor, then z
′
j−q = zi−s3 and z ′1z ′2 · · · z ′j−q = z1z2 · · · zi−s3 for some s3 > s1 + 1 (see Fig. 5).
Then, similarly we have
r(z ′1z
′
2 · · · z ′j−q) = r(z ′1z ′2 · · · z ′j−s1−1)
= r(z1z2 · · · zi−s1−1)
> r(z1z2 · · · zi−s1−2)
≥ r(z1z2 · · · zi−s3). (2.11)
And hence z ′1z
′
2 · · · z ′j−q 6= z1z2 · · · zi−s3 , a contradiction.
(ii) So both zi+p and z ′j−q are exterior factors. Then there exist s4 ≥ s2 + 1 and s3 > s1 + 1 such that (see Fig. 6)
z1z2 · · · zi+p−1 < z ′1z ′2 · · · z ′j+s4 < z1z2 · · · zi+p
and
z ′1z
′
2 · · · z ′j−q−1 < z1z2 · · · zi−s3 < z ′1z ′2 · · · z ′j−q.
Similar to Inequality (2.10) and (2.11), we have
r(z1z2 · · · zi+p−1) < r(z ′1z ′2 · · · z ′j+s4)
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and
r(z ′1z
′
2 · · · z ′j−q−1) > r(z1z2 · · · zj−s3).
Thus zi+p and z ′j−q are exterior factors of type 1 and type 2 respectively. Therefore, h(zi+p) = a1, h(zj−q) = a¯2 and hence
zi+p 6= z ′j−q, a contradiction.
(4) If z ′j−s1−1 = zi+s2+1 = a1a2, we can similarly deduce a contradiction.
Since all cases lead to contradictions, we have Y = Xn ∪ {a1a2} is a code and hence Xn is not maximal. 
Notice thatD∞ andDn are dense codes for any n. So Theorem2.6 shows that the composition of two densemaximal codes
is not necessary maximal. On the other hand, by Proposition 1.8, the composition of two thin maximal code is maximal. So,
it is natural to study the composition X = Y ◦ Z of maximal codes with the assumption that one of the codes Y and Z is thin.
We study this problem in the next two sections.
3. X = Y ◦ Z with Z being thin
Let X ⊆ A∗. A monoidM is said to recognize X if there exists a homomorphism ϕ from A∗ ontoM such that ϕ−1ϕ(X) = X .
In this case, we also say that ϕ recognizes X .
For any X ⊆ A∗, the following relation
σX =
{
(x, y) ∈ A∗ × A∗ | (∀u, v ∈ A∗)uxv ∈ X if and only if uyv ∈ X}
is a congruence on A∗, called the syntactic congruence of X . The quotient monoid M(X) = A∗/σX is called the syntactic
monoid of X . The canonical homomorphism ϕX from A∗ ontoM(X) is called the syntactic homomorphism of X . The following
proposition is well known.
Proposition 3.1 (See [2,4]). Let X ⊆ A∗ and ϕ : A∗ → M be a surjective homomorphism recognizing X. Then there exists a
homomorphism ψ from M ontoM(X) such that ϕX = ψ ◦ ϕ. Consequently,M(X) is the least monoid recognizing X in the sense
thatM(X) is a homomorphic image of every monoid M recognizing X.
The following property is useful.
Lemma 3.2. Let X be a code over A, x ∈ X, Y = X \ {x}, y ∈ X∗ \ Y ∗ = Y ∗xY ∗. Then Y ∪ {y} is a code.
Proof. Notice that X∗ \ Y ∗ = Y ∗xY ∗ is clear since X is a code. Suppose on the contrary that Z = Y ∪ {y} is not a code. Then
there exists aw ∈ A∗ having distinct factorizations:
w = z1z2 · · · zn = z ′1z ′2 · · · z ′n′ (3.1)
and z1 6= z ′1, where zi, z ′j ∈ Z , i = 1, 2, . . . , n, j = 1, 2, . . . , n′. Replacing each zi and z ′j by their X-factorizations in Eq. (3.1),
we get
w = x1x2 · · · xm = x′1x′2 · · · x′m′ ,
where xi, x′j ∈ X , i = 1, 2, . . . ,m, j = 1, 2, . . . ,m′. Since X is a code, we havem = m′ and xi = x′i , i = 1, 2, . . . ,m.
z1 and z ′1 cannot both belong to Y , otherwise, we have z1 = x1 = x′1 = z ′1, a contradiction. Suppose that z1 = y =
x1x2 · · · xk. Let i be the least number such that xi = x. Then x′i = xi = x. So y occurs in the factorization w = z ′1z ′2 · · · z ′n′ .
Let z ′p = x′i1x′i1+1 · · · x′i2 = y, where i1 ≤ i ≤ i2. Then by the minimality of i, i1 = 1 and p = 1. That is z ′1 = y = z1, a
contradiction. Consequently, Z is a code. 
As a comment, that Lemma 3.2 can also be proved by using the compositions of codes.
Let M be a monoid. If M contains a minimal ideal, then it is unique. In this case, the unique minimal ideal is called the
kernel ofM and denoted by ker(M). If the minimal ideal does not exist, then we callM has no kernel. Notice that if ker(M)
exists, it is a simple semigroup (a semigroup is called simple if it has no proper ideal). In particular,M is a simple semigroup
if and only if ker(M) = M .
A semigroup S is called completely regular or a union of groups if S is a disjoint union of a family of groups. A completely
regular and simple semigroup is called a completely simple semigroup. The detailed information about completely regular
semigroups and completely simple semigroups can be found in [3,5].
The following lemma is a consequence of several results in the book [2].
Lemma 3.3. If X is a thin code, then ker(M(X∗)) is a union of finite groups.
Proof. If X is incomplete, that is X∗ is thin, then it can be easily show that M(X∗) has the zero element 0. In this case,
ker(M(X∗)) = {0}. Since {0} is subgroup of order 1 and hence a union of finite groups.
If X is complete, then it is very thin. Hence, by Theorem 5.1, Proposition 1.8 and Theorem 4.11 in Chapter IV of [2],
there exists a monoid M such that M recognizes X∗ and ker(M) is a union of finite groups. By Proposition 3.1, M(X∗) is a
homomorphic image ofM , which implies that ker(M(X∗)) is a homomorphic image of ker(M). Consequently, ker(M(X∗)) is
a union of finite groups. 
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A code X over A is said to be completely simple if ker(M(X∗)) is a complete simple semigroup. By Lemma 3.3, every
thin code is completely simple. Notice that the syntactic monoid of any group code is a group and any group is a special
completely simple semigroup. So every group code is also completely simple.
Recall that a subset S of a monoid M is said to be stable in M if for any u, v, w ∈ M , u, uw,wv, v ∈ S implies w ∈ S.
It is well known that a submonoidM of A∗ is stable in A∗ if and only if the minimal generating subset X ofM is a code (see
Section I.2 of [2] for details).
Lemma 3.4. Let X be a code over A, M = M(X∗), ϕ = ϕX∗ and G be a subgroup of M. If H = ϕ(X∗)∩ G is not empty, then it is a
subgroup of G. In particular, if a subgroup G of M intersects with ϕ(X∗), then the identity of the group G is contained in ϕ(X∗).
Proof. Since ϕ(X∗) and G are subsemigroups of M , so is their intersection H . Therefore, to show H is a subgroup of G, we
need only prove h−1 ∈ H for any h ∈ H , where h−1 is the group inverse of h in G.
Since X is a code, X∗ is stable in A∗, which implies that ϕ(X∗) is stable in M . Thus for any h ∈ H , from h2, (h2)(h−1),
(h−1)h2 ∈ H ⊆ ϕ(X∗)we can deduce that h−1 ∈ ϕ(X∗) by the stability of ϕ(X∗). Consequently, h−1 ∈ ϕ(X∗) ∩ G = H . 
In any monoidM , one can define an equivalence relationH M or simplyH as xH y if and only if xM = yM andMx = My
(that is x and y generate the same left principal ideal and right principal ideal).H is known as one of the five Green’s relations
in a monoid (see [3] for details) and its equivalence class containing x ∈ M is denoted by Hx.
Let S be a subset of a monoidM , n ∈ N. We use S(n) to represent the set {sn | s ∈ S}.
Now we are ready to introduce the following lemma which is useful in the rest of the paper.
Lemma 3.5. Let X be a completely simple and complete code over A, T ⊆ X∗ be a dense subset of A∗, M = M(X∗), K = ker(M),
ϕ = ϕX∗ and I = ϕ−1(K). Then
(1) T ∩ I 6= ∅ and for any x ∈ T ∩ I , ϕ(xA∗x) is contained in theH -class Hϕ(x).
(2) If X is thin and complete, then there exists an n ∈ N such that for any x ∈ T ∩ I , (xA∗x)(n) ⊆ X∗.
Proof. (1) Clearly, I is an ideal of A∗. Since T is dense, T intersects with all ideals of A∗. In particular, T ∩ I 6= ∅. Let x ∈ T ∩ I .
Then g = ϕ(x) ∈ K . Notice that K is the minimal ideal ofM , we have ϕ(xA∗x) = gMg ⊆ K . Since K is completely simple, by
the structure of completely simple semigroups (cf. [3] or [5]), we have gMg is contained in theH -class Hg = Hϕ(x).
(2) In this case, K is a union of finite groups by Lemma 3.3. So Hg is a finite group (in a complete regular semigroup, every
H -class is a group, cf. [3] or [5]). Then we have ϕ((xA∗x)(n)) = (ϕ(xA∗x))(n) = {e}, where e is the identity of the group Hg
and n is the cardinality of Hg . Since g = ϕ(x) ∈ ϕ(X∗), by Lemma 3.4, e ∈ ϕ(X∗). Consequently
(xA∗x)(n) ⊆ ϕ−1(e) ⊆ ϕ−1(ϕ(X∗)) = X∗. 
Theorem 3.6. Let Y ⊆ B+ and Z ⊆ A+ be composable maximal codes with Z being thin. Then the composition X = Y ◦ Z is a
maximal code.
Proof. Letw ∈ A∗ \ X∗. We need only show that X ′ = X ∪ {w} is not a code over A.
The maximality of Y and Z implies their completeness. Then by Item (2) of Proposition 1.5, X is complete, that is
X∗ ⊆ Z∗ is dense in A∗. Applying Item (2) of Lemma 3.5 to the thin and complete code Z and letting T = X∗, we have
(xwx)n ∈ (xA∗x)(n) ⊆ Z∗ for some x ∈ X∗ and n ∈ N.
Let z = (xwx)n. If z ∈ X∗, then z itself has at least two distinct X ′-factorizations and hence X ′ is not a code. Now we
suppose that z /∈ X∗.
Let β be such that X = Y ◦β Z , u = β−1(z), X ′′ = X ∪ {z}. Since z /∈ X∗, u /∈ Y ∗. So, by the maximality of Y , Y ′ = Y ∪ {u}
is not a code over B. Since Y ′ = β−1(X ′′), we have X ′′ is not a code over A by Item (2) of Proposition 1.1. Then by Lemma 3.2,
X ′ is also not a code. 
4. X = Y ◦ Z with Y being thin
Let Y ⊆ B+ and Z ⊆ A+ be composable maximal codes with Y being thin. Is the composition X = Y ◦ Z a maximal code?
We first investigate this problem by using Bernoulli distributions.
A Bernoulli distribution on A∗ is a homomorphism pi from A∗ to the multiplication monoid of the interval [0, 1] satisfying∑
a∈A pi(a) = 1. Given a Bernoulli distribution pi on A∗, one can set for any language X ⊆ A∗, pi(X) =
∑
x∈X pi(x). This sum
may be finite or infinite. A Bernoulli distribution pi is said to be positive if pi(a) > 0 for any a ∈ A.
X ⊆ A∗ is called a Bernoulli set over A, if for any positive Bernoulli distribution pi on A∗, pi(X) = 1; X is called a weak
Bernoulli set over A, if there exists a positive Bernoulli distribution pi on A∗ such that pi(X) = 1. Clearly, any Bernoulli set is
a weak Bernoulli set and the converse is not true (the Dyck code D1 is a counterexample, cf. Example 4.5 in Chapter I of [2]).
If X is a thin code, then X is a Bernoulli set if and only if X is a weak Bernoulli set (cf. Theorem 5.10 in Chapter I of [2]).
The following proposition is well known.
Proposition 4.1 ([2]). Let X be a code over A. If X is a weak Bernoulli set over A, then X is a maximal code.
From the above proposition, we can deduce that
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Proposition 4.2. Let Y ⊆ B+ and Z ⊆ A+ be composable codes such that Y is a Bernoulli set over B and Z is a weak Bernoulli set
over A. Then the composition X = Y ◦ Z is a weak Bernoulli set, and hence a maximal code.
Proof. Let β be such that X = Y ◦β Z . Suppose pi is a positive Bernoulli distribution on A∗ such that pi(Z) = 1. Then we can
define a Bernoulli distribution σ on B∗ as σ(b) = pi(β(b)) for any b ∈ B. Since pi(Z) = 1, we have σ(B) = 1 and hence σ is
really a Bernoulli distribution on B∗. Since pi is positive, so is σ . Now by the fact that Y is a Bernoulli set, we have σ(Y ) = 1.
Therefore, pi(X) = pi(β(Y )) = σ(Y ) = 1. 
Corollary 4.3. Let Y ⊆ B+ and Z ⊆ A+ be composable maximal codes such that Y is thin and Z is a weak Bernoulli set over A.
Then the composition X = Y ◦ Z is a maximal code.
Proof. Since any thin and maximal code is a Bernoulli set (Theorem 5.10 in Chapter I of [2]), the result follows immediately
from the above proposition. 
Unfortunately, the converse of Proposition 4.1 is not true, that is to say, there exists a maximal code over Awhich is not
a weak Bernoulli set. So, from the above corollary, we cannot deduce that ‘‘If Y ⊆ B+ and Z ⊆ A+ are composable maximal
code with Y being thin, then the composition X = Y ◦ Z is a maximal code’’. Now we study some other special cases as
follows.
A code X ⊆ A+ is said to be synchronous if there exist x, y ∈ X∗ such that for any u, v ∈ A∗, whenever uxyv ∈ X∗
then ux, yv ∈ X∗. Synchronous codes is an important class of very thin codes, which has many equivalent definitions. For
example, a very thin code X is synchronous if and only if d(X), the degree of the code X , is equal to 1; or equivalently G(X),
the group of the code X , is trivial (For the group and degree of a code, see Section IV.6 of [2] for details). The following lemma
is another useful characterization of synchronous codes given in [2].
Lemma 4.4 ([2]). Let X ⊆ A+ be a very thin code. Then X is complete and synchronous if and only if there exist x, y ∈ X∗ such
that xA∗y ⊆ X∗.
The following characterization of synchronous codes is a direct consequence of the above lemma, which will be used in
the prove of Theorem 4.6.
Corollary 4.5. Let X ⊆ A+ be a very thin code. Then X is complete and synchronous if and only if there exists an x ∈ X∗ such that
xA∗x ⊆ X∗.
Proof. Clearly, if there exists an x ∈ X∗ such that xA∗x ⊆ X∗, then by Lemma4.4, X is complete and synchronous. Conversely,
if X is complete and synchronous, then by Lemma 4.4, there exist y, z ∈ X∗ such that yA∗z ⊆ X∗. Let x = yz. Then we have
x ∈ X∗ and xA∗x = yzA∗yz ⊆ yA∗z ⊆ X∗. 
Theorem 4.6. Let Y ⊆ B+ and Z ⊆ A+ be composablemaximal codes with Y being synchronous. Then the composition X = Y ◦Z
is a maximal code.
Proof. Let β be such that X = Y ◦β Z . We need only show that X ′ = X ∪ {w} is not a code over A for anyw ∈ A∗ \ X∗.
Since Y is maximal, it is complete. By Corollary 4.5, there exists a y ∈ Y ∗ such that yB∗y ⊆ Y ∗. Let x = β(y). Then
x ∈ β(Y ∗) = X∗ and xZ∗x = β(yB∗y) ⊆ β(Y ∗) = X∗. Let u = xwx.
(1) If u ∈ X∗, then u has distinct X ′-factorizations, and hence X ′ is not a code.
(2) If u ∈ Z∗ \ X∗, let v = β−1(u). Then v /∈ Y ∗ since u /∈ X∗. By the maximality of Y , Y ′ = Y ∪ {v} is not a code over B.
Let X ′′ = X ∪ {u}. Since Y ′ = β−1(X ′′), we have X ′′ is not a code over A by Item (2) of Proposition 1.1. Then by Lemma 3.2,
X ′ is also not a code.
(3) If u /∈ Z∗, then by the maximality of Z , Z ′ = Z ∪ {u} is not a code over A. So there exists a word t has distinct
Z ′-factorizations:
t = z1z2 · · · zm = z ′1z ′2 · · · z ′n. (4.1)
Suppose that
zi1 = zi2 = · · · = zip = z ′j1 = z ′j2 = · · · = z ′jq = u,
where 1 ≤ i1 < i2 < · · · < ip ≤ m, 1 ≤ j1 < j2 < · · · < jq ≤ n and other zi, z ′j are all in Z . Then
xtx = xz1z2 · · · zi1−1xwxzi1+1zi1+2 · · · zi2−1xwx · · · xwxzip+1zip+2 · · · zmx
= xz ′1z ′2 · · · z ′j1−1xwxz ′j1+1z ′j1+2 · · · z ′j2−1xwx · · · xwxz ′jq+1z ′jq+2 · · · z ′nx. (4.2)
Since xZ∗x ⊆ X∗, we can deduce two X ′-factorizations of xtx from Eq. (4.2) as:
xtx = x1x2 · · · xr1wxr1+1xr1+2 · · · xr2w · · ·wxrp+1xrp+2 · · · xm′
= x′1x′2 · · · x′s1wx′s1+1x′s1+2 · · · x′s2w · · ·wx′sq+1x′sq+2 · · · x′n′ . (4.3)
The above two X ′-factorizations of xtx are distinct since otherwise, the two Z ′-factorization of xtx in Eq. (4.2) are the same,
and hence the two Z ′-factorization of xtx in Eq. (4.1) are the same, a contradiction. Consequently, X ′ is not a code, and hence
X is a maximal code over A. 
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Theorem 4.7. Let Y ⊆ B+ and Z ⊆ A+ be composablemaximal codes. If Y is thin and Z is completely simple, then the composition
X = Y ◦ Z is a maximal code.
Proof. Let β be such that X = Y ◦β Z . We need only show that X ′ = X ∪ {w} is not a code over A for anyw ∈ A∗ \ X∗.
Since Y is maximal, it is complete. By Item (2) of Lemma 3.5, there exist y ∈ Y ∗ and n ∈ N such that (yB∗y)(n) ⊆ Y ∗. Let
u = β(y) ∈ X∗. Then
(uZ∗u)(n) = (β(yB∗y))(n) = β((yB∗y)(n)) ⊆ β(Y ∗) = X∗. (4.4)
Let M = M(Z∗), K = ker(M), ϕ = ϕZ∗ and I = ϕ−1(K). The maximality of Y and Z implies their completeness. Then
by Item (2) of Proposition 1.5, X is complete, that is X∗ ⊆ Z∗ is dense in A∗. Hence, X∗ intersects with all ideals of A∗. In
particular, X∗ ∩ I 6= ∅. Let x ∈ X∗ ∩ I . Since I is an ideal of A∗ and u ∈ X∗, we have uxu ∈ X∗ ∩ I . Now, by Item (1) of
Lemma 3.5, ϕ(uxuwuxu) ∈ ϕ(uxuA∗uxu) is contained in the H -class Hϕ(uxu). Denote by e the identity of Hϕ(uxu). Then by
Lemma 3.4, e ∈ ϕ(Z∗). Let g = (ϕ(uxu))−2 and v ∈ ϕ−1(g). Then
ϕ(uxuvuxu) = ϕ(uxu)ϕ(v)ϕ(uxu) = ϕ(uxu)(ϕ(uxu))−2ϕ(uxu) = e. (4.5)
By Lemma 3.4, ϕ(Z∗) ∩ He is a subgroup of He. So, ϕ(uxu) ∈ ϕ(Z∗) ∩ He implies g ∈ ϕ(Z∗) ∩ He. Therefore, v ∈ ϕ−1(g) ⊆
ϕ−1(ϕ(Z∗)) = Z∗. Now let s = (uxuvuxu)n. Then by Eq. (4.4),
s = (u(xuvux)u)n ∈ (uZ∗u)(n) ⊆ X∗,
and clearly, s ∈ I since I is an ideal of A∗. So
s ∈ X∗ ∩ I. (4.6)
By Eq. (4.5),
ϕ(s) = ϕ(uxuvuxu)n = en = e. (4.7)
Moreover, by u, x, v ∈ Z∗ and Eq. (4.4) again, we can deduce that
(sZ∗s)(n) = (u(xuvuxu)(uxuvuxu)n−1Z∗(uxuvuxu)n−1(uxuvux)u)(n)
⊆ (uZ∗u)(n) ⊆ X∗. (4.8)
Now by Eq. (4.6) and Item (1) of Lemma 3.5, ϕ(sA∗s) ⊆ Hϕ(s) = He, which implies ϕ(sws) ∈ He. Let h = (ϕ(sws))−1 and
t ∈ ϕ−1(h). Then
ϕ(sws3t) = ϕ(sws)ϕ(s2)ϕ(t) = ϕ(sws)e2(ϕ(sws))−1 = e.
So
sws3t ∈ ϕ−1(e) ⊆ ϕ−1(ϕ(Z∗)) = Z∗.
Then by Eq. (4.8),
(s2ws3ts)n = (s(sws3t)s)n ∈ (sZ∗s)(n) ⊆ X∗.
Similarly, ts3ws ∈ Z∗ and hence (sts3ws2)n ∈ X∗. Let
(s2ws3ts)n = x1x2 · · · xp, (sts3ws2)n = y1y2 · · · yq, s2 = z1z2 · · · zr ,
where xi, yj, zk ∈ X , i = 1, 2, . . . , p, j = 1, 2, . . . , q, k = 1, 2, . . . , r . Then the word z = (s2ws3ts)ns2ws2 has the following
X ′-factorization:
z = x1x2 · · · xpz1z2 · · · zrwz1z2 · · · zr .
On the other hand, notice that
z = (s2ws3ts)ns2ws2
= ((s2ws2)(sts))ns2ws2
= s2ws2((sts)(s2ws2))n
= s2ws2(sts3ws2)n,
z has another X ′-factorization:
z = z1z2 · · · zrwz1z2 · · · zry1y2 · · · yq.
Since z1z2 · · · zrw = s2w is a prefix of x1x2 · · · xp = (s2ws3ts)n ∈ X∗ and w /∈ X∗, the above two X ′-factorizations of z are
distinct. Consequently, X ′ is not a code, and hence X is a maximal code over A. 
Problem 4.8. Let Y ⊆ B+ and Z ⊆ A+ be composable maximal codes with Y being thin. Is the composition X = Y ◦ Z
maximal?
At this stage, we cannot show that such a composition is always maximal. However, counterexamples are also hard to
be constructed since such a counterexample must at least satisfy the following conditions:
(1) Y cannot be synchronous (Theorem 4.6);
(2) Z cannot be completely simple (Theorem 4.7);
(3) Z cannot be a weak Bernoulli set (Corollary 4.3).
We have no example of maximal codes which can satisfy both the condition (2) and (3). Even if such a code Z exists, the
suitable composition X = Y ◦ Z may be too complicated to be investigated.
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5. Conclusion remarks
In this paper, an example showing that the compositions of maximal codes are not necessary maximal is given. So
Problem 1.7 is certainly solved. Then the following problem can be naturally raised:
Problem 5.1. What conditions can ensure a composition of maximal codes being maximal?
Let X = Y ◦β Z be a composition of two maximal codes Y and Z . Form Proposition 1.8 (that is Proposition 6.9 in Chapter
I of [2]), we know that for ensuring X to be maximal, the following condition (C1) is sufficient:
(C1) Y and Z are thin.
In this paper, four sufficient conditions (the following (C2)–(C5)) to this problem are given and (C2), (C4) and (C5) are all
generalizations of Condition (C1).
(C2) Z is thin;
(C3) Y is synchronous;
(C4) Y is thin and Z is completely simple;
(C5) Y is a Bernoulli set and Z is a weak Bernoulli set.
At present, a necessary and sufficient condition to this problem has not been found.
Acknowledgements
The author would like to thank the referees for their comments and suggestions which improve the presentation of this
paper.
References
[1] M. Artin, Algebra, Prentice-Hall Inc, 1991.
[2] J. Berstel, D. Perrin, Theory of Codes, Academic Press, Orlando, 1985.
[3] J.M. Howie, Fundamentals of Semigroup Theory, Oxford University Press, New York, 1995.
[4] G. Lallement, Semigroups and Combinatorial Applications, Wiley Interscience, New York, 1979.
[5] M. Petrich, N.R. Reilly, Completely Regular Semigroups, in: A Wiley-Interscience Publication, 1999.
