We introduce the definition of the typical irreducible modules of the generalized quantum groups, and prove the Weyl-Kac-type formulas of their characters. As a by-product, we obtain the Weyl-Kac-type character formulas of the typical irreducible modules of the quantum superalgebras associated with the basic classical Lie superalgebras, which is explained in Introduction.
Introduction
In 1976, V. Kac [20] gave the Weyl-type character formula of the typical finitedimensional irreducible modules of the basic classical Lie superalgebras. The highest weights of the non-typical (atypical) finite-dimensional irreducible modules stay in a Zariskii closed subset of the linear space spanned by those of all the finite-dimensional irreducible modules. In this paper, we give its counterpart for the generalized quantum groups over any field K of characteristic zero.
Let C be the field of complex numbers. From now on until the end of Introduction, associative algebras and Lie superalgerbas are those over C. Let θ ∈ N and I := {1, . . . , θ}. Let q ij ∈ C × := C \ {0} (i, j ∈ I), and Q := (q ij ) i,j∈I ∈ M θ (C). In the same way as that for the Lusztig's definition of the quantum groups in [23, 3. 1.1], we define the generalized quantum groups U Q . As an associative C-algebra,
i , E i , F i (i ∈ I) satisfying the equations . In this paper, we introduce an appropriate definition of the typical finite-dimensional irreducible modules of U Q in the case where |R Q + | < ∞, and prove the Weyl-Kac type forumula of their characters. For such U Q , we have already achieved the (axiomatic) Weyl groupoids [16] , [9] , the Bruhat order of the Weyl groupoids [4] , the Shapovalov determinants [17] , the defining relations [1] (see also [2] , [18] , [24] , [25] , [26] ), the universal R-matrices [3] , the classification of the finite-dimensional irreducible modules [5] and the Harish-Chandra-type theorem for the (skew) center [7] (see also [6] , [8] ).
Let a be a linear space over C. Let a(0) and a(1) be linear subspaces of a such that a = a(0) ⊕ a(1). For t ∈ Z, define a(t) := a(t ± 2). Let [ , ] : a × a → a be a C-bilinear map with [a(t), a(t ′ )] ⊂ a(t + t ′ ). We say that a = (a, Let b be one of the Lie superalgebras over C which are A(m − 1, n − 1) = sl(m|n) (θ = m + n − 1 ≥ 3, 1 ≤ m < n), sl(n|n) (θ = 2n − 1 ≥ 3), B(m, m) = osp(2m+ 1|2n) (θ = m+ n ≥ 1, m ≥ 0, n ≥ 1), C(n) = osp(2|2n−2) (θ = n ≥ 3), D(m, n) = osp(2m|2n) (θ = m + n ≥ 3, m ≥ 2, n ≥ 1), F (4) (θ = 4), G(3) (θ = 3), D(2, 1; a) (θ = 3, a ∈ C \ {0, −1}), where m, n ∈ Z ≥0 . We call these Lie superalgebras the finite-dimensional Lie superalgebras of type A-G of rank = θ. The family of the basic classical Lie superalgebras of rank = θ is composed of these Lie superalgebras except for sl(n|n) (θ+1 ∈ 2Z) and A(n−1, n−1) = sl(n|n)/CI (θ = 2n − 1 ≥ 3), where I is the 2n × 2n identity matrix. Each of this family is a simple Lie superalgebra.
The quantum superalgebra U q (b) of the above b can be can be obtained from a generalized quantum group by slight modification (see Remark 1.2). As Theorem 1.1 below, we state a formula of the characters of the typical finitedimensional irreducible modules of U q (b).
Let E be a θ-dimensional linear space over C with a C-basis Π := {α i |i ∈ I}. Let ( , ) : E × E → C be a symmetric bilinear map. Let p : ZΠ → Z be a Zmodule homomorphism such that p(Π) ⊂ {0, 1}. We define the Lie superalgebra g = g(( , ), Π, p) = g(0) ⊕ g(1) over C by the following axioms (g1)-(g3).
(g1) There exists a direct sum g = ⊕ λ∈ZΠ g λ as a C-linear space such that [g λ , g µ ] ⊂ g λ+µ and (λ, µ ∈ ZΠ) and g(t) = ⊕ p(λ)−t∈2Z g λ (t ∈ {0, 1}). (g2) There exist e i ∈ g α i , f i ∈ g −α i and a C-basis {h i |i ∈ I} of g 0 such that [h i , h j ] = 0, [h i , e j ] = (α i , α j )e j , [h i , f j ] = −(α i , α j )f j , [e i , f j ] = δ ij h j (i, j ∈ I).
(Hence dim g 0 = |I|, dim g ±α i = 1, and {λ ∈ ZΠ| dim g λ ≥ 1} ⊂ Z ≥0 Π ∪ Z ≤0 Π.) (g3) ∀λ ∈ Z ≥0 Π \ {0} (resp. Z ≤0 Π \ {0}), {X ∈ g λ | ∀i ∈ I, [f i , X] = 0 (resp. [e i , X] = 0)} = {0}.
Let a ∈ C be such that q = exp(a). For b ∈ C, let q b := exp(ab) as usual. Let
In fact, g is isomorphic to sl 2 (C) (resp. osp(1|2), resp. sl(1|1), resp. h 1 ) if p(α 1 ) = 0 (resp. 1, resp. 1, resp. 0) and (α 1 , α 1 ) = 0 (resp. = 0, resp. = 0, resp. = 0), where h 1 is the Heisenberg Lie algebra.
Assume that θ ≥ 2, dim g < ∞ and there exists (i, j) ∈ I ′ × (I \ I ′ ) with (α i , α j ) = 0 for every non-empty proper subset I ′ of I. We have |R + | < ∞ and (R + null ) 0 = ∅ for UQ. For almost all q, the Weyl groupoids of g and UQ are isomorphic (see [5, Lamma 5.1 (2)]). From this fact, using the classification theorem [13] of the (finite-type) Nichols algebras of diagonal-type, we obtain a new proof that g is isomorphic to one of the finite dimensional simple Lie algebras of rank = θ and the finite-dimensional Lie superalgebras of type A-G of rank = θ, which has originally been proved by [19] . Assume dim g < ∞ until the end of Introduction. Let U q (g) be the quantum superalgebra of g. As an associative C-algebra, U q (g) is defined with the generators k
±1
i , e i , f i ∈ U q (g) (i ∈ I) and the relations composed of those of (QS1-3) below and the same ones as those of [25, (QS4) (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) , (QS5)(1-17) of Proposition 6.7.1] (see also [24, Proposition 10.4 
We have the C-linear subspaces
Let Gr Π be the set of group homomorphisms from ZΠ to C × . Defineρ Π ∈ Gr Π byρ Π (α i ) :=q ii (i ∈ I). It follows from Proposition 3.5 that
Let Bi Π be the group of bijections from ZΠ to ZΠ, where the multiplication is define by st := s • t (s, t ∈ Bi Π ).
Let Ω ∈ Gr Π . Let M(Ω) (resp. L(Ω)) be the Verma module (resp. the highest weight irreducible module) of U q (g) with the highest weight vectorṽ Ω (resp. v Ω ) satisfying k
iṽ Ω = Ω(±α i )ṽ Ω and e iṽΩ = 0 (resp. k
Let W Π (resp.Ẇ Ω ) be the subgroup of GL(E) (resp. Bi Π ) generated by {s β |β ∈ R + real } (resp. {ṡ Ω β |β ∈ R + real }). Then we have the group isomorphism h :
There exists a group homomorphism sgn Ω :Ẇ Ω → {±1} such that sgn Ω (ṡ Ω β ) = −1. By our main theorem Theorem 3.14 below, we have:
Then we have
SinceQ is a θ × θ symmetric matrix, for every i ∈ I, K i L i − 1 belongs to the center Z(ŪQ) ofŪQ. Consider the quotient C-algebraŪQ :
be the associative C-algebra obtained fromŪQ (resp. U q (g)) by adding the element σ with σ 2 = 1, σK
2 Generalized guantum groups 2.1 Preliminaries
x r−1 , and (n) x ! := n r=1 (r) x . For n ∈ Z ≥0 and x, y ∈ K × , let (n; x, y) := 1 − x n−1 y and (n; x, y)! := n m=1 (m; x, y).
Let A be a non-zero finite rank free Z-module. Let θ ′ := Rank Z (A)(∈ N). Let θ ∈ J 1,θ ′ and I := J 1,θ . Let {α i |i ∈ I} ∪ {ǫ r |r ∈ J θ+1,θ ′ } be a Z-base of A. Define an injection π : I → A by α i := π(i) (i ∈ I). Let A π = ⊕ i∈I Zα i and A
There exists a unique associative K-algebra (with 1) U = U(χ, π) satisfying the following conditions (U1)-(U6).
(U1) As a K-algebra, U is generated by the elements:
(U2) The elements of (2.3) satisfy the following relations.
(U4) There exist the K-subspaces U λ = U(χ, π) λ of U (λ ∈ A π ) satisfying the following conditions (U4-1)-(U4-3).
We also regard U = U(χ, π) as a Hopf algebra (U, ∆, S, ε) by (2.5)
As in a standard way (see [10] ), we have the bilinear form ϑ = ϑ χ,π : U +,♭ × U −,♭ → K such that ϑ |U + ×U − is non-degenerate and the following equations are satisfied.
′,(y)
r − with y ∈ J 1,3 ) are any elements of U +,♭ and U −,♭ respectively satisfying ∆(
(1)
Let q ij := χ(α i , α j ) (i, j ∈ I). We call (χ, π) reducible if there exists nonempty proper subsets I ′ , I ′′ such that I ′ ∩ I ′′ = ∅, I = I ′ ∪ I ′′ and q ij q ji = 1 for all i ∈ I ′ and all j ∈ I ′′ . If (χ, π) is not reducible, we call it irreducible. See also the map f 3 of Subsection 3.4.
Kharchenko's PBW theorem
For λ ∈ A, let q λ := χ(λ, λ) and c λ :=ô(q λ ). 
By [13], using (2.11) below, we see that
where
Proof. Injectivity of HC χ,π ω can be proved in the same way as that for [7, Lemma 9 .2].
First we assume that A ex = {0} and q β = 1 for all β ∈ R χ,π + . The statement of [7, Theorem 10.4] has claimed that the above theorem holds if K is an algebraically closed field. However, by the equation G = ZS in [7, (10.5 )], we can easily see that it really holds for any field K.
Second we assume A ex = {0} and Char(K) = 0. We use an induction on |I|. Assume that there exists β ∈ R χ,π + with q β = 1. By (2.7), we see that β = α i for some i ∈ I and that q ij q ji = 1 for all j ∈ I \ {i}.
we have the K-linear isomorphism
KK λ L µ , and
. By Thereom [6,
Then we can see that the statement holds. Finally we assume
Then we can see that the statement is true. ✷ 
Basic facts
and define E χ,π
Let B(I) the set of all maps from N to I. Let f ∈ B(I) and t ∈ Z ≥0 . Define τ there exists f ∈ B(I) such that R χ,π
real , and R χ,π
3 Main Result 3.1 Irreducible bicharacters with Char(K) = 0 and |R
From now on until Remark 3.13, we assume that Char(K) = 0, |R χ,π
, and (χ, π) is irreducible.
By the classification theorem of [13], we have an injectionπ : I → A being one of (π0)-(π5) below such that A π = ⊕ i∈I Zπ(i) and π = τ χ f,t (π) • d for some bijection d : I → I, some f ∈ B(I) and some t ∈ Z ≥0 after modifying θ ′ and the values χ(π(i)), ǫ r ), χ(ǫ r , π(i)), χ(ǫ r , ǫ r ′ ).
From now on until Remark 3.13, using (π0)-(π5) below, we fix θ ′ , χ(π(i), ǫ r ), χ(ǫ r ,π(i)), χ(ǫ r , ǫ r ′ ). See also (3.19) below.
By (2.10), we have
is injective. For λ ∈ A, we denote Υ(λ) by λ for simplicity. We define ̟ i ∈ A (i ∈ I) and a non-degenerate symmetric bilinear map ( | ) :
(π0) (θ =q 11 = 1-case) Assume θ = 1 andq 11 = 1. We have R χ,π +,real = ∅ and R χ,π ] i,j∈I is one on the matrices in [15, 
+,real can be identified with the positive root system of the finite-dimensional simple Lie algebra over C whose Cartan matrix is A, see [5, Lemma 5.3] for example.
(π2) (Super-type) Let X = [x ij ] ij∈I be one of the θ × θ-symmetric matrices (i.e., x ij = x ji ) over Z below.
(i) (sl(m|n)-type) Assume θ ≥ 2. Let m, n ∈ N be such that m + n + 1 = θ and m ≥ n. Let x ii := 2, x ii+1 := −1 (i ∈ I 1,m ), x m+1,m+1 := 0, x jj := −2, x j−1,j := 1 (j ∈ I m+2,m+n+1 ), and
Let m, n ∈ N be such that m + n = θ. Let x ii := −2, x ii+1 := 1 (i ∈ I 1,n−1 ), x nn := 0, x jj := 2, x j−1,j := −1 (i ∈ I n+1,m+n−1 ), x m+n,m+n := 1, x m+n−1,m+n := −1 and
Let n := θ. Let x 11 := 0, x ii := 2, x i−1,i := −1 (j ∈ I 2,n−1 ), x nn := 4, x n−1,n := −2 and
Let m ∈ J 2,∞ , n ∈ N be such that m + n = θ. Let x ii := −2, x ii+1 := 1 (i ∈ I 1,n−1 ), x nn := 0, x jj := 2, x j−1,j := −1 (j ∈ I n+1,m+n−1 ), x m+n,m+n := 2, x m+n−1,m+n := 0, x m+n−2,m+n := −1, and Note that det X = 0 if and only if X is of sl(m|m)-type with θ = 2m + 1.
(π3) (Extra-D(2, 1; a)-type) Let x, y ∈ K × ∞ with xy = 1. We assume that θ = 3, Let χ be such that q ii := (−1)
. Let ̟ i be the same as that for sl(3|2)-type. We have R χ,π +,real = {ᾱ 1 ,ᾱ 1 +ᾱ 2 ,ᾱ 2 ,ᾱ 4 ,ᾱ 1 + 2ᾱ 2 + 3ᾱ 3 + 2ᾱ 4 ,ᾱ 1 + 2ᾱ 2 + 3ᾱ 3 +ᾱ 4 } and R χ,π +,null = {β ∈ R χ,π + |χ(β, β) = −1} = {ᾱ 1 +ᾱ 2 +ᾱ 3 +ᾱ 4 ,ᾱ 1 +ᾱ 2 +ᾱ 3 ,ᾱ 1 + 2ᾱ 2 + 2ᾱ 3 +ᾱ 4 ,ᾱ 1 +ᾱ 2 + 2ᾱ 3 +ᾱ 4 ,ᾱ 2 +ᾱ 3 +ᾱ 4 ,ᾱ 3 +ᾱ 4 ,ᾱ 2 + 2ᾱ 3 +ᾱ 4 ,ᾱ 2 +ᾱ 3 ,ᾱ 3 }. × be such that ζ 2 + ζ + 1 = 0. Let χ be such that q ii := ζ
. Then ̟ i can be the same as that for sl(2|1)-type. We have R We see: Tables 1-4 ], we see that for i, j ∈ I with q
−k for some k ∈ Z ≥0 . Then the claim for λ ∈ A π follows form (2.11). If θ ′ = θ + 1, The claim for λ ∈ A ex can be seen in a direct way. ✷ Let β ∈ R χ,π real . By Lemma 3.2, we have the Z-module automorphism s β : A → A defined in the way that s β (λ) := λ − kβ for λ ∈ A with k ∈ Z satisfying χ(β, λ)χ(λ, β) = q k β . We directly see that χ(s β (µ), s β (µ)) = χ(µ, µ) and
real be the subgroup of Aut Z (A) generated by {s β |β ∈ R χ,π real }.
Lemma 3.3. (1) The map
is injective. ′ defined by (z 
Proof. By Lemma 3.3 (2), we see that the claims follow from the well-known facts of the root systems and the Weyl groups. ✷ By Lemmas 3.4 (2) and 3.3 (2a), we see that there exists a unique group homomorphism sgn χ,π : W χ,π
Irreducible modules
Let Λ :
There also exists a U(χ, π)-module M χ,π (Λ) such that there existsṽ Λ ∈ M χ,π (Λ)\ {0} satisfying the same conditions of those of (3.4) with M χ,π (Λ) andṽ Λ in place of M χ,π (Λ) and v Λ respectively and the condition that dim
) the highest weight irreducible (resp. the Verma) U(χ, π)-module of Λ. For i ∈ I, we can easily see that
where let h be as above, see [5, Lemma 6.3] . For f ∈ B(I) and t ∈ Z ≥0 , define τ χ,π f,t (Λ) in the way that τ χ,π f,0 (Λ) := Λ and τ 
Main theorem for irreducible cases
, we see that
Then we easily obtain (3.7) from (3.6). ✷ Define the Z-module isomorphismρ
For β ∈ R χ,π +,null , we let
and we have P
χ,π ω 0 , †,pre . Moreover we can easily see the following.
Lemma 3.6. We haveP
Then we call L χ,π (Λ) typical. Let E Λ be a free Z-module with a basis {e
Since dim L χ,π (Λ) < ∞, by (3.5) and (3.7), we have
.
Let Bi(A π ) be the set of bijections from
Proof. We prove the claim for η χ,π Λ . We can similarly prove the claim forη χ,π Λ . By (3.9) and (3.13), the group epimorphism η χ,π Λ exists. By Lemma 3.4 (4) and (3.12), we see that for sufficiently large k ∈ N, the map g :
We have the group isomorphisma ξ χ,π
Proof. The fact in (3.13) implies ⇐=. We prove =⇒.
real |γ(0) = 0}. Let y ′ := |{t ∈ J 1,y |γ t (0) = 0}|, and assume that γ t ′ (0) = 0 (t ′ ∈ J 1,y ′ ) and
, where the cup of RHS is disjoint union. In particular, Λ(
LetÊ Λ be the Z-module formed by all Z-module homomorphisms from E Λ to Z. Then there exists a unique Z-module monomorphism ι
Lemma 3.11. We have:
Proof. Use the notation of Theorem 2.2 (2). Let U β be the K-algebra of
χ,π (Λ) and any proper U β -submodule N of M, any non-zero irreducible U β -submodule of M/N is isomorphic to V n,a for some (n, a) ∈ X.
We shall show the following (♯).
(♯) As a U β -module, L χ,π (Λ) is a completely reducible module whose irreducible components are isomorphic to V n,a for some (n, a) ∈ X. 
Then we see that (3.15) is true (and that (♯) is also true).
✷
Regard E ω 0 (= ⊕ λ∈Aπ Ze 
Theorem 3.12. (Recall the assumptions (3.1), (3.2) and (3.8).)
Proof.
Then p w = p e for all w ∈ W . By (3.14), using a standard argument, we see that there exist b w ∈ 1 pe Z (w ∈ W ) satisfying the following (b1)-(b3).
By (3.16), we have
. By (3.7), (3.15) and (3.17), we see that + . Thenπ is of (π0), see (2.7). We haveP χ,π = 0. We see that the following (a), (b), (c) are equivalent.
General case
Assume Char(K) = 0. Let χ be as in (2.2). Assume |R χ,π + | < ∞. In this subsection, we do not impose the assumption (3.1) or the one (3.2) . Nevertheless the notations in this subsection can be defined in the same way as above. Recall (2.6). Let
Assume that there exists a non-empty proper subset of I 1 of I such that q ij q ji = 1 (i ∈ I 1 , j ∈ I \ I 1 ). Let I 2 := I \ I 1 . For t ∈ J 1,2 , let A t := ⊕ i∈It Zα i , π t := π It and χ t := χ |At×At and Λ t := Λ |U (χt,πt) . Then we have the K-linear isomorphisms
where X t ∈ U(χ t , π t ) (t ∈ J 1,2 ) and Y ∈ U 0 (χ, π) ex . In particular, we have Keep the notation as in Subsection 3.1. In particular, m and n (∈ Z ≥0 ) mean those of (π2).
Letᾱ 0 (∈ A + π ) be 0 (resp. θ i=nᾱ i resp.ᾱ θ−1 +ᾱ θ +2 θ−2 i=nᾱ i , resp. 2ᾱ 1 +3ᾱ 2 + 2ᾱ 3 +ᾱ 4 , resp.ᾱ 1 +2ᾱ 2 +ᾱ 3 , resp.ᾱ 1 +3ᾱ 2 +2ᾱ 3 +ᾱ 4 , resp.ᾱ 1 +2ᾱ 2 ) ifπ is of (π0), (π1), (π2)-(i), (π2)-(iii) or (π3)-(ii) (resp. (π2)-(ii), resp. (π2)-(iv), resp. (π2)-(v) resp. (π2)-(vi), (π2)-(vii) or (π3)-(i), resp. (π4), resp. (π5)). LetΠ 0 (⊂ A + π ) be ∅ (resp. {ᾱ i |i ∈ I}, resp. {ᾱ i |i ∈ I \ {m + 1}}, resp. {ᾱ 0 } ∪ {ᾱ i |i ∈ I \ {n}}, resp. {ᾱ i |i ∈ I \{1}}, resp. {ᾱ 0 ,ᾱ 2 ,ᾱ 3 ,ᾱ 4 }, resp. {ᾱ 0 ,ᾱ 2 ,ᾱ 3 }, resp. {ᾱ 0 ,ᾱ 1 ,ᾱ 3 }, resp. {ᾱ 1 ,ᾱ 3 }, resp. {ᾱ 0 ,ᾱ 1 ,ᾱ 2 ,ᾱ 4 }, resp. {ᾱ 0 ,ᾱ 1 }) ifπ is of (π0) (resp. (π1), resp. Ifᾱ 0 = 0, let cπ := 0 (∈ Z ≥0 ). Ifᾱ 0 = 0, then let cπ (∈ Z ≥0 ) be 2m (resp. m, resp. 4, resp. 6, resp. 2, resp. 3) ifπ is of (π2)-(ii) (resp. = q −12 . λᾱ 2 = q 2 λᾱ 3 . (cπ7)π is of (π2)-(vi). tᾱ 0 = 4. λᾱ 2 = 1. (cπ8)π is of (π2)-(vii). tᾱ 0 = 1. λᾱ 2 = 1 or λᾱ 1 λᾱ 2 = q 2 . (cπ9)π is of (π3)-(i). tᾱ 0 = 1. λᾱ 2 = 1 or λᾱ 1 λᾱ 2 = a −1 . (cπ10)π is of (π4). tᾱ 0 = 1. λᾱ 3 = λᾱ 3 = 1. (cπ11)π is of (π4). tᾱ 0 = 2. λᾱ 3 = 1 or λᾱ 1 λᾱ 3 λᾱ 4 = 1.
