INTRODUCTION
Whole-ecosystem experimentation has made vital contributions to ecology (Hasler 1964 , Likens 1985 . Ecosystem-level experiments have been especially valuable when results of smaller scale experiments have contradictory implications for ecosystem phenomena (Schindler 1988) . At the community level, whole-system manipulations of large, mobile predators have revealed responses at spatial scales much larger than experimental enclosures , Schindler 1987 . Ecosystem experiments are properly scaled for many important management issues and so are especially useful in applied ecology (Magnuson et al. 1984a , National Research Council 1986 .
Two analytical challenges arise in the interpretation of ecosystem experiments: (1) did the manipulated ecosystem change following the manipulation? and (2) did the manipulation cause the change? ). Both questions can be answered by randomized, replicated experimental designs (Hurlbert 1984 ). However, replication is rarely possible in whole-ecosystem experiments because of limited funding, limited access to experimental ecosystems, and public health, political or environmental difficulties with the necessary manipulations. Moreover, high interannual and interecosystem variability dictates that large numbers of replicates are needed in many cases to achieve adequate statistical power. For example, in experiments on primary production in lake ecosys- tems, about five replicate lakes per treatment are necessary to detect even large manipulation effects (Carpenter 1989). Many community properties are even more variable than primary production , Schindler 1987 ) and would require even more replicates to detect effects. Problems of time-treatment interaction may further increase the numbers of replicates needed (Walters et al. 1988 ). In many cases, there will simply not be enough ecosystems to achieve adequate replication. For example, two prominent experimental lake reserves in North America, Canada's Experimental Lakes Area and the University of Notre Dame Environmental Research Center, contain only 46 and 27 lakes, respectively. Given the large number of important questions that require whole-ecosystem experiments (National Research Council 1986, Schindler 1987 Schindler , 1988 , these critical studies will rarely, if ever, be adequately replicated.
As an alternative to replication, whole-ecosystem experiments can be used selectively to determine the response potential of ecosystems to powerful manipulations which produce massive, unequivocal responses in one system at one time ). In these unreplicated experiments, experimental and reference ecosystems are observed before and after a manipulation is applied to the experimental system. Replicated small-scale experiments, process studies, and models can then be used to determine the mechanisms that underlie ecosystem responses ). This approach has been used in successful ecosystem experiments for nearly 40 yr (Hurlbert 1984 , Likens 1985 , Schindler 1988 RIA uses randomization to derive an error distribution from the data itself, so that non-normality does not affect the test results (Edgington 1980 ). This feature is a distinct advantage, because temporal trends and lagged responses commonly cause non-normal error distributions in ecosystem experiments. Also, RIA is not affected by heterogeneous variances (unlike some alternatives, such as the t test). While RIA is affected by autocorrelations in the data, our results show that lack of independence among sequential observations will not cause equivocal results in many ecosystem applications of RIA.
RIA begins with a series of parallel observations of experimental and reference ecosystems, paired in time, spanning periods before and after a manipulation (Fig.  1) . A time series of interecosystem differences is then calculated, and from these are calculated mean values for the premanipulation and postmanipulation differences, D(PRE) and D(POST), respectively. The absolute value of the difference between D(PRE) and D(POST) is the test statistic. Its distribution is estimated by random permutations of the sequence of interecosystem differences.
The null hypothesis assumes Nature assigns interecosystem differences to pre-or posttreatment at random, hence the term randomization. More precisely, the null model states that all possible permutations of the data have an equal probability of being observed. [ Schindler 1987 Schindler , 1988 , it is conceivable that RIA could detect a high frequency of changes in unmanipulated ecosystems or, conversely, fail to detect even massive changes in manipulated systems. Here we examine the performance of RIA on parallel data from two whole-lake experiments and a set of nonmanipulated, long-term study lakes, all located within a 30 km radius in the Northern Highlands Lake District of Wisconsin. We test for (1) the ability of RIA to detect apparent change in experimentally manipulated ecosystems and (2) the frequency with which RIA detects change in lakes that have not been manipulated. The two whole-lake experiments are the Cascading Trophic Interactions project in which two lakes were subjected to food web manipulations and a third was maintained as a reference system , and the Little Rock Lake Experimental Acidification Project in which a lake was separated by a curtain with one basin acidified and the other maintained as a reference system ( 
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METHODS
Statistical procedures
We determined the effects of sample size and autocorrelation on RIA by Monte Carlo simulation. In simulations to determine the effects of sample size, N, the premanipulation sample consisted of N/2 normally distributed random numbers with mean X and standard deviation s. The postmanipulation sample consisted of N/2 normally distributed random numbers with mean X + ms, where m is the specified manipulation effect.
Simulations to determine the effects of autocorrelation followed a similar procedure except that the sequences of random numbers were autocorrelated. In this paper, autocorrelation pertains to the time series of interecosystem differences (Fig. 1 ). Both autoregressive and moving average models were used.
In the autoregressive model, We performed calculations for specified values of r,. In solving the quadratic equation for C given r, we used the root between -1 and + 1.
Y(t)= C Y(t -1) + Z(t) where Y(t) is the random variate (with mean zero) at time t, C is the autoregression coefficient, and Z(t) is
In simulated experiments with autoregressive or moving average models, a total of 40 autocorrelated Ys were generated. The first 20 represented the premanipulation data. A manipulation effect equal to a specified multiple of the standard deviation was added to the second set of 20 Ys. These sample sizes were similar to those in our 3-yr data sets. We analyzed only positive autocorrelations. No cases of negative autocorrelation occurred in our data. While positive autocorrelations are anticonservative (i.e., lead to over- estimation of P), negative autocorrelations are conservative (i.e., lead to underestimation of P) and are therefore of less concern.
Because our limnological data included replicate reference ecosystems, we could compare each manipulated lake with the set of reference lakes by a conventional two-sample t test. For this analysis, we calculated the response of each lake as the postmanipulation mean minus the premanipulation mean. These tests, involving 4-9 reference lakes, have very low statistical power because of no replication in one group (Snedecor and Cochran 1967). With 10 lakes, for example, the balanced design (5 experimental and 5 reference systems) has a t statistic 2.4 times larger than that of the design with 1 experimental and 9 reference systems, all other terms being equal (Snedecor and Cochran 1967) .
The goal of this paper is to examine the performance of RIA for the typical application to one experimental and one reference ecosystem. In most applications, multisystem comparisons such as those we present will not be possible and control of experimentwise error rates will not be an issue. Therefore, we discuss significance at the nominal level of 5%, rather than at a lower level adjusted for simultaneous comparisons.
Limnological procedures
We computed RIAs for surface pH, light extinction coefficient of the epilimnion, epilimnetic chlorophyll, and densities of three zooplankton taxa (Keratella cochlearis, all Daphnia species combined, and all calanoid copepods combined). Here we emphasize three variables (pH, chlorophyll concentration, and Daphnia density) which represent the diversity of patterns we observed. The ability of RIA to detect changes directly related to manipulation was examined using pH, which exhibits modest temporal variability and was affected directly by the acidification of the experimental basin of Little Rock Lake (Brezonik et al. 1986 ). Chlorophyll concentration is a variable that is affected indirectly by both acidification (Schindler et al. 1985 ) and fish manipulation ). It exhibits greater temporal variability than pH, but is much less variable than the concentrations of individual plankton taxa. Light extinction, like chlorophyll, is affected indirectly by manipulations but is even more variable. Daphnia density is also affected indirectly by acidification and fish manipulation, and is among the most variable limnological parameters. To check for effects oftaxonomic resolution, we also examined a species-level variable (Keratella cochlearis) and a suprageneric variable (total calanoid copepods).
Overall, we analyzed data from 12 lakes for 1984-1986 (Table 1) 
RESULTS
Simulations
When only 10 samples were obtained in simulated experiments, manipulation effects of 2 standard deviations or less were not generally detected by RIA at the 5% level (Fig. 2) . In cases with 40 samples, comparable to our data sets, manipulation effects of 1 standard deviation or more were consistently detected by RIA. Doubling the sample size to 80 produced a small increase in sensitivity.
Serial autocorrelation in the time series of interecosystem differences causes RIA to underestimate the true P value (Fig. 3) near the maximum observed in our data sets. In all of the autocorrelated simulations examined, the true P value was <.05 if the P value from RIA was less than .01. Therefore, as a conservative rule of thumb, the P value from RIA should be <.01 to reject the null hypothesis when the time series is autocorrelated. If the time series is autocorrelated and P from RIA is between .01 and .05, then the results are equivocal.
Limnological data
RIA of surface pH data consistently indicated changes after the acidification of Little Rock Lake (Table 2) . Of the 36 comparisons involving reference lakes, only two (5.6%) were significant at the 5% level. Both significant comparisons of reference lakes involved Trout Bog.
RIA of epilimnetic chlorophyll consistently indicated changes after fish manipulation in Tuesday Lake (Table 3) , where piscivore addition caused fivefold reductions in algal biomass that were sustained through 1985-1987 ). The fish manipulation in Peter Lake caused 10-fold increases in algal biomass that persisted only z 2 mo in 1985 ). This transient response produced significant RIAs in comparisons with only two reference lakes, Paul and Little Rock. No response was evident for chlorophyll in Little Rock Lake. Of the 21 comparisons involving reference lakes, only one (4.8%) was significant at the 5% level.
Because the mean is more sensitive to extreme observations than the median, we tested the effects of substituting medians for means in the calculation of D(PRE) and D(POST) for the chlorophyll data (Table  3) . On the basis of significant results at the 5% level, medians and means gave almost identical results. As expected, P values were usually larger when medians were used (for example, see results for Tuesday Lake below). However, that was not always the case. Two (9.6%) of the comparisons involving reference lakes were significant at the 5% level when medians were used.
Most of the significant RIAs for Daphnia density involved manipulated lakes (Table 4) Conventional t tests detected significant manipulation effects in Little Rock (pH), Peter (extinction coef- t Little Rock Lake densities were computed by two methods: simple averaging (below diagonal) as in Paul, Peter, and Tuesday lakes, and hypsometrically-weighted averaging (above diagonal) as in Crystal, Sparkling, and Trout lakes. ficient, total calanoid copepods), and Tuesday (chlorophyll concentration, total Daphnia) lakes (Table 5 ). However, because the power of this test is very low, lack of significance does not demonstrate lack of a manipulation effect. In two cases with significant t tests, all RIAs were significant (pH in Little Rock Lake, chlorophyll concentration in Tuesday Lake). In the other cases, RIA detected differences between the manipulated lake and only some of the reference lakes. In many of these cases, graphs of the time series suggested that any change in the manipulated lake was paralleled by changes in some reference lakes. For example, declining chlorophyll concentration in the acidified basin of Little Rock Lake and increasing chlorophyll in Peter Lake corresponded to similar changes in certain reference lakes. In a few cases, no response of the manipulated lake would have been expected. For example, Tuesday Lake is stained and its extinction coefficient is very insensitive to changes in chlorophyll concentration (Elser 1987) .
Overall, few significant RIAs occurred in comparisons of nonmanipulated lakes (14 of 108, or 12.9%, Table 5 ). Four of these involved differences in Daphnia density between Sparkling Lake and the other nonmanipulated lakes (Table 4) , which was associated with the smelt invasion of Sparkling Lake (McLain and Magnuson 1988). Discounting these cases, only 9.6% (10/104) of the comparisons involving reference lakes produced significant RIAs.
The incidence of significant autocorrelations in time series with significant RIAs was about the same as in the complete set of time series (Table 5) 
DISCUSSION
RIA appears to be a reliable means of detecting changes in time series from whole-ecosystem experiments. Differences following ecosystem manipulations were indicated regularly, while differences were not common in analyses of reference ecosystems. RIA was especially helpful when changes due to manipulation were similar in magnitude to the short-term variability of the time series and visual judgments were therefore difficult. The power of the test increases slowly with increasing sample size when time series contain more than -40 observations. Our analyses identified three areas for caution in the application of RIA: pairing of sample dates, autocorrelations in the time series of intersystem differences, and timing and duration of responses. In many cases, the latter two problems can be resolved by inspection of the time series of both ecosystems and their differences.
Pairing sample dates
In general, samples for RIA should be paired in time as closely as possible. When samples are not closely paired, possible effects of the pairing method on the results should be considered.
We found one example in which the method of pairing sample dates affected the results (Fig. 4) . Little Rock Lake is sampled within 6 d of the previous week's LTER samples, and within 11 d of the subsequent week's LTER samples. Therefore, in Tables 1-3 we paired Little Rock samples with the previous week's LTER samples, their nearest neighbors in time. In rare cases, very different results arose when Little Rock sample were paired with the subsequent week's LTER samples. Extinction coefficients in Big Muskellunge Lake and the acidified basin of Little Rock Lake provide the most dramatic example: P = .008 for pairing with previous (nearest) samples, and P = .753 for pairing with subsequent samples (Fig. 4) . Neither pairing method shows large changes, and the sensitivity of the results to the pairing methods suggests that these results are equivocal. Big Muskellunge Lake is much larger than the acidified basin of Little Rock Lake, and attendant differences in heat budget and phenology of the plankton may account for the sensitivity of these results to the time lag between samples.
A4 utocorrelations
Positive autocorrelation in the time series of interecosystem differences causes RIA to underestimate the true P value (Fig. 3) . A conservative correction for this problem is to require P < .01 instead of the nominal value of .05 when significant autocorrelation exists. This rule of thumb would lead to correct interpretations of even the most severely autocorrelated data sets in our sample. We observed no rl values >0.5. If r, exceeds 0.5, effects on RIA can be estimated by Monte Carlo analysis of the autoregressive model described in the Methods.
Autocorrelation was not a severe obstacle to interpretation of our data. Overall, about one-third of the time series were autocorrelated, but in most of these cases the P values were so high or low that the results of RIA were unequivocal. Autocorrelation caused equivocal results in <3% of the cases we examined. These observations are consistent with those of Stewart-Oaten et al. (1986), who argued on theoretical grounds that autocorrelation may be only a minor problem in the analysis of time series of differences between experimental and reference ecosystems.
When autocorrelated time series cause equivocal results, intervention analyses that explicitly model the serial dependency may be an alternative to RIA (Box and Tiao 1976). However, our experiences with this method were generally unsatisfactory because of problems with nonstationarity and model identification in our relatively short time series.
Timing and duration of responses RIA gives no information about the timing or nature of any change that it detects. Some changes detected by RIA are not consistent with the interpretation that the manipulation caused the change. For example, if a trend in the interecosystem difference existed before the manipulation, or if a change occurred in the reference system but not the manipulated system, then a significant RIA could occur even if the manipulation had no effect. In such cases, misinterpretations can be prevented by examining plots of the time series for each ecosystem and their difference.
A less obvious limitation of RIA is its inability to detect transient effects that span -10 or fewer sampling intervals. In unreplicated experiments, such brief responses will be difficult to evaluate by any statistical technique.
We found an informative example in which the RIA was significant even though no manipulation effect was evident. Chlorophyll concentrations in Big Muskellunge Lake and Trout Lake show weak but opposite trends which translated into a significant trend in the interlake difference (P = .022) even though autocorrelation coefficients were small and nonsignificant (Fig.  5) . However, the plots show that this low P value results from a gradual, noisy trend rather than an abrupt change following the date of manipulation. We analyzed random subsamples of the data to determine the sensitivity of the conclusions to particular data points (Fig. 6) . P values rose and became much more variable when subsets of the data were analyzed. In contrast, the chlorophyll response of Tuesday Lake relative to its nearby reference system, Paul Lake, was much more pro- 
Ecological considerations
As with any statistical technique, it is critical to consider the ecological significance of RIA results. We found that graphs of both lakes' responses and the interlake difference vs. time were indispensable aids in the interpretation of P values from RIA.
Ecological criteria provide a further check on low P values from RIA of individual response variables. Ecosystem hypotheses usually predict concomitant changes in a series of variables. If an experiment is associated with changes in only one of these several variables, then it is unlikely that the postulated mechanism caused the change.
We recommend that RIA be used for initial analysis of data from ecosystem experiments with unreplicated treatments to determine whether or not a change has occurred. If no change is indicated, then RIA provides no evidence for an effect of the manipulation. Of course, statistically nonsignificant results may be biologically significant, if the number of observations is too low to 
