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Abstract
In this work, using the functoriality of Drinfeld center of fusion categories, we general-
ize the functoriality of full center of simple separable algebras in a fixed fusion category to
all fusion categories. This generalization produces a new center functor, which involves
both Drinfeld center and full center and will be called the pointed Drinfeld center functor.
We prove that this pointed Drinfeld center functor is a symmetric monoidal equivalence.
It turns out that this functor provides a precise and rather complete mathematical formu-
lation of the boundary-bulk relation of 1+1D rational conformal field theories (RCFT). In
this process, we solve an old problem of computing the fusion of two 0D (or 1D) wall
CFT’s along a non-trivial 1+1D bulk RCFT.
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1 Introduction
Motivated by the theory of 1+1D rational conformal field theories (RCFT), it was shown in
[DKR2] that the notion of center can be made functorial if we define the morphisms in the
domain and codomain categories properly. More precisely, for two algebras A,B and an
A-B-bimodule M, the following assignment defines a lax functor Z:
(A M−→ B) 7−→ (Z(A) Z
(1)(M):=homA|B(M,M)−−−−−−−−−−−−−−−→ Z(B)), (1.1)
where Z(A) denotes the center of A and homA|B(M,M) denotes the algebra of A-B-bimodule
maps of M. Moreover, Z is a functor if A,B are restricted to simple separable algebras.
This naive result becomes highly non-trivial if we consider algebras in a fusion category
C. The main result of [DKR2] showed that the same assignment (1.1) is still a well-defined
functor if A and B are simple separable algebras in C and Z(A) is the full center of A in the
Drinfeld center of C [D]. When C is the modular tensor category ModV of modules over a
rational vertex operator algebra V (VOA) [H], this functor provides a precise mathematical
description of the boundary-bulk relation of RCFT’s with the fixed chiral symmetry V.
In order to generalize this relation to different chiral symmetries, we need to prove certain
functoriality of Drinfeld center, which was established by two of the authors in [KZ1]. More
precisely, for two fusion categories L,M and a semisimple L-M-bimodule X, it was proved
that the following assignment
(L X−→M) 7−→ (Z(L) Z
(1)(X):=FunL|M(X,X)−−−−−−−−−−−−−−−−→ Z(M)), (1.2)
where Z(C) denotes the Drinfeld center of C and FunL|M(X,X) denotes the category of L-
M-bimodule functors, gives a well-defined functor. In fact, this Drinfeld center functor
provides a precise and complete mathematical description of the boundary-bulk relation
of 2+1D (anomaly-free) topological orders with gapped boundaries. In particular, Z(1)(X)
describes a 1+1D gapped domain wall between the two 2+1D topological orders defined by
Z(L) and Z(M).
To generalize the boundary-bulk relation of RCFT’s with different chiral symmetries
demands us to combine the full center functor with the Drinfeld center functor to a so-called
pointed Drinfeld center functor as illustrated in the following assignment:(
(L,L)
(X, x) // (M,M)
)
7−→
(
(Z(L),Z(L))
(Z(1)(X), Z(1)(x)) // (Z(M),Z(M))
)
,
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for indecomposable multi-tensor categories L,M and simple exact algebras L ∈ L,M ∈ M.
The pair (Z(L),Z(L)) is indeed the categorical center of (L,L) as shown in [St]. We prove
in Section 4.3 (see Theorem 4.12) that it is a well-defined functor. When we restrict the do-
main to indecomposable multi-fusion categories and simple separable algebras, this pointed
Drinfeld functor becomes a monoidal equivalence (see Theorem 4.20). This monoidal equiv-
alence provides a precise mathematical description of the boundary-bulk relation of 1+1D
RCFT’s with different (but still rational) chiral symmetries. It also summarizes and gener-
alizes a few earlier results in the literature. In the process of proving this functoriality, we
prove a key formula (4.2), which solves an old open problem of defining and computing the
fusion of two 1D (or 0D) domain walls along a non-trivial 1+1D bulk RCFT. We postpone a
detailed explanation of the physical significants of this work until Section 5.
In Section 5, we will also briefly discuss how to generalize this 1-functor to a 2-functor
(even further to a 3-functor) as illustrated by the following assignment:
(L,L)
(Y, y)
44
(X, x)
**
⇓ (F, f ) (M,M) 7−→ (Z(L),Z(L))
(Z(1)(Y),Z(1)(y))
33
(Z(1)(X),Z(1)(x))
++
⇓ (Z(2)(F), Z(2)( f )) (Z(M),Z(M))
where f : F(x)→ y is a morphism in Y and (Z(2)(F),Z(2)( f )) will be defined in Section 5.2. The
image of this 2-functor provides a precise mathematical description of 1+1D RCFT’s with
topological defects of all codimensions.
Mathematically, the main theme of this work lies in the intricate interrelations between
algebras in different dimensions, i.e. E0,E1,E2-algebras (see for example [L]). We reveal
this interrelation in our setting in details in Section 3 when we introduce the notions of the
left/right/full center of an algebra in a monoidal category. The most technical part of this
work lies in proving the key formula (4.2), which compute the relative tensor product of two
E0-algebras (or E1-algebras) over an E2-algebra. Algebras in different dimensions interacting
with each other in a unified framework is one of the central themes of mathematical physics
in our time [L, AF]. The main result of this work is a manifestation of this theme.
We briefly explain the layout of this paper. In Section 2, we review relevant results in
tensor categories and set the notations along the way. In Section 3, we introduce the notion
of a left/right/full center of an algebra in a monoidal category, and explain their relation to
internal homs, and prove some of its properties. These notions play crucial roles in our
construction of the pointed Drinfeld center functor. In Section 4, we construct the pointed
Drinfeld center functor, and prove that it is a well-defined symmetric monoidal equivalence.
Section 4.2 is devoted to prove the key formula (4.2) in Theorem 4.5. The left side of
(4.2) defines the horizontal composition of 1-,2-morphisms in the codomain category of the
pointed Drinfeld center functor; the right side is the image of the horizontal composition
of 1-,2-morphisms in the domain category; the isomorphism in this formula guarantees the
functoriality. In Section 5, we sketch the pointed Drinfeld center 3-functor, and provide the
physical motivations and meanings of the 1-truncation and the 2-truncation of this 3-functor.
In Appendix A, we compare our and Davydov’s definition of the full center.
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2 Elements of tensor categories
In this section, we review some basic facts of tensor categories that are important to this
work, and set our notations along the way. Throughout the paper, k is an algebraic closed
field and k is the symmetric monoidal category of finite-dimensional vector spaces over k.
2.1 Finite monoidal categories and finite modules
For a monoidal category C, we use Crev to denote the same category as C but equipped with
the reversed tensor product ⊗rev : C×C→ C defined by a⊗rev b := b⊗ a. If C is rigid, then we
use aL and aR to denote the left dual and the right dual of an object a ∈ C, respectively.
A finite category over k is a k-linear category C that is equivalent to the category of finite-
dimensional modules over a finite-dimensional k-algebra A (see [EGNO, Definition 1.8.6] for
an intrinsic definition). We say that C is semisimple if the defining algebra A is semisimple.
A finite monoidal category over k is a monoidal category C such that C is a finite category
over k and the tensor product ⊗ : C × C → C is k-bilinear and right exact in each variable.
A finite multi-tensor category, or multi-tensor category for short, is a rigid finite monoidal
category. A tensor category is a multi-tensor category with a simple tensor unit. A multi-
tensor category is indecomposable if it is neither zero nor the direct sum of two nonzero
multi-tensor categories. A multi-fusion category is a semisimple multi-tensor category, and a
fusion category is a multi-fusion category with a simple tensor unit.
Let C and D be finite monoidal categories. A finite left C-module M (denoted as CM) is
a left C-module such that M is a finite category and the action functor  : C ×M → M is
k-bilinear and right exact in each variable. We say thatM is indecomposable if it is neither zero
nor the direct sum of two nonzero finite left C-modules. The notions of a finite rightD-module
N (denoted as ND) and a finite C-D-bimodule O (denoted as COD) are defined similarly (see
[EGNO, Definition 7.1.7]).
Let C and D be finite monoidal categories and M,N be finite C-D bimodules. A C-D-
bimodule functor F : M→ N is a k-linear functor equipped with an isomorphism cF(−)d '
F(c−d) for c ∈ C and d ∈ D satisfying some natural axioms (see [EGNO, Definition 7.2.1]).
We use FunC|D(M,N) to denote the category of right exact C-D-bimodule functors from M
to N. If C = k (resp. D = k or C = D = k), we abbreviate FunC|D(M,N) to FunDrev (M,N)
(resp. FunC(M,N) or Fun(M,N)).
Remark 2.1. Let C be a rigid monoidal category andM andN be two left C-modules. If a left
C-module functor F : M → N has a right or left adjoint G : N → M, then G is automatically
a left C-module functor.
An algebra in a monoidal category C is an object A ∈ C equipped with two morphisms
uA : 1C → A and mA : A ⊗ A → A in C satisfying the unity and associativity properties (see
[EGNO, Definition 7.8.1]). An algebra homomorphism f : A→ B is a morphism in C such that
uB = f ◦ uA, mB ◦ ( f ⊗ f ) = f ◦mA.
In what follows, we use Alg(C) to denote the category of algebras in C and algebra homo-
morphisms between them. Note that Alg(C) has an initial object given by the tensor unit 1C
of C.
Let C,D be monoidal categories and A ∈ Alg(C), B ∈ Alg(D). A left A-module in a left C-
moduleM is an object M ∈M equipped with a morphism ρ : AM→M inM satisfying the
usual unity and associativity properties. Similarly, one define the notion of a right B-module
in a right D-module N and that of an A-B-bimodule in a C-D-bimodule O. We use AM, NB,
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AOB to denote the category of left A-modules inM, right B-modules inN and A-B-bimodules
in O, respectively.
Proposition 2.2 ([KZ1, Proposition 2.3.9]). For a multi-tensor categoryC and a finite leftC-module
M, there exists A ∈ Alg(C) such that M ' CA as finite left C-modules.
Given an algebra A in a finite monoidal categoryC, we use x⊗A y to denote the coequalizer
of the parallel morphisms x ⊗ A ⊗ y ⇒ x ⊗ y for a right A-module x and a left A-module y.
Note that ACA is a finite monoidal category with tensor product ⊗A and tensor unit A.
Let C be a finite monoidal category,M a finite right C-module andN a finite left C-module.
The relative tensor product of M and N over C is a universal finite category M C N equipped
with a functor C : M × N → M C N, which is k-bilinear and right exact in each variable,
intertwining the actions of C. See [T, ENO1, ENO2, DD, DSS1, KZ1] for more details. Note
that, in the special case C = k, M k N is simply Deligne’s tensor product M N.
The following description of relative tensor product is adequate for many purposes.
Theorem 2.3 ([DSS1, Theorem 3.3][KZ1, Theorem 2.2.3]). For a multi-tensor category C, a finite
right C-module M and a finite left C-module N, the relative tensor product M C N exists. Without
loss of generality, suppose that M = MC and N = CN for M,N ∈ Alg(C). There are canonical
equivalences
M C N ' MCN ' FunC(CM,CN)
m C n 7→ m ⊗ n 7→ − ⊗M m ⊗ n.
2.2 Monoidal modules over a braided monoidal category
Let C be a braided monoidal category with braiding cx,y : x ⊗ y→ y ⊗ x for x, y ∈ C. We use
C to denote the same monoidal category C but equipped with the anti-braiding c¯x,y := c−1y,x.
The Mu¨ger center of C, denoted by C′, is defined to be the full subcategory of C consisting of
those objects x such that cy,x ◦ cx,y = idx⊗y for all y ∈ C. It is clear that 1C ∈ C′. A braided
fusion category is called non-degenerate if its Mu¨ger center is equivalent to k.
Recall that the center (or Drinfeld center or monoidal center) of a monoidal category C,
denoted by Z(C), is the category of pairs (z, βz,−), where z ∈ C and βz,− : z ⊗ − → − ⊗ z is
a natural isomorphism, called a half-braiding (see [M, JS]). The category Z(C) has a natural
structure of a braided monoidal category. Moreover,Z(C) can be identified with the category
of C-C-bimodule functors of C (see for example [EGNO, Theorem 7.16.1]).
Definition 2.4 ([KZ1]). Let C and D be finite braided monoidal categories.
1. A monoidal left C-module is a finite monoidal category M equipped with a right exact
k-linear braided monoidal functor φM : C→ Z(M).
2. A monoidal right D-module is a finite monoidal category M equipped with a right exact
k-linear braided monoidal functor φM : D→ Z(M).
3. A monoidal C-D-bimodule is a finite monoidal category M equipped with a right exact
k-linear braided monoidal functor φM : C D→ Z(M).
Two monoidal C-D-bimodulesM,N are equivalent if there is a k-linear monoidal equivalence
M ' N such that the composite braided monoidal equivalence C  D φM−−→ Z(M) ' Z(N) is
isomorphic to φN.
A monoidal C-D-bimodule is said to be closed if φM is an equivalence. When C andD are
braided fusion categories, a monoidal C-D-bimodule M is called a multi-fusion (resp. fusion)
C-D-bimodule if M is a multi-fusion (resp. fusion) category.
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Remark 2.5. A monoidal left C-module is simply a monoidal C-k-bimodule and a monoidal
rightD-module is simply a monoidal k-D-bimodule. Conversely, a monoidal C-D-bimodule
is precisely a monoidal right C  D-module. Since Z(M) ' Z(Mrev) canonically as braided
monoidal categories, to say that M is a monoidal C-D-bimodule is equivalent to say that
Mrev is a monoidal D-C-bimodule.
Example 2.6. Let C,D be multi-tensor categories and M a finite C-D-bimodule. Then
FunC|D(M,M) is a monoidal Z(C)-Z(D)-bimodule. To see this we may assume without
loss of generality that D = k. There is a monoidal functor φ : Z(C) → FunC(M,M) defined
by c 7→ c  −, where φc := c  − is equipped with a natural isomorphism for c′ ∈ C
φc(c′  −) = c  (c′  −) βc,c′id−−−−−→ c′  (c  −) = c′  φc(−),
thus defines a left C-bimodule functor. Moreover, φc is equipped with a half-braiding
βφc,F : φc ◦ F = c  F(−) ' F(c  −) = F ◦ φc
thus defines an object of Z(FunC(M,M)). Note that βφc,φc′ is given by
φc ◦ φc′ = c  (c′  −)
β−1c′ ,cid−−−−−→ c′  (c  −) = φc′ ◦ φc.
Therefore, φ is promoted to a braided monoidal functor Z(C)→ Z(FunC(M,M)), as desired.
In the special caseM = C, the above construction recovers the canonical braided monoidal
equivalence Z(C) ' Z(Crev).
IfB is a braided multi-tensor category, then for any monoidal rightB-module U and any
monoidal left B-module V, the relative tensor product U B V has a canonical structure of a
finite monoidal category with tensor unit 1UB 1V and tensor product (xB y)⊗ (x′B y′) :=
(x ⊗ x′) B (y ⊗ y′) (see [G]).
2.3 Functoriality of Drinfeld center
We recall two symmetric monoidal categories introduced in [KZ1].
• MTenind: an object is an indecomposable multi-tensor category L over k, a morphism
between two objects L and M is an equivalence class of finite L-M-bimodules LXM,
and the composition of two morphisms LXM and MYN is given by the relative tensor
product X M Y.
• BTen: an object is a braided tensor categoryA over k, a morphism between two objects
A andB is an equivalence class of monoidalA-B-bimodulesAUB, and the composition
of two morphisms AUB and BVC is given by the relative tensor product U B V.
The tensor product functors of both categories are Deligne’s tensor product .
Theorem 2.7 ([KZ1, Theorem 3.1.8]). The assignment
L 7→ Z(L), LXM 7→ Z(1)(X) := FunL|M(X,X)
defines a symmetric monoidal functor
Z : MTenind → BTen.
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We will refer to this functor Z as the Drinfeld center functor.
Remark 2.8. Recall that, by Example 2.6, FunL|M(X,X) is a monoidal Z(L)-Z(M)-bimodule.
The functoriality of Z follows from the following equivalence:
FunL|M(X,X′) Z(M) FunM|N(Y,Y′) ' FunL|N(X M Y,X′ M Y′)
f Z(M) g 7→ f M g, (2.1)
and the fact that it is a monoidal equivalence when X′ = X, Y′ = Y [KZ1, Theorem 3.1.7].
In particular, in the special case L = N = k and X = X′ = Y = Y′ = M, (2.1) reduces to a
monoidal equivalence:
M Z(M) Mrev ' Fun(M,M), x Z(M) y 7→ x ⊗ − ⊗ y.
In the rest of this subsection, we assume char k = 0. We recall two symmetric monoidal
subcategories MFusind ⊂MTenind and BFuscl ⊂ BTen introduced in [KZ1].
• The categoryMFusind of indecomposable multi-fusion categories over k with the equiv-
alence classes of nonzero semisimple bimodules as morphisms.
• The category BFuscl of non-degenerate braided fusion categories over k with the
equivalence classes of closed multi-fusion bimodules as morphisms.
Now we are ready to state the main theorem of [KZ1].
Theorem 2.9 ([KZ1, Theorem 3.3.7]). The Drinfeld center functorZ : MTenind → BTen restricts
to a fully faithful symmetric monoidal functor
Z : MFusind → BFuscl.
Definition 2.10. We say that a braided fusion category C is non-chiral if there exists a fusion
category M such that C ' Z(M) as braided fusion categories; if otherwise, way say that C is
chiral.
We denote the full subcategory ofBFuscl consisting of non-chiral non-degenerate braided
fusion categories by ncBFuscl.
Corollary 2.11. The Drinfeld center functor Z : MTenind → BTen restricts to a symmetric
monoidal equivalence
MFusind ' ncBFuscl.
3 Centers of an algebra
3.1 Internal homs
Let C be a monoidal category andM a left C-module. Given x, y ∈M, the internal hom [x, y]C
in C, if exists, is defined by the following adjunction:
HomM(c  x, y) ' HomC(c, [x, y]C)
for c ∈ C. Equivalently, it can be defined as a pair ([x, y]C, evx), where [x, y]C is an object in C
and
evx : [x, y]C  x→ y (3.1)
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is a morphism in M, such that ([x, y]C, evx) is terminal among all such pairs. That is, for any
object a ∈ C and any morphism f : ax→ y inM, there is a unique morphism f : a→ [x, y]C
in C rendering the following diagram
[x, y]C  x
evx
$$
a  x f //
fidx 88
y
(3.2)
commutative. In other words, ([x, y]C, evx) is the terminal object in the comma category
(C  x ↓ y). For simplicity, we will sometimes abbreviate [x, y]C to [x, y].
We say that M is enriched in C, if [x, y]C exists for every pair of objects x, y ∈ M. If C is a
finite monoidal category, then every finite left C-moduleM is enriched in C (see [KZ1, Lemma
2.3.7]). In this case, [−,−]C : Mop ×M → C is a k-bilinear functor. Moreover, if M = CA,
where C is a multi-tensor category and A is an algebra in C, then
[x, y]C ' (x ⊗A yR)L
(see for example [O][KZ1, Lemma 2.1.6]). It is known that [x, x]C is an algebra in C and [x, y]C
is a [y, y]C-[x, x]C bimodule (see for example [O], [EGNO, Section 7.9]).
For a multi-fusion category C, if X is an indecomposable semisimple left C-module then
we have an equivalence of left C-modules X ' C[x,x], y 7→ [x, y] for every nonzero x ∈ C (see
for example [KZ3, Corollary 3.5]).
3.2 Definitions of left and right centers
Let C and D be finite braided monoidal categories. Note that Alg(C) is a monoidal category
such that, for X,Y ∈ Alg(C), the multiplication of the algebra X ⊗ Y is defined by
X ⊗ Y ⊗ X ⊗ Y id⊗cY,X⊗id−−−−−−−→ X ⊗ X ⊗ Y ⊗ Y mX⊗mY−−−−−→ X ⊗ Y.
Note that Alg(C) ' Alg(C)rev canonically as monoidal categories.
IfM is a monoidal rightD-module, then Alg(M) is a right Alg(D)-module in the following
way. For X ∈ Alg(D) and A ∈ Alg(M), the unit and the multiplication of A  X are given
respectively by
1M ' 1M  1D uAuX−−−−→ A  X, (A  X) ⊗ (A  X) ' (A ⊗ A)  (X ⊗ X) mAmX−−−−−→ A  X.
Similarly, if M is a monoidal left C-module, then Alg(M) is a left Alg(C)-module; if M is a
monoidal C-D-bimodule then Alg(M) is an Alg(C)-Alg(D)-bimodule (see Remark 2.5).
Definition 3.1. Let M be a monoidal right D-module and A ∈ Alg(M), X ∈ Alg(D). A
unital X-action on A is a morphism f : A  X → A in Alg(M) such that the composition
A ' A  1D idAuX−−−−−→ A  X f−→ A coincides with idA,
Definition 3.2. Let M be a monoidal right D-module and A ∈ Alg(M). The right center of
A in D is a pair (ZD(A),m), where ZD(A) ∈ Alg(D) and m : A  ZD(A) → A is a unital
ZD(A)-action on A, such that it is terminal among all such pairs. In the special case where
D = Z(M), ZD(A) is also denoted by Z(A), called the full center of A.
For A ∈ Alg(N) whereN is a monoidal left C-module, the left center of A in C is defined to
be the right center of A in C by regarding N as a monoidal right C-module.
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Remark 3.3. The right center ZD(A) is equipped with a canonical algebra homomorphism
φM(ZD(A))→ A given by the compositionφM(ZD(A)) ' 1MZD(A)
uAidZD (A)−−−−−−−−→ AZD(A) m−→
A.
Remark 3.4. The universal properties of the left and right centers of A can be illustrated by
the following diagrams, respectively:
ZC(A)  A
m

X  A
∃! fidA
OO
f
&&
1C  A
uXidA 66
uZC (A)idA
55
∼ // A ,
A  ZD(A)
m

A  Y
∃! idAg
OO
g
''
A  1D
idAuY 66
idAuZD (A)
55
∼ // A ,
(3.3)
where m, f , g are all algebra homomorphisms.
Example 3.5. WhenM = k, an algebra A inM is just an ordinary finite-dimensional k-algebra.
The usual center Z(A) of A is defined as the subalgebra Z(A) = {z ∈ A | az = za,∀a ∈ A}. Let
m : A ⊗k Z(A)→ A be the multiplication map, which clearly defines a unital Z(A)-action on
A. It is easy to check that the pair (Z(A),m) is the right (and left because k is symmetric)
center of A defined above.
Remark 3.6. In the special caseM = C, the notion of left/right center of an algebra A in Cwas
introduced by Ostrik [O, Definition 15]. In fact, C is a monoidal C-C-bimodule defined by
the evident braided monoidal functor C  C → Z(C). For an algebra A ∈ Alg(C), the notion
of left (resp. right) center of A in C defined here coincides with that of right (resp. left) center
of A defined by Ostrik .
Remark 3.7. The full center Z(A) coincides with the one introduced by Davydov [D]. We
will explain this in Appendix A.
3.3 Centers as internal homs
Let C andD be finite braided monoidal categories. IfM is a monoidal rightD-module then,
for any algebra A ∈ Alg(M), AMA is a monoidal right D-module defined by the braided
monoidal functor D → Z(AMA), d 7→ A  d. It follows that Alg(AMA) is a right Alg(D)-
module. Similarly, if M is a monoidal left C-module, then Alg(AMA) is a left Alg(C)-module
for any algebra A ∈ Alg(M).
Lemma 3.8. Let A be an algebra in a finite monoidal category M and B an algebra in AMA. Giving
an algebra homomorphism h : B → A in AMA is equivalent to giving an algebra homomorphism
h : B→ A in M such that the composition A uB−→ B h−→ A is idA.
Proof. Let h : B → A be an algebra homomorphism in AMA. Then the right square of the
following diagram is commutative:
B ⊗ B // //
h⊗h
B ⊗A B mB //
h⊗Ah
B
h
A ⊗ A // // A ⊗A A ∼ // A.
(3.4)
Since h is an A-A-bimodule map, the left square is also commutative. The commutativity of
the outer square then states that h defines an algebra homomorphism in M. Since A is an
initial object of Alg(AMA), we have h ◦ uB = idA.
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Conversely, let h : B → A be an algebra homomorphism in M such that h ◦ uB = idA.
Then the following diagram commutes:
A ⊗ B uB⊗idB //
idA⊗h $$
B ⊗ B //
h⊗h

B
h

B ⊗ Boo
h⊗h

B ⊗ AidB⊗uBoo
h⊗idAzz
A ⊗ A // A A ⊗ A.oo
Thus h is an A-A-bimodule map. Since the outer and the left squares of Diagram (3.4) are
commutative, so is the right one. That is, h defines an algebra homomorphism in AMA. 
Theorem 3.9. LetM be a monoidal rightD-module and A ∈ Alg(M). Then the right center ZD(A)
is the internal hom [1AMA , 1AMA ]Alg(D)rev , where 1AMA = A is the trivial algebra in AMA.
Proof. According to Lemma 3.8, giving an algebra homomorphism A  X → A in AMA
is equivalent to giving a unital X-action on A for X ∈ Alg(D). That is, the internal hom
[A,A]Alg(D)rev and the right center ZD(A) share the same universal property. 
Remark 3.10. Similarly, if M is a monoidal left C-module, then the left center ZC(A) of
A ∈ Alg(M) is the internal hom [1AMA , 1AMA ]Alg(C).
Corollary 3.11. Morita equivalent algebras share the same left and right centers. In other words,
left and right centers are Morita invariants.
Given a braided monoidal category B, we use CAlg(B) to denote the category of com-
mutative algebras in B. The following result is a special case of a general fact proved by
Lurie [L]. For the reader’s convenience, we briefly unravel the proof.
Lemma 3.12. CAlg(B) = Alg(Alg(B)), where “=” means canonically isomorphic as categories.
Proof. Suppose that B ∈ Alg(Alg(B)). We use u : 1B → B and m : B ⊗ B → B to denote
the unit and multiplication of B as an algebra in Alg(B), and use uB : 1B → B and mB :
B⊗B→ B to denote the unit and multiplication of B as an algebra inB. Since u is an algebra
homomorphism, we have u = uB. Since m is an algebra homomorphism, we have
mB ◦ (m ⊗m) = m ◦ (mB ⊗mB) ◦ (idB ⊗ cB,B ⊗ idB). (3.5)
Composing both sides of (3.5) with idB ⊗ u ⊗ u ⊗ idB from the right, we obtain mB = m.
Composing both sides of (3.5) with u ⊗ idB ⊗ idB ⊗ u from the right, we obtain mB = m ◦ cB,B.
It follows that B is a commutative algebra in B, i.e. mB = mB ◦ cB,B.
Conversely, suppose that B ∈ CAlg(B). We have
mB ◦ (mB ⊗mB) = mB ◦ (mB ⊗mB) ◦ (idB ⊗ cB,B ⊗ idB)
which amounts to that mB : B ⊗ B → B is an algebra homomorphism. Thus the triple
(B,uB,mB) define an object of Alg(Alg(B)). The above two constructions are clearly inverse
to each other. 
Corollary 3.13. Left and right centers are commutative algebras.
Proof. In the situation of Theorem 3.9, the right center ZD(A) ' [1AMA , 1AMA ]Alg(D)rev belongs
to Alg(Alg(D)) = CAlg(D) hence is commutative. The same is true for left center. 
Let M be a monoidal right D-bimodule and A ∈ Alg(M), Y ∈ Alg(Alg(D)) = CAlg(D).
By Theorem 3.9, endowing A with the structure of a right Y-module is equivalent to giving
an algebra homomorphism Y→ ZD(A), i.e. giving a unital Y-action ρ : A  Y→ A.
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Definition 3.14. Let M be a closed monoidal C-D-bimodule, i.e. φM : C  D → Z(M) is
a braided monoidal equivalence. For X ∈ CAlg(C) and Y ∈ CAlg(D), we say that an X-Y-
bimodule A in Alg(M) is closed if the associated algebra homomorphism φM(X  Y)→ Z(A)
is an isomorphism.
3.4 Computing centers
Let C and D be finite braided monoidal categories.
Lemma 3.15. Let M be a monoidal right D-bimodule. Then ev : 1M  [1M, 1M]D → 1M is an
algebra homomorphism.
Proof. We abbreviate 1M to 1 and [1M, 1M]D to [1, 1] for simplicity. It is clear that ev preserves
unit. By definition, the multiplication m[1,1] of the algebra [1, 1] is the unique morphism
rendering the following diagram commutative:
1  ([1, 1] ⊗ [1, 1]) id1m[1,1] //
∼

1  [1, 1]
ev

(1  [1, 1])  [1, 1]evid[1,1]// 1  [1, 1] ev // 1.
Identifying 1  d = 1 ⊗ φM(d) with φM(d) for d ∈ D, we see that the above diagram is
equivalent to the following one:
(1  [1, 1]) ⊗ (1  [1, 1])
ev⊗ ev

∼ // (1 ⊗ 1)  ([1, 1] ⊗ [1, 1])m1m[1,1]// 1  [1, 1]
ev

1 ⊗ 1 m1 // 1.
Therefore, m[1,1] is the unique morphism rendering ev an algebra homomorphism. 
Proposition 3.16. LetM be a monoidal rightD-bimodule. We have a canonical algebra isomorphism
[1M, 1M]Alg(D)rev ' [1M, 1M]D,
where 1M is regarded as an object of Alg(M) on the left hand side, an object of M on the right hand
side.
Proof. We abbreviate 1M to 1 and [1M, 1M]D to [1, 1] for simplicity. By definition, we have
an adjunction for Y ∈ D:
HomM(1  Y, 1) ' HomD(Y, [1, 1]).
We need to show that it restricts to an adjunction for Y ∈ Alg(D):
HomAlg(M)(1  Y, 1) ' HomAlg(D)(Y, [1, 1]).
According to Lemma 3.15, the mate ev ◦(id1  g) : 1  Y → 1 of an algebra homomorphism
g : Y → [1, 1] is an algebra homomorphism. It remains to show that the mate of an algebra
homomorphism f : 1  Y→ 1 is an algebra homomorphism. That is, the unique morphism
f : Y→ [1, 1] rendering the diagram
1  [1, 1]
ev
##
1  Y
id1 f 99
f // 1
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commutative is an algebra homomorphism.
By the universal property of the internal hom [1, 1], the composition 1D
uY−→ Y f−→ [1, 1]
agrees with u[1,1]. This shows that f preserves unit. Consider the following diagram:
(1  Y) ⊗ (1  Y) ∼ //
(id1 f )⊗(id1 f )

(1 ⊗ 1)  (Y ⊗ Y) m1mY //
id1⊗1( f⊗ f )

1  Y
id1 f

(1  [1, 1]) ⊗ (1  [1, 1]) ∼ //
ev⊗ ev

(1 ⊗ 1)  ([1, 1] ⊗ [1, 1]) m1m[1,1]// 1  [1, 1]
ev

1 ⊗ 1 m1 // 1.
The left-top square is commutative because f , as a morphism in D, preserves half-braiding.
The bottom and the outer squares are commutative because ev and f are algebra homo-
morphisms. Then by the universal property of the internal hom [1, 1], we read off from the
right-top square an equality f ◦mY = m[1,1] ◦ ( f ⊗ f ). Namely, f is an algebra homomorphism.

Corollary 3.17. Let M be a monoidal C-D-bimodule. We have the following algebra isomorphisms
for A ∈ Alg(M):
(1) ZC(A) ' [1AMA , 1AMA ]C and ZD(A) ' [1AMA , 1AMA ]D;
(2) ZC(1M) ' [1M, 1M]C and ZD(1M) ' [1M, 1M]D;
(3) ZC(A) ' ZC(1AMA ) and ZD(A) ' ZD(1AMA ).
In particular, all these centers exist.
Proof. (1) Combine Theorem 3.9 and Proposition 3.16. (2) is a special case of (1). (3) is a
consequence of (1) and (2). 
Example 3.18. In the special case C = D = M = k, Corollary 3.17(1) states that Z(A) '
[1AkA , 1AkA ]k. The right hand side is exactly homA|A(A,A), the algebra of A-A-bimodule maps
of A.
Corollary 3.19. Let M be a monoidal C-D-bimodule. Then ZC(A ⊕ B) ' ZC(A) ⊕ ZC(B) and
ZD(A ⊕ B) ' ZD(A) ⊕ ZD(B) for A,B ∈ Alg(M).
Corollary 3.20. LetM,N be multi-tensor categories. Then Z(AB) ' Z(A)Z(B) for A ∈ Alg(M),
B ∈ Alg(N) under the identification Z(M N) = Z(M)  Z(N).
The following lemma gives special cases of [DKR2, Proposition 3.5].
Lemma 3.21. Let A be an algebra in a multi-tensor category C.
(1) The end
∫
x∈CA [x, x ⊗A w]C is equipped with a canonical half-braiding hence defines an object
of Z(C) for w ∈ ACA.
(2) The functor w 7→ ∫x∈CA [x, x ⊗A w]C is right adjoint to the functor Z(C)→ ACA, b 7→ b ⊗ A.
(3) We have [1ACA ,w]Z(C) '
∫
x∈CA [x, x ⊗A w]C for w ∈ ACA.
(4) We have Z(A) ' ∫x∈CA [x, x]C.
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Proof. (1) We have
∫
x∈CA [x, x ⊗A w]C ⊗ a '
∫
x∈CA [a
R ⊗ x, x ⊗A w]C '
∫
x∈CA [x, a ⊗ x ⊗A w]C '
a ⊗ ∫x∈CA [x, x ⊗A w]C for a ∈ C, where the second isomorphism is due to the fact that the
functor aR ⊗ − : CA → CA is right adjoint to a ⊗ −.
(2) The unit map ub : b ' b ⊗ 1Z(C) idb⊗u−−−→ b ⊗
∫
x∈CA [x, x]C '
∫
x∈CA [x, b ⊗ x]C, where u is
induced by the canonical family 1C → [x, x]C, and the counit map vw :
∫
x∈CA [x, x⊗A w]C⊗A→
[A,A ⊗A w]C ⊗ A ev−→ w exhibit the adjunction.
(3) is a consequence of (2).
(4) is a consequence of (3) and Corollary 3.17(1). 
Proposition 3.22. Let C be a tensor category. Consider the following morphisms for x ∈ C
λx : Z(1C) ⊗ x→ 1C ⊗ x ' x,
ρx : Z(1C) ⊗ x ' x ⊗ Z(1C)→ x ⊗ 1C ' x.
(1) We have λx = ρx if and only if x is a direct sum of 1C. (2) The coequalizer of λx and ρx is
HomC(x, 1C)∨ ⊗ 1C.
Proof. (1) We may identify Z(1C) with
∫
a∈C a ⊗ aL by Lemma 3.21(4). Let hb : Z(1C) →
b ⊗ bL be the canonical morphism. Unwinding the proof of Lemma 3.21, we see that the
canonical algebra homomorphism Z(1C) → 1C is given by h1C . Moreover, ρx is given by
the composition Z(1C) ⊗ x hx⊗idx−−−−→ x ⊗ xL ⊗ x idx⊗vx−−−−→ x ⊗ 1C ' x. In summary, the morphism
Z(1C) → x ⊗ xL induced by λx is the composition of h1C with ux : 1C → x ⊗ xL while that
induced by ρx coincides with hx. If λx = ρx then hx factors through h1C . Since C is a tensor
category, the tensor product of C is exact in each variable and we have a ⊗ b ; 0 for simple
objects a, b ∈ C. Therefore, λx = ρx implies that the canonical morphism
∫
a∈C a  a
L → x  xL
in C  C factors through
∫
a∈C a  a
L → 1C  1LC. This is possible only if x is a direct sum of 1C
because 1C is a simple object of C.
(2) According to (1), the coequalizer of λx and ρx is the maximal quotient of x that is a
direct sum of 1C, which is exactly HomC(x, 1C)∨ ⊗ 1C. 
4 Pointed Drinfeld center functor
In this section, we show that the functoriality of Drinfeld center [KZ1] and that of full center
[DKR2] can be combined into a new center functor involving both Drinfeld center and
full center (see Theorem 4.12). Moreover, this new center functor restricts to a symmetric
monoidal equivalence (see Theorem 4.20). These results generalize many earlier results in
the literature.
4.1 Exact algebras
Exact algebras are a class of algebras in multi-tensor categories introduced by Etingof and
Ostrik [EO] in analogy with semisimple algebras in multi-fusion categories.
Definition 4.1 ([EO]). Let C be a multi-tensor category. A finite left C-module M is exact if
for any projective P ∈ C and any object x ∈M the object P  x is projective. An algebra A in
C is exact if the left C-module CA is exact.
Example 4.2. An algebra A in a multi-fusion category C is exact if and only if A is semisimple
in the sense that CA is semisimple. Indeed, A is exact ⇔ P ⊗ x is projective for any P ∈ C
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and x ∈ CA ⇔ any x ∈ CA is projective⇔ CA is semisimple. Moreover, if char k = 0 then A is
semisimple if and only if A is separable (see for example [KZ3, Theorem 6.10]).
The following proposition can be derived easily from the results of [EO]. For the reader’s
convenience we sketch a proof.
Proposition 4.3. Let C be a multi-tensor category. The following conditions are equivalent for an
algebra A in C:
(1) The algebra A is exact.
(2) Every left C-module functor F : CA → X is exact for every finite left C-module X.
(3) The finite monoidal category ACA is a multi-tensor category.
(4) Every right exact left C-module functor F : CA → CA is exact.
(5) The functor − ⊗A y : CA → C is exact for every y ∈ AC.
(6) The functor x ⊗A − : AC→ C is exact for every x ∈ CA.
(7) For any injective I ∈ C and any object x ∈ CA, the object I ⊗ x is injective.
(8) The functor−⊗A− : XA×AY→ XCY is exact in each variable for every finite right C-module
X and finite left C-module Y.
Proof. (1) ⇒ (2) Let C = (0 → x f−→ y g−→ z → 0) be an exact sequence in CA. Then for any
projective P ∈ C, the exact sequence P ⊗ C consists of projective objects hence splits. Thus
the sequence P  F(C) ' F(P ⊗ C) is exact. Therefore, F(C) itself is exact.
(2) ⇒ (3) Every left C-module functor F : CA → CA is exact hence has both a left adjoint
and a right adjoint. Therefore, ACA ' FunC(CA,CA)rev is rigid.
(3)⇒ (4) Since ACA ' FunC(CA,CA)rev is rigid, F has both a left adjoint and a right adjoint
hence is exact.
(4) ⇒ (5) Let f : x → x′ be a monomorphism. Since the functor − ⊗A y ⊗ z : CA → CA
is exact by assumption, the object Ker( f ⊗A y) ⊗ z ' Ker( f ⊗A y ⊗ z) vanishes for all z ∈ CA.
Thus Ker( f ⊗A y) itself vanishes, as desired.
(5) ⇒ (1) For any projective P ∈ C and any object x ∈ CA, since the functor [x,−]C '
(− ⊗A xR)L is exact by assumption, the functor HomCA (P ⊗ x,−) ' HomC(P, [x,−]C) is also
exact. Namely, P ⊗ x is projective.
(3)⇔ (6) We have identifications A(Crev)A = (ACA)rev and (Crev)A = AC. Applying (3)⇔ (5)
to Crev we obtain (3)⇔ (6).
(3)⇔ (7) We have an equivalence (Crev)A ' (CA)op, x 7→ xL. Applying (3)⇔ (1) to Crev we
obtain (3)⇔ (7).
(8)⇒ (5)(6) is trivial.
(5)(6) ⇒ (8) Suppose that X = XC and Y = CY where X,Y ∈ Alg(C). Since the forgetful
functors X,Y → C respect exact sequence, we may assume without loss of generality that
X = Y = C. Hence (8) is reduced to (5)(6). 
Definition 4.4. An exact algebra A in a multi-tensor category C is simple if A is a simple
A-A-bimodule or, equivalently, ACA is a tensor category.
In the dual picture, suppose that A is a coalgebra in a multi-tensor category C (i.e. an
algebra in Cop). We use x ⊗A y to denote the equalizer of the parallel morphisms x C y ⇒
x C (A  y) for a right A-comodule x in a finite right C-module X (i.e. a right A-module in
the right Cop-module Xop) and a left A-comodule y in a finite left C-module Y. If A is exact
(as an algebra in Cop), then the functor (x, y) 7→ x ⊗A y is exact in each variable.
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4.2 Formula for horizontal fusion of internal homs
LetM be a multi-tensor category, X be a finite rightM-module, and U = FunMrev (X,X). Then
U is a monoidal right Z(M)-module by Example 2.6. Suppose that M ∈ Alg(M), x ∈ XM.
Then XM is a finite U-MMM-bimodule and x is an [x, x]U-1MMM -bimodule in the obvious
way. Since x is a right 1MMM -module, it is also a Z(M)-module via the algebra isomorphism
Z(M) ' ZZ(M)(1MMM ). It follows that x is a left [x, x]U  Z(M)-module, which supplies an
algebra homomorphism m : [x, x]U  Z(M) → [x, x]U. Then, m defines a unital Z(M)-action
on [x, x]U. In other words, m equips [x, x]U with the structure of a right Z(M)-module in
Alg(U).
More generally, let L, M be multi-tensor categories, X be a finite L-M-bimodule, and
U = FunL|M(X,X). Then x is a Z(L)  Z(M)-module and [x, x]U is a Z(L)-Z(M)-bimodule in
Alg(U) for L ∈ Alg(L), M ∈ Alg(M) and x ∈ LXM.
For a braided multi-tensor category B, a monoidal right B-module U, a monoidal left
B-module V and for B ∈ CAlg(B), U ∈ Alg(U)B, V ∈ B Alg(V), the relative tensor product
U ⊗B V, which is defined by the coequalizer of the following two parallel morphisms:
(U  B) B V
,,
U B B B V
' 22
' ,,
U B V ,
U B (B  V)
22 (4.1)
has a unique structure of an algebra in U B V such that the projection U B V  U ⊗B V
is an algebra homomorphism. The proof of this fact is entirely the same as that of [DKR2,
Lemma 4.5]. We omit the details.
The main purpose of this subsection is to prove the following fusion formula:
Theorem 4.5. Let L,M,N be indecomposable multi-tensor categories and L,M,N be simple exact
algebras in L,M,N, respectively. Let LXM,MYN be finite bimodules and let U = FunL|M(X,X),
B = Z(M), V = FunM|N(Y,Y).
(1) There is a natural isomorphism for x, x′ ∈ LXM and y, y′ ∈ MYN:
[x, x′]U ⊗Z(M) [y, y′]V ' [x ⊗M y, x′ ⊗M y′]UBV. (4.2)
(2) If x = x′ and y = y′, then (4.2) is an algebra isomorphism.
Proposition 4.6. Let L be a multi-tensor category and L be an exact algebra in L. Let X be a finite
left L-module and let U = FunL(X,X). We have a natural isomorphism [x, x′]U ' [−, x]RL ⊗L
R x′ for
x, x′ ∈ LX.
Proof. Suppose that X = LX and identify LX with LLX, U with (XLX)rev. Then [x, x′]U '
xR ⊗LR x′. Thus [x, x′]U ' −⊗X (xR ⊗LR x′) ' (−⊗X xR)⊗LR x′ ' [−, x]RL ⊗L
R x′, where the second
isomorphism is due to the exactness of − ⊗LR x′. 
Remark 4.7. In the situation of Proposition 4.6, suppose that X is a finite L-M-bimodule,
where M is another multi-tensor category, so that U = FunL(X,X) is an M-M-bimodule.
Then m  [x, x′]U m′ ' [x mL, x′ m′]U for m,m′ ∈M.
Remark 4.8. In the situation of Proposition 4.6, we have [x′, x′′]U ◦ [x, x′]U ' [−, x]RL ⊗L
R
[x′, x′]R
L
⊗LR x′′ and the composition [x′, x′′]U ◦ [x, x′]U → [x, x′′]U is induced by the canonical
morphism L→ [x′, x′]L.
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Remark 4.9 (Uniqueness of unit). If (A,u,m) and (A,u′,m) are two algebras in a monoidal
category then u = u′. In fact, u = m ◦ (u ⊗ u′) = u′. As a consequence, to show that an
isomorphism is an algebra isomorphism, it suffices to verify that it preserves multiplication.
Proposition 4.10. LetL be an indecomposable multi-tensor category and L be a simple exact algebra
in L. The monoidal equivalence F : L Z(L) Lrev → Fun(L,L) maps the algebra L ⊗Z(L) L to
[L,L]Fun(L,L).
Proof. Let C denote the tensor category LLL. Identify Z(L) and Z(L) with Z(C) and Z(1C),
respectively. Note that F(L ⊗Z(L) L) is the coequalizer of the parallel morphisms Z(L) ⊗ L ⊗
− ⊗ L ⇒ L ⊗ − ⊗ L. Rewrite the diagram as (Z(L) ⊗ L) ⊗L (L ⊗ − ⊗ L) ⇒ L ⊗ − ⊗ L and let
us compute the coequalizer in C. Invoking Proposition 3.22(2), we see that the coequalizer
is HomC(L ⊗ − ⊗ L,L)∨ ⊗ L. It is isomorphic to HomL(−,L)∨ ⊗ L and, by Proposition 4.6, to
[L,L]Fun(L,L), as desired.
The multiplication of [L,L]Fun(L,L) is given by the morphism HomL(−,L)∨⊗HomL(L,L)∨⊗
L→ HomL(−,L)∨ ⊗ L induced by the canonical map k→ HomL(L,L). That of F(L ⊗Z(L) L) is
given by the morphism HomC(L⊗−⊗L,L)∨⊗HomC(L⊗L⊗L,L)∨⊗L→ HomL(L⊗−⊗L,L)∨⊗L
induced by the multiplication L⊗L⊗L→ L and the equivalence HomC(L,L) ' k. Therefore,
F(L ⊗Z(L) L) and [L,L]Fun(L,L) are isomorphic as algebras. 
Lemma 4.11. Let M be a multi-tensor category, M′ be an algebra in M, M be an exact algebra in
M, X be a finite right M-module and Y be a finite left M-module. There is a natural isomorphism
HomXMY(x
′ ⊗M′ y′, x ⊗M y) ' HomM′MM′ (M′, [x′, x]Mrev ⊗M [y′, y]M)
for x′ ∈ XM′ , y′ ∈ M′Y and x ∈ XM, y ∈ MY.
Proof. Suppose that X = XM, Y = MY where X,Y ∈ Alg(M). Then LHS ' HomXMY (x′ ⊗M′
y′, x ⊗M y) ' HomM′MM′ (M′, x′R ⊗XR x ⊗M y ⊗YL y′L) ' RHS. 
Proof of Theorem 4.5(1). LetW = FunL|N(XMY,XMY). The equivalenceUBV 'Wmaps
[x, x′]U ⊗Z(M) [y, y′]V to
[x, x′]U ⊗Z(M) [y, y′]V ' ([−, x]RLMrev ⊗L
RML x′) ⊗Z(M) ([−, y]RMNrev ⊗M
RNL y′)
where the isomorphism is due to Proposition 4.6. On the other hand side,
[x ⊗M y, x′ ⊗M y′]W '[− M −, x ⊗M y]RLNrev ⊗L
RNL (x′ ⊗M y′)
'HomM(1M, [−, x]LMrev ⊗M [−, y]MNrev )R ⊗LRNL (x′ ⊗M y′)
where the last isomorphism is due to Lemma 4.11. Comparing the right hand sides of the
above two equations, one observes that the theorem can be reduced to the special case L = 1L
and N = 1N. Then notice that both expressions depend only on [−, x]LMrev , [−, y]MNrev ,
x′ ' x′ ⊗M M, y′ 'M ⊗M y′ and M, therefore it suffices to show that
(uR ⊗ML M) ⊗Z(M) (vR ⊗MR M) ' HomM(1M,u ⊗M v)R M
inLMN for u ∈ (LMrev)M and v ∈ M(MNrev). This reduces the theorem to the special
case L = N = k, X = Y = M and x = x′ = y = y′ = M. This special case is exactly Proposition
4.10. 
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Proof of Theorem 4.5(2). For simplicity we assume L = 1L and N = 1N. We need to show
that the isomorphism (4.2) is compatible with the multiplications of the two algebras (see
Remark 4.9). This amounts to show the commutativity of the outer square of the following
digram for u ∈ (L Mrev)M and v ∈ M(M Nrev)
(uR ⊗ML [x, x]R ⊗ML M) ⊗Z(M)⊗Z(M) (vR ⊗MR [y, y]R ⊗MR M)
∼ ////
α

HomM(1M,u ⊗M v)R ⊗HomMMM (M, [x, x] ⊗M [y, y])R M
β

(uR ⊗ML ML ⊗ML M) ⊗Z(M)⊗Z(M) (vR ⊗MR MR ⊗MR M)
∼ ////
γ

HomM(1M,u ⊗M v)R ⊗HomMMM (M,M)R M
δ

(uR ⊗ML M) ⊗Z(M) (vR ⊗MR M)
∼ // HomM(1M,u ⊗M v)R M
where α, β are induced by the canonical morphisms L  M → [x, x]LMrev and M  N →
[y, y]MNrev , γ induced by the multiplication morphism Z(M) ⊗ Z(M) → Z(M), δ induced
by the equivalence HomMMM (M,M) ' k. It is clear that the upper square of the diagram is
commutative. Proposition 4.10 states that the theorem holds for the special case L = N = k,
X = Y = M and x = x′ = y = y′ = M, therefore the lower square is commutative. This
completes the proof. 
4.3 Pointed Drinfeld center functor
We introduce two symmetric monoidal categories MTenind• and BTen• as follows:
• An object of MTenind• is a pair (L,L) where L is an indecomposable multi-tensor
category over k and L is a simple exact algebra in L. A morphism between two
objects (L,L) and (M,M) is an equivalence class of pairs (X, x) where X is a finite
L-M-bimodule and x ∈ LXM; two pairs (X, x) and (X′, x′) are equivalent if there exist
a bimodule equivalence F : X → X′ and a bimodule isomorphism F(x) ' x′. The
composition of two morphisms (X, x) : (L,L)→ (M,M) and (Y, y) : (M,M)→ (N,N) is
given by (X M Y, x ⊗M y).
• An object of BTen• is a pair (A,A) where A is a braided tensor category over k and
A is a commutative algebra in A. A morphism between two objects (A,A) and (B,B)
is an equivalence class of pairs (U,U) where U is a monoidal A-B-bimodule and
U ∈ A Alg(U)B; two pairs (U,U) and (U′,U′) are equivalent if there exist a monoidal
bimodule equivalence F : U → U′ and a bimodule isomorphism F(U) ' U′. The
composition of two morphisms (U,U) : (A,A) → (B,B) and (V,V) : (B,B) → (C,C) is
given by (U B V,U ⊗B V).
The tensor product functors of both categories are Deligne’s tensor product .
The following theorem generalizes Theorem 2.7:
Theorem 4.12. The assignment
(L,L) 7→ (Z(L),Z(L)), (LXM, LxM) 7→ (Z(1)(X) := FunL|M(X,X),Z(1)(x) := [x, x]Z(1)(X))
defines a symmetric monoidal functor
Z : MTenind• → BTen•.
Proof. By Corollary 3.17(1), Z preserves identity morphism. By Theorem 2.7 and Theorem
4.5, Z preserves composition law. 
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Note that (Z(L),Z(L)) is indeed the center of (L,L) as shown in [St]. We will refer to this
functor Z as the pointed Drinfeld center functor.
Proposition 4.13. Let (L,L) be an object ofMTenind• . (1) The morphism (LL,L) : (L,L)→ (LLL,L)
is inverse to (LL,L) : (LLL,L) → (L,L). (2) The pairs Z(L,L) and Z(LLL,L) are canonically
identified so that Z(LL,L) is the identity morphism.
Proof. (1) It is clear that LL L LL ' LLL. According to [EO, Theorem 3.27], LL LLL LL ' L.
Namely, the L-LLL-bimodule LL is inverse to LL. Then the claim follows from the trivial
isomorphism L ⊗L L ' L.
(2) According to [EO, Theorem 3.34, Corollary 3.35 and Remark 3.36], there are canon-
ical monoidal equivalences Z(L) ' Z(1)(LL) ' Z(LLL) which induce a braided monoidal
equivalence Z(L) ' Z(LLL). Moreover, Z(L) ' [L,L]Z(L) ' Z(1LLL ) by Corollary 3.17. 
In the rest of this subsection, we assume char k = 0.
Definition 4.14 ([DMNO]). A Lagrangian algebra in a non-degenerate braided fusion category
C is a commutative simple separable algebra A such that the category of local A-modules in
C is equivalent to k.
We introduce two symmetric monoidal subcategories MFusind• ⊂MTenind• and BFuscl• ⊂
BTen• as follows:
• An object of MFusind• is a pair (L,L) where L is an indecomposable multi-fusion
category and L is a simple separable algebra in L. A morphism between two objects
(L,L) and (M,M) is an equivalence class of pairs (X, x) whereX is a nonzero semisimple
L-M-bimodule and x is a nonzero L-M-bimodule in X.
• An object ofBFuscl• is a pair (A,A) whereA is a non-degenerate braided fusion category
and A is a Lagrangian algebra inA. A morphism between two objects (A,A) and (B,B)
is an equivalence class of pairs (U,U) where U is a closed multi-fusion A-B-bimodule
and U is a closed A-B-bimodule in the category of separable algebras inU (see Definition
3.14).
It is clear thatMFusind• is a well-defined subcategory, i.e. the class of morphisms inMFusind•
contains identity morphisms and is closed under composition. However, this is not obvious
for BFuscl• .
Remark 4.15. Any object (A,A) ofBFuscl• has the formZ(L, 1L) whereL is a fusion category.
In particular, A is non-chiral. Indeed, we have A ' Z(CA) by [DMNO, Corollary 4.1(i)]
because A is a Lagrangian algebra. Therefore, (A,A) can be identified with Z(AA,A).
Proposition 4.16. The functor Z : MTenind• → BTen• maps objects in MFusind• into BFuscl• .
Proof. Let (L,L) be an object ofMFusind• . We need to show that Z(L) is a Lagrangian algebra.
In view of Proposition 4.13, replacing (L,L) by (LLL,L) if necessary we may assume that L
is a fusion category and L = 1L. We have Z(1C) ' [1C, 1C]Z(C) by Corollary 3.17(2), while the
proof of [DMNO, Proposition 4.1] showed that [1C, 1C]Z(C) is a Lagrangian algebra. 
Proposition 4.17. The functor Z : MTenind• → BTen• maps morphisms in MFusind• into BFuscl• .
Proof. Let (X, x) : (L,L) → (M,M) be a morphism in MFusind• . Since LXM is a semisimple
left module over U := FunL|M(X,X), the algebra [x, x]U is separable. We need to show that
Z(L)  Z(M) is the full center of [x, x]U.
First, replacing (L,L) by (k, k) and (M,M) by (LrevM,LM) if necessary, we may assume
(L,L) = (k, k). Then in view of Proposition 4.13, replacing (M,M) by Z(MMM,M) and (X, x)
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by (XM, x) if necessary, we may assume that M is a fusion category and M = 1M. Finally,
since X is an indecomposable left U-module, we have U[x,x] ' X, thus [x,x]U[x,x] ' M by [EO,
Theorem 3.27]. Therefore, Z([x, x]U) ' Z(1M) by Corollary 3.17(3), as desired. 
Lemma 4.18. The following induced map is bijective for fusion categories L,M
φ : HomMFusind• ((L, 1L), (M, 1M))→ HomBFuscl• (Z(L, 1L),Z(M, 1M)).
Proof. By the folding trick, we may assume L = k. We need to construct an inverse to the
map φ. Let (U,U) : Z(k, k)→ Z(M, 1M) be a morphism inBFuscl• so that the pair (Z(U),Z(U))
can be identified with (Z(M),Z(1M)). Since Z(U)Z(U) ' UUU and Z(M)Z(1M) ' M, UUU can
be identified with M, hence we obtain a morphism (UU,U) : (k, k) → (M, 1M) in MFusind• .
It is clear that Z(1)(UU,U) ' (U,U). Conversely, given a morphism (X, x) : (k, k) → (M, 1M)
in MFusind• , we set (U,U) = Z(1)(X, x), i.e. (U,U) = (Funk|M(X,X), [x, x]U). Since X is an
indecomposable left U-module, we have an equivalence UU ' X which maps U to x. Thus
(UU,U) represents the same morphism as (X, x). 
Corollary 4.19. The subcategory BFuscl• is well-defined.
Proof. According to Remark 4.15 and Lemma 4.18, the class of morphisms inBFuscl• contains
identity morphisms and is closed under composition. 
The following theorem generalize Corollary 2.11.
Theorem 4.20. The pointed Drinfeld center functorZ : MTenind• → BTen• restricts to a symmetric
monoidal equivalence MFusind• ' BFuscl• .
Proof. According to Remark 4.15, the restricted functor MFusind• → BFuscl• is essentially
surjective. It remains to show that Z is fully faithful, i.e. Z induces a bijection
HomMFusind• ((L,L), (M,M)) ' HomBFuscl• (Z(L,L),Z(M,M))
for (L,L), (M,M) ∈ MFusind• . Since (L,L) ' (LLL,L) in MFusind• via the invertible morphism
(LL,L) by Proposition 4.13, we may assume that L is a fusion category and L = 1L, and
similarly for (M,M). Then apply Lemma 4.18. 
4.4 Corollaries
Assume char k = 0. We derive some corollaries of Theorem 4.20 in this subsection. The
following corollary generalize the main result in [DKR1, Eq. (3.13)].
Corollary 4.21. Let A be a simple separable algebra in a multi-fusion category C. We have a group
isomorphism
Pic(A) ' Aut(Z(A)) (4.3)
where Pic(A) is the group of isomorphism classes of invertible A-A-bimodules in C and Aut(Z(A)) is
the automorphism group of the commutative algebra Z(A).
Proof. We may assumeC is indecomposable. According to Proposition 4.13, we have Pic(A) '
Pic(1ACA ) and Aut(Z(A)) ' Aut(Z(1ACA )). Therefore, we may assume that L is a fusion
category and A = 1L. Let x be an invertible 1C-1C-bimodule in C, i.e. an invertible object
of C. Then the left Z(1C)-action on [x, x]Z(C) is induced by [x, x]Z(C) ' [1C, xR ⊗ x]Z(C) '
[1C, 1C]Z(C) and the right Z(1C)-action is induced by [x, x]Z(C) ' [1C, x ⊗ xL]Z(C) ' [1C, 1C]Z(C).
Hence the Z(1C)-Z(1C)-bimodule structure on [x, x]Z(C) induces an automorphism of Z(1C).
Invoking Theorem 4.20, we see the map Pic(1C)→ Aut(Z(1C)) constructed above is a group
isomorphism. 
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Remark 4.22. When C is a modular tensor category, above corollary was proved in [DKR1],
and non-trivial examples of Pic(A) were also provided there. Another related earlier result
is [FRS2, Theorem O].
The following theorem reformulates and generalizes [KR1, Theorem 1.1] and [DMNO,
Proposition 4.8].
Corollary 4.23. Two separable algebras A and B in a multi-fusion category C are Morita equivalent
if and only if they share the same full center, i.e. Z(A) ' Z(B) as algebras in Z(C).
Proof. One easy direction is immediate from Corollary 3.11. To see the other direction we
suppose that Z(A) ' Z(B). According to Corollary 3.19, we may assume without loss of
generality that C is indecomposable and that A,B are simple. Then Theorem 4.20 implies
that (C,A) ' (C,B) in MFusind• . That is, A and B are Morita equivalent. 
Restricting to the subcategory of MFusind• consisting of objects in the form (L,L) and
morphisms in the form (L, x), where L is a fixed fusion category, the pointed Drinfeld center
functor recovers the 1-truncation of the full center 2-functor defined in [DKR2, Theorem
7.10]. Moreover, our results strengthen it as follows.
Corollary 4.24. The 1-truncation of the full center 2-functor defined in [DKR2, Theorem 7.10] is
faithful.
5 3-functors and physical meanings
Assume char k = 0. We sketch a construction that promotes the Drinfeld center 1-functor
Z : MFusind → BFuscl tautologically to a 3-functor and the pointed Drinfeld center 1-
functor Z : MFusind• → BFuscl• tautologically to a 3-equivalence. In this section, we use nd
to represent a spatial dimension and nD to represent a spacetime dimension.
5.1 Drinfeld center as a 3-functor
First, we promoteMFusind andBFuscl to symmetric monoidal (weak) 3-categories ̂MFusind
and B̂Fuscl as follows.
1. The 3-category ̂MFusind:
• An object is a an indecomposable multi-fusion category L.
• A 1-morphism between two objects L and M is a nonzero semisimple L-M-
bimodule X.
• A 2-morphism between two 1-morphisms X,X′ is a bimodule functor F : X→ X′.
• A 3-morphism between two 2-morphisms F,F′ is a bimodule natural transforma-
tion φ : F→ F′.
2. The 3-category B̂Fuscl:
• An object is a non-degenerate braided fusion category A.
• A 1-morphism between two objects A,B is a closed multi-fusion A-B-bimodule
U.
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Figure 1: This figure illustrates the physical meaning of the image of the 2-truncated fully
faithful functor Ẑ, where F ∈ FunL|M(X,X′).
• A 2-morphism between two 1-morphismsU,U′ : A→ B is a pair (P, p) whereP is a
semisimple leftU′
ABU
rev-module (in particular,P is aU′-U-bimodule) which is
closed in the sense that the associated monoidal functorU′
ABU
rev → Fun(P,P)
is an equivalence,2 and p ∈ P is a distinguished object. The composition of
(P, p) : U→ U′ and (Q, q) : U′ → U′′ is given by (Q U′ P, q U′ p).
• A 3-morphism between two 2-morphisms (P, p), (P′, p′) : U → U′ is an isomor-
phism class of pairs (H, φ) where H : P → P′ is a left module equivalence and
φ : H(p)→ p′ is a morphism in P′. Two pairs (H, φ) and (H′, φ′) are isomorphic if
there is a left module natural isomorphism η : H→ H′ such that φ = φ′ ◦ ηp.3
Note that for a 2-morphism (P, p) in B̂Fuscl the first item P is essentially redundant
because it is unique up equivalence. Similarly, for a 3-morphism (H, φ) the first item H is
essentially redundant because it is unique up to isomorphism. Moreover, two pairs (idP, φ)
and (idP, φ′) represent the same 3-morphism (P, p)→ (P, p′) if and only if φ and φ′ differ by
an invertible scalar. Therefore, the following assignment defines a 3-functor
Ẑ : ̂MFusind → B̂Fuscl
L
X
))
X′
55⇓ F φV F′ ⇓ M 7−→ Z(L)
Z(1)(X):=FunL|M(X,X)
**
Z(1)(X′):=FunL|M(X′ ,X′)
44⇓ Z(2)(F)
Z(3)(φ)
V Z(2)(F′) ⇓ Z(M)
where Z(2)(F) = (FunL|M(X,X′),F) and Z(3)(φ) = (id, φ).
The physical meaning of the image of Ẑ is illustrated by Figure 1 without drawing 3-
morphisms. More precisely, in physical applications, L andM are unitary fusion categories;
Z(L) and Z(M) are two unitary modular tensor categories describing two non-chiral 2d (the
2One can show that U′ 
AB U
rev is a matrix multi-fusion category, i.e. a multi-fusion category in the form
Fun(kn,kn). Therefore, P exists and is unique up to equivalence. Moreover, the category of left module functors of
P is equivalent to k.
3By the previous footnote, H is unique up to isomorphisms and η is unique up to scalars.
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L M NX P
Z(L) Z(M) Z(N)
Z(1)(X) Z(1)(P)
Figure 2: The picture depicts the boundary-bulk relation of 2+1D topological orders. The
arrows indicate the orientation of the boundaries or walls and the order of tensor product
of topological excitations on the boundaries or walls.
spatial dimension) topological orders; U and V are two 1d gapped domain walls between
Z(L) and Z(M); the pair (FunL|M(X,X′),F), where F ∈ FunL|M(X,X′), defines a 0d wall
between U and V; the dotted lines are functors, which describe how particle-like topological
excitations in the 2d bulks (resp. 1d walls) are mapped into those on the 1d walls (resp. 0d
wall); 3-morphisms (id, φ) are instantons living on the time axis.
We can truncate both the domain and the codomain of Ẑ to 2-categories [Be] by taking
the isomorphism classes of 2-morphisms in the 3-category as 2-morphisms in the truncated
2-category. Such obtained 2-truncation of Ẑ is fully faithful. Similarly, we have the 1-
truncation of Ẑ, which is precisely the Drinfeld center 1-functor Z : MFusind → BFuscl. Its
physical meaning is the complete boundary-bulk relation of 2d (i.e. a spatial dimension)
topological order with gapped boundaries as illustrated in Figure 2 [KWZ]. More precisely,
L,M,N are unitary fusion categories describing three 1d boundaries; X is a non-zero finite
unitary L-M-bimodule and P is a non-zero finite unitary M-N-bimodule describing two 0d
defect junctions; Z(L),Z(M),Z(N) are unitary modular tensor categories describing three 2d
non-chiral topological orders;Z(1)(X) = FunL|M(X,X) andZ(1)(P) = FunM|N(P,P) are unitary
multi-fusion categories describing two potentially unstable 1d gapped domain walls [KWZ].
The functoriality of the Drinfeld center says that the horizontal fusion of X and P on the
boundary is compatible with that of Z(1)(X) and Z(1)(P) in the bulk.
5.2 Pointed Drinfeld center as a 3-equivalence
By elaborating the construction of the previous subsection, we promoteMFusind• andBFuscl•
to symmetric monoidal 3-categories ̂MFusind• and B̂Fuscl• as follows.
1. The 3-category ̂MFusind•:
• An object is a pair (L,L), where L is an indecomposable multi-fusion category
and L is a simple separable algebra in L.
• A morphism between two objects (L,L) and (M,M) is a pair (X, x), where X is a
nonzero semisimple L-M-bimodule and x is a nonzero L-M-bimodule in X.
• A 2-morphism between two morphisms (X, x), (X′, x′) : (L,L) → (M,M) is a pair
(F, f ), where F : X → X′ is an L-M-bimodule functor and f : F(x) → x′ is an
L-M-bimodule map.
• A 3-morphism between two 2-morphisms (F, f ), (F′, f ′) : (X, x) → (X′, x′) is a
bimodule natural transformation φ : F→ F′ such that f = f ′ ◦ φx.
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2. The 3-category B̂Fuscl•:
• An object is a pair (A,A), where A is a non-degenerate braided fusion category
and A is a Lagrangian algebra in A.
• A morphism between two objects (A,A) and (B,B) is a pairs (U,U), where U is a
closed multi-fusionA-B-bimodule and U is a closed A-B-bimodule in the category
of separable algebras in U.
• A 2-morphism between two morphisms (U,U), (U′,U′) : (A,A) → (B,B) is a
quadruple (P, p,w, f ), where (P, p) : U→ U′ is a 2-morphism in B̂Fuscl, w is a left
U′⊗AB U-module inP (in particular, w is a U′-U-bimodule), which is closed in the
sense that the associated algebra homomorphism U′ ⊗AB U→ [w,w]U′
ABU
rev is
an isomorphism,4 and f : p→ w is a morphism in P.
• A 3-morphism between two 2-morphisms (P, p,w, f ), (P′, p′,w′, f ′) : (U,U) →
(U′,U′) is an isomorphism class of triples (H, φ, t), where (H, φ) represents a 3-
morphism (P, p) → (P′, p′) in B̂Fuscl and t : H(w) → w′ is a left module iso-
morphism5 such that t ◦ H( f ) = f ′ ◦ φ. Two triples (H, φ, t) and (H′, φ′, t′) are
isomorphic if there is a left module natural isomorphism η : H → H′ such that
φ = φ′ ◦ ηp and t = t′ ◦ ηw.
Note that for a 2-morphism (P, p,w, f ) in B̂Fuscl• the items P and w are essentially
redundant and for a 3-morphism (H, φ, t) the items H and t are essentially redundant. More-
over, two triples (idP, φ, idw) and (idP, φ′, idw) represent the same 3-morphism (P, p,w, f )→
(P, p′,w, f ′) if and only ifφ = φ′. Therefore, the following assignment defines a 3-equivalence
Ẑ : ̂MFusind• → B̂Fuscl•
(L,L)
(X,x)
++
(X′ ,x′)
33⇓ (F, f )
φ
V (F′, f ′) ⇓ (M,M) 7−→
(Z(L),Z(L))
(Z(1)(X),Z(1)(x):=[x,x])
++
(Z(1)(X′),Z(1)(x′):=[x′ ,x′])
33⇓ (Z(2)(F),Z(2)( f ))
Z(3)(φ)
V (Z(2)(F′),Z(2)( f ′)) ⇓ (Z(M) ,Z(M))
where Z(2)( f ) = ([x, x′], f˜ ), Z(3)(φ) = (id, φ, id), and [x, x′] is defined by the adjunction
HomFunL|M(X,X′)(G, [x, x
′]) ' HomLX′M (G(x), x′),
and f˜ : F → [x, x′] is the mate of f : F(x) → x′. In particular, the 1-truncation of Ẑ recovers
the pointed Drinfeld center 1-functor Z : MFusind• → BFuscl. We will discuss its physical
meaning in the next two subsections.
4Since U′ ⊗AB U is a simple separable algebra in a matrix multi-fusion category, it has to be a matrix algebra
[KZ3]. Therefore, w exists and is unique up to isomorphism. Moreover, the algebra of left module maps of w is
isomorphic to k.
5By the previous footnote, t is unique up to scalar.
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5.3 Boundary-bulk relation of 1+1D RCFT’s
Defects in quantum field theories (QFT) or condensed matter systems, such as boundaries
and domain walls, have been becoming increasingly important in recent years. Among
all these defects, 1-codimensional boundaries are especially important due to its defining
roles in various holographic phenomena; 1-codimensional domain walls are also important
because they encode some information of the intrinsic structures (such as dualities) of
the physical system (see for example [Sa, FFRS, DKR1, KK]). Fusing two 1-codimensional
domain walls along a non-trivial bulk QFT is an example of dimensional reduction processes
in QFT’s. It is a natural to ask how to compute such a fusion (see for example [CLSWY]
and references therein). Computing dimensional reduction processes amount to computing
factorization homology [L, AF] in mathematics. Therefore, this question sits in the heart of
both physics and mathematics.
Precise computation needs the precise mathematical descriptions of wall QFT’s and
bulk QFT’s. They are not known for generic QFT’s, but are known for some TQFT’s and
1+1D RCFT’s. Fusion of domain walls in TQFT’s was studied in many works (see for
example [FSV, KWZ]), and was explicitly computed for 2+1D anomaly-free topological
orders [KZ1, BBJ, AKZ]. For 1+1D RCFT’s, some partial results were known [DKR2].
We briefly recall some basic results on RCFT’s (see for example [Ko2] for a review). For
a given modular-invariant bulk CFT Abulk, there is a family of boundary CFT’s that are
compatible with Abulk. All boundary CFT’s are required to satisfy the so-called V-invariant
boundary conditions (see for example [Ko1]), where V is a rational vertex operator algebra
(VOA), i.e. the category ModV of V-modules is a modular tensor category [H], and is called
the chiral symmetry of the CFT. In this case, we have the following results.
1. The bulk CFT Abulk is given by a Lagrangian algebra in the modular tensor category
Z(ModV) = ModV ModV [KR2].
2. A boundary CFT [C] Abdy is given by a simple special symmetric Frobenius algebra
(SSSFA) in ModV [FS, FRS1, KR2]. It determines the bulk CFT Abulk uniquely as its
full center (see Definition 3.2), i.e. Abulk ' Z(Abdy) [FjFRS2, KR1, D]. Two boundary
CFT’s share the same bulk Abulk if and only if they are Mortia equivalent as SSSFA’s
[FFRS, KR1, D].
3. To each bulk CFT Abulk, there is a unique (up to equivalences) category MAbulk of
boundary conditions. It is given by a unique (up to equivalences) indecomposable
semisimple ModV-module. For example, in the so-called Cardy case, Abulk = Z(1ModV )
(also called charge conjugate modular-invariant CFT), where 1ModV = V is the tensor
unit. In this case, MAbulk ' ModV as left ModV-modules. In general, if Abulk = Z(A)
for an SSSFA A in ModV, then MAbulk ' (ModV)A as left ModV-modules. An object in
MAbulk is called a boundary condition of Abulk.
4. Given a category of boundary conditionsM, one can determine all the other ingredients
of a RCFT via internal homs. More precisely, for x ∈M, the boundary CFT associated
to the boundary condition x is given by the internal hom [x, x] in ModV. All [x, x] for
x ∈ M share the same bulk CFT given by the full center Z([x, x]) = ∫x∈M[x, x] (recall
Lemma 3.21 (4)). In other words, all these boundary CFT’s are Morita equivalent.
Moreover, for x, y ∈ M, the 0D domain wall between two boundary CFT’s [x, x] and
[y, y] is given by the internal hom [x, y].
For a fixed chiral symmetry V, it is still possible to have a few different bulk CFT’s. They
one-to-one correspond to the equivalence classes of Lagrangian algebras inZ(ModV). In this
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Figure 3: This figure depicts the 1+1D world sheet of three 1+1D bulk CFT’s A(i)bulk separated
by two 1D domain walls, each of which consists of three wall CFT’s [x, x], [y, y], [z, z] (resp.
[p, p], [q, q], [r, r]) separated by two 0D domain walls [x, y], [y, z] (resp. [p, q], [q, r]) for x, y, z ∈
FunModV (M1,M2), p, q, r ∈ FunModV (M2,M3), whereMi is the category of boundary conditions
canonically associated to A(i)bulk for i = 1, 2, 3. All internal homs live in Z(ModV).
case, we consider 1D domain walls between different 2D bulk CFT’s as depicted in Figure 3.
LetMi be the category of boundary conditions of the bulk CFT’s A
(i)
bulk for i = 1, 2, 3. We have
A(i)bulk := [idMi , idMi ]Z(ModV), where idMi ∈ FunModV (Mi,Mi) is the identity functor. It was
shown in [DKR2] that 1D domain walls between two bulk CFT’s A(1)bulk and A
(2)
bulk are given
by the internal homs [x, x] in Z(ModV) for x ∈ FunModV (M1,M2). All of these wall CFT’s
are Morita equivalent because, by the folding trick, they share the same bulk CFT given
by A(1)bulk  A
(2)
bulk, which should be viewed as a Lagrangian algebra in Z(ModV)  Z(ModV).
Moreover, for x, y ∈ FunModV (M1,M2), the 0D domain wall between two such wall CFT’s
[x, x] and [y, y] is precisely given by the internal hom [x, y] in Z(ModV) [DKR2] as depicted
in Figure 3. The horizontal fusion of two 0D walls [x, y] and [p, q] is given by the tensor
product [x, y] ⊗A(2)bulk [p, q] in Z(ModV) and can be computed by the following formula:
[x, y] ⊗A(2)bulk [p, q] ' [p ◦ x, q ◦ y], (5.1)
where p ◦ x, q ◦ y ∈ FunModV (M1,M3). Moreover, when x = y and p = q, this isomorphism in
(5.1) is an algebra isomorphism.
Note that the above results in [DKR2] are very limited because the chiral symmetry is
fixed for all bulk CFT’s. We would like to study the horizontal fusion of domain walls
between different bulk CFT’s equipped with different (but still rational) chiral symmetries.
In order to see how to formulate the general situation mathematically, we reformulate the
results of [DKR2] by Figure 4 with new notations:
L := FunModV (M1,M1)
rev, M := FunModV (M2,M2)
rev, N := FunModV (M3,M3)
rev
X := FunModV (M1,M2), P := FunModV (M2,M3), U := FunL|M(X,X), V := FunM|N(P,P).
By [EO], we have the following braided monoidal equivalences that form a commutative
diagram:
Z(ModV)
'
tt 'xx
'
 ' &&
'
**
Z(L) ' // U Z(M)'oo ' // V Z(N).'oo
(5.2)
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Figure 4: This figure depicts the 1+1D world sheet of three 1+1D bulk CFT’s separated by
two 1D domain walls (depicted as two vertical lines).
In particular, there are natural Morita equivalences among L,M,N defined by the invertible
L-M-bimodule X and the M-N-bimodule P. The 1D domain walls U,V are also invertible.
Using the canonical equivalences in (5.2),
1. we can identify three bulk CFT’s A(i)bulk with Z(1L) = [1L, 1L]Z(L), Z(1M) = [1M, 1M]Z(M),
Z(1N) = [1N, 1N]Z(N), respectively (see Corollary 3.17);
2. and identify the wall CFT’s [x, x], [p, p], · · · and their 0D domain walls [x, y], [p, q], · · ·
in Z(ModV) with the same internal homs but living in U or V instead.
As a consequence, we can relabeled Figure 3 as Figure 4, which is ready to be generalized.
It is important to note thatL,M,N are only fusion categories. To generalize, we will treat
L,M,N as three generic (not necessarily Morita equivalent) fusion categories, regardless
whether they are related to any VOA’s. It is because all the internal hom constructions and the
key formula (5.1) are purely categorical results, which hold if we replace ModV by any fusion
categories [DKR2]. Accordingly, we can generalize X (resp. P) to be any semisimple (not
necessarily invertible) L-M-bimodule (resp. M-N-bimodule). As a consequence, we obtain
a generic situation depicted in Figure 4, in which the labels (L, 1L), (M, 1M), (N, 1N), x, y, z ∈
X, p, q, r ∈ P are not physical observables on the world sheet, but the data in the domain of
Z. We add them along a dotted line to remind you the functoriality of Z. Also note that a
generic object (L,A) in the domain category of Z is isomorphic to (ALA, 1ALA ). Therefore, we
obtain the physical meaning of the pointed Drinfeld center functor as depicted as follows
(L,L) (M,M) (N,N) (O,O)(X, x) (Y, y) (Z, z)
(Z(L),Z(L)) (Z(M),Z(M)) (Z(N),Z(N)) (Z(O),Z(O))
(Z(1)(X), [x, x]) (Z(1)(Y), [y, y]) (Z(1)(Z), [z, z])
(5.3)
More precisely, let U,V be rational VOA’s and L = A(ModU)A, M = B(ModV)B for some
SSSFA’s A ∈ModU,B ∈ModV. Then a SSSFA6 L ∈ L (resp. M ∈M) defines a boundary CFT
6A simple separable algebra in a fusion category can be endowed with a structure of SSSFA.
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of a modular-invariant bulk CFT Z(L) ∈ Z(L) ' Z(ModU) (resp. Z(M) ∈ Z(M) ' Z(ModV)).
Consider a 1D domain wall between two bulk CFT’s Z(L) and Z(M). The 1+1D non-chiral
symmetries U ⊗C U and V ⊗C V on the two sides of the wall are rational full field algebras
[HK]. By flipping the chirality of the anti-chiral parts and the orientations, as it was explained
in [KZ5, Section 5.4], this 0+1D domain wall can be viewed as a 0+1D gapless wall between
two 1+1D chiral gapless boundaries (of the trivial 2+1D topological order) with the same
1+1D chiral symmetry U ⊗C V. In the neighborhood of the wall, the 1+1D chiral symmetry
U ⊗C V breaks down to a smaller 1+1D chiral symmetry T(2), which is still assumed to be
rational. Moreover, there is a 0+1D chiral symmetry T(1), which is defined on the 0+1D wall
and is an SSSFA in U⊗CV(ModT(2) )U⊗CV [KZ5]. The relation among T(1),U,V,T(2) is illustrated
by the following commutative diagram:
T(2)
kK
xx
 _

 t
&&
U ⊗C V // T(1) U ⊗C V .oo
It was explained in [KZ5] that the 1D wall CFT’s are objects in T(1) (U⊗CV(ModT(2) )U⊗CV)T(1) ,
which is automatically a closed multi-fusion Z(L)-Z(M)-bimodule. Note that above discus-
sion includes both the case U = V (e.g. a 1D non-chiral trivial wall) and the case U = C (i.e.
a 1D chiral wall) as special cases. There is no essential difference between chiral 0+1D walls
and non-chiral 0+1D walls [KZ5].
For any semisimple L-M-bimodule X, there always exist (not necessarily unique) a
rational VOA T(2) and an SSSFA T(1) in U⊗CV(ModT(2) )U⊗CV such that
Z(1)(X) ' T(1) (U⊗CV(ModT(2) )U⊗CV)T(1)
as closed multi-fusion Z(L)-Z(M)-bimodules. Under this equivalence, [x, x],[y, y],[z, z],[x, y]
and [y, z] in Z(1)(X) for x, y, z ∈ X can all be realized as 1D or 0D domain walls between two
1+1D bulk CFT’s Z(1L) and Z(1M) [KZ5].
In summary, the pointed Drinfeld center functor Z gives the precise and rather complete
boundary-bulk relation of 1+1D rational CFT’s as illustrated in (5.3). In particular, the
Formula (4.2) tells us how to compute the fusion of two 1D (or 0D) wall CFT’s along a
non-trivial bulk 1+1D CFT.
In general, there might be different choices of (T(2),T(1)), which define different 1D domain
walls between Z(1L) and Z(1M) [KZ5]. It turns out that any two 1D walls
(U = Z(1)(X), [x, x]U), (U′ = Z(1)(X′), [x′, x′]V)
between Z(1L) and Z(1M) as illustrated in Figure 5 can be obtained by taking different
choices of the pairs (T(2),T(1)). Moreover, the 0D domain wall between U and U′ in Figure 5
is precisely a 2-morphism in the codomain of Ẑ:
(W,F, [x, x′]W, f˜ ) : (Z(1)(X),Z(1)(x))→ (Z(1)(X′),Z(1)(x′)),
where W := FunL|M(X,X′), F ∈ W and f˜ : F → [x, x′]W is the mate of f : F(x) → x′. In
general, it is possible that the 1+1D chiral symmetries on U and U′ are different. But, for
the purpose of realizing W physically, it is enough to consider the case in which their 1+1D
chiral symmetries are the same T(2). In this case, we have
Z(1)(X) ' T(1)
U
(U⊗CV(ModT(2) )U⊗CV)T(1)
U
, Z(1)(X′) ' T(1)
U′
(U⊗CV(ModT(2) )U⊗CV)T(1)
U′
.
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Figure 5: This figure illustrate the physical meaning of the image of 2-truncation of Ẑ, where
W := FunL|M(X,X′) and F ∈W, and fr and fl are defined in (5.4) and (5.5), respectively.
ThenW can be realized by T(1)
U′
(U⊗CV(ModT(2) )U⊗CV)T(1)
U
. In fact, we have a couple of morphisms
f˜r : F  Z(1)(x) f˜id−−−→ [x, x′]W  [x, x]U → [x, x′]W, (5.4)
f˜l : Z(1)(x′)  F id f˜−−−→ [x′, x′]V  [x, x′]W → [x, x′]W, (5.5)
where the second unlabeled morphisms are naturally induced from the universal property
of internal homs. They describe how the chiral fields in the wall CFT’s Z(1)(x) and Z(1)(x′)
are mapped into the chiral fields in the 0D wall via the so-called operator product expansion
(OPE). Therefore, this picture illustrates the physical meaning of the image of the 2-truncation
of Ẑ in 1+1D rational CFT’s.
Remark 5.1. Actually, by replacing X in Figure 4 by X ⊕ X′, we can reduce the situation
depicted in Figure 5 as a special case of the U-wall in Figure 4.
Remark 5.2. Using the physical meaning of Z, it is easy to see a physical proof of its
faithfulness of Z as illustrated by the following dimensional reduction process:
(L,L) (M,M)(X, x) (M,M)(L,L)
(Z(L),Z(L)) (Z(M),Z(M))
(L,L) (U, [x, x]U) (M,M)
dimensional reduction−−−−−−−−−−−−−−−−−−−−−−→
(X, x)
Funk(X,X)
[x, x]Funk (X,X)
Note that [x, x]Funk(X,X) determines x ∈ X as the unique (up to equivalences) irreducible
[x, x]Funk(X,X)-module in X, i.e. X[x,x] ' k. This follows from the fact that M[x,x]FunC (M,M) ' C
for a multi-tensor category C, a finite left C-module and x ∈M.
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5.4 Topological Wick rotation and spatial fusion anomaly
Note that the physical meaning of Figure 4 and Figure 2 are fundamentally different. On
the one hand, Figure 4 depicts the world sheet of 1+1D CFT’s, where 1+1D is the spacetime
dimension. On the other hand, Figure 2 depicts a physical configuration only in spatial
dimension of 2d topological orders, where 2d is the spatial dimension. Naively, it seems
that these two physical interpretations has no relation at all. Then it is natural to ask why
the mathematical descriptions of Figure 4 and Figure 2 are closely related? Is this just a
meaningless and accidental coincidence in mathematics?
It turns out that there is a rather deep reason behind this coincidence. The mathematical
theory of 1d gapless boundaries of 2d topological orders [KZ4, KZ5] has revealed that one
can naively ”Wick rotating” a physical configuration of 2d topological orders in spatial
dimension to obtain a 1+1D world sheet of a gapless boundary of a 2+1D topological order.
This process is called a topological Wick rotation [KZ4]. In particular, if Figure 4 is obtained
from Figure 2 via a topological Wick rotation, then Figure 4 should be viewed as the 1+1D
world sheet of a 1d gapless boundary of the trivial 2d topological order, and the horizontal
(resp. vertical) direction in Figure 4 is the spatial (resp. temporal) direction.
By the mathematical theory of 1d gapless boundaries of 2d topological orders in [KZ4,
KZ5], the physical observables on 1+1D world sheet of a 1d boundary, viewed as a potentially
anomalous 1d phase, form an enriched unitary fusion category. For example, when the left-
most gray 2D region in Figure 4 is viewed as the 1+1D world sheet of a 1d phase, which is
anomaly-free in this case, all observables on it forms an A-enriched unitary fusion category
AL, whose underlying category is given by L and the hom space homAL(x, y) for x, y ∈ L in
the enriched category is given by the wall CFT [x, y]A. Similarly, when the other two gray
2D regions in Figure 4 are viewed as 1+1D world sheets of 1d phases, observables on them
form enriched unitary fusion categories BM and CN, respectively. The Drinfeld centers of
AL, BM and CN are all trivial (i.e. given by the category of finite dimension Hilbert spaces
describing the trivial 2+1D bulk) [KZ2]. In the same spirit, when two blue lines in Figure 4
are viewed as the 0+1D world line of two 0+1D phases, they are described by two enriched
unitary categoriesUX and VP, respectively. We have used the fact thatX (resp. P) is naturally
a U-module (resp. V-module). Moreover, UX is naturally a AL-BM-bimodule, and VP is
naturally a BM-CN-bimodule7.
It was shown in [KZ5] that the spatial (or horizontal) fusion of the two 0+1D phases UX
and VP along the 1d phase BM is given by the relative tensor product over BM, i.e.
(UX) (BM) (
VP) := (UBV)(X M P). (5.6)
Physically, this fusion formula, together with the fact that AL,BM, CN, regarded as 1d
phases, and UX,VP, regarded as defects of codimension 1, are all anomaly-free, implies the
vanishing of the spatial fusion anomaly (explained later). In particular, it means that there
is a canonical isomorphism:
[x, y] ⊗[1M,1M]B [p, q] ' [x M p, y M q], (5.7)
where [x, y] ⊗[1M,1M]B [p, q] denotes the horizontal fusion of 0D (or 1D if x = y) wall CFT’s
[x, y] and [p, q] in Figure 4 and is defined by a coequalizer (recall (4.1)). Mathematically, this
formula (5.7) is proved rigorously in Theorem 4.5 (1).
Remark 5.3. Note that the formula Eq. (5.7) can be applied to the general situations illustrated
in Figure 5 because [x, x]U, [x, y]W, [y, y]V are just [x, x]O, [x, y]O, [y, y]O, respectively, for
O := FunL|M(X ⊕ Y,X ⊕ Y).
7Both bimodules are spatially invertible and define the spatial Morita equivalences amongAL,BM, CN [Z, KZ5].
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We want to emphasize that the anomaly-free condition, i.e. Figure 4 depicts the world
sheet of a 1d boundary of the trivial 2d topological order, is crucial for the validity of the
formula (5.7). In more general situations that appear in the mathematical theory of gapless
boundaries, it is physically meaningful to replace the condition A = Z(L),B = Z(M),C =
Z(N) in Figure 4 by the following weaker one:
(?) A,B,C are unitary modular tensor categories (also assume that L,M,N are unitary
fusion categories), there exist three unitary braided monoidal functors:
A→ Z(L), B→ Z(M), C→ Z(N), (5.8)
which are potentially not equivalences.
This replacement endows Figure 4 with a similar physics meaning as the 1+1D world sheets
of three different 1d boundaries (still described byAL,BM, CN) of three potentially non-trivial
2+1D bulk topological orders. In this situation, we still have a natural morphism
f : [x, y] ⊗[1M,1M]B [p, q]→ [x M p, y M q],
which fails to be an isomorphism in general. Many examples of this failure are provided in
[KZ4, KZ5].
Fortunately and interestingly, the fusion formula (5.6) still holds in general situations.
This is due to the so-called Principle of Universality at a RG fixed point proposed in [KZ4,
Section 6.3]. It means that the direct spatial fusion given by [x, y] ⊗[1M,1M]B [p, q] is not a RG
stable and will flow to a fixed point given by [x M p, y M q]. In other words, after the
spatial fusion, the system will flow to [x M p, y M q] so that the formula (5.6) is preserved
as the end of the RG flow.
To some extent, the failure of f being an isomorphism exactly catches the information
of a non-trivial RG flow, and should be viewed as an indication of an anomaly, which was
called spatial fusion anomaly and was introduced in [KZ4]. When BM is anomaly-free as a
1d phase (i.e. B ' Z(M) [KZ2]), then f is an isomorphism (proved in Theorem 4.5), i.e.
the spatial fusion anomaly vanishes. Conversely, vanishing of the spatial fusion anomaly
does not guarantee that BM is anomaly-free because there might be other anomalies. For
example, the canonical chiral gapless boundary of a non-trivial chiral 2d topological order is
anomalous as a 1d phase, but it has no spatial fusion anomaly as shown in [KZ4, Eq. (5.2)].
For general chiral gapless boundaries, the spatial fusion anomaly does not vanish, but it
vanishes for a subset of 0D and 1D wall CFT’s on the 1+1D boundary. This subset has been
identified in [KZ4, Remark 6.3].
A Davydov’s definition of full center
LetM be a monoidal category and A an algebra inM. In [D], the full center Z of A is defined
to be a pair (Z, e), where Z is an object in Z(M) and e : Z→ A is a morphism inM, such that it
is terminal among all pairs (X, f ), where X ∈ Z(M) and f : X → A is a morphism in M such
that the following diagram commutes:
X ⊗ A f⊗idA //
βX,A

A ⊗ A
mA
##
A ⊗ X idA⊗ f // A ⊗ A mA // A .
(A.1)
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It is known that Z has a unique structure of an algebra in Z(M) such that e : Z → A is an
algebra homomorphism in M (see [D, Proposition 4.1]).
In this appendix, we show that the full center defined by Davydov satisfies the universal
property of the full center stated in Definition 3.2 (see also diagram (3.3)).
Lemma A.1. Let X be an algebra in Z(M). If f : X → A is an algebra homomorphism making
Diagram (A.1) commutative, then the composition m : A⊗X idA⊗ f−−−−→ A⊗A mA−−→ A is a unital X-action
on A.
Proof. Since f is an algebra homomorphism, we have uA = f ◦ uX. Thus the composition
A ' A ⊗ 1Z(M) idA⊗uX−−−−−→ A ⊗ X m−→ A is idA. It is also easy to check that the commutativity of
diagram (A.1) implies that of the following one:
A ⊗ X ⊗ A ⊗ X m⊗m //
idA⊗βX,A⊗idX

A ⊗ A
mA
##
A ⊗ A ⊗ X ⊗ X mA⊗mX // A ⊗ X m // A .
Namely, m is an algebra homomorphism hence is a unital X-action on A. 
Lemma A.2. Let X be an algebra in Z(M). If m : A ⊗ X → A is a unital X-action on A,
then f : X ' 1M ⊗ X uA⊗idX−−−−−→ A ⊗ X m−→ A is an algebra homomorphism making Diagram (A.1)
commutative.
Proof. Since m is an algebra homomorphism, f is also an algebra homomorphism. Note that
mA ◦ ( f ⊗ idA) = mA ◦ (m ⊗m) ◦ (uA ⊗ idX ⊗ idA ⊗ uX) = m ◦ βX,A,
mA ◦ (idA ⊗ f ) = mA ◦ (m ⊗m) ◦ (idA ⊗ uX ⊗ uA ⊗ idX) = m.
Therefore, Diagram (A.1) is commutative. 
Corollary A.3. Let X be an algebra in Z(M). Giving a unital X-action on A is equivalent to giving
an algebra homomorphism f : X→ A making Diagram (A.1) commutative
Proposition A.4. Let (Z, e) be the full center of A in the sense of [D]. Then (Z,m) is the right center
of A in Z(M) where m is the composition A ⊗ Z idA⊗e−−−→ A ⊗ A mA−−→ A .
Proof. By Lemma A.1, m is a unital Z-action on A. Let g : A ⊗ X → A be a unital X-action
on A, where X is an algebra in Z(M). Then the composition f : X ' 1M ⊗ X uA−→ A ⊗ X g−→ A
is an algebra homomorphism making Diagram (A.1) commutative by Lemma A.2. By the
universal property of (Z, e), there exists a unique morphism f : X → Z in Z(M) such that
f = e ◦ f . It remains to show that f is an algebra homomorphism. Since e and f are algebra
homomorphism, we have
e ◦ uZ = uA = f ◦ uX = e ◦ f ◦ uX,
e ◦mZ ◦ ( f ⊗ f ) = mA ◦ (e ⊗ e) ◦ ( f ⊗ f ) = mA ◦ ( f ⊗ f ) = f ◦mX = e ◦ f ◦mX.
The universal property of (Z, e) then implies that uZ = f ◦ uX and mZ ◦ ( f ⊗ f ) = f ◦ mX.
Namely, f is an algebra homomorphism. 
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