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Abstract
The convolutional neural network model for optical flow estimation usually
outputs a low-resolution(LR) optical flow field. To obtain the corresponding
full image resolution, interpolation and variational approach are the most com-
mon options, which do not effectively improve the results. With the motivation
of various convolutional neural network(CNN) structures succeeded in single-
image super-resolution(SISR) task, an end-to-end convolutional neural network
is proposed to reconstruct the high resolution(HR) optical flow field from initial
LR optical flow with the guidence of the first frame used in optical flow estima-
tion. Our optical flow super-resolution(OFSR) problem differs from the general
SISR problem in two main aspects. Firstly, the optical flow includes less tex-
ture information than image so that the SISR CNN structures can’t be directly
used in our OFSR problem. Secondly, the initial LR optical flow data con-
tains estimation error, while the LR image data for SISR is generally a bicubic
downsampled, blurred, and noisy version of HR ground truth. We evaluate the
proposed approach on two different optical flow estimation mehods and show
that it can not only obtain the full image resolution, but generate more accurate
optical flow field (Accuracy improve 15% on FlyingChairs, 13% on MPI Sintel)
with sharper edges than the estimation result of original method.
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1. Introduction
Many optical flow estimation methods[1, 2, 3, 4, 5, 6] use two consecutive
frames images as input to obtain optical flow estimation results through their
network. Bilinear upsampling[1, 2, 3] and variational approach[7, 1] are often
used to get full image resolution in the final stage[1, 3], which do not improve
performance significantly. In this paper, as is shown in figure 1, a CNN model
is proposed to take the first frame image and the LR optical flow predicted by
some existing methods as input to generate more accurate HR optical flow field.
The optical flow field is currently the most common and most effective
method for describing two-dimensional motion of images[8, 9, 10]. According to
the definition of image motion in Horn[11], the optical flow field is the appar-
ent motion of luminance mode in the image. Specifically, for two consecutive
frames of images, the optical flow field of the first frame image corresponds
to a two-dimensional vector field formed by motion vectors of pixels in the
first frame image[12]. Optical flow estimation and Super-Resolution have long
been the subject of much attention in computer vision tasks[9, 13]. In recent
years, significant progress has been made in using CNN to solve the above two
problems[9, 14].
Inspired by the significant advances in convolutional network design and the
successful application of CNN models to visual tasks, Dosovitskiy et al.[1] first
proposed two end-to-end optical flow estimation CNN models, FlownetS and
FlownetC. At the end of the both network, they use two apporach to upscale
the LR optical flow filed to get full image resolution. One is bilinear upsampling,
the other method they used called variational refinement, which utilize the vari-
ational approach from[15] without the matching term and additional compute
image boundaries with the approach in [16]. Sun et al.[3] proposed PWC-Net
which combines deep learning and domain knowledge[17, 18, 19, 20]. The PWC-
Net outperformes many public methods also uses the bilinear interpolation to
upsample the quarter resolution optical flow of model output.
Considering the optical flow data as a 2-channel image data, it is feasible
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to restore the HR optical flow field by referring to the well-performing CNN
structures[21, 22, 23, 24, 25, 26] of solving SISR. But there are two major dif-
ference between our Optical Flow Super-Resolution(OFSR) problem and SISR
task. Firstly, the network input LR optical flow is calculated by some open
optical flow estimation methods. According to the performance of different
methods, the input LR optical flow data would contain different estimation er-
ror, which is very different from LR training data used in SISR task. The LR
image is generally a bicubic downsampled, blurred, and noisy version of HR
image[27, 28, 29]. Secondly, the optical flow contains much less textural infor-
mation different from general image. Therefore, the SISR CNN model cannot
be applied directly to optical flow problems.
For the OFSR problem, we assume the motion boundary of optical flow
field contained in the motion object boundary of the corresponding image. The
optical flow field contains sparse textural information and its data structure is
similar to the RGB image. So the flow texture must appear on the image, the
introduction of reference frame can ensure that the motion boundary informa-
tion would not be destroyed, and can help guide the OPSR process to resume
more details and clear-cut edges. Therefore, we introduce the first image as the
guidance information to help improve the accuracy of the output HR result. It
means OFSR network not only needs to get HR from LR reconstruction but
to suppress noise, restore details, and improve the estimation performance of
the original methods. Furthermore, this method can be applied to the existing
methods as a refinement approach for better performance.
The rest of this article is organized as follows. In section 2, we present the
related work of using CNN model single image SR in recent years. Section 3
focuses on the proposed network structure, and section 4 is devoted to the im-
plementation details and experimental results. Finally, the general conclusions
are summarized in Section 5.
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Figure 1: An end to end learning convolutional neural network is proposed to realize super-
resolution reconstruction of high resolution optical flow field.
2. Related Work on Image Super-Resolution
In many deep learning-based SR algorithms, the input image is typically
upsampled into the HR space[30, 31, 32] by bicubic interpolation before being fed
into the network. This means that the image SR is performed in the HR space,
and Shi et al.[33] proposed a new network structure with better performance
and faster speed called ESPCN. The ESPCN extracts the feature map in the
LR space, and the HR output is obtained by a valid sub-pixel convolution layer
at the end of the network to enlarge the LR feature map. This method reduces
the SR computational complexity very well. Zhang et al.[26] combined Residual
block in MDSR [25] and Dense block in SRDenseNet[34] to propose a residual
dense block called RDB, following [33]: they extract features in LR, use residual
connection in single blocks, multiple blocks are densely connected and residual
connection is used on the whole. In this way, the number of feature maps,
convolution layers and blocks can be adjusted, forming a very deep CNN. Their
network has a strong ability on suppressing the blurring artifacts and recovering
sharper edges.
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3. Network Architectures
The end-to-end CNN model has significant advantages in solving optical flow
estimation and SISR problems, and we use this end-to-end learning method to
perform optical flow SR. In this paper, the purpose of our CNN is to reconstruct
more smooth, subpixel-accurate HR optical flow field from initial LR optical flow
field and first frame image.
In the calculation of optical flow estimation[35], for a pair of consecutive
frames of images, the x-y optical flow field of a certain frame is a vector field
formed by motion vectors of pixels in the corresponding frame image, therefore,
the optical flow field calculated from two consecutive frames of images is struc-
turally consistent with the first frame image. We take the first frame as the
guidance to help reconstruction process.
As shown in the figure 2, our OFSR network is mainly composed of three
parts: feature extraction network, residual learning network and upscale net-
work.
Figure 2: The architecture of our proposed network for optical flow super-resolution(OFSR)
Feature extraction network. Figure 3 shows the structure of our feature extrac-
tion network, the input of the network is the simple concatenation of the first
frame image and LR flow. The addition of the first frame image provides con-
straint and guidance of motion graphic boundary and related details for super
resolution reconstruction of low resolution optical flow. Compared with SISR,
the optical flow SR network is able to obtain more information for learning.
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In addition, we believe that the multi-scale receptive fields can further provide
richer multi-scale shallow feature information for subsequent residual learning.
To get multi-scale features, as shown in the figure 3, we first use three convo-
lutional layers of different filter sizes to extract the shallow features separately,
and then to implement feature fusion we use a layer of convolution followed by
RelU to extract features from these shallow features as input to the next part
of the network.
Fi = Ci(LR), i = 1, 2, 3 (1)
Where Ci represents the combined operation of the convolution and activa-
tion function(RELU), and Fi is then used for further feature extraction.
F4 = CFE(Fi), i = 1, 2, 3 (2)
Where CFE denotes the concatenation of Fi, followed by convolution oper-
ation, and F4 is used as input to the residual learning network.
Figure 3: The architecture of feature extraction network
Residual learning network. Inspired by [36], we use the Residual dense block
(RDB) in [26] to perform residual learning on the features obtained by the
feature extraction network. In our network structure, the optical flow SR task
not only needs to make full use of the shallow feature information extracted from
LR optical flow field, but also needs to fully learn the effective information which
can be used for reconstructing the accurate and high-resolution optical flow field
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from the first image. RDB has shown good performance in SISR problem, which
proves that it is effective in extracting abundant feature information through
dense connection. We use this structure to extract local information repeatedly
from the shallow features of LR optical flow field and the first frame image. The
direct connection of local features extracted by multiple blocks can adaptively
fuse the feature information that can help to modify and optimize the input
optical flow field in the first frame image.
Figure 4: The architecture of residual learning network and upscale network
As is shown in figure 4, CRL is used to represent the operation of the residual
learning network, and FR is the feature obtained by the residual learning in the
LR space.
FR = CRL(F4) (3)
Upscale network. In the first two parts of the network, the calculation such
as feature extraction was carried out in LR space, which greatly reduces the
computational complexity of the whole SR process. Inspired by the efficient
sub-pixel convolution layer proposed in [33], Our HR optical flow field output is
obtained by upscaling the final feature map in the Upscale network. Compared
with the method of the normal deconvolution layer and nearest neighbor inter-
polation to increase the resolution, [24, 37] further indicates that this method
of increasing resolution by rearranging points in multiple LR output feature
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channels has good performance. Therefore, considering the structure similarity
between optical flow data and image data structure, we apply this idea in the
process of HR optical flow field reconstruction. Specifically, in the final phase of
the network, for FR obtianed in the residual learning network, we use three con-
volutional layers to control the output feature maps, which can be represented
as
Fout = Ccon(FR) (4)
Where Fout represents the output feature-maps of FR after three convolu-
tions Ccon. Then we utilize the PS operation in ESPCN [33] as a more efficient
interpolation to get HR output. Finally a 1 × 1 convolution operation is used
to obtain the final high resolution optical flow output of the network. The final
output of the network is expressed as
HR = Cup(Fout) (5)
Where HR represents the HR optical flow field of the network’s final output,
Cup represents the composite operation of PS and convolution.
4. Training Data
Unlike the image SR task, it is extremely difficult to obtain the ground
turth of the optical flow from the real image sequence [7]. Almost all optical
flow estimations using CNN are primarily trained on synthetic data sets[1, 4,
5, 2], which may result in over-fitting on synthetic datasets but do not perform
well on real data. Flying Chairs[1], FlyingThings3D[38](Things3D), KITTI [39]
and MPI Sintel[40] datasets are most commonly used datasets for optical flow
estimation, where the KITTI dataset and MPI Sintel dataset are currently the
most challenging and widely used optical flow benchmarks.
FlyingChairs[1] is obtained by applying affine transformation to the publicly
available rendering atlas of images collected from Flickr and 3D chair models.
This is a synthetic dataset containing 22872 image pairs and optical flow fields,
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providing enough data for training a CNN. The MPI Sintel[40] dataset is derived
from the open source 3D animated short film Sintel and comes in two versions:
clean and final. Each version contains 1041 pair of images and a true value
of the dense optical stream. The difference between the two is that the final
version contains motion blur, camera noise and strong atmospheric effects such
as fog. These effects are not included in the Clean version.
Training Data for Optical Flow Super-Resolution. As mentioned in the part of
network structure, the input data of our network are the LR optical flow field
calculated by the existing method and the corresponding LR image in the first
frame. In the process of network training, we mainly choose FlowNetS and
PWC-net as existing methods of optical flow estimation, both of which are out-
standing in using convolutional neural network to learn optical flow. The two
methods differ in their performance on different datasets. The FlowNetS out-
perform on the FlyingChairs Dataset, while PWC-net show better performance
on the MPI Sintel Dataset. In this paper, we use these two optical flow esti-
mation methods to calculate the LR optical flow training data with 1/2 image
resolution on the FlyingChairs and Sintel datasets separately. In order to ob-
tian the same resolution of the initial optical flow , the first frame images used
for calculating the optical flows in these two datasets are downsampled to 1/2
resolution by bicubic interpolation.
In the following paragraphs, we still use FlyingChairs and Sintel to represent
the LR optical flow data calculated by one of the methods above. For each
method, there are 22,872 LR optical flow fields with a resolution of 128× 96 in
the FlyingChairs dataset, and 1,041 LR optical flow data with a resolution of
256×109 from Sintel training set. In order to observe overfitting of the network
during training, following [1] the FlyingChairs were divided into 22,232 training
and 640 test samples. And we split the Sintel training set into 937 training and
104 test samples.
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5. Experimental Results
5.1. Network and Training Details
In our proposed optical flow estimation network, The low resolution optical
flow field and the first image for optical flow estimation are concatenated feeding
into the network. The input low resolution optical flow field is calculated by
the existing optical flow estimation method, the FlowNetS and the PWC-Net
are used to calculate input data for training and test.
In the feature extraction network, the convolution filter size of the Ci(i =
1, 2, 3) convolution operation is 7× 7, 5× 5, 3× 3 respectively. The convolution
filter size of the CFE operation for further feature extraction is 3 × 3, and the
activation function ReLU[41] is used after each layer convolution. In the residual
learning network, we use the Residual dense block proposed in [26] to fully learn
the hierarchical features of each convolutional layer. After convergence analysis
with different values of parameters on the part, there are 3 convolution layers in
each block, 64 filters in each layer and 5 blocks in total. All the convolution filter
size of this part in the network are set to 3×3. In the third part of the network,
three convolutional layers with filter size of 5×5, 3×3, 3×3 respectively futher
extract feature maps and control feature map channels. The optical flow feature
maps in LR space are then upscaled by the PS operation in [33] followed by a
1 × 1 Conv layer, and the network finally outputs high-resolution x− y optical
flow of two channels. For all convolution layers of the entire network, the stride
is set to 1, and the zero padding keeps the size of the feature maps unchanged.
As training loss, we use endpoint error[9](EPE), which is the commonly used
standard error measures for optical flow estimation. defined as the Euclidean
distance between the HR flow vector and the ground truth. We training our
network with a Tensorflow[42] framwork and choose Adam[43] to update it.
We use a small input batch of 4 LR image and flow pairs and initially set the
learning rate to 10−4 for all layers, after the first 100 epochs, it was then divided
by 2 every 50 epochs.
A large training set contains different object types and montion displacement
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Method FlyingChairs Sintel Clean Sintel Final
test train test train test
FlowNetS 2.196 5.138 4.699 6.326 6.033
Ours 1.878 4.395 4.362 4.761 5.055
PWC-Net 2.499 2.112 1.968 2.737 2.849
Ours 2.047 1.888 1.788 2.047 2.554
Table 1: Average endpoint errors (in pixels) of our method based on two well-performing
methods compared to these methods using bilinear upsample on different datasets with scaling
factor ×2.
is really necessary for training a network to get accurate HR optical flow field, we
first training our network on FlyingChairs taining set calculated by FlowNetS
and PWC-Net, then we fine-tune on the final version of the Sintel training set
with a low learning rate of 10−6 for several hundreds epochs since the KITTI
dataset only include sparse flow g round truth.
5.2. Results
Table 1 shows the endpoint error (EPE) of our network with the input LR
optical flow predicted by two well-performing methods, FlowNetS and PWC-net,
compared to these methods on public datasets(FlyingChairs, MPI-Sintel).Our
network based on these two methods outperform the original results of both
methods.
The color code visualization method allows for dense visualization of the
flow field and better visual perception of subtle differences between adjacent
motion vectors[9]. Some color code visualization examples on FlyingChairs with
scaling factor ×2 are shown in figure 5 and figure 6. We can see that the
FlowNetS perform better on synthetic FlyingChairs dataset than the PWC-Net,
which outperform the FlowNetS method on Sintel. For our method based on
FlowNetS, our network further suppresses the blurring artifacts and output more
subpixel-accurate HR optical flow with sharper edges. For our method based
on the PWC-Net, as it is shown in figure 6, our network significantly improve
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Ground truth FlowNetS Ours PWC-Net Ours
Figure 5: Optical flow super-resolution examples from the FlyingChairs dataset compared to
FlowNetS and PWC-Net.
the result compared to the PWC-Net using bilinear upsample on FlyingChairs.
This comparison suggests that training on initial LR flow data predicted by two
kinds of methods with different performance our method can not only obtain
full image resolution but futher improve the accuracy of input optical flow.
It also indicates that using bilinear interpolation to restore the original res-
olution would introduce noise and blur optical flow boundaries and our method
has strong ability to overcome that. We can find that, compared with the origi-
nal method test result on FlyingChairs, when applying our method to PWC-Net
the performance improvement is greater than that when applying our method
to FlowNetS. A similar conclusion can be drawn on the Sintel dataset, that
is, when applying our method to FlowNet, we can obtain greater performance
improvement. This suggests that our method can further improve the perfor-
mance of the original method when applied to a certain optical flow estimation
method, and there is more room for improvement of the general performance
methods.
In order to apply our method to the actual method, we use the public Py-
Torch implementation of PWC-Net to predicte LR optical flow data with 1/2
image resolution on test set of MPI-Sintel Dataset, and apply our network to
generate the full resolution optical flow field without other refinement opera-
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tions. We name this method as FlowSR and the screen shots of the MPI Sintel
final pass is shown in figure 7. Note that according to their public file, the Py-
Torch implementation is inferior to the Caffe implementation ( 3% performance
drop on Sintel). These are due to differences in implementation between Caffe
and PyTorch, such as image resizing and I/O.
Images Ground truth FlowNetS Ours PWC-net Ours
Figure 6: Examples of optical flow SR on the FlyingChairs dataset with scaling factor ×2.
In each row left to right: first frame image, ground truth flow, FlowNetS: bilinear upsample,
Our SR result and PWC-net: bilinear upsample, Our SR result. Endpoint error is shown for
every frame.
5.3. Analysis
In terms of the same data set, we used two methods with different perfor-
mance on this data set to calculate LR optical flow respectively, and combined
these two data sets into a new data set to train the network. As a result, the
performance of both methods has been improved, and the performance of the
general methods has been improved even more. This shows that the network
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has learned from the better optical flow estimation results to obtain the effec-
tive optical flow information from the first frame image to improve the poor
results, and achieved the effect of drawing on the strengths and making up for
the weaknesses.
Compare to the SISR problems: on the one hand, similar to SISR, the pur-
pose of our OFSR task is to generate HR optical flow field with clearer boundary,
more details and higher accuracy. On the other hand, in this paper, our net-
work is used to carry out super-resolution reconstruction of the low-resolution
optical flow field obtained by using the existing optical flow estimation meth-
ods. The input training data itself contains estimation bias, which would easily
amplify the erroneous flows. This is very different from SISR, the LR image
are generally a bicubic downsampled, blurred, and noisy version of HR image.
To solve this problem we introduce the first frame image as the guidance infor-
mation, constrain the optical flow field boundary, and provide more abundant
information of object texture to suppress noise and recover details. Moreover,
our CNN model is much smaller for the SISR model are usually perform better
with much deeper CNN model. The experimental results show that the net-
work output HR optical flow field with lower EPE, sharper edges than original
results, which shows that the first picture can play a role in optimizing the orig-
inal optical flow results. To sum up, the purpose of our SR network is of more
practical significance.
6. Conclusions
In this paper, we propose a optical flow SR convolution neural network
model based on image guidance for more accurate HR optical flow, where the
LR optical flow is calculated by some existing method and the image is the first
frame image used in optical flow estimation. Our model takes the first frame
image as a guidance to provide abundant graphic boundary information for
the optical flow field. Using various method of SISR for reference, we perform
feature extraction in LR space for residual learning. We apply our method
14
to two well-performing methods and achieve favorable performance agains the
original method, which indicate the network has good ability to suppress noise,
restore detail and sharp boundaries.
Figure 7: The screen shots of the MPI Sintel final pass on August 28th, 2018
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