Introduction
The electricity industry uses much of its generation and transmission capacity only a small fraction of the time. Over the calendar year 2006, 15% of the generation capacity in the Pennsylvania-New Jersey-Maryland (PJM) territory ran only 1.1% or fewer hours, and 20% of capacity ran only 2.3% or fewer hours [1] 1 . The result is tens of billions of dollars 2 invested in generation that has low capital cost, but high generation cost and life cycle social cost.
The expensive excess capacity has two causes. The first is technical: bulk electricity cannot be stored economically, so there must be enough generation and transmission capacity to satisfy demand in real time, or there will be a blackout. The second is regulatory: most customers pay a constant flat price that is averaged over a year rather than the changing hourly price of generation and transmission. For example, a customer whose retail rate is $0.10/kWh will pay that price no matter whether the wholesale price of electricity reaches its limit of $1/kWh or drops to $0/kWh. If customers faced the wholesale price volatility of electricity, as they do with gasoline, natural gas, fruits and vegetables, and many other products, they would buy less power at $1/kWh and more at $0/kWh. In doing so they would level demand over time, enabling society to diminish investments in peaking generators, instead focusing on base-load units that have higher capital costs, but low generation cost.
Some electricity customers face "time of use" (TOU) pricing that charges them a higher price during on-peak hours, with the fixed on-peak and off-peak rates calculated as the delivered cost averaged over months. Other customers face "real time pricing" (RTP) where the hourly wholesale generation price determines the retail price. The TOU price gives better information and incentives than a single fixed tariff, but does not account for the times when wholesale prices spike because of high demand or equipment problems. Some view a TOU rate as a good compromise that frees customers from having to be informed about constantly changing prices and adjusting their consumption accordingly.
Few end users have any ability to react to real-time market conditions or to the locationspecific costs of generation and transmission. A PJM survey of load-serving entities (LSE) reported that only 5% of end users are on rates directly or indirectly related to the real-time or day-ahead locational marginal price (LMP) [2, 3] 3 . Companies currently offering RTP rates usually have a variety of partial-hedging options as well [4] . Some additional customers are enrolled in direct load control, interruptible contracts, or other subsidy programs that offer curtailment incentives during the top few load hours per year. A Federal Energy Regulatory Committee (FERC) report estimates that 4% of peak load in ReliabilityFirst Corporation (RFC) territory 4 could potentially be curtailed via these programs, but the maximum response in 2005 was only 0.7% [5] . Actual reductions are usually much smaller than program enrollments, partly because reduction is often voluntary [6] .
We view the current flat tariff as both inefficient and inequitable. It is inefficient in raising the cost of electricity and using much more capital equipment to deliver the same quantity of power to end users. It is inequitable since customers whose consumption pattern is flat over the day or greatest at off-peak hours subsidize customers whose consumption patterns raise coincident peak demand.
We present a short-run analysis of a change to a more responsive demand-side market. In Section 4.3, we use one year of PJM data to build a supply model that implicitly accounts for dispatch constraints and load variation conditions observed in a year. We use this model in three different simulations to determine the impacts of responsive load. The first in Section 5 is an assumed load-shifting scenario that finds the effects of small changes in load profile on overall price. The load-shifting simulation does not consider customer time preference, but does show how quickly savings could be achieved. The final two simulations in Section 6 are more realistic; they use hourly demand curves to predict short-run impacts from change toward TOU or RTP from flat-rate pricing
Literature Review
Borenstein's long-run RTP analysis predicts more than double the peak load savings we predict, see Section 6.2 [7] . His conclusion results from using a long-term supply curve with a short-term demand curve to predict equilibrium conditions. Because Borenstein includes capital costs in his supply curves, he predicts hourly prices up to $90,772/MWh; this implies that customers would spend 22% of the yearly bill in one peak demand hour. Those high prices are impossible since prices are hard-capped at $1000/MWh 5 in all but one United States market [9] .
Holland and Mansur predict less than half the short-term peak load savings that we predict from RTP, see Section 6.2 [10, 11] . The modest impact is due to their method of using one constant stacked marginal cost curve to represent supply 6 . The approach here is similar, although we use the actual observed prices to account for transmission and other constraints while they assume constraint-free economic dispatch of system generators at marginal cost. The system stacked marginal cost curve underestimates price in most hours and, more importantly, it also underestimates the slope of the real supply curve. The supply curve slope determines the impact that a small change in load has on price, see Appendix B.
Power engineers account for real-time transmission constraints by solving the securityconstrained direct-current optimal power flow (DCOPF) problem in example cases. This approach is similar to how PJM sets market prices. Wang, Redondo, and Galiana used a DCOPF-based model to examine demand-side participation in wholesale energy and ancillary services markets [12] . Their results indicate that demand participation erodes generator market power. However, results from test systems with a few buses do not translate directly into implications for the PJM system with roughly 7800 pricing points. Fitting supply curves to daily market data incorporates these constraints.
Consumer responsiveness to price is not known with confidence. Most studies examine decreasing load after an increase in fixed price. With TOU or RTP, customers can also shift their use to hours with lower price. After 5 years of experience with default RTP for customers larger than 2 MW, Niagara-Mohawk Power Corporation has observed an average demand elasticity of substitution of -0.11 [13, 14] . Based on their experience and select other studies, the plausible reaction to TOU or RTP pricing is a short-term demand elasticity between 0 and -0.4, see Section 4.2 [15, 16] . As customers get more time to adjust and understand that the new tariffs will be permanent, the elasticity will rise, perhaps to -0.9.
Data
Our data are system-wide average PJM market clearing prices and loads in the day-ahead and real-time markets over 2006 [1] . Day-ahead demand bids L DA from LSEs are charged at the day-ahead price P DA , the real-time increment or decrement L RT -L DA is charged or credited at the real-time price P RT . Overall revenue and price are calculated in Equations (1) and (2).
(1)
Overall realized price and the real-time demand for each hour are the most accurate data for evaluating demand response. In the implementation of RTP rates, customers should have access to both day-ahead and real-time market prices. We assume that nearly all power continues to be purchased in the day-ahead market; both markets are counted as RTP.
Market Model
We construct a short-term equilibrium model accounting for producer, consumer, and local utility participation. Results from the full model for RTP and TOU pricing are in Section 6. The load-shifting scenario in Section 5 uses only the supply side developed in Section 4.3.
4.1
Short-Term Equilibrium Model Almost all consumers currently pay a flat rate P 0 for all their power. The market operator assumes that demand is completely unresponsive to price, L 0 . While each hour has wholesale price above or below retail price, the profits and losses sum to zero over the year. This base case model represents the disconnect between wholesale and retail; the result is the same as if there were RTP but end users had an elasticity of zero. This is a good characterization of current behavior since few customers face RTP [2, 3, 5, 15, 16] .
Under TOU the retail price takes on a value of p on during on-peak hours and p off during off-peak hours. In PJM off-peak hours are weeknights 11 PM to 7 AM and all day on weekends and the six NERC holidays [17] . On and off-peak prices are set so that local utility profit sums to zero over on-peak hours and off-peak hours separately.
When all customers are exposed to RTP, the retail price differs from the wholesale price only by the local delivery charge. If the generators bid their marginal cost, the RTP will produce the efficient, socially optimal price and consumption.
4.2
Demand Side We assume that each hour has a unique demand curve with constant elasticity as shown in Equation (3) where the hourly offset parameters β are determined by base case price and hourly load [7, 10] .
The left side of (3) is replaced with the retail price P D (L) that applies in the flat (4), TOU (5), or RTP (6) cases.
A high price will get a consumer to lower demand or to shift demand to a cheaper hour. Given more time to respond, the consumer can buy more energy efficient appliances or equipment that enables shifting load to a later hour. The first type of response is a price elasticity and the second an elasticity of substitution, either short-or long-run.
A 1984 7 review of 34 studies found short run and long run price elasticities to be approximately -0.20 and -0.90 respectively, implying that a 10% price increase would reduce consumption by 2% in the short-run and 9% in the long-run [15] . A Department of Energy study reviewed published price elasticities of substitution under TOU, critical peak pricing (CPP), and day-ahead RTP situations [16] . The range of elasticities of substitution was 0.02 to 0.27. Even though responsiveness is uncertain, we judge the short-run response to be between 0 and -0.4 under RTP conditions. We examine the full range of elasticities to examine the possible effects of short-and long-term responses.
4.3
Wholesale Supply Side At one extreme, we might hypothesize that the supply-side relationship between price and load is the same over an entire year. At the other extreme, we might hypothesize that the relationship is unique to each day. The bids for a specified load may differ from one day to another because some generating units or transmission lines are not available, fuel prices have changed, or weather is impeding supply. Fitting unique parameters for each day would give a better fit than insisting that one set of parameters must fit the entire year. However, the former is not a parsimonious model and says nothing about what parameter values should be used in future days.
The delivered price of electricity for each hour in a day follows a predictable pattern of being low in the early morning and at night with one or two peaks during the day. We fit the price and load data for each day with a third-degree polynomial. To investigate the similarity of the polynomial parameters across days, we employ dummy variables, which function as on-off switches, taking on values of 0 or 1. Equation (7) models price as a function of load represented by an intercept, load, load squared, and load cubed. The equation uses dummy variables δ 1 and δ 0 to allow for the possibility that the coefficient of load and the intercept might vary each day. We also examined the possibility that the coefficients of the squared and cubed terms take on unique values each day but determined that the additional dummy variables improved explanatory power very little. Appendix A presents the results from trying a range of models. We selected (7) as a model with good explanatory power, only half the number of parameters as employing the additional two dummy variables, and as a good fit to the plotted data.
The adjusted R 2 is 0.949, the F-statistic of 223 is highly significant 8 , and the estimated parameters a and b are highly significant 9 all with p-values á 0.001. 8 Model significance test has F(731,8028) = 223 with p-value á 0.001. 9 Studentized t-test have t a (8028) = 10. 
Economic Result Definitions
Changes in consumer surplus ΔCS and producer surplus ΔPS between flat rate and RTP conditions are calculated in Equations (8) and (9) and shown graphically in Figure 1 . Producer surplus is easier to calculate by integrating over load than over price. Change in consumer surplus in Equation (8) can be calculated in the TOU case by replacing P * with the retail TOU price p off or p on . Change in producer surplus calculated in Equation (9) is the same formula under a change toward TOU or RTP because the wholesale electric price determines the producer surplus. With flat-rate or TOU pricing there is deadweight loss in both high-priced hours and lowpriced hours. Because the RTP case has no deadweight loss, we calculate the deadweight loss in the flat rate and TOU cases based on the surplus changes in Equation (10) . Both deadweight loss and LSE profit are shown in Figure 1 for a high-priced hour. Although the local utility may have a positive or negative profit in any one hour with TOU or flat rate, it has zero profit over the year under any of these pricing scenarios. 
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Load Shifting
Assume, for whatever reason, that customers can be induced to shift their demand to be more level over the day. Although the resulting load profiles may not be realistic, the simulation shows how much shifting is necessary to flatten load and how quickly savings can be achieved.
5.1
Method We scale possible consumer savings from demand response by incrementally shifting load to achieve a totally flat daily load profile without changing total consumption. Although this method does not consider real-world preference effects, it does set an upper bound on customer savings. The simulation allows load shifting to any other time of day but does not allow shifting from one day to another.
For a particular day, shift an increment of demand from the highest load hour to the lowest load hour. Continue shifting demand increments so that there is one price for the hours of greatest use and another (lower) price for the hours of least use. Stop shifting use when the quantity and price are the same for the high and low-priced hours. The maximum fraction f that is curtailed off the peak load hours is the same for all days. 
5.2
Results We remind the reader that the load shifts are imposed, rather than resulting from consumer preferences and so no conclusions can be drawn about consumers being better or worse off.
Customer expenditure savings from load shifting are shown in Figure 3 . Savings are also split out by the amounts received by shifters and those received by free riders that do nothing. The left-hand plot in Figure 3 displays decreasing marginal savings with more shifting; when the daily load is leveled, there are no further savings. The right-hand plot of Figure 3 shows that shifters' percentage savings drop with increased shifting. This is because the price differential over a given day can be large under current conditions but approaches zero in the limit; small marginal savings steadily reduce average calculated savings. Total customer savings increase with the amount of shifting with an ultimate limit of 10.7% of the annual electric bill. Load shifting reduces peak load dramatically as shown in Table 1 , obviating the need for costly investment in generation and transmission. 
Time of Use and Real Time Pricing
A simulation is used to determine the magnitude of effects from RTP and TOU in the wholesale market.
Sample Price and Load Profiles
The new price and load under RTP and TOU conditions are calculated as in Section 4.1. Figure 4 shows price and load profiles over a week in the base case, under TOU, and under RTP conditions with elasticity -0.2. For reference the retail rates p 0 and p TOU are shown in dashed lines for the flat-rate and TOU cases respectively. The June week shown originally had moderately high load and wholesale price, so the RTP case shows steep drops in price and load during peak hours.
The left-hand graph in Figure 4 shows that RTP reduces peak loads much more than TOU pricing, which is only slightly better than flat rate pricing. The right-hand graph shows wholesale prices reflecting the marginal generation cost as solid lines; retail tariffs are in dashed lines. Under RTP the wholesale and retail prices are the same solid red line. Wholesale price peaks are moderated much more under RTP than under TOU pricing. A TOU rate actually exacerbates wholesale price peaks on weekends because end users see the off-peak price all day. 
Economic Impacts
Market outcomes depend on the assumed demand elasticity 10 . On-peak, off-peak, and average wholesale prices are shown in the left-hand side of Figure 5 for TOU pricing and in the right-hand side for RTP. Prices drop more with RTP; they are about 4% lower. Both schemes moderate on-peak and off-peak prices on average, but these results say nothing about the most extreme prices. Table 3 shows the same prices as in Figure 5 at sample customer elasticities. A regulator looking only at prices might be deceived by the apparently small difference between RTP and TOU. Table 4 and Table 5 summarize impacts on consumption, expense, and peak load with TOU and RTP rates respectively. The impacts from TOU pricing are a fraction of those from RTP. Impacts from TOU in peak load shaved, consumption increase, and consumer expense saved are never more than 14.4%, 22.3%, and 21.9% respectively of the impacts from changing to RTP at any elasticity.
Impacts on consumer expense and consumption increase are small under either rate structure change. The most striking result in these tables is that with RTP, peak load reductions are large even with highly (but not completely) inelastic demand. We estimate a 10.4% reduction in peak demand at elasticity E = -0.1, a huge reduction at a modest assumed responsiveness. Holland and Mansur's prediction is less than half ours at 3.91%, while Borenstein's estimate is more than twice the size at 24.5% 11 [7, 10] . 11 Holland and Mansur also predict a 5.88% peak load reduction at E = -0.2, where we predict a 15.1%
savings. Borenstein also predicts 35.2% peak load reduction at E = -0.3 where we predict a 17.7% savings. The modest impacts predicted by Holland and Mansur are largely dictated by their method of using a stacked bid curve, see Appendix B. Borenstein's large projected peak reduction has to be understood knowing that his supply curve comprised of three generator types results in a load duration curve that is completely chopped off on the high end; he does not argue that this is a realistic resulting load duration curve.
Costumers buy more energy under RTP or TOU conditions as shown in Figure 6 ; marginal impacts diminish with more responsive load. Customer expenditure on electricity decreases steeply if elasticity is low in magnitude as shown in Figure 7 . With inelastic demand most of the changes in consumption patterns are small reductions at peak prices. With greater elasticity, savings drop as the effect of greater consumption dominates the overall expense.
These RTP results are explained by the large positive skew in electricity prices and the increasing steepness of supply curves at high load. Large price reductions from small amounts of curtailment at high prices dominate results at elasticities near zero. With increasing responsiveness, the load profile becomes flatter and flatter but overall consumption increases. Under these conditions, the effect of the consumption increase dominates other results. Results with TOU pricing have similar characteristics but only a fraction of the magnitude. Because consumers are buying more energy with less total expenditure, the overall impact on consumers is more easily understood by looking at a customer who refuses to change behavior as others do under TOU or RTP. In Figure 8 , savings are shown for a single customer who has elasticity zero, while the aggregate system has an elasticity shown on the x-axis. We show savings for three types of customers:
Flat -Customer uses a constant level of power during all hours of the year. Typical -Customer load profile is proportional to the original system load profile. 50% More Extreme -During each hour, the customer demands the typical customer's load plus an additional 50% of the difference between the typical customer's load for that hour and the minimum load for the day.
An unchanging typical customer saves less per unit than a responsive customer, but slightly more overall because she does not increase consumption 12 . More interesting is that a flat customer would save 7.0% of her annual electric bill even if no one responded to price. She would save the amount that currently goes to subsidize the excesses of more peaky customers. The more extreme customer loses money under RTP if no one responds, but will have net savings if the aggregate elasticity is even slightly responsive, E ≤ -0.04. Peak load reductions are extreme with a small amount of responsiveness but marginal savings taper with greater responsiveness as shown in Figure 9 . Discontinuities in Figure  9 are caused by a change in the day upon which peak load is observed.
The large peak load savings under RTP have huge implications for the total system cost. Peak load determines the total capacity investment necessary for the system to operate reliably. Although no savings will be made on peak capacity that has already been built, there will be savings via unneeded capacity investment as generators have to be replaced or load increases over time. At elasticity -0.2, peak load drops by 15.1% with RTP. At that level, an overnight capacity value of $600/kW or $1800/kW, corresponding roughly with the capital costs of gas and coal generation, translates into a dollar savings of $13-$39 billion from a change to RTP. A change to TOU pricing would reduce $1.7 to $5.0 billion in capacity investments under the same conditions. At $13 billion, capacity savings would be $257 for each of the 51 million people in PJM territory [18] . Compared to the hardware and installation costs of $123-$215 per unit for the advanced metering infrastructure required to implement RTP, these capacity savings justify RTP rates starting with the largest and most responsive customers [5] . We conjecture that only large customers, those responsible for perhaps 50% of total load, need to face RTP to achieve these savings. If only 10% of customers need smart meters, RTP, and automatic energy managers to respond to price, the cost of implementing RTP would be much smaller than the social benefit, with large benefits to all customers.
In previous work using data covering the summer of 2005, we found smaller, but still sizeable, peak load reductions. Because 2005 had a mild summer and lower peak load, RTP would not have had as big an impact on peak reductions. Since the highest load over many years determines the capacity investment necessary for system stability, the peakier 2006 data are more useful for estimating RTP impacts on necessary peak generation. Other results do not change appreciably using the updated 2006 data. Table 6 show surplus increases with a time-varying rate. Neither consumer nor producer surplus changes monotonically with elasticity. Producer surplus drops slightly with peak price reductions but then increases with overall consumption. Producer surplus is equal to revenue minus operating costs and so indicates profitability if capital costs are not considered. Because we see almost no change in producer surplus, these results indicate that producers will not see the large reduction in profits that they might have feared from RTP. There is no change in consumer surplus for an elasticity of zero, but for an elasticity of -0.2, consumer surplus increases 0.7% for TOU pricing and 3.2% for RTP. We find that TOU pricing has only 20.3%-21.8% the impact in increasing total surplus that RTP would have 13 . No matter what the assumed elasticity, consumer surplus increases with RTP or TOU 14 . 13 Although the magnitude of our surplus estimates are much smaller than Borenstein's and much larger than Holland and Mansur's, the ratio of surplus increases between TOU and RTP are remarkably close given the different definitions of TOU used in each case. Borenstein predicted that TOU would have 8-25% the effect of RTP on surplus; Holland and Mansur predicted 15% [7, 10] . 14 The reason for the lack of monotonicity in consumer surplus can be understood by seeing what happens to the area representing ΔCS in Figure 1 with extremely steep, moderate, and extremely flat demand curves. A similar figure should be drawn and examined for the case in which load and price increase with RTP. Before looking at these results, a regulator might be concerned about charging RTP for customers who have no ability to respond. It would seem unfair to charge customers high RTPs if they could not react. These results indicate that even if customers had no means of knowing or responding to the RTP, the adverse effect of extremely high prices would not cause any problems on average over the year. Flat and countercyclical customers would benefit by not having to subsidize the excesses of others. Even customers with problematic load profiles would not have a large change in overall cost and would actually save money from other customers' responses. These results indicate that regulators do not need to exercise great caution in implementing RTP at the retail level.
Conclusions and Recommendations
Pretending that consumers demand the same amount of electricity no matter what the price or that consumers cannot vary their demand as prices change has cost consumers dearly and led to large, unnecessary investments in peaking plants. In 2006, 15% of the generation capacity in PJM territory ran only 1.1% or fewer hours, and 20% of capacity ran only 2.3% or fewer hours [1] 15 . These under-utilized peak generation investments are a luxury that neither providers nor customers should have to pay for.
The good news is that the peak load problem can be mitigated by moving flat rate customers onto RTP tariffs. Even with little price responsiveness, surprisingly large peak load reductions can be achieved; at elasticities -0.1 and -0.2, 10.4% and 15.1% respectively can be shaved off of coincident peak consumption. Most other quantities of interest such as generator profitability, overall consumption, and average end user expense will not be affected greatly by a change toward RTP. However, policy makers will be disappointed with the short-term reduction in overall bills. A move toward RTP should be driven by concerns about peak load and fairness among end users, with larger savings from the lower investment in peak generators and transmission lines.
Under current conditions counter-cyclical end users subsidize the problematic load profiles of others. Even if some customers do not want to alter consumption habits, the rest of the system should not have to pay for their excesses. When problematic customers are confronted with higher bills, they will want to make small but important changes. Just as consumers have learned to respond to the volatile prices of gasoline, fruits and vegetables, and other commodities, so they can learn to respond to electricity prices. The largest difference is that customers purchase electricity every hour of the year and therefore need automated devices to react to changing prices.
Because only modest aggregate price elasticities are necessary for large peak capacity savings, most of the benefits can be achieved by shifting only large, responsive customers to RTP. These are the customers who would benefit the most by installing the relatively inexpensive equipment necessary for automated response to RTP. With RTP, each customer is free to react in the ways that best serve her interest.
Appendix A Detail on Building a General Supply-Side Model

A.1 Possible Model Structures
We have examined several possible models for predicting price from load using variations on the third-degree polynomial in Equation (11). (11) is multiplied by a dummy variable δ i that has possible values one and zero. These dummy variables act as on-off switches for the term parameter based on the time period t. For example, if we want to assume that each day has a unique third degree supply curve, then the number of time periods is n = 365 and each term will have n = 365 different parameters a t , b t , c t , and d t , one for each day. The dummy variables δ 0 , δ 1 , δ 2 , and δ 3 ensure that only the parameters appropriate for the time period in question are considered; all others are zeroed out. The resulting values of P S (L) are then the same as they would have been had we fit 365 different third degree polynomials to the data; overall goodness of fit statistics for that model would have 4·n = 1460 parameters.
Another advantage of the dummy variable approach is that I am able to selectively drop dummy variables from the model to simplify it. For example, my conclusion from these regressions is that the daily fits are the same shape in the second and third degree terms as long as a linear offset is applied to each day as in (7) . The simplified model includes only the zero and first degree dummy variables δ 0 and δ 1 , and has 2·n+2 = 732 p.
We have examined models with eight different definitions of time period t and consequent values for n. Table 7 is a summary description of each of the eight time period definitions and the number of model parameters resulting from including a given number of dummy variables from 1 to 4. In each case except for the yearly model there are 15 ways to combine dummy variables. 
A.2 Statistical Significance and Goodness of Fit
For each of the 109 models we have evaluated the goodness of fit statistics. By examining adjusted R 2 values indicating explanatory power, we have concluded that the best way to drop dummy variables is starting with the highest order term and working downward. That is to drop δ 3 , then δ 3 and δ 2 , then δ 3 , δ 2 , and δ 1 . This ordering is consistent for almost all model types 17 . Table 8 displays these adjusted R 2 values for the 31 models consistent with this drop ordering. Models are listed in order of decreasing explanatory power; the ordering of models by explanatory power is identical no matter how many dummy variables are included. Even after dropping two dummy variables, the daily model has more explanatory power than any other model with all four dummy variables. The same ordering for dropping dummy variables is dictated by the F-statistic for overall model significance. Because of the large DOF, the p-values associated with these Fstatistics are vanishingly small and therefore uninformative.
Model ordering is largely dictated by the number of parameters, the only exception being the month of year and versus hour of day models. Because the theoretical import of the model as decreases as the number of parameters increases, it may be a good idea to accept a model with less explanatory power to obtain a more elegant model. Table 10 shows the explanatory power as calculated by the adjusted R 2 value lost by dropping to the next best model.
Temporal resolution always improves the explanatory power of the model, but the meaning of this observation is clouded by the fact that the higher temporal resolution models use more parameters. The largest drop in explanatory power occurs when moving from sequential time-series to non-sequential bunches of data. That means that Mondays have no interesting common characteristics, but that hours within one day or one week do have common characteristics. We conclude from this observation that system conditions change slowly over time and that grouping consecutive hours is a good way to capture these effects. In deciding how many dummy variables to drop, it is useful to examine the explanatory power lost in dropping the least important dummy variable as shown in Table 11 . We look primarily at the models with time-sequential data groupings. Dropping the δ 3 variable drops explanatory power a miniscule amount. Dropping δ 2 is only slightly worse. Based on this assessment, we conclude that including only linear offsets is a powerful way to represent price and load data. By dropping the number of dummy variables to two, the number of parameters in the model is roughly halved. (12) from [19] . The variable k represents the number of parameters a t through d t ; the variable SSE represents the sum of squared error between the real data and model prediction; N is the number of data. Subscripts full and reduced refer to the models with and without the dummy variable respectively.
Each parameter in each model has a t-statistic and an associated p-value measuring its significance in improving the model. Some of the models we examined have upwards of one thousand parameters, so we have grouped the parameters d t through a t corresponding to term order zero through three respectively. Table 13 and Table 14 show mean and median t-test p-values in the daily and week or weekend-holiday model respectively.
When the dummy variable associated with each parameter is included, the number of parameters is large and the mean and median p-values are displayed without shading. Shaded p-values indicate that the associated dummy variable has been dropped and there is just one parameter of that order that applies to the entire model. In those cases mean and median are the same by definition and so only one is displayed. Bolded results indicate significance at the p<0.05 level. 
A.3 Visual Examination of Model Characteristics
Adjusted R 2 results suggest moving ahead with the daily model and only two dummy variables. The t-test results indicate that including three dummy variables is justified. Fstatistics suggest reducing the time resolution. Figure 11 through Figure 14 display predictions from models including 1 through 4 dummy variables respectively. Original data are plotted in black in the background; curves representing each time-period t are plotted in red in the foreground. Prices for each time period t are plotted over the range of loads observed in that time period. Lefthand plots represent the daily models, right-hand plots represent the week/weekendholiday models.
From Figure 11 it is clear that more than one dummy variable must be included in order to get a decent representation of the overall data characteristics. The weekly/weekendholiday models in Figure 12 through Figure 14 do appear to represent general characteristics of the data but do poorly in the extremes. Especially obvious is the inability of the weekly/weekend-holiday models to capture the excessively high prices that are an important part of a demand-response analysis. The daily models are able to capture these high-price characteristics by including two to four dummy variables. Figure 16 shows the same data along with daily fitted supply curves from (7); this model has overall adjusted R 2 = 0.942 and an overall model F-statistic of 194. By comparing Figure 16 with Figure 15 , it is clear that after accounting for real-time system constraints, the supply curves have a much steeper slope than the bid curves even at moderate and low load. This implies that small changes in load can have large impacts on price that would not be predicted by examining bid curves. Supply curve slope is the most influential factor in determining the impact of a small change in load on price.
These data covering the summer of 2005 have some qualitative differences from the 2006 data examined elsewhere. High price extremes were greater in 2006 because load extremes were also higher. We also see that high prices were observed even on days when load was moderate or low. This is because electric generators faced high natural gas prices in the fall of 2005 [22] . Natural gas generators are more versatile in loadfollowing and are scheduled during a few hours of day even when overall demand is not high. Many analyses of demand response have assumed away the effects of system constraints outright and taken the implications of a constraint-free stacked bid curve to their logical conclusions [7, 10, 16, 21] . By examining aggregate system results shown here, the magnitude of the discrepancy between the bid curves and actual system results becomes clear.
With a fitted supply model and the observed load, we can predict what price would have been in any hour. Table 15 compares the average, minimum, and maximum prices predicted by a bid-curve model, a supply-curve model, and the actual observed prices. Based on this comparison it is clear that the bid-curve model predicts prices that are much too low, although not as low as they ought to be in low-load hours. The comparison implies a $15.88/MWh average premium for system constraints. The comparison of prediction and observed price duration curves in Figure 17 again show that bid curve price predictions are almost always too low. The duration curve predicted by the supply curves is indistinguishable from the curve actually observed. By plotting observed prices against predicted prices in Figure 18 , a richer comparison of model quality can be made. If either model were perfect, then the scatterplot of predicted price and observed price would fall along the identity line. In order to show how close each model comes to the identity line I have plotted that along with the line outputted from a linear least-squares regression. Bid curve predicted prices are systematically lower than real prices, and are never observed in the high price region. The odd-looking heteroscedasticity in the left graph can be understood by comparing it with Figure 18 , but the general conclusion that the bid curve does not accurately represent the characteristics of observed prices and has poor predictability with adjusted R 2 = 0.673. The supply curve model best fit line is indistinguishable from the identity line and error appears to be evenly distributed up and down except at the most extreme prices. Figure 18 . Observed price versus prices predicted by bid curves (left) and supply curves (right).
