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• Introducción.e
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En esta memoria se estudia un modelo no lineal originado en Clima-
• tología. Se trata de un balance de energía en la superficie terrestre que da
• como resultado una ecuación en derivadas parciales no lineal. Este tibo (le
• modelos fueron introducidos por MA. Budyko y W.D. Sellers en 1969, de forma
e independiente y que pese a contener pequeñas diferencias en Sil formulaci{n sin
• embargo requieren un tratamiento matemático pormenorizado. Los modelos
• originarios han sido completados, mejorados, modificados y/o siinplificadbs por
• diferentes autores. En la literatura podemos encontrar estudios matemáticos
• sobre modelos unidimensionales de balance de energía (Díaz [1993], Hetzer
e
• [1990], North [1990], Xu [1991]) y también sobre el modelo bidimensionál bajo
• ciertas hipótesis (Hetzer [1990]). El objeto (le esta memoria es abordar un
• modelo bidimensional general que incluye el caso (le difusión no lineal.
e
• Esta memoria ha sido estructurada en dos capítulos y dos apéndices que
• a su vez constan de varias secciones.
e
• En el Capítulo 1 se estudia el modelo de evolución (una ecuación parabó—
lica no lineal), describiendo el balance de energía así como las leyes físicas quee
• permiten formular tal balance como una ecuación en derivadas parciales cuya
• incógnita u(t, x) es la temperatura. La primera peculiaridad del modelo del que
• es objeto esta memoria es que el dominio espacial es: la superficie terreÉtre lo
(lije obliga a aplicar la teoría de las varicdadc.s Ricmanuianas. Una panotámica• ¡
de esta teoría se presenta en la sección 2. Mencionamos también allí algunos
• espacios funcionales definidos sobre variedades que son de interés para nuestro
• problema.
e
• El operador de difusión de calor considerado puede ser no lineál. La
• motivación de esto fué el trabajo Stone [1972]en el que el autor 1)roPPso un
coeficiente de difusión dependiente del gradiente de temperaturas. Esta no
e
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Iv Introdueciorm
linealidad añade una dificultad adicional al tratamiento del problema [a pesar
de que el operador diferencial —div(¡Vu~~2Vu) + Q(u) resulta ser monótono y
roercitivol.
Otra peculiaridad del modelo es el efecto del coalbedo (fracción de luz
absorl)ida por una superficie) que introduce una nueva no linealidad /9(u) even-
tualmente discontinua y que trataremos como un grafo multívoco acotado. Em
la sección 3, tras definir el espacio funcional de energía adecuado
V = fu E L2(M): Vu E L~(TM)},
se prueba la existencia de solución sobre dicho espacio para el modelo
~ { u
1 — div(IVu< Vn) + g(u) E QS(x)/3(u) + f en (O,T) x M
~> u(0,x) = uo(x) en M
para datos iniciales en L~(M), donde M es una variedad Riemanniana orien-
tada compacta y sin borde, 9 es una función continua estrictamente creciente
y S(x) es estrictamente positiva y acotada. Aplicaremos ciertas tecnmcas de
punto fijo adaptadas a operadores multívocos. Asimismo, se prueba la pro-
longabilidad de las soluciones locales a todo el intervalo de tiempo [0, ~)
y se obtiene una mayor regularidad de la solución cuando se supone u0 E
Vn L¶M).
La última parte de este primer capítulo se dedica al estudio de la. unicidad
(le solución para el modelo. Pese a ser éste un problema parabólico, la presencia
del término ~(u) permite que existan (jatos iniciales para los que es posible
hallar más de una solución. Es aquí donde la función de coalbedo juega un
papel clave. En el caso en que !)(u) es expresado por una función lipsclmiziana
se tiene unicidad de solución para todo dato inicial u0 E L
2(M). 1>ero éste
no es el caso cuando ~ es un grafo multívoco. Para analizar esta cuestión.
inspira(los en Díaz [1993], introducimos el concepto de función no degenerada
sobre una variedad. Nos referimos a la siguiente
Definición. Diremos que mv E L~(M) satisface la propiedad de no-duqenera-
czóii fuerte (resp. débil) si existe (7 > 0 y o > 0 tales que para cada E (0, ~)
ji (Qn E M Iw(¿) + 101 < e>) =(>r—m
(rt~p: ¡¡({x E M : O < Izn@r) + 10~ =1) =(7J1), donde ji es la medida dt
Lebesque sobre la variedad M.
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En la subsección 4.2 se obtiene un resultado parcial de unicidad, que asegura
e lo siguiente:
e
• (Q Si existe una solución de (P) tal que u(t) verifica la propiedad de no
• degeneración fuerte para cada t E [0, T] entonces u es la única solución
• débil acotada de (P); (u) a lo sumo puede existir una solución del (1’)
e
• que verifique la propiedad de no-degeneración débil.
e
• Una cuestión de distinta naturaleza es comprobar cuando se verifican tales
condiciones. En el caso unidimensional (e.d. cuando Al se reduce a un mn—
tervalo real) damos un criterio de unicidad a partir de la degeneracion o no
• degeneración del dato inicial (sección 4.3).
e
• • El Capítulo 2 aborda diversas cuestiones relacionadas con el compor-
• tamiento de las soluciones para tiempos grandes. En una primera parte se
• estudia la estabilización de soluciones del modelo de evolución, cuando t tiende
e
a infinito. Las técnicas que se utilizan nos obligan a distinguir entre los dos
• tipos de modelos (de Sellers y de Budyko). En el caso del modelo de tipo Selí-
• ers (/9 lipschitz) la existencia de un semigrupo de operadores sobre L2(M) que
• describe la dinámica de la ecuación permite probar la existencia de un atrá,ctor
global (sección 1). Aunque una generalización de estas técnicas a sernigrupos
e
multz’vocos podría ser también aplicada a modelos con coalbedo discontinuo,
• nosotros, hemos utilizado otro tipo de técnicas (válidas para ambos modelos)
• que no sólo prueban la existencia de atractor sino que caracterizan el conjunto
• w-límite de cada solución como un snbconjunto de las soluciones estacionarias
del modelo (sección 2).
e
La segunda parte del Capítulo 2 aborda el problema estacionario
e
(112) — div(~Vu~~2Vu) + Bu + O E QS(x)19(u) en Al.e
e
En este estudio se aborda la unicidad o multiplicidad de soluciones concluyendo
• que el parámetro solar Q juega un papel determinante. En la secciól] 3.1 se
• encuentra un intervalo (le valores de 4) para el que al menos hay tres solí.mciones.
e
• En la sección 3.2 se describe el diagrama. de bifurcación con respeqto a,l
• parámetro 4) y se prueba que tiene una rama principal en forma de “ese’3. Las
• tecnmcas que aquí se han utilizado se basan en un resultado de. Rabinowítz. en
e
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e
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el principio de comparación y en el conocimiento de ciertos rangos de 4) en los
que se tiene uiijcidad de solución.
Lbs resultados presentados en los capítulos 1 y II son completados con
dos apéndices. El Apéndice A estudia la convergencia del método de Faedo —
(;alerkin y Fourier — Galerkin para el modelo unidimensional de tipo Budyko,
tanto de difusión lineal (p = 2) como el de difusión no lineal (p > 2),
u1<u~)~+ Bu + (76 QS(x,t)/9(u) en (t,x) E (0,T) x (—1,1),
=0 enx = ±1{
= en (—1,1).
La motivación de este apéndice es completar el estudio iniciado por Lin — North
[1990] y Mengel — Short —North [1988], en los que se presentan experiencias
numermcas para el modelo unidimensional de evolución de tipo Budyko, pero síu
dar una demostración de la convergencia. La segunda parte de este apémídice
se refiere a la implementación del método de Faedo — Galerkin para el caso
p = 2 (con la base de los polinomios de Legendre) combinado con el método
implícito de Euler. Los resultados de las experiencmas numerícas que hemos
incluido aquí ilustran, entre otrás propiedades, la sensiblidad del modelo a
pequeñas variaciones de Q.
El Apéndice B trata sobre una ecuacion elíptica unidimensional con un
término multívoco pero sin peso en la difusión. Sus característmcas permiten
tratarla con un método de tiro para probar la multiplicidad de soluciones.
Curiosamente, la ausencia del peso degenerado en los extremos del término (le
difusión conduce a un conjunto numerable de soluciones lo que contrasta con
el diagrama de bifurcación en forma de “ese” mostrado en el Capítulo II.
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Capítulo 1
e
e
Existencia y criterio de unicidád
de soluciones para el modelo
• bidimensional.
e
e
1 Modelización. Problemas de evolución cero,
• uni y bidimensionales. Formulación sobree
• una variedad. M compacta y sin borde.
e
En una primera incursión en Cl~mcttologia, nos encontramos con dos
e
• tipos de modelos: modelos de pronóstico y de diagnóstico. Los modelos de
• pronóstico tienen como objetivo pronosticar o predecir la evolución ten%oral
• de la dinámica de la átmosfera. A este tipo pertenecen los llamados “mode-
• los (le circulación general” (CGM) consistentes en sistemas de ecuaciones en
derivadas parciales obtenidos a partir de leyes físicas de conservación. Por su
• gran complejidad, su tratamiento está basado en métodos compimtacionales que
• permiten aproximar las variables a predecir. Por el contrario, los modelos de
• diagnóstico intentan mostrar aspectos cualitativos del clima y comprender sí.í
evolución temporal frente a cambios de parámetros. A este grupo pertenece!]
e
los llamados “modelos de balance de energía” (EBM), objeto de estudio en
• esta memorma.
• Los modelos de balance de energía fueron introducidos en 1969 por Mi.
e Budyko y W.D. Sellers de forma independiente. Estos modelos de diagnóstico
e
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2 Capítulo 1. Existencia y criterio de unicidad.
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tratan de entender la evolución global del clima de nuestro planeta. Su princí-
pal característica es la sensibilidad de la temperatura a pequenas varmacmones de u
parámetros solares o terrestres. Este tipo (le modelos ha sido utilizado también
para estudiar la teoría de Milankovitch sobre los periodos de glaciacion.
El modelo se obtiene a partir de un balance de energía en la superficie
ude la Tierra (por ejemplo al nivel del mar). Dicho balance es el siguiente: e
Incremento de Calor = Ña — R~ + 1>,
e
0
donde Ña y Re representan respectivamente la energía absorbida y emitida por
la superficie terrestre y 1) representa la redistribución de calor, que viene dada O
mediante un operador de difusión de segundo orden. e
Otra característica es que el dominio espacial es toda la superficie de la e
Tierra (en este sentido se dice que el modelo es global) y la escala de tiempo
es consmderada relativamente grande, del orden de 10 años. En los modelos O
estacionales se introduce una escala menor de tiempo, lo que permite analizar
e
la influencia de los ciclos estacionales en el sistema climático y en particular
en la formación de los casquetes polares.
e
Expresemos matemáticamente cada uno de los componentes del balance
en función de la temperatura superficial, magnitud a modelizar. Denotare-
inos por u(x., t) la distribución de la temperatura sobre la superficie terrestre, O
expresada puntualmente tras un proceso standard de promedios, donde la va-
O
riable espacial x es un punto de la superficie de la esfera 52, o más en general
de una variedad Al, y t es la variable temporal. El incremento de calor es el
producto de la capacidad calorífica (que por simplicidad supondremos igual a
uno, aunque tras pequeñas modificaciones lo lR)Llríanlos suponer mas en gen— O
eral de la forma e = c(z) con c(z) > 0) por la derivada temporal de la funcion O
e
temperatura u. La energía absorbida por la atmósfera Ña depende del coalbedo
planetario /9. La función coalbedo toma valores comprendidos entre O y 1 ,y
representa la fracción de energía recibida que es absorbida por la superficie, en O
otras palabras, es el cociente entre la energía absorbida y la energía incidente.
u
En zonas cubiertas de hielo se refleja más la luz solar que en los océanos y u
por tanto el coalbedo es mayor en estas últimas. Se observa que existen zonas
muy próximas con coa]bedos muy diferentes. En los modelos de balance de u
energma se considera una. varíacion rápida del coalbedo en un entorno de lina *
temperatura crítica que usualmente se toma como u = —lO~<7. Esta variación
u
u
*
u
O
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Modelización
rápida es modelizada representando
en el llamado “modelo de Budyko”
fi(u)= {
que en el contexto de las ecuaciones
el grafo
-mo
a
el coalbedo con una función discontinua
fil
fi,”
u < —10
u > —10,
en derivadas parciales será tratado &omo
Figura 1
donde fl~ y fi,” representan el coalbedo de la zona helada y del resto, respec-
tivamente. Estas constantes verifican que O < fij < fi,” < 1 y a partir de
observaciones por satélites se conoce.~~~u valor aproximado
fl¿ —‘ 0,38, I3 —~ 0,69.
En el llamado “modelo de Sellers”, fi se supone una función más regular
schitziana, al menos), como por ejemplo
(Lip-
(fi u <ul,
fl(u) = < fil— (‘~“ )(fl~ — fi,») u~ =u ~
j fin, u> u,”,
con u1 y u,” temperaturas fijadas y cercanas a — 100(7.
~ <u)
u
Figura 2
Esta. dependencia de la temperatura introduce en el modelo un efecto
de retroalimentación (o feedback) producido por el coalbedo. El mecanmsmo
físico al que nos referimos es el siguiente: si una perturbación interna o externa
hace descender la temperatura global, favorece la formación de nuevas áreas de
hielo. El hielo que encontramos en los polos es blanco y brillante, y refleja casi
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4 Capítulo 1. Existencia y criterio de unicidad.
toda la radiación solar que incide sobre él. Esto hace que aumente la radiacmon
reflejada y desciendan las temperaturas. La nieve y el hielo aumentan y el
proceso continúa. De manera análoga se argumenta si dicha perturbación hace
que la temperatura aumente, en este caso las áreas de hielo y nieve disiiiiniiyen,
aumenta el coalbedo y las temperaturas aumentan.
En ambos casos se tiene que la energía absorbida viene dada por
Ña = QS(z,t)fi(x,u)
donde S(x, i) es la función insolación o calor suministrado por el Sol y Q la
constante solar dividida por cuatro. La constante solar es la radiación solar
incidente sobre una unidad de superficie situada en la parte superior de la
atmósfera perpendicular a la dirección del Sol. Esta constante expermmenta
fluctuaciones relacionadas con las variaciones de la rotación del Sol y desarrollo
de manchas solares, que son del orden de días y otras más lentas de escala el
ciclo de actividad solar (11 años). En la formulación del problema, 4) juega el
papel de parámetro positivo. En el capítulo 2 se abordará la sensibilidad del
modelo a variaciones de Q.
La superficie de la Tierra y la atmósfera, así calentadas por el Sol,
reemiten el flujo solar absorbido en forma de radiación infrarroja de grandes
longitudes de onda. Esta energía liberada por la Tierra R~ es representada en
el .. , sto es, por una
modelo de Budyko, según la ley de enfriamiento de Newton es
función afín en u
con B y (7 parámetros positivos, obtenidos mediante observacmon, y q nc pueden
(lepender (le fenómenos tales como el efecto invernadero. En el modelo (le
Selle.rs R. se expresa, escribiendo u en grados Relvin, utilizando la ley <le
Stefan - Boltzman
/4 = amA. (1.2)
donde a es una constante positiva.
La ¿fusión de calor E) es la divergencia con signo negativo del flujo de
calor por conducción F~ más el flujo de calor por adveccion Fa. La ley de
Fourier expresa
F~. = —k0S
7v
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donde & es el coeficiente de difusión o conducción. El flujo de calor’ por
e
advección viene dado por
• Fa = —vVu
e y por convenios bien aceptados (véase p.c. Childress-Ghil [1987]) la yelo-
• cidad del dujo atmosférico u en escalas planetarias puede sustituirse por un
• coeficiente de difusión k~. Así, D = div(kVu) con k = k0+k~. En los modelos
• introducidos por Budyko [1969] y Sellers [1969], el coeficientede difusión ke.sde
• la forma k = k(x). Posteriormente, PH. Stone [1972] propuso un coeficiente
de la forma k = k(x,u,Vu), en particular k = b(x)IVu¡, incluyendo así el
• efecto de feedback negativo producido por las corrientes atmosféricas de~gran
• escala. En este último caso se obtiene un operador de difusión no linéal en
• forma de divergencia, que para el caso b(x) = 1 es conocido con el nomhre de
e psel]dolaplaciano y se denota por
• á~u div(~Vuj~
2Vu).
e
• Sustituyendo los términos, que acabamos de describir, en el balance de enhgía,
e
se obtiene una ecuación en derivadas parciales no lineal de tipo parabólico,
e
— div(¡Vu¡~2Vu) E QS(x)fi(u) — 14(u) en (0, E) x Al
u(x,0)=uo(x) en .44.e
• donde el dominio Al se supone una variedad bidimensional Riemanniana com-
e
pacta sin borde. En el planteamiento del problema se observa la ausendia de
condiciones de contorno debido a que el dominio Al no tiene frontera.
e
Para simplificar la notación correspondiente a las diferentes definiciones
• de Re y fi, litilizaremos (en lo que sigue) l& siguientes nombres:
modelo bidimensional de tipo Sellers si Ñ~ es como en (1.2) y /9 es Lips-e
• chitziana;
modelo bidimeusional de tipo Budyko si Ñ~ es como en (1.1) y fi es une
• grafo maximal monótono de tipo Heaviside.
e Se han estudiado modelos globales de balance de energía simplificados.
• Las simplificaciones han sido hechas en base a múltiples observaciones (véase
• l)()r ejemplo Lorenz [1971]), que muestran que la convección meridional es
• considerablemente peqiieiia frente a la longitudinal. Este hecho conducq a in-
troducir como incógnita la temperatura media a sobre cada paralelo. De estee
e
e
e
e
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modo, el modelo bidimensional (~í») se reduce a uín modelo unidimensional
cuando la variedad Al es la superficie de la esfera y se. toman coordenadas
esféricas. Los detalles de esta reducción en la dimensión se dan en la siguiente
seccion de esta memoria. El modelo resultante, llamado “modelo unidimen—
sional”, es
uj — ((1 — x2)~ur<ux)x E QS(x)fi(u) — 14(u) en (0, T) x (—1,1)(Pm) (1 x2)u~ =0 en z = —1 y :r =1 u(x,0) uo(x) en (0,1)
donde :r = senO y O es la latitud. En (F’~) se han introducido condiciones
de contorno artificiales justificadas por el hecho de que el Bujo meridional de
calor en los poios es nulo. La cuestión de existencia de soluciones y estudio
de la frontera libre (la curva que separa las regiones {x : u(s,i) < —10> y
Qn : u(x,t) > —l0}) para (Pa) con difusión lineal (p = 2) fue estudiada por
Xii [1991]y más tarde en el. caso no lineal (p =2) por Díaz [1993], incluyendo,
por primera vez, en la literatura el estudio (le la unicidad de soluciones. Para
el modelo unidimensional se utilizará la misma nomenclatura que para el bidi-
mensional en función de 1?, y fi.
El modelo más simple, el llamado “modelo cero—dimensional”, aparece
cuando se considera la temperatura uniformemente distribuida sobre la Tierra,
es decir, como función uinicamnente del tiempo. La importancia de este mode-
lo radica en que permite obtener fácilmente informaciones que pueden servir
como indicaciones para los modelos (le dimensión superior . Seguin las distintas
definiciones de /5 y 14 resultan los modelos 04) de Sellers y de Budyl=o
Vj E Qfi(u) — R~(u) en (0, T),
u(O) = u
0.
Los modelos que acabamos de describir son modelos de evolución por su
dependencia (le la variable temporal. Los estados de equilibrio o estacionarios
asociados a estos modelos son descritos por ecuaciones elípticas semiliiíeales
o cuiasilineales. Mantendremos la nomenclatura anterior para referirnos a. los
modelos estacionarios 2—1), 1—1) ó 0—1) de tipo Sellers o Budyko. El modelo
estacionario bidimensional se estuidiara. en la segunda parte del capítulo 2 de
esta memorma.
e
e
e
e
e
e
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e
• 2 Preliminares: análisis sobre variedades.
e
• El origen físico de los problemas que se estudian en este trabajo nos lleva
a considerar dominios espaciales que no son abiertos de ff?”; éste es el casé de
la superficie de la Tierra que sera tratada como la superficie de la esfera en
• una primera aproximación. Para establecer resultados más generales un marco
• adecuado para formular las edp’s es el de las variedades Riemannianas.
e
• En esta seccion se recogen algunas definiciones básicas de Geometría
• Diferencial y Riemanniana, así como algunos resultados que serán utilizados
en secciones posteriores. El objetivo de esta sección es recordar ciertos as-
• pectos generales de las variedades Riemannianas compactas sin borde y d~ los
• operadores en ecuaciones en derivadas parciales definidas sobre ellas, siguiendo
• los trabajos de Aubin [1982], Boothby [1975], Chavel [1984] y Gallot-Hílin-
Lafontaine 11987], entre otros. A lo largo de esta exposícion se hacen continuas
consideraciones a dos casos particulares relevantes: la superficie de la e~ferae
• $2 c ~2 y el caso de abiertos ti c R2 (puesto que la mayoria de los resultados
• que se presentan en esta memnorma son aplicables a problemas sobre dominios
• regulares y acotados ti de ff?’ bajo ciertas condiciones de contorno). Estos dos
e
casos se recogen en los ejemplos que llamaremos B y A respectivamente, que
• iremos describiendo en esta seccion.
e
Sea Al un espacio topológico y ni > O un número entero, una carta de Al
• es un par (1%, w~ ) donde 1’V
1 es un abierto de Al y w1 : —* w1 (1%) ¿ ff~lfl
• un bomeomorfismo. Dadas (los cartas (W1, wm) y (VV2, w2) tales que Wm flVV2 ~
• ~, se llaman cambios dc carta a las funciones
e
o : Wm (VV1 fl VV2) — w2(W1 n VV2),
e
• Wj O xt~m : w2(Wm fl 144) —* wm(Wi fl VV2)
e
• que son homeomorfismos entre abiertos de ff?’~.
e
Un atlas en Al es una familia de cartas H/ = {(WA, wx) }~eA cuiyds do-
• minios rCciil)ren Al. I)icho atlas es diferenciable si los cambios de cartas son
• diferenciables. El atlas se llama maximal o completo si toda carta que cambie
• diferenciablemente con las del atlas está en el atlas.
e
e
Definición 1 Una variedad diferenciable e~s un par (Al, VV) dondc Al s un
e
e
e
e
e.
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espacio topológico dc h’aussdorf con base de entornos numerable y VV un atlas
diferenciable completo.
I)e esta forma se ha dotado al conjunto Al de una estructura diferencia-
ble, que permitirá trasladar a Al nociones del Calculo Diferencial de IR’”.
Siempre que no haya confusión posible sobre el atlas al que nos estemos
refiriendo, denotaremos la variedad por Al. El número mes llamado dimenszon
de la variedad Al. En lo que sigue, fijaremos nuestra atención en variedades
diferenciables bidimensionales (ni = 2), lo que simplificará la notación en lo que
sigue.~.S~ea (WÁ,wA) una carta de (Al.W) con ws = (wk,w~) y p E W~. Los
elementos del par (w~(p), w~(p)) pueden considerarse como las coordenadas de
p, que denotaremos en general por (Os, p~). En este sentido, una carta es un
sistema de coordenadas locales, y un cambio de cartas puede verse como un
cambio de coordenadas.
Un tipo especial de variedades diferenciables son las contenidas en algún
espacío endlideo ff~, cuya topología es la heredada de dicho espacio ambiente.
Definición 2 Diremos que Al G LIC es una variedad cuclídea de dimension
ni. sí para cada p E Al existe un entorno U~ G LIC, un abierto V C II?”’ y un
difeomorjismo x : V —* iI«n Al.
La aplicación x se denomina parametrizaezon o sistema de coordenadas
en el punto p (o bien parametrización local o sistema de coordenadas local en
tui entorno del punto p). Se flama entorno coordenado al conjunto Vp O Al.
Toda variedad euclídea de dimensión ni es tina variedad diferenciable (basta
definir las <tartas como muversas de las parametrizaciones).
El origen físico de los problemas que se estudian en esta memoria nos
aconseja. considerar variedades euclídeas bidimensionales de IR3, o lo que en
Geometría Clásica se denominan superficies regulare.s de IR3 (las variedades
cuclideas de dimensión ni de ¡R~ suelen ser denominadas superficies abstractas).
Ejemplos.
A. lin abierto ti (le IR2 es una superficie regular de IR3. Existe una parametrí—
zacion x con un solo entorno coordenado ti x 4 O}. Es decir, x 1? —* Si x 4 (fi
es un difeomorfismo.
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B. Sea .44 .S’~ la superficie (le la esfera de radio E?, veamos que es una
su qjerficie regular de IR3 Si definimos ~ = { (z m , £2. £3) 6 ~k : £2 = 0~ £ u __
ti } , la aplicación
x : (O«vr) >t (0,Qir)
(~,O)
es un
1)0105.
1)l.iiltO
Sk\C~
—* ( Rsen~oeosO, Rs enp.sezt6, Reosc.p)
difeomorfismno en 8k menos urna semicircunferencia de ~k que une los
Es decir x es tina parametrización local cii un entorno de cuálquier
p E 8k \ Cm. Considerando ahora
y: (O,rr) x (0,2< —*
(IP,
0)
donde (~2 es la semicircunferencia (~2
se tiene que ~k puede recubrirse cotí
8k\02
(R.scnpeosO, Rcos<, RsenxpscnO) 1
= {(£m,£2,x3) 68k: £~ =0,
xi =0>,
los entornos coordenados (le tíos iSuntos.
Figura 3
Sea (Al, W) una variedad diferenciable bidimensional y f una aplicacion
definida sobre ella, f : Al —* IR. [)iremos que f es diferenciable de clase
,. ((r(~)) si para cada punto p e Al existe urna carta (VV~, wA) eñ p tal
que ¡ o w está definida en un entorno E c ~2 de ws(p) y es de clase
(7r(E, IR). Toda función f : Al —* IR tiene una expresión local f en el sistema
<le coordenadas 6, IP dado por cada carta.
f(O,p) = fowflO<p).
Algunas veces, cuando no se genere confusión, denotaremos a la expresión local
de f por f, prescindiendo de la tilde.
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
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Se llama vector tangente a la superficie V en un puinto p a cuial(jiiier
vector tangente a una curva diferenciable paranietrizada contenida en W que
pase íx>r el punto p. Es decir, si c : ( — e, e) —4 Al es la l)araI~1etriza(.t~)t~ Líe
iiíía curva diferenciable arbitraria que verifica que c(0) = p entonces ¿(0) es
un vector tangente a Al en p.
En términos de aliticaciones lineales, la noción de vector tangente puiee:Ie
definirse como ma función lineal ~ (SjAvf) —> IR tal que
~(iíi) (CfM~) + f(p)(~~i), Vp y e
Esta definición generaliza la anterior, y es adecuada cuando Al es una variedad
diferenciable. Ambas definiciones son equivalentes cuando kl es una superficie
y nos permiten identificar vectores de IR3 con derivadas direccionales.
El conjunto de vectores tangentes en p se (lenota por T~Al ,se llama
espacio tangente en p y es un subespacio vectorial de dimensión dos de IR3.
También se define como dxq( LI?2) G LI?1 donde <lX~ es la diferencial <le la
parametrizacion x en el puinto q = ~ (~}~ La definición (le plano tangente no
depende de la parame’trízacíon considerada. La definición de superficie reguilar
o en general de variedad diferenciable garantiza la existencia de plano tangente
en cada punto p de dicha variedad. El Jibrado tangente TAl es U~~MT~Al.
La elección de una parametrízacion x en p e Al deterniina una base
{ ~> del plano tangente T~Al, que también denotaremos por Qne, x~I. Las
coordenadas (le un vector y ~ T
0Al en la base anterior se obtienen tomando
una curva parametrizada c que pasa por p y tal que ¿(0) = y, donde c = xo&
y cv(t) = (0(t), IP(t)), por tanto
(1 (1
c’(0) = ~(x o a)¡~0 = ~§X(O(t)~IP(t)))¡<0 = O’(0)xo + IP’(OÑ = y.
Sea (WÁ, ws), con w~ = (wQ w~) una carta en p E Al y {OÁ, IPA } el
sistema <le coordenadas asociado, entonces se comprueba sin dificultad que el
conjunto {
4¡p, <Ip> es una base de T~M y por tanto, dim T~M 2 =
dini Al. Veamos como actuan estos vectores tangentes. Sea 1 : Al ½ LI?
entonces
a _ ó(f o =
— áOIWX(P) ~
e
e
e
e
e
e
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e
e Ejemplos.
• A. Sea *1 = U un abierto de IR2, el espacio tangente geométrico en p E <2 es
• el conjunto (le vectores fijos (le IR2 (lite empiezan en p. Este se identifica con el
e espacio (le aplicaciones lineales cuya base es {~—, ~— }, las (lerivadías paÑíales(12
• en IR2.
• B. Si .44=8k el espacio de los vectores tangentes geométricos I)IIC(IC dibujarse
O como en la figura.
• N
9
e
• 4<3
e
9
e
e
e
• La noción (le plano tangente permite definir la diferencial df~ de una
e aplicación diferenciable f en un punto p. Sea c una curva parametrizada cíe
Al tal que c(0) = p y ¿(O) — y la diferencial de f en p es la aplicació~m [ineal
df~: T~M -* IRe
• y —> df~(v) = ~
<
e
0 El producto escalar de IR3 induce en cada plano tangente T~Al de unae
• superficie reguilar .44 un producto escalar, que denotaremos por <, >~>. Este
• producto escalar define en T~Al una forma cuadrática denominada primera
• forma fñndamenta/ de la superficie regular en p E M; Tal forma expresa
• la manera en que la superficie Al hereda el producto escalar de Mt Ex-
e presemnos la primera forma fundamental en la base {x
0, x~> asociada a la
• parainetrizacion x(6, ~)en p. Sea y E T~Al y c(t) = x(6(t), IP(t)) una curva
• parametrizada en p con c’ (0) = y. Entonces,
e
• <v,v >~, = < c’(0),c’(O) >~-, =
= < 6’(0)xo + IP’(0)x~, 6’(O)xe + ~1(O)x0,,>~ =e
= (Ot(O))2 < x¿xa >~., ±29’(O)p’(O)< xe,x~, >~, +(IP’(0)Y
2 < x~, x~g >,,,e
e
e
e
e
e
Figura 4.
ti
mt
t
e
e
O
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e
O
O
es dccii. si y = umxa + v2x~. y~ sí
E =
e
E = <x0,x,,~>~ ti
= ~ >~
entonces ti¡ \ ¡ \ O
= (el, u2) T~ ) y 71)’
O
y E. E, (Y son entonces los coeficientes (le la prí mera forma fundamental en la
base asociada a la parametrízación x en p Así, para cada p del entorno coor—
deimado definido por x se ohtíemmen unos coeficientes E(9, p), E(6, ~). (49. y).
La primera forma fundamental nos permite hacer mediciones (longitud tic in a
O
curva, área de una región) dentro de un entorno coordenado tic una superficie.
Sea c : 1 = [0, T] —* Al una curva paramnetrizada cuya traza esta contenida en e
entorímo coordenado de Al. La longitud de c viene dada por
T pT ti
= j c’(t)¡dt = J < c’(t).c’(t) >dt. e
u
Si E) es un dominio regular de un exitorno coordenado de Al de coordenadas
~, IP’
área(D) = f BU — E2dOdcp, siendo E? = Xm(D). ee
La estructura de variedad cuclídea bidimensional (o superficie) nos ha permí- O
tido definir un producto escalar en el espacio tangente a cada punto tic un en-
torno coordenado. Para hacerlo de forma global utilizaremos una partición de ti
O
la unidad subordinada al recubrimiento de Al formado por los entornos coor—
denados. Recordemos que ma familia (crA)AEA es tina partición de la anidad o
subordinada al recubrimiento {W~ IAFA sí O
ti
i) os : Al —* IR es “regular” (por ejemplo de clase (7~) para todo >‘ E A,
Ou) soporte tic ct> contenitio en W~,
0iii) a~ es no negativa y para todo p E Al se verifica que Z as(p) = 1.
SEA o
Esta noción permite el paso tic propiedades locales (sobre cada carta) a globales o
(sobre totia la variedad). En cuanto a la existencia tic una partición de la O
unidad, recordemos el siguiente resultado lien conocitio en la literatura (véase 0
epor ejemplo Boothby [1975])
ti
ti
*
O
ee
e
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e
e
Lema 1 Sea Al una variedad diferenciablc, y séa {WA}XEA un recubrimiento
• por abiertos de Al, entonces existe un recubrimiento {Vk}keJ de Al y una
• partición de la unidad {ak} subordinada a él tal que
• (< VP EJ existe A EA tal que Vk c.W~,
e
• (U,) cada p E Al pertenece a un numero finito de elementos 1/k~
Una métrica Riemanniana g sobre la variedad Al es una familia de pro-
• ductos escalares definidos sobre cada espacio tangent~ % : (T~M)2 —> LI? que
• dependen regularmente de p.
e
• Definición 3 Una variedad Riemanniana es un par (M,g) donde Al e.s una
• variedad diferenciable y g es una métrica Riemanniana sobre Al.
• La matriz asociada a gp es la misma que la matriz que representa a la primera
e forma fundamental. Llamemos 915 a sus coeficientes. Cuando p se mueve én un
• entorno coordenado W~ los coeficientes de g varíap y se expresan como 915(6, ~)
• dependientes de las coordenadas 6, y del punto q = c’ (p), obteniendo así una
• inétricaqX en WA. La actuación de g~ sobre T~Al >< T~Al queda determinada
e
por su actuación sobre los vectores de una base
• ~ = 911
• ~a a =
• 9P~a~~a~I H22
• ~~(+d)= 912 = 921,
y por tanto si u = u
1 -~- + se tiene que•
¡ \
• gp(V,V) = (u1, <>2) Pum 912) (Vm1
• 9m2 922,1 <>2/
e
• La partición de la unidad (as)AEA subordinada al recubrimiento -(IVA >AEA
• permite definir tina métrica Riemanniana g a partir de gA
g = ~cv~gA.• MA• Con el fin de renormalizar la base original, en ocasiones trabajaremos con labase {ee, e4 d T~Al definida por
e9 = = 10
• v~7áO
e
e
e
e
e
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o equivalentemente
1
=
con lo que
<e6,e6 >
< es,,,es,, >
=
Si además 9m2 = O diremos que {eo, ej es una
- 912
base ortonormal de T~Al.
Ejemplos.
A. Si Al = ti con el atlas dado anteriormente, entonces
9mm
1 9221 912921=0.
B. Si la variedad considerada es la superficie de la esfera de radio fi (Al = ~k)
con el atlas de las coordenadas esféricas, se tiene
2Pu = Ñ2sen ~,
Además {ee =
922=R
2 91292m0.
1 6 16
ÑsenIP ~ e~ = ~~—> es una base ortonormal de TP8].<.
Un resultado útil que se obtiene a partir de uina fácil modificación de otro.
bien conocido (véase p. e. Díaz [19853 cap. 4) es el siguIente
Lema 2 Sea {eo. ej una base de T~Al con la métrica g, y sean ~ y i¡ ele-
e =
7/ = nico + tp
2ey
si p > 2 entonces,
= Ole — 7/IP,
donde: VI = uÁC, C). E e
El gradiente de una función diferenciáble 1: Al —* IR se define como el
campo de vectores gradMf : Al —+ TAl tal que a cada punto p E Al le asoca
el vector gradMf(p) E T~Al dado por
1
es,, = X
=1
=1
e
e
e
4
e
e
ti
o
ti
e
ti
o
e
ti
4
vientos de T~.M,
e
ti
ti
ti
ti
ti
o
e
e
G
e
e
e
e
ti
ti
t
g~(grad~f(p), y) = df~(v) VvET~M.
e
e
e
e
e
e
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e
De la definición de diferencial de f en un punto p, se deduce que
gradMf1~ = al a
• E,,
• a de
donde q’I son los coeficientes de la matriz inversa de gp y ~ } la base
• T~Al asociada al sistema de coordenadas {ym,Yi} en p. Expresándolo en la
• base (es = e~, e~ = e2}, anteriormente calculada, se obtiene que
gradMf1~ =
• •,,
El vector gradiente también se denota por VeQ,e9 indicando así la base cmi que
• está expresado el gradiente. Una notación más ambigua es la de
7M~ La
• expresión obtenida para el gradiente no depende del sistema de coorden4das,
• de ahí que reciba el nombre de expresión en coordenadas generalizadas.
e
• Ejemplos.
(c3U an)
A. Si u : ti ½ IR con ti C IR2 abierto. Entonces gradu = ~
• B. Para u :8k —~ IR se tiene que grade
0,e9u = (RÁ~u6, *u0.
• Sea X = h1~ + h2t un campo de vectores de T~Al .Se define la
• diverqencia de X como el campo escalar
e
1 ¿) 1 ae div X = —r---(hm vii) + ~r-Áh2v1D,
e
• donde = 9mm922 — g?2 y 915 son los coeficientes de la matriz asociada al
• l)roducto escalar ~. I)e forma equiivalente podríamos expresarlo comoe
a
divX = a a /0))
• g~(DA(hm~ + h2~—), 36~ + dO + <>IP <40
Si el campo de vectores X viene expresado en otra base {ee,e~>, es decir,e
• X = fíeo + f.2e~ se tiene que
e
• div X = gp(De6(fmee+f2ej,eo)+gp(Defíee+f2ej,e.
e
A 3• (.)bsérvese que los vectores ~ y3~, ob en, e6 y e~ no son constantes, dependen
• de O y y: por ello se introducen las derivadas covariantes
a
• Da (—) =14 a siendo Ym = O, y~ = y, (1.3)ay, <NL
e
e
e
e
e
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donde 14 son los llamados símbolos de (7hristoffel, definidos por
~t=2 ~(O¿g¡~+ a5gu —
¡—1 2
(1.4)
con Qij y g~ componentes de las matrices de ~ y su matriz inversa, respecti-
vamente.
la aCalculemos las derivadas covariantes de es = y e~ —
1
— L)a(es)
1
— —Da(e~)
1
— Da(es)
1
— Da(e¿ =
Pu
ía __ a
ay
— íaí a
1r a
9220IPÉiIP k—i 2922
íaí a
ía 1 a
7Y~\/~6IP
÷2
k—i 2 911922
±2
k—i 2
1 ~‘2m adyk
1 a
ayk
ey cuya expresión en la base {eg, e4 viene dada por
1 ____ 922p2)eo + íí
v~ V~ 911
— <7W
1
922
e/ii a
= \ñ32áIP
l~~I12
— . e9
922
12
F~2
1 + iÁ~2ee + gil
\ff~2
g•~ ¿3
Pu
1
)
922
[‘2
+ ~
a
Ejemplos.
A. Para Al = ti, 14 = O para todo i,j,k. Ademas
L)ee(es) = O
De9ÁIes) = O
L)e9(e~) = O
[)e~(%) = 0.
B. Si Al = emí la carta (VV1, w1 ) del atlas de las coordenadas esféricas. st.
calculan los símbolos de (Ihristoffel y las derivadas covariantes
e
e
ti
ti
e
e
e
ti
e
e
[)ee(es)
[)e~(es,,)
L&, (e6)
(es,,)
ti
ti
e
e
ti
[)ee(ee)
D6~(e~)
ti
0
p
m ~~pIm2 — 21 = cotIP. = —5CliIP coS
e
e
e
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e
e
L)ee(es) = —cotye~e
• L)69(e~,) = O
De~(ee) = Dee(etp) = cot<P e6.
• u
e
• Expresemos el operador diferencial div (k(z, u, grad~u) grad~u) local-
• mente. Observando que k toma valores reales, debemos calcular la divergencia
• del campo de vectores X = k(x,u,VMu)VMu. La expresión local deN es
e
• Ñ = k(O, ~,fi, /inee + h2es,,)(hmes + h2e~,).
e
• con
1n y ½cooordenadas de gradeo,e
9u,
II u y us,, denotant g”V~7:u: t ~
e
• Lon(e ~ y ~. Con el fin de simplificar los cálculos sulpon—
gamos que = 1 ~ — (o equivalentemente en el caso de
superficies <e9 = m &x e~ = i flx es umía base ortonormal, entonces
• ~
e 1
• grad~0p9u = —u6e6 + uye~.
•
• Calculemos divM(X)
e (- 1 1 •l 1 ‘y
• divM yk(O~ p, ji, u6e6 + —~-—-u~e~)( uqe6 +
e
e
— Deo(k(O,IP,fi, 1 u6e6 + us,,es,,)) < gradM,eo > +
~‘w;-
• 1 1
IP, ~, u6e6 + —u~es,,) < D~0(gradMu),ee > +
v3W
• - 1 1
• +De9(k(O,y,u, u6e6 + us,,ej) < gradM,e~~, > +
e
•
IP’ u, u~e6 + —us,,es,,) < L)e~,(9radMu),es,, > =
<7W
1 d 1 1 u9
• — (/40, IP~ fi, —u6e6 + —u~e,))( < e6, e6 > + e~, e9 > ) +
,qm~dO <ini V7~I VñTT
e
e
e
e
e
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1 1
u6e6 + —uyey)( 0
____ )
<7W
+ u~ ~ +<7-mm
uy Pu ~12) +
gv
1 d~
+
1 1 U5 Uy
____ u6e6 + —uyey))(— < e~,es,, > + < ~ >) +
911 <7W
- 1 1 Uyy
+ k(0,~,Q—ugea+ —uyey)(
<7W
¿3
+2uyw~ + uy
Si k(r,u,Vu)
— IVuI~2, entonces div~(jgrad~u~P2grad~u) viene dadopor la expresión,
u
6 y — 2
gíí 2
( 2
u0
gil
+nEr
uy y
01
Pv ¿\Ymí
( 2u6u66
gil
(2ususy
Pu
20
20
‘2uyuys 2 01’\
922 y 922/ +
2uyuyy 0 1
922
(u~ u~,S2(
kyí
u
90
911
¿.3
+ 2u0—(
00
u6 11,
911
u
+ +
922
u
+ y 112+
922
u~__gn~,2
911 2m)
ti
e
Si p = 2 se tiene la expresiómí local del operador de Laplac.e-Beltramni sobre Al,
1 ¿.3 1 +-uh+~rL
¿½= + 2u6— —(
Pmm 1/mm ó~ Pu Pum 922
1—
+
e
e
ti
u
ti
e
e
e
e
U9 </22
+ )Ft).
=111
ti
ti
e
ti
ti
e
e
t
e
e
1
+
Pu
e
( 2
u6
Pu
e
1
+
Pu
a
2
2) ( a 1uyy922
ti
e
e
e
e
e
e
e
e
e
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e
e
• u
• +—~+2uy v.~22rvv2I 922 Pug22
e
e
Ejemplos.
• A.Siu:Q—*1R,
• 2
• div(IVuI’»2Vw) = Z~— ((u~, + u~
2)2u~1)
• t=i
• B. Si Al — Cf2 y k(x,u,Vu) =
e
div(IS7uI~2Vu) = ______ —2 (R2:~2IP + 2u6u66 2u¿uyo
(R2senzp + Ñ2sún2j
• ~ —~ ¡ u~ 2
____ (_______ 2u~ cot ~
2UyUyy¡ + uy 2 2uougy — +• IV 2 k fi2 sen2 IP Ñ2) k R2sen2IP R2sen2IP
1 /2u2\½~/ u~
6 uycos~
\
• + juo~j< +
• flsens~xR
2sen2IPR2,1xRsenIP fi
u2 2 (~)
e
• Si y = 2, el operador de Laplace - Beltrami se expresa en las nuevas cóorde-
• nadas como sigue,
e
(d(senyuy) + 1
• RsenIP ka& Ñ ÑsenIPuoo)
e
Si se considerarm temperaturas uniformes sobre cada paralelo, es de¿ir,si
e
u sólo depende de la latitud p, los operadores anteriores pueden simplificárse a
• partir del cambio de variable x = cos p, obtenie.ndose las siguientes expresiones:
e ‘4
• si k(x, u, Vu) = IVu< entonces D = div ~ Iu
2<u~)
• si /4 :r, u, Vu) = k( u:) entonces 1) = div ( kx)~2—A) Ti.)
e
• Se han obtenido así los operadores de difusión de los llamados modelos íinidi—
mensionales de tipo Budyko y tipo Sellers.
e
• Una vez que hemos planteado los problemas sobre los que vamos a tral)a-
• jar, presentaremos algunos espacios funcionales definidos sobre variedades para
e después determinar un espacio en el quie buscaremos la soluiciomí del problema.
e
e
e
e
e..
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Con el fin de definir en Al un elemento de área y el concepto de integral,
debemos dotar a Al de una orientación, y esto no es siempre posible. Si Al es
urna superficie regular, diremos que es orientable si es posible recubriría por muía
familia de entornos coordenados de forma que si un punto p pertenece a dos
entornos de esta familia, entonces el cambio de coordenadas tiene jacobiano
positivo en p. Si se elige una tal familia se dice que Al es una superficie
orientada. Si no es posible tal elección se dice que la superficie es no orien-
table. La condición Al superficie orientada es equivalente a la existencia de
una campo diferenciable de vectores unitarios N : Al ½ FA. De forma gene-
ral, si Al es una variedad diferenciable se dice que es orientable si existe un
atlas ((JA, UA)AEA tal que si U~, fl (J¡q ~ 0 entonces la diferencial del cambio de
coordenadas u0 o tiene determinante positivo en cada p E It fl ¼•Los
ejemplos A y B son variedades diferenciables orientables.
En lo que sigule supondremos que:
(HM) Al es una variedad Riemanniana bidimensional
compacta orientada y sin borde.
[)enotaremos por D(Al) el espacio de las funciones (7~(Al) con soporte coní-
pacto en .44. En nuestro caso como Al es comnpacta, ‘D(Al) = (7~(Al).
Definición 4 Diremos que u Al ½ IR es (M}Al) si Vp E Al ensh
(14’~, ws) carta en p E Al tal que u o w7’ está definida en un entorno dr
w5(p) y ~s(7~ UIt w5(p), es decir su expresión local es (7~.
Definición 5 Diremos que u : Al —* II-? e.s medible en Al si para cada taita
(W$,, ws),
uowm: ws(Ws) —* IR
(OA.IPÁ) ½ u(w~í(Os,IPs))
es mcd ble en w5(W5) C IR
2
Para cada atlas {(W
5, ws) >AEA, con partición de la unidad fc>s } subordi—
u ada al recumbrimiento { 14/.x > , la medida. y iene dada por la Finción (le densidad
= Z~s detg5dO
5d~s
SEA
donde dOsdIPs es la densidad de la medida de Lebesgue en w5(W5) G IR
2 y
representa la forma cuadrática p~ definida en T~Al x T~Al para cada p E W~.
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Al —* IR medibles en AlDefinición 6 L2(Al) es el espacio de funciones u
tales que ‘ uI2dA <+00, i.e.
En L2(Al) se definen el producto interior y la norma usuales
ev
5 Iu(wQ (O>, IP>)) 12 detg>dO>d~> < +00.
(f,g)L2(M) JM fgdA, IIfIIL2UM> := (f, f)22(A)•
L~(Al) se define a partir de la densidad Riemanniana dA
funciones medibles en Al tales que
JM
como el conjunto (le
<dA < +oc si 1 <p<00, y
esssup~uj < +00 Si p00.
(L
2(Al), (,)) es así un espacio de Hi]bert y (L~(Al), II~) con
espacio de Banach.
1 <y =00 un
L2(M, TAl) = L2(TAl) representa al espa~io de Hilbert de los campos
de vectores X : Al ½ TAl dotado con el producto escalar de L2 que indl4ce g
en T~Al, i.e. dado X = I¿
1e6 + li2ey diremos que X E L
2(TM) si
JM
Mencionamos a continuación algunos resultados básicos relacionados con
estos espacios funcionales.
a) Desiqualdad de Hólder para variedades: sean p =1, —
y
si p = 1), f E L~(Al). qE L~’(Al), entonces
JM IfoIdA =IIfIILP(M)II=7IILP’(M>.
1>) Liii ~ L~(A4
)
~ IAlI~ II IILflM),
pl
—1, (y’ = 00
Vi E LC~(Al).
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
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Teniendo en cuenta que Al es compacta, se define H1(Al) como el cierre
de C~(Al) para el producto interior
(f, h)¡¡,<.kl~ := (f, h)L2(M) + (grad~f, grad~h)L2(TM) —
~ W~) asf(w1 (O>, IPS))h(w71 (6>, 90>)) detg>dOsd
90s+
+1 <~,,> aÁg>(grad~f,grad~h) detg>dOsdscs}.
Nótese que u E Hí(Al) si y sólo si u E L2(Al) y gradMu E L2(TAl). Si
s E IV, HS(Al) es el cierre de (M(Al) con la norma
II IIH’(M) = (1 1 _ 2 If~i, £4 ...DlkuI2 + 12112)dA)24M <k<si>=1,2,5=1,..k
con D
1 = D~6, 1>2 = D~9 y ID,, [4.. D u12 —
sin embargo I~’I representa el valor absoluto de mm número real .Se. define
también H0(Al) = L2(Al). Finalmente si s < O ó s « PV, el espacio HS(Al)
se define por interpolación y dualidad, como en Lions - Magenes [19683.
Dado n< E PV, diremos que u : Al —~ IR pertenece al espacio 1’V”’~(Al)
sí u es medible en Al y -
¡ ¡ “ \~ ~:IIuH,»,~ (\J»f ~Z 2 ~ [)l
2...[)íkuI~+ IuIP) dA) <00
,,=1,2 .>=1
donde D1 = De6, 1)2 = D~. Se demuestra (como en el caso en el que Al
es mm abierto de II?”) que los espacios HS(Al) son espacios de Hilbert y los
espacios W””~(Al) son espacios de Banaclí. I)e nuevo u E wmP(IVt) si y sólo
si u E L’(Al) y gradMu E L~(TAl).
Como veremos niás tarde, los problenías que trataremos sugieren nitro—
ducir el siguiente “espacío de energía.’’
V = {u: Al —~ IR, u e L
2(Al). S7Mu E L~(TAl)},
que es lín espacío de Banacb reflexivo si 1 < y < ~.
Un resultado técnico de gran utilidad es el que sigile
2. F>relizninares: análisis sobre variedades.
st p>’2, V ‘-4 L«}Al).
‘23
Teorema 1 Sea Al una variedad Riemanniana bidimensional eompactaj En-
tonces se tienen las siguientes inclusiones continuas:
st p=’2, V ‘—+ L~(Al), VqE[2,00),
o
Aunque el resultado es bien conocido y se suele representar para espacios de
Sobolev standard en vez de V: (véase Aubin [1982], pg. 44), detallaremos1aqum
la demostración pues se calcularán explícitamente ciertas constantes que ~{eran
de gran utilidad en cálculos posteriores.
Demostracion.
Sea {Ws} un recubrimiento finito de Al, A = 1 con VVs abierto de Al y
sean (Ws,ws) las cartas correspondientes. Consideramos {as} partición de la
mini dad (7~ subordinada a dicho recubrimiento. Entonces
feV ~=t asfEV VA
—~ asf 0w» E L
2(ws( VV
5)) y Vcv>f ow;i E
Extendiendo la última función por cero fuera de VVs, y llamando de npevo
que existen minas constantes
asf o w~ a dicha extensión, se tiene que
asf ow
1 E L2(1R2) y Vcxsf 0w» E (L~( iR2))2 VA.
Por un argumento de densidad, bastará probar
positivas (7> tales que VfE(M(Al),
IIaSIIILQ(M) = C5(ILiSIHLí(M) +
Vg E [2,00) si y = 2 y q 00 si y > 2.
Es claro que sobre cada compacto K>
la métrica y sus derivadas de todos los órdenes
1 Vcr>f II LP(TM)),
supp
están
de coordenadas {y~,yk} asociado a la carta (VVs,ws).
v,p > O, O < V =/¡tales que VX E T~Al, p E VV
5, cnn
vMXII2 =g(X,X) =¡4X~2
a> c fis el tensor de
acotadas en el sistema
En particular, existen
2 a ¡
X = ~X~— se tiene
1=~
1.5)
2
donde 11X112 = 2(V)2. Vemos (lije (1.5) imuplica
1=1
«2 = detq < (1.6)
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
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e
e
e
e
e
e
e
e
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e
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y también
1
—MXII2 =y’(X,X) < ilIxlLKU,ji (1.7)
Utilizando que si Al — IR2 tales inclusiones son continuas (ver Brezis [1983]).
Por tanto ,existen unas constantes k(q, y) tales que
a>f o w;~ í~É =k(q,p)(( f7i2 asf o -l<J IVasf o w;’l%.
(1.8)
Además
(1 I~sf ~ = (JWXWA, Iasf ow1 ~,frdy1dy2 ) = (1.9)q
< f’~ (Ja. II wj~dx)~.
Usando (1.8) la anterior expresión puede ser mayorada por
(1.10)
la>f 0w;~ 12d£) ~
~l~sf ow~ 12dx) ~
+(J2
+~tL (J
lVasf ow» I~
I~sf 9w;’ 2 x/~dx)2 +I~~’ (Á. IVasf 0 w;ílrvm¡x)).
(1.11)
Ahora tenemos que relacionar Vcq,f ow
m con VMaÁI, así como sus normas.
Sabemos que la expresión de VMasf en el dominio ¡Vs viene dada por
Ik<>aÁf 0w> a
IP a~ a~,
es decir Mg~~ X, donde Mg—u es la matriz asociada a gm (que coincide con
la níatriz inversa de Mg), X es el vector (ac~2 )k—m 2
Vcv>f o w§). Su norma al cuadrado viene dada por
= Mq-uXMgMq-uX
(que coincide con
= XMq-i Y,
expresión acotada superior e inferiormente según (1.7). Introducien do estos
cálculos en (1.11) pue(le verse que (1.10) está mayorada por
jñk(q,p) (ni’ (1R2 1&>f o w1 12<7áx) ~+ v$,ñ (f p~ ~~
ti
e
e
<¡Rl
e
e
e
II&5f~L~(M> =
e
j¿~k(q,p)
=i’ k(q,p)
ti
ti
e
e
dx) ~‘)
=jí<ik(q,p) (Á.
vIVasf o w;í IPdx)
e
e
e
e
e
e
ti
e
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(IR?
basf o w;
’
03/A. ay,
‘914 (
lasfowÑml2viidx)2 +
= plk(q,p)max{uV , u ~7”¡t~ >llasfIIv.
Análogamente se obtiene que si p > 2,
IlasfllLoo(M) < k(~, p)max{v4, vT¡¿±}IlasfIlv.
De este modo hemos obtenido:
(7~ = ¡¿k(q,2)ui’max-(l,pd>
Os = k(~, p)max{u+, u; ¡0 }
si
si y>2.
Finalmente, utilizando que lVasfI < VII + lfl[Vasl, se tiene que
r
II 1 ilfA(M)=~ II a>f ¡lL~<M)=E C>(II a>f IlL2(M) + Vctsf IILP(TM)) =
5=’ 5=1
r sup ~s(I¡1 IIL2(M> + II ~f IILP(TM) + sup Y~sI II f IILP(M)).
1 <S<r
(1.12)
[)istinguimos los casos y = 2 y y > 2. Pues sip = 2 se tiene que las constantes
de continuidad vienen dadas por la fórmula
(7 := (í SUI) (7s)(l + sup IVc~sl),
1<S<r
(1. 1:3)
y llamando de nuevo ji y u a los coeficientes que hacen que (7~ alcance su valor
máximo, las constantes de continuidad vienen dadas por
u —u,
= ;¿U4q, 2, r)Vrinax{],pr}(l + sup lVcvsJ) si» = 2. (1.14)
Consideremos ahora y > 2, en este caso se tiene (1.12) para q = ~ y en
particular f E ¡¡1 (Al) y como fi1 (Al) ~* L~(Al) con inclusión continua,
existe una constante positiva calculada en (1.14) para q = y que verifica
< (7m,~p(ll 1 bL2(M) + 1] Vf IIt2(TM)) =
< ~7~,dll1 IIL’(M) +IAl~ ~IVI ILP(TM)) (1.15)
e
e
o
e
e
e
e
e
e
e
=jÁk(q,p) (~m/2
—m
+ E-, “ ¡12
—u
=¡Ák(q,p)max{u 2
EL basf 0w» a
Oyp ~i
(JM lasfl2dA)2+(JM
lkiidx))
lVasfI~dA) ~=
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
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y sustituyendo (1.15) en (1.12) se tiene que
II f IILflM) 7 sup
1<5<r
2
<17s(í + (7m,2psup IVasJ)max{1, IAl í½WIII 1 11v
Procediendo como en el caso anterior, se tiene que la constante de continuidad
para la inclusión V ~ L~(Al) con y> 2 viene dada por
ti
= k(p, r)max{vi’, VV¡fl >(l +Cí;2,p sup IVasl)max{1, ¡Alj 2p }~ (1.16)
También se podría expresar (pues así lo necesitaremos más adelante) como
II 1 I~(M) = (‘1 ,2,q(II S7f 11i2(
TM) + II 1 lL2(M)) (1.17)
II 1 11IA~(M) = (7m,~,ÁII Vf ILP(7’M) + II 1 llL2(M))~
donde
01,2,q = 2C~,2,q y (71,~,p =
2P—m<i7f~~, es decir,
= 2p~k(q, 2, r)
2¡E’max{1,p}(1 + sup lVcvsl)2
0íp,cc =
2pi k(p, r7max{w~, ~—m~ }<í + 1,2,p sup
y (
7m,2,p dada en (1.14).
lVaslYmax{l, lAlí 2
4*
u
Utilizando la. hipótesis de compacidad sobre Al es posible extender sin
dificultad al caso de variedades los resultados conocidos de inclusión compacta
para el caso de abiertos.
Teorema 2 Si 2 =y < 00 y V = {u E L2(Al) qradMu E L~(TAl)>
entonces la inclusión V c L2(Al) es compacta.
ti
e
ti
e
e
e
ti
ti
e
ti
ti
e
4*
ti
e
(1.18) e
e
*
ti
(1. 19)
(1.20)
e
ti
e
e
ti
ti
e
ti
e
o
ti
ti
ti
ti
e
ti
ti
e
ti
e
ti
ti
ti
e
e
e
ti
e
e
e
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e
e
• 3 Existencia de solución para el problema (P).
• La posible discontinuidad de la función coalbedo hace que el mode-
e lo no tenga (en general) soluciones clásicas. Se introduce por ello el concepto
• de solución débil, a partir de la definición del “espacio de energía” V.
e
3.1 Enunciado del Teorema de existenciae
• Se considera el problema
e
• f u, — div(IS7u<Vu) + Q(u) E QS(x)/3(u) + 1 en (O, T) x Al
• (11 ~ u(O,x)=uo(x) en Al
e (1.21)e
• que es el caso particuilár de laformulación del problema (P) de la sección
• 1 de mayor relevancia. Las hipótesis estructurales que supondremos tras la
• descripción realizada en la sección 1, serán las siguientes:
e
• • (HM) Al es una variedad Riemanniana orientada compacta conexa sin
e
• borde,
e
• • (Ha) ¡3 es un grafo maximal monótono acotado en IR2,
e
• (Hg) g : IR ½IR es una función estrictamente creciente tal que
• Q(O) = O, y Q(a)l > ($lal’ para algún r ~ 1,
e
• • (Hp) p=2,
e
• • (J4~) S:Al~~*.1R,8ELc~~(Al),s,=S(£)>.so>OcVxEAl,
e
• • (14) fELt(O,T)xAl),VT>O,
e
• • (Hp) Q>O,
e
• • (Hv) los operadores gradiente y divergencia son entendidos en el sen-
• tido de la métrica Riemanmana.
e
• Definición de solución débil acotada de (P).
e
• • Diremos que u : Al ½II? es una solución débil acotada de (E’) si
e
e
i) u E (7Q0,T]; L2(M)) fl Lt(O,T) x Al) fl LP(O,T; V)
e
e
e
e
ti
e
e
e
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e
4*
Ii) existe z E L~((O,T) x Al) con z(t,x) E /3(u(t,x)) eV (t,x) E (O,T) >< Al ti
ti
tal que
eJM<)() < v,(t,x),u(t,x) >v’xv dt+
e
IT r ti
~] ]M < S7uj~2S7u. Vv> dAdt + J J Q(u)vdAdt =
1’ fudAdt ti
= 4 JM QS(x)z(i, z)vdAdt + J J + uo(x)v(O, z)dA
eVv E L~(O, T; V) r~ L~((O, T) x Al) tal que v< E L~’(O, T; V’),
donde <,>V’XV denota el producto de dualidad en x V (que no debemos
confundir con el producto escalar <,> sobre T~Al).
ti
El objeto de esta seccion es probar el siguiente resuiltado 4*
ti
Teorema 3 Dado uo E L~(Al) existe al menos una solución débil acotada de
(1’). Ademós, la solución u de (1’) se puede prolongar a [0,00) >< Al de manera ti
que u e (7([O, 00), L2(Al)) 11 L~((0, 00) x Al) fl L7
0~((O, 00); y). Finalmente 4*
ti
si u0 E Vn LtM) y f E L~((O, 00) x Al) 11 14Q((O, 00); Lm(M)) conj ~L<s, .)liLm(M)ds =0o Vt > O con ~ independiente de t.
ti
entonces se tiene la regularidad adicional u E L~((O, 00); y). o 4*
e
Como en el caso del modelo uínidimensional (Díaz [1993]), segulirenlos las e
tecuicas de Díaz—Vrabie [1987] (basadas en argumentos de punto fijo) qmíe son ti
especialmente uitíles para ecuaciones no monótonas eventualmente inultívocas. 4*
e
ti
3.2 El operador A. Propiedades. Un principio de com- e
paración. ti
e
Definimos el siguiente operador A dado por ti
e
>4: D(A) c L2(Al) —½ L2(Al)
u —* —á~,u + @(u), (1.22) 4*
ti
donde D(A) = {u E L2(Al) : —á~v + g(u) E L2(Al)}. Veremos en primer e
]ngar que el operador A es in—acretivo en 1
2
2(M). Sigujiendo a Brezis [1973] ti
(véase también Benilan [1981], Barbu {1976] o Vrabie [1987]) recordamnos aq;mm,
nociones y resultados relativos a. operadores m—acretivos. 4*
ti
Sea A’ unu espacio de Banach, ti
ti
ti
ti
ti
e
e
e
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e
e
• Definición 7 Un operador A : D(A) C X ½‘2”’ es acretivo si [x—t y—ñb- >
O para cada x, ~ E D(A), y E Ax, ñ E A~ y donde L’ .]+ es el producto semi-
• zaterior superior normalizado dado por
e
• [a,b]+ := uní [a, b],,
• con
1e [a,b],,
• ~(Il a + lib —lía lI)~ h EJE?— {O}.
e
• Definición 8 Un operador A : D(A) c X —* 2”’ es T-acrctivo si
e 1
• lim—(j[ (x—~+h(y—~))~ II—II (x £)~ II) =0
• h\O h
• para cada x<~ E D(A), y E Ax, ~ E A~, donde w~” denota la parte posztzva de
• mEX (ie,ruala0siw<O eigualawsiw>O).
e
• Definición 9 Un operador A : D(A) c X —* es m-acretivo si
• i) A es acretivo, ye
e
u) R(I+AA)=X VA>O.
e
Una s,.mbclase, de gran interés, de los operadores m—acretivos es la obtenida a
• través de la noción de subdiferencial de una función convexa.
e
• Definición 10 Una función 4 : X —* IR U {+00} es convexa st
e
• #Ax + (1 — fly) =>4(x) + (1 — >)4(y) Vx,y E X y VA E (0,1). (1.23)
e
Definición 11 Unafunción 4 : X ½IRU{+00} es propia si no es idénticamentee
• +00, i.e. si D(4) := {x E X : 4(x) < 00} no es el vacío.
e
• Definición 12 LIna función 4 : X —* IT-? U {+00} e.s semicontznua inferior-
• 711tfl?tte en X Si
e hm mf 4(y) =4(x) Vx E X.
x
e
• Proposición 1 (Brezis /lflSj) Sea 4 : X —> LI? U +00> propia y convexa.
• Entonces 4 es s.c.i. fuerte. si y solo si 4 es s.c.i. débil.
e
e
e
e
e
e
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Definición 13
el punto :r es el
Sea 4 propia y convexá en :r E X2 La sub diferencial de 4 e,i
conjunto
¿94(x):={x’EX’: 4(x)=4(y)+<x—y,x’> VyEX}
donde X’ es el
rrespo,ídi ente.
espacio dual de X y <,>X’XX es el producto de dualidad co-
(7ada elemento x’ E ¿4(x) es llamado subqradiente de 4 en
E.
Si suponemos X = H un espacio de Hilbert, se tiene
Teorema 4 (Brezis [1973» Si 4 es propia, s.c.i. y convexa entonces D(a4)
{x E H : 04(x) # es denso en D(4).
Observación 1 Es bien conocido que si 4 es diferenciable en el sentido de
Cateaux en x E X, entonces el conjunto 04(x) es univaluado (tiene un solo
elemento) y coincide con la diferencial de Gateaux de 4 en
Teorema 5 (Brezis[1973J) Sea 4 : 14 ½ IR U 4+001 una función propia,
convexa y s.c.z. entonces su subdiferencial 04 : D(04) G H —* 2>~ es un
operador m-acretívo en H.
Con el fin de aplicar resultados de la teoría abstracta al problema (1>) nece-
sitaremos la siguiente
Proposición 2 Sea el funcional 4’: D(4) c L2(Al) —> LI? definido por
4( u)={
11 1S7uI~dA + 1 («~)dA7) JM JM
+00
u E f)(4)
ugD(4)
(1.24>
donde 0(u) = ~Q(a)da y
D(4) := (u e L2(Al), ~u E L~(TAl) y J C(u)dA < +~}.
Entonces
i) 4 ~ propio, convexo y semieontinuo inj’eríorín ente en L2(.A4).
u) A = ~4 con A dado por (1.22,) y D(A) = L2(Al).
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e iii,) A qenera un semigrupo compacto de contracciones 5(t) sobre L2(Al)
parat E (O,T).
a Demostración.e
i.1) El funcional 4 es propio. En efecto, 4 ~ +00, pues 4(0) = 0 <+00.
e i.2) 4 es convexo. En efecto, si u, u E D(4) entonces
e
49iu+(1—>)v) = )JJM IAVu+(l—>Wvl~dA +J G(>u+(1—>»v)dA =
e
• Zfw<w,cXiI>ZgIkauowi ¿3
1~0vow§ a
e le’ l,k ¿31/k ¿31/, <iyi. Oy,
e
• + EJ a~G(>u o w7’ + (1— >)v o w[m) V~1 dOldIPl. (1.25)16) w¿(W¿)
• Es claro que las potencias V, con y > 1 son funciones convexas y
• U es no negativa y convexa por ser la primitiva de una función y no
e decreciente que toma el valor cero en el cero. Así, podemos mayorar la
• expresión (1.25) por
r>t¡owr1 O
e >~~Jc4(>¡tQ’~ t —1~+(i—>)l2g’~ ¿)í,ow~1 a~ u
• :61 l,k <3yk uy, Oyp 0w’
e
• +2] a
1(AG}uow7’)+(1 — >YJQv owym)) <ftd01d901
• 161 w¿(W1)
• que. por la definición de integral sobre una variedad Riejuanniana es igual
• a
• l~míI~dA + ¡ lVvl1’dA+—(1 —>• 7) JM
• J (“‘u’~dA + (1 — >)I G(v)dA =e .2\) JM
e
e
• Si u « D(4) ó u ~ D(4), entonces se tiene trivialmente que
e
• 4’(>u + (1 — >)m:) ~ +~ = >4(u) + (1 — >)4(v).
e
e i.3) 4 es semicontinuia inferiormente. Consideremos una suicesión {u,, > G
e L2(Al) tal que u,, ½u en L2(M) y veamos que
e
4(u) =hm mf 4(ut.
un —4v
:32 Capítulo 1. Existencia y criterio de unicidad.
• Si hm mf 4(u,~) = +00 el resultado es obvio.
• Si hm mf 4(u~) < +~, expresamos 4(u) como 4í (u) + 42(u) donde
ir
JM41(u) = — J lVul~dA y 42(u) = G(u)dA.PM
Sabiendo que la suma de funciones s.c.í. es una función s.c.i. bastará
ver que 4, y 42 lo son. Los funcionales 4m, 42 y 4 son no negativos, por
tanto existe ‘y E iR, ‘y > O tal que
‘y = Hm mf [iJ 1 Vunl~dA + JM (dun)dAJ <+00
y existe una subsucesión u,.k tal que 4(uflk) ½-y y por tanto
4,(u,,k) < (
7m, 4
2(uflk) < Cm Vnp (1.26)
con
0m constante positiva adecuada. Usando que u,¡& —> u fuerte en
L2(Al) las acotaciones de (1.26) obtenemos estimación de u~ eny una k
la norma del espacio V,
lIuflklIv =(4 (1.27)
Por ser y mm espacio de Banaclí reflexivo, de la estimación anterior se
deduce la existencia de ~ E V y de una subsucesión de u,Lk tales que
~ débil en V.
Por la inclusión compacta V c L2(Al) (véase el Teorema 1) y la unicidad
del límite tenemos que ~ = u. Finalmente, por las propiedades (le límite
(lebil SC obtieiíe qume
Ih’IIv < lun mf lu,~p
5iIv,
es decir.
lluIIL2(M) + IIVUIILP(TM) =hm mf (Ilunká 1112(M) + IVunkJlILP(TM))
y como Ilullti(M) = hm IIu,1p5 llL2(M), entonces
IIVuIILPu’M) =hm mf IVu,,PJHLPerM)
qiu~ (u) =hin mf 4m(un&á).
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Por otro lado, 42 es continua por serlo O : IT-? ½ iR, luego 42(u) <
Hm mf 42(u,~p~1) para toda u,,p51 subsucesión de uukg. Se concluye que
«u> = 4í(u) + 42(u) = hm mf {#m(uflkdl) + 42(u,1k51)} =
= hm mf 4(u~pgl) = hm mf 4(u,.).
u) 4 es diferenciable en el sentido de (Áateaux, veamos que su diferencial
coincide con el operador A
Hm ~ fM(IVu + AVvI~ + Qu + Av))dA — ~ fxdl~uV + G(u))dA
A
1 IVu + AVnIP —
A
dA+J G(u + .Xt~) — (;(u
)
dA. (1.28)
Podemos intercambiar el orden de las operaciones integral y límite gracias
al Teorema de la Convergencia Dominada. Justificamos el paso siguiente
verificando las hipótesis de dicho Teorema:
1. convergencia en casi todo punto cuando A ½0,
2. existencia de una función it E Li (Al) cota superior del integrando.
Como p =2,
lVu + AVvI~ — lVul~ < IVuV
2Vu — A 2>lVí~l~”’2Vv, Vu — >S?u;
>
A
= (7ll>l~2AlVí~l~—lVut < Vn, Vi, > +I>I~2IVvI~2 < Vn, Vu >
puesto que O < A < 1
=jV< + lVul~1 IVul + IVvI~m lVul
que es una función de Li (Al). En efecto, como u,m E V se tiene iue
jVuj~ E L1(M),
lVul’”~m E Lt(Al) = L~’(Al)
Entonces
lVuI~’Vv e L’(Al)
y análogamente,
lVvl~1Vu E L’(Al).e
e
e
e
e
e-----
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e
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G(u+Sv) —G
(
Repitiendo el argumento para ,~ “~ podemos mayorar la expresiomi
(1.28) por
1 IVu + >VvI~ — IV hm
— ¡ hm u¡~ + J (;(u + Ay) — («u)dA =
73 JM 5\O M5”0
= JM lVu< < Vu, Vv> dA + it ()
En consecuencia, < ¿34(u),v >v’xv=< Au,v >v’xv. El hecho de que
D(A) = L2(Al) se muestra como en Díaz[1983].
iii) Todo operador m-acretivo en L2(Al) genera un semigrupo de contraccio-
nes 5(t) : L2(Al) ½L2(Al) con t E [0,7] (Brezis [1973]). En nues-
tro caso este semigrupo es además compacto. Para comprobarlo, según
Vrabie [1987] (Proposición 2.2.2, pg. 57), basta probar que el conjunto
B := {u; E L2(Al) : IIWIL2(M) + 4(w) =/4 es relativamente compacto
en L2(Al), lo que prueba la afirmación. Es claro que el conjunto E es
un acotado de V. Además por la inclusión compacta V G L2(Al), E es
relativamente compacto en L2(Al).
u
Veamos un principio de comparación para el operador A definido en
1.22. Más en general trabajaremos con la realización del operador A como
operador de WmP(Al) en L”’(Al). Sea VV un atlas de Al, ¡4/ = {(VVÁ,ws)}sCA
y = (q§) la metrica. Riemanniana en VV~.
Proposición 3 (Principio débil de comparación).
Arco 9 : IR ½ IR continua y estrictamente creciente. Sean 1~1 E L2(Al) tales
que f =f y sean u,ñ E D(A) con 9(u),Q(ú) E L2(Al) soluciones débiles de
las C(?t(1CiOl~e5
(PI) —A~u+9(u) = f
(P» — A~á + 9(ñ) = f.
Entonces u < u en Al. [)e hecho, si f y f s~n arbitrarias en L2 (Al) y si se
reemplaza 9(u) por 9(u) + v.se tiene que
kv — ñ)~IIL2cMí =11(1 — .f)~llL2(M),
c.d. el operador ~u + 9(v) es T-acrettvo en L2(Al).
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Para probar este principio necesmtaremos el siguiente
Lema 3 Sean u,ú E ¡VmIP(M) entonces (u — ú)+ E ¡Vm~P(Al).
Demostración del Lema 3. Es obvio que
u—u E L~(M)y VM(u — ú) E L~(TAl)
Adeníás
JMl~í zfSEA WA(W>j asj(uow;í —.iiow;1)~l~ detq>dOd90=
= fwx(W~) asluow» —úow» det ~5dOds~=f lu~úlPdA <~.
Por un resultado de Stampacchia (véase por ejemplo Brezis [1983]) se tiene
que
-m
JMí<>l =>iJ 05~~glkd(uow5 ~ñow;m)+ a y5
SEA 4k dyk
<?¿1 IJ(W,j as¡Zq¡ka<uow ~1k
JM
Oyk
w;’)Oíp
¿>1/¿
IVM(u — ñ)l~dA <00.
detg5dOd
90 =
u
Demostración de la Proposición 3.
Se consideran las formulaciones débiles de (P1) y (
1>y)
it < YMuI~ VMu,S7MV > dA±J Q(u)vdA = JM fíó>4
JM < lVMul~ VMU, ~M~> dA+JM Q(ñ)í’óA = .IM
Vv E 14~’’~(Al),
Vv E W”~(Al).
Tomando y = (u — ñ)+ y restando las expresiones anteriores resulta
JM < IVMuI~ VMu — lS7Mul~ VMU,VM(u — ii)~ > dA+
+ JM (9(u) — @(ú))(u — ñ)~dA =
— JM< — f)(v — ñ)~dA.
w
e
e
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Sabemos que Vu = /¿,e9 + h2e~ y = hmee + h2e~ con
= h1(O,90)
112 = /12(0, 90)
hm = h, (0,90)
/12 = /22(6,90)
donde {ee, e4 es la base de
a
= ~—. Entonces
~ LWx)
11¿3uow;
1 +9
¿36
12 bu —I
ow
5
¿390
~0uow;
1
22óuow
>
= ¿3
—m
= ~ w;’ ,=Oñow5
ao +9 a90
______ ~¿)ñow;i
= 00 +fi
T~Al dada por la carta (Ws,ws), i.e. e9 = 09’
cvs(lhi e9 + I¿2epl~’
2(hi eg + h
2e,0) — ‘¿mee + ¡t2e1~I~~
2(hl e
9 + h2e~))
(Htee + 14fe~) detQ’d0dsc’+
1<)
=2 JW(W)
cvs(9(uow»)—@(ñowf’))(uow» —&ow;
1)~ detg5dOd
90 =
as(fow;’—iow;’)(uow;
1 —ñow;’)~ detg5dOd
90,
donde
— Hj~(O, 90)
14+ — Hfl6,~)
m1Quowí úow;mr ,2a(uow;m 710W
1 )~
= 9 • ¿30 +9 <390
21¿3@~ow ~~~ow;~)+ n¿3(uowm~iiow»)+
=9 A-g00 090
Definamos B(6, p) := (9(u o w;í) — Q(jj o w7
m ))(u ow» — ~ 0w;’ )+. Se
tiene que B(0, ~)=O pues si (u o w;í — u o w’ )~ — O, entonces claramente
B(O, p) = O.Si (u o w;’ — o w» )+ > O, entonces como 9 es estrictamente
creciente
9(uow») —QQfíow») > O
y de nuevo se obtiem,e la concluisiómí B(O, ~)=0.
Por último, utilizamído el hecho de que a
5 =O y detq
5 > O y la coercí-
tividad del operador A (Lema 2 de la sección 1) tenemos que
we
e
e
e
e
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e
e
e
it <lVMul~ VM71 — lVMul~ VMU, S7M(U — ñ)~ > dA _
• cvs(fow;m fów;l)(uow;m ñow;m)+ detq5dOdy~ <O.
• ft~Jw,dW>.>
e
• Luego (u~ñ)+ es una constante no negativa sobre Al. Como 9 es estrictamente
• creciente se tiene que si la constante no es nula entonces O < B(O, ~)=‘O lo
que es absurdo. Así u < ñ en Al. El resto del enunciado es estandar.
e u
e
e
• 3.3 Funciones multivaluadas. Un teorema de punto fijo.
e
e Definición 14 Sea X un espacio de Banach y U un conjunto medible de LI?”.
e [)iremos que F :9 —* ‘2”’ es medible si para cada cerrado (7 c X se tiene que
• F-1((7) := {y E £1 : F(y) fl O es medible Lebesgue en IR”.
e
Definición 15 Sea U un espacio topolóqico. Dire mas que E : U ~* es
e
continua (o débilmente continua) en u E LI si
e
e i,) [‘(u) es no vacío, acotado, cerrado y convexo.
e
• iV Para cada abierto (o abierto débil) E) c X tal que [‘(u) C 1) existe un
• entorízo V de u tal que F(v) c 1) Vv E Y.
e
El Teorenía de punto fijo que deseamos aplicar es una variante del Teorema de
e
Schauder—Tychonoff que enunciamos según Vrabie [1987] pg. 9, como sigile:
e
e Teorema 6 (Armo, Gautier, Penot /1984])
e Sea X un espacio de Banach
e
§1 1< c X no vacío, convexo y débilmente compacto.
e
• U,) £ : 1< ½2”’ con valores distintos del vacío, convexos y cerrados, tales
e
quet(u)cKVuEK.
e
Si qrafQo) es secuencialmente débil x débil cerrado, entonces £ tiene al menos
• uTI punto fijo en 1<, i. e.
e
• ~u E 1< tal que u E ¿(u).
e
e
e
e
e -__ __ ___________
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3.4 Demostración de la existencia de solución.
Se considera el problema de Cauchy asociado al operador A dado por (1.22)
(/>) ~(t) + Au(t) 3 li(t) t E (O, T), en X = L2(Al){ u(O) = 71o, tío E L2(Al).
Las propiedades del operador A dadas en la Proposición 2 y los resultados
abstractos de Brezis [1973] garantizan que ([½)tiene una única soluciómí (en
senth3o de semigrupos) en (7([O, 7]; L2(M)) para cada Ii E L2((O, T); L2(M)).
Adenjás u es solución débil en sentido de distribuciones y verifica
u E L~((O, T); Y), \/iu, E L2((O, T); L2(Al)), u E j4/i~2((3 T); L2(Al)),
o < 5 < T. Como fi está acotada es claro que si partimos de u E L2((O, T); L2(Al))
entonces smempre existe It E L2((O, 7]; L2QUI)) con
It E QSfi(u) + f a.e. (kv) E (0,T) x Al.
El problema de la existencia de solución de (1>) se reduce pues a demostrar que
cierto operador £ tiene al h~enos un punto fijo. Sea Y = L~((0, T); L2(Al)).
Definiren,os £ : 1< —~
2L’t<o,T);L
2tM)) por el siguiente proceso. En primer lugar
se define
1< = {z E L~((O, T); L~(Al)) : IIzWIILnM) =Co eVÉ E (O, T) ~
col, a precisar más tarde.
oníprobemos (lije K veritica las hipótesis del Teorema 6.
1) ()l,vian,ente. 1< es no vacío. Ix’ es convexo; en efecto, basta utilizar la
desígumaldad triangular para la norma de L~(Al). 1< es débilmente coiíííacto
en L~((O, T); L2(Al)) pues por ser L~((O, T); L2(M)) reflexivo, basta ver que
1< es acotado en L~((O. T); L2(Al)) y débilmente cerrado, lo que es sencillo de
comprobar. En efecto, utilizando la inclusión continua L~(M) G L2(M). se
tiene que
IIz(t)IILu(MI =()lIz(t)IiLo~{M) < CGo = (7~ Xi E (O, T).
Toman do supremos esei~cíales a aníbos lados de la desigualdad obtei~emos
II2(t)IILCO((o,T);L2(M)) =<711Z(í)lILfl(O,T):LflM)) < <1,
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y por la inclusión continua L~((O, T); L2(Al)) c L~((O, T); L2(M)), resulta
lIz(t)llLPqo,T);L2(M)) =C
2 Vz E Ji’.
K es débilmente cerrado, pues si z es un punto de acumulación de 1< existe
una sucesión de {z~} de elementos de 1< tal que z~ ‘ z en L~((O, T); L2(Al)).Entomices, para casi todo i E (O, T)
z~~(t) —~ z(t) en L9(Al) Vq E (1,00),
y como
IlzIlL~(.A4) = l~m¿iií jIzllLq(M) =uní Inri sup lZullLq(M) =~q—400 q-4oo fl—400
se obtiene que z E 1<.
A continuación, fijado u
0 E L
2(Al), definimos el operador solución (u
operador de Creen generalizado)
lo: 1< —~ (7([O,T];L2(Al))
z —> u,
donde u es la solución de (Ph) asociada a it z. Este operador está bien
definido pues por ser A un operador m-acretivo c.d. Vz E L~((O, T); L2(Al))
existe una única solución en C([O, T]; L2(Al)) (recordemos que E G L~((O, T);
L2(Al))).
Dado f E t2(Al), introducimos también el operador dc actuación fun-
cional asociado a QS’(x)/9 + f(x)
Y: L2(Al)
u’ ½ 1¿ E L2(Al) : I¿(x) E QS(x)/5(v(x)) + f(z) Xx E Al},
(1.30)
h—fi.e. E ~(uí) en casi todo punto de Al. Para permitir que sea f(t,x) E
QS
½
2LP((O,T);L’(M))
Finalmente, definimos £ por
£(z) = {h E L~((O, T); L
2(Al)) h(t) E F(Io(z)(t)) en L2(Al) cVt E (O, T) }.
Veamos que £ verifica las hipótesis del Teorema 6 de punto fijo. Para ello
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e L~((0,T);L2(Al)) debe ser Y
recogemos aquí propiedades de los operadores solución y actuación funcional.
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Proposición 4 Sea /~ : IR ½ un grafo maxirnal monótono acotado, y sea
cl operador de actuación Y : L2(Al) ~ 212(u) asociado al grafo QS¡9 + 1
definido en (1.80). Entonces
~ Y toma valore.s no vados, convexos y cerrados;
u) Y es acotado en L2(Al);
iii,) 7(w) G L~(M) Vm E L2(Al), supuesto que f E L~(Al) (ó f E
iv) Y: L2(M) ½
2L~(M) es acotado;
y,) el grafo dc Y es cerrado secuencialmente fuerte x débil en L
2(Al) x
L2(Al).
Demostración de la Proposición 4.
Las propiedades i)-iv) se demuestran se demuestran sin dificultad (véase p.c.
Vrabie [1987] (lema 3.4.1. pg. 148)).
y) es consecuencia de las propiedades de grafos maximales monótonos (Brezis
[1973] pg. 27, Proposición 2.5).
u
Proposición 5 (Vrabie [1987], (7orolario 2.8.2, pg. 68,).
Sea A : D(A) G L2(Al) ~> 2’~’(~> defi7¿ida por >4x = 04(x) para e E D(A) =
D(04), donde 4: L2(Al) —* IRU{+00} e.s una función propia, convexa y s.c.z.
de tipo compacto. Entonces para cada u
0 E D(A), la aplicación
L~((O, T); L
2(Al)) ½ (7({O, T]; L2(M))
2 ½ 2>
con u solución de (1½)asociada a It = __ es secuencialmente continua de
L~((0, T); L2(Al))—débil en (7([O, T]; L2(Al))—fuerte. ~
Finalmente, graf(£) e~ secuencialmnem,tedébil x débil cerrado en L~((0, T);
L2(Al)) x LP((O, T); L2(Al)). En efecto, sea (z, h) E graf(£)debííxdebil en-
tonces existe (za, ¼.)E graf(£) tal que
—‘ z en t~((O, T); L2(Al))—débil,
—‘ it en L~((O, T); L2(Al))—débil.
itt E £(z~) Vn E J\T (i.e. h~(t) E Y(1~(z~)(t)) cVt E (0, T) Vn).
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Veamos que (h E £(z) i.e. h&) E Y(Io(z)(t)) Xi E (0, T)) y habremos
terminado. Por la Proposición 5,
1o(z~) z E C([0,T],L2(M)) fuerte
y por tanto
Io(z,3(t) —> z(t) en L2(Al) cVt E (O, T).
Usando que graf(Y) es secuencialmente fuerte x débil cerrado tenemos la
e siguiente ;mpbcac¡ón
e
(Io(z,3(i), h~(t)) E grafY C L2(Al) x L2(Al) cVt E (O, T),
½z(t) en L2(M) Xi E (O,T), 1• Io(z~)(t)
• h,
1(i) ½h(i) en L
2(Al) cVt E (O, T),e
• (1o(z)(t),h(t)) E grafY cVt E (O,T)
• i.e. l~(t) E Y(Io(z)(t)) eVí E (O, T)
e
e luego it E £(z) y así graf(£) es secuencialmente débil x débil cerrado.
e Así hemos verificado las hipótesis del Teorema 6 y tenemos que sí uo E
• L2(Al) y fe L~((O,T) x Al) entonces
e
• i) u E (7d0, T]; L2(Al)) n L~(O, 2’; V)
e
• u) existe z e L~$(O, 2’) x Al) con z(t, x) E ~(u(t, u)) eV (1, :z) E (O, 2’) >< Al
tal que
JM u(T, x)v(T, x)dÁ — jT < v~(t,u), u(t, u) >V’xV dt+ ¡
e
+ [it < lvur2vu, Vi> > dAdt + Lit 9(u)vdAdt =e
— ~:it QS(x)z(t, :r)vdAdt + f ~ fvdAdt + ~ ~~~~(<>‘ z)dA
e
Vn E L~(O,T; V) tal que Vj E L~’(O,T; V’).
e 3.5 Demostración de la prolongabilidad y de la regula-
• ridad.
e
• La siguiente cuestión que nos planteamos es si la. solución u encontra(la
• en la sección anterior puede prolongarse a (0,00).
e
e
e
e
e
e ______________________
42 Capítulo 1. Existencia y criterio de unicidad.
e
Sabemos que dado 2’ > O existe u e (7([O, 2’], L2(Al)) flL~((O, 2’); V)
solución de (P), veamos que si uo E L~(Al) entonces
u e (7([O, 00), L2(Al)) n L’>’>((O, 00) x Al) fl L~~((O, 00); y).
1. u e (([0,00), L2(Al)), en efecto, multiplicando la ecuación por u, e inte-
grando en Al tenemos
itutuó>4+it IVuI~dA + 9(u)udA = QSzudA + fudA
Recordando que para todo z E 13(u) se tiene que m z =M,
íd
itIul2d>4+it IVuI~dA + cit Iui2dA =(7 + <1~l1i’(M)
donde (7 = (7(e, ISIK M, IIfllL~((o,~);L~(Mn), por tanto
d
<‘2 > O
y por el Lema (le Cronwall,
=c<~Élluolli2(My + — e011).
La ultinja expresión tiende a ~ si t ½+00 y por tanto02
IIu(t)1k2M =k Vt > O (con k independiente de t).
Por un resultado bien conocido (véase p.e.
(1:3:3)
Cazenave - l-laraux [1990] Tt~o-
ren~a 4.3.4 pg. 57) esto implica, la prolongabilidad de n de manera que u E
(7(fO, ~s); L2(M)).1 e
2. u E L~
0((O,00);V). En efecto, de la estimación (1.33) se deduce que
u E L~((O. 00); L
2(Al)) y por tanto u E L7~~((O, 00); L2(Al)). Veanjos algunas
estimaciones de IIVuIILP(TM). Integrando en (1.31) sobre (O, 2’). Obtenemos la
expresíon
(ju(T) 12 — I?to[2)(IA 172/1T dAdt +
1-it
1’
JM luldAdt + J~ lIfIILm(M) IIuIILí(Mldt.
Esta es la prirrmera vez que utilizamos la segunda parte de la hipótesis (H
0) (I0(o-)¡ =
para algún y ~ 1) de hecho bastaría imponer esta condición para valores grandes <le
1. Nótese que en el modelo que. aquí se aborda esta hipótesis no es muy restrictiva pues en
e
o
e
ti
ti
z E P(u).
(1.31)
(1.32)
ti
4*
ti
e
ti
e
e
ti
~2it
< QIlSlk~
ti
e
e
ti
el modelo de Sellers 0(u) = atA (u en
01<elvin) y en el de Budyko 0(v) = Bu.
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Por la inclusion continua L~(O,T) c L’(O,T) y la desigualdad de
anterior expresión queda mayorada por
(7oQIIS’lIooM lIUIlL~Uo,oo);L’(Mí> + .1 jT ~ u 12 dAdt + (7~ II.flIL~((O,oo);L’(M)),
con 0o = (7~(T). De este modo llegamos a
+ [JM IVuI~dAdt +.(C —
donde k
2 = k2(fM luol
2, Q, lI~lI~, M, ll~llLfl(O~);L’(M)), lIfllL~((Orn);L2(M>), <70).
En particular,
it lu(T)12 =k2, IT IVuI~ =k2 VT.
Por tanto u E L~5((O, 00) y).
3. La demostración de que u E L~((O, 00) x Al) será de gran utilidad en
posteriores secciones, por ello la recogemos en el siguiente
Lema 4 Si ~o E L~(M) y f E Lt(O, 00) x Al) entonces u E Lt(O, 00) x
Al).
Demostración. Sea ~(x. t) la única solución de{ — A,r + QQn) = MQS(x) + f4(t, u)i¡(O,x) = 4(x) = max {O,uo(x)} en (0,00) >< Alen Al.
La existencia de r está garantizada por ser —A~u + 9(u) maximal monótono
en L2(Al). Es claro que ~ =O pues ut =O, MQS(z) + f~(t,x) =O y el
operador es T-acretivo en L2(Al). Ademas
lIUllL~((0,~)xM> =L := max{lIutIK 9!(IIMQSIV + Ili~lk)}
pues L es una supersolución y el operador es T-acretivo em~ L2(Al), lo qume
garantiza la comparación. Análogamente, si u(x, t) es la única solución de
— ápiL + 9(a) ={ ~(O,x) = tíU(x) = mQS(x) + f~O~)mm {0,uo(x)}
se tiene que u < O y que
Young la
e
e
e
e
e
e
e
lkfllLc~to,oo)xM) =maxQIuJ lI~ , 91 (lIinQSlk0 + 111 Ilcx,)}.
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Finalmente, corno
— á& + 9(r) <
tíj<
entonces por la T-acretividad
sigime que Vi > O,
u~—=~u+g(u) =17~—A~~+Qen)
tío <tí+
en L2(Al) de A, u(x,t) =u(z,i) =~(x,t). Se
(1.34)
lo que muestra el resultado.
Corolario 1 ‘«tío E LocjAl) ~ Vf E L~’((O,T)
acotada del problema (1~) en [0,2’].
Terminamos la demostración del Teorema
tado de regularidad.
.>< Al) existe u solución débil
de existencia dando un resi.íl-
Lerna 5 Suponqamos que
u
0 E VnL~(M), (1.35)
1 E L~((0, 00) >< *1) fl W¿~’((o, 00); Lm(Al)) y, (1.36)f~’ II~~js .)IILI(M>ds < (7~ Vi > O con C~ independiente de t.(I.37)
Entonces existe una solución débil de (E) verificando
u e L”~((0,~); V). (1.38)
Demostración.
Sea u una solución debíl arbitraria de (E). Como u es la étnica solución del
problema de Cauchy (F~) en [0,2’], VT > O para ~o E V Ii L~(Al) C D(4) y
It E L~((O, 2’) x Al) dado por h(t, u) = QS(x)z(t, u) + 1(1, u) con z E /3(n),
se tiene que u~ E L2((0,T); L2(Al)) y u e L~((O,2’); V) (véase Brezis [1971] o
Barbu [19763. pg. 187). Veamos que esta regularidad se mantiene en (0. ~).
Dividimos la demostración en tres etapas.
Etapa 1. IIVuflLPwd+u;L~rM)) < 0o con <7o independiente de mt.
Multiplicando la ecuación por u e integrando en (7,1 + 1) x Al se obtiene,
T T1 <Ut,u >V’xV +1Jo Jo JM IVuI~ + f02~~ ~ =
j7’ ])4~) + fu).
u
ee
e
e
e
e
e
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• donde z E ¡3(u). Tratemos de estimar cada uno de estos sumandos. Por un
resultado bien conocido (véase p.e. Alt-Luckhau¿ (1983])e
fH-1 <tít, >V’xV jd+i ~ ~jlul2 = ¡ ¡u(t + 1, x)12 — lu(t, x)12.
e
Esta expresión está acotada independientemente de t, por ser obviamente u E
e IY((O, 00) x Al) (véase Lema 4). Ademas
J ~ 9(u)u =O,
e
(45(u)ztí < QI¡SIILoc(M)MIAl 1 lltíIlLfl(O,oo)xM),
• pt+1 ~ x)u(s, x)dÁ¿s < IIf¡ILnM it it _
• j f(s, luldAd.s <
e
• Combinando las anteriores estimaciones resulta
e• 1~’
it lVuVu)I~dAd.s =~ (1.39)e• donde ~ es la constante positiva que sólo depende de Q, % Ilullnn(o,~PM) yIffllLfl(0,~)xM), pero o de mt.Etapa 2.Supongamos ah ra que sustituimos los atos u0, 8(x) y f(t, u) por aproxm-
maciones regulares, así como los términos ~(u) y á~u por regularízaciones,e
evitando también que el operador sea no degenerado. La solución del problema
e se pu~ede suponer clásica (por ejemplo por los resultados de Ladyzenskaya —
• Solonnikov — 1Jralceva [1968]). Multiplicando la ecuación p~>r u~ e integrando
en Al y entre a y r, siendo O < r — a < 1 resulta
e
= J:itutl2+f:it~l7ulP±J«rit~&}u)=1-it QS(z)+J(u) 1-ite con (7(q) 9(a)da y y la función convexa tal q e ¿3J = ¡9. Entoncesee ~‘ ¡ íu~í~ + l~~(~)I~ — G(u(a~) =
• Ja JM it +
¡ = ~ ~ + JM QS(xV(u(r)) — it QS(x)j(u(a)) + 1-it ‘~‘~ (1.40)
e
e
e
e
a
46 Capítulo 1. Existencia y criterio de unicidad.
Dado que u E L~((O, 00) x Al), se deduce que existe (7, > O independiente de
t tal que
JM (Su(r)) =Ci, j’ QS(x)j(u(r)) < Cj Vr. (1.41)
Por otro lado, integrando por partes en el último término de (1.40) y usando
(1.37)1-it ftí~dAdt = ~ f(r)u(r)—f(a)u(a)dA—j JM f~tídAdt <CollulILoo((ocníxMí.
(1.42)
Sustituyendo las estimaciones (1.41), (1.42) en (1.40),
f ~ lu¿l2dAdt =6 + IVtí(a)l~dAdt — it lVu(r)I~dAdt, (1.43)
donde <~2 viene dado por
<‘2 = 4<7m + (2IMllIfIIL~((o,~>X(M, + Co)IIuIILn(o,~)xM).
Etapa 3.
La estimación buscada (1.38) se consigne a partir de las etapas anteriores por
el siguiente resultado debido a Nakao [1978]:
Lezna. Sea
90(t) =O una función localmente acotada tal que
90(t + 1) =<
7[cp(t) —
90(t + 1)] + p(t) t > 0, (1.44)
donde (7 e.s una constante positiva y p(t) > O para t suficientemente
grande. Entonces, cuando t ½ 00 se tiene que y(t) = 0(1) si
p(t) = 0(1) cuando t 00.
En el caso que nos ocupa basta tomar
90(t) = fVu(t,x)l~dA
y pQ) = (~2. Probemos que p verifica la hipótesis (1.44). Basta observar que
de (1.43) se desprende
90(1 + 1) — 90(a) =ñ + J ~flutl2dAds, (1.45)
para. cuialqtmier a E (mt, mt + 1). Por otro lado, <le (1.39) se deduce íuie para. /
suficientemente grande. existe t~ E (mt, t- + 1) tal que
90(f) < Co Sustituyendo
a = t~ en (1.45) se obtiene, por las etapas anteriores, la desigualdad (1.44).
3. Existenciade solución para el problema (E’). 47
La acotación de y(t) es equivalente a afirmar que
u E L~((O, 00); y).
e Finalmente, las cotas anteriores dependen únicamente de los datos, con lo que
la conclusión se mantiene para la solución débil u de (P) límite de las soluciones
• aproximadas.
e u
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
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4 Sobre la unicidad de solución.
Una vez que hemos obtenido la existencia de soluciones para el modelo
(P) tiene sentido preguntarse si la solución obtenida en la sección anterior es
uníca o no. Existen resultados de diferente naturaleza según que se suponga el
término de coalbedo discontinuo o no; éste juega pues un papel fundamental.
En el modelo de Seflers (~ localmente Lipschitz) se obtiene la unicidad
de solución mediante procedimientos standard (véase Díaz [1993]). En el mo-
delo de Budyko (fi multívoco), pese a ser (P) un problema de tipo parabólico
pueden darse casos de no unicidad. Ya en Díaz [19933se obtuvieron infinitas
soluciones para el modelo unidimnensional con f constante y un dato inicial u0
verificando
uo E (7¶I), uo(x) = uo(—z) Vx E [0 1], ‘¡
uU~>(O) = O con k = 1,2, tío(O) = —1 ¿ (1.46)
u~(x) <O x E (0,1), z4(1) = O
Nótese que esta clase de datos iniciales u0 son muy “planos” cuando llegan al
nivel crítico —10 (en la anterior construcción en x = O). Este resultado <le no
unicidad para el modelo de Budyko con adecuados datos iniciales se extiende
al modelo bidimensional cuando Al — ~2 dado que cada solución ~m(1, u) de]
modelo íD genera una solución u2(t. x, y) del modelo 211) mediante smi rotación
respecto al eje que une los poíos (nótese ¿~ue ~2 tiene un dato ixmicial que no
depende de la longitud), eA. u2(t, x, y) = u1 (1, senO) donde aquí (x, y) es un
punto de 52 de latitud 0, u~. Se comprueba, sin dificultad que 21.2 es solución
de (/‘) con <lato inicial u1 (O, senO)
4.1 Existencia de solución maximal y solución mirnmal.
Lema 6 El problema (1’) posee solución mazímal W y solución minintal u.
cd. soluciones del problemh (1’) tales que toda solución u de (1>) verifica que
2/.. < u ~ tÉ en (0,2’) x Al.
Demostración.
Sea ~ la solución (leí problema.
— á~ + 9(a) = QS(x)M + f(x, t).
u(x. 0) = uo(x).
y
e
e
e
e
e
e
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e
e
y sea u la solución del problema
e
~Jfl ~ á~u + 9(u) = QS(x)nt + f(x, 1),
e “~>~ u(x, O) = u0(z).
• Es claro quie ~ y 2 son respectivamente suipersolución y subsolución del proble—
• ma (19, dado que para todo z E L
2((O,2’); L2(Al)) que verifique z E fi~) se
tiene que z < M en casi todo punto de (0,2’) x Al. Análogamente si z E fi(1f)
e
entonces ni < z.
• Se construyen las sucesiones {uk}keJv y {uk}ken corno las soluciones de
e los problemas
¡‘ph — Atík + g(
71k) = QS(x)fl(ukm) + f(x,t),
• k) { uk(r,O) = uo(z).
e
(FI) { tíki — áptík + 9(tík) = QS(x)/l(uk.1) + f(z,t),
• tík(X,O) = uo(u),
• siendo 711 = r y u~ = u y donde ~ y fi son funciones reales de variable real
verificando 2
e
• 77(s) E fi(s) tal que Vz E fi(s) se verifica z <77(s)e
• fi(s) E fi(s) tal que Vz E fi(s) se verifica fi(s) < z.
• Etapa 1. Las sucesiones {tík}kEr y {tík}kEn son monótonas.
• Veamos que ~2 < 711 = ~ para ello tomamos (u2 — ~)+ como función test en
e
e (¡732) y (¾,y restamos
e
JO”~ ./M j73(u2 ~ [it < lVu2l~2Vtí2 — ív~r-2v~, 7(~2 —TO~~> +e
e
+ ¡o it~”2~ — 9(iI))(u2 — >+ = ~ QMu)(~ — M)(u2 —e
• dom~de 3 = ¡9(i). Y como
e
e QS(u) =0 a.e. ir EM,
• (Ir, mt) — M) =0 a.e. (t, u) E (0,2’) x Al,e
• (u2(x, mt) — ~(x, t))~ =O a.e. (mt., u) E (0,2’) x Al,
• 2A partir del grafo /3 se deliuen fi y fi como las funciones que coinciden con fi en los
puntos donde /3 ¡mo es multívoca y como eí n1áxirno y mínimo valor que torna fi en los puntos
e en los que ésta es ¡nultivoca.
e
e
e
e
e
e
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se tiene que
2’
oKit
Por tanto,
it QS(x)(~ — M)(u2 — ~)+ <o.
it 1@=(2’)— r(2’))t12 — o
y u2 =~.
Supongamos ukl =... =u2 ~ Ti y veamos que
71k ~ 71k—1~ Procediendo
como es el caso anterior llegamos a
1 t
i l(u’}T) — uk~~m(T))+l2 =]
~2 JM O fj QS(x)(z~1 — 2k—2)(71k — 21km )+,
1±
y de la monotonía de 77 se deduce que el término de la. derecha es menor o
igual que cero, entonces
l(uk(T) — ~~ki (~))+j
2 — O
y
71k =71k—m
Veamos ahora que u1 = u < 112. Tomemos (x& — 712+ como función test
en las formulaciones débiles de (E’) y (E’2), y restemos
2’ 2’
— lVu2I~
2Vu27@í — 212) +
+ L it~) — Q(u2))(u — 712) =
= 1 it QS(x)(nt — (mí — 212V
donde z = fi(u). Y como
QS(z) > O
(nt — z(x, e)) =O
(u(x,t) — u
2(:r,mt))~ =0
a.e. (x,t) E (0,2’) x Al,
c.c. (ir, mt) E (0,2’) ><
c.c. (ir. mt) E (0,2’) ><
Al
Al,
se tiene cííie
2’
l(x&(2’) — u2(T))~l2 = it QS(:r)(nt — __ — ?12)+ < O.o<4~J
Por tanto.
— u2(T))~IlL2(M) = O
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y u(T) =712(2’).
Supongamos z& =~2 =... < w~—~ y veamos que ~k~í =tík,
I(tík~dT) — 71k(2’))~l = QS(u)(z~ - Zk...m)(71k.i —
y de la monotonía de fi se deduce que el término de la derecha es menor o
ugual que cero, entonces
ll(tík~1(2’) — tík(2’))~llL2(M) = O y 71k—1 =21k ‘«2’.
De este modo se han obtenido dos sucesiones monotonas, mas concreta-
mente,
-(
71k} verifica Ti>712> >Q~-m >71k>
71k}kEN verifica > tí¡~ >
71k-m > ...> ~I
2=71.
Además, 71k =
tík Wc. En efecto,
1.- Ti >tí~
2.- supongamos
71k~ =
71k—m entonces
oit QS(x)(zk, )(tí
11k)+ ~ o.
El término de la derecha es menor o igual que cero, pues =p.~— zkí =O
a.e. (ir, mt) E (0,2’) x Al puesto que uk¶ =71~—m y fi es monótona.
Etapa 2. Las sucesiones uk}keIv y -(ukher ~on convergentes en L~((0, 2’); L2(Al)).
Se considera la sucesión Ti
21k }kelV,
1.- ruk>o
2.- Ti — 71k es una sucesión no decreciente,
3.- 1 itTiuk< 2’L¡M u—~= (7 por tanto,
2’
e
e
e
e
e
e
e
e
e
e
e
sup j itTiuk <(7.
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Se verifican así las hipótesis del teorema de la convergencia monótona, del que
se concluye que existe 4 E L’((O,T) x Al) tal que
Ti~uk ~* 4 a.c. (t,z) E (0,2’) <Al
— ku—u -4 4 en L’((O,2’) x Al),
y llamando u~ = Ti ~4 se tiene que uk ~* u~ en L’((O,2’) x Al). Podemos
obtener convergencia en t~((O, 2’); L2(Al)) (p > 1) si consideramos la suicesion
-{ Ti —
21k1r}, quie veritica tambien las hipótesis del Teorema de la convergencia
monótona.
Análogamente se prueba que la sucesion uk} converge a u, pues
1. ttkU>O
2.- -(21k — u} es una sucesión no decreciente,
:3.- sup J ~ — ~L r’t
JOJM
de nuevo se obtiene la convergencia buscada usando el Teorema de la conver-
gencia mnonótona.
Etapa 3. tÉ y u son soluciones de (E’).
Consideremos las formulaciones débiles de (E”’) y (Pi) y estudiemos qué
ocurre cumando k ½00.
e Estimaciones a priori:
11u”(2’) llL2(M) =<‘1
I1~”‘ 11L2(o TV) < Cm
y si ~o E V se tiene además que
lltíilIL2((O,T)L2(M)) < <‘2
• Convergencmas:
e
Iup(T)11L2(MI =Cm
e
e
k *
u —‘u
1) ½21*
en L
2(O, 2’; ~/)—débil.
en L2((0. 2’); L2(Al))-fuerte,
uk —‘ u. en L2(O, 2’; V)—débil,
k21 —+21.
e
e
ti
ti
ti
ti
e
e
e
o
o
e
e
o
e
e
ti
e
e
ti
e
e
ti
ti
e
e
o
o
e
en L2((0,T); L2(Al))—fuerte. ti
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• Por ser fi un grafo maximal monótono
zk~~~~z*Efl(u)
—‘ z~ E fl(u.)
en L2((O, 2’); L2(Al))-débil,
en L2((O, 2’); L2(Al))-débil.
• De las estimaciones anteriores se deduce tambiéh que
1
771k p—2~71k yt1 7tí~l~ 27u~ ‘
en L2(O, T; L~’(TAl))-débil,
en L2(O,T; L~’(2’Al))—débil,
Para obtener la formulación débil de (E’) como limite cuando k —* 00 de
las formulaciones débiles de (Pk) y (Pi) es. necesario que
Y * = ‘/~ = 7tí~
1~
27u~,
que se consigue probando que para todo x E V,
immjj < 1vukíP~2vuk — lv
~
1P<~V~, Vu’ — 7%> dAdmt
Tomando ahora x tÉ + A~, con A < O y haciento A ½00, y posterior-
mente con A > O se llega a
[it <Y — l7uflP27~É , 7~> dAdt = O.
La demostración de (1.47) ha sido detallada en el Lema 10 de esta memo-
ria. Análogamnentese obtiene que Y. =
Así, tomnando k ½00 en la expresión
2’
tí”(T)v(T) —
+ ¡7’ ~Q(u”)v
k
<Vj,tí >V’
2’
xv+f it
= Jo¡M~~~ + f(mt,u))v +
r27~k Vv +
uom,(O, u),
se obtiene
it zÉ(T)v(T) - j < v1,ut >V’xV it ¡7*IP~27*7+
¡2’ it~(u)~ + f(t,r))v +
>. O.
(1.47)
e
e
e
+ ¡2’ ¡ 9() = Uc>(ir )>‘ (0, ir).
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Y análogamente se obtiene
it tí42’)v
+ ¡2’ ~ 9(tí4v =
< Vj,71, >V’xV +
2’
[it
(QSQr)zt + f»’
7u~ l~~2 7u~7v+
+ ¡ tíov(0, ir).
Ultima etapa. Toda solución u de (E’) verifica que u~ < u < 71*
Sea u una solución del problema ti
QS(x)fi(u) + f(r, mt),
(fl{ 2~tSOVt~ =
Veamos que ~ < ~ < 71k
• u1 < u < 71m, en efecto, tomando (um — u)+ como función test en las
formulaciones débiles de (E’) y (E’), y restando las expresiones obtenidas
se llega a
ir0=~J
¡2’
o
ti
ti
ti
o
e
4*
e
e
e
e
eQS(x)(ni — z)(um — u)~ < O.
Se concluye que (tíí — u)+ = O a.e. 2’, es decir, ~m< ~.
Considerando ahora las formulaciones débiles de (E’) y P con (u —
como función seu )~ test, obtiene
it2]M (u — u1)9~I2 =
[it
QSIr)(z — M)(u — u’< =O,
de lo quíe se deduce que (u — u> )+ = O, o bien, ~ <
21m
• Suipongamos
71~—m < 21 < u~—~ y veamos qmie u~. =~ <
21k Procediendo
como en el apartado anterior, pero almora con (1k), (E’) y (uk — u)+ ~
función test se obtiene
e
e
ti
4*
e
e
e
e
e
o=4J1(71k — u)+12 =
21k—I < u y fi monótona.
[¡M
QS(x)(zpi — z)(u~ — u)~ =O,
Se deduice qule (21k — u) + — O o bien.
>tk < it.
Toman do ahora (y. —
21k )+ como función test en las formulaciones
débiles <le (E’) y (E”‘) y restand<
2’
(u(T) — uk(T))+í
2 =¡ it QS(z)(z — zkí)(u — u”)~ < 0,
e
e
o
e
e
e
ti
e
4*
e
ti
ti
ti
ti
ye
e
e
e
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e
e
y como por hipótesis u < 11k—m entonces de la monotonía de fi y el h&ho
• de que z <77(u) se sigue que z — zk~ =O. Así, el término de la derecha
e
es menor o igual que cero y u < ti
e . Finalmente, como u~ ½u, y u~ —~ u’ en L~(Al) para todo t E (O, T) se
• concluye que u, < ~ < ~ Por tanto, u, es la solución minimal de (E’) y u, la
• solución maximal.
• u
e
• 4.2 Unicidad de soluciones no degeneradas.
e
• En I>íaz [1993] se da ya un criterio de unicidad para modelos unidimen-
e sionales de tipo Budyko bajo hipótesis de “no degeneración” que posterior-
• mente detallaremos. El objeto de esta sección es mostrar que estas diferentes
situiaciones se dan también en el modelo bidimnensional.
e
• Comenzamos introduciendo la noción de no degeneración sobre una va-
• riedad Al.
e
• Definición 16 Diremos que u’ E L~(M) satisface la propiedad de no-de qe-
iteración fuerte (re.sp. débil,) si existe O > O y co > O tales que para cadae
e eE(O,eo)
• p ({x E Al : Iu(x) + 101 =4) =CJ’
e
• (resp. ¡¡((ir E Al : O < lw(u) + 101 =4) =(7J1). Donde ¡¿ es la medida de
• Lebesgue en la variedad Al, también denotada por ¡¡(E) := lEí, VE c Al.
• Teorema ‘7
e
(i,) Si existe una solución de (E’,) tal que tí(t) verifica la propiedad de no
e
• deqeneracton fuerte para cada mt E [0,2’] entonce.s u es la minica solución
• débil acotada de (E’,);
e
(u,) existe a lo sumo una solución de (E’,) que verifica la propiedad de no-
e deqeneracton débil.
e
e
La demostración se basa en la idea de que aunque fi es discontinua ge—
• nera un operador continuo de L¶Al) en L~(Al) Vq ~ [1,00) cuando se tomna
• como su dominio e] conjunto de fuinciones que verifican bu propiedad de no
• degeneración fuerte. Más concretamente se tíem1e que
e
e
e
e
a
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Lema 7
(1) Sean u,ti~ E L~(Al) y suponqamos que u> satisface la propiedad de no
degeneración fuerte. Entonce.s para cada q E [1,00) existe (7 > O tal que para
cada z, 2 E L¶M) con z(:É) E fi(w(ir)) y 2(x) E fl&Z(x)) eV ir E Al, sc tiene
II z — llL4(M>=.(b~ — b1) miÑO II u> — ti’ íí2tt IAl ltmt. (1.48)
(u) Si u>, ti’ E L~(Al) y satisfacen la propiedad de no-degeneración débil en-
tonces
o
it(2(ir) — ~(u))(w(x) — zh(x))dA =(b,~, — b
1)(7 II u> — ~ ll~(M) . (1.49)
Demostración del Lema 7. 0
Sea 60 dado por la definición 16 aplicada a u, .Si fi u>— ~> IILflM)> Co entonces ti
e
eII — Z 11L9(M)=(b~ — b~)j.A-1 m/~ =(b~» — b~) IAl m/~ u> — mi> íí~f+mZ~ eII
e
Supongamos ahora que fi u> — ti> 1~oo~~= o• Se definen los conjuntos de e
coincidencia ti
e
A:={xEAl:u>(:r)=—1O}. A:={xEAl:zb(x)=—1O},
e
y se considera la descomposicion
ti
M=AuAl~uAl., Al=AuM~uAl, ti
4*
donde U
e
Al~ := {r EM: u>(x) > —10}, Al— := (ir EM: w(x) <—1O~ e
e
y M+, Al... se definen de manera smmilar sustituyendo u’ por ti,. Sean z. 2 las e
funciones anteriormente definidas. Entonces tie
lz(u)—2(x)l=(b~—b;) si xEAUAU(Al
4flM.JU(Al...flAl+)
= 2(u) si ir E (Alt fl M4) U (Al... fl M.4
*
II — lIL9(M)=(b~ —b1) min{IA uÁ U (Al+ flAL)ú (NL flM÷)l11~,lAllm1~}.(1.50) tie
Por otro lado, si e < Co tenemos que
(A u Á ú (Al~ n NL) u (Al.- 11 M+)) G B~,
ye
e
e
e
e
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e
e
donde 8, := {z E Al : —10 — e ~ w(x) =—10 + 4. En efecto, es claroque
A c R~. Además,
e
• ¿‘(ir)— u> — u> IILflM)=w(x) ~1l — ti> lILC~c(M) +‘iNx) cVx E .44.
e
• Así la inclusión A G 8,. es obvia. Si x E Al+ fl Al— entonces —10 < w(x) <
* e + ¿‘(ir) < —10 + e y así ir E 8<. Finalmente si ir ~ Al— fl Al+, se tiene quee
e —10— e < —10— jw(x) — ú~(x)l =¿‘(ir) + u’(x) — ¿‘(ir) =u>(ir) < —10 ypor
e tanto ir E B<. En consecuencia, la desigualdad (1.48) se obtiene a partir de la
• propiedad fuerte de no degeneracion supuesta para u>.
• Para probar (u), suponemos ahora que u> y ¿‘ satisfacen la propiedad
• débil de no degeneración. Procediendo como en (i) podemos suponer que
II ~> — u> llL~(M)=~ Observamos que si ir E AnA entoncese
• (z(x) — ~(x))(u4x) — ¿‘(u)) = O
e
y que sí u’(x) ~ —10 (resp. ú>(x) # —10) y ir E A (resp. ir E A) tenemos que
e
• ir E (ir E Al :0< ju4x) +101=ej (resp. -(ir E Al :0< lú>(x) +101=4)
e
• obteniendo así (1.49).
e u
• Demostración de] Teorema 7.
e
• Etapa 1. Estimaciones.
e
e Supongamos que existan u y ú soluciones débiles acotadas de (E’), con mí ven-
• ficando la propiedad de no degeneración fuerte, c.d.
e
e u¿—á~u+9(u)=QSz+f en (0,2’) xAl
en (0,2’) xAl
• u(O) = ti(O) = u0,
e
• para algún z E fi(u) y 2 E fi(ú).
• Restando las ecuaciones obtenemose
(u — Ii), — div(l7tíI~27u — 17ú1P727ú) + (9(u) — 9(ú)) = QS(z — 2).e
• Tomando como función test (u — ti) en la formulación débil de (E’) obtenemos
e
(
11.mC
~ ~ — ú(t)¡2óA + ~ — 9(ti))(u — ti)dA+e
e
e -
e
e
a
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it < I7u(t)l~27u(t) — I7ti(t)l~27tiY), 7u(t) — Vti(mt) > dA =
= ~ SCr)(z(ir, t) — 4r, t))(u(x, t) — <ir, t))dA.
Analicemos cada uno de estos sumandos:
• la expresíon
it < l7u(t)l~27u(t) — l7ti(t)l~27ti(t), 7u(t) — \7ti(t) > dA
(1.51)
es mayorada por
<7~ 17u(t) — 7ti(t)l~dA
pues p =2, (véase Lema 2 de la sección 2), en concreto si p = 2 entonces
= 1. Además, utilizando las inclusiones probadas en el Teorema 1 se tiene
que sí p > 2 entonces existe una constante positiva 0m,p,~ definida en (1.20)
tal que llfIlL~(M) =<‘~P,~ll~flILP(TM) + lIfhL2(M) y por tanto
C
fVuQ) — 7ú(t)l~dA > - >0 ll~ — tillLoo(M) — <‘O II ti — ~‘ llL2(M), (1.52)
con <‘O = C
0 H tí — ti IlL~((O,T);L2(M)) . Si p = 2, se tiene que y = Hm(Al) así
como la inclusión continua de este espacio en L”(Al) para todo a E [1,00).
Llegando en este caso a
it 17u(t) — 7ti(mt)l2dA (1.5:3)‘1 2a
para todo a E [1,00) y (~1,2,a definida en (1.19). Por ser u y ti soluciones debiles
acotadas de (P) es obvio que u — ti E L~(Al).
propiedad
II llL~(M) =
Este hecho permite usar la.
liii) IILC(M
>
rr-4c~ MIt
Es decir. Ve > O ~ao > 1 tal que Va > a
0, se tiene que
II — u IlL~(M) <
• De la nionotonia de 9 deducimos que
it
21 — ti llL~(M) + e.
¡Al 1*
ti
ti
*
ti
e
e
ti
ti
o
ti
ti
u
e
ti
ti
ti
e
qe
ti
ti
ti
ti
ti
ti
e
ti
ti
e
ti
ti
ti
ti
ti
o
e
ti
(9(u) — 9(ú))(u — i.i)dA = O.
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QS(z — i)(u — ti)dA está mayorado por
QSIz — ilIu — tiIdA < Q II ~ IIL~(M)II Z —2 IIL1(M)Il ~ ti IILflM)
y como u verifica la propiedad de no degeneración fuerte, podemos aplicar el
Lema 7 con q = 1 para mayorar la anterior expresión por
C~Q II S IILtM)II ~ — ~ IILflM)
donde C¡ es la constante del Lema 7 (C~ = (b2» —
Sustituyendo en (1.51) las estimaciones obtenidas en el caso p > 3, se
tiene
U u— ti 1112(M)
2 dt
Co
< (CiQ II 5 IILflM) — - II u — ti ItLcC(M)
11v— it I1L2(M),
y en el caso p = 2,
< ((7~Q II ~ IIL~MM) MI
)
(7~1,2,a II u — ti IILOO(M)
+lItítilIL2(M)+ e(7m ,2,a
Etapa 2. Estudio del signo de algunas constantes.
• Comnenzamos con el caso p > 2, si (7,Q II ~ 1K - (o
(i,p,&c
+
(1.54)
-4
• (1.55)
< O entonces
Id
2dt — ti 11L2(M)< 60 II — U I1L2(M)
de lo que por el Lema de (Ironwall se deduce que
IHUIIL2 (M)=e2óot II ~o — % IL’(M)= O,
y por tanto, — ~ IIra>vn= O lo que concluiría la demostración de la patte 1)
del Teorema 7.
Para p = 2, si (7,Q
anterior se obtiene que
II u — ti
18 l~ — < O, procediendo como en eV caso
k II — 0 llL2(M) 2 e
— 1)
< —2(7~Q II 5 ¡I~< (e2t — 1),
w
e
e
e
e
e
e
e
it
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
0
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
a
ee
e
qe
e
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e
e
y como la desigualdad obtenida es válida para todo-e, se concluye la unicidad.
e
• Si C,Q JI S 1K ~ u > o, introducimos un cambio de escala apropiado e
(Al ~* Als) que permita asegurar que la constante que acompaña al término
e
— ~ es negativa, con lo que se concluye como en el caso antermor.
A continuación detallamos el cambio de escala elegido y la dependencia de las e
constantes de continuidad respecto del mismo. e
qe
Se considera una dilatación L) de magnitud 3 en la variedad (Al,g),
(3 > O parámetro que determinaremos mas adelante)
D: Mc»?3 -* IW qee
ir —* x=¿ir.
e
Sea ir E Al c »?~, ir = (xm,x2, ir
3) E FV~, donde W> es el dominio de la carta
(WÁ, wA), y sea 1’ una parametrización local (inversa de Wx), e
e
1’ : ws(Ws) —* Al e
(9, <) ½(n, ir2, ir3), e
e
es decir
u = E’m(O<p)
ir2 = E’2(~,90) qe
= JS(9, ~) e
ey por tanto,
= eSE’~(O,p) = (0,90)
=
31Y0,s’) = P
2(0,ss) e
= 3Jt(O, p) = tt(0, 90) e
e
donde P = (FS , Ih, f-=s)es ahora una parametrizacuon (le D(WÁ). Así, la (lila.— e
tación permite definir un atlas Ws, *4 en Al5 como sigue
e
D(W>) e
e
~>s Ws -4 »?2
ir ½ w4). qe
Podemos considerar una partición (le la unidad -{
5x subordinada al recui bri—
-~ ti
miento QB> (le Al
5 defiuiida a partir de cvx partición (le la minidad subordí—
nada a QI
7Á}, definida como qe
7 e
= c<xj). ti
ti
e
e
e
e
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En particular se verifica que sup~&x~ = sup~aj.
Asimismo, D define urna métrica g, dada localmente por la fórmula usual
< D
1P(9,90),D5P(9,90) >R2xR2
Entonces
gjj =< ¿D1P(O,90),ÓD5P(9,90) >= ¿2 < D~P(9,y), D5P(9,~) >=
donde gjj son los coeficientes de la métrica g de Al en WA. I)e la última
igualdad se deduce que las constantes de coercitividad y continuidad de la
métrica ¿ son las de g muiltiplicadas por 32 Es decir,
vII V~ 112
~Il~II2
<
=
= í’lI4Ih
=ftII~lH
V4’ E Al
‘«4’ E Als
con = 6
2v y ¡2 =
Observación 2 Esta informaeton sobre las constantes ~ ~ ¡2 será de gran
utilidad en el cálculo explícito de la constante deSobolev para Al
8.
Es obvio que (Al&,g) es de nuevo una variedad Riemanniana de &> de
dimensión 2. En particular, si Al = 92 la esfera unidad, entonces Ms es la
esfera de radio 6. En efecto,
Xm = sen90cos9
ir2 = sen<psen9
ira = cosy~
= (sei<½
Sea. u mina función real definida sobre Al.
nadas viene dada por
u: Al8 ½
$~
ir2 = ¿sen90(:osO
ir2 = ósen90sen9
ir~ =
6c0590
= ( ¿2~2~
Sui expresíon en 1 as 1)11evas c.oord e—
II?
ú@~) = tí(~).
Sus expresiones locales en términos de las parametrizaciones P y
siguientes
tí(9,90) := u(E’m(9g90), E’
2(9,90), Ft(9,0) = u(E’(O,y))
ti(9,p) := ti(P(9,y)) = f46P(9,p)) — >í (3P(e~90)) =
= u(P(9,’p)) = u(9,90).
P son las
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
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ti
ti
En cuanto a las derivadas, obtenemos las siguientes relaciones:
—w =Dxi
= 1,2,3.
dú di1
=
í ó~
=2-——
•=m ‘~~‘
1 ¿9~í=
1=1 ~1
Clarificamos lo anterior con la siguiente figura:
R
bu
= t~~(O~S$).
e
ti
ti
ti
ti
e
e
ti
*
e
ti
qe
e
ti
4*
ti
ti
e
ti
e
tiFigura 5.
Volviendo a la expresión local (leí pseu(lo—lapla(:iaIB), detallada, en la.
seccion anterior observamos (luje
3~divM~ (I7M¿tilP27M~ñ) = divM (IVMuIP2VMV)
con lo que la ecuación emm las nuevas coordenadas resulta ser la siguiente
ti
ti
qe
itt — 3~divM~ (l7M¿tiI~27M¿ñ) + 9(ñ) E QSÑ(ii) + 1
u(0,i)
en (O.T)xMs
Es claro <
1ume si ji. es sol mí ción de (F>s) enton ces u : Al ½ E? definida. corma>
ti
e
e
e
q’f
a
e
(E’s){
e
ti
*
ti
qe
ti
ti
ti
ti
21(x) = ti (32:) es sol mi clon de (E’). Por tanto, la unicidad de ( [‘~) i mnpl i ca la
e
e
e
e
e
e
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e
e
• unicidad de (E’), y recíprocamente. A continnaezon veremos que existe un
e
numero real ¿ > O tal que la solución de ([‘6) es unzca.
Sean u~ y ti6 dos soluciones de (E’6) tal que una de ellas verifica la
• propiedad de no degeneración fuerte. Procediendo como en la etapa 1, tenemos
que
e
e i=flus(t)—ús(t)I2dAs+3~ it, < lVusl~2Vus—IVtieI~2Vús,Vus—Vús > dA6
e
e
+1 (g(718) — Q(tis))(us — tis)dA¿ = Q Ss(zs
e JM~ it — is)(uá — tí~
• para algún z~ E fl(us) y
2s E ¡9(ñs). Aquí Ss viene dado por S~ : Ms —> E?,
e Las expresiones (].54) y (1.55) obtenidas para u y ti soluciones de- (1’)e
e permiten estimar tí
8—ti8 para u~ y ti8 soluciones de (E’8). Se tiene que sip> 2,
Id
idi II~s ií6 IlL2(M~) =
e
= (C~sQ II S’& llL~(M~) — (~¿P
• ,~,6 715 — tis IILOO(M¿) +00 jI ~8 — 716 IIL2(M~)~
e (1.56)
• y sip =2,
e 321 AlsV
II 0m,2a,5e 2dt it
5 — tiS lL2(M~) =(C¡sQ II 86 lIL~1M¿) - ) II ~6 — ti5 IlLoo(M~)
e + U ¡FM, + — (1.57)e ~ <u ,2,a,5e
e Nuiestro trabajo ahora es determinar las constantes C~~,
0m p,cc,8 y (~1,2,a,8 en
función de 6. Consideremos el espacio de Banach
e
• 1/5 = {u E L2(Al
6): 7u E L~(TAl8)}.
e
e Cálculo de C1,s. Veamnos como varían las estimaciones del Lema 7 con q =
al sustituir Al por Al6. Se tiene quie
e
II — Z8 (Mí) =(b,,, — b~)Cs 715 — ti5 IlL~(Mí>
e
donde (7~ =max{Cs, ~ } = 32ma<C, .W] = 32(7, (7 y (7~ constantes de noe taro Lodegeneración para ‘vly Al<, respectivamente. 5 e concluye, pues, quee
e (7~<~ = ¿2(7
e
e
e
e
e
e
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e
ti
Cálculo de CI,2,QS. Recordemos que esta constante verifica
ti
II .1 IILC(.M)=CI,2,o,s(Il 7f 11L2(TM¿) + II 1 lIL2(M~)). qe
Como ya se vio en (1.19), ti
e
II f ífk~-~=2ft* kjr, 2, ~)2~m rmmax{1,j¿}(1 + sUI)IV&AI)2(lI f Il~ + II Vi it.
e
Dado que$ = 32v, ¡2 = ¿2p y I&AI = ~lcvsI,se obtiene ti
C1,2,a,8 = 2¿*2mt¡~k(r,p, a)2C’ max{1, ¿2í4(1 + sup{17aA1)2.
ti
Cálculo de ~ Se trata de una constante relacionada con la constante e
de continuidad para la inclusión 1/s c Lcc(M<,). En concreto, si 6 = 1 ~e ti
obtiene la constante 0~p,cc que ya fue calculada en (1.20) para p > 2,
tiqe
01,p,oo = 2~ k(p,r>~max-jv~ ,~.-m ¡¡2 t0 + (‘m.2,p sup IVCVAI) max-jl, lAlí 2
e
por tanto e
qe
(7m,p,oc.s — 2~1k(p, r)~ inax(r7#, >—44 }(1+(71,2,~,s sup 17&slYmaxú, IAls! 2 ti
e
Usando que b = ¿2v, ¡2 32~~ y 17kM = sl7asI obtenemos ti
= 2~>k(p,r7 max-(~Pv~,¿P—2v—14y(1 + ¿¡ ‘¡4k(í.2p)g#
inax-(1, 6¡~+}(1 + suP~I7cvxI)su4l7aA)~mnax(1, ¿P21Al1Y>
ti
Estudio del signo de K~,
5 definida por ti
(7i,sQ 1 8<, I[Loc(M¿) — ¿2EAlI~ sip=2,
¿7m,2 a,8
________ ~ > 2.
(7¡~Q II 9~ IILflAd¿> — —
(7~ ,p,cc,¿
ti
Es claro que Ss IILflM6)=II 8 lIL~(M). Sustituyamos ahora cada constante
por su valor qe
ti323:IAl¡:
sip=2. ti3k.;hQ U ~ IILflM~) 3~~2n2ax{1, 32,4(1 + 4supI7axI)2C
ti
It> 5 = tiI 32<hQ II 8 IILcIM) — Si p > 2.
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donde
—(1+ (/l,2,P.6suPsI7aAI) max{1,¿ IAl E }
y con 2 y Q independientes de 3. Por tanto, si p = 2
y si p > 2
hin 1<2,8 = hin ¿ki71Q lIS’ IIL~(M>
6-40 5-40
línm .K~,8 = lun 32(79 S IILC>o(M) —
¿—*0 6-40
¿~1 Al 1
max.(1, 32~~ >(1 + ~supI7cvAl)2(72’
¿peo
En ambos casos, el límite es cero. Lo que permite reducir la demostración al
primer caso.
Para demostrar la parte (u) del Teorema 7 supondremos que existen dos
soluciones débiles y acotadas u y ti de (E’) que verifican la propiedad de no
degeneración débil. Procediendo como en (i) se tiene que el término
íd
II — ~‘ 1112(M) +~ II tí — U 11120(M)
(
7~p,q
está máyorado por
M
+ C~ II u — ti IIt2(M)
donde (7m,p,q = 0¶,p,cc si p > 2, e igual a (7m,2,a si p = 2 y 0o definida en (1.52).
Utilizando la conclusión (u) del Lema 7 se obtiene que
íd <7o
YE a—ti II~=(QQ II ‘5’ lIL~(M) II u — ti lI~~ +Co íi 71— ~ ¡2
con (7d la constante de no degeneración débil del lema 7. Se concluye la uni-
cidad como en (i) estudiando el signo de (dQ II 8 IILflM) — (7m,p.&a y haciendo
un cambio de escala si éste es positivo.
u
e
e
e
e
e
e
e (35
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e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
ti
ti
á
qe
ti
e
66 4. Sobre la unicidad de solución, qe
ti
qe
4.3 Criterio sobre u0 para la existencia de soluciones no ti
qe
degeneradas en el modelo unidimensional.
qe
La cuestion de conocer bajo qué hipótesis sobre los datos ~o y f es posible qe
mostrar la existencia de urna solución no degenerada admite distintos tipos de qe
respuestas. En realidad la cuestión se plantea ya en un marco más genérico en qe
el que la función no degenerada no es necesariamente solución del problema ti
(E’). Una respuesta en este sentido, para el caso unidimensional y p = 2, es la qe
ti
siguiente e
qe
Proposición 6 Sea u> e C’((—1, 1)) tal que existe Co > O verificando que qe
e
(i,) el conjunto x E (—1,1): Iw(ir) + lOJ =eo} tiene un numero finito d qe
componentes conexas 4 con ji =, 1,.., N y para todo ji ~zg E 4 tal que ti
w(ir5) = —10,
e
(u,) existe ¿~ > O tal que si ir e 4 entonces Iu>~(x)I =¿o.
e
ti
Entonces u> satisface la propiedad de no degeneración fuerte.
e
Demostración.
Sea e e (0, Eo) y ir e (y 6 (—1,1): Iv>(y) + i0l =cj, ir e I~. Por el Teorema del qe
valor medio aplicado en la componente conexa J~, existirá ir’ 6 15 intermedio
entre ir y ir5 tal que
qe
qe
w(ir) — u>(x5) = wÁjr’)(ir — ir5).
Por tanto Ir — ir5 1 — Iv>Cr) — w(xs)l , y como ir’ ~ ~, Iwdx’)I = ¿o, y se qe
_ 1 w~(ir’)I qe
con cl m.mye q í.m e e
u> Qn) + 101 < kex—ir,¡ = ¿ ti
ti
ínra urna cierta k > O. En conclusión qe
ti11s1 < 2ke qe
qe
~‘ por tanto ti
-(ir e (—1,1): ludir) + 101 =II = 2Nke ti
qe
lo que demuestra el resultado. qe
u
qe
qe
qe
qe
qe
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Finalizaremos el capítulo abordando el caso en que la función u> es
solución de (Pm). Aproximamos u por u, solución del problema{ ~t ((1 — ir2)Iit~I>~ 2u~» = QSQnYL(u) — 9<(uí) + 1(u)
(1 z2)u=o
uQn,0) = tío(x)
con fi~ y 9< aproximaciones monótonas de fi y 9 de clase <;m
en (0,2’) >< (—1
en ir = —1 y,ir
1)
=1
en (—1,1)
Supondremos
por simplicidad que f,uo E CmQ...i, 1).
Supongamos que u<¡ =K en (0,2’) x (—1,1) La función u = u~ verífica
J — ((1 — x2)It><v)~~ = v(QS(x)fi(u) — 9(u)) + QS~(xW<(u) + fdir)
(1 — = en ir = ±1
i>(ir,0)
llamnemos a(i, ir) := QSQr»r(u) — Q<(u) y b(t, ir) = Qs~(ir)fidtí) + f~(ir).
Supongamos que existen ~ y ~ con —I <~ < ~ < 1 tales que
‘«ir c S~Qn) =O
f~(u)=0
u
0~(x) =O
‘«ir E (~, 1)
‘«ir E (~, 1)
Suponemos también quje
‘«tE [0,2’],
Vic [0,2’],
u<,~(t¿Z) =O ‘«lE [0,2’],
‘«tE [0,2’].
Nótese que la primera condición de (H2) se tiene si por ejemplo 8(x), f(u) y
uo (ir) son funciones pares respecto del origen y ~ = = O.
211(2AlSea ahora u>(t, ir) := u). Entonces u> = y por tanto
= <A t (—Av + ((1 — ir2) IvI”%>)~~ — va(t. ir) — be, u)) =
ir2 )e#~f mi’ IP2
21;) — (¿ti> — bcAI
supuesto A elegido tal que
—Á — a(t, ir) O e.d. A < —sup a(k u).
e
e
e
e
e
e
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e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e 3’ Sr(ir) =O
(Hm) f~Qn) =0
u~Qn) =O
e
e
e
e
e
e
e
e
e
e
e
e
e
e
=
= ((1 — x2)ci~fIu>IP2u>) + be.At,
Nótese quie como estamos suponiendo Iu~ 1 =A entonces tal A siempre exm 5 te.
qe
e
e
qe
ti
e
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qe
qe
Lema 8 Sea 14t, ir) verificando ti
qe1 — ((1 — ir2)ciS~IhIP2h) = beÁt en (0,2’) x
h(t,~) = —10 ‘«tE (0,2’), qe
hQn, O) = uo;Qn) st ir E (—1,4
e
Entonces qe
qe
u<,~(t, ir) = cAtA(t, ir) =O ‘«(1, ir) E (0,2’) x (—1ó~). E ti
qe
Demostración.
qeBasta aplicar el principio de comparación entre It y u> = e u~ (que es mina
e
supersolución). Nótese que el operador elíptico de segundo orden asociado es e
T-acretivo en Lm(~1,u) (lo que es una pequena variación de los resultados de qe
Benilan [1972]). *
u qe
I)e manera análoga se puede obtener que ti
qe
u~(t,ir) = cA¿S(mt,x) =0 ‘«(<ir) E (0,2’) x (~, 1),
qe
para >~ y It adecuados. Estos dos resultados implican la condición (u) de la
Proposición 6. La condición (i) ahora &e debe imponer a u(t, ¿r) se tiene si se ti
e
supone además que
qe
(Ha) u(i, ir) verifica la condición (i) Vt E {0,2’]. qe
ti
En virtud de los resuiltados existentes en la literatuira no parece difícil mostrar qe
eííme la hipótesis (Ha) se tiene si los datos uoQn) y fQr) no oscilan irás qule mili
nuimnero finito de veces y —10 < u(t, ir) ‘«(mt, ir) E (0,2’) x (xÁl).
u *
En con címísión: si se cumplen (Hm), (¡‘2) y ( H~) entonces la solución
qegenerada por paso al límite en u< es no degenerada. Finalmente, si rotamos la qe
solución unidimensional p<>l el eje que une los polos encontramos una solnciun e
bí dimension al no <legenerad a.
qe
*
qe
qe
ti
qe
qe
qe
qe
qe
qe
a
Capítulo II
Estabilización de soluciones.
Problema estacionario.
En este capítulo, establecemos diversos résultados
miento de las soluciones débilmente acotadas de nuestro
~; estudio motivado por la cuestión de la estabilidad
nuestro planeta a largo plazo del tiempo.
sobre el comporta-
modelo cuando t —4
del clima global de
En primer lugar, analizaremos el modelo de tipo Sellers con
(le seinigrupos y demostraremos la existencia de un atractor global
seznigrupo asociado a este modelo.
tecni cas
pama el
Posteriormente, abordaremos un modelo más general (en el que pueden
aparecer términos temporales en la ecuación) en el que se incluye también el
de tipo Budyko, y concluiremos con la estabilización (le soluciones de (E’) a
una solución del modelo estacionario asociado.
La tercera parte de este capítulo comienza con el estudio del modelo
estacionario asociado a (E’) estableciendo un resultado sobre la muiltiplicidad
(le soluciones del mismo en función de la. constante solar. Asimismo, se estuidia
el diagramna de bifumrcación con respecto a dicho parámetro mostrándose qmie
tiene forma (le “ese”.
69
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
qe
qe
qe
qe
70 Capítulo 2. El problema estacionano. qe
qe
qe
1 Aplicación de resultados abstractos al semi-
qe
grupo asociado al modelo de tipo Sellers. qe
qe
qe
En esta sección, supondremos que fi es una función continua localmente qe
Lipschitz y qmie fQ, ir) .1(x) con f E Lcc(M). Esta vez definimos el operador U
no lineal A por ti
qe
Au = —z¾u+9(u)— QS()fl(u) — f(.) qe
qe
con dominio dado pot qe
qe
D(A)=-(WEV:Au>EL2(Al)}.
qe
Tenemos el siguiente e
qe
Lema 9 qe
qe
i,) D(A) = L2(Al) y A qenera un .semigrupo (S(t)}~>o en L2(M). qe
ti
ji,) ‘«A > O, L = (1 + AA).-m es un operador compacto de L2(Al) en L2(M).
qe
iii,) 8(t) es un semigrupo compacto cVt E (0,00). qe
qe
Demostración. qe(1) La densidad (le D(A) en L2(Al) resuilta como en el Capftumlo 1. La evolmicion
del modelo de tipo Sellers es descrita por la familia de operadores 8(i) : • qe
L2(Ñt) ½L2(M) que a cada dato inicial tío E L2(Al) le hace corresponder ti
u(t) E L2(Al), en el instante mt. solución de
*
Au=O en(O,00)xAl qe
71+ e{ u(Or)
= uo(ir) en Al. qe
e
Los teoremas de existencia y unicidad de solmíciones para los modelos de tipo qe
Sellers (fi lípschízíana y difusión lineal o no lineal), incluidos en el Capitulo 1, qe
aseguran que 8(t) está bien definido. Además 8(1) verifica las propiedades tic qe
semmgrupo, piles
tiSU + 5)710 = 8(1 )uQs) = 5’ (t)S(s)uo Vs, mt =O ti
S(0)u~ = 71o i.e.8(O) = 1 en L2(Al). qe
ti
qe
qe
ti
qe
di)
e
e
e
e
e
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e
(u) Sea (1+AA)’: L2(Al) —* 12(M) y sea B un conjunto acotado de 13(M)e
ir.. W> O tal que B c B
0, donde
Be := {h E L
2(Al) : h 1IL2(M)< C}.e
Veamos que (1 + ÁA).-m B es relativamente compacto en 0(M).
e
Toda función u E y + ÁA)—m B verifica que Bh E 8 c L2(Al) tal que
u+AAu = lien Al.
Multiplicando la ecuación por u e integrando en Al obtenemos
e
II ~ 1112(M) ¾ Vu II~P(rM) +AJ g(u)u — >4 QS(x)fl(u)u =it(h +j)u
donde
it(íl+f)tí ~ (h+f)u =fVh+f)uI =
1II (it + 1) I1L2(M)II ‘U 1IL2(M)< v(I~ (it + + u
e 2 .1) 19(M) II IIL2(M)).
• Dado que fM Q(zí)udA =O y que mu </9(r) =M Vr E E? llegamos a
e
e 4-ii ¡uVA,
2 ~ IIL2(M) +A II Vn IILP(TM>= C,+ AQ II 8 IILCMM) Me donde 0m = (M>
e II (h + f) ¡1t2. Aplicando las desigualdades de Hélder y
e Young a fM it dA obtenemos que
II ~ I1L2(M) +A II Y/u II~P(TM)=(72,
e
e donde C2 = Cm + VQ2 U 8 ~ M2IMI. Luego existe una contante positiva
e (7~ tal que
11u11v < C~ ‘«u E (I+>A).-mB
e
• y por ser 1/ un espacio de Banach reflexivo, podemos extraer una sucesion
{u~}~~p¡ de la familia (1 + AA).-> 8, que converge a w E 1/ en la topología
• débil, i.e.
e
e uffiw débil en 1/.
• De Ja inclusión cozupacta t/ c 12(M), deducimos que existe una subsucesion
• de {u
5}, que seguiremos llamando -(u) que converge fuerte en L
2(Al), y por
e la unicidad de limite, es
u, —* w fuerte en L2(Al),
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con lo que queda demostrado que (1 + AA)—m 8 es relativamente compacto en
pues cada conjunto infinito de puntos de (1 + AA)—’ 8 tiene puinto de
acuimulación en £2 (Al).
Veamos ahora que (1 + AA<1 : 12(M) —> L2(M) es un operador con~
tinuo. Tomemos {h~} c 12(M) tal que /4, ½ h en L2(Al). Llamemos
= (1 + AA)—1h~ entonces u~ es solución del problema (E’N) un + AAu,, = It,,
y tornando u,~ como función test en la formulación débil de éste se tiene q’.ie
IIunIIv =(7.
Como 1/ es un espacio de Banach reflexivo y la inclusión 1/ c L2(M) existe
ui)a. suibsucesión -{u,.} de -{tí~ } tal que
—‘ u en 1/ — débil,
u,, —* u en L2(Al) — fuerte.
Consideremnos la formulación débil de los problemas (It)
it u,~í> + A ~ I7u,,l~27u,,7v + A JM 9(u,jn =
— A Q8Qn)/3(it,,)v + it~’~” + f)v ‘«m> E 1/.
• Tomando límite cuando n —* 00 en la expresión anterior y usando el lema ??,
se obtiene
it u,~’i> + A
-AJ
7u,4~27u,
17v + A
Q8ijÉ)/3(u,1)í; + + f)v
g(~,3~ =
Vn E y,
y por tanto u = (1 + AA)—’h.
(iii) Sea 8 un subconjunto acotado de L
2(M). Veamnos que 8(t)B es rela.ti-
vamente compacto en L2(M).
Sea u
0 E 8, si llamaínos u(t) a. 8Q)uo entonces uQ) verifica
—zS~u+@(u)=Q8(u)fl(u)+f
{ u(0, .) = u0 en (0,00) >< Alen Al.
Tomándo en la formumíación débil (leí problema la propia solución u como
función test se llega. a
<it
e
qe
e
e
9(u)v =
e
qe
ti
qe
e
qe
qe
e
qe
u
e
u
qe
qe
qe
e
qe
e
qe
qe
e
e
uw IIL’(M) + f~T U 7u(t) IILP(TM)
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7- 7-
=L JM HUÍ ~
Por las desigualdades de H¿lder y Young, obtenemos
— fi u(2’) IL2(M) ½ ‘U~ IIL2(M) + II ~ IILP(o,T;LP(TM)> +00 II ~ IIL2((0,T);L2(M))
~ III IILflM) J~ it luí =< v’TIAld(QM II 8 IIL”’(M) + ¡.1 IILOO(M)) II ~‘ I1L2U0,Ttt2<M))=
2’IAli(QM Ij 8 IILflM) + II .1 IILOO(M))2 (>o II u IIL2«o,T);Lí(M
»
2(7v + 2
Por tanto
=QM II 8 IIL~MM) f~T
— II2 u(T) IL2(M> + II 7u IILP(o,T;LP(TM)) +-Y ~IIU IIL2((0,T);L2(M)) < (74
donde
2’IAlI(QM II ~ iIL~<M) + 11.1 IiL~M))2
(74 = 2C~ + sup II ~o I1L2(M)u
0 ¿E
Así, ¡ >‘ IILm(o2-.v)< C~ y por tanto, en casi todo t E (0,2’) fijo, se tiene
es decir,
Cuino V es un espacio
pacta, tenemos
II 8(i)uo iIv=(76 ‘«uo E 8.
de Banach reflexivo y 1/ C L
2(Al) con inyecmón mm—
R{u,~} c 8(t)B tal que u~ ½u en L2(Al~fuerte,
entonces cVt E (0.00), 8(t)B es relativamente coínpacto en L2(Al).
tinuidad (le 8(t) en L2(Al) se obtiene con un argumnento similar al
en (u) para probar la continuidad del operador resolvente.
u
La con-
utilizado
A continuación, recordamos algunos resultados generales y conceptos so-
bre conjuintos invariantes y atractores. Veremos qmme el semigrupo no lineal
-(8(t) } que d~,scribe la dinámica de los modelos de tipo Sel]ers posee un atrac—
tor inaxímal en L2(Al).
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e
qe
Definición 17 Un conjunto A c L2(Al) es un atractor para el semi grupo e
8(t) si qeqe
e
í,) A es un conjunto invariante porel semigrupo (c.d. 8(t)A = A Vt > 0,).
u,) existe U entorno abierto de A tal que para cada uo E U se tiene que ti
qe
8(t)ito converge a A cuando mt ½00, i.e. qe
distL2(8(t)mío,A) —*0, 1½+00. 0qe
qe
El mayor abierto U que verifica lo anterior es llamado “cuenca de atraccion qe
<le A”. qe
e
Definición 18 Diremos qite A c 12(M) es un atractor global o universal
para el semigrupo -(S(t)}~>
0 si A es un atraetor compacto que atrae cada con-
ejunto acotado & de L2(Al) uniformemente. Es decir, ‘«So G L2(Al) acotado,
qed(8(t)B
0,A) —+ O si mt 00
qedonde d(8(t)Bo, A) es la semidistancia asi definida,
qed(S(t)Bo, A) = sup mf ¡ir — yIIL2(M).
rES VEA e
Definición 19 Sea B c 12(M) y II abierto de L2(Al) tal que 8 c II. 8 es qe
un conjunto absorbente en U, si las trayectorias de cada conjunto acotado 8o ti
de U entran en 8 a partir de un cierto e (que puede depender del cot¿ unto qe
qeSo), es- decir, e
VRo C U, 8o acotado, ~ = t
1(B0) qe
tal que 8(1Ro GB VI>
tm~ ti
Tambi(n se dice que 8 absorbe los acotados de U. ti
qe
En esta línea, hemos obtenido los siguientes resuiltados para el ínodelo
de tipo Sellers con operador de difusión lineal o no lineal, qeqe
ti
Teorema 8 El semigrupo {S(t) Yt=oasociado al modelo de tpo Sellcrs posee e
un atractor global. qe
ti
qe
Demostración, qe
Etapa 1. Existencia de un conjunto absorbente acotado en L2(Al).
qe
qe
qe
qe
e
o
ee
e
e
e
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e
e
• Multiplicando la ecuación por u, integrando en Al y utilizando las de-
e
sigualdades de H¿ilder y Young, obtenemos como en (1.32) la siguiente ex-
• presion,
e
IIu(t, .)IIbcM> =—Cm IIu(t, .)II!2(M) + (72,
• con Cm y (~2 constantes positivas. Llamemos (1(t) = IIu(t, .)I!12(M), entonces la
• expresión anterior se convierte en
e
• U’(t) =—C
1(J(t) + (~2.
e
e Por el Lema (le Cronwall deducimos que
e
< U(O)CCít +
0m ¿—Omt)
e (1(t) (‘2 —e
• y cl]an(lo mt 00,
e hm U _
e ~->~
es decir,
li m IIitY, .)IIt2(M) =
• t—*oo (72
e
e Lo que muestra que el conjunto B = RL2(M)(O, %‘ + e), (bola abierta de
• L2(Al) centrada en el origen y con radio <> + e) es un conjunto absorbente02
e acotado en 12(M).e
e Etapa 2. Existencia de un atraetor global.
e
• La existencia de un conjunto absorbente acotado en L2(Al) (etapa 1) y
• la compacidad del semigrupo -{8(t)} en L2(Al) para casi todo mt períniten la
e
aplicación de un resultado abstracto (ver Temam [1988], Teorema 1.1.1) que
• asegura que el conjuinto w—línnte (le 8 (w(R)) es un atractor global compacto,
e conexo y maximal para la relación de inclusión.
e u
• El hecho de que el semigrupo {8(t)} posea un funcional de Lyapunov
• nos da nueva información sobre el atractor. Veamos que existe tina función <le
e
Lyapunov asociada al semigrupo deS ellers. -
e
• Proposición 7 El funcional
Jo = 1 ~ IS~’u>V’ + 0(w) — ~ 8(ir)J(w)—it fui
e
e
e
e
e
e
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j(r) = jr fl(s)ds 0(r) j9Ods
es una función de Lyapunov para el semigrupo 8(t) en 1/ c L2(Al).
Demostración. Es fácil ver que
i) J V ½IR es continuo;
u) para cada u
0 E 1/, la función mt ~> J(8(i)uo) es decreciente; puesto que
esta regularidad del dato inicial garantiza que it~ E 12(M) (ver Lema 5)
y como J es diferenciable en el sentido de Cateaux, se tiene que
d
=< J’(u),u~ >LV(M)xL2(M< — < zt~,it~ >L2(M)xL2(M)= O;(-It
iii) si J(8(w)um) = J(u,) para algún r > 0, entonces ‘Um es un punto fijo del
seinigrupo.
Sabemos que mt ~* J(8(mt)uo) es no-creciente, luego
tomwes J(8(t)um) = J(um) ‘«mt E [0,fl, r > O. Luego,
d1(J(u)) = O mt E (O,r)
Nr
ut=O tE(0«r).
Por tanto,
= itt
8(s)u~ =
= it>
mt E (Oír)
mt E (O,r) 5 E (O,r)
‘«mt E [0,00).
u
Corolario 2 Sea 11 el conjunto de puntos fijos del
el atractor global A es la variedad inestable de 11
11 cs discreto. A es la unión de fl y las curvas
elementos de H.
semzqrupo -{8(t)}.. Entonas
(A = M~(l1)). Además. sí
heteroclínicas que >tymen los
76
donde
sm J(8(r)ui) = J(um) en-
e
ti
ó
e.
qe
u
qe
e
qe
e
qe
qe
e
e
e
e
qe
qe
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e
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ml
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8(t)um
8(s)8(t) itm
5’ (mt)u1
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e
e
e La demostración es consecuencia inmediata de la existencia de un fun-
e
cional de Lyapunov, un atractor global y del Teorema VII.4.1 deTemain [1988].
En esta sección hemos comenzado el estudio de la dinámica del modeloe
• clin)atológico de Sellers. Partiendo de los resultados de existencia y unicidad de
• estos modelos, bemos definido un semigrupo {8(mt)}t=~de operadores continuos
• y compactos. El segundo paso fue probar la existencia de un atractor global
e maximal, a partir de la construcción de un conjunto absorbente. En la siguientee Seeclol) se Ijega a una descripción más completa de este atractor.
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qe
qe
2 Estabilización de soluciones para un modelo e
qe
climatológico más general. e
e
En esta sección utilizamos técnicas válidas para modelos cuyo coalbedo 0
es un grafo maximal monótono acotado general (que incluye también el modelo
de tipo Budyko) y que en particular pueden también aplicarse al modelo de O
e
Sellers mejorando así el resultado de la sección anterior.
u
Se considera. f eventualmente dependiente del tiempo (f = f(t, ir)) .~
suponen)os que existe f~ E V’ tal que qe
rt+m O
__ IfV) — f (.)IIv~dr = O.
qe
Dada u solución débilmente acotada de (E’), se define el conjunto w — límite qe
de u en L2(Al) de la siguiente manera O
e
w(u) = u”, E Vn L~(Al) Bt~ ½+00 tal que u%~,) —> un,. en L2(Al)}. e
qe
El siguiente teorema caracteriza los conjuntos w - límite del modelo.
e
Teorema 9 Sea ~o E V fl L~(Al). Entonces si u E Lfl(O, ~); V) se tiene
que
qe
(i,) w(u) # @ para u solución de (E’) con u(O, ir) = uo(ir); qe
qe
(U,) si u~<~ E w(u) entonces st,, —* +~ tal que u(mt~+s, •) ½it~ en L2((—1, 1),
t2(Al)) y u~, es solución dÉ7bil del modelo estacionario qe
qe
(It) — =~u~<+ 9(-u~) E Q8(ir)/9(u~) + ~ en Al,
qe
(iii,) ademd.4-, si u~ E uí(u) existe Í,~ ½+00 tal que u(t,r, •) ½u
00 en V. qe
qe
Demostración. qe
e
Está inspirada en un resultado de naturaleza similar mostrado en f)íaz — Tbelin qe
[1994]. e
qe
(1) (orno 21 E £00 ((0 00); V) entonces 4 ¿z(t~, . ) }nErv es urna sucesion ac.ota<la. qe
en I~. El carácter reflexivo del espacio de Bana.cb 1’ permite extra.e.r urna O
s~íbsmícesión 4 u ( t~¼, ) Ñ, ¿1V q ile converge débifluente en V, es decir, qe
qe
Bu E V tal que u(t~, , .) —‘ u en V, cuando tt½~* 00. qe
ti
ti
ti
qe
*
e
e
e
e
e
e
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e
e
e
De la inclusión compacta V C L2(Al), se deduce que la sucesión anterior posee
• una subsucesión (que seguiremos llamando -{it(t,
0, •)},~e ~ que converge a
• en 13(M) fuerte, es decir,
e
• u(t,~,, .) ,‘ u en L
2(M) — fuerte.
• AsívEw(u)yw(u)~0
e
• (Ii) La primera parte es una consecuencia de la integrabilidad de u~ (Lema 4,
• cap.! de esta memoria) .Sea u~ E w(u), entonces
e
• Bt» ½00 tal que u(mt~,.) —* u~
0 en 12(M).
• rt»+s
e u(mt,, + s,ir) — u(t,1,x)¡ = 1] ut(a,x)dcrí =] itt(a,z)ída
e
=vi(j> Iuti2da)2.
• Por tanto,
e IIu(t,1 + s) — u(mt,3lIi2(M) =2it ft tít I2dadA =
e
• = 2 71t II (Qn—u ,t,,+ );L2(M))
e
• Como mt,~ ½+00 es posible extraer un subsucesión {mt,~ } tal que t~k — mt,.,,~, =2
• y utilizando que u~ E 12((O, 00); L2(Al)) se tiene que IIutIIL2((o,~);L2(M)) =
e 2,1 IIutHL2(en.-m,tn+l>;L2(M>) y se deducee
• ¡ itt IIL2((t.-mi+1);L2(M)) ½ 0 cuando mt,, —* 00.
e
• Luego u(t,, + s, .) it~ en 12(M) para casi todo s E (—1,1). i.e.
e
• IIu(t1 + .s)lIL2<Áuf) IIuooIIL2(M) cVs E (—1,1),
e
• además,
• tIu(í~ + S)IIL2(M) =IIitIlL~((0,00);L2(M))
e
• y por el Teorema de la convergencia dominada,
e <mt,, + ~,~)½u~ en L2((—l , 1); L2(Al)).e
e
• Para demostrar la segunda parte de (u) consideramos la formulación débil
de (1’). Construyendo funciones test adecuadas, veremos que al pasar al límite,e
obtenemos la formulación débil de (1>00).
e
e
e
e
e- ________
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e
Consideranios funciones u(t, ir) = ~(t — t,1)C(ir), con ~ E V fl L00(Al) y
<p E V(—1, 1), ~ =O Y flm ~ = 1. Sustituyendo en la formulación débil las
fímnciones u así construidas, se tiene
j ¡ u¿~s(t — t,
1)dAdmt +
J t~—m J M
+Ít’jm it g(u)$,c y—mt,.) = Jtn—m
.IMII S7~so(t — mt,
1) > dAdt+
QSQnYz~YY—tfl)+j it fE~(mt
para algún z E fi(u(t, u)).
Como p E V(— 1,1), sabemos que
JJ u¿so(t — mt,3dAdt —e~—m M Eit u~p’(t — mt,jdAdmt.
Introducimnos el cambio de variable s = mt — t,~ y llamaremos U,, = u(t~ + s, ir),
as
— 1m1 U,.Cso’(s)dAds + JM <Iw1~r27½ , 7~p(.s) > dAds-1-
9 (U~ ) &~Qs ) dAds = itQ8(ir)z,~(s)dAds+J it f½(s)dAds,
para ~ E fi(UQ.
qe
Etapa 1. Estimaciones a priori.
Como u E L00((O, 00); V) y U~(s, ir) = u(t~ + s, ir), (leducimos que {U~ } es mina
suicesmon acotada en L00((—1, 1); Y), pues
qe
u
Veamos que la sl.wesión ~ está acotada en L00(— 1,1; L~’(TAl))
p(20!)))
p— 1
it ¡ 7tJ,.I~>27U,, I~’dA = 7U,.I~dA,
sl.mp II7LkULPrM)
sE(—1,1>
smip IIUnIIv = sup IlííIIv.
—1 ,m ) (E (0.o)
+Jimit
Las funciones z,, E fi( ti~). verifican II z~ ( s, ir) fi L<~( (—1.1 )tLflM)) =Al
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De este modo se obtienen las estimaciones
II ~nIIL’~( 1,);V)= 0m fi U,~ IIvS (7~
fi Zn IILCCM,1;LCO(M)>=M.
En particular se tiene
Un IIL2(~m m.V)K C~ fi U IIv=0m
fi Zn II L2 (—1 ,m ;L2(M>) < /W’.
Etapa 2. Conuergencza.
De las anteriores estimaciones en espacios reflexivos se deduce que existe
• una subsucesión de {U,,} qule seguiremos llamando U,,, qu>e verifica
e
e it en 12(—1, 1; V) — debíl
• ¡7U,,I’27U,, ‘ Y en L2(—1, 1; L~’(2’Al)) — débil
w en L2(—1, 1; 12(M)) — débil
e
y como por la primera parte de (u) u(mt,, + s, ) -4 u~ en 12((—i, 1); L2(Al))
tenemos que u =
e
e Por otro lado, utilizando propiedades de los grafos maximales monótonos
(Brezis [1973], Prop. 2.5) tenemos que como z,, E fi(U,,) y
U,, —> mt~ en L2((—1, 1) x M)
—~ u> en L2((—1, 1) >< Al)
lim,,~ sup Qn,,, it) = (u>, it~)
entonces w E fi(u
00), y lo denotaremos por z00.
• La convergencia de las anteriores sucesiones permite pasar al límite en
e las siguientes expresiones,
e f , j~,, (l,í~s~’Q)dAds f.m it u00½’(s)dAd.s= it~Á f p’(s)dAds
e
e
[it ½< I7UJ,,l~27U,, , 7~p(s) > dAds < Y , 7~(.s) > dAds
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9(U,i)ss~(s)dAds —~
“‘it
= it
=it
JM Q8(ir)=,1(s,ir)~}ir)cp(s)dAds -4 [it Q8(ir)z00fcp(s)dAds =
f(,~p(s)dAds -4
[it
— it QS(ir)2~(it y(s)ds)dA =
— itQ8(ir)z~dA
u
e
e
ti
e
qe
e
e
o
e
ti
qe
qe
f00$,cp(.s)dAds =
= it ¡ so(s)ds)dA = f,¿dA.
Por tanto,
[1/
<y,i.-mJM 7¿,cp(s) > dAds = it QS(ir)ZOÁdA+it f00~dA—it 9(-u00)~dA.
Para concluir
(~3onenzamos
(u) basta ver que J Y(s, .>p(
probando el siguiente
s )ds = I7u00I~27u00 en L~’(2’Al).
Lema 10
lun 1
nt
1>400 J —m < I7(tK
27Y~ — I7xI~2Vx (Y/mi
00 — Y/x»(~) > dAds
para toda función x E V.
Demostración.
[)escoinponemos (11.1) en suma (le tres integrales, y veremos que cada una de
ellas es no negativa. Sea
it it < I7UnV~2Vt¾—IY/xI~2Y/x (Y/u00—7xS(s) > dAd.~
do 1) de
i;’=Jj
= J-mit
‘3 = fu it
it < ¡7tJ,.¡P2Y/U~ , (Y/u00 — ~ >
< IVU,Ik’
2Y/U,I — IY/xI~2Y/x (71¾— 7x)s~(s) > dAd,s
82
[11
J-mJM
J u—u
9(2100)4 p(s)ds)dA
[JM
ti
e
e
e
e
>0
(11.1)
e
e
e
e
e
e
e
e
e
e
qe
e
< VxI’2Y/x , (71J,~ — 7u
00)~(s) > dAds
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Observamos que por la monotonía del operador diy(IY/uI~2Y/u) y el hecho de
que ~ ~ O se tiene que
> O Vn E EV.
De la convergencia débil Y/U» Y/u~ en L2(~l, +1; L~(2’Al)) deducimos que
½0 si mi —4 00.
Estudiamos a continuación el signo de hm 1’, -
< IY/U,.I~2Y/(’» , (S7uoc, — Y/(J,,)cp(s) > dAds
— —fJ ((J<h(it
00 — UJ,¿p(s)dAds
+ 1m ~ fs~>(s)(it00 — U,.)dAds + 111 it-‘¿it
Q(U,1)(it00 — (J,1)p(s)dAds +
QS(ir)z,,(u00 — U,.$p(4)dAds,
para algún z,, E fl(U,.).
Veamos que cada una de las integrales en las que hemos descompuesto
< tiende a cero cuando mt ½00.
Ji
((J,1»(u00 — U,.)y(s)dAds = /) JM ~~(Iu00 — (JnI~cp(s)dAds =
=-Ji [1 2/1M21 — U,1I ~<s)dAds ½0
puesto que tJ,~ ½~00 en L
2((—1, 1); 12(M)). Además, como 9(Q) —* 9(u
00)
en 12((—í, 1); 12(M)) — fuerte y u~ —(4 ½0 en L2((—1, 1); L2(Al)) — fuerte,
obtenemos
1u it 9((J,.)(u
00 — U,3so(s)dAds —Y 0.
Además,
(1[
J-miM
(U,1 — u00)fp(s)dAds < IkAIL~M—1,m) 1m ~
— u00)ffrlAds <
II II L~<—1 ,m ) II Un — itoo II L2«—m ,m);t2(M)) II filu ((— u ,m );L2(M)) ½0.
Por último,
— lJ,~)cp(s) < QIISIILOOM)MIYIILOo(.-m,m) f—m it Iitcc~UnI =
< V’~IA4¡QII8IILo1GM).A4IISAILc~~(~l,m)IIuoo — (InIIL2U.-m,1);L2(M)) ½0.
e
e
e
e
e
= LI
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
JJM
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Con lo que se concluye qmie
< IY/lJ,1V
2Y/LJ» — IY/xI~2Y/x (Y/u00 — Y/xto(s) >= hm fl > O
y se tiene el lema.
Apliquemos este lema a x = u
00 + A~ con A < 0, entonces
+ ~?), Y/C,~(s) > dAds >0
< Y — IY/(uoo + A~)I~2Y/(u00 + >4), Y/½(~)> dAds > O
es claro q~ie, como u00 y ~ no dependen des E (—1,1) y la media de p es 1, la
expresión anterior puiede escribirse como
-itJM[ < IY/(u00+M)!~2Y/(u00+AO,Y/~ » o.
Haciendo A —* O, por el Teorema de la convergencia dominada se concluye qume
1< r
JM J —m
Y(s,x)~p(s)ds — Y/u00 I~
2Y/u
00 , Y/e> dA > 0.
Verifiquemos las hipótesis del Teorema (le la convergencia dominada, tetemos
convergencia en casi todo punto. veamos que
I < Y — 7(2100 + >4)I~27(u00 +>4) R > I
p’.íede mayorarse por una función 9 E L~ (Al).
I < Y — IY/(u00 + M)l~2Y/(it00 + >4) , Sk> I
=(íu + IY/(u«, + >4)IP~m) IY/~I <
=(í’í + IY/(u001 + IAIIY/~IY~) ív~¡ =
=tI + CIY/u00IPm + ~~j>k’’7$’—’) ív~í.
Si Al < 1, la expresión anterior puede ínayorarse por
it
-I
e
e
qe
¡ it < Y — IY/(u& + >OI~2Y/(u00
e
e
e
qe
es decir,
[it
e
ti
qe
e
qe
qe
ti
e
ti
o
e
qe
ti
qe
e
qe
e
qe
t
e
qe
ti
qe
qe
e
e
qe
e
e
qe
e
qe
qe
ti
qe
u
qe
(íi~¡ + CIY/u00[~1 + (717$—’) Y/El : g.
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(7omno
IyI
IY/u00IP~m
1~4
E
E
E
E
entonces 9 E 12(M).
Repitiendo el argumento para .\ > O se llega a
Y(.s, ir)y(s)ds — Y/u00 l~
2Y/u
00, 74> dA = O
y se concluye la demostración de (u).
(iii) Esta prueba está basada en el lema anterior y la coercitividad del okera-
dor.
Sean fl’, ~, 1’ como en el lema anterior, sustituyendo en fl’ X it~
se obtiene,
lhn[J < lY/u00t
2Y/u
00 ,(Y/U» — Y/u00$4s) > dAds = O
y considerando fl’ + q para x = u~ tenemos que
tic
‘-liAd < IY/U~l~
2Y/U,MY/u
00I~-
2Y/it
00, (Y/I¾—Y/u00$p(s)
Por la desigualdad
— Él” =(Itt — lCI”tft( —
para ~ = Y/U,, y ~ — Y/u__ aplicada a (11.2), se tiene
limJ ~ ¡Y/II,, — Y/u00¡’4(.s)dAds =
‘«y E V(—l, 1), cp =o y f p = 1. Ello implica que no
O
> dAds = 0.
(11.2)
existe c > O, tal que
it Y/U» — Y/it00l”dA > a
Entonces, existe {s,,} con s» E (—1,1) tal qu~
~ ‘Ad lY/u(mt,, + s,,..) — S7u00.lPdA = O
y se concluye la demostración del Teorema.
L~’(Al)
L~(Al)
L~T(Al) = L~(Al)
L~’(Al)
e
e
e
e
e
e
e u
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3 Estudio del modelo estacionario.
Motivados por el comportamiento de las soluciones de (E’) cuando mt ½00,
estudiado en las secciones anteriores a este capítulo, iniciamos aquí un análisis
del modelo estacionario (Po). En este estudio es fundamental la forma de las
nolinealidades que aparecen en el problema, en concreto estudiaremos
(PQ) — á~,u + Bu + (7 E QS(ir)/3(u), ir E Al.
Nuestro estudio se centra en la sensibilidad del modelo a los cambios de la
constante solar Q. Este estudio tiene interés desde el punto de vista físico
pues Q puede sufrir pequei3as variaciones dependientes de parámetros tales
como la oblicuidad del eje de rotación terrestre (ángulo determinado por el eje
y la normal al plano de la órbita de la Tierra).
Nuestro punto de partida es el estudio realizado por diferentes autores
J.l. I)íaz, HeId, (LHetzer. Suarez. GR. North sobre los modelos 04) y l-D.
Incluimos aqulí un resumen de resmiltados conocidos para estos modelos que nos
será útil más adelante.
En el “modelo O-D” se considera la función de insolación 8(ir) constante,
{ uj+Bu-I-C E Q~(u) mt=O
En función de la forma y regularidad de /~, se han obtenido diferentes diagramna.s
de bifurcación para las soluciones <le eqmíilibrio 2100 de Bit~, + (7 E Q~(u0<,)
en función <leí parámetro solar Q. \‘eamos algunos ejemplos:
~1 O
-lo
Figura 6. En el modelo cero—dimensional de tipo Selle.rs, si tornamos ¡3 como
la función de la figura se obtiene un diagrarna de bifurcación para Q en fornía
de S.
-mo
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io
Q~(t)
1)
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Figura 7. Ene1 modelo cero-dimensional de tipo Selle-rs, si tornamos la función
fi más regular que en e] caso, anterior se obtiene también un diagrama de,
bifurcación para Q en forma de .9 más regular que el anterior.
-lo
‘a
Figura 8. En el modelo cero-dimensional de tipo Budyko, se considera /3
corno un grafo de tipo Heaviside. El diagrarna de bifurcación obtenido para Q
tiene forma de .5.
Así, en los modelos estacionarios 0-1) de tipo Sellers o de tipo Budyko,
se obtiene un rango de Q para el cual existen exactamente tres soluciones.
Dos valores críticos Qm y Q2 para los que la ecuación tiene exactamente dos
soluciones, y por ultimno Si Q > Q-~ ó (¿ < Qm , Lay minicida.d de soLución. Toda.
esta información se recoge en el diagraina de bifurcación en forma de 8 para
el parámetro Q, anteriormente representado.
.io
e
e
e
e
e
e
e
e
e
e
o
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
o
e
e
e
e
-íD
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El) cuanto a los modelos de dimensión mayor, en Hetzer [1990] se prueba
que el unodelo de tipo Sellers con difusión lineal y /3 e (72 presenta mm diagrama
de bifurcación con un numero par <le puntos de retorno. Todo ello bajo ciertas
condiciones sobre los autovalores del problema linealizado asociado. Dicho
resultado se refiere tanto al problema de dimensión uno (intervalo) comno al de
dimensión dos (variedad).
El objetivo de esta seccion es demostrar que el modelo estacionario 2-
D de tipo Budyko posee un rango de Q para el que existen al menos tres
soluciones. Nótese que la técnica de linealización utilizada en Hetzer [1990] no
puede ser ahora aplicada (al menos de manera directa).
3.1 Multiplicidad de soluciones del modelo bidimensional.
En esta sección se estudian los modelos bidimensionales estacionarios de
tipo Budyko con p =2,
(J’~) — ~u + Bu + (7 E Q8(ir)/3(u) en Al.
Recordemos quje la función de insolación 8 Al ½IR es una función positiva,
acotada y regular, tal que existen 8~ y Si constantes positivas que verifican
la función coalbedo /3 es un grafo maximal monótono acotado tal que
ni- </3(í) <Al ‘«r E iR,
y las constantes B y (7 son positivas y además
—108 + (7 > O.
[)irenmos<Ine u es solución (le (1>9) si u E V y Vi, E V se verifica quje
it <z Y/uI”2Y/u, Y/u> dA + BuvdA +‘ CudA =
para algún z E ¡3(u).
El estudio de la estabilización de soluciones del problema de evolución.
l]evado a cabo en las secciones 1 y 2 de este capitulo, prueba que para cada
(2 > O existe al menos tina solución <le (E’
9) qmíe 1)miede obtenerse como límite
cujando mt ½00 de la solución u(t) del íroblema parabólico (E’).
Nuestro resultado sobre multiplicidad es el sigmimente,
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Teorema 10 Sea M ~ entonces
— so,
U si O < Q < ~ (E’q) tiene solución miníca;
iQ si —moB+O < ~ < —IOR+O (Po) tiene al menos tre.s soluciones;
iii) si 1O~+O < Q, (E’~) tiene solucton
Demostracton.
i) Sea u una solución de (Po), entonces
Q8(ir)m — O = —iMit + Bu < Q8(u)M — (7 en Al.
Por el principio de comparación para el operador —á~ + B (demostrado
Capítulo 1), se tiene que si ~ y u son las soluciones de los problemas (7’)
en el
y(E)
definidos por
(7’) —á~i7 + [317= QS(ir)M — (7 en Al
(E) ~ápi~ + Bu = QS(u)m — (7 en Al
entonces u verifica
u<it<17 enAl.
Veamos que u < —10 y 17 < —10 en Al. Es claro que (7’) y (E) tienen
solución única, veamos que para ambos problemas existen super y subsolmi—
ciones menores qmie —10, lo que implica (pie 17 y u son menores fue — lO.
QS1M — (7
_ es una supersolución de (7’)
(Q80M — (7
U2 — es una subsolución de (7’),
por 17-, <17<17 Por la 1’ót’ de que Q < tenemostanto - — — m• upesís que
— Q81M—C21) = < (C—IOB+(7)M8m É
de donde ~ < —10. Análogamente,
Q8im — (7
141— es
Q8om — (7
142 = B es
supersolución de (E)
subsolución de (E),
e
e
e
e
e
o
e
e
e
e
e
e
e
e
e
e
e
e
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el)toI)ces 142 < 21=21j~
QSim — (7
19
((—1019
Y) [3
—lo,
pues ~ < 1 y —1019 + (7 > O. Finalmente, como u < u < 17 se concluye que
toda solución u de (1>9) con Q < es menor que —10 y por tanto u es
tan)bi~n solución de
(1>9) — A,u + Bu + (7 E QS(u)m en Al.
Pero es claro que esta ecuación tiene solución única. Luego (f->~) tiene solución
mii) u ca.
II) Dividimos la demostración de esta parte en varias etapas.
BU + (7 E (¿8<3(U) en Al.
Etapa 1. (7álculo de super y subsoluciones de ([>9)
a.— Bi.íscamos supersolucione-s constantes de (1>9) que verifiquen
(Tu)
Es claro que toda solución de (7%) es supersolución dc (Pc).
e Como Q > — 1~Ot~ y 8o < $. entonces
Q8IM —(719
1 (-1019 +0
8
1M —(7)
es solución de (7%) y por tanto supersolución de (1>9).
—muS 4-O
e (tuno Q < , entonces
(¿Sim — (7[3
1 ((—1019
— (7) -=
>—1O
qe
qe
es solución de (7’~) y por tanto supersolución de (1>9).
b.— Análogamente, buiscamos subsoluciones constantes de (Pc) que verifiqumen.
BV+(7 E Q80/9(V) en Al. (112)
e
ti
e
e
e
ml
e
qe
e
qe
e
ml
e
qe
e
e
qe
e
qe
e
qe
e
E.
e
qe
qe
qe
—10
qe
qe
ti
qe
qe
qe
Es claro que toda solución <le (112) es subsolución de (1>9).
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—)OB-4-Ge Como Q > S0A4 entonces
Q,%M—(7 > —10
19
es solución de (112) y por tanto subsolución de (E’q).
e Como Q < —mOR+C y 8~ =8~, entonces
~1~
QSom — (7
_ < —10B
es solución de (22) y subsolución de (E’q).
I)e este modo, hemos construido dos subsoluciones y dos supersoluciones
coiístantes. Veamos como estan ordenadas:
U — Q81M—(7[3 >—lO
U — QSmm —(7 < —10
[3
950M-C >—1O
< —10,
es obvio que Um > U2 y ¾> 14. Además
U1— ¾= (¿Al
- So)
(¿laU2 — = —‘(Si — So)
B
>0
>0.
Si 8(ir) es no constante, 8~ < $ y las desigualdades anteriores son estrictas.
Etapa 2. Existencia de soluciones de (F>~) que no atraviesan el nivel u = —10.
En la etapa 1 obtuvimos subsoluciones 1/1, l”2 y supersoluciones U1, “2 orde-
nadas del siguiente modo:
01
y
-mo
2
y2
Figura 9. En este dibujo se han representado ]as sui.ersoluciones ~ y ¼y
las subsoluciones Vm y VS anteriormente calculadas.
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Aplicando el método iterativo de super y subsoluciones de manera análoga a
cOI))O se hizo para el problema de evolución se obtiene la existencia de dos
soluciones itm, 212 deI problema (1>9), con
14 = itm = U1
14= U2.
Es obvio que it) > —10, por lo que además de ser solución de (Po), en parti-
cular lo es del problema
(E’M) —á~u+Bu+(7 = QS(u)M en Al
qume tiene solución única. Toda solución de (Pq) mayor que —10 es solución de
(PM). Por tanto la única solución de (Pc) mayor que —10 globalmente sobre
Al es
21n
Argumentando de modo análogo, la única solución de (Pc) unenor que
—10 es 212.
Etapa 3. Estudio del modelo aproximado.
Consideremos la faníilia de problemas aproxin)ados (Pa),
(E’~) —A~u+Bu+C = en Al
donde ¡3, es una función continua y no decreciente, que coincide cón el grafo /3
en
= { :
—iO—c —10+’
si u> —10 +
si u < —10 —
~(n)
e
e
Figura 10. Se han considerado funciones continuas /3, cuyas gráficas aproxi-
e
e
e
ti
qe
e
e
e
qe
o
e
qe
ti
0
u
0
e
qe
0
0
e
qe
qe
e
ti
U
E.
e
e
o
ti
<8
ml
e
ml
qe
e
qe
e
ml
E.
man el grafo /3 cuando ~ 0.
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y así se verifica que
0(s) —Y z E /«~) cVs E IR cuando e O.
Como 14 < <‘2 < —10 < Vm < U1, para cada (¿, existe <o = eo((¿) tal que
14 <112 <—10— Cg < 10< 10 + Cg <V < <
1m
Por ello, si e < Co entonces í1~, U
2 son supersoluciones de (P~) y V — 1, 14 son
subsoluciones de (1>~), puesto que si e < o, /t(Uí) = ¡3(1J~) y /t(Ví) = ¡i(l/~)
para i = 1,2.
Procediendo como en la etapa 2, obtenemos dos familias de soluciones
{u} y {u~} de (¼)para e < c~:
—10 < Vm = u < U)
V2 =u~ < U~ < —10
Además como u > —10 + eo > —10 + e entonces ~4u~) = /
9(it) y por tanto
u; = itm si e < Cg. A partir de aquí cuando nos refiramos a e será e < cg.
Para ver que (E’~) tiene una solución u~ distinta de u y u utilizautos el
Lema 14.1 de Amann [1976]:
Sea X un retracto de un espacio de Banach E y sea f : X —* X una aplicactón
compacta . Supon qamos que X
1 y X2 son retractos disjuntos de.X, sean Yk,
= 1.2 abiertos de X tales que 11 G Xx.. Supongamos además que f(Xk) G
X,, y que f no tiene puntos fijos en Xk \ ~k, k = 1,2. Entonces f tiene al
menos tres puntos fijos distintos ir, irm, ir2 con xk E Xk y ir E X \ (X1 u X2).
e (~0) es equivalente al problema de punto fijoe
u = (=~ + B)~((¿8(x)/3,(u) — (7) ir E Al.
Sea E = L
00 (Al) [que obviamente es mm espacio <le Banach ordena<lo con
respecto al orden natural dado por el cono l)ositivo
L~(Al) = {u E L00(M) u(ir) =O dx E Al
y que tiene im)terior no vacio]. Sean -
X = [14—6, (1~+6]
X) = [14—6, </u +5]
= [14—6, <12+5]
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donde ¿~ es tal que
¾> —10+5 > —1O+co,
Sea f(v) = (—Ap +
las hipótesis del lema
[3)—y (Q8(u)ff(-v) — (7) para u e L00(Al). Verifiquemos
de Amaun:
1. X, X~ y X
2 son retractos de L
00(Al) y X respectivamente. En efecto,
según J. I)ugundji ~1951] [19663, cada subconjunto no vacio cerrado y convexo
de un espacio de Banach es un retracto de dicho espacio. En nuestro caso no
es difícil construir una retraccion.
r: L00(Al) —* X { Um + 6
mi —* m’(it) := u (ir)
14-6
si it(u)>IJm+3
si uE[V
2—6,U)+6]
si u(u)<14—6
r es continmia y
que 14 — 6 y U1
además
+ 6 son
= idx.
con stantes.
r~ es urna función truncatura, recordemos
iJ1 -.4
vi a
Figura 11. tIna función u cuya gráfica es la de la figura, es transformada
por la retracción r en otra función r(u) acotada stil)eriormente por U1 + ¿ e
inferiormente por ~‘2 — ¿, dibujada con trazo más grueso.
Y análogamente se puede ver qm.íe X1 y X2 son retractos de X.
‘H~.n,os introducido ¿ porque vamos a necesitar que exista un abierto Y,, que contenga a
~Zk=I, 2 con Y,, C X,, - Si tomamos X,, = [1’,,,U,,] no se puede asegurar que la solucion
no coincide con Vs. o U,, en algún conjunto.
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2.- f(X) c X y f(Xk) G X,>
Sea -u EX = [14— 6,111 * 6], f(u) (—A7, + B)—m(Q5(u)/3Qn) — (7), y~por
tanto
QSom < —A7,(f(v)) + Bf(v) + (7 < QS1M.
Por el principio de comparación para —A7,+B se tiene que f(v) E [14,U)] é X.
. Si u E X) = [¾— 6,1J~ + 6], entonces
u > —1O+c~ y /t(u) = Al,
luego f(u) es la solución de —A7,u + Bu + (7 = QS(x)M. Utilizando que
es solución de — A7,u + Bu + (7 QSmM,
¾es solución de — AA + Bu + (7 = QS0M,
donde So < 8(x) < S~, tenemos que f(u) E [¾, U1] c X1.
Análogamente se demuestra que f(X2) c X2.
3.- f : X ½X compacta. Como N = dim Al = 2, distinguimos los
p = 2 y p > 2.
Si p = 2, definimos
(7: [14—6,(J)+6] GL00(Al)
u
El operador O así definido es continuo.
(—A + B)~: 12(M) -4 H2(Al)y ½- (—A + [3)-m(
9)
es continuo. Además
1: H
2(Al) -4 tonAl)
it —> u
es compacto. Definiendo f como la composición de los anteriores operadóres,
f =(—A+Bj’oC: [14 — 3,111 + 6) c L00(M) ½L00(Al);
-4 u
donde u = (—A + 19)) (QS(ir)Jt(u) — (7), se tiene que f es compacta por ser
casos
-4 L2(Al)
—+ (¿S(x)fl, (u) — (7.
la composición de un operador compacto y otro continuo.
96 Capítulo 2. El problema estacionario. E.
e
e
Si p > 2, defiuult)05 ti
E.
O: [14 ~3,I1) +6] c L~(Al) —* L”(M)
u * QS(ir)/3,(ti) — (7.
E.
El operador O así definido es continuo.
ti
(—á7, + [3)~’: L
7,(Al) ‘-* W””(Al) *
e9 —Y (—=~ + ~S~(g)
E.
es contil)mlo.
1: W1’~(Al) ½ L00(Al) E.
u —Y it E.
e
es compacto si p > N = 2. Se define f como la composición de los anteriores qe
operadores, E.
E.
f = (—á~ +19)-a oC: G L00(Al) ½ L00(Al) ti
u ½ u e
e
donde u = (—á
7, + B)~m(Qsi(r<3 (u) —(7). f es la composición de un operador
ecompacto y otro continuo, por tanto f : L00(Al) —* L00(Al) es compacta, en E.
particular f : X —* X lo es.
4.- Existencia de 11, k = 1,2.
tiene una única solmición en = [V) .6 U) + 6], en particuilar, sabernos
que dicha solución u E [¾, U)] luego ~ = BL~(M)(u, 4) (bola abierta en la
topología de L00(Al) centrada en u y de radio 4)) que está contenida en X).
(E’.2) 1)0 tiene ninguina solución en Xm — (2), es decir, f no tiene puntos fijos en
xI —~1.
qe
Análogamente se constrmiye ~2 abierto <le X
2 verificando qume f 1)0 tiene puntos
fijos en — Q2. e
5.— (<01)01 USiól). ti
E.Hemos verificado las hipótesis del lema, con lo qlme podemos concluir
que f tiene al menos tres puntos fijos, o bien que (P~) tiene al menos tres *
soluciones:
u c X) qe
212 E x2 e
uf~ E >Ila — (X~ u 2<2).
e
e
e
e
e
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e
e
Etapa 4. (7onvergencza
e
• El objetivo de esta etapa es obtener estimaciones a priori para u~ que permitan
• probar la convergencia de una subsucesión de ésta a una solución de (Pq). La
formulación débil de (P~) viene dada por
• ¡ < Y/it, <Y/u,, Y/u> dA + ¡ Bu4vdA =
•
e
= it QS(x)/3,(ujm’dA —(7] udA, Vv E ~
* Tomando en la formulación anterior u = u, se tiene
Y/it j”dA + ‘Ad BIu~I
2dA =
= it QS(x)13,(u,)udA — u,dA.
e Estimemos los términos que aparecen en el lado- derecho de la igualdad, uti-
• lizando las desigualdades de H¿lder y Young:
e
it QS(x)/t(uju,dA <J QS(u)MIu,ldA _
• Q2M2 8 IIL2(M) 6 2
_________________________________________________ — II ~‘
• =(¿Al II ~‘ IlL2<M)lI it~ IIL2(M)= 26 + 2 ~ it 9(M)
e
e
• —oit u dA < <iJ fu,jdA < OIMI~ II ~ IlL2(M)=
e
(72IM1 6 2
+ — II it~ I1L2(M)e _
26 2
• Luego,
• IY/u,I”dA + ([3 6) ~/u
4 VdA =(7m
e
donde (71 = Q
2M2IISlII
2(,~l 0
21M¡ Eligiendo 6>0 de modo que[3—6>O,
• se obtiene una estimación de {u,} en la norma de 1/,
• u, lv =(>2.
e
• Así, {u~.} es una familia acotada CI) 1/. El hecho de que 1/ sea un eSpacío
de E3anacb reflexivo permite extraer una subsucesión de -(u, } (que seguiremos
llamando (u, }) que converge debilmente en V, es decir,
Bu e 1/talque u, -~ u en 1/,e
e
e
e
e
e
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y por la inclusión compacta V c 12(M),
u, —Y u en L2(Al) —fuerte.
Veamos <pie u es solución <le (1>9), pasando al limite en la formulación débil
de (E’~). De la convergencia u, ½u en L2(Al) -fuerte, se deduce
Bu,udA ½ it BitudA.
Además, como
II /t(u,) lL2(M)=Al2 IAl,
{/3,(uj} está acotada en L2(Al) y existe z E 12(M) tal que
/3, (u,) —‘ z L7Al) —débil,
que por ser /3 maximal monótono, es z E /3(u). Además se tiene que
1 Y/uJ”2Y/u,
II lY/w I”2Y/u IILP’(M) (it (IY/u,IPOt
;4
— (it IY/u~I~dA)
Luego, existe una suibsucesión (le u, (que seguiremos llamal)dO u,) tal que
Y/u, l~2Y/u —‘ Y en L” (Al) -débil.
Procediendo como en la demostración del Teorema 9 (argumento de tipo Mint-y,
etc) se tiene que
Y — IY/ul”2Y/u.
Con todo esto podemos pasar al limite en la. formulación débil <le (¼)cuando
e ½0, obteniendo así
< IY/u,I”2Y/it,,Y/u> + fMBu,v
4-
fAd < Y/uI~’2Y/u, Y/u> + fAd Ruy
— fAd QS(x)/3,(uj5v
4-
— ‘Ad (¿S’(x)/L(uúv
qe
ti
ti
0
e
e
qe
*
qe
qe
ti
qe
E.
dA)
e
*
*
qe
e
qe
qe
ti
ti
qe
ti
u
qe
e
— (7fMu
-1-
qe
qe
qe
ti
qe
qe
qeqe
Vv E 1/ y para algun 2 E /3(u).
e
e
e
e
e
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e
e
e
Etapa 5. Existencia de una tercera solución para (Po).
Por la etapa anterior sabemos que existen subsucesiones de {u’~ }, {u~> y {u’3>
soluciones de (E’~) que seguiremos llamando {u}, {u3 y -{u’3} que convergen
• en L2(Al) a u1, u2 y u3 soluciones de (1$). En la etapa 2 vimos que itm # 212.
• La idea es probar que u’3 converge uniformemente a 21~. Se considera z como
e en la etapa anterior, es decir, /3du,) —‘ z E /3(u), entonces tomando u, — u
e
como función test en las formulaciones débiles de los problemas
• —A7,u, + Bu, + (7 = QS(x)/
3,(u,) en Al,
—/á~,u + Bu + (7 = QS(x)z en Ale
• y restando las expresiones obtenidas se llega a
e
• <lY/u, l~2Vu, — lY/it¡”2Y/u, Y/u, — Y/u> dA + Bit u, — ul2dA =e
= ~ QS(ir)(/3,(u) — z)(it, — u)dA.
e
e Por la desigualdad < KI~k — hI”2~í, ~ — ~ > > (7~ — para todo ~
• E TM y la desigualdad de Hólder, se obtiene
e itY/u, — Y/itl” + Síu, — Y/ul2 =(¿Si II /L(u,) — z IIL’MH it, — u IlL;(M)
• (11.3)
De la convergencia it, —Y u en L2(Al) se deduce que u, —,u llL2(M)—> 0. Comoe
• /~,@‘~) — z es una sucesión débilmente convergente en L2(Al), su norma está
• uniformemente acotada. Tomando límite cuando C —Y O en (11.3) obtenemos
e
• un) ií Y/u, — Y/u ILPCTM) = O.
e
Si p > 2 entonces 1/ G L00(M) con inyecc¡on continua, y por tanto
Lun u,— it IIL~(M) = O.e
• Si p = 2 entonces 1/ c L~(Al) para todo q < +00 con inyeccion continua, por
tanto
e
e lin) II itc — 21 IILQ(M) = O Vq.
—*0
• Sin embargo, en este caso tamnbie-n se obtiene la convergencia uniforme pues u, y
e
u son soluciones (le (E’~) y (E’
9) respectival7)ente y por tanto it, E Vn L
00 (Al)
• y u E 1/ fl L00(Al), así usando que
fi L~(Ad) = hm II
e q~ IAlI~
e
e
e
e
e
e
e
e
e
qe
qe
qe
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ti
ti
se concluye que ti
e
lin) fi 14— it II¡AIM) = O Vp =2. e
‘-*0
Ahora sabemos que
211 —>u~ en L00(Al), e
e
u~ —* u
2 en L
00(Al), qe
u’3 213 en L00(Al).
qe
Para todo e < Co, qe
ti
u; es la única solución de (Ps) mayor que — 10 + o, qe
es la única solmición de (f~00) menor que — 10 — e
0. ti
qe
Luego para todo e- < C0, existe w, G Al abierto de Al, tal que
e
c [—10—Co , —10 + e0]. (11.4) qe
qe
Procedemos por reducción al absurdo. Supongamos que ti1 = 213, en- e
tonces C017)O u’3 —* 213 uniformemente y 21) > —10 + Co entonces existe t) tal ti
que VC < E), u-’3 > —10+ Cg, lo que contradice (11.4). Análogamente se demues- qe
ti
tra (lime u~ es <listil)ta (le 212.
Además 213 solucióm) de ([>9) atraviesa el nivel —10, pues (1>9) tiene exac-
qe
tamente dos soluciones que no atraviesan el nivel —10, y éstas son
21m y 212, lo
que in)plica que 21~ atraviesa el nivel —10. ti
qe
iii) Procedien~lo como en (i) se 17)mlestra que toda soluciól) de (1>~) con (2 > e
—m0B4-C es n)avor que es a ti
‘4,8~ —10. Así, (1>9) equivalente qe
—A,u +Bu + (7 = (¿S(x)M en Al, ti
qe
<
1tme tiene solución uníca. ti
ti
qe
.9
ti
e
qe
e
ti
qe
e
e
ti
ti
•7
e
e
e
e
e
e
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e
e
• 3.2 Sobre el diagrama de bifurcacióne
• En la sección anterior probamos que el número de soluciones del problema
estacionario de tipo Budyko dependía de los valores del parámetro positivo Q.e
e
(PQ) —á~u+Bu+C E QS(x)/3(u)enM.
e
Hemos obtenido intervalos de Q para los que el problema tiene una única
• solución y un rango de Q para el que el problema tiene al menos tres soluciones.
• Nuestro estudio en la presente seccion está dirigido a conocer la llamada rama
• principal (que parte del punto asociado a Q = 0) del diagrama de bifurcación
e
en función del parámetro Q.
• Nuestro objetivo es mostrar que de manera similar al modelo 0-dimen-
• sional y unidimensional, esta rama tiene forma de 5. Sin embargo, como el
resultado de multiplicidad de la sección anterior asegura la existencia de “ale
• menos” tres soluciones para un rango de Q pero no conocemos exactaniente
• el número de soluciones, el estudio del diagrama de bifurcación de (Pc) va
• dirigido a probar que la rama principal tiene “al menos” forma de .9, o bien
e que existen “al menos” dos puntos de retorno, pero también podrían existir
• cuatro, seis, ocho.., obteniendo en esos casos diagramas en forma tic doble 5’,
• triple.. ~ etc.
Para ello utilizaremos un Teorema de bifurcación debido a Rabinowitze
• [1971] en el que juega un papel fundamental la compacidad de cierto opera-
• dor. En el caso de /9 multívoco esta propiedad es de difícil comprobación.
• Salvaremos esta dificultad utilizando un argumento de aproximación <le /9 me-
• diante funciones ~, continuas. Estudiaremos en primer lugar el diagrama de
bifurcación para un grafo fl de la formae
e __________
e
e
0 1
¡ u
—IO—r -lo
e
Figura 12.
e
e
y para obtener finalmente el resultado deseado utilizando ciertas tecincas
topológícas que permitan pasar al límite.e
e
e
e
e
e
e
e
e
e
e
e
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e
e
En esta sección llamaremos E al conjunto de pares (Q, u) C x V. qí.ie
e
verifican la ecuación (PQ), es decir
e
E = {(Q,u) Q =0 y u es solución de (P~)}.
e
Nuestro objetivo es representar cualitativamente E en el espacio ffit x e
L~ (M). Utilizaremos el siguiente e
e
Teorema 11 (Rabinowitz /1971j pg.82) e
Sea E un espacio de Banach Si (Y 1!-? x E —* E es un operador compacto tal
que 0(0, u) 0, entonces
e
E = {(Q,w): 0(Q,w)=w}
e
e
posee dos componentes no acotadas (7+ y CV en ff?+ x E y ffC x E respecti- e
vamente y CM fl CV = {(0,0)}. e
e
Nuestro primer resultado es e
e
Teorema 12 Sea ~ como en la figura 19. Entonces E tiene una componente
conexa no acotada en forma de 5. ~
e
Demostración.
e
La demostración la dividiremos en tres etapas. En la primera veremos e
que es posible aplicar el Teorema 11 a nuestro problema y concluir que E
pus~e lina, componente conexa 1)0 acotada que contiene al punto (0, ~=). En la
segun da etapa se obtienen los diagramas de bifurcación para dos proi)ielflas 0- e
e
dimensionales (FQ) y (P~) estrechamente relacionados con (Pq). Finalmente, e
utilizando un principio de comparación para el operador A~, +B, se muestra e
que para ciertos rangos de Q la componente principal de E se encuentra entre e
los diagramas de bifurcación de (P¿) y (Pa).Se concluye después que la rama
principal <le E tiene forma <le 5.
e
Etapa 1. E posee una componente conexa no acotada que contiene al punto e
(0 ~jj) e
e
Para verificar las hipótesis del Teorema de Rabinowitz, consideramos la e
función trasladada de u, e
= •~ +~ e
E’ e
e
e
e
e
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que es solución de la ecuacmon
—A~v + Bu = QS(r)/3(m) (¡1.5)
donde ¡(a) = ~(a — ~). Llamaremos E a su diagrama de bifurcación. Veamos
que u vermfica las hipótesis del Teorema de Rabinowitz
i) Dado E = LtM) se define (Y: 1F?x E —~ E por
0(9, u) = (—Ap + B~1 (QS(x)/)(v)).
Como O es la composición de un operador continuo con un operador
compacto, (ver la demostración del Teorema 10, pg. 96 de esta memoria)
se concluye que 0 es compacto.
u) Si 9 = 0, el problema (11.5), es entonces
—á~v + Bu = O en M
que tiene como unica solución u 0. Por tanto 0(0, u) = 0.
Se concluye así, aplicando el Teorema de Rabinowitz que E posee dos compo-
nentes no acotadas ¿7+ y ¿7 en x L~(M) y ffh x L~(M) respectmvamente
tales que (7+ fl ¿7 = {(0, 0)}. Deshaciendo la traslación se tiene. que E posee
dos componentes no acotadas (7+ y CV en x L~(M) y IR— x L~(M) re4pec-
tivainente y (7+flCt = {(0, 4)1. En particular, nosotros estamos interesados
en la rama (7+ pues 9 es un parámetro que por su significado físico es ~iem—
~ positivo. Ademnás, desde el punto de vista matemático, si Q es negativo
el problemna es más sencillo pues se tiene unicidad (le solución a partir de la.
monotonía del operador —div(IVuI~2Vu) + Bu — QS(x)/9(u).
Etapa 2. Diagrama de bifurcación de los problemas cero-dimensionales (fl4)
y (Pa).
Sean % y S~ tales que O < ½< 8(x) < S~. Se consideran los problemas:
auxiliares
(FQ) Bu + (7 = QS~/9(u),
(Pa) Bu-fC = QSo/)(u).
Como ya. se mostró anteriormente, el número de soluciones de los anteriores
problemas depende del valor de 9. En cuanto a las soluciones de (Fi) en
función del valor de 9. se tiene que
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1) si O =9 < Qi := entonces (F¿) tiene solución única,
u) si 9 = 9~ entonces (P¿) tiene dos soluciones;
iii) si Q~ < 9 < Qa,, := —IoB—(B+C entonces (~1 ) tiene tres soluciones,Q
—IO.-i 40
A+Bi~
QSI ~{t)
e
e
QS1M — O
= B
9S~ m — C7
u2 =
—LO—e < u3 < —10;
iv) si 9 = 9:~,, entonces (P¿) tiene dos soluciones;
> —10
< —10—e
A+B ‘4
QSi ~tu)
~3
081 ~Oj)
—10--e -lO
B < —10—e;
A+Bt
- Lo
e
e
e
e
e
—l0—t -10
:1053.2 Sobre el diagrazna de bifurcacion.
y) si Q~ < 9 entonces (F’¿) tiene una única solución
Para el problema (P~) se obtiene análogamente que
i) sio=Q<92:= 10B+C entonces (p¿) tiene solucion uníca,
MS0
QSom —(7 < —‘o—e;8
Ii) si 9 = 92 entonces (P¿) tiene dos soluciones;
iii) si 92 < 9 < 9~ —IOB—cB+C entonces (P¿) tiene tres soluciones,so ni
QS0M — (7
u1— 8
9S’om — (7
8
>—10
< —1O—t
—10—e < u3 < —10;
iv) si 9 = Q~,, entonces (Pa) tiene dos soluciones;
y) si 9~ < 9 entonces (P¿) tiene una única solución:
QS0M — O
>—1O.
B
Observación. La condición M > ~ asegura que
ni
—108 + C7 —108 + C7 —108 + (70<
MS1 MS0 mS1
—108 + (7
y si e se elige suficientemente pequeno
—108 — cB + (7
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Capítulo 2. El problema estacionario.
—JOB + (7
m50 < “¿SO
Es decir, existe e0 tal que siO<e<eoy
— IOB+c
MS1
93”
93
— 1OB-~B+C
mS,
— IOB+C
—1OB-~- O
—1GB—cE-fC ______
si definimos
-1 OB + O9= — MS0
94,, — —IOB-4-§-tB
94 — -1O~+c
entonces
O < 9~ < 9~ < 9.3,, < 94,,,
y también
O < Qi < 92 < Qa < Q~.
Llamaremos E1 y E2 a
vamente.
-10+
—lO—z
los diagramas de bifurcación de (P,h) y (P¿) respectí-
Figura 13. Hemos representado en un díagrama cartesiano la dependencia ~Ie
las soluciones de (FQ} y (P¿) con respecto al parámetro Q. En el eje de abcisas
hemos situado Q y en el de ordenadas UQ. S1 y ~2 denotan los diagramas de.
bifurcación de dichos problemas cero—dimensionales.
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3.2 Sobre el diagramna de bifurcacion.
Etapa 3. Principio de comparación.
Si 9 < Q~, existe iI~ solución de (1$) tal que líQ < —10 — é. Por
tanto li~ es solución de
—A~u + Bu + C = 9S(x)m,
y además
QSom < —á~u + Bu + (7 = 9 81m.
Para un tal 9, sean u~ y i4, las soluciones constantes de
Bu+C = QSim en M
Bu + C = QSo?m¿ en
respectivamente. Es decir, (9, u~) y (9, u~) son puntos de los diagramas de
bifurcación E~ y E2, respectivamente, pues 9 < 9 ~.
Por el principio de comparación para el operador monótono —á,, + 8 se
tiene que, fijado 9 < 9a,~, como
—A~,u~ + Bu¿ =—A7,uq + Bu0¿ =
entonces
u¿ =?iq =ut.
-lo.-
—A~% + 8%,
Figura 14. El Principio de comparación para el operador ~div(IVulP
2Vu)+
Bu garantiza que en las regiones que aparecen sombreadas en la figura existen
dos subconjuntos de E situados entre E
1 y E2.
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e
e
mt
Por tanto, la componente de E que empieza en (O, ~1) permanece entre E1 y
E2 hasta llegar a ~ donde ésta es la única solución de (1>9) menor
que —10— <para 9 = 9~.
e
Análogamente se prueba que la componente de E que une (Qn u92) con e(~,~) permanece entre E1 y E2.
e
Etapa final.
e
Como se probó en la etapa 1, E posee necesariamente una componente e
conexa no acotada que contiene al punto (0,4). Además (1>9) tiene solucion S
uníca 51 9 < Q~ (Teorema 10) por tanto exkjtirá una (única) componente e
e
conexa 01 de E que comienza en (0, 4) y que por la etapa 3 llega basta
(Qs, u9>) entre E1 y E2.
Por otro lado, fijado 9 la solución u9 es acotada, y si 9 > 9~ el problema
e(Pc) tiene solución única, por tanto la única rama no acotada que posee E ha e
de contener a la curva (2 que parte de (9=,~q2) con u92 > —10 y tiende a e
(~, ~) cuando 9 —* ~. Así, por la unicidad de solución de (1>9) para valores
suficientemente pequeflos y suficientemente grandes de 9 resulta que (~> y C72
epertenecen a la misma componente conexa. Finalmente, como 9:í < 9=,se e
tiene que dicha componente ha de tener al menos dos puntos de retorno (forma e
de 5), y en todo caso un numero par de ellos, obteniendo así el resultado e
buscado, e
u e
e
Teorema 13 Sea /9 el grafo maximal monótono de tipo Heaviside dado por
e
> —10 e{ [m,M]
/9(s) = = —10 ee
e
entonces E tiene una componente conexa no acotada en forma deS. e
e
e
Antes <le (lar la demostración necesitamos algunos resultados previos. Se
define en primer lugar el concepto (le limite inferior y superior de una familia
de conjuntos (7,, pertenecientes a un espacio métrico X
e
Hin mf C7,, = {p E X si (I(p) es un entorno de p en X entonces
e
Bng 61V: (I(p) fl C7~ ~ ~ Vn> nol
e
e
e
e
e
e
e
e
e
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e
e
- hm sup (7,, = {p E X si U(p) es un entorno de p en X entonces
• U(p) fl (7,, ~ para infinitos t4.
e
• Necesitaremos el siguiente
e
• Lema 11 (W7¿yburn, 1955,)
• Sea {C7~} una sucesión de conjuntos conexos en un espacio métrico X Sí
e
• i) li7fl mf (7,, # O, y
e
• u) U~I, , es precompacto,
e
• entonce.s ¿mm sup (7,, es no vacío, precompacto, cerrado y conexo.
e
• Demostración del Teorema 13
e
• El Teorema 10 muestra que si O < 9 < AOB+C = Q~ entonces ([>9)
MS,
• tiene solución única y además dicha solución es menor que —10. Por tanto en
• el intervalo [O, 1~+C) el diagrama de bifurcación de (Pq) viene dado ~or la
solución del problema
e
—=.~u+ Bu + (7 = 9S(x)m en M. (11.6)
e
Análogamente , si Q~ = —íon+C < 9 el diagrama de bifurcación (le ([>9) estáe “‘So
determinado por la solución de
e
• —á~u + Bu + (7 = QS(x)M en M. (11.7)
e Veamos que los puntos (Qí,~Q~) y (Q4,uq4) pertenecen a la misma rama.
Partiendo del hecho de que el resultado es cierto para funciones /9 Ii1>—e
schizianas (Teorema 12) se considera una familia de funciones continuas 4/~~,>,
• como la de la Figura 12, que se aproximan a. /9 cnantlo 7? —* ~. Llamemos 8,,
• a la componente conexa de E,, que empieza en (O, ~ ) y es no acotada.
• Probaremos que el límite superior de la familia de ramas 5,, es un con—
e junto conexo y cerrado de soluciones del problema ([>9). Para ello bastará
• comprobar las hipótesis del Lema 11. El primer obstáculo que encontramos es
• que los conjuntos 9,, no son acotados y por tanto su unmon no es preco1m)a(~ta.;
• de ahí que consideremos unos nuevos conjuntos C7,- c 8,, acotados. Dado] > 0.
definimos C7~ como la componente Conexa. (le..>S~,~ n (~0. -¡3 x Lflt2)) que contiene
e
• a(0<~).
e
e
e
e
e
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e
e
Etapa 1. e
e
Veamos en primer lugar que fijado j, la sucesión (7~ verifica las hipótesis (le! ó
Lema 11. Por su definición, C7,~ es un conjunto conexo Vn E JAT. Además e
e
(i) hm mf C7¿ # O. En efecto, (0,4) E C7,.~ para todo u E ¡Y, por tanto, e
todo entorno U de (0,4) en X = ([0,j] x L~(Q)) verifica que
e
Vn E ¡Y
e
y asi
(O, ~~Ñ)E hm mf (7%
8
e
(u) U~
1(7~ es precompacto. Como X es completo, bastará demostrar que e
V{9i,ui}ieiv G U,~1C1
e
e
existe una subsucesión {(Q’k,~’k)} convergente en X.
Para ello, observamos que, como 9¡ E [O,]], existe 9 E [0,]] y una e
e
subsucesión de {Q¡} que denotaremos también por {Q¡} tal que 9¿ —* 9. e
Para encontrar una subsucesión asociada {Ulk } convergente, se considera e
u¡ solución del problema e
e
—A,,u,+ Bu, = 9S(x)/9,(u,) — (7 en M. e
e
Tomando u¡ como función test en su formulación débil, se obtiene la e
est ní ación
¡S7u,[~dA 1
2lQ~d4 < (JflSIKM + C7YIMI (11.8)
JM + JM 2’’ 28
por tanto uj es una sucesion acotada en y. Por la inclusión compacta de
V en L~(M) si p > 2, existe u E L~(M) y una subsucesión (le {u¡} tal
que 711k- ~ u en t~(M). Si p = 2 se tiene que existe {u¡k} subsucesion
tal que
711k —> u en L~(M) Vq e
y por la propiedad
= ~ (11.9)jM¡~
se concluye la convergencia en L¶M) y por tanto U~
1(74 es precum-
pacto.
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Verificadas las hipótesis del lema, se concluye que
0’ ~— hm sup C7,j
es un conjunto no vacío, conexo y compacto (por ser X un espacio completo).
Etapa 2. (73 está contenido en E.
• Veamos que dado 9 E [91,941 cada punto (9, u) de (fi es tal que u es soljición
del problema (F>9) (recuérdese que esto ya se tiene si 9 E (O, 9>] u [9~,-4~)).
e
Sea (9, u) E (.75 = lim,,.~ sup(7% es decir, existe una subsucesión de (9,,, u~) E
• C7$~ talque (9”k, u,,) ~ (9, u) en IR x L~(M) con
~áplínk + Buflk = QflkS(x)/9flk(uflk) — (7 en ¡vi.
I)e la estimación (11.8) y las incluciones compactas V c L~(M) y V c LY(M)
para p = 2 y p > 2 respectivamente, así como la propiedad (11.9), se deduce
la existencia de u E L~(A4) y de tina subsucesión que seguiremos llaitando
(Q”k, uflL.) tal que
(QUL., u,u.) ~ (9, u) en IR x
que por la unicidad de límite es u = u. Teniendo en cuenta que /9 es un grafo
maximal monótono tenemo~ que
z E /9(u) en L2(M)-débil.
Utilizando el Lema 10 se tiene que
VUflÑ. 1 Vu~~ I~uI~27u en L~(M) —débil,
concluyendo así, que u es, (le hecho, solución del problema ([>9). Por tanto
(Q,u) E E y (7’ E E.
Etapa final.
Sabemos que para todo n y j naturales
C7,1 ri ({J} x L~(M))
~ así B-{(j, u,,)}flEr tal que U, u,,) E (7~ y, en consecuencia.
—A~u,, + Bu,, = jS(x)/9,,(u~) — (7.
e
e
e
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e
e
e
Por la compacidad del operador (A~ + Bfl’ entonces existe una subsucesión e
e
u,,k —* u in L”’(M).
e
Entonces (j, u) 6 (73, por tanto
e
C7’fl({j}xL~”(M)) # 0.
e
Considerando j suficientemente grande (.1 > 94, se tiene que (7> esta
contenida en E y une los puntos (0,4) y (fu5). Además como para] > 9~,
u5 está unívocamente determinada como la única solución de
e
—á~,u + Bu = jSQr)/9(u) — (7, e
e
para valores de 9 mayores Éiue j sabemos que ésta rama del diagrama coincide e
con la del problema (11.7). Así, se ha obtenido una rama conexa no acotada
que comienza en (0,4). Repitiendo el argumento de la etapa final de la
demostración del Teorema 12 se obtiene el resultado buscado. e
u e
e
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• Apéndice A
e
• Aproximación Numérica.e
e
• El objetivo de este apéndice es mostrar algunos métodos que permitan
• aproximar las soluciones de modelos de balance de energía en Climatología. En
e la literatura sobre MBE se pueden encontrar algunos experimentos numéricos
• para el modelo unidimensional de Budyko (ver Mengel - Short 2 North [1988]y
• Lin — North [1990]), basados en el desarrollo de la solucion en serie dé Fourier
para el tiempo y en la base de los polinomios de Legendre para el espacio. El
objetivo de este apéndice es dar rigor al uso de este metodo para dicho modelo
• í.~robando su convergencia en un espacio funcional adecuado. Una aproxi-
• macion más general por elementos finitos fue el objeto del artículo Bermejo
• [1994].
e
• Estudiaremos la aproximación del modelo de evolucion unidimensional
• de tipo Budyko, tanto en el caso de difusión lineal como en el de difusión no
lineal, partiendo de la existencia de solución para el modelo continuo probadae
• en Xu[1991] y en Díaz [1993] respectivamente. La obtención <le este modelo fue
• descrita en el Capítulo 1, donde se supuso temperatura constante sobre cada
• paralelo, reduciendo así la variable espacial (seno de la latitud) a dimensión
uno. El dato inicial u0 lo stipondremos en el espacio V (descrito en el capittilo
e
• 1). lo que garantiza cierta Ñgularidad de la solucion correspondiente.
e
Comenzamos por introducir la aproxiníacíon U,,, (le Faedo — Calerkin
• para. este problema. y mostraren)os que converge a. una solución u. (lomo es
• lucí) sabido, este método transforma la ecuatión en derivada.s jiarciales en un
• sistema de ecuaciones diferenciales ordinarias.
e
• Finalmente mostraremos diversas experiencias nuinerícas realizadas para.
el modelo unidimensional de Budyko con difusión lineal.
e
e 113
e
e
e
e
e
e
e
e
114 Apéndice A. e
e
e
1 El modelo unidimensional. Método de Faedo e
— Galerkin. e
e
e
Se considera el problema (F’~) con p = 2, G(u) = Bu, f(t,x) = (7 y donde /9 e
es un grafo de tipo Heaviside e
ef u1 — (p(x)ux)r + Bu + (7 E QS(x)/9(u), (t, x) c (O, T) x ti, e
(1>~) u(O,x) = uo(x) x E Sil
= o (t,x) E (0,T) x OS?,Bu e
donde :r es el seno de la latitud y por tanto ti = (—1,1). Siendo p(x) = 1 — £2 e
e
con u0 E V. La solución de este problema pertenece al espacio de Banacb e
L
2(O, T; V) con
V = {v E L2(fl) : v~ E L~(t?)}
e
(véase Xii [19913,Díaz [1993]). Veamos cómo aproximaría. Construiremos
“soluciones aproximadas” pertenecientes a espacios de dimensión finita it, c
V generados por las autofunciones ir
1 del operador diferencial (p(X)ux». Es e
edecir, por la compacidad del operador inverso podemos suponer que e
e
• Vm = lun ,u,2, . . .w,Q espacio vectorial de dimensión m,
• u~1 E V es una autofunción de autovalor Aj, e
• Vm, ir>, . . .w,,, son linealmente independientes, e
• las combinaciones lineales de las funciones mg, ¿ E IV son densas en V.
e
e
Si p(x) = — es bien conocido (véase por ejemplo Legendre [1785], Simn>ons
[1993]) que las autofunciones del operador (le difusión son los polinomios de e
Legendre, definidos por
e
[‘0(x) = 1
Pí(x) = x
e
[‘dr) = 2 e
2 2
[‘dx) = 5 > _ 3 e2 2 e[‘o = 1 d” (x2 — 1)” e
2”i¿! <i:r’ e
e
e
e
e
a
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e
y los autovalores A,, = n(n + 1). Ademas
= 241 ~
e
lo que asegura que los polinomios de Legendre son ortogonales en L2(12) (esto
• se puede obtener directamente por ser el operador autoadjunto).
e
• Llamaremos “solución aproximada” del problema (P) a u,,, = um(i, 4
• dada por
un, =. Za~(flPiC) E Vm
1=0
donde a~ queda determinado por
e
• u,,,,, [4> + < (1 — x2)(u,~)~, (P~)~ > + < Bu,,., P~ > + < (7,14 > —
• tfm)} =<Q8(x)zm, [4> i
• ,~(O, x) =
para algún z,,, e L~’((O, T) x ti), z,,, E /9(um) cV(t, x) E (0, T) x ti y siendo
e nl
• uo,Áx) = 3ugP4x). Aquí el corchete <,> representa el producto escalar en
• 1=1e L2(Q)
• Sustituyendo u,,, por su expresion en la base de Vn,, se obtiene que
e
• 1 + ~-~j>a~ (t)-¡- i~Zi cv
1(t) — F1(nÁ,...an,) si i ~ O
• sta~(t)
• 2c4(t) + 2AoaoQ) + 2Bao(i) + (7 = Fo(ai, ...a,.)
• 1. cii(O) =
• con F,(a> , ...a»,) =< 98(x):,,,, [4>.
• Así, hemos obtenido un sistema de iñ + 1 ecuaciones diferenciales or—
• dinarias con ni + 1 incógnitas a¿~) y ni + 1 datos iniciales t4, i=O,..m. La
• existencia de solución para este sistema está garantizada mediante el sigi4iente
• resultado abstracto (véase, por ejemplo, Filippov [1988), pg. 77)
• Teorema 14 Si F(t, u) verífica que V(t, u) E (Y c IRN+I toma valores no
vaczos, acotados, cerrados, convexos y E es seto ícontmnua superiormente en
• (i, u) entonces para todo T > O existe u E C7([O, T)) solución del problema
e
• i>’(t) E F(t, u)
• u(O) = u0,
e
supuesto que (O, z’o) E 0. ~
e
e
e
e
e
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En el caso que nos ocupa es v(t) = (ao(i), ai(t), ..., am@)), yo = (u~, u¿, ...,
y O = [O,T] x IR”~”’. Se obtiene que u E W1’~(O,T).
Estimaciones a priori para el problema (P
111).
Si u,,, es solución de (JQ), verifica también que
< u,,~,,-v > + < P(x)(unt)x,Vx > + < Bu,»,>,> + < C7,v > =
= < QS(x)z,,,,-u > Vn E j/»,.
Recuérdese que z,,, E L~((O,T) x ti) y que z,,, E /9(u,,3.
Tomando, en particular, u = u,~ se obtiene, aplicando la desigualdad de Young,
qt.le
jp(x)I(u,,3xI~ + Bj u,»j2 =i+121”mh +
= ¡(95(x):,71 — (Z)u,,, <
¡ti¡(Q II ~ Hcx~ M + C7)22
Entonces,
(9 ISIIccM+C)j1t
4n1
e
~
ld[
2iÑ J u»~I2 + /rz ,o(x Vu,»)42 + (E — ~)f Ufl¡ 2
donde 1< es la constante positiva dada por A’ — Is~I(QIlsll~M+É) Así, si e < 28,2t
conclui inos que
y por tanto
+12 VM2 =2K
< 21<T+ II u,,jO) 1JL2(rfl
< 21<T-j- u
0 HL2(fl)
Ton>ando ahora y = uk ( : = (u,,,) ) se obtiene
p(x)(u,»)~(u~)~ + 8
= ¡ (9S(x)z,,, — C7)u,,.
Estimando el término
+ ~ 11L2(12)
e
e
e
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.12 íí:»V + JI
e
e
e
e
e
j(QScir)zm — C7)uk =(9 9 1K> Al + (
7)2K2¡
1. E) znodplo unidiznensional. Método de Faedo — Galerkin.
se llega a
¡ u,,j==It’.
(1— + ~i+J (p(x)~(u,»)r[2) + Bd2~i
Así,
(1 — ~ +
8
+ —jju,»2
<¡<TI- iii(uo)I 2 + 8
_ 2 L~(fl) ‘jilUoiiL2(n).
De este modo, hemos obtenido las estimaciones débiles
jLu,,~(T) ML2n
1 u,,, L2<O,T;L2UZ))
< C7
1,
< C7~,
de las que se deducen las siguientes convergencias
u,» u
bu
en
en L
2(O, 1’; L2(ti)).
Por la inclusión compacta V c L2(ti) y la propiedad de los grafos maximales
monótonos, aludida en la pg. 81 se tiene también que
71m —* u en ¿2(1?),
zm ‘ z en L2(ti).
Todo ello permite pasar al límite en la formulación debil del problema, obte—
ludí (¡O
TJ
2u.U+C)J0TJ1¿v=
= 01-r 12 9S(x)zv
Vn E It, y por densidad de 1/,,, en y se tiene la identidad para todo y ~
por lo que u es una. solución débil de (1”).
e
e
e
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o ndt ./rn p(x)u>rvx+Bj
u
e
e
e
e
e
e
118 Apéndice A. e
e
e
e
2 Aproximación del modelo unidimensional cuasi-
lineal: método de Faedo - Galerkin.
e
e
Veamos ahora que el método de ajroximación anterior también es válido
epara el modelo unidimensional con difusión no lineal (p> 2): e
e( u1 — (p(x)¡u~¡~2u~)~ + Bu + (7 6 QS(x)/9(u) en (O, T) x 12,(1— x~)~—~
1 =0, en (O, T) x 012,
u(0,x) = uo(x) en ti,
e
e
supuesto u0 E V. Siguiendo a Díaz [1993], es posible encontrar una solución
de este l)roblema en el espacio funcional L
2(O, T; y), donde e
e
V = {v E L2(ti) : i’~ E L~(ti)}.
e
e
El hecho de que el operador de difusión no sea lineal hace que la elección de e
las funciones (le base, {uh, í E I]~ verificando S
e
4
= A¿w¿,
e
no sea util para los cálculos (ahora se desconoce si generan un subconjunto 4
denso). Por ello, se considera otra familia distinta {uh : m E 1 } C V tal
que para todo in, . . .uh» son linealmen te independientes y las combi naciones
e
lineales de las funciones w~ son densas en V. Llamaremos \/,,, = [ini...u¾~j e
espacío vectorial de dimensión m. En particular, podríamos seguir tomando e
los polinomios de Legendrecomo funciones de base.
e
Llamaremos “solución aproximada” de (/‘) a unafunción de la forma u,,, (t , u:) = 4
z:~0 ai(t)u¿(x) verificando el “problema aproximado” 4
e
e
Hallar u,,, E 14,, tal que e
< 74,, z~ > + < p(x)¡(u~)~¡P=(u~)~,(u:5)~ > + < Bu,,,. ir¡ > + e
(1>) + < C7, ir5 > = < 95(x):,,,, u’s > j = O...n¿, e
e
u,,,(O) = u07,, = >7 u~w¡ e
tz~0
e
para algun Sm E L~((O. T) x U), m E /9(u,,,) eV(t, x) E (O, T) x ~, ee
e
e
e
ee
e
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e
e
e
• o equivalentemente,
e
Hallar (ao(t)...cv,,~(i)) tal que
• a[~(t)+ < p(x)¡ ~%a1(i)(w1)~I~—2(2% a1(t)(w1)~) . (ini» > +Bas&)+
• +<C7,w5>=<9S(z)z,,1,u’5> . j=O...m
•
e
para algún Z,» E L~((O, T) x ti), z,» E /3(u,,~) cV~, x) E (0, T) x ti,
• donde <,> denota el producto escalar en L
2(ti). Aplicando el Teorema 14 se
e
obtiene existencia de al menos una solución de (Ft,) en 1/,», pues si definimos
• F~, ao(i), a> (i), ..., a4i)) como
e
• {h : It
5 E — < p(x)¡ E~1~ a1(t)(u~1)~IP2(Z~10 cv1Y)(u;¿)~), (w5)~ > +
• < 9S(x)z,,,,w5 > —Ba5(t)— .c C7,wj > j = O...m}
e
• podemos expresar (P,,~) como
e
• (ao(O),cvi(O),...,a~4O)) = (cvg, a¿, ...,cQ)E F”4-’.
• Finalmente, como F es semicontinuo superiormente y toma valores no vacíos,
• convexos y acotados (por ser /9 un grafo maximal monótono acotado) se con-
• cluye la existencia de ~ E W>’~(0, T), O =J ~m.
e
• Estimaciones a priori.
e
• Procediendo como en el problema anterior, es decir, multiplicando la ecuación
por u,,, y u’ .se obtienen las estimaciones:
7»
• ¡j U,,~ II L2 (~2) < C7~
e
• ¡U,» L2 (O,T;L2(&2)) = <‘2,
• (u,,, )~ II L~(S2) =(7~,
e
• jjZ,,,IjLOO((oT)xfZ) = <74,
e
lo que permite afirmar que existe una subsucesión (que aún denotamos por
• -{u,,
1}) de {u,,1} tal que
e
• u,,}t) —.~ u(i) en
u,» —‘ u’ en L
2(O.T;L2(12)),
• L(u,,3,j~2(u,,j~ Y en L2(O, T; t~(ti)).
e
e
e
e
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Por la inclusión compacta V G L2(ti), existe una subsucesión que seguiremos
llamando {um} que converge fuertemente en L2(Q). Por la propiedad aludida
de los grafos maximales monótonos se tiene además
E /9(u) en L2((O, T), L2(ti)).
Finalmente, Y = u~[~2u~ aplicando un argumento de tipo Minty como en el
Con toda esta información podemos pasar al límite en la formulación débil (le
(1%») obteniendose que
pTp
1~
u?~ +
[1
p(x)ju~jP2u~n~ + 8
= fJQ()
(Tf un+C7jjn=
Vn E V,».
lema 11.1.
Por densidad se obtiene que u es una solución débil de (1’).
u
3 Aproximación del modelo unidimensional semi-
lineal: método de Fourier - Galerkin.
Se considera el problema (1») con p = 2. En el método anterior ex—
presabamos u como una serie de la forma
oc>
u(x, 1) = >7 a
1(t)P~(x) (A.l)
izO
donde fl era el i-ésimo polinomio de Legendre y a; e L2(O, T). Ahora bien. esposible desarrollar las funciones adi) en su serie de Fourier
oc
adt) = >7(a;s
5=0
cos2fljt + b;
5sen2Hji).
Lo que conduce a una solución (le la fornía
03 (XJ
u(.r,i) = >7 >7(a1>cos2flji + b;5sen2fljt)P4x).
:0 g=O
(A. 2)
(A.3)
Denotaremos por Vjj al espacio funcional generado por las funciones P;(x)cos2flhl
y P;(x)sen2fljt para O =i < 1.0 < 1 < J que dotado con la norma II ¡1v es un
e
e
e
e
e
e
u
e
e
e
e
e
e
e
e
e
e
e
e
e
*
*
u
e
e
e
e
e
e
e
e
e
e
e
espacío de Banach (le dimensión (1 + 1 )(2.] + 1).
e
e
e
e
e
e
• Método de Fourier — Galerkin. 121
e
e
Ahora llamamos solución aproximada de (P*) a una función de la forma
• ‘3
• uu(x,t) = >3>7(a12cos2Hjt + b¿jsen2Hjt)P1(x), (A.4)
• .=0 j=0
e y por tanto sus coeficientes a~ y b15 se obtienen al resolver el que llamaremos
“problema aproximado”
• { Hallar u¡j E Vr~ tal que
— ((1 — x2)ui.j1h + Bu¡j + (7 E QS(x)/9(u)e
• uu(O,x) =uo¡(x)
e
• que en su formulación débil se enuncia como
• /
• J Hallar u~ E V~ tal que Bz~ E Loc((O, T) x U), zu E /9%.¡) verificando
• (Pu) ff ft i4jv + fJ t(1 — x2)(uíj)1n~ +fI A-1 Bu¡jn + (7n =
• 1 fJ £ Q8(x)zun Vn E V13
• Esta formulación es equivalente a considerar solamente y = Pg(x)cos2fljt y
• y = Pg(x)cos2llji con i = O, ..I y j = O, .1. Sustituyendo en la formulación
• débil las expresiones
e
e 13
• - uu(x, t) = >3 >7(a,3cos’211ji + b15sen2Hjt)P1(x),
1=0 .~O
• 13
• u¡j~(x,t) = >7>7(—2flja11sen2Hjt + 2Hjb1gcos2Hjt)[%(x),
.=O 5=0
• y utilizando la ortogonalidad de las funciones n consideradas, así como el berbo
• de que fl es la jésima autofunción del operador diferencial —((1 — x2)u~)~, sú..
• obtiene el siguiente sistema algebraico de (1 + l)(2J + 1) ecuaciones
e
• f (A~ + B)a
10 = < 98(x)z¡j + (7, Pí(x)
• ~ 2Hjb15 + (A1 + B)a15 =< QS(lr)zu + (7, flcos2Hjt > J # O
• ¡
— 2Hja15 + (A1 + B)b& =< 9S(x)zu + (7, F’¿sen2fljt > J # O,
e
para algún z~ E Loc((O, T) x ífl, z¡3 E I3(uu) y donde <,> es el producto es-
calar usual en L
2(O, T; L2(ti)). A la vista de este sistema, es claro q oc. conocido
• el término de la derecha es trivial el cálculo de los coeficientes a~
5 y b15, sin cm—
• bargo es el grafo /9 (que no podemos linealizar) el que complica su resolución.
J>rocederemos como en la demostración del Teorema de existencia. del CajÁtijlo
e 1. La idea es construir un grafo £ que permita expresar el sistema como un
e
e
e
e
e
e
e
e
e
u
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e
e
e
problema de punto fijo (u E 1(u)) y comprobar que £ verifica las hipótesis
del Teorema 6para asegurar que £ tiene un punto fijo. Para ello se define en
primer lugar el conjunto 1< como la bola cerrada (le IR(¡+>)(=J+>)centrada en el e
origen y de radio k (1< Bk(O)), que obviamente es un subconjunto convexo U
ey compacto de IR(¡+l)(=J+l) Se consideran las matrices e
A = (ag5)~~¡ y 8 = (b15)0<’<3 ee
que determinan una tercera matriz (7 = (A¡B) que pertenece al espacio ver-
tonal de matrices M(¡+l)x(
23+í) con coeficientes reales de dimensión (1 + 1) x
(2J + 1). Toda matriz (7 E M(í+í)x(=J+í)determina una función u13 E V,3 U
dada por
e
uíj(x, t) = >7 >7(a~cos2fljt + b1gsen2Hjt)Pg(x). (A.5)
1=0 5=0
Se define
E : M(í+>)x(=j+1) ~ e
(7 —+ {h E ~ : It1 E F,(uij)}, (A.6) e
e
donde lí¡3 es la función asociada a la matriz (7 según la fórmula A.5 y F, es e
el término de la derecha de la l-ésima ecuación. Para cada it E IR(í+í)<=J+l>
it = (h>,... 11(1+1 )(2J+ í>), el sistema e
e
(A0 + B)aoo = it1
(A> + B)aío = U
(P,~) e
e
e
—2flJa,j + (A, + 8»’., = li,3
t mu e solución única, píles la matriz asociada tiene determinante no nulo, lo e
que permite definir la aplicación solucion e
e
lot 1< —> M(¡+í)x(=J+í) U
/t -+(7 e
e
con (7 solución de (ñj. Finalmente, definimos £ por
1(z) = {h E ~ : It E .F(Io(z)(t))}. e
e
que para cada z E 1< verifica que 1(z) no vacío, convexo y cerrado (gracias a e
que /9 es un grafo de tipo 1-leaviside) y <pafí es secuencialmente cerrado> en U
e
‘Obsérvese que al verificar aquí la hipótesis del Teorema 6 no nos liemos referido a
topologías débiles, pues en este caso X = 1R(I+)(
2~~+>) el que como espacio norruado de. Ue
dimensión finita todas las topologías (provenientes (le una norma) son equivalentes.
e
e
e
e
e
• Método de Fourier — Galerkin.
e
• IR(¡+>)(=J+¶>~ IRU+l)(=J+l> Todo ello junto al hecho de que K es un subcon-
• junto convexo y compacto de ff?(¡+l)(=J+l)permite concluir la existencia de al
• menos un punto fijo de £ en K que es solución del sistema (Pu).
e I)ado que uj¡ E Vu es solución de (Po), se obtienen (como en las sec-
• clones anteriores) las estimaciones:
• ¡uu(T)11L2(n) = (71,
• l1711J1It2(0T;L2(s-fl) = 2~
• I¡ZJJILLOO((O,T)x9) = (74.
e
• Análogamente, se obtiene la convergencia en sentido débil de las subsucesiones,
e
(lije sigueremos denotando como la sucesión de la que proceden
—~ u en
e
• u7, —‘ u’ en L2(O, T; L2(ti)).
e
• Por la inclusion compacta V G L2(ti) y las propiedades de los grafos maximales
• monótonos, tenemos además
e
u,’j —* u en L2(ti),
e
• zjj —~ z en
e
• Finalmente, pasando al límite en la formulación débil (Pj.,), se concluye que u
• es solución (leí problema P~ y la. convergencia del método.
u
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
U
U
U
U
U
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U
4 Experiencias numéricas. U
U
e
Se considera e] problema (J’~) COn p 2 y el método de aproximación U
Ude Faedo — Calerkin descrito en la sección 1 con la base de los polinomios
de Legendre. En la simulación numérica hemos utilizado el método implícito
de Euler para la resolución del sistema de ecuaciones diferenciales ordinarias U
obtenido en dicha seccion. U
e
Este método numérico pone de manifiesto importantes propiedades cua- U
litativas que ya se detectaron anteriormente en la literatura sobre el modelo U
econtinuo. Nos referimos a
U
• sensibilidad de la solución a pequeñas variaciones del parámetro solar 9, U
U
• nultiplicidad de soluciones para datos iniciales degenerados, U
e
• influencia de la periodicidad de la función de insolación 5(1, x) sobre la
solución (modelos estacionales). U
U
Mostramos a continuación algunos ejemplos en los que se observan estos as-
j)eÚtoS. Los datos sobre parámetros utilizados en la simulación numérica han U
sido tomados de Mengel - Slíort - North [1988], ¡la - North [19903 y North
[1993): U
U
constante solar 9 = 340 U
enfriamiento (Bu + (7) 8 = 2 (7 = 190 e
insolación 8(x) = ~(5 — Sr2) U
insolación estacional 8(1, .x) = 1 + S
1xcos2Dt + (8=+ S22cos4Dt)P2(x), U
U
= —0.796, 82 = —0.477, S~ = 0.147 U
P=l)olinomi<) de Legendre de grado 2,
coalbedo 9( u) ao+a=P=(x) si ~.> —10 e
= ‘1. ?ftao+a2P.=(x)) si u <—10. U
= 0.69, ~ = —0.12 U
e
En esta seccion se ha considerado una partición en el intervalo de tiempo [O,T] U
de paso it para aplicar el método imílícito de Euler al sistema de ecuaciones U
Udiferenciales ordinarias (Jtj. Llamaremos problema discreto a U
2 »¿, (t)—o~,, _____1 21+1 + =i+ín¿g(t) + ~1a1g(i) = F¿.1(oj,5, ...am,) si i ~ O U
U) 2Aoao(1) + 2Bcxo,}(t) + (7 = F01(cví,51. ... am,j) U
a = >4 U
U
U
U
U
U
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<<>1> ~ú ( n ... <t,,,¡) = < 98(x) z,,~, [>j > Así se t íeííe que o~ ( t) = ~ó si
1<) =1 < h(¡ + 1) y la solución a1.woxi mad a viene dada por
7¡L
u,» = Ztúv’1e) E Vm.
1=0
Experiencia 1: Sensibilidad al parámetro 9.
En es te experi me¡íto se ha (70115 i dera<lo 1111 dato iii i cial simétrico u o de—
genciado u0 ( :c ) = —6(Ye ~ + 10 y’ se Li a <-al cid ado la solu ció ti al prol~lema <lis—
creto para 9 = Go = 340 (valor actual aproximado de esta constante, solar)
y pos teri o rmeíí te se ha considerado uí a peq í.u..íí a var í ación cíe 9, en conereto
9 = 9> = 0.99~>. En este caso se ha toniado 8(1, a) = 8(x)
Las figuras representan las curvas (le nivel <le la solución u(x, t) (isoter—
ínas) para dos valores distintos de 9. En el eje de abcisas se ha sitj ¡ado la
variable Csl)acial (seno de la latití íd) y en el de ordenadas la variable temíral
Figura A.1. Figura A.2.
En la figura A. 1 se ha tornado Q = Qo y en A.2 4) = O.9Qo.
La curva (le nivel u(z, t) = —10 representa la linea que separa los casqíxetes
polares (leí océano (frontera libre). Estas gráficas permiten distinguir en qí.íe
líígar del espacio se encuentran los casquetes en cada tiempo.
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
e
COÑTOUR 3300 .437000973 CONTOIR ~fl0M —437000374
126 A péiid¡ce.4 proxiniació,í Nuin crica.
U
U
mí las figil ras A.3 y A .4 í:íe.le ve rse. la evol ti cidi> <le la temperat u va en
mii Isinto eS¡)-<t<ial. cii este caso se.~ lía fijado 1: = 1, valor t1iie i-ejitestíita al í.><>Io
noite. IÁí.ííílién a(ííti se obseiva la vatiactoil de la teíííperat lía cuando 9 varia.
N ~CLE 03 .‘J 0L0
-4,
¡
0/
-,d-o5-es—>5 —!0 —65
Figura A.3
—be -00 .05 —40 05-80 -09 —
Figura A.4
Experiencia 2: Multiplicidad de soluciones para un dato inicial degenerado.
En las figuras A..5 y A.6 se han representado las isoterín as <le dos sol IlClOIlt9S
dist i mitas ¿leí problema discreto para un miSmo (lato inicial degenera lo. en este
caso se lía tomado uo( e) = — 10. Las soluciones representadas sol> la ínaxi mal
u~ y la minímal it, respectivamente, es decir, cualquier utra solución u lMt~~
este ciato inicial se encuentra entre ellas u __ u =tÉ. Aquí 8(r) =
que representa la media anual de S(t, a).
1
1
Figura A.5 Figura A-O
2
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Experiencia 3: Modelo estacional.
Se consi <.1 era una fi ¡u cioo de í nsol ación (lepen dic o te del ticni po. Sigu leudo
a NortE [199:3], hemos toma lo
S(x, t) = $t, a) = 1 + S,xcos2flt + (8=+ S=2cos4Ht)P2(x).
= —0.796, S~ = —0.477, ~ = 0.147
¼l)olinomio de Legendre de grado 2. -
En este caso, t = O se toma como el solsticio de invierno.
Las figuras representan isotermas de soluciones (lurante un año para <lis—
tintos datos iniciales. En concreto, se lían consu lerado
uo(x) = 25=+10
—135(x + ¾~— 10 si — 1 <
2
m
—10 6 3
360(x+~)
2—l0 si
uí(x)= 36O~+10 si
—lo 1i
—1:35(x—~)2—10 si 2<1:3—
Se observa la influencia de la periodicidad en t deS(x,
entre los hemisferios norte y sur para cada estacion.
cada figura describe la distribución de temperaturas en
la parte izquierda, en el hemisferio sur.
Figura A.7: uo.
2
e) así orno la relacion
La mitad derecha <le
el hemisferio norte y,
Figura A.8:u1.
Experiencias nuinericas.
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Experiencia 4. Sensibilidad del modelo estacional a pequeñas varzactones de
9.
Hemos tornado el <lato inicial uo(x) = —60=+ 10 y hemos variado 9. Se
observa que con una variacion de Go = 340 se obtiene distribuciones <le tern—
peratura qtic )roducen la desaparición de la masa de hielo en los polos.
Figura A.11: 4) = IllY8Qq
Incluimnos a continuación el programa EBM 1 D.
Figura A.iO: 4) = t.O79SQo
Figura A.12:Q = l.1598Qo
12M
COnTOUR FfiOhj -~0 ¶0>89?5 CoRTOUR ROO -50 ¶000955
Figura A.9: 4) =
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PROGRAN EBEIMiD
IMPLICIT REAL*4(A—H,O—Z)
C
C THIS PROGRAM COMPUTES TItE SOLUTION OF BIJLYKO’S ID EBM WITH DISCONTINUOUS
O COALBEDO AND LINEAR DIFF’USION. THE SOLAR INSOLATION 15 TIME tJEPENDENT.
C THE SPACIAL DEPENDENCE OF T IS REPRESENTED BY AN EXPANSON IN LEGENDRE
O POLYNOMIALS IN TItE INTERVAL E—1, 1), VItION IS DIVIDED INTO NP—l EQUALLY
O SPACED INTERVALS. ThE NUMBER OF LEGENDRE POLYNOMIALS 13 NL. TItE SYSTEH
O OF ODES 13 SOLVED BY EULER IMPLICIT. TItE COMPUTATIONAL PARAMETERS ARE:
O NP=NUMBER OF GRID—POINTS, TEIS MUST BE AN ODD NUMBER, NL=NIIMBER OF
O LEGENERE POLYNOMIALS IN TItE EXPANSION. NTS = NUMBER OF TIME STEPS,
O DTTIME STEP IN YEARS, DX = LENGTH OF INTERVALS, Eo,TJ INTEGRATION TIMEe
C INTERVAL. PHYSICAL PARAMETERS ARE: AO, A2, Sl, 32, S22, DO, Q, A, B, Ts.
e
O Ts A THRESHOLD TEMPERATURE.
O REAL ARRAYS: TEM(NP)=TEMPERATURE AT INSTANT tn, XP(NP) = GRID—POIÑTS,
e
O TO(NL) LEGENURE OOMPONENTS OF TEMPERATURE AT tn, TO1(NL) ANt TC2(NL)
O SANE AS TO BUT IN TItE MONOTONE ITERATION. W(NP)WDRKING ARRAY, GAM(NL) =
O LEGENDRE PROJECTION OF THE RHS OF EQUATION
PARAMETER (NP=SO1,NL=14,NTS=1000,NP2=NP,NT2=I+(NTS/10))
PARAMETER (T=l.O, DT=T/NTS, DX=2.0/(NP—l.0))
OOMMON/POLEG/PL(29)
OOMMON/PHYDAT/AO , A2 Si, 52 , 522 DO ,Q ,A,B TS
DIMENSION TEM(NP),XP(NP),W(NP)
DIMENSION XPG(NP2),TD2(NP2,NT2),TNP(NT2) -
DIMENSION TC(NL) ,TCl(NL) 9T02(NL) ,GAM(NL)
O
OPEN (8,FILE=’DAT>)
OPEN (6,FILE’graph’)
O
O ZERO ARRAYS
• O
- DO 5 11,NP
• TEM(I)=0.O
• w(I)=O.o
• 5
• O
• DO 10 11,NL
• TO(I)=O.0
• TO1(I)=0.O
• TC2(I)=0.O
• GAM(I)=0.0
• 10
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e
té
U
DO 12 I=1,NT2 e
DO 11 .1=1,NP2 U
TD2(J,I)=0.O U
11 CONTINUE e
TNP(I)=0.0 U
12 CONTINUE e
O té
té
O OOMPUTE GRID—POINTS
té
O
XP(1)=—1.O tée
DO 16 .J=1,NP—1
XP(J+1)=XP(J)+DX té
16 OONTINUE Id
té
O té
DO 18 i1,NP2
eI=3+(NP—1)/2 té
XPG(J)XP(I)
18 OONTINUE e
O té
O INPUT OOMMON PHYDAT U
O té
AO=0 .69 té
A2=—0. 12
e
S1=—0.796
S2—0 .477
té322=0. 147
e20=0 . 40
UQO= 340.
U
9*QO
téA=190. O
té
2=2 . O
téTS=—10.0
UO
téO INITIALIZE TEMPERATURE. TOP INflIOATES TItE OHOSEN INITIAL CONDITION. té
O SO IT 15 NOT NECESSARY TO CALL INIT IOPOR CONTROES THE GRAPE OF’ NORTHN té
O POLE TEMPERATURE. IOPGR=1 PLOTS NORTE POLE TEMPERATURE, ELSE PLOTS TEM e
O OVER TIff IJHOLE INTERVALO AT NT2
O U
IOP=1 té
IOPGR1
CALOL INIT(NP,NL,XP,TEM,TO,T01,IOP,DX)
O IF(IOP.EQ.1) GO 70 150
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KTIM=1
CALLO GRAP2D(NP ,NP2,NT2,TEM,TD2 .l<TIM>
GRAP1D(NP,N12,TEM,TNP.XTIM)
C
O COMPUTE SOLUTION AT INSTANTS tn
o
IT 1=0
DO 20 ITN1,NTS
IT1=IT1+1
O
O COMPUTE LEGENDRE COMPONENTS OF TEMPERATURE
O
TIM=ITM*DT
CALL RHS(NP,NL,XP,TC,T01,TC2,W,TEM,GAM
1 TIM,DX,DT,ITM)
o
O COMPUTE TEMPERATURE AT GRID—POINTS AT INSTANT ni
O
a
CALLO RK1P(NP,NL,XP,TEN,TO)
O STORE DArÁ FOR GRAPHIOS
O
IF(IT1.EQ.10) TEtEN
XTIM=KTIN+1
CALOL GRAP2D(NP,NP2 ,NT2,TEM,T02 ,XTIM)
CALL GRAPID(NP ,NT2 ,TEM,TNP,KTIM)
IT1=0
ELSE
IT1=IT1
ENE Ir
20
O
IJRITE(8,*) (XP(J),TEM(J), J1fiNP)
CALL GRAPH(NP,XP,TEM.TNP,NP2,NT2,TD2,IOPGR)
O
150 OONTINUE
STO!’
END
O
O
SUBROUTINE GAMV(NP,NL,XP,W,TEM,GAM,TIM,DX)
IMPLIOIT REAL*4(A-.H ,O—Z)
e
e
e
e
e
e
e
e
e
e
e
e
e
e
COMMON/PHYDAT/AO A2, Si, 52, S22 DO Q,A,B , TS
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té
té
OOMMOI4/POLOEG/PLO(29) té
DIMEI4SION XP(NP) ,GAM(NL) ,W(NP) ,TEM(NP>
U
O
O THIS SUBROUTINE EVALUATES BY SIMPSON’S RULE THE LEGENDRE PROJECTION OF
o QS(X,T)*COALBEDO. THE VALUES ARE STORTED 114 GAM(NL)
té
PARAHETER(PI=3. 1425927)
O té
O ZERO GAN té
O té
DO 5 I=1,NL té
GAM(I)=0.O
5 OONTINUE té
U
O
té
O
U
ARG12 . 0*PI*TIM té
ARG24 . 0*PI*TIM
U00S200S(ARG1)
00S4005(ARG2)
O
O COMPUTE QS(X,T)*(AO+A2.P2(X)) AT GRID—POINTS.
O té
DO 10 1=1,14!’ U
P3=0.S*(3.0*XP(I)*XP(I)—1 .0)
SXTI .O+SI*XP(I)*00S2+P3*(S2+S22*00S4> té
O SXT(5—3*x*x)/4 té
W<I)=Q*SXT*(AO+A2*P3) té
10 OONTINUE U
té
O TEST OF STEP TO OORREOT W
O U
DO 15 1=1,14!’
DIFT=TEM(I)—TS té
IF(DIFT.GT.O.O) TEtEN e
bJ(IWW(I) U
ELOSE té
W(I)=O.5*w(I)
ENE IP té
15 CONTINIJE e
O e
O U
O COMPUTE INTEGRÁIS 1(J) té
e té
té
té
té
té
té
<-5
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e
• O FIRST, COMPUTE FOR XP(1)
•
• PLO(1)1.0
• PL(2)XP(I)
• DO 20 Jn,NL
• PL(J+2W((2.0*J+1.O)*XP(I)*PL(J+i)—J*PL(J))/(J+1.0>
• 20 OONTINUE
• O
• DO 25 Kfl,NL
GAH(K)GAM(K)+(1.O/3.0)*DX*W(1)*PL(K)
• 25
e
DO 40 12,NP—1,2
e PL(IWI.0
e PL(2WXP(I>
e DC 30 J1,NL
030 PL(J-I.2)=U2.0*J+1.O)*XP(I)*PL(J+1>—J*PLO(J))/(J+1.0)
DO 35 K1,NL
GAM(IOOAM(K)+(4.0/3.O)*DX*W(I)*PLO(í<)
e 35 CONTINUE
040 OONTINUE
DO 43 13,NP—2,2
PL(1)1.Oe
PLO(2)XP(I)
DO 41 J-4fiNL
PL(J+2)((2.0*J+1.0>*XP(I)*PL(J+1>—J*PL(J))/(J+1.O)
e 41 OONTTNUE
O
e
DO 42 Kn,NL
GAM(KWGAM(K)+(2.O/3.O)*DX*W(I)*PLO(K)
e 42 OONTIIflJE
43
e O
O COMPUTE FOR XP(NP)
e O -
e PL(lkl.0
PL(2 )=XP (NP)
DO 45 J~1,NLO
PLO(J+2W((2.O*i41.O)*XP(NP)*PL(J4-1)—J*PLO(J) >1(1.1.0)
e 45 CONTINIIE
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té
té
O té
DO SO K=l,NLO té
GAH(K)=GAM(K)+(1.0/3.0)*DX*W(NP)*PL(K) té
50 OONTINUE té
o té
RETURN té
ENE té
O té
RHS (NP , NL , XP , TO TOI, T02 ,W , TEM , GAN
1 TIM,DX,DT,ITM)
e
IMPLICIT REAL*4(A—H, O-Z) té
OOMMON/PHYDAT/AO,A2,Sl ,52,S22,D0,Q,A,BfiTS té
OOMMON/POLEG/PL(29) té
DIMENSION XP(NP) ,TO(NLO) ,TO1(NL) fiTO2(NL) ,W(NP). té
1 TEM(NP),GAN(NL) té
O e
O EVALUATE TItE RHS OF ODE SYSTEM
O té
PÁRAMETER(EPS=O .00000001 ,NITlOO) té
o té
o MONOTONE ITERATION
O
- DC 100 IT=1,NIT
OALOL GAMV(NP,NL,XP,W,TEM,GAM.TIM,DX)
O
O SWITOH TOl TO T02
té
O
DO 5 J=l,NL té
T02(J)=TO1(J) U
té
5 OONTINUE
ee té
O FIND THE ABSOLUTE MÁXIMUM OF Tel
té
O
téDMAXOABS(TCl(1))
DO 10 J=2,NLO
IF(ABS(TC1(J)).GE.DMAXO) TItEN
DMAXO=ABS(TC1(J))
ELSE
té
DMAXO=DMAXO
té
ENE IF
té
10 CONTINUS e
e té
té
té
té
e
té
a
we
e
e
e
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e
e
IF(DMAXO .EQ. 0.0) TItEN
PRINT*, ‘DMAXOO’
PRINT*,
PAUSE -
ELSE
OONTINUE
ENEIF
OOMPUTE NEW
e O
DO 50 31,NLO
e B3(J—1.0)*J*DO+B
03=0 . 5* (2 . 0*3—1. 0>
e OJ1=OJ*INT(1/J)
e DTB1.0+DT*BJee TC1(JW(TC(J)/DTB)+(DT/DTB)*(CJ*GAM(J».2.O*CJ1*A)
SO OONTINIJEe
DNAXABS(TC1(1)—TC2<1))
DO 55 .32,NLO
DIF=ABS(TC1(J)—T02(J))
IF(DMAX.GE.DIF) TItEN
DMAl=DMAX
ELSE
- DMAXDIF
ENflIF
SS OONTINUE
O
IFUDMAX/DMAXO).LOE.EPS) GO TO 110
CALOL RK1P(NPfiNL,XP,TEM,7C1)
100 OONTINIJE
e O
110 OONTINUE
e
O DO T01T0
• O
• DO 115 I=1,NL
e TC(I)=TO1(I)
• 115
• O
•
• ENE
•
• SUBROUTINE RK1P(NP,NLfiXP,RE,RKC)
e
e
e
e
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té
IMPLOICIT REALO*4(A—H, O—Z)
OOMMON/POLEG/PLO(29)
PIMENSION XP(NP) ,RK(NP) ,RKC(NLO)
O
O COMPUTE RE AT XP FROM REO té
U
POSO 11,NP té
RK(I)=0.O té
PLO(1)=1.O té
FLO(2)=XP(I)
téDO 20 .I=1,NLO rs
PL(i+2)=(<2.0*3+1 .0)*XP(I)*PL(J+1)—J*l’LOCifl/(J+1.O)
U
20 CONTINUE
té
O
e
DO 25 31,NLO
RK(I)=RK(I)+RKC(J)*PLO(J> té
e
25 CONTINIJE
SO CONTINUE té
e
té
RETURN
e
ENE
té
O e
SUBROUTINE GRAP2D(NP,NP2,NT2,TEM,TD2,KTIM) té
IMPLOICIT REALO*4(A—H,O—Z)
PIMENSION TEI«NP) ,TP2tNP2fiT4T2)
O
téO STORE VALUES OF TEM EVERY 6 TIME STEPS POR POINTS OF TItE UPEER HALOF té
O INTERVALO E—i,iJ
O té
DO 10 31,NP2 té
1=3 té
TD2(J ,KTIM)=TEM(I)
10 CONTINUE
*
RETURN U
EN!) té
O té
SUBROUTINE GRAP1D(NP,NT2>TEM,TNP,KTIM) té
IMPLIOIT REALO*4(A—H,O—Z)
DIMENSION TEM<NP) ,TNP(NT2)
O
O STORE NORTE POLE TEMPERATURE AT EVERY 5 TIME STEPS
O
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e
TNP(KTIM)=TEM(NP)
e O
RETURN
e EN!)
e
SUBROUTINE OFUNO(NP,NL,FUNSXP,CF,DX>
REAL*4(A—H.O—Z)
COMMON/POLOEG/PL(-29)
DIMENSION FUN(NP>,XP(NP),CF(NLO)
e
O COMPUTE TItE LEGENDRE COMPONENTS OF A FUNCTION FUN IJITH VALUES AT
O NP GRID—POINTS.
e
e DO 5 J1,NL
e OF(J)0.0
e 5
O
e PL(1>1.O
e PL(2)flP(1)e DO 20 Jn,NL
PL<J+2)((2.0*J+1.0>.XP(1)*PLO(J+1)—J*PL(J))/(J+1.O)
20
e
e DO 26 l<1fiNL
e OF(K>=OP(l<)+(1.O/3.O)*DX*FUfl(1)*PL(K)
25 CONTINUE
e
DO 40 V~2,NP—1,2
PLO(1)=1.0
PL(2)=XP(I)
e DO 30 J~=1fiNLO
PL(J+2»=((2.O*J+1.O>*XP(I)*PL(J+1)—J*PL(J))/(3+1.O)
30 CONTINUE
e O
DO 35 K~1,NL
e CF(K)OF(K>+(4.0/3.0)*DX*FUN(I)*PLO(K)
3S OONTINIJE
40 CONTINUE
e O
e DO 43 13,NP—2,2
• PL(1W1.O
• PL(2)XP(I)
• DO 41 31,NL
e
té
U
U
e
té
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té
té
PL(J+2)~((2.0*J+1.0)*XP(I)*PL(J+1)—J*PLO(J))/(J+1 .0) té
41 OONTINUE O
O té
DO 42 K1,NLO té
CF(K>=OF(X)+(2.o/3.O)*nX*FUN(I)*PL(K) té
42 CONTINUE U
43 OONTINUE U
U
O té
C COMPUTE FOR XP(NP) U
rs
PL(1)=1.O té
PL(2WXP(NI’) té
DO 48 i=1,NL
PLO(J+2)=((2.0*J4-1 .0)*XP<NP)*PLO(J-s-1>—J.PLO(J))/(J+1.O) té
45 CONTINUE té
O
DO 80 K=1,NLO
OF(K)=CF(K)+(1 .0/3.0)*DX*FUN(NP)*PLO<K)
SO
O
DO SS K1,NLO U
OF(K)=O.S*(2.O*K—1 .O>*CF(K) té
SS CONTINUE
O U
RETURN U
ENE té
O U
O té
SUBROUTINE INIT<NP,NL,XP,TEM>TO,T01,IOP,DX)
IMPLOICIT REALO*4(A—H ,O—Z)
OOMMON/POLEG/PLO(29)
DIMENSION TEM(NP) ,XP(NP) ,TO(NL) ,TC1(NLO) U
O e
O INPUT INITIALO CONEITION ANt COMPUTE ITS LOEGENERE OOMPONENTS té
té
IP (10!’ .EQ. 1) GO TO 10 *
IP (lo!’ .EQ. 2) GO TO 25
IP (10!’ .EQ. 3) GO TO 45 té
*O
téO COMPUTE TItE FIRST OPTION rse
e
10 CONTINUE
té
rs
té
té
té
1’
e
e
e
e
e
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e
DO 20 1=1,14?
O TEM(I)—1O.O
TEM(I)=.-60.O*XP(I)*XP(I)+10.0
O WRITE(6,*) TEM(I)
20 OONTINUE
e O
e O
e
e COMPUTE SEOOND OPTIONe
Oe ee
26 OONTINUE
e
DO 40 1=1,14?
IF((—1.0 .LE. XP(I)) .AWi. (XP(ILLTÁ—2.O/3.O))) TItENe
TEM(1W15.0*XP(I)
ELSE IF(((—2.0/3.0) .LE. XP(I)) .ANE.
1 (XP(I) .LT. (—1.0/3.0))) TItEN
TEM(I)—10.O
ELOSE IF(((—1.O/3.O) LOE. XP(I)) .ANU.
1 (XP(I) .LT. 0.0>) TItEN
TEM(I)=6O.0*XP(I)+10.O
ELSE IF ((0.0 .LE. XP(I)) .AND.
1 (xP(I) .LT. (1.0/3.0))) TItEN
TEM(I)=—60.O*XP(I)+10.O
ELSE IF(U1.0/3.0) .LE. XP(I)) .ANfl.
• 1 (XP(I) .LT. (2.0/3.0))) THEN
TEM(IW-1O.0
ELOSE
TEM(I)=—15.0*XP(I)
ENEI?
• 40
• O
•
• O
• O COMPUTE TItIRIJ OPTION
• O
• 45
• DO 50 11,NP
• XP23=XP(I)+(2.0/3.0)
• XP13=XP(I)+(1.0/3.0)
• XM23=XP(I)—(2.0/3.0)
• XMI3XP(I)—(1.0/3.O)
• IF((—1.0 LOE. XP(I)) .AND. (xP(I).LT.(—2.0/3.O)))
e
e
e
e
e
e
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TEM(I)—136 . O*XP23*XP23—1O.0
IF(U-2.O/3.O) .LOE. XP(I>)
1 (XP(I) .LOT. (—1.0/3.0))> TItEN
TEM(I)—10.O
ELSE IF(((—1.O/3.O) .LE. XP(I)) .ANfl.
1 (xP(I) .LT. (—1.0/6.0))) TItEN
TEM(I )=360 . O*XP13*XP13—1O .0
SISE IF(((—1.O/6.O) .LOE. XP(I>) .ANE.
1 (XP(I) .LT. (1.0/6.0))) TItEN
TEM(I)=—360.O*XP(I)*XP(I)+1O.O
ELOSE IF(((1.0/6.O) .LE. XP(I)) API!).
1 (XP(I) .LT. (1.0/3.0))) TREN
TEM(I)360. 0*XM13*XM1S—1O. 0
ELSE IF(((í.o/3.o) LOE. XP(I)) .AND.
1 (XP(I) .LT. (2.0/3.0))) TItEN
TEM(I)—1O.0
ELOSE
TEM(I )—135 . 0*XM23*XM23—10 .0
ENE
50 OONTINUE
O
O COMPUTE LOEGENnRE COMPONENTS
O
100 CALLO OFUNC(NP,NL,TEM,XP,TC,DX)
O
O GENERATE TOl
O U
no iso 31,NLO
TC1(J)’~TC(J) rs
iBO CONTINUS té
O e
RETURN té
ENE rs
e
SUBROUTINE GRAPH(NP,XP,TEM,TNP,NP2,NT2,TD2,IOPGR) té
IMPLICIT REALO*4 (A—H,O-z) U
OHARACTER*80 FNAME • CDUM té
DIMENSION XP(NP) ,TEM(NP) ,TNP(NT2) ,TD2(NP2,NT2) té
O e
O OPEN GKS.
O té
OALL GOPKS (6fiIDUM)
O e
*
té
té
e
rs
e
e
e
e
e
e
e
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e
e
• C open GKS,open aid active a inetafile with the nane sgral.
•
• FNAME ‘sgral’
• CALOL GESC (—1391,I,FNAME,1,IDUM,CDUM)
• CALLO GOPWI< (1,2,1)
• CALL GAOWK (1)
• e
• O out put the TEM’s graphic using EZXY
•
CALLO GSOR (1,0,O.,0.,0.)
CALLO GSCR (1, 1,0. >1. , 1.)
CALLO OSOR (1,2,í.,1.,0.)
CALLO OSCIl? (O)
e
IF(IOPGR.EQ.1) TItEN
CALLO EZXY (XP,TNP,NT2,’TEMP OF N.POLOE’)
ELOSE
CALOL EZXY (XP,TEM,NP,’TEMPERTURE’)
ENDIF
e
O deactive and clase the sgral metafile.
e O
CALLO GDAWK (1)
CALOLO GOLO’V¡X (1)
e O
e
O open GXS,open aid active a inetatile with the name sgra2.
FNAME ‘sgra2’
CALOLO GESO (—139¡,1,FNAME,1,IDUM,ODUM)
CALOLO GOPWX <1,2,1)
CALLO GACWX Ci)
e O
O out put the TD2’s graphic using CPEZOT
CALLO CPEZCT (TD2,NP2,NT2)
e O
O deactive and clase tbe sgra2 metaf Ile.
CALLO GDAWK (1)
CALLO GOLWK (1)
CALLO GCLOKS
RETURN
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ApéndiceB
e
e
Multiplicidad de soluciones para
e
e
un problema unidimensional:Método de tiro.
e
e
• En este apéndice se estudia un problema estrechamente relacionado con
• los modelos de clima de esta memoria. Se utiliza un método (le tirq que
• permite mostrar que la ausencia del peso en el operador de difusión conduce
e a una cantidad numerable (le soluciones.
e
• Se considera el problema (le contorno autonomo
e
e
• ( —u” +Bu+(7 e 9/9(u) xC(0,l)
• (PA)j ~
e
e
• donde 9 es un parámetro positivo y /9 es una función de tipo Heaviside definida.
• por
( 5] U < —10
e
• /9(u) = [tu, M] si u = —10
• tAl siu>—10.
e
Nótese que no es exactamente el que si.zrge del modelo 1-dimensional debido a
• la ausencia de la función peso. Veamos que existe un rango de 9 para el que
• el problema posee infinitas soluciones. Esto contrasta. con los resultados de la.
• sección 4 del Capítulo II, así como el hecho de que haya sólo tres soluciones
e
constantes.
e
143
e
e
e
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té
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té
rs
Lema 12 Sea ~ < 9< IOB+C~ El problema de cóntorno (PA) tiene té
infinitas soluciones.
e
Demostración, té
Las hipótesis sobre 9 garantizan la existencia de exactamente tres soluciones té
o
constantes, pues la recta Bu + (7 y el grafo 9/9(u) intersectan en tres puntos,
e
rs
____________ U
té
o
______ u o
-lo ~
3 U
e
e
Figura Rl. Si ~ < 4) < ~ los grafos Bu A-O y Q¡?(u) tienen
tres puntos en comun.
e
Donde
u> — B
u2 = —10
u3 — (3M—O té
(.:onsiclereinos el sistema conservativo e
e
1 u’ y U~~~1n’: —9/9(u) + Bu +0
té
cuya función de potencial es É
té
V(u) = QMu—~~3-—Cu u>—I0(9>-ii (7)zí — fi~ — lOQ(M—ni) u< —10. té
o
Así, si u es solución de (8), se verifica la ecuación de conservacion de la energía
(u’)2
__ = E, VxEfft U
e
Dibujemos el espacío (le fases para este sistema conservativo. Para ello estu- té
diamos las propiedades (le la función V. U
té
y es continua pero no (7>~ rs
e
2. V tiene un mini mo en u
2. En efecto, aun que no es (71 en ningún entorno té
de 112. es fácil ver que 1/ decrece a la izqu.íierda. de u2 y crece a la. derecha. té
rs
e
té
U
e
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3. 1/ tiene des máximos en u1 y
V( ¡í:s) y V(u=)< V( ¡ti). En efecto.
VQu~) (Qn>- — (7)2 — IOQ(M — ni)
2B
V(u2) = .—10(9M — (7)— 5GB
V (u:3) (QM—(7)
2
28 O
entonces.
V(u
3) — V(u=) = (9M (¶)((9M — (7) + 10)
B
— (9¡W — (7)2 + lG(9M — (7) + 508
28
= ((3M —(75 2B)~ > 0.
(Qn>- — (7
)
= ((3m (O( 8 + 10)
— (9>-ii — (7)2 + l0(Qm—0)+ SOR
28
(3>-ii (
‘
= ( liÉ
8
(Qn>- — (7)~ —100) =
[)enotamospor
Q l —108 + (7M
9= = —108+0
ni
= 2(—IOB + (7
M+ní
obviamente Qi < 9a < 9=. Calculemos V(ua) —
Y(aa) — V(ui) =
((3M—O
((3M — (7)~ __ ((3m — (7)~
28 28 +
(9m—(7))((QM—(7)
+ 28
IOQ(M — tu) =
(Qn>- — (7) )+lOQ(M
— 9(M — ní)(9(M Sm) — 2(7
28
Por tanto
.4. 11(u2) <
B(QM_—
2 LP ~IOO) =
1/(ui) — V(u=)
+ 10).
—ni) =
sI (3 > (3.> se tiene que V(ug) — V(u>) > O
Apéndice B-
si 9 = se tiene tiiie 1~< u:s) — V(uí ) = O.
si 4) < Qj se tiene que V(u3) — l/(a1) < O.
Dibujemos el diagrama de fases en cada uno de estos casos.
y
u
o
—60 4.
o
u
4.
Figura B.3. 4) =
o
¡t
-6J-5. y
o
Figura B.4. 4) E (4)1, 4)3).
Figura B.2. 4) E (4)a, 4)2).
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e
• Cada trayectoria del diagrama de fases es solución de un problema de valor
e inicial
• . 1 —u”+Bu+C E 9/9(u) XE IR
• j uGro) =
• u’(xo) =
e
Nuestro objetivo es resolver el problema de contorno,
e
• f —u”+Bu + (7 E 9/9(u) x E (0,1)
• j u’(0)= 0= u’(l)
e
• para ello, utilizamos el método de tiro.
e
• Método de tiro. Se consideran los problemas de, valor inicial,
e
• —u”+ Bu+(7 E 90(u) x E IR
• (~4)< u’(0) =0
• tu(O) = ye
• Nuestro objetivo es determinar los valores de y para los que la solución de
e (IV, que llamaremos u4, verifica
e
• u/1) = 0.
e
• Las únicas soluciones que toman al menos dos veces el valor u’ = O sén las
• dadas por las trayectorias periódicas encerradas por la separatriz s1. La idea es
e
elegir entre las trayectorias periódicas aquellas que partiendo de (y, 0) lléguen
a. (A, 0) cuando haya transcurrido exactamente un tiempo :r = 1. Es decir.
•
• —(u’)2 + V(u) = E2e
u
• =1
• 2(E — V(u))
e
• Integrando a ambos lados de la última igualdad entre O y 1, obtenemos
u(i) ds 1
• ¡ 2(E — V(s)) = ¡da = 1,
• >40) ~
e
• donde 2(E — V(s)) tendrá el mismo signo que u’. Calculemos el periodo de
lina órbita periódica del plano de fases obtenido
e
e
e
e
e
e __ ____
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a -lO b
Figura B.5. Se ha dibujado una trayectoria periódica arbitraria.
r = 2f 2(E ds V(s)) +2/ ds
2(E — y(s))
Haciendo los cálculos se llega a la siguiente expresión para el periodo
-7- = ~ log (~-~L+ioV~-i- 2(E—v(.-1oD)(ÉtfIioV~+ =(E—v(—ioD
)
donde a y b pueden tomar diferentes valores según los casos:
u(1) = a,
u(1) =
i) u(O) = =
u) u(O) .= = a.
iii) u(O) = ji = b =
in) u(O) = ji = a = u(1).
Nos limitaremos al primer caso, los demás se estudian de manera análoga.
Sean
u(O) = y = b > —10
u(1) = a < —10,
(X)!O O Cl) el (libí.¡J o
u(l) u(O)
— lo
Figura B.6.
Enton ces,
d.s
2(E — V(s)) + §7 (1.52(E — V(.s))
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O bien,
(Q$L+lovE+yWVflo33)(c~nt.iovg+ =(E—V(—I0»
)
= g2N-4< (B.1)
donde E = VQ¿) = V(u(1)), puesto que u’(0) = O = u’(1). La ecuación de
conservación de la energía permite expresar u( 1) en función de y.
= V(u(1)) -
((3M — (7)jz — = (Qn>- — (7)u(l) — .~(u( 1 )V — 10(3(44 — ni),
~(u(1))~+ ((7 — Qm)uP) + ((3M — — fl
1p + IIJQ(M — ni) = O.
Así,
u(1) =
(Qn>- — (7) + 1(~ — (3m)2 — 28[(QM — (7)¡¿ — ~ + 109(M — nO
]
8 (B.2)
De las dos soluciones de la ecuacion de segundo grado nos interesa solamente
aquella que verifica u> < u(1), pues en otro caso u( 1) estaría fuera de la zona
que encierra la separatriz.
Sustituyendo (B.2) en (B.l) se tiene que
N(p)
DQu)
(B3)
donde
(9M — (7 + 1OB)((7 — Qn>- — 108
)
8 +
9(M-m
+ 2(E — V(—10)) + 2(E — V(—1O))
— (9M~(7~Bp) \/‘(C (3>-u
(3M-O
—2( 8 1 10Q(M — ní/1 — —y2 +
2 8
Se define
f(jt) = fQ,M,,~,O,FdIt)
NQí)
Para. ver cuántas soluciones tiene (RS), estudiamos la. gráfica de f(j¿).
.f(jí) tiene a lo sumo tres asíntotas verticales:
(3M-O
/1= 8
(3M — (7
11= 8
— (Qn?— 0)2
+ 20(3(51 — niE
— ((3m— (7)2
e
e
e
e
e
e
e
e
e
N(p)
[)(jí)
(3M — (78 +
1(QAI§ (7)2 + 209(M — ni
)
E
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u
U
U
e
o bien,
ji =
ji = u3 — .j(ua)=— (u> )2
ji = u3 + \/(113)= — (t¿~ )2
+ 20(u3 — u>)
+ 20(u3 — u>)
téSe observa que N(jí) > O,
liii) f([t) = +00
lun f(jí) = +00,
g—* gj~
li>I) fQÍ) =
+
Veamos que ~fes creciente en el intervalo (—10, ua).
- ¡Jo = N’D — NL>’
92
N’(ji)
Q(M — m)E’
28(E — V(—10)) +2E’
donde E’
Por otro lado,
= (QM—(7)—Bjí > OVp<u:>.
té
D(jí) > O
= ~8~(C8Q?n) 2
+
—2 ((3M8— (7,~
((3M — (7 — Bjíft~Q~=?+ ji)
1 109(51 — nON
-ji
2 + 1 +
2 8
< 0.
— 2 (~§<~j~ — ~ + >OQ(M—m)
)
Luego, f’(jí) > O. Veamos que
>13 — — u? + 20(ua — u>) > —10,
o
O bici?
1 q>.ie
713 + 10 = v’~4 —4 + 20(-u3 — u>).
Tenemnos dos numeros positivos a ambos lados <le la desigualdad,
(ua + 10)~ = u1~ —4 + 20(m¿s — u)
u.~ + 100 + 20u3 2 >4 + 20u3 — 20u>u3 —
100 > —(ul+2Oui)
o > —(u?+20u1+100)
o > —(uj + l0)~
= ji1
= /62.
e
e
U
U
té
U
.D’(jí)
*
té
e
u
e
U
e
té
té
té
U
e
e
e
e
C’
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lo cual es obvio. Finalmente, f(—]O) = 1. El estudio realizado permite
representar fQí).
Figura 8.7. Representación gráfica de f.
VN C LV c* > 1, y por tanto Bp E (—10, u3) tal que
f(y) = e3«T
Se concluye así, la prueba de la existencia de infinitas soluciones del problena
<nitónomo (PA) con 9 E (Q,Q=).
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