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a b s t r a c t
We study the statistical properties of hourly wind speed time series detected at four
weather stations in the state of Pernambuco, Brazil, in the period 2008–2009. We find that
the average and maximum hourly wind speeds deviate from a mutual linear relationship,
and that they may be well explained individually by a Weibull distribution, however, with
different shape parameter values. On the other hand, the long-term correlations of both of
these observables obey the same power-law behavior, with two distinct scaling regimes.
Our results agree with previous studies on wind speed series correlations in other regions
of the world, which is suggestive of universal behavior.
© 2011 Elsevier B.V.
1. Introduction
Long-term power-law correlations are characteristic of many phenomena including those in physiology [1,2],
climatology [3–16], finance [17–19], ecology [20], and geophysics [21,22]. Indeed, over the last decade there has been a
significant increase of the number of studies designed to analyze correlation properties of long series of observed and
simulated climatic data on the global scale (see, e.g., Refs. [6–10] and references therein).Most of these studies are concerned
with two principal aspects: (i) the universality of scaling exponents, and (ii) validation of existing global climate models.
Various results on the correlation properties of surface temperature anomaly data indicate the existence of spatial variability
of scaling exponents over land and ocean [6–8]; however, the geographic distribution of the correlation exponents and their
dependence on the distance from the equator, the distance from the ocean, or elevation, all still remain open questions [6].
In fact, Govindan et al. [11] showed that seven state of the art global climate models fail to reproduce empirically observed
scaling properties of long-term temperature records. To achieve better performance, diverse related phenomena, such as
greenhouse gas concentration and volcanic forcing, have been included in some of the models [8,12].
As opposed to temperature, river discharge, and precipitation, which have been extensively studied in this context, there
are only a few results on scaling properties of wind speed [3,13–16]. On the other hand, a better understanding of temporal
and spatial variability of wind speed and direction is fundamental for modeling of various wind-related phenomena,
including soil erosion [23], dune formation [24], air pollution [25], pollen and seed dispersal [26,27], evapotranspiration [28],
and energy generation [29]. In this paper, we analyze long-term correlations in hourlywind speed temporal series registered
in four sites in the state of Pernambuco, on the northeast of Brazil, using detrended fluctuation analysis (DFA) [30–34], which
was designed [30] to quantify correlations in non-stationary signals.
Inwhat follows,we first describe the data andpresent someexploratory statistical observations. Next,wepresent theDFA
methodology used for the long-term correlation analysis, then we present the results with the accompanying discussion,
and finally we draw the conclusions.
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Fig. 1. The average and the maximum hourly wind speed data for the Arcoverde station.
Fig. 2. The average versus maximum hourly wind speed data scatter plot for the Arcoverde station. The thick straight line represents a linear regression,
with R2 = 0.833.
Table 1
Latitude, longitude, and altitude of the selected meteorological stations.
Station Latitude (degrees South) Longitude (degrees West) Altitude (m)
Arcoverde 8.4333 37.0833 680.70
Cabrobó 8.5036 39.3144 342.00
Garanhuns 8.9069 36.4972 822.00
Petrolina 9.3833 40.8000 370.46
2. Wind speed data
The data used in this work are provided by the Brazilian National Institute of Meteorology (Instituto Nacional de
Meteorologia-INMET) [35]. We chose hourly wind speed time series detected by automatic meteorological stations in four
sites which span the state of Pernambuco, Brazil, geographically and have hourly data available for the same full two-year
period. Information on geographical location and altitude of these stations is given in Table 1. The observation period used
is from January 1, 2008 to January 1, 2010, giving a total of roughly 17,000 hourly observation data points per station.
The raw time series for the average and maximum hourly wind speed presented in Fig. 1 for the station Arcoverde
demonstrate a clear seasonal tendency, and the overall similarity between the two series is suggestive of a linear relationship
between these two observables. In fact, one may observe by inspection of Fig. 1 that the average velocity data multiplied by
a factor of two seem quite similar to themaximum velocity data, except for larger variance. Amore quantitative relationship
between the average velocity and themaximum velocity can be obtained by analyzing the cross-correlations between these
two series, for example by applying the detrended cross-correlations analysis (DCCA) proposed in Ref. [36]. However, the
scatter plot of these data presented in Fig. 2 reveals that the dispersion of the points around the regression line is asymmetric,
with high-speed wind bursts occurring even for rather low average speed hourly intervals.
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Fig. 3. The average and the maximum hourly wind speed histograms for the Arcoverde station. The continues lines represent regression to the Weibull
model obtained using the Levenberg–Marquardt algorithm, where c is the multiplicative normalization constant reflecting the fact that the histograms are
not normalized, k is the shape parameter, and λ is the scale parameter.
Table 2
Values of the shape parameter k and scale parameter λ of the Weibull distribution obtained through nonlinear regression of the wind speed histograms.
Station Average speed Maximum speed
k λ k λ
Arcoverde 2.55267 3.63002 3.28317 7.54532
Cabrobó 2.24127 4.24000 2.50354 8.00892
Garanhuns 2.49402 3.41403 3.54476 7.38669
Petrolina 2.89692 3.82864 3.40184 7.89079
Therefore, in Fig. 3, we present the corresponding histograms with fits to a Weibull distribution, where nonlinear
regression was implemented using the Levenberg–Marquardt algorithm. It is seen from Fig. 3 that both the average and
the maximumwind speed distributions are well explained by aWeibull distribution (which is indeed the most widely used
distribution for the description of wind speed data):
f (x) = k
λ
 x
λ
k−1
e−(x/λ)
k
, (1)
however, with different shape and scale parameter values k and λ. To verify whether the wind velocity maxima are better
explained using one of the extreme value distributions, we have also performed fits to Fréchet, Gumbel, and generalized
extreme value distributions, and in all three cases we have obtained poor fitting.
The full set of shape and scale parameters, for the average and themaximumwind speed distributions at all four stations,
is presented in Table 2, where it is seen that a similar conclusion holds for the Garanhuns and Petrolina stations, but in the
case of Cabrobó the average and maximum speed are described by practically the same shape parameter.
3. Long-term correlations
3.1. Detrended fluctuation analysis
To quantify correlations in wind speed time series, we use detrended fluctuation analysis (DFA), introduced by Peng
et al. [30]. This method is suitable for detecting long-term correlations in non-stationary signals [31,32], and it has been
successfully applied to physiological signals [37,38], weather data [39], and financial time series [40,41]. The DFA procedure
is described as follows. The original temporal series x(i), i = 1, . . . ,N is integrated to produce y(k) = ∑ki=1 [x(i)− x¯],
where x¯ = 1N
∑N
i=1 x(i) is the average and k is an integer between 1 and N . Next, the integrated series y(k) is divided
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into Nn non-overlapping segments of length n, and in each segment the linear (or higher-order polynomial) least-square
fit (representing the local trend) is estimated. The integrated series y(k) is then detrended by subtracting the local trend
yi(k) (ordinates of the straight line or higher-order polynomial segments) from the data in each segment, and the detrended
variance is calculated as
F 2n =
1
nNn
Nn−
i=1
i:n−
k=(i−1) n+1
[y(k)− yi(k)]2 . (2)
Repeating this calculation for all box sizes provides the relationship between the root-mean-square fluctuation Fn and box
size n, where typically Fn increases with n as a power law: Fn ∼ nα . The scaling exponent α is obtained as the slope of
the regression (least-squares line fitting) of log Fn versus log n. The value of α = 0.5 indicates the absence of correlation
(white noise), α > 0.5 indicates persistent long-term correlations, meaning that large (small) values are more likely to
be followed by large (small) values, and α < 0.5 indicates anti-persistent long-term correlations, meaning that large
values are more likely to be followed by small values, and vice versa. The values α = 1 and 1.5 correspond to 1/f noise
and Brownian noise (integration of white noise), respectively. Use of higher polynomial order for detrending the series is
sometimes necessary for capturing power-lawbehavior,where the choice of order 1, 2, 3, . . . is denoted [33,34] DFA1, DFA2,
DFA3, etc.
3.2. Multiple-range regression
Real-world data often display two or more ranges of power-law behavior, where corresponding intervals on the plot
log Fn versus log n can be described well by lines of different slopes. In order to extract the exponents of two segments, one
may assume the functional form
f (x) = (α1x+ β1) θ(x0 − x)+ (α2x+ β2) θ(x− x0), (3)
where
θ(x) =

0; x < 0
1; x ≥ 0 (4)
is the Heaviside theta function, {α1, β1} and {α2, β2} are the parameters of the two lines, respectively, and x0 represents the
crossover point where the lines intersect. In order to explain the rounding effect in the vicinity of the intersection, one may
further replace the Heaviside step function θ (x− x0) in (3) by its ‘‘smooth’’ equivalent 1/

1+ e−p(x−x0), with an additional
‘‘rounding’’ parameter p > 0. One may therefore adopt the following functional form:
f (x) = α1x+ β1
1+ ep(x−x0) +
α2x+ β2
1+ e−p(x−x0) , (5)
and then perform least-squares fitting of the data using the Levenberg–Marquardt algorithm. It is straightforward to extend
this procedure to situations with more than two segments.
3.3. Wind speed data power-law behavior
In order to make sure that daily periodicity does not affect the power-law behavior [32,33], in what follows we first
calculate the 24 hourly averages, and use the difference between the observed values and the corresponding averages in the
subsequent DFA. We further verify that there are no regions with high slope values which might stem from periodic effects,
as demonstrated in Ref. [32], andwe perform themodified DFA proposed in Ref. [33], where no localized peaks characteristic
of periodic signal were observed. Finally, in order to make sure that the observed crossover behavior is not affected by any
remnant periodicity of high frequency, we (a) shuffle the data on an hourly scale while keeping the daily data in the original
order, and (b) we shuffle the daily data, while keeping the hourly data in order for each individual day. The results of these
tests, displayed in Fig. 4, demonstrate that shuffling destroys correlations on the corresponding part of the scale in both
cases, while behavior on the complementary part of the scale is preserved.
To verify whether DFA1 already captures scaling of the series, or if use of higher-order polynomials is necessary, in Fig. 5
we display the results of the DFA1, DFA2, and DFA3 analyses for the Arcoverde station mean wind speed data, together with
the DFA1 analysis of the shuffled series. It is seen from Fig. 5 that DFA1 already captures well the behavior of the series, as
the higher-order curves display identical behavior with two distinct linear regions, which is rather different from that of the
shuffled data with a single slope of 0.5. Consequently, only DFA1 is used for data analysis in the rest of this paper.
Ourmain results are displayed in Fig. 6,where theDFA1 analysis results are shown for all four stations, for the average and
the maximum hourly wind speed data, together with nonlinear regression to the five-parameter model given by (5), where
the ‘‘rounding’’ parameter was set to p = 10, rather then being treated as an adjustable parameter. We have opted for fixing
p because the two regions described by different scaling exponents contain different numbers of points, and treating p as a
variable parameter produces an undesired effect of over-fitting with respect to the longer regime. It is seen from Fig. 6 that
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Fig. 4. The DFA1 analysis of the average wind speed data for the Arcoverde station, after (a) shuffling the data within each day, and (b) shuffling the days
while preserving the hourly data order. The full lines represent regression to bilinear model (5). See Fig. 6 and Table 3 for comparison.
Fig. 5. Scaling behavior of the average hourly wind speed series for the Arcoverde station, using the DFA1, DFA2 and DFA3 analyses, together with results
of the DFA1 analysis on the shuffled data.
Table 3
The values of the scaling exponents α1 and α2 and the crossover point x0 of the wind speed time series (see the text for details).
Station Average speed Maximum speed
α1 α2 x0 α1 α2 x0
Arcoverde 1.06961 0.77440 1.36027 1.18182 0.78735 1.26208
Cabrobó 1.08468 0.87048 1.42138 1.17840 0.85553 1.41622
Garanhuns 1.09217 0.87832 1.25339 1.22060 0.84666 1.35157
Petrolina 1.07234 0.88818 1.36508 1.03593 0.85257 1.39796
the average and the maximum hourly wind speed series data display identical behavior for all four stations, and can hardly
be distinguished from each other. Excellent agreement of the calculated data points with the five-parameter model (5) is
observed in all cases, including the rounding of the crossover between the two scaling regimes. Crossover between different
regimes has been observed in other phenomena [42–44]. The values of the slopes α1 and α2 and the crossover point x0 are
given in Table 3.
The crossover point between the two scaling regions is found to be in the range 1.25 ≤ x0 ≤ 1.42, which corresponds
to the range between 101.25 ∼ 18 h and 101.42 ∼ 26 h. For temporal scales longer than x0, the scaling exponents are in all
cases greater than 0.5, which confirms the existence of power-law long-term correlations. For scales shorter than x0, the
fluctuations become closer to 1/f noise (the value of the scaling exponent for all stations is close to 1.1). Similar results are
obtained for wind speed data in Denmark, the USA, and Turkey [3,13,15], which indicates possible universal global behavior
of wind speed fluctuations.
Our results suggest that the long-term correlations exhibit the same behavior across the state of Pernambuco, where
Arcoverde and Garanhuns stations are relatively close to the seacoast, while Cabrobó and Petrolina are deep in the
interior with semi-arid climate, while classical statistical analysis of the wind speed distributions does not offer systematic
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Fig. 6. The DFA1 analysis results for the average and the maximum hourly wind speed data for all four stations. The continuous lines represent regression
to bilinear model (5) (see the text for more details).
conclusions. Nevertheless, in order to make conclusive statements about the geographic distribution of the scaling
exponents, it is necessary to analyze data from more weather stations in different spatial locations, as well as gridded data
generated by global climate models.
4. Conclusion
Our results contribute to a better understanding of wind speed dynamics, which is crucial for developing theoretical
and computational models for various wind-related phenomena, by establishing equivalence of the average and maximum
hourly wind speed distributions across the state of Pernambuco, Brazil. Classical statistical analysis of wind speed
distributions on the other hand offers somewhat erratic results, where the average and maximum wind speed are in some
cases found to be equivalent, and in other cases rather different from each other, with no clear indication as to the cause
of these similarities and/or differences in terms of geographical position, altitude, or climate. Our findings should prove
useful for validation of global climate models, since a valid model should explain empirically detected scaling properties in
observed data. Current results should be compared with model-generated data for spatial locations (longitude and latitude)
that correspond to the locations of meteorological stations used in this work. A comparative analysis of this kind was
performed with precipitation data in Spain [45].
In conclusion, the hourly wind speed temporal series registered in the state of Pernambuco, Brazil, display long-term
correlations with two distinct scaling regions. For temporal scales longer than one day, the scaling exponent is greater than
0.5, meaning that the original series are persistent; for shorter time scales, the scaling exponent is close to unity, which
is characteristic of 1/f noise. Our results are in good agreement with results obtained for other locations, indicating the
possibility of universality with respect of geographic parameters. To test this hypothesis, it is necessary to analyze wind
speed data at different geographic spatial locations.
Acknowledgments
The authors acknowledge financial support from Brazilian federal agencies CNPq (project CASADINHO-620113/2008)
and CAPES (projects PROCAD-1396/2007 and PROCAD-2273/2008). We also thank the anonymous referees for constructive
criticism.
1552 M. de Oliveira Santos et al. / Physica A 391 (2012) 1546–1552
References
[1] J.M. Hausdorff, C.-K. Peng, Z. Ladin, J.Y. Wei, A.L. Goldberger, Is walking a random walk? Evidence for long-range correlations in stride interval of
human gait, Journal of Applied Physiology 78 (1995) 349–358.
[2] Y. Ashkenazy, P.Ch. Ivanov, S. Havlin, C.-K. Peng, A.L. Goldberger, H.E. Stanley, Magnitude and sign correlations in heartbeat fluctuations, Physical
Review Letters 86 (2001) 1900–1903.
[3] R.B. Govindan, H. Kantz, Long-term correlations and multifractality in surface wind speed, Europhysics Letters 68 (2004) 184–190.
[4] B. Podobnik, P.Ch. Ivanov, V. Jazbinsek, Z. Trontelj, H.E. Stanley, I. Grosse, Power-law correlated processes with asymmetric distributions, Physical
Review E 71 (2005) 025104.
[5] B. Podobnik, P.Ch. Ivanov, K. Biljakovic, D. Horvatic, H.E. Stanley, I. Grosse, Fractionally integrated process with power-law correlations in variables
and magnitudes, Physical Review E 72 (2005) 026121.
[6] J.F. Eichner, E. Koscielny-Bunde, A. Bunde, S. Havlin, H.J. Schellnhuber, Power-law persistence and trends in the atmosphere: a detailed study of long
temperature records, Physical Review E 68 (2003) 046133.
[7] R.O. Weber, P. Talkner, Spectra and correlations of climate data from days to decades, Journal of Geophysical Research 106 (2001) 20131–20144.
[8] K. Fraedrich, R. Blender, Scaling of atmosphere and ocean temperature correlations in observations and climate models, Physical Review Letters 90
(2003) 108501.
[9] V.N. Livina, Y. Ashkenazy, P. Braun, R. Monetti, A. Bunde, S. Havlin, Nonlinear volatility of river flux fluctuations, Physical Review E 67 (2003) 042101.
[10] G. Wang, A.J. Dolman, R. Blender, K. Fraedrich, Fluctuation regimes of soil moisture in ERA-40 reanalysis data, Theoretical and Applied Climatology 99
(2010) 1–8.
[11] R.B. Govindan, D. Vyushin, A. Bunde, S. Brenner, S. Havlin, H.J. Schellnhuber, Global climate models violate scaling of the observed atmospheric
variability, Physical Review Letters 89 (2002) 028501.
[12] D. Vyushin, I. Zhidkov, S. Havlin, A. Bunde, S. Brenner, Volcanic forcing improves atmosphere–ocean coupled general circulation model scaling
performance, Geophysical Research Letters 31 (2004) L10206.1–L10206.4.
[13] R.G. Kavasseri, R. Nagarajan, Evidence of crossover phenomena in wind speed data, IEEE Transactions on Circuits and Systems I 51 (2004) 2255–2262.
[14] R.G. Kavasseri, R. Nagarajan, A multifractal description of wind speed records, Chaos, Solitons & Fractals 24 (2005) 165–173.
[15] K. Koçak, Examination of persistence properties of wind speed records using detrended fluctuation analysis, Energy 34 (2009) 1980–1985.
[16] T. Feng, Z. Fu, X. Deng, J. Mao, A brief description to different multi-fractal behaviors of daily wind speed records over China, Physics Letters A 373
(2009) 4134–4141.
[17] P. Gopikrishnan, V. Plerou, Y. Liu, L.A.N. Amaral, X. Gabaix, H.E. Stanley, Scaling and correlations in financial time series, Physica A 287 (2000) 362–373.
[18] R.L. Costa, G.L. Vasconcelos, Long-range correlations and nonstationarity in Brazilian stock market, Physica A 329 (2003) 231–248.
[19] B. Podobnik, D. Horvatic, A.M. Petersen, H.E. Stanley, Cross-correlations between volume change and price change, PNAS 106 (2009) 22079–22084.
[20] T. Keitt, H.E. Stanley, Dynamics of North American breeding-bird populations, Nature 393 (1998) 257–260.
[21] G. Currenti, C. Del Negro, V. Lapenna, L. Telesca, Fluctuation analysis of hourly-time variability of volcano–magnetic signals recorded at Mt. Etna
Volcano, Sicily Italy, Chaos, Solitons & Fractals 23 (2005) 1921–1929.
[22] S. Lennartz, N. Livina, A. Bunde, S. Havlin, Long-term memory in earthquakes and the distribution of interoccurrence times, Europhysics Letters 81
(2008) 69001.
[23] P. Jonsson, Wind erosion on sugar beet fields in Scania, southern Sweden, Agricultural and Forest Meteorology 62 (1992) 141–157.
[24] L.Y. Liu, E. Skidmore, E. Hasi, L. Wagner, J. Tatarko, Dune sand transport as influenced by wind directions, speed and frequencies in the Ordos Plateau,
China, Geomorphology 67 (2005) 283–297.
[25] E. Demirci, B. Cuhadarogly, Statistical analysis of wind circulation and air pollution in urban Trabzon, Energy and Buildings 31 (2000) 49–53.
[26] J. Friedman, S.C.H. Barret, Wind of change: new insights on the ecology and evolution of pollination and mating in wind pollinated plants, Annals of
Botany 103 (2009) 1515–1527.
[27] E. Jongejans, A. Telenius, Field experiments on seed dispersal by wind in ten umbelliferous species Apiaceae, Plant Ecology 152 (2001) 67–78.
[28] E.L. Skidmore, H.S. Jacobs, W.L. Powers, Potential evapotranspiration as influenced by wind, Agronomy Journal 61 (1969) 543–546.
[29] F. Pimenta, W. Kempton, R. Garvine, Combining meteorological stations and satellite data to evaluate offshore wind power resource of Southeastern
Brazil, Renewable Energy 33 (2008) 2375–2387.
[30] C.-K. Peng, S.V. Buldyrev, S. Havlin, M. Simons, H.E. Stanley, A.L. Goldberger, Mosaic organization of DNA nucleotides, Physical Review E 49 (1994)
1685–1689.
[31] Z. Chen, P.Ch. Ivanov, K. Hu, H.E. Stanley, Effect of nonstationarities on detrended fluctuation analysis, Physical Review E 65 (2002) 041107.
[32] K. Hu, P.Ch. Ivanov, Z. Chen, P. Carpena, H.E. Stanley, Effect of trends on detrended fluctuation analysis, Physical Review E 64 (2001) 011114.
[33] J.W. Kantelhardt, E. Koscielny-Bunde, H.H.A. Rego, S. Havlin, A. Bunde, Detecting long-range correlations with detrended fluctuation analysis, Physica
A 295 (2001) 441–454.
[34] A. Bunde, S. Havlin, J.W. Kantelhardt, T. Penzel, J.-H. Peter, K. Voigt, Correlated and uncorrelated regions in heart-rate fluctuations during sleep, Physical
Review Letters 85 (2000) 3736–3739.
[35] http://www.inmet.gov.br/sonabra/maps/automaticas.php last access on July 2010.
[36] B. Podobnik, H.E. Stanley, Detrended cross-correlation analysis: a new method for analyzing two non-stationary time series, Physical Review Letters
100 (2008) 084102.
[37] H.E. Stanley, L.A.N. Amaral, A.L. Goldberger, S. Havlin, P.Ch. Ivanov, C.-K. Peng, Statistical physics in physiology: monofractal and multifractal
approaches, Physica A 270 (1999) 309–324.
[38] P.C. Ivanov, Q.D.Y. Ma, R.P. Bartsch, J.M. Hausdorff, L.A.N. Amaral, V. Schulte-Frohlinde, H.E. Stanley, M. Yoneyama, Levels of complexity in scale-
invariant neural signals, Physical Review E 79 (2009) 041920.
[39] E. Koscielny-Bunde, A. Bunde, S. Havlin, H.E. Roman, Y. Goldreich, H.-J. Schellnhuber, Indication of universal persistence law governing atmospheric
variability, Physical Review Letters 81 (1998) 729–732.
[40] E.L. Siqueira Jr, T. Stosic, L. Bejan, B. Stosic, Correlations and crosscorrelations in the Brazilian agrarian commodities and stocks, Physica A 389 (2010)
2739–2743.
[41] F. Wang, S.J. Shieh, S. Havlin, H.E. Stanley, Statistical analysis of overnight and daytime return, Physical Review E 79 (2009) 056109.
[42] Y. Liu, P. Gopikrishnan, P. Cizeau, M. Meyer, C.-K. Peng, H.E. Stanley, Statistical properties of the volatility of price fluctuations, Physical Review E 60
(1999) 1390–1400.
[43] P.Ch. Ivanov, A. Yuen, B. Podobnik, Y. Lee, Common scaling patterns in intertrade times of US stocks, Physical Review E 69 (2004) 056107.
[44] C.-K. Peng, S. Havlin, H.E. Stanley, A.L. Goldberger, Quantification of scaling exponents and crossover phenomena in nonstationary heartbeat time
series, Chaos 5 (1995) 82–87.
[45] A.P. García-Marín, F.J. Jimenéz-Hornero, J.L. Ayuso-Muñoz,Multifractal analysis as tool for validating a rainfallmodel, Hydrological Processes 22 (2007)
2672–2688.
