Let X = X ∪ Z be a data set in R D , where X is the training set and Z is the test one. Many unsupervised learning algorithms based on kernel methods have been developed to provide dimensionality reduction (DR) embedding for a given training set Φ :
Introduction
Recently, high-dimensional data-speech signals, images, videos, text documents, hand-writing letters and numbers, fingerprints, etc., become more and more popular in our real-life and in scientific and technological areas. Due to the curse of dimensionality [5, 15] , directly analyzing and processing high-dimensional data are very difficult and often infeasible. Therefore, dimensionality reduction (DR) [11, 19] is critical in high-dimensional data processing. The purpose of DR is to find a low-dimensional representation for a given high-dimensional data set, whose main features are preserved, so that the data processing can be carried out on the low-dimensional data set. There exist many DR methods in literature. The famous linear method is principle component analysis (PCA) [10] . From the view point of geometry, PCA is only effective when the data set nearly lies on a hyperplane. If the data set resides on a (nonlinear) manifold instead, PCA cannot effectively catch the data features. Then non-linear DR methods are employed. Among the nonlinear methods, the kernel methods (also called spectral methods) are well-developed and widely adopted. There are two types of DR kernels: Gramian type and Laplacian type. The entries of a Gramian type kernel measure the similarity between data points. The eigenfunctions corresponding to large eigenvalues of such a kernel represent the main features of the data so that they span the feature space. Such a method essentially performs a PCA on the Gramian-type kernel. Therefore, in literature, it is often named as kernel PCA [14] . Isomaps [3] , Diffusion Maps [7] , and Spectral Clustering [12, 16] are belong to this category.
The DR methods of Laplacian type include locally linear embedding (LLE) [13] , local tangent space alignment (LTSA) [20] , Hessian local linear embedding (HLLE) [9] , and Laplacian eigenmaps (Lmaps) [4] . In these methods, the feature spaces turn to be the (numerical) null spaces of the kernels. All of kernels in these methods are normalized such that 1 is their largest eigenvalue. It is clear that, if K is a Laplacian-type kernel, then I − K is a Gramian-type one. Hence, we can focus our study of out-of-example DR extension on the Gramian-type DR kernels only.
Out-of-example DR extension method finds DR of new (test) data set based on the DR of the training one. Let the data set X ⊂ R D be a previously given data set, which is treated as a training set. Assume that a DR method produces a DR embedding F, which embeds X into R d :
so that Y provides a low-dimensional representation of X. Assume that Z ⊂ R D is a new data set, which has the similar features as X. An important task is to find DR for the union X = X ∪ Z. To do this job, we have two options: (1) Retraining the whole set X using the same DR method. Let G be the new DR embedding on X. Then G(X) gives a new DR for both sets X and Z, where G(X) may be slightly different from F(X). (2) Extending the existent DR embedding F to the new set Z. Then, without changing the DR of X, F(Z) provides a DR of Z. We call the second option an out-of-sample DR extension.
Why is the out-of-example DR extension technique acceptable? From the view point of machine learning, F provides a feature mapping from X to its feature space S. If the feature space has finite dimension d, we write
, in which f j is the j-th feature function on X and S is spanned by F. In applications, the new data set Z should have the similar features as X. Therefore, it should be embedded into the same feature space S. To find the feature representation of Z, it is natural to extend the feature mapping F from X to Z. Geometrically, since the data set X has d main features, we may assume it resides on a
. Then, the DR embedding F maps each point x ∈ X to its manifold coordinates F(x). Because the new data set Z has the similar features as X, it should nearly reside on the manifold M too. Thus, the extension of the mapping F on Z naturally provides the manifold coordinates for Z.
In most of real-world applications, the data set X has a large cardinality. It is unpractical to make a DR extension using the option (1), particularly, when the new data come as a time-stream, the retraining is very time-consuming and often infeasible. Therefore out-of-sample DR extension is an effective and feasible technique for computing DR of new data sets.
It is clear that each out-of-sample DR extension algorithm is associated with the corresponding DR method. People usually use the name of DR method to mention the out-of-sample extension algorithm, such as PCA out-of-sample DR extension and so on.
Lots of papers have introduced various out-of-example extension algorithms (see [1, 6, 8] and their references). However, the mathematical theory on out-of-example extension is not studied sufficiently. Most of engineering papers only provide the algorithms without mathematical analysis.
The main purpose of this paper is to establish a preliminary mathematical theory on the out-ofsample DR extension based on the kernel methods. We analyze the extension in the framework of reproducing kernel Hilbert space (RKHS). Let the kernel of a DR embedding F on the training set X be denoted by k, which produces the RKHS H k . Let the kernel of an extension of F on the set X = X ∪ Z be denoted byk, which produces the RKHS Hk. Let the DR kernel on X be denoted by k, which produces the RKHS H k . In the paper, we study the properties of these spaces and the relations between them. Among all of out-of-sample DR extensions we are particularly interested in the Nyström-type extension, which will be discussed in details.
The paper is organizes as follows: In Section 2, we establish the mathematical model and theory for out-of-example DR extension in the RKHS framework. In Section 3, we study the out-of-sample extension of kernel PCA. In Section 4, we study the extension errors. In section 5, we discuss how to generalize the results in Section 3 to the DR extensions associated with Diffusion Maps and Spectral Clustering.
Preliminary
We first establish the mathematical model of the out-of-example DR extension for Gramian-type DR kernels. As mentioned in Introduction, let the data set X ⊂ R D be a previously given training set and Z ⊂ R D be the test set. Their union is the whole set X = X ∪ Z. For clarity, a point in the set X will be written as x, and a point in the set X, when it needs to stress, is written in the bold font x. Assume also that a finite (positive) measure µ(x) is defined on the set X. Let L 2 (X, µ) be the (real) Hilbert space defined on X equipped with the inner product
if the measure µ is not stressed. For convenience, the extension of µ on X is still denoted by itself, which is assumed to be positive and finite on X too. In the similar way, we define the space L 2 (X, µ) and the inner product f, g L 2 (X) . We also abbreviate L 2 (X, µ) to L 2 (X) if no confusion arises.
Definition 1 A function k : X 2 → R is called a Mercer's kernel if it satisfies the following conditions:
In this paper, we only consider Mercer's kernels. Hence, the term kernel will stand for Mercer's kernel. The kernel distance (associated with k) between two points x, y ∈ X is defined by
Recall that the kernel e(x, y) = x T y is the Gramian of the data set X.
which has the spectral decomposition
where the eigenvalues are arranged decreasingly, λ 1 ≥ · · · ≥ λ m > 0, and the eigenfunctions
In (2), m must be finite if the cardinality |X| < ∞. By (2), we have Kv j = λ j v j , i.e.,
The kernel k defines a RKHS H, in which the inner product satisfies [2] 
If f and g are also in H, by Mercer's theorem,
Therefore, when m < ∞, the norm · L 2 (X) is equivalent to the norm
, but the reverse is not true. Define φ j = λ j v j , Then φ i , φ j H = δ i,j , which implies that the set {φ 1 , · · · , φ m } is an o.n. basis of H and
By (3), we have
T is called the feature mapping (or the DR mapping) associated with the kernel k, the function φ j is called a feature function on X, the space spanned by all feature functions is called a feature space, and the data set Φ(X) ⊂ R m is called a DR of X.
Proposition 3
The feature mapping Φ preserves the kernel distance:
The proposition is proved. The orthogonality in a RKHS usually is different from that in a L 2 space. We have the following:
Proposition 4 Let H be an m-dimensional KRHS with the kernel a(x, y), which has the Cholesky decomposition a(x, y) = Proof. We first assume that A is linearly independent. Since H is a KRHS with the kernel a(x, y) = m j=1 a j (x)a j (y), we have H = span(a 1 , · · · , a m ) and
By the linear independence of A, a i , a j H = δ i,j . Hence, {a 1 , · · · , a m } is an o.n. basis of H. The proof of the reverse part is trivial.
LetX be a subset of X. Denote byk(x, y) the restriction of k(x, y) onX
It is clear thatk is also a kernel. Let the restriction of f ∈ H onX be denoted byf . Then all of these functions form a subspace of H denoted byH = {f ;f (x) = f (x), f ∈ H, x ∈X}. It is clear thatk is a reproducing kernel ofH with the inner product f ,g H . The author of [2] proved the following:
We also need the following proposition for the kernel decomposition (see [2] ).
Proposition 6
Assume that the kernel a(x, y) of RKHS H is the sum a(x, y) = a 1 (x, y) + a 2 (x, y), where a 1 (x, y) and a 2 (x, y) both are Mercer's kernels. Let H 1 and H 2 be the RKHSs associated with a 1 and a 2 , respectively. Then for any f 1 ∈ H 1 and f 2 ∈ H 2 , f = f 1 + f 2 ∈ H and
where the minimum is taken over all of the
if and only if H 1 ∩ H 2 = {0}.
, then by (9) we have f i H = f i Hi and f 1 , f 2 H = 0 for any f i ∈ H i , i = 1, 2, which yields
3 Out-of-Example for Kernel PCA
We now introduce the RKHS framework for kernel PCA out-of-example extension. Recall that the RKHS H is created by the kernel k, which has the decomposition (2), or equivalently, (5). For convenience, in this section we assume dim(H) = m < ∞, although the discussion can also be applied to the case of m = ∞. By Definition 2, the mapping Φ : X → R m is a DR mapping associated with the kernel k and the set Φ(X) is a DR of X.
We make the similar discussion on the training set X. We denote by k the restriction of k on
The condition |k(
Assume the spectral decomposition of k(x, y) is
where
so that the set {ψ 1 , · · · , ψ d } forms an o.n. basis of H, which defines the DR mapping: Ψ :
T provides a DR of the data set X.
To study out-of-sample DR extensions, we give the following:
Definition 7 Let I be the identity operator on H and E : H → H the continuous extension of I on H such that, for each f ∈ H, f = E(f ) satisfies
Then we call f an out-of-sample extension of f ∈ H. Particularly, we call
T an out-of-sample DR of X (associated with E), and E(Ψ)(x) the out-of-sample DR of the sample x. We say that the out-of-example DR is exact if E(Ψ)(X) = Φ(X), where Φ(X) is defined in Definition 2.
We now give an integral representation of the identity I.
Lemma 8 Let the reproducing kernel k of H be given by (13) . Then (15) so that the identity operator I on H has the following integral representation:
and, for any g ∈ H,
Proof. By (12), we have (15) . Then, applying (15), we obtain (16). Finally, for g ∈ H, by
and (16), we get (17) . Note that the extensions of I are not unique. Among them, an important one is the Nyström-type extension, which is defined as follows.
Definition 9
Let the extension operator T be defined by
We callf = T(f ) ∈ H the Nyström-type extension of f .
We callΨ(X) the Nyström-type out-of-sample DR of X, and callΨ(x) the Nyström-type out-ofsample DR of the sample x.
By (18), the Nyström-type out-of-sample DR extension has the following representation:
The Nyström-type out-of-sample DR extensions of all functions in H form a subspaceĤ (of H):
is a reproducing kernel for the RKHSĤ. By Proposition 4, {ψ 1 , · · · ,ψ d } is an o.n. basis ofĤ. We denote by T * : H → H the adjoint operator of T. Let f ∈ H, g ∈ H. By (19), we have
where g is the restriction of g on X. Hence, T * is the restriction operator from X to H:
Then, the operator T * T : H → H is the identity on H: T * T = I, while the operator P = TT * is an orthogonal projection from H toĤ. We now prove the following:
is a Mercer's kernel on X. Let H 0 be the RKHS associated with k 0 . Then
Consequently, the out-of-sample extension given by (16) is exact if and only if dim(H 0 ) = 0, or equivalently, k(x, y) =k(x, y).
Proof. Since T is one-to-one and onto from H toĤ, dim(Ĥ) = dim(H) = d. Because P is an orthogonal projection from H toĤ, for any f ∈ H, f H ≥ P (f ) H , which yields k ≫k and therefore k 0 is a Mercer's kernel and so that (21) and (22) hold. It is clear that dim
Hence, the extension (16) is exact. On the other hand, it the extension given by (16) is exact, we must have dim(H 0 ) = 0 and k(x, y) =k(x, y). In case that dim(H) < dim(H), the out-of-example extensions are not unique. In fact, there are infinitely many such extensions. The following corollary confirms that the Nyström-type extension given by (16) achieves the minimal H-norm.
Proof. By (18), T is an isometric mapping from H toĤ. Hence, for any f ∈ H, f H = Tf H . By (21), for any f ∈ H f , there is a g ∈ H 0 such that
which yields (23).
When dim(H 0 ) = s > 0, the DR sets Φ(X) and hatΨ(X) usually are different. By Proposition 6, we have the following:
Corollary 12
The kernel distances associated with K,k and k 0 satisfy the Pythagorean identity:
The following corollary characterizes the reproducing kernel k 0 of H 0 .
Corollary 13
The reproducing kernel k 0 (x, y) = 0 for x ∈ X or y ∈ X, or equivalently, k(x, y) = k(x, y) for (x, y) ∈ X 2 \ Z 2 .
Proof. Since H 0 = {f ∈ H; T * (f ) = 0}, for any f ∈ H 0 , f (x) = 0, if x ∈ X. Because dim(H 0 ) = s, k 0 (x, y) has the spectral decomposition
where η 1 ≥ · · · ≥ η s > 0, and α j (x) = 0, x ∈ X. Therefore, k 0 (x, y) = 0 if x ∈ X or y ∈ X. Write ξ j (x) = √ η j α j (x), then,
so that {ξ 1 , · · · , ξ s } is an o.n. basis of H 0 . By Corollary 13, we also have the following:
Denote by P 0 be the orthogonal projection from H to H 0 . We now give the matrix forms of the orthogonal projections P and P 0 . It is obvious that P + P 0 = I. By T * (φ j ) ∈ H, we may write
By the orthogonality of {φ 1 , · · · , φ m } in H and T * φ j , ψ i H = φ j ,ψ i H , we also havê
i,j=1 ∈ R d×m . Then, the matrix form of P is given by
Since I − C T C is an orthogonal projection matrix with rank s = m − d, it has the following spectral decomposition:
Then O is the orthogonal transform Φ →Ψ:Ψ = OΦ.
Estimates of approximative errors of Nyström-type outof-example extension
We have introduced two different versions of DR of the data set X: The lossless kernel PCA DR Φ and the out-of-sample DR extensionΨ. The first one is obtained by retraining the whole data set while the second one is obtained by Nyström extension technique. When s > 0, they are different. We now discuss the difference betweenΨ and Φ. Recall that the DR of a data set X is not unique even though the same DR method is employed. For instance. in our case,Ψ(X) ⊂ R d is a DR of X. Let U ∈ R d×d be an orthogonal matrix. Then UΨ(X) should essentially give the same DR because it is simply a rotation ofΨ(X) in R d , which does not change the geometric structure. To eliminate the impact caused by isometric transformation on RD sets, we estimate the difference between DRs by their eigenvalues and kernel distances. All of the estimates in this section are given in L 2 (X).
Eigenvalue estimates
To compare the eigenvalues of DR kernels k andk, we need the spectral decomposition ofk(x, y):
To compare the spectra Λ (of k(x, y)), Γ (ofk(x, y)), and Σ (of k(x, y)). We give the following lemma.
Lemma 14
Let E be a subset of X and {a 1 
, which has the spectral decomposition
Then M = S T BS, where S ∈ R s×s is an orthogonal transform from A(x) to C(x): C(x) = SA(x).
Proof. Let H T be the RKHS associated with the kernel T (x, y). Since T (x, y) = A T (x)A(y) = C T (x)C(y), both C(x) and A(x) are o.n. bases of H T . Therefore, there is an orthogonal matrix S ∈ R s×s such that C(x) = SA(x). We now have
The proof is completed.
Theorem 15
Let the spectral decompositions of the kernelsk(x, y) and k(x, y) be given by (32) and (12), respectively, where Γ and Σ are their spectra. LetV (x) = Σ 1/2Ψ (x) and
Define t(x, y) = Ψ T (x)JΨ(y), and
Then l(x, y) has the spectral decomposition
By (34), we have
By Lemma 14, there is an orthogonal matrix S such that
which yields (35). For a kernel a(x, y), we denote by a 2 the spectral radius of a. Since a is symmetric, positive semi-definite, a 2 is equal to the largest eigenvalue of a. We now have the following:
and {σ 1 , · · · , σ d } be the spectra of the kernels k(x, y), k(x, y), and k(x, y), respectively. Then
and
Proof. Since k 0 (x, y) = k(x, y) −k(x, y) and t(x, y) = l(x, y) − k(x, y) are positive semi-definite, by the Monotonicity Theorem of Eigenvalues, we obtain the results. If k 0 2 is small enough, by the matrix perturbation theory, we have the following:
and (γ i , g i (x)) be the eigenvalues and eigenfunctions of the kernels k(x, y) andk(x, y) as given in (2) and (32), respectively. Denote by m i,j the (i, j)-entry of M . Then, for 1 ≤ i ≤ m,
and, equivalently,
where we set γ i = 0 and g i (x) = 0 for i > d.
Proof. Using the similar argument in the eigenpair first-order approximation as shown in [18, 17] , we have
By (30) and (15), we obtain (39) and (40). In the similar way, we can obtain (41) and (42) too.
Difference of kernel distances
The kernel distance d k (x, y) measures the Euclidean distance between the samples x and y in the feature space. Recall that Ψ(X) andΨ(X) are the DRs of the data set X associated with the kernels k(x, y) andk(x, y), respectively. Naturally, we measure the difference between Φ(X) and Ψ(X) by the following average kernel distance:
where |X| = X dµ(x) is the volume of X. By (24) and (27), we have
By the spectral decomposition of k 0 (x, y) in (25), Tr(k 0 ) = s j=1 η j . We now have the following:
Proof. By (44),
Hence, (45) holds. By Tr(k 0 ) ≤ s k 0 2 , we also have
5 Out-of-Example for Diffusion Maps, Laplacian Eigenmaps, and Spectral Clustering Diffusion Maps and Spectral Clustering are two important examples of kernel PCA, with certain variations. They employ the same kernel. Although Laplacian Eigenmaps is not a kernel PCA method, it has a close relation with Diffusion Maps. Indeed, in the continuous model, Laplacian operator is the infinitesimal of Diffusion one. Therefore, they have the same set of eigenfunctions, and a λ is an eigenvalue of the Laplacian if and only if e −λ is an eigenvalue of the corresponding diffusion operator. Hence, the out-of-example extension algorithms for these three methods essentially are identical. Let
defines a mass density on X, and S = X S(x)dµ(x) is the total mass of X. The kernel for Diffusion Map and Spectral Clustering is the following:
S(x)S(y) .
Let its spectral decomposition bek
, and
Denote by Hk the RKHP associated withk. Then the set {φ 0 , · · · ,φ m } is an o.n. basis of Hk and an orthogonal (but not o.n.) system in L 2 (X, dµ). Since the functionφ 0 (x) is only a probability distribution function of the data set X, it does not present any feature of data. Therefore, we do not count it in DR. We definẽ
The vector of functions
is called a standard DR of the data set X associated tok, the vector of functions
is called a weighted DR of the data set X associated tok, and the vector of functions
is called a normalized DR of the data set X associated tok.
We now introduce an asymmetric kernel generated by w(x, y):
w(x, y).
It is clear that m(x, y) ≥ 0 and, for any x ∈ X, X m(x, y)dµ(y) = 1.
Hence, m(x, y) defines a random walk on the data set X. Note that
Denote by p(t, y|x) the probability of the walk from x to y after time t. By (53), p(1, y|x) = m(x, y). Therefore,Ṽ is the (unit-time) transaction vector (or diffusion mapping) andŨ is the vector of the feature functions of X.
Denote by H w the RKHS produced by the kernel w(x, y). Write
We have
Then the set {u 0 (x), · · · , u m (x)} is an o.n. basis of H w . Similarly, write
and denote by H a the RKHS produced by the kernel
Then, the set {v 0 (x), · · · , v m (x)} is an o.n. basis of H a . Denote the multiplier on Hk by
whose inverse is S −1 (54) is not stressed, we will simply denote S S by S. It is clear that S is an isometric mapping from Hk to H w and S −1 is an isometric mapping from Hk to H a . Thus, S 2 is an isometric mapping from H a to H w . We now return to the discussion of the out-of-sample extension for Diffusion Maps. Let the spectral decomposition of the Diffusion-Map kernel is give by
where S(x) = X w(x, y)dµ(y) andψ(x) = λ j ψ j (x). Because ofk(x, y) = k(x, y), the outof-sample extension algorithms for a standard kernel PCA, as developed in the previous section, cannot be directly applied for Diffusion Maps. Hence, we need to make a modification based on the following lemma:
Lemma 20 Let the spectral decomposition of k be given by (55). Write u j (x) = S(x)ψ j (x), and
Proof. We have
which yields (56). The proof for (57) is similar. By Lemma 20, for f ∈ H w , we have
We now introduce the operator T : H w → H w :
Lemma 21 We have the following:
1. The adjoint operator T * is the restriction from H w to H w : For any
3. P = TT * is an orthogonal projection from H w to its subspace Hŵ = P(H w ).
is a reproducing kernel of the RKHS Hŵ.
where g is the restriction of g on X. Hence, for any F ∈ H w , T * F (x) = F (x), x ∈ X. Item 1 is proved. By the definition of T in (59), T(f )(x) = f (x), x ∈ X. Hence, T * T = I on H w . Item 2 is proved. Finally, it is clear that the set {û 0 , · · · ,û d } is linearly independent and spans the space Hŵ. By û j ,û j Hw = u i , T * T(u j ) Hw = u i , u j Hw = δ i,j , {û 0 , · · · ,û d } is an o.n. basis of Hŵ. Item 3 is proved.
Denote by H 0 the orthogonal complement of Hŵ with respect to H w : H w = Hŵ ⊕H 0 , H 0 ⊥ Hŵ. Define w 0 = w −ŵ. Then w 0 is the kernel of the RKHS H 0 .
Theorem 22
The out-of-sample extension given by T from H w to Hw is exact if and only if dim(Hw) = dim(H w ), or equivalently, H 0 = {0}.
Proof. Since the proof is similar to that for Theorem 10, we skip the details here.
When we need to extend the DR data from X to Z using Diffusing Maps, we apply the multiplier S. We present the out-of-sample extension algorithm for Diffusion Maps in the following:
Theorem 23 Let the multiplier S be defined by (54). Then we have the following:
• The weighted out-of-sample DR extension for x ∈ X isũ j (x) = T(v j )(x).
• The standard out-of-sample DR extension for x ∈ X is S −1/2 (ũ j (x)).
• The normalized out-of-sample DR extension is S −1 (ũ j (x)).
The algorithm for these extensions is presented in Algorithm 1.
Algorithm 1 Diffusion Maps Out-of-Sample Extension Algorithm
Require: Training data set X = [x 1 , x 2 , · · · , x N ]; testing data set Z = [z 1 , x 2 , · · · , z M ]; kernel parameter ǫ for creating the kernel W (x, y) = exp( x − y 2 /ǫ); and optional threshold η > 0 for constructing sparse weight matrix:
w(x, y) = W (x, y), W (x, y) ≥ η, 0, W (x, y) < η.
Ensure: (1) Out-of-sample extension U (Z) for the weighted DR of Z. (2) Out-of-sample extension Ψ(Z) for the standard DR of Z. (3) Out-of-sample extension V (Z) for the normalized DR of Z. 1: Part I. Make DR on the train data set X. 2: Create kernel w(x i , x j ) on X 2 using ǫ and η. 
