Non-Destructive Evaluation Of Composites: Predictive Ultrasonic Guided-Waves Modeling, Non-Destructive Material Characterization, And The Application To Aerospace Structures by Barazanchy, Darun
University of South Carolina
Scholar Commons
Theses and Dissertations
2017
Non-Destructive Evaluation Of Composites:
Predictive Ultrasonic Guided-Waves Modeling,
Non-Destructive Material Characterization, And
The Application To Aerospace Structures
Darun Barazanchy
University of South Carolina
Follow this and additional works at: https://scholarcommons.sc.edu/etd
Part of the Mechanical Engineering Commons
This Open Access Dissertation is brought to you by Scholar Commons. It has been accepted for inclusion in Theses and Dissertations by an authorized
administrator of Scholar Commons. For more information, please contact dillarda@mailbox.sc.edu.
Recommended Citation
Barazanchy, D.(2017). Non-Destructive Evaluation Of Composites: Predictive Ultrasonic Guided-Waves Modeling , Non-Destructive
Material Characterization, And The Application To Aerospace Structures. (Doctoral dissertation). Retrieved from
https://scholarcommons.sc.edu/etd/4396
NON-DESTRUCTIVE EVALUATION OF COMPOSITES
PREDICTIVE ULTRASONIC GUIDED-WAVES MODELING, NON-DESTRUCTIVE MATERIAL
CHARACTERIZATION, AND THE APPLICATION TO AEROSPACE STRUCTURES
by
Darun Barazanchy
Bachelor of Science
Delft University of Technology, 2011
Master of Science
Delft University of Technology, 2013
Submitted in Partial Fulfillment of the Requirements
for the Degree of Doctor of Philosophy in
Mechanical Engineering
College of Engineering and Computing
University of South Carolina
2017
Accepted by:
V. Giurgiutiu, Major Professor
M. van Tooren, Committee Member
P. Ziehl, Committee Member
L. Yu, Committee Member
B. Lin, Committee Member
Cheryl L. Addy, Vice Provost and Dean of The Graduate School
© Copyright by Darun Barazanchy, 2017
All Rights Reserved.
ii
ACKNOWLEDGMENTS
“If I have seen further, it is by standing on the shoulders of giants"
-Sir. Isaac Newton
The words expressed by Sir. Isaac Newton cannot be more true and are valid in both my
academic and personal life. Words cannot describe my gratitude to those who have helped
along the way, yet I will try. My special thanks to
• Dr. G; My academic supervisor who asked the right and challenging questions, who
kept me on track and his unending support and patience;
• Dr. van Tooren, Dr. Ziehl, Dr. Yu, Dr. Lin; For being part of my committee, reading
my work, questioning and providing feedback given such that this document was up
to standards;
• Dr. Martinez, Dr. Rocha; For the guidance, support, advice and sharing your
knowledge while I was at the National Research Council Canada, at TU Delft and
afterwards.
• Dr. Poddar, Dr. Roth, Erik, Hanfei and all the other LAMSS colleagues; For the
countless interesting discussions, ideas, feedback and suggestions. To Banibrata and
William, I won’t to forget our tea and coffee breaks;
• Wout, Arturs, Roudy and all the other McNair colleagues; For the great discussions
we all had during lunch in which the world’s problems were debated and solved at
least twice (and many more created);
iii
• Jan Hol, Gillian, Sonell, Noud, Eric, Daniel, Fardin; For helping to fatigue test the
wall at the coffee machine and sharing your knowledge;
• Wessel, Stephen, Guillermo, Sean, Alex, Jack; Friends like you made Columbia
bearable!
• Gabriel, Ruben, Rijk, Koen, Jan, Julius en de dames Esma, Emel en Elise – Coon and
Friends groep; Waar zal ik beginnen? Al het bovenstaande en nog meer is geldig voor
jullie allen. Dank!;
• Heleen (molz) en Bas (schoonheid); Voor jullie steun en liefde door de jaren heen!
• Marten, Tom en Lucas; Mijn Nederlandse broers, voor al de mooie momenten die we
hadden en die nog gaan komen.
• Mijn moeder Suad en broer Lauk; Zonder jullie was dit nooit mogelijk en dat zal ik
nooit vergeten.
for it were your shoulders which made me see further.
This research was partially supported by: (i) Skolkovo Institute of Science and
Technology, Russia; (ii) Fokker GKN Aerospace; and (iii) National Aeronautics and Space
Administration (NASA).
iv
ABSTRACT
To predict guided wave dispersion curves, it is common to use different solution
approaches depending on the material type (isotropic or anisotropic) of the medium in
which the wave propagates. The two different solution methods are defined in different
domains, frequency-phase velocity domain for isotropic materials and wavenumber-phase
velocity domain for anisotropic materials. This may lead to difficulties and unsatisfying
results when predicting the dispersion curves for hybrid laminates which contain
both isotropic and anisotropic materials. Therefore, a unified formulation defined in
the wavenumber-phase velocity domain to accomodate both isotropic and anisotropic
materials, as well as hybrid combinations, is desired. The unified analytic method (UAM)
proposed in this dissertation is a simple and mathematically straightforward formulation
that utilizes Christoffel’s equation for a lamina to obtain the eigenvalues and eigenvectors.
The eigenvalues and eigenvectors are used to set up the field matrix from which the
dispersion curves could be retrieved using a newly developed approach called the phase
approach. As last, the dispersion curves are grouped and sorted using a modeshape
analysis.
It is important to realize that predictions depend on the accuracy of the stiffness matrix
input for the UAM. Common practice is to determine the required material properties
using destructive mechanical testing procedures in combination with assumption based
on the material type. However, when the predicted dispersion curves varied significantly
from those obtained experimentally, the source of error was identified as the accuracy of
the stiffness matrix. A new non-destructive characterization method that combines the
best features of several existing ultrasonic immersion techniques is implemented. This
v
LAMSS ultrasonic immersion technique is demonstrated to retrieve the stiffness matrix for
a unidirectional and woven fabric composite.
The retrieved stiffness matrix using the LAMSS ultrasonic immersion technique was
compared to the stiffness matrix reported in the literature. In the case of the woven fabric,
in-house mechanical testing was performed as well. Differences between the stiffness
matrices retrieved using the different methods were explained.
To validate the UAM predictions, the different stiffness matrices obtained with our
methods as well as from literature were used to predict the wavenumber-frequency
dispersion curves and compared to the experimentally obtained dispersion curves. The
experimental dispersion curves were obtained using a hybrid setup consisting of a
piezoelectric wafer active sensor exciter and a scanning laser Doppler vibrometer
wave measuring system. A good correlation was observed between the predicted and
experimental wavenumber-frequency dispersion curves when using the material properties
obtained through the LAMSS ultrasonic immersion approach for both the unidirectional
and woven fabric composite material. However, when stiffness matrix values obtained
through destructive mechanical testing procedures were used, the error between the
predicted and experimental wavenumber-frequency dispersion curves was increased.
vi
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SUMMARY
In the aerospace industry, non-destructive evaluation (NDE) techniques are used to
maintain safety and integrity of components, parts, and structures. Various methods (e.g.
visual inspection, liquid penetrant testing, magnetic particle testing, ultrasonic testing,
thermal infrared, etc.) exist within the field of NDE. Methods based on ultrasonics however
are often preferred due to their merits (e.g. high sensitivity, thickness information as output,
etc.); ultrasonic guided-waves (GW) are commonly used (in laboratory enviroment) due
to their ability to travel over long distances. Therefore, it is of great value to know the
characteristics of these ultrasonic GW, e.g. the wave and group velocity in the propagating
medium. For ultrasonic GW which are dispersive (the propagation velocity is dependent
on the excitation frequency) it is of importance to model and measure the dispersion curves
accurately. In addition, it is important to state that, current NDE methods were developed
with metals in mind, prior to applying these methods to composite materials more research
is required.
Current practice is to use different solution approaches to predict the dispersion curves
based on the material of the medium in which the ultrasonic GW propagate. In addition, the
different solution approaches are defined in different domains, frequency-phase velocity
domain for isotropic materials and wavenumber-phase velocity domain for anisotropic
materials, this may can lead to difficulties and unsatisfying results when predicting
the dispersion curves for hybrid laminates which contain both isotropic and anisotropic
materials. A unified formulation defined in the wavenumber-phase velocity domain for
both isotropic and anisotropic materials was therefore developed. The unified analytic
method (UAM) is a simple and mathematically straightforward formulation, that utilized
Christoffel’s equation for a lamina to obtain the eigenvalues and eigenvectors. The
xxiii
eigenvalues and eigenvectors are used to set up the field matrix from which the dispersion
curves can be retrieved using the phase approach. Once the dispersion curves are obtained
the waves are grouped based on their modeshape using a modeshape analysis technique.
The modeshape analysis was successfully applied to the fundamental wave modes (S0, A0,
SHS0 and SHA0). Once the waves were grouped, a spline algorithm was applied to obtain
a continuous solution for the dispersion curves in the desired domain.
A comparative study between a commercially available dispersion curve package
called DISPERSE, the semi-analytic finite element (SAFE) approach, and the UAM was
performed to verify the accuracy of the obtained solution. The dispersion curves were
compared for four different cases: (i) single layer; (ii) multi-layer (all the layers are
orientated in the same direction); (iii) laminates (layers can have different orientations);
and (iv) sandwich laminate (a laminate that has a core made out of foam or honeycomb
material; sandwich laminate are significantly thicker on average). For the first two cases,
the investigated materials were: (i) isotropic; (ii) unidirectional; (iii) orthotropic; and (iv)
monoclinic material. The laminate cases had the following stacking sequences: (i) [0/90];
(ii) [0/45/90]s; (iii) [±45/0/90]s; and (iv) [±45/Al/90]s. It is important to note that the
fourth case is a combination of isotropic and anisotropic material, i.e. a fiber metal laminate
(FML). This case was selected to highlight that UAM is capable to retrieve the dispersion
curves in a medium that consist of multiple materials. In addition, the sandwich case was
used to investigate the performance of UAM in large thickness media. In all cases, the
UAM provided as accurate or better set of dispersion curves when compared to the results
obtained by DISPERSE and SAFE. It is important to state that, the comparison between
UAM, DISPERSE, and SAFE was made for materials with a known the stiffness matrix.
To validate the UAM, an accurate stiffness matrix of the propagating medium is
required. To determine the stiffness matrix, it is common practice to use the standard
mechanical testing procedures set by ASTM International (to determine the Young’s
modulus in 1- and 2-directions, the shear modulus in 12-direction and the Poisson’s
xxiv
ratio in 12-direction) in combination with assumptions based on the material type, e.g.,
for unidirectional materials, the Young’s modulus in the 3-direction equals that in the
2-direction. When using this approach, the predicted dispersion curves vary significantly
from those obtained experimentally using a piezoelectric wafer active sensor (PWAS)
excitation and scanning laser Doppler vibrometer (SLDV) measurements. The source of
error was identified to be the accuracy of the stiffness matrix, therefore a different and more
accurate method to determine the stiffness matrix was desired. In this research, the stiffness
matrix components were determined non-destructively using a novel ultrasonic immersion
technique, the LAMSS ultrasonic immersion technique. Results showed that the two
methods (destructive mechanical testing versus LAMSS ultrasonic immersion technique)
differed when comparing the stiffness matrices directly. To determine which method
yielded the more accurate results, the dispersion curves were compared to experimentally
obtained dispersion curves using the hybrid PWAS-SLDV setup. For both a unidirectional
plate and a woven fabric composite plate, the stiffness matrix retrieved using the LAMSS
ultrasonic immersion technique yielded more accurate GW results than those obtained with
stiffness matrix from mechanical testing procedures.
xxv
Part I
Introduction
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NOMENCLATURE
Abbreviation Description
2D 2-dimensional
3D 3-dimensional
AE Acoustic emission
BMI Bismaleimidi
CLT Classical laminate theory
ET Eddy current testing
FFT Fast Fourier transform
FML Fiber metal laminate
GMM Global matrix method
GW Guided-waves
MPT Magnetic particle testing
NDE Non-destructive evaluation
PT Penetrant testing
PWAS Piezoelectric wafer active sensor
RT Radiographic testing
SAFE Semi-analytic finite element
SH Shear-horizontal
SHM Structural health monitoring
SLDV Scanning laser Doppler vibrometer
SMM Stiffness matrix method
STMM Stiffness transfer matrix method
TiR Thermal infrared testing
TMM Transfer matrix method
UAM Unified analytic method
2
UT Ultrasonic testing
VT Visual testing
Arabic letter Description Unit
A Membrane stiffness matrix Pa
B Out-of-plane in-plane coupling matrix Pa
C Stiffness matrix Pa
D Bending stiffness matrix Pa
E Young’s modulus Pa
G Shear modulus Pa
h Plate thickness m
k Wavenumber m−1
M Moment resultants Nm
N In-plane stress resultants Pa
Q Reduced stiffness matrix Pa
Q Transformed stiffness matrix Pa
T Transformation matrix
vL Longitudinal velocity ms−1
vS Shear velocity ms−1
vT Transverse velocity ms−1
Greek letter Description Unit
 Strain
λ Lamé constant
λwave Wavelength m
µ Shear modulus Pa
ν Poisson ratio
3
σ Normal stress Pa
τ Shear stress Pa
ω Angular frequency Hz
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CHAPTER 1
PREAMBLE
Modern aircraft have dramatically evolved from their ancestor the wood and linen Wright
Flyer to modern day composite aircraft the Airbus A350XWB. A picture of the maiden
flight to the Wright Flyer1 and that of the Airbus A350XWB2 is given in Fig. 1.1 to
highlight the chances. While the Wright Flyer was made mostly out of wood and linen,
nowadays metal alloys and composites are the most used materials in an aircraft. Besides
the change in materials used, the design methodologies, testing procedures, and safety
regulation have evolved drastically as well.
(a) (b)
Figure 1.1: The maiden flight of the: (a) Wright Flyer courtesy of the United States Library
of Congress; and (b) Airbus A350XWB courtesy of Airbus
This chapter starts with a concise overview of the history of aviation and non-destructive
evaluation (NDE) techniques. Second, the motivation for this research is elaborated upon.
Finally, the dissertation hypothesis are presented and elaborated.
1December 17, 1903 at Kitty Hawk, North Carolina, USA
2June 14, 2013 at Toulouse, France
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1.1 HISTORY OF AVIATION AND NON-DESTRUCTIVE EVALUATION (NDE)
The current state of the aerospace industry is achieved by accumulated progress that
started before3 the Wright brothers and their Wright Flyer and still is continuing today.
A brief overview of major milestones [1] in the history of aviation is listed below in a
chronological order for the reader’s convenience.
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On December 17, 1903, when the Wright brothers took to the skies in their Wright
Flyer, the materials used where wood, steel wire, and linen.
In 1912, Deperdussin replaced the load carrying struts and bars with a load carrying
fusalage, the monocoque fuselage; however, wood remained the primary material of the
aircraft. One year later, in 1913, Fokker introduced an aircraft for which the load carrying
fuselage was made out of steel tubes instead of wood; this was succeeded in 1916 by the
first all metal aircraft, the Junckers J1. The J1 model was made out of steel which made
it heaver than its wooden counterpart, however this disadvantage was later overcome by
changing the choice of material to an aluminum-copper alloy known as duralumin which
was used in the J4 model.
The development of all metal aircraft accelerated in the 1930’s after the crash of the
31799, Sir George Caylay; separation of lift generation and powerplant is one of the most important
contributions
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Fokker F10 Trimotor, a crash that discredited the adhesively bonded wooden wings aircraft.
In 1931, Boeing introduced the first metal passenger aircraft, the Boeing 247, a twin-engine
monoplane aircraft. Douglas Aircraft Corporation responded with the Douglas DC-2 in
1934 and its larger version the DC-3 in 1935 which became one of the most successful
aircraft and set the standard for metal aircraft structure.
During the second world war, wooden aircraft got a revival due to the shortage of
aluminum; the Mosquito bomber and Beriev Be-2 reconnaissance flying boat are examples
of wooden aircraft developed and manufactured during the second world war. After
the second world war, the focus shifted towards improving the aircraft performance
and passenger comfort since civil transportation became more important for aircraft
manufacturers. More powerful engines and the introduction of the pressurized fuselage
made it possible for aircraft to fly into the top of the troposphere/low stratosphere (e.g.,
Boeing 377 Stratocruiser); possible for aircraft to fly above the clouds and weather
conditions while keeping the cabin pressure at a reasonable level. The first jet engines
allowed for even faster travel and at higher altitudes.
To fly above the weather while maintaining a reasonable cabin pressure required
pressurizing and depressurizing of the cabin. This pressurizing and depressurizing cycle
on the fuselage for each flight caused fatigue related problems. Accidents with the de
Havilland Comet which where attributed to fatigue in combination with bad design features
and incorrect testing of the aircraft4 lead to strict design and test regulations to prevent
future accidents.
The next major leap forward (ignoring the Concorde, the first supersonic passenger
aircraft) was the introduction of composite components into the aircraft. Initially,
composites were used only in secondary and non-load carrying components such as fairings
and the radome. Over the last decades, however, composite components have gradually
4The ultimate load was applied before the fatigue testing, this lead to fatigue initiation to occur later than
when the aircraft was in-service
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replaced their metal counterparts even in primary structural components. The Boeing
B787 and Airbus A350XWB are examples of modern passenger aircraft that by percentage
weight more than 50% is composite material.
Alongside the aforementioned milestones, progress was made in the techniques for
testing and quantifying the strength of aircraft. Mechanical testing (to measure ultimate
tensile strength, yield point of the material, fatigue life, toughness etc.) were conducted
to quantify the materials used in the design phase and eventually for manufacturing.
To maintain the in-service aircraft integrity, mechanical testing (due to their destructive
nature) is no longer an option; therefore, NDE techniques were required. A comprehensive
overview of the major NDE techniques as given by Hellier [2] are presented in Tab. 1.1.
The NDE techniques listed in Tab. 1.1 were developed with isotropic and homogeneous
materials in mind, however, composite materials (anisotropic non-homogeneous) started
gradually replacing metallic materials in critical components of civil transport aircraft
structures since the 1980s; and more recently, both Boeing (B787) Airbus (A350XWB)
have manufactured aircraft which mostly is made of composites. In contrast to metallic
structures, low energy impact damage in composite structures can create damage beneath
the surface not visible externally to the naked eye. The low energy impacts can result
in delaminations, fiber breakage, and/or matrix cracking which may lead to a significant
decrease of the material strength and reduce the structure’s fatigue life [3, 4]. Even though
some current NDE techniques (i.e., using an ultrasonic water tank to perform a C-scan) are
capable to capture the effect of low energy impact, they remain expensive for the aircraft
operator both in time and costs. To reduce downtime of an aircraft, and to lower the cost
of maintenance, while at the same time increasing our knowledge on the structural health,
a different method of damage detection is needed; an integrated NDE system that can
evaluate the state of a component in-service without the need to ground the aircraft for
a scheduled maintenance. The field of research aim to accomplish the aforementioned is
known as structural health monitoring (SHM); within SHM two general methodologies can
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Table 1.1: Major NDE techniques; a comprehensive overview [2]
Technique Principle Application Advantages Limitations
Visual testing
(VT)
Uses reflected or
transmitted light from
test object that is imaged
with the human eye or
other light-sensing
device
Many applications in
many industries ranging
from raw material to
finished products and
in-service inspection
Can be inexpensive and
simple with minimal
training required. Broad
scope of uses and
benefits
Only surface conditions
can be evaluated.
Effective source of
illumination required.
Access necessary
Penetrant
testing (PT)
A liquid containing
visible or fluorescent
dye is applied to surface
an enter discontinuities
by capillary action
Virtually any solid
nonabsorbent material
having uncoated
surface that are not
contaminated
Relatively easy
and material are
inexpensive. Extremely
sensitive, very versatile.
Minimal training
Discontinuities open
to the surface only.
Surface conditions must
be relatively smooth and
free of contaminant
Magnetic
particle
testing
(MPT)
Test part is magnetized
and fine ferromagnetic
particles applied to
surface, aligning at
discontinuity
All ferromagnetic
materials, for surface,
and slightly subsurface
discontinuities; large
and small parts
Relatively easy to use.
Equipment/material
usually inexpensive.
Highly sensitive and
fast compared to PT.
Only surface and
a few subsurface
discontinuities can be
detected. Ferromagnetic
materials only
Radiographic
testing (RT)
Radiographic film is
exposed when radiation
passes through the test
object. Discontinuities
affect exposure
Most materials,
shapes and structures.
Examples include
welds, castings,
composites, etc.
as manufactured or
in-service
Provides a permanent
record and high
sensitivity. Most widely
used and accepted
volumetric examination
Limited thickness
based on material
density. Orientation of
planar discontinuities
is critical. Radiation
hazard
Ultrasonic
testing (UT)
High frequency sound
pulses from a transducer
propagate through the
test material, reflecting
at interfaces
Most materials can
be examined if sound
transmission and
surface finish are
good and shape is not
complex
Provides precise, high
sensitivity results
quickly. Thickness
information, depth and
type of flaw can be
obtained from one side
of the component
No permanent record
(usually). Material
attenuation, surface
finish and contour.
Requires couplant
Eddy current
testing (ET)
Localized electrical
fields are induced
into a conductive
test specimen by
electromagnetic
induction
Virtually all conductive
material can be
examined for
flaws, metallurgical
conditions, thinning and
conductivity
Quick, versatile,
sensitive; can be
non-contacting; easily
adaptable to automation
and in-situ examination
Variables must
be understood
and controlled.
Shallow-depth of
penetration, lift-off
effects and surface
condition
Thermal
infrared
testing (TIR)
Temperature variations
at the test surface are
measured/detected
using thermal
sensors/detectors
instruments/cameras
Most materials and
components where
temperature changes
are related to part
conditions/thermal
conductivity
Extremely sensitive
to slight temperature
changes in small parts
or large areas. Provides
permanent record
Not effective for
detection of flaws in
thick parts. Surface only
is evaluated. Evaluation
requires high skill level
Acoustic
emission
testing (AE)
As discontinuities
propagate, energy is
released and travels as
stress wave through
the material. These are
detected by means of
sensors
Welds, pressure vessels,
rotating equipment,
some composites and
other structures subject
to stress or loading
Large areas can be
monitored to detect
deteriorating conditions.
Can possibly predict
failure
Sensor must contact
test surface. Multiple
sensors required for
flaw location. Signal
interpretation required
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be distinguished: (i) load monitoring, in which the load cycles of a component is recorded
and based on the load history and a fatigue based model the remainder of life is estimated;
and (ii) damage assessment, aimed at the development of integrated systems which are
capable to detect and monitor damage in aircraft structures in-situ [5] In combination with
the increase in understanding of smart materials, and the decrease in size of sensors, SHM
systems are becoming more feasible. Furthermore, integrating SHM sensors onto (bonded),
or into (in / embedded) the structure makes NDE techniques a part of the whole structure.
This gives the operators the opportunity to inspect the aircraft before each flight, or during
a flight. The aircraft would only need to be put out of service when damage is detected, no
longer after a certain, defined period or number of flights [6].
For SHM purpose, ultrasonic guided-waves (GW), more specific Lamb waves [7], are
preferred due to their capability to travel long distances [8]. To obtain/develop accurate
SHM system, however, an increase of knowledge and more accurate predictive models
of ultrasonic GW propagation (dispersion curves) in an arbitrary material and realistic
structure is necessary. Current GW based techniques are limited to simple geometries
(such as flat or curved plates), prior to the implementation of a GW based system in an
aircraft, complex geometries (changes in thickness, stiffeners, ribs, fasteners, etc.) have
to be investigated. However, this work aims on the fundamental principles of GW and is
limited to simple geometries.
The aim of this dissertation is to contribute to existing literature through: Part II:
propose a unified formulation (unified analytic method, UAM) that predicts ultrasonic GW
propagation in any material type or combination of materials and verify this method by
comparison with existing dispersion curves algorithms; Part III: retrieve the stiffness matrix
(which acts as input for the UAM) non-destructively using the newly formulated LAMSS
ultrasonic immersion technique with increased accuracy. A stiffness matrix determined
through destructive mechanical testing and based on material assumptions will not yield
satisfactory results; Part IV: combine Part II and Part III and validate the retrieved stiffness
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matrix and predicted dispersion curves experimentally using a piezoelectric wafer active
sensor (PWAS) exciter and ascanning laser Doppler vibrometer (SLDV) to measure GW
propagation in unidirectional and fabric composites.
1.2 HISTORY OF ULTRASONIC GUIDED-WAVES (GW)
Propagation of elastic waves was first investigate by Rayleigh [9] in 1885, who was
interested in modeling the motion of the ground due to earth tremors. Rayleigh’s work
(solving the wave equation using one traction-free boundary) on elastic waves traveling on
the free surface of a semi-infinite solid formed the foundation of all future work in this area.
In 1911, Love [10] continued Rayleigh’s work by investigating wave propagation in a finite
thickness layer and solved it for the shear-horizontal (SH) wave case. In 1917, Lamb [7]
investigated the wave propagation in a layer with two traction-free boundaries. Lamb
concluded that two types of wave modes exist simultaneously, one symmetric- and one
antisymmetric. Stoneley [11] continued Rayleigh’s work and generalized the formulation
for the interface of two semi-infinite solids. Stoneley’s generalized formulation was used
by Scholte [12] to investigate wave propagation at the interface of two semi-infinite media
when one of them was water.
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The pioneering and fundamental work described above mostly focused on geophysical
systems; the first significant study on elastic wave propagation in multi layered media
was performed by Thomson [13]. Three year later, Haskell [14] corrected a minor error
in Thomson’s work. The method described by Thomson and Haskell used a recursive
algorithm to obtain a compact matrix (transfer matrix method, TMM) in which the
boundary conditions of all the layers were eventually related to the boundary conditions
on the top and bottom of the media resulting in a compact matrix that needs to be solved
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to determine the dispersion curves.
Knopoff [15] formulated a direct approach in which the boundary conditions of all
layers are assembled into one matrix. Knopoff’s global matrix method (GMM) is more
stable than the TMM used by Thomson and Haskell, however the global matrix increases
in size with an increasing number of layers.
An alternative to the GMM and TMM was presented by Rokhlin and Wang [16, 17] in
which the stresses are related to the displacements at the surfaces of the media. Rokhlin
and Wang’s stiffness matrix method (SMM) is considered to be unconditionally stable.
In addition to aforementioned methods, Kamal [18] introduced the stiffness transfer
matrix method (STMM) that combines the merits of both the TMM and SMM into one
method.
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1.3 COMPOSITES
A composite material consists out of two or more constituent materials which combine
produce a material with properties different from the individual components. Often
mistaken to be a new material, the opposite is more true since composite materials can
be traced back to Ancient Egypt when mud and straw were combined to produce bricks;
another commonly used composite material is concrete.
However, the aforementioned will not do for aerospace structures; the composite
materials used in the aerospace industry can be a combination of carbon or glass fiber
and a matrix of epoxy-, Bismaleimidi- (BMI) or thermoplastic- resin, etc.5. The fibers are
5There are only a few combinations mentioned here, many other combination exist
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the major load carrying members, while the matrix is used to protect the fiber from the
environment and the transfer loads to and between the fibers.
A ply or lamina refers to a sheet of fibers and matrix; stacking multiple plies or laminae
on each other one creates a laminate. Laminates can consists out multiple layers each in a
desired orientation to produce a composite with desired properties. E.g. a laminate with an
equal distribution of plies in the 0°, 90° and±45° will result in a quasi-isotropic laminate, a
laminate with stiffness properties similar to isotropic (metallic) materials; the properties are
independent of rotation of the axis system. The composite laminates in turn can be used
to produce composites structures such a fuselage section, wingbox, etc.; a process from
lamina to laminate to structures is schematically represented in Fig. 1.2. In other methods,
such as automated fiber placement, the uncured composite material is placed directly into
the final structural shape by using a mold.
(a) Lamina (b) Laminate (c) Composite structure
Figure 1.2: Multiple laminae stacked onto each other to from a laminate, which in turn is
part of composite structure
CLASSICAL LAMINATE THEORY
Classical laminate theory (CLT) forms the foundation for mechanical analysis of
composites; in this section, a brief introduction is provided for the reader’s convenience;
however, it is recommended the books by Daniels [19] and Kassapoglou [4] (just to name
a few) for more detailed information.
For plane stress conditions, the stresses in a lamina when loaded along its individual
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principal axes can be related to the strains using the following constitutive equations
σ1
σ2
τ12

=

Q11 Q12 0
Q22 0
sym Q66


1
2
γ12

(1.1)
where Qij is defined by
Q11 =
E1
1− ν12ν21 , Q12 =
ν21E1
1− ν12ν21 , Q22 =
E2
1− ν12ν21 , Q66 = G12 (1.2)
The aforementioned relations describe the stiffness properties of a lamina in the principal
directions and the material properties E1, E2, G12 and ν12. It is common for the principal
axis not to coincide with the loading directions, or reference axis. To express the stiffness
properties in the principal directions in terms of the loading axis, the x-, y-coordinate
system, the following transformation has to be applied to the stresses and strains

σx
σy
τxy

= [T2D]

σ1
σ2
τ12

(1.3)

x
y
1
2γxy

i
= [T2D]

1
2
1
2γ12

i
(1.4)
where T2D is given by
[T2D] =

m2 n2 2mn
n2 m2 −2mn
−mn mn (m2 − n2)
 (1.5)
where m = cos(θ), n = sin(θ), and θ is the orientation angle of the lamina. Using
the stress-strain relationship of Eq. (1.1) in combination with Eq. (1.3) and Eq. (1.4) one
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obtains 
σx
σy
τxy

= [T−12D ]

Q11 Q12 Q16
Q22 Q26
sym Q66
 [T2D]

x
y
1
2γxy

(1.6)
One can now define
Q11 Q12 Q16
Q22 Q26
sym Q66
 = [T
−1
2D ]

Q11 Q12 Q16
Q22 Q26
sym Q66
 [T2D] (1.7)
where Qij is given as
Q
(θ)
11 = m4Q11 + n4Q22 + 2m2n2Q12 + 4m2n2Q66
Q
(θ)
22 = n4Q11 +m4Q22 + 2m2n2Q12 + 4m2n2Q66
Q
(θ)
12 = m2n2Q11 +m2n2Q22 + (m4 + n4)Q12 − 4m2n2Q66 (1.8)
Q
(θ)
66 = m2n2Q11 +m2n2Q22 − 2m2n2Q12 + (m2 − n2)2Q66
Q
(θ)
16 = m3nQ11 −mn3Q22 + (mn3 −m3n)Q12 + 2(mn3 −m3n)Q66
Q
(θ)
26 = mn3Q11 −m3nQ22 + (m3n−mn3)Q12 + 2(m3n−mn3)Q66
The in-plane stress resultants, and moments resultants are defined as
Ni =
∫ h
2
−h2
σidz Mi =
∫ h
2
−h2
σizdz (1.9)
whereNi are the in-plane stress resultants andMi are the moment resultants in the ith-layer
of the laminate. Utilizing Eq. (1.6) to Eq. (1.9) one obtains
N = A · +B · κ
M = B · +D · κ (1.10)
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where A, B, and D are given by
Aij =
n∑
i=1
(Qij)i(zk − zk−1)
Bij =
1
2
n∑
i=1
(Qij)i(z2k − z2k−1) (1.11)
Dij =
1
3
n∑
i=1
(Qij)i(z3k − z3k−1)
The A, B and D matrices describe the stress-strain relations of a laminate in the global
coordinate system. The A matrix represents the in-plane, or membrane stiffness, the
D matrix represents the out-of-plane (or bending stiffness) and the B matrix represents
the coupling between the out-of-plane and in-plane strains to the corresponding stresses
respectively. And, z denotes the distance of a lamina edge from the mid-plane of the
laminate (in the case of a laminate with an odd number of layers the laminate mid-place
of the laminate will be at the mid-plane of the center layer); a schematic representation is
given in Fig. 1.3 for conveniences.
Figure 1.3: Ply number system
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ROTATION OF 3D STIFFNESS MATRIX
So far, the equations shown were valid of a 2D-case, to extend the formulation for a
3-dimensional (3D) stiffness matrix rotation the 3D transformation matrix is used
T3D =

m2 n2 0 0 0 2nm
n2 m2 0 0 0 −2nm
0 0 1 0 0 0
0 0 0 m −n 0
0 0 0 n m 0
−nm nm 0 0 0 m2 − n2

(1.12)
Note, Eq. (1.7) is rewritten as
C(θ) = T3DCT−13D (1.13)
where C is the stiffness matrix in the material principal axis and the stiffness matrix is the
θ direction is given byQ(θ). For simplicity, the 3D transformation matrix is hereafter noted
as T .
1.4 STRAIGHT-CRESTED GUIDED-WAVES
Five different types of straight-crested GW (listed below) can exist in plates depending on
the boundary conditions and excitation frequency. An illustration of the dispersion of the
different waves is given in Fig. 1.4a. Important to note, only the SH waves and the Lamb
waves (which are a combination of pressure and shear-vertical waves) are elaborated upon
here; for a more detailed overview the reader is recommended to read Giurgiutiu [20, 21].
1. Axial plate waves
2. Flexural plate waves
3. SH waves
4. Lamb waves
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5. Rayleigh waves
(a) (b)
Figure 1.4: Straight-crested waves in a plate: (a) the different type of straight-crested waves
[21]; and (b) the different Lamb waves in a plate
1.4.1 SHEAR-HORIZONTAL WAVES
The SH waves and the Lamb waves form the complete set of solution to the Rayleigh-Lamb
equation. It is common, especially, in isotropic material to decouple the SH waves and the
Lamb waves and solve them separately. This approach is followed here as well; in this
section the only SH waves are discussed.
The SH wave is defined by its particle motion in the z-direction, and propagation in the
x-direction (Fig. 1.5). To describe the SH wave, assume
uz(x, y, t) = h(y)ei(ξx−ωt) (1.14)
Recall the wave equation as
∇2uz = 1
v2S
u¨z (1.15)
where vS is the shear velocity, defined as
vS =
√
µ
ρ
(1.16)
Take the derivatives of Eq. (1.14) with respect to x, y, and t, and substitute into the wave
equation to obtain
h′′(y) + η2h(y) = 0 (1.17)
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It is important to note that the common factor ei(ξx−ωt) is omitted and that η2 is defined as
η2 = ω
2
v2S
− ξ2 (1.18)
Substitute the general solution of Eq. (1.17) (h(y) = C1sin(ηy) + C2cos(ηy)) into
Eq. (1.14) to obtain its general solution as
uz(x, y, t) =
(
C1sin(ηy) + C2cos(ηy)
)
ei(ξx−ωt) (1.19)
Now, recall both the traction-free boundary conditions (σyz(x,±d, t) = 0, where d is the
half-thickness) and the shear stress definition for z-invariant (σyz = µ∂uz/∂y) to write
σyz = µη
(
C1cos(ηy)− C2sin(ηy)
)
ei(ξx−ωt) (1.20)
Imposing the boundary condition and the zero-determinant condition to retrieve non-trivial
solution, on obtains the characteristic equation is as
sin(ηd)cos(ηd) = 0 (1.21)
Two type of SH modes (symmetric and anti-symmetric) can exist depending on the
excitation frequency. For the symmetric case, sin(ηd) = 0 has to be satisfied; one obtains
ηSd = 0, pi, 2pi . . . (2n)pi2 n = 0, 1, 2, . . . (1.22)
Similarly, for anti-symmetric modes, one satisfies cos(ηd) = 0 to obtain
ηAd = 1/2, 3/2pi, 5/2pi . . . (2n+ 1)pi2 n = 0, 1, 2, . . . (1.23)
The SH waves are defined by their particle motion in the z-direction, while propagating
the x-direction. The fundamental symmetric SH waves (SHS0) is for some material
non-dispersive, however, this is not the case for the fundamental antisymmetric SH waves
(SHA0).
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Figure 1.5: Schematic representation of the particle motion for the shear-horizontal wave
mode
1.4.2 LAMB WAVES
To obtain the complete set of solution to the Rayleigh-Lamb equation, the Lamb waves
have to be defined as well. In 1917, Lamb [7] was the first to describe these ultrasonic GW
which propagate between the free boundaries of a material; hence the name Lamb waves.
The Lamb waves consist of two coupled waves modes, the pressure and shear-vertical
waves. To derive the Lamb wave equation the wave equation is rewritten as terms of two
potentials, Φ andHz
v2L∇2Φ = Φ¨
v2T∇2Hz = H¨z (1.24)
where vL is the velocity of the longitudinal mode (v2L = (λ+ 2µ)/ρ) and vT is the velocity
of the transverse mode (v2T = µ/ρ). First, assume a harmonic motion (e−iωt) for both
potentials; second, express the stresses and displacements of the potentials; third, assume
a harmonic wave propagation (ei(ξx−ωt)) in the x-direction; and write
d2φ
dy2
+ p2φ = 0
d2ψ
dy2
+ q2ψ = 0 (1.25)
where p and q are defined as
p2 = ω
2
v2L
− ξ2 q2 = ω
2
v2T
− ξ2 (1.26)
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The general solution to Eq. (1.25) is
φ = A1sin(py) + A2cos(py)
ψ = B1sin(qy) +B2cos(qy) (1.27)
Using the general solution in Eq. (1.27) together with the symmetric and antisymmetric
particle displacement and stress about the mid-plane, one obtains
tan(pd)
tan(qd) = −
(ξ2 − q2)2
4ξ2pq (1.28)
tan(pd)
tan(qd) = −
4ξ2pq
(ξ2 − q2)2 (1.29)
Lamb waves are dispersive (velocity is dependent on frequency) and can be both symmetric
(S-mode waves, Eq. (1.28)) and anti-symmetric (A-mode waves, Eq. (1.29)) in nature (see
Fig. 1.6). The S-mode waves resemble longitudinal compression-traction in-plane motion,
while the A mode waves resemble transverse out-of-plane motion. The dispersive nature
can partly be neglected, although dispersion will always remain, by exciting Lamb waves
continuously at a certain, defined frequency. Lamb waves are desired for SHM systems
because Lamb waves propagate over long distances than other GW [8, 22–25]. The Lamb
waves can easily be generated by bonding PWAS onto metallic and/or composite structures.
Benefits of PWAS include that they can be used both as sensor and actuator, are inexpensive
and available in small sizes making them ideal for integration within the structure [8]. A
PWAS operates by applying a high-frequency voltage signal which strains the actuator
which consecutively strains the material creating Lamb waves. A Lamb wave propagating
throughout the material can then be captured by other PWAS (or another type of sensors;
e.g. fiber optic sensor).
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(a)
(a)
(b)
(b)
(c)
(a)
(b)
(d)
Figure 1.6: Schematic representation of the particle motion for the: (a,b) symmetric Lamb
wave mode; and (c,d) anti-symmetric Lamb wave mode
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CHAPTER 2
MOTIVATION AND RESEARCH HYPOTHESIS
Within both the field of NDE and SHM the methods based on ultrasonic GW are preferred
due to their ability to travel at large distances. Both NDE and SHM methods often rely on
information about the velocity in the media that is examined. Depending on the investigated
medium, the velocity can be independent or dependent on the propagation direction.
Furthermore, depending on the selected wave mode, the velocity can be dispersive (velocity
depends on frequency) or non-dispersive. To obtain the required information, predictive
models for the dispersion curves are desired. For isotropic materials, the dispersion curves
are independent on the propagation direction; this is however not valid for anisotropic
materials. Addressing the dispersion curves for each the material type (isotropic or
anisotropic) separately is common and abundant in the literature ([20, 26, 27] and [28–30]
respectively). In addition, the separation based on the material type, another separation is
commonly applied as well: separately solving for the SH waves and the Lamb waves.
The SH waves and the Lamb waves together form the complete solution set for the
Rayleigh-Lamb equations, which, in some cases (depending on the material type and/or
propagation direction), can be decoupled. Even though decoupling the SH waves and the
Lamb waves makes solving the problem easier, it is not always desired since it is not
applicable to all the cases. An approach applicable to any media and that works regardless
the propagation direction is therefore useful and desired.
Based on the aforementioned the following hypotheses (represented in bold-italic) are
formulated
A coupled, analytic formulated predictive model will result in more accurate dispersion
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curves
A new analytic approach, the unified analytic method (UAM), is proposed to obtain
the ultrasonic GW dispersion curves in an arbitrary media regardless the material type
or propagation direction. To verify the UAM the obtained results are compared to
the commercially available software package DISPERSE and in-house implemented
semi-analytic finite element (SAFE) method. Part of the verification process is to
assess accuracy, retrieval of all the different wave modes within the given domain. The
comparison is performed for single layer media, multi layer media, laminated media,
sandwich media and fiber metal laminate (FML) media to cover all the most common
type of media in aerospace structures. The different media are described by their stiffness
matrix. This hypothesis will be examined in detail in Part II.
A complete stiffness matrix (including the out-of-plane and transverse shear properties)
can be retrieved using ultrasonic immersion techniques
To obtain the stiffness matrices, destructive mechanical testing procedures set
by ASTM International can be followed to determine the required stiffness matrix
components. However, these experiments require numerous coupons and are time and
cost intensive. In addition, not all the stiffness matrix components can be retrieved using
mechanical testing procedures. However, there is a direct correlation between the material
properties and phase velocity with a material, this relationship can be used to estimate
the stiffness matrix components based on the experimentally determined phase velocities.
Furthermore, ultrasonic immersion techniques allow to estimate all the stiffness matrix
components, including out-of-plane and transverse shear properties; this will yield more
accurate material properties which in turn will result in more accurate dispersion curves
predictions.
A stiffness matrix determined through the use of destructive mechanical methodologies
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used to predict dispersion curves result in unsatisfactory results
As mentioned earlier, mechanical testing procedure do not allow to retrieve the entire
stiffness matrix, assumptions of some stiffness matrix components are required to obtain a
complete set. The use of assumed stiffness matrix components will result in inaccurate
prediction for the dispersion. To assess the latter, mechanically determined stiffness
matrices are used as input for the UAM and the obtained dispersion curves are compared to
experimentally (the experimental setup contained out of a PWAS exciter and a measuring
SLDV) retrieved dispersion curves for both a unidirectional and fabric composite material.
The PWAS excites an ultrasonic GW and the SLDV measures the vertical velocity of the
propagating wave. A 2D fast Fourier transform (FFT) is used to transform the measured
data to the wavenumber-frequency domain such that a direct comparison with the predicted
dispersion curves is possible. The basis for this hypothesis is discussed in Part III, while in
Part IV hypothesis is answered.
The most accurate predictions are obtained when a non-destructive ultrasonic
methodology is used to determine the stiffness matrix
Given that mechanically determined stiffness matrices yield unsatisfying results
and the desire (especially from the aerospace industry) to shift away from destructive
mechanical testing procedures, non-destructive ultrasonic methodologies are examined.
Current ultrasonic immersion techniques utilizing a single, through-transmission method
characterize a material non-destructively, in this investigation multiple methods
(through-transmission, critical angle, and pulse-echo) are combined to obtain a robust
approach, the LAMSS ultrasonic immersion technique. A comparison between stiffness
matrices obtained through mechanical testing procedures and the LAMSS ultrasonic
immersion technique is performed to access the results. Finally, the predicted dispersion
curves (using both destructive and non-destructive determined stiffness matrices) are
compared to the experimentally obtained ones to determine which stiffness matrix retrieval
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methodology (destructive versus non-destructive) yield the most accurate results. Similar,
to the third hypothesis; this hypothesis is answered Part IV.
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Part II
Ultrasonic guided-waves
dispersion curves algorithms in
laminated composites
30
NOMENCLATURE
Abbreviation Description
1D 1-dimensional
3D 3-dimensional
CFRP Carbon fiber reinforced polymer
FEM Finite element method
FML Fiber metal laminate
GMM Global matrix method
GW Guided-waves
NDE Non-destructive evaluation
SAFE Semi-analytic finite element
SMM Stiffness matrix method
TMM Transfer matrix method
UAM Unified analytic method
Arabic letter Description Unit
A Bi-cubic coefficient
A Overall transfer matrix
A Quadratic coefficient
An Layer transfer matrix
Al Aluminum
B Wave amplitudes coefficients
B Quadratic coefficient
bσ Local stress field matrix
bu Local displacement field matrix
Bσ Stress field matrix
Bu Displacement field matrix
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C Stiffness matrix Pa
C Quadratic coefficient
D Final stress field matrix
D Denominator
D Discriminant
E Young’s modulus
eav Average energy density
F Excitation force
f Frequency
G Final global matrix
G Shear modulus
h Thickness
i Imaginary unit
K Global stiffness matrix
K Kinetic energy
k Local stiffness matrix
k Wavenumber m−1
l Wavenumber ratios
M Global mass matrix
mvg Slope of group velocity
mvp Slope of phase velocity
N Number (of layers)
N Shape functions
P Poynting vector
Pav Average Poynting vector energy
q Nodal displacement vector
S Compliance matrix
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S Slowness vector sm−1
t Time s
u Displacement vector m
U Eigenvector
U Nodal displacement
V Volume
ve Energy velocity ms−1
vg Group velocity ms−1
vp Phase velocity ms−1
z State vector
Greek letter Description Unit
α Eigenvalue
α Ratio of wavenumber in 3- over 1-direction
Γ Stiffness matrix Pa
γ Steering angle °
δ Kronecker delta
δH Hamilton’s principle
 Strain
ζ Quadratic eigenvalues
η Partial participation factors
θ Orientation angle °
Λ Difference in phase angle °
ν Poisson ratio
ρ Density kgm−3
σ Stress Pa
Φ Strain energy
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φ Group velocity direction °
ξ Wavenumber m−1
Ω Characteristic determinant
ω Angular frequency Hz
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CHAPTER 3
INTRODUCTION/STATE-OF-THE-ART
Traditional non-destructive evaluation (NDE) methods were developed with isotropic
material in mind. For newer aircraft, however, with a large percentage of composite
materials, these NDE methods do not necessarily yield accurate results. In the last
decades, focus has been shifted towards advances in non-destructively test, evaluation
and inspection methods for aerospace composite structures [1, 2]. Within the NDE
research field, methods utilizing ultrasonic guided-waves (GW) propagation, especially
Lamb waves [3], are preferred due to the ability to travel over long distances [4, 5].
Examples in literature utilizing Lamb waves to detect, localize, or quantify damage in
composites are abundant [6–10].
Accurate knowledge regarding the dispersion in anisotropic material can lead to an
increase in probability of damage detection [11]. Even though wave propagation in
isotropic material [12–14] and anisotropic material [15–17] are discussed in detail in the
literature, there remain a lack of accurate prediction programs, especially in anisotropic
materials.
For layered composite structures the interface conditions, displacement continuity
through the thickness, stress balance at adjacent layer interfaces and traction-free boundary
condition on the outer surfaces must be satisfied. The first method developed for this
problem was the transfer matrix method (TMM) introduced in the 1950s [18, 19] for
isotropic materials and later it was extended by Nayfeh [15] to anisotropic composites.
In the TMM, displacements and stresses in the ith layer are only described in terms of
displacement and stresses of adjacent neighboring layers, the layer above i + 1 and the
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layer below i−1. A clear advantage of TMM is the compact transfer matrix that is obtained
when all the layers conditions are collapsed and described in terms of only the boundary
condition at the outer surfaces. The TMM results in a 6 × 6 matrix regardless the number
of layers. Numeric instabilities, however, can occur when dealing with high frequencies,
large thicknesses, or a combination of the two.
A different method, the global matrix method (GMM) [20] was developed to overcome
the numeric instabilities that occurred when using the TMM. The GMM requires the
displacement and stress boundary conditions of all layers to be assembled into one matrix.
This, however, results in a large matrix which increases with the increase of the number of
layers; which results in a 6N × 6N matrix where N is the number of layers.
Rokhlin and Wang [21, 22] investigated the numeric instabilities of the TMM and
introduced the stiffness matrix method (SMM), which uses a recursive algorithm. Similar
to the TMM, the SMM obtains a compact matrix. The SMM, however, relates the stresses
at the surfaces to the displacements at the surfaces through the layer stiffness matrix and it
considered to be unconditionally stable.
Based on the GMM, Pavlakovic et al. [23] introduced a dispersion curve algorithm
called DISPERSE [24] that is applicable to both isotropic and composite material. The
GMM also has been applied to investigate the wave propagation time histories in both
isotropic and cross-ply laminates[25].
Bartoli et al. [26] proposed a semi-analytical finite element (SAFE) approach to obtain
the dispersion curves in arbitrary cross-section. Dispersion curves can be obtained in
both isotropic and composite material using the SAFE approach; however, it requires
the implementation of a 1-dimensional (1D) finite element method. Wang and Yuan [27]
reported the formulation of Lamb waves in composites using 3-dimensional (3D) elasticity
theory. The reported formulation is mathematically complicated, but able to predict the
dispersion in N-layered composites. All the experimentally tested laminates were, however,
quasi-isotropic.
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Another method, investigated by Gopalakrishnan[28], used two dimension spectral
finite element method to retrieve the Lamb wave dispersion curves for laminated
composites structures. However, the shear-horizontal wave modes were not retrieved.
As it is evident from the literature, multiple approaches and programs are available to
predict ultrasonic GW propagation dispersion curves in a material. Each approach and
program will have its own advantage and disadvantage making it suitable for a specific
end use and less suitable for others. Hence, a new formulation entitled the unified analytic
method (UAM) is introduced and compared it to two ultrasonic GW dispersion curves
algorithms discussed in the literature, DISPERSE and SAFE.
The structure of this part is as follows: (i) the UAM is introduced and its theoretical
foundation is presented; (ii) the other two ultrasonic GW dispersion curves algorithms
(DISPERSE and SAFE) are discussed; (iii) the comparison is made between the different
algorithms for a single layer of isotropic, unidirectional, orthotropic, and monoclinic
material is examined, followed by a multi layer case (consisting of 10 layer of the
aforementioned materials) as well as four different laminates; (iv) a discussion is given
to highlight the advantages and disadvantages of the UAM; and, finally, (v) conclusions
and recommendations for future improvements are listed and elaborated.
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CHAPTER 4
THE UNIFIED ANALYTIC METHOD FORMULATION
The theoretical foundations of the unified analytic method (UAM) formulation is presented
in this chapter. The UAM formulation to determine the ultrasonic guided-waves (GW)
dispersion curves in a single layer is discussed first; later, the formulation is extended
to N-layered media. As last, the formulations to determine the group velocity and its
corresponding steering angle are presented.
4.1 ULTRASONIC GUIDED-WAVES IN A SINGLE LAYER
In the UAM formulation, the direction of wave propagation is set in the x1-direction, the
thickness is represented by x3, whereas x2 is perpendicular to x1 and x3. It is important to
note that straight-crested GW propagation is assumed. Hence, the problem is x2-invariant.
A schematic illustration of the axes is shown in Fig. 4.1, it is important to notice that the
x2-axis is omitted due to x2-invariant assumption.
Figure 4.1: Schematic representation of the axes x1 and x3 used in the UAM formulation
The particle displacements (which are function of the angular frequency ω, wavenumber
ξ, and phase velocity vp = ω/ξ) in the 1-, 2- and 3-directions are used to describe
the ultrasonic GW propagating in an arbitrary media. A propagating wave consists of a
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superposition of waves propagating in multiple directions, i.e. a wave propagating in the
x1 direction will be the result of a superposition of waves propagating in the x1 and x3
direction under x2-invariant condition, given as
u =

uˆ1
uˆ2
uˆ3

ei(k1x1+k3x3−ωt) =

uˆ1
uˆ2
uˆ3

eiξ(x1+αx3−vpt) (4.1)
where
k1 = ξ k3 = αξ (4.2)
It is important to note that k1 and k3 are the directional wavenumbers and α is ratio between
the wavenumbers in x3 and x1 direction, α = k3/k1. Recall the equation of motion in terms
of displacement, i.e.,
C∇2u = ρ∂
2u
∂t2
(4.3)
Substituting the derivatives of the displacements with respect to the spatial variables and
time variable into the equation of motion Eq. (4.3), rearranging and dividing out common
factors yields Christoffel’s equation for a lamina
(C11 − ρv2p) + C55α2 C16 + C45α2 (C13 + C55)α
(C66 − ρv2p) + C44α2 (C36 + C45)α
sym (C55 − ρv2p) + C33α2


uˆ1
uˆ2
uˆ3

= 0 (4.4)
It is important to note that the Christoffel’s equation for a lamina Eq. (4.4) is the backbone
of the UAM formulation. The zero-determinant condition is applied to Eq. (4.4) to obtain
the characteristic determinant Ω and the characteristic equation Ω = 0 that results in the
existence of non-trivial solutions, i.e.,
Ω =
∣∣∣∣∣∣∣∣∣∣∣∣
(C11 − ρv2p) + C55α2 C16 + C45α2 (C13 + C55)α
(C66 − ρv2p) + C44α2 (C36 + C45)α
sym (C55 − ρv2p) + C33α2
∣∣∣∣∣∣∣∣∣∣∣∣
= 0 (4.5)
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Expanding the determinant results in a bi-cubic equation, which after being solved yields
the eigenvalues α.
A6(α2)3 + A4(α2)2 + A2α2 + A0 = 0 (4.6)
where the bi-cubic coefficients A6, A4, A2, A0 are a function of the material’s stiffness
matrix, density and phase velocity; the coefficients A6, A4, A2, A0 are given as
A6 =C33C44C55 − C33C245
A4 =(C44C55 − C245)(C55 − ρv2p) + C33C55(C66 − ρv2p) + C33C44(C11 − ρv2p)
− 2C16C45C33 + 2(C36 + C45)(C13 + C55)C45 − (C13 + C255)C44 − (C45 + C36)2C55
A2 =C33(C11 − ρv2p)(C66 − ρv2p)C44(C11 − ρv2p)(C55 − ρv2p) (4.7)
+ C55(C66 − ρv2p)(C55 − ρv2p)− C216C33
− (C11 − ρv2p)(C45 + C36)2 − (C66 − ρv2p)(C13 + C255)
− 2(C55 − ρv2p)(C55 − ρv2p) + 2C16(C45 + C36)(C13 + C55)
A0 =
[
(C11 − ρv2p)(C66 − ρv2p)− C216
]
(C55 − ρv2p)
Subsequently the eigenvalues were used to obtain the eigenvectors, U , after which the
displacement field matrixBu was formulated as
Bu(x3) =
[
b(1)u (x3) b(2)u (x3) b(3)u (x3) b(4)u (x3) b(5)u (x3) b(6)u (x3)
]
(4.8)
where
b(j)u (x3) = U (j)eiξα
(j)x3 j = 1, 2, ..., 6 (4.9)
To reconstruct the complete wave the eigenvalues and corresponding eigenvectors were
substituting into particle displacement equation, Eq. (4.1); this yielded
u = uˆ(x3)eiξ(x1−vpt) =
( 6∑
j=1
ηjU
(j)eiξα
(j)x3
)
eiξ(x1−vpt) (4.10)
where ηj are the partial-wave participation factors. The x3-dependent (thickness-direction)
part was isolated to give
uˆ(x3) = Bu(x3)η (4.11)
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In a similar fashion the stress field matrix Bσ was derived; the stress-displacement
relationship under x2-invariant conditions for a monoclinic lamina are
σ11
σ22
σ33
σ23
σ31
σ12

=

C11 C12 C13 0 0 C16
C22 C23 0 0 C26
C33 0 0 C36
C44 C45 0
sym C55 0
C66


u1,1
0
u3,3
u2,3
u3,1 + u1,3
u2,1

(4.12)
For GW propagation in an arbitrary media, the upper and lower surfaces are traction-free.
The normal vector on the upper and lower surface is ~e3, therefore, the traction on the surface
will consist of the normal stress σ33 and the two shear stresses σ23 and σ31 . Evaluating
Eq. (4.12) by taking the stresses which were influenced by the traction on the upper and
lower surfaces yields
σ33 = C13u1,1 + C33u3,3 + C36u2,1
σ23 = C44u2,3 + C45(u3,1 + u1,3) (4.13)
σ31 = C45u2,3 + C55(u3,1 + u1,3)
Substituting the displacement derivations obtained from Eq. (4.10) into Eq. (4.13),
rearranging, and collecting yields the stress vector as
σˆ(x3) =

σˆ33
σˆ23
σˆ31

= Bσ(x3)η (4.14)
whereBσ and b(j)σ are given by
Bσ(x3) =
[
b(1)σ (x3) b(2)σ (x3) b(3)σ (x3) b(4)σ (x3) b(5)σ (x3) b(6)σ (x3)
]
(4.15)
b(j)σ (x3) = iξ

C13U
(j)
1 + C33α(j)U
(j)
3 + C36U
(j)
2
C44α
(j)U
(j)
2 + C45U
(j)
3 + C45α(j)U
(j)
1
C45α
(j)U
(j)
2 + C55U
(j)
3 + C55α(j)U
(j)
1

eiξα
(j)x3 (4.16)
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Finally, the dispersion curves were retrieved by applying the traction-free boundary
conditions. Stresses at the top and bottom of the medium are zero; concatenating the two
stress field matrices into one yieldsBσ(0)
Bσ(h)
η = Dη = 0 D =
Bσ(0)
Bσ(h)
 (4.17)
The UAM formulation is defined in the wavenumber-phase velocity solution space. To
retrieve the dispersion curves requires searching for wavenumber-phase velocity pairs
which yielded a sign change in the determinant of D-matrix. Both the D-matrix and
its corresponding determinant are complex, therefore, a sign change occurs if and only if
both the real and imaginary part of the complex number change sign simultaneously. The
phase-approach as presented in [29, 30] and discussed later in this dissertation was used to
retrieve the sign changes in the solution space. It is important to notice that the formulation
discussed up to this point is only valid for single layer media; for multi-layered media,
the one needs to obtain the assembled multi-layeredD-matrix. Three different methods to
assemble the multi-layeredD-matrix are presented in the next section.
4.2 ULTRASONIC GUIDED-WAVES IN N-LAYERED MEDIA
N-layered media layers can consist out of different materials, orientation angles,
thicknesses, or a combination of them. As a consequence, the eigenvalues, eigenvectors,
and both displacement and stress field matrices are required to be calculated for each layer.
The traction-free boundary conditions remains applicable at the top and bottom surface
of the N-layered medium. The boundary conditions between the layers (referred to as
interface conditions hereafter) ensure continuity of displacements and stresses throughout
the thickness of the layered medium; i.e. the displacements and stresses at the bottom of
layer n − 1 need to match the displacements and stresses at the top of layer n. For the
reader’s convenience an illustration of the interface condition for an N-layered media is
given in Fig. 4.2.
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Figure 4.2: Schematic representation of an N-layered medium and the corresponding
variables
It is important to note that the displacement conditions are omitted from Fig. 4.2 for
simplicity; expressing the interface conditions mathematically yields
uˆn(htn) = uˆn−1(hbn−1)
n = 2, ..., N (4.18)
σˆn(htn) = σˆn−1(hbn−1)
The global matrix method (GMM) and transfer matrix method (TMM) are the two most
frequent methods used to predict wave propagation in N-layered media. The two methods
are elaborated next in more detail in their in the corresponding subsections.
4.2.1 GLOBAL MATRIX METHOD (GMM)
In the GMM, the field matrices of each layer are combined into one global field matrix,
after which the same method as described by Eq. (4.17) to Eq. (4.22) is applied to obtain
the dispersion curves. The global field matrix is obtain as
Bσ1 (0)η1 = 0
Bn(hbn)ηn − Bn+1(htn+1)ηn+1 = 0 n = 1, ..., N − 1 (4.19)
BσN(hN)ηN = 0
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and in matrix notation
Bσ1 (0)
. . . . . .
Bn−1(hTn−1) −Bn(hBn )
Bn(hTn ) −Bn+1(hBn+1)
Bn+1(hTn+1) −Bn+2(hBn+2)
. . . . . .
BσN (h
B
N )


η1
...
ηn−1
ηn
ηn+1
...
ηN

= 0
(4.20)
where
B(x3) =
Bu(x3)
Bσ(x3)
 (4.21)
It is important to state that both Bσ1 (0) and BσN(hbN) are 3× 6 matrices, the other matrices,
however, are 6×6 matrices. The fully assembled global field matrix, therefore, is a 6N×6N
matrix. Subsequently, the partial-wave participation factors vector is 6N × 1 vector, which
can be separate into N vector of size 6× 1 each corresponding to a layer in the N-layered
medium.
4.2.2 TRANSFER MATRIX METHOD (TMM)
The TMM utilizes the fact that layers only depends on adjacent layers, i.e., layer n only
depends on layer n − 1 and layer n + 1. Utilizing this property transforms the 6N × 6N
global field matrix into a compact 6× 6 matrix. Assume a three-layered medium (as given
in Fig. 4.3); each layer has local thickness h and state vector z.
The state vector which represents the displacement and stress modeshapes through the
thickness of a layer were determined using the partial participation factors η, and
displacement field matrixBu and stress field matrixBσ
z(x3) =

uˆ(x3)
σˆ(x3)
 =

Bu(x3)η
Bσ(x3)η
 = B(x3)η (4.22)
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Figure 4.3: Schematic representation of a three-layered medium and the corresponding
variables used to elaborate the TMM
For a single layer the state vector at the top and the bottom of the layer are given by
z(0) =B(0)η
z(h) =B(h)η (4.23)
By rearranging Eq. (4.23) the state vector at the bottom of the layer (at thickness h, z(h))
can be written in terms of the state vector at the top z(0) via
z(h) = B(h)B−1(0)z(0) (4.24)
The relation between the state vector at the top and bottom is know as the transfer matrix
and is presented by
An = Bn(hn)B−1n (0) (4.25)
Note, the formulation in Eq. (4.25) is generalized for n layers. Recall the principle behind
the TMM; a layer only depends on adjacent layers, now it is possible to write the state
vector at the second layer in terms of the first layers, i.e.,
zb2 =A2zt2
zt2 =zb1 = A1z(0) (4.26)
zb2 =A2A1z(0)
The new transfer matrix for a two layered medium can now be written as
A = A2A1 (4.27)
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Expanding the formulation (Eq. (4.23) to Eq. (4.27)) to a generic N-layered yields
zbN = AN . . .An+1An . . .A1zt1 (4.28)
where the transfer matrix A for an N-layered medium is defined as
A = AN . . .An+1An . . .A1 =
N∏
n=1
An (4.29)
Which makes it possible to write Eq. (4.28) concisely as
zbN = Azt1 (4.30)
Recall the state vector formulation given in Eq. (4.22) and rewrite Eq. (4.30) using the
submatrix partitions of matrix A to obtain

uˆBN
σˆBN
 =
Auu Auσ
Aσu Aσσ


uˆT1
σˆT1
 (4.31)
Apply the traction-free boundary conditions at the top and bottom surface to Eq. (4.31) to
obtain
σˆt1 = 0 σˆbN = 0 (4.32)
uˆbN
0
 =
Auu Auσ
Aσu Aσσ


uˆt1
0
 (4.33)
Expanding Eq. (4.33) yields
uˆtN = Auuuˆt1 (4.34a)
0 = Aσuuˆt1 (4.34b)
Similar to the D-matrix in Eq. (4.17), the zero determinant condition is used to find
the wavenumber-phase velocity pairs which yield a solution to Eq. (4.34b) to obtain the
dispersion curves. The wavenumber-phase velocity pairs are also used to determine uˆt1,
which in turn is used to determine the state vector in the first layer
z1(0) =

uˆ(0)
σˆ(0)
 =

uˆt1
0
 (4.35)
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The state vector in the first layer is then used to retrieve the partial-wave participation
factors in the same layer.
η1 = B−11 z1(0) (4.36)
Once the partial-wave participation factors in the first layer are obtained, the state vector
can be evaluated across the thickness of that layer via
z1(x3) = B1(x3)η1 (4.37)
Using the interface conditions one continues to obtain the state vector and partial
participation factors in all the layers using
zn(0) = ztn = zbn−1 n = 2, . . . , N (4.38)
and
ηn = B−1n (0)zn(0) (4.39)
Note, the modeshapes through the thickness are required to identify and group the different
wave modes.
4.3 GROUP VELOCITY AND STEERING ANGLE FORMULATION
The experimentally measured velocity of an ultrasonic GW corresponds to the velocity at
which the envelope of the wave propagates through the media, the group velocity. The
ultrasonic GW dispersion curve algorithms however are defined in the phase velocity
domain instead in the group velocity domain. An expression for the group velocity is,
therefore, required prior to experimentally validating the dispersion curves.
In an isotropic medium, the conventional manner to calculate the group velocity is to
take the derivative of the angular frequency with respect to the wavenumber, as is shown
here
vg =
dω
dξ
(4.40)
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The accuracy of using Eq. (4.40) is determined by the accuracy of the phase velocity
solution; this dependence is undesired. Furthermore, Eq. (4.40) can only be applied when
the waves are separated and grouped according to their modeshape; this is not trivial,
especially when multiple wave modes are near or cross each other. More importantly,
group velocity expressed in Eq. (4.40) is only valid for lossless media [31, 32].
As last, for anisotropic media, the phase and group velocities do not necessary
propagate in the same direction, therefore the propagation direction of the group velocity
is needed, as addressed the latter part of the chapter.
4.3.1 ENERGY VELOCITY CALCULATION
As noted earlier, the conventional definition of group velocity has its limitation; therefore,
to obtain an accurate solution, which is not limited to lossless media, the energy velocity
approach as discussed by Auld [33] is applied. The starting point of the derivation is the
acoustic field equation without a source, which is defined as
u˙ ·
(
∇ · σ
)
= u˙ · ρ∂u˙
∂t
(4.41)
σ : ∇su˙ = σ : S : ∂σ
∂t
(4.42)
where u˙ indicates the complex conjugate of u˙ and S is the compliance matrix (real for
lossless media). The focus is set on Eq. (4.41) first; rewriting Eq. (4.41) in index notation
yields
u˙i
∂
∂xj
σij = ρu˙i
∂u˙i
∂t
(4.43)
Assume a harmonic wave solution (u = uei(k·r−ωt)) and utilize the symmetric stress tensor
properties to obtain
− u˙ikjσij = ωρu˙iu˙i (4.44)
Similarly, repeat for Eq. (4.42) using σ = σei(k·r−ωt)
σij
∂u˙i
∂xj
= σiSij
∂σj
∂t
(4.45)
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to obtain,
− u˙ikjσij = ωσmSmnσn (4.46)
Examining Eq. (4.44) and Eq. (4.46) reveals that the left-hand sides are equal, and they can
be rewritten as
2k · P (4.47)
where P is the complex acoustic Poynting vector defined as
P = −u˙ · σ2 (4.48)
At the same time, the right-hand side of Eq. (4.44) is related to the kinetic energy density
as
ωρu˙iu˙i = ωρ|u˙|2 = 2ωek (4.49)
which can be used to define the kinetic energy density as
ek = 12ρ|u˙|
2 (4.50)
Similarly, the right-hand side of Eq. (4.46), in combination with Hooke’s law (σi = ijSj ,
 is the strain) is used to obtain
ωσmSmnσn = ωmCmnn = ω : C = 2ωes (4.51)
Note, es is the strain energy density. However, the left-hand sides of Eq. (4.44) and
Eq. (4.46) were equal; therefore,
ek = es = eav (4.52)
where eav is the average energy density. Hence, Eq. (4.44) and Eq. (4.46) are equivalent to
2k · P = 2ωeav (4.53)
The right-hand side of Eq. (4.53) is real, thereby the Poynting vector on the left-hand side
is also real which represents the average power flow density. In short
k · Pav = ωeav (4.54)
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Upon dividing both side by k one obtains (recall vp = ω/k)
kˆ · Pav = ω
k
eav = vpeav (4.55)
which implies that the energy velocity propagates at an angle from the phase velocity, i.e.,
kˆ · ve = vp (4.56)
in which the energy velocity is given as
ve =
Pav
eav
(4.57)
IMPLEMENTATION IN THE UAM
The particle velocity is obtained by taken the derivative with respect to time of the particle
displacement given in Eq. (4.10) and repeated below for conveniences, i.e.,
u =
( 6∑
j=1
ηjU
(j)eiξα
(j)x3
)
eiξ(x1−vpt) (4.10)
Accordingly, the particle velocity is defined as
u˙ = −iξvp
( 6∑
j=1
ηjU
(j)eiξα
(j)x3
)
eiξ(x1−vpt) (4.58)
Eliminating the common factor eiξ(x1−vt) and rearranging both Eq. (4.10) and 4.58 yield
uˆ =
( 6∑
j=1
ηjU
(j)eiξα
(j)x3
)
(4.59)
ˆ˙u = −iξvp
( 6∑
j=1
ηjU
(j)eiξα
(j)x3
)
(4.60)
where η are the partial wave participation factors and U are the eigenvectors corresponding
to an eigenvalue α. The partial wave participation factors (given in Eq. (4.17)) correspond
to the eigenvectors for a given wavenumber-phase velocity combination at which the
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traction free boundary condition at the surfaces of the propagation media are satisfied,
i.e., Bσ(0)
Bσ(h)
η = 0 (4.17)
where
Bσ(x3) =
[
b(1)σ (x3) b(2)σ (x3) b(3)σ (x3) b(4)σ (x3) b(5)σ (x3) b(6)σ (x3)
]
(4.15)
and
b(k)σ (x3) = iξ

C13U
(k)
1 + C33α(k)U
(k)
3 + C36U
(k)
2
C44α
(k)U
(k)
2 + C45U
(k)
3 + C45α(k)U
(k)
1
C45α
(k)U
(k)
2 + C55U
(k)
3 + C55α(k)U
(k)
1

eiξα
(k)x3 (4.16)
The stress vector on a cross-sectioned area normal to the propagation direction is defined
as
σˆ =

σˆ11
σˆ12
σˆ31

= iξ
6∑
k=1

C11U
(k)
1 + C13α(k)U
(k)
3 + C16U
(k)
2
C16U
(k)
1 + C36α(k)U
(k)
3 + C66U
(k)
2
C45α
(k)U
(k)
2 + C55U
(k)
3 + C55α(k)U
(k)
1

ηke
iξα(k)x3 (4.61)
In summary the time averaged power density is obtained by substituting the complex
conjugate of Eq. (4.60) and Eq. (4.61) into Eq. (4.48). It is important to note that the
averaged power density is the sum of the calculated power through the thickness. This can
be done by discretizing the thickness into a finite number of steps, or taking the integral of
the time averaged power density over the thickness which yields
Pav = −12
∫ h
0
u˙ · σˆdx3 (4.62)
By substituting Eq. (4.60) and Eq. (4.61) into Eq. (4.62) and rearranging, one obtains
Pav = −12
6∑
k=1
6∑
j=1
−ξ2v
(
ηjU
(j)
)
·

C11U
(k)
1 + C13α(k)U
(k)
3 + C16U
(k)
2
C16U
(k)
1 + C36α(k)U
(k)
3 + C66U
(k)
2
C45α
(k)U
(k)
2 + C55U
(k)
3 + C55α(k)U
(k)
1

∫ h
0
e
iξ
(
α(k)−α(j)
)
x3
dx3
(4.63)
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Mathematically manipulating (as is shown in more detail in Appendix C) Eq. (4.63) is
rewritten to
Pav =
6∑
k=1
6∑
j=1
A

−i
ξ
(
α(k) − α(j)
)(eiξ
(
α(k)−α(j)
)
h
− 1
)
for α(k) 6= α(j)
h for α(k) = α(j)
(4.64)
Similarly, the time averaged energy density is obtained by substituting Eq. (4.60) in
eav =
1
2ρ|u˙|
2 (4.65)
Finally, the energy velocity (and therefore the group velocity) can be determined for each
wavenumber-phase velocity solution pair that formed the dispersion curves by substituting
Eq. (4.48) and Eq. (4.65) into Eq. (4.57) resulting in
ve =
Pav
eav
(4.57)
4.3.2 STEERING ANGLE (γ) AND GROUP DIRECTION (φ) CALCULATION
In contrast to isotropic media, in anisotropic media the propagation direction of the group
velocity differs from that of the phase velocity. It is therefore important to determine both
the magnitude of the group velocity and its direction, defined by the steering angle γ.
Two methods (one geometric, the other mathematical) to determine the steering angle are
discussed in this section.
GEOMETRIC APPROACH TO DETERMINE THE STEERING ANGLE
To determine the group velocity direction for a given lamina along an orientation angle θ
using the geometric approach (Fig. 4.4), the dispersion curves over an orientation angle
range (e.g. θ ± ∆θ, in this dissertation ∆θ was set to 2°) were required. Once the
dispersion curves over the range of ±2° in orientation angle is obtained, the following
steps are required to obtain the steering angle:
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1. Select a frequency of interest for the desired wave mode
2. Determine the slowness curve (S = 1/vp) of the selected frequency and wave mode
for each orientation angle
3. Curve fit the slowness curve values at the desired frequency and wave mode as
function of the orientation angle
4. Determine the slope of the group velocity using tangents with polar coordinates and
the slope of the slowness curve
5. Calculate the steering as
γ = tan−1 mvg −mvp1 +mvpmvg
(4.66)
where mvg is the slope of the group velocity and mvp is the slope of the slowness
curve (tan θ)
Figure 4.4: Schematic of the geometric relation between slowness vector and group
velocity vector
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The geometric approach has been applied and reported in the literature [27]; however,
this approach is cumbersome and computational intensive as it requires data from multiple
propagation directions and curve fitting for each selected frequency .
MATHEMATICAL APPROACH FOR DETERMINE THE STEERING ANGLE
The second approach to determine the steering angle is based on the work presented by
Neau [34]. Neau [34] solves the Rayleigh-Lamb equations in the slowness, frequency, and
propagation direction domain instead of using the more common frequency-phase velocity,
or wavenumber-phase velocity domains.
In Neau’s formulation a slowness vector is defined as
~S =

S1
S2
S3
 =

S1
S‖ cos θ
S‖ sin θ
 (4.67)
The characteristic determinant Ω(S, ω, θ)
Ω(S, ω, θ) = 0 =∣∣∣∣∣∣∣∣
C11S
2
1 + (C66c2 + C55s2)S2‖ − ρ (C12 + C66)cS1S‖ (C13 + C55)sS1S‖
C66S
2
1 + (C22c2 + C44s2)S2‖ − ρ (C23 + C44)sxS2‖
sym C55S
2
1 + (C44c2 + C33s2)S2‖ − ρ
∣∣∣∣∣∣∣∣
(4.68)
where c and s are cos θ and sin θ respectively. Hence, the Rayleigh-Lamb dispersion
equation is written as
Ω(S, ω, θ) = Ω(~S, ω) = 0 (4.69)
Differentiation of the Rayleigh-Lamb equation yields
dΩ = ∂Ω
∂ω
dω + ∂Ω
∂~S
· d~S = 0 (4.70)
Differentiation of the slowness vector d~S yields
d~S = ∂
~S
∂~ξ
· d~ξ + ∂
~S
∂ω
dω (4.71)
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Use the relation between phase velocity, wavenumber, and angular frequency (vp = ω/ξ)
to write the slowness vector as
S = 1
vp
= ξ
ω
(4.72)
From Eq. (4.72) one obtains
∂~S
∂~ξ
= 1
ω
∂~S
∂ω
= −
~ξ
ω2
= − 1
ω
~ξ
ω
(4.73)
hence, Eq. (4.71) can be rewritten as
d~S = 1
ω
d~ξ −
~S
ω
dω (4.74)
Substitute Eq. (4.74) into Eq. (4.70) yields
dΩ = ∂Ω
∂ω
dω + ∂Ω
∂~S
·
 1
ω
d~ξ −
~S
ω
dω
 = 0 (4.75)
Collecting the terms yields∂Ω
∂ω
− ∂Ω
∂~S
·
~S
ω
dω + 1
ω
∂Ω
∂~S
· d~ξ = 0 (4.76)
Multiply Eq. (4.76) by ω to obtainω∂Ω
∂ω
− ∂Ω
∂~S
· ~S
dω + ∂Ω
∂~S
· d~ξ = 0 (4.77)
Rearrange Eq. (4.77) to ∂Ω
∂~S
· ~S − ω∂Ω
∂ω
dω = ∂Ω
∂~S
· d~ξ (4.78)
Now, dω can be defined as
dω =
∂Ω
∂~S
∂Ω
∂~S
· ~S − ω ∂Ω
∂ω
d~ξ (4.79)
Recalling the definition of the group velocity given in Eq. (4.40) and rearranged it to
dω = ~vg · d~ξ (4.80)
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Use Eq. (4.79) and Eq. (4.80) to get
~vg =
∂Ω
∂~S
∂Ω
∂~S
· ~S − ω ∂Ω
∂ω
(4.81)
Set the numerator as
∂Ω
∂~S
= ~∇Ω = ∂Ω
∂S
~e2 +
1
S
∂Ω
∂θ
~e1 (4.82)
Similarly, set the denominator as
D = ∂Ω
∂~S
· ~S − ω∂Ω
∂ω
(4.83)
Using Eq. (4.82) and Eq. (4.83) to rewrite Eq. (4.81) as
~vg =
1
D
∂Ω
∂S
~e2 +
1
S
∂Ω
∂θ
~e1
 (4.84)
Figure 4.5: Schematic of the geometric relation between slowness vector, group velocity
vector and steering angle
Re-examining Fig. 4.4 one notices that the steering angle γ is arctangent of the ratio of the
group velocity vector components perpendicular- and parallel- to the slowness vector as
illustrated in Fig. 4.5. The group velocity vector components perpendicular- and parallel-
to the slowness vector are given as
vg‖~S =
1
D
∂Ω
∂S
(4.85)
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vg⊥~S =
1
D
1
S
∂Ω
∂θ
(4.86)
Finally, the steering angle is defined as
γ = arctan
vg⊥~S
vg‖~S
= arctan
1
D
1
S
∂Ω
∂θ
1
D
∂Ω
∂S
= arctan
1
S
∂Ω
∂θ
∂Ω
∂S
(4.87)
To simplify, rewrite
∂Ω
∂θ
as
∂Ω
∂θ
= ∂Ω
∂S
∂S
∂θ
(4.88)
Substitute Eq. (4.88) into Eq. (4.87) to obtain the final expression for the steering angle
γ = arctan
 1S ∂Ω∂θ
∂Ω
∂S
 = arctan
 1S ∂Ω∂S ∂S∂θ
∂Ω
∂S
 = arctan
 1
S
∂S
∂θ
 (4.89)
A finite difference approximation for partial derivatives was used to calculate
∂S
∂θ
in the
UAM.
∂S
∂θ
= S(θ + ∆θ)− S(θ)∆θ =
1
vp(θ+∆θ) − 1vp(θ)
∆θ (4.90)
Substituting Eq. (4.90) into Eq. (4.89) yields
γ = arctan
vp(θ) 1vp(θ+∆θ) − 1vp(θ)∆θ
 (4.91)
Once the steering angle was determined, the direction of the group velocity (equal to
summation of the phase velocity and the steering angle) was easily obtained using
φ = θ + γ (4.92)
The group velocity and the phase velocity do not necessarily propagate in the same
direction in anisotropic material, therefore, group velocity direction is particularly
interesting for determining the optimal sensor configuration for experimental testing.
57
CHAPTER 5
OTHER DISPERSION CURVES FORMULATIONS
This chapter discusses two different algorithms commonly used in the literature to predict
the ultrasonic GW dispersion curves in a medium. First, the general purpose computer
model DISPERSE developed Lowe [16] and Pavlakovic et al. [23] is introduced. Second,
the semi analytic finite element (SAFE) method introduced by Bartoli et al. [26], an
algorithm based on a one dimension (1D) finite element method (FEM) is given.
5.1 DISPERSE
Similar to the UAM, the general purpose computer model DISPERSE is an analytic
method that uses the Christoffel’s equation (recall Eq. (4.4)) for a lamina as its starting
point. However, the direction of wave propagation and the notation format used differ.
Figure 5.1: Schematic representation of the axes kx and kx used in the DISPERSE
formulation
First, DISPERSE assumes wave propagation in the kz-direction, whereas kx represents the
thickness and ky is perpendicular to kz and kx, as illustrated in Fig. 5.1. It is important to
notice that kx, ky and kz are interchangeable with x3, x2 x1 respectively when comparing
the DISPERSE formulation with that of the UAM. Second, Christoffel’s equation for a
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lamina of an anisotropic material is defined as
k2

Γ11 Γ12 Γ13
Γ21 Γ22 Γ23
Γ31 Γ32 Γ33


vx
vy
vz

= ρω2

vx
vy
vz

(5.1)
which can be rewritten to [
k2Γij − ρω2δij
][
vj
]
= 0 (5.2)
where δij is the Kronecker delta. Subsequently, the dispersion curves are obtained by
setting the characteristic determinant equal to zero to retrieve the non-trivial solution,
∣∣∣∣k2Γij(lx, ly, lz)− ρω2δij∣∣∣∣ = 0 (5.3)
In the above equations, Γ is defined as
Γ =

lx 0 0 0 lz ly
0 ly 0 lz 0 lx
0 0 lz ly lx 0
 [Cij]

lx 0 0
0 ly 0
0 0 lz
0 lz ly
lz 0 lx
ly lx 0

(5.4)
where lx = kx/k, ly = ky/k and lz = kz/k are the directional cosines of the propagation
direction, vx, vy and vz are the particle velocities, ρ is the density, ω is the frequency,
k is the wavenumber and [C] represents the stiffness matrix. Substituting an anisotropic
stiffness matrix into Eq. (5.1) one obtains the characteristic determinant as∣∣∣∣∣∣∣∣
C11ξ
2 + C66k2x + 2C16ξkx − ρω C16ξ2 + C26k2x + (C12 + C66)ξkx C15ξ2C46k2x(C14 + C56)ξkx
C66ξ
2 + C22k2x + 2C26ξkx − ρω C56ξ2C24k2x(C25 + C46)ξkx
sym C55ξ
2 + C44k2x + 2C45ξkx − ρω
∣∣∣∣∣∣∣∣ = 0
(5.5)
It is important to note that the wavenumber in the propagation direction kz is redefined as ξ.
Assuming wave propagation along the fiber direction of the material reduces several of the
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anisotropic stiffness matrix components to zero1, which subsequently simplifies Eq. (5.5)
to ∣∣∣∣∣∣∣∣∣∣∣∣
C11ξ
2 + C66k2x − ρω (C12 + C66)ξkx 0
C66ξ
2 + C22k2x − ρω 0
sym C55ξ
2 + C44k2x − ρω
∣∣∣∣∣∣∣∣∣∣∣∣
= 0 (5.6)
The matrix in Eq. (5.6) can be decoupled into two parts, a shear horizontal wave part
and the combined quasi-longitudinal and quasi-shear waves part. For the combined
quasi-longitudinal and quasi-shear waves one has to satisfy∣∣∣∣∣∣∣∣
C11ξ
2 + C66k2x − ρω (C12 + C66)ξkx
sym C66ξ
2 + C22k2x − ρω
∣∣∣∣∣∣∣∣ = 0 (5.7)
which equals(
C11ξ
2 + C66k2x − ρω
)(
C66ξ
2 + C22k2x − ρω
)
−
(
(C12 + C66)ξkx
)2
= 0 (5.8)
Note,Eq. (5.8) can be written as quadratic equation (A4(k2x)2 +A2(k2x) +A0 = 0) with the
coefficients A4, A2 and A0 given as
A4 =C66C22 (5.9)
A2 =− (C66 + C22)ρω2 − (C212 + 2C12C66 − C11C22)ξ2
A0 =(C11ξ2 − ρω2)(C66ξ2 − ρω2)
Using the quadratic formula, the eigenvalues ζ’s of Eq. (5.8) are obtained as
ζ21 =
−A2 −
√
A22 − 4A4A0
2A4
(5.10)
ζ22 =
−A2 +
√
A22 − 4A4A0
2A4
It is important to notice that kx is redefined as ζ to avoid the need for multiple
sub-indices to indicate the different solutions. The solution for the shear-horizontal wave
1C14 = C15 = C16 = C24 = C25 = C26 = C34 = C35 = C36 = C45 = C46 = C56 = 0
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is straightforward; one rewrites the third row in Eq. (5.6) as
ζ23 =
ρω2 − C55ξ2
C44
(5.11)
For a given frequency Eq. (5.9), Eq. (5.10) and Eq. (5.11) result in the wavenumbers
and therefore the phase velocities at which the waves propagate. Subsequently, the
wavenumbers and frequencies are substituted back into Christoffel’s equation given in
Eq. (5.1) to determine the corresponding the eigenvectors U , i.e.,
Ux = −
(
C11ξ
2 + C66k2x − ρω2
(C12 + C66)ξkx
)
Uz (5.12)
Using the eigenvectors, the displacements modeshapes for the quasi-longitudinal waves
can now be written as
uz = ±e(1, x)B1±Fe±iζ1x (5.13)
ux = e(1, z)B1±Fe±iζ1x
Similarly for the quasi-shear waves
uz = e(2, x)B2±Fe±iζ2x (5.14)
ux = ±e(1, z)B2±Fe±iζ2x
where the coefficients B are the wave amplitudes, F = ei(ξx−ωt), e(a, b) represents the
eigenvector component of a in direction b and the± sign indicate downwards and upwards
traveling waves. The stresses are obtained as shown in Eq. (4.12)2. For a unidirectional
material, the normal and tangential stresses reduce to
σxx = C11ux,x + C13uz,z (5.15)
σxz = C55
(
ux,z + uz,x
)
2It is important that indices 1, 2 and 3 in Eq. (4.12) need to be inter change for x, y and z to maintain the
DISPERSE notation format
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which, after substituting Eq. (5.15) into Eq. (5.1), yields the stresses for the
quasi-longitudinal waves
σxx = i
[
C11ξe(1, z) + C12ζ1e(1, x)
]
B1±Fe±iζ1x (5.16)
σxz = ±iC66
[
ζ1e(1, z) + ξe(1, x)
]
B1±Fe±iζ1x
for the quasi-shear waves
σxx = ±i
[
C11ξe(2, z) + C12ζ1e(2, x)
]
B2±Fe±iζ2x (5.17)
σxz = iC66
[
ζ2e(2, z) + ξe(2, x)
]
B2±Fe±iζ2x
and for the shear-horizontal waves
σxx = ∓iC44ζ3(ξ ± ζ3)A3±Fe±iζ3x (5.18)
For N-layered media, the solutions provided by Eq. (5.13), Eq. (5.14), Eq. (5.16), Eq. (5.17)
and Eq. (5.18) are combined into a layer matrix, then the GMM is applied to assemble the
final global [G]-matrix that is solved to retrieve the dispersion curves.
5.2 SEMI ANALYTIC FINITE ELEMENT (SAFE) METHOD
The SAFE method is a FEM based approach that requires discretization in the thickness
direction (the y-z plane) to describe the modeshapes of the GW propagating in the
x-direction (see Fig. 5.2 [26]) with wavenumber ξ at frequency ω.
u = [ux, uy, uz]T
σ = [σx, σy, σz, σyz, σxz, σxy]T (5.19)
 = [x, y, z, γyz, γxz, γxy]T
Using the displacement, stress, and strain field components described in Eq. (5.19) the
stress-displacement relation (σ = C) can be written in matrix form as
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Figure 5.2: Schematic representation of the axes x, y and z used in the SAFE formulation
[26]
 =
[
Lx
∂
∂x
+Ly
∂
∂y
+Lz
∂
∂z
]
u (5.20)
where
Lx =

1 0 0
0 0 0
0 0 0
0 0 0
0 0 1
0 1 0

, Ly =

0 0 0
0 1 0
0 0 0
0 0 1
0 0 0
1 0 0

, Lz =

0 0 0
0 0 0
0 0 1
0 1 0
1 0 0
0 0 0

(5.21)
EQUATION OF MOTION
Hamilton’s equation is utilized to formulate the equation of motion in the cross-section; its
variation is expressed as
δH =
∫ t2
t1
δ(Φ−K)dt = 0 (5.22)
where the strain energy Φ and kinetic energy K are given by
Φ = 12
∫
V
TC dV, K = 12
∫
V
u˙Tρu˙ dV (5.23)
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The density, particle velocity, and volume are represented by ρ, u˙, and V, respectively.
∫ t2
t1
[ ∫
V
δ(T )C dV +
∫
V
δ(uT )ρu¨ dV
]
dt (5.24)
Eq. (5.24) is obtained after applying integration by parts to Eq. (5.22). Furthermore, the
displacement is assumed to be harmonic along the propagation direction, hence
u(x, y, z, t) =

ux(x, y, z, t)
uy(x, y, z, t)
uz(x, y, z, t)
 =

Ux(y, z)
Uy(y, z)
Uz(y, z)
 e
i(ξx−ωt) (5.25)
FINITE ELEMENT METHOD
Eq. (5.25) is rewritten in its discretized form as function of the shape functions Nk(y, z)
and unknown nodal displacements Uxk, Uyk, and Uzk
u(e)(x, y, z, t) =

n∑
k=1
Nk(y, z)Uxk
n∑
k=1
Nk(y, z)Uyk
n∑
k=1
Nk(y, z)Uzk

(e)
ei(ξx−ωt) (5.26)
=N (y, z)q(e)ei(ξx−ωt)
where
N (y, z) =
N1 N2
. . . Nn
N1 N2
. . . Nn
N1 N2
. . . Nn
 (5.27)
and
q(e) =
[
Ux1 Uy1 Uz1 Ux2 Uy2 Uz2 . . . . . . . . . Uxn Uyn Uzn
]
(5.28)
here n is the number of nodes per element e. Subsequently, the strain vector in the element
can be written as function of the unknown nodal displacements
(e) =
[
Lx
∂
∂x
+Ly
∂
∂y
+Lz
∂
∂z
]
N (y, z)q(e)ei(ξx−ωt) =
(
B1+iξB2
)
q(e)ei(ξx−ωt) (5.29)
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where L is given in Eq. (5.21),B1 andB2 are represented as
B1 = Ly
∂N
∂y
+Lz
∂N
∂z
B2 = LxN (5.30)
The discrete form of Hamilton’s equation in the cross-section direction is now formulated
as function of the number of element (nel) in that direction. Therefore, Eq. (5.24) becomes∫ t2
t1

nel⋃
e=1
[ ∫
V
δ((e)T )Ce(e) dVe +
∫
V
δ(u(e)T )ρu¨(e) dVe
]dt = 0 (5.31)
where the subscript e denotes the element number.
∫
V
δ((e)T )Ce(e)dVe = δq(e)
T
∫
Ωe
BT1 CeB1− iξBT2 CeB1 + iξBT1 CeB2 + ξ2BT2 CeB2
dΩe
(5.32)
Eq. (5.32) was obtained by substituting Eq. (5.29) into Eq. (5.31).
∫
V
δ(u(e)T )ρu¨(e)dVe = −ω2δq(e)T
∫
Ωe
NTρeNdΩeq(e) (5.33)
Similarly substituting Eq. (5.26) into Eq. (5.31) yields the kinetic energy contribution given
in Eq. (5.33). Subsequently, substituting Eq. (5.32) and Eq. (5.33) into Eq. (5.31) yields
∫ t2
t1

nel⋃
e=1
δq(e)
T
[
k
(e)
1 + iξk
(e)
2 + ξ2k
(e)
3 − ω2m(e)
]
q(e)
dt = 0 (5.34)
where
k
(e)
1 =
∫
Ωe
[
BT1 CeB1
]
dΩe k(e)2 =
∫
Ωe
[
BT1 CeB2 −BT2 CeB1
]
dΩe (5.35)
k
(e)
3 =
∫
Ωe
[
BT2 CeB2
]
dΩe m(e) =
∫
Ωe
NTρeNdΩe
Applying the FEM assembling procedure to Eq. (5.34) yields
∫ t2
t1
δUT
[
K1 + iξK2 + ξ2K3 − ω2M
]
U
dt = 0 (5.36)
where U contains the unknown nodal displacements and
K1 =
nel⋃
e=1
k
(e)
1 K2 =
nel⋃
e=1
k
(e)
2 (5.37)
K3 =
nel⋃
e=1
k
(e)
3 M =
nel⋃
e=1
m(e)
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[
K1 + iξK2 + ξ2K3 +M
]
M
U = 0 (5.38)
Eq. (5.36) must hold of any δU , this leads to the homogeneous general wave equation
given in Eq. (5.38). Eq. (5.38) can be rewritten as a first-order eigensystem by doubling
its algebraic size. In addition to Bartoli et. al [26] formulation, the SAFE approach can
be rewritten as function of wavenumber and phase velocity vp instead of frequency and
wavenumber by utilizing the relationship (ω = ξvp) between frequency, wavenumber and
phase velocity.

 0 K1 − ω2M
K1 − ω2M iK2
− ξ
K1 − ω2M 0
0 −K3


U
ξU
 = 0

 0 K1 + iξK2 + ξ2K3
K1 + iξK2 + ξ2K3 0
 (5.39)
−vp
K1 + iξK2 + ξ2K3 0
0 ξ2M


 U
vpU
 = 0
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CHAPTER 6
NUMERICAL EVALUATION AND A COMPARATIVE STUDY OF
UAM, DISPERSE AND SAFE
In this chapter, the UAM is numerically evaluated and a comparative study of UAM,
DISPERSE and SAFE is given. To start, the lamina properties were examined for four
different materials:
• isotropic;
• unidirectional;
• orthotropic;
• monoclinic.
Subsequently, the dispersion curves the aforementioned materials were retrieved using
the phase-approach which was used to determine sign changes in a complex determinant
without searching for sign changes of the real and imaginary part separately. After
the dispersion curves were retrieved, the wavenumber-phase velocity pair were grouped
based on their modeshape using a method based on the orthogonality between similar
modeshapes. Next, the UAM was evaluated for different laminates in which the
unidirectional material was rotated corresponding to the specific layup for each case:
• [0/90];
• [0/45/90]s;
• [±45/0/90]s;
67
• a fiber metal laminate (FML, a combination of anisotropic and isotropic material)
with a [±45/Al/90]s stacking sequence.
In the second part of this chapter the results obtained using UAM, DISPERSE and
SAFE for the aforementioned laminates are compared. Finally, the chapter ends with a
comparison of UAM and SAFE for the group velocity results.
6.1 LAMINA PROPERTIES
Depending on the material type, the behavior of the roots α2 of Eq. (4.4) will differ. Three
different cases are identified based on the polynomial discriminant, D, of Eq. (4.6):
(i) D ≤ 0, all α2 roots are real and unique
(ii) D = 0, all α2 roots are real and at least two are equal
(iii) D ≥ 0, one α2 root is real and other two are complex conjugates [35]
The final solutions to Eq. (4.6) are the six α roots that are obtained by taking the square
root for each α2 root; α = ±
√
α2. As convention α2j = −α2j−1 for j = 1, 2, 3 was
used. It is important to note that α2 are obtained unsorted; to sort the α2 the eigenvector
corresponding to the positive or negative α values a sorting algorithm was required. The
α2 behavior will be next discussed separately for each material type.
6.1.1 ISOTROPIC
Isotropic materials are defined to have an infinite number of material symmetry planes,
which results in a material with the same material properties in all directions. The number
of independent stiffness constants to characterize the material are therefore only two, C11
and C12. In terms of the engineering constants the required constants are the Young’s
modulus, E, and a Poisson’s ratio ν. This stiffness matrix population and numeric values
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(a) Isotropic, aluminum
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(b) Unidirectional, θ = 0° CFRP T300/914 [36]
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(c) Orthotropic, θ = 0° CFRP [37]
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(d) Monoclinic, θ = 25° CFRP T300/914
Figure 6.1: α2 behavior for different types of material, one layer 1 mm in thickness: (a)
isotropic, aluminum; (b) unidirectional, θ = 0° CFRP T300/914; (c) orthotropic, θ = 0°
CFRP; and (d) monoclinic, θ = 25° CFRP T300/914
for an isotropic material, in this case an aluminum with a Young’s modulus of 70 GPa,
Poisson’s ratio of 0.33 and density of 2700 kg/m3, are given by
C =

C11 C12 C12 0 0 0
C11 C12 0 0 0
C11 0 0 0
C11 − C12
2
0 0
sym
C11 − C12
2
0
C11 − C12
2

=

103.7 51.1 51.1 0 0 0
103.7 51.1 0 0 0
103.7 0 0 0
26.3 0 0
sym 26.3 0
26.3

GPa
(6.1)
As it can be seen from Fig. 6.1a for an isotropic material, in this specific case aluminum,
Eq. (4.6) produces three real roots of which two are equal the α2, α212 = α234 6= α256. This
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behavior was expected after substituting the isotropic stiffness matrix from into Eq. (4.4),
rearranging, and finding the expressions for α2 .
(C11 − ρv2) + C55α2 0 (C13 + C55)α
0 (C66 − ρv2) + C44α2 0
(C13 + C55)α 0 (C55 − ρv2) + C33α2


uˆ1
uˆ2
uˆ3

= 0 (6.2)
The second row of Eq. (6.2) gives
α2 = ρv
2 − C66
C44
(6.3)
The first and third row remain connected, and needed to be solved using the
zero-determinant condition. Expanding and rearranging yields a quadratic equation:∣∣∣∣∣∣∣∣
(C11 − ρv2) + C55α2 (C13 + C55)α
(C13 + C55)α (C55 − ρv2) + C33α2
∣∣∣∣∣∣∣∣ = 0 (6.4)
Aα4 +Bα2 + C = 0 (6.5)
Where A, B, and C are given by
A =C55C33
B =
(
C11 − ρv2
)
C33 +
(
C55 − ρv2
)
C55 −
(
C13 + C55
)2
C =
(
C11 − ρv2
)(
C55 − ρv2
)
(6.6)
The roots for Eq. (6.5) are given as
α2 = −B ±
√
B2 − 4AC
2A (6.7)
Expanding, and rearranging Eq. (6.7) yield two solution pairs that given by
α2 = ρv
2 − C11
C11
α2 = ρv
2 − C55
C55
(6.8)
Substituting the isotropic stiffness matrix components into Eq. (6.3), and Eq. (6.8) yields
α212 =
ρv2 − C11−C122
C11−C12
2
= 2ρv
2
C11 − C12 − 1 (6.9a)
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α256 =
ρv2 − C11
C11
= ρv
2
C11
− 1 (6.9b)
α234 =
ρv2 − C11−C122
C11−C12
2
= 2ρv
2
C11 − C12 − 1 (6.9c)
Eq. (6.9) verifies the α2 behavior shown in Fig. 6.1a, where three roots exist of which two
are equal, Eq. (6.9a) = Eq. (6.9c) 6= Eq. (6.9b). The phase velocities at which α2 changes
signs were obtained by rewritten Eq. (6.9) and are provided below. More details regarding
the aforementioned derivations are provided by [15, 36].
v12 =
√
C11 − C12
2ρ , v56 =
√
C11
ρ
, v34 =
√
C11 − C12
2ρ (6.10)
It is important to state that, due to the fact that two of three α2 values were exactly the
same some, numerical challenges had to be overcome. As stated earlier, the three α2 values
produced six α values, in a case of an isotropic material four of the six values were the same
in magnitude. Substituting one of those four α values into Eq. (4.4) produced an eigenvalue
problem which had two eigenvectors satisfying the equation corresponding to two zero
eigenvalues. A total of ten instead of an expected six eigenvectors were obtained for the
six α values. Some of these eigenvectors were duplicates. Therefore, the eigenvectors were
sorted first based on their type, shear-horizontal, shear-vertical, and pressure, using vector
orthogonality principle. The sorted eigenvectors were matched with their corresponding
α values resulting in six distinguished sets of eigenvectors and α values. Applying an
uniqueness algorithm to the eigenvectors yielded no more duplicate eigenvectors for each
α value.
6.1.2 UNIDIRECTIONAL
A unidirectional material is a material that has one plane of isotropy, one plane in which
there are an infinite number of plane of symmetry. In comparison to isotropic materials
unidirectional materials require five independent stiffness constants to be characterized.
The five stiffness constants are related to following engineering constants:
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• Young’s modulus in the 1-direction E1
• Young’s modulus in the 2-direction E2
• Poisson’s ratio in the 1-2 plane, ν12
• Shear modulus in the 1-2 plane, G12
• Poisson’s ratio in the 2-3 plane, or the shear modulus in the 2-3 plane, ν23, G23,
respectively
A unidirectional carbon fiber reinforced polymer, CFRP T300/914 [36] was used to obtain
the α2 behavior shown in Fig. 6.1c. The stiffness matrix population and corresponding
numeric values with a density of 1560 kg/m3 are given by
C =

C11 C12 C12 0 0 0
C22 C23 0 0 0
C22 0 0 0
C22 − C23
2 0 0
sym C55 0
C55

=

143.8 6.2 6.2 0 0 0
13.3 6.5 0 0 0
13.3 0 0 0
3.4 0 0
sym 5.7 0
5.7

GPa (6.11)
From Fig. 6.1b it can be seen that for a unidirectional carbon fiber all the α2 values
are real and unique. This behavior was expected after substituting the stiffness constant
components for a transversely isotropic into Eq. (6.3), and (6.8) which resulted in
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α212 =
ρv2 − C66
C44
=
2
(
ρv2 − C55
)
C22 − C23 (6.12a)
α256 =
ρv2 − C11
C11
(6.12b)
α234 =
ρv2 − C55
C55
(6.12c)
In addition, the phase velocities at which the α2 values change sign were predicted from
Eq. (6.12) as
v12 =
√
C55
ρ
, v56 =
√
C11
ρ
, v34 =
√
C55
ρ
(6.13)
6.1.3 ORTHOTROPIC
Orthotropic material have no planes of isotropy, but two or more planes of symmetry.
Therefore, the number of independent stiffness constants required to characterize an
orthotropic material increases to nine. For wave propagation along the fiber direction,
the steps shown in Eq. (6.2) to Eq. (6.8) are still valid. An orthotropic material, therefore,
has a similar behavior as an orthotropic transversely isotropic material as can be seen from
Fig. 6.1c. However, there are three unique phase velocities at which α2 changes sign due to
C55 6= C66. The numeric values for the orthotropic material with a density of 1500 kg/m3
used in this case is given by
C =

C11 C12 C13 0 0 0
C22 C23 0 0 0
C33 0 0 0
C44 0 0
sym C55 0
C66

=

70 23.9 6.2 0 0 0
33 6.8 0 0 0
14.7 0 0 0
4.2 0 0
sym 4.7 0
21.9

GPa (6.14)
v12 =
√
C66
ρ
, v34 =
√
C11
ρ
, v56 =
√
C55
ρ
(6.15)
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6.1.4 MONOCLINIC
When a material has only one plane of symmetry is identified as a monoclinic material. The
number of independent stiffness constants required to characterize a monoclinic material
is thirteen. The numeric values for the monoclinic case were obtained by rotating the
unidirectional stiffness matrix given in Eq. (6.14) by an orientation angle 25°, and are
given by
C =

C11 C12 C13 0 0 C16
C22 C23 0 0 C26
C33 0 0 C36
C44 C45 0
sym C55 0
C66

=

102.6 24.1 6.3 0 0 40
18.7 6.4 0 0 10
13.3 0 0 −0.1
3.8 0.9 0
sym 5.3 0
23.6

GPa (6.16)
Due to the rotation, the stiffness matrix has a monoclinic form, and the decoupling shown
in Eq. (6.2) was no longer applicable. Therefore, no simple mathematical expressions are
available for the α2 behavior, nor for the phase velocities at which α2 changes sign.
6.2 GUIDED WAVES SOLUTION IN A SINGLE LAMINA
The GW solution in a single lamina consists in finding the non-trivial solutions of the
homogeneous system given in Eq. (4.17) over a space of wavenumber-phase velocity
values. This is achieved in two steps:
1. search the wavenumber-phase velocity space for roots of the determinant of
Eq. (4.17), i.e.,
f(ξ, vp) = det(D) (6.17)
This generates a wavenumber-phase velocity plot containing the dispersion curves;
2. for each wavenumber-phase velocity pair on a dispersion curve, find the solution
of Eq. (4.17) and use it to reconstruct the displacement and stress values across the
thickness, i.e. generate the wave modeshapes.
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These two steps are described next.
6.2.1 DISPERSION CURVES IN A SINGLE LAMINA
Multiple methods exist to search for the roots of Eq. (6.17). One method searches for sign
changes in the real and imaginary part of the complex determinant separately, and then sorts
out the common changes which are the true roots. In this research, however, a different
method was developed and implemented, the phase approach. In the phase approach, the
idea is that a sign change is associated with a 180° phase change. Hence, the phase of the
complex determinant is monitored during the search and a root crossing is identified by
an approximate 180° phase change. The search was done for a fixed wavenumber and the
difference in phase was determined for two consecutive phase velocities.
180−mod(θi, 90) ≤ Λ ≤ 270−mod(θi, 90) (6.18)
where
Λ = |θi+1 − θi| (6.19)
If the difference was within the bound of phase change range, given by the expression
in Eq. (6.18), the wavenumber-phase velocity pair yielded a solution, else the next two
consecutive velocities were evaluated until the whole solution space was explored. An
illustration of the phase change is represented in Fig. 6.2. The phase of the complex
determinant at phase velocity i is shown in Fig. 6.2a, and Fig. 6.2b gives the phase of
the complex determinant at phase velocities i and i + 1. For a sign change to occur the
phase at i + 1, θi+1, must be located at in the green region, for other phase values, e.g.
θ′i+1, a sign change does not occur. The mathematic representation of the phase approach
is given by Eq. (6.18) and Eq. (6.19).
Applying the phase approach to the different material types yielded the dispersion
curves for each material as is shown in Fig. 6.3. A closer examination of Fig. 6.3,
especially Fig.6.3a, reveals some missing wavenumber-phase velocity pairs which should
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𝜃"
(a) Phase of complex determinant at phase
velocity i
𝜃𝑖
𝜃𝑖+1
𝜃𝑖+1′
(b) Phase of complex determinant at phase
velocities i and i+ 1
Figure 6.2: Illustration of the phase change approach, (a) initial complex number
represented by its phase θi, and (b) consecutive phase θi+1 when sign change was recorded.
have yielded a solution. Due to the discretization step size of 100 m/s, double roots
(wavenumber-phase velocity pairs where different waves intersected or different waves
neared one another within 100 m/s) were encountered resulting in missing pairs in the
dispersion curves. The gap of missing pairs was reduced by using a finer discretization
size in the phase velocity domain; this, however, lead to a higher computational time. A
trade-off between computational time and accuracy, therefore, has to be made.
6.2.2 WAVE MODESHAPES IN A SINGLE LAMINA
Once the wavenumer-phase velocity pairs that yielded the dispersion curves were retrieved
the corresponding partial-wave participation factors (η) were calculated. The partial-wave
participation factors correspond to the eigenvector of theD-matrix
B(x3) =
B
u(x3)
Bσ(x3)
η (6.20)
The partial-wave participation factors were used to calculate the displacement modeshapes
through the thickness, (uˆ(x3)) of the material for each solution pair (recall Eq. (4.22)).
The modeshapes for the fundamental wave are shown in Fig. 6.4. For each wave mode,
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Figure 6.3: Dispersion curves obtained using the phase approach in a 1 mm thick plate:
(a) isotropic, aluminum; (b) orthotropic transversely isotropic, θ = 0° CFRP T300/914; (c)
fully orthotropic, θ = 0° CFRP; and (d) monoclinic, θ = 25° CFRP T300/914
the modeshape and its corresponding partial-wave participation factors have a particular
shape, this feature gives the opportunity to sort the wave modes.
The accuracy of the modeshapes depends on the accuracy of the phase velocities.
Therefore, a refinement in the phase velocities domain was required prior to the modeshape
calculation. Three methods were analyzed in this investigation: (i) a bisection algorithm;
(ii) genetic algorithm; (iii) a ‘brute force’ algorithm within a range of 100 m/s for the initial
obtain solution.
Regardless the method, the objective of the refinement algorithm was to obtain accurate
phase velocity within the lower and upper phase velocity bounds. The upper bound
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was equal to phase velocity i, the phase velocity at which a sign change occurred, and
subsequently the lower bound was equal to phase velocity i− 1. The search was therefore
confined within a range of 100 m/s.
The bisection algorithm was computationally the fastest approach; however,
convergence issue were observed especially for the shear-horizontal S0 wave. For the
genetic algorithm, no convergence issue were observed; however, it required significantly
more computational time than the bisection algorithm. Due to the fact the search was
confined, evaluating all the phase velocities in the domain provided accurate results within
acceptable computational time. The ‘brute force’ was, therefore, used in this investigation.
Once the displacement modeshapes were obtained, it was possible to group solution pairs
using a modeshape analysis. The modeshape analysis was based on the dot-product
between modeshapes; a high correlation was obtained if and only if the modeshapes
belonged to the same wave type. At the same time, the dot-product between two
modeshapes corresponding to two dissimilar wave types yielded a low correlation. The
modeshape analysis is a more robust method of tracking a dispersion curve than existing
methods, such as dispersion curve tracking based on slope and extrapolation of the initial
root to find the next root [23]. It is important to state that the modeshape were first
aligned, before the modeshape analysis algorithm was executed. The alignment was done
by rotating the modeshape, a vector with three displacement components
{
U1, U2, U3
}T
,
by the angle of the U1 component such that all modeshape had a phase angle of zero for
the first component.
The modeshape analysis algorithm was executed, the fundamental waves, A0, S0,
SHA0, SHS0, were grouped, and the spline method was used to obtain a continuous
solution over the whole domain as can be seen in Fig. 6.5. The missing solution pairs
in Fig. 6.3 no longer were a problem due to the use of the spline interpolation.
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Figure 6.4: Modeshape for the fundamental waves for an orthotropic material at a ξ of
810/m: (a) A0; (b) S0; (c) SHA0; and (d) SHS0
6.3 PHASE VELOCITY DISPERSION CURVES IN A LAMINATED COMPOSITE
Each laminate case was obtained by rotating the unidirectional material based on the
specific layup of each case:
• [0/90];
• [0/45/90]s;
• [±45/0/90]s;
• FML: [±45/Al/90]s.
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Figure 6.5: Dispersion curves after modeshape analysis and spline algorithm in a 1 mm
thick plate: (a) isotropic, aluminum; (b) orthotropic transversely isotropic, θ = 0° CFRP
T300/914; (c) fully orthotropic, θ = 0° CFRP; and (d) monoclinic, θ = 25° CFRP
T300/914
For each case, both the GMM and TMM were used to obtained the dispersion curves using
the UAM. To verify the GMM and TMM for laminated composites, the dispersion curves
obtained for a single lamina are used as benchmark. A given lamina was split up into
N layers, while the overall thickness was kept the same therefore a direct comparison
between the dispersion curves could be made and the numerical effect of GMM and TMM
methodologies could be evaluated.
For the isotropic case, the proposed UAM yielded satisfactory results for a 50-layer
laminate using the TMM (Fig. 6.6b) should be compared to earlier obtained result of
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Fig. 6.3a. Using the GMM (Fig. 6.6a) revealed more ‘double’ roots as a result of numeric
instabilities when using the GMM method. Furthermore, for the orthotropic laminate,
mixed results were obtained as can be seen from Fig. 6.6c and 6.6d. While good results
were obtained for the TMM, the opposite was true for the GMM. The GMM suffered
from numerical instabilities when calculating the determinant of the matrix in Eq. (4.17)
especially when the matrix is large in size. To obtain good behavior, the number of layers
in GMM had to be limited to 13.
For the next test case, a quasi-isotropic [45/ − 45/0/90]s 1 mm thick laminate with
8 layers was constructed using the fully orthotropic material discussed in Sec. 6.1.3.
The results for both the GMM and TMM were satisfying as can be seen from
Fig. 6.7a and 6.7b. It is important to note that the wavenumber domain was limited to
2500/m for conveniences. Finally, a fiber metal laminate (FML) was build out of the
isotropic and orthotropic transversely isotropic material discussed earlier. The results
for the FML were satisfactory as shown in Fig. 6.7c and 6.7d for the GMM and TMM,
respectively.
6.4 PHASE VELOCITY DISPERSION CURVES COMPARISON BETWEEN DISPERSE,
SAFE AND THE UAM
In this section, the dispersion curves for four different cases are retrieved and compared
using UAM, DISPERSE and SAFE. For a single layer and multi layer material, the
four different material types mentioned earlier were investigated. For the laminates, the
unidirectional material was used and rotated corresponding to the specific layup for each
case: (i) [0/90]; (ii) [0/45/90]s; (iii) [±45/0/90]s; and (iv) FML, [±45/Al/90]s. At last,
a sandwich structure was investigated to evaluate the effects of large thickness on the
different dispersion curves codes.
Before comparing the results for the three different methods it is important to note that
both the UAM and DISPERSE are based on an analytic model, whereas SAFE is based
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Figure 6.6: Dispersion curves for 50-layer 1 mm thick laminate using GMM and TMM
respectively: (a,b) isotropic; (c,d) fully orthotropic
on a 1D FEM. Therefore, the accuracy of SAFE will depend on the number of elements
used in the cross-section. An initial comparison to highlight the convergence of SAFE
solution with an increase in the number of elements with respect to the UAM is shown
in Fig. 6.8. It can be seen from Fig. 6.8a that several higher order modes are not retrieved
when in the number of elements through the thickness is insufficient. Increasing the number
of elements as shown in Fig. 6.8b, Fig. 6.8c, and Fig. 6.8d reveals higher order modes
being retrieved. However, the accuracy of the solution remains unsatisfactory until a large
number of elements are used. When the number of elements is increased to 5, satisfactory
results are obtained to a certain extent; however, it was at 15 elements through the thickness
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Figure 6.7: Dispersion curves for 1 mm thick laminate using GMM and TMM respectively:
(a,b) quasi-isotropic [45/−45/0/90]s; and (c,d) fiber metal laminate, orthotropic/isotropic
[0/0]s
when satisfying results are obtained for all the higher order modes. From now onward, the
number of elements was set to 20 to ensure that convergence of SAFE was met for all
the wave modes in the solution domain. This increased the computational time of SAFE
significantly; however, this increase was accepted since comparing the accuracy between
the different methods was considered more valuable.
6.4.1 SINGLE LAYER MEDIA
The dispersion curves for a single layer isotropic, unidirectional, orthotropic and
monoclinic material retrieved using the UAM, SAFE method, and DISPERSE are shown
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(a) SAFE using 1 element
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(c) SAFE using 5 element
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Figure 6.8: The effect of the number of element through the thickness on the accuracy of
the SAFE solution compared to the UAM for an aluminum 1 mm thick plate
in Fig. 6.9. The dispersion curves correspond to a 1 mm thick layer for each material type.
It can be seen from Fig. 6.9 that all three different programs performed well. DISPERSE,
however, had difficulties in retrieving some higher order modes as it can be seen Fig. 6.9c
and Fig. 6.9d; in addition, it had a couple of outliers. The UAM and SAFE were both
capable in retrieving all the waves modes in the solution domain.
It is important to note, however, that DISPERSE initially had some difficulties
retrieving the shear-horizontal SHS0 wave modes when using the automatic tracing option.
This was solved by using the manual sweep/search option; this however relied upon some
prior knowledge on the SHS0 wave mode.
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Figure 6.9: Dispersion curves obtained the UAM, SAFE method and DISPERSE for a
single 1 mm thick layer (a) isotropic, aluminum; (b) unidirectional CFRP; (c) orthotropic
CFRP; and (d) monoclinic, θ = 45° CFRP
6.4.2 MULTI LAYER MEDIA
The number of layers was increased from 1 to 10 and subsequently the layer thickness was
decreased to 0.1 mm; therefore, the overall thickness remained 1 mm which allowed for
an additional comparison between the dispersion curves shown in Fig. 6.9 and Fig. 6.10.
The multi layer media case was investigated to test the robustness of the UAM and to
investigate the effect of multiple layers on the different solution methods. Similar to the
case of a single layer, both the UAM and SAFE yielded accurate results for each case. For
DISPERSE, however, minor problems were observed such as: (i) missing wave modes;
85
ξ [1/m]
0 1000 2000 3000 4000 5000
Ph
as
e 
ve
lo
ci
ty
 [m
/s]
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
Unified
SAFE
DISPERSE
(a) Isotropic, aluminum
ξ [1/m]
0 1000 2000 3000 4000 5000
Ph
as
e 
ve
lo
ci
ty
 [m
/s]
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
Unified
SAFE
DISPERSE
(b) Unidirectional CFRP, θ = 0°
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Figure 6.10: Dispersion curves obtained the UAM, SAFE method and DISPERSE for a
multi 10 layered (a) isotropic, aluminum; (b) unidirectional CFRP; (c) orthotropic CFRP;
and (d) monoclinic, θ = 45° CFRP
and (ii) outliers. Major problems only occurred for the monoclinic test case in which it
was not possible to retrieve A0 wave mode and multiple higher order mode when using
DISPERSE.
However, it is of great importance to note that this is not the usual way of modeling
in UAM and DISPERSE since a partial waves method is used instead of discretizing
the waveguide. It is common practice in UAM and DISPERSE to model two or more
adjacent layers of the same material as one layer with an equivalent thickness. The partial
waves method allows to represent complex waveguide by only one layer per media; no
improvement in accuracy is achieved by subdividing the media into multiple layers. For a
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discretized solution method such as SAFE however, dividing a material into multiple layers
increases the accuracy of the solution.
Furthermore, the constant phase velocities observed in Fig. 6.10 correspond to the bulk
wavespeeds of the material. The partial waves solution has a singularity at the bulk velocity,
this singularity was accentuated when the number of layers was increased. Therefore, the
bulk velocity is observed for the multi-layered media and not for the single layer media
case.
Regardless, it is possible to tweak the convergence parameters in DISPERSE to obtain
the dispersion curves without the bulk velocity. This, however, requires knowledgeable
manual intervention in the code. In addition DISPERSE allows for deleting incorrect
solution points such as at zero wavenumber regardless the phase velocity.
6.4.3 LAMINATED MEDIA
A similar behavior was observed for laminates as for multi layered media. Both the UAM
and SAFE produced accurate results while DISPERSE missed several higher order wave
modes. In Fig. 6.11b and 6.11c DISPERSE captured a dispersion curve that was not part
of the solution when using UAM and SAFE.
In addition to conventional laminates, a fiber metal laminate with [±45/Al/90]s
stacking sequence was investigated as well. This laminate consisted of
isotropic/anisotropic media and the corresponding dispersion curves are shown in
Fig. 6.11d. Again, the UAM and SAFE provided accurate dispersion curves and
DISPERSE had issues in retrieving part of the wave modes.
6.4.4 SANDWICH MEDIA
Finally, a sandwich laminate (see Fig. 6.12) was used to investigate how thicker laminates
affect the accuracy of the different algorithms. The sandwich laminate consisted out of two
face sheets each 1.78 mm thick and a core that was 12.7 mm thick which resulted in a total
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(b) Five layered laminate [0/45/90]s
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(c) Eight layer quasi-isotropic laminate[±45/0/90]s
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(d) Eight layer fiber metal laminate[±45/Al/90]s
Figure 6.11: Dispersion curves obtained the UAM, SAFE method and DISPERSE for a
laminate: (a) [0/90]; (b) [0/45/90]s; (c) [±45/0/90]s; and [±45/Al/90]s
thickness of 15.56 mm. The face sheets were of the same unidirectional CFRP material
as discussed above, for the core the same material as discussed by Banerjee and Pol [38]
was used. The stiffness matrix of the core material is repeated below for conveniences, the
corresponding density was ρ = 64 kg/m3.
All the three different algorithms performed well in this case, the only minor issues
was that DISPERSE missed two higher order wave modes. The missing higher order wave
modes are often not used for structural health monitoring purposes; therefore, this was not
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considered as an issue.
C =
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0.0865 0.0222 0.0272 0 0 0
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1.0186 0 0 0
0.1206 0 0
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0.0322
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Figure 6.12: Dispersion curves obtained the UAM, SAFE method and DISPERSE for a
sandwich laminate
6.5 GROUP VELOCITY DISPERSION CURVES COMPARISON BETWEEN SAFE AND
THE UAM
The group velocity for both the SAFE approach and the UAM were calculated using
the energy velocity method as discussed in Sec. 4.3. Based on the convergence study
performed earlier for the SAFE approach, the number of elements through the thickness
was set to 15 ensure an accurate solution. To compare the group velocities, only a single
layer and various laminates were considered, the single material multi-layered case is
omitted for the sake of brevity. The same materials and stacking sequences used to compare
the phase velocity results were also used for the group velocity comparison.
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6.5.1 SINGLE LAYER MEDIA
The four material used for the single layer comparison were: (i) isotropic (aluminum), (ii)
unidirectional CFRP, (iii) orhotropic CFRP; and (iv) monoclinic CFRP obtained by rotating
the unidirectional layer with 45°. It can be seen from Fig. 6.13 that the results obtained
by the UAM and SAFE approach match. There are, however, some minor differences
are present especially for the anisotropic material cases. To calculate the group velocity
using the energy method, the particle velocities are needed. The particle velocity, in its
turn, is calculated using the modeshape (particle displacement) for each wavenumber-phase
velocity pair that yielded the dispersion curves. The phase velocity, however, is as accurate
as the discretization step size used for its domain which in this case equal to 1 ms−1.
This relatively limited accuracy in phase velocity domain caused an error which was
propagated to the modeshapes, particle velocity, power density and averaged energy. Once
the group velocity was calculated the error had accumulated and subsequently the error in
group velocity is visible in the comparison with the SAFE approach, as it can be seen in
Fig. 6.13b. In the SAFE approach, the phase velocity is determined by solving an algebraic
eigenvalue problem and its accuracy is not limited by any discretization step size, therefore
the corresponding modeshapes, particle velocity, power density, averaged energy and group
velocity were considered more accurate. From a practical point of view, however, such
minor differences are negligible.
6.5.2 LAMINATED MEDIA
After the group velocities in a single layer were compared the focus was set to laminates;
therefore, the group velocities were calculated and compared for the following laminates:
(i) [0/90]; (ii) [0/45/90]s; (iii) [±45/0/90]s; and (iv) [±45/Al/90]s. It is important to note
the last case (a fiber metal laminate) was included to investigate the effect of a medium
consisting of multiple materials (CFRP and aluminum) in addition to multiple orientation
angles.
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(c) Orthotropic, θ = 0° CFRP
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(d) Monoclinic, θ = 45° CFRP T300/914
Figure 6.13: Group velocity dispersion curves obtained using the energy velocity approach
in a 1 mm thick plate: (a) isotropic, aluminum; (b) orthotropic transversely isotropic, θ =
0° CFRP T300/914; (c) fully orthotropic, θ = 0° CFRP; and (d) monoclinic, θ = 45°
CFRP T300/914
Similar results (see Fig. 6.14) as for the single layer comparison were obtained. Some
minor differences were observed between UAM and SAFE in group velocity for several
solution points. It can be noted that an increase in the number of layers lead to increase
in accuracy; this is due to the number of points in thickness direction used to evaluate the
modeshapes in the UAM. The number of points in thickness direction is considered another
discretization step size and discussed in more detail in the discussion chapter later on.
Nevertheless, it can be concluded that the UAM formulation was also capable to retrieve
accurate group velocities for composite laminates.
91
ξ [1/m]
0 1000 2000 3000 4000 5000
G
ro
up
 v
el
oc
ity
 [m
/s]
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
UAM
SAFE
(a) Two layered laminate [0/90]
ξ [1/m]
0 1000 2000 3000 4000 5000
G
ro
up
 v
el
oc
ity
 [m
/s]
0
1000
2000
3000
4000
5000
6000
7000
8000
9000
10000
UAM
SAFE
(b) Five layered laminate [0/45/90]s
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(c) Eight layer quasi-isotropic laminate[±45/0/90]s
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(d) Eight layer fiber metal laminate[±45/Al/90]s
Figure 6.14: Dispersion curves obtained the UAM, SAFE method and DISPERSE for a
laminate: (a) [0/90]; (b) [0/45/90]s; (c) [±45/0/90]s; and (d) [±45/Al/90]s
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CHAPTER 7
DISCUSSION OF THE UAM
The UAM formulation has the advantage that it is an analytic formulation that works for
isotropic, anisotropic, and hybrid (i.e. a combination of the aforementioned) media. The
partial waves method used in UAM allows for two or more adjacent identical layers to be
modeled as one layer with an equivalent thickness increasing the computational efficiency
of the formulation. Furthermore, the phase approach and modeshape analysis to retrieve
sign changes of complex determinants and separate waves based on their modeshapes
respectively are efficient and a novel contribution to the state-of-the-art. The UAM
formulation also has its limitations; each limitation is discussed and elaborate upon in a
separate section below.
7.1 PHASE VELOCITY ACCURACY
The accuracy of the UAM depends on the chosen discretization step size for the
wavenumber- phase velocity domain search. Due to the fact that the dispersion curves
are retrieved by searching for a sign change of the complex determinant at a fixed
wavenumber and a varying phase velocity, the phase velocity step size is more significant.
A finer discretization of the phase velocity yields more accurate results and decreases the
occurrence of double root locations as it can be seen in Fig. 7.1. Double roots occur when,
at a given wavenumber, the phase velocities of two wave modes are within the discretization
step size. In a double root case, two solutions exist for one wavenumber-phase velocity
pair; this results in a change in phase angle that is not recognized by the phase-angle
approach. This phenomenon can be solved by reducing the discretization step size in the
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phase velocity domain; however, the computational time will scale up accordingly. A case
by case trade-off between accuracy and computational time is required by the user such
that the optimal solution is obtained. If computational time is not an issue a step size can
be chosen such that no double roots occur; in the case shown in Fig. 7.1d, a step size of 0.1
m/s was required.
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Figure 7.1: The effect of discretization step size in the phase velocity domain for a 1mm
thick aluminum plate. A step size of: (a) 100 m/s; (b) 10 m/s; (c) 1 m/s; and (d) 0.1 m/s
7.2 CONVERSION OF THE SEARCH DOMAINS
The UAM formulation is defined in the wavenumber-phase velocity domain; therefore, a
conversion to the frequency-phase velocity is needed for experimental studies, in which
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ultrasonic GW are excited for a given frequency instead a wavenumber. The conversion
from wavenumber to frequency is straightforward (f = vpξ/2pi) and is not a major issue.
In Fig. 7.2a, the fundamental domain was set to wavenumber-phase velocity using
the following settings: (i) phase velocity domain range from 25 m/s to 10025 m/s with
a step size of 250 m/s; and (ii) wavenumber domain range from 10/m to 5010/m with
a step size of 250/m. As it can be seen in Fig. 7.2b, the conversion from wavenumber
to frequency does not populate the frequency domain fully; this illustrates that the user
does not have a direct control to select the frequency range when the domain was set to
wavenumber-phase velocity. For example, for if a frequency range up to 1000 kHz is
desired, then the wavenumber domain has to extended beyond 5010/m; this can be an issue
as numerical instabilities at high wavenumber values (as elaborated in more detail later).
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Figure 7.2: Conversion from wavenumber to frequency domain: (a) fundamental
wavenumber-phase velocity domain; and (b) frequency-phase velocity domain
corresponding to the conversion of (a)
7.3 WAVENUMBER AS FUNDAMENTAL VARIABLE
As mentioned earlier, in experimental studies, dispersion curves obtained in the frequency
domain are preferred over those defined in the wavenumber domain. The problem that the
conversion from wavenumber to frequency domain does not populate the frequency fully is
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highlighted in Fig. 7.3a and Fig. 7.3b. To obtain a solution for the desired frequency range,
the wavenumber domain was extended as shown in Fig. 7.3c and Fig. 7.3d. Extending the
wavenumber domain to obtain the desired frequency range does not yield any problem
for isotropic materials, however, for anisotropic materials, and more specifically for
unidirectional materials, numerical instabilities may arise. To avoid the conversion and
its corresponding problems one can rewrite the UAM formulation using frequency as the
fundamental search variable.
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Figure 7.3: Conversion from wavenumber to frequency domain for a 1mm thick aluminum
plate with a step size of 0.1 m/s in the phase velocity domain: (a,b) wavenumber domain
set to 5010/m; and (c,d) wavenumber domain set to 6810/m
To rewrite the UAM formulation into the frequency domain, Eq. (4.8) and onward will
be affected; one has to substitute ξ = ω/vp = 2pif/vp. The results for frequency as a
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fundamental variable are shown in Fig. 7.4. It is important to note that the phase velocity
step size was set to 1 m/s, frequency step size was 50 kHz and wavenumber step size
was 100/m. The isotropic case1 (Fig. 7.4a) can be compared to Fig. 7.3d; the comparison
shows that both methods yield accurate results: the dispersion curve for the full range of
frequency.
For a unidirectional CFRP, however, numerical instabilities occur for a wide range
of frequencies as can be seen in Fig. 7.4b. Comparing the dispersion curves for
a unidirectional material obtained in the frequency domain to those obtained through
conversion of the wavenumber domain; (i.e., comparing Fig. 7.4b to 7.5b) it can be
seen that less numerical instabilities occur when wavenumber was used a fundamental
frequency. The difference in numerical instabilities occurring between Fig. 7.4b to
Fig. 7.5b is attributed to the non-proportional conversion from the wavenumber to
frequency domain. Converting the frequency to wavenumber domain (the opposite
of Fig. 7.2) reveals that certain frequency-phase velocity combinations result in high
wavenumbers (ξ ≥ 104/m), see Fig. 7.6b. Restricting the converted wavenumber domain
to 5010/m (Fig. 7.6c) and comparing to the wavenumber-phase velocity domain shown in
Fig. 7.2a reveals once more the non-proportionally of converting between domains.
The numerical instabilities can be attributed to the exponential expression in the
stress field matrix (Eq. (4.16)) going to infinity or to zero for certain frequency, phase
velocity, and thickness combinations. Restriction can be applied when frequency is used
as fundamental variable to avoid high wavenumber from occurring to reduce the numerical
instabilities.
1Important to note is that the results shown in Fig. 7.3d were obtained using a phase velocity step size of
0.1 m/s and higher order modes are omitted
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Figure 7.4: Comparison between dispersion curves obtained form frequency as
fundamental variable: (a) isotropic, aluminum 1 mm thick plate; and (b) unidirectional
CFRP 1 mm thick plate
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Figure 7.5: Unidirectional CFRP 1 mm thick plate dispersion curves obtained with
wavenumber as fundamental variable: (a) wavenumber domain range of 8010/m; and (b)
frequency domain after conversion from wavenumber to frequency domain
7.4 NUMERICAL INSTABILITIES FOR THE TMM AT HIGH WAVENUMBERS
The most accurate and fastest solution was obtained using the TMM. However, at
high wavenumbers, the TMM experiences numerical instabilities which is a problem
when the wavenumber domain has to be extended to fully populate the frequency
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Figure 7.6: Conversion from frequency to wavenumber domain: (a) fundamental
frequency-phase velocity domain; (b) wavenumber-phase velocity domain corresponding
to the conversion of (a); and (c) wavenumber-phase velocity domain (b) restricted to a
maximum 5010/m. Note the difference in x-axis scale: [1/mm] in (b); and [1/m] in (c)
domain. For isotropic materials2, numerical instabilities where not observed while for
the unidirectional3 material4 shown in Fig. 7.7 numerical instabilities started near a
wavenumber of 7000/m.
The wavenumber at which numerical instabilities were observed changed depending on the
material properties. The effect of material properties on the numerical instabilities is shown
2aluminum, E = 70 GPa, ν = 0.33 and ρ = 2700 kgm−1
3The wavenumber at which numerical instabilities start depends on the material
4CFRP, E1 = 171.4 GPa, E2 = 9.08 GPa, E3 = 9.08 GPa, G12 = 5.29 GPa, G13 = 5.29 GPa,
G12 = 2.80 GPa, ν12 = 0.32, ν13 = 0.32, ν23 = 0.50 and ρ = 1570 kgm−1
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Figure 7.7: Evaluation of the TMM for high wavenumbers: (a) isotropic aluminum, no
numerical instability observed; and (b) unidirectional CFRP ,numerical instability observed
around 7000/m
in Fig. 7.7 which gives the dispersion curves for three other cases: (i) a unidirectional CFRP
material at 0° (Fig. 7.8a); (ii) a unidirectional CFRP material rotated by 75° (Fig. 7.8b);
and (iii) an orthotropic CFRP at 0° (Fig. 7.8c).
The material properties affect the eigenvalues α which are used in the exponential
expression of Eq. (4.16). If the exponential expression of Eq. (4.16) goes to infinity or nears
zero, then numerical instabilities will occur. In future work, numerical instabilities due to
behavior of the exponential expression have to be investigated and addressed accordingly.
7.5 MODESHAPE ANALYSIS
The different waves modes were separated and grouped based on the orthogonality of
their modeshapes. For the orthogonality evaluation the dot-product was utilized; the
dot-product between modeshapes with a similar behavior is high, whereas for modeshapes
with dissimilar behavior the dot-product is negligible. In Fig. 7.9, the results before and
after wave separation and grouping using the modeshape analysis is shown. It is important
to notice that the focus has been set on the fundamental wave modes only, therefore the
higher order modes are omitted in the figure. In addition, the three vertical lines correspond
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Figure 7.8: Evaluation of the TMM for high wavenumbers: (a) unidirectional CFRP at
an orientation angle of 0°; (a) unidirectional CFRP at an orientation angle of 75°; and (c)
orthotropic CFRP at an orientation angle of 0°
to wavenumbers of which the modeshapes are given in Fig. 7.10.
From Fig. 7.10, it can be concluded that the modeshapes shown in 7.10a, 7.10e, and 7.10i
should be grouped; similarly the modeshapes in (7.10b, 7.10f, and 7.10j),
(7.10c, 7.10g, and 7.10k), and (7.10d, 7.10h, and 7.10l) should be group respectively as
well. As an example, the modeshape in Fig. 7.10a is selected and the dot-product results of
the selected modeshape at 1510/m is compared to those at 1610/m and 1710/m. Based on
the results shown in Tab. 7.1 it can be seen that the modeshape analysis grouped the waves
correctly.
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Figure 7.9: The fundamental waves: (a) before separation and grouping; and (b) after
separation and grouping
Table 7.1: Comparison of the dot-product between the different modeshapes at a
wavenumber of 1510/m and the modeshapes at a wavenumber of 1610/m and 1710/m
7.10e 7.10f 7.10g 7.10h 7.10i 7.10j 7.10k 7.10l
7.10a 1 0 0 0 1 0 0 0
7.10b 0 1 0 0 0 1 0 0
7.10c 0 0 1 0 0 0 1 0
7.10d 0 0 0 1 0 0 0 1
7.6 GROUP VELOCITY
To calculate the group velocity, the energy velocity concept shown in Eq. (4.57) (repeated
below for conveniences) was applied.
ve =
Pav
eav
(4.57)
where
Pav = −12
∫ h
0
u˙ · σˆdx3 (4.62)
and
eav =
1
2ρ|u˙|
2 (4.65)
As can be seen from Eq. (4.57), Eq. (4.62), and Eq. (4.65), the accuracy of the group
velocity depends on the accuracy of the particle velocity u˙ (proportional to the particle
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Figure 7.10: Modeshape for the fundamental waves for an isotropic material at a
wavenumber of: (a,b,c,d) 1510/m; (e,f,g,h) 1610/m; and (i,j,k,l) 1710/m
displacement; the modeshape) and the stresses σˆ. Both the particle velocity and the stresses
are evaluated through the thickness of the medium, therefore the accuracy depends on the
discretization step size used in the thickness-direction. The effect the discretization step
size is shown in Fig. 7.11 and is the focus of this section.
Investigating the solution at a wavenumber of 1000/m and an approximate group
velocity of 2500 m/s (indicated by the dashed blue circle) one can observe an increase
in group velocity accuracy when the number of points through the thickness is increased.
Similarly however, when focusing on a wavenumber of 4600/m and an approximate group
velocity of 8000 m/s (indicated by the dotted blue circle) a different behavior is observed;
the group velocity calculated using the UAM diverges from that of the SAFE approach
with an increase in the number of points through the thickness. This odd behavior can
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be assigned to the limited accuracy in the phase velocity domain, when increasing the
accuracy for phase velocity domain from 1 m/s to 0.1 m/s and keeping the number of
points through the thickness constant (1001 in this specific case), the accuracy of the group
velocity increases as it is observed from Fig. 7.12.
Based on Fig. 7.11 and 7.12 it is concluded that the accuracy of the group velocity
depends both on the accuracy of the phase velocity and the discretization step size used
in the thickness-direction. From a practical point of view, one notes that, in practice,
the excitation frequency is limited due to damping attenuation of the waves (especially
in polymeric composites at which no propagating waves were observed at an excitation
frequency higher than 700 kHz). At these frequencies the difference in group velocity is
negligible. At higher frequencies, the error is more clearly visible due to the conversion
from wavenumber- to frequency domain as can be seen in Fig. 7.13.
7.7 STEERING ANGLE, γ
The steering angle (calculated using Eq. (4.91) and repeated below for conveniences) for
a given frequency and orientation angle θ depends on the phase velocity at θ and ∆θ (the
step size in orientation angle).
γ = arctan
vp(θ) 1vp(θ+∆θ) − 1vp(θ)∆θ
 (4.91)
The steering angle is of importance when conducting experiments, because the velocity
measured in the experiments corresponds to the group velocity and not the phase velocity.
It is therefore important to know in which direction the group velocity propagates for a
given orientation angle of the fibers and excitation frequency to place the sensors in an
optimal configuration. The steering angle is the algebraic difference between the phase
and group velocity angles, therefore the group velocity was determined using Eq. (4.92)
φ = θ + γ (4.92)
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Figure 7.11: The effect of the number of points through the thickness on the group velocity
calculations: (a) 21 points; (b) 51 points; (c) 101 points; (d) 251 points; (e) 501 points; and
(f) 1001 points
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Figure 7.12: Group velocity calculated: (a) using a phase velocity accuracy of 1 m/s and
1001 points through the thickness; (b) using a phase velocity accuracy of 0.1 m/s and 1001
points through the thickness; (c) zoom in of (a); and (d) zoom in of (b)
Similar to the group velocity, the accuracy of the phase velocity impacted the steering
angle; therefore a non-smooth steering angle variation with respect to frequency was
obtained as can be seen in Fig. 7.14 and Fig. 7.15 which show the dispersion curves and
corresponding steering angles for a 1 mm thick CFRP unidirectional medium.
For an orientation angle of 0° the phase velocity and group velocity propagate in the
same direction, therefore the steering angle is zero regardless the frequency. However,
when the wave propagation is off-axis (θ 6= 0), the group velocity no longer propagates in
the same direction as the phase velocity as shown in Fig. 7.14 and Fig. 7.15. In addition, the
steering angle also varies with frequency; therefore, deviating too much from the designed
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Figure 7.13: Group velocity for the frequency domain using 101 points through the
thickness
excitation frequency will yield a sub-optimal sensor configuration.
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Figure 7.14: The phase velocity for a CFRP unidirectional at various orientation angle θ
and corresponding steering angle: (a,b) θ =0°; and (c,d) θ =10°
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Figure 7.15: The phase velocity for a CFRP unidirectional at various orientation angle θ
and corresponding steering angle: (a,b) θ =40°; and (c,d) θ =73°
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CHAPTER 8
CONCLUSION AND RECOMMENDATIONS FOR PART II
In this part, a new ultrasonic guided-waves (GW) dispersion curves algorithm was
introduced, implemented and compared to two existing dispersion curves algorithms. This
chapter concludes the findings and proposes recommendation for future work.
8.1 CONCLUSION
The newly proposed algorithm, the unified analytic method (UAM), was defined in the
wavenumber-phase velocity domain and is applicable to both isotropic and anisotropic
materials.
The Christoffel’s equation for a lamina was used as starting point and its corresponding
eigenvalues and eigenvectors were used to calculate the field matrices for the displacements
and stresses. Evaluating the stress field matrices at the top and bottom of the
medium, assembling it into one global field matrix, and applying the zero traction
boundary condition for each wavenumber-phase velocity yielded, a complex matrix and
a corresponding complex determinant. The dispersion curves were retrieved by searching
for sign changes in the complex determinant at fixed wavenumbers and at varying phase
velocities. Sign changes in the complex determinant occur if and only if both the real- and
imaginary-parts of the determinant change sign.
To find wavenumber-phase velocity pairs that yielded a complex sign change, the
phase approach was developed. In the phase approach, the idea is that a sign change is
associated with an 180° phase change. Hence, the phase of the complex determinant was
monitored during the search and a root crossing was identified by an approximate 180°
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phase change. The search was done for a fixed wavenumber and the difference in phase
was determined for two consecutive phase velocities. The phase approach was successfully
applied to single and multi layered media consisting of isotropic, anisotropic material, or a
combination of the two.
For layered media, both the global matrix method (GMM) and the transfer matrix
method (TMM) were applied to assemble the total field matrix. More accurate results were
obtained for the TMM, especially for large numbers of layers; for a 50-layered medium,
results showed missing roots when the GMM was applied but not when the TMM was
used. It was concluded that the TMM yielded better results and therefore was used as
default option to retrieve the dispersion curves.
After all the wavenumber-phase velocity pairs were retrieved (the dispersion curves),
the corresponding partial wave participation factors were determined for each solution pair.
The partial wave participation factors were required to determine the displacements and
stresses in the thickness-direction i.e., the modeshapes. Subsequently, the modeshapes
were used in the modeshape analysis approach to identify and group the wavenumber-phase
velocity solution points based on their wave modes. The method used to separate and group
the modeshapes was based on the dot-product between modeshapes; a high correlation was
obtained if and only if the modeshapes belonged to the same wave mode. At the same
time, the dot-product between two modeshapes corresponding to two dissimilar wave types
yielded a low correlation. The modeshape analysis was a more robust method of tracing
a dispersion curve than other existing methods, such as dispersion curve tracing based on
slope and extrapolation of the initial root to find the next root.
The accuracy of the modeshapes depended on the accuracy of the phase velocity,
which in this study was set to 1 m/s as default. The 1 m/s step size was accurate for
the phase velocity and the modeshapes used in the modeshape analysis; however, for
the group velocity a higher accuracy was desired. The group velocity was determined
using the energy velocity concept which relied on the particle velocity (proportion to
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the displacement modeshape) and the stresses; therefore, the limited accuracy of 1 m/s
generated accumulated error when derivative with respect to wavenumber had to be taken.
In addition, the number of points in the thickness-direction at which the modeshapes
were evaluated impacted the accuracy of the group velocity. Nevertheless, the calculated
group velocity was considered sufficiently accurate for a practical application in polymeric
composites (frequency range below 1 MHz).
As last, the steering angle for anisotropic materials was determined; for anisotropic
media (in contrast to isotropic media) the propagation directions are different for the phase
and group velocities. The calculations of the steering angle at a propagation direction of
θ required the phase velocity at θ and ∆θ. The limited accuracy of 1 m/s for the phase
velocity in combination with taking derivatives and differentiation impacted the accuracy
of the steering angle results.
To evaluate the accuracy and robustness of the UAM, a comparative study between
DISPERSE (commercially available software package) and semi-analytic finite element
(SAFE) approaches was performed for single layer, multi layer, and laminated media.
For the phase velocity comparison, the UAM and SAFE approach both provided accurate
solutions for all the investigated cases. DISPERSE provided accurate results for the single
layer case; for multi-layer cases, the results were acceptable except for the monoclinic case:
for a 10 layer monoclinic laminate, the A0 wave mode and several higher order modes were
not retrieved by DISPERSE. For laminates and for the sandwich, the same problem as for
multi-layer media was observed: some higher order modes were missing in DISPERSE.
Furthermore, it is interesting to highlight the performance of the UAM using TMM:
despite the general trend present in the literature, the TMM did not show signs of numeric
instabilities for high wavenumber-high phase velocity combinations. On the contrary, in
several cases it out performed DISPERSE which is based on the GMM.
For the group velocity comparison, only the UAM and SAFE approach were compared;
in all the cases small differences in group velocity were observed. The small differences in
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group velocity occurred mostly for high wavenumbers or frequencies outside the practical
range of wavenumber or frequency, therefore, the differences were considered accepted.
For the steering angle, a non-smooth variation with respect to frequency was obtained when
using the UAM while the SAFE approach yielded smooth results; this was attributed to the
limited accuracy of 1 m/s for the phase velocity when taking derivatives and differentiation
resulting in accumulated error.
8.2 RECOMMENDATION
To improve the UAM the following points are recommended as future work:
FREQUENCY AS FUNDAMENTAL VARIABLE
The equation can be rewritten such that the frequency is the fundamental variable instead
of the wavenumber. This will omit the need to convert the solution from wavenumber
domain to the frequency. Furthermore, from an experimental point of view, ultrasonic GW
are excited at a certain frequency and not at a certain wavenumber; therefore it is beneficial
to have the frequency range as a direct input.
PHASE VELOCITY ACCURACY
A major limitation in source calculation (i.e., group velocity, steering angle) was the
accuracy of the phase velocity; if the accuracy was increased, the computational time
increased significantly; a trade-off between accuracy and computational time was therefore
required. Investigation of different numerical and analytic methods may result in more
accurate phase velocity results (and reducing the ‘double’ roots) without a significant
increase in computational time. To do so, however, will require a reformulation of the
method.
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MODESHAPE EVALUATION THROUGH THE THICKNESS
To determine the group velocities, the modeshapes, the particle velocities, and the stresses
had to be evaluated across the thickness of the medium. Increasing the number of points
at which the quantities were evaluated increased the accuracy of the group velocity,
however, it simultaneously increased the computational time. A closed form solution
was investigated (as shown in Appendix C) however this yielded incorrect group velocity
results. Therefore, it is recommended to reexamine the closed form solution, since it can
yield more accurate and faster results.
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NOMENCLATURE
Abbreviation Description
ToF Time-of-flight
LLW Leaky Lamb waves
PWAS Piezoelectric wafer active sensor
Arabic letter Description Unit
A Cross-sectional area m2
a Mass of specimen without wire or sinker kg
b Mass of specimen with wire or sinker in
water
kg
C Stiffness matrix Pa
E Young’s modulus Pa
F u Ultimate tensile strength Pa
f(x(t)) Function in space and time
G Shear modulus Pa
h Thickness m
Lg Gauge length m
n Directional cosines
n Number (of layers)
Pmax Maximum force N
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tavg Avarged ToF s
t0 ToF with specimen s
Ta Temperature of the air °C
Tw Temperature of the water °C
vf Velocity of sound in water ms−1
vp Phase velocity ms−1
w Mass of wire and sinker kg
Greek letter Description Unit
γ Shear strain
δ Extension in length m
 Error %
 Strain
θ0 Normal incident angle °
θcr Critical angle °
θi Incident angle °
θi Out-of-plane rotation angle °
θr Refraction angle °
ν Poisson ratio
ρ Density kgm−3
σ Stress Pa
τ Shear stress Pa
φ In-plane rotation angle °
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CHAPTER 9
INTRODUCTION/STATE-OF-THE-ART
The most common way to determine the stiffness matrix components for anisotropic
materials is to follow the mechanical test standards set by ASTM International in
D3039/D3039M [1] and D3518/D3518M [2] for the tensile and in-plane shear properties
for composite materials respectively. The ASTM standards require destructive mechanical
testing and at least five specimens for each material property that needs to be determined;
this however is expensive both in time and cost. Methods to determine the stiffness matrix
components non-destructively are therefore desirable. In particular, focus has been set
on techniques based on the analysis of the propagation of bulk waves due to the direct
correlation between the material’s stiffness matrix components and the characteristics of
the bulk waves through Christoffel’s equation of a lamina [3–6]. A merit of this techniques
is that a single specimen can be used to determine all the stiffness matrix components. To
determine the stiffness matrix the velocity at which the bulk waves travel in the specimen
are required, this however, can easily be measured experimentally [6–10].
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In 1970 Markham [7]1 was the first to introduce a method to determine the elastic
constants for composite laminates using ultrasonics. By measuring the ultrasonic wave
1The author is aware that the timelines shown in this dissertation do not include all the literature available;
only a selection of the available literature is given in each timeline
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velocities in multiple directions, Markham determined the elastic constants of the laminate.
Smith [8] applied Markham’s method and was able to determine five elastic constants
through measurements. The number of elastic constants determined by Markham’s method
was later increased to nine by Gieske and Allred in 1972 [10].
At the same time Gieske and Allred [10] correctly observed that the time-of-flight
(ToF) measurement used in Markham’s method result in the group velocity of the bulk
wave, while for determining the elastic constant the phase velocity is required. Pearson and
Murri [11], however, showed that for transversely isotropic material the group velocity and
phase velocity can be interchanged, therefore the correct elastic properties were obtained
by Markham [7].
Rokhlin and Wang [12] investigated Pearson and Murri [11] findings in more details
and derived the following equation (valid for generally anisotropic materials) to obtain the
phase velocity based on the ToF:
vp(θr) =
[
1
v2f
− 2∆t cos θi
hvf
+ ∆t
2
h2
]− 12
(9.1)
where
∆t = t0 − t(θi) (9.2)
Here, t0 is the ToF without the presence of a specimen, t(θi) is the ToF with the presence
of a specimen at an incident angle of θi, vf is the velocity of sound in the immersion
fluid (water in this dissertation) and h is the thickness of the specimen. A more detailed
derivation of the Eq. (9.1) is provided in App D.
Mal et al. [13] proposed an ultrasonic immersion technique based on the travel time of
reflected wave between a transducer and receiver both aimed at an angle to a composite
surface. The experiment was based on the pitch-catch method while the specimen was
immersed in water. Mal et al. [13] reported all the five stiffness constants of a unidirectional
fiber-reinforced composite laminate.
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Hosten et al. [6] and Castaings et al. [9], described a through-transmission ultrasonic
immersion technique to obtain the stiffness matrix components for composites
non-destructively. The ultrasonic immersion technique was shown to retrieve the stiffness
matrix components including the transversal shear and out-of-plane properties. It is
important to note that the transversal shear and out-of-plane properties are difficult to
determine using mechanical testing, especially for thin laminates.
A different method that did not require the specimen to be submerged into water was
utilized by Kriz and Stinchcomb [14]. Kriz and Stinchcomb [14] used two ultrasonic
sensors: (i) a transducer placed on the front surface of the specimen; and (ii) a receiver
placed on the back surface of the specimen through a delay block. The delay block was
used to increase the distance between the transducer and receiver thereby increasing
the difference in the ToF between waves. This non-submerged method did not rotate
the specimen in the desired orientation to perform the different experiments needed to
retrieve all the stiffness components. Instead, the specimens were cut in the desired
plane to retrieve a specific stiffness component. Kriz and Stinchcomb [14] reported that
a 0.1% variation in phase velocity resulted in a 35% variation in C12 an C13 values, they
therefore signaled the need for recording the data with sufficient accuracy. Important to
state, not all the stiffness matrix components were retrieved directly, only the components
corresponding to E1, E2, G12, G23 and ν12 were retrieved from the experiments and the
other values were obtained by imposing the orthotropic transversely isotropic conditions.
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Karim et al. [15] and Mal et al. [16] on the other hand used leaky Lamb waves
(LLW) instead of through-transmission wave propagation to determine the material
properties. Both research groups inverted the LLW dispersion curves and determined the
corresponding elastic properties. Hosten et al. [6], however, stated that phase velocity
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dispersion curves are not sensitive enough to determine the viscoelastic properties of a
material when using LLW.
Pant [17] proposed a technique using Lamb waves and the pitch-catch method with
a set of PWAS to determine the elastic constants. Pant [17] reported excellent results
for the tensile and transverse properties and acceptable results for the shear modulus. A
disadvantage of the method proposed by Pant [17] is that it requires a large plate with
multiple PWAS bonded on it, while ultrasonic immersion techniques require no bonding of
PWAS and use smaller specimens.
More recently, Ong et al. [18] used a laser vibrometry to determine the elastic properties
of woven composite panels. The optimization and retrieval of the elastic properties used
by Ong et al. [18] is similar to the ultrasonic immersion technique discussed earlier.
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CHAPTER 10
NON-DESTRUCTIVE ULTRASONIC MATERIAL
CHARACTERIZATION
The aspects of the ultrasonic immersion technique are detailed in this chapter. First, the
experimental setup is discussed; second, the inverse problem and the optimization method
to retrieve the stiffness matrix components are elaborated; finally, the aforementioned is
applied to a carbon fiber reinforced polymer of which stiffness matrix components are
retrieved and presented.
10.1 CHARACTERIZATION APPROACHES
The experimental setup and methodologies for three different approaches (Markham’s-,
Kriz and Stinchcomb’s- and LAMSS approach) are discussed and elaborated in this section.
10.1.1 MARHAM’S APPROACH
To retrieve the stiffness matrix components non-destructively, the ultrasonic immersion
technique discussed in [3–7, 9, 10] was utilized. The ultrasonic immersion technique is
based on the transmitting an ultrasonic plane wave through a specimen and receiving the
wave field on the other side; this method is known as the through-transmission method.
In a variation of the through-transmission method, the receiver is replaced by a reflector
to reflect the wave field back through the plate. The reflected waves are recorded using
the same sensor used to transmit the wave initially; this approach is known as the double
through-transmission method. Both methods (schematically represented in Fig. 10.1) used
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the ToF to determine the propagation velocity, which in turn was used to retrieve the
stiffness matrix components.
(a) (b)
Figure 10.1: Different ultrasonic immersion technique method: (a) through-transmission
method and (b) double through-transmission
The transmitter-receiver (the through-transmission method) setup was preferred over the
double through-transmission method due the capability to obtain a 2D scan that contain
additional information (i.e. location of peaks and valleys corresponding to signal strength).
An existing water tank was retrofitted and a fixture was manufactured (Fig. 10.2) to
hold the composite specimen in place. The fixture allowed for in-plane rotation of the
composite specimen by the angle φ (Fig. 10.3a) and an out-of-plane rotation by angle of
θi (Fig. 10.3b). The out-of-plane rotation was accomplished by utilizing the water tank
turntable, such that an incremental change in incident angle was feasible. The in-plane
rotation required manual setup to orientate the composite specimen in the desired plane
(markings on the fixture allowed the specimen to be rotated in increments of 5°). The
center of the specimen and fixture coincide such that the transducer was focused to the
same point regardless of the rotation in φ or θi; this was important since material properties
change with location for anisotropic specimens. Prior to each experiment, the transducer
was placed in position and a lateral scan was made using the receiver to determine the
optimal location to receive the strongest signal. After the optimal position was determined,
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the experiments were conducted: for specimen set at a given φ, the wave propagation was
recorded for multiple incidents angles.
Figure 10.2: Fixture to hold the composite specimen
(a) (b)
Figure 10.3: Ultrasonic immersion technique rotation angles: (a) in-plane rotation φ; and
(b) out-of-plane rotation θi
In Markham’s approach, the stiffness matrix components are retrieved by solving the
inverse problem (the phase velocities are a given and the unknowns are the stiffness
matrix components). Based on the experimentally obtained ToF, the phase velocity in
the composite specimen is determined using Rokhlin and Wang [12] formulation given in
Eq. (9.1) and repeated below for conveniences
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vp(θr) =
[
1
v2f
− 2∆t cos θi
hvf
+ ∆t
2
h2
]− 12
(9.1)
where
∆t = t0 − t(θi) (9.2)
Here, t0 is the ToF without the presence of a specimen, t(θi) is the ToF with the presence
of a specimen at an incident angle of θi, vf is the velocity of sound in the immersion fluid
(water in this dissertation), and h is the thickness of the specimen.
Figure 10.4: Elastic constants, reference axes and planes of propagation of ultrasonic waves
for orthotropic material elaborated in the form of thin plate [19]
The inverse problem for an orthotropic material would require optimizing nine independent
stiffness matrix components (C11, C22, C33, C44, C55, C66, C12, C13 and C23)
simultaneously. To reduce the complexity and increase the accuracy of the solution, the
optimization process was divided into parts such that a fewer number of independent
components had to be optimized at a time. The problem was divided into parts based
on the correlation between wave propagation along the planes of symmetry of the material
and the stiffness matrix components dominant in those planes. The planes of symmetry and
the corresponding stiffness matrix components are listed below and illustrated in Fig. 10.4.
It is important to note that there was a direct correlation between C33 and θi = 0°, φ = 0°
in the (x1,x3)-plane, therefore, a subdivision was made in the (x1,x3)-plane.
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Literature approach
• Propagation without a specimen
– Determine the ToF t0.
• Propagation with a specimen in combination with the previously obtained t0
– Propagation in the (x1,x3)-plane of symmetry
* At an incident angle of θi = 0° determine C33
* At an incident angle of θi 6= 0° determine C11, C55 and C13
– Propagation in the (x2,x3)-plane of symmetry
* At an incident angle of θi 6= 0° determine C22, C44 and C23
– Propagation in a non-symmetry plane
* At an incident angle of θi 6= 0° determine C66 and C12.
After each part is finished the resulting optimized stiffness component is stored and the
initial guess is updated to be used in the next step. At the end, all the stiffness components
are optimized and the full stiffness matrix is reconstructed.
10.1.2 KRIZ AND STINCHCOMB’S APPROACH
Kriz and Stinchcomb proposed an approach based on the ToF that used multiple specimens
each cut at specific orientation to retrieve the stiffness matrix components, Fig. 10.5b.
Similar to Markham’s approach, Kriz and Stinchcomb’s approach requires an experiment
without specimen to determine the initial ToF; specific to this approach, the ToF
corresponds to the ToF in the delay block. The delay block is placed between the back
surface of the specimen and the receiver to increase the path traveled by the wave such that
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the different waves are separated upon arrival and the ToF can be read with accuracy. The
transmitter is placed on the front surface and is used to generate the bulk wave.
(a) (b)
Figure 10.5: Kriz and Stinchcomb’s approach: (a) experimental setup; and (b)specimen
dimensions [14]
The advantage of Kriz and Stinchcomb’s approach is that one can retrieve the stiffness
matrix components directly without the need of optimization routine. For example, C11
can be immediately retrieve from a through-transmission experiment using specimen 1
shown in Fig. 10.5b; similarly using specimens 2 and 3 the stiffness matrix componentsC22
and C33 are retrieved. In their investigation, Kriz and Stinchcomb [14] reported stiffness
matrix-wave relations to retrieve the stiffness matrix components as is shown in Tab. 10.1.
10.1.3 LAMSS APPROACH
The through-transmission technique as discussed in the literature required an experiment
without a specimen to determine the initial ToF t0. To obtain t0 using the literature
approach, the specimen had to be removed from the fixture. Removing the specimen from
the fixture required manual intervention, introducing a potential source for errors (minor
adjustments in the fixture can yield a difference in ToF) which could be detrimental to
the approach. To avoid the need for a no-specimen experiment, the through-transmission
technique was combined with the pulse-echo technique to introduce a new method, the
LAMSS approach.
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Table 10.1: Stiffness matrix-wave relations [14]
Speci-
men
Direction
cosines
Particle
direction
Equation relating elastic moduli and phase velocity
1
n1 = 1 x1 C11 = ρv2p1
n2 = 0 x2 C66 = ρv2p2
n3 = 0 x3 C55 = ρv2p3
2
n1 = 0 x1 C66 = ρv2p1
n2 = 1 x2 C22 = ρv2p2
n3 = 0 x3 C44 = ρv2p3
3
n1 = 0 x1 C55 = ρv2p1
n2 = 0 x2 C44 = ρv2p2
n3 = 1 x3 C33 = ρv2p3
4
n1 = 0 x1 C66 + C55 = 2ρv2p1
n2 =
1/
√
2
(x2,x3)
-plane
C23 =
√
(C22 + C44 − 2ρv2p2)(C44 + C33 − 2ρv2p2) −
C44
n3 =
1/
√
2
(x2,x3)
-plane
C23 =
√
(C22 + C44 − 2ρv2p3)(C44 + C33 − 2ρv2p3) −
C44
5
n1 =
1/
√
2
(x1,x3)
-plane
C13 =
√
(C11 + C55 − 2ρv2p2)(C55 + C33 − 2ρv2p2) −
C55
n2 = 0 x2 C66 + C44 = 2ρv2p1
n3 =
1/
√
2
(x1,x3)
-plane
C13 =
√
(C11 + C55 − 2ρv2p3)(C55 + C33 − 2ρv2p3) −
C55
6
n1 =
1/
√
2
(x1,x2)
-plane
C12 =
√
(C11 + C55 − 2ρv2p2)(C66 + C22 − 2ρv2p2) −
C66
n2 =
1/
√
2
(x1,x2)
-plane
C12 =
√
(C11 + C66 − 2ρv2p3)(C66 + C22 − 2ρv2p3) −
C66
n3 = 0 x3 C55 + C44 = 2ρv2p1
In the LAMSS approach, the data capturing was automated such that a range of
incident angles between ±60° was used for the specimen orientated in both (x1,x3) and
(x2,x3) planes of symmetry. From the collected data, the critical angles at which a wave
no longer propagates through the specimen but along its surface (see Fig. 10.6) in the
both (x1,x3) and (x2,x3) planes of symmetry were determined. The critical angles allowed
retrieving some stiffness matrix components directly; as can be seen from Fig. 10.6, at
the critical angle the wave propagates (depending on how the specimen is orientated) in
the fiber- or transverse-direction. Using the critical angle and Snell’s law, the velocity
in the fiber (1) or transverse (2) directions were determined, which in turn (using the
132
equation presented in Tab. 10.1) yielded the C11 and C22 stiffness matrix components
directly and thereby reduced the complexity of the optimization problem. In addition, for
some materials, the transversely isotropic conditions valid for unidirectional composites
specimens was applied to reduce the complexity of the problem further. Applying the
transversely isotropic conditions (C66 = C55, C12 = C13 and C44 =
C22 − C23
2 ) yielded:
(i) no experiment in a non-symmetry plane was required; and (ii) in the (x2,x3) plane of
symmetry, only C23 had to be determined.
LAMSS approach
• Pulse-echo measurement
– The difference in ToF between the reflection from the front surface (first
reflection) and the back surface (second reflection) is used in Eq. (9.1) to
determine C33 directly.
• Through-transmission measurements
– Propagation in the (x1,x3)-plane of symmetry
* At an incident angle of θi=0°and with the determined C33 component,
the ToF without the presence of a specimen (t0) was determined;
* At an incident angle of θi 6= 0°, use the previously determined t0 to
determine C11, C55, and C13.
– Propagation in the (x2,x3)-plane of symmetry
* At an incident angle of θi 6= 0°, use the previously determined t0 to
determine C22, C44, and C23.
– Propagation in a non-symmetry plane
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* At an incident angle of θi 6= 0°, use the previously determined t0 to
determine C66 and C12.
Figure 10.6: Wave propagates on the surface at the critical angle θcr
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10.2 EXPERIMENTAL METHODOLOGY
The LAMSS approach was used to retrieve the material properties of a composite specimen
non-destructively. In this section, the data gathering procedure and the data post-processing
methodologies prior to its use in the inverse problem are discussed.
10.2.1 DATA GATHERING PROCEDURE
To perform the required experiments, the composite specimen was placed in the fixture; the
fixture and specimen together with the transducers were then loaded into the water tank,
see Fig. 10.7.
(a) (b)
Figure 10.7: Experimental setup for the ultrasonic immersion technique: (a) isometric view
(b) front view
Once all the necessary equipment was in place, the data gathering process was started. To
ensure that the correct data was collected, the fixture had to be orientated to the normal (θ0)
of the transducer. The normal was found as follows:
Find the normal incident angle, θ0
• The transmitter was used to perform a pulse-echo scan for a range of incident
angles. For each incident angle the absolute peak amplitude of the first reflected
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signal was recorded (through the use of a data recording gate). The maximum
reflected peak amplitude occurs when the transducer is normal to the specimen;
therefore, from the recorded data, the normal incident angle was retrieved. The
normal incident angle was required to take into account the misalignment of the
transducer prior to further processing of the data.
After the normal incident angle was found, the turntable was set to that angle, then the
through transmission approach was used to determine the receiver position. The receiver
position was obtained using the absolute peak amplitude of the first incoming signal while
scanning in both the y- and z-direction, this resulted in the C-scan shown in Fig. 10.8. The
receiver optimal location corresponds to the center of the C-scan.
Figure 10.8: C-scan measurement used to determine the center of the y and z locations
Once the normal incident angle and the receiver position were determined, the data to be
used in the inverse problem (to retrieve the stiffness matrix components) was collect as
follows:
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Data collection for the inverse problem
• The receiver was allowed to move over a range of approximately ±1 inch with
an increment of 0.01 inch from its central location in the y-direction;
• The incident angle controlled by the turntable was allowed to vary in the range
±60° with an increment of 0.1°;
• The wave form was recorded; this included the entire signal for each increment
in incident angle and y-location.
10.2.2 POST-PROCESSING OF THE DATA
The experimental data had to be processed before it could be used in the inverse problem
to retrieve the stiffness matrix components. The post-processing steps after the data was
collected are reported here. The collected data consisted of the absolute peak amplitude for
each increment in incident angle and y-location as shown in Fig. 10.9. As it can be seen
from Fig. 10.9, the collected data has an offset in both the incident angle and y-location;
the figure should be double symmetric and its center should correspond to zero incident
angle and zero y-location.
The offset correction for the incident angle and y-location were determined by
examining the absolute peak amplitude versus y-location and the absolute peak amplitude
versus incident angle, as shown in Fig. 10.10. In both cases, the intersection between a user
defined absolute peak amplitude value and the plots was determined. The correction was
determined to equal the mean of the y-location and incident angle respectively at which
the intersection occurred; this is indicated by red dashed vertical lines in Fig. 10.10. The
corrected data (as shown in Fig. 10.11) was used for further post-processing to retrieve the
ToF and corresponding phase velocity for each incident angle.
To determine the ToF, the signal corresponding to the maximum absolute peak
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Figure 10.9: The maximum absolute peak amplitude for each incident angle and y-location
prior to correcting the offsets
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Figure 10.10: The maximum absolute peak amplitude in the: (a) y-direction; and (b) the
range of incident angles
amplitude for each incident angle was extracted from the data. First, the signal was
normalized with respect to its maximum absolute value; second, a Hilbert transform was
applied to the signal to determine the envelope of the wave packet; third, the intersections
of the first wave envelope with respect to a user defined threshold was determined; fourth
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Figure 10.11: The maximum absolute peak amplitude for each incident angle and
y-location after correcting the offsets
and last, the ToF extracted as the mean of the threshold intersection values in the time
domain; these steps are illustrated in Fig. 10.12.
Prior to ToF being converted to the phase velocity using Eq. (9.1), the initial ToF t0
was required. From the pulse-echo measurement (Fig. 10.13a), the change in ToF (the
difference between the first and second peak, tavg) was determined; this change in ToF was
used to determine the phase velocity using
vp =
2h
tavg
(10.1)
The phase velocity from the pulse-echo measurement was used to determine the difference
in ToF (∆t) by comparing it to the through-transmission ToF at zero incident angle. Using
Fig. 10.13b, one can derive that ∆t equals
∆t = h
vf
− h
vp
(10.2)
and, from Eq. (9.2), one obtains
t0 = t−∆t (10.3)
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Figure 10.12: Extraction of ToF from data illustrated: (a) normalized signal; (b) envelope
of signal; and (c) threshold used to determine ToF
Once the initial ToF t0 was determined and ToF of the signal for each incident angle t was
extracted from the data, the phase velocity was calculated using Eq. (9.1) and Eq. (9.2). In
Fig. 10.14, the time ∆t and phase velocity for each incident angle for an experiment in the
(x2,x3)-plane of symmetry is shown.
From Fig. 10.14c, one can obtain the critical angle (θi = θcr = 28.5°) at which the faster
quasi-pressure wave no longer can propagate through the specimen and is constrained to
travel along the surface; in this case this incident angle was used to retrieve theC22 stiffness
matrix component directly via:
C22 = ρ
(
vf
sin θcr
)2
(10.4)
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Figure 10.13: Determining the difference in ToF: (a) normalized pulse-echo signal; and (b)
illustration to derive ∆t
.
At last, the data was structured into a matrix and saved for use in the inverse problem.
10.3 THE INVERSE PROBLEM
The inverse problem required the stiffness matrix components to be optimized for a set of
experimentally obtained velocities, therefore, the optimization routine used is discussed as
first. Second, the optimization routine is verified using a synthesis test case in which the
velocities are calculated for a known stiffness matrix, after which the stiffness matrix was
retrieved for a random initial guess set values. As last, the stiffness matrix components
were determined for composite specimen provided by NASA. The engineering constants
and group velocity based on the determined stiffness matrix components were compared
with those obtained by mechanical testing as reported by Leckey et al. [20].
10.3.1 OPTIMIZATION ROUTINE
The optimization routine minimized the error between the experimentally obtained
velocities and the predicted velocities which depended on the stiffness matrix. Therefore,
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Figure 10.14: Data extraction results: (a) ToF; (b) change in ToF, ∆t; and (c) phase velocity
minimizing the error resulted in an optimized stiffness matrix. The flowchart for the inverse
problem, which the optimization routine was part of, is given in Fig. 10.15.
To ensure a global minimum was obtained, the global search algorithm based on the basin
of attraction was implemented. For a smooth objective function f(x), the direction in
which f(x) decreases the quickest is given by the vector −∇f(x), hence the equation of
steepest descent is given by
d
dt
x(t) = −∇f(x(t)) (10.5)
The basin of attraction for steepest descent is the set of initial values resulting in the same
local minimum, while generally initial values close to each other result in the steepest
descent. The basin of attraction principle is illustrated in Fig. 10.16.
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Figure 10.15: Flowchart inverse problem routine
Figure 10.16: Two basins of attraction with two different final points [21]
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The optimization routine resulted in a fully retrieved stiffness matrix; however, to
compare the results directly to ASTM-standard procedure results the stiffness matrix
had to be converted to engineering constants. The conversion from stiffness matrix to
engineering constant can result in non-realistic Poisson ratio values outside the 0 ≤ ν ≤ 0.5
range. To enforce realistic Poisson ratio values, a second optimization routine with the
objective to minimize the maximum difference between the stiffness matrix components
while constraining the Poisson ratio value to only realistic values was applied. In the
second optimization, the engineering constants were used as design variables instead of the
stiffness matrix components, due to the coupling of multiple stiffness matrix components
to one engineering constant. The second optimization routine is summarized as:
Design vector [
E∗11 E
∗
22 E
∗
33 G
∗
12 G
∗
13 G
∗
23 ν12 ν13 ν23
]
Constraint function
0 ≤ ν ≤ 0.5
Objective
min(|C˜ij − Cij|max)
It is important to note that the asterix (∗) denotes design variables that are normalized with
respect to the corresponding pre-second optimization values. Without normalization, the
Young’s moduli and shear moduli ranged between 2 GPa for G∗12 and 170 GPa for E
∗
11
while the Poisson ratio values ranged between 0 and 0.5. Normalization resulted in that
Young’s moduli, shear-moduli, and Poisson ratio values being in a same range, thereby
improving the results obtained.
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10.3.2 SYNTHETIC TEST CASE
To verify the inverse problem routine, a simulation was set up where the material properties
were known. Based on the material properties, the slowness vectors and corresponding
velocities were calculated for a given θi and φ. The velocities and the initial guess of the
stiffness matrix that were used in the test case are given in Tab. 10.2. The actual stiffness
matrix [22], the initial guess, the optimized stiffness matrix, and the error between the
actual and optimized stiffness are given in Tab. 10.3.
Table 10.2: Incident angle θi, rotation angle φ and corresponding velocities used as test
case
θi [°] φ [°] Velocities [ms−1]
0 0 2738.61 1936.49 1520.69
5 0 2835.29 2206.93 1525.20
15 0 2504.28 1561.92
5 90 2754.15 1937.51 1514.56
45 90 2007.45 1347.73
30 45 2544.35 1510.51
Table 10.3: Actual stiffness matrixCact, initial stiffness matrix guess valuesCini, optimized
stiffness matrix Copt and error between actual and optimized values err. Stiffness matrices
are given in GPa and error is given in %. Material density was 1600 kgm−3
C11 C22 C33 C44 C55 C66 C12 C13 C23
Cact 144 13.6 12.0 3.7 6.0 6.5 5.47 5.0 7.0
Cini 110 10.0 9.0 2.7 4.0 7.5 4.90 4.0 5.0
Copt 144 13.6 12 3.7 6.0 6.5 5.54 5.0 7.0
err [%] 0.01 0.23 0.00 0.06 0.00 0.19 1.30 0.01 0.07
As can be seen from Tab. 10.3, the maximum error was 1.3% and it corresponded to
the C12 value. The C12 was the last value to be optimized, therefore small errors in
the other stiffness matrix components accumulated and affected the error in C12 value.
Furthermore, the accuracy of the measure velocities also affected the optimized stiffness
matrix; less accurate velocity measurement lead to higher percentage errors. The accuracy
was increased by using more data points for each optimization step: more velocities
obtained a different incident angles and rotation angles.
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10.3.3 LITERATURE TEST CASE: NASA SPECIMEN
The NASA specimen was loaded into in the water tank and measurements were taken in
the (x1,x3) and (x2,x3) planes of symmetry. It was known that the material was orthotropic
transversely isotropic; thus, only data from the (x1,x3)-plane of symmetry was required. In
this investigation, orthotropic transversely isotropic condition was verified by comparing
the C22 and C33; therefore, data from both the (x1,x3) and (x2,x3) planes of symmetry were
required.
First, using (x2,x3)-plane of symmetry, both C22 and C33 were determined. Recall
that the C33 stiffness matrix component was retrieved using the through-transmission
data, while the C22 was retrieved using the critical angle (the critical angle at which the
quasi-pressure wave disappears and only the slower quasi-shear wave propagates through
the specimen). In this case, the critical angle was 28.5°. The through-transmission yielded
a phase velocity of 3075 m/s. From Tab. 10.1, the following equation is recalled
C33 = ρv2p (10.6)
Thus, a value of 14.76 GPa was obtained for C33. Second, C22 was retrieved using the
critical angle in combination with Snell’s law:
vp =
vf
sin θcr
(10.7)
The value for C22 15.10 GPa was retrieved. The difference between the retrieved values
for C22 and C33 was 0.34 GPa, this difference was deemed acceptable ( ≤ 3%) and within
the range of measurement errors. Due to the small difference, it was concluded that C22
equaled C33, therefore the material was assumed to be orthotropic transversely isotropic.
For future calculations, the value for C22 and C33 was set to the average of the two; i.e.,
C22 = C33 = 14.93 GPa.
Third, to retrieve the C11 stiffness matrix component, the critical angle in the
(x1,x3)-plane of symmetry was required similar to when retrieving the C22 stiffness matrix
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Figure 10.17: Data from the (x1,x3)-plane of symmetry for each incident angle θi: (a)
maximum absolute peak amplitude in each y-location; (b) phase velocity for full incident
angle range; (c) phase velocity for reduced incident angle range
.
component. From the phase velocity plots (see Fig. 10.17b and 10.17c), it is clear that the
range of incident angle beyond ±45° yielded inaccurate values, therefore only the data up
to 40° was used for further processing. The incident angle in this case however, had to be
retrieved using Fig. 10.17a instead of Fig. 10.17c. The sharp decrease in phase velocity
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(at angle incident angle of approximately 5.6°) corresponded to the generation of a slower
wave with a larger amplitude than the pressure wave, therefore the ToF of the slower wave
was retrieved. Searching for an incident angles that corresponds to a sudden decrease
in amplitude in Fig. 10.17a, the correct critical angle was retrieved. The most evident
decrease in amplitude in Fig. 10.17a corresponded to drop in phase velocity in Fig. 10.17c.
However, a closer examination of Fig. 10.17a yielded a second decrease in amplitude at
an incident angle of approximately 8°, this incident angle was used to determine the C11
stiffness matrix component; using a critical angle of 8.08° yielded C11 = 173.77 GPa.
Table 10.4: Comparison of engineering constants determined through LAMSS method
versus Leckey et al. [20] (unidirectional IM7/8552 composite)
Property Leckey et al.
[20] [GPa]
LAMSS 1st optimization
[GPa]
LAMSS 2nd optimization
[GPa]
E11 171.40 173.22 173.22
E22 9.08 13.32 13.32
E33 9.08 13.32 13.32
G12 5.29 6.26 6.26
G13 5.29 6.26 6.26
G23 2.80 5.01 5.01
ν12 [-] 0.320 0.204 0.204
ν13 [-] 0.320 0.204 0.204
ν23 [-] 0.500 0.329 0.329
As last, the other stiffness matrix components (C44, C55, and C13) were retrieved using the
optimization routine; thus equaled 4.96, 6.22, and 3.77 GPa respectively. It is important to
recall the orthotropic transversely isotropic conditions that yielded C66=C55, C12=C13, and
finally C23 = C22 − 2C44 which equaled to 5.01 GPa.
After the full stiffness matrix was retrieved, it was converted to the engineering constant
and a comparison was made between the retrieved values and those reported by Leckey
et al. [20], as shown in Tab. 10.4. After the first optimization routine, the retrieved
values come close to those obtained through mechanical testing. Nevertheless, a second
optimization routine was performed in which the input were the engineering constants
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obtained from the first optimization. It is important to state that the LAMSS approach
yielded realistic values for all the engineering constants. The second optimization yielded
no further changes. In this specific case, a set of 92 initial points were examined of
which 60 results in the same results (LAMSS 2nd optimization); this observation does not
necessary has to hold for a different material. For most engineering constants, the values
did not shown any significant change; only the G23 value changed noticeably (which is
almost twice the G23 value given in [20]).
Comparing the optimized result with those in the literature, a significant change can
be seen for E22, E33, G23, and the Poisson ratios. The largest difference is between the
G23 values; however, it is important to note that the literature value [20] for G23 could not
be considered reliable since it was not directly obtained from testing but calculated by an
assumed ν23 = 0.5. Another noticeable difference were the Poisson ratios; first, ν23 in
[20] was assumed and not determined experimentally; therefore the difference was deemed
acceptable; second, ν12 and ν13 significantly varied as well. The Poisson ratio ν12 in [20]
was determined through mechanical testing (recall ν13 = ν12) and therefore the optimized
results was off. The difference in mechanics between the mechanical testing procedure
[20] which strains the material significantly more (several tenths of a percent of strains
are possible) than the ultrasonic immersion in which the material properties were retrieved
in the microstrain domain can account for this difference. In addition, the engineering
constants determined using mechanical testing where based on literature [20], therefore no
comments can be made on the correctness of the results.
An additional comparison was, therefore, performed. In the literature [20], an
ultrasonic GW experiment was performed to determine the group velocity in the 0°
direction. Both the literature and the second optimization engineering constants were used
as input in the unified analytic method formulation to predict the group velocity for the
given frequency (200 kHz) and the accuracy of the predictions compared to those reported
in the literature. As it can be seen in Tab. 10.5 the predicted group velocity error has
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Table 10.5: Group velocity comparison at 200 kHz
Experimental [20] Leckey et al. [20] LAMSS optimization
Group velocity [m/s] 2149 ± 13 1835 2012
Error  [%] - 14.1 - 15.1 5.8 - 6.9
decreased from 14.1% to 5.8% when using the engineering constants obtained through
the LAMSS approach. It was therefore concluded that LAMSS approach yielded more
accurate results when the objective was to retrieve accurate dispersion curves.
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CHAPTER 11
DESTRUCTIVE MECHANICAL MATERIAL
CHARACTERIZATION
To validate stiffness matrix components obtained through the LAMSS ultrasonic
immersion technique, mechanical testing of the a material was performed to compare
the results. This chapter discusses the mechanical material characterization procedures
(specimen manufacturing, experimental setup and post-processing methodology) for
composite as documented in ASTM D3039 [1] and ASTM D3518 [2] for tensile and
in-plane shear properties respectively.
11.1 MECHANICAL TESTING STANDARDS
The tensile properties (E11, E22) and the Poisson ratio in the 12-direction (ν12) were
obtained through the use of the mechanical testing procedure documented in ASTM
D3039 [1]. For each tensile property (at least) five test specimens were required. The
Poisson ratio was derived from the tensile property results and required no additional
experiment.
The in-plane shear property (G12) was determined by following the procedures in
ASTM D3518 [2]. The thickness of the ±45° specimens was determined based on the
number of layers in the laminate. The stacking sequence has to satisfy [45/− 45]ns, where
4 ≤ n ≤ 6 for unidirectional tape and 2 ≤ n ≤ 4 for woven fabrics. Based on the number
of symmetric layers and ply thickness the overall thickness was calculated.
All the geometry requirements for the specimens are listed in Tab. 11.1 [1, 2]. In
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addition to the geometry requirements the ASTM standards also list a required constant
head-speed of 2 mm/min (0.05in/min) during the experiments.
For woven composite materials all the specimens satisfied the stacking sequence [±θ]ns,
where 2 ≤ n ≤ 4.
Table 11.1: Specimen geometry requirements
Fiber orientation Width, mm [in] Overall length, mm [in] Thickness, mm [in]
0° 15 [0.5] 250 [10.0] 1.0 [0.040]
90° 25 [1.0] 175 [7.0] 2.0 [0.080]
±45° 25 [1.0] 200 – 300 mm [8 – 12 ]
11.2 SPECIMEN MANUFACTURING
The woven specimens laminates were consolidated using a hot-press and cut to
specification using a tile saw. It is important to note that only the woven composite
specimens were manufactured in-house. Due to the size of the hot-press, the laminates
were consolidated in two batches; one batch to produce the [0/90] specimens and one
batch for the [±45] specimens. The temperature, pressure, and time of the consolidation
process were kept the same to reduce variability between the two batches.
11.3 EXPERIMENTAL SETUP
The mechanical testing procedures required the specimens to be loaded until failure; the
machine (a MTS criterion model 43) used for the experiments is shown in Fig. 11.1. As
long the experiment was ongoing, the force was applied (at constant head-speed) and strains
were measured using a data acquisition (DAQ) system. The force applied was an output of
the MTS machine, while to measure the strain, standard strain gauges were bonded onto
the specimen. All the data was routed to the DAQ system such that the data format was the
same and centralized.
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Figure 11.1: MTS machine used for experiments
11.4 MECHANICAL TESTING POST-PROCESSING METHODOLOGY
The post-processing calculation procedures for both the tensile and shear moduli of
elasticity are documented in ASTM D3039 [1] and ASTM D3518 [2] respectively. The
calculation procedures are repeated in this section for conveniences.
11.4.1 TENSILE MODULUS OF ELASTICITY
First, the tensile stress and strength were calculated using
F u = P
max
A
(11.1)
and
σi =
Pi
A
(11.2)
where F u is the ultimate tensile strength, Pmax is the maximum force before failure, σi
is the tensile stress at data point i, Pi is the force at data point i and A is the average
cross-sectional area of the specimen. Similarly, the tensile strain was calculated using
i =
δi
Lg
(11.3)
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where i is the strain at data point i, δi is the extensometer displacement at data point i, and
Lg is the extensometer gage length. To determine the tensile modulus, the data between
1000 µ and 3000 µ1 was used in combination with the formula
E = ∆σ∆ (11.4)
whereE is the tensile modulus of elasticity, ∆σ and ∆ are the difference in applied tensile
stress and strain between two calculation points respectively. Finally, the Poisson ratio was
calculated using the same data set through
ν = −∆t∆l (11.5)
where ν is the Poisson ratio, ∆t and ∆l are the difference in transverse and longitudinal
strain between two calculation points respectively.
11.4.2 SHEAR MODULUS OF ELASTICITY
To determine the shear modulus of elasticity, the specimen stacking sequence had to be
±45°; from the corresponding data set, the shear stress τi at each data point iwas calculated
using
τ12i =
Pi
2A (11.6)
The shear strain γ12i at each data point i was determined by
γ12i = ti − li (11.7)
where ∆ti and ∆li are the transverse and longitudinal strain at each data point i,
respectively. Finally, the shear modulus of elasticity G12 was calculated using a range
of 4000 ±200 µ of which the lower end of the range started between 1500 and 2500 µ.
G12 =
∆τ12
∆γ12
(11.8)
1The upper range has to be contained in the lower half of the stress/strain curve. If the material failed
below 6000 µ it was recommended to a value between 25% and 50% of ultimate strain
154
where ∆τ12 and ∆γ12 are the difference in applied shear stress and shear strain between
the two calculation points.
11.5 DENSITY MEASUREMENTS
The density of the material was determined using the ASTM D792 [23]; the key point from
the standard are repeated here for conveniences.
• The test should be conducted at 23±2°C and 50±5% relative humidity;
• If the material weighted less than 10 gram, a balance with a precision of 0.1 mg or
better is required;
• If the material weighted more than 10 gram, a balance with a precision of 1 mg or
better is required;
• The water should be air-free and distilled or demineralized water;
• Thickness of the specimen should be at least 1 mm for each 1 gram of weight,
specimens up to approximately 50 g were acceptable;
• Volume of the specimen shall not be less than 1 cm3.
The density (at a temperature of 23°C) was determined using
ρ23°C = a
a+ w − b · 997.5 (11.9)
where a is the mass of the specimen without wire and sinker in air, b is the mass of the
specimen with wire and sinker immersed in the liquid and w is the mass of the wire and
sinker. The calculations required the water temperature to be 23°C; if the temperature
deviated the following correction was required
ρ23°C = a
a+ w − b
Ta
Tw
·
[
997.5 + (Tw − 23) · ∆ρ∆T
]
(11.10)
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where ∆ρ is the difference between the lowest and highest temperature tolerance for the
standard density of water (at 21°C - 25°C respectively), ∆T difference between the highest
and lowest temperature tolerance recommended (21°C - 25°C respectively), ta is the air
temperature and tw is the water temperature.
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CHAPTER 12
DISCUSSION AND CONCLUSION FOR PART III
This chapter discusses the findings and provides concluding remarks of the non-destructive
material characterization part. Also discussed were ASTM destructive mechanical test
methods.
12.1 DISCUSSION
This part presented modified ultrasonic immersion technique to retrieve the stiffness matrix
components non-destructively called the LAMSS approach.
The LAMSS approach combined the through-transmission and pulse-echo techniques
such that there was no need for an additional experiment to determine the time-of-flight in
the coupling medium (water) without the presence of the specimen. Furthermore, to reduce
the complexity of the inverse problem (determining the stiffness matrix components from
experimentally obtained velocities) several stiffness matrix components were retrieved
directly based on the critical angle approach. The critical angle is the incident angle at
which the quasi-pressure wave no longer propagates through the specimen but propagates
the specimen’s surface. The critical angle was used in Snell’s law to determine the
velocity which in turn yielded a certain stiffness matrix component. The stiffness matrix
components C11, C22, and C33 were determined directly. Based on the value for C22 and
C33 it was concluded the specimen was made out of a transversely isotropic material,
therefore corresponding conditions (C33 = C22, C66 = C55, C13 = C12, and C44 =
C22 − C23
2 ) were applied in the analysis.
If the material is transversely isotropic only one experiment in the (x1,x3) is required
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to determine all the stiffness matrix components thereby reducing the complexity of the
problem significantly.
For completeness, both the experimentally- and post-processing methodologies were
presented and discussed.
12.2 CONCLUSION
The LAMSS approach was evaluated using a specimen provided by NASA for which
its stiffness matrix components were retrieved. The stiffness matrix components were
converted to engineering constants such that a direct comparison could be made between
the values obtained through the LAMSS approach and the engineering constants presented
in the literature.
The comparison revealed differences between source of the engineering constants
retrieved using the LAMSS approach and those listed in the literature. However, the
Poisson ratio ν23 = 0.329, determined through LAMSS approach, was more realistic than
the value of 0.50 as the literature suggested. The engineering constants in the literature
were determined using ASTM standard procedure, these test required the specimen to be
loaded until failure. The strains experienced by the specimen were orders of magnitude
larger when compared to the ultrasonic immersion technique; this is a possible source of
the error between the values.
However, the goal was to retrieve a stiffness matrix to use in a dispersion curve
algorithm. Therefore, both sets of the engineering constants were used to predict the group
velocity at a frequency of 200 kHz, which in turn were compared to the experimental
velocity at 200 kHz (reported in the literature). To predict the group velocity the unified
analytic method as discussed in [24–26] was used. The engineering constants obtained
through the LAMSS approach yielded more accurate predictions (5.8% error versus
14.1%).
It is therefore concluded that the LAMSS approach can yield a set of engineering
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constants different from those obtained through mechanical testing using ASTM standards
yet yield better dispersion curve predictions.
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Part IV
Application to aerospace
structures
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NOMENCLATURE
Abbreviation Description
2D 2-dimensional
CFRP Carbon fiber reinforced polymer
DAQ Data acquisition
DoF Degree of freedom
FFT Fast Fourier transform
NDE Non-destructive evaluation
PWAS Piezoelectric wafer active sensor
SLDV Scanning laser Doppler vibrometer
SNR Signal-to-noise ratio
ToF Time-of-flight
UAM Unified analytic method
Arabic letter Description Unit
A Amplitude
C Stiffness matri x Pa
E Young’s modulus Pa
G Shear modulus Pa
i Imaginary unit
t Time s
U Displacement in ξ-f domain m
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u Displacement in time-spacial domain m
x Space variable
Greek letter Description Unit
∆ Difference
θcr Critical angle °
θi Incident angle °
ν Poisson ratio
ρ Density kgm−3
ξ Wavenumber m−1
ω Angular frequency Hz
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CHAPTER 13
INTRODUCTION
Ultrasonic inspection techniques rely on high frequency sound waves generated by a
transducer; the propagation of the sound waves through the specimen are used to evaluate
the specimen’s condition non-destructively. Especially, the time-of-flight (ToF) of the
transmitted waves (reflections, through-transmission or a combination of the two) contains
valuable information regarding the state of specimen. Ultrasonic techniques can provide
precise high sensitivity results (information regarding specimen thickness, flaws and type
of defects) quickly which makes it suitable of in-situ use without impairing the specimen’s
integrity. Disadvantages, however, are present as well: material attenuation, surface quality,
and need to for a couplant are a few of them.
In this part, the focus is set to combine the work presented in Part II and Part III into
a framework which retrieves a stiffness matrix non-destructively and uses the retrieved
stiffness matrix as input of the unified analytic method (UAM) dispersion curves prediction
algorithm. The stiffness matrix components are retrieved using both mechanical testing
procedures and the LAMSS ultrasonic immersion technique. A comparison between
experimental and predicted dispersion curves using the two stiffness matrix retrieval
methods is made to assess the accuracy of the methods.
A hybrid experimental technique using a piezoelectric wafer active sensor (PWAS)
exciter and scanning laser Doppler vibrometer (SLDV) measurement is used to obtain the
wavenumber-frequency dispersion curves experimentally for: (i) a unidirectional carbon
fiber reinforced polymer (CFRP); and (ii) thermoplastic woven fabric. It is important to
note that, based on the material type, different assumptions are required. In addition, the
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material type determines the way in which symmetry planes in the ultrasonic experiments
need to be used.
The aim of this section is to show that more accurate dispersion curves prediction
(with respect to the experiments) are obtained when the stiffness matrix is retrieved
non-destructively using the LAMSS ultrasonic immersion technique.
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CHAPTER 14
OTHER ULTRASONIC BASED NON-DESTRUCTIVE
EVALUATION TECHNIQUES
In this chapter two commercially available ultrasonic NDE techniques were evaluated; first,
ultrasonic immersion water tank was utilized to determine the damage after impact on a
composite window cutout; and second, a portable ultrasonic phased array hand-scanner
was used to determine damage after impact in a composite panel.
14.1 ULTRASONIC IMMERSION WATER TANK
A composite window cutout (see Fig. 14.1) was inspected for damage using ultrasonic
immersion water tank prior and post an impact event. This section discusses the
experimental setup and inspection technique and then presents and discusses the results.
14.1.1 EXPERIMENTAL SETUP AND INSPECTION TECHNIQUE
The ultrasonic immersion water tank used in this investigation has 4 degrees of freedom
(DoF); 3 DoF correspond to the x, y, and z movements of the gantry system and the fourth
DoF is the rotation of the turn table1. An unfocused ultrasonic immersion transducer with
a center frequency of 2.25 MHz and a diameter of 0.5 inch was used. The transducer was
attached to the gantry system, the z-direction was fixed and the gantry was allowed to move
in x and y directions such that an area could be scanned.
1This option is not used in this investigation
169
Figure 14.1: The composite cutout placed in the ultrasonic immersion water tank
To inspect the composite cutout, multiple gates were used to record the echo of the
transmitted ultrasonic wave. The first gate detected the initial reflection of the transmitted
ultrasonic wave that corresponded to the front surface of the specimen. The second gate
was set to record the reflection originating from the back surface of the composite cutout.
The third gate was set between the first and second gate; this gate was set to capture
echo origination from possible defect between the front and back surface of the composite
cutout. In the pristine case, the third gate did not record any signal due to the absence of
damage.
14.1.2 ULTRASONIC TRANSMISSION RESULTS
Based on the ToF data from the first gate (see Fig. 14.2), one observes the machine groove
and curvature of the composite cutout, however, it is hard to retrieve more knowledge out
of the ToF data. Furthermore, it is important to notice that location of the specimen in the
water tank was not the same while conducting the composite cutout in the pristine- and
damaged-state.
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To determine if there was damage due to an impact event, data from the second gate
was examined as well. The amplitude from the signal originating from the back surface
was examined, see Fig. 14.32. As it can be seen from Fig. 14.3, the machine groove is
clearly visible in both the before and after impact scan. However, in the after impact scan,
Fig. 14.3b, another area is visible besides the machine groove which was not present in the
before impact scan, Fig. 14.3a.
The position of the ultrasonic transducer was relocated such that the center of the area
scanned corresponded to the possible damage location visible in Fig. 14.3b. In Fig. 14.4
the data from the third gate is examined which revealed the presence of damage, first, the
ToF is shown in Fig. 14.4a and second, the absolute peak amplitude is given in Fig. 14.4b.
Fig. 14.4a reveals echoes arriving at different times, indicating that the damage is present
throughout the thickness of the composite cutout. The same conclusion is also derived
from the scan in Fig. 14.4b. One can concluded that the impact event caused delamination
at different levels through the thickness which caused echoes to arrive at different times
and amplitude between the arrival of echoes from the front- and back-surface reflections.
Furthermore, a second area of interest became visible after centering the scan to the
impact location. The second area is located near the bottom right corner as can be seen
from Fig. 14.4 and was not investigated during the pristine scan. Based on the similarities
in ToF and absolute peak amplitude data it can some damage was already present prior to
the impact event. Another possibility is that multiple locations were impacted, however, a
visible inspection yielded no signs of second impact location. The second area can be due
to a lower energy level impact since the affected area is smaller.
2It is important to note that the color scheme used were different due to difference in the setup, like height
of the sensor and gain used.
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(a) (b)
Figure 14.2: Time-of-flight data from the composite cutout: (a) pristine cutout prior to
impact; and (b) damaged cutout after cutout
14.2 PHASED ARRAY SCANNER
Besides the ultrasonic water tank, a hand-held phased array scanner (manufactured
by Olympus Corporation) consisted of a roller and a portable unit (see Fig. 14.5)
was investigated as well. The phased array scanner was used to inspect the
effect of an impact on a thermoplastic composite plate with a stacking sequence of[
± 45/(0/90)/ ± 45/ (0/90)
]
s
. It is important to state that the bold font indicates
5-Harness carbon/PPS fabric and normal font indicates a plain weave carbon/PPS fabric.
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(a) (b)
Figure 14.3: Amplitude data from back surface gate of the composite cutout: (a) pristine
cutout prior to impact; and (b) damaged cutout after impact
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(a) (b)
Figure 14.4: Amplitude data from back surface gate of the composite cutout: (a) pristine
cutout prior to impact; and (b) damaged cutout after cutout
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The dimension of the plate was 20 inch by 20 inch and the plate was consolidated using an
autoclave consolidation procedure as indicated by the manufacturer and listed in Tab. 14.1.
Table 14.1: Autoclave consolidation cycle phases for PPS fabric
Phase Description Time [min]
Start up Apply vacuum (26 inHg), start fan (60 Hz) Undefined; until
vacuum is reached
Heat-up Raise temperature to 610°F at a rate of 5°F
per minute
122
Pressurize Increase pressure to 100 psi at a rate of 5 psi
per minute
20
Hold Maintain current settings 30
Cool down Decrease temperature to 200°F at a rate of
5°F per minute
82
Depressurize Reduce pressure to 5 psi at 5 psi per minute 19
Figure 14.5: Olympus introduces the RollerFORM setup
Prior to impact, the composite plate was inspected for existing flaws; after impact the
location was inspected again to evaluate the condition of the composite plate and observe
the effect of the impact event. To inspect the plate, a C-scan was made of the impact
location without immersing the plate in water; however, water was used as couplant
between the composite surface and roller to guide the ultrasonic waves and obtain a better
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SNR. It is important to state that the correct usage of the equipment and the accuracy of the
obtained results were dependent on the experience of the user. Nevertheless, the hand-held
phased array scanner produced valuable information regarding damage within the plate for
the different impact energy levels.
The C-scan prior to impact is given in Fig. 14.6a; as it can be seen, several highlighted
areas were present in the scan; these highlighted areas were attributed to the presence of
air bubbles within the roller and the condition of the roller. After an impact at an energy
level of 4 Joules, the area was scanned once more, see Fig. 14.6b. The highlighted areas
present in Fig. 14.6a were no longer observed, most likely due to movement of the roller
which reduced the air bubbles. The roller failed to capture part of the reflected waves as
can be seen in the bottom of Fig. 14.6a. At the impact location (indicated by the cross),
however, no changes were observed; therefore, it was concluded that the impact, did not
cause any damage. For the second impact the energy level was increased to 9 Joules. At this
energy level, the impact cause internal damage as can be seen in Fig. 14.6c. The internal
damage was more clearly visible when analyzing the corresponding through-the-thickness
measurement shown in Fig. 14.7. The through the thickness measurement revealed the
refraction of the waves through the thickness indicating the scattering of the waves as they
propagated through the plate which was an indication for damage within the plate.
14.3 CONCLUSION
Two commercially available ultrasonic NDE techniques were used to inspect composite
structures after an impact event. Both techniques had their advantages (more accurate
results or portability) and disadvantages (limitation in specimen size or less accurate
results). Nevertheless, it was showed that ultrasonic techniques were capable of detecting
an impact event. The principle behind the two techniques were the same as used in the
non-destructive characterization technique presented in the next section.
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(a)
(b)
(c)
Figure 14.6: C-scan of impact location: (a) prior to impact; (b) after an impact of 5 Joules;
and (c) after an impact of 9 Joules. Note, the cross indicates the impact location
Figure 14.7: Through the thickness measurement corresponding to an impact of 5 Joules
using the Olympus hand-held phased array scanner
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CHAPTER 15
MATERIAL CHARACTERIZATION VALIDATION
The material characterization validation consisted of comparing engineering constants
obtained through the ASTM mechanical testing and the ultrasonic immersion technique
using the LAMSS approach. First, a thermoset carbon fiber reinforced polymer was
evaluated; second, the material properties for a thermoplastic woven fabric composite were
retrieved.
15.1 THERMOSET CARBON FIBER REINFORCED POLYMER
For unidirectional CFRP, the orthotropic transversely isotropic conditions were applied,
C66 = C55, C12 = C13 and C44 =
C22 − C23
2 reducing the stiffness matrix to that shown
in Eq. (6.11) and repeated below for conveniences. The use of the orthotropic transversely
isotropic conditions reduced the complexity of the problem by limiting the number of
independent stiffness constant to five, C11, C22, C55, C12 and C23 (the stiffness matrix
is repeated below for conveniences).
The five independent stiffness matrix components were retrieved using the LAMSS
approach discussed earlier in Ch. 10. Two different specimens were used to retrieve the
stiffness matrix components, a thin specimen with a thickness of 3.30 mm and a thicker
specimen with a thickness of 16.43 mm. The results for the thinner specimen were
presented and discussed earlier and therefore are not repeated in this section, except for
the engineering constant values shown in Tab. 15.1.
The thicker composite unidirectional CFRP plate was provided by NASA and consisted
of 96 plies of IM7G-8552; its dimensions were 8 inch by 8 inch. The thickness was
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16.43 mm. The LAMSS approach required a specimen (indicated by the green rectangle in
Fig. 15.1) which was 2.5 inch by 5.75 inch; therefore, the NASA plate was cut to produce
a specimen for the characterization process and a plate for the validation.
C =

C11 C12 C12 0 0 0
C22 C23 0 0 0
C22 0 0 0
C22 − C23
2 0 0
sym C55 0
C55

(6.11)
Figure 15.1: NASA unidirectional CFRP M7G-8552 plate with PWAS bonded onto it
The surface plot of the amplitude for each y-location and incident angle and the
corresponding difference in ToF and phase velocity for the 16.43 mm thick specimen are
shown in Fig. 15.2. The data obtained in the (x1,x3)-plane of symmetry contained too
much noise beyond ±40° as can be seen in Fig. 15.2; therefore the data beyond ±40°
was omitted in further calculations. Similarly, the data obtained in the (x2,x3)-plane of
symmetry is shown in Fig. 15.3.
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Figure 15.2: Data from the (x1,x3)-plane of symmetry for each incident angle θi: (a)
maximum absolute peak amplitude in each y-location; (b) difference in ToF for the incident
angle range; (c) phase velocity for the incident angle range
.
There were several differences between the data obtained from the 3.30 mm to the
16.43 mm thick specimen as can be seen in Fig. 15.4. First, the critical angle at which
the pressure wave no longer propagates through the specimen but on the surface of the
specimen is more evident in the data from the 16.43 mm specimen compared to the
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Figure 15.3: Data from the (x2,x3)-plane of symmetry for each incident angle θi: (a)
maximum absolute peak amplitude in each y-location; (b) difference in ToF for the incident
angle range; (c) phase velocity for the incident angle range
.
3.30 mm specimen. Second, the range over which the maximum amplitude was spread out
was more narrow for the 16.43 mm thick specimen. The more narrow spread was attributed
to the increase in specimen thickness; at incident angle of 0° the maximum amplitude was
the same, however, when the incident angle deviates from 0° the path traveled by the wave
181
(a) (b)
Figure 15.4: Comparison the maximum absolute peak amplitude of the data in the
(x1,x3)-plane of symmetry for each incident angle θi: (a) for a 3.30 mm thick specimen;
and (b) for a 16.43 mm thick specimen
.
was significantly longer for the 16.43 mm specimen than for the 3.30 mm specimen. An
increased traveled path corresponded to more energy being dissipated which resulted in
lower maximum absolute peak amplitude. The data from the (x1,x3)- and (x2,x3)-plane of
symmetry yielded the following results:
1. The critical angle in the (x1,x3)-plane was 8.137° resulting in 172.59 GPa for
C11;
2. The critical angle in the (x2,x3)-plane was 28.22° resulting in 15.46 GPa for C22;
3. The through-transmission at zero incident angle yielded a C33 of 14.90 GPa;
4. The orthotropic transversely isotropic conditions required C22 = C33
• Therefore both C22 and C33 were set to 15.18 GPa (the average of the two);
5. C55, C13, and C23 were retrieved through the optimization routine
• C55, C13, C23, and C44 equaled 6.17, 3.84, 5.21, and 4.98 GPa respectively.
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6. Finally, C66 = C55, C12 = C13, and C44 = 0.5
(
C22 − C23
)
The stiffness matrix components were converted to the engineering constants as
summarized in Tab. 15.1. The comparison Tab. 15.1 revealed no significant difference
between the engineering constants obtained using 3.30 mm and 16.43 mm thick specimen.
The E11, G12, G13, and G23 improved slightly while for E22 and E33 the difference with
respect to the values reported in the literature increased slightly. Similarly, minor changes
were also observed for the Poisson ratios. The minor changes were attributed to the
increased thickness that allowed for the bulk waves to be more separated due to increase in
ToF, therefore less interaction between the pressure and shear waves was observed.
Table 15.1: Comparison of engineering constants determined through LAMSS method
(3.30 mm thin and 16.43 mm thick specimen) versus Leckey et al. [1] (unidirectional
IM7/8552 composite)
Property Literature [1]
[GPa]
LAMSS ultrasonic, 3.30
mm specimen [GPa]
LAMSS ultrasonic, 16.43
mm specimen [GPa]
E11 171.40 173.22 171.14
E22 9.08 13.32 13.36
E33 9.08 13.32 13.36
G12 5.29 6.26 6.17
G13 5.29 6.26 6.17
G23 2.80 5.01 4.99
ν12 [-] 0.320 0.204 0.188
ν13 [-] 0.320 0.204 0.188
ν23 [-] 0.500 0.329 0.339
15.2 THERMOPLASTIC WOVEN FABRIC
In this section, the stiffness matrix for a thermoplastic 5-Harness carbon/PPS fabric was
evaluated using two different approaches, the standard destructive mechanical testing
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approach and the non-destructive LAMSS ultrasonic immersion approach. A discussion
of the results is also presented.
15.2.1 DESTRUCTIVE MECHANICAL TESTING APPROACH
The standard destructive procedures ASTM discussed in Part II Ch. 11 were followed to
determine the engineering constants E11, E22, G12 and ν12. The stacking sequence of the
specimens were [±θ]3s, where (0/90) was used for E11, E22 and ν12 while for G12 the
orientation was (±45).
To manufacture the specimens two packets of 12 layers of 12 inch by 12 inch 5-harness
PPS (all orientated in the same direction) were pressed at 6.3 tons (87.5 psi) between two
Frekote-coated caul plates, similar to the manufacturing of the smaller specimen for the
ultrasonic characterization procedure. Process temperature was 321°C (610°F), and the
ramp-up time was set to at least 10 minutes (the actual ramp-up was probably slower).
Process temperature was held for 30 minutes and cooling was done at a maximum rate of
13.6°C (24.5°F) per minute. The cooling was segmented to control the cooling rate and
ensure a uniform cooling across the panel.
After the consolidation phase, the test specimens (1 inch by 10 inch) were cut using a
waterjet cutter. Due to the waterjet speed and height of the nozzle, there was a taper on the
sides of the specimens; this taper was reduced by sanding the sides. Once the specimens
were cut and sanded; the strain gauges were bonded onto the specimen and the mechanical
testing was performed.
The direct stress-strain curve and the shear stress-strain curve required to determine the
engineering are shown in Fig. 15.5. Several key features are important to notice:
• The tensile machine had an upper limit of 50 kN which was not enough to load the
(0/90)-specimens to failure, as it can be seen in the stress-strain curve (Fig. 15.5a)
• The (±45)-specimens were loaded until failure; however Fig. 15.5b was limited to
6000 µ due to the strain gauge failure beyond that point
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Figure 15.5: Experimental result from the destructive mechanical testing procedures: (a)
stress versus strain curve to determine E11; and (b) shear stress versus shear strain curve to
determine G12
• To determine the engineering constants linearity over the recommended strain range
was required; this was true for the direct stress-strain curve but not for the shear
stress-strain curve (Fig. 15.5b)
• The shear modulus was, therefore, calculated twice, first time for the recommended
range and the second time for the linear range of 1000 to 3000 µ
• Out of the two sets of five specimens one of each was not used (specimen 5
and specimen 3 for the stress-strain curve and shear stress-shear strain curve,
respectively) due to incorrect data recorded by the strain gauges
The calculated engineering constants are summarized in Tab. 15.2; it is important to
notice that the range for each engineering constant is given in brackets and the second
entry for shear modulus (4.44 GPa, indicated in italic) was calculated using the linear
range. The calculated values for the engineering constants differed from those reported
in the literature (also determined using destructive procedures). In particular, the Young’s
modulus in 1-direction differed significantly, approximately 10% from the upper bound
of 57 GPa reported in [2]. Van Paepegem et al. [3] evaluated the Young’s modulus in
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1-direction (using the same destructive mechanical testing procedures) and reported a range
of 55.95 to 59.52 GPa and average of 57.83 GPa, these latter values differed less from the
in-house calculated values.
The shear modulus calculated using the recommended range of shear strain differed by
approximately 20%; however, when the limited linear range was used, the error reduced
significantly. The Poisson ratios was off as well, however it was well within the feasible
range and considered acceptable.
Table 15.2: Engineering constants from the literature and the in-house mechanical testing
for a 5-Harness carbon/PPS fabric composite
Property Literature [2] [GPa] Mechanical testing [GPa]
E11 53.87 (51.00 – 57.00) 61.93 (60.77 – 64.69)
E22 53.87 (51.00 – 57.00) 61.93 (60.77 – 64.69)
G12 4.22 3.20 (2.87 – 3.27)
4.44 (4.28 – 4.60)
ν12 [-] 0.03 0.0405 (0.0327 – 0.0465)
ρ [kg/m3] 1550 1600
15.2.2 LAMSS ULTRASONIC IMMERSION APPROACH
For a unidirectional composite, only five independent stiffness matrix components had to
be retrieved; similar simplification were also applicable to a thermoplastic woven fabric.
In case of a woven fabric the following simplifications apply: E2 = E1, G23 = G13 and
ν23 = ν13. These simplifications reduced the stiffness matrix to
C =

C11 C12 C13 0 0 0
C12 C11 C13 0 0 0
C13 C13 C33 0 0 0
C44 0 0
C44 0
C66

(15.1)
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Figure 15.6: Thermoplastic 5-Harness carbon/PPS fabric plate with PWAS bonded onto it
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Figure 15.7: Pulse-echo measurement to determine C33 for the thermoplastic 5-Harness
carbon/PPS fabric composite
As it can be seen from Eq. (15.1) six independent stiffness matrix components had to
be retrieved, C11, C33, C44, C66, C12, C13. Based on the stiffness matrix components
that had to be retrieved, the required experiments were determined. For a woven fabric,
experiments in the (x1,x3), (x2,x3) and a non-symmetry planes were required to retrieve
all the independent stiffness matrix components1. The experimental results (surface plot,
1It is important to note that a non-symmetry plane was required since C66 and C12 were independent
variable
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difference in ToF, and phase velocity) in the (x1,x3), (x2,x3) and a non-symmetry planes
are given in Fig. 15.8, Fig. 15.9, and Fig. 15.10 respectively. Analyzing Fig. 15.8, it can be
seen the data contained noise near the critical incident angles at which the phase velocity
decreases drastically. The sharp decrease in phase velocity corresponded to the generation
of an ultrasonic GW similar to the unidirectional case shown in Fig. 15.8a; caution was
required when determining the critical angles. To determine the critical angles correctly,
the maximum absolute peak amplitude figures (Fig. 15.8a and 15.9a) were used. For the
(x1,x3) plane of symmetry, the critical angle was retrieved to be 14.46°, while the critical
angle in the (x2,x3) plane of symmetry was 14.49°. The critical angles in combination with
Eq. (10.6) and Eq. (10.7) resulted in C11= 56.51 GPa and C22= 56.28 GPa. Applying the
woven fabric conditions (C11 = C22) and taking the average resulted in 56.40 GPa for both
C11 and C22. To retrieve the value of C33, the pulse-echo measurement data was used;
based on the ToF data from Fig. 15.7 and Eq. (10.1) C33 was determined as C33= 11.09
GPa.
Using an optimization routine, the remaining stiffness matrix components C44, C66,
C12, and C13 were retrieved to equal 3.36, 5.00, 5.00, and 4.52 GPa respectively. At
last, the stiffness matrix was converted into the engineering constants and compared to the
engineering constants retrieved from the literature [2] and missing engineering constants
were completed using [4] (indicated in italic), see Tab. 15.4.
The engineering constants obtained using the LAMSS approach match well with those
reported in the literature by the manufacturer [2]. The largest difference was obtained for
the shear modulus in the 12-direction, 4.22 versus 5.00 GPa, a difference of approximately
18%. Note that using the LAMSS approach, the full stiffness matrix and entire set of
engineering constants were retrieved, whereas the literature only reported some of them,
but not all.
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Figure 15.8: Data from the (x1,x3)-plane of symmetry for each incident angle θi: (a)
maximum absolute peak amplitude in each y-location; (b) difference in ToF for the incident
angle range; (c) phase velocity for the incident angle range
.
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Figure 15.9: Data from the (x2,x3)-plane of symmetry for each incident angle θi: (a)
maximum absolute peak amplitude in each y-location; (b) difference in ToF for the incident
angle range; (c) phase velocity for the incident angle range
.
15.2.3 DISCUSSION
A final comparison between the literature, in-house mechanical testing, and the LAMSS
ultrasonic immersion approach values is presented in Tab. 15.42. The engineering constants
2It is important to notice that the missing engineering constant are assumed based on assumptions [4]
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Figure 15.10: Data from the non-symmetric plane (45°) for each incident angle θi: (a)
maximum absolute peak amplitude in each y-location; (b) difference in ToF for the incident
angle range; (c) phase velocity for the incident angle range
.
differed significantly between these approaches. First, the methodology between the
approaches differ fundamentally. The destructive mechanical testing was considered a
quasi-static approach, while the LAMSS ultrasonic immersion approach was a dynamic,
high frequency approach. The literature [5–7] reports that material damping affects
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Table 15.3: Engineering constants from the literature and those determined through
LAMSS ultrasonic immersion approach for a 5-Harness carbon/PPS fabric composite
Property Literature [2] [GPa] LAMSS ultrasonic
[GPa]
E11 53.87 (51.00 – 57.00) 54.37
E22 53.87 (51.00 – 57.00) 54.37
E33 9.00 10.43
G12 4.22 5.00
G13 2.80 3.36
G23 2.80 3.36
ν12 [-] 0.03 0.06
ν13 [-] 0.40 0.38
ν23 [-] 0.40 0.38
ρ [kg/m3] 1550 1600
the propagation velocity of the waves and therefore the stiffness matrix. The LAMSS
ultrasonic immersion approach used the phase velocity to retrieve the stiffness matrix,
therefore, the damping material was taken into account. The quasi-static destructive
mechanical procedure did not take damping into account.
Second, only five specimens were used to determine the engineering constants using
the destructive mechanical procedures, while the LAMSS ultrasonic immersion approach
used more than 800 data points which resulted in more consistent results.
Table 15.4: Engineering constants for a 5-Harness carbon/PPS fabric composite; literature
and in-house mechanical testing completed based on assumptions [4] and compared to the
LAMSS ultrasonic
Property Literature [2] [GPa] In-house mechanical
testing [GPa]
LAMSS ultrasonic
[GPa]
E11 53.87 61.93 54.37
E22 53.87 61.93 54.37
E33 9.00 11.00 10.43
G12 4.22 3.20 / 4.44 5.00
G13 2.80 2.80 3.36
G23 2.80 2.80 3.36
ν12 [-] 0.03 0.04 0.06
ν13 [-] 0.40 0.40 0.38
ν23 [-] 0.40 0.40 0.38
ρ [kg/m3] 1550 1600 1600
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CHAPTER 16
DISPERSION CURVES VALIDATION
A hybrid piezoelectric wafer active sensor (PWAS) and scanning laser Doppler vibrometer
(SLDV) setup was preferred over the traditional PWAS pitch-catch setup to validate the
predicted dispersion curves. The methodology behind the hybrid PWAS-SLDV system
is explained and elaborated first. Second, the experimental results and corresponding
comparison for a unidirectional and woven composite fabric are given.
16.1 HYBRID PWAS-SLDV SYSTEM
A traditional PWAS pitch-catch setup requires one PWAS to act as a transducer to generate
an ultrasonic GW while a second PWAS acts as a sensor and records the propagating wave
at a predefined distance and angle from the first PWAS. It is important to notice that, for
each propagation direction, a separate PWAS is required. The traditional PWAS pitch-catch
setup measures the ToF of the propagating wave, based on the ToF and predefined distance
between the two PWAS the velocity of the propagating wave is determined. The calculated
velocity however corresponds to the group velocity and not the phase velocity of the
propagating wave. In addition, in anisotropic media, the group velocity propagates at angle
(the steering angle) from the phase velocity. It is therefore important to take this into
account when comparing UAM predicted dispersion curves with experimentally obtained
ones. The steering angle will complicate the positioning of the sensors and subsequent the
comparison; however it is feasible.
The hybrid PWAS-SLDV system required a PWAS to generate the ultrasonic GW, while
the SLDV was used to measure the particle velocity along a line at a predefined distance and
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angle from the PWAS location; a schematic of the experimental setup is given in Fig. 16.1.
As can be seen from the schematic of the experimental setup (Fig. 16.1) an amplifier,
signal generator, and data acquisition system (DAQ) completed the experimental setup.
The amplifier was used to boost the voltage sent to the PWAS to increase the signal-to-noise
ratio. A trigger signal was used to synchronize the PWAS actuation, scanning by the SLDV,
and data acquisition by the DAQ.
Figure 16.1: Schematic illustration of the hybrid PWAS-SLDV system experimental setup
16.2 ISOTROPIC, ALUMINUM TEST PLATE
A 1 mm thick aluminum plate was used as an example to test the experimental setup and the
post-processing procedure to compare the experimental dispersion curves to the prediction
obtained by UAM. The hybrid PWAS-SLDV system measured the time, distance, and
amplitude of the particle velocity of the propagating wave; the collected data is shown
in Fig. 16.2. The data contained noise; however, the noise level was deemed acceptable
since this data set is only used to clarify the post-processing methodology. To compare the
wavenumber-frequency dispersion curves, the measured time-space data was transformed
into the wavenumber-frequency domain by applying a 2-dimensional (2D) fast Fourier
transform (FFT) [8].
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(a) (b)
Figure 16.2: The SLDV response for 1 mm aluminum plate example; time, distance and
particle velocity amplitude in: (a) isometric view and (b) 2D time-distance view
Assume a harmonic wave in both time and space, u(t, x)
u(t, x) = A(ω)ei(ωt−ξx) (16.1)
where A(ω) is the frequency dependent amplitude, t is time variable, ξ is wavenumber and
x is the space variable. Then, apply the 2D FFT, i.e.,
U(ω, ξ) = F2D[u(t, x)] =
∫ ∞
−∞
∫ ∞
−∞
u(t, x)e−i(ωt−ξx)dtdξ (16.2)
Using Eq. (16.2), the collected data was transformed from the time-space domain into
the wavenumber-frequency domain, which allowed the comparison of the experimental
wavenumber-frequency dispersion curve to the UAM prediction (see Fig. 16.3).
Based on Fig. 16.3, it can be seen that the experimental and predicted dispersion
curves match well. It is important to notice that, due to the type of excitation signal (a
three-count tone burst) only the S0 and A0 modes were generated; the A0 mode is present
more significantly due to its larger out-of-plane components when compared to the S0. In
addition, it is important to notice that this PWAS could not excite SHS0 waves.
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Figure 16.3: Comparison between experimental and predicted wavenumber-frequency
dispersion curves for 1 mm aluminum plate example; experimentally SLDV response after
post-processing versus UAM prediction
16.3 THERMOSET CARBON FIBER REINFORCED POLYMER, IM7G-8552
The hybrid SLDV-PWAS system was used to obtain the wavenumber-frequency dispersion
curves experimentally for the 16.43 mm thick unidirectional CFRP IM7G-8552 composite
plate provided by NASA, Fig. 16.4. The PWAS used to generate the GW was bonded 2.75
inch and 2 inch from the top and left edge of the plate respectively, an 5 inch piece of
reflective tape was placed 0.5 inch from the PWAS to improve the reflectivity of the laser
signal to obtain a better signal-to-noise ratio (SNR).
The PWAS was excited using a three-tone burst signal at a center frequency of 90
kHz; the peak-to-peak voltage was 14 volts and the amplifier gain factor was set to 10.
The noise present in Fig. 16.5 was inherent to the SLDV it was, therefore, unavoidable
and had to be accepted. The time and distance signal was converted to the wavenumber
and frequency domain to compare the experimental data to the UAM predictions. For the
UAM predictions, the material properties obtained through the LAMSS ultrasonic method
(Tab. 15.4) were used.
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Figure 16.4: Unidirectional plate used for the validation process (15.25-mm IM7G-8552
unidirectional 96-ply composite)
(a) (b)
Figure 16.5: The SLDV response for IM7G-8552 unidirectional 96-ply composite
plate; time, distance and particle velocity amplitude in: (a) isometric view and (b) 2D
time-distance view
The UAM predictions were in good agreement with the experimental data as it can be seen
from Fig. 16.6. Due to the excitation frequency of 90 kHz, the A0 wave was the most
dominant as it has more out-of-plane components at this frequency than the S0 wave mode;
this behavior was captured by the experiment. In addition, the PWAS was not capable to
generate shear horizontal wave modes, therefore no comparison between experimental and
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predicted shear horizontal wave modes were made.
Figure 16.6: Comparison between experimental and predicted wavenumber-frequency
dispersion curves for IM7G-8552 unidirectional 96-ply composite plate; experimentally
SLDV response after post-processing versus UAM prediction
It is important to notice that, due to thickness of the composite plate (approximately 15
mm1), waves in the high frequency-thickness domain where generated (e.g. at an excitation
frequency of 90 kHz the frequency-thickness product equals to 1350 kHz-mm). Lowering
the excitation frequency resulted in lower amplitude of wave which were more difficult to
distinguish the GW from noise, therefore, it was difficult to compare wave modes at low
frequency-thickness product. In addition, the experimental dispersion curves had a large
spread (especially for theA0 wave mode) which was attributed to (relatively) low excitation
frequency of 90 kHz.
Finally, the experimentally obtained dispersion curves were compared to the UAM
predictions obtained using material properties (reported in [1]) obtained via mechanical
testing. Based on the comparison shown in Fig. 16.7 it can be seen that the experimental
dispersion curves agreed better with the dispersion curves predicted using material
1It is important to note that there was a thickness variation in the provided plate
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properties retrieved through the LAMSS ultrasonic method than those determined through
mechanical testing. The difference was clear for the S0 wave mode. For A0 wave mode
the difference was less, however, the LAMSS ultrasonic method yielded better results, this
was confirmed by the group velocity comparison reported earlier where LAMSS material
properties yielded an improvement of 8% for the A0 at 200 kHz-mm when compared to
mechanically tested material properties.
In addition, a comparison was made between the material properties retrieved through
LAMSS ultrasonic when using a thin (3.30 mm) and thick (16.43 mm) specimen. The
results of the thin-thick comparison are shown in Fig. 16.8; the thicker specimens yields
better results since the waves had to propagate longer through the specimen. This resulted
in a better separation between the incoming waves, hence yielding more accurate data and
a better matched between the predicted and experimental dispersion curves.
Figure 16.7: Comparison between experimental and predicted wavenumber-frequency
dispersion curves for IM7G-8552 unidirectional 96-ply composite plate; experimentally
SLDV response after post-processing versus UAM prediction using material properties
obtained using mechanical testing and LAMSS ultrasonic method
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Figure 16.8: Comparison between experimental and predicted wavenumber-frequency
dispersion curves for IM7G-8552 unidirectional 96-ply composite plate; experimentally
SLDV response after post-processing versus UAM prediction using material properties
through the LAMSS ultrasonic method for a thick (16.43 mm) and thin (3.30 mm)
specimen
16.4 THERMOPLASTIC COMPOSITE WOVEN FABRIC
Similar to the thermoset unidirectional composite, the wavenumber-frequency dispersion
curve for a thermoplastic woven fabric composite plate were retrieved using the hybrid
PWAS-SLDV system . The woven composite plate consisting of 20 Layers (all 0°) of 12
inch by 10 inch 5-harness PPS was pressed at 5.3 tons (88 psi) between two Frekote-coated
caul plates obtain the desired surface quality. Process temperature was 321°C (610°F),
and the ramp-up time was at minimum 10 minutes, although actual ramp-up was probably
slower. Process temperature was held for 30 minutes. Cooling was done at a maximum
rate of 13.6°C per minute (24.5°F per minute). Cooling was segmented to ensure that
cooling rate was never exceeded due to slow cooling at another temperature point for a
total minimum cooling time of 21 minutes.
The PWAS was bonded onto the woven composite plate 5 inch and 4 inch from the
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top and left edge of the plate respectively; a 5 inch piece of reflective tape was placed 0.5
inch from the PWAS to improve the SNR, see Part III Fig. 15.6. The hybrid PWAS-SLDV
system was used to obtain the wavenumber-frequency dispersion curves which were used
to validate the material properties retrieved using the LAMSS approach. The excitation
frequency was 90 kHz; the corresponding SLDV results are shown in Fig. 16.9a and 16.9b.
The comparison between the experimentally obtained wavenumber-frequency dispersion
curves and those predicted using the UAM and the material properties retrieved using the
LAMSS approach are given in Fig. 16.10. The comparison shown in Fig. 16.10 shows that
the material properties retrieved using the LAMSS approach yielded an accurate prediction
for the dispersion curves.
(a) (b)
Figure 16.9: The SLDV response for the thermoplastic 5-Harness carbon/PPS fabric 24-ply
composite plate; time, distance and particle velocity amplitude in: (a) isometric view and
(b) 2D time-distance view
The material properties listed in the literature were also used to predict the
wavenumber-frequency dispersion curves and compared to those represented in Fig. 16.10.
It is important to state that, as it is common, not all the required material properties were
documented in the literature. Similarly, the in-house mechanical testing procedures also
determined a limited set of material properties. Both mechanical determined material
properties set shown in Tab. 16.1 were completed based on assumptions made using [4].
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Figure 16.10: Comparison between experimental and predicted wavenumber-frequency
dispersion curves for thermoplastic 5-Harness carbon/PPS fabric 24-ply composite plate;
experimentally SLDV response after post-processing versus UAM prediction
It is important to state that a Young’s modulus in the 3-direction of 9 GPa resulted in an
infeasible (negative) stiffness matrix therefore the Young’s modulus in the 3-direction was
increase to 11 GPa to complete the in-house mechanical tested material properties set.
A final comparison between experimentally obtained and predicted (literature, in-house
mechanical testing and LAMSS ultrasonic values) dispersion curves was made and is
shown in Fig. 16.11. For theA0 wave mode, the mechanically determined stiffness matrices
(both literature and in-house mechanical testing) produced a reasonable match between
experimental and predicted dispersion curves even though the predictions where on the
upper bound of the experimental data. The predictions for the S0 wave mode differed
between the literature, in-house mechanical testing and LAMSS ultrasonic immersion
approach significantly. Based on the accurate match between the A0 wave mode and the
LAMSS ultrasonic and the accurate match between the S0 wave mode for the unidirectional
case it was assumed that the S0 wave mode for the LAMSS ultrasonic method was the most
accurate. Therefore, the mechanically determined stiffness matrices yielded inaccurate
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prediction.
Table 16.1: Engineering constants for a 5-Harness carbon/PPS fabric composite; literature
and in-house mechanical testing completed based on assumptions [4] and compared to the
LAMSS ultrasonic
Property Literature [2] [GPa] In-house mechanical
testing [GPa]
LAMSS ultrasonic
[GPa]
E11 53.87 61.93 54.37
E22 53.87 61.93 54.37
E33 9.00 11.00 10.43
G12 4.22 3.20 / 4.44 5.00
G13 2.80 2.80 3.36
G23 2.80 2.80 3.36
ν12 [-] 0.03 0.04 0.06
ν13 [-] 0.40 0.40 0.38
ν23 [-] 0.40 0.40 0.38
ρ [kg/m3] 1550 1600 1600
Another significant difference was the shape of the S0 wave mode between the LAMSS
ultrasonic and literature on one side and the in-house mechanical determined dispersion
curves on the other side. A possible explanation was the large difference in Young’s
modulus in 1- and 2-direction. The different values for the shear modulus (3.30 and
4.44 GPa) yieled no significant change in predicted dispersion curves (Fig. 16.11 cross-
versus diamond-markers).
203
Figure 16.11: Comparison between experimental and predicted wavenumber-frequency
dispersion curves for thermoplastic 5-Harness carbon/PPS fabric 24-ply composite plate;
experimentally SLDV response after post-processing versus UAM prediction using
material properties obtained using mechanical testing and LAMSS ultrasonic method
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CHAPTER 17
DISCUSSION AND CONCLUSION FOR PART III
In this part, the LAMSS ultrasonic immersion approach was used to retrieve the stiffness
matrix for a unidirectional and fabric composite. The retrieved stiffness matrices were
compared to those reported in the literature. To assess the accuracy of the material
properties, wavenumber-frequency dispersion curves were predicted using UAM and
validated experimentally. This chapter discusses the finding and provides some concluding
remarks on the research presented in this part.
17.1 DISCUSSION
The stiffness matrices retrieved using the LAMSS ultrasonic immersion approach were
compared to those reported in the literature. For both the unidirectional and fabric
composite material, differences between the two sets of material properties were observed,
see Tab. 17.1 and Tab. 17.2. When comparing the material properties, it is important
to note that only a limited set of material properties (E11, E22, G12 and ν12) could
be determined using mechanical testing, while the full set of material properties were
retrieved with the LAMSS ultrasonic immersion approach. The material properties that
were not directly retrieved (indicated in italic in Tab. 17.2) were based on assumptions,
for the unidirectional material the orthotropic transversely isotropic conditions (E33=E22,
G12=G13, G23=E22/(2(1+ν23)) and ν23=0.50) were used, whereas for the 5H-carbon PPS
fabric the missing material properties were estimated based on the work reported in [4].
A good correlation was obtained for the Young’s modulus in the 1-direction E11 for
both material types. For the unidirectional material, the Young’s modulus in the 2-direction
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E22 and Poisson ratio in 12-direction ν12 differed significantly. For the fabric composite,
the largest difference was obtained for the shear modulus in the 12-direction, G12.
The differences between the two sets were attributed to the differences in the mechanics
which the methodologies relied upon. First, the destructive mechanical testing procedures
was a quasi-static procedure that required the specimens to be loaded beyond 4000 micro
strain and preferably to failure to test the strength of the material. The material properties
were derived from the stress-strain data.
The LAMSS ultrasonic immersion approach relied upon the propagation of bulk waves
through the specimen, a dynamic, high-frequency related procedure. Based on the ToF
(experimentally obtained) and the specimen dimensions, the phase velocity was calculated
for various incident angles. The phase velocity and material properties were related through
Christoffel’s equation for a lamina; therefore, the material properties were retrieved by
solving the inverse problem in which the phase velocities were the known inputs and the
material properties were the unknowns. It is important to note that the LAMSS ultrasonic
immersion approach did not require the specimen to be loaded; hence, the strain levels
were significantly lower and quite negligible when compared to the destructive mechanical
testing procedure.
In predictive ulrasonic GW modeling, the accuracy of the dispersion curves relied
significantly on the stiffness matrix input; examples of inaccurate predictions based on
stiffness matrices determined using the mechanical testing procedures are available in the
literature [7, 9, 10]. In [7] the effects of damping was also investigated. Material damping
did not only affect the attenuation of the propagating waves but also the propagation
velocities, which in turn affected the stiffness matrix. Damping could be taken into account
by introducing a loss modulus into stiffness matrix [5, 6]. In the stiffness matrix determined
using destructive mechanical testing, the effect of damping was not incorporated due to
the quasi-static mechanics of the methodology. Using the LAMSS ultrasonic immersion
approach, however, the effect of damping was automatically included: as the bulk wave
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propagated through the specimens the waves were damped by the material. The stiffness
matrices retrieved using the LAMSS ultrasonic immersion approach differed from those
determined using mechanical testing procedures.
Regardless the method used to determine the material properties, the goal was to
obtained more accurate predictions for the dispersion curves (recall: prediction accuracy
was depended on the material properties input). Therefore, to determine which method
yielded better material properties, the dispersion curves were predicted using both sets of
material properties and compared with the experimental measurements.
Table 17.1: Comparison of engineering constants for IM7G-8552 unidirectional composite,
engineering constant based on literature versus those determined through LAMSS
ultrasonic immersion approach
Property Literature [1] [GPa] LAMSS ultrasonic
[GPa]
E11 171.40 171.14
E22 9.08 13.36
E33 9.08 13.36
G12 5.29 6.17
G13 5.29 6.17
G23 2.80 4.99
ν12 [-] 0.320 0.188
ν13 [-] 0.320 0.188
ν23 [-] 0.500 0.339
17.2 CONCLUSION
To evaluate the accuracy of the retrieved material properties, the wavenumber-frequency
dispersion curves were calculated for both the stiffness matrix reported in the literature
and those retrieved using the LAMSS ultrasonic immersion approach. Both sets of
wavenumber-frequency dispersion curves were compared to experimentally obtained data.
The experimental wavenumber-frequency dispersion curves were obtained using a
hybrid PWAS-SLDV system in which the ultrasonic GW were generated using the PWAS
and the out-of-plane particle velocity was measured along a line using the SLDV. The
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Table 17.2: Comparison of engineering constants for 5-Harness carbon/PPS fabric
composite, engineering constant based on literature versus those determined through
LAMSS ultrasonic immersion approach
Property Literature [2] [GPa] In-house mechanical
[GPa]
LAMSS ultrasonic
[GPa]
E11 53.87 61.93 54.37
E22 53.87 61.93 54.37
E33 9.00 11.00 10.43
G12 4.22 3.20 / 4.44 5.00
G13 2.80 2.80 3.36
G23 2.80 2.80 3.36
ν12 [-] 0.03 0.04 0.06
ν13 [-] 0.400 0.400 0.384
ν23 [-] 0.400 0.400 0.384
SLDV was used to collect time, distance, and amplitude of the ultrasonic GW particle
velocity. A 2D FFT was applied to the collected SLDV data to convert it to the
wavenumber-frequency domain. Once the conversion was done, a direct comparison
between the experimentally obtained data and the UAM prediction was made.
A good correlation was observed between the predicted and experimentally obtained
wavenumber-frequency dispersion curves when using the material properties obtained
through the LAMSS ultrasonic immersion approach for both the unidirectional and
fabric composite material. When destructive mechanical testing procedures were used to
retrieve the stiffness matrix, the error between the predicted and experimentally obtained
wavenumber-frequency dispersion curves was increased.
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CHAPTER 18
CONCLUSION
This dissertation presented a novel method to retrieve the dispersion curves for a given
material regardless its degree of anisotropy: the unified analytic method (UAM). The
UAM treated the Christoffel’s equation of a lamina as polynomial eigenvalue problem;
this made it possible to retrieve the eigenvalues and corresponding eigenvectors directly.
The eigenvalues and eigenvectors were subsequently used to determine the stress- and
displacement field matrices, which in turn were required to assemble the global field
matrix. For N-layered media, the global matrix method (GMM) and the transfer matrix
method (TMM) was used to assemble the global matrix. Finally, to retrieve the dispersion
curves, the wavenumber-phase velocity pairs that yielded a sign change in the complex
determinant of the system matrix had to be retrieved. To retrieve all the wavenumber-phase
velocity pairs, a novel method was developed, the phase approach. The phase approach
associated a complex sign change with an approximate 180° phase change. The phase
of the complex determinant was monitored for a fixed wavenumber and the difference in
phase was determined for two consecutive phase velocities. The phase approach yielded a
fast and reliable method to retrieve the dispersion curves. The retrieved dispersion curves
were a set of wavenumber-phase velocity pairs that yielded different wave modes. To sort
and group the wavenumber-phase velocity pairs based on their wave mode, the modeshape
analysis was developed and applied successfully. The modeshape analysis was based
on the dot-product between modeshapes; a high correlation was obtained if and only if
the modeshapes belonged to the same wave mode, whereas two dissimilar wave modes
yielded a low correlation. The modeshape analysis was a more robust method of tracking
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a dispersion curve than existing methods, such as dispersion curve tracking based on slope
and extrapolation of the initial root to find the next root.
Using two existing dispersion curves algorithms (the semi-analytical finite element
(SAFE) method and DISPERSE) the UAM was verified for a: (i) single layer lamina;
(ii) N-layered laminates; (iii) fiber metal laminate; and (iv) sandwich structure. In all the
verification cases, the UAM performed as good or better than both the SAFE method and
DISPERSE.
Prior to validating the UAM, an accurate stiffness matrix of the validation medium
was crucial for obtaining accurate dispersion curve predictions. Current practices to
determine the engineering constants (E11, E22, G12 and ν12) through mechanical testing
and assumptions based on the material type to determine the stiffness matrix did not
yield accurate predictions because the predicted dispersion curves deviated from the
experimental dispersion curves significantly. To improve the accuracy of the stiffness
matrix and therefore the accuracy of the predicted dispersion curves, existing ultrasonic
immersion techniques were investigated for stiffness matrix retrieval purposes. Each
ultrasonic immersion technique had its own merits and disadvantages. The merits of the
different techniques were combined into a new method: the LAMSS ultrasonic immersion
approach, a combination of the pulse-echo, critical angle, and through-transmission
techniques.
The LAMSS ultrasonic immersion approach was used to retrieve the stiffness matrix
for a unidirectional and a fabric composite material. The retrieved stiffness matrices were
compared to those reported in the literature. The comparison revealed differences for some
engineering constants, however these were deemed acceptable and the differences were
attributed to the different principles behind the two methods. To assess the accuracy of
the retrieved stiffness matrices, the dispersion curves were calculated and compared to the
experimentally obtained ones.
The experimental dispersion curves were obtained using a hybrid piezoelectric wafer
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active sensor (PWAS)-scanning laser Doppler vibrometer (SLDV) setup in which the
PWAS was used to excite guided-waves (GW) at a predefined frequency and the SLDV
was used to capture the particle velocity along a line at a predefined distance and angle
from the PWAS location. The data from the hybrid PWAS-SLDV system was converted
to the wavenumber-frequency domain using a 2-dimensional (2D) fast Fourier transform
(FFT) such that a direct comparison could be made.
The validation process was tested on two unidirectional plates provided by NASA
and one an in-house manufactured fabric composite plate. In both cases, more accurate
dispersion curve predictions were obtained when using the stiffness matrix retrieved using
the LAMSS ultrasonic immersion approach than when using those obtained through
mechanical testing procedures. It was, therefore, concluded that, for ultrasonic GW
predictions, using a stiffness matrix retrieved through the LAMSS ultrasonic immersion
approach yielded more accurate results.
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CHAPTER 19
RECOMMENDATIONS
The recommendation for the UAM were given in Part I Sec. 8.2 and repeated briefly for
conveniences.
First, the UAM was formulated in the wavenumber-phase velocity domain; however,
in experiments an the ultrasonic GW was excited at a given frequency; therefore it is
preferable to have frequency as the fundamental variable instead of the wavenumber. In
addition, if frequency is the fundamental variable, then there will be no need to convert the
solution from wavenumber- to the frequency domain.
Second, the set size in the phase velocity was directly linked to appearance of ‘double’
roots. A refinement in the phase velocity domain reduced the number of ‘double’ roots;
however, this came at an increase in computational time. A possible method to reduce
the number of ‘double’ roots is to reformulate the UAM such that discretization the phase
velocity domain is absolute; this however will require significant changes to the problem
statement.
Third, the displacement and stress modeshapes were evaluated using a fine
discretization in the thickness direction; however this, increased the computational effort
significantly. Investigating a closed form solution for the modeshapes may produce
accurate and faster results; therefore, such an investigation is recommended.
For the non-destructive material characterization part, the following points are
recommended to be implemented and/or investigated further.
First, the fixture to hold the specimen during the experiment should be increased in size
to allow for obtaining the second critical angle of the material as well. For both investigated
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materials, the second critical was not obtained due to the limitation set by the fixture.
Second, in the current research, the frequency of the transducers was 2.25 MHz;
however, transducers with a lower frequency can yield better results. A lower frequency
will reduce the likelihood of generating ultrasonic GW therefore yielding more accurate
results for the critical angles.
Third, the current post-processing technique focuses only on the first incoming wave,
therefore valuable information for the second and later incoming waves were ignored.
Updating the post-processing techniques will yield more information which can result in
more precise stiffness matrix retrievals.
Fourth, an investigation to determine the optimal specimen thickness would be
extremely useful. For thin specimens it is hard to distinguish the first and second in coming
wave; this is easier for thicker specimen. However, when increasing the thickness the
amplitude decrease, therefore, a study to find the optimal thickness is recommended.
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APPENDIX A
PROOF OF C44 = (C22 − C23)/2
For orthotropic transversely isotropic material, or more commonly referred to as
unidirectional material, the stiffness matrix component C44 is equal to (C22−C23)/2. This
chapter gives three different methods to prove C44 = (C22 − C23)/2.
For all proofs the following assumptions hold:
• The fiber direction is aligned with the x1-direction;
• The thickness direction is aligned with the x3-direction;
• The x2-direction is set perpendicular to x− 1 and x3-direction;
• The plane of isotropy corresponds to the (x2-x3)-plane.
Unidirectional material have one plane of isotropy, in this plane the mechanical properties
are the same in all directions. In this case the plane of isotropy is set normal to the fiber,
the (x2-x3)-plane as is shown in Fig. A.1.
Figure A.1: Schematic representation of a unidirectional material
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A.1 PROOF I: MECHANICS OF MATERIALS APPROACH
In the plane of isotropy, the corresponding subscripts (2 and 3 in this case) can be
interchanged freely (C13 = C12 and C33 = C22) and C66 = C55 as is shown in Eq. A.1.
C =

C11 C12 C13 0 0 0
C22 C23 0 0 0
C33 0 0 0
C44 0 0
sym C55 0
C66

=

C11 C12 C12 0 0 0
C22 C23 0 0 0
C22 0 0 0
C44 0 0
sym C55 0
C55

(A.1)
Recall the stress strain relationship as:
σ11
σ22
σ33
σ23
σ31
σ12


C11 C12 C12 0 0 0
C22 C23 0 0 0
C22 0 0 0
C44 0 0
sym C55 0
C55


11
22
33
γ23
γ31
γ12

(A.2)
Consider an element under a pure shear stress (Fig. A.2a) τ0, together with Eq. A.2 one
obtains:
σ23 = C44γ23 = τ0 (A.3)
The element is rotated with 45° and subjected to a tensile and compressive normal stress,
σ3′ and σ2′ respectively as is shown in Fig. A.2b.
From Eq. A.2 one now obtains:
σ22′ = 22′(C22′ − C23′) = γ23′2 (C22′ − C23′) (A.4)
n addition C22′ = C22 and C23′ = C23 because in the plane of isotropy the mechanical
properties are the same in all the directions, therefore using Eq. A.2, A.3 and A.4 one
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(a) (b)
Figure A.2: Stress transformations on the plane of isotropy
obtains
C44 =
C22 − C23
2 ; q.e.d (A.5)
A.2 PROOF II: ROTATION MATRIX APPROACH
Consider a rotation in the plane of isotropy as shown in Fig. A.3 with the corresponding
stress and strain rotation matrix given by Eq. A.6 and A.7 respectively.
Figure A.3: Axis rotations in the plane of isotropy
[Tσ] =

1 0 0 0 0 0
0 m2 n2 2nm 0 0
0 n2 m2 − 2nm 0 0
0 −nm nm m2 − n2 0 0
0 0 0 0 m −n
0 0 0 0 n m

(A.6)
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[T] =

1 0 0 0 0 0
0 m2 n2 nm 0 0
0 n2 m2 − nm 0 0
0 −2nm 2nm m2 − n2 0 0
0 0 0 0 m −n
0 0 0 0 n m

(A.7)
where m = cos θ and n = sin θ. Recall the transformation matrix for the stiffness matrix
as
[C ′] = [Tσ][C][T] (A.8)
From A.8 one obtains
• C ′11 = C11;
• C ′12 = m2C12 + n2C13;
• C ′13 = m2C13 + n2C12;
• C ′14 = mn(C13 − C12);
• C ′15 = 0;
• C ′16 = 0;
• C ′22 = m4C22 + 2m2n2(C23 + 2C44) + n4C33;
• C ′23 = m2n2(C22 + C33 − 4C44) + (m4 + n4)C23;
• C ′24 = mn3(C33 − C23 − 2C44)−m3n(C22 − C23 − 2C44);
• C ′25 = 0;
• C ′26 = 0;
• C ′33 = m4C33 + 2m2n2(C23 + 2C44) + n4C22;
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• C ′34 = m3n(C33 − C23 − 2C44) +mn3(C22 − C23 − 2C44);
• C ′35 = 0;
• C ′36 = 0;
• C ′44 = m2n2(C22 + C33 − 2C23) + (m2 + n2)2C44;
• C ′45 = 0;
• C ′46 = 0;
• C ′55 = m2C55 + n2C66;
• C ′56 = mn(C55 − C66);
• C ′66 = m2C66 + n2C55.
In the plane of isotropy the properties are equal in all the directions therefore the invariance
condition [C] = [Tσ][C][T] must hold. The invariance condition implies [C ′] = [C]
which to comply one must
• Enforce C ′22 = C22;
– Therefore C22 = m4C22 + 2m2n2(C23 + 2C44) + n4C33;
– Which can only be satisfied by C33 = C22 and C22 = C23 + 2C44;
• Enforce C ′13 = C13;
– Which yields C13 = C12
• Enforce C ′55 = C55;
– Therefore C55 = m2C55 + n2C66;
– Which can only be satisfied by C66 = C55.
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It is important to notice that the first bullet point yielded the proof for
C44 =
C22 − C23
2 ; q.e.d (A.9)
A.3 PROOF III: ALGEBRAIC MANIPULATION APPROACH
The stiffness matrix is given as the inverse of the compliance matrix (C = S−1),
therefore the stiffness matrix components can be written in terms of the compliance matrix
components
C11 =
S22S33 − S23S23
S
C12 =
S13S23 − S12S33
S
C22 =
S33S11 − S13S13
S
C13 =
S12S23 − S13S22
S
C11 =
S11S22 − S12S12
S
C23 =
S12S13 − S23S11
S
(A.10)
C44 =
1
S44
C55 =
1
S55
C66 =
1
S66
where
S = S11S22S33 − S11S23S23 − S22S13S13 − S33S12S12 + 2S12S23S13 (A.11)
In the plane of isotropy (for this case the (x2,x3)-plane) the subscripts 2 and 3 can be
interchange given S12 = S13 and S22 = S33. Substituting S12 = S13 and S22 = S33 into
Eq. A.10 and A.11 yields
C22 =
S33S11 − S12S12
S
C23 =
S12S12 − S23S11
S
(A.12)
and
S =S11S22S22 − S11S23S23 − S22S12S12 − S22S12S12 + 2S12S23S12
=S11(S222 − S223)− 2S212(S22 − S13) (A.13)
=(S22 − S23)(S11(S22 + S23)− 2S212)
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From Eq. A.12 and A.13 one obtains
C22 − C23
2 =
S22S11 − S212 − S212 + S23S11
2S
= S11(S22 + S23)− 2S
2
12
2[(S22 − S23)(S11(S22 + S23)− 2S212)]
(A.14)
= 12(S22 − S23)
Recall the relation between the relevant compliance matrix components and the
engineering constant (S22 = 1/E2, S23 = −ν23/E2 and 2(S22 − S23) = 2(1/E2 +
ν23/E2) = 2(1 + ν23)/E2) and substitute into Eq. A.14 to obtain
C22 − C23
2 =
E2
2(1 + ν23)
(A.15)
In addition, recall the relation between G23 and the engineering constant for an isotropic
material
G23 =
E2
2(1 + ν23)
(A.16)
and the relation between G23 and the compliance matrix
S44 =
1
G23
= 1
C44
(A.17)
Finally, realize that Eq. A.16 and A.17 are valid in the plane of isotropy regardless the
material, therefore from Eq. A.15, A.16 and A.17 on obtains
C44 =
C22 − C23
2 ; q.e.d (A.18)
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APPENDIX B
UNIFIED ANALYTIC METHOD: NUMERICAL
IMPLEMENTATION
In this chapter the numerical implementation of the unified analytic method (UAM) is
presented. The flowchart given the structure of the UAM algorithm is shown in Fig. B.1,
the different code block are elaborated separately in their corresponding sections.
User input
Eigenvalues / eigenvectors
Field matrices
Global matrix assembly
Phase velocity dispersion curves Partial participation factors
Modeshapes
Group velocity dispersion curves
Figure B.1: Unified analytic method flowchart
It is important to note that bold italic, bold and italic represent code blocks, functions and
variables, respectively. Code blocks and variables are listed as they appear in the flowchart
and algorithm (including capital letter, numbers or symbols), respectively. Functions are
listed as they appear in the algorithm as well, however, numbers at the end of the function
name indicate version number and these are omitted here.
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B.1 USER INPUT
User input checks if all the required input variables are provided by the user and outputs
the stiffness matrix in the desired orientations. The required inputs and outputs of the user
input-block are tubularized and elaborated upon in Tab. B.1.
Table B.1: Input and output for User input
Input Output
• NCph, number of steps in the
phase velocity domain
• NXi, number of steps in the
wavenumber domain
• Cphst, start phase velocity [ms−1]
• Cphend, end phase velocity
[ms−1]
• Xist, start wavenumber [m−1]
• Xiend, end wavenumber [m−1]
• layup, laminate stacking sequence
[°]
• thickness, thickness of each layer
in the laminate [m]
• c_mat, stiffness matrix for each
layer in the laminate in local
coordinates [Pa]
• C, the stiffness matrix for each
layer in the laminate in global
coordinates
user input performs one calculation step: the transformation from the local stiffness
matrices into global stiffness matrix using the orientation of the layer as was shown by
Eq. (1.12).
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B.2 EIGENVALUES / EIGENVECTORS
Eigenvalues / eigenvectors calculate the eigenvalue and the corresponding eigenvector for
a given material and phase velocity range by solving the quadratic eigenvalue problem.
The part of the algorithm responsible for this calculation is given below for conveniences.
As it can be seen form the piece of code below, Eigenvalues / eigenvectors contains
Func_bsh0_nlay_UAM, which calculates the stress and displacement field matrices b_sm
and b_um from Eq. (4.9) and Eq. (4.16), respectively.
for n=1:size(layup,2)
rho_val = rho(n);
for j=1:size(phase_velocity,2)
A0 = [C(1,1,n)-rho_val*Cph_range(j)^2 C(1,6,n) 0;
C(1,6,n) C(6,6,n)-rho_val*Cph_range(j)^2 0;
0 0 C(5,5,n)-rho_val*Cph_range(j)^2];
A1 = [0 0 C(1,3,n)+C(5,5,n);
0 0 C(3,6,n)+C(4,5,n);
C(1,3,n)+C(5,5,n) C(3,6,n)+C(4,5,n) 0];
A2 = [C(5,5,n) C(4,5,n) 0;
C(4,5,n) C(4,4,n) 0;
0 0 C(3,3,n)];
[U{n}{j}, alpha{n}(:,j)] = polyeig(A0,A1,A2);
end
[b_sm{n},b_um{n}] = Func_bsh0_nlay_UAM(Cph_range, alpha{n},
C(:,:,n), thickness(n), xi_range, U{n});
end
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Table B.2: Input and output for Eigenvalues / eigenvectors
Input Output
• Cph_range, the phase velocity
range based on the user input
Cphst, Cphend and NCph
• alpha, eigenvalues for the
quadratic eigenvalue problem
• C, the stiffness matrix for each
layer in the laminate in global
coordinates
• thickness, thickness of each layer
in the laminate [m]
• xi_range, the wavenumber range
based on the user input Xist,
textitXiend and NXi
• U, eigenvectors corresponding to
the eigenvalues for the quadratic
eigenvalue problem
• b_sm, stress field matrix bσ
• b_um, displacement field matrix
bu
B.3 GLOBAL FIELD MATRIX
For multi-layer laminates the global field matrix had to be assemble, the assembly was
done either using the global matrix method (GMM), or the transfer matrix method
(TMM). Theoretical background for both methods was described in Part II Sec. 4.2, the
corresponding algorithm is given below for conveniences. The stress field matrix bσ and
displacement field matrix bu were required as input and the output the determinant of the
global field matrix.
%%% Global matrix method
if Method == 1
for n=1:size(xi_range,2) % Xi
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for k=1:1:size(Cph_range,2) % Velocity
if size(layup,2) == 1
mat_B_Full = [b_sm{1}{1}{n,k};
b_sm{1}{2}{n,k}];
else
%%% Bottom
mat_B_Full(1:3,1:6) = b_sm{1}{1}{n,k};
%%% Middle
for j=2:size(layup,2)
indRS = 1+(j-1)*size(b_sm{1}{1}{n,k},1);
indRE = 3+(j-1)*size(b_sm{1}{1}{n,k},1);
indCS = 6*(j-2)+1;
indCE = 6*(j-1);
mat_B_Full(indRS+3*(j-2):indRE+3*(j-2),indCS:indCE)...
= b_um{j-1}{2}{n,k};
mat_B_Full(indRS+3*(j-1):indRE+3*(j-1),indCS:indCE)...
= b_sm{j-1}{2}{n,k};
indCS = 6*(j-1)+1;
indCE = 6*(j);
mat_B_Full(indRS+3*(j-2):indRE+3*(j-2),indCS:indCE)...
= -b_um{j}{1}{n,k};
mat_B_Full(indRS+3*(j-1):indRE+3*(j-1),indCS:indCE)...
= -b_sm{j}{1}{n,k};
end
%%% Top
mat_B_Full(indRS+3*j:6*j,indCS:indCE)...
= b_sm{end}{2}{n,k};
end
%%% Normalize field matrix
max_B_Full = max(max(abs(mat_B_Full)));
mat_B_Full_n = mat_B_Full/max_B_Full;
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%%% Get determinant of field matrix
det_B_Full(n,k) = det(mat_B_Full_n);
end
end
%%% Transfer matrix method
elseif Method == 2
det_B_Full = zeros(size(xi_range,2),size(Cph_range,2));
mat_B_Full_n = cell(size(xi_range,2),size(Cph_range,2));
Bn0 = cell(1,size(layup,2));
Bnh = cell(1,size(layup,2));
An = cell(1,size(layup,2));
%%% Setup field matrix B
for n=1:size(xi_range,2) % Xi
for k=1:1:size(Cph_range,2) % Velocity
%%% Field matrix Bn
for j=1:size(layup,2)
Bn0{j} = [b_um{j}{1}{n,k}; b_sm{j}{1}{n,k}];
Bnh{j} = [b_um{j}{2}{n,k}; b_sm{j}{2}{n,k}];
end
%%% Layer transfer matrix
for j=1:size(Bn0,2) % layers h
%%% Avoid inv(A), for inv(A)*b: A\b; for b*inv(A): b/A
An{j}{n,k}= Bnh{j}/(Bn0{j});
if j≥2
An_sum{j}{n,k} =An{j}{n,k}*An_sum{j-1}{n,k};
else
An_sum{j}{n,k} = An{j}{n,k};
end
end
if size(An,2) == 1
Asum = An{1}{n,k};
else
Asum = An{end}{n,k};
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for j=(size(An,2)-1):-1:1 % layers
Asum = Asum*An{j}{n,k};
end
end
mat_B_Full = An_sum{end}{n,k}(4:6,1:3);
%%% Normalize field matrix
max_B_Full = max(max(abs(mat_B_Full)));
mat_B_Full_n{n,k}= mat_B_Full/max_B_Full;
%%% Calculate determinant of field matrix
det_B_Full(n,k) = det(mat_B_Full_n{n,k});
end
end
end
Table B.3: Input and output to determine the global field matrix
Input Output
• b_sm, stress field matrix bσ
• b_um, displacement field matrix
bu
• det_B_Full, determinant of the
global field matrixB
B.4 DISPERSION CURVE RETRIEVAL
To retrieve the dispersion curves the phase approach represented by the
Func_Sign_Change_180deg4-function was used. The frequency was calculated for
each wavenumber-phase velocity solution pair.
f_Full = det_B_Full;
f_angle_Full = angle(f_Full);
f_angle_Full_deg = Func_Rad2Deg(f_angle_Full);
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%%% Retrieve dispersion curves
[store_Full,angle_Full_deg,index,bisection] = ...
Func_Sign_Change_180deg4(Cph_range,xi_range,f_angle_Full);
Table B.4: Input and output for Func_Sign_Change_180deg4
Input Output
• Cph_range, the phase velocity
range [ms−1]
• xi_range, the wavenumber range
[-]
• f_angle_Full, the phase angle
corresponding to the determinant
of the global field matrix
• store_Full, matrix array
containing the wavenumber
[-], phase velocity [ms−1] and
frequency [Hz] corresponding to
a sign-change (dispersion curves
solution).
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APPENDIX C
TIME AVERAGE POWER INTEGRAL
Recall the time average power density integral as defined in Eq. (4.63) as
Pav =− 12
∫ h
0
6∑
j=1
(
−iξvηjU (j)
)
eiξα
(j)x3
·
6∑
k=1
iξ

C11U
(k)
1 + C13α(k)U
(k)
3 + C16U
(k)
2
C16U
(k)
1 + C36α(k)U
(k)
3 + C66U
(k)
2
C45α
(k)U
(k)
2 + C55U
(k)
3 + C55α(k)U
(k)
1

ηke
iξα(k)x3dx3 (C.1)
where the overbar indicates the complex conjugate of the corresponding variable. For real
numbers the complex conjugate is the same while for imaginary and complex numbers the
imaginary part changes sign; e.g. if z = a+ bi then z = a− bi or in polar form if z = ρeiφ
then z = ρe−iφ. Taken into account the aforementioned and the fact that both ξ and v are
pure real Eq. (C.1) is rewritten to
Pav =− 12
∫ h
0
6∑
j=1
(
iξvηjU
(j)
)
e−iξα
(j)x3 (C.2)
·
6∑
k=1
iξηk

C11U
(k)
1 + C13α(k)U
(k)
3 + C16U
(k)
2
C16U
(k)
1 + C36α(k)U
(k)
3 + C66U
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2
C45α
(k)U
(k)
2 + C55U
(k)
3 + C55α(k)U
(k)
1

eiξα
(k)x3dx3
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which simplifies to
Pav =
1
2
6∑
k=1
6∑
j=1
ξ2vηk
(
ηjU
(j)
)
(C.3)
·
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1

∫ h
0
e
iξ
(
α(k)−α(j)
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x3
dx3
For conveniences let
6∑
k=1
6∑
j=1
A = 12
6∑
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6∑
j=1
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(C.4)
Taking the integral part of Eq. (C.3) one obtains
Pav =
6∑
k=1
6∑
j=1
A
1
iξ(α(k) − α(j))e
iξ
(
α(k)−α(j)
)
x3
∣∣∣∣∣∣
h
0
(C.5)
Which, after substituting
1
i
= −i and evaluating at the bounds, yields
Pav =
6∑
k=1
6∑
j=1
A
−i
ξ
(
α(k) − α(j)
)(eiξ
(
α(k)−α(j)
)
h
− 1
)
(C.6)
Recall that α is either pure imaginary or pure real, in both cases there are combinations
of k and j in which α(k) − α(j) = 0 resulting in the numerator and denominator both
equaling to zero. For the cases in which both the numerator and denominator are zero; let
z = ξ(α(k) − α(j)); now take the limit of z as it goes to zero then
lim
z→0
∫ h
0
eizx3dx3 =
∫ h
0
e0dx3 =
∫ h
0
1dx = x
∣∣∣∣∣∣
h
0
= h (C.7)
Therefore, for combinations of k and j in which α(k) − α(j) = 0, Eq. (C.6) becomes
Pav = Ah (C.8)
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Combining the time averaged power density given in Eq. C.6 and Eq. C.8 yield Eq. 4.64,
which is repeated below for conveniences.
Pav =
6∑
k=1
6∑
j=1
A

−i
ξ
(
α(k) − α(j)
)(eiξ
(
α(k)−α(j)
)
h
− 1
)
for α(k) 6= α(j)
h for α(k) = α(j)
(4.64)
It is important to state that, this simple formula did not agree with numerically with the
results obtained by numerical integration using the trapezoidal rule.
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APPENDIX D
TIME CORRECTION TO DETERMINE THE PHASE VELOCITY
To determine the phase velocity based on the time-of-flight (ToF), a correction to the
measurement has to be made; the derivations for this corrections as given by Rokhlin1
are repeated here for conveniences.
Consider a bulk wave at an arbitrary incident angle θi propagating through a fluid into
a generally anisotropic specimen and exiting at the back of the specimen, as is illustrated
in Fig. D.1.
Figure D.1: Illustration of difference in acoustic paths for propagation with phase velocity
vp and group velocity vg1
where ki is the incident wave, θi is the wave’s incident angle, point O is the location
at which the wave impinges the specimen, θr is the refraction angle, h is the specimen
thickness, v is the phase velocity, vg is the group velocity, γ is the angle between the
1S.I. Rokhlin, D.E. Chimenti, and P.B. Nagy. Physical Ultrasonics of Composites. Oxford University
Press, 2011.
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phase and group velocity, α is the incident-plane ((x1,x3)-plane) component and β is the
out-of-incident-plane component. Based on the geometric paths shown in Fig. D.1, the ToF
of the group velocity tg is determined to equal
tg =
OA
vg
(D.1)
Similarly, for the phase velocity, one obtains
tp =
OB
v
(D.2)
In addition, from the geometry, one derives the paths OA and OB as
OA = hcos θr
(D.3)
OB = hcos(α + θr) cos β
(D.4)
Substituting Eq. (D.3) and (D.4) into Eq. (D.1) and (D.2) yields
tg =
h
v cos(α + θr) cos β
(D.5)
tp =
h
vg cos θr
(D.6)
The difference between ToF of the phase and group velocity is
∆ts = tg − tp = h
vg
(
1
cos β cos(α + θr)
− 1cos γ cos θr
)
(D.7)
Utilizing v = vg cos γ and Snell’s law
sin θr
v
= sin θi
vf
, Eq. (D.7) can be simplified as
∆ts =
h sin θi sinα
vf cos(α + θr) cos θr
(D.8)
Analyzing Eq. (D.8) yields that the difference between the phase velocity and group
velocity time is a function of the group velocity deviation angle α. However, the group
velocity deviation angle α vanishes under certain conditions, such as: (i) in the incident
plane coincides with a symmetry plane; or (ii) the material is isotropic. In all other cases,
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Figure D.2: Illustration of difference in acoustic paths for propagation with phase velocity
vp and group velocity vg when using the through-transmission technique1w
the difference is non-zero. Examining a case of the through-transmission technique using
a transmitter and receiver (see Fig. D.2) a similar derivation can be made:
Based on Fig. D.2 the additional time in the water equals
∆tw =
BC
vf
(D.9)
Using geometric relation between the triangles OQB, OZ1B, OQD and OZ2D one finds
that
BC = OZ2 −OZ1 = h cos(θr − θi + α)cos(θr + α) −
h cos(θr − θi)
cos(θr)
= h sin θi sinα
vf cos(α + θr) cos θr
(D.10)
Substituting Eq. (D.10) back into Eq. (D.9) yields
∆tw =
h sin θi sinα
vf cos(α + θr) cos θr
(D.11)
Comparing Eq. (D.8) and Eq. (D.11) reveals that ∆ts = ∆tw, hence one can write
tg = tp + ∆tw (D.12)
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The experiments yield ∆t which has two unknowns vp and θr. The unknowns were related
using Snell’s law and an analytic expression for the phase velocity was obtained that
depends only on the incident angle and the measured difference in ToF.
∆t = t0 − t(θi) = h
(
cos(θr − θi)
vf cos θr
− 1
vp(θi) cos θr
)
(D.13)
vp(θr) =
[
1
v2f
− 2∆t cos θi
hvf
+ ∆t
2
h2
]− 12
(9.1)
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