We discuss the basis of a set of quantum hydrodynamic equations and the use of this set of equations in the two-dimensional simulation of quantum effects in deep submicron semiconductor devices. The equations are obtained from the Wigner function equation-of-motion. Explicit quantum correction is built into these equations by using the quantum mechanical expression of the moments of the Wigner function, and its physical implication is clearly explained. These equations are then applied to numerical simulation of various small semiconductor devices, which demonstrate expected quantum effects, such as barrier penetration and repulsion. These effects modify the electron density distribution and current density distribution, and consequently cause a change of the total current flow by 10-15 per cent for the simulated HEMT devices. Our work suggests that the inclusion of quantum effects into the simulation of deep submicron and ultra-submicron semiconductor devices is necessary.
I. INTRODUCTION
ince the advent of the integrated circuit in the late 1950's, the number of devices contained on a single chip has approximately doubled every three years as a result of the tendency for semiconductor devices to become smaller. As devices become small, some physical effects (such as quantum effects) which are not important for large devices may change the device operation significantly. The physical effects inherent in the operation of ultra-small devices are based on the fact that the critical length (e.g. the gate length or the depletion length) becomes so small that it approaches the coherence length of the electrons that provide the operation, which suggests that such small devices must be treated as quantum mechanical objects [1] [2] [3] [4] . The structures. This is much larger than the gate length (~20-25 nm) of the smallest transistors that have been made [5] [6] [7] [8] . Due to the quantum interference within the devices, as well as between the devices, these physical effects may greatly modify the operation of a single device as well as an integrated circuit. It is very important to fully understand these quantum effects on the device and circuit operations.
The classical semiconductor transport theory is based on the Boltzmann transport equation (BTE).
Numerous analytical and numerical methods have been developed for solving this equation in various semiconductor problems [9] . The Monte Carlo method provides the most accurate and detailed solution but is limited in practical engineering applications by its computational expense [10] . As an alternative, a reduced description of the BTE based upon moment equations has played a significant role in advanced device modeling [11] [12] [13] [14] [15] . As device feature sizes are reduced to the ultra-submicron regime, and sometimes with a narrow quantum well structure feature, device simulation faces new chal-lenges. Even the hydrodynamic model, upon which the moment equations are based and used to investigate non-stationary and hot electron dynamics through the distinction of the momentum and energy relaxation times, must be improved. Some efforts have been made in including quantum effects in the simulation of quantum well devices [16] . These generally are a combination of a classical description (either drift-diffusion equation or Monte Carlo method) with a quantum treatment in one dimension normal to the heterojunction interface. However, this does not appear to affect device performance beyond mobility modifications. As the device structures are made smaller, the 1-D treatment of the 2-D electron gas is no longer accurate, for the quantum well is not uniform along the channel and a single quantum well model is not valid. One improvement uses a set of quantum moment equations developed from a Wigner function prototype [17, 18] , which preserves explicit quantum corrections as well as the classical hydrodynamic model features.
This paper is a review of our work on the modeling of quantum hydrodynamic equations and simulation of quantum effects in small semiconductor devices (including our work in [19] [20] [21] And in section V and VI, we discuss our simulation results for MESFET and HEMT structures; finally, we will give our summary and conclusion.
II. QUANTUM HYDRODYNAMIC EQUATIONS
In principle, large-scale devices can be modeled classically, with an accurate description given by the Boltzmann transport equation. This equation timeevolves a complete single-particle phase-space distribution. However, the accurate simulation of ultra-small devices requires quantum effects such as tunneling and quantum repulsion (complementary to barrier penetration) to be included. A quantum phase-space distribution function, analogous to the Boltzmann distribution function, is useful for use in the existing mathematical methods for the classical theories [22] . A full quantum description, at the single particle level, can fruitfully be based on the Wigner distribution function (WDF) [23] fw(x,p,t) (27rh) 3 f_oo dy X eip" y/ hp X + " X - (1) a transformation of the density matrix p(x,x')= (*(x)O(x')) (* and , are 
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where n is an integer, E is the electric field, m* is electron effective mass, "r m is the momentum relaxation time, 'w is the energy relaxation time. For n 0, Eq. (7) gives the density. However, the lowest three moment equations above are formally identical to their classical analog under the relaxation-time approximation and do not contain explicit quantum corrections, which are expected [26] . The key step to preserve quantum corrections in the lowest three moment equations relies on the method of decoupiing the energy equation from higher-order moment equations and the treatment of the tensor in the momentum equation. In order to get explicit quantum corrections into the hydrodynamic equations, several different methods have been proposed [17, [27] [28] [29] [30] . We adopt the method in [17] . By writing the WDF in the following form
The first moment carries the information of the current density m*nv (p) =-f dppfw(x,p,t)
The energy density can be derived from the second
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where (p)(p) and VV are tensors. This is the zero temperature tensor with explicit quantum correction included. Similarly, the third moment is (p3) _= f dpp3fw(x,p, t)
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is zero under the drifted-symmetric approximation of the distribution function, k n is the Boltzmann constant, T e is the average electron effective temperature. Extensive discussions on the term q can be found in the literature [14, 15] , which regard this term as heat flow. We leave this term in the form of (25) , since we believe it may represent more than just the heat flow and could be characterized by other methods [29, 30] . Comparing Eqs. (14) , (18) and (21) (30) , (31) 'm (p) [31] , using the expansion of the potential in terms of the ratio of the thermal wavelength to the characteristic length over which the potential varied, obtained the same form of (34)with a reduction factor of 1/3. Grubin et al. [32] , working with the density matrix, achieved the same reduction factor. "Gardner [33] [35] .
Comparing to classical equations, the quantum hydrodynamic equations need more computational effort, needless to say much more than the driftdiffusion equations. To investigate the impact of the quantum corrections on the simulation with a clear physical picture and moderate computation, we concentrated on the correction term of the energy, as the modification of the energy directly changes the density distribution which is proportional to the factor of e -(v+w)/kBr, quantum penetration (and repulsion) can be observed. By keeping the major correction for the energy, we approximate the quantum hydrodynamic equations to a simpler set of equations (with temperature representation) 
the electron is large, the quantum correction has less effect. But as the temperature is lowered, the quantum correction will become dominant. With Poisson's equation
where V is the electrical potential, q is the absolute electron charge, is the semiconductor permittivity, and No is the doping concentration, Eqs. (37) (38) (39) (40) are used in our numerical simulations. (b) Quantum penetration and repulsion by a potential sity distribution (n)outside the barrier, and a constant zero density inside the barrier. The energy discontinuity creates a density discontinuity at the interface of the barrier, which is quantum mechanically incorrect. By including quantum corrections, the quantum potential energy serves to smooth the actual potential, and modifies the total energy to a smooth transition at the interface, which results in smooth density (nq) change at the interface transition. In Fig. l(b) , we illustrate the modification of the density distribution by inclusion of the quantum corrections. We distinguish these quantum effects from those of transverse quantization of the electron in a MOSI'ET or HEMT channel, an effect which does not affect overall device performance [10, 16] , and which requires the treatment of each discretized energy level individually. However, since with certain ensemble statistics [28] [29] [30] , the quantum corrections still take essentially the same form, we expect that certain summation effects of the transverse quantization levels may be included in the formulations.
Besides the abrupt barrier example, the quantum correction arises from the change of the density (the density is reduced when the second derivative of the local log density is negative, and the density is enhanced when the second derivative of the local log density is positive), one can imagine that anywhere a large density change occurs in a short distance, the actual density distribution will be much different from that of a classical picture, even the classical picture gives a continuous density distribution as it occurs in small semiconductor devices.
IV. NUMERICAL IMPLEMENTATION
We use finite difference methods to discretize the quantum hydrodynamic equations and the Poisson's equation in a two-dimension structure ( Fig. 2) , which is suitable to any planar device structure. The difference schemes used in the simulation are described Plotted in Fig. 4 and Fig. 5 are the I-V characteristics of 24 of the potential barrier induced by the gate, we plot the longitudinal velocity as a function of position along the conduction channels in Fig. 10, 11 [45] . The velocity overshoot is thought to be important to achieve the high transconductance for these devices. The first velocity peak in the plot of SiGe device is due to the model we used for the change of interface discontinuity (as describe in section III), although it is not practical, it does suggest that the structure can increase the electron velocity between source and gate, which in turn will raise the average velocity through the device 16 (with 2 nm distance from the interface), with the same bias condition above. It can be seen that the peak velocity reached by the carriers is slightly higher in the 36 nm gate length device than in the 24 nm gate length device. This also corresponds to a higher peak electric field (Fig. 17) . In essence, the peak velocities reached are limited by the short acceleration lengths in the short gate devices, a result predicted earlier [7, 47] . In nearly all the cases, however, it is clear that the velocity rises almost linearly throughout the region under the gate, so that the overshoot region is essentially defined by the gate length of the device.
V. THE QUANTUM EFFECTS IN SMALL DEVICES
The effect of the quantum correction on the device characteristics can be found by comparing the computed results in the full model with those obtained when h 0, i.e., in the semiclassical hydrodynamic model. Here, we compare these differences in any quantity Q as dQ Qleuli model Qlno quantum terms- (44) As the gate length of the device is reduced to the length scale simulated here, we expect that quantum effects such as barrier repulsion and penetration can be observed. We first examine quantum effects on the density distribution. Fig. 18 shows a two-dimensional plot of the density difference between results obtained with and without the quantum potential correction for a 24 nm gate MESFET. The bias condition is 2.0 V on the drain and -2.5 V on the gate. The increase of the density on the inside of the gate depletion region edge and decrease of the density on the outside of the gate depletion region edge are evident. The same behavior appears at the interface of the active layer and substrate on the source end. This shows that barrier repulsion and penetration do occur. The modifications of the density distribution due to the quantum effects are as large as 4 per cent in the channel and about 8 per cent at the interface of the active layer and substrate in the source side. The equivalent interpretation to the modification of the density distribution is that the quantum corrections serve as a quantum potential which acts to smooth the actual potential, especially at potential barrier edges, which in turn smoothes the electron density distribution. From  Fig. 18 , one could observe that two factors make the quantum effect important: one is a sharp potential change which also results in a sharp density change, another is low electron thermal energy. We can see that the quantum effect at the interface of the active Fig. 22 and Fig. 23 , respectively, with the quantum correction included in the simulation. This certainly suggests the importance in including quantum corrections in small device simulation.
Although the transport of electrons is still dominated by classical transport, i.e., most of the electrons pass the potential barrier under the gate by gaining higher energy, the quantum effects do contribute significant changes. The increase of the total current, especially the increase of the peak electron density in the channel for the HEMTs and the current density increase toward the gate due to the density penetration into the gate barrier for MESFETs, suggests tunneling processes (through the depletion region induced by the gate) may occur in the device operation. However, there are two facts suggesting that the current and electron density increase should not be interpreted as tunneling. It is well known that the tunneling current should exponentially decrease with an increase of the potential barrier. Thus, one expects that tunneling will become smaller as we increase the drain voltage or decrease (toward more negative values) the gate voltage. The depletion barrier will be widened in both cases, and will increase in amplitude, both of which should lead to a significant reduction in the tunneling current. This reduction is not observed in our present simulation. As an example, we plot the drain current against gate voltage in Fig. 24 SiGe HEMT at Vg 0.5 V. These curves illustrate the effects studied.
these effects is obviously insensitive to both gate and drain bias. This conclusion differs from early suggestions based upon the experiments [5] .
As the physical quantities (density, velocity, temperature... ) are solved self consistently, any change of one quantity is related to other quantities. In Fig. 25 Fig. 22 , in which the current increase due to quantum effects is relatively insensitive to the drain voltage. These results lead us to the conclusion that, if there is any tunneling, its effect must be small. The reason the quantum effects are relatively insensitive to both the gate voltage and drain voltage is that the quantum effects that make major contribution to the increase of the total current primarily soften the gate depletion potential and give a higher electron density distribution along the channel. The current increase due to which subsequently causes the change of the relaxation times and the velocity. The quantum effect on the effective electron temperature has a kind of anti-symmetry with respect to the gate center. This is shown in Fig. 26 
