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Abstract
We consider the following theoretical reinsurance ruin problem. An insurance company has two types
of independent claims, respectively modeled by a Markov additive process (large claims) and a fractional
Brownian motion (small claims) with Hurst parameter H ∈ [1/2, 1), and chooses to reinsure both of them
according to a quota share policy. This leads to studying a bivariate risk process. We study two types of
ruins, corresponding to either ruin of one of the risk processes, or of both. We obtain asymptotics of the
corresponding ruin probabilities when initial reserves tend to infinity along a direction.
c⃝ 2012 Elsevier B.V. All rights reserved.
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1. Introduction and model
Risk theory in dimension larger than 1 is mainly motivated by reinsurance and is a rather
recent field of research. The problem consists in finding exact (closed) expressions of the corre-
sponding ruin probability, or at least bounds or equivalent as the initial reserves tend to infinity.
Up to now, closed formulas have been obtained in very precise contexts, mainly when claims
admit specific distributions (e.g. phase type), and/or in small dimension, as in [10,9,5,17,6].
For more general risk processes, only bounds or asymptotics are available, as in [9,5,7,14].
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We consider here the following stochastic process (X1t , X
2
t ) defined by coupled (drifted)
Markov arrival processes perturbed by a fractional Brownian motion
X1t = x1 +
 t
0
p1(J (s))ds − aSt − bBt ,
X2t = x2 +
 t
0
p2(J (s))ds − (1− a)St − (1− b)Bt
(1)
where {J (s), s ≥ 0} is an irreducible stationary finite Markov chain of generator matrix
Q = (qi j )i, j=1,...,K and distribution the row vector π = (πi )i=1,...,K , {St , t ≥ 0} is a pure
jump process of which the jumps occur at transition times of the Markov chain. More precisely,
St increases by U ni j at time Tn such that J (s) jumps from state i to j a Tn . We suppose that the
(U ni j )n∈N are independent and admit a moment generating function
ϕi j (x) = E(exUi j ),
that we will suppose exists for all x ≥ 0, which means that the U ni j ’s are light tailed, and will let
the K × K matrices
ϕ(x) := (ϕi j (x))i, j=1,...,K , M = (mi j )i, j=1,...,K := (E(Ui j ))i, j=1,...,K = ϕ′(0).
{Bt , t ≥ 0} is an independent fractional Brownian motion of Hurst parameter H ∈ [1/2, 1), and
a and b lie in (0, 1). The motivation behind this model is the following. The “Markov additive”
part is quite standard in the literature, and models occurrence of claims with different intensities
or distributions, according to the modulating continuous time Markov chain {J (s), s ≥ 0}
that traditionally accounts for an external (climatic or economic) environment: See Chapter VII
of [3]. This is a process of which jumps may be associated to “large” claims, i.e. occurrence
of catastrophes, flood, earthquakes etc. The “fractional Brownian motion” part may be seen as a
model for “small” claims, e.g. of individual accidents and relatively minor events; more precisely
it is known that such a process can be seen as an approximation of a risk process where claims are
strongly dependent, as explained in [15,8]. The fact that such a process is continuous is justified
by the fact that corresponding claims are small, compared to the ones generated by the Markov
additive process, and that the fractional Brownian motion perturbs this latter process.
We are throughout this paper interested in the exit time τor of the 2 dimensional process
{(X1t , X2t ), t ≥ 0} out of quadrant [0,+∞) × [0,+∞), and in the entrance time τsim into
quadrant (−∞, 0)× (−∞, 0):
τor := inf{t ≥ 0| X1t < 0 or X2t < 0},
τsim := inf{t ≥ 0| X1t < 0 and X2t < 0},
and in particular in the probabilities of eventual ruin starting from (X10, X
2
0) = (x1, x2)
ψor(x1, x2) := P(τor < +∞| (X10, X20) = (x1, x2)),
ψsim := P(τsim < +∞| (X10, X20) = (x1, x2)).
See Fig. 1 for an illustration of these two kinds of ruin, where the shaded area corresponds to the
domain where ruin occurs. This models an insurance–reinsurance problem where “large” claims
are covered by two branches of which capital reserves at time t are X1t and X
2
t , according to
respective proportions a and 1 − a for branches 1 and 2, and “small” claims with respective
proportions b and 1 − b. Note that, as pointed out in the Introduction of [18], b may be referred
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Fig. 1. Ruin of one or both branches: a reinsurance problem.
to as the risk exposure when reinsuring small claims, and this term should normally appear in
the expression of the premium rate p1(J (s)) of branch 1 to indicate that reinsurance on this
type of claim is cheap or expensive (the actual terminology used in [18] in the latter case being
non-cheap). However, to consider a model as general as possible, we chose not to mention this
dependence and to keep this premium rate that way.
In order to avoid almost sure ruin, we will suppose that safety loadings are positive:
ρ1 := p¯1aE(S1) − 1 > 0, ρ2 :=
p¯2
(1− a)E(S1) − 1 > 0 (2)
where p¯1 =i p1(i)πi , p¯2 =i p2(i)πi and E(S1) =i, j πi qi j mi j .
Results and outline of the paper. We are interested in finding the asymptotics of ψor(x1, x2)
and ψsim(x1, x2) as the initial reserves (x1, x2) tend to infinity in any directions such that
x2/x1 = β > 0 is fixed. More precisely we give in Theorems 3, 4 and 11 the following
asymptotics
1
x2−2H1
lnψor(x1, x2),
1
x2−2H1
lnψand(x1, x2) ∼ −C∗, x1 →+∞, x2/x1 = β
(where we recall that f (x)∼x→+∞ g(x) means that f (x)/g(x) −→ 1 as x → +∞), where
C∗ > 0 does depend on H , β, as well as on other parameters of the model. Asymptotics for the
“or” problem are given in Section 2 for H ∈ [1/2, 1), the special case H = 1/2 (Theorem 4, of
which proof is in Section 2.2) being studied apart from H ∈ (1/2, 1) (Theorem 3, of which proof
is in Section 2.1). As to the “sim” problem, it is studied in Section 3 (Theorem 11) in the non-
modulated case essentially to avoid tedious technical considerations; But on the other hand, real
technical difficulties lead us to consider only case where Hurst parameter verifies H ∈ (5/6, 1).
One may conjecture that the modulated case may be studied similarly to the “or” problem, and
that the result still holds for values of H which are less than 5/6. An Appendix features proofs
of a technical lemma and proposition which are necessary to obtain Theorems 3, 4 and 11. Note
that Sections 2 and 3 can be read independently.
The methodology we will use for establishing these asymptotics is the following. In each case,
we will write the ruin probability in the form P(supt≥0 Z t > x1) for a properly defined process
{Z t , t ≥ 0}, i.e. transform the original two dimensional problem into a one dimensional one, as
is a commonly used technique in papers dealing with multivariate risk models. Then we will use
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a result due to Duffield and O’Connell [11] that is related to large deviations results. Since this
result is very general, we give here a summary of it, that consists in recalling Hypotheses 2.1, 2.3
as well as Corollary 2.3 from [11] (more precisely with parameters v = 2− 2H and a = 1, with
notations therein), which is what will be repeatedly used in the present paper.
Theorem 1 (Duffield, O’Connell (95)). Let {Wt , t ≥ 0} be a real valued process. Let us suppose
that the following assumptions hold:
(i) the cumulant generating function defined as
λ(θ) := lim
t→+∞
1
t2−2H
lnEeθ t
1−2H Wt
exists in [−∞,+∞] and verifies λ(θ) < 0 for θ > 0 close to 0,
(ii) W ∗n := sup0≤r<1 Wn+r verifies lim supn→+∞ 1n2−2H lnEeθn
1−2H (W ∗n−Wn) = 0 for all θ > 0.
Then, if the Fenchel–Legendre function
λ∗(x) := sup
θ∈R
{θx − λ(θ)}
is continuous on x ≥ 0, one has that
lim
b→+∞
1
b2−2H
lnP

sup
t≥0
Wt > b

= − inf
z>0
z−(2−2H)λ∗(z). (3)
In fact, it turns out that the most technical part will be in determining the cumulant generating
function λ(·), i.e. in verifying (i) in Theorem 1, and computing the Fenchel–Legendre function
λ∗(·).
We recall that λ(·) and λ∗(·) are convex functions hence continuous (even locally Lipschitz)
on any open interval of [0,+∞) where they are defined, a fact that will often come in handy in
the following.
Remark 2. In the context of Theorem 1 and when x ≥ 0, we will more conveniently use
expression λ∗(x) := supθ>0{θx − λ(θ)}, instead of λ∗(x) := supθ∈R{θx − λ(θ)}, as expressions
of function λ(·) will be readily available on (0,+∞) and differentiable in the present paper. The
supremum is indeed positive and attained on θ > 0. Indeed, function θ → θx −λ(θ) is concave,
verifies (θx − λ(θ))|θ=0 = 0 and, since Condition (i) in Theorem 1 implies λ′(0) < 0, is such
that (θx − λ(θ))|θ=0 = x − λ′(0) > 0, resulting in θx − λ(θ) being negative when θ < 0.
Notation. We finish by giving some notations that we will use throughout the paper.
We let φ(x) = (2π)−1/2e−x2/2 be the density of the standard N (0, 1) distribution, of which
c.d.f. will be denoted by Φ(y) =  y−∞ φ(x)dx and survival function by Φ¯(y) = 1 − Φ(y). We
recall the classical result
Φ¯(x)∼x→+∞ φ(x)x (4)
(see Expression 26.2.12 p. 932 of [1]) that we will use several times in this paper.
For any matrix M , we will denote its transpose by M ′.
1 will stand for a column vector with all entries equal to 1, of appropriate dimension. 0Rm will
stand for the column vector with all entries equal to 0 of dimension m.
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For any square matrices A = (ai j ) and B = (bi j ) of same dimensions, we will use same notation
as in [2] and let A ◦ B the matrix (ai j bi j ) (see also Definition (2.2) in [4]).
Finally, we will sometimes use the abusive notation EX for the expectation of a r.v. X instead of
E(X), when no confusion is possible.
2. Asymptotics for ψor(x1, x2)
The main results of this section giving the asymptotics for the “or” problem are given in the
two following Theorems in function of the value of Hurst parameter H ∈ [1/2, 1). Their proofs
are detailed in Sections 2.1 and 2.2.
Theorem 3 (Parameter H ∈ (1/2, 1).). Let us set, when β ≠ 1−bb ,
θβ := 2 p¯1 − p¯2/β + (−a + (1− a)/β)E(S1)
b2 − (1− b)2/β2 , (5)
λ1(θ) := θ [− p¯1 + aE(S1)] + b2 θ
2
2
λ2(θ) := θ− p¯2 + (1− a)E(S1)
β
+ (1− b)
2
β2
θ2
2
,
(6)
λ(θ) = max(λ1(θ), λ2(θ)),
where we recall that p¯k =i pk(i)πi , k = 1, 2, and E(S1) =i, j πi qi j mi j . Then the following
asymptotic holds
lim
x1→+∞, x2/x1=β
1
x2−2H1
lnψor(x1, x2) = − inf
z>0
z−(2−2H)λ∗(z) := −C∗or(H, β) (7)
where λ∗(·) is given by Table 1.
One easily guesses that function λ(·) defined in Theorem 3 is the cumulant generating function
of a certain process, and that λ∗(·) is its corresponding Fenchel–Legendre transform. This will
be made clear in Section 2.1. See Fig. 2 for a graph of function λ∗(·) as well as a representation
of C∗or(H, β), in the case where β < min( 1−bb ,
(1−a)ρ2
aρ1
).
Theorem 4 (Parameter H = 1/2.). Let us define matrices
F1(θ) := Q ◦ ϕ(aθ)− θ diag(p1(1), . . . , p1(K )),
F2(θ) := Q ◦ ϕ((1− a)θ/β)− θ diag(p2(1)/β, . . . , p2(K )/β),
and for all θ > 0,
λ1(θ) := µ1(θ)+ b2 θ
2
2
, λ2(θ) := µ2(θ)+ (1− b)
2
β2
θ2
2
,
where µ j (θ) (a quantity that depends on β), j = 1, 2, stands for the largest (real) eigenvalue of
F j (θ). Let C∗i = sup{θ > 0| λi (θ) = 0}, i = 1, 2. In the case H = 1/2, we have
lim
x1→+∞, x2/x1=β
1
x1
lnψor(x1, x2) = −min(C∗1 ,C∗2 ) := −C∗or(1/2, β). (8)
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Table 1
Expressions of λ∗(x).
λ∗(x)
β < min

1−b
b ,
(1−a)ρ2
aρ1


[ p¯1 − aE(S1)+ x]2
2b2
, 0 < x <
b2θβ
2
+ λ(θβ )
θβ
θβ x − λ1(θβ ),
b2θβ
2
+ λ(θβ )
θβ
≤ x < (1− b)
2θβ
2β2
+ λ(θβ )
θβ
[( p¯2 − (1− a)E(S1))/β + x]2
2(1− b)2/β2 ,
(1− b)2θβ
2β2
+ λ(θβ )
θβ
≤ x .
1−b
b ≤ β ≤ (1−a)ρ2aρ1
[ p¯1−aE(S1)+x]2
2b2
(1−a)ρ2
aρ1
≤ β ≤ 1−bb [( p¯2−(1−a)E(S1))/β+x]
2
2(1−b)2/β2
max

(1−a)ρ2
aρ1
, 1−bb

< β

[( p¯2 − (1− a)E(S1))/β + x]2
2(1− b)2/β2 , 0 < x <
(1− b)2θβ
2β2
+ λ(θβ )
θβ
θβ x − λ2(θβ ),
(1− b)2θβ
2β2
+ λ(θβ )
θβ
≤ x < b
2θβ
2
+ λ(θβ )
θβ
[ p¯1 − aE(S1)+ x]2
2b2
,
b2θβ
2
+ λ(θβ )
θβ
≤ x .
Remark 5. Constant C∗or(H, β) in the right-hand side of (7) may look hard to identify explicitly
in view of the expression of the Fenchel–Legendre transform λ∗(·) in Table 1. We show that
this is not the case. This quantity may be made explicit in the following way, in the case
β < min( 1−bb ,
(1−a)ρ2
aρ1
):
C∗or(H, β) = inf
z>0
z−(2−2H)λ∗(z) = min(I1, I2, I3),
I1 := inf
z∈

0,
b2θβ
2 +
λ(θβ )
θβ
 z−(2−2H) [ p¯1 − aE(S1)+ z]22b2 ,
I2 := inf
z∈

b2θβ
2 +
λ(θβ )
θβ
,
(1−b)2θβ
2β2
+ λ(θβ )
θβ
 z−(2−2H)(θβ z − λ1(θβ)),
I3 := inf
z∈

(1−b)2θβ
2β2
+ λ(θβ )
θβ
,+∞
 z−(2−2H) [( p¯2 − (1− a)E(S1))/β + z]22(1− b)2/β2 .
Note that quantities I1, I2, I3 are in practice easily computable as they only involve computing
infimums of simple functions on separate intervals, which can be done numerically with a
mathematical software package.
The first step for proving these results is to reduce the ruin problem to a one dimensional problem.
More precisely, using the trivial equality of events [X2t < 0] = [ 1β X2t < 0], we have the
following equivalences for all β > 0:
τor < +∞ ⇐⇒ inf
t≥0 X
1
t < 0 or inf
t≥0 X
2
t < 0 ⇐⇒ inf
t≥0 X
1
t < 0 or inf
t≥0
1
β
X2t < 0
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Fig. 2. The Fenchel–Legendre transform and constant C∗or(H, β) in the case of ruin of one of the branches.
⇐⇒ sup
t≥0
−x1 −
 t
0
p1(J (s))ds + aSt + bBt > 0
or sup
t≥0
1
β

−x2 −
 t
0
p2(J (s))ds + (1− a)St + (1− b)Bt

> 0
⇐⇒ sup
t≥0
max

−x1 −
 t
0
p1(J (s))ds + aSt + bBt ,
1
β

−x2 −
 t
0
p2(J (s))ds + (1− a)St + (1− b)Bt

> 0.
Thus, considering asymptotics along direction x2/x1 = β amounts to estimating the following
ruin probability
ψor(x1, x2) = ψor(x1, βx1) = P

sup
t≥0
max(A1t , A
2
t ) > x1

= P

sup
t≥0
Z t > x1

(9)
as x1 →+∞, where
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A1t := −
 t
0
p1(J (s))ds + aSt + bBt , (10)
A2t :=
1
β

−
 t
0
p2(J (s))ds + (1− a)St + (1− b)Bt

. (11)
Z t := max(A1t , A2t ).
2.1. The case H ∈ (1/2, 1)
In order to determine asymptotics one first needs to find the expression of the cumulant
generating function of process {Z t , t ≥ 0}. This is done in the following results. We first state
a lemma that gives the Laplace transform of the Markov additive processes {−  t0 p1(J (s))ds +
aSt , t ≥ 0} and {St , t ≥ 0}.
Lemma 6. We have for all α,
E(eα[−
 t
0 p1(J (s))ds+aSt ]) = πeF(α)t1, (12)
where
F(α) := Q ◦ ϕ(aα)− α diag(p1(1), . . . , p1(K )), (13)
where we recall notation A ◦ B = (ai j bi j ) for two matrices A and B. In the same manner, we
have E(eαSt ) = πeQ◦ϕ(α)t1.
Proof. By Lemma 2.1 of [4], we have that
{MW (t, α) := (eα[−
 t
0 p1(J (s))ds+aSt ]1{J (t)=i}e−F(α)t )i=1,...,K , t ≥ 0}
is a K -dimensional row martingale, where F(α) is defined in (13) α is a parameter lying in R.
This yields that E(MW (t, α)) = E(MW (0, α)) = π for all t and α. Postmultiplying by eF(α)t
and 1 := (1, . . . , 1)′, we then get (12). The fact that {St , t ≥ 0} is also a Markov additive process
entails similarly that E(eαSt ) = πeQ◦ϕ(α)t1. 
The following lemma is technical and its proof is deferred to Appendix A.1, for presentation
purposes.
Lemma 7. If H ∈ (1/2, 1), then for all θ > 0,
λ1(θ) := lim
t→∞
1
t2−2H
lnE(eθ t
1−2H A1t )
λ2(θ) := lim
t→∞
1
t2−2H
lnE(eθ t
1−2H A2t )
are given by (6).
Proposition 8. If H ∈ (1/2, 1), and for all θ > 0,
λ(θ) = lim
t→+∞ t
−2+2H ln E(eθ t1−2H Zt ) = max(λ1(θ), λ2(θ)) (14)
where λ1(θ) and λ2(θ) are defined in Lemma 7, given by Expression (6).
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Fig. 3. Graph of the cumulant generating function in the case of ruin of one of the branches.
Before proving this proposition, we first introduce some additional notation. Let θβ be the only
positive real number (when it does exists) such that λ1(θβ) = λ2(θβ), that will be used shortly,
with the convention that θβ = +∞ if λ1(θ) ≠ λ2(θ) for all θ > 0. By an easy computation we
get that θβ is given by (5). Without loss of generality, we will suppose in proofs of the following
results in this section that λ1(θ) > λ2(θ) for θ ∈ (0, θβ) and λ1(θ) < λ2(θ) for θ ∈ (θβ ,+∞).
This means that derivative at θ = 0 of λ1(·) is larger than that of λ2(·), i.e. from (6) that the
following inequality relating safety loadings hold
− p¯1 + aE(S1) > − p¯2 + (1− a)E(S1)
β
⇐⇒ (1− a)ρ2
aρ1
> β.
In this very case, once Proposition 8 is proved we may then write
λ(θ) = λ1(θ)1{θ∈(0,θβ ]} + λ2(θ)1{θ∈(θβ ,+∞)}, (15)
a fact that will come in handy. Fig. 3 shows graph of θ → λ(θ) in this case. Note that in the
case (1−a)ρ2aρ1 = β then we see from (6) that we have λ2(·) ≥ λ1(·) if β < 1−bb and λ2(·) ≤ λ1(·)
if β ≥ 1−bb , resulting in λ(x) = λ2(x) (resp. λ(x) = λ1(x)) when β < 1−bb (resp. β ≥ 1−bb ).
Similarly, when β = 1−bb (in which case θβ > 0 in (5) is not defined) then a close but easy
inspection yields that λ2(·) ≥ λ1(·) if β ≤ (1−a)ρ2aρ1 and λ2(·) ≤ λ1(·) if β >
(1−a)ρ2
aρ1
.
Proof. We split E(eθ t1−2H Zt ) = E(eθ t1−2H max(A1t ,A2t )) in two parts, namely E(eθ t1−2H Zt ) =
P1(t)+ P2(t) where
P1(t) := E(eθ t1−2H A1t 1{A2t ≤A1t }), P2(t) := E(e
θ t1−2H A2t 1{A2t >A1t }).
Proof of the proposition heavily relies on the following key inequalities
E(eθ t
1−2H A1t ) ≥ P1(t) = E(eθ t1−2H A1t )− E(eθ t1−2H A1t 1{A2t >A1t })
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≥ E(eθ t1−2H A1t )− E(eθ t1−2H A2t 1{A2t >A1t })
≥ E(eθ t1−2H A1t )− E(eθ t1−2H A2t ) (16)
and likewise:
E(eθ t
1−2H A2t ) ≥ P2(t) ≥ E(eθ t1−2H A2t )− E(eθ t1−2H A1t ). (17)
Let us suppose that λ1(θ) > λ2(θ) (so defined in (6)). Then we have that P2(t) =
o(E(eθ t1−2H A1t )) and E(eθ t1−2H A2t ) = o(E(eθ t1−2H A1t )) as t → ∞. This can be easily justified
in the following way: let η > 0 small enough such that λ1(θ)− η > λ2(θ), we have from (6) for
t great enough that
E(eθ t
1−2H A2t ) ≤ et2−2H (λ1(θ)−η), et2−2H (λ1(θ)−η/2) ≤ E(eθ t1−2H A1t ),
hence P2(t)/E(eθ t
1−2H A1t ) ≤ E(eθ t1−2H A2t )/E(eθ t1−2H A1t ) ≤ e−t2−2Hη/2 −→ 0 as t →∞. Using
(16), we then get
1
t2−2H
ln[E(eθ t1−2H A1t )+ o(E(eθ t1−2H A1t ))] ≤ 1
t2−2H
ln[P1(t)+ P2(t)]
= 1
t2−2H
lnE(eθ t
1−2H Zt )
≤ 1
t2−2H
ln[E(eθ t1−2H A1t )
+ o(E(eθ t1−2H A1t ))].
Since 1
t2−2H ln[E(eθ t
1−2H A1t )+o(E(eθ t1−2H A1t ))] = 1
t2−2H lnE(e
θ t1−2H A1t )+ 1
t2−2H ln[1+o(1)] −→
λ1(θ) as t → +∞, we obtain the desired result. The case λ1(θ) < λ2(θ) is treated similarly.
Note that the expression of λ(θ) is easily deduced in the case λ1(θ) = λ2(θ) (i.e. when θ = θβ
defined in (5)) by continuity. 
Let us define for all x > 0 quantity θ (i)x > 0, i = 1, 2, which is such that λ∗i (x) :=
supθ∈R{θx−λi (θ)} = θ (i)x x−λi (θ (i)x ). Since θ → θx−λi (θ) is a quadratic polynomial function
(see the explicit expressions of the λi (·)’s in (6)), elementary calculations yields
θ (1)x =
p¯1 − aE(S1)+ x
b2
, θ (2)x =
( p¯2 − (1− a)E(S1))/β + x
(1− b)2/β2 , (18)
and λ∗i (x) is then equal to
θ (1)x x − λ1(θ (1)x ) =
[ p¯1 − aE(S1)+ x]2
2b2
,
θ (2)x x − λ2(θ (2)x ) =
[( p¯2 − (1− a)E(S1))/β + x]2
2(1− b)2/β2
(19)
which happen to be polynomial functions in x of second degree. We may then prove Theorem 3.
Proof of Theorem 3. We intend to apply Theorem 1 and obtain Expression of λ∗(x) only in the
case (1−a)ρ2aρ1 > β (as was announced before, the other case
(1−a)ρ2
aρ1
< β being very similar).
Case (1−a)ρ2aρ1 = β will be treated separately at the end.
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Proving (i). First note that λ(θ) is from (6) and (14) obviously negative for small values of θ : this
is essentially due to the fact that safety loading for both branches is positive, i.e. thanks to (2).
Proving first technical condition in (ii). We now move on to showing that
lim sup
n→+∞
1
n2−2H
lnEeθn
1−2H (Z∗n−Zn) = 0, (20)
where Z∗n = supt∈[n,n+1) Z t . Using that supt∈[a,b) max( f (t), g(t)) − max( f (a), g(a)) ≤
supt∈[a,b) max( f (t) − f (a), g(t) − g(a)) for all functions f (·) and g(·) and any a < b, we
have
Z∗n − Zn = sup
t∈[n,n+1)
max(A1t , A
2
t )−max(A1n, A2n)
≤ sup
t∈[n,n+1)
max(A1t − A1n, A2t − A2n)
≤ sup
t∈[n,n+1)
(A1t − A1n)+ sup
t∈[n,n+1)
(A2t − A2n).
Thus, since n1−2H ≤ 1 for all n in the case H > 1/2, using Cauchy Schwartz’s inequality and
the fact that {A1t , t ≥ 0} and {A2t , t ≥ 0} have stationary increments:
Eeθn
1−2H (Z∗n−Zn) ≤ Eeθ(Z∗n−Zn) ≤ E(e2θ supt∈[n,n+1)(A1t −A1n))1/2E(e2θ supt∈[n,n+1)(A2t −A2n))1/2
= E(e2θ supt∈[0,1) A1t )1/2E(e2θ supt∈[0,1) A2t )1/2. (21)
Let us focus on E(e2θ supt∈[0,1) A
1
t ) and prove that it is in fact finite for all θ . The same argument
holding for E(e2θ supt∈[0,1) A
2
t ), this will easily yield (20) thanks to (21). But since process
{St , t ≥ 0} is increasing and Markov chain {J (t), t ≥ 0} has a finite state space, we have
that
E(e2θ supt∈[0,1) A
1
t ) ≤ e2θ maxi=1,...,K |p(i)|E(e2θaS1) · E(e2θ supt∈[0,1) bBt ). (22)
From Lemma 6 we have
E(e2θaS1) = πeQ◦ϕ(2θa)1 < +∞. (23)
As for the term involving supt∈[0,1) bBt , we have by Theorem D3 of [16] that P(supt∈[0,1) Bt >
u) = CuιΦ¯(u)(1 + o(1)) as u → +∞ for some constants C > 0 and ι ∈ R, where
Φ¯(u) = 1− Φ(u). Thanks to (4), we then get (up to changing constants C and ι) that
P

sup
t∈[0,1)
Bt > u

= Cuιe−u2/2(1+ o(1)), u →+∞. (24)
Then, using Fubini,
E(e2bθ supt∈[0,1) Bt ) = E
 ∞
0
1{u<supt∈[0,1) Bt }2bθe
2bθudu + 1
=
 ∞
0
P

sup
t∈[0,1)
Bt > u

2bθe2bθudu + 1 (25)
which is a convergent integral by (24). We then have from (23) and (25) that (22) is finite.
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Continuity and expression of the Fenchel–Legendre transform. To be able to apply Theorem 1
we give an explicit expression of λ∗(·) on (0,+∞); since it is a convex function, this will yield
its continuity on this domain. We observe that from (15)
λ∗(x) = max

sup
θ∈(0,θβ ]
{θx − λ1(θ)}, sup
θ∈(θβ ,+∞)
{θx − λ2(θ)}

. (26)
Since θ → θx − λ1(θ) is increasing (resp. decreasing) on (0, θ (1)x ] (resp. on [θ (1)x ,+∞)), we
have that supθ∈(0,θβ ]{θx − λ1(θ)} equals θ (1)x x − λ1(θ (1)x ) if θβ > θ (1)x , and equals θβx − λ1(θβ)
if θβ ≤ θ (1)x . Hence, using Expression (18), we may write
sup
θ∈(0,θβ ]
{θx − λ1(θ)} = [θ (1)x x − λ1(θ (1)x )]1{θβ>θ (1)x } + [θβx − λ1(θβ)]1{θβ≤θ (1)x }
= [θ (1)x x − λ1(θ (1)x )]1{x<b2θβ− p¯1+aE(S1)}
+ [θβx − λ1(θβ)]1{x≥b2θβ− p¯1+aE(S1)}
and since θβ verifies b2θβ/2− p¯1 + aE(S1) = λ1(θβ)/θβ = λ2(θβ)/θβ = λ(θβ)/θβ ,
sup
θ∈(0,θβ ]
{θx − λ1(θ)} = [θ (1)x x − λ1(θ (1)x )]1{x< b2θβ2 + λ(θβ )θβ }
+ [θβx − λ1(θβ)]1{x≥ b2θβ2 + λ(θβ )θβ }
(27)
which obviously is a continuous function in x . Similarly:
sup
θ∈(θβ ,+∞)
{θx − λ2(θ)} = [θ (2)x x − λ2(θ (2)x )]1{θβ≤θ (2)x } + [θβx − λ2(θβ)]1{θβ>θ (2)x }
= [θ (2)x x − λ2(θ (2)x )]1{x≥(1−b)2θβ/β2−( p¯2−(1−a)E(S1))/β}
+ [θβx − λ2(θβ)]1{x<(1−b)2θβ/β2−( p¯2−(1−a)E(S1))/β}
= [θ (2)x x − λ2(θ (2)x )]1{x≥ (1−b)2θβ
2β2
+ λ(θβ )
θβ
}
+ [θβx − λ2(θβ)]1{x< (1−b)2θβ
2β2
+ λ(θβ )
θβ
}
(28)
also a continuous function in x . Gathered with (26), this shows that not only λ∗(·) is continuous,
but also gives the explicit λ∗(x) = max(Υ(x),Ξ (x)), Υ(·) and Ξ (·) being given in Table 2
for different cases where β is larger or less than (1−a)ρ2aρ1 (the case
(1−a)ρ2
aρ1
< β having been
detailed here), keeping in mind that the θ (i)x ’s are given by (18), the λi (·)’s by (6) and the
θ
(i)
x x − λi (θ (i)x ) = λ∗i (x)’s by (19). It is elementary to check that the functions Υ(·) and
Ξ (·) are convex, differentiable everywhere on (0,+∞), and verify Υ ′( b2θβ2 + λ(θβ )θβ ) = θβ and
Ξ ′( (1−b)
2θβ
2β2
+ λ(θβ )
θβ
) = θβ . We now prove that λ∗(x) is in fact given by the simpler expressions
given in Table 1, only considering cases β < min( 1−bb ,
(1−a)ρ2
aρ1
) and [ (1−a)ρ2aρ1 ≥ β ≥ 1−bb ]
w.l.o.g. In the first case, the fact that λ1(θβ) = λ2(θβ) = λ(θβ), as well as Expressions of Υ(·)
and Ξ (·) in Table 2, yield that Υ(x) = Ξ (x) on ( b2θβ2 + λ(θβ )θβ ,
(1−b)2θβ
2β2
+ λ(θβ )
θβ
). Besides,
since Υ(·) is convex, and since Ξ (·) is linear on (0, b2θβ2 + λ(θβ )θβ ), we have thus necessarily that
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Table 2
Expressions of Υ(x) and Ξ (x).
Υ(x) Ξ (x)
(1−a)ρ2
aρ1
> β

[ p¯1 − aE(S1)+ x]2
2b2
, x <
b2θβ
2
+ λ(θβ )
θβ
θβ x − λ1(θβ ), x ≥
b2θβ
2
+ λ(θβ )
θβ

θβ x − λ2(θβ ),
x <
(1− b)2θβ
2β2
+ λ(θβ )
θβ
[( p¯2 − (1− a)E(S1))/β + x]2
2(1− b)2/β2 ,
x ≥ (1− b)
2θβ
2β2
+ λ(θβ )
θβ
(1−a)ρ2
aρ1
< β

θβ x − λ1(θβ ), x <
b2θβ
2
+ λ(θβ )
θβ
[ p¯1 − aE(S1)+ x]2
2b2
, x ≥ b
2θβ
2
+ λ(θβ )
θβ

[( p¯2 − (1− a)E(S1))/β + x]2
2(1− b)2/β2 ,
x <
(1− b)2θβ
2β2
+ λ(θβ )
θβ
θβ x − λ2(θβ ),
x ≥ (1− b)
2θβ
2β2
+ λ(θβ )
θβ
Υ(·) ≥ Ξ (·) on that interval. A similar discussion yields that Υ(·) ≤ Ξ (·) on ( (1−b)2θβ
2β2
+
λ(θβ )
θβ
,+∞). This justifies expression of λ∗(x) in Table 1 when β < min( 1−bb , (1−a)ρ2aρ1 ).
See Fig. 2 for an illustration. In the case [ (1−a)ρ2aρ1 ≥ β ≥ 1−bb ] then (6) yields λ1(·) ≥
λ2(·). Expression of λ∗(x) given in Table 1 thus simply comes from the fact that λ(θ) =
max(λ1(θ), λ2(x)) = λ1(θ), i.e. λ∗(x) = λ∗1(x). We may then apply Theorem 1 to obtain from
(9) that
lim
x1→+∞, x2/x1=β
1
x2−2H1
lnψor(x1, x2) = lim
x1→+∞
1
x2−2H1
lnP

sup
t≥0
Z t > x1

= − inf
z>0
z−(2−2H)λ∗(z)
which concludes the proof. 
2.2. The case H = 1/2
In that case, process {Bt , t ≥ 0} is a standard Brownian motion. The equivalent of both
Lemma 7 and Proposition 8 is given first.
Proposition 9. Let us define matrices
F1(θ) := Q ◦ ϕ(aθ)− θ diag(p1(1), . . . , p1(K )),
F2(θ) := Q ◦ ϕ((1− a)θ/β)− θ diag(p2(1)/β, . . . , p2(K )/β),
as in Definition (13). If H = 1/2, and for all θ > 0, limits limt→∞ 1t lnE(eθ A
i
t ), i = 1, 2, exist
and are respectively equal to
λ1(θ) := µ1(θ)+ b2 θ
2
2
, λ2(θ) := µ2(θ)+ (1− b)
2
β2
θ2
2
, (29)
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where µ j (θ), j = 1, 2, stands for the largest (real) eigenvalue of F j (θ). The cumulant
generating function of {Z t , t ≥ 0} is given by
λ(θ) = lim
t→+∞ t
−1 ln E(eθ Zt ) = max(λ1(θ), λ2(θ)). (30)
Proof. (30) is proved exactly the same way as (14) with H = 1/2 so we will here focus on
determining expressions of λ1(θ) and λ2(θ). Following proof of Lemma 7 (cf. (A.3)), we write
λ1(θ) =

lim
t→∞
1
t
ln(πeF1(θ)t1)

+ b2 θ
2
2
.
From Appendix of [12] (or Corollary 2.3 p. 312 of [2]), we have that 1t ln(πe
F1(θ)t1) −→ µ1(θ)
as t →+∞. Expression of λ1(θ) in (29) follows. λ2(θ) is obtained the same way. 
Proof of Theorem 4. Just like in Theorem 3 (of which proof we will often refer to), we intend
to apply Theorem 1.
Proving (i). Let us prove that both λ1(θ) and λ2(θ) defined in (29) are negative for θ > 0
close to 0. Since µ1(0) = 0, Corollary 2.7 p. 313 of [2] implies that µ1(θ)/θ −→ µ′1(0+) =
limt→∞
E(−  t0 p1(J (s))ds+aSt )
t = − p¯1+ aE(S1) < 0 hence λ1(θ) ∼ θ(− p¯1+ aE(S1)) < 0 when
θ → 0+. A similar results holds for λ2(θ).
Proving (ii). First note that proof of (20) as in proof of Theorem 3 still holds here, so we only
focus on λ∗(·) and prove that it is defined on (0,+∞) (which will imply its continuity on this
domain by convexity), without trying to find a nice closed expression as we did in Theorem 3.
Let x ∈ (0,+∞) be fixed, and let θβ be the only positive number such that λ1(θβ) = λ2(θβ)
(with the convention θβ = +∞ if λ1(θ) ≠ λ2(θ) for all θ > 0). Let us suppose that
p¯1 − aE(S1) ≤ p¯2−(1−a)E(S1)β w.l.o.g., in which case (26) still holds. Since (29) implies that
λ2(θ) −→ +∞ as θ → ∞, we obtain finiteness of supθ∈(θβ ,+∞){θx − λ2(θ)}, which in turns
implies that λ∗(x) is finite by (26). By Theorem 1 we then get, with H = 1/2,
lim
x1→+∞, x2/x1=β
1
x1
lnψor(x1, x2) = lim
x1→+∞
1
x1
lnP

sup
t≥0
Z t > x1

= − inf
z>0
z−1λ∗(z).
Since λ(θ) tends to +∞ as θ → +∞, we may then use Lemma 2.1 of [11] and deduce that
infz>0 z−1λ∗(z) is in fact equal to C∗ := sup{θ > 0| λ(θ) = 0}. It is not hard, in view of (30), to
check that C∗ = min(C∗1 ,C∗2 ). 
3. Asymptotics for ψsim(x1, x2) in the case H ∈ (5/6, 1)
We will suppose here that we are in the non-modulated case, which means that there is no
external Markov chain {J (t), t ≥ 0}, that pi (·) = pi , i = 1, 2, is a constant, and that process
{St , t ≥ 0} is a plain Poisson process of intensity λ > 0 of which jumps have an expectation m.
Since we have equality of events [X2t < 0] = [ 1β X2t < 0] for all β > 0, a similar discussion as
in the beginning of Section 2 yields when x2 = βx1
τsim < +∞ ⇐⇒ ∃t ≥ 0, X1t < 0 and X2t < 0 ⇐⇒ ∃t ≥ 0, X1t < 0 and
1
β
X2t < 0
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⇐⇒ inf
t≥0 max

X1t ,
1
β
X2t

< 0 ⇐⇒ sup
t≥0
min(A1t , A
2
t ) > x1 (31)
where A1 and A2t are defined as in (10) and (11) in the present particular non-modulated case,
i.e.
A1t := −p1t + aSt + bBt , (32)
A2t :=
1
β
[−p2t + (1− a)St + (1− b)Bt ]. (33)
Thus from (31) one sees that, along x2/x1 = β,
ψsim(x1, x2) = ψsim(x1, βx1) = P

sup
t≥0
Z t > x1

, (34)
where we put
Z t := min(A1t , A2t ) = A1t 1{A2t ≥A1t } + A
2
t 1{A2t <A1t }.
To simplify the notation we will write A2t − A1t in this section in the form
A2t − A1t = γ t − δSt + ζ Bt
and we let E(A1t − A2t ) = ct , where from (32) and (33) we have
γ = − p2
β
+ p1, δ = a − 1− a
β
, ζ = 1− b
β
− b,
c = δλm − γ = λm

−aρ1 + (1− a)ρ2
β

,
(35)
which are quantities that depend on β. In view of applying Theorem 1, we start by determining
the cumulant generating function associated to our problem.
Proposition 10. In the case H ∈ (5/6, 1), one has that λ(θ) := limt→+∞ t−(2−2H) ln
E(eθ t1−2H Zt ) is given in Table 3 in respective cases β < 1−bb and β >
1−b
b , and depending
on whether c is larger or less than 0, i.e. on whether β is less or larger than (1−a)ρ2aρ1 .
In the case β = 1−bb then we have
λ(x) = max

−p1 + λam, b1− b (−p2 + λ(1− a)m)

θ + b2 θ
2
2
. (36)
Proof. See Appendix A.2. 
Note that λ(θ) has to defined piecewise only in cases β < min( 1−bb ,
(1−a)ρ2
aρ1
) and max( 1−bb ,
(1−a)ρ2
aρ1
) < β. In cases 1−bb < β ≤ (1−a)ρ2aρ1 and
(1−a)ρ2
aρ1
≤ β < 1−bb it simply happens to be a
second degree polynomial function. Fig. 4 shows graph of λ(·) in one complicated case, when
β < min( 1−bb ,
(1−a)ρ2
aρ1
). We now move on to the main result of this section.
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Table 3
Expression of λ(θ).
λ(θ)
β < min

1−b
b ,
(1−a)ρ2
aρ1



− p2
β
+ λ(1− a)m
β

θ + (1− b)2 θ
2
2β2
, θ <
cβ
ζ(1− b) ,
−p1 + aλm + b c
ζ

θ − c
2
2ζ 2
,
cβ
ζ(1− b) ≤ θ <
c
ζb
,
(−p1 + λam)θ + b2 θ
2
2
, θ ≥ c
ζb
.
1−b
b < β ≤ (1−a)ρ2aρ1

− p2
β
+ λ(1− a)m
β

θ + (1− b)2 θ2
2β2
(1−a)ρ2
aρ1
≤ β < 1−bb (−p1 + λam)θ + b2 θ
2
2
max

1−b
b ,
(1−a)ρ2
aρ1

< β

(−p1 + λam)θ + b2 θ
2
2
, θ <
c
ζb
,
− p2
β
+ 1− a
β
λm + (1− b)c
βζ

θ − c
2
2ζ 2
,
c
ζb
≤ θ < cβ
ζ(1− b) ,
− p2
β
+ λ(1− a)m
β

θ + (1− b)2 θ
2
2β2
, θ ≥ cβ
ζ(1− b) .
Fig. 4. Graph of the cumulant generating function in the case of ruin of both branches.
Theorem 11. In the case H ∈ (5/6, 1), we have
lim
x1→+∞, x2/x1=β
1
x2−2H1
lnψsim(x1, x2) = − inf
z>0
z−(2−2H)λ∗(z) := −C∗sim(H, β) (37)
where the Fenchel–Legendre transform λ∗(·) is given by Table 4 in respective cases β < 1−bb
and β > 1−bb and when β is larger or less than
(1−a)ρ2
aρ1
. In the case β = 1−bb then we have
λ∗(x) = [max(p1 − aλm, (p2 − (1− a)λm)/β)+ x]
2
2b2
. (38)
Fig. 5 shows graph of x → λ∗(x) in the case β < min( 1−bb , (1−a)ρ2aρ1 ) as well as a representation
of C∗sim(H, β).
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Table 4
The Fenchel–Legendre transform for ruin of both branches.
λ∗(x)
β < min

1−b
b ,
(1−a)ρ2
aρ1
 
[(p2 − (1− a)λm)/β + x]2
2(1− b)2/β2 , x < −
p2
β
+ λ(1− a)m
β
+ c(1− b)
ζβ
[p1 − aλm + x]2
2b2
, x ≥ − p2
β
+ λ(1− a)m
β
+ c(1− b)
ζβ
1−b
b < β ≤ (1−a)ρ2aρ1
[(p2−(1−a)λm)/β+x]2
2(1−b)2/β2
(1−a)ρ2
aρ1
≤ β < 1−bb [p1−aλm+x]
2
2b2
max

1−b
b ,
(1−a)ρ2
aρ1

< β

[p1 − aλm + x]2
2b2
, x < − p2
β
+ λ(1− a)m
β
+ c(1− b)
ζβ
[(p2 − (1− a)λm)/β + x]2
2(1− b)2/β2 , x ≥ −
p2
β
+ λ(1− a)m
β
+ c(1− b)
ζβ
Fig. 5. The Fenchel–Legendre transform in the case of ruin of both branches and constant C∗sim(H, β).
Proof. We use again Theorem 1. The proof follows closely that of Theorem 3 for proving (i) as
well as the first part of (ii).
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Proving (i). Again by the fact that safety loadings ρ1 and ρ2 are positive, one sees from Table 3
that λ(θ) is indeed negative for small values of θ .
Proving first part of (ii). With notation in the present context Z t = min(A1t , A2t ), by using the
fact that for all functions f (·) and g(·) and any a < b, we have this time min( f (t), g(t)) −
min( f (a), g(a)) ≤ max( f (t)− f (a), g(t)− g(a)) for t ∈ [a, b), hence
Z∗n − Zn = sup
t∈[n,n+1)
min(A1t , A
2
t )−min(A1n, A2n)
≤ sup
t∈[n,n+1)
max(A1t − A1n, A2t − A2n)
≤ sup
t∈[n,n+1)
(A1t − A1n)+ sup
t∈[n,n+1)
(A2t − A2n)
and we conclude similarly as in proof of Theorem 3.
Continuity and expression of the Fenchel–Legendre transform. We will only consider the case
β < 1−bb and β <
(1−a)ρ2
aρ1
⇐⇒ c > 0, other cases being easily inferred, and endeavor to find
and explicit expression of λ∗(x) for all x ∈ (0,+∞), which will yield continuity on this domain
by convexity. We will use again the notation θ (i)x , i = 1, 2 defined in (18) which here simplify in
our present case, since p¯i = pi and E(S1) = λm, in
θ (1)x =
p1 − aλm + x
b2
, θ (2)x =
(p2 − (1− a)λm)/β + x
(1− b)2/β2 , (39)
in which case polynomial functions
g(1)x : θ → (x + p1 − λam)θ − b2
θ2
2
,
g(2)x : θ →

x + p2
β
− λ(1− a)m
β

θ − (1− b)2 θ
2
2β2
attain their maximum respectively at θ (1)x and θ
(2)
x , and which are respectively equal to
[p1 − aλm + x]2
2b2
,
[(p2 − (1− a)λm)/β + x]2
2(1− b)2/β2 . (40)
Thanks to expression of λ(θ) in Table 3, we now write λ∗(x) in the following way:
λ∗(x) = sup
θ
{xθ − λ(θ)}
= max
 sup
θ<
cβ
ζ(1−b)

x + p2
β
− λ(1− a)m
β

θ − (1− b)2 θ
2
2β2
,
sup
cβ
ζ(1−b)≤θ≤ cζb

x + p2
β
− 1− a
β
λm − (1− b)c
βζ

θ + c
2
2ζ 2
,
sup
θ> c
ζb
(x + p1 − λam)θ − b2 θ
2
2
 , (41)
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and take on determining each supremum appearing in (41). Since g(2)x is increasing on
(−∞, θ (2)x ) and decreasing on (θ (2)x ,+∞), it is easy to see that
sup
θ<
cβ
ζ(1−b)

x + p2
β
− λ(1− a)m
β

θ − (1− b)2 θ
2
2β2
= sup
θ<
cβ
ζ(1−b)
g(2)x (θ)
=

g(2)x (θ
(2)
x ), θ
(2)
x <
cβ
ζ(1− b)
g(2)x

cβ
ζ(1− b)

, θ (2)x ≥
cβ
ζ(1− b) ,
which, thanks to (40), and since θ (2)x <
cβ
ζ(1−b) ⇐⇒ x < − p2β + λ(1 − a)mβ + c(1−b)ζβ , reads
after a bit of computation
sup
θ<
cβ
ζ(1−b)

x + p2
β
− λ(1− a)m
β

θ − (1− b)2 θ
2
2β2
=

[(p2 − (1− a)λm)/β + x]2
2(1− b)2/β2 , x < −
p2
β
+ λ(1− a)m
β
+ c(1− b)
ζβ
x + p2
β
− 1− a
β
λm

cβ
ζ(1− b) −
c2
2ζ 2
, x ≥ − p2
β
+ λ(1− a)m
β
+ c(1− b)
ζβ
.
(42)
Since θ → (x + p2
β
− 1−a
β
λm − (1−b)c
βζ
)θ − c2
2ζ 2
is either increasing or decreasing according to
whether its slope x + p2
β
− 1−a
β
λm − (1−b)c
βζ
is negative or positive, the second supremum on the
righthandside of (41) verifies
sup
cβ
ζ(1−b)≤θ≤ cζb

x + p2
β
− 1− a
β
λm − (1− b)c
βζ

θ + c
2
2ζ 2
=


x + p2
β
− 1− a
β
λm − (1− b)c
βζ

cβ
ζ(1− b) +
c2
2ζ 2
,
x < − p2
β
+ λ(1− a)m
β
+ c(1− b)
ζβ
x + p2
β
− 1− a
β
λm − (1− b)c
βζ

c
ζb
+ c
2
2ζ 2
,
x ≥ − p2
β
+ λ(1− a)m
β
+ c(1− b)
ζβ
.
(43)
Similar considerations yield that third supremum on the righthandside of (41) verifies, similarly
to (42),
sup
θ> c
ζb
(x + p1 − λam)θ − b2 θ
2
2
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=

(x + p1 − aλm) c
ζb
− c
2
2ζ 2
, x < −p1 + λam + b c
ζ
[p1 − aλm + x]2
2b2
, x ≥ −p1 + λam + b c
ζ
.
(44)
A short calculation using (35), and already used in proof of Proposition 10, showed that
p1 − aλm − b cζ = p2β − 1−aβ λm − (1−b)cβζ . Thus (43) may be written in the following way
sup
cβ
ζ(1−b)≤θ≤ cζb

x + p2
β
− 1− a
β
λm − (1− b)c
βζ

θ + c
2
2ζ 2
=


x + p1 − aλm − b c
ζ

cβ
ζ(1− b) +
c2
2ζ 2
,
x < − p2
β
+ λ(1− a)m
β
+ c(1− b)
ζβ
x + p2
β
− 1− a
β
λm − (1− b)c
βζ

c
ζb
+ c
2
2ζ 2
,
x ≥ − p2
β
+ λ(1− a)m
β
+ c(1− b)
ζβ
.
(45)
We now compare Expressions (42), (44) and (45) in the case x ≥ − p2
β
+ λ(1− a)m
β
+ c(1−b)
ζβ
=
−p1 + aλm + b cζ and prove that, when x verifies this condition then we have that (42) ≤ (45)
≤ (44). This will yield the expression of λ∗(x) when x ∈ [− p2
β
+ λ(1 − a)m
β
+ c(1−b)
ζβ
,+∞),
expression on (0,− p2
β
+ λ(1 − a)m
β
+ c(1−b)
ζβ
) being obtained similarly. First, on x ≥ − p2
β
+
λ(1− a)m
β
+ c(1−b)
ζβ
(42) is equal to
x + p2
β
− 1− a
β
λm

cβ
ζ(1− b) −
c2
2ζ 2
=

x + p2
β
− 1− a
β
λm − c(1− b)
ζβ

cβ
ζ(1− b) +
c2
2ζ 2
which, combined with the fact that cβ
ζ(1−b) ≤ cbζ and x + p2β − 1−aβ λm − c(1−b)ζβ ≥ 0, indeed
yields (42) ≤ (45). Besides, one can check that (44) is a differentiable convex function in
x . Since we have relation − p2
β
+ λ(1 − a)m
β
+ c(1−b)
ζβ
= −p1 + aλm + b cζ , and as (44)
is linear on (−∞,−p1 + λam + b cζ ) = (−∞,− p2β + 1−aβ λm + (1−b)cβζ ) and quadratic
on (−p1 + λam + b cζ ,+∞) = (− p2β + 1−aβ λm + (1−b)cβζ ,+∞), its tangent at point x =
− p2
β
+ 1−a
β
λm + (1−b)c
βζ
is below the graph of the function on (− p2
β
+ 1−a
β
λm + (1−b)c
βζ
,+∞).
Since this tangent has precisely for equation (x + p1−aλm) cζb − c
2
2ζ 2
(i.e. the expression of (44)
for x < − p2
β
+ λ(1− a)m
β
+ c(1−b)
ζβ
), we then have on x ≥ − p2
β
+ λ(1− a)m
β
+ c(1−b)
ζβ
(44) ≥ (x + p1 − aλm) c
ζb
− c
2
2ζ 2
=

x + p1 − aλm − b c
ζ

c
ζb
+ c
2
2ζ 2
=

x + p2
β
− 1− a
β
λm − (1− b)c
βζ

c
ζb
+ c
2
2ζ 2
= (45),
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again using relation − p2
β
+ λ(1 − a)m
β
+ c(1−b)
ζβ
= −p1 + aλm + b cζ , which completes the
proof. 
As in Remark 5, we discuss on the practical computation of constant C∗sim(H, β) appearing
in Theorem 11, which may appear complicated at first sight. As usual we only consider case
β < 1−bb and c > 0. Let us note from Table 4 that
C∗sim(H, β) = infz>0 z
−(2−2H)λ∗(z) = min(J1, J2),
J1 := inf
z∈(0,− p2
β
+λ(1−a)m
β
+ c(1−b)
ζβ
)
z−(2−2H) [(p2 − (1− a)λm)/β + z]
2
2(1− b)2/β2 ,
J2 := inf
z∈(− p2
β
+λ(1−a)m
β
+ c(1−b)
ζβ
,+∞)
z−(2−2H) [p1 − aλm + z]
2
2b2
.
Since J1 and J2 are infimums of simple functions, they are easily computable numerically, hence
infz>0 z−(2−2H)λ∗(z) is easily obtained practically.
Appendix
A.1. Proof of Lemma 7
We focus on determining λ1(θ) = limt→∞ 1t2−2H lnE(eθ t
1−2H A1t ), which will of course
give similarly expression of λ2(θ) = limt→∞ 1t2−2H lnE(eθ t
1−2H A2t ). Let us write that, by
independence of {St , t ≥ 0} and {J (t), t ≥ 0} from {Bt , t ≥ 0}, and from (10),
E(eθ t
1−2H A1t ) = E(eθ t1−2H [−
 t
0 p1(J (s))ds+aSt ]).E(eθ t1−2H bBt ). (A.1)
Since Bt is N (0, t2H ) distributed, we have that E(eθ t1−2H bBt ) = eb2θ2t2−2H /2. As to the other
term, we have, using Lemma 6 with α = θ t1−2H that
E(eθ t
1−2H [−  t0 p1(J (s))ds+aSt ]) = πeF(θ t1−2H )t1 (A.2)
where we recall that F(·) is defined in (13). We then have from (A.1) and (A.2) that
lim
t→∞
1
t2−2H
lnE(eθ t
1−2H A1t ) =

lim
t→∞
1
t2−2H
ln(πeF(θ t
1−2H )t1)

+ b2 θ
2
2
, (A.3)
and now focus on determining limt→∞ 1t2−2H ln(πe
F(θ t1−2H )t1). This is done in several steps.
Step 1. Let us set, for all α ≥ 0, Aα := eF(α) where F(α) is given by (13). Since Q ◦ ϕ(α) has
non-negative off-diagonal coefficients and Q is the infinitesimal matrix of the irreducible Markov
chain {J (s), s ≥ 0}, it is standard that Aα is positive and irreducible for all α ≥ 0. By Theorem
8.4.4 p. 508 of [13], there exists a positive eigenvalue ρ(Aα) of Aα of maximal modulus which is
simple. Besides, by Perron–Frobenius theory, F(α) admits a unique real and simple eigenvalue
µ(α) with maximal real part, which verifies ρ(Aα) = eµ(α). Let us set xα = (x1α, . . . , x Kα )′ and
yα = (y1α, . . . , yKα )′ the unique eigenvectors of matrices Aα and A′α associated to ρ(Aα) that
satisfy x ′α1 =

i x
i
α = 1 and x ′α yα =

i x
i
α y
i
α = 1 (such normalizations are possible thanks to
the fact that such two eigenvectors always have entries of the same sign and satisfy x ′α yα > 0, see
Problem 1 p. 501 of [13]), and let Lα := xα y′α ∈ RK×K , a matrix with positive entries. First note
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that since α → Aα is (infinitely) differentiable, eigenvalue ρ(Aα) is (infinitely) differentiable
with respect to parameter α. Indeed, since ρ(Aα) is simple, we may write characteristic function
of Aα in the form χ(α, z) = det(Aα − z I ) = (ρ(Aα) − z) f (z) an infinitely differentiable
function in (α, z), that verifies f (ρ(Aα)) ≠ 0; we may then conclude by using the implicit
function theorem, as we have ∂
∂zχ(α, ρ(Aα)) = − f (ρ(Aα)) ≠ 0.
Let us now prove that α → (xα, yα) ∈ R2K is continuous in the neighborhood of 0. For this we
use the fact that xα and yα are completely determined by the following set of equations:
(Aα − ρ(Aα)I )xα = 0RK
(Aα − ρ(Aα)I )′yα = 0RK
x ′α1 = 1
x ′α yα = 1.
(A.4)
We know that, since ρ(A0) is simple, matrix A0 − ρ(A0)I is of rank K − 1, hence there exists
i0 and j0 such that (K − 1) × (K − 1) matrix M˜0 obtained by removing the i0th row and j0th
column of A0 − ρ(A0)I is invertible, i.e. det M˜0 ≠ 0. Let M˜α obtained by removing the same
i0th row and j0th column of Aα − ρ(Aα)I , and A˜α ∈ R(K−1)×K by removing the i0th row of
Aα − ρ(Aα)I . Note that A˜0 is then of rank K − 1. det M˜0 ≠ 0 yields by continuity the existence
of some η0 > 0 such that det M˜α ≠ 0 for all α ∈ [0, η0], which in turns entails that A˜α is of rank
K − 1 for all α ∈ [0, η0]. In the same manner, there exists l0 such that Aˆα ∈ R(K−1)×K obtained
by removing l0th row of A′α − ρ(Aα)I is of rank K − 1 for α lying in [0, η0] for a possibly
smaller η0. Thus on α ∈ [0, η0] (A.4) may be replaced by the following set

A˜αxα = 0RK−1
Aˆα yα = 0RK−1
x ′α1 = 1
x ′α yα = 1
⇐⇒ G(α, xα, yα) = 0R2K (A.5)
where G : (α, x, y) → ( A˜αx, Aˆα y, x ′1 − 1, x ′y − 1) is an R2K+1 −→ R2K differentiable
function. To prove that α → (xα, yα) ∈ R2K is differentiable (hence continuous) at α = 0,
we make use again of the implicit function theorem. Indeed, it is sufficient to prove that
∂2K
∂x∂y G(α, xα, yα) is an invertible R
2K×2K matrix at α = 0. In fact, we will prove the stronger
fact that it is actually invertible at each α ∈ [0, η0], yielding continuity on this interval. But it is
easy to check that
∂2K
∂x∂y
G(α, xα, yα) =

A˜α 0R(K−1)×K
0R(K−1)×K Aˆα
1′ 0′RK
y′α x ′α
 (A.6)
where we recall that 1 is a vector column with 1’s, of appropriate dimension. To prove that it is
indeed invertible, we pick u and v in RK such that ∂
2K
∂x∂y G(α, xα, yα).(u, v) = 0. From (A.6) this
reads
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A˜αu = 0RK−1
Aˆαv = 0RK−1
1′u = 0
y′αu + x ′αv = 0.
Then u is an eigenvector of Aα associated to ρ(Aα) so is proportional to xα; the fact that
1′u = 0 necessarily entails that u = 0RK . Besides, Aˆαv = 0RK−1 means that v is proportional
to yα; and y′αu + x ′αv = x ′αv = 0 implies that v = 0RK necessarily. Thus we have shown
that ∂
2K
∂x∂y G(α, xα, yα).(u, v) = 0 implies (u, v) = (0RK , 0RK ), i.e. that ∂
2K
∂x∂y G(α, xα, yα) is
invertible. All in all we have proved that α → (xα, yα) is continuous on [0, η0].
Step 2. The fact that α → (xα, yα) is continuous on [0, η0] entails in turn continuity of
α → Lα = xα y′α on the same interval. Let us note also that F(0) = Q, hence A0 = eQ ,
x0 = π ′ and y0 = 1. By Theorem 8.2.8 p. 499 of [13] we have that [ρ(Aα)−1 Aα]m → Lα as
m →∞. In particular, for α = 0 (and remembering that ρ(A0) = 1), there exists k0 such that
|||[ρ(A0)−1 A0]k0 − L0|||∞ = |||Ak00 − L0|||∞ < 1/2,
where matrix norm |||.|||∞ is defined by |||M |||∞ = max1≤i≤n nj=1 |mi j |. We recall that this norm
enjoys the nice sub-multiplicative property |||M.N |||∞ ≤ |||M |||∞.|||N |||∞.
By continuity of α → Aα , α → Lα , α → ρ(Aα) (and since ρ(A0) = 1), there thus exists an ε0
(that may depend on k0 and that we will suppose less than η0 from now on) such that
|||[ρ(Aα)−1 Aα]k0 − Lα|||∞ < 1/2, ∀α ∈ [0, ε0]. (A.7)
Let us then set Aα,0 := Ak0α = ek0 F(α). We endeavor to prove in this Step that α → ln(π A
t
α1)
t
uniformly converges towards α → µ(α) on [0, ε0] as t →+∞. We first recall that from Lemma
8.2.7(b) and (e) p. 498 of [13] the following useful facts
Lmα = Lα, Amα − ρ(Aα)m Lmα = (Aα − ρ(Aα)Lα)m, (A.8)
for all m ∈ N. Remembering that ek0mµ(α) = Ak0mα = Amα,0, and since ρ(Amα,0) = ρ(Ak0mα ) =
ρ(Ak0α )m = ρ(Aα,0)m , using (A.8), (A.7) as well as submultiplicativity of the norm, when
α ∈ [0, ε0],
|||[ρ(Aα,0)−1 Aα,0]m − Lα|||∞ = |||[ρ(Aα,0)−1 Aα,0]m − Lk0mα |||∞
= |||[ρ(Aα,0)−1 Aα,0 − Lk0α ]m |||∞
≤ |||ρ(Aα,0)−1 Aα,0 − Lk0α |||m∞
= |||ρ(Aα,0)−1 Aα,0 − Lα|||m∞
= |||[ρ(Aα)−1 Aα]k0 − Lα|||m∞ < 1/2m . (A.9)
Having established these inequalities, we move on to proving the uniform convergence of
α → ln(π Atα1)t as t → +∞. It is easy to check that for all matrix M = (mi j ) we have that
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|πM1| ≤ |||M |||∞. We then obtain the following set of inequalities ln(π Atα1)t − µ(α)
 = 1t | ln(π Atα1)− tµ(α)| = 1t | ln(π Atα1)− ln(etµ(α))|
= 1
t
| ln(π Atα1)− ln(ρ(Aα)t )|
= 1
t
ln π Atα1ρ(Aα)t

= 1
t
ln
1+ π Atα1ρ(Aα)t − πLα1
πLα1
+ lnπLα1

≤ 1
t
ln
1+ π Atα1ρ(Aα)t − πLα1
πLα1
+ 1t | lnπLα1|
≤ 1
t

π Atα1
ρ(Aα)t
− πLα1
πLα1
 · c
 π Atα1ρ(Aα)t − πLα1
πLα1
+ 1
t
| lnπLα1| (A.10)
 π Atα1ρ(Aα)t − πLα1
 = |π([ρ(Aα)−1 Aα]t − Lα)1| ≤ |||[ρ(Aα)−1 Aα]t − Lα|||∞, (A.11)
where we used the increment theorem to obtain ln(1 + u) = u.c(u) for |u| < 1, where
c(u) = 1/(1 + ξu) for some ξu ∈ (−|u|, |u|), and where we recall that Atα = et F(α) is indeed
well defined for t ∈ R. Denoting by ⌊x⌋ the integer part of x , we then write
|||[ρ(Aα)−1 Aα]t − Lα|||∞
= |||[ρ(Aα)−1 Aα]k0·t/k0 − Lα|||∞
≤ |||[ρ(Aα)−1 Aα]k0.t/k0 − [ρ(Aα)−1 Aα]k0·⌊t/k0⌋|||∞
+ |||[ρ(Aα)−1 Aα]k0·⌊t/k0⌋ − Lα|||∞
= |||[ρ(Aα)−1 Aα]k0.⌊t/k0⌋ · ([ρ(Aα)−1 Aα]k0·(t/k0−⌊t/k0⌋) − I )|||∞
+ |||[ρ(Aα,0)−1 Aα,0]⌊t/k0⌋ − Lα|||∞. (A.12)
Since norm |||.|||∞ is submultiplicative, first term of righthandside of (A.12) verifies
|||[ρ(Aα)−1 Aα]k0·⌊t/k0⌋ · ([ρ(Aα)−1 Aα]k0·(t/k0−⌊t/k0⌋) − I )|||∞
≤ |||[ρ(Aα)−1 Aα]k0·⌊t/k0⌋|||∞ · |||[ρ(Aα)−1 Aα]k0·(t/k0−⌊t/k0⌋) − I |||∞
= |||[ρ(Aα,0)−1 Aα,0]⌊t/k0⌋|||∞ · |||[ρ(Aα)−1 Aα]k0·(t/k0−⌊t/k0⌋) − I |||∞
≤ sup
m∈N, α∈[0,ε0]
|||[ρ(Aα,0)−1 Aα,0]m |||∞ · sup
0≤v≤1, α∈[0,ε0]
|||[ρ(Aα)−1 Aα]k0v − I |||∞
:= C1(ε0) · C2(ε0). (A.13)
Using (A.9), C1(ε0) verifies
C1(ε0) ≤ sup
m∈N, α∈[0,ε0]
[|||[ρ(Aα,0)−1 Aα,0]m − Lα|||∞ + |||Lα|||∞]
≤ sup
m∈N, α∈[0,ε0]
[1/2m + |||Lα|||∞] ≤ 1+ sup
α∈[0,ε0]
|||Lα|||∞.
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By continuity, we may pick a smaller ε0 and thus shrink interval [0, ε0] such that supα∈[0,ε0]|||Lα|||∞ ≤ 2|||L0|||∞, so that we have
C1(ε0) ≤ 1+ 2|||L0|||∞. (A.14)
As to C2(ε0), since (α, v) → [ρ(Aα)−1 Aα]k0v − I is uniformly continuous on [0, ε0] × [0, 1]
and vanishes at (α, v) = (0, v), and letting L inf := infα∈[0,ε0] πLα1 > 0, we may suppose (up to
again picking an even smaller ε0) that
C2(ε0) ≤ L inf2(1+ 2|||L0|||∞) . (A.15)
Because of (A.9), second term in righthandside of (A.12) is bounded by 1/2⌊t/k0⌋, which,
gathered with (A.13), (A.14), (A.15), and plugged into (A.11), yields the following uniform
bound in t ∈ R and α ∈ [0, ε0]:
π Atα1
ρ(Aα)t
− πLα1
πLα1
 ≤ C1(ε0) · C2(ε0)+ 1/2
⌊t/k0⌋
L inf
≤ 1/2+ 1/(2⌊t/k0⌋L inf), (A.16)
which, plugged into (A.10), and using inequalities c(u) ≤ 1/(1− |u|) and, yields ln(π Atα1)t − µ(α)
 ≤ 1t 1/2+ 1/(2⌊t/k0⌋L inf)1− (1/2+ 1/(2⌊t/k0⌋)L inf) + 1t | ln Lsup| (A.17)
where Lsup := supα∈[0,ε0] πLα1. (A.17) is then a uniform bound in α ∈ [0, ε0] that tends to 0 as
t →+∞, t ∈ R.
Step 3. We now prove that
lim
t→∞
1
t2−2H
ln(πeF(θ t
1−2H )t1) = lim
t→∞
1
t2−2H
ln(π At
θ t1−2H 1) = θ(− p¯1 + aE(S1)). (A.18)
Let t be great enough such that θ t1−2H ∈ [0, ε0]. We have that
1
t2−2H
ln(π At
θ t1−2H 1) =
1
t1−2H

ln(π At
θ t1−2H 1)
t
− µ(θ t1−2H )

+ µ(θ t
1−2H )
t1−2H
. (A.19)
We study each term on the righthandside of (A.19). Using bound (A.17) with α = θ t1−2H ∈
[0, ε0], we get that
1
t1−2H
 ln(π A
t
θ t1−2H 1)
t
− µ(θ t1−2H )
 ≤ 1t2−2H 1/2+ 1/(2⌊t/k0⌋L inf)1− (1/2+ 1/(2⌊t/k0⌋)L inf)
+ 1
t2−2H
| ln Lsup| −→ 0, t →+∞.
Now since µ(0) = 0, second term in righthandside of (A.19) verifies
µ(θ t1−2H )
t1−2H
−→ θµ′(0+), t →+∞.
From Corollary 2.7 p. 313 of [2], we have that µ′(0+) = limt→∞ 1t E(−
 t
0 p1(J (s))ds+aSt ) =− p¯1+aE(S1) = − p¯1+ai, j πi qi j mi j . This yields (A.18). From (A.3), expression of λ1(θ) in
(6) follows. Since expression of λ2(θ) is obtained similarly, this concludes proof of the lemma.
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A.2. Proof of Proposition 10
We start by splitting the expectation in the form E(eθ t1−2H Zt ) = Q1(t)+ Q2(t) where
Q1(t) := E(eθ t1−2H A1t 1{A2t ≥A1t }), Q2(t) := E(e
θ t1−2H A2t 1{A2t <A1t }).
However, contrarily to the case of Proposition 8 (i.e. for ruin of one of the branches) where the
corresponding expectation E(eθ t1−2H Zt ) = P1(t)+ P2(t) was treated globally, each term Qi (t),
i = 1, 2, needs to be studied separately. We will suppose w.l.o.g. that ζ > 0 ⇐⇒ β < 1−bb , the
case β > 1−bb being treated similarly. Case β = 1−bb will be treated at the end. Since Q1(t) and
Q2(t) have similar expression we only treat term Q1(t). We first note that, since Bt isN (0, t2H )
distributed and independent from jump process {St , t ≥ 0}, we have, in the case when ζ > 0,
Q1(t) = Ee−θ t2−2H p1+aθ t1−2H St 1√
2π
 ∞
δSt−γ t
ζ t H
ebθ t
1−H ze−z2/2dz
= Ee−θ t2−2H p1+aθ t1−2H St 1√
2π
 ∞
δSt−(γ+c)t
ζ t H
ebθ t
1−H (z+ct1−H /ζ )e−(z+ct1−H /ζ )2/2
= Ee−θ t2−2H p1+aθ t1−2H St 1√
2π
 ∞
δSt−(γ+c)t
ζ t H
e−
1
2 [(z−(bθ−c/ζ )t1−H )2−b2θ2t2−2H ]dz
= Ee−θ t2−2H p1+aθ t1−2H St eb2θ2t2−2H /2 1√
2π
 ∞
δSt−(γ+c)t
ζ t H
e−
1
2 (z−(bθ−c/ζ )t1−H )2dz
= Ee−θ t2−2H p1+aθ t1−2H St eb2θ2t2−2H /2 1√
2π
 ∞
δSt−(γ+c)t
ζ t H
−(bθ− c
ζ
)t1−H
e−z2/2dz
= Ee−θ t2−2H p1+aθ t1−2H St eb2θ2t2−2H /2Φ¯

δSt − (γ + c)t
ζ t H
−

bθ − c
ζ

t1−H

= e(−θp1+b2θ2/2)t2−2HEeaθ t1−2H St Φ¯

δSt − (γ + c)t
ζ t H
−

bθ − c
ζ

t1−H

(A.20)
where we have used a change of variable z := z − ct1−H/ζ in the integral, and writing
bθ t1−H (z + ct1−H/ζ ) − (z + ct1−H/ζ )2/2 = − 12 [(z − (bθ − c/ζ )t1−H )2 − b2θ2t2−2H ].
Intuitively, one sees from (A.20) that behavior of Q1(t) as t →+∞ will depend on behavior of
term Φ¯( δSt−(γ+c)t
ζ t H
− (bθ − c
ζ
)t1−H ), which in turn will depend on sign of bθ − c
ζ
, as δSt−(γ+c)t
ζ t H
is centered for all t from (35). This justifies the following case-by-case study.
Case bθ − c
ζ
> 0. Since H is larger than 1/2, one has that δSt−(γ+c)t
ζ t H
does not morally stand too
far from 0 as t → +∞. Thus, Φ¯( δSt−(γ+c)t
ζ t H
− (bθ − c
ζ
)t1−H ) does not seem too far from 1 and
one would expect from (A.20) that Q1(t) be equivalent to e(−θp1+b
2θ2/2)t2−2HE(eaθ t1−2H St ). This
intuition is made more precise in the following. We write
E(eaθ t
1−2H St )− E

eaθ t
1−2H St Φ¯

δSt − (γ + c)t
ζ t H
−

bθ − c
ζ

t1−H

= Eeaθ t1−2H StΦ

δSt − (γ + c)t
ζ t H
−

bθ − c
ζ

t1−H

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= Eeaθ t1−2H StΦ

δSt − (γ + c)t
ζ t H
−

bθ − c
ζ

t1−H

1{δSt−(γ+c)t<(bθ− cζ −κ)t} (A.21)
+ Eeaθ t1−2H StΦ

δSt − (γ + c)t
ζ t H
−

bθ − c
ζ

t1−H

×1{δSt−(γ+c)t≥(bθ− cζ −κ)t} (A.22)
where κ ∈ (0, bθ − c
ζ
) is arbitrary. We need to prove that (A.21) and (A.22) are o(E(eaθ t1−2H St ))
as t →∞. This is true for (A.21), as
(A.21) ≤ Eeaθ t1−2H StΦ(−κt1−H )1{δSt−(γ+c)t<

bθ− c
ζ
−κ

t}
≤ E(eaθ t1−2H St ).Φ(−κt1−H ) = o(E(eaθ t1−2H St )).
As to (A.22), the fact that Φ(·) is bounded by 1 and the Cauchy Schwartz inequality implies
(A.22) ≤ E(e2aθ t1−2H St )1/2P

δSt − (γ + c)t ≥

bθ − c
ζ
− κ

t
1/2
. (A.23)
Thus proving that (A.22) is an o(E(eaθ t1−2H St )) amounts to show that the following quotient
tends to 0 as t →+∞ (remember that E(ex St ) = eλt[ϕ(x)−1] for all x ∈ R):
E(e2aθ t1−2H St )1/2P

δSt − (γ + c)t ≥

bθ − c
ζ
− κ

t
1/2
E(eaθ t1−2H St )
= P

δSt − (γ + c)t ≥

bθ − c
ζ
− κ

t
1/2
eλt[ϕ(2aθ t1−2H )/2+1/2−ϕ(aθ t1−2H )]. (A.24)
By the Taylor expansion ϕ(2aθ t1−2H )/2+1/2−ϕ(aθ t1−2H ) = 3ϕ′′(0)a2θ2t2−4H/2+o(t2−4H )
we have that (A.24) is bounded by
P

δSt − (γ + c)t ≥

bθ − c
ζ
− κ

t
1/2
eλt[3ϕ′′(0)a2θ2t2−4H /2+o(t2−4H )]
= P

δSt − (γ + c)t ≥

bθ − c
ζ
− κ

t
1/2
e3λϕ
′′(0)a2θ2t3−4H /2+o(t3−4H ). (A.25)
Now the fact that H ∈ (5/6, 1) in particular implies that t3−4H tends to 0 as t →+∞. Since by
the Law of Large Number P(δSt − (γ + c)t ≥ (bθ − cζ − κ)t) −→ 0, this entails that (A.24)
tends to 0, i.e. (A.22) is an o(E(eaθ t1−2H St )).
All in all, we have proved that (A.21) and (A.22) are o(E(eaθ t1−2H St )), which implies from
(A.20) that we have
bθ − c
ζ
> 0 H⇒ Q1(t)− e(−θp1+b2θ2/2)t2−2HEeaθ t1−2H St
= o(e(−θp1+b2θ2/2)t2−2HEeaθ t1−2H St ). (A.26)
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Note that this can be made more precise using Eeaθ t1−2H St = eλt[ϕ(aθ t1−2H )−1] =
eλt[aθϕ′(0)t1−2H+o(t1−2H )] = eλaθmt2−2H+o(t2−2H ), as we have
Q1(t) ∼ e[(−p1+λam)θ+b2θ2/2]t2−2H+o(t2−2H ), bθ − c
ζ
> 0. (A.27)
Case bθ − c
ζ
< 0. As in the previous case, and looking at (A.20), the fact that δSt−(γ+c)t
ζ t H
0
is “not too far from 0” and bθ − c
ζ
< 0 imply that this time Φ¯( δSt−(γ+c)t
ζ t H
− (bθ − c
ζ
)t1−H )
intuitively tends to 0, and this suggests that Q1(t) is equivalent to e(−θp1+b
2θ2/2)t2−2H Φ¯(−(bθ −
c
ζ
)t1−H )Eeaθ t1−2H St . More precisely, we write
E

eaθ t
1−2H St Φ¯

δSt − (γ + c)t
ζ t H
−

bθ − c
ζ

t1−H

−E

eaθ t
1−2H St Φ¯

−

bθ − c
ζ

t1−H

= Eeaθ t1−2H St

Φ¯

δSt − (γ + c)t
ζ t H
−

bθ − c
ζ

t1−H

− Φ¯

−

bθ − c
ζ

t1−H

1{| δSt−(γ+c)t
ζ t |≤κt } (A.28)
+ Eeaθ t1−2H St

Φ¯

δSt − (γ + c)t
ζ t H
−

bθ − c
ζ

t1−H

− Φ¯

−

bθ − c
ζ

t1−H

1{| δSt−(γ+c)t
ζ t |>κt } (A.29)
where κt > 0 will be chosen later on such that κt → 0 as t → +∞. We prove
that (A.28) and (A.29) are o(E(eaθ t1−2H St )Φ¯(−(bθ − c
ζ
)t1−H )). Remembering that Φ¯ is the
complementary c.d.f. of the standard normal distribution, and using inequality |  y2y1 φ(x)dx | ≤
max[φ(y1), φ(y2)].|y2 − y1| when y1, y2 are positive numbers, we have for t large enough such
that −κt − (bθ − c/ζ ) ≥ 0 (remember that κt tends to 0)
|(A.28)| ≤ Eeaθ t1−2H St

 δSt−(γ+c)t
ζ t H
−(bθ− c
ζ
)t1−H
−(bθ− c
ζ
)t1−H
φ(x)dx
1{| δSt−(γ+c)tζ t |≤κt }
≤ Eeaθ t1−2H St max

φ

δSt − (γ + c)t
ζ t H
−

bθ − c
ζ

t1−H

, Z

−

bθ − c
ζ

t1−H

×
 δSt − (γ + c)tζ t H
1{| δSt−(γ+c)t
ζ t |≤κt }
≤ E

eaθ t
1−2H St1{| δSt−(γ+c)t
ζ t |≤κt }

× max[φ((−κt − (bθ − c/ζ ))t1−H ), φ(−(bθ − c/ζ )t1−H )].κt t1−H
≤ E(eaθ t1−2H St ) ·max[φ((−κt − (bθ − c/ζ ))t1−H ), φ(−(bθ − c/ζ )t1−H )] · κt t1−H . (A.30)
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Then, proving that (A.28) is an o(E(eaθ t1−2H St )Φ¯(−(bθ − c
ζ
)t1−H )) amounts to prove, thanks
to (A.30) and using (4), that the following tends to 0 for a suitable choice of κt
(A.28)
E(eaθ t1−2H St )Φ¯

−

bθ − c
ζ

t1−H

≤ max[φ((−κt − (bθ − c/ζ ))t
1−H ), φ(−(bθ − c/ζ )t1−H )].κt t1−H
Φ¯

−

bθ − c
ζ

t1−H

× ∼t→∞−(bθ − c/ζ )t1−H
× max[φ((−κt − (bθ − c/ζ ))t
1−H ), φ(−(bθ − c/ζ )t1−H )].κt t1−H
φ(−(bθ − c/ζ )t1−H )
= −(bθ − c/ζ )t2−2Hκt max

φ((−κt − (bθ − c/ζ ))t1−H )
φ(−(bθ − c/ζ )t1−H ) , 1

. (A.31)
One sees that a sufficient condition for (A.31) to tend to zero is that κt verifies t2−2Hκt −→ 0
and that φ((−κt−(bθ−c/ζ ))t
1−H )
φ(−(bθ−c/ζ )t1−H ) is bounded as t →∞. But
φ((−κt − (bθ − c/ζ ))t1−H )
φ(−(bθ − c/ζ )t1−H ) = e
− 12 [(−κt−(bθ−c/ζ ))2−(bθ−c/ζ )2]t2−2H
= e− 12 [−κt (−κt−2(bθ−c/ζ ))]t2−2H . (A.32)
Taking κt = t−h , one sees that (A.32) is bounded and t2−2Hκt −→ 0 iff−h+2−2H < 0 ⇐⇒
h > 2− 2H . Finally, we have proved that (A.28) is an o(E(eaθ t1−2H St )Φ¯(−(bθ − c
ζ
)t1−H )) if
κt = t−h, h > 2− 2H. (A.33)
Keeping in mind that this condition has to be satisfied, we now move on to (A.29). Bounding
crudely by 2 quantity |Φ¯( δSt−(γ+c)t
ζ t H
− (bθ − c
ζ
)t1−H )− Φ¯(−(bθ − c
ζ
)t1−H )|, and using Cauchy
Schwartz then Chernoff’s inequality, we get
|(A.29)| ≤ 2E(e2aθ t1−2H St )1/2.P
δSt − (γ + c)tζ t
 > κt1/2
= 2E(e2aθ t1−2H St )1/2.P(|δSt − (γ + c)t | > κt |ζ |t)1/2
≤ 2E(e2aθ t1−2H St )1/2.e−νtκt t |ζ |/2E(eνt |δSt−(γ+c)t |)1/2 (A.34)
where νt > 0 has again to be chosen carefully such that limt→∞ νt = 0. Using inequality
e|x | ≤ ex + e−x , we get that E(eνt |δSt−(γ+c)t |) ≤ E(eνt (δSt−(γ+c)t)) + E(eνt (−δSt+(γ+c)t)) =
e−(γ+c)t eλt[ϕ(νt δ)−1] + e(γ+c)t eλt[ϕ(−νt δ)−1]. Using a Taylor expansion ϕ(−νtδ) − 1 =
−ϕ′(0)νtδ + ϕ′′(0)ν2t δ2/2 + o(ν2t ) and ϕ(νtδ) − 1 = ϕ′(0)νtδ + ϕ′′(0)ν2t δ2/2 + o(ν2t ) with
ϕ′(0) = m, and recalling that from (35) that γ + c − δλm = 0, we arrive at E(eνt |δSt−(γ+c)t |) ≤
2eλt[ϕ′′(0)ν2t δ2/2+o(ν2t )] = 2eλtϕ′′(0)ν2t δ2/2+o(tν2t ). Then (A.34) can be made more precise:
|(A.29)| ≤ 23/2E(e2aθ t1−2H St )1/2 · e−νtκt t |ζ |/2eλtϕ′′(0)ν2t δ2/4+o(tν2t )· (A.35)
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Thus from (A.35), showing that (A.29) is an o(E(eaθ t1−2H St )Φ¯(−(bθ − c
ζ
)t1−H )) amounts to
show that the following quantity tends to 0
E(e2aθ t1−2H St )1/2 · e−νtκt t |ζ |/2eλtϕ′′(0)ν2t δ2/4+o(tν2t )
E(eaθ t1−2H St )Φ¯

−

bθ − c
ζ

t1−H
 (A.36)
for a suitable choice of νt , that will depend on the choice of κt that was made beforehand in
(A.33), and by estimating and bounding each term of (A.36) appropriately, which we strive to do
now. First, as in bounding Expression (A.24), and using again the same Taylor expansion trick,
we have that
E(e2aθ t1−2H St )1/2
E(eaθ t1−2H St )
= eλt[ϕ(2aθ t1−2H )/2+1/2−ϕ(aθ t1−2H )]
= eλt[3ϕ′′(0)a2θ2t2−4H /2+o(t2−4H )]. (A.37)
Then, plugging (A.37) in (A.36) and using again (4), we have that (A.36) is equal to
eλt[3ϕ′′(0)a2θ2t2−4H /2+o(t2−4H )] e
−νtκt t |ζ |/2eλtϕ′′(0)ν2t δ2/4+o(tν2t )
Φ¯

−

bθ − c
ζ

t1−H

∼t→∞−

bθ − c
ζ

t1−H eλt[3ϕ′′(0)a2θ2t2−4H /2+o(t2−4H )]
× e
−νtκt t |ζ |/2eλtϕ′′(0)ν2t δ2/4+o(tν2t )
φ

−

bθ − c
ζ

t1−H

= −√2π

bθ − c
ζ

t1−H eλt[3ϕ′′(0)a2θ2t2−4H /2+o(t2−4H )]
× e
−νtκt t |ζ |/2+λtϕ′′(0)ν2t δ2/4+o(tν2t )
e−(bθ−c/ζ )2t2−2H /2
= −√2π

bθ − c
ζ

t1−H
× e[3λϕ′′(0)a2θ2t3−4H /2+o(t3−4H )]−νtκt t |ζ |/2+[λtϕ′′(0)ν2t δ2/4+o(tν2t )]+(bθ−c/ζ )2t2−2H /2 (A.38)
which has to tend to zero as t → +∞, i.e. the exponent in the exponential part has to tend
to −∞, in order for (A.29) to be an o(E(eaθ t1−2H St )Φ¯(−(bθ − c
ζ
)t1−H )). This exponent may
seem a bit complicated at first glance, however, remembering that κt = t−h , a closer look at it
reveals that a sufficient condition for (A.38) to tend to zero is that term νtκt t must be such that
νtκt t ≫ t3−4H , νtκt t ≫ tν2t , νtκt t ≫ t2−2H and νtκt t −→ +∞. If we pick νt = t−d then h
and d need to satisfy the following inequalities
νtκt t ≫ t3−4H ⇐⇒ 1− h − d > 3− 4H ⇐⇒ h + d < 4H − 2
νtκt t ≫ tν2t ⇐⇒ 1− h − d > 1− 2d ⇐⇒ h < d
νtκt t ≫ t2−2H ⇐⇒ 1− h − d > 2− 2H ⇐⇒ h + d < 2H − 1
νtκt t −→ +∞ ⇐⇒ 1− h − d > 0 ⇐⇒ h + d < 1.
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Since 4H − 2 > 2H − 1 and 1 > 2H − 1 when 1 > H > 1/2, redundancy of first and fourth
conditions finally lead to the following conditions on h and d:
h < d, h + d < 2H − 1, (A.39)
which, jointly to Condition (A.33), entail that h and d must satisfy 4 − 4H < 2h < h + d <
2H−1. Parameter H must then satisfy sufficient condition 4−4H < 2H−1 ⇐⇒ H ∈ (5/6, 1)
for the existence of h and d to satisfy Conditions (A.33) and (A.39), which in turn entail that both
(A.28) and (A.29) to be o(E(eaθ t1−2H St )Φ¯(−(bθ − c
ζ
)t1−H )).
All in all, we have thus proved so far that under condition H ∈ (5/6, 1) we have
bθ − c
ζ
< 0 H⇒ Q1(t)− e(−θp1+b2θ2/2)t2−2HEeaθ t1−2H St Φ¯

−

bθ − c
ζ

t1−H

= o

e(−θp1+b2θ2/2)t2−2HEeaθ t1−2H St Φ¯

−

bθ − c
ζ

t1−H

. (A.40)
Let us finishing by giving an even more precise equivalent Q1(t) in the case bθ − cζ < 0. Using
(4) as well as Eeaθ t1−2H St = eλt[ϕ(aθ t1−2H )−1] = eλt[aθϕ′(0)t1−2H+o(t1−2H )] = eλaθmt2−2H+o(t2−2H ),
we have from (A.40) that
Q1(t) ∼t→∞ e(−θp1+b2θ2/2)t2−2HEeaθ t1−2H St Φ¯

−

bθ − c
ζ

t1−H

∼ e(−θp1+b2θ2/2)t2−2H eλaθmt2−2H+o(t2−2H ) e
−

bθ− c
ζ
2
t2−2H /2
−√2π

bθ − c
ζ

t1−H
,
which, using that b2θ2 − (bθ − c
ζ
)2 = c
ζ
(2bθ − c
ζ
), yields,
Q1(t)∼t→∞ 1−√2π

bθ − c
ζ

t1−H
e
[(−p1+aλm+b cζ )θ− c
2
2ζ2
]t2−2H+o(t2−2H )
,
bθ − c
ζ
< 0. (A.41)
Determining λ(θ). We first prove that λ(θ) = max(λ1(θ), λ2(θ)) where λ1 and λ2 are defined
in Table 5, in both cases whether β is larger or less than 1−bb . First, and inspired by (A.26) and
(A.40), the following similar estimations for Q2(t) hold, still in the case ζ > 0:
1− b
β
θ − c
ζ
< 0 H⇒ Q2(t)− e(−θp2/β+(1−b)2θ2/(2β2))t2−2HEe(1−a)θ t1−2H St/β
= o(e(−θp2/β+(1−b)2θ2/(2β2))t2−2HEe(1−a)θ t1−2H St/β) (A.42)
1− b
β
θ − c
ζ
> 0 H⇒ Q2(t)− e(−θp2/β+(1−b)2θ2/(2β2))t2−2HEe(1−a)θ t1−2H St/β
×Φ

−

1− b
β
θ − c
ζ

t1−H

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Table 5
Expression of λ1(θ) and λ2(θ).
λ1(θ) λ2(θ)
β < 1−bb


−p1 + aλm + b c
ζ

θ − c
2
2ζ 2
, θ <
c
ζb
,
(−p1 + λam)θ + b2 θ
2
2
, θ >
c
ζb
.


− p2
β
+ λ(1− a)m
β

θ + (1− b)2 θ
2
2β2
,
θ <
cβ
ζ(1− b)
− p2
β
+ 1− a
β
λm + (1− b)c
βζ

θ − c
2
2ζ 2
,
θ >
cβ
ζ(1− b) .
β > 1−bb

(−p1 + λam)θ + b2 θ
2
2
, θ <
c
ζb
,
−p1 + aλm + b c
ζ

θ − c
2
2ζ 2
, θ >
c
ζb
.


− p2
β
+ 1− a
β
λm + (1− b)c
βζ

θ − c
2
2ζ 2
,
θ <
cβ
ζ(1− b)
− p2
β
+ λ(1− a)m
β

θ + (1− b)2 θ
2
2β2
,
θ >
cβ
ζ(1− b) .
= o

e(−θp2/β+(1−b)2θ2/(2β2))t2−2HEe(1−a)θ t1−2H St/β
× Φ

−

1− b
β
θ − c
ζ

t1−H

. (A.43)
Besides, inspired by (A.27) and (A.41), one can prove that
Q2(t)∼t→∞ e[(−p2/β+λ(1−a)m/β)θ+(1−b)2θ2/(2β2)]t2−2H+o(t2−2H ),
1− b
β
θ − c
ζ
< 0, (A.44)
Q2(t)∼t→∞ 1√
2π

1−b
β
θ − c
ζ

t1−H
e
[(− p2
β
+ 1−a
β
λm+ (1−b)c
βζ
)θ− c2
2ζ2
]t2−2H+o(t2−2H )
,
1− b
β
θ − c
ζ
> 0. (A.45)
Expression of λ(θ) will depend on whether Q1(t) or Q2(t) is the dominant term in
E(eθ t1−2H Zt ) = Q1(t) + Q2(t). First note that in the case ζ > 0, and from (A.41) and (A.44),
the most difficult situation occurs when θ > 0 may be such that one of situations bθ − c
ζ
< 0
or 1−b
β
θ − c
ζ
< 0 may happen, which is when c > 0. Therefore we may suppose that this
is the case, although all other cases are treated the same way. In this very case ζ > 0 imply
from (35) that cβ
ζ(1−b) <
c
ζb . Since from (A.26), (A.26), (A.40) and (A.43), behavior of these
quantities do depend on sign of bθ − c
ζ
and 1−b
β
θ − c
ζ
, we need to study on θ lying respectively
in (0, cβ
ζ(1−b) ), (
cβ
ζ(1−b) ,
c
ζb ) and (
c
ζb ,+∞). Since study in each interval is very similar, we restrain
ourselves only to interval (0, cβ
ζ(1−b) ), and infer expression of λ(θ) while θ lies in (
cβ
ζ(1−b) ,
c
ζb )
and ( c
ζb ,+∞).
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We begin by remarking, when θ ∈ (0, cβ
ζ(1−b) ), using (A.41) and (A.44), that
− p2
β
+ λ(1− a)m
β

θ + (1− b)
2θ2
2β2
<

−p1 + aλm + b c
ζ

θ − c
2
2ζ 2
(resp. >)
H⇒ Q2(t) = o(Q1(t)) (resp. Q1(t) = o(Q2(t))).
Therefore, it is not difficult to see that expression of λ(θ) in interval (0, cβ
ζ(1−b) ) will depend
on whether or not θ will be such that (− p2
β
+ λ(1−a)m
β
)θ + (1−b)2θ2
2β2
is larger or less than
(−p1 + aλm + b cζ )θ − c
2
2ζ 2
. As it turns out, with a bit of tedious calculations (which essentially
consist in using Expressions (35) of c, ζ , and solving quadratic equations) one can check that
(− p2
β
+ λ(1−a)m
β
)θ + (1−b)2θ2
2β2
> (−p1+aλm+b cζ )θ − c
2
2ζ 2
on (0, cβ
ζ(1−b) ). In that case, we have
Q1(t) = o(Q2(t)), hence from (A.44) it is not difficult to check that
lnE(eθ t
1−2H Zt ) = ln(Q2(t)+ o(Q2(t)))
=

− p2
β
+ λ(1− a)m
β

θ + (1− b)
2θ2
2β2

t2−2H + o(t2−2H ),
yielding λ(θ) = limt→+∞ t2H−2 lnE(eθ t1−2H Zt ) = (− p2β + λ(1−a)mβ )θ + (1−b)
2θ2
2β2
. Hence, what
is deduced is that
λ(θ) =

− p2
β
+ λ(1− a)m
β

θ + (1− b)2 θ
2
2β2
, θ ∈

0,
cβ
ζ(1− b)

,
= max[λ1(θ), λ2(θ)], θ ∈

0,
cβ
ζ(1− b)

,
where λ1(θ) and λ2(θ) are defined in Table 5 in the case ζ > 0 ⇐⇒ β < 1−bb . Note that we
actually proved that λ2(·) > λ1(·) on that interval, i.e. λ(θ) = λ2(θ) for θ ∈ (0, cβζ(1−b) ), but
we prefer to write λ(θ) = max[λ1(θ), λ2(θ)] since this will be easier to handle in what follows.
As announced before, the rest of the proof for establishing expression of λ(θ) on other intervals
(
cβ
ζ(1−b) ,
c
ζb ) and (
c
ζb ,+∞), as well as case c ≤ 0, is omitted. Similarly omitted is the case
ζ < 0 ⇐⇒ β > 1−bb appearing in Table 5.
We finish by deducing expression of λ(θ) in Table 3 from λ(θ) = max(λ1(θ), λ2(θ)) with
λ1(θ) and λ2(θ) in Table 5. When β < 1−bb and c ≤ 0 then from Table 5:
λ1(θ) = (−p1 + λam)θ + b2 θ
2
2
,
λ2(θ) =

− p2
β
+ 1− a
β
λm + (1− b)c
βζ

θ − c
2
2ζ 2
, θ ≥ 0.
A short computation using (35) shows that p1 − aλm − b cζ = p2β − 1−aβ λm − (1−b)cβζ . Hence
λ′1(0) = −p1 + λam ≥ −p1 + λam + b cζ = − p2β + 1−aβ λm + (1−b)cβζ = λ′2(0). Since
λ1(0) = 0 ≥ − c22ζ 2 = λ2(0), and since λ1(·) is convex and λ2(·) is linear, we then have
λ1(θ) ≥ λ2(θ) for all θ ≥ 0, i.e. λ(θ) = λ1(θ), as announced in Table 3. Case β > 1−bb
and c ≥ 0 is treated similarly.
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As to the other remaining cases, we only treat case β < 1−bb and c > 0, as case β >
1−b
b and
c < 0 is similar. In that case we recall that we have cβ
ζ(1−b) <
c
ζb . We already saw that it can be
tediously proved (thanks to Expressions (35) of c, ζ ) that λ2(·) > λ1(·) on (0, cβζ(1−b) ). The same
way, one can also check that λ2(·) = λ1(·) on ( cβζ(1−b) , cζb ), and λ2(·) < λ1(·) on ( cζb ,+∞). This
justifies expression of λ(θ) when β < 1−bb .
Expression of λ(θ) in the case β = 1−bb . Let us note that in this case we have from (35) that
ζ = 0 and
c = λm

−aρ1 + (1− a)ρ2
β

= (−p1 + λam)− b1− b (−p2 + λ(1− a)m).
As hinted by (36), expression of λ(θ)will depend on sign of c. We will then focus on cases c > 0,
c < 0 and c = 0 for Q1(t) (the study being similar for Q2(t)) and establish useful inequalities
in each case, then compute λ(θ) i.e. (36).
In the case c > 0, we have, by independence of {St , t ≥ 0} and {Bt , t ≥ 0}, and using
again the fact that Bt ∼ N (0, t2H ), and since in the case β = 1−bb we have equality of events
[A2t − A1t ≥ 0] = [γ t − δSt ≥ 0] = [ b1−b (−p2t + (1− a)St ) ≥ −p1t + aSt ],
Q1(t) = e b
2θ2
2 t
2−2H
E(eθ(−p1t+aSt )t1−2H1{A2t −A1t ≥0})
= e b
2θ2
2 t
2−2H
E(eθ(−p1t+aSt )t1−2H1{γ t−δSt≥0})
≤ e b
2θ2
2 t
2−2H
E(eθ
b
1−b (−p2t+(1−a)St )t1−2H1{γ t−δSt≥0})
≤ e b
2θ2
2 t
2−2H
E(e2θ
b
1−b (−p2t+(1−a)St )t1−2H )1/2P(γ t − δSt ≥ 0)1/2, (A.46)
where we used Cauchy Schwartz inequality. We intend to prove that
Q1(t) = o(e b
2θ2
2 t
2−2H
E(e2θ
b
1−b (−p2t+(1−a)St )t1−2H )). (A.47)
It suffices to prove that Q1(t)/[e b
2θ2
2 t
2−2HE(e2θ
b
1−b (−p2t+(1−a)St )t1−2H )] tends to 0. What follows
is almost identical to (A.23)–(A.25): Using (A.46), and the fact that E(ex St ) = eλt[ϕ(x)−1] for all
x , that quotient is then bounded by
E(e2θ
b
1−b (1−a)St t1−2H )1/2
E(eθ
b
1−b (1−a)St t1−2H )
P(γ t − δSt ≥ 0)1/2
= e
λt[ϕ(2θ b1−b (1−a)t1−2H )−1]/2
eλt[ϕ(θ
b
1−b (1−a)t1−2H )−1]
P(γ t − δSt ≥ 0)1/2
= e3λϕ
′′(0) b2
(1−b)2 (1−a)
2θ2t3−4H /2+o(t3−4H )P(γ t − δSt ≥ 0)1/2 (A.48)
where the last equality is obtained through a Taylor expansion akin to (A.25). As in (A.25),
the fact that H ∈ (5/6, 1) in particular yields that t3−4H −→ 0. And, c > 0 implies that
γ t − δSt −→ −∞ by the law of large number, hence P(γ t − δSt ≥ 0) −→ 0. Thus (A.48) tends
to 0, and (A.47) is proved.
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In the case c < 0, let us this time prove that
Q1(t) ∼ e b
2θ2
2 t
2−2H
E(eθ(−p1t+aSt )t1−2H ). (A.49)
Using again Cauchy Schwartz inequality:
Q1(t)− e b
2θ2
2 t
2−2H
E(eθ(−p1t+aSt )t1−2H )
= e b
2θ2
2 t
2−2H
e−θp1t2−2HE(eθaSt t1−2H1{γ t−δSt<0})
≤ e b
2θ2
2 t
2−2H
e−θp1t2−2HE(e2θaSt t1−2H )1/2P(γ t − δSt < 0)1/2
which, using again the same argument as in (A.48) and the fact that this time c < 0
implies again by the strong law of large numbers that P(γ t − δSt < 0) −→ 0, entails that
Q1(t)− e b
2θ2
2 t
2−2HE(eθ(−p1t+aSt )t1−2H ) = o(E(eθ(−p1t+aSt )t1−2H )), i.e. (A.49).
In the case c = δλm − γ = 0, then δ and γ have same sign, and γ
δ
= λm. Without loss of
generality, let us suppose that they are both positive. In that case, we have [A2t − A1t ≥ 0] =
[γ t − δSt ≥ 0] = [St ≤ γδ t = λmt], hence, bounding eθaSt1{γ t−δSt≥0} by eθa
γ
δ
t1{γ t−δSt≥0} =
eθaλmt1{γ t−δSt≥0},
Q1(t) ≤ e b
2θ2
2 t
2−2H
e−θp1t2−2H eθaλmtP(γ t − δSt ≥ 0). (A.50)
As to Q2(t), the fact that c = 0 ⇐⇒ −p1 + λam = b1−b (−p2 + λ(1 − a)m), and
[γ t − δSt < 0] = [St > γδ t = λmt] yields, on event [St > γδ t],
eθ(−p1+λam)t2−2H = eθ b1−b (−p2+λ(1−a)m)t2−2H = eθ b1−b (−p2+λ(1−a) γδ )t2−2H
≤ eθ b1−b (−p2t2−2H+λ(1−a)St t1−2H ),
hence the double inequalities
e
b2θ2
2 t
2−2H
e−θp1t2−2H eθaλmt2−2HP(γ t − δSt < 0) ≤ Q2(t)
≤ e b
2θ2
2 t
2−2H
E(eθ
b
1−b (−p2t+(1−a)St )t1−2H )
= e b
2θ2
2 t
2−2H
e−θ
b
1−b p2t2−2H e
θ b1−b λ(1−a)mt2−2H+ θ
2
2
b2
(1−b)2 (1−a)
2ϕ′′(0)t3−4H+o(t3−4H )
. (A.51)
We now prove (36). In the case c > 0, (A.47) holds. Besides, since case c > 0 for Q2(t) is by
symmetry the same as case c < 0 for Q1(t), analysis similar to the one yielding (A.49) gives the
following equivalent, still for c > 0 (remember that b = 1−b
β
),
Q2(t) ∼ e b
2θ2
2 t
2−2H
E(eθ
b
1−b (−p2t+(1−a)St )t1−2H )
= e b
2θ2
2 t
2−2H
e
θ b1−b (−p2+λ(1−a)m)t2−2H+ θ
2
2
b2
(1−b)2 (1−a)
2ϕ′′(0)t3−4H+o(t3−4H )
, (A.52)
which, coupled with (A.47), since t3−4H = o(t2−2H ), yields by now standard arguments
λ(θ) = lim
t→+∞
1
t2−2H
ln(Q1(t)+ Q2(t)) = b
2θ2
2
+ b
1− b (−p2 + λ(1− a)m)θ,
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showing (36). Case c < 0 yields similarly λ(θ) = b2θ22 + (−p1 + λam)θ . As to case c = 0,
gathering (A.50) and (A.51):
b2θ2
2
+ θ(−p1 + aλm)+ 1
t2−2H
lnP(γ t − δSt < 0)
≤ 1
t2−2H
ln(Q1(t)+ Q2(t))
≤ b
2θ2
2
+ 1
t2−2H
ln[e−θp1t2−2H eθaλmt2−2HP(γ t − δSt ≥ 0)
+ eθ
b
1−b (−p2+λ(1−a)m)t2−2H+ θ
2
2
b2
(1−b)2 (1−a)
2ϕ′′(0)t3−4H+o(t3−4H )]. (A.53)
The Central Limit Theorem yields that P(γ t − δSt < 0) and P(γ t − δSt ≥ 0) tend do 1/2 as
t →+∞. Again coupled with the fact that −p1 + λam = b1−b (−p2 + λ(1− a)m), the left and
righthandside of (A.53) thus tend to b
2θ2
2 + θ(−p1 + aλm), which shows (36).
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