A data-driven vortex model of the unsteady aerodynamics of a two-dimensional separated flow is constructed. The vortex model relies on a standard collection of regularized vortex elements that interact mutually and with an infinitely-thin flat plate. In order to maintain a low-dimensional representation, with fewer than O(100) degrees of freedom, a novel aggregation procedure is developed and utilized in which vortex elements are coalesced at each time step. A flow state vector, composed of vortex elements properties as well as the critical leading-edge suction parameter of Ramesh and Gopalarathnam (J. Fluid Mech., 2014), is advanced within an ensemble Kalman filter (EnKF) framework. In this framework, surface pressure measurements, sampled from a truth case, are used to correct the states of an ensemble of randomly-initiated vortex element models. The estimation algorithm is applied to several scenarios of a flat plate impulsively started at 20 degrees angle of attack at Reynolds number 500, in which the truth case comprises a high-fidelity Navier-Stokes simulation. The algorithm provides a good estimate of the flow as well as the aerodynamic force in both the baseline undisturbed case (a separated flow) as well as in the presence of one or more incident gusts, despite lack of a priori knowledge of the incident gust character.
I. Introduction
T he closed-loop control of the separated flow over an airfoil is essential for the development of highly agile aircraft whose flight is robust to atmospheric disturbances. These control strategies rely fundamentally on a low-order aerodynamics model that can accurately predict the force (and flow) response of an airfoil to arbitrary disturbances and/or actuation. Unfortunately, classical linearized quasi-steady and impulse response aerodynamic models have difficulty capturing the intrinsically non-linear force response that is observed when a separated flow is subjected to a broad spectrum of disturbances or actuation. 1 Thus, it is natural to consider phenomenological models that can capture this non-linearity in a direct-but inexpensive-manner. For this purpose, inviscid vortex models, in which advecting vortex elements represent the time-varying flow field through their mutually induced velocities, are a worthy candidate.
Inviscid vortex models have been in common use in recent years for predicting the dynamic response of a flow that tends to separate at the leading edge. One class of methods models the flux of vorticity into the wake by a routine release of constant-strength vortex elements from one or both edges of the airfoil. 3, 15, 20 The models can be based on either discrete vortices (singular points or regularized 'blobs') or on vortex sheets, which, when numerically represented, are essentially discrete vortex elements whose interconnectivity has been maintained. As the number of vortex elements increases, their interactions with each other result in the emergence of large-scale structures. These methods have been successful in modeling the detailed physics of the development of dynamic stall and the wake, but at the cost of tracking hundreds to thousands of vortices and their interactions.
To reduce computational cost, Wang and Eldredge 18 modeled the large-scale structures using isolated point vortices with time-varying strength. The flux of vorticity into the fluid is then modeled by dynamically changing the strengths of these point vortices. While this second class of vortex model is much faster, it is unable to capture the natural formation of vortical structures that emerge from shear layer instabilities. Thus, Darakananda and Eldredge 6 developed a hybrid representation in which the evolution of a vortex sheet rooted at each edge of a flat plate accounts for the natural roll-up of emerging vortex structures, and these structures are represented by variable-strength point vortices that siphon their strength from the end of each corresponding sheet. To ensure that this transfer does not spuriously affect the predicted aerodynamic force, an impulse matching principle, developed by Wang and Eldredge, 18 was used to adjust the velocity of each variable-strength vortex.
A key open problem in vortex modeling is determining how much vorticity to release from the leading edge. While it is generally accepted that the Kutta condition is an acceptable vortex shedding criterion to use at the trailing edge, its use at the leading edge in numerous vortex models 3, 4, 18 is mainly due to the lack of better criteria. This has driven the exploration of empirically-determined leading edge shedding criteria. In a discrete vortex model developed by Katz, 13 leading edge shedding was tuned with a handful of parameters. Some parameters, such as the position of the leading edge separation point, were chosen based on experimental data, while others were adjusted to bring the predicted force closer to the measured force. In more recent work, Ramesh and Gopalarathnam 14, 15 introduced a shedding criterion based on the observation that real airfoils can support a modest level of suction around the leading edge before flow separation is triggered. Correspondingly, the authors suggested the use of the leading edge suction parameter (LESP), a measure of the integrated pressure at the nose of the airfoil, to govern vortex shedding. In their model, when the LESP is below a critical value, which we will denote as LESP c , no vorticity is released. However, when the instantaneous LESP exceeds LESP c , vortex elements will be released with the appropriate amount of strength to bring the LESP down to LESP c . By tuning their discrete vortex model with an empirically determined LESP c , the authors were able to predict lift responses that were in good agreement with experimental results. However, since the model was statically tuned, it has some difficulty handling real-time perturbations to the flow, such as gusts or other disturbances.
This lack of an obvious theoretical closure in the low-order model at the leading edge is a fortuitous consequence, for it opens the door to the development of data-driven vortex models, potentially suitable for real-time flow estimation. With this objective in mind, Hemati et al.
11 took another approach and posed the problem as one of constrained optimization, analogous to the underpinnings of optimal control theory. In this perspective, the leading and trailing edge vorticity fluxes were interpreted as inputs to a non-linear dynamical system. They then used variational methods to compute the time histories of these fluxes that would minimize the squared error between the empirically measured and model-predicted forces over some time horizon, subject to the constraint that the vortex elements move according to their usual dynamics. They applied this principle to optimize the variable-strength vortex model of Wang and Eldredge, 18 using empirical force data from a high-fidelity simulation of the Navier-Stokes equations. While this optimization technique produced good results, it requires the measurements to be available over the entire optimization window. So while it is a useful post-processing tool, it is also not directly applicable for real-time estimation. In order to overcome this limitation, Darakananda and Eldredge 8 developed a 'bootstrapping' procedure that applied the optimization over short time increments, accelerated by an initial guess obtained by regressing over previous time increments. However, in either form, this optimization framework relies on measurements of aerodynamic force from the 'truth' case. But these measurements are generally unavailable, and indeed, comprise part of the state that we seek to predict.
To address the shortcomings of previous approaches, in this paper, we approach the problem from the perspective of data assimilation, and investigate whether it is feasible to use real-time (and possibly noisy) sensor measurements to improve the prediction of a vortex model. To facilitate a more practical estimation strategy, we will only rely on surface pressure measurements, which will be folded into the predictive model through a Kalman filter (KF) framework. The Kalman filter consists of a predictive step, in which the state of the system is evolved with a dynamical model, followed by a measurement update, in which the state is corrected from new observations. Both the state's mean and its covariance matrix-essential for determining the degree to which measurements shall affect the state-are propagated in this framework. However, the requirements of tracking the covariance matrix render the algorithm intractably expensive for the moderateor high-dimensional systems encountered in fluid flows. Thus, in this work, we will utilize an Ensemble Kalman Filter (EnKF), which was originally conceived to handle the high-dimensional non-linear dynamics found in meteorology. 9 The EnKF obtains the covariance, as well as the mean state, from an ensemble of randomly-initiated instances of the state vector.
The EnKF has recently been investigated for its use in aerodynamics by da Silva and Colonius, 7 in which the state prediction was obtained from a high-fidelity Navier-Stokes simulation. In the present work, the dynamical model comprising the state prediction in this framework will be a discrete vortex blob model. The state vector will be composed of the positions and strengths of all vortex elements, as well as-cruciallythe value of the critical LESP. Thus, rather than assuming some prior knowledge of LESP c , we will seek to estimate its value from the measured pressures. To ensure that the length of the state vector remains modest, we will aggregate the vortex elements by a novel identification procedure. The performance of this flow estimation framework will be assessed on undisturbed and disturbed separated flows past a flat plate, using high-fidelity numerical simulations as the truth from which pressure measurements are sampled.
II. Methodology

A. Aggregated vortex model formulation
The model used by Ramesh et al.
14 is a standard vortex blob model, with a Kutta condition applied at the trailing edge, except that the leading edge vorticity flux is governed by the LESP criterion. We will utilize the same criterion here. The critical LESP provides a measure of the tolerance for leading-edge suction that does not lead to the flux of new vorticity into the fluid. It can also be interpreted as a critical angle of attack, below which the flow is deemed to be attached at the leading edge; a critical LESP equal to zero is equivalent to enforcing a Kutta condition at the leading edge. If the instantaneous LESP exceeds the critical value, then a vortex element is released from the edge, with strength proportional to the amount by which the critical LESP has been exceeded.
As an illustration of the role of critical LESP, in Fig. 1 , we depict the vortex element distributions predicted by an LESP-based vortex blob model of a plate that is impulsively translated at 20
• ; this will be the target problem of our studies in Section III. In the top plot, LESP c = 3.0. This means that in order for the model to release any leading edge vorticity, we must have a large leading edge suction. Or equivalently, the model assumes that the plate can support a large amount of suction around the leading edge. The corresponding critical angle of attack is larger than 20 degrees, so no vorticity is ever released. In the middle plot, LESP c = 0.3. Here, we see that the model predicts the formation of a coherent leading-edge vortex (LEV). Finally, in the lower plot of Fig. 1 , where LESP c = 0.8, we see the emergence of a weaker LEV.
In Fig. 2 , we show the corresponding pressure distributions, where the top of each plot corresponds to the leading edge, the bottom corresponds to the trailing edge, and time increases in the x-direction. In the middle plot, we can clearly see the growth of a negative pressure region as it propagates along the plate chord. This corresponds to the development and evolution of a strong LEV. In contrast, we see from the top plot that there is no clear LEV, and the low pressure at the leading edge comes simply from the high LESP c value. At the intermediate value of LESP c , the LEV Like most vortex models, the dimension of the system increases with every time step due to leading and trailing edge vortex shedding. The steady and unbounded increase of the state dimension prevents such models from being used in any real-time applications. This is essentially the same problem that the hybrid vortex sheet/point vortex model 6 was constructed to solve. Unfortunately, while the hybrid model performed well for high angle of attack and pitchup problems, its use of vortex sheets makes it unsuitable for flows at low angles of attack. Instead, in this work we will rely on a discrete vortex blob model, similar to Ramesh et al.,
14 but we will aggregate blobs at each step in order to maintain a modest population of vortex elements. Here, we will discuss the details of this novel aggregation scheme.
By using vortex blobs instead of vortex sheets, we lose the natural ordering of the vortex elements that was provided by the sheets. In the hybrid sheet/vortex model, 6 the variable-strength point vortex associated with a sheet consumes its vortex sheet in sequence, starting from the sheet's wake end. For later description, let us label each of these consumed elements on the sheet as the 'source' and the variable-strength element as the 'target'. In each time step, the strengths of successive source elements are transferred into the target until a threshold on error (the spurious change to the predicted aerodynamic force on the plate due to In contrast, in a vortex blob model, we lack an unambiguous relationship between vortex elements that can be exploited for aggregating these elements. Thus, in this work, we will take the most straightforward approach and simply test every possible combination of source-target pairs to determine which pairwise transfer will incur the least error in predicted force. We then perform the transfer on as many pairs as possible while keeping the accumulated error below a specified threshold, F .
The vortex aggregation procedure is simply a modified version of the circulation transfer procedure described by Darakananda and Eldredge;
6 as in that work, it requires that the velocity of the newly-aggregated vortex be modified to account for the flux of circulation from one vortex to another. Once we have set an appropriate value for F , we do the following at every time step:
1. For every possible source-target pair of vortex blobs in the model, use Eqn. (17) in Darakananda and Eldredge 6 to compute and store the hypothetical velocity correction to the target required if all of the source's circulation is transferred into the target. and target blobs, computed in step 3. This difference, when divided by time step size, is defined as the transfer error, and is a measure of the spurious force on the plate due to the aggregation.
5. Sort the source-target pairs based on the magnitude of their transfer error.
6. Starting from the pair with the lowest error, transfer circulation between as many pairs of vortex blobs as possible, stopping just before the accumulated error exceeds F .
Although the procedure listed above contains multiple steps, with pairwise interactions that are usually undesirable, it also serves to prune a significant number of vortex elements in the system. In practice, the computational savings of keeping the state's dimensionality small far outweighs the cost of executing this procedure at every time step.
B. Ensemble Kalman filter approach
In this section, we present our data-driven vortex model. In Fig. 2 we observed a qualitative relationship between the critical LESP value and the evolving pressure distribution on the surface of the plate. This suggests that there may be a way to estimate LESP c if we are given the surface pressure information. Even more importantly, it may be possible to use surface pressure measurements to directly augment missing parameters in our model. We will use a Kalman filter framework in order to algorithmically achieve this use of pressure measurements, as we will describe below. The classical Kalman filter is derived for linear systems. For weakly non-linear systems, it is popular to use the extended Kalman filter (EKF), 10 in which the non-linear operators are linearized about the current state. However, the linearization can lead to unstable growth of the error covariance. While this can be solved by using higher-order derivatives, the number of terms in the higher-order Tayler expansion grows substantially, which can make the computation prohibitively expensive for real-time applications. For our work, we will be using the ensemble Kalman filter (EnKF). The EnKF was introduced by 9 explicitly to to address two key shortcomings in the EKF: the need for explicit Jacobians of the dynamical model and the measurement function, and the large computational cost for high-dimensional systems. We will describe it in more detail in the following section.
The Ensemble Kalman Filter
The EnKF is essentially a Monte Carlo version of the classical Kalman filter. Instead of describing the distribution of the system state using a mean and a covariance, as in the classical and extended forms of KF, we approximate the distribution using an ensemble of size N of randomly-initiated members, where the state of the i-th member at time step k is denoted byx i,k . Suppose we know the ensemble states at time-step k − 1, we can propagate each member of the ensemble forward in timẽ
where the superscript "−" indicates that no measurements have been incorporated yet. Note that there is no additive noise term as it is assumed that the randomness is naturally introduced by having an ensemble. We now approximate the pre-measurement mean and covariance of the state with their sample valueŝ
and
We can then substitute the sample covariance into the standard definition of the Kalman gain without further modification
While all members of the ensemble share the same Kalman gain, they each have their own innovation. In the original Kalman filter, the 'innovation' is defined as
In defining the innovation for each ensemble member, we can replacex
However, we cannot use the same measurement z k for all ensemble members, as Burgers et al. 5 found that doing so in an ensemble no longer reflects the fact that z k is drawn from a random variable Z k and will introduce spurious correlations in the ensemble covariance. Instead, we must artifically introduce noise into the innovation of each member of the ensemble
where the i 's are drawn from V k . The Kalman update step is then applied to each member of the ensemblẽ
Further details, including several practical aspects for computing the Kalman gain from the ensemble statistics, can be found in da Silva and Colonius 
Covariance Inflation
The EnKF, just like the original Kalman filter, works to minimize the covariance of the estimated state distribution. However, unlike the Kalman filter, the EnKF does not use any information about the process noise when computing the ensemble covariance. Whereas the pre-measurement covariance of the standard Kalman filter, P − k , is bounded from below by the covariance of the state disturbances, W k , there is no lower bound to the pre-measurement ensemble covariance. If we assume a non-zero measurement covariance V k , and an ever-decreasing ensemble covariance P − k , then the Kalman gain of the ensemble eventually becomes negligible, after which all measurements are ignored by the EnKF. Methods for handling this covariance collapse are called covariance inflation. In general, covariance inflation modifies the ensemble states after computing the sample mean but before computing the sample covariance. Each ensemble state is updated byx
where β is the multiplicative inflation factor shared among all ensemble members, and α i,k is the additive inflation factor drawn from a random distribution at each time-step and for each ensemble member.
2, 17, 19
After this update, we recompute the ensemble mean and compute the ensemble covariance. Whitaker and Hammill 19 found that multiplicative inflation tends to be better at countering the effects of sampling errors, while additive inflation tends to be better at accounting for modeling errors. Multiplicative inflation tends to be easier to tune as it only involves adjusting a single value. Adjusting additive inflation, in contrast, requires more understanding about the actual dynamics of the underlying system.
Applying the EnKF to a vortex model
The state of our vortex model consists of the positions and strengths of the n vortex blobs, as well as the current estimate of the critical LESP
The nonlinear state transition function f k propagates the state at time step k − 1 by 1. computing the bound vortex sheet strength on the plate using the vortex blob positions and strengths 2. computing the velocities of the vortex blobs 3. advecting the plate and the vortex blobs 4. applying the vortex aggregation algorithm, reducing the strength of any aggregated blobs to zero instead of completely removing the blob 5. releasing a new vortex blob from each edge of the plate with strengths based on the Kutta condition at the trailing edge and the current estimate of the critical LESP (similar to Ramesh et al. 15 ).
Note that the dimensions of the state increase by six (three per new vortex blob) after every state propagation step. Once all members of the ensemble have been propagated, we look for any vortex blobs that have zero strength across all members of the ensemble (in terms of its position/index in the state vector) and eliminate them from the ensemble states. This element elimination process, in conjunction with the vortex aggregation algorithm, keeps the dimension of the state vector in check. We then apply covariance inflation to the new ensemble states, before computing the pre-measurement ensemble meanx − k and ensemble covariance P − k with Eqs. (2) and (3). Our measurements consist of M pressure differences along the plate at every time-step k
Let us denote the pressure distribution predicted by the i-th ensemble member at time-step k as
Then the innovation for each member of the ensemble is given by
Since pressure is definitely not a linear function on vortex properties, we need to linearize h k in order to compute the ensemble Kalman gain. One simple way is to define an augmented state vector
which admits the linear measurement function
Then, denoting the mean predicted pressure distribution as
the covariance of the predicted pressure distribution as
and the cross-covariance between the state and pressure with
we find that the ensemble covariance of the augmented state can be written as
The Kalman gain of the pressure-augmented system is then
Since only the first block in the Kalman gain matrix above corresponds to the actual states we are interested in, we can write the EnKF Kalman update step for our system as
III. Results
We demonstrate this method on three test problems with increasing complexity. The first case is impulsive translation of a flat plate of chord length c at velocity U at 20
• angle of attack. The second case starts off the same way as the first, then we apply an incident disturbance after 3 convective time units. The last case builds on the second case by adding yet another disturbance after 4 convective time units. For our measurements, we probe the pressure differences across the plate at M = 50 points, with a distribution given by c 2 cos
The pressure measurements we use are obtained from high-fidelity numerical simulations 16 of the flat plate at Re = 500.
We use an ensemble size of N = 50 and initialize each ensemble member with a starting value of critical LESP drawn from N (0.5, 0.2). We set the error tolerance of the vortex aggregation procedure to
For time-marching of the vortex model, we use the forward-Euler scheme with a fixed time-step of U ∆t/c = 0.01.
A. No Pulse Actuation
The pulse-free case serves as a baseline for us to confirm our understanding of how pressure, critical LESP and the vortex model interact with each other. Fig. 3 and Fig. 8 respectively show the pressure distribution and force predicted by the EnKF-assisted model. In Fig. 9 we show the ensemble mean of the critical LESP over time. Then in Fig. 4 we show the number of vortex elements used by the model over time. Note that since we add and remove the same number of vortex particles to every member of the ensemble, the particle count history in Fig. 4 applies to any member of the ensemble. We show how using covariance inflation affects the variance of the ensemble state in Figs. 5 to 7. Finally, in Figs. 10 to 13 , we compare the vorticity distributions predicted by the EnKF using different covariance inflation schemes at different convective times.
The top plot in Fig. 3 shows the pressure distribution given by CFD. This is the pressure distribution that we are trying to match. Visually, we can immediately see the growth of a LEV, indicated by the expansion of a negative pressure region towards the trailing edge. As the LEV stretches across the whole chord at around three convective times, it starts to entrain opposite-signed vorticity and trigger the growth of a TEV, which shows up as a thin sliver of negative pressure between three and five convective times. At around five convective times, we see a small positive pressure region at the trailing edge, which along with the diminshing TEV pressure signature, suggest the shedding of the TEV. These events are also observed at the corresponding times in the top right plots of Figs. 10 to 13, which show the vorticity contours predicted by the CFD.
The second plot in Fig. 3 shows the pressure distribution predicted by the EnKF ensemble mean when no covariance inflation is applied. We see a much more aggressive growth of the LEV in terms of both strength and density. We also see evidence of co-rotating vortices in the crisscrossing wave-like structure in the pressure distribution. Unfortunately, this indicates that the EnKF is not having any corrective effect on the model. This is consistent with our previous discussion of covariance collapse. In Fig. 5 , we see that the ensemble variance of the states drop to neglegible values almost immediately after we start running the model. Without any inflation to counter the covariance collapse, the EnKF essentially ignores the CFD pressure data.
The third plot in Fig. 3 shows the EnKF-predicted pressure distribution when a 5% multiplicative inflation is used. Although we can still visibly observe the pressure signature of co-rotating vortex blobs, we see that the LEV structure is more diffuse compared to the case without inflation. Looking at Fig. 6 , we see that after the inital covariance collapse, the multiplicative inflation is able to slowly increase the variance of the vortex positions and strengths. However, the variance in the critical LESP is so small that it is immune to multiplicative inflation. This means that the EnKF can no longer influence the leading edge vorticity flux. To assimilate the pressure data, the EnKF can only rely on modifying the vortex positions and strengths. As a result, we often observe "teleporting" vortex blobs in videos, though it is difficult to show here through static figures.
The final plot in Fig. 3 shows the pressure distribution predicted by the EnKF after we apply both multiplicative and additive inflation. After tuning the inflation parameters, we found a suitable set of values:
• 1% multiplicative inflation
• additive perturbation to the vortex positions drawn from N 0, 10 −5 c
• additive perturbation to the vortex strengths drawn from N 0, 10
• additive perturbations to the critical LESP drawn from N 0, 5 × 10 −5 .
We can clearly see that the predicted pressure distribution closely matches the CFD pressure distribution. This is further validated in Fig. 8 , where the model-predicted force coefficient was computed using the rate of change of impulse rather than integrating the surface pressures. While there is some noise in the predicted force, we see that it agrees well with the CFD results. The covariance inflation parameters were tuned to coerce the EnKF into favoring the modification of the critical LESP over the vortex blob positions and strengths. This stems from our underlying assumption that the key process is still governed by inviscid vortex dynamics, and assimilating pressure data through the EnKF simply provides a closure model to determine vorticity flux. If we look at Fig. 9 , we see that the estimated critical LESP values remain relatively constant in time. Note that this does not mean that the leading edge vorticity flux is constant, since the vorticity flux required to maintain a fixed leading edge suction depends on the state of the ambient fluid. This result does seem to reflect the hypothesis from 14 that the critical LESP value is mainly dependent on Reynolds number and relatively independent of the wing kinematics.
Comparing the placement of vortex blobs in Figs. 10 to 13, we see that the distributions predicted with both additive and multiplicative inflation are much more representative of the vorticity contours obtained from CFD. From Fig. 4 , we see that even after five convective times, each member of the ensemble is only using about 40 vortex blobs. This tells us that the vortex aggregation procedure is also working correctly as it eliminated almost a thousand vortex particles without any adverse effects. With such a small number of vortex elements, it is surprising that the EnKF-assisted model was able to generate a LEV with such a diffuse pressure signature. Of course, as the EnKF can still make small changes to the vortex state, it may be worth investigating whether the EnKF is introducing some measure of viscosity into the model, via a random walk.
B. Single Pulse Actuation
Now we consider the case where a single incident pulse (a 'gust') is applied at the leading edge after around three convective time units. As with the pulse-free case, we start by considering the pressure distributions in Fig. 14. The top plot shows the pressure distribution predicted by high-fidelity CFD. We see that the initial development of the LEV is identical to the pulse-free case. At three convective times, we see the pulse as a band of negative pressure across the chord. Although the pulse itself is short-lived, we see that it triggers the growth of a new LEV. The new LEV is convected along the plate and into the wake, essentially returning the state back to the baseline separated state. The second plot in Fig. 14 shows the pressure distribution predicted without covariance inflation. As expected, the covariance collapse makes the ensemble blind to the pulse. The appearance of the pulse on the pressure distribution predicted with multiplicative inflation, shown in the third plot of Fig. 14, indicates that the EnKF is attempting to assimilate the pressure data. At three convective times, we see that the predicted distribution of vortex blobs in the lower left plot of Fig. 20 still resembles the CFD vorticity contours on the figure's upper right plot. However, in Fig. 21 , we see that while the CFD vorticity contours show the development of a new LEV, the EnKF with multiplicative inflation increased the strength of a vortex blob close to the trailing edge instead. Although it was able to push the predicted pressure distribution closer to the CFD results, the EnKF's heavy modification of the vortex states created very unnatural dynamics.
The EnKF-predicted pressure distribution that most closely resembles the CFD results came from using both additive and multiplicative inflation, shown in the bottom plot in Fig. 14 . We use the same inflation parameters as the pulse-free case, which gives us a relatively stable set of ensemble variances, as shown in , that amount of variation between the ensemble members is still enough that in Fig. 16 , we see the EnKF responding to the measured pressure pulse by temporarily increasing the critical LESP. As the increase in critical LESP tends to reduce vorticity flux, we see that this small pulse in the critical LESP has the effect of severing the leading edge shear layer before developing a new LEV.
Comparing the distribution of vortex blobs in Figs. 20 to 23, we see that the corrections made by the EnKF seem to have the effect of spreading out the vorticity over a larger area. This is especially noticeable when comparing the results between the EnKF results with combined inflation (top left plots), and those without covariance inflation (bottom right plots). Even though the LEV was spread over more vortex blobs, we see in Fig. 17 that the vortex aggregation process has kept the total number of vortex particles very low. x/c Figure 11 . Comparison of the vorticity distribution for the pulse-free case at 3.5 convective times. 
C. Double Pulse Actuation
Finally, we look at the case with two incident pulses, one after three convective time units and another of the same strength after four convective time units. Since we also use the same covariance inflation parameters as the two previous cases, the results up to the second pulse are essentially the same as the results for the single pulse case, so we will just discuss the differences. From the pressure distribution in Fig. 24 , force comparison in Fig. 25 , and critical LESP history in Fig. 26 , we see that the EnKF with a combined inflation scheme had no problems capturing the second pulse. From the pressure distribution predicted by CFD, we see that whereas the first pulse created a new LEV that was shed into the wake, the second pulse occurred after the old LEV had been shed from the plate. In this particular case, the second pulse was initiated just as a new, replacement LEV was developing. We see from Fig. 32 , both in the CFD vorticity contours (top right) and in the vortex blob distribution predicted by the EnKF with combined inflation (top left), that any new vortex structure created by the second pulse was merged into the newly developing LEV.
At 3.5 convective times, the second pulse has not been applied yet, so we expect the same distributions of vorticity between the single pulse case and the two pulses case. Interestingly, if we compare the vortex blob distributions in Fig. 30 and those listed in Fig. 21 , we see that the distributions predicted with multiplicative covariance inflation look very different across the two cases. In contrast, the vortex blob distributions predicted by the combined inflation scheme agree well. This reinforces the idea that without careful tuning of the additive inflation or some means of localizing the Kalman gain matrix, 12 the EnKF and the nonlinear system dynamics can work together to amplify spurious correlations and prevent the ensemble from actually converging.
IV. Conclusions
In this work, we have developed a dynamic estimation framework for two-dimensional disturbed separated flows, in which surface pressure measurements are used to augment a discrete vortex model, to collectively predict the full state of the flow. The vortex model utilizes advecting vortex blobs released from the leading and trailing edges of a flat plate. At the leading edge, the strength of shed vorticity is determined by the critical leading-edge suction parameter (LESP). The estimation framework uses an ensemble Kalman filter (EnKF), in which a collection of randomly-initialized vortex models are used to predict the state of the flow, continuously updated with the sampled surface pressures from the truth case. The estimation framework was demonstrated on impulsive motion of a flat plate at 20 degrees fixed angle of attack, at which the flow is inherently separated. The vortex-based estimator performs well to estimate both the baseline flow as well as the disturbance of the flow by incident gusts.
The state vector in our implementation of the EnKF consists of the vortex positions and strengths as well as the critical LESP. It is important to stress that we have no dynamical model for the critical LESP; rather, we rely only on the measured surface pressures along the plate to estimate this parameter via the Kalman gain. In so doing, we have implicitly shown that the critical LESP-that is, the tolerance of the flow to relative motion of the fluid about the edge-changes dynamically in response to a gust, and thus, triggers the appropriate release (and, at times, suppression) of new vorticity at the leading edge in such an aerodynamic disturbance. We are currently investigating further whether other forms of disturbance, such as surface actuator pulses or rigid-body excursions, can be similarly represented and observed in the critical LESP.
In our demonstration of the estimation framework in this paper, we have relied on truth measurements from a high-fidelity numerical simulation of the flow past a flat plate. However, the method should be agnostic to the source of pressure measurements, especially as it is intended to be used for real-time flow control. And ultimately, we would like to replace these numerically computed pressure measurements with experimental data. In ongoing work, we are exploring the number and location of pressure sensors that ensure a good estimate.
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