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Abstractȱ
ItȱisȱwellȬknownȱthatȱtheȱperceptionȱofȱtheȱpositionȱofȱaudioȱ
andȱ videoȱ stimuliȱ isȱ notȱ independent.ȱ Inȱ general,ȱ videoȱ
dominatesȱ theȱpositionȱ ifȱ theȱpositionȱoffsetȱbetweenȱaudioȱ
andȱvideoȱ isȱsmall.ȱMostȱpreviousȱworkȱ focusedȱonȱnaturalȱ
listeningȱconditionsȱandȱpositionȱoffsetsȱbetweenȱaudioȱandȱ
videoȱ inȱ theȱ horizontalȱ plane.ȱ Thereȱ isȱ littleȱ researchȱ
concerningȱ offsetsȱ inȱ verticalȱ directionȱ andȱ artificial,ȱ
auralizedȱsoundȱenvironments.ȱAmongȱdifferentȱapproachesȱ
toȱauralizationȱofȱspatialȱaudio,ȱtheȱbinauralȱreproductionȱisȱ
especiallyȱ veryȱ interestingasȱ itȱ offersȱ properȱ perceptionȱ ofȱ
direction,ȱ distance,ȱ andȱ elevationȱ ofȱ soundȱ sourcesȱ atȱ
moderateȱcost.ȱȱ
Thisȱarticleȱaddressesȱtheȱquestionȱwhetherȱtheȱthresholdsȱofȱ
perceptualȱfusionȱofȱaudioȱandȱvideoȱstimuliȱareȱtheȱsameȱinȱ
binauralȱ reproductionȱ systemsȱ andȱ inȱ naturalȱ listeningȱ
conditions.ȱ Toȱ estimateȱ theȱ influenceȱ ofȱ audioȬvisualȱ
discrepancyȱ onȱ verticalȱ soundȱ sourceȱ localization,ȱ twoȱ
experimentsȱ haveȱ beenȱ designed.ȱ Theȱ testȱ methodsȱ wereȱ
optimizedȱ toȱ improveȱusabilityȱandȱminimizeȱ ratingȱerrors.ȱ
Bothȱ experimentsȱ resultedȱ inȱ psychometricȱ functionsȱ ofȱ
intersensoryȱbiasȱforȱcompetingȱaudioȱandȱvisualȱstimuli.ȱForȱ
binauralȱreproduction,ȱtheȱobtainedȱresultsȱshowedȱanȱeffectȱ
ofȱ similarȱmagnitudeȱ forȱ bothȱ theȱ verticalȱ andȱ horizontalȱ
planeȱwhichȱ isȱ inȱgoodȱagreementȱwithȱtheȱresultsȱobtainedȱ
fromȱotherȱstudiesȱinȱnaturalȱenvironments.ȱ
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Introduction 
Itȱ isȱ establishedȱ thatȱ audioȱ perceptionȱ isȱ profoundlyȱ
influencedȱ byȱ visionȱ andȱ viceȱ versa.ȱ Theȱ widelyȱ
knownȱMcGurkȬeffectȱ(McGurkȱandȱMacDonald,ȱ1976)ȱ
demonstratesȱ thatȱ visualȱ informationȱ isȱ ableȱ toȱ
severelyȱ impairȱ theȱ perceptionȱ ofȱ theȱ soundȱ ofȱ
individualȱ syllables:ȱDependingȱ onȱ theȱmovementȱ ofȱ
theȱ lipsȱofȱaȱ talkingȱheadȱ theȱ syllableȱperceivedȱbyȱaȱ
listenerȱ changesȱ fromȱ /baȬba/ȱ (audioȱ only)ȱ toȱ /daȬda/ȱ
(audioȱ withȱ video).ȱ Anotherȱ exampleȱ isȱ theȱ
ventriloquismȬeffectȱ (Seeberȱ andȱ Fastl,ȱ 2004),ȱ
(BertelsonȱandȱRadeau,ȱ1981).ȱAȱpuppetȱplayerȱcreatesȱ
theȱ illusionȱ thatȱ theȱ puppetȱ isȱ talking.ȱ Here,ȱ theȱ
perceptionȱ ofȱ theȱ soundȱ sourceȱ isȱ influencedȱ byȱ aȱ
visualȱcueȱinȱsuchȱaȱwayȱthatȱitȱisȱlocalizedȱoffȱfromȱitsȱ
origin.ȱ Ifȱ theȱ localȱdiscrepancyȱ isȱ largeȱ enough,ȱ bothȱ
stimuliȱ willȱ beȱ perceivedȱ asȱ twoȱ discreteȱ sources.ȱ
Whenȱtheȱdiscrepancyȱgetsȱsmaller,ȱtheȱaudioȱstimulusȱ
willȱ beȱ attractedȱ byȱ theȱ visualȱ cue,ȱ untilȱ atȱ aȱ givenȱ
pointȱperceptualȱ fusionȱwillȱbeȱ reached:ȱBothȱ stimuliȱ
willȱbeȱperceivedȱasȱaȱsingleȱone.ȱȱ
Manyȱ studiesȱhaveȱ investigatedȱ theseȱ effectsȱ andȱ theȱ
thresholdsȱ forȱ perceptualȱ fusionȱ inȱ naturalȱ listeningȱ
conditions.ȱTheȱtargetȱforȱtechnicalȱsystemsȱforȱvirtualȱ
realityȱ isȱ toȱ createȱ theȱ illusionȱofȱbeingȱ inȱ aȱdifferentȱ
audioȬvisualȱ environment.ȱ Totalȱ immersionȱ canȱ onlyȱ
beȱ achievedȱ ifȱ audioȱ isȱ reproducedȱ withȱ 3ȬDȱ audioȱ
systemsȱ(Heeter,ȱ1992).ȱAnȱexampleȱforȱsuchȱanȱaudioȱ
reproductionȱ systemȱ isȱ binauralȱ reproductionȱ usingȱ
headphones.ȱAlthoughȱbinauralȱ synthesisȱworksȱwellȱ
inȱprinciple,ȱthereȱareȱsomeȱchallengesȱandȱunexploredȱ
issuesȱ withȱ theȱ playbackȱ ofȱ binauralȱ recordings.ȱ
Amongȱtheseȱareȱtheȱissuesȱofȱpersonalizationȱofȱheadȱ
relatedȱ transferȱ functionsȱ (HRTFs),ȱ theȱ effectsȱ andȱ
compensationȱofȱheadȱmovementsȱandȱtheȱinfluenceȱofȱ
theȱ reproductionȱ room.ȱ Aȱ particularȱ questionȱ rarelyȱ
addressedȱ byȱ otherȱ studiesȱ isȱwhetherȱ theȱ perceivedȱ
discrepancyȱofȱvisualȱandȱauditoryȱstimuliȱinȱbinauralȱ
reproductionȱ isȱ theȱ sameȱ asȱ inȱ naturalȱ listeningȱ
conditions.ȱȱ
Withȱ theȱ adventȱ ofȱ 3Dȱ Audioȱ Systemsȱ (IOSONO,ȱ
DolbyȱAtmos,ȱAuro3D,ȱetc.)ȱaudiovisualȱcontentȱwithȱ
elevationȱ hasȱ becomeȱ available.ȱ Traditionallyȱ cinemaȱ
positionedȱvisualȱsoundȱsourcesȱ inȱtheȱcenterȱchannelȱ
only,ȱbutȱnowȱproperȱpositioningȱofȱaudioȱhasȱbecomeȱ
possible.ȱ Studiesȱ fromȱ Odeȱ etȱ al.ȱ (2011)ȱ andȱ othersȱ
indicateȱ thatȱ thisȱgivesȱanȱ improvementȱofȱperceivedȱ
AVȬquality.ȱ Itȱ isȱ forȱ seenȱ thatȱ 3Dȱ contentȱ willȱ alsoȱ
reproducedȱ onȱ mobileȱ devicesȱ usingȱ binauralȱ
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reproductionȱ (Internationalȱ Organisationȱ forȱ
Standardisation,ȱ2012).ȱSuchȱsystemsȱmightȱonlyȱuseȱaȱ
limitedȱ numberȱ ofȱ BRIRsȱ stored,ȱ interpolationȱ ofȱ
BRIRsȱmightȱcauseȱunwantedȱcomputationalȱloadȱandȱ
thereforeȱitȱisȱnecessaryȱtoȱfindȱcompromisesȱincludingȱ
largerȱaudioȬvisualȱdiscrepancy.ȱȱ
Twoȱ experimentsȱ wereȱ carriedȱ outȱ toȱ estimateȱ theȱ
influenceȱ ofȱ audioȬvisualȱ discrepancyȱ onȱ verticalȱ
soundȱ sourceȱ localizationȱ viaȱ binauralȱ headphones.ȱ
Experimentȱ Iȱ investigatesȱ whetherȱ participantsȱ
experienceȱ perceptualȱ fusionȱ ofȱ theȱ positionsȱ ofȱ
competingȱ stimuli.ȱ Psychometricȱ functionsȱ areȱ
established.ȱ Inȱ experimentȱ II,ȱ theȱ participantsȱ hadȱ toȱ
indicateȱ theȱ locationȱ ofȱ aȱ soundȱ inȱ presenceȱ ofȱ aȱ
competingȱstimulus:ȱTheȱdislocationȱofȱperceptionȱwasȱ
measuredȱwithȱthisȱmethod.ȱ
Previous Research 
Severalȱ studiesȱ haveȱ beenȱ conductedȱ inȱ theȱ pastȱ toȱ
investigateȱtheȱeffectȱofȱventriloquismȱinȱtheȱhorizontalȱ
plane,ȱ withȱ differentȱ experimentalȱ designsȱ andȱ
procedures.ȱ Bertelsonȱ andȱ Radeauȱ (1981)ȱ foundȱ
deviationsȱ inȱ soundȱ localizationȱ ofȱ approx.ȱ 4°ȱ forȱ 7°ȱ
differenceȱ betweenȱ audioȱ andȱ visualȱ stimuli,ȱ 6.3°ȱ forȱ
15°,ȱ andȱ 8.2°ȱ forȱ 25°ȱ betweenȱ theȱ audioȱ andȱ visualȱ
stimuliȱusingȱ loudspeakersȱandȱflashlightsȱasȱsources.ȱ
Theȱ sourcesȱwereȱplacedȱ inȱ theȱhorizontalȱplaneȱ andȱ
theirȱlocationȱwasȱratedȱviaȱhandȱpointing.ȱSeeberȱandȱ
Fastlȱ(2004)ȱusedȱaȱpointingȱmethodȱtoȱinvestigateȱtheȱ
audioȬvisualȱ discrepancyȱ inȱ realȱ andȱ virtualȱ
environments.ȱ Forȱ realȱ environments,ȱ theȱ meanȱ
shiftingȱ inȱ localizationȱ wereȱ 4.3°,ȱ 1.9°,ȱ andȱ 4.2°ȱ forȱ
horizontalȱviewingȱdirectionsȱofȱȬ40°,ȱ0°,ȱandȱ+40°.ȱTheȱ
medianȱ planeȱ wasȱ notȱ investigated.ȱ Similarȱ resultsȱ
wereȱfoundȱinȱexperimentsȱwithȱbinauralȱsynthesisȱviaȱ
headphonesȱ forȱ individualizedȱ binauralȱ simulationȱ
(individualȱ HRTFs)ȱ andȱ smallerȱ shiftingȱ forȱ nonȬ
individualȱ HRTFs.ȱ Bohlanderȱ (1984)ȱ obtainedȱ
deviationsȱofȱ1.5°ȱ toȱ5.9°ȱ forȱ45°ȱdiscrepancyȱbetweenȱ
medianȱ planeȱ andȱ realȱ environment.ȱAlaisȱ andȱ Burrȱ
(2004)ȱ carriedȱ outȱ experimentsȱ toȱ measureȱ
psychometricȱ functionsȱ andȱ pointsȱ ofȱ subjectiveȱ
equalityȱ forȱ theȱ ventriloquistȱ effectȱ inȱ azimuthȱ
dependingȱonȱstimuliȱdiscrepancyȱandȱdiameterȱofȱtheȱ
lightȱ point.ȱ Theyȱ detectedȱ aȱ strongȱ influenceȱ ofȱ theȱ
diameterȱ ofȱ theȱ lightȱ point.ȱ Forȱ smallȱ sizesȱ theȱ
perceivedȱdirectionȱvaried,ȱasȱexpected,ȱdirectlyȱwithȱ
theȱ visualȱ stimulus.ȱ Althoughȱ theȱ aboveȬmentionedȱ
studiesȱ investigatedȱ audioȬvisualȱ displacementȱ
thoroughly,ȱ theȱ resultsȱ wereȱ onlyȱ obtained,ȱ andȱ
thereforeȱareȱvalid,ȱforȱhorizontalȱdisplacement.ȱ
Inȱ theȱstudyȱpresentedȱhere,ȱnewȱ testsȱwereȱdesignedȱ
andȱ conductedȱ toȱ investigateȱ theȱ influenceȱ ofȱ audioȬ
visualȱ discrepancyȱ onȱ verticalȱ soundȱ sourceȱ
localizationȱviaȱbinauralȱheadphones.ȱ
Binaural System 
Forȱ generatingȱ testȱ stimuli,ȱ binauralȱ recordingsȱ ofȱ
individualȱ binauralȱ roomȱ impulseȱ responsesȱ (BRIRs)ȱ
forȱtheȱusedȱroomȱandȱsoundȱsourceȱpositionsȱandȱtheȱ
auralizationȱ viaȱ headphonesȱ wereȱ prepared.ȱ Theȱ
binauralȱ systemȱwasȱ customizedȱ forȱ eachȱparticipantȱ
toȱavoidȱwithinȬconeȱandȱoutȬofȬconeȱconfusionȱerrorsȱ
(Kunze,ȱLiebetrau,ȱandȱKorn,ȱ2012),ȱ(Møller,ȱSørensen,ȱ
Jensen,ȱ andȱHammershøi,ȱ 1996),ȱ (Wernerȱ andȱ Siegel,ȱ
2011)ȱ andȱ toȱ increaseȱ theȱ simulation´sȱ similarityȱ
comparedȱ withȱ theȱ realȱ loudspeakersȱ (Begaultȱ andȱ
Wenzel,ȱ 2001).ȱ Aȱ listeningȱ labȱ withȱ definedȱ roomȱ
acousticsȱ andȱ anȱ adequateȱ sourceȱ receiverȱ distanceȱ
wereȱ chosenȱ toȱ includeȱ reverberation.ȱ Reverberationȱ
encouragesȱ theȱ perceptionȱ ofȱ externalizationȱ ofȱ anȱ
auditoryȱ illusionȱ (Wernerȱ andȱ Siegel,ȱ 2011),ȱ (Lindauȱ
andȱBrinkmann,ȱ2010)ȱandȱ theȱ impressionȱofȱdistanceȱ
(Laws,ȱ1973),ȱ (ShinnȬCunnigham,ȱ2000).ȱTheȱ receiverȬ
sourceȱdistanceȱwasȱchosenȱtoȱbeȱinȱtheȱfarȬfieldȱofȱtheȱ
loudspeakerȱandȱ theȱ receiverȱ (head)ȱ inȱ theȱeffectȱ thatȱ
noȱ variationȱ ofȱ binauralȱ cuesȱ dependingȱ onȱ theȱ
distanceȱisȱpresentȱ(Kapralos,ȱJenkin,ȱandȱMilios,ȱ2003).ȱ
Theȱ headphonesȱ wereȱ equalizedȱ usingȱ individualȱ
headphoneȱ transferȱ functionsȱ (HPTFs).ȱ InȬearȱ
microphonesȱwereȱusedȱ toȱmeasureȱ individualȱBRIRsȱ
andȱ individualȱ HPTFsȱ nextȱ toȱ theȱ eardrumȱ ofȱ eachȱ
subject.ȱ Theȱmicrophonesȱ areȱ notȱ removedȱ betweenȱ
theȱBRIRȱandȱHPTFȱmeasurements.ȱTheȱmeasurementsȱ
ofȱ theȱ HPTFsȱ wereȱ averagedȱ overȱ fiveȱ recordings,ȱ
repositioningȱ theȱheadphonesȱ forȱeachȱrecording.ȱTheȱ
inverseȱ ofȱ aȱHPTFȱwasȱ calculatedȱ byȱ aȱ leastȬsquareȱ
methodȱwithȱminimumȱphaseȱ inversionȱ (Schärerȱandȱ
Lindau,ȱ2009).ȱAȱbandȬpassȱfilterȱwasȱappliedȱbetweenȱ
80ȱHzȱ andȱ 18ȱ kHz.ȱ Theȱmeasurementsȱ ofȱ theȱ BRIRsȱ
wereȱ averagedȱ overȱ threeȱ recordings.ȱ Staxȱ Lambdaȱ
Proȱheadphonesȱwereȱusedȱforȱplayback.ȱTheȱinherentȱ
insufficiencesȱofȱtheȱbinauralȱsynthesisȱareȱminimizedȱ
byȱcustomizeȱtheȱsystemȱ(BegaultȱandȱWenzel,ȱ2001).ȱȱ
Experiment I 
Theȱintentionȱofȱtheȱfirstȱexperimentȱwasȱtoȱinvestigateȱ
howȱparticipantsȱ experienceȱperceptualȱ fusionȱ ofȱ theȱ
positionsȱ ofȱ competingȱ visualȱ stimuliȱwhileȱ listeningȱ
toȱ virtualȱ soundȱ reproductionsȱ overȱ headphones.ȱ Aȱ
testȱmethodȱwasȱdesignedȱtoȱinvestigateȱlocalizationȱinȱ
virtualȱ acoustics.ȱ Inȱ theȱ firstȱ experiment,ȱparticipantsȱ
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wereȱprovidedȱwithȱdifferentȱ testȱ stimuliȱ andȱhadȱ toȱ
reportȱ whetherȱ theyȱ perceiveȱ theȱ audioȱ stimulusȱ
below,ȱinȬplane,ȱorȱaboveȱtheȱvisualȱstimulus.ȱ
ExperimentalȱDesignȱ
Theȱ apparatusȱ containsȱ soundȱ andȱ visualȱ sourceȱ
positionsȱ arrangedȱ onȱ aȱ segmentȱ ofȱ aȱ circleȱwithȱ theȱ
testȱparticipantȱ inȱ itsȱcenterȱ (seeȱFig.ȱ1).ȱTheȱbinauralȱ
auralizationȱ ofȱ theȱ virtualȱ loudspeakersȱ viaȱ
headphonesȱ isȱ synthesizedȱ byȱ aȱ MATLABȱ audioȱ
player.ȱ Whiteȱ LEDsȱ alsoȱ arrangedȱ onȱ theȱ circleȱ
segment,ȱ withȱ 5ȱ mmȱ diameterȱ andȱ approx.ȱ 15ȱ cdȱ
luminousȱintensity,ȱwereȱusedȱasȱvisualȱsources.ȱTheyȱ
wereȱcontrolledȱbyȱaȱMATLABȱdrivenȱArduinoȬMegaȱ
platformȱ(Arduino,ȱ2013).ȱTheȱLEDȱarraysȱwereȱvisibleȱ
duringȱtest.ȱAmbientȱlightȱwasȱdimmedȱtoȱaȱminimumȱ
toȱkeepȱvisualȱdistractionsȱasȱlowȱasȱpossible.ȱ
1)ȱȱSourceȱPositionsȱ
Theȱ combinationȱ ofȱ fourȱ soundȱ sourceȱ positionsȱ
andȱ 20ȱ visualȱ sourceȱ positionsȱwereȱ investigated.ȱ
Tableȱ 1ȱ showsȱ theȱ soundȱ sourcesȱ positionsȱ andȱ
theirȱnames.ȱ
TABLEȱ1ȱAZIMUTHȱANDȱELEVATIONȱOFȱVIRTUALȱSOUNDȱSOURCEȱ
POSITIONS,ȱUSEDȱINȱEXPERIMENTȱIȱ
Nameȱ H0V0ȱ H30V0 H0V25ȱ H30V25
azimuthȱ 0°ȱ +30°ȱ 0°ȱ +30°ȱ
elevationȱ 0°ȱ 0°ȱ +25°ȱ +25°ȱ
AȱGeithainȱMoȬ2ȱloudspeakerȱwasȱusedȱtoȱmeasureȱ
theȱ BRIRsȱ forȱ eachȱ ofȱ theȱ fourȱ positionsȱ inȱ aȱ
standardizedȱlisteningȱlabȱ(EBUȱTech.ȱ3276ȱ/ȱITUȬRȱ
BS.1116Ȭ1).ȱ Theȱ distanceȱ fromȱ theȱ loudspeakerȱ toȱ
theȱ listeningȱ pointȱwasȱ 2.2ȱm.ȱ Theȱ heightȱ ofȱ theȱ
sourceȱpositionsȱwasȱ1.26ȱmȱ (i.e.,ȱ theȱapproximateȱ
earȱ positionȱ ofȱ aȱ sittingȱ person)ȱ forȱ zeroȱ degreeȱ
elevation.ȱ Theȱ recordingȱ positionsȱ ofȱ theȱ BRIRsȱ
wereȱ identicalȱ toȱ theȱ listeningȱpositionȱ inȱ theȱ test.ȱ
CustomȬbuiltȱ inȬearȱ microphonesȱ wereȱ usedȱ forȱ
measurementsȱ nextȱ toȱ theȱ eardrumȱ (Møller,ȱ
Sørensen,ȱJensen,ȱandȱHammershøi,ȱ1996).ȱ
Tenȱverticalȱpositionsȱatȱazimuthsȱ0°ȱandȱ+30°ȱwereȱ
usedȱ forȱ theȱvisualȱ sources.ȱTheyȱ coveredȱaȱ rangeȱ
fromȱ Ȭ10°ȱ toȱ +35°ȱ elevationȱ withȱ 5°ȱ stepsȱ onȱ aȱ
segmentȱofȱaȱcircle.ȱFig.ȱ1ȱshowsȱ theȱconfigurationȱ
ofȱ theȱ experimentsȱ forȱ theȱ zeroȱ degreeȱ azimuthȱ
position.ȱTheȱblackȱdotsȱonȱtheȱsegmentȱofȱaȱcircleȱ
indicateȱ theȱsoundȱsourceȱpositions.ȱTheȱgreyȱdotsȱ
indicateȱtheȱvisualȱsourceȱpositions.ȱ
FIG.ȱ1ȱPOSITIONSȱOFȱTHEȱAUDIOȱANDȱVISUALȱSOURCESȱFORȱ
EXPERIMENTȱIȱANDȱII;ȱSOUNDȱSOURCESȱFORȱPLAYBACKȱVIAȱ
HEADPHONESȱAREȱMARKEDȱASȱBLACKȱDOTSȱATȱ0°ȱANDȱ+25°ȱ
(EXP.ȱIȱLEFTȱFIGURE)ȱANDȱATȱ0°ȱANDȱ+20°ȱ(EXP.ȱIIȱRIGHTȱ
FIGURE);ȱVISUALȱ(LED)ȱPOSITIONSȱMARKEDȱASȱGREYȱDOTSȱ
COVERȱȬ10°ȱTOȱ+35°ȱWITHȱ5°ȱINTERVALSȱ(EXP.ȱIȱLEFTȱFIGURE)ȱ
ANDȱWHITEȱDOTSȱFROMȱȬ10°ȱTOȱ+30°ȱWITHȱ2.5°ȱINTERVALSȱ
(EXP.ȱIIȱRIGHTȱFIGURE).ȱNOTEȱTHATȱTHEȱSOURCESȱWEREȱ
ARRANGEDȱONȱAȱSEGMENTȱOFȱCIRCLEȱINȱEXPERIMENTȱI,ȱ
WHILEȱEXPERIMENTȱIIȱHADȱTHEȱSOURCESȱARRANGEDȱONȱAȱ
TANGENTȱPLANE.ȱ
2)ȱȱTestȱConditionsȱ
Allȱ combinationsȱ ofȱ verticalȱ audioȱ andȱ visualȱ
positionsȱwereȱ usedȱ onȱ eachȱ horizontalȱ position.ȱ
Twoȱdifferentȱ typesȱofȱaudioȱ contentȱwhereȱused:ȱ
Anȱanechoicȱ recordingȱofȱsaxophoneȱ (durationȱ6s)ȱ
andȱaȱseriesȱofȱwhiteȱnoiseȱburstȱ (fiveȱburstsȱeachȱ
withȱ 30ȱmsȱdurationȱ andȱ 3ȱmsȱ cosineȱ fadeȱ in/outȱ
andȱ 70ȱ msȱ silenceȱ betweenȱ singleȱ bursts).ȱ Theȱ
saxophoneȱ itemȱ wasȱ chosenȱ becauseȱ itȱ hasȱ aȱ
spectralȱandȱtonalȱcharacteristicȱlikeȱhumanȱspeechȱ
(Nykänenȱ andȱ Johannson,ȱ 2003),ȱ (Teal,ȱ 1963),ȱ butȱ
withoutȱ theȱ unwantedȱ influenceȱ toȱ distanceȱ
perceptionȱcausedȱbyȱarticulationȱorȱfamiliarizationȱ
(Blauert,ȱ2001).ȱBothȱvisualȱandȱaudioȱstimuliȱwereȱ
presentedȱsimultaneously.ȱTheȱorderȱofȱtheȱstimuliȱ
wasȱrandomizedȱforȱeachȱsubject.ȱ
3)ȱȱTestȱPanelȱ
Twoȱ femaleȱ andȱ threeȱmaleȱ personsȱwithȱ normalȱ
hearing,ȱ agedȱ betweenȱ 24ȱ andȱ 33,ȱ participatedȱ inȱ
theȱ listeningȱ tests.ȱ Theȱ participantsȱ wereȱ wellȱ
experiencedȱwithȱlisteningȱtests.ȱPriorȱtoȱtheȱtest,ȱaȱ
trainingȱ sessionȱ wasȱ done,ȱ familiarizingȱ allȱ
listenersȱwithȱ theȱconditionsȱandȱ itemsȱunderȱ test.ȱ
Participantsȱ additionallyȱ receivedȱ aȱ verbalȱ andȱ
writtenȱ introductionȱ includingȱ definitionsȱ ofȱ theȱ
termsȱ localizationȱ andȱ externalizationȱ (followingȱ
(Merimaaȱ andȱ Hess,ȱ 2004),ȱ (Hartmannȱ andȱ
Wittenberg,ȱ1996)).ȱEachȱparticipantȱhadȱtoȱlistenȱtoȱ
aȱselectionȱofȱtestȱstimuliȱconsistingȱofȱstimuliȱwithȱ
coincidingȱandȱdivergingȱaudioȱandȱvisualȱ sourceȱ
positions.ȱ Eachȱ trainingȱ itemȱ hadȱ toȱ beȱ ratedȱ inȱ
orderȱ toȱ becomeȱ familiarȱ withȱ theȱ testingȱ
procedureȱ andȱ toȱ buildȱ anȱ internalȱ reference.ȱ
31
www.seipub.org/sprȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱȱSignalȱProcessingȱResearchȱVolumeȱ2ȱIssueȱ2,ȱJuneȱ2013
Participantsȱ thenȱ hadȱ toȱ judgeȱ theȱ localizationȬ
differencesȱ betweenȱ audioȱ andȱ visualȱ stimuliȱ forȱ
differentȱdeviations.ȱ
ExperimentalȱProcedureȱ
Theȱ Experimentȱ Iȱ consistedȱ ofȱ oneȱ listeningȱ testȱ
sessions.ȱTestȱ investigatedȱtheȱassumedȱ influenceȱofȱaȱ
visualȱcueȱonȱsoundȱlocalizationȱforȱfrontal,ȱlateralȱandȱ
elevatedȱdirectionsȱofȱtheȱstimuli.ȱTheȱtestȱsessionȱwasȱ
dividedȱ intoȱ threeȱparts.ȱTheȱ firstȱpartȱ containedȱ theȱ
trainingȱ ofȱ theȱ participantsȱ toȱ establishȱ perceptionalȱ
localizationȱ andȱ externalization.ȱ Theȱ trainingȱ stimuliȱ
includedȱ theȱ fourȱdirections,ȱ twoȱ soundȱ signals,ȱ andȱ
congruenceȱrespectivelyȱdivergenceȱbetweenȱtheȱaudioȱ
andȱ visualȱ stumulus.ȱ Theȱ secondȱ andȱ thirdȱ partȱ
consistedȱ ofȱ threeȱ repetitionsȱ ofȱ theȱ testȱ stimuliȱ
respectively,ȱseparatedȱbyȱaȱbreakȱofȱca.ȱfiveȱminutes.ȱ
Theȱ totalȱ amountȱ ofȱ stimuliȱwasȱ 256ȱ (3repetitionsȱ xȱ
2soundsȱxȱ4audioȱpositionsȱxȱ10visualȱpositionsȱ=ȱ240ȱ
plusȱ16ȱ trainingȱstimuli)ȱperȱsubject.ȱAȱwholeȱsessionȱ
tookȱapprox.ȱ60ȱminutes.ȱ
Theȱparticipantsȱhadȱtoȱanswerȱtheȱfollowingȱquestionȱ:ȱ
Doȱ youȱperceiveȱ theȱ audioȱ stimulusȱ below,ȱ inȬplane,ȱ
orȱ aboveȱ theȱ visualȱ stimulus?ȱ Allȱ participantsȱ wereȱ
instructedȱ toȱ keepȱ theȱ headȱ straightȱ andȱ forwardȱ
duringȱlisteningȱandȱrating,ȱandȱtoȱlistenȱtoȱtheȱwholeȱ
stimulusȱ beforeȱ rating.ȱ Toȱ avoidȱ anyȱmovementsȱ orȱ
distractionȱ byȱ operatingȱ aȱ computerȱ interfaceȱ allȱ
feedbackȱofȱtheȱsubjectsȱwasȱdoneȱverballyȱonly.ȱTheirȱ
answersȱwereȱ filledȱ inȱaȱdatasheetȱbyȱ theȱ supervisor.ȱ
Eyeȱmovementsȱwereȱexplicitlyȱallowedȱtoȱincreaseȱtheȱ
fixationȱ andȱ enableȱ betterȱ localizationȱ ofȱ theȱ twoȱ
stimuli.ȱRepeatedȱ listeningȱ toȱ theȱ stimulusȱpairsȱwasȱ
possibleȱwhenȱrequestedȱbyȱtheȱsubjects.ȱȱ
Resultsȱ
Theȱ ratingsȱ ofȱ theȱ subjectsȱ forȱ localizationȱ areȱ
presentedȱ asȱ normalizedȱ frequencyȱ (percentage)ȱ ofȱ
theirȱoccurrence.ȱTheȱdifferencesȱ inȱtheȱresultsȱforȱtheȱ
twoȱ itemsȱ Saxophoneȱ andȱNoiseȱ Burstȱ provedȱ toȱ beȱ
sufficientlyȱ small.ȱThereforeȱ theȱ resultsȱofȱbothȱ itemsȱ
haveȱbeenȱcombinedȱforȱfurtherȱanalysis.ȱTheȱresultsȱofȱ
theȱ firstȱ sessionȱ (training)ȱ showȱ thatȱ allȱ participantsȱ
ratedȱ theȱstimuliȱwithȱzeroȱdegreeȱdeviationȱbetweenȱ
audioȱandȱvisualȱstimulusȱcorrectly.ȱ
Fig.ȱ2ȱshowsȱtheȱnormalizedȱfrequenciesȱofȱtheȱratingsȱ
fromȱallȱparticipantsȱforȱtheȱaudioȱpositionsȱH0V0ȱandȱ
H30V0ȱasȱaȱfunctionȱofȱaudioȬvisualȱdiscrepancy.ȱTheȱ
occurrencesȱ forȱ theȱanswersȱ“below”,ȱ“inȬplane”,ȱandȱ
“above”ȱ areȱ shownȱ inȱ theȱ figure.ȱ Aȱ horizontalȱ lineȱ
indicatesȱtheȱ50%ȱpointȱofȱtheȱratings.ȱ
FIG.ȱ2ȱLOCALIZATIONȱRESULTSȱASȱNORMALIZEDȱ
FREQUENCYȱOFȱTHEȱRATINGSȱFORȱTHEȱACOUSTICALȱ
POSITIONSȱH0V0ȱANDȱH30V0ȱANDȱBOTHȱSOUNDȱSIGNALSȱ
(SAXOPHONEȱANDȱNOISE);ȱTHEȱDEVIATIONȱBETWEENȱTHEȱ
AUDIOȱANDȱVISUALȱSTIMULUSȱISȱSHOWNȱONȱTHEȱXȬAXIS;ȱ
NEGATIVEȱVALUESȱINDICATEȱTHATȱTHEȱAUDIOȱSTIMULUSȱISȱ
POSITIONEDȱBELOWȱTHEȱVISUALȱSTIMULUS;ȱTHEȱ
HORIZONTALȱLINEȱINDICATESȱ50%ȱOFȱTHEȱRATINGS.ȱ
Fig.ȱ3ȱshowsȱtheȱnormalizedȱfrequenciesȱofȱtheȱratingsȱ
fromȱ allȱ subjectsȱ forȱ theȱ acousticalȱ positionsȱH0V25ȱ
andȱH30V25ȱasȱaȱfunctionȱofȱaudioȬvisualȱdiscrepancy.ȱ
Theȱ ratingsȱ forȱ “inȬplane”ȱ forȱ upperȱ verticalȱ soundȱ
sourceȱpositionsȱshownȱ inȱFig.ȱ2ȱ isȱspreadȱmoreȱ thanȱ
forȱ theȱzeroȱdegreeȱverticalȱpositionsȱshownȱ inȱFig.ȱ3.ȱ
Thisȱleadsȱtoȱtheȱconclusionȱthatȱparticipantsȱtolerateȱaȱ
largerȱdeviationȱbetweenȱ theȱvisualȱandȱaudioȱsourceȱ
positionȱforȱaudioȱsourcesȱatȱhigherȱelevation.ȱ
FIG.ȱ3ȱLOCALIZATIONȱRESULTSȱASȱNORMALIZEDȱ
FREQUENCYȱOFȱTHEȱRATINGSȱFORȱTHEȱAUDIOȱPOSITIONSȱ
H0V25ȱANDȱH30V25ȱANDȱBOTHȱSOUNDȱSIGNALSȱ
(SAXOPHONEȱANDȱNOISE);ȱTHEȱDEVIATIONȱBETWEENȱTHEȱ
AUDIOȱANDȱVISUALȱSTIMULUSȱISȱSHOWNȱONȱTHEȱXȬAXIS;ȱ
POSITIVEȱVALUESȱINDICATEȱTHATȱTHEȱAUDIOȱSTIMULUSȱISȱ
POSITIONEDȱABOVEȱTHEȱVISUALȱSTIMULUS;ȱTHEȱ
HORIZONTALȱLINEȱINDICATESȱ50%ȱOFȱTHEȱRATINGS.ȱ
Tableȱ2ȱ listsȱ theȱestimatedȱdeviationȱanglesȱofȱ ratingsȱ
“inȬplane”ȱ fromȱ allȱ participantsȱ atȱ theȱ 50%ȱ pointȱ ofȱ
normalizedȱ frequency.ȱ Anȱ increaseȱ ofȱ perceivedȱ
deviationȱbetweenȱaudioȱandȱvisualȱstimulusȱisȱvisibleȱ
forȱtheȱelevatedȱpositionsȱH0V25ȱandȱH30V25.ȱ
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TABLEȱ2ȱESTIMATEDȱDEVIATIONSȱINȱDEGREEȱFORȱTHEȱ50%ȱPOINTȱOFȱTHEȱ
FREQUENCIESȱFORȱRATINGȱ“EQUAL”,ȱ(*:ȱNOȱRELIABLEȱESTIMATEȱ
AVAILABLE).ȱ
ȱ H0V0ȱ H30V0ȱ H0V25ȱ H30V25ȱ
50%ȱpointȱ +8°/Ȭ8°ȱ +9°/Ȭ9°ȱ +10°/*ȱ +17°/Ȭ10°ȱ
Aȱ McNemar´sȱ testȱ wasȱ performedȱ toȱ estimateȱ theȱ
significanceȱofȱdifferencesȱbetweenȱtheȱfrequenciesȱforȱ
ratingsȱ“inȬplane”ȱandȱ”notȱinȬplane”ȱacrossȱtheȱaudioȱ
conditions.ȱ Theȱ ratingȱ “notȱ inȬplane”ȱ isȱ therebyȱ
definedȱasȱtheȱsumȱofȱratingsȱforȱ“above”ȱandȱ“below”.ȱ
Significantȱ differencesȱ (p<.05,ȱ N=500,ȱ DF=1)ȱ canȱ beȱ
foundȱ betweenȱ conditionsȱ H0V0ȱ andȱ H0V25,ȱ H0V0ȱ
andȱH30V25,ȱandȱH30V0ȱandȱH30V25ȱ(seeȱtableȱ3).ȱȱ
TABLEȱ3ȱCHIȬVALUESȱANDȱPHIȬVALUESȱ(INȱBRACKETS)ȱFORȱANALYSISȱOFȱ
DIFFERENCESȱ(MCNEMAR´SȱTEST)ȱBETWEENȱTHEȱRATINGSȱ“EQUAL”ȱ
ANDȱ”NOTȱEQUAL”ȱFORȱALLȱACOUSTICALȱCONDITIONS;ȱSIGNIFICANTȱ
VALUESȱAREȱBOLDȱTYPEȱ(P<.05,ȱN=500,ȱDF=1).ȱ
ȱ H0V0ȱ H30V0ȱ H0V25ȱ H30V25ȱ
H0V0ȱ Ȭȱ 1.13(0.04)ȱ 8.64(0.12)ȱ 14.73(0.16)ȱ
H30V0ȱ ȱ Ȭȱ 3.53(0.08)ȱ 7.78(0.11)ȱ
H0V25ȱ ȱ ȱ Ȭȱ 0.81(0.04)ȱ
Theȱ reliabilitiesȱ ofȱ theȱ ratingsȱ overȱ allȱ subjectsȱ areȱ
shownȱinȱFig.ȱ4ȱforȱtheȱ0°ȱelevationȱdirectionȱandȱinȱFig.ȱ
5ȱ forȱ theȱ +25°ȱ elevationȱ direction.ȱ Theȱ reliabilityȱ isȱ
100%ȱ forȱ 0°ȱ verticalȱ deviationȱ forȱ allȱ testȱ signals,ȱ
exceptȱ forȱ theȱ conditionȱ H30V25.ȱ Aȱ decreaseȱ ofȱ
reliabilityȱ isȱ visibleȱ forȱ increasingȱ deviations.ȱ Theȱ
visualȱ andȱ acousticalȱ directionsȱ areȱ notȱ clearlyȱ
separableȱ byȱ theȱ subjects.ȱ Theȱ reliabilityȱ isȱ closeȱ toȱ
100%ȱifȱtheȱverticalȱdeviationȱincreasesȱfurtherȱbecauseȱ
theȱ visualȱ andȱ acousticalȱ directionsȱ areȱ distinctȱ
separable.ȱTheȱreliabilityȱisȱusedȱasȱanȱindicatorȱforȱtheȱ
influenceȱ ofȱ aȱ visualȱ cueȱ onȱ theȱ localizationȱ ofȱ anȱ
acousticalȱevent.ȱ
FIG.ȱ4ȱRELIABILITYȱOFȱRATINGSȱOFȱALLȱTESTȱPARTICIPANTSȱ
FORȱTHEȱTWOȱACOUSTICALȱPOSITIONSȱH0V0ȱANDȱH30V0ȱ
ANDȱTESTȱSIGNALSȱ(SAXOPHONE,ȱNOISE,ȱANDȱBOTHȱ
SIGNALSȱTOGETHER);ȱTHEȱDEVIATIONȱINȱDEGREEȱBETWEENȱ
THEȱAUDIOȱSTIMULUSȱANDȱTHEȱVISUALȱSTIMULUSȱISȱ
SHOWNȱONȱTHEȱXȬAXIS;ȱAȱPOSITIVEȱDEVIATIONȱINDICATESȱ
THATȱTHEȱAUDIOȱSTIMULUSȱISȱABOVEȱTHEȱVISUALȱ
STIMULUS.ȱ
FIG.ȱ5ȱRELIABILITYȱOFȱRATINGSȱOFȱALLȱTESTȱPARTICIPANTSȱ
FORȱTHEȱTWOȱACOUSTICALȱPOSITIONSȱH0V25ȱANDȱH30V25ȱ
ANDȱTESTȱSIGNALSȱ(SAXOPHONE,ȱNOISE,ȱANDȱBOTHȱ
SIGNALSȱTOGETHER);ȱTHEȱDEVIATIONȱINȱDEGREEȱBETWEENȱ
THEȱAUDIOȱSTIMULUSȱANDȱTHEȱVISUALȱSTIMULUSȱISȱ
SHOWNȱONȱTHEȱXȬAXIS;ȱAȱPOSITIVEȱDEVIATIONȱINDICATESȱ
THATȱTHEȱAUDIOȱSTIMULUSȱISȱABOVEȱTHEȱVISUALȱ
STIMULUS.ȱ
Asȱ expected,ȱ audioȬvisualȱ discrepanciesȱ inȱ directionȱ
areȱmoreȱtolerableȱforȱupperȱlateralȱandȱupperȱfrontalȱ
positionsȱ comparedȱ toȱ lateralȱ positionsȱ withȱ 0°ȱ
elevation.ȱTheȱestimatedȱdeviationsȱcoverȱaȱrangeȱfromȱ
8°ȱ forȱ nonȬelevatedȱ positionsȱ toȱ 17°ȱ forȱ lateralȱ andȱ
elevatedȱpositions.ȱTheȱpresentedȱ resultsȱ areȱ affectedȱ
byȱ theȱ localizationȱ accuracyȱ withoutȱ visualȱ cues.ȱ
However,ȱ theȱ angularȱ resolutionȱ ofȱ theȱ testȱwasȱ tooȱ
coarseȱ toȱ identifyȱ howȱ theȱ localizationȱ discrepancyȱ
betweenȱ visualȱ andȱ audioȱ stimulusȱ comparesȱ toȱ
humanȱ localizationȱ accuracy.ȱ Theȱ measuredȱ
localizationȱ inȱ theȱ medianȱ planeȱ withȱ binauralȱ
presentationȱviaȱheadphonesȱ isȱ comparableȱwithȱ realȱ
sourceȱ listeningȱ (Seeberȱ andȱ Fastl,ȱ 2004),ȱ (Bertelsonȱ
andȱRadeau,ȱ1981).ȱFurthermore,ȱtheȱverticalȱpositionsȱ
>30°ȱ wereȱ difficultȱ toȱ seeȱ forȱ someȱ subjectsȱ withȱ
glassesȱ asȱ headȱmovementsȱwereȱ forbiddenȱ andȱ theȱ
bordersȱofȱtheirȱglassesȱdistortedȱtheȱimage.ȱȱ
Experiment II 
Theȱ secondȱ experimentȱ attemptsȱ toȱverifyȱ andȱ refineȱ
theȱ findingsȱofȱ experimentȱ Iȱwithȱ aȱ slightlyȱdifferentȱ
testȱ design.ȱ Aȱ newȱ methodȱ wasȱ chosenȱ forȱ theȱ
indicationȱ ofȱ theȱ localizedȱ soundȱ sourceȱ positions.ȱ
Seeberȱ andȱ Fastlȱ usedȱ aȱ laserȱ pointerȱ toȱ indicateȱ
localizedȱ directionȱ (Seeberȱ andȱ Fastl,ȱ 2004).ȱ Theyȱ
provedȱ thatȱ theȱ soȬcalledȱ Proprioceptionȱ Decoupledȱ
Pointerȱ (Proȱ Deȱ Po)ȱmethodȱ showsȱ lessȱ localizationȱ
errorȱ andȱ varianceȱ thanȱmostȱ alternativeȱ localizationȱ
methods,ȱ especiallyȱ atȱ lateralȱ angles.ȱ Dueȱ toȱ theȱ
promisingȱresultsȱshownȱinȱSeeberȱandȱFastlȱ(2004)ȱanȱ
adaptionȱofȱthisȱmethodȱwasȱchosenȱforȱtheȱindicationȱ
ofȱsoundȱsourceȱlocalizationȱforȱexperimentȱII.ȱ
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ExperimentalȱDesignȱ
Theȱprincipalȱsetupȱofȱtheȱsecondȱexperimentȱisȱsimilarȱ
toȱ theȱ setupȱ usedȱ inȱ experimentȱ I.ȱ Theȱ mainȱ
differencesȱ areȱ theȱ arrangementȱ ofȱ soundȱ andȱ visualȱ
sourcesȱonȱaȱ tangentȱplaneȱ insteadȱofȱaȱsphericalȱcapȱ
(seeȱ Figureȱ 1),ȱ anȱ increaseȱ ofȱ theȱ numberȱ ofȱ visualȱ
sources,ȱandȱtheȱusageȱofȱaȱpointerȱmethodȱsimilarȱtoȱ
theȱ Proȱ Deȱ Poȱ method.ȱ Whileȱ acousticȱ andȱ visualȱ
stimuliȱwereȱpresentedȱsimultaneouslyȱinȱexperimentȱIȱ
theȱ stimuliȱ wereȱ presentedȱ withȱ anȱ offsetȱ inȱ
experimentȱII.ȱTheȱvisualȱsourcesȱ(LEDs),ȱtheȱpointingȱ
device,ȱ andȱ theȱ recordingȱ ofȱ theȱ ratingsȱ wereȱ
controlledȱ byȱ MATLABȱ andȱ aȱ MATLABȱ drivenȱ
ArduinoȬMegaȱplatformȱ(Arduino,ȱ2013).ȱ
1)ȱȱSourceȱPositionsȱȱ
Fourȱ soundȱ andȱ 34ȱ visualȱ sourceȱ positionsȱ wereȱ
used.ȱTheȱsoundȱsourcesȱareȱdisplayedȱinȱTableȱ3.ȱ
TABLEȱ3ȱAZIMUTHȱANDȱELEVATIONȱOFȱVIRTUALȱSOUNDȱSOURCEȱ
POSITIONS,ȱUSEDȱINȱEXPERIMENTȱII.ȱ
Nameȱ H0V0ȱ H20V0 H0V20ȱ H20V20
azimuthȱ 0°ȱ +20°ȱ 0°ȱ +20°ȱ
elevationȱ 0°ȱ 0°ȱ +20°ȱ +20°ȱ
2)ȱȱTestȱConditionsȱ
FourȱGenelecȱ8030BPMȱloudspeakersȱwereȱusedȱtoȱ
measureȱ theȱBRIRsȱ inȱaȱstandardizedȱ listeningȱ labȱ
(seeȱ Experimentȱ I).ȱ Svantekȱ SVȬ25Sȱ inȬearȱ
microphonesȱ wereȱ usedȱ forȱ BRIRȱ andȱ HPTFȱ
measurements.ȱTheȱdistanceȱ fromȱ theȱ loudspeakerȱ
atȱ H0V0ȱ toȱ theȱ listeningȱ pointȱ wasȱ 2.2ȱ m.ȱ Theȱ
heightȱ ofȱ theȱ sourceȱ positionȱ wasȱ 1.26ȱ mȱ
(approximateȱ earȱ positionȱ ofȱ aȱ sittingȱ person)ȱ forȱ
zeroȱdegreeȱelevation.ȱSeventeenȱverticalȱpositionsȱ
atȱ azimuthsȱ 0°ȱ andȱ +20°ȱ wereȱ usedȱ asȱ visualȱ
sourcesȱ(LEDs).ȱTheyȱcoveredȱaȱrangeȱfromȱȬ10°ȱtoȱ
+30°ȱ withȱ 2.5°ȱ steps.ȱ Aȱ blackȱ soundȬtransparentȱ
curtainȱwasȱ placedȱ directlyȱ inȱ frontȱ ofȱ theȱ LEDs.ȱ
Theȱ sizeȱofȱ theȱ lightȱdotsȱwasȱ10ȱmmȱ inȱdiameterȱ
(approx.ȱ0.26°)ȱonȱtheȱfrontȱsideȱofȱtheȱcurtain.ȱAllȱ
combinationsȱ ofȱ acousticalȱ andȱ visualȱ verticalȱ
directionsȱwereȱusedȱforȱbothȱhorizontalȱdirections.ȱ
TwoȱaudioȱstimuliȱwereȱusedȱinȱexperimentȱII:ȱAnȱ
anechoicȱ recordingȱ ofȱmaleȱ speechȱ (durationȱ 4ȱ s)ȱ
andȱtheȱwhiteȱnoiseȱburstȱsequenceȱalreadyȱusedȱinȱ
experimentȱ I.ȱ Theȱ visualȱ andȱ audioȱ stimuliȱwereȱ
presentedȱ atȱ differentȱ times,ȱ theȱ audioȱ stimulusȱ
beingȱdelayedȱ150ȱmsȱtoȱtheȱvisualȱstimulusȱcausedȱ
byȱtechnicalȱlimitationsȱofȱstimuliȱpresentationȱandȱ
theȱrecordingȱofȱtheȱratingȱwithȱanȱIPȱcamera.ȱDueȱ
toȱ thisȱ timeȱ differenceȱ lessȱ fusionȱ ofȱ bothȱ stimuliȱ
comparedȱ toȱ aȱ simultaneousȱ occurrenceȱ wasȱ
expectedȱ(BertelsonȱandȱRadeau,ȱ1981).ȱȱ
3)ȱȱTestȱPanelȱ
Twoȱ femaleȱ andȱ fourȱmaleȱ personsȱ withȱ normalȱ
hearing,ȱ agedȱ betweenȱ 21ȱ andȱ 30,ȱ participatedȱ inȱ
theȱ listeningȱ test.ȱ Theȱ participantsȱ wereȱ
experiencedȱ withȱ listeningȱ tests.ȱ Consistentȱ withȱ
theȱ firstȱ experiment,ȱ allȱ participantsȱ hadȱ toȱ
completeȱaȱtrainingȱsessionȱtoȱbecomeȱfamiliarȱwithȱ
theȱ selectionȱ ofȱ conditionsȱ underȱ test,ȱ theȱ testȱ
procedure,ȱ theȱ inputȱ device,ȱ andȱ toȱ buildȱ anȱ
internalȱ referenceȱ forȱ theȱ judgment.ȱ Theȱ selectionȱ
usedȱforȱtrainingȱconsistedȱofȱtestȱstimuliȱwithȱbothȱ
coincidingȱandȱdivergingȱaudioȱandȱvisualȱ sourceȱ
positions,ȱ andȱ ofȱ testȱ stimuliȱwithȱ audioȱ sourcesȱ
only.ȱ
ExperimentalȱProcedureȱ
Thisȱexperimentȱconsistedȱofȱoneȱlisteningȱtestȱsessionȱ
toȱinvestigateȱtheȱassumedȱinfluenceȱofȱaȱvisualȱcueȱonȱ
soundȱlocalizationȱandȱtoȱverifyȱtheȱsoundȱlocalizationȱ
accuracyȱ inȱ elevationȱwithoutȱ aȱ visualȱ cue.ȱ Theȱ testȱ
sessionȱwasȱdividedȱintoȱthreeȱparts,ȱtheȱfirstȱbeingȱtheȱ
training.ȱ Theȱ secondȱ andȱ thirdȱ partȱ includedȱ twoȱ
repetitionsȱ ofȱ theȱ testȱ stimuliȱ ofȱ allȱ combinationsȱ ofȱ
visualȱ andȱ audioȱ positionsȱ inȱ randomizedȱ order.ȱ
Furthermore,ȱ theȱ audioȱ positionsȱ withoutȱ visualȱ
feedbackȱ wereȱ presentedȱ twice.ȱ Aȱ breakȱ ofȱ approx.ȱ
fiveȱminutesȱwasȱtakenȱbetweenȱpartsȱtoȱavoidȱlistenerȱ
fatigue.ȱ Theȱ numberȱ ofȱ stimuliȱ wasȱ 320ȱ perȱ subjectȱ
(2repetitionsȱxȱ2soundsȱxȱ4audioȱpositionsȱxȱ17visualȱ
positionsȱ =ȱ 272ȱplusȱ 2repetitionsȱ xȱ 2soundsȱ xȱ 4audioȱ
positionsȱ =ȱ 16ȱ plusȱ 32ȱ trainingȱ stimuli).ȱOneȱ sessionȱ
tookȱapprox.ȱ60ȱminutes.ȱȱ
Participantsȱratedȱtheȱsoundȱeventȱbyȱpointingȱwithȱaȱ
laserȱ pointerȱ inȱ theirȱ leftȱ orȱ rightȱ handȱ onȱ aȱ blackȱ
curtainȱ atȱ theȱperceivedȱ incidenceȱ angle.ȱTheȱ curtainȱ
wasȱplacedȱdirectlyȱ inȱ frontȱofȱ theȱLEDs.ȱAȱwebcam,ȱ
controlledȱ overȱ aȱ networkȱ connection,ȱ recordedȱ theȱ
ratingȱbyȱtakingȱaȱscreenshotȱafterȱparticipantsȱpushedȱ
aȱ buttonȱ toȱ triggerȱ theȱ camera.ȱAllȱparticipantsȱwereȱ
instructedȱ toȱ keepȱ theȱ headȱ straightȱ andȱ forwardȱ
duringȱlisteningȱandȱrating,ȱandȱtoȱlistenȱtoȱtheȱwholeȱ
stimulusȱ beforeȱ rating.ȱ Eyeȱmovementȱwasȱ allowed.ȱ
Repeatedȱlisteningȱtoȱstimuliȱwasȱpossible,ȱifȱrequired.ȱ
Resultsȱ
Forȱ theȱ analysisȱ aȱ gridȱ wasȱ projectedȱ withȱ aȱ videoȱ
projectorȱ onȱ theȱ curtainȱ andȱ aȱ screenshotȱ withȱ theȱ
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webcamȱ wasȱ taken.ȱ Theȱ projectedȱ gridȱ wasȱ
geometricallyȱwarpedȱtoȱfitȱtheȱcorrectȱhorizontalȱandȱ
verticalȱanglesȱfromȱaȱcircleȱsegmentȱwithȱitsȱcenterȱatȱ
theȱ listeningȱ position.ȱ Theȱ angularȱ resolutionȱ ofȱ theȱ
gridȱwasȱ 1°.ȱTheȱ gridȱwasȱ recordedȱ onceȱ andȱ itȱwasȱ
notȱ visibleȱ duringȱ experiment.ȱ Theȱ laserȱ pointȱ fromȱ
theȱsubjectȱwasȱdetectedȱwithinȱtheȱscreenshotȱofȱeachȱ
ratingȱandȱcomparedȱtoȱitsȱpositionȱonȱtheȱgrid.ȱȱ
Fig.ȱ 6ȱ showsȱ theȱ gridȱ withȱ anȱ exemplaryȱ ratingȱ
markedȱ asȱ aȱ crossȱ atȱ +9°ȱ verticalȱ andȱ +1°ȱ horizontalȱ
direction.ȱ
FIG.ȱ6ȱSCREENSHOTȱOFȱTHEȱPROJECTIONȱOFȱTHEȱWARPEDȱ
GRIDȱONȱTHEȱCURTAINȱINȱFRONTȱOFȱTHEȱSUBJECT;ȱANȱ
EXEMPLARYȱRATINGȱISȱSHOWNȱASȱAȱBLACKȱCROSSȱATȱ+9°ȱ
VERTICALȱANDȱ+1°ȱHORIZONTALȱPOSITION;ȱ0°ȱPOSITIONȱISȱ
MARKEDȱASȱ5ȱPOINTSȱINȱLOWERȱLEFTȱPARTȱOFȱTHEȱFIGUREȱ
(CROPPEDȱANDȱINVERTEDȱPICTUREȱFORȱBETTERȱVISUALȱ
PRESENTATION).ȱ
Theȱ quantilesȱ ofȱ theȱ dataȱ fromȱ theȱ localizationȱ testȱ
withȱ presentationȱ ofȱ visualȱ stimuliȱ (testȱ trial)ȱ wereȱ
normalizedȱ toȱ theȱ correspondingȱ resultsȱ fromȱ theȱ
localizationȱ testȱwithoutȱvisualȱ stimuliȱ (controlȱ trial).ȱ
Theȱinfluenceȱofȱtheȱvisualȱcue,ȱi.e.,ȱtheȱdeviationȱwasȱ
thenȱ calculatedȱ asȱ theȱ differenceȱ ofȱ theȱ mediansȱ
betweenȱtheȱnormalizedȱtestȱtrialsȱandȱtheȱcontrolȱtrialȱ
forȱ eachȱ audioȱ position.ȱ Aȱmeanȱ absoluteȱ deviationȱ
(mad)ȱ ofȱ theȱmediansȱwasȱ calculatedȱ overȱ allȱ visualȱ
directionsȱandȱoverȱaȱ rangeȱ fromȱ+10°ȱ toȱ+30°ȱ forȱV0ȱ
conditionsȱandȱoverȱaȱrangeȱfromȱȬ10°ȱtoȱ+10°ȱforȱV20ȱ
conditions.ȱTheȱselectionȱofȱtheȱboardersȱareȱmotivatedȱ
byȱ theȱ resultsȱ andȱ theȱ 50%ȱpointȱ fromȱ experimentȱ I.ȱ
Significantȱ resultsȱ ofȱ oneȬsidedȱ signȱ testȱ forȱ theȱ
hypothesisȱofȱzeroȱdegreeȱbiasȱareȱgivenȱasȱasterisksȱinȱ
Fig.ȱ7ȱandȱFig.ȱ8.ȱ
Fig.ȱ7ȱshowsȱtheȱverticalȱdeviationȱforȱconditionȱH0V0ȱ
andȱH20V0ȱ underȱ theȱ influenceȱ ofȱ visualȱ stimuli.ȱAȱ
significantȱ verticalȱ deviationȱ isȱ observedȱ forȱ visualȱ
stimulusȱ directionsȱ ofȱ greaterȱ thanȱ orȱ equalȱ toȱ +5°ȱ
(exceptȱ+25°ȱ forȱH0V0)ȱandȱsmallerȱ thanȱorȱequalȱ toȱ Ȭ
7.5°ȱ forȱ H0V0,ȱ andȱ theȱ madȱ increasesȱ forȱ lateralȱ
positions.ȱ
FIG.ȱ7ȱVERTICALȱDEVIATIONȱINȱDEGREEȱFORȱTHEȱ
CONDITIONȱH0V0ȱ(LEFT)ȱANDȱH20V0ȱ(RIGHT)ȱRELATEDȱTOȱ
THEȱDIRECTIONȱOFȱTHEȱVISUALȱSTIMULUS;ȱMADȱ=ȱMEANȱ
ABSOLUTEȱDEVIATION;ȱ*ȱP<.05ȱBYȱONEȬSIDEDȱSIGNȱTEST.ȱ
Fig.ȱ 8ȱ showsȱ theȱ verticalȱ deviationȱ forȱ conditionȱ
H0V20ȱ andȱ H20V20ȱ underȱ theȱ influenceȱ ofȱ visualȱ
stimuli.ȱSignificantȱverticalȱdeviationsȱareȱobservedȱforȱ
allȱvisualȱstimulusȱdirectionsȱsmallerȱ thanȱorȱequalȱtoȱ
+15°ȱandȱgreaterȱ thanȱorȱequalȱ toȱ+22.5°ȱ (exceptȱ+25°)ȱ
forȱ H20V20.ȱ Theȱ conditionȱ H0V20ȱ showsȱ theȱ sameȱ
trend,ȱbutȱwithȱnoȱsignificantȱ (p<.05)ȱresultsȱforȱsomeȱ
directions.ȱ Theȱ madȱ isȱ increasingȱ forȱ upperȱ lateralȱ
condition.ȱAȱstrongerȱincreaseȱisȱobservedȱbetweenȱtheȱ
frontalȱandȱupperȱconditions.ȱȱ
FIG.ȱ8ȱVERTICALȱDEVIATIONȱINȱDEGREEȱFORȱTHEȱ
CONDITIONȱH0V20ȱ(LEFT)ȱANDȱH20V20ȱ(RIGHT)ȱRELATEDȱTOȱ
THEȱDIRECTIONȱOFȱTHEȱVISUALȱSTIMULUS;ȱMAD=MEANȱ
ABSOLUTEȱDEVIATION;ȱ*ȱP<.05ȱBYȱONEȬSIDEDȱSIGNȱTEST.ȱ
Anȱ intersensoryȱ biasȱwasȱ calculatedȱ byȱ dividingȱ theȱ
medianȱ ofȱ theȱ deviationȱ andȱ theȱ intersensoryȱ
discrepancyȱbetweenȱtheȱaudioȱandȱvisualȱstimuli.ȱTheȱ
biasȱwasȱ aȱ directȱ biasȱwithȱ aȱminimumȱ influenceȱ ofȱ
adaptationȱ effectsȱ [3].ȱ Fig.ȱ 9ȱ showsȱ theȱ intersensoryȱ
biasȱforȱtheȱfourȱconditions.ȱ
FIG.ȱ9ȱINTERSENSORYȱBIASȱFORȱTHEȱCONDITIONSȱH0V0ȱANDȱ
H20V0ȱ(LEFT)ȱANDȱH0V20ȱANDȱH20V20ȱ(RIGHT).ȱ
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Theȱobservedȱbiasȱisȱconsistentȱwithȱliteratureȱ(Seeberȱ
andȱ Fastl,ȱ 2004),ȱ (Bertelsonȱ andȱ Radeau,ȱ 1981)ȱ forȱ
intersensoryȱdiscrepanciesȱ inȱ azimuthȱ forȱ realȱ soundȱ
sourcesȱ andȱ binauralȱ synthesizedȱ sources.ȱ Anȱ
imbalanceȱ canȱ beȱ observedȱ betweenȱ positiveȱ andȱ
negativeȱ discrepancies.ȱ Thisȱ isȱ notȱ reportedȱ forȱ
experimentsȱ inȱazimuth.ȱFurthermore,ȱ slightlyȱhigherȱ
biasȱisȱfoundȱforȱtheȱV20ȱconditions.ȱ
Conclusions 
Twoȱ experimentsȱ haveȱ beenȱ conductedȱ toȱ evaluateȱ
psychometricȱ functionsȱ andȱ intersensoryȱ biasȱ ofȱ
competingȱ audioȱ andȱ visualȱ stimuli.ȱ Theȱ
ventriloquismȱ effectȱ forȱ verticalȱ positionsȱ wasȱ
investigatedȱforȱfrontalȱandȱlateralȱazimuthȱdirections.ȱ
Anȱ individualizedȱ binauralȱ auralizationȱ viaȱ
headphonesȱ wasȱ usedȱ toȱ increaseȱ theȱ simulation´sȱ
similarityȱ comparedȱwithȱ realȱ loudspeakerȱ listening.ȱ
Theȱ resultsȱ fromȱexperimentȱ Iȱ indicateȱ thatȱ forȱupperȱ
andȱ upperȱ lateralȱ directionsȱ anȱ increaseȱ ofȱ audioȬ
visualȱ discrepancyȱ isȱ possibleȱ withoutȱ disturbingȱ
perceptualȱ fusion.ȱ Theȱ deviationsȱ areȱ approx.ȱ 8°ȱ forȱ
nonȬelevatedȱ positionsȱ andȱ approx.ȱ 17°ȱ forȱ lateralȱȱ
elevatedȱ positions.ȱ Theȱ resultsȱ areȱ affectedȱ byȱ theȱ
localizationȱaccuracyȱwithoutȱvisualȱcuesȱwhichȱ leedsȱ
toȱ experimentȱ II.ȱFromȱ theȱ resultsȱofȱ experimentȱ IIȱ itȱ
canȱ beȱ seenȱ thatȱ theȱ observedȱmeanȱ deviationȱ ofȱ aȱ
maximumȱofȱ3.6°ȱforȱanȱintersensoryȱdiscrepancyȱfromȱ
Ȭ10°ȱtoȱȬ30°ȱatȱanȱaudioȱpositionȱwithȱ20°ȱazimuthȱandȱ
20°ȱ elevationȱ (H20V20)ȱ isȱ smallerȱ thanȱ deviationsȱ
reportedȱinȱformerȱexperimentsȱinȱtheȱhorizontalȱplaneȱ
(seeȱ e.g.ȱ (Seeberȱ andȱ Fastl,ȱ 2004),ȱ (Bertelsonȱ andȱ
Radeau,ȱ 1981)).ȱ Thisȱ observationȱmightȱ beȱ causedȱ ofȱ
lessȱ fusionȱbetweenȱ theȱaudioȱandȱvisualȱ stimuliȱdueȱ
toȱ theȱ asynchronousȱ onsetȱ ofȱ 150ȱmsȱ betweenȱ audioȱ
andȱ visualȱ stimulus.ȱAnotherȱ explanationȱ isȱ thatȱ theȱ
reducedȱ resolutionȱ forȱ localizationȱofȱ elevatedȱ soundȱ
sourcesȱmightȱ leadȱ toȱ aȱ smallerȱ influenceȱ ofȱ audioȬ
visualȱ discrepancy.ȱHowever,ȱweȱ canȱ showȱ thatȱ theȱ
measuredȱ ventriloquismȱ effectȱ forȱ anȱ individualizedȱ
binauralȱ synthesisȱ viaȱ headphonesȱ hasȱ similarȱ
magnitudesȱ forȱ elevatedȱ sourceȱpositionsȱ asȱ itȱhasȱ inȱ
theȱhorizontalȱplaneȱforȱvirtualȱandȱrealȱenvironments.ȱȱ
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