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The symbols used throughout the thesis mean as is listed in the table below, if not
specifically mentioned otherwise. Bold symbols indicate vectors.
a0 Bohr radius
B Magnetic field
e Electron charge
E Electric field
εi..k Levi-civita operator
ε Electron energy
εF Fermi energy
η Dynamic viscosity
G Reciprocal lattice vector
h Planck’s constant
h̄ Reduced Planck’s constant
k Electron wavenumber
kB Boltzmann constant
kF Fermi wavenumber
κ Kinematic viscosity
l Mean free path
lee Electron-electron/quasiparticle scattering length
lMC Momentum conserving mean free path
lMR Momentum relaxing mean free path
me Free electron mass
m∗e Effective mass of electron
n Concentration of conduction electrons
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p pressure
Π Surface stress tensor
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rc Cyclotron radius
ρ Resistivity
ρi Electron-impurity resistivity
ρph Electron-phonon resistivity
% Fluid density
Sij Components of viscous stress tensor
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τ Scattering time
τee Electron-electron/quasiparticle scattering time
τi Electron-impurity scattering time
τMC Momentum conserving scattering time
τMR Momentum relaxing scattering time
τph Electron-phonon scattering time
θD Debye temperature
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Chapter1 Introduction
Nature provides us with a variety of materials that we classify into different classes
such as metals, insulators, superconductors, etc. Each of them consists of as many as
1023 atoms per cubic centimetre and each of the atoms are made of the basic building
blocks of matter, negatively charged electrons and a positively charged nucleus. The
cohesion between these individual atoms forms solids, liquids, etc. In the case of
metals, which are the topic of interest in my thesis, the outermost electrons of the
atoms can delocalise from their host atoms forming conduction bands of electrons
which can roam through the material.
A transport measurement gives us a snapshot of the system, the field of view
of which is determined by the relevant probe resolution. In a traditional resistivity
measurement, it is the distance between the voltage contacts that sets the field
of view. In a typical case this will be of the order of few microns to millimetres.
Taking the example of a good metal copper with ∼1022 conduction electrons per
cubic centimetre, this will take a snapshot of at least ∼1010 electrons. Therefore,
although the basic building blocks of the materials we see around us are the same,
their behaviour that we observe are not governed by just the individual constituents;
the interactions between them create a collective state that dictates their behaviour.
Condensed matter physics studies the correlations of these basic building blocks that
lead to their extensive range of properties.
The microscopic interactions between the basic excitations of the solids, e.g.
electrons, phonons, magnons etc., lead to different macroscopic observables depending
on the governing mechanism of the interactions. For example, both resistivity and
viscosity are macroscopic observables where resistivity arises due to microscopic
momentum relaxing collisions of the charge carriers in the solid, whereas viscosity
comes into play due to momentum conserving collision events of the charge carriers.
In an electron fluid, both of these resistive and viscous mechanisms can be present.
In systems with perfect translational invariance momentum is a conserved quantity,
and as the electrons carry both charge and momentum, the current cannot decay.
Predictions from theories at the particle physics-condensed matter physics interface
using the ‘AdS/CFT’ correspondence suggest that hydrodynamic charge flow might
exist in some exotic metallic states[1]. In the high-TC cuprates the T -linear resistivity
in the strange metal regime is conjectured to be due to hydrodynamic effects[2, 3].
While measuring bulk transport properties however, we are not concerned about
the viscosity of this electron fluid as the resistance is only sensitive to the momentum
relaxation. However, a viscous fluid can relax momentum through its interaction
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with the boundaries. In solids, this hydrodynamic or viscous regime of electron flow
is mostly irrelevant because momentum relaxing scattering events from impurities,
phonons, etc., are omnipresent and degrade the electron momentum. Therefore, a
hydrodynamic description of electron flow is only relevant when a local equilibrium
with a well-defined momentum can be defined on a length scale that is shorter than
the length scale over which the electron fluid relaxes momentum.
This implies that to observe the hydrodynamic flow of electrons in transport, the
rate of momentum relaxing scattering must be very slow in the host solid meaning
that materials with the highest purity are preferable. With the developments in
material synthesis techniques in the last decades, it has become possible to grow
very high purity single crystals which have extremely long mean free paths at low
temperatures which has allowed us to search for a transport regime where the viscosity
of the electrons might play a significant role.
Although many experiments to realise the hydrodynamic regime in electron
transport have been carried out in the early 90’s, the most conclusive results were
obtained from pioneering work on mesoscopic wires produced from two-dimensional
electron gas (2DEG) in (Al,Ga)As heterostructures by de Jong and Molenkamp[4].
The hydrodynamic transport regime has recently been realised in various experiments
in graphene[5, 6]. In 2DEGs and graphene, the viscosity of the electron fluid can be
controlled by electrostatic gating or selective heating of electrons with a dc current,
but in metals this is not possible due to strong e-ph coupling and high carrier density.
Therefore, it is much more difficult to realise a strong hydrodynamic regime in a
metal, and investigating whether this is possible is the key question that I have
addressed during my thesis research.
In this dissertation, I will start with a general introduction to electron transport in
the Drude-Sommerfeld framework, moving on to the Boltzmann transport equation.
Then I will overview the theoretical background for hydrodynamic transport of
electrons both in the Boltzmann type kinetic and hydrodynamic Navier-Stokes
approach. In the search for a high purity metal that can host such a hydrodynamic
electron transport, we looked at the delafossite oxides PdCoO2 and PtCoO2, which
have the highest conductivities of any know oxides, and whose key properties I
will review. To try and look for the signatures of hydrodynamic transport in
the experiment, as-grown crystals of these delafossites had to be taken down to
the mesoscopic limit where the width of the sample is comparable to both the
momentum conserving and relaxing scattering lengths of the system. To do this, I
used the focussed ion beam micro-structuring technique. Because they are so highly
conducting, careful measurement techniques had to be implemented which involved
low noise measurements at low temperatures using low temperature transformers and
building a PPMS insert for accessing temperatures from 2 K up to room temperature.
I will describe both the micro-structuring process and the measurement techniques in
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detail in Ch. 3. Once both the theoretical framework and the experimental procedure
are established, I will present my experimental results in two separate chapters. As
it is important to understand the bulk properties for the correct interpretation of
the mesoscopic transport, I have measured the bulk magnetoresistance (MR) and
Hall effect for a range of temperatures from room temperature down to 2 K with
results that will be presented in Ch. 4.
Finally, I will move on to the main objective of this dissertation and present the
results from the mesoscopic transport experiments on PdCoO2 and PtCoO2 for a
set of temperatures from room temperature down to 2 K and for a range of widths.
The channel width dependence of zero-field resistivity at 2 K will be discussed first,
which helped to analyse the nature of inter-carrier scattering processes that influence
the boundary scattering in the mesoscopic regime. For further understanding of
the mesoscopic transport, magnetic field is introduced. This adds a variable length
scale, the cyclotron radius rc = h̄kF/eB, which can be tuned by varying the magnetic
field, enabling the exploration of different transport regimes. I will elaborate on the
ballistic and possible hydrodynamic signatures that become apparent in the MR at
low temperatures as the sample is taken from bulk down to mesoscopic widths, and
also as a function of temperature at fixed width.

Chapter2 Background Physics
In this chapter I will outline our theoretical understanding of electron hydrodynamics.
From a transport measurement perspective, viscosity is unimportant in the study of
bulk samples since their resistivity is a measure of momentum relaxation of the charge
carriers. However, there are special circumstances where the viscosity of an electron
fluid can in principle affect the rate of momentum relaxation. To understand why
we do not observe the signs of viscosity in bulk transport and in what circumstances
the viscous effects can become important in the transport, a perception about both
the resistivity and viscosity is important.
This chapter will be presented in three parts. In the first part I will discuss con-
duction in metals, starting from the semi-classical approach in the Drude-Sommerfeld
framework, progressing to the Boltzmann transport equation and then a phenomeno-
logical approach to the different scattering processes in solids. In the second part
I will try to establish both the phenomenological and mathematical background
for hydrodynamic electron flow. Keeping in mind that we, who are concerned with
electron transport, do not deal with viscosity in our day to day measurements, I will
briefly review the basics of viscosity first before moving on to the case of electrons.
In the last part I will review the properties of the material class delafossite which is
the material of interest for this work.
2.1 Conduction of electrons in metals
The mechanism of electrical conduction in metals has been the subject of intense
research ever since the discovery of electricity in the eighteenth century. After the
discovery of electrons in 1897 by J. J. Thomson it was rather apparent that this
fundamental building block of materials is indeed the carrier of the electric current[7].
Simplified kinetic calculations on a classical picture of an electron gas were applied
by P. Drude immediately thereafter, and prove to be quite intuitive for the electrical
transport properties till today. This however, could not quite explain the essence of
how electrons in the metals lead to electrical conduction.
2.1.1 Sommerfeld’s free electron model
An elegant quantum mechanical description recognising the indistinguishability of
electrons was introduced by Sommerfeld that incorporates the Fermi-Dirac (FD)
distribution in energy ε given by f(ε) = 1/(e(ε−εF)/kBT + 1). The FD distribution
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Fig. 2.1: FS in a free electron model. Each
k-state within the Fermi sphere is occupied by
one up- and one down-spin electron.
takes into account the Pauli exclusion principle in order to arrange the electrons
in quantised energy or wavenumber (k) states in the specified volume called Fermi
sphere, as shown in Fig. 2.1. Each k-state in the Fermi sphere is occupied by
one up- and down-spin electron up to the Fermi surface (FS) at a wavevector kF
(energy εF) corresponding to a Fermi temperature (TF) of the order of 104 K in
most known metals. Fig. 2.2 illustrates how the FD distribution changes as the
system temperature is varied. The tail of the exponential dominates at higher
temperatures, meaning that only a fraction of electrons T/TF at the FS acquire the
thermal energy offered by the system temperature to populate the empty states at
higher temperatures and participate in the transport.
In a non-interacting electron picture, one can think of N electrons confined in a
volume V , say a cube of side L= V 1/3. One can write down the Schrödinger equation
describing an electron by an equivalent wave function ψ(r) and find individual
quantised energy levels. The ground state can then be formed by distributing these
N electrons one by one among these energy levels according to the Pauli exclusion
Fig. 2.2: The FD distribution as a function
of energy for different values of T . At T = 0,
all electron states up to the Fermi level εF
are filled; as the temperature is increased the
states just below the Fermi level depopulate
and states above the Fermi level become pop-
ulated. The shape of the distribution changes
with temperature as the number density of the
electrons is constant. 0.0 0.5 1.0 1.5 2.0
0.0
0.5
1.0
T1
T2
T3
T1 = 0
T2 = 0.1TF
T3 = 0.2TF
ε/εF
f F
D
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−kF kF
Filled states
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k
ε
Fig. 2.3: The free electron dispersion of the
form ε(k) = h̄2k2/2me, the states up to the
Fermi wavevector kF are filled.
principle. The time-independent Schrödinger equation for a wave function ψ(r) is
given by
− h̄
2
2me
∇2ψ(r) = εψ(r) . (2.1)
Solving the Schrödinger equation with Born-Von Karman periodic boundary condi-
tion, i.e. ψ(r+L) = ψ(r), an electron in a state with wavevector k is described as a
plane wave of the form
ψk(r) =
1√
V
eik.r , (2.2)
with energy ε(k) = h̄2k2/2me and velocity v = h̄k/me.
The free electron dispersion ε(k) as a function of k is shown in Fig. 2.3. The
Fermi energy εF is given by the energy of the highest occupied level with a wavevector
kF. In such a free electron gas, one can quantify the interelectron distance by simply
calculating the radius of a sphere with equivalent volume to that occupied by each
conduction electron given by rs = (3/4πn)
1
3 ∼1/kF, n being the number density
of conduction electrons. In metals, with typical electron densities of the order of
1028 m−3 the thermal de Broglie wavelength of these electrons, λDB = h̄/2
√
mekBT ∼
few nanometres, is larger than their interelectron distance rs ∼ few Ångströms[7].
This shows that a quantum description is best suited to describe these electrons.
2.1.2 Electrons in a periodic potential
In many cases, such as simple metals, e.g. copper, potassium, etc., a framework
based on the free electron model can successfully account for quantities like the
high-field Hall coefficient or drift velocity, but particularly fails to reconcile the
underlying mechanism for resistivity. In the classical description provided by Drude,
the impenetrable ion cores serve as the scattering centres and the mean free path
was calculated to be of the order of few Ångströms, which is comparable to the
interatomic distance in the solids. However, in practice mean free paths as long
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as a few millimeters (e.g. in zone melted Copper) have been achieved in carefully
prepared samples of good metals at low temperature[7, 8]. Even though Sommerfeld’s
introduction of the Fermi velocity of the conduction electrons enabled calculation of
the correct value of mean free paths in most metals, that is much larger than the
interatomic spacing, it failed to interpret the actual scattering processes that go on
in a current carrying metal.
In an ideal crystal, ions are arranged in a periodic array known as the lattice.
Theoretically an equivalent picture is that of the electrons moving in a periodic
potential given by
U(r+R) = U(r) , (2.3)
where R is the periodicity of the Bravais lattice, i.e. the primitive translational vector
spanning the crystal lattice in real space. The linear scale of this potential is of
the order of few Ångströms which is comparable to the de Broglie wavelength of
electrons in the Sommerfeld model, and therefore, once again, justifies the need for
using a quantum mechanical approach to describe the motion of these electrons in a
periodic potential. As a consequence of the periodicity, the allowed electron states in
the electron dispersion, i.e. bands, are separated by band gaps at the Brillouin zone
(BZ) boundary as shown in Fig. 2.4, where the BZ is an implication of the periodic
potential in reciprocal momentum space, i.e. a Fourier equivalent to the Wigner-Seitz
cell in real space. A single electron state in a periodic potential with energy εn(k) is
represented by a Bloch wave with a wavevector k, given by the wave function
ψnk(r) = eik.Runk(r) , (2.4)
with unk(r+R) = unk(r), where n is the band index. The momentum or wavevector
associated with an electron in a free electron picture is no longer a good quantum
number once the translational symmetry is broken. The relevant wavevector k is now
the crystal momentum. The effect of an underlying potential on the motion of the
electrons is incorporated by an effective mass (just band mass in the absence of any
Fig. 2.4: Nearly free electron dispersion. The
free electron dispersion, dashed line, transforms
into a set of discrete bands with an energy gap
∆εg in between when a weak periodic potential
with lattice constant a is introduced. Repro-
duced from Ref. [9].
−π
a
π
a
First
allowed
band
Second
allowed
band
∆εg
k
ε
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inter-electron interaction) defined as m∗e = h̄2kF
(
∂ε
∂k
∣∣∣
kF
)−1
. For an electron sitting
away from the zone boundary, the dispersion appears to be free electron like. The
conduction band being half-filled in the delafossites, the conduction electrons therefore
can be considered to travel through the lattice imitating the free electrons. This is
manifested by an effective mass that is very close to the free electron mass in both in
PdCoO2 (1.5me) and PtCoO2 (1.15me) measured by angle-resolved photoemission
spectroscopy (ARPES) and quantum oscillation techniques[10].
The Bloch states ψnk(r) are stationary state solutions to the Schödinger equation
in a perfect periodic potential with nonvanishing mean velocity v = 1h̄∇kε(k) which
persists forever in the absence of any dissipative mechanism. This gives us a hint
about the nature of collisions that cannot simply be the electrons bouncing off the
ion cores. Deviation from perfect periodicity by an imperfection, e.g. static defects,
thermal vibration of the lattice, etc., act as a perturbation to the stationary state
resulting in a finite resistance.
2.1.3 Semi-classical approach to electron transport
theory: Drude-Sommerfeld framework
The semi-classical approach to the motion of an electron applies the classical equations
of motion to the quantum mechanically evolved Bloch states in order to solve for the
electron dynamics in presence of an externally applied electromagnetic field. It deals
with how the Bloch states evolve in between collisions and therefore sensibly applies
to the electrons in the vicinity of the FS. As described above, the Bloch waves are
periodically modulated and infinitely extended in real space with a certain wavevector
k. From a particle point of view, a complete certainty in the crystal momentum
means an absolute uncertainty in the position in real space, i.e. a totally delocalised
object that is incompatible with a classical mechanical description. To incorporate a
localisation allowed by Heisenberg’s uncertainty principle, it is therefore relevant to
vgt1
r0
r0
Envelope function
Re ψ′n(r, t = 0)
Re ψ′n(r, t = t1)
r
r
Fig. 2.5: A wave packet travelling with a
group velocity vg. The shape change while trav-
elling is due to the envelope function enforced
by the dispersion relation.
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introduce the Bloch wave packets, i.e. linear superposition of Bloch waves with a
spread in wavenumber ∆k around k of the form
ψ′n(r, t) =
∫ k−∆k/2
k+∆k/2
cn(k, t)ψnk(r)dk , (2.5)
propagating with a group velocity vg = 1h̄∇kε(k), where ψnk(r) is the stationary
Bloch state as described by Eq. 2.4, and cn(k,t) = cn(k)e−iεn(k)t is a slowly varying
envelope function with an explicit time dependence accounting for the motion of an
electron, as shown in Fig. 2.5. For the classical equations to be valid for a wave packet,
the electromagnetic fields applied must not be large compared to the atomic fields
and should be varying relatively slowly when compared to the atomic length and
time scales to avoid quantum effects; a pictorial illustration is given in Fig. 2.6[11].
For a classical description like Drude’s, the uncertainty in momentum ∆p of
a conduction electron must be significantly smaller than its momentum h̄kF. A
simple application of Heisenberg’s uncertainty principle with the knowledge of rs
obtains an uncertainty in its position ∆x ∼ h̄∆p 
1
kF
∼ rs, i.e. the interelectron
distance. Therefore, a classical description is incompatible if one has to consider
electrons localised within interatomic distances. Since in a metal, the conduction
electrons are not bound to their host atoms rather they travel around owing to their
electrical conduction, a classical description is suitable to describe the transport
properties. Besides, while dealing with external field gradients that dictate the
transport, e.g. temperature or electromagnetic field, a classical description requires
the knowledge of the position with a precision that is less than the length scale over
which the field gradient varies substantially; realistically, the external field does not
vary substantially over the interelectron length scale.
Even though it is not entirely justified to treat electrons with classical mechanics,
derivation of the transport quantities from a classical Drude description is valid in
many cases of simple metals and quite extensively used to calculate quantities like
the resistive mean free path or high-field Hall effect throughout my work presented
Fig. 2.6: A wave packet and the external ap-
plied field on the same scale. The wave packet
must be localised in real space compared to the
scale on which the applied field varies.
Wave packet
Applied field
lattice
r
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in this thesis. Drude’s classical picture relies on the crude assumption that the
relaxation time is independent of the temperature, nature of the collision events or
the energy of the electrons being scattered; simply put, the outcome of a collision
event is not sensitive to the configuration of an electron just before the collision.
2.1.3.1 DC conductivity and Ohm’s law
For simplicity, I will derive the semi-classical equations in a free electron framework
until the introduction of a lattice is necessary to account for the underlying physical
phenomena. Consider a Fermi sphere with electrons filled up to the Fermi level at a
wavevector kF and momentum mev = h̄kF. A Fermi sphere at T = 0, without any
internal collisions at time t = 0 and before any external field is applied is shown
in Fig. 2.7; a zero net momentum of the Fermi sphere is sustained by its spherical
symmetry around its origin. When a constant force by an external electric field
E is applied in the positive x-direction on the Fermi sphere for a time interval dt,
every electron state with a wavevector k is shifted by a wavevector δk, as shown in
Fig. 2.7. Given that there are N electron states in the Fermi sphere, the net gain
in momentum is given by Nh̄δk. Each state in the Fermi sphere is displaced by
h̄δk =−eEdt. Solving for DC conductivity requires a steady state solution to the
problem. A generalised scattering process with a relaxation time τ can be considered
to introduce a friction term that retains a steady state. The classical equation of
motion of an electron with electric charge −e and wavevector k after the time interval
dt now reads
h̄
(
d
dt +
1
τ
)
δk = F =−eE , (2.6)
kx
ky
kF
Fermi sphere
kx
ky
EShifted Fermi sphere
Zero electric field External electric field E
δk
Fig. 2.7: Left The Fermi sphere in the thermodynamic equilibrium. Right Every electron
state in the Fermi sphere becomes displaced when the thermodynamic equilibrium is broken
by an external electric field E.
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F being the force on an electron. First term on the left-hand side of the equation
equalises to zero in case of a steady state solution and we deduce a drift velocity
vd = h̄δk/me =−eEτ/me. For a system with n conduction electrons per unit volume,
the current density is given by j = σ0E =−nevd, which is known as Ohm’s law, where
σ0 is the electrical conductivity at zero magnetic field. Plugging in the functional
form for the drift velocity, the electrical conductivity at zero magnetic field can be
written as σ0 = ne2τ/me.
2.1.3.2 Conductivity tensor
According to Eq. 2.6, when a static magnetic field B is applied along with the electric
field, the equation of motion of each electron in the Fermi sphere in terms of the
drift velocity vd can be written as
me
(
d
dt +
1
τ
)
vd = F =−e(E+vd×B) . (2.7)
In the case of magnetic field applied along the z-axis, the equation of motion splits
into
me
(
d
dt +
1
τ
)
vd,x = Fx =−e(Ex+vd,yB) ,
me
(
d
dt +
1
τ
)
vd,y = Fy =−e(Ey +vd,xB) , (2.8)
me
(
d
dt +
1
τ
)
vd,z = Fz =−eEz .
In the steady state, we deduce
vd,x =−
eτ
me
Ex+ωcτvd,y ,
vd,y =−
eτ
me
Ey +ωcτvd,x , (2.9)
vd,z =−
eτ
me
Ez ,
where ωc is the cyclotron frequency given by ωc = eB/me. Plugging in σ0 to the first
two equations,
σ0Ex = ωcτjy + jx ,
σ0Ey =−ωcτjx+ jy . (2.10)
It is clear that in the presence of an external magnetic field, the current density j is
no longer parallel to the applied electric field and can be written as j = (jx, jy,0).
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Fig. 2.8: The components of the electric field
Ex and Ey, generated by the current density
jx are shown for a typical electron transport
measurement. Adapted from Ref. [9].
Constructing the conductivity tensor requires finding the components of the equation
j = σE, which in a matrix representation can be written as,(
jx
jy
)
=
(
σxx σxy
σyx σyy
)(
Ex
Ey
)
. (2.11)
For a needle like sample with the electric field in-plane and a magnetic field applied
out-of-plane, the symmetry considerations yield, σxx = σyy and σxy =−σyx. Solving
the set of simultaneous Eqs. 2.10 along with the externally applied fields B = (0,0,B)
and E = (Ex,0,0), we arrive at
σxx =
σ0
1 +ω2c τ2
,
σxy =
σ0ωcτ
1 +ω2c τ2
. (2.12)
The conductivity tensor is relevant to measurements in a scenario where one constrains
the electric field and measures the effective current density. In our day to day
measurements, the current is constrained to flow along a chosen direction, e.g. the
x-direction, and the resulting voltage drops in x- and y-directions are measured
instead; the geometrical interpretation of such a scenario is illustrated in Fig. 2.8.
The new constraints we have now are B = (0,0,B) and j = (jx,0,0) and we therefore
aim to measure ρxx = Ex/jx and ρxy = Ey/jx. The resistivity tensor is given by just
the inverse of the conductivity tensor, i.e.(
ρxx ρxy
ρxy ρxx
)
= 1
σ0
(
1 ωcτ
−ωcτ 1
)
. (2.13)
2.1.3.3 Magnetoresistance and Hall effect
Considering a thin needle like sample as shown in Fig. 2.9 where a current is applied
along x-direction and a magnetic field along z-direction, the electrons will experience
a Lorentz force in the plane, perpendicular to the current flow. An MR, i.e. a change
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in the resistance due to an applied magnetic field, is expected as a result. Transverse
MR is the change in resistance in the direction of the applied current due to an
applied magnetic field in an orthogonal direction. From Eq. 2.13 one can see that
ρxx(B) = ρ(0) in this scenario, which implies that the free electron model predicts a
zero MR. This is indeed quite a surprising outcome given that most typical metals
show a finite MR, however small. One can argue that, in practice the free electron
model is not suitable for most metals as the underlying lattice effects cannot be
ignored. However, potassium, that resembles a free electron description most closely,
also shows a finite MR even in the best single crystals measured, as shown in Fig. 2.10.
A knowledge of the Hall effect is essential to understand the circumstances under
which a free electron model can predict a finite MR.
For a measurement configuration as in Fig. 2.9, the electrons accumulate on
one face of the sample, and a deficit of electrons generates an excess of positive
charge on the opposite face until a transverse electric field is produced that balances
the Lorentz force on the carrier electrons due to the applied magnetic field; this
transverse electric field is called the Hall field. This physical phenomenon through
which a steady state is achieved is the Hall effect, and the charge carriers proceed
to flow undeflected through the sample. From Eq. 2.13, the Hall resistivity, i.e. the
transverse resistivity due to the Hall field, is given by
ρxy =
ωcτ
σ0
= B
ne
=BRH , (2.14)
where RH is the Hall coefficient. This again is one of the most salient features
that the free electron model predicts; the Hall coefficient appears to be independent
of both the strength of the magnetic field and the relaxation time of the carriers
themselves that constructs the transverse Hall field. However, in real metals the
Hall coefficient is not strictly independent of the strength of the applied magnetic
field. Furthermore, at a given magnetic field the Hall coefficient quite strongly
depends both on the temperature and the sample quality. This could be explained by
incorporating a relaxation time dependence. The significance of both the magnetic
field and relaxation time in determining the Hall coefficient can be realised by a
rather strong dependence of the measured Hall resistivity on ωcτ , where ωc is the
Fig. 2.9: The geometry of a typical magneto-
transport measurement with electric current
I applied in-plane and the magnetic field B
applied out-of-plane of the sample. The mag-
netoresistance is evaluated by measuring the
longitudinal voltage drop Vx and the Hall effect
is evaluated from the transverse voltage drop
Vy. Reproduced from Ref. [9].
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ωcτ
∆
ρ
/ρ
(0
) Fig. 2.10: Transverse MR of potassium at 4 K.
The MR is finite and rises linearly up to the
highest value of ωcτ measured. Reproduced
from[12].
frequency at which an electron revolves around the FS. ωcτ = 1 defines a crossover
between the high-field and low-field regimes. For small values of ωcτ , electrons
have a lower probability to complete a full revolution around the FS before getting
scattered, and therefore, at low fields the Hall coefficient is sensitive to the fine details
around the FS. An elegant mathematical formulation incorporating the FS shape
and variation in the mean free path around the FS was derived by Ong, and predicts
the low-field Hall effect correctly which will be discussed in more detail in Ch. 4.
On the contrary, at high values of ωcτ where an electron makes many revolutions
around the FS before scattering, the fine details of the FS are not as important and
it is only the average of the properties around the FS that dictate the value of the
Hall coefficient. The free electron value for the Hall coefficient therefore predicts
sensible values for the high-field Hall coefficient.
Coming back to our discussion about finite MR in real metals, in deriving the
resistivity tensor in Eq. 2.13, me and τ are assumed to be isotropic; the effects
of an underlying lattice were ignored. In this model, the presence of a periodic
lattice potential can be incorporated by replacing the free electron mass me by the
effective mass m∗e and introducing a wavevector dependence to the relaxation time
τ(k). Anisotropic bands can result in a variation in the effective mass or relaxation
time, implying a varying scattering probability around the FS. Besides, in multiband
systems more than one kind of carriers with different values for m∗e and τ can be
present. Considering the Hall field for an electron to be independent of both its
effective mass and relaxation time, for a given magnetic field a uniform Hall field is
generated throughout the sample depending on the average number density of the
carriers. Therefore, for both the single and multiband cases, different carriers with
varying effective mass or relaxation time will have different responses to this uniform
Hall field, resulting in a changed net flow of charge along the current direction and
therefore a finite MR.
2.1.4 Boltzmann transport equation
The Boltzmann transport equation, originally derived as a transport equation for
atoms and molecules in dilute gases, is a kinetic equation that describes the statistical
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behaviour of a thermodynamic system by studying the change of a macroscopic
quantity. Transport in a solid by the electron gas can be described in a similar fashion
that deals with how a macroscopic distribution function of the conduction electrons
in thermodynamic equilibrium emerges in the presence of an external driving force
and a counterbalancing dissipative mechanism. In thermodynamic equilibrium with
no externally applied force, the distribution function is simply the FD distribution
function given by f0(ε) = 1/(e(ε−εF)/kBT + 1), which is independent of spatial or
temporal parameters in the presence of a global equilibrium throughout the system.
In the presence of an external field and collision events, the global thermodynamic
equilibrium is broken, and away from the equilibrium, a local equilibrium, only
on a scale larger than the atomic length scales, can be assumed. In this local
equilibrium, the distribution function is no longer homogeneous, and has both spatial
and temporal dependence induced by the external fields and collision events. In
complete absence of collisions, for an external field E applied for a time interval dt,
the distribution function has the form f(r,k, t) = f(r−vdt,k + eEdt/h̄, t−dt)[11].
Adding a scattering term to take into account the electrons scattered to or from
(r,k) in the time interval dt,
f(r,k, t) = f(r−vdt,k + eEdt/h̄, t−dt) +
(
∂f
∂t
)
s
. (2.15)
In a case where in the steady state the deviation from equilibrium is very small, an
expansion, keeping only the relevant terms, i.e. linear in dt, leads us to the linearised
form of the Boltzmann transport equation,
∂f
∂t
+v.∇rf −
eE
h̄
∇kf =
(
∂f
∂t
)
s
. (2.16)
The left-hand side of Eq. 2.16 describes the drift of the electrons and the right-hand
side describes the collisions. There are many sources of collisions in a solid. In an
independent electron approximation, it is considered that the collisions are caused
by scattering from impurities, thermal vibration of the ions or phonons, etc. Beyond
the independent electron approximation, collisions between the electrons themselves
are also considered. Quantum mechanical perturbation theory enables us to define a
collision probability for a Bloch state ψk(r) to scatter to a state ψk′(r) under the
influence of the abovementioned potential scatterers. Considering the simplest case
of a single band system and localised collision events that are only sensitive to the
volume in the immediate vicinity of the collision, the collision probability is defined
as
Wkk′∼
∣∣∣∣∫ drψ∗k′(r)H ′ψk(r)∣∣∣∣2 = ∣∣∣〈k|H ′|k′〉∣∣∣2 , (2.17)
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where H ′ is the perturbation term in the Hamiltonian that accounts for the collision
processes. The collision term for a Bloch state with momentum h̄k can be written as(
∂f(k)
∂t
)
s
= V2π3
∫
dk′
{
[1−f(k)])Wkk′f(k′)− [1−f(k′)]Wkk′f(k)
}
, (2.18)
where the first term describes the probability of scattering from a state k′ to a state
k, and the second term takes into account the scattering processes from the state k to
k′. Plugging it into the Boltzmann equation (Eq. 2.16) leads to an integro-differential
equation that is difficult to solve. This calls for a simplification that is incorporated
by the relaxation time approximation, which is appropriate for calculating transport
properties in many situations. Incorporating the relaxation time approximation,
the rate at which the non-equilibrium distribution function is brought back to local
equilibrium by scattering events is proportional to its deviation from its equilibrium
form, i.e. (
∂f(k)
∂t
)
s
= f(k)−f0
τ(k) . (2.19)
In this relaxation time framework, the collision events merely serve to establish a
local thermodynamic equilibrium with a set of assumptions[7]:
i. The distribution function of an electron emerging from a collision does not
depend on the non-equilibrium distribution function just prior to the collision,
i.e. a collision event effectively destroys any memory of the non-equilibrium
configuration transmitted by a colliding electron.
ii. The equilibrium distribution function at a local temperature T (r) does not
change its form after collision. Hence,
f(r,k, t) = f0(r,k) = 1
e
ε(k)−εF(k)
kBT (r) + 1
. (2.20)
A third assumption can be employed for certain cases, e.g. at high temperatures
where scattering by phonons is predominant, the relaxation time is determined solely
by how frequently an electron collides with a phonon and is therefore independent of
FS details. This is called the isotropic τ assumption.
The current density in the Bloch picture is given by
ji =
1
8π3
∫
1stBZ
vi(k)f(k)dk . (2.21)
In the presence of an external electric field, expanding the non-equilibrium distribution
function leads to
ji =
1
8π3
∫
dkvi(k)
[
f0(k) +
eτ(k)
h̄
Ei
∂f0
∂ki
]
. (2.22)
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In the relaxation time approximation, incorporating the symmetry of the Fermi sphere
around k = 0, the integral over vi(k)f0(k) vanishes. Incorporating the inversion
symmetry of the distribution function around (εF,f0(εF) = 1/2) and the fact that
the gradient of the distribution function has the highest slope over a region ∼kBT
around the Fermi energy εF, the expression for electrical conductivity (σ = ji/Ei, for
an isotropic material) reduces to
σ ' e
2
8π3h̄
∫
ε=εF
v2i (k)
v(k) τ(k)dfε , (2.23)
where dfε is the infinitesimal surface area of the Fermi sphere at an energy ε. The
electrical conductivity therefore can be expressed as a surface integral over the FS in
k-space, which demonstrates that electrons in the proximity of the FS are the only
ones relevant for electron transport. In Eq. 2.23, considering a nearly free electron
model with a constant effective mass m∗e, an average
〈
v2i (k)τ(k)/v(k)
〉
εF
over the
FS can be evaluated as v(εF)τ(εF)/3 and taken out of the integral. At the FS,
v(εF) = h̄kF/m∗e ,∫
εF
dfε = 2(4πk2F) ,
kF = (3π2n)
1
3 . (2.24)
Using the set of relations in Eq. 2.24, the expression for the conductivity recovers
the familiar Drude form
σ = ne
2τ(εF)
m∗e
. (2.25)
The temperature dependence of resistivity is contained in τ(εF) as the number
density of conduction electrons n is independent of temperature. Resistivity is a
measure of the momentum relaxation that occurs due to the scattering of electrons
mainly with the static impurities, phonons, and, in certain circumstances, between
the electrons themselves. In my effort to discuss different scattering processes, I will
take a phenomenological approach to conclude the functional form of the scattering
probability rather than an in-depth mathematical formulation, which is beyond the
scope of this thesis.
In the independent electron approximation, it is a legitimate assumption that
the scattering probabilities for different collision processes are independent of each
other. Later, we will see if turning on electron-electron (e-e) interactions invalidates
this assumption. But for now we can use Matthiesen’s rule which states that the
average scattering probability of an electron, i.e. inverse of the relaxation time, can
be written as 1
τ
= 1
τph
+ 1
τi
, (2.26)
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where τph and τi are the relaxation times for scattering from phonons and impurities,
respectively. In terms of resistivity,
ρ= ρph+ρi . (2.27)
I will start by discussing electron-impurity (e-i) and electron-phonon (e-ph)
scattering in an independent electron approximation taking a kinetic approach to the
scattering in an electron gas, and then turn on interactions between the electrons to
discuss the e-e scattering in terms of quasiparticle decay. The scattering probability
of conduction electrons is proportional to the product of the scattering cross-section
Σs and their velocity, which is the Fermi velocity vF in a metal, and therefore,
ρ∼ 1/τ ∼ ΣsvF. vF in most metals can be assumed to be temperature independent.
As the defects remain static with temperature, the e-i scattering cross-section is
independent of temperature and therefore contributes to the temperature independent
part of the resistivity. The phonons in a solid have various modes of vibration that
are excited at certain temperatures.
Above the Debye temperature (ΘD) the highest frequency (ωD) vibration mode
is excited, but as the temperature is decreased the excited modes of vibration
become subsequently suppressed. The scattering of an electron with a phonon can
be considered as an emission or absorption process. The conservation of energy and
crystal momentum in such a process demands that, in order for an electron with
energy εk to absorb a phonon with wavevector q and go to an unoccupied level with
energy εk+q, the vibration frequency of the phonon (ωq) must satisfy
ωq =
1
h̄
[
εk+q− εk
]
. (2.28)
The phonon distribution function is given by the Bose-Einstein distribution function
fph(q) =
1
eβh̄ω(q)−1
, (2.29)
with β = 1/kBT . At temperatures well above ΘD (T ΘD), the argument of the
exponential term is small and the number of phonons in any normal mode of vibration
can be approximated as ≈ kBT/h̄ω(q). Therefore, the scattering cross-section Σph,
that is proportional to the number of scatterers, varies as T , and so does the the
resistivity, ρph ∝ T .
For temperatures well below ΘD, not all the modes are thermally populated.
Additionally, the phase space constraints on the available unoccupied electron states
inhibit the number of phonons available for scattering, meaning that only the phonons
with wavevector q given by h̄ωq 6 kBT can take part. At lower temperatures, the
low-frequency, long-wavelength vibrations, i.e. the acoustic modes, are most likely
to be excited, and the lattice can be treated as a continuum. The density of states
(DOS) of these phonons is given by g(ωq)∼ ω2q/ω3D, where ωD is the Debye frequency
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corresponding to the Debye temperature[9]. The number of phonons at a certain
temperature is therefore
nph =
∫ ωD
0
dωqg(ωq)fph(ωq) . (2.30)
The integration in Eq. 2.30 with T  ΘD, leads to nph ∝ T 3[13]. However, the
rate of momentum relaxation does not simply depend on the number of scatterers;
the scattering angle plays a significant role at these temperatures. Given that the
phonons participating in the scattering processes possess wavevectors q kF, small-
angle collisions are predominant. As discussed in Ashcroft and Mermin’s text book,
the small-angle scattering introduces an additional factor ∼ (q/kF)2 ∼ T 2 to the
scattering cross-section[7]. Combining the number of scatterers and the small-angle
scattering constraint at temperatures T ΘD, ρph ∝ Σph ∝ T 5.
So far, the scattering processes are considered to occur only within the first BZ
and the small-angle forward scattering was therefore dominant at low temperatures.
These processes are known as normal or N-processes which can be expressed in
terms of the electron and phonon wavevectors as k′ = k +q, where k′ signifies the
final state of the scattered electron. For electrons states in the vicinity of the zone
boundary, even at low temperatures, small wavelength phonons are effective to
scatter the electrons to the next BZ. These processes are known as umklapp or
U-process and satisfy k′ = k +q +G, where G is the reciprocal lattice vector. For a
closed FS with a gap between the FS and the zone boundary, a minimum phonon
wavevector qU is required for an umklapp process to happen. Below a characteristic
temperature ΘU = h̄cqU/kB, where c is the speed of sound in the material, the number
of phonons available for U-processes vanishes exponentially with temperature leading
to an exponentially activated contribution to the resistivity at low temperatures,
ρph ∝ e−ΘU/T . A wavevector representation of both N- and U-processes is illustrated
in Fig. 2.13 (page 23).
Going beyond the independent electron approximation, one should also consider
scattering between the electrons themselves. The interaction between electrons was
first taken care of by Landau’s Fermi liquid theory which describes the electrons in a
solid as quasiparticle excitations that arise from a liquid with e-e interactions. In
most known metals at metallic electron densities, a strong Coulomb interaction can
be easily anticipated. To estimate the strength of this interaction, one can compare
it with the other fundamental energy scale of the electrons, their kinetic energy. The
ratio of these energy scales turns out to be EC/EK.E. ∼ 4rs/a0, where rs is the radius
of the sphere occupied by an electron and a0 is the Bohr radius. At typical metallic
electron densities, rs is of the order of few Ångströms and a0 is sub Ångströms,
implying the ratio to be >1, meaning that the interaction between electrons that was
ignored so far, is in no way weak[7]. Despite this, Sommerfeld theory still accounts
for both qualitative and quantitative predictions for the transport properties that are
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Fig. 2.11: The Fermi liquid distribution func-
tion from an electron and a quasiparticle pic-
ture, plotted together. Z quantifies the interac-
tion strength between the electrons.
justified by experiments in many known metals. This is to do with the emergence of
quasiparticle excitations from the non-interacting electron picture that relies on the
assumption of ‘adiabatic continuity’. This shows that no matter what the strength of
interaction between the electrons1 is, at sufficiently low energies the new eigenstates
of they system still carry the memory, i.e. fundamental quantum number of the
unperturbed electron state with no interactions. The quasiparticle states emerge
continuously from the stationary independent electron states, as the interaction is
turned on slowly; the quasiparticles retain the flavour of the fundamental electrons
by preserving the FS. Under the e-e interactions, the FD distribution evolves as
seen in Fig. 2.11. The value of Z parametrises the interaction strength; the stronger
the interaction the smaller the Z. As the quasiparticles are well-defined only close
to the FS, the distribution function in terms of the qusiparticle description is now
confined near the FS. The transformation from the interacting electron distribution
function (f eFL) to the quasiparticle distribution function (f
qp
FL) is possible for any
finite value of the Z, signifying the robustness of the Fermi liquid theory. The effect
of correlation between the electrons can be seen in their effective mass m∗e that is
higher than the free electron mass. The concept of a FS and the fact that only
a fraction T/TF of electrons around it at a given temperature T  TF participate
in the transport mechanism in a metal, are behind the success of the independent
electron model. Therefore, it is justified to think that the scattering probability of
these interacting electrons can be treated independently taking a similar approach
to the above-mentioned scattering sources and added in parallel to derive the overall
scattering probability,
1
τ
= 1
τph
+ 1
τi
+ 1
τee
, (2.31)
provided the quasiparticle scattering rate is not significantly dominant.
1The interaction must be of repulsive character but not long range.
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Fig. 2.12: A quasiparticle with energy ε′′
above the FS scatters off another from within
the Fermi sea and and looses energy ε0, to cre-
ate an additional particle-hole pair. Repro-
duced from Ref. [14].
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To derive the e-e scattering2 scattering rate, one can imagine perturbing a filled
Fermi sea by introducing a quasiparticle with energy ε > εF and studying its decay,
as shown in Fig. 2.12. At a finite temperature, only states within ∼kBT around the
FS take part in the scattering. The resultant probability of a quasiparticle decay is
calculated as
1/τee,3D = Aee
1
h̄
(kBT )2
εF
, (2.32)
where Aee is a constant of order 1–100 and the ratio kBT/εF signifies the fraction
of phase space available for the initial and final states[7]. Extending the idea of
Fermi liquid into 2D, in a planar geometry the phase space available for scattering
introduces an additional factor to the decay rate which for normal measurement
temperatures, where kBT  εF, is given by[15]
1/τee,2D =−
1
2πh̄
(kBT )2
εF
ln
(
kBT
εF
)
. (2.33)
In most known metals, εF is of the order of a few eV and at room temperature
kBT is of the order of 10−2 eV; assuming Aee ≈ 1, for both cases of a 2D and 3D
FS τee turns out to be of the order of 10−11 s. Typical relaxation times for other
scattering processes are of the order of 10−14 s, meaning that the e-e scattering
rate is ∼3 orders of magnitude slower than its phonon and impurity counterparts[7].
Therefore, at room temperature e-e scattering processes have a negligible effect on the
measured resistivity. As the scattering rate falls quite fast at a rate 1/T 2ln(kBT/εF)
with temperature, it has quite minor impact throughout the temperature range down
to the lowest temperature achievable. In certain circumstances however, e.g. a high
quasiparticle mass (effective mass m∗e) and low εF, at very low temperatures where
the phonon contribution is insignificant due to few thermal vibrations and when
the impurity scattering is significantly low, one can see a prominent signature of
e-e scattering in the resistivity. For example, in Sr2RuO4 a T 2 dependence of the
resistivity is observed up to almost 25 K[16].
Similar to the case of e-ph interaction, the e-e interaction also consists of N-
and U-processes. e-e umklapp is a 4-k process as shown in Fig. 2.13 and can be
2Actually scattering between the quasiparticle, loosely referred to as e-e scattering.
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Fig. 2.13: Left A schematic representation of the e-ph N- (in purple) and U-process (in
orange) for a 2D lattice with circular FS. Right e-e U-process involving two electrons with
wavevectors k1 and k2 given by k1 + k2 = k3 + k4 + G, where k4−k2 = k′′. At a certain
temperature T , the maximum k′′ available for a U-process is given by ω(k′′)∼2kBT/h̄.
The solid (dotted) lines illustrate the minimum (maximum) wavevector available for a
U-process.
expressed as k1 + k2 = k3 + k4 + G. It can also be written in similar form as the
wavevector equation for e-ph U-processes, k′ = k +k′′+G, where the net change in
wavevector k′′ can only be provided by an electron in a region ∼ 2kBT around the
FS, and therefore, the number of available electrons for U-processes is constrained
by ω(kF)−kBT/h̄ < ω(k′′)< ω(kF)+kBT/h̄. As it is only the electrons near the FS
given by a fraction T/TF 1 that can take part, the temperature cannot be used
as a key parameter to tune the number of available electrons for the U-process as
for phonons in the e-ph case. The temperature dependence is contained in the same
phase space availability argument as for the normal scattering process giving a T 2
dependence. For the e-e umklapp, k and k′ ≈ kF, so, for a closed FS the umklapp
processes are allowed as long as kF ≈G/2, but when kFG/2, the electrons do
not possess sufficient energy to scatter to the next BZ. For closed FS with kF >G/2,
as kF increases the phase space available for the umklapp processes increases and
therefore increases the probability of e-e umklapp scattering.
Depending on the measurement temperature, contributions from different scatter-
ing mechanisms are prevalent in the measured resistivity. At room temperature, all
scattering processes contribute to the momentum relaxation. The Debye temperature
for most known metals falls around room temperature and hence, the phonons possess
enough thermal energy for both N- and U-processes at room temperature. The
scattering cross-section for the impurity contribution is temperature independent and
at higher temperatures the contribution from e-e scattering is mostly negligible when
compared to its phononic counterpart. Hence, as the temperature is lowered, either
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Fig. 2.14: The resistivity of sodium as a func-
tion of temperature for three different samples.
The different intercepts at 0 K for different
plots are due to the varied impurity concen-
tration in different samples. Adapted from
Ref. [11].
of the T 5 or e−ΘU/T dependence should be dominant in the measured resistivity
at different temperature ranges down to low temperatures. At low temperatures
where T ΘD, the population of thermal phonons is negligible and a T 2 dependence
due to the electronic counterpart should be visible in a well-defined Fermi liquid.
At sufficiently low temperatures, all the other scattering mechanisms are frozen
out and only residual resistivity, i.e. a constant contribution from the impurities, is
observed. The measured resistance of three different samples of sodium from 22 K
down to 2 K in Fig. 2.14 illustrates this temperature dependence quite precisely.
Throughout the temperature range, each plot is offset by a constant amount from
the others due to their different impurity concentrations; the plateau from about
6 K down to the lowest temperature is the impurity contribution to the resistivity.
The Bloch-Grüneisen T 5 power law due to e-ph normal processes was observed until
18 K.
In the non-magnetic delafossites PdCoO2 and PtCoO2, the FS is constructed of
a single band with a free electron like dispersion having an effective mass very close
to the free electron mass. The FS is a closed hexagon with a separation between the
edge of the FS to the zone boundary ∼0.25 Å−1 in PdCoO2. Fig. 2.30 shows the
resistivity as a function of temperature for PdCoO2 from 30 K down to 2 K. The
features in the in-plane resistivity are discussed in details in Sec. 2.3.3.
2.2 Hydrodynamic theory of electrons
The Fermi liquid theory provides a framework that introduces an electron fluid
by taking into account the interactions between the electrons. However, this fluid
description is purely quantum mechanical and depicts the fluid characteristics at a
length scale of the interelectron separation, rather than a classical hydrodynamic
description that is only precise at the length scales much larger than the inter-particle
separation. The hydrodynamic description of a fluid is concerned with the existence
of a continuum picture on a scale where conservation laws can be applied to derive
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the governing equations of motion and define macroscopic observables. However,
the transport observables in an electron fluid in a solid are typically governed by
microscopic momentum relaxing scattering processes, as described in the section
above, and the hydrodynamic observables therefore are mostly irrelevant to the
electron transport in a solid. Here in my attempt to portray a convincing picture
of hydrodynamic electrons, I will start with an introduction to the basic notions
of classical hydrodynamics followed by its applicability to the electrons in a solid,
and a generalised mathematical formulation that can be applied to these water like
electrons.
2.2.1 Classical hydrodynamics
The hydrodynamics of a fluid is a classical mechanical formulation concerned with
the dynamics of the fluid flow, i.e. the velocity field in a domain, subjected to a set
of boundary conditions. The dynamical phenomena considered by fluid mechanics
are macroscopic, and therefore, a continuum description is invoked that relies upon
three basic conservation principles on the scale of a fluid element[17]:
i. Conservation of mass.
ii. Conservation of total momentum.
iii. Conservation of total energy.
The physical properties of a fluid vary rapidly if one investigates them on a molecular
level. A classical mechanical description requires well-defined observables. Therefore,
details on the molecular level are ignored and a closed fluid volume containing a
Lagrangian viewpoint Eulerian viewpoint
V
V
V
Fig. 2.15: Left Lagrangian viewpoint: the fluid element moving with the flow. Right
Eulerian viewpoint: the fluid element sits stationary and the fluid flows through the
enclosed volume.
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large number of its constituent molecules is defined as a fluid element such that
it is macroscopic compared to the inter-molecular separation. An observable is
well-defined on the scale of one such fluid element and varies smoothly on the scale
of the flow. However, a fluid element is still regarded as infinitesimally small, so that
it can be considered as a pointlike object within the whole volume of the fluid and a
continuum description can be applied.
The conservation laws within a fluid element can be implemented by two different
approaches as illustrated in Fig. 2.15. In a Lagrangian viewpoint, letting the fluid
element move with the flow containing the same molecules inside at all time, the
time derivative of a quantity f is defined by the material derivative,
Df
Dt
= ∂f
∂t
+v.∇f , (2.34)
which signifies the time rate of change of f within the fluid element as it travels along
the path x= x(t). In the complementary Eulerian viewpoint where the fluid element
is stationary, the time derivative of a quantity f is given by the local derivative
∂f
∂t , that is the time rate of change at a fixed point. Here, while deriving the flow
equations, I will consider the Lagrangian viewpoint. In such a model of moving fluid
element, the mass inside the fluid element δm = %dV is fixed, where % is the fluid
density. The time rate of change of mass inside the element is
d
dt
∫
V
δm=
∫ D(δm)
Dt dV . (2.35)
For the conservation of mass within the fluid element, the time rate of change of
mass inside the element must be zero,∫ D(δm)
Dt =
∫
dV
D%
Dt +%
D(dV )
Dt = 0 . (2.36)
For an infinitesimal volume dV ,
D(dV )
Dt = (∇.v)dV . (2.37)
Plugging in,
D%
Dt +%(∇.v) = 0 . (2.38)
Expanding the material derivative, we arrive at the continuity equation,
∂%
∂t
+∇.(%v) = 0 . (2.39)
For an incompressible fluid, the fluid density % is constant, and therefore, the
continuity equation reduces to ∇.v = 0.
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Conservation of momentum can be enforced by applying Newton’s second law of
motion, i.e. rate of change of momentum = force applied. Following the fluid element
that is travelling along the flow, the rate of change of momentum inside the fluid
element is (for sufficiently well-defined velocity fields v)
d
dt
∫
%vdV =
∫
%
Dv
Dt dV . (2.40)
This should be equated to the net force acting on the fluid element according to
Newton’s law. Two types of forces act on such a moving fluid element[18]:
i. External body forces fb that are long range and act equally on every molecule
inside the fluid element, e.g. gravitational force, electromagnetic force, etc.
ii. Surface forces fs acting on the surface boundaries of the fluid element that are
short range internal forces such as
a. the pressure on the surface due to other fluid elements in the surrounding,
and
b. shear and normal stresses arising due to the friction between the fluid
molecules in surface layer to its adjacent layer outside the volume.
The force on a surface with a normal vector n̂ can be written in terms of the surface
stress tensor Π as fs = Π.n̂. The components of the stress tensor acting on a fluid
element are shown in Fig. 2.16. Adding up all the different force contributions, the
total force on the fluid element is∫
V
fbdV +
∫
S
Π.dS . (2.41)
Applying the divergence theorem converts the surface integral to a volume integral,∫
V
(fb+∇.Π)dV . (2.42)
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Fig. 2.16: The components of stress tensor
acting on a fluid element.
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Equating Eq. 2.40 and Eq. 2.42, we arrive at the Cauchy equation for momentum
conservation,
%
Dv
Dt = (fb+∇.Π) , (2.43)
where Πij =−Pδij+Sij , P being the thermodynamic pressure on the volume element
and Sij is the viscous stress tensor. The surface stresses are a combination of the
pressure P and internal friction of the fluid which is quantified by its viscosity. The
body force term fb can be written as the gradient of a potential (Φ) and incorporated
in the pressure gradient term with an effective pressure p= P +∇Φ.
As this viscous friction comes into play only when there is a relative velocity
between different fluid layers, it must depend on the spatial gradient of the velocity.
Assuming the momentum transfer due to viscosity is small, the viscous stress tensor
(Sij) can be approximated to depend only on the first derivatives of the velocity. For
a component of the viscous stress tensor Sij , there cannot be any term independent
of ∂vi∂xj as Sij must vanish for a constant velocity throughout the fluid. Any anti-
symmetric combination of ∂vi∂xj will result in a spontaneous rotation of the fluid
element which is not feasible without any externally applied torque and hence, only
symmetric combinations of ∂vi∂xj are allowed.
The most general functional form of the viscous stress tensor satisfying all the
abovementioned criteria in an isotropic fluid is[17]
Sij = η
(
∂vi
∂xj
+ ∂vj
∂xi
− 23δij
∂vl
∂xl
)
+ ζδij
∂vl
∂xl
, (2.44)
where η and ζ are the first and second coefficient of viscosity, respectively. η is
referred to as the dynamic viscosity and the ratio ν = η/% is called the kinematic
viscosity.
Writing the material derivative in the form given by Eq. 2.34, we arrive at the
Navier-Stokes equation,
%
(
∂v
∂t
+ (v.∇)v
)
=∇p+η∆v+ (ζ+ 13η)∇(∇.v) . (2.45)
Terms on the left-hand side of the equation signify the thermodynamically reversible
convection of momentum, i.e. the macroscopic ordered motion of the fluid to retain
the thermodynamic equilibrium. The terms on the right-hand side arising from the
viscous friction describe transfer of momentum between adjacent fluid layers due to
their relative velocity. The most generic way to impose the boundary condition to
a viscous fluid is the no-slip boundary condition, where for a fluid flowing within
static boundaries, as shown in Fig. 2.17, the fluid molecules adjacent to the boundary
have a tendency to adhere to the surface, and therefore, the fluid must come to
rest at the boundary; in case of moving boundaries, the fluid velocity must match
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Fig. 2.17: Flow velocity profile in a viscous
fluid due to the presence of boundaries and
no-slip boundary condition.
with the velocity of the boundary[17]. A thermodynamically irreversible transfer of
momentum takes place at the boundaries. For a laminar flow between two stationary
boundaries, the flow velocity attains a maximum in the middle of the channel and
decreases towards the boundary before coming to complete rest at the solid surface,
as shown in Fig. 2.17. For an incompressible fluid ∇.v = 0, and the Navier-Stokes
equation for an incompressible fluid reduces to
%
∂v
∂t
=∇p+η∆v . (2.46)
2.2.2 Concept of conservation laws of electrons in solids
The transport properties of an electron fluid in a solid are governed by momentum
relaxing scattering processes. The scattering cross-section is defined quantum-
mechanically and the motion of an electron in between collisions is described by
a weak perturbative approach to the kinetic equations for the non-equilibrium
distribution function of the moving electrons[19]. In such a particle picture, viscosity
can be thought to arise due to momentum conserving collisions between the fluid
particles. We define the momentum relaxing and conserving scattering lengths as
lMR and lMC , respectively.
e-i scattering degrades momentum and e-ph scattering degrades both the energy
and momentum of the electron fluid, and therefore, neither energy nor momentum is
a long-lived conserved quantity for electron transport. However, one can associate a
local equilibrium on a length scale (lMR) in the fluid with a well-defined momentum,
where the local conservation laws can be applied. In a scenario where lMC is
much less than a length scale lMR, where the conservations laws break down, the
thermodynamic properties of a fluid can be considered quasi-conserved on a scale of
lMC and a hydrodynamic description is possible[20–22].
As discussed in the section above, a hydrodynamic description requires momentum
conservation of the fluid on the scale of a fluid element that is macroscopic with respect
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to the inter-particle separation, where the fluid particles are regarded as pointlike
classical objects. Formulating such a description for purely quantum mechanical
particles demands some justification. Electrons are described as Bloch states ψnk(r)
moving through a periodic lattice. For a semi-classical treatment, an argument of
real space localisation enforced by Heisenberg’s uncertainty principle is necessary,
and a superposition of these individual electron states leads to the formulation of
wave packets that are spread in k-space (see Sec. 2.1.3),
ψ′n(r, t) =
∫ k−∆k/2
k+∆k/2
cn(k, t)ψnk(r)dk . (2.47)
These wave packets can be treated as classical pointlike objects with a linear dimension
given by their real space uncertainty ∆x, as long as ∆x interatomic spacing, to
avoid quantum effects. Also, the fluid element is supposed to contain a substantial
number of fluid particles so that it is macroscopic compared to the inter-particle
spacing. At metallic electron densities, the interelectron distance is of the order of
few Ångströms, which implies that a fluid element of linear dimension lMC is feasible
in an electron fluid given that lMC is at least few nanometres for the electron flow
to be treated by classical hydrodynamic equations. A pictorial representation of the
basic formulation explained above is illustrated in Fig. 2.18.
In a quantum mechanical picture in the presence of quasiparticles or simply elec-
∆x
Wave packet:
one microscopic fluid particle of physical size
∆x interatomic spacing
lMC
Fluid element:
contains a large number of wave packets,
lMC  ∆x
lMR lMC
lMR:
length scale at which the momentum density varies,
lMR  lMC
Fig. 2.18: Basic building block of electron hydrodynamics.
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trons, the conserved quantities are the crystal momentum, spin, etc., of the quantum
state. Such a description being inconsistent with the classical hydrodynamic theory
that deals with macroscopic observables, the long-lived quantities in a hydrodynamic
electron fluid are the total charge, momentum and energy[23]. The charge current
is relaxed only by degrading the total electron momentum and can therefore be
treated under the same conservation principle. The momentum distribution of the
electrons is assumed to be a slowly varying function of space and time so that classical
mechanics can be applied.
My work is not primarily concerned with the microscopic origin of this momentum
conservation, rather a phenomenological approach towards observing the signatures
in the transport properties was the foremost objective. However, it is worth discussing
the possibilities that might play a role in such momentum conservation where the
electron flow can be pictured as water flowing through a pipe. There is a key
conceptual ambiguity in this argument: what is the precise notion of a ‘fluid’ for
hydrodynamic treatment of the electron transport in a solid? In a solid the transport
properties are dictated by the excitations present, most important ones being the
electrons and phonons. The electrons carry both charge and momentum, whereas
phonons are only momentum carriers, and both of course carry energy. Electron
transport measures the momentum relaxation of the electrons, e.g. in the case of
resistivity we measure the degradation of the electric current.
In most cases such as Refs. [4, 19–23], the momentum conserving scattering is
assumed to be e-e in nature with τMC = τee (lMC = lee); impurities and phonons
play the role of the environment, providing scattering that is, from the point of view
of hydrodynamics, unwanted. Momentum relaxation takes place through the e-i,
both normal and umklapp e-ph, and by the e-e umklapp scattering. In metals, the
e-e umklapp is suppressed for a closed FS depending on the gap between the FS
boundary and the first BZ, as discussed in Sec. 2.1.4. Irrespective of the FS being
open or closed, the probability of e-ph umklapp processes become suppressed with
decreasing temperature promoting a slower momentum relaxation. On the other
hand, with decreasing temperature the rate of e-e normal collisions, that conserve
momentum, falls as the ratio T 2/TF as described by Fermi liquid theory (Eq. 2.32).
Therefore, the temperature window where τee < τMR can be achieved is at best
narrow in standard metals.
Along with the electrons other basic excitations can also be included in the fluid
definition as long as their interaction with the electrons do not degrade the current.
For example, e-ph normal processes conserve the fluid momentum, under the special
circumstances of phonon drag. In deriving the e-ph scattering processes, the phonon
distribution is assumed to be in local equilibrium. In reality, an applied electric
field or temperature gradient present in the measured sample can drive the phonon
distribution out of equilibrium; in this situation, being unable to be scattered from
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the phonons, a current carrying electron will drag the phonons along, and hence,
no momentum relaxation is caused by the phonon drag[24]. In such a scenario,
processes involving the next BZ, i.e. both the e-e and e-ph umklapp processes, and
e-i scattering, degrade momentum[25, 26]. Such a fluid description is less probable
to be observed than the purely electronic one as the phononic counterpart generally
works as an excellent momentum sink to the electrons. In an externally applied
electric field, both the electrons and phonons are driven out of equilibrium; in a
steady state after an e-ph normal collision, the phonon is more efficient at attaining
equilibrium by losing momentum to the environment mostly through i-ph processes
and also through ph-ph umklapp (considering anharmonic phonons) rather than
efficiently transferring it back to the electrons. In a scenario where the inter-carrier
normal processes are faster than the rate at which the phonons lose momentum to
the lattice, two different carriers in a solid can coexist as an combined e-ph fluid.
In metals, the existence of a FS applies a phase space constraint on the probability
of e-ph umklapp processes, which show an exponential suppression ∼e−ΘU/T in the
e-ph umklapp processes with decreasing temperature, where ΘU is given by the gap
between the edge of the FS and the first BZ (in PdCoO2, ΘU = 165 K corresponding
to a gap of 0.25 Å−1[27]). At low temperatures, the harmonic phonon approximation
can be considered where the phonons do not scatter off each other. Therefore, at
sufficiently low temperatures inter-carrier normal processes can be substantial enough
to outweigh the rate of losing momentum to the lattice, given a very low impurity
concentration. As has already been mentioned, the existence of phonon drag where
the phonons are dragged out of the equilibrium by current carrying electrons, can
promote an e-ph fluid[24]. Given a low impurity concentration and low rate of ph-ph
umklapp, this dragged phonon can sustain, effectively conserving the momentum of
this e-ph fluid.
For either fluid described above, the e-i scattering remains as a constant source
of momentum relaxation at all temperatures, becoming more dominant at low
temperatures as the thermal phonon modes freeze out. In this regime, the impurities
are solely responsible for degrading both electron and phonon momentum. If the
Fermi wavelength of the electrons λF is much smaller than the scale on which the
impurity potential varies, invoking the isotropic mean free path assumption, such
a situation can be modelled in terms of obstacles arranged at an average distance
li with a fluid of collective excitations flowing past. In this case, fluid momentum
is well-defined if lMC < li. Therefore, for a hydrodynamic fluid to be observed
it is essential to have a low impurity concentration as a benchmark of the host
material[20].
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2.2.3 Mathematical formulation
In the next four separate sections I am going to describe the mathematical formulation
both in a purely hydrodynamic Navier-Stokes framework and a Boltzmann type
kinetic approach. In the first two sections zero-field calculations will be discussed
and the last two will extend the calculations for a finite magnetic field.
2.2.3.1 Navier-Stokes equation for electrons in zero applied magnetic
field
In this section, I will derive the Navier-Stokes equation for a viscous electron fluid.
The mathematical formulation I am going to describe here was first developed in our
department by Dr. Burkhard Schmidt.
An electric field E is applied along the length of the channel, which in a classical
hydrodynamic picture can be compared to exerting pressure by a piston. In this
scenario, there are two forces acting on the charged fluid: the electric field gradient
along the length of the wire, i.e. the pressure gradient term Navier-Stokes equation,
and the shear force due to a finite viscosity that is the result of momentum conserving
scattering events in the bulk of the fluid. The electron fluid is assumed to be
incompressible, ∇.v = 0, i.e. its density is constant irrespective of where you look in
the liquid and throughout its motion.
Adding an extra term to the the Navier-Stokes equation derived in the classical
case (Eq. 2.46) to include the momentum relaxation, we can write the Navier-stokes
equation for an electron fluid as
%
∂v
∂t
= η∆v−% e
m∗e
E−% v
τMR
. (2.48)
The electrons are assumed to flow in a 2D channel of width W with boundaries at
−W/2 and W/2, as shown in Fig. 2.17, and the length of the channel is significantly
longer than its width. We want to work in a regime where the rate of momentum
conserving scattering is very fast, and the rate of momentum relaxation from static
defects and phonons etc., is extremely slow such that lMR lMC and the momentum
relaxation term can be ignored. The boundaries are the only source of momentum
relaxation. Hence, in the hydrodynamic limit[28],
%
∂v
∂t
= η∆v−% e
m∗e
E . (2.49)
A steady state solution requires ∂v∂t = 0. At the steady state, for an applied electric
field E along x̂1, the solution of Eq. 2.49 is given by v = v(x2)x̂1, where
v(x2) =
∫
dx2
∫
dx2
ρ
η
e
m∗e
E , (2.50)
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with a boundary condition, v (±W/2) = 0. Therefore, the flow velocity of an electron
fluid flowing through a channel of width W is
v(x2) =
1
2
ρ
η
e
m∗e
E
(
W 2
4 −x
2
2
)
, (2.51)
for −W/2 6 x2 6W/2. Evidently, the electron flow here has a parabolic velocity
profile as in the classical laminar flow of a hydrodynamic fluid. The resulting current
is calculated by integrating upon the current density j(x2) = nev(x2) over the entire
cross-section of the wire,
I = neT
∫ W/2
−W/2
dx2v(x2) , (2.52)
where T in the thickness of the wire and n= %/m∗e. The voltage drop along the wire
of length L, due to the applied electric field E is V (x1) = E(x1)L and the resistance
of the wire is[28]
R = V
I
= L
TW
12η
(ne)2
1
W 2
. (2.53)
In a Drude like picture, one can define an equivalent resistivity ρvisc =m∗e/ne2τvisc,
where τvisc =W 2/12η. The resistivity is inversely proportional to the square of the
channel width, ρvisc ∼ 1/W 2. From Eq. 2.51, one also notices that the resistivity is
proportional to the viscosity, ρvisc ∝ η, which in an inter-particle scattering picture
is defined as η = 14%vFlMC .
Here we have assumed an extremely slow and ineffective momentum relaxation.
However, there could be a regime where the momentum relaxation is substantial such
that τvisc is comparable to τMR, and the bulk momentum relaxation term −%v/τMR
must be considered in Eq. 2.48. The solution of which in terms of a Drude like
expression for the resistivity is given by[29]
ρ= m
∗
e
ne2τMR
1
1− tanξ/ξ ,with ξ =
√
3τvisc
τMR
. (2.54)
For two extreme regimes of electron transport, i.e. the hydrodynamic, where τMR
τvisc and ohmic, where τMR τvisc, from Eq. 2.54 one can recover simple Drude
like solutions for the resistivity ρ=m∗e/ne2τ , with their respective relaxation times.
For a regime with coexisting bulk momentum relaxation and a finite viscosity, one
might be tempted to include the viscous effects as a parallel conducting channel of
bulk momentum relaxation in a Drude like picture. Alekseev shows that the simple
parallel channel assumption that enforces a Drude like effective resistivity
ρ= m
∗
e
ne2
( 1
τMR
+ 1
τvisc
)
, (2.55)
reproduces the actual solution given by Eq. 2.54 with an accuracy better than 11%
for any values of τMR and τvisc[29].
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2.2.3.2 Boltzmann transport theory including momentum conservation
of electrons
The Navier-Stokes formulation in the previous section works best for a purely
hydrodynamic regime. However, in real crystals a pure hydrodynamic regime can
never be realised because of finite bulk momentum relaxation, and therefore, a kinetic
calculation including non-zero momentum relaxation and diffusive scattering at the
boundaries is appropriate to compare with the experimental results.
In a semi-classical description of the electron transport in a solid, the motion the
electrons is described by the Boltzmann transport equation, which for a distribution
of electrons with a distribution function f(x,v), is given by Eq. 2.16,
∂f
∂t
+
∑
i
(
vi
∂f
∂xi
− eEi
m∗e
∂f
∂vi
)
=
(
∂f
∂t
)
s
. (2.56)
The mathematical formulation I am going to describe here was developed by
Dr. Burkhard Schmidt and very closely follows the work by de Jong and Molenkamp
for a 2D wire of a 2DEG[4, 28].
The distribution function f(x,v) for an electron at a position x = (x1,x2)>
with a velocity v = (v1,v2)> is assumed to be time-independent. E(x1) is the
electric field applied that generates a force on an electron with mass m∗e given by
F =m∗e (∂v/∂t) =−eE. The distribution function at equilibrium is given by the FD
distribution function f0(ε) = 1/(e(ε−εF)/kBT + 1). At a given temperature T only a
fraction kBT/εF of electrons in the vicinity of the FS take part in the transport, and
therefore, the non-equilibrium part of the distribution function lies in a shell around
the FS dictated by the temperature. Therefore, at a small electric field, using the
translational invariance along x1, the distribution function can then be expanded
around the equilibrium as
f(x,v) = f0 +
(
−∂f0
∂ε
)
χ(x2,φ) . (2.57)
f(x,v) depends only on the coordinate x2 orthogonal to the applied electric field.
Neglecting the energy dependence of the velocity in our region of interest, i.e. just in
the vicinity of the FS, we write v = vFv̂ = vF(cosφ,sinφ). The current density can
now be calculated as
j(x2) = 2e
∫
d2vf(x,v)v
= e
∫
dεD(ε)
(
−∂f0
∂ε
)
1
2π
∫ 2π
0
dφχ(x2,φ)v
= eDvF2π
∫ 2π
0
dφχ(x2,φ)v̂ , (2.58)
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where D(ε) =m∗e/π2h̄2 is the DOS in 2D which is taken to be constant. Introducing
the non-equilibrium distribution function f(x,v) given by Eq. 2.57 into the Boltzmann
equation up to linear order,
v2
∂χ(x2,φ)
∂x2
− eEv1 =
(
∂χ(x2,φ)
∂t
)
s
. (2.59)
Both e-e umklapp and e-ph interactions are ignored in this calculation; only the
bulk impurities and wire boundaries are considered as the sources of momentum
relaxation and the bulk scattering is assumed to be isotropic. In addition, the
electrons go through momentum conserving interactions. Although in deriving this
formulation e-e collisions are assumed to be the source of momentum conservation,
this calculation does not explicitly include any microscopic detail of the nature of
momentum conservation and therefore can be generalised for any kind of momentum
conserving scattering process.
Combining the relaxation time approximation stated in Sec. 2.1.4 with the as-
sumption of an isotropic τ around the FS, the scattering term for the bulk momentum
relaxing scattering at any temperature can be written as(
∂χ(x2,φ)
∂t
)
MR
=−χ(x2,φ)
τMR
, (2.60)
where τMR is the average bulk scattering time. The applicability of this calculation is
best in the scenaria where the scattering is isotropic, e.g. where impurity scattering
is predominant and the isotropic l assumption can be implemented or at high
temperatures, where the scattering time is determined by how frequently an electron
sees a phonon and therefore details around the FS are irrelevant and the scattering
time can be approximated as isotropic. The momentum conserving scattering part is
derived following the Callaway ansatz in the simplest possible form[4](
∂χ(x2,φ)
∂t
)
MC
=−χ(x2,φ)
τMC
+ 12πτMC
∫ 2π
0
dφ′χ(x2,φ′) +
m∗ev.vd(x2)
τMC
, (2.61)
where τMC is the momentum conserving scattering time and vd is the average drift
velocity of the electrons due to the applied electric field. Using the relation of current
density with drift velocity j = nevd, where n is the number density of the conduction
electrons given by n=DεF, Eq. 2.61 now reads as(
∂χ(x2,φ)
∂t
)
MC
=−χ(x2,φ)
τMC
+ 12πτMC
∫ 2π
0
dφ′χ(x2,φ′)(1 + 2v̂>v̂′) . (2.62)
The additional integral term in Eq. 2.62 implies that the electrons are relaxed to a
shifted distribution function given by f(x,v)≈ f0(ε−m∗ev>.vd), due to momentum
conserving collisions. The average momentum relaxation can be calculated by the
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rate of change of the current density given by Eq. 2.58. Integrating Eq. 2.62 in the
limit φ : 0→ 2π, it is apparent that the scattering term given by Eq. 2.62 conserves
momentum, i.e. ∫ 2π
0
(
dφ
∂χ(x2,φ)
∂t
)
MC
v̂ = 0 . (2.63)
Considering diffusive boundary conditions, for a given width W of the wire, the
solution demands that at the transverse boundaries of the wire,
χ(−W/2,φ) = 1
π
∫ 0
−π
dφ′χ
(
−W/2,φ′
)
,φ ∈ [−π,0],
χ(W/2,φ) = 1
π
∫ π
0
dφ′χ
(
W/2,φ′
)
,φ ∈ [0,π] . (2.64)
Let us now assume that an electron at a position x2 after suffering a momentum
relaxing collision travels an average distance of l̃eff(x2,φ) in a direction given by the
angle φ. The non-equilibrium part of the distribution function can then be expressed
as
χ(x2,φ) = eEcos(φ)l̃eff(x2,φ) . (2.65)
Taking an angular average of l̃eff(x2,φ),
leff(x2) =
1
π
∫ 2π
0
dφcos2(φ)l̃eff(x2,φ) . (2.66)
Comparing Eqs. 2.58 and 2.66, we observe that leff(x2) is proportional to the drift
velocity,
vd(x2) =
eE
m∗evF
leff(x2) . (2.67)
Taking an average over the cross-section of the wire,
Leff =
1
W
∫ W/2
−W/2
leff(x2) dx2 , (2.68)
the conductivity of the 2D wire is
σ = ne
2
m∗evF
Leff . (2.69)
Using the functional forms for both momentum conserving and relaxing parts of the
scattering (Eqs. 2.60 and 2.62) along with the non-equilibrium part of the distribution
function (Eq. 2.66) in the linearised form of the Boltzmann equation given by Eq. 2.59,
and transforming the resulting differential equation into a Fredholm integral equation
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of the second kind,
leff (x2) = l̂eff (x2) +λ
∫ W/2
−W/2
K(x2,x′2)leff (x′2) dx′2 , (2.70)
l̂eff (x2) := l−
2l
π
∫ π/2
limφ0→0φ0
cos2(φ)
(
e−(W/2+x2)/(lsinφ) + e−(W/2−x2)/(lsinφ)
)
dφ,
(2.71)
K(x2,x′2) :=
1
π
∫ π/2
limφ0→0φ0
cos2φ
sin(φ)e
−|x2−x′2|/(lsinφ) , (2.72)
where λ := 1/lMC and l is the bare bulk mean free path that includes the momentum
conserving scattering, 1/l = 1/lMR + 1/lMC . The solution to the set of equations
above is approached numerically. The solutions can be found easily if W/lMC is not
too big. On the opposite limit when W/lMC < 1, the solution becomes unstable.
This kinetic approach allows the modelling of different possible regimes of trans-
port and crucially, the crossovers between them. There are three fundamental length
scales in the system, lMC , lMR and W ; existence of a transport regime depends on
the relative balance between these. In an ideal system where these three length
scales can be tuned independently, the different transport regimes can be realised in
their purest limits. I define three transport regimes in an electron fluid, namely:
i. Ohmic: lMC , lMRW .
ii. Hydrodynamic: lMC W  lMR, lMC  lMR for this regime to appear.
iii. Ballistic: W  lMC , lMR.
Both the ballistic and hydrodynamic signatures in transport show up through
boundary scattering and therefore fade away as the channel becomes wider and the
ohmic transport dominates. For the narrow channels, the shortest length scale in
the system dictates the transport at a given measurement configuration. For a given
channel width that is smaller than the bulk momentum relaxing mean free path lMR,
the hydrodynamic regime can only appear if lMC is the shortest length scale in the
system. The ballistic regime appears only when the channel width W is smaller than
any other length scale in the system, without any further constraints on lMC and
lMR.
Fig. 2.19 shows three plots of ρ/ρbulk as a function of lMR/W for three different
values of lMC/lMR, exploring the limits from very strong to negligible momentum
conserving scattering, where ρbulk is the resistivity of the bulk, i.e. an infinitely wide
channel. Practically, one can consider bulk to be a width W for which W  lMR[28].
The figure shows a significant variation in curvature between the plots. At small values
of lMR/W , i.e. for the bulk channel, the resistivity is determined by a combination
of bulk events and boundary scattering. Although not having any consequence on
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the bulk scattering, the momentum conserving scattering events manipulate the rate
of boundary scattering. For very strong momentum conserving scattering, lMC is
very short and therefore efficiently randomises the path of an electron, hindering
it from reaching the boundary in this bulk limit. A pictorial illustration is given
in Fig. 2.20. This is why in Fig. 2.19 for small values of lMR/W , the solid curve
(lMC/lMR = 0.005) lies below the others (lMC/lMR = 0.1 and 1000) with relatively
weak momentum conservation.
As we approach larger values of lMR/W , i.e. small widths, the scattering from
boundary becomes more substantial. The transport in this regime is determined
mostly by the boundaries of the channel. In this scenario where W  lMR, in the
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Fig. 2.20: A schematic representation of the momentum relaxing (in orange) and
momentum conserving (in purple) scattering events in a bulk (Top) and a mesoscopic
(Bottom) channel. See text for the explanation.
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absence of any momentum conserving events the transport would be dominated
significantly by small-angle forward scattering events (considering a circular FS).
However, in the presence of strong momentum conserving events an electron trajectory
is randomised facilitating an electron to reach the boundary and the resistivity is
escalated, as is illustrated in Fig. 2.20. For even smaller widths (larger values of
lMR/W ), both curves with moderate (lMC/lMR = 0.1) and negligible (lMC/lMR =
1000) momentum conservation, cross the solid curve (lMC/lMR = 0.005) representing
a strong momentum conserving scattering at two different points. The crossing
happens when the channel width W ' lMC and beyond this width the transport is
purely ballistic. This why at large values of lMR/W , the solid curve with strong
momentum conservation lies above the others.
2.2.3.3 Navier-Stokes equation for electrons in a magnetic field
In this section I am going to describe two mathematical formulations from two
separate works of Dr. Pavel Alekseev of Ioffe Institute and Dr. Thomas Scaffidi
of UC Berkeley[29, 30]. So far, we have been working in a structure where the
angular momentum of the fluid is zero, which enforces the viscous stress tensor to be
symmetric as the anti-symmetric part in the tensor would result in a net internal
torque to the fluid element leading to a spontaneous rotation, which has not been
observed in fluid motion. Preserving angular momentum in a fluid with no applied
external torque ensures a symmetric stress tensor. If the time-reversal symmetry
is broken spontaneously or by an external field, the anti-symmetric term in the
stress tensor survives and one can observe the resultant odd viscosity[31]. In tensor
notation, the stress due to viscosity is
Sij = ηijklVkl , (2.73)
where Vkl = 12(∂kvl+∂lvk) is the strain rate, and η is a rank 4 tensor that is symmetric
under i↔ j and k↔ l. In general, η can be written as a combination of symmetric and
anti-symmetric parts, η = ηS +ηA, where ηS is symmetric and ηA is anti-symmetric
under ij↔ kl. If the time-reversal symmetry of the system is broken[31],
ηS(t↔−t) = ηSand ηA(t↔−t) =−ηA . (2.74)
Furthermore, there is a dimensional criterion for this anti-symmetric part to survive.
The key defining symmetry of the fluid we have been dealing with so far is isotropic
which implies a uniformity in every direction. In 3D, an isotropic fluid description
requires only one even component of viscosity (considering the first coefficient of
viscosity only) and the odd component vanishes owing to the isotropy, even if time-
reversal symmetry is broken. However, in 2D when time-reversal symmetry is broken,
isotropy allows for an odd component of viscosity along with one even component
2.2 Hydrodynamic theory of electrons 41
Fig. 2.21: A schematic representation the regu-
lar (Left) and Hall (Right) viscosity. See text
for explanation. Reproduced from Ref. [33].
[31]. In terms of the even and odd coefficients of viscosity, the viscous stress tensor
can be written as
Sij = ηS(∂ivj +∂jvi) +ηA(∂iv∗j +∂∗j vi) , (2.75)
where a∗i = εijaj signifies the velocity vector rotated clockwise by π/2, and εij is the
anti-symmetric Levi-Civita operator in 2D[32]. The anti-symmetric term can be
expressed in terms of vorticity of a fluid ω = εij∂ivj , which is a microscopic measure
of the rotation of the fluid at a given point or naively, the tendency of a fluid to spin.
For a 2D flow, the vorticity points out of the plane and can be treated as a scalar.
The anti-symmetric part of the viscous stress tensor is non-dissipative and can
be visualised as the following: one can imagine a cylinder slowly rotating in a fluid
with a substantial even and odd part of viscosity as shown in Fig. 2.21[31]. As one
might intuitively expect, the dissipative even part would apply a torque to oppose
the rotation of the cylinder. Quite counter intuitively, the odd part would act as
a radial pressure on the rotating cylinder proportional to the coefficient of the odd
viscosity and the rate of rotation, the direction of which relies on the direction of
rotation indicating to a broken time-reversal symmetry.
In the classical Navier-Stokes equation for such a fluid, the vorticity can be
included in the pressure term, and an effective pressure can be defined as p̃= p−ηAω.
The Navier-Stokes equation given by Eq. 2.45 can then be written as
%
∂v
∂t
=∇p̃+ηS∆v . (2.76)
In an electron fluid, time-reversal symmetry can be easily broken by applying an
external magnetic field. From a kinetic approach to the Navier-Stokes equation,
in a fluid driven out of equilibrium by external electric and magnetic fields, the
non-equilibrium stress tensor has a form S′ij = 〈vivj〉3 with v = (vx,vy), the time
evolution of which can be expressed as[31]
∂S′ij
∂t
=− 1
τMC
(
S′ij−Sij
)
, (2.77)
where Sij = ηVij = η
(
∂vi
∂xj
+ ∂vj∂xi
)
. Similar to Eq. 2.48, in the presence of an electric
and magnetic field the Navier-Stokes equation for an electron fluid with finite
3The angular brackets indicate averaging over the electron velocity distribution at r = (x,y).
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momentum relaxation can be written as
%
∂vi
∂t
=
∂S′ij
∂xi
−% e
m∗e
(Ei+ (v×B)i)−%
vi
τMR
. (2.78)
In the absence of a magnetic field, in the steady state ∂〈vi〉∂t = 0, so the solution of
Eq. 2.77 keeps the non-equilibrium form of the viscous stress tensor unaltered and we
recover the Navier-stokes equation for the zero magnetic field case from Eq. 2.78. In
the presence of a magnetic field in the z-direction, the magnetic part of the Lorentz
force adds additional terms to ∂〈vi〉∂t and
∂S′ij
∂t as follows(
∂ 〈vi〉
∂t
)
mag
= ωcεzjk 〈vk〉(
∂ 〈vivj〉
∂t
)
mag
= ωc
(
εzik 〈vkvj〉+ εzjk 〈vivk〉
)
, (2.79)
where εzik is the Levi-Civita anti-symmetric operator in 3D. Adding the extra terms
introduced due to magnetic Lorentz force and solving for a steady state solution to
Eq. 2.77, we get[31]
S′ij−ωcτMC
(
εzikSkj + εzjkSik
)
= Sij . (2.80)
Finding the components of the tensor S′ij ,
S′xx =−S′yy =
1
1 + (2ωcτMC)2
Sxx+
2ωcτMC
1 + (2ωcτMC)2
Sxy
S′xy = S′yx =
1
1 + (2ωcτMC)2
Sxy−
2ωcτMC
1 + (2ωcτMC)2
Sxx . (2.81)
The coefficients in the linear relation between S′ij and Vij define the components of
viscosity as[31]
S′ij = ηxx
(
∂vi
∂xj
+ ∂vj
∂xi
)
+ηxyεzik
(
∂vk
∂xj
+ ∂vj
∂xk
)
, (2.82)
where ηxx is the symmetric part of the dynamic viscosity that shows up in the
measured MR, and ηxy, the anti-symmetric part is the Hall viscosity shows up in
the Hall effect. Therefore,
ηxx = η
1
1 + (2ωcτMC)2
ηxy = η
2ωcτMC
1 + (2ωcτMC)2
. (2.83)
The regular part of the dynamic viscosity ηxx is dissipative, and from a holographic
argument, a bound appearing from the dissipative time scale h̄/kBT is hypothesised.
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Whereas, the Hall counterpart ηxy is non-dissipative and not subjected to any such
bound.
In the following derivation the electron fluid is assumed to be compressible and
the flow is considered to be isochoric. Because we are interested in the non-turbulent
flow regime, taking the linear response approach, for a stationary solution (∂%/∂t= 0)
the continuity equation gives ∇.v = 0. We want to investigate into a regime where
the momentum relaxation is slow; dropping the momentum relaxation term similar to
the zero magnetic field case, we arrive at the Navier-Stokes equation for an iscochoric
flow of a compressible fluid[30],
%
∂v
∂t
= ηxx∆v+ηxy∆v×z−%
e
m∗e
(E+v×B) . (2.84)
Our ideal measurement geometry is shown in Fig. 2.9 where an electric field is
applied along the x-direction and a magnetic field is applied out-of-plane along the
z-direction in a 2D bar of width W . In the steady state,
ηxx
∂2vx
∂y2
+% e
m∗e
Ex = 0
−ηxy
∂2vx
∂y2
+% e
m∗e
Ey = ωcvx . (2.85)
Implementing the conventional no-slip boundary condition, i.e. vx (y =±W/2) = 0,
ρxx =
ηxx
%
m∗e
ne2
12
W 2
ρxy = ρbulkxy
(
1− ηxy
%
1
ωc
12
W 2
)
, (2.86)
where ρbulkxy =−m∗eωc/ne2 is the bulk Hall resistivity for an infinitely wide channel.
Plugging in Eq. 2.83, and introducing the relevant length scale rc = vF/ωc enforced
by the external magnetic field and the kinematic viscosity ν = η/% = 14vFlMC , we
can rewrite the set of Eqs. 2.86 as[30]
ρxx =
m∗e
ne2
12
W 2
ν
1
1 + (2 lMCrc )
2
ρxy = ρbulkxy
1−6 1
1 + (2 lMCrc )
2
(
lMC
W
)2 . (2.87)
2.2.3.4 Boltzmann transport equation for electrons in a magnetic field
The mathematical formulation described in this section was set up and numerical
calculations were performed by Dr. Thomas Scaffidi[30]. The Boltzmann transport
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equation for an electron fluid in the presence of an electric and magnetic field is[30]
∂f
∂t
+
∑
i
(
vi
∂f
∂xi
− e
m∗e
(Ei+ (v×B)i)
∂f
∂vi
)
=
(
∂f
∂t
)
s
. (2.88)
Following the same method of defining the non-equilibrium distribution function as
in Sec. 2.2.3.2 for the case of zero applied magnetic field, the non-equilibrium part
of the distribution function in this case follows the linearised Boltzmann equation
given by
v2
∂χ(x2,φ)
∂x2
− ev1 (E+v2B) =
(
∂χ(x2,φ)
∂t
)
s
. (2.89)
Applying the same boundary conditions and following the exact same mathematical
formulation as in Sec. 2.2.3.2, one arrives at a Fredholm integral equation of second
kind that needs to be solved numerically.
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Fig. 2.22: Top The MR for the ballistic (A) and hydrodynamic case (B). Bottom The
Hall resistivity for the ballistic (C) and hydrodynamic case (D). The calculations were
performed by Dr. Thomas Scaffidi. Reproduced from Ref. [30].
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Recalling from Sec. 2.2.3.2 that away from the bulk limit, for narrow channels,
such that W∼lMC , lMR, the shortest length scale in the system dictates the transport,
the magnetic field introduces a fourth length scale rc = h̄kF/eB to the problem which
can be tuned continuously by varying the magnetic field, allowing different transport
regimes to be probed. In Fig. 2.22 ρxx/ρbulkxx is plotted as a function of W/rc for
four different values of W/lMR and two different ratios of lMC/lMR, to demonstrate
the signatures for both ballistic and hydrodynamic transport. For the ballistic case,
we set lMC/lMR = 10 and W < lMR, whereas for the hydrodynamic case we set
lMC/lMR = 0.05 and lMC <W < lMR[30]. The strength of either regime is controlled
by varying the ratio W/lMR. For a constant value of lMC/lMR and W/lMC , the
ratio W/rc can be tuned to go from a purely ballistic or hydrodynamic regime for
small values of W/rc to large values of it, where we recover the original bulk regime
for zero magnetic field. I will explain the MR results first and then move on to the
Hall effect.
Both the MR and Hall effect in the ballistic case are characterised by rather
sharp features due to rapid scattering from the boundaries. The MR peaks around
W/rc ' 0.55 and there is a rapid change of slope at W/rc = 2. In the absence
of magnetic field, for a channel width where W  lMR, the ballistic transport is
dominated by electrons travelling along the measurement channel and therefore
scattering from the boundaries is infrequent. Application of a magnetic field bends
these trajectories and causes the electrons to see the boundaries more often. Following
Fig. 2.23, at low fields, the cyclotron radius is large and the cyclotron frequency
ωc = eB/m∗e increases with the applied field; a combination of these two effects results
in a strong increase in resistivity until W/rc = 0.55, beyond which the resistivity
declines with increasing field as the fraction of electrons around the middle of the
channel having large enough cyclotron radius to reach the boundaries decreases. As
the field is increased further, the cyclotron diameter falls below the width of the
channel at W/rc = 2; even through the cyclotron frequency increases, the electron
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Fig. 2.23: Top A plot of ρxx/ρbulkxx vs. W/rc
in the ballistic regime. The fading of the color
along the width of the plot signifies the weak-
ening of the boundary scattering for increas-
ing magnetic field strength and decreasing rc.
Bottom A schematic representation of the
cyclotron trajectories swept by two electrons,
close and away from the wire boundary, as the
magnetic field is varied.
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trajectories are not large enough to reach the boundaries any more and the bulk
scenario is therefore recovered. Both the zero-field value and peak height increase
with decreasing values of W/lMR, implying a dominant contribution to the resistivity
from boundary scattering as the channel becomes thinner. The boundary scattering
mechanism is discussed in more detail in Sec. 5.4.3.1.
Unlike the ballistic case, the hydrodynamic behaviour can be identified by an
absence of sharp features in the transport. The increasing zero-field value with
decreasing W/lMR is due to the dominant boundary scattering as W becomes more
comparable to lMC . For a given W/lMR, lMC now being the shortest length scale in
the system (lMC/lMR = 0.05), the probability of an electron tracing a full cyclotron
orbit without getting scattered is less than in the ballistic case; this is manifested by
an absence of a sharp cut-off in the boundary scattering at W/rc = 2. No peak is
observed in the MR, and following the expressions given by Eq. 2.87, in the presence
of an external magnetic field, the MR of a mesoscopic channel decreases compared
to its bulk counterpart. Maximum boundary scattering happens at zero field and
the MR follows a Lorentzian decay due to a decrease in the viscosity. This can be
illustrated by a simple pictorial representation as in Fig. 2.24. Considering two layers
of electron fluid moving with two different velocities, the viscosity comes into play
through the momentum conserving scattering events, say between the electrons from
different layers, and is defined by the relevant collision length. In the absence of
a magnetic field, lMC determines the scattering length and therefore the viscosity.
But in the presence of a magnetic field, the scattering length is determined by the
cyclotron radius rc which falls as 1/B and hence, the viscosity decreases rapidly in a
strong magnetic field following a Lorentzian. The FWHM (full width half maximum)
of the Lorentzian decay is given by the ratio of the governing momentum conserving
scattering lengths at zero and finite field, i.e. lMC/rc.
Fig. 2.24: The physical origin of the decrease
of electron viscosity in a magnetic field. Two
adjacent layers of an electron fluid move with
different velocities vx(y1) and vx(y2) due to
viscous friction. The viscosity comes into play
by inter-layer momentum conserving scatter-
ing, say e-e scattering. Left In absence of an
external magnetic field, this inter-layer scat-
tering length is given by lMC . Right When a
magnetic field is applied, the inter-layer scatter-
ing length is controlled by rc, which decreases
with increasing magnetic field facilitating a de-
crease in electron viscosity. Reproduced from
Ref. [29].
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From the discussion above we see that, the key difference in the transport features
in the two regimes is that they are governed by two different fundamental length
scales in the two regimes. The ballistic features are governed by the width of the
channel, whereas the hydrodynamic ones are governed by lMC , as these are the two
smallest length scales in the respective regimes.
The Hall resistivity, similar to the MR, has obvious differences between the
ballistic and hydrodynamic case. Sharp features are clearly noticeable in the ballistic
regime. The Hall resistivity shows a minimum around W/rc ' 1.3 and a sharp slope
change at W/rc = 2 at all widths, in accordance with the MR. In the ballistic case,
the effective change of ρxy in the mesoscopic channel compared to the bulk one, i.e.
∆ρxy = ρxy−ρbulkxy , is positive at very low fields and negative at large fields, whereas
∆ρxy is always negative throughout the field window in the hydrodynamic case.
Thomas Scaffidi has checked that for W > lMR, calculations for both the ballistic
and hydrodynamic cases, i.e. lMC/lMR = 10 and lMC/lMR = 0.005, lead to the bulk
result. Also, for W < lMC in the hydrodynamic case, the ballistic regime is recovered
as one should expect. Even though Fig. 2.22 plots the resistivities normalised to the
bulk value, it is discussed above loosely is in terms of the MR and Hall resistivity.
This is because the theoretical calculations are done for a free electron framework
that predicts zero MR and a constant Hall coefficient for the bulk. In practice, most
metals have a finite MR and the Hall coefficient can vary over the entire field window.
Therefore, care should be taken while comparing the experimental results to this
theoretical work. The normalised MR ρxx/ρbulkxx and Hall resistivity ρxy/ρbulkxy must
be used for a fair comparison.
2.3 Background physics of delafossites
Having discussed about the transport regimes we are interested in, I will now discuss
the attributes of the material class delafossite that drew our attention to try and
explore these mesoscopic transport regimes in a metal. Although discovered as a nat-
urally occurring mineral in 1873 by Friedel, the first successful synthesis took almost
a century[34]. In 1971 Shannon, Prewitt and Rogers reported successful synthesis of
at least 19 delafossites with the common formula ABO2[35–37]. Extraordinarily low
room temperature resistivity was reported for the metallic delafossites like PdCoO2
and PtCoO2, but the sample size and quality were not optimal. Although synthesised
nearly fifty years ego, not much other than basic characterisation has been conducted
until very recently.
The non-magnetic delafossites PdCoO2 and PtCoO2 are amongst the highest
conducting oxides known. The defect density can be very low with a bulk mean free
path of several microns, as large as ∼20 µm in the best quality single crystals of
PdCoO2. They have a relatively simple FS combined with the extraordinarily low
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defect density that facilitates the opportunity to access transport regimes that have
so far been inaccessible. In this section I will discuss the crystal structure, bulk FS,
and the transport properties of the non magnetic delafossites PdCoO2 and PdCoO2.
2.3.1 Crystal structure
The delafossites have the generic chemical formula ABO2, A being a noble metal
(e.g. Pt, Pd, Ag, etc.) and B a transition metal (e.g. Co, Cr, Fe, etc.). The materials
of focus for my thesis, the non-magnetic delafossites PdCoO2 and PtCoO2, have the
CuFeO2 crystal structure[39]. The crystal structure can be thought to be composed
of two alternating layers, one with the metallic A cations in a triangular lattice and
another layer of edge-shared BO6 octahedron, as shown in Fig. 2.25. Depending
on the relative alignment of the metallic A layers, two types of crystal structures
are formed. In PdCoO2 and PtCoO2, alternating A layers are oriented in the same
direction but offset from the nearest one by 2/3 of a bond length, generating a crystal
structure with space group symmetry R3̄m[39]. Each A cation is linearly coordinated
with two oxygen anions from the layers above and below. The B cations, similar to
the layer formed by A cations, arrange themselves in triangular arrays. The lattice
constants for both PdCoO2 and PtCoO2 are listed in Table 2.1[10].
Table 2.1: Experimentally measured lattice parameters of PdCoO2 and PtCoO2[35, 40].
Material a (Å) c (Å)
PdCoO2 2.830(±3) 17.743(±2)
PtCoO2 2.82259(±5) 17.8084(±3)
Fig. 2.25: Crystal structure of ABO2 delafos-
sites. A, B and O atoms are shown in red, gray
and black solid spheres, respectively. Adapted
from Ref. [38].
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2.3.2 Electronic structure
The generic valence configuration in the ABO2 delafossites is A1+B3+O2−2 [35]. Den-
sity functional theory (DFT) for both PdCoO2 and PtCoO2 reveals that the transition
metal (Pd, Pt) states contribute most to the DOS at the Fermi level. Owing to
the octahedral BO6 structure, the octahedral crystal field at the B site splits the d
levels into eg and t2g states. In the case of the non-magnetic delafossites PdCoO2
and PtCoO2, the t2g bands are completely filled by low spin Co3+ d6 states[42].
This implies that the BO2 layer is insulating and the metallic state in these oxides
persists in the A (Pd, Pt) layer. This quasi two-dimensionality is also manifested
in the theoretically derived FS of PdCoO2 shown in Fig. 2.26, where the FS is a
slightly warped cylinder with an approximately hexagonal cross-section[41]. A similar
FS is also predicted for PtCoO2 only with a marginal difference in the shape and
warping[43].
Fig. 2.26: The FS of PdCoO2 calculated using
DFT shows a slightly warped cylinder with a
rounded hexagonal cross-section. Adapted from
Ref. [41].
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Early DFT calculations by a number of groups, such as the ones in Refs. [42, 44, 45],
found that in PdCoO2 a single band crosses the Fermi level and the DOS at the Fermi
level can be attributed solely to the Pd 4d states in a monovalent d9 configuration.
However, later many groups, e.g. those in Ref. [41, 46, 47], recognised the contribution
of Pd 5s states at the Fermi level. The Pd 4d-5s hybridisation is thought to be one
contribution to the high conductivity in PdCoO2[41, 46]. Similar calculations in
Ref. [40] show that in PtCoO2 the DOS comprises 85% of Pt 5d states in monovalent
d9 configuration along with an admixture of Pt 6s and Pt 6p states. Most importantly,
spin-orbit coupling (SOC) is incorporated in the calculations for PtCoO2, as otherwise
a second band is seen to cross the Fermi level. The calculated DOS for PdCoO2
and PtCoO2 are shown in Fig. 2.27 and the band dispersions for both materials are
shown in Figs. 2.28 and 2.29 (page 51). Later we will see the single band crossing to
be confirmed in PtCoO2 by ARPES, which implies that the SOC plays a significant
role in the material PtCoO2, much more than its sister compound PdCoO2[43].
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Fig. 2.28: ARPES measurements of PdCoO2. A Constant energy contour of the bulk
and surface states of PdCoO2 at the Fermi level. B Energy resolved ARPES data of bulk
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2.3.2.1 Measurements of electronic structure
The theoretical predictions derived from DFT calculations have been investigated by
different groups using FS probing tools like ARPES and de Haas-van Alphen (dHvA)
measurements. Comprehensive knowledge the electronic structure is important to
understand the emergent properties.
A series of angle-integrated photoemission and inverse photoemission experiments
first confirmed the dominance of Pd states at the Fermi level in PdCoO2[49–51].
One of the outstanding questions for these metallic delafossites is the origin of
their extremely high conductivity. In Ref. [52] from photoelectron spectroscopy
measurements, Tanaka and co-workers first anticipated that the high conductivity is
likely to be arising from an admixture of Pd s and d states. ARPES experiments
performed on high quality single crystals of PdCoO2 by Noh and co-workers show
the hexagonal FS with bulk and surface bands, see Fig. 2.28[48]. Although the highly
faceted shape of the FS is due to Pd d orbitals, a broad feature that is observed in
all the bands can be interpreted as due to hybridisation with Pd 5s states. From
the dHvA measurements in tilted fields carried out by Hicks and co-workers, the
interlayer dispersion can be examined precisely that further suggests such a Pd 4d-5s
hybridisation at the Fermi level[27]. A fast Fourier transform (FFT) of the dHvA
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Fig. 2.29: A Constant energy contour of the bulk states of PdCoO2 at the Fermi level. B
The red line is the fit to the FS calculated including SOC and a realistic value of U at the
Co sites. The fit is scaled to compensate for the 8% discrepancy between the calculation
and the measured data. C A single band crossing the Fermi level can be traced well below
the Fermi enegry, the red dashed line is a guide to the eye. D Band dispersion calculated
from DFT including SOC. Adapted from Ref. [40].
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oscillations shows two closely spaced oscillation frequencies at 29.3 and 30.7 kT,
manifesting a slight warping of the cylindrical FS. The volume of the FS calculated
from the dHvA measurements matches with the theoretical prediction of a single
half-filled band and the average effective mass is found to be 1.5me.
Similar to PdCoO2, ARPES measurements on PtCoO2 reveal a free electron like
dispersion with an effective mass of 1.14me. The measured FS has a hexagonal
cross-section, the edges of which are slightly more concave than PdCoO2, as can
be seen in Fig. 2.29. Also in Fig. 2.29, the band dispersion calculated by DFT
shows that a second band crossing appears at the Fermi level when SOC is excluded
from the calculation. The volume of the FS calculated from the ARPES data is 8%
lower than the theoretical prediction of being half-filled, but the shape of the FS
matches well with that calculated from DFT including SOC[40]. Shubnikov-de Haas
(SdH) measurements performed on a micro-structured crystal of PtCoO2 obtain two
oscillation frequencies at 30.03 and 30.58 kT, slightly more closely spaced than in
PdCoO2, implying a less warped FS, see Fig. 3.24. The experimentally measured FS
parameters of both materials are listed in Table 2.2. The Fermi velocity (effective
mass) in PtCoO2 is 20% higher (lower) than in PdCoO2.
Table 2.2: Experimentally measured FS parameters of PdCoO2 and PtCoO2[10].
PdCoO2 PtCoO2
kF (Å−1) 0.96 0.95
vF (m/s) 7.5×105 8.9×105
m∗e/me 1.49 1.14
n (cm−3) 2.45×1022 2.41×1022
n2D (cm−2) 1.45×1015 1.44×1015
2.3.3 Transport properties
Precise resistivity measurements on high quality single crystals of PdCoO2 were
first performed by Hicks and co-workers[27]. The in-plane and c-axis resistivity
of PdCoO2 as a function of temperature are plotted in Fig. 2.30. Starting from
room temperature with a resistivity of 2.6 µΩ cm, the in-plane resistivity decreases
with lowering temperature, becoming flat below ∼20 K. PdCoO2 has the lowest low
temperature resistivity of all known oxides, 7.5 nΩ cm in the best quality single
crystals. Fig. 2.30 presents a fit to the data below 30 K. No Bloch-Gruneisen T 5
dependence due to e-ph normal scattering is observed in the resistivity. In this
temperature window the resistivity follows an exponentially activated form e−ΘU/T ,
with ΘU = 165 K, implying that the e-ph umklapp is suppressed by a characteristic
temperature of 165 K that is attributed to a gap of 0.25 Å−1 between the FS
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Fig. 2.30: In-plane resistivity of PdCoO2. The
blue solid and red dashed lines indicate differ-
ent fits to the measured resistivity. The inset
illustrates the minimum wavevector KU for
umklapp scattering that is related to the gap
between the FS and the first BZ. Adapted from
Ref. [27]
boundary and the first BZ. At temperatures below ∼20 K, a T 2 dependence owing
to the Fermi liquid e-e scattering is absent and a negligibly small upturn is noticed.
Very high TF ∼ 25000 K can be attributed to be the origin of the suppression of the
e-e umklapp scattering rate[27].
The absence of substantial e-ph scattering in the resistivity can be attributed
to the phenomenon of phonon drag, first outlined in Sec. 2.2.2, where phonons are
dragged out of equilibrium by the current carrying electrons. Huebener shows that a
low impurity concentration helps to sustain phonon drag because of an insufficient
transfer of momentum to the impurities; lattice defects will tend to scatter the
phonons dragged by a current carrying electron and therefore result in an additional
component to the resistivity[54]. The low impurity concentration in these delafossites
therefore might play a role in the promotion of phonon drag.
This is a first order effect in thermopower and is common to be observed ex-
perimentally in low temperature thermopower, whereas in resistivity it is a second
order effect and is only seen in some alkali metals[27]. Fig. 2.31 shows thermopower
measurements on PdCoO2 at zero magnetic field, where a negative peak is observed
at low temperature[53]. This peak was associated with a signature of the phonon drag,
complementing the inference drawn from the resistivity data. At higher temperatures
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Fig. 2.32: In-plane resistivity of PtCoO2 plot-
ted as a function of temperature. Adapted from
Ref. [40]
the thermopower is positive and follows a linear dependence on temperature, as
expected for a good metal[43].
We performed the first successful measurement of resistivity as a function of
temperature on single crystals of PtCoO2, see Fig. 2.32[40]. We measured a room
temperature resistivity of 2.1 µΩ cm which is the lowest in all known oxides, and at
2 K a resistivity of 40 nΩ cm[40] . From room temperature down to low temperatures,
the temperature dependence is similar to that of PdCoO2.
In both materials, the quasi two-dimensionality of the FS is manifested by a large
anisotropy between the in-plane and out-of-plane conductivities[10]. The in-plane
conductivity is isotropic.
Chapter3 Experimental Techniques
Exploring the hydrodynamic transport regime in electron systems entails probing
samples with dimensions comparable to their relevant mean free paths, which are
of the order of submicron in most known materials. A focused ion beam (FIB)
is an excellent micro-sculptor to fabricate devices suitable for exploration of this
mesoscopic regime, and has been a vital tool for my thesis research. In this chapter, I
will therefore start with a basic introduction to the FIB and its fundamental working
principles, followed by an illustration of delafossite device preparation. Measurements
of these devices are not straightforward given their physical attributes and ultra-low
resistivity. Special methods had to be developed for a reliable and reproducible
measurement. I will close the chapter by describing the range of measurement
techniques that were employed to explore the physics.
3.1 The focused ion beam instrument
The instrument I used is a dual FIB/SEM (scanning electron microscope) platform
from one of the leading companies manufacturing such instruments, FEI. Both
the FIB and SEM are very similar in structure. They are assemblies of few basic
components[55]:
i. Vacuum system.
ii. Imaging assembly.
iii. Sample stage.
iv. Gas injection system.
v. Image acquisition.
vi. Computer control.
Advantages of both the SEM and FIB can be used in such a system. An SEM
is typically used for high resolution electron beam (e-beam) imaging and further
analysis; a FIB is used for micro-structuring. The e-beam column is placed vertically
in the middle of the sample chamber and ion beam column is mounted at 52◦ with
respect to it, see Fig. 3.1. Both beams can be simultaneously focused at a eucentric
point. Therefore, the same part of a sample can be milled with the FIB while a
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Fig. 3.1: Schematic of a dual SEM/FIB sys-
tem. The ion beam column is placed at 52◦
with respect to the e-mean column for simulta-
neous operation. Adapted from Ref. [56].
high resolution image is taken simultaneously with the SEM, without damaging the
sample.
3.1.1 Vacuum system
Different parts of the instrument are kept at different vacuum levels to allow the
beams to travel uninterrupted throughout their operation. Both of the sources and
columns are kept at a very high vacuum (∼10−8 Torr) to avoid source contamination
and electric discharge due to the high voltage required for the emission process. Ion
pumps are used to achieve this high vacuum. An ion/e-beam can also interact with
gas molecules inside the sample chamber. The mean free path between these collisions
varies inversely with chamber pressure. A significant beam attenuation due to these
collisions can be seen if the pressure is as high as ∼10−4 Torr. Hence, the sample
chamber is kept at a lower pressure (∼10−6 Torr), good enough to provide a long
enough mean free path such that the attenuation is negligible. A turbo molecular
pump connected with a pre-vacuum pump is used at the sample chamber[57].
3.1.2 Imaging assembly
3.1.2.1 Ion source
A liquid metal ion source (LMIS) is used in this FIB. The ion source technology is
pivotal to the performance of a FIB system. Ion source technologies are characterised
by[59]
i. Ion species used.
ii. Emission stability of the source.
iii. Size of the focused probe.
iv. Beam current achieved within a focused probe.
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V < VT V > VT
Heating loop
Reservior
Tip
Taylor cone
Emitted ions
Extractor
Fig. 3.2: Top Schematic diagram of LMIS
operation. Above a threshold voltage VT a
Taylor cone is formed and ion emission occurs.
Bottom Picture of a heated LMIS (∼900◦C),
taken during an emission test. Adapted from
Ref. [58].
The last two properties depend on the reduced brightness (energy normalised bright-
ness) and axial energy spread of a source. An LMIS has the highest reduced brightness
of 106 A/cm2/sr, whereas other sources, for example a duolplasmatron source has a
reduced brightness of only 102 A/cm2/sr[55]. The energy spread is about 5 eV. A
typical LMIS is shown in Fig. 3.2. It consists of a tungsten (W) needle attached to a
reservoir of the source material, which could be a metal or an alloy. The ion species
used in this system is Ga+, most commonly used nowadays. Ga is an excellent source
material concerning the abovementioned characteristics of an ion source [56, 57, 59]:
i. Ga has a very low melting point which prohibits any reaction or inter diffusion
into the W needle.
ii. Low volatility and vapour pressure at the melting point ensure a longer source
life.
iii. Its emission characteristics allow for a fairly small energy spread and high
angular intensity.
The working principle of an LMIS source is quite simple, based on the electrohydro-
dynamic instability of a liquid metal film under electric stress. As shown in Fig. 3.2,
liquid Ga flows as a metal film upon heating and wets the W needle of tip radius
∼2–5 µm[57]. A very high voltage of several thousand volts is applied between the
tip anode and an apertured cathode namely the extractor. At a voltage greater
than a threshold, the liquid metal film at the W tip becomes distorted; a stable
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Fig. 3.3: Plot of the emission i.e. current-
voltage characteristic of a LMIS. VT indicates
the threshold voltage required for ion emission
to start. Reproduced from Ref. [58].
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conical structure known as a Taylor cone is achieved when an equilibrium is attained
between three forces: the surface tension of the molten Ga at the tip, electrostatic
force due to the electric field applied at the tip, and droplet pressure of the molten
metal film. The molten Ga is ionised by field evaporation at the apex of the steady
Taylor cone.
Fig. 3.3 shows the non-linear emission characteristics of a Ga LMIS. Above
a threshold voltage VT , the current-voltage characteristic has a functional form
I ∝
√
(V −VT )[60]. The emission current strongly depends on the needle curvature
and also on the smoothness of the tip. In the FEI systems, a constant voltage is
applied to the extractor electrode and voltage at the suppressor is varied to perpetuate
a constant emission current. The source should be operated at a low emission current
to reduce the energy spread and obtain a steady beam. With the source growing
feeble with time, the suppressor voltage is increased for better endurance. When an
increased suppressor voltage is not enough to sustain a requested beam current, the
source should be reheated so that molten Ga can flow on the emitting parts. Once
the Ga is molten it stays liquid for weeks due to its supercooling properties. Lifetime
of an LMIS is limited by three main factors: the size of the reservoir, emission current
and amount of Ga evaporated during source heating[55].
3.1.2.2 Ion column
Once the Ga+ ions are extracted they are guided by the ion column to the correct
spot on the specimen under study. An ion column is made of a cleverly designed
lens system and scanning unit as illustrated in Fig. 3.4. The column is designed to
achieve the smallest spot size for a given current and therefore plays a key role in
improving the resolution. In any commercially available FIB/SEM instrument, the
lens system is a combination of a set of apertures, condenser and objective lenses,
and deflectors. Different components of the lens system have different applications
to make the beam focus as accurately as possible. A set of various apertures is used
to define the beam current and shape. A collimator aperture placed right after the
extractor electrode is used to define the probe size and provide a range of currents.
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Fig. 3.4: Schematic of the ion column inside a FIB instrument. Adapted from Ref. [61].
In the SEM, apertures are widely used to effectively reduce various aberrations to
achieve a properly focused beam, but in the ion beam systems they are mostly used
to define the ion current accurately, unwanted surface damage can occur otherwise.
The fundamental working principle of the lens system is similar to that of the light
optics; concepts of key defining parameters such as refractive index, focal length,
focal planes, still apply. Washer shaped concentric electromagnetic lenses are used
to focus the charged particles in either beam system. Similar to the optical lenses
where the geometry and refractive index of the lens is used to bend the path of light,
electromagnetic force is exploited here.
In spite of having the same working principles, the construction of the lenses in a
FIB is different from that of the lenses in an SEM because the ions are significantly
more massive than electrons. The force needed to bend a beam of charged particles
depends on their kinetic energy. The higher the kinetic energy, the lower the
wavelength of the ions and a better resolution can be achieved. Therefore, a better
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resolution demands stronger fields produced in the focusing assembly.
Electrons are low mass, high velocity particles, so magnetic field alone is powerful
enough to generate the force required. It is quite straightforward to generate a
uniform and low enough magnetic field. Washer shaped coils are designed with small
central hole to achieve a high magnetic flux density in a small space. Being acted
upon by a workless magnetic force, the velocity of the electrons does not change,
making it easy to calculate for the e-beam optics and analyse the resulting data.
Ions are heavier than electrons and move slower for a given potential, which results
in a 0.0028 times lower velocity but 370 times higher momentum. The force exerted
by the magnetic field B on a charged particle with charge q is given by q(v×B),
which depends linearly on the velocity v of the particle itself. A huge magnetic
field would therefore be required to provide adequate focusing power for bending the
beam path. This is why electrostatic lenses are used in the FIB. The force exerted
by an electric field is independent of the velocity of the ions; as a result, a huge
field can be generated quite reliably in a small space with a faster response[56, 57].
Electrostatic deflectors positioned before the objective lens are used to scan the beam
on the sample surface. Cylindrical octopole lenses are employed to achieve a robust
scanning. In realistic operations, an efficient FIB patterning sequence involves serial
and parallel milling of selective traces. It is therefore crucial to be able to turn the
beam off efficiently in between different steps of a pattern sequence to avoid damage
to the sample. A set of cylindrical quadruple electrodes provides the required quick
and strong response[62].
Ion beam spot size: The final ion beam spot size is determined in a two step
process. The condenser lens provides a convergent beam shape while the objective
lens helps focusing the beam on the sample surface. As a consequence of multiple
lenses being used, a small imperfection of the source or fundamental limits in the lens
design are magnified, resulting in a significant loss in resolution. The imperfection
of the source is to do with the concept of a virtual source. Mutual electrostatic
repulsion between the ions inside the Taylor cone generates a statistically random
electric field resulting in a random velocity in addition to the velocity generated by
the acceleration. Even though the diameter at the tip of the cone is just ∼100 Å,
the component of this random velocity perpendicular to the beam axis increases
the virtual source dimension to be ∼500–1000 Å[62]. This virtual source size can
be reduced by lowering the beam current which reduces the number density of ions
inside the molten tip, and hence the mutual repulsion.
As in light optics, various aberrations limit the spot size. There are mainly three
kinds of aberrations which prominently effects the resolution: spherical aberration,
chromatic aberration and astigmatism[62]. Different apertures along the beam path
and octopole electrodes are designed to lessen these effects.
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Chromatic aberration: The aforementioned energy spread in the source gives
rise to chromatic aberration. The statistical nature of ion emission and electrostatic
repulsion between the charged particles make it a fundamental property of the source.
The energy spread for a LMIS Ga source is ∼5 eV at 2 µA current. This spread
in energy implies a spread in the beam’s initial velocity which results in different
amount of deflections of the constituent ions at a given point on the lens. The
diameter of a beam with chromatic aberration can be expressed as
dC = α0CC∆E/E , (3.1)
where CC is the spherical aberration coefficient, α0 is the half angle of the collimation
aperture, and ∆E is the full width at half maximum in the ion energy E which
arrives at the sample. As the term for the beam energy sits in the denominator,
the acceleration voltage can be increased to reduce chromatic aberration. Spherical
aberration: This comes from a nonlinear dependence of the beam deflection on the
radius of the lens itself. The field closer to the lens suffers from unavoidable fringing
and edge effects making the ions deflect non-ideally and consequently varying the
focal length with radius. It can be minimised by proper lens design or putting an
aperture after each lens to block the ions refracted from the edges. The diameter of
a beam with spherical aberration is given as
dS =
1
2α
3
0CS , (3.2)
where CS is the spherical aberration coefficient. Astigmatism: If different focal planes
have different focal points, a sharp focus is difficult to achieve and astigmatism is
followed. It is generated due to asymmetry in the focusing field. The diameter of a
beam with astigmatism is given as
dA = CAα0 , (3.3)
Octopole electrodes at the beam’s exit are appointed to reshape the beam and correct
for astigmatism. Asymmetric voltages are applied deliberately to modify the focusing
field.
The true source diameter resulting from all these effects becomes
d2 = d20M2 +d2C +d2S +d2A , (3.4)
where d0 is the virtual source diameter and M is the magnification of the lens
assembly. As α0 is as small as 1 mrad and all the aberration terms in the quadrature
equation involves a linear or higher power dependence on α0, the virtual source term
dominates the final spot size. The ultimate beam profile ends up being a Gaussian
with a broad tail as can be seen from Fig. 3.5.
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Fig. 3.5: Ion beam profile for two different
beam currents show Gaussian functional form
with the full width half maximum increasing
with increasing beam current. Adapted from
Ref. [63].
Ion/electron-solid interaction: Although knowing the beam profile is of vital
importance, a comprehensive understanding of imaging and ion milling requires an
understanding of how electron and ions interact with solids. When an electron/ ion
impinges on the solid, there are two possible scattering processes that could take
place, elastic and inelastic scattering. A schematic of the e-beam interaction volume
is shown in Fig. 3.6. Elastic processes are related to nuclear energy transfer, whereas
inelastic processes involve losing the incident beam’s kinetic energy by interacting
with valence and inner shell electrons of the sample atoms and eventually coming to
a stop. Consequences involve:
i. Loosely bound valence electrons being knocked off and low energy secondary
electrons (SE) are generated.
ii. Tightly bound inner shell electrons are ejected, leaving atoms in excited states.
X-rays are then emitted due to the electronic transitions back to the ground
state.
iii. Secondary ions (SI) are ejected.
iv. Plasmon generation.
v. Heating up the sample (phonon generation).
vi. Backscattered electrons (BSE) due to elastic collisions with the sample atoms.
One of the most effective ways of understanding the kind of processes that go on
within the interaction volume in a solid once a beam hits it, is to perform Monte
Carlo simulations. SRIM (Stopping and Range of Ions in Matter) is a widely used
Monte Carlo package. The interaction volume is a complex structure extending
from few to thousands of nanometers into the sample, the shape and extent of
which is highly dependent on the energy of the beam, target material and the beam
angle[65]. SRIM simulations of the interaction volume as a function of acceleration
voltage, target material and beam incident angle are shown in Figs. 3.7 and 3.8. The
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Fig. 3.6: Schematic of an interaction volume
generated inside a sample when an e-beam
is incident on its surface. Reproduced from
Ref. [64].
shape of the interaction volume depends only weakly on the beam energy but the
size is strongly energy-dependent, growing rapidly as the beam energy is increased.
With increasing atomic number of the sample, the shape changes from a dense
conical region to a more symmetric hemisphere with a reduced linear dimension
normal to the solid surface. One can rotate the sample stage and increase the
incident angle of the beam causing the interaction volume to lose its spherical sym-
metry as well as decreasing the depth of the interaction volume normal to the surface.
1 kV 5 kV 15 kV
Acceleration voltage
C Fe Au
Target
Fig. 3.7: Collision cascade generated by SRIM simulation for different acceleration
voltages (Top) and target materials (Bottom). Adapted from Ref. [66].
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Fig. 3.8: Collision cascade generated by SRIM
simulation for an acceleration voltage of 5 kV
and a tilt angle of 60◦. Adapted from Ref. [66].
5 kV, 60◦
Tilt angle
Imaging: In a conventional SEM, the image is typically produced from SEs. BSEs
are comparatively peripheral when it comes to high resolution imaging. They are
used mostly to look for material composition. In a FIB, image formation can be
done through ion induced SEs (ISE) or SIs. Although the principal of ISE detection
is the same as that of the SEs in SEM, the contrast mechanism is not quite the same.
SE imaging: SEs are loosely bound valence electrons at the outermost shell of
the sample atoms. Their binding energy lies in a range ∼1–15 eV. A very small
amount of energy transfer happens through inelastic scattering because of relative
velocity mismatch between the incident beam and the outermost valence electrons.
After getting knocked out from the atomic shell, the SE has to travel through the
material before it can escape. This initiates an array of inelastic processes along
the way, resulting in further loss in energy and creating more SEs. Hence, a very
small number of SEs can reach the surface with sufficient kinetic energy to break the
surface barrier. The average escape depth of a SE is therefore only a few nanometers
beneath the sample surface. SEs can be classified by their mode of generation. SE1s
are ejected from very close to the surface and produce high resolution images enriched
with surface sensitive information. Being ejected as a consequence of direct collision
between incident e-beam and the sample atom, SE1s are ejected from very close
proximity to the incident beam and therefore provides high lateral resolution. Similar
interactions of the sample with the ion beam also trigger generation of SEs, termed
as ion induced secondary electrons (ISE). SE2s are the resulted due to inelastic
collisions triggered by a backscattered electron (BSE) exiting the material, and has
a poor resolution limited by lateral distribution of the BSE.
Contrast in an image comes from a variation in the signal (number of electrons
captured) received by a detector. Regions with lower incoming signal have a dark
contrast or shadow and regions with higher incoming signal appear brighter. There
are a few different mechanisms for contrast generation in an SE image:
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Fig. 3.9: The mechanism of topographic con-
trast. Number and trajectories of the SE and
BSEs depend on the angle of incidence between
the beam and specimen surface, which varies
depending on local inclination of the specimen.
i. Topographic contrast: This comes from the surface topography. Sharp edges
generate more SE and ISEs, thus appears brighter. This can be realised from
Fig. 3.9.
ii. Channelling contrast: Strong channelling allows the beam to travel within the
sample before the scattering processes turn on, yielding a significant reduction
in SE and ISE generation and a darker contrast.
iii. Compositional contrast: This is atomic number contrast. Heavier atoms show
a brighter contrast as they generate more SE and ISEs.
Differing numbers of valence electrons present in a solid change the SE yield and
give bright contrast for conductors and dark for insulators. The SE yield varies
hugely between conductors and insulators[67]. While imaging insulators in an SEM,
negative charge accumulates on the surface giving rise to imaging artefacts. A charge
built up on the sample surface could generate an unstable bright flash following a
discharge, making it difficult to achieve a uniform image. In contrast, the insulating
part would appear darker in a FIB image. This is because while taking a FIB image,
the insulating part of the sample would have excess positive charge build up due to
bombarded Ga+ ions which would attract any SE generated, hindering its chance of
escaping the surface and reaching to the detector.
BSE imaging: Backscattered electrons are a result of head-on elastic collisions
between the incident e-beam and the sample atom. They eventually escape the sam-
ple surface but not necessarily through the same interaction volume as the secondary
electrons, lowering the surface sensitivity and broadening the resolution. Depending
on incident beam energy, the escape depth spans from hundreds of nanometers to
even microns for these BSEs leaving the sample with a rather high energy &50 eV
and therefore carry excellent depth information. The number of BSEs generated
does not seem to have a strong dependence on the beam energy but rather highly
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relates to the atomic number of the sample. A manifestation of this is their material
specific contrast that can provide information to map the composition of a sample
with very high resolution. They are often used alongside with other compositional
mapping methods such as EDS (Energy dispersive X-ray spectroscopy). The BSE
image is more weakly dependent on any effects arising due to charge build up.
SI imaging: Secondary ions are ionised atoms sputtered from the sample surface due
to interaction with the beam. The yield of SI generation is quite independent of
beam energy and depends rather strongly on the surface composition of the material.
Samples with corroded surfaces are particularly difficult to image by SE detection due
to charging effects in the insulating oxide or carbide layer formed on top. However,
these insulating layers increase the SI yield significantly, making it ideal for imaging
insulators[57].
Detectors:
SE detectors: The detector assembly used for SE imaging in an SEM is shown
in Fig. 3.10. A number of 1–10 SEs with energies below 10 eV are typically generated
for a Ga+ ion beam of 5–30 kV energy. Two types of detectors are implemented
for SE detection, a through lens detector (TLD) and an electron multiplier. The
TLD is mounted vertically above the sample in the objective lens of the electron
column. Unlike the magnetic lenses used in the focusing column, this detector
extends a magnetic field from the objective lens out to the sample. This magnetic
field efficiently guides the SEs generated at the sample to the detector. These SEs
follow a helical path through the lens hole around the e-beam to the detector. The
TLD mostly detects SE1s generated through direct interaction with the sample and
imaging is done at a very short working distance; a very high resolution and excellent
surface information is therefore achieved.
Fig. 3.10: SE detector assembly. The ETD
is mounted on the side at ∼45◦ angle and the
TLD as a concentric ring at the top.
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The Everhart-Thornley detector (ETD) is mounted on one side at ∼45◦ angle. It
is essentially a photo multiplier tube (PMT). A collector grid and screen, basically a
Faraday cage, is mounted on one side of the sample stage inside which a scintillator
is placed.
Comparison between ETD and TLD: Since two detectors are placed at different
places in the chamber, they are quite different in terms of the images they pro-
duce. The ETD is placed on one side, hence prone to receive more signal from a
surface facing that particular side which appear to be brighter. Strong contrast and
shadow are basic features of the ETD. On the other hand, the TLD, placed ver-
tically above the sample, offers ultrahigh topographic resolution and no shadow effect.
BSE detector : Generally, a 4-quadrant solid state detector is used in a FEI FIB.
The detector is calibrated to show minimum topographic contrast and significant
material contrast[68].
Milling in the FIB: As a consequence of ion-solid interaction, particles gener-
ated due to inelastic processes are used as probes for imaging while elastic collisions
within the collision cascade trigger momentum transfer from the incident ion beam
to the sample, resulting in atoms being knocked off the sample surface. Essentially
a surface abrasion on the atomic scale, this is the key mechanism behind material
milling in the FIB. The threshold beam energy for sputtering is about 20–40 eV.
Ejected particle energy typically lies in the range 2–5 eV. One can define sputtering
yield as the number of sample atoms being ejected per incident sputtering ion. The
average number of atoms sputtered per incident ion with an energy bigger than an
arbitrary minimum energy E0 is
Y (E0) =
1
4Γm
αNSn(E)∆x0
E0
, (3.5)
where α is a dimensionless function of the incident angle and mass ratio of the
sample atom and Ga+ ion, Sn is the stopping power which can naively be described
as the energy loss of the incident ion for all the scattering centres present within
interaction volume, N is the atomic density and ∆x0 is the depth interval for which
the atoms being sputtered have an energy > E0[57]. Sputtering is essentially a
surface phenomenon and only the atoms inside the collision cascade have a finite
probability of being sputtered. Therefore, the sputtering yield depends strongly on
the factors that have a considerable impact on the collision cascade.
Dependence of sputtering yield on incident angle: Fig. 3.11 shows a plot of the
sputtering yield vs. incident angle of the ion beam. The maximum yield does not
occur at the maximum incident angle but at a lower angle ∼75–85◦[56]. This is
68 3 Experimental Techniques
Fig. 3.11: Sputtering yield as a function of the
ion beam incident angle. Maximum sputtering
yield is achieved at an incident angle ∼80◦.
Adapted from Ref. [57].
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because as the incident angle is increased, the collision cascade spreads more within
the sample surface facilitating an increased amount of sputtering per collision cascade,
but at the same time the probability of ions being backscattered (backsputtering)
increases[57]. A combination of these two effects leads to a maximum sputtering
yield at an incident angle ∼75–85◦.
Dependence of sputtering yield on target material: Y (Z) (Sputtering yield as a
function of atomic number) has a periodic trend associated with the electronic
structure of elements without any clear functional dependence. Materials with very
high Y (Z) always mill faster no matter what the incident angle is. An atom will be
ejected if its KE gain by collision is greater than its surface binding energy (SBE),
which is strongly material dependent. For a given incident angle the sputtering
yield can vary as much as 10 times due to strong channelling. Ions incident along
strong channelling directions can penetrate deeper before being elastically scattered,
reducing the milling rate[57].
Dependence of sputtering yield on incident beam energy: The sputtering yield in-
creases rapidly as the beam acceleration voltage is increased. For a small angle of
incidence the collision cascade is close to the surface meaning that a high energy beam
will result in more elastic collisions near the surface, allowing more atoms to overcome
SBE[57]. For a close to normal incidence the collision cascade is less spread on the
surface and penetrates deeper in the sample. With increasing acceleration voltage,
the atoms in the collision cascade will acquire more kinetic energy to overcome SBE,
leading to an increased sputtering yield. But the effects would be less dramatic than
the small incidence angle as the collision cascade is much deeper inside the specimen.
Pragmatically, sputtering rate is not simply dependent on scattering yield. There
are some practical real-time phenomena that the sputtering rate crucially depends on:
Redeposition: A hole milled with a FIB does not end up being a perfect cylin-
der, rather it has a V shape. This is a classic example of redeposition which is
an artefact due to sputtered materials and backscattered ions being deposited on
the specimen itself. A layer of redeposited material consists of the target specimen
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atoms and Ga. It is usually metallic and therefore introduces a conducting layer
parallel to the channel being sculpted. An example of such redeposition parallel to a
micro-structured channel is shown in Fig. 3.12. The extent of redeposition depends
on some material properties and user defined variables such as [57]
i. K.E. of the atoms being sputtered.
ii. Sputtering yield of the target material.
iii. Aspect ratio of the trench being milled.
iv. Sticking coefficient of the target material i.e. its affinity to adhere to a surface.
While milling a trench, redeposition occurs when a sputtered atom leaves with
enough K.E. to travel to an adjacent surface and settle. In practice, when a trench
is being cut, as the beam starts to mill deeper into the sample sputtered atoms
become more and more confined. The pressure inside this confined region rises
shortening the collision mean free path of the sputtered atoms. Collisions between
sputtered atoms change their initial trajectory and hinder their escape, resulting in
redeposition. Therefore, the artefacts due to redeposition are more pronouncedly
observed in narrow trenches. The capability of the vacuum chamber also plays a
role here. Basically, the rate of redeposition is a function of dynamic equilibrium
between the sputtering rate and the capacity of the vacuum pumps to pump out the
sputtered material.
Reactive gases (e.g. Cl2, I2, XeF2) can be introduced locally into the milling
trench from a gas nozzle situated above the sample. The gas reacts with the sputtered
material and makes it volatile, enabling it to escape through the vacuum system.
This is a pretty straightforward solution but there is always a finite chance for the
gas to react with the sample. Careful design of scan sequence can reduce redeposition
based artefacts considerably. For instance, patterning two overlapping trenches
should always be done in parallel to avoid redeposition from one trench ending up in
another. Under the same ion beam parameters, multiple passes rather than a single
pass are more effective to reduce redeposition, since every consecutive pass removes
the build-up from the previous one[69].
Thinned channel
Layers of redeposition
Fig. 3.12: An SEM image of the layers of re-
deposition formed parallel to the trench when
an initially thick channel is thinned down in
successive milling steps.
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Charging effects: Grounding of the sample is a vital step to achieve an efficient
milling. Otherwise positive Ga+ ions accumulated on the sample surface repulse
the incident beam, making it defocused around the pattern. The pattern ends up
having indistinct features, especially ill-defined sidewalls. Insulators can therefore be
quite tricky to mill. One way to minimise charging artefacts is to coat an insulating
sample with a conducting material.
Ion beam induced damage: Despite of being an excellent tool for micro-machining,
the FIB can damage the sample quite substantially in the process. The damage layer
is primarily formed when the collision cascades overlap with each other, forming a
sustainable layer on top. Damages such as amorphisation, defect formation, dislo-
cation, phase formation are omnipresent in microstructured devices. Dislocations
and defects are known to affect the mechanical properties of the device to some
degree[70]. In Fig. 3.13 an SRIM simulation on PdCoO2 for a 30 kV Ga beam shows
that a damage layer of ∼20 nm can be generated due to the FIB milling.
Heating: FIB milling can generate local heating within the collision cascade. Most
of the beam’s K.E. is converted to heat and the rest remains as sample defects or
emitted particles. The resultant rise in temperature depends on the power of the
beam (P ), beam spot size (a) and thermal conductivity (κ) of the target and given
by the equation[56]
∆T = P
πaκ
. (3.6)
P/a in a commercial FIB lies in the range 1–1000 W/m. Considering the example
of PdCoO2 with an in-plane thermal conductivity (κab) ∼300 W/Km at room tem-
perature, in the extreme case a temperature rise ∼1 K can be noticed[53, 56]. So,
depending on the thermal conductivity of the sample, milling can generate significant
local rise in temperature. The severity of heating effects is highly dependent on the
geometry of the milled part.
Fig. 3.13: Full damage cascade Monte Carlo
simulation of Ga implantation and damage
range in PdCoO2 using SRIM. The simula-
tion is performed for a 30 kV and high angle
incidence (87.5◦) ion beam. Adapted from
Ref. [28].
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Ga incorporation: In the process of micro-structuring, as the Ga+ ions are bom-
barded, if they do not backsputter or diffuse away, they have to end up in the surface
layer of the sample. In Fig. 3.13 SRIM simulation performed for a 30 kV Ga beam
on the material PdCoO2 shows that, the Ga implantation has a Gaussian profile
with an exponential like decay and peaks roughly at the ion stopping range, about
2 nm in this case. Roughly at the ion stopping range, the Ga atom fraction in the
steady state of implantation is given by[56]
fca =
1
αY
, (3.7)
where Y is the sputtering yield and α is the fraction of Ga+ ions not being back-
sputtered. Simulations show that this fraction could be as big as 50% near the
surface[56].
3.1.3 Sample stage
The sample stage is a 5-axis piezo driven platform capable of X,Y,Z motion, rotation
and tilt. Piezo drivers ensure high precision movements.
3.1.4 Gas injection system
Chemical precursor gases can be introduced to the sample chamber from built-in
sources, both for a efficient FIB milling and for in-situ material deposition. A
retractable needle is placed in the vicinity of the area of interest to provide a local
flow of the desired gas. A precursor gas is used to either enhance or reduce the
material sputtering rate by reacting with the sputtered material and varying its
volatilisation yield. FIB assisted material deposition is useful for depositing either
conductors or insulators on sample surface. A precursor, made of the deposition
material (W, Pt, C etc.) and a volatile component, should be chosen to have a good
sticking probability on the sample surface. Careful choice of ion current, acceleration
voltage and the precursor ensure an enduring deposited structure. Imbalance in
either can result in sputtering of the precursor itself provoking inefficient deposition
or milling away sample material in the worst case.
3.2 Sculpting of micro-structured devices
3.2.1 Background
Delafossites grow in hexagonal thin platelets stacked together in a flower-like shape,
as shown in Fig. 3.14. Individual platelets, quite thin, typically 2–20 µm, are joined
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Fig. 3.14: As-grown delafossite crystals. The
thin platelets are joined to each other in a
flower like pattern.
1 mm
together at the base of the flower. The lateral dimensions of these individual platelets
are found to be dependent on the growth parameters. They could be as small as
100 µm to as big as 1 mm, depending on the growth batch. One of the most effective
ways to pick out individual platelets is to put the flower-like structure in solvent
and separate individual platelets by applying moderate force at the joints. In this
way, the platelets cannot escape the solvent after being broken off and can then be
collected from the petri dish. If the separation is done without the solvent layer,
there is a high probability that the crystals fly away and are lost. Because the
platelets are separated mechanically, it is quite common to end up with ones having
terrace like structures in places leading to non-uniform thickness. Residue from the
flux still stays on the platelet surface. A typical method for removing them would be
ultrasonic cleaning in water or solvent bath; however, the high-frequency ultrasonic
agitations are typically beyond what these platelets can endure. The platelets are
submerged in a solvent and the surface is stroked gently with a soft tool e.g. eyelashes,
soft fibre, to remove the residual flux.
As mentioned earlier, delafossites are not the easiest to handle, and picking them
up can be quite tricky. The electrostatic force is useful for this purpose. Since
these crystals are only a few hundred microns long, the picking probe has to be
small enough to handle them. I found Kapton loops from MiTeGen, LLC, to be
very practical. Kapton is essentially a polyamide film susceptible to electrostatic
charging. Rubbing the Kapton on ones hair or a piece of cloth accumulates charge
on its surface, which can then be used to attract the sample and pick it up. These
loops are quite thin, ∼10 µm, and come in different diameters starting from a few
tens of microns to hundreds of microns. Different sizes could be chosen according
to the sample dimensions. They are soft and flexible making them ideal to use for
handling such a fragile material. As the loops are quite thin and small, sometimes
the sole use of electrostatic force is not enough. Another effective way is to submerge
the loop in a solvent so that a thin liquid film is formed within and around the loop,
which upon touching the sample wets the surface, forming a thin solvent layer whose
capillary force is adequate for picking up the sample.
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For initial characterisation of the crystals, 4-terminal resistivity measurements
were used. This method separates the current and voltage contacts, eliminating lead
and contact resistance contributions from the measurement, which is essential for
measuring ultra-low resistance samples such as the delafossites. The geometry of a
sample plays a significant role in the precision of the measured transport properties.
Thin needle-like structures are best for an accurate 4-terminal resistivity measurement.
A prototypical way of mounting sample involves attaching current carrying wires
on each end of a needle-like sample with a minimum of two voltage probing wires
attached on each side for reproducibility purposes, as shown in Fig. 3.15. The wires
are connected to the sample using silver paint.
Because these platelets are quite irregular in shape and fragile, cutting them
into needles with a conventional mechanical wire saw is not convenient, as I will
discuss later. An accurate 4-point measurement of the in-plane resistivity demands
pointlike voltage contacts on the side of the needle and an even current injection
from the end cross-sections of the needle. These crystals being extremely thin, it is
almost impossible to shape a small enough silver paint blob that does not spill on
the top or bottom surface of the sample. The same applies to the current contacts.
Delafossites have a very high resistive anisotropy between the ab-plane and c-axis,
the latter being almost 3 orders of magnitude higher. Since we intend to measure the
in-plane resistivity, any uneven silver paint overspill on the top or bottom surface
at the current contact would introduce an out-of-plane current component, which
is impossible to homogenise along the entire thickness over the given length of an
as-grown crystal. As a consequence, the effective thickness for applying Ohm’s
law would not be the same as the real sample thickness leading to an imprecise
measurement. One can come up with simulations to find effective thickness but
constructing exact sample and contact geometry for such irregularly shaped platelets
will not be straightforward.
At the very beginning of this project, without having any capabilities of microma-
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Fig. 3.15: 4-terminal resistivity set-up with
a hand-mounted PtCoO2 sample. Au wires
are joined with silver paste to make electrical
contacts to the sample.
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chining within our scope, we decided to follow the conventional way with handmade
samples. Our strategy was to either find samples with well-defined shape and proper
aspect ratio or samples big enough to cut needles from using a wire saw. Samples
cut mechanically with a 30 µm wide wire did not turn out to be neat. The process
involves slight in-plane vibrations normal to the cut axis, which contributes to an
ill-defined surface. For a 30 µm wire, a damage layer ∼ tens of microns wide can be
formed. In some cases, the process of cutting would leave the sample shattered in
pieces.
In these delafossites, we wanted to study the resistive response in magnetic
field, in particular. The data I acquired in a PPMS with the handmade structures
showed some particularly strange behaviour. Measured MR was found to appear
to defy time-reversal symmetry, it will be discussed in detail in Sec. 4.2. It was
quite reproducible in various samples, but only qualitatively. The sign and amount
of asymmetry were found to vary widely in different voltage contacts within the
same sample. With all the uncertainties in the geometry and ill-defined contacts,
measurement artefacts could not be ruled out. It was quite intriguing, nonetheless.
Therefore, a well-defined geometry with an ability for precise measurement of sample
dimension was a prerequisite. We decided to use a newly-commissioned FIB to
prepare explicit micro-structured devices from the as-grown crystals.
3.2.2 Method of fabrication
The fabrication is done in different steps and is illustrated in Fig. 3.16.
3.2.2.1 Sample mounting
The idea is quite simple and rudimentary, but in practice difficult to execute reliably.
In summary, this is how it was done:
i. A pristine sample platelet is picked out and cleaned by immersing in a solvent,
as described above.
ii. A substrate is cleaned and a glue droplet of desired size and shape is painted
on top.
iii. The cleaned platelet is then placed horizontally on the glue droplet.
iv. The substrate with the sample on top is now placed in a rapid thermal annealer
for the glue to cure.
This construction is referred to as a sample assembly or simply an assembly. An
SEM image of such a sample assembly is shown in Fig. 3.17.
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Fig. 3.16: Schematic of the micro-structuring process. 1 As-grown crystal. 2 Sub-
strate. 3 Glue droplet on the substrate. 4 Sample placed in glue and cured. 5 Au
sputtered/evaporated on the sample. 6 Au cleaned from the measurement channel using
the FIB. 7 Measurement device patterned with the FIB. 8 Contact separation with the
FIB. 9 Silver wires attached with silver paint.
Glue outline
Crystal
outline
Measurement
channel
Current
channel
Cuts to separate
contacts
Fig. 3.17: SEM image of a sample assembly
with the measurement device sculpted with a
FIB.
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In electronic fabrications, a semiconductor or an electric insulator is used as a
substrate. One of the most widely used substrate materials in nanotechnology is Si,
with a thin layer (∼1 µm) of SiO2 on top for insulation purposes. It is abundant
in nature, easy to extract and purify, and crystallises forming strong bonds. As a
result mechanical processing and handling are comparatively simple. Accidentally
milling into the substrate can remove this insulating layer and unwanted shorts
can appear in the device. Even though I started working with Si substrates, I
switched to completely insulating quartz and sapphire substrates for this reason.
One disadvantage of using an insulator is its poor thermal conductivity at very
low temperatures which can impede efficient thermalisation of the sample. The
lowest temperature used for my measurements was 2 K, which is not low enough for
thermalisation to be affected. 1 mm thick quartz slides cut into the desired shape
with a diamond scribe were used as substrates.
Araldite Rapid 2, a very generic adhesive, was used as a glue. It is a 2-part epoxy
that is easily available in stores. It works well at all temperatures and throughout the
development process. Once the parts are mixed in a 1:1 ratio, its pot life is about 10
minutes. Curing at an elevated temperature of 80◦C promotes polymer cross-linking
in the glue for good mechanical properties. Mixing should be done slowly and
thoroughly to avoid any bubble formation. Any bubbles formed in the glue, if big
enough, can outgas at the elevated curing temperature making the structure unstable.
They can also lead to structural artefacts during processing steps. As trivial as it
may sound, making a pristine glue droplet is quite an art and the first essential step
in achieving a high-quality device. The wettability of a glue droplet highly depends
on the solid surface it is in contact with. The smaller the contact angle between the
substrate and glue droplet, the better the wetting. The contact angle (θC) in such a
case is given by
γSG−γSL−γLGcosθC = 0 , (3.8)
where γSG is the solid-vapour interfacial energy, γSL is the solid-liquid interfacial
energy and γLG is the liquid-vapour interfacial energy. γSL should be small to
ensure a smaller contact angle. This is achieved by cleaning the substrate from oil,
grease, etc., with oxygen plasma etching. Being a reactive gas, it creates a hydroxyl
group on the surface, turning the surface into a polar one. Araldite, also being a
polar substance, is attracted, minimising the solid-liquid interfacial energy (γSL) and
favouring a smaller contact angle. One can notice that without etching the contact
angle is higher and droplet does not spread as much forming a taller, more spherical
shape, as illustrated in Fig. 3.18.
There are two main reasons for the shape of the glue droplet to play a major role
here; one is to minimise the strain induced in the sample by both the glue and the
substrate, and the other is to make a good electrical connection. Surface tension of
the glue can generate strain in the sample. As soon as one makes a small droplet
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Fig. 3.18: A pictorial illustration of the shape
of a glue droplet on a bare and an oxygen
plasma etched substrate.
which is quite tall, liquid-liquid cohesion inside the glue dominates. Therefore, a huge
force tends to pull the droplet surface towards its centre; an immense surface tension
is generated. The sample being on top of the droplet, this means that if the sample
size is comparable to the droplet diameter, forces due to surface tension will tend
to bend the sample; in worst cases cracks would be introduced in the sample while
the glue is being cured. This should not be an issue for a thick and strong enough
sample, but delafossite crystals are thin and fragile and therefore have a high risk of
breaking. In an exact opposite scenario, if the droplet is very thin the mechanical
coupling between the sample and the substrate strengthens. The sample being a
metal and the substrate, an insulator, possesses very different coefficients of thermal
expansion that causes differential thermal contraction with decreasing temperature.
This differential thermal contraction is prevalent at low temperatures where most of
the measurements are carried out and given a strong coupling between the substrate
and the sample can induce a sufficiently large amount of strain in the sample, in
the worst case breaking it. Fig. 3.19 shows simulations of the strain generated in a
micro-structure of typical shape and dimensions for different thicknesses of the glue.
Another key factor for an excellent device is achieving good contact resistance. In
a precisely fabricated device, the round-trip resistance at room temperature should
be not more than a few Ohms. For a conventional FIB mounting process, it is
customary to evaporate or sputter gold (Au) on top of the sample assembly to
create a thick Au film. Achieving a uniform coverage over the whole assembly is of
absolute priority. Some places in the assembly are prone to introduce cracks in the
Au film, particularly at the intersection between the glue and the sample. If the glue
makes a sharp edge with the sample, the integrity of the film breaks down, creating
microscopic cracks. These cracks might not look bad at room temperature, and
even seem to conduct properly but as soon as the temperature goes down, thermal
contraction accentuates the problem. In some cases, the cracks create a relatively
high (few tens of Ohms) round trip resistance at room temperature, which increases
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Fig. 3.19: A The simulation assembly. The micro-structure is placed on a substrate with
glue in between. The micro-structured sample is 3 µm thick, and in the simulation has a
thermal expansion of −0.25% from 300 K to 0 K. The sample’s Young’s modulus is set to
180 GPa, and Poisson’s ratio to 0.4. Two thicknesses of the glue are simulated, 10 µm and
100 µm, and the glue has a thermal expansion of −1% from 300 K to 0 K, 5 GPa Young’s
modulus, and Poisson’s ratio of 0.3. The substrate has a Young’s modulus of 70 GPa,
Poisson’s ratio of 0.17, and no thermal expansion to simulate a glass substrate like fused
quartz. B Finite element simulation of the structure cooled down to 0 K. The εxx and εyy
components of the strain tensor are shown[71].
as the temperature is reduced making it difficult for a sensible measurement, or in
the worst case electrically disconnecting the sample. On the other hand, a smooth
transition at the intersection furthers a nice uniform Au film sustained through the
lowest temperature. Therefore, the shape of the glue, how trivial it might seem,
inarguably plays a significant role in device quality.
For the same reason, adequate care should be taken while placing the sample on
the glue. Often, edges of the platelets are not perfectly upright; they are broken and
uneven. Also, most of the platelets have terrace like structures on the surface, so the
height around the edges varies. If not placed carefully, irregularity or mismatch in
height around the edges can create a gap between sample and glue, resulting in a
discontinuity in the Au film.
Placing the sample aligned horizontally with the substrate eliminates any uncer-
tainties in applied magnetic field angle. Strictly speaking, there would always be a
human error, however small. A naive but useful approach to minimise this error is to
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work under a microscope with a collimated light source. Immediately after placing
the sample on the glue one can zoom up to the sample size and study the reflection
from the sample surface. A significant change in the reflection intensity across the
surface is a hint of a slanted surface. With something soft, like an eyelash or a
Kapton loop, one can keep adjusting the crystal orientation until the reflection looks
more uniform. Throughout this process, one has to make sure that the base of the
substrate is in alignment with microscope base. After the whole preparation finishes,
a profilometer can be employed to map out the angle between the platelet and the
substrate. I estimate that, using this process, I was able to keep misalignment error
below 5◦.
3.2.2.2 Making electrical connection to the device
In most cases when hand mounting samples, a commonly followed recipe is to use
silver paste to connect the sample to the wires. Curing at elevated temperature helps
the silver particles to diffuse in the sample surface providing a good electrical contact.
A recipe which proves to work well for the delafossites involves curing at 450◦C.
However, araldite, being a resin made of a polymer, will simply burn at such a high
temperature. Therefore, in these devices electrical connection is made by depositing
a Au film on top of the assembly in a cleanroom, as mentioned in the previous
section. One can choose between Au evaporation and sputtering, both offered by
a Kurt J Lesker deposition system. In the e-beam evaporation, the electron beam
vaporises the Au source in the crucible. This Au vapour then precipitates as a solid
film covering the assembly. In case of sputtering, high energy plasma made of an
inert gas, such as Ar, knocks off Au atoms from an Au source. These Au atoms travel
with a high energy and stick onto the assembly. Both methods have their own pros
and cons. The process of vaporisation induces a directionality to the atoms, which
results in a poor step coverage. In sputtering, Au atoms are ejected with random
angles offering a better coverage at unfavourable topographic features. Since the
Au atoms travel with high energy while being sputtered, adherence to the surface
is much better in case of sputtering compared to evaporation. My devices were
preferentially sputtered with Au. In making these devices, no sticking layer was used
underneath the Au film and a sputtering angle of 15◦ was maintained to ensure a
good coverage at the step between the glue and the substrate.
If the sputtering is done without a mask, Au atoms will spread everywhere on the
assembly and end up on the sidewalls of the substrate creating a potential shorting
path, removing which is a tedious job. A very simple masking technique saves
it. A square, slightly smaller than the substrate dimension, is cut out of a sticky
transparent Kapton tape. This tape is then stuck on the assembly exposing the
sample, glue and a part of the substrate. A sticky tape is used to create a rather
sharp stop for the Au atoms not to spread beyond the exposed part.
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The deposition system also offers in-situ argon (Ar) plasma cleaning. Ar is an
inert gas which does not react with the sample, but bombardment of high energy
Ar atoms removes organic and non-organic impurities, revealing a pristine surface
underneath. Being in-situ, this fresh surface can be Au coated without being exposed
to air for best electrical contact. The etching is done all over the exposed area of the
assembly including the glue. Plasma cleaning on araldite often induces a ripple-like
structure on the surface, and a very small crevice between the sample and the glue
is seen in worst cases. Therefore, a recipe for a very brief cleaning (2–3 minutes) was
adopted.
After a continuous Au film is achieved, further connections are made via silver
wires epoxied on top. EE129 2-part silver epoxy from Epotek was used and was cured
at 80◦C. The Au film does not adhere very strongly to the substrate. Therefore, for
a robust mechanical connection, silver epoxy is better applied partly on the bare
quartz substrate as well as on the Au film.
3.2.2.3 Sculpting of the device in the FIB
Once the sample assembly is nicely coated with Au, we have our canvas to start
painting (rather sculpting) with the FIB. The kapton mask is removed and the
substrate is glued on a stub with a Silver Conductive Adhesive 503 from Electron
Microscopy Sciences. This adhesive dries quickly at room temperature and is easily
removable since it does not make a strong mechanical bond. One has to make sure
to ground the sample for efficient imaging and micro-structuring purposes. The
sample chamber of the FIB system is vented and the stub is placed properly. Once
the sample is loaded, the chamber is pumped again to attain the necessary vacuum
condition. There are two reference frames for the stage position; one is referenced to
the sample chamber and the other one to the bottom of the e-beam column. The
e-beam reference is generally used for safety and precision. The sample is brought to
the eucentric point to allow simultaneous operation of the SEM and FIB. Ideally,
this is at a 4 mm distance in the e-beam reference frame. Misalignment between
two beams can cause the eucentric point to drift to a different position which should
be ascertained in the very beginning to ensure smooth operation throughout. A
sharp, recognisable feature on the sample surface, in the region of interest, should
always be used for focusing. Focusing should be done at the highest possible zoom
to retain a good focus throughout the area of interest. The stage is tilted to 52◦ for
the ion beam operation. Imaging with the ions should only be done when necessary,
as a long-time exposure at a moderate to high ion current would effectively mill
away the deposited Au or the sample itself. For the same reason, one should avoid
focusing on a part of the sample where a measurement device will be defined. A
rather insignificant part of the sample, or a part that is about to be milled away,
should be used instead.
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An acceleration voltage of 25 kV was mostly used for the FIB operations. This
value was not changed unless a different voltage was required for a particular process.
Different materials have widely varying milling rates. The FIB is not calibrated
for each individual material, of course. One standard protocol is to use the factory
default, which uses the calibration values for Si in general, and then begin with some
trials. Delafossites mill faster than Si, as I have found. Sculpting should be done in
a logical order for maximum efficiency, precision and quality, as illustrated below.
Shaping of the device: A typical device is essentially a needle-shaped current
carrying channel with a current contact on each end and voltage contacts on each
side of the channel, as shown in Fig. 3.17. Any desired number of voltage contacts
can be carved precisely, depending on the channel length. The Au film should be
removed from all over the measurement channel as the first step before any trench
is milled, or else removed Au will end up in the trench which can lead to current
leakage. Any unwanted Au film on the surface can result in strange current paths,
shorts or inhomogeneous current flow in the device. Gold removal should be done
with a considerably low ion current (<2 nA) to avoid any substantial surface damage.
Current is injected from the Au film on top of the sample. As discussed before,
due to huge anisotropy between the in- and out-of-plane resistivity, a top injection
can lead to an inhomogeneous current flow in the channel, as shown in Fig. 3.20.
However, if one makes the current channel long enough before the first voltage
contacts, the top injected current can homogenise throughout the thickness of the
sample. For a given anisotropy of the order of 1000 and a sample of typical thickness,
say 3 µm, the current path has to be at least 3 µm×
√
1000≈ 100 µm long before the
current spreads over the entire thickness. This is solved by designing a meander-like
structure on both sides of the current channel.
The interplay between the width of the meander and the positions of both the
voltage contacts and the meander, dictates in-plane current inhomogeneity. To avoid
seeing an effect of the in-plane current inhomogeneity in the measured voltage, the
width of the meander should be maximised as much as possible, and the first voltage
contact should be kept at least one channel width from the edge of the current
channel. Figs. 3.21 and 3.22 show the results from a finite element simulation, as
these balances are altered.
The spatial resolution of a trench depends on the spot size of the ion beam,
which is defined by the ion current being used. As the ion current increases, so does
the spot size. Therefore, an ion current should be picked depending on the desired
precision of the trench. The ion beam profile is a Gaussian, not a perfect pointlike
spot. The power distribution of such a beam profile is also a Gaussian in nature.
Thus, maximum power is dumped at the centre of the beam and fades away towards
the beam tail. As a consequence, a high beam current can result in rounded edges,
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Fig. 3.20: Current flow profile with top contacts on a highly anisotropic material. The
anisotropy was set at ρc/ρa = 1000 and the sample dimensions are L/t= 50.
Fig. 3.21: Influence of the current contact
width, w, on the apparent resistivity measured
between a contact at the centre of the channel
and one a distance X from the end of the chan-
nel. ρ0 is the actual resistivity of the channel
and the channel length is 10× its width.
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Fig. 3.22: Influence of the meander direction
on the in-plane current homogeneity and the
apparent resistivity measured between one
contact at the centre of the channel and an-
other a distance X from the end of the mean-
der. Both symmetric and asymmetric meanders
are shown, and the four colours indicate the
two opposite sides of each model. ρ0 is the ac-
tual resistivity of the channel and the channel
length is 5× its width in both cases.
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as illustrated in Fig. 3.23. For this reason, regardless of its time efficiency, a high ion
current can result in a poor-quality device. Moderate current should be picked so
that a neat device can be sculpted within a reasonable time. For these delafossites, a
common protocol is to use a moderately high current for coarse shaping (e.g. 20 nA).
I have already talked about the significance of aspect ratio in milling a clean
trench. The thicker the sample, the more difficult it is to mill a clean trench due
to redeposition. Redeposition impedes the sidewalls from being perfectly vertical, a
finite slope is always observed. To obtain a clean trench, the target width should be
at least 50% wider than the target depth. This also ensures a wide enough opening
so that one can have a good look at the sidewalls with an SEM. This is absolutely
necessary for defining the current channel. Simultaneous imaging of the e-beam at
52◦ angle while milling helps the user to determine if the sample has been milled all
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the way to its bottom. A trench should be at least 30–40% deeper than the sample
thickness to ensure no accidental shorts. One should not mill too deep as it might
heat the glue up leading to a uneven structure in the glue making it mechanically
unstable.
For a typical delafossite sample, defining a channel with the correct width
and depth takes hours of milling with quite a high current; an extensive amount
of redeposition occurs. Finally, when the milling is done, layers of redeposited
material of uniform contrast veil all sides of the trenches. Depending on the extent
of redeposition, it could be difficult to detect the bottom of the sample. A true
measurement of the channel thickness is impossible in this situation. One should
therefore always clear the redeposition away from the current channel. This is done
by polishing with a very low current (<2 nA) at a tilt angle of 53–54◦. Low currents
yield smooth sidewalls and an increased tilt angle makes them vertical. A stark
difference in contrast indicates a clear separation between the sample and glue if
the polishing is done correctly. In Fig. 4.2 an example of well polished sidewall of a
current channel is shown where a stark difference in contrast between the sample
and glue is clearly seen.
In these FIB sculpted devices, the voltage contact dimension and separation
must be defined according to the relevant physics one wants to probe. Unintended
ballistic effects can be prevalent in mesoscopic devices if the voltage contact width or
separation are shorter than the mean free path of the material. In the construction
of a voltage contact, a thin part is carved out of the bare sample that connects the
main current channel to the Au-coated part of the contact, as shown in the Fig. 3.17.
As discussed above, at low temperatures differential thermal contraction between
the substrate and sample can generate a substantial strain in the sample. A thinner
sample has a smaller spring constant, incurring a larger strain, and the narrowest
parts of the sample have the largest stress concentration. Therefore, depending on
the thickness of the sample there is a fundamental limit on how narrow of a voltage
Ion beam
rounded edge
power distribution
Fig. 3.23: A pictorial illustration of the
rounded edge of a FIB defined structure due
to the Gaussian power distribution of the ion
beam.
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contact one should aim for. This is crucial for a systematic thinning study of the
device, which is the main focus of my thesis, where the device is thermal cycled
many times. Therefore, for the robustness of the device, I kept the width of the
voltage contacts ∼5–10 µm in all the devices I made. In our interest to probe the
bulk physics, the relevant voltage contacts were placed at least 5–10 times the mean
free path apart in all the devices.
Once the channel is cut and polished to the desired depth, the entire device should
be carefully checked from different sides with the e-beam. Because the crystals can
be of non-uniform thickness, when a user-defined depth is enough to cut through one
part of the sample, it might not be so for the other parts. To ensure a clean cut all
the way to the edge of the sample, trenches should be designed to be considerably
longer than the extent of the sample seen underneath the Au film.
Redeposition-induced shorts and their removal: Redeposition comprises of
sputtered material, bombarded Ga atoms etc., which can be electrically conducting.
I have already emphasised the importance of polishing to define a channel. If the
polishing is not done correctly, these layers of redeposited material could introduce a
parallel conducting path to the current channel. Not only the main current channel,
but other places of the device should also be cleaned to eliminate shorts between
different parts. Such places include the bottom and vertical edge of a trench, between
two adjacent contacts. A line cut along the length of the trench proves to be most
effective here. However, for the vertical edges the line cut should be done at a lower
tilt angle for best results.
Separating the contacts: After the measurement device is sculpted, different
contacts are separated from each other by cutting the Au film all the way to the edge.
Misalignments of the mask, however small, always leaves a silhouette of deposited
Au beyond the unmasked region. This is often difficult to judge and should be cut
through carefully.
Fixing broken contacts with Pt deposition: Due to irregular Au deposition,
imprecise micro-machining or manhandling of the device, electrical connections to
the sample can be disrupted by a physical breakage in the sample or a damaged Au
film. One way to fix these is an in-situ Pt deposition in the FIB, the principle of
which was discussed in the Sec. 3.1.4. In practice, a moderately low current ∼ few
pA should be used for deposition or else the ion beam will effectively remove the
Au or sample underneath rather than depositing Pt. Deposited Pt contains metallic
Pt, organic residues from the precursor gas (mainly C) and Ga from the beam and
therefore is not as good of a conductor as metallic Pt. For an ion beam assisted
deposition, the typical resistance of such a Pt track is 10–20 Ω/µm3[72].
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After a device is sculpted, one should always check for unintended shorts, or
design artefacts that might produce in-plane current inhomogeneity. One way to
inspect for this is to check the consistency in the measured voltage on two opposite
voltage pairs. Throughout my work for each device made, voltages from opposite
pairs were carefully checked and found to be within 60.5% of each other.
3.2.2.4 Quality of the micro-structure
The aforementioned ion beam induced damage has always been a concern in the
fabrication of these devices. The transport regimes we want to explore depend on the
boundaries of the measurement devices in the sense that the surface morphology of
the boundaries dictates the boundary scattering processes. The idea was to explore
different transport regimes as we go from the bulk to microscopic limit. As we go
thinner, the surface to volume ratio increases for each successive device, making the
boundary contributions more significant. As the polishing angle and ion current
designed for final polishing predominantly define the surface roughness, a moderately
low identical ion current was chosen to accomplish a good boundary surface for each
thinning step; polishing was mostly done at a constant current of 0.43 nA and a
constant tilt of 53.5◦ for reproducibly vertical sidewalls each time. However, no
significant structural damage was observed other than the occasional appearance of
the curtaining effect.
Other than structural or morphological damage, implanted Ga+ ions can po-
tentially alter the chemical composition of the surface as observed by Bachmann
and co-workers in NbAs[73]. They found a superconducting surface sheet due to Nb
enriched surface layer developed under the influence of the ion beam. Therefore, it is
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Fig. 3.24: Shubnikov-de Hass oscillations in a 1 µm wide channel of PtCoO2. The
frequency of the oscillations is extracted by FFT. The inset shows the measured oscillations
in resistance (background subtracted).
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a valid question to ask if these delafossites retain their bulk properties after being
structured with potentially reactive Ga+ ions.
Given that they are excellent Fermi liquids, quantum oscillation measurements
were implemented to investigate for high bulk purity. Results are shown in Fig. 3.24
from a 1 µm wide device of PtCoO2. The oscillation frequencies in these devices
quite precisely match with those measured from bulk crystals, which illustrates that
bulk characteristics are retained down to micron scale in these devices[74].
3.3 Measurement set-up
3.3.1 Low noise measurement with low temperature trans-
formers
Delafossites are the highest conducting oxides known[10]. The highest quality
PdCoO2 has a low-temperature resistivity as low as 7 nΩ cm. Given the typical bulk
sample dimensions, width 150 µm, thickness 7.5 µm, and contact separation 100 µm,
a resistance of ∼6 µΩ is expected at low temperature. Using a typical current of
1 mA, the voltage drop we aim to measure will be 6 nV. Phase sensitive detection
by a lock-in amplifier (LIA) is typically used to measure such a small voltage drop.
The raw signal from the sample can be amplified by a pre-amplifier stage before the
lock-in detection to improve the signal to noise ratio. A lock-in amplifier (SR830
from Stanford research) coupled with a pre-amplifier (SR550 from Stanford research
with ×10 gain) has a typical noise level of 4 nV/
√
Hz. For a standard operation of
the LIA with its low pass filter set to a time constant of 1 s and 12 dB/Oct roll off,
this translates to a peak to peak-to-peak noise of 4 nV. Recalling that we aim to
measure a signal of 6 nV, this noise is comparable to the signal itself. Therefore, a
more sophisticated amplification method must be applied.
The definition of a good amplifier is one whose equivalent input noise, that it
generates itself, is significantly lower than the noise it receives from the input signal
it is given. There are many independent sources of input noise, such as resistor noise,
shot noise, 1/f noise, etc. Resistor noise from the resistive components in the amplifier
dominates the input noise. It is due to thermal excitation of the charge carriers
inside a resistor, also known as Johnson noise, given by
√
4kBTR∆f , where kB is
Boltzmann constant, T the absolute temperature of the resistor, R the resistance and
∆f the bandwidth of the amplifier. One way to significantly reduce the Johnson noise
is to operate the amplification stage at a low temperature. Therefore, using a low-
temperature transformer (LTT) mounted in the cryostat the noise can be improved
by orders of magnitude. The gain of a LTT can be strongly temperature dependent,
so it should be kept at a stable temperature throughout its operation. Our adiabatic
demagnetisation refrigerator (ADR) cryostat from Cambridge Magnetic Refrigeration
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(CMR) has a suitable temperature stage at the 1 K pot with a set of three LTTs
thermally anchored to it. They are medium frequency cryogenic transformers from
CMR and lead shielded for operation in the presence of a magnetic field. They
come with four different primaries to offer a selection of gains (G). Impedance
matching sets the upper limit on a source resistance (RS) that could be used for
a set gain. The amplification process magnifies the source resistance to G2RS . If
this is big or comparable to the input impedance of the pre-amplifier, we reach a
limit where the current noise is prevalent, constraining the pre-amplifier operation.
Depending on source impedance, the amplitude response of the transformer is flat
over a selected region of frequencies. With a suitable combination of gain, source
resistance and frequency, low noise as small as tens of pV/
√
Hz can be achieved at
low temperatures.
3.3.2 Current source with active common mode rejection
Common mode voltage is a voltage that appears on both inputs of a differential
amplifier. For a 4-point measurement set-up like ours, the cryostat wiring yields
a significant common mode voltage when the sample is driven as a grounded load.
This can offset the measured differential voltage, depending on the common mode
rejection ratio (CMRR) of the amplifier. For a low resistance sample like a delafossite,
the sample resistance is negligible compared to the resistance of the cryostat wiring.
Very often this leads to extreme artefacts like a negative voltage at low temperatures,
because pre-amplifiers from Stanford research (SR550) offer a CMRR of 90 dB (at
100 Hz) which is not sufficient for a genuine measurement of the absolute resistance
for these samples. For the voltage added by the insufficient common mode rejection of
the preamplifier to be less than 1% of the differential voltage at low temperatures, a
pre-amplifier with a CMRR of at least 130 dB would be needed, where the combined
resistance of the cryostat wiring and the contacts is ∼30 Ω and the sample resistance
is ∼6 µΩ (for a typical PdCoO2 sample, as calculated in the previous section).
In our group, a dual end current source with active common mode rejection
was designed to circumvent this problem[75]. Besides removing the common mode
voltage, this balanced current source also reduces the effects of external noise coupled
to the current leads through capacitive coupling by providing a symmetric impedance
to ground on both current leads.
3.3.3 The ADR
An ADR is an adiabatic demagnetisation refrigerator which uses magnetic cooling
of a paramagnetic salt pill to achieve temperatures <100 mK. A pre-cooling stage
before the pill operation involves a traditional 1 K pot, a small container which can
draw liquid 4He from the main bath through a pickup tube. A needle valve works as
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an impedance to the pick-up tube. The vapour pressure inside the pot is controlled
by operating a pump and the needle valve; a base temperature of ∼1.7 K is achieved
by evaporative cooling. Cooling with the paramagnetic pill was not used to obtain
the data presented in this work as operation with the 1 K pot alone was enough to
reach 2 K. A special feature of the ADR is a mechanical heat switch that is needed
to control the adiabatic environment for the sample and the pill. The heat switch is
adjusted by turning a knob at room temperature which rotates a threaded rod at low
temperature pressing a set of paddles against a mating cup to create a thermal link
between the sample and the 1 K pot. The heat link can be tuned by adjusting how
hard the paddles are pressed against the cup. Heaters and calibrated temperature
sensors allow PID control to attain an excellent temperature stability.
Our ADR insert sits in a Dewar from Oxford instruments equipped with a 15/17 T
magnet. The sample is kept in vacuum. To attain a stable temperature below 4 K, a
strong heat link between the sample and 1 K pot is necessary, as achieved by closing
the heat switch all the way. For higher temperatures, the connection between the
sample and the 1 K pot is weakened by partially opening the heat switch to keep a
constant 1 K pot temperature for the LTTs while allowing the sample temperature
to be raised. In both cases, a PID loop controls the sample temperature by adjusting
the sample heater power. Temperature ramps above the base temperature can be
reliably done only up to 30 K.
The central idea of my research was to explore different transport regimes as we go
from a bulk to microscopic sample. This can be approached in two basic ways. One
is to successively thin down the device and measure under the same temperatures
and fields and the other is to keep the channel width the same and tune the mean
free path by varying the temperature; measurement at elevated temperatures was
therefore approached.
3.3.4 Measurements in the PPMS with a home-built probe-
stick
To explore the possibilities of seeing hydrodynamic signature at higher temperatures,
a cryostat capable of working in a broad range of temperatures was required. A
Quantum Design PPMS with 9 T magnet was available and was ideal for the range
of temperatures and field necessary.
The criterion for an ultra-low noise measurement was partially relaxed as the
resistivity of these samples increases dramatically with temperature. For conclusive
evidence of a hydrodynamic contribution to the Hall resistivity, the theory predicts a
change in the Hall coefficient as small as 1–2% in thin samples when compared to a
bulk sample. Therefore, a moderately low noise level was still essential. Although a
PPMS was an excellent choice considering the field and temperature offered, it was
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not quite so as a measurement device. Also, the standard PPMS pucks only offer six
twisted pairs, so a maximum of five contact pairs can be measured simultaneously,
which was not efficient enough for my purposes. Hence, a probe, as shown in Fig. 3.25,
was designed with a 12-pair loom that enables simultaneous 11 pair measurements,
and a more sophisticated external measurement set-up was employed.
3.3.4.1 Design of the home-built probe-stick
PPMS wiring is like a black box with a possibility of unwanted ground loops that can
lead to complicated noise sources. The probe was therefore designed to be electrically
insulated from the PPMS. As much of the wiring as possible was also shielded
from electromagnetic radiation generated in the PPMS by feeding the 12-pair loom
through a hollow stainless-steel tube connected to a known ground. Thermometry
wires were wrapped to the exterior of the tube to avoid crosstalk with the loom inside.
A custom designed socket for a 28-pin ceramic leadless chip carrier (CLCC) was
used as a sample holder at the bottom of the probe to allow rapid sample exchange.
The socket is made of copper for best thermalisation of the sample and is in direct
thermal contact with a cylindrical copper piece holding a set of cold-fingers pressed
Reconfigurable
wiring
Cold-fingers
LCC28
socket
Heater and
cernox
Wires shielded inside
the stainless steel rod
Heat sinking
of the wires
CopperStainless steel
Fig. 3.25: Home-built PPMS probe. The sample stage is electrically isolated from the
PPMS ground by two layers of cigarette papers underneath the cold-fingers and plastic
clamp and o-ring are used for the isolation purposes at the top of the probe. The 12-pair
loom connected to the LCC28 socket is shielded inside the stainless steel tube all the way
to the top.
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against the inner wall of the PPMS sample chamber. Cold-fingers are gold coated
flexible strips of beryllium copper used as a mechanical heat link between the PPMS
sample chamber and the probe. This cylindrical copper piece is made of a central
copper piece and a set of two separate half-cylinders clamped together with a gap in
the middle, to reduce eddy current heating. A thin layer of cigarette paper and GE
varnish between the central copper piece and the set of half cylinders, as well as a
plastic O-ring and clamp at the neck of the PPMS Dewar ensure electrical isolation
of the probe from the PPMS.
Stainless steel baffles were clamped on the central tube to prevent thermal
radiation from reaching the sample stage. An aluminium housing at the top contained
the sockets for electrical connections to various room temperature electronics.
3.3.4.2 Thermometry
In a PPMS, the puck and surrounding region, ∼10 cm above the puck, are kept at
a uniform temperature by the puck and neck heaters and respective temperature
sensors. A platinum resistance thermometer and a negative temperature coefficient
(NTC) thermometer directly underneath the sample puck are used to determine the
sample temperature accurately. In this probe, the sample sits at the field centre in
the middle of the uniform temperature region but thermalisation comes from the
cold-fingers placed ∼5 cm above it. The socket and the assembly for the cold-fingers
constitute quite a large thermal mass. This introduces a substantial lag between the
PPMS thermometer and the sample. A cernox temperature sensor was therefore
placed in the socket to monitor the true sample temperature, while temperature
ramps were done with the default PPMS thermometry.
As mentioned above, our aim was to measure a change as small as 1–2% in
the Hall coefficient as we thin the sample down. To compare the data from each
thinning step with full confidence, the experimental environment must be as identical
as possible. During field ramps, an irreproducible variation in temperature as big
as 2% at lowest temperature was observed, most likely due to changes in system
pressure. To overcome this problem, a heater was placed close to the sample for a
more sophisticated and reproducible temperature control. A temperature set point
slightly lower than the target was provided to the PPMS and a tuned PID loop with
feedback from the sample thermometer was used to regulate the heater power for
keeping a constant target temperature throughout the field ramp. Two orders of
magnitude better temperature stability was achieved. For example, a temperature
stability of '3 mK was achieved at 2 K and '12 mK was achieved at 300 K over a
±9 T field range
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3.3.4.3 External measurement set-up
Using a LTT is not an option in the PPMS, since the PPMS does not offer a stable
temperature stage inside the sample chamber. Even if there has been a constant
temperature stage, the amount of space needed for eleven separate LTTs would have
been prohibitive. However, a multichannel lock-in amplifier from Synktek with a low
input noise level of 1.2 nV/
√
Hz had just been acquired by the group for development
purposes, and I decided to use it with the new multichannel measurement probe.
A compact assembly of five individual units provide five independent outputs with
different values for the amplitude and frequency. A total of ten inputs can be
measured simultaneously, digitally routed to two sets of 15 demodulators. Each set
has its own base clock, and each demodulator can be set to an arbitrary harmonic.
Ultimate productivity was attained by a synchronous and coherent measurement of
two micro-structured devices placed side by side in the chip carrier assigning five of
the lock-in inputs to each. Crosstalk between the devices was avoided by running
the two sets of measurements at different reference frequencies.
3.3.4.4 3rd party PPMS control
Synchronous recoding of signal from the sample, field and temperature values was
possible by interfacing the PPMS with external data acquisition software. A python
socket server running on the PPMS computer enabled it to be treated as a virtual
device, communicating with the measurement computer using TCP/IP.

Chapter4
Bulk Magnetotransport
of PdCoO2 and PtCoO2
One of the main objectives of the study on delafossites was to establish if hydro-
dynamic transport can be observed at the mesoscopic scale. However, to interpret
the transport in the mesoscopic regime, a comprehensive understanding of the bulk
transport is necessary. The delafossites have a single band crossing the Fermi level
and can be grown with extremely low defect density. This makes them an ideal
model material but deviations of their transport properties from the predictions of
standard models highlight some intriguing physics.
In this chapter, I will start by discussing why the bulk transport is interesting to
study and then discuss certain measurement artefacts that hindered previous bulk
measurements but could be solved with the use of micro-structure sculpting. Once
the artefacts have been established and removed, I will present the results from the
magnetotrasport experiments, followed by a discussion on the possible explanations
of the results.
4.1 Why study bulk magnetotransport?
In condensed matter systems, intrinsic physics inherent to the FS characteristic,
is often obscured due to a substantial impurity concentration. In consequence, it
has always been high on the priority list of material sciences, to come up with
ways to achieve higher purity single crystals. It is, however, a diligent practice
that demands an immense amount of time, skill and effort. Since the last century
highly sophisticated crystal growth processes have been developed. The method of
zone melting as a tool to purify crystals has been adopted for decades; pure single
crystals of copper and aluminium with mean free paths as long as few mm at low
temperatures were achieved by the mid 1960s[8, 76].
In more recent times, a host of exciting physics has been realised in ultrapure
low-dimensional systems, such as 2D electron gases, graphene, etc. and in 3D
systems, such as elemental bismuth, Weyl and Dirac semimetals, e.g. NbP, WP2
and Cd3As2[77–79]. However, depending on the material it can be a formidable
task to achieve the desired purity. To put this into perspective, it took several
years of careful research to achieve a mean free path ∼20 µm in graphene, only
recently[80, 81]. As discussed in the previous chapter (Ch. 2.3), the non-magnetic
delafossites, quite remarkably, have an intrinsically long mean free path of several
microns at low temperatures in the as-grown crystals, without any further purification.
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This encourages us to look for interesting transport properties in an ultrapure regime.
Momentum relaxation fundamentally defines the transport properties in a metal.
In the high purity limit, the momentum relaxation being extremely slow, other
fundamental characteristics of electron flow. such as viscosity or ballistic behaviour,
can be observed in the mesoscopic regime. Most materials with high mean free
paths, including the ones mentioned above, are either semimetals or materials with
complex multi-sheet or multi-carrier (electrons and holes) FS. For this reason, it is
not always straightforward to analyse the measured transport data independent of
FS induced complications. This emphasises the need for a benchmark system with a
relatively simple FS, so that the transport properties can be analysed independent
of its intrinsic complexities. The delafossites have a single, highly 2D band crossing
the Fermi level with a rounded hexagonal FS cross-section and an effective mass
very close to the free electron mass. Crudely, the nearly free electron model can be
implemented to account for the transport properties; some textbook physics can be
expected to be realised at its purest limit.
PtCoO2 has been reported to have the lowest room temerature resistivity among
all known oxides, 2.1 µΩ cm, even lower than that of elemental platinum[10]. At
low temperatures, the highest quality single crystals of PdCoO2 have a resistivity
as small as 7.5 nΩ cm, equating to a mean free path ∼20 µm. In the quest for a
benchmark material to observe electron hydrodynamics, it was an excellent choice
on account of its extraordinarily long mean free path, as the electron momentum
can now be quasi-conserved on the scale of several thousands of lattice spacings1.
The fundamental differences between mesoscopic and bulk transport lie at the heart
of understanding hydrodynamic transport. To investigate hydrodynamic transport
in these delafossites, it was therefore a principal criterion to build a comprehensive
picture of the bulk transport so that a fair comparison can be drawn with the
mesoscopic transport.
Besides, the bulk properties are worthy of attention on their own merit. As was
mentioned before, the systems with long mean free paths are mostly systems with
low carrier density, such as low dimensional systems, i.e. 2DEGs, 2D semimetals,
or 3D semimetals with fairly complex FS. On contrary, delafossites are quasi-2D
systems with a relatively high carrier density. Therefore, it is interesting to see ultra
pure transport in a high carrier density counterpart.
4.2 The necessity of micro-structuring
Measuring these quasi-2D, highest conducting oxides comes with its own chal-
lenges, such as inhomogeneous current injection due to in- and out-of-plane resistive
1At low temperatures.
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anisotropy, appearance of substantial common-mode voltage in the measurement sig-
nal due to very low sample resistivity and errors introduced by inaccurate dimensional
measurements of the small, thin, oddly shaped crystals, etc. Resistivity is typically
measured by the 4-point probe method on hand-mounted samples, a method that
lacks the precision with which the abovementioned difficulties can be addressed. For
these reasons, a FIB micro-sculpting method with high precision geometry definition
was implemented, along with sophisticated measurement electronics.
Referring to Sec. 3.2.1, one of the main objectives behind the micro-structuring was
to solve the asymmetric MR puzzle. The MR seemed to break time-reversal symmetry
when measured in the hand mounted bulk crystals, for which measurement artefacts
due to imprecise mounting procedure were suspected. FIB micro-structuring was
thereafter implemented such that a measurement device with well-defined geometry
could be prepared. Surprisingly, even most meticulously defined micro-structures
had an asymmetry in their MR, however small, similar to that observed in the
bulk crystals. In a situation where the Hall voltage is significantly higher than the
longitudinal voltage, a component of the Hall voltage will show in the measured MR,
if the sample thickness is non-uniform along its length. This situation is explained
below:
Referring to Fig. 4.1, four voltage contacts a, b, c and d are defined. Both the
longitudinal (V L) and Hall (V H) voltage will be measured from a reference point o.
Applying Kirchhoff’s voltage law to the loops 1 and 2, the following equations are
obtained
V Lb +V Hb +V Lab−V Ha −V La = 0 ,
V Lc +V Hc +V Ldc−V Hd −V Ld = 0 . (4.1)
Realising that, V Ha = −V Hd = V Had/2 and V Hb = −V Hc = V Hbc /2, the set of Eqs. 4.1
Side view
Top view
V
I+ I−
1
2
a b
d c
o
I+ I−
B
Fig. 4.1: Potential colour map in a wedge
shaped sample in transverse E and B fields.
The colours correspond to equally spaced con-
tours in voltage. The simulation was performed
with realistic numbers for the Hall coefficient
(2.9×10−10 m3/C) and longitudinal resistivity
(20 nΩ cm) of PdCoO2 at low temperatures and
at a magnetic field of 5 T. The potential differ-
ence measured on each side of the sample are
not the same (Vab 6= Vdc) due to contamination
from the Hall effect due to the non-uniform
thickness of the sample.
96 4 Bulk Magnetotransport of PdCoO2 and PtCoO2
transforms into,
V Lab = V La −V Lb + (V Had−V Hbc )/2 ,
V Ldc = V Ld −V Lc + (V Hbc −V Had)/2 . (4.2)
The last term on the right-hand side gives the Hall contamination to the measured
MR. For a sample that has a uniform thickness along its length, V Had = V Hbc , and the
Hall contamination term vanishes. One can readily see that the smaller the thickness
variation along the sample length, the lower the Hall contamination. For samples
with an intrinsically lower Hall resistivity than the longitudinal resistivity, or sample
dimensions that favour a high longitudinal voltage compared to the Hall voltage, the
Hall contamination term becomes less significant. In the non-magnetic delafossite
PtCoO2, for a typical sample geometry, i.e. width = 13 µm, separation between
voltage contacts = 40 µm, thickness = 1.5 µm, the Hall resistance is ∼2.8 mΩ and
the longitudinal resistance is ∼1.7 mΩ at 14 T, and therefore, the Hall resistance is
large enough to introduce significant contamination in the longitudinal voltage for
any small thickness variation along the length of the channel.
Two samples with two different trends in their asymmetry pattern were chosen for
the analysis; high magnification imaging in an SEM and accurately defined sidewalls
achieved by FIB polishing were exploited for a precise determination of the thickness
profile throughout the measurement channel. The sample PtCoO2 P4 shows a small
to almost no asymmetry in the MR measured at four different contacts, and the
measured thickness profile looks mostly uniform along the sample thickness, within
our measurement resolution. In contrast, PtCoO2 P5 shows ∼15% asymmetry in the
MR at the highest field, and was therefore chosen for further analysis. Fig. 4.2 shows
the contact configuration and edge thickness profile of the sample along with an
SEM image demonstrating the thickness change in the sample, that is surprisingly as
small as ∼70 nm. The longitudinal voltages measured in an external magnetic field
from all possible combination of the longitudinal pairs are shown in the same figure.
The slight difference in the zero-field resistance for the longitudinal pairs on one side
is again consistent with a thickness variation along the length of the channel.
The amount of Hall contamination for opposite longitudinal pairs is plotted in
Fig. 4.3. According to Eq. 4.2, the longitudinal pairs on the opposite sides must
have opposite signs of asymmetry, which is clearly seen here. The black dashed
lines on each plot are 1/2 × the difference in Hall resistance between the Hall pairs
adjacent to the respective longitudinal pairs, which seem to match reasonably well
with the asymmetry present. The slight difference can be attributed to the fact
that, in the analysis presented here, the thickness is assumed to be uniform along
the cross-section of the sample, which is a crude assumption given that only the
edge thickness can be measured in an SEM. The thickness might be non-uniform
along the cross-section of the sample, and in that case a slight difference is expected.
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Fig. 4.2: Left Contact configuration and edge thickness profile of PtCoO2 P5. In the
SEM image at the bottom, the white dashed line along with the pairs of white arrows
highlight the thickness change in the sample. Right Longitudinal resistances measured in
an external magnetic field, for all the possible combinations of longitudinal pairs.
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Fig. 4.3: Asymmetry in the MR ((Vab(B)−Vab(−B))/2) for opposite longitudinal pairs,
plotted together. The black dotted lines on each plot are the asymmetry that is expected
to be introduced by different Hall voltages at the adjacent Hall pairs, due to the thickness
variation.
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This is an example of the advantage of a dual beam system (SEM and FIB) that is
equipped with the combination of such a precise sculpting tool with imaging and
measurement capabilities.
4.3 Results and discussion
A total of 6 devices, 3 of PdCoO2 and 3 of PtCoO2, were measured to establish the
bulk properties of these delafossites, which always grow in thin ab-plane hexagonal
platelets with facets along the hexagonal [1000] direction, as determined by Laue
diffraction on multiple samples[82]. Our idea was to start with measuring these
bulk devices and eventually take them to the mesoscopic limit. Although the bulk
conductance is uniform in the ab-plane as given by the symmetry of the FS, the
symmetry is broken in the mesoscopic limit and a non-uniform in-plane conductance
is hence expected to arise. For this reason, the measurement channel was always
sculpted parallel to the edge of the hexagon to keep the directional consistency
between different devices, as shown in Fig. 4.4[83].
Table 4.1: Device dimensions
Sample Width Contact separation Thickness
PdCoO2 P2 99.5 µm 206 µm 7.5 µm
PtCoO2 P3 195 µm 244 µm 1.75 µm
One device from each material will be presented in this chapter. Two FIB
sculpted devices from samples PdCoO2 P2 and PtCoO2 P3 with their measurement
configurations are shown in Fig. 4.4. The device dimensions are listed in the table 4.1.
Both devices were carefully checked for shorts and inhomogeneity in the current path,
as described in Sec. 3.2.2.3. Measurements were done at a range of temperatures,
starting from room temperature to low temperature, i.e. 2 K, for a field range between
I+
I−
VL
VH
200 µm
PdCoO2
I+
I−
VL
VH
500 µm
PtCoO2
Fig. 4.4: PdCoO2 P2 and PtCoO2 P3 bulk devices and measurement configurations.
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Fig. 4.5: Basic characterisation of the devices PdCoO2 P2 and PtCoO2 P3. Left The
temperature dependent in-plane resistivity. Right Plots of the bulk mean free path (l) as
a function of temperature, derived from l = hd/e2ρkF, where d is the distance between the
conducting Pd (or Pt) planes.
−9 T–+9 T. The magnetic field, provided by a PPMS from Quantum design with
a 9 T magnet, was swept at a rate of 15 Oe/Sec. The sample temperature was
controlled by a combination of the PPMS thermometry and a PID loop with feedback
from the sample thermometer.
Fig. 4.5 shows a basic characterisation of these devices, i.e. the resistivity and
corresponding bulk mean free path as a function of temperature. In Sec. 2.3.3, I
quoted the literature values for the room temperature resistivities which are measured
either in a hand mounted sample with uncontrolled channel geometry or a micro-
structured channel with no meanders for current homogenisation. I would like to
mention that these devices were made with long meanders on either side of the
current channel to homogenise the current along the entire thickness of the channel.
The room temperature resistivities of PdCoO2 and PtCoO2 measured in these two
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Fig. 4.6: Plots of resistivity vs. temperature
for different samples of PdCoO2 and PtCoO2.
All samples of PtCoO2 show an upturn in the
resistivity below 25 K, the size of which seems
proportional to the impurity concentration
present. In contrast, no measurable upturn is
seen in PdCoO2.
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Fig. 4.7: Resistivity as function of tempera-
ture for a sample of PtCoO2 from 30 K down
to 2 K, with and without an external magnetic
field. The upturn sustains with the same scale
upto a magnetic field of 9 T. Adapted from
Ref. [40].
devices are 3.1 µΩ cm and 1.8 µΩ cm, respectively and should replace previous best
estimates. The low temperature the resistivities of these two devices are 8.1 nΩ cm
and 80 nΩ cm, respectively.
At room temperature, the resistivity of PdCoO2 is ∼25% higher than that of
PtCoO2. In PtCoO2, the resistivity drops down to few tens of nΩ cm by 25 K, but
shows a prominent upturn between 25 K and 2 K. The upturn is more prominent in
samples with lower residual resistivity ratio. In contrast, in PdCoO2, the resistivity
is almost constant from ∼25 K down to the lowest temperature measured. Plots
of the resistivity at temperatures below 25 K, for different samples of PdCoO2 and
PtCoO2, are shown in Fig. 4.6. Such an upturn can be caused by the Kondo effect,
which is instigated due to the presence of magnetic impurities at low temperatures,
where an itinerant electron creates a singlet state with a localised magnetic impurity
through anti-ferromagnetic exchange interaction, slowing down in the process and
increasing the resistivity. The anti-ferromagnetic interaction weakens in the presence
of an external magnetic field and therefore, one would expect the scale of the upturn
to be reduced in an applied magnetic field. Fig. 4.7 shows that in PtCoO2, the
upturn sustains with the same scale in an external magnetic field up to 14 T, which
puts a bound on the Kondo energy scale that seems unrealistic[40].
4.3.1 Magnetoresistance
MR is defined as the relative change in resistance in an externally applied magnetic
field, defined as ∆ρ/ρ(0) = (ρ(B)− ρ(0))/ρ(0). Here, I will be discussing in the
framework of nearly free electron model, because the delafossites have a single band
FS with an effective mass close to the free electron mass. At very low fields such
that ωcτ  1, the MR varies as the lowest power of the magnetic field B2, owing
to its symmetry under magnetic field reversal. At very high fields where ωcτ  1,
in a closed FS as such that of the delafossites, the electrons tend to make many
revolutions around the FS before getting scattered by an impurity or a phonon,
etc. Referring to the set of Eqs. 2.12, and recalling that ωc ∝B, at high fields both
σxx and σyy vary as B−2. Writing the current densities (jx, jy) in terms of the
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Fig. 4.8: Plots of MR as a function of applied magnetic field for both devices at a set
of different temperatures. The MR in PdCoO2 is non-monotonic unlike PtCoO2, where
the MR increases monotonically with decreasing temperature. The 2 K data in PdCoO2 is
significantly smaller than at higher temperatures up to 100 K, which can be related to the
extremely low resistivity of this ultra-pure PdCoO2 sample at low temperatures.
conductivity tensor σ and the components of the external electric field (Ex, Ey), and
solving for Ex in terms of jx and jy, we find
Ex =
1
σxx+ (R2HB2σyy)−1
jx+
RHB
1 +R2HB2σxxσyy
jy , (4.3)
where σxy = 1/RHB, RH being the Hall coefficient. Since at high fields, σxx,σyy ∝B−2
and (R2HB2σyy)−1  σxx, therefore, ρxx = Ex/jx tends to saturate at high fields.
Potassium, which has the closest possible FS to that of a free electron model, has a
finite transverse MR as can be seen in Fig. 2.10. At very low fields, where ωcτ  1,
the MR is seen to be ∝ B2 and at fields just above ωcτ > 1 the MR becomes linear
in field, continuing up to the highest field measured. The absence of the saturation
at high fields is attributed to mainly catastrophic scattering which can be due to
small-angle scattering, inhomogeneities arising from phase transitions, the presence
of voids in the as-grown crystals, etc. However, none of the above are proven to be a
clear source of the linear slope in MR at high fields.
The transverse MR (H||c, I||a) for both samples PdCoO2 P2 and PtCoO2 P3,
measured for a series of temperatures, from 2 K to 300 K, is shown in Fig. 4.8.
Both materials have the same qualitative features with only a very slight difference
quantitatively. The overall scale of MR is rather small, reaching ∼25% at the
lowest temperatures. Calculating τ from the Drude expression for conductivity, i.e.
σ = ne2τ/m∗e, the low-field to high-field crossover, i.e. ωcτ = 1, occurs at ∼0.3 T for
both of the materials. The saturation at high field is not observed up to the highest
field, where ωcτ = 30. The low field B2 behaviour is not noticed below ωcτ = 1.
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4.3.1.1 Kohler’s plot
When a magnetic field is applied, the electrons move in cyclotron orbits the radius
of which falls off as ∝ 1/B, and scatter due to collisions with impurities, phonons
etc. If the scattering rate is increased by a multiplicative factor, the pattern of the
electron trajectories in a field window just scales itself according to the change in
the scattering rate, as long as the extra scattering events are of the same nature.
The field dependence of the MR is contained in the ratio B/ρ(0) or ωcτ , and can be
expressed as
∆ρ
ρ(0) = f(B/ρ(0)) = f(ωcτ) . (4.4)
This is called Kohler’s rule and the corresponding plot of ∆ρ/ρ(0) vs. f(B/ρ(0)) is
called Kohler’s plot. In real metals, this change in scattering rate can be brought
about by, for example, varying the impurity concentration at a fixed temperature
or varying the temperature provided that the electronic structure is temperature
independent such that density wave formation or other forms of phase transition do
not appear with temperature. Nonetheless, Kohler’s rule is derived in a semi-classical
Fig. 4.9: Kohler’s plot of elemental indium at
4 K. Different markers signify the data from
different samples with different purities. r0 in-
dicates the residual resistance ratio of different
samples. Adapted from Ref. [12].
r0B/T
∆
ρ
/ρ
(0
)
10−2
10−1
1
102 103 104
Fig. 4.10: Kohler’s plot of Hg1201 at a set of
temperatures between 120 K to 275 K. Adapted
from Ref. [84].
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framework and is violated in a number of scenaria such as the presence of more
than one species of charge carriers with different temperature dependence of their
mobilities, significant variation in the temperature dependence of the scattering rate
at different parts of the FS, a field dependent scattering time, etc.
Fig. 4.9 shows the Kohler’s plot for transverse MR in polycrystalline Indium[12].
Different markers signify different samples with varied purity, and all seem to follow
Kohler’s rule. A temperature controlled example of Kohler’s rule can be observed in
the pseudogap phase in the cuprate superconductor Hg1201. Fig. 4.10 illustrates
the agreement of Kohler’s law in transverse MR in Hg1201 for a set of temperatures
between 120 K to 275 K, which complies with the existence of a single temperature
dependent scattering rate in the pseudogap phase[84].
The Kohler’s plot for both PdCoO2 P2 and PtCoO2 P3 are plotted on same
scales in Fig. 4.11, with f(B/ρ(0)) = (B/ρ(0))2. Both materials seem to show a
strong violation of Kohler’s rule up to 150 K. For higher temperatures, the MR does
seem to collapse on the Kohler curve, albeit with a very slight difference at high
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Fig. 4.11: Kohler’s plot for both devices at a set of nine temperatures, plotted on three
different scales. Both materials seem to violate the Kohler’s rule below 150 K.
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Fig. 4.12: The mechanism for a finite MR in an illustrative FS (Left) and its l-curve
representation2(Right). Top In the presence of an external electric field, the electrons on
the FS drift in a direction opposite to the applied field while the mean free path remains
the same. All electrons in the purple shaded region take part in the transport. The
zero-field resistance is therefore dictated by an average mean free path around the FS.
Bottom In presence of external electric and magnetic fields (E⊥B), the electrons on the
FS experience a torque due to the magnetic Lorentz force and rotate by an average angle θ.
The electron (orange dot) with a mean free path l2 at zero field, moves to a new position
(purple dot) on the FS with a mean free path l1, when external E and B fields are applied.
The change in σxx for this representative electron in presence of external E and B field is
∝ (l2− l1cosθ).
fields.
A single conduction band crosses the Fermi level in these delafossites and therefore,
a single charge carrier type dictates the transport. Referring to Sec. 2.1.3.3, finite
MR in such a single band material can be realised through a varying effective mass
or relaxation time around the FS, or a combination of both. In order to include
the functional dependence of both, further discussions will be in terms of the mean
free path l = vFτ , where m∗e is contained in vF. Neither the existence of a finite
2l-curve is a contour in l-space where each point on the contour is derived by li = τkh̄
∂ε
∂ki
∣∣∣
kF
.
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MR in the first place, nor a violation of the Kohler’s law can be explained if a
Drude like, single scattering mean free path picture is employed; a variation in the
mean free path around the FS is necessary. For explanation purposes, a simple
model with two discrete scattering lengths around the FS is assumed here. For
the Kohler plots at different temperatures to collapse on each other the MR has
to be temperature independent such that ∆ρ/ρ(0) = f(B/ρ(0)) = const. If there
are two distinct characteristic length scales for scattering, l1 and l2, around the
FS, the absolute change in resistance in the presence of a field will be related to
the difference between them, i.e. ∆ρ∝ 1/(l1− l2), and the zero-field resistivity will
be dictated by their average value, i.e. ρ(0)∝ 1/(l1 + l2); a pictorial illustration is
given in Fig. 4.12. In the case that two length scales have the same temperature
dependence such that l1 ∝ l2 ∝ f(T ), (l1− l2)∝ (l1 + l2)∝ f(T ) and hence, the MR
= (∆ρ/ρ(0))∝ (l1 + l2)/(l1− l2), will be temperature independent and the Kohler’s
plot at different temperatures will collapse on top of each other. If the two length
scales have different temperature dependences, such that l1 ∝ f1(T ) and l2 ∝ f2(T ),
the MR (∆ρ/ρ(0)) will have a temperature dependence with a functional form
(f1(T )− f2(T ))/(f1(T ) + f2(T )), and the Kohler collapse will be violated in that
case. Furthermore, for the temperatures beneath 150 K the MR data fall below
the Kohler-collapsed data, which suggests that the separation of length scales that
existed at higher temperature is becoming smaller.
4.3.2 Hall effect
In a transverse electric and magnetic field, the charge carriers build up a voltage
transverse to the current flow to balance the magnetic Lorentz force. This transverse
voltage is the Hall voltage and the phenomenon is the Hall effect. In a Drude like
picture of a uniform scattering rate around the FS, the scattering rate cancels from
the expression of the Hall coefficient and results in a constant value, i.e. RH =−1/ne,
that solely depends on the number density (n) of the charge carriers. Elemental
potassium, in Fig. 4.13, shows a perfect example of such a Drude like Hall effect[85].
The Hall coefficient is 4.5×10−10 m3/C, which equates to the expected carrier density
Fig. 4.13: Plot of Hall voltage in potassium as
a function of applied magnetic field; an example
of a Drude like linear Hall effect. Adapted from
Ref. [85].
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Fig. 4.14: Left The Hall resistivity of both devices as a function of applied magnetic
field at a set of nine temperatures. Right Colour plot of dρxy/d(µ0H) =RH as a function
of temperature and field for both samples.
of 1.4×1028 m−3, with one conduction electron per potassium atom.
Plots of the Hall resistivity and Hall coefficient as a function of magnetic field,
for a range of temperatures, for both PdCoO2 P2 and PtCoO2 P3, are shown in
Fig. 4.14. At 2 K, RH is roughly constant throughout the field range with a value
2.7×10−10 m3/C, that is within a few percent of the high-field Drude value (−1/ne)
calculated with the carrier concentration obtained from dHvA measurements[27]. As
the temperature is increased, a clear distinction between the weak- and high-field
Hall coefficient develops. The weak-field Hall coefficient falls to ∼1/3 of the high-
field Drude value, at a characteristic field that is strongly temperature dependent,
i.e. increases with temperature. The high-field value remains almost temperature
independent until 150 K, and then drops with increasing temperature, which can be
attributed to the fact that at higher temperatures the high-field regime cannot be
reached in our field range.
Many materials show distinct weak and high-field Hall coefficients in the presence
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Fig. 4.15: Left Model delafossite FS with
rounded hexagonal cross-section. The black
dashed arrows signify the direction and magni-
tude of the mean free paths at the edges and
corners of the FS. Right The l-curve for the
FS shown.
of a varying scattering length around the FS. An elegant geometrical interpretation
of the weak-field Hall effect in 2D is explained by N.P. Ong, who shows that the weak-
field Hall coefficient is sensitive to the FS curvature and the mean free path around
the FS[86]. Following Ref. [86], the weak-field Hall conductivity can be expressed in
terms of the area Al under the ‘l-curve’, i.e. lx-ly curve, as σxy = (2e3B/h2)Al. The
low-field Hall resistivity is given by ρxy ∼ σxy/σ2xx. In the case that the scattering
is governed by a single characteristic scattering length, Al ∼ l2, and hence, at low
fields, σxy ∼ l2. Recalling that in such a case σxx ∼ l, the weak-field Hall resistivity,
ρxy ∼ σxy/σ2xx, will be insensitive to the scattering length. For a closed FS, invoking
the simplified scenario of two distinct mean free paths around the FS, if the mean free
path at the high curvature regions (l1) of the FS is smaller than the low curvature
parts (l2), the weak-field Hall coefficient will be suppressed from the high-field number
by a factor ∝ (l1/l2)2. It can be easily understood following Fig. 4.15, where a model
delafossite FS, i.e. a hexagonal FS with rounded corners, and its corresponding
l-curve is shown. There are two distinct mean free paths around the FS, l1 at the
rounded corners and l2 at the edges. According to Ref. [86], the ratio of the weak
and high-field Hall coefficients is given by
r = ΓAl
πl2av
, (4.5)
where Γ = 4πAFS/S2, AFS and S being the area and circumference of the FS
respectively, and lav is the average mean free path around the FS given by
lav =
1
S
∮
FS
dsl(s) , (4.6)
where l(s) is the mean free path at a point s on the FS. From the l-curve it is obvious
that the circle of radius l1 contributes most to the area of the l-curve, implying
Al ∼ l21. Whereas, lav is calculated by taking an average of the mean free path around
the FS and because the mean free path on most of the circumference of the FS is
l2, lav ∼ l2. From Eq. 4.5, the ratio of the weak- and high-field Hall coefficients r is
therefore proportional to (l1/l2)2.
A simple calculation for the model FS was done by Thomas Scaffidi of UC Berkeley
to estimate the ratio l1/l2 that is required to produce a drop in the weak-field Hall
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Fig. 4.16: Plot of r as a function of δ for mul-
tiple values of η, as calculated from the model
FS with rounded hexagonal cross-section (in-
set). The black dashed line refers to the value
of r = 0.3, that is observed experimentally.
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coefficient by as much as a factor of 1/3, as we observe experimentally. Considering a
rounded hexagon with side c and radius of curvature R, as in Fig. 4.16, the perimeter
and area of such a FS is
S = 6
(
c− 2R√
3
+ Rπ3
)
,
A= 3
√
3c2
2 +R
2
(
π− 6√
3
)
. (4.7)
To account for a slope change in the Hall resistivity, a scenario of varying mean free
path around the FS is employed, such that
l(k) = l0,on the flat edges and
l(k) = δl0,on the rounded corners . (4.8)
This leads to
lav =
l0
(
c− 2R√3
)
+ δl0
(
Rπ
3
)
c− 2R√3 +
Rπ
3
,and
Al = π(δl0)2 . (4.9)
Combining all the equations above, the ratio between the weak and high-field Hall
coefficients turns out to be
r = Γδ2
1− 2η√3 + ηπ3 δ
1− 2η√3 +
ηπ
3
−2 , (4.10)
where η = R/c. r is plotted as a function of δ for different values of η in Fig. 4.16.
It shows that for the ratio between the weak and high-field Hall coefficient to be
1/3, the mean free path at the corners must be ∼half of that on the edges, for any
realistic value of η.
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4.3.3 Discussion
It is apparent from both the MR and Hall data that more than one characteristic scat-
tering length scale is present in the delafossites. The fact that the existence of more
than one characteristic scattering length scale dictates both the MR and Hall effect,
implies that there ought to be a consistency in the features between the two. To inves-
tigate this in more detail, we define two parameters, α(T ) = limB→0RH(T )/RH(2K)
and β(T ) = limB/ρ(0)→0RK(2K)/RK(T ), where RK = (∆ρ/ρ(0))/(B/ρ(0))2, is the
Kohler’s slope. Both α(T ) and β(T ), plotted together as a function of temperature in
Fig. 4.17, seem to follow the same trend, which suggests that both the weak-field MR
and Hall effect are controlled by the same temperature dependent function or scale.
Moreover, the violation of Kohler’s law implies that this temperature dependent
scale, that dictates α and β, is significantly different than the one that controls the
zero-field resistivity. As argued in Sec. 4.3.1, the MR falls below its collapsed value
for temperatures below 150 K, meaning that the difference in length scales that
prevailed at higher temperatures is becoming smaller. In our rounded hexagon model
with mean free paths δl0 at the rounded corners and l0 at the flat edges with δ < 1,
this suggests that δ is becoming larger. From Fig. 4.16 it can be easily anticipated
that the weak-field Hall coefficient must rise with falling temperature, and this is
indeed what we see.
Although the description above is coherent with the phenomenologies of the
transport, some microscopic justification is crucial for a quantitative understanding.
The kz-averaged vF is plotted for both PdCoO2 and PtCoO2 in Fig. 4.18. The
change in the Fermi velocity between the face and rounded corner of the FS is ∼10%,
far smaller than is needed to yield a mean free path change of 1/2 around the FS,
within an isotropic τ framework. Furthermore, the sign of variation of the vF is
opposite in the two materials, although they exhibit the same qualitative behaviour
for both the weak-field MR and Hall coefficient, which are sensitive to FS details.
At low temperatures, the resistive mean free path is extremely long, spanning up to
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Fig. 4.17: Plots of the factors α and β, as de-
fined in the text, as a function of temperature
for PdCoO2 P2 and PtCoO2 P3. The plot of β
for PdCoO2 is included for completeness, but
has a larger relative error as the resistivity at
low temperatures is extremely low.
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Fig. 4.18: The z-averaged Fermi velocity vF
for both PdCoO2 and PtCoO2, obtained from
electronic structure calculations optimised to
match the experimentally determined band
parameters, projected into a two-dimensional
Brillouin zone. In both cases the variation in
vF is at most ±5% of its mean value, with the
maximum along Γ–M in PdCoO2 and Γ–K in
PtCoO2. Γ–M Γ–K
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∼105 lattice spacings. Consequently, the momentum relaxation is exceptionally slow,
which hints towards an alternative non-ohmic transport regime that is probable in
the temperature regime below 150 K. As yet, the search for hydrodynamic transport
is limited only to mesoscopic samples where it is realised through the viscous effects
in boundary scattering[28]. Boundary scattering being mostly irrelevant to the bulk
samples, any possibility of a viscous contribution to the bulk resistivity is ignored.
However, provided the presence of long-wavelength disorders, i.e. when the impurity
potential varies on a length scale that is larger than the Fermi wavelength of the
quasiparticles, the electron flow could be thought as a fluid flow through a porous
medium[87]. In a similar way to the mesoscopic regime where the flow restriction is
caused by the boundaries, here, the disorder potential might work as flow restrictions
to the viscous flow through an infinitely wide pipe.
Moreover, hydrodynamic effects intrinsic to the non-circularity of the FS must
be considered. A circular FS preserves Galilean invariance but non-circular systems,
such as the delafossites with a hexagonal FS, break Galilean invariance. In a Galilean
invariant fluid, like that is discussed in classical hydrodynamics, the charge current
is proportional to the momentum density and therefore, the conservation of charge
and momentum can be treated under the same conservation law. In such a fluid, the
diffusive mode of the transport that gives rise to viscosity is associated with energy
fluctuations[88]. When the Galilean invariance is broken in a hydrodynamic fluid,
the energy current is proportional to the momentum density and the diffusive mode
of transport can be associated with charge fluctuation rather than energy fluctuation.
The translational symmetry of the charge transport is weakly broken by charge
fluctuations, and a conductivity term can be assigned to the incoherent transport
that results due to spatial inhomogeneity of the electron charge. In the presence
of an external magnetic field, the current density in such a fluid can be written as
j = nv+σQ(E+v×B), where σQ is the incoherent conductivity which vanishes in a
system with Galilean invariance. The effect of this incoherent conductivity σQ on
magnetotransport in discussed in Refs. [1, 88–90]. Because the delafossites have an
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incredibly high conductivity, the existence of spatially distributed charge patches
that persist on the time scale of the transport, is rather improbable and might be
too small to be observed in transport.
4.4 Conclusions
In this chapter, the bulk magnetotrasport in two delafossite metals PdCoO2 and
PtCoO2 is discussed. The two compounds show similar features in both MR and
Hall effect. The existence of a finite MR, violation of Kohler’s rule and a difference
in the high- and low-field Hall coefficients indicate the existence of more than one
characteristic length scale for scattering. The violation of Kohler’s rule further
suggests that each length scale has a distinct temperature dependence. The scale
of the MR data drops with decreasing temperature implying that the difference
between the length scales that existed above 150 K, becomes smaller with decreasing
temperature. Above 2 K, as the temperature is increased the low-field Hall coefficient
falls below the high-field value by a factor of ∼1/3 at a characteristic field that is
strongly temperature dependent. This also favours the multiple scattering length
argument because in the case of a single scattering length, the low- and high-field Hall
coefficients will be indistinct. Further, the parameters α(T ) = limB→0RH(T )/RH(2K)
and β(T ) = limB/ρ(0)→0RK(2K)/RK(T ), where RK = (∆ρ/ρ(0))/(B/ρ(0))2, have a
very similar functional dependence on temperature implying that both the MR and
Hall effect are controlled by the same temperature dependent scale.
A standard Boltzmann analysis with two distinct length scales at the corners
and edges of the hexagonal delafossite FS can in principle account for the physics
observed here, but demands the ratio between the two length scales to be ∼2, which
is implausible in these materials within the standard relaxation time approximation.
A hydrodynamic scenario, with two distinct scattering lengths for momentum con-
serving and momentum relaxing collisions, can be speculated to impact the bulk
transport. The hydrodynamic effects might be due to the broken Galilean invariance
in the delafossites, which introduces an incoherent conductance that affects the
magnetotransport. The contribution due to this incoherent conductance has not
been calculated for these compounds and may be small, but it should be examined.
This motivates further theoretical work to investigate the transport mechanism in
the bulk regime.

Chapter5
Size-restriction
Experiments on PdCoO2
and PtCoO2
As outlined in Ch. 2, it is not surprising that the scattering events in solids are
not exclusively momentum relaxing. Electrons normally scatter off other electrons,
phonons (in the special circumstance of phonon drag), etc., without relaxing momen-
tum. These momentum conserving events are not significant in terms of transport
measurements which are sensitive to the momentum relaxing events, but if the rate
of the momentum conserving processes is faster than the bulk scattering events, the
effects of momentum conservation can be realised in mesoscopic transport.
In this chapter, I will start with a general overview of the experiments that
have been performed to investigate hydrodynamic flow of electrons, mainly in 2D
semiconductors, and why it is difficult to achieve the hydrodynamic regime in metals.
Then I will move on to the attributes of the non-magnetic delafossites PdCoO2 and
PtCoO2 which make them ideal metals to try and explore hydrodynamic transport
in. I will discuss our size-restriction experiments on PdCoO2 at zero field where we
observed hydrodynamic like signatures in the resistivity[28]. Once the hydrodynamic
signatures in zero-field resistivity are discussed, I will present my magnetotransport
measurements on size-restricted channels of PdCoO2 and PtCoO2, at a range of
temperatures from 2 to 300 K. With the data measured at and beyond the mesoscopic
regime, I will try to describe the role the field induced length scale, the cyclotron
radius, plays to explore different transport regimes, and discuss possible ballistic and
hydrodynamic signatures in the size-restricted MR and Hall effect. Our results show
that the effects of size-restriction are manifested differently in the MR and the Hall
effect, as they are sensitve to different geometric attributes of the devices.
5.1 History of the search for hydrodynamics in
electron fluids
The background to any discussion of a hydrodynamic regime in electron transport
traces back to more than a century. It was Knudsen’s paper on gas flow through
a capillary, that pointed out the possibility of a hydrodynamic particle flow[91].
In the paper published in 1909, Knudsen explains how by changing the density of
gas molecules, the balance between inter-particle and boundary scattering can be
controlled and transport regimes beyond the predictions of simple kinetic theory can
be realised. The inter-particle scattering was considered to be momentum conserving
in nature and boundary scattering was the only source of momentum relaxation.
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His basic reasoning can be transferred to solids in which the flowing particles are
electrons.
In an electron fluid, for a regime where the channel width is much larger than
all other fundamental scattering length scales, i.e. bulk mean free path lMR and e-e
inter-particle scattering length lee, the inter-particle scattering does not affect the
resistivity. In the mesoscopic regime where W ∼ lMR, the inter-particle scattering
events affect the rate of boundary scattering and therefore the resistivity. In this
mesoscopic regime, when lee >W the Knudsen effect is observed where the resistivity
escalates with increasing rate of e-e scattering. For the opposite case when lee <W ,
the resistivity decreases with an increasing rate of e-e scattering, known as the Gurzhi
effect[4]. Before further discussions it must be noted that in this simple description
of different transport regimes, inter-electron scattering is considered to be the only
source of momentum conservation.
In electron flow in a real solid, realising these distinct regimes is complicated
due to the presence of bulk scattering processes from impurities, phonons, etc. The
inter-particle scattering rate in a gas can be controlled by changing the density. In a
solid, gating can sometimes be used to control the carrier density but it is not always
possible and not for high carrier density metals, which are the subject of my thesis.
Alternatively, the e-e scattering rate can be increased by changing the temperature
of the electrons. This introduces additional complications, as due to finite e-lattice
coupling the increased electron temperature can heat up the lattice and escalate
the e-ph normal and umklapp processes. Taking into account the abovementioned
difficulties, an optimal system for observing the Knudsen and Gurzhi regimes would
be one where the electron system can be treated separately from the lattice, meaning
a system with comparably weak e-lattice coupling. Metals are far from being ideal
as in most metals the e-ph interaction is substantial in transport throughout the
typical temperature range.
A successful demonstration of the different transport regimes was carried out in
the 2DEG formed in (Al, Ga)As heterostructures, by de Jong and Molenkamp[4].
These devices prove to be very convenient for studying hydrodynamic transport
because of their few basic characteristics:
i. The impurity concentration is extremely low and therefore, channels with
W 6 lMR are easily achievable.
ii. The nearly circular, closed FS and low electron density make e-e umklapp
processes highly improbable, and e-ph scattering processes are weak due to
weak coupling between electrons and acoustic phonons.
Hence, the momentum relaxation is extremely slow in these 2DEGs. Moreover,
another advantage of a weak e-ph coupling is that, the temperature of the electron
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Fig. 5.1: Plots of the differential resistance
dV/dIdc as a function of electron heating cur-
rent Idc, at a set of lattice temperatures from
T= 1.5 K to 24.7 K, from bottom to top. The
inset shows (a) the magnified T = 1.5 K data
around Idc = 0 to illustrate the Knudsen flow
signature in transport and (b) the theoreti-
cally derived dV/dIdc for the Knudsen regime.
Adapted from Ref. [4]
system can be varied independent of that of the lattice and the e-e mean free path
can be controlled explicitly.
The measurement devices were prepared by electron beam lithography and point
contacts were defined to measure the transport. A dc current Idc was used to control
the electron temperature and tune lee, and a small ac current, typically an order
of magnitude smaller than the dc heating current, was used for a phase sensitive
measurement. The differential voltage dV/dIdc at the point contacts was measured
as a function of the dc current Idc, for a range of lattice temperatures. The results are
shown in Fig. 5.1. For the lowest lattice temperature both the Knudsen and Gurzhi
regimes are clearly seen, but as the lattice temperature is raised the hydrodynamic
signatures disappear. Referring to the lowest lattice temperature data, T = 1.5 K,
three distinct signatures are seen[4]:
i. At small Idc, dV/dIdc increases because of Knudsen flow.
ii. Following the increase, at higher dc currents dV/dIdc starts decreasing due to
the Gurzhi effect.
iii. When Idc is raised even further, a quasiparabolic increase in dV/dIdc is seen
due to Joule heating.
As the lattice temperature is raised, the electron temperature Te increases leading
to a smaller lee at Idc = 0, and this is why the Knudsen regime, for which lee >W ,
disappears at higher temperatures. Further, with rising lattice temperature the
bulk mean free path decreases due to increased e-ph scattering; the Gurzhi regime
becomes narrower and eventually all hydrodynamic signatures vanish above a lattice
temperature where lMR < lee.
5.1.1 Search for hydrodynamics in metals
e-ph coupling in most known metals is strong enough to play a substantial role in
the transport and hence, selective heating of the electrons by a dc current as in the
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case of a 2DEG is unfeasible. At low temperatures, where the phonon population is
negligible, the presence of impurities typically overwhelms the e-e scattering events.
Besides, the e-e scattering rate drops at a rate ∝ T 2, making it difficult to observe in
the transport at low temperatures. In addition to the aforementioned complications,
the intrinsic complexity of the FS of many metals can also make it difficult to analyse
the data measured in mesoscopic channels. Seemingly, the benchmark metal should
be one with a relatively simple FS and minimal impurity concentration such that
the e-e normal scattering events dominate the transport at low temperatures.
Plenty of experiments on thin wires and films of metals, such as aluminium,
platinum, indium, potassium and cadmium, were performed in 1980s and 1990s
where anomalous dρ/dT was observed[92–94]. Although theoretical predictions
describing the size effects due to specular scattering from the boundaries were
abundant at that time, they were not able to correctly interpret all the features in
low temperature transport in these thin wires. The metal most resembling the free
electron model with the simplest spherical FS is potassium. Mesoscopic transport in
highly pure potassium wires of diameter d, where d < e-i scattering mean free path li,
were studied by Z. Z. Yu and co-workers, who showed that dρ/dT is negative below
1.3 K, where the e-ph scattering is negligible[95]. However, their claim of observing
the Gurzhi effect was highly disputed since lee >W at these temperatures[96]. In
a number of later publications by the same group the claim of the Gurzhi effect is
disclaimed and was attributed to the Kondo effect caused by lattice imperfections. A
positive dρ/dT was observed in wider potassium wires by Zhao and co-workers and
was attributed to a Knudsen like behaviour by Movshovitz and co-workers[97, 98].
The size effects in resistivity resulting in the Knudsen flow are argued to be due
to non-resistive collisions, i.e. normal e-e, and e-ph collisions due to finite phonon
drag that conserves electron momentum. A similar observation of positive dρ/dT
in potassium films by Qian and co-workers was also interpreted as a signature of a
Knudsen flow[99].
As the signatures of hydrodynamic transport are predicted to be realised only
in the mesoscopic regime with widths smaller than the bulk mean free path, the
availability of ultra-pure single crystals with long mean free paths is crucial and
might have been the limiting factor in further studies on hydrodynamic transport
in metals. Moreover, unlike in semiconductors, the viscosity in a metal cannot be
easily controlled by simple gating or current heating techniques. Perhaps also, the
lack of further theoretical developments on the hydrodynamics signatures in the
magneto or thermal transport has contributed to the lack of experiments on electron
hydrodynamics in metals in last decades.
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5.2 Why are non-magnetic delafossites promising
for the study of hydrodynamic electron trans-
port?
Momentum conserving collisions are omnipresent in all metals but are most often
obscured in transport due to much faster momentum relaxing collisions. Therefore, in
the quest for a benchmark material the fundamental objective was to find materials
with a regime where momentum conservation is faster than the bulk scattering rate.
Most of the arguments presented in this section have been discussed before, but I
would still like to emphasize them here for completeness. The key arguments why
PdCoO2 and PtCoO2 were thought to be potential hosts of hydrodynamic electrons
are the following[27]:
i. One single band crosses the Fermi level, and the FS is a simple cylinder with a
rounded hexagonal cross-section.
ii. PdCoO2 has the lowest resistivity at low temperatures among all known oxides,
7.5 nΩ cm in the highest quality single crystals; PtCoO2 has the lowest room
temperature resistivity 1.8 µΩ cm among all known oxides, even lower than
elemental palladium or platinum.
iii. The e-e umklapp scattering rate is negligible due to a very high TF.
iv. No signature of a normal e-ph T 5 dependence is seen in the resistivity.
v. At low temperatures the resistivity follows an exponentially activated form
e−ΘU/T , with ΘU = 165 K, implying that the e-ph umklapp is suppressed
by a characteristic temperature of 165 K, consistent with estimates of the
characteristic umklapp temperature from the FS topography and known sound
velocity.
A simple FS makes it easier to analyse and understand the bulk transport and in
turn the mesoscopic transport. Ultra-low resistivity at low temperatures translates
to a mean free path of the order of tens of microns implying an incredibly low
defect density. An absence of all kinds of e-ph collisions at low temperatures can
be associated with a signature of phonon drag in the resistivity, which can be a
source of momentum conservation. Low defect density along with an absence of
other scattering mechanisms yield an extremely slow momentum relaxation rate at
low temperatures, meaning that the electron fluid momentum can be long-lived such
that it is quasi-conserved.
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5.3 Size-restriction experiments at zero magnetic
field
I have already discussed in Sec. 2.2.3.2 that although none of the momentum
conserving events directly contribute to the bulk resistivity, they are deceptively
present in the measured resistivity in the mesoscopic limit, where boundary scattering
is significant. I have also discussed what the Boltzmann kinetic calculations predict for
the zero-field resistivity in the mesoscopic limit for a pure ballistic or hydrodynamic
case (see Fig. 2.19). The first step towards identifying hydrodynamic transport was
the size-restriction measurements in zero applied field, to see if the nature of boundary
scattering is altered by the presence of considerable momentum conservation. To
start with, PdCoO2 was the obvious choice given its long mean free path, as long as
20 µm in the best quality single crystals, which makes it easier to micro-structure
devices with widths of the order of or smaller than lMR.
In the beginning of my PhD, I helped setting up the first set of measurements
on the device PdCoO2 P1[28]. However, for all the data presented in the paper, the
devices were fabricated and the measurements were performed by Philip Moll, then
of ETH Zurich. As these devices are sculpted by high energy ion beams, it is always
a concern if any substantial damage is induced by the process of device preparation.
To investigate this, a 6 µm wide meander shaped channel, as shown in Fig. 5.2, was
prepared from an as-grown crystal of PdCoO2 and was used for SdH measurements
at 1.9 K. The results are presented in Fig. 5.2. The oscillation frequencies are
the same as those measured by dHvA experiments on the as-grown crystals. The
consistency between the quantum oscillation experiments on micro-structured and
as-grown crystals confirms that the high sample purity is retained in the process of
micro-structuring.
For the main size-restriction experiments, a 60 µm wide bulk device was prepared
and thinned down to 700 nm in eight successive steps. A plot of zero-field resistivity
Fig. 5.2: Shubnikov-de Haas (SdH) oscillations
in a micro-structure of PdCoO2. A A micro-
strcuture of PdCoO2 in the shape of a meander
of width 6 µm. B SdH oscillations in the mea-
sured resistivity from the meander structure
shown. C SdH oscillation frequencies extracted
from the resistivity data in B. Adapted from
Ref. [28]
100µm Ag epoxy
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Fig. 5.3: Plot of zero-field resistivity of the
thin channels normalised to that of the widest
channel as a function of lMR/W for PdCoO2 P1
at 2 K. The dotted and dashed curves represent
the results from Botzmann theory without and
with consdering momentum conservation, re-
spectively and the blue dots are the measured
data. Reproduced from Ref. [28]
of the thin channels normalised to that of the widest channel as a function of lMR/W ,
at 2 K, is shown in Fig. 5.3. The blue dots represent the measured data, and the
dashed and dotted lines are plots from Boltzmann calculations with and without
including a finite momentum conservation, respectively. The calculations behind
the plots presented here are thoroughly discussed in Sec. 2.2.3.2, where momentum
conservation is included in the Boltzmann transport theory, and the strength of
the hydrodynamic regime is fixed by the ratio of the momentum conserving to
momentum relaxing mean free path (lMC/lMR). The measured data are seen to have
an excellent agreement with the hydrodynamic theory with lMC/lMR = 0.1 (dashed
line), which is in between the limits of very strong (lMC/lMR = 0.005) and negligible
(lMC/lMR = 1000) viscous fluids. If a real solid with a finite bulk scattering hosts a
viscous electron fluid, we will expect the viscosity to be within these two extreme
limits. Deviation from the theory is much more prominent for large values of lMR/W ,
which is due to the increasing uncertainty in measuring the dimensions at small
widths; large error bars signify the uncertainty in measured dimensions at small
widths. However, this is altogether a pretty good agreement to the theory whose
only parameter is the ratio lMC/lMR.
5.3.1 Estimation of viscosity from the Navier-Stokes approach
In the hydrodynamic limit, the Navier-Stokes equation for a viscous fluid can be
employed to calculate the viscosity of the electron fluid. Referring to Eq. 2.53, the
resistance to the electron flow in the hydrodynamic limit should vary as 1/W 3,
corresponding to a 1/W 2 dependence in the resistivity. Our measured data and the
solid curve plotted from the Boltzmann theory with lMC/lMR = 0.1, can both be
seen to follow an approximate 1/W 2 functional form for lMC W , which further
suggests a viscous behaviour. In the full hydrodynamic limit, for lMC/lMR 1, the
normalised resistivity for the thin channels, i.e. the y-axis of the plot in Fig. 5.3, can
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be expressed as a function of lMR/W as
ρ/ρbulk ≈ 1 + b
(
lMR
W
)2
, (5.1)
where b is a coefficient strongly dependent on the ratio lMC/lMR. The results from
numerical Boltzmann calculation become unstable beyond lMC/lMR . 0.005 and
hence, we set it as the lower limit of the ratio lMC/lMR. Eq. 5.1 can therefore be
considered valid for the range 0.005 6 lMC/lMR 6 0.1, and a crude estimate from
the slopes of the solid and dashed lines in Fig. 2.19 calculates the range of b to be
O(10−3–10−2). Comparing Eq. 2.53 and Eq. 5.1, we derive a functional form of b
given as
b= 12η
ρbulkn2e2l2MR
. (5.2)
Before estimating for the viscosity, one must identify the true viscous contribution
to the resistivity. Two limits can be defined on the viscous contribution to the mea-
sured data: one is to simply assign the extra resistivity from the boundary scattering
to the viscous contribution, another is to separate the boundary scattering in the
absence of any momentum conservation from the extra resistivity and assign the dif-
ference to the viscous effect. For the analysis, the data point for the thinnest channel,
i.e. lMR/W = 20, is chosen. For the first scenario we calculate
(
ρ/ρbulk−1
)
visc
= 14,
and for the second case, subtracting the dotted line from the dashed one, we deduce(
ρ/ρbulk−1
)
visc
= 6. Plugging in the known and experimentally obtained values
of ρbulk = 8 nΩ cm, n= 4.9×1028 m−3, e= 1.602×10−19 C and lMR = 20 µm, for
PdCoO2 P1, for two extreme limits mentioned above we obtain the dynamic viscosity
to lie in the range 3× 10−4 < η < 6× 10−3 kg/ms. Converting to the kinematic
viscosity, it lies in a range 0.01 m2/s < ν < 0.3 m2/s. In terms of the fundamental
parameters of a Fermi liquid, the dynamic viscosity can be written as ν = αvFlMC ,
with α≈ 0.2. Using the known values of vF = 7.5×105 m/s and lMC = 2 µm (from our
assumption that lMC/lMR = 0.1), the kinematic viscosity turns out to be 0.3 m2/s,
which is within the range we obtained before. This cross-check ensures that the
method of extracting viscosity from the size dependent resistivity is consistent. To
have an idea of how viscous PdCoO2 is, we compare both the kinematic and dynamic
viscosities with those of known classical fluids. It turns out that the kinematic
viscosity η falls close to that of water (1×103 kg/ms), and the dynamic viscosity is
close to that of honey (0.01 m2/s).
5.4 Results and Discussion
Motivated by the work on PdCoO2, it was an obvious step to search for hydrody-
namics in the sister material PtCoO2, as they share very similar physical properties.
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Preliminary work on PdCoO2 also revealed direct signatures of boundary scattering
in the MR which encouraged us to peruse the magnetotransport study further in
order to understand the nature of the boundary scattering. Most of all, theoretical
predictions about observing the odd component of viscosity in the Hall effect moti-
vated us to measure the magnetotransport. Three devices of PtCoO2 and one device
of PdCoO2 were prepared for size-restricted magnetotransport measurements. For
ultra-low noise measurements at low temperatures, two PtCoO2 devices PtCoO2 P7
and PtCoO2 P9 were measured in the ADR using low temperature transformers.
To obtain results at higher temperatures, devices PdCoO2 P2 and PtCoO2 P3 were
measured in the PPMS. Before going into the results of the magnetotransport
measurements, I will discuss the zero-field measurements which contain important
information for analysing the magnetotransport data.
5.4.1 Measurements at zero magnetic field
One key concern about such a successive thinning study is the consistency between
different thinning steps. One way to check for the consistency is to monitor the room
temperature resistivity between thin channels. In the mesoscopic channels, at low
temperatures where the characteristic transport length scales become comparable to
the width of the channel, we expect to see a change in the resistivity due to prevalent
boundary scattering. At room temperature the transport length scales are ∼2 orders
of magnitude shorter than at low temperatures. Besides, unlike at low temperatures
where the impurities are the major source of scattering, at room temperature all
kinds of bulk scattering events are relevant. For these reasons, at room temperature
no significant change in the resistivity due to thinning is expected. However, the
resistivity at room temperature is seen to vary at most by 5–15% in all the devices
we measured.
Plots demonstrating the variation in the room temperature resistivity as a function
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Fig. 5.4: Plots of room temperature resistivity
normalised to that of the bulk channel for one
PdCoO2 and two PtCoO2 devices as a function
of lMR/W . The error bars represent the error
in measuring the dimensions as described in the
main text.
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Fig. 5.5: SEM image of a measurement chan-
nel. Side view and top view show the slightly
rounded sidewalls and corresponding width and
hight measurements in the SEM. From the top
view, Wtop and Wbottom are measured which
calculate to an effective width of 6.9 µm.
Side view
Top view
Wbottom = 7.24 µm Wtop = 6.14 µm
of the channel width, for three devices of PdCoO2 and PtCoO2, are shown in Fig. 5.4.
The variation is non-monotonic, refuting a probability of any intrinsic physics that
is behind this variation. We attribute this as due to a systematic error that is
introduced by the process of making these devices. Firstly, the milling process
produces slightly slanted sidewalls at the top due to the Gaussian beam profile and
the bottom edge is straight within the resolution of the SEM. Fig. 5.5 shows SEM
measurements of such a channel. We allocate this rounding to one third of the
thickness at the top and calculate the effective width as W = (Wtop + 2Wbottom)/3
to incorporate the rounding[28]. This introduces an error in determining the true
width of the channel, which becomes more significant as the width becomes smaller.
Secondly, although the dimensions are measured with a certain level of precision,
there can be a significant error associated with a non-uniform cross-section since
only the exposed sidewalls are measured. Besides, each time a channel is thinned,
the previous thinning step becomes inaccessible and a part of the sample is removed
in the process. If there is any inhomogeneity in the sample, for instance due to
the presence of localised impurities, microscopic cracks, domains, etc., the overall
resistivity of the thin channel will change significantly once that part of the sample
is removed.
From the discussion above it is therefore sensible to normalise the data from each
thin channel to that of the bulk at room temperature. Fig. 5.6 shows plots of the
zero-field resistivity at 2 K for each thinning step as a function of lMR/W . The error
in lMR/W is calculated considering the errors from the width determination in the
SEM and in calculating lMR from the bulk resistivity. The error in the width takes
into account the inaccuracy in determining the shape and rounding of the sidewalls,
and a 20 nm damage layer on both sides of the channel where ion implantation
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occurs. lMR is calculated from the two-dimensional sheet resistance as hd/e2ρbulkkF
(see Fig. 4.5). This formula is derived for a circular FS, so we include an error of
∼2% to take into account the differences due to the rounded hexagonal FS[28] . The
error in kF is taken from the accuracy in determining the FS area from quantum
oscillation measurements, which is ∼1%. The errors in ρ and ρbulk include the error
in determining the width as above, and the variation in the thickness of the sample
along the measurement channel measured in the SEM.
Data from a total of two new devices, one of PdCoO2 and one of PtCoO2, are
shown along with the previously measured data on PdCoO2 P1[28]. Data from the
new devices are seen to be consistent with each other. However, at low widths ρ/ρbulk
measured in the new devices fall below that measured in PdCoO2 P1 previously
which agree with the hydrodynamic prediction with lMC/lMR = 0.1. The ratio of
lMC/lMR may well be smaller than 0.1, but another interpretation for this difference
may be due to the orientation of the measurement channel with respect to the FS.
The new devices for the size-restriction measurements were sculpted such that the
measurement channel was perpendicular to the straight edge of the hexagonal FS. In
this orientation, the transport in these devices is dominated by the electrons with
vF parallel to the length of the channel. The theory, however, assumes a circular
FS, something the work of M. Bachmann and the discussion presented in Ch. 4 has
showed to be inadequate for a perfect description of delafossite transport.
5.4.2 Upturn in low temperature resistivity in PtCoO2
A prominent upturn in the resistivity at low temperatures was observed in PtCoO2
devices as already discussed in Sec. 4.3. To investigate this upturn with reduced chan-
nel width, temperature ramps from 2 K to 25 K in all thinning steps of PtCoO2 P9
were performed in the ADR, and low noise data were acquired using low temperature
transformers. The results are shown in Fig. 5.7. Plots for different widths are
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Fig. 5.7: Dependence of low temperature resis-
tivity on channel width in PtCoO2 P9. Resis-
tivity as a function of temperature for a set of
ten channel widths are plotted.
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normalised at 25 K to clearly depict the relative change in the scale of upturn as the
channel width is reduced. The upturn becomes shallower with decreasing width. I
include these data for completeness, without further interpretation, in the hope that
they aid any eventual understanding of this puzzling phenomenon.
5.4.3 Measurements in an external magnetic field
As we have discussed in Sec. 2.2.3.2, in the mesoscopic regime the shortest length
scale in the system dictates the transport. The magnetic field provides a length
scale rc = h̄kF/eB, that can be tuned continuously to investigate different transport
regimes. Depending on where rc lies in comparison to the other fundamental
scattering length scales, lMC , lMR and W , the magnetotransport is dictated by the
transport characteristics of that regime.
In all the devices prepared for the magnetotransport study, the measurement
channel was aligned such that the current is injected perpendicular to the straight
edge of the hexagonal FS. As we were interested in the relative change in MR and
Hall resistivity in the thin channels when compared to the bulk one, the measurement
parameters, such as the sample temperature, magnetic field ramp rate, measurement
current, amplifier gain, measurement electrons, etc., were controlled to be consistent
throughout the thinning study. Throughout the magnetic field ramps a variation ∆T
in the temperature among different thinning steps will induce a relative change ∆ρxx
in the measured resistance between the thin and bulk channels. Specially, at higher
temperatures the ρxx vs. T curve has a high slope implying that, a variation in
temperature during a field ramp could generate a big enough ∆ρxx that is comparable
to the relative change in the resistivity between the thin and bulk channel. The
temperature of the devices was controlled with a PID feedback loop, and we verified
that the temperature stability throughout the size-restriction study was such that
∆ρxx(∆T ) ∆ρxx(∆W ). For example, a temperature stability of '12 mK was
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achieved at 300 K over a ±9 T field range.
5.4.3.1 Magnetoresistance
The measured MR for PdCoO2 P2 over six thinning steps is presented in Fig. 5.9,
showing the same nine temperatures at each width as presented for the bulk channel
in Sec. 4.3.1. Fig. 5.8 shows an SEM image of the 6.9 µm wide channel of PdCoO2 P2,
which is thinned down from the bulk channel shown in Fig. 4.4. For PtCoO2 P7,
the MR is measured only at 2 K for a set of ten thinning steps and is presented in
Appendix A.1.
Starting from a wide channel, as the channel is made thinner distinct features
become apparent in the measured MR. Figs. 5.9 and 5.10 illustrate the evolution
of MR from two complementary perspectives. Fig. 5.9 shows the MR plots at a
constant width, at a set of different temperatures. What is essentially portrayed is,
how the MR develops in a channel with fixed width as the fundamental scattering
lengths (lMR and lMC) are tuned with varying temperature. On the other hand,
Fig. 5.10 shows the MR at fixed temperatures for different widths, depicting the
effect on MR as the channel is narrowed, keeping the inherent scattering length scales
in the system the same.
According to the theoretical predictions made in Sec. 2.2.3.4, by studying the
magnetotransport in the mesoscopic regime, we should be able to distinguish be-
tween hydrodynamic and ballistic transport. At low temperatures, a peak in the
measured MR is observed which is expected for ballistic transport. Although the
true mesoscopic regime is defined as W 6 lMR, I will loosely ascribe the mesoscopic
regime to all widths where a peak is observed, which we will later find is a signature
of the ballistic transport in the mesoscopic regime. In the true bulk limit where
W/lMR→∞, no changes in the resistivity due to boundary scattering are expected.
The widths between the mesoscopic regime and the true bulk regime, where an
effect of the boundaries can still be observed in the transport, I will define as the
intermediate regime. Beyond the theoretical predictions in the mesoscopic limit, it is
I−
I+
VL
VH
200 µm
PdCoO2
Fig. 5.8: A 6.9 µm wide channel of
PdCoO2 P2, which has been thinned down
from the bulk channel shown in Fig. 4.4. The
dashed white box outlines the original bulk
channel.
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Fig. 5.9: Plots of MR as a function of W/rc at six different widths for PdCoO2 P2. Each
panel presents data from a fixed channel width at a set of nine different temperatures,
from 2 K to 300 K.
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Fig. 5.10: Plots of MR as a function of lMR/rc at eight different temperatures for
PdCoO2 P2. Each panel presents data from a fixed temperature at a set of seven different
channel widths, from 4.7 µm to 99.9 µm.
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still interesting to study the boundary induced changes in MR at the intermediate
widths. Therefore, I will discuss the MR data in two separate parts, starting with
the mesoscopic widths and then moving on to the intermediate regime.
Mesoscopic regime:
The two lowest temperatures 2 and 30 K have the highest bulk mean free paths of
19.6 and 10.6 µm, respectively, and therefore, the mesoscopic regime is easiest to
reach with FIB micro-structuring. For analysing the mesoscopic MR, data from 2
and 30 K will therefore be discussed.
In the mesoscopic regime the transport is no longer isotropic in the ab-plane,
unlike in the bulk where the hexagonal FS has high enough symmetry that isotropy
is enforced in the transport. Every channel prepared for the magnetotransport study
was aligned such that the current was injected perpendicular to the straight edge of
the hexagonal FS. In the mesoscopic regime the straight edge of the FS contributes
most to the transport[83]. The transport in the mesoscopic regime is therefore
dominated by the electrons with Fermi velocity parallel to the channel, with less
interaction with the boundaries.
At mesoscopic widths, a peak in the MR is observed. The peak becomes stronger
with decreasing channel width. The first appearance of a peak in the MR at a width
∼lMR reveals the primary nature of the boundary scattering in these FIB micro-
structured devices. Size-restriction studies on narrow wires fabricated from 2DEGs
show a ballistic peak at a much lower width of 0.14lMR[100]. This is because the
boundary scattering is found to be mostly specular in those 2DEG devices. Standard
ballistic theory suggests that for mostly diffusive scattering from the boundaries,
the ballistic peak appears in the MR when the channel width is comparable to the
bulk mean free path. Measurements on mesoscopic wires of graphene by Masubuchi
and co-workers also found a ballistic peak in the MR at widths up to the long-range
scattering mean free path, and therefore, they speculate that there is entirely diffusive
scattering at the wire boundaries[101]. With the FIB defined structures of these
delafossite devices, Monte Carlo simulations show that a damage layer of ∼20 nm is
formed at the boundaries. Only diffusive scattering from the boundaries is therefore
expected[28].
A precursor of the ballistic peak starts appearing in the MR at a width as
large as 3lMR, which with decreasing channel width becomes increasingly stronger,
transforming to a clear peak at W/lMR ' 2. For example, looking at Fig. 5.10(B), a
precursor of the peak is observed in the MR at 32 µm, for which W/lMR ' 3, and a
clear peak is seen at 21.1 µm, where W/lMR ' 2. The width at which a precursor of
the ballistic peak first appears, I will refer to as Wb. The early appearance of the
ballistic peak might be due to how we extract lMR from the zero-field resistivity. We
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are using a formula that does not involve the FS details and calculates an average
lMR. As in these delafossites, the existence of a variable scattering length around
the FS is predicted (see Ch. 4), the effective scattering length that dictates the MR
might be different than the average lMR that is deduced from the resistivity. So, our
estimates of W/lMR might not be exact.
The features in the measured MR resemble what is theoretically predicted for the
ballistic transport. However, care should be taken when comparing the measured
MR with theory. The theoretical framework is established for a free electron system
with a circular FS where no bulk MR is expected, but these delafossites have a
hexagonal FS with a finite bulk MR, see Fig. 4.8. What we measure in the mesoscopic
regime is not a pure boundary contribution and should not directly be compared
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Fig. 5.11: Plots of bulk normalised resistiv-
ity as a function of W/rc at different values of
W/lMR, calculated from the ballistic theory
described in Sec. 2.2.3.4 (A) and measured at
different widths at 2 K in PdCoO2 P2 (B) and
PtCoO2 P7 (C). Data at each width are nor-
malised such that each channel has the same
room temperature resistivity as the bulk chan-
nel.
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Fig. 5.12: Peak field Bpeak in the bulk nor-
malised MR at mesoscopic widths, as a func-
tion of 1/W for PdCoO2 P2 and PtCoO2 P7.
The black solid and dashed lines are the slopes
of the peak positions in ballistic MR in re-
stricted channels of graphene and 2DEG het-
erostructures[100, 101].
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with the theory. For a reasonable comparison with the theory, plots of theoretically
calculated ρxx/ρbulkxx along with the measured ρxx/ρbulkxx for both PdCoO2 P2 and
PtCoO2 P7 at 2 K as a function of W/rc, are presented in Fig. 5.11. The data
from the 99.9 µm and 36 µm wide channels are used as ρbulkxx for PdCoO2 P2 and
PtCoO2 P7, respectively.
At 2 K, the peak in ρxx/ρbulkxx appears at the same value of W/rc for every channel
width, which is a clear manifestation of ballistic behaviour that is dictated solely by
boundary scattering. Following the kinetic calcultions for ballistic transport described
in Sec. 2.2.3.4, the peak field is given by Bpeak = αh̄kF/We, where h̄ is the reduced
Planck’s constant, kF the Fermi wavevector and e the electron charge[30]. Fig. 5.12
shows a plot of Bpeak as a function of 1/W measured at 2 K in PdCoO2 P2 and
PtCoO2 P7. The peak positions were calculated from the plot of ρxx/ρbulkxx , not the
unnormalised MR, to remove the shift in Bpeak due to finite bulk MR and to compare
directly with theory. α is extracted from a fit of Bpeak = αh̄kF/e(1/W ), meaning
that the linear fit must pass through the origin as no peak should be expected for an
infinitely wide channel. Fig. 5.13 shows plots of the peak field Bpeak as a function of
Fig. 5.13: Peak field Bpeak in the bulk nor-
malised MR at mesoscopic widths, as a func-
tion of 1/W for PdCoO2 P2 at 2 and 30 K.
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Fig. 5.14: Peak height of the bulk normalised
MR at mesoscopic widths, as a function of
lMR/W for PdCoO2 P2 and PtCoO2 P7 at
2 K.
1/W at 2 and 30 K. The plots for the two different temperatures seem to collapse,
again, implying that in the mesoscopic regime the peak in MR is governed by the
channel width, independent of the scattering length scales of the system.
The peak height, as calculated by the ballistic theory described in Sec. 2.2.3.4
and from the measurements on PdCoO2 P2 and PtCoO2 P7 at 2 K, are plotted as
a function of lMR/W in Fig. 5.14. The peak height is proportional to the rate of
boundary scattering which increases as the channel becomes thinner, and for both
materials it lies on the linear dependence (dashed line) suggested by the ballistic
calculations. This further confirms that the observed peak in the mesoscopic MR
manifests a purely ballistic contribution.
Even though the measured ρxx/ρbulkxx exhibits features similar to the predictions
of the ballistic theory, there are still qualitative and quantitative differences. Firstly,
the theory predicts the peak to appear at W/rc = α = 0.55, but in both PdCoO2
and PtCoO2 it occurs at much higher values '0.85 and 0.75, respectively. For
restricted channels of 2DEGs and graphene, α has been reported to be 0.55 and 0.9
respectively[100, 101]. The shape of the MR is discussed in Sec. 2.2.3.4 where it is
argued that, at low fields, the cyclotron radius is large and promotes most electrons
to reach the boundary and scatter, increasing the resistivity. As the field is increased
the cyclotron radius becomes successively smaller and electrons in the middle of
the wire stop seeing the boundary decreasing the MR, which eventually becomes
negative. At even higher fields, the cyclotron radius becomes even smaller and the
bulk scenario is recovered. MacDonald predicts the negative MR to be due to the
reduction in magnetic backscattering from diffusive boundaries at large fields[102].
At very low fields, the cyclotron radius is much larger than the channel width and in
the mesoscopic regime with very low impurity density the probability of electrons
being backscattered due to consecutive boundary scattering is high. Fig. 5.15 shows
an example of such a backscattering event for the case of diffusive boundaries. With
increasing field and decreasing cyclotron radius, the peak appears at a value of the
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Fig. 5.15: Reduction in backscattering from
boundaries in the presence of a strong magnetic
field. The solid lines show possible cyclotron
trajectories at low fields where rc >W and the
dotted lines represent cyclotron trajectories
at higher fields where 2rc <W . Adapted from
Ref. [101].
magnetic field when maximum backscattering is reached. Because the cyclotron
orbits follow the symmetry of the FS, the probability of such backscattering events
crucially depends on the shape and FS details. The theoretical prediction of α= 0.55
is observed experimentally in the 2DEGs owing to their approximately circular free
electron like FS. These delafossites have a hexagonal FS with a varying scattering
length around the FS, which has been discussed is Ch. 4. The deviation from
the theoretical prediction for α can therefore at least in part be attributed to the
non-circularity and anisotropic properties of the FS.
The second disagreement with the theory is the absence of any sharp features
in the MR. In the theory, the appearance of the ballistic peak is accompanied by a
sharp slope change in ρxx/ρbulkxx at W/rc ' 2 where the cyclotron diameter is equal
to the channel width, implying a sharp cut-off in the boundary scattering. The
measurements show no such sharp slope change at W/rc ' 2, rather the slope change
occurs slowly in the range W/rc ' 2–3. This implies that the peak in the MR and
the cut-off to the boundary scattering are not governed by the same length scale.
To have a closer look at how the features in the theoretically derived MR evolve
as the field is tuned, the derivatives d(ρxx/ρbulkxx )/d(W/rc) for both the ballistic and
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Fig. 5.16: Theoretically calculated d(ρxx/ρbulkxx )/d(W/rc) as a function of W/rc for
ballistic (Left) and hydrodynamic (Right) transport in the mesoscopic regime.
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hydrodynamic predictions are plotted as a function of W/rc in Fig. 5.16. At very
low fields a peak is observed at all widths in the ballistic case followed by a zero
crossing. At very low fields, the symmetry of the MR requires that it varies as ∝B2;
the peak signifies a slope change in the MR where the MR starts deviating from
its low-field B2 form. The zero crossing signifies the peak in the bulk normalised
MR. For each width, a very sharp minimum is observed at W/rc ' 2 followed by an
abrupt change in slope. The sharp minimum signifies the cut-off field at which the
cyclotron diameter falls below the channel width.
The plots for the hydrodynamic case do not show any significant feature at low
fields. For different widths, a rather broad minimum occurs at different values of
W/rc between 2.5–3, followed by a gradual slope change to zero at W/rc ' 4.
To compare with experiment, I will first discuss the plots of d(ρxx/ρbulkxx )/d(W/rc)
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Fig. 5.17: d(ρxx/ρbulkxx )/d(W/rc) as a function
of W/rc for PtCoO2 P7 at 2 K.
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for PtCoO2 P7 at 2 K as the features are clearer due to better signal to noise. Fig. 5.17
shows that at the mesoscopic widths in PtCoO2 P7 a peak in d(ρxx/ρbulkxx )/d(W/rc),
like in the ballistic case, appears at low field followed by a zero crossing (data from only
selected widths are presented for clarity). Unlike the ballistic case though, a sharp
minimum is absent at W/rc ' 2. Interestingly, the decrease from the zero crossing to
the minimum has a double step structure that is not seen in the ballistic prediction.
The decrease seems more like what has been suggested for the hydrodynamic case
with a double step structure followed by a broad minimum. The same features at
similar values of W/rc are also observed in PdCoO2 P2 at the mesoscopic widths,
see Fig. 5.17.
In Fig. 5.18, the loci of the peak and minimum in d(ρxx/ρbulkxx )/d(W/rc) are
plotted in units of W/rc, for both the ballistic and hydrodynamic predictions, and
compared with the measured values in both delafossite devices. The peak occurs at
a higher value of W/rc for both devices, compared to what is predicted in the theory.
The (W/rc)peak for the two devices follows a straight line as a function of W/lMR as
the theory suggests, but with a higher slope. The linear dependence of the (W/rc)peak
on W/lMR suggests that the peak in d(ρxx/ρbulkxx )/d(W/rc) appears at a constant
value of lMR/rc, meaning that this peak is a feature in the boundary scattering that
is sensitive to the bulk. Although, in the theory no bulk MR is considered from the
circular FS and the normalisation in the form ρxx/ρbulkxx is performed to separate
Fig. 5.18: Top Plots of W/rc at the peak in
d(ρxx/ρbulkxx )/d(W/rc) as a function of W/lMR
from the ballistic theory and measurements on
PdCoO2 P2 and PtCoO2 P7 at 2 K. The fits
to the data are shown as solid lines. Bottom
W/rc at the minimum in d(ρxx/ρbulkxx )/d(W/rc)
as a function of W/lMR from the ballistic and
hydrodynamic theories and measurements on
PdCoO2 P2 and PtCoO2 P7 at 2 K.
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out the effects of the finite boundaries, the sensitivity of the low field features in
ρxx/ρ
bulk
xx to the bulk FS implies that the normalisation cannot entirely remove the
signatures of bulk MR from ρxx/ρbulkxx . Since the peak signifies the field at which
the MR deviates from its low field B2 dependence, its value must depend on the
specifications of an individual FS. A higher value and slope that we observe for
the delafossites can be ascribed to its FS being different from the free electron FS
assumed in the theory. (W/rc)min for both devices lies in the range 1.5–2, which is
much smaller than that predicted by both the ballistic and hydrodynamic theories.
Also, the (W/rc)min decreases with increasing W/lMR, whereas the hydrodynamic
calculations predict it to grow with increasing field.
Overall, analysing d(ρxx/ρbulkxx )/d(W/rc) manifests ballistic signatures with a
possible hydrodynamic component at the mesoscopic regime. Introducing a tunable
length scale rc offers an alternative route to traverse different transport regimes.
The theoretical predictions for ballistic and hydrodynamic cases are derived with
different values of lMC/lMR that set the strength of the individual regimes. In an
ideal case where the ratio lMC/lMR can be tuned, meaning that lMC and lMR can be
varied separately, the balance between the ballistic and hydrodynamic regime can be
regulated and a ballistic or hydrodynamic regime can be realised at its full strength.
For instance, in the 2DEGs formed in (Al, Ga)As heterostructures, a dc current can
be applied to heat up the electrons and change lMC without heating the lattice such
that lMR remains constant[4]. In the metallic delafossites, the electron coupling to
the lattice is substantial enough that the electron temperature cannot be controlled
separately without affecting the lattice. Although the temperature can be varied
to change the individual mean free paths, there is no clear understanding of how
the ratio lMC/lMR varies with temperature; an understanding of the microscopics of
the momentum conservation is required to quantify the temperature dependence of
this important quantity. The most natural presumption for the source of momentum
conservation is e-e scattering. But, for the reason that the Fermi temperature in these
delafossites is ∼25,000 K, the scattering rate which is proportional to the ratio T 2/TF
is negligibly small at the measurement temperatures, typically below 300 K. However,
it has been already discussed that the absence of the signatures of e-ph scattering
processes in the resistivity of PdCoO2 at low temperatues might be an indicator of
phonon drag[27]. In that case, the phonons might work as an excellent source of
momentum conservation and an e-ph hydrodynamic fluid could prevail, since these
delafossites have a very small impurity concentration. Therefore, at low temperatures
in the mesoscopic regime in these delafossites the ballistic and hydrodynamic regimes
might coexist. As the temperature is increased, the probability of e-ph umklapp
scattering grows and the phonon drag becomes weaker, driving the ratio lMC/lMR
to larger values and consequently weakening the hydrodynamic regime[27].
Adopting a scenario where both the ballistic and hydrodynamic regimes coexist,
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each with an intermediate strength, the MR data can be interpreted as a summation
of different transport regimes that are prevalent at different ranges of the magnetic
field. In such a scenario of coexisting ballistic and hydrodynamic regimes, at low fields
where W < rc, the ballistic effects might overwhelm the hydrodynamic signatures
in the transport, because for a given W/lMR, the ballistic features are sharper with
a scale that is larger than the hydrodynamic effects. After the peak in the MR is
reached, with increasing field the probability of electrons scattering off the boundaries
decreases and the intensity of the ballistic effects weakens. Immediately after W/rc
reaches 1, rc lies in a regime rc <W < lMR. Recalling Fig. 2.22, where the theoretical
prediction for both hydrodynamic and ballistic MR are plotted, beyond W/rc = 1
the ballistic contribution decreases very rapidly and almost no change is expected
beyond W/rc = 2, while the hydrodynamic contribution is still substantial at and
beyond W/rc = 2 before completely dying off at W/rc ' 4. Therefore, starting from
W/rc = 1 the decrease with a double step structure might manifest hydrodynamic
transport. A rather broad minimum followed by a gradual change in slope indicate
the presence of a scattering length in the system, shorter than the bulk mean free
path, that impedes the abrupt nature of boundary scattering and provokes a rather
smooth cut-off to the boundary scattering, slowing down the process of recovering
the bulk scenario. However, the minimum appears at much lower values of W/rc
than is predicted by the hydrodynamic theory. Additionally, the minimum shifts to
higher values of W/rc as the channel is thinned, which is in disagreement with the
hydrodynamic prediction.
As argued in Sec. 4, a variable scattering length around the FS is predicted in
these delafossites. However, the ballistic theory is calculated considering a single bulk
scattering length scale around a circular free electron like FS, implying a simple cir-
cular cyclotron trajectory characterised by a single length scale that is the cyclotron
diameter. In this model, the sharp cut-off in the boundary scattering occurs at
W/rc = 2 when the channel width equalises with the cyclotron diameter, prohibiting
the electrons to interact with the boundaries. In a simple model of two different
bulk mean free paths at the corners and edges of the hexagonal FS, the cyclotron
trajectory is no longer a simple circle that can be characterised by a single length
scale. In this case, a sharp cut-off to the boundary scattering is not possible owing to
the existence of more than one fundamental length scale that governs the boundary
scattering. This variable length scale around the FS might then contribute to a double
step decrease and broad minimum, delaying the process of recovering the bulk regime.
Intermediate regime:
For widths far greater than the bulk mean free path, no substantial effects of
size-restriction are expected and the transport is likely to be dominated by bulk
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scattering events following ohmic transport. However, at intermediate widths be-
tween the mesoscopic and true bulk regime (W/lMR→∞), substantial effects due
to size-restriction are still observed experimentally. One good example of how the
MR evolves as the channel width is tuned at intermediate widths is the 50 K data in
PdCoO2 P2, see Fig. 5.10(C). The bulk mean free path at 50 K is ' 2 µm. Starting
from a good approximation to the bulk limit, i.e. W = 99.9 µm, where W/lMR is '
50, as the channel is narrowed a small decrease in MR is observed until W = 21.1 µm
without an appearance of any large ballistic feature. Beyond this, the drop in MR
becomes substantial and a peak like feature appears at the lowest width measured
where W/lMR ' 2.4. For temperatures above 50 K, the values of W/lMR achieved
by thinning are still large enough such that no significant feature due to boundary
scattering is observed.
With increasing temperature, lMR decreases and the limit of W/lMR achieved
at the lowest width becomes even larger; therefore, the relative change in the MR
observed with thinning becomes suppressed. For this reason, to study the effect of
finite boundaries at high temperatures, the boundary contribution to the resistivity
must be isolated. At a constant temperature, by introducing a finite boundary, extra
scattering events are added to the existing bulk scattering events. If the two types
of scattering events are independent, we could combine the two scattering times in
parallel following Matthiessen’s rule. The resistance of a finite width channel can
therefore be expressed as a sum of the bulk resistance and boundary resistance. The
resistivity due to boundary scattering can then be defined as ρboundaryxx = ρWxx−ρbulkxx ,
where ρWxx and ρbulkxx are the longitudinal resistivities at a certain width W and of
the bulk channel, respectively. Such a model essentially assumes that the boundary
scattering events are independent of any bulk scattering. This is a crude assumption
given that in the intermediate regime where W > lMR in between successive boundary
scattering events, an electron is ought to go through bulk scattering events as the
presence of impurities, phonons, etc., cannot be ignored. Singling out the true
boundary contribution to the transport demands a more sophisticated theory that can
treat the interplay between the bulk and boundary scattering properly. Nonetheless,
implementing such a model should be consistent throughout, from the mesoscopic
regime to widths larger than the bulk mean free path. Another way to extract
the extra resistivity introduced by the presence of finite boundaries would be to
divide out the total resistivity measured at a channel width by the bulk resistivity.
Appendix A.2 presents plots of the boundary contribution extracted in the divided
form for PdCoO2 P2. The functional form of the boundary contribution is different
but the conclusions I draw from the data are qualitatively consistent in either form.
The subtracted form highlights the subtle features in the intermediate regime more,
so I will continue with this presentation for the rest of this section.
In Fig. 5.19, MRboundary (≡ ρboundaryxx /ρboundaryxx (0)−1), the boundary contribution
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Fig. 5.19: Plots of MRboundary (ρboundaryxx /ρboundaryxx (0)−1) as a function of lMR/rc at six
different temperatures for PdCoO2 P2. Each panel presents data from a fixed temperature
at a set of seven different channel widths, from 4.7 µm to 39.1 µm.
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to the MR, is plotted as a function of lMR/rc, over a range of six temperatures from
2–150 K. The resistivity of the 99.9 µm wide channel is used as ρbulkxx for the analysis.
ρWxx at each width is normalised to have the same room temperature resistivity as the
bulk channel. Each panel presents data from a certain temperature at a set of widths
from 39 µm down to 4.7 µm, meaning that in each panel the bulk mean free path
is kept constant and the channel width is varied to demonstrate how the boundary
scattering evolves as we tune the quantity W/lMR. Looking at Fig. 5.19, panels C
(for all widths except 4.7 µm) and D, a dip at a low value of lMR/rc is observed
followed by a peak. At even higher temperatures, our field range is not large enough
to reach the peak.
In the mesoscopic regime the ballistic peak appears at a constant W/rc which
confirms the the nature of the peak that appears due to diffusive boundary scattering.
If the peak in the MRboundary in the intermediate regime is a similar ballistic feature,
it is also expected to appear at a constant W/rc. To check this, (W/rc)peak is plotted
as a function of W/lMR for 2, 30, 50 and 75 K in Fig. 5.20. For small values of
W/lMR, the peak appears at a constant value of W/rc ' 0.8, independent of the
ratio W/lMR. This is consistent with the analysis done in the mesoscopic regime
from the plots of ρxx/ρbulkxx as a function of W/rc at 2 and 30 K. In this analysis
from MRboundary, the constant value of (W/rc)peak is found to be slightly different
than what was calculated from the peaks in ρxx/ρbulkxx . This is due to the difference
in the functional form between MRboundary and ρxx/ρbulkxx . However, both analyses
lead to the same conclusion.
Beyond W/lMR & 3, (W/rc)peak follows a straight line as a function of W/lMR,
(W/rc)peak = a(W/lMR). The inset of Fig. 5.20 shows a log-scale plot to more clearly
illustrate these two regimes. Two different linear fits for these two regions intersect
at W/lMR ' 3.5, the corresponding width we can interpret as Wb, the width where a
precursor of the ballistic peak is seen in the MR. This further implies that for widths
W >Wb, the peak in the boundary scattering will appear for a constant value a,
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Fig. 5.20: W/rc at the peak in MRboundary as
a function of W/lMR in PdCoO2 P2. Different
colour markers signify data from different tem-
peratures. The dashed line is a fit through the
data at 50 and 75 K to show that they follow
the same straight line. The inset presents the
data plotted on a log-scale which illustrates
that below W/lMR ' 3.5, (W/rc)peak is a con-
stant irrespective of the temperature and above
W/lMR ' 3.5, the peak W/rc follows a straight
line.
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Fig. 5.21: lMR/rc at the peak in MRboundary
as a function of the channel width W in
PdCoO2 P2, at two different temperatures 50
and 75 K. The inset plots the peak values as a
function of W/lMR for 50 and 75 K.
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when plotted as a function of lMR/rc. To check this, the loci of the peak in boundary
scattering in units of lMR/rc are plotted as a function of W in Fig. 5.21 and a fit
through the data is shown in black. On this scale there is still some dependence on
the channel width.
Studying the finite size effects in the regime W >Wb reveals some salient features
in the boundary contribution to the MR. At these widths, even though any sizeable
ballistic features are suppressed, the finite boundary effect is clearly seen to induce
an initial dip with an apparent peak like structure, followed by a negative MR (at
all widths except 4.7 µm at 50 K and all widths at 75 K). It is somewhat intuitive
to speculate that this apparent peak is a remnant of the ballistic peak seen in the
mesoscopic regime which appears at a constant value of W/rc, irrespective of the ratio
W/lMR. However, looking at Fig. 5.20, it is evident that this is not the case in this
regime. Fig. 5.21 shows that the peak field is fundamentally governed by the ratio
lMR/rc with a weak dependence on channel width. This implies that, in the regime
W >Wb the fundamentals of the bulk FS dictate the boundary scattering process.
Because the channel width in this regime is much larger than the bulk mean free
path, in between two boundary scattering events an electron is bound to go through a
number of subsequent bulk scattering events. Although the bulk scattering processes
are subtracted out to separate the boundary contribution, a simple subtraction does
not completely eliminate the effect of bulk scattering to the boundary contribution,
as has already been mentioned before. Perhaps non-intuitively, the exact shape of
the boundary contribution therefore must resemble the bulk MR. For this reason, I
infer that the apparent peak that we observe in this regime is not intrinsic to any
generic boundary scattering mechanism and is not a universal feature of boundary
scattering.
The shape observed in this particular case can be explained as follows: at the low
field limit where lMR/rc 1, the cyclotron frequency is small and the probability of
an electron to finish a complete revolution around the FS before hitting an impurity
is small; therefore, the bulk scattering is sensitive to the details of mean free path
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variation around the FS in this limit. With increasing field, the cyclotron frequency
grows and in the high-field limit where lMR/rc > 1, an electron on average revolves
numerous times around the FS before hitting an impurity and therefore, the bulk
scattering loses sensitivity to the details around the FS. The initial dip followed by
a peak appearing at lMR/rc < 1 manifests the effect of the bulk FS. Beyond the
appearance of the peak, for higher values of lMR/rc a gradual decay is observed,
which we can interpret as a negative MR due to reduction in boundary scattering
with increasing field. The boundary contribution to the MR in these intermediate
widths is therefore an average between a positive MR imitating the bulk MR and a
negative MR due to reduction in boundary scattering. In this regime the negative
MR can appear both in the presence or absence of finite momentum conservation. In
Sec. 2.2.3.4, it is explained how with increasing field and decreasing cyclotron radius,
the viscosity between the adjacent layers of the electron fluid decreases, promoting
a Lorentzian decay in the MR. In the absence of finite momentum conservation, a
negative MR can still develop. The cyclotron radius becomes smaller with increasing
field and because in the intermediate regime rc <W (valid for the majority of the field
window of our measurements, except at very low fields), with decreasing cyclotron
radius the bulk scattering cross-section increases while the boundary scattering rate
decreases, approaching the bulk regime. For either of the above scenarios, as the
width of the channel becomes narrower, the zero-field resistivity increases and the
scale of the negative MR becomes larger.
For further justification, we will now look at Fig. 5.21 which illustrates how
(lMR/rc)peak changes as the channel is thinned. The plot of (lMR/rc)peak as a function
of W has a much higher slope at 50 K than at 75 K. This is easily understood by
looking at the inset where (lMR/rc)peak is plotted as a function of W/lMR. This shows
that at higher temperatures, with increasing W/lMR the dependence of (lMR/rc)peak
on the channel width becomes weaker. Within the scope of our observation (50 and
75 K), (lMR/rc)peak is seen to decrease from 0.6 to 0.4 with decreasing W/lMR, before
the ballistic effects turn on. This can be explained as follows: with decreasing width
the scale of the negative MR introduced by the boundary scattering increases with
the full width half maximum (FWHM) becoming smaller, whereas the contribution
from the bulk remains constant. Consequently, the peak is shifted to a lower value
of lMR/rc with the height reduced, as can be seen in Fig. 5.19.
In summary, both ballistic and hydrodynamic transport manifest themselves
through boundary scattering. On account of a larger surface to volume ratio at
the mesoscopic regime, both transport regimes can exhibit clear distinct signatures
in transport. In the intermediate widths with decreasing surface to volume ratio,
the effect of boundaries becomes increasingly irrelevant to the transport and in
consequence, the fundamental distinctions between different transport regimes become
subtle. Therefore, to understand the origin of the negative boundary contribution to
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MR at intermediate widths, a theory appropriate for widths larger than the bulk
mean free path is essential.
5.4.3.2 Hall effect
Along with the MR, simultaneous Hall resistivity measurements were performed in
the delafossite devices. Data from PdCoO2 P2 and PtCoO2 P9 will be discussed in
this section. Studying the Hall effect has its own interest, as an odd component of
viscosity in the Hall resistivity is predicted in the hydrodynamic regime. Additionally,
measuring ballistic effects in Hall resistivity is compelling fundamentally.
Because the Hall resistivity is locally sensitive to the Hall cross it is measured in,
such as the one shown in Fig. 5.22, some local inhomogeneities or variation in the
Hall cross geometry can introduce inconsistencies across different Hall crosses within
a device. For this reason, when studying the size-restriction effects, data from the
same Hall cross are compared to remove any artefacts introduced by local attributes
of a Hall cross. However, inconsistencies might arise within the same Hall cross as it
is narrowed. Most commonly, a variation in the thickness along the Hall cross can
generate slightly different Hall resistivity at different thinning steps.
In the mesoscopic regime, the relative change in the Hall resistivity predicted by
the hydrodynamic theory discussed in Sec. 2.2.3.4 is only ∼5–10% when compared to
its bulk value. The relative change in the Hall resistivity among the thinning steps
might be significant on the scale of the small change predicted by the hydrodynamic
theory. The signatures in the Hall effect predicted in either of the ballistic or
hydrodynamic regime are mostly relevant at low fields; in the high-field limit the
bulk scenario is recovered by the same argument as discussed in the previous section.
A sensible way to analyse the data therefore is to normalise the Hall resistivity at
each thinning step at the highest field measured and to study the low field Hall
resistivity to compare with the theory.
I will follow the same definition of the mesoscopic regime as defined in the MR
section. In the mesoscopic regime, a non-linearity in the measured Hall resistivity is
observed at low fields. For widths larger than the mesoscopic widths, the changes
observed in the measured Hall resistivity in size-restriction are fairly small on the
Fig. 5.22: SEM image showing one Hall cross
with two opposite voltage contacts and a sec-
tion of the current channel. A measurement
channel, such as the one in Fig. 5.8, consists of
a series of such Hall crosses.
Hall cross
Current
channel
6.35 µm
5.94 µm
I− I+
VH+
VH− 10 µm
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scale of the overall Hall resistivity. First, I will discuss the data at 2 and 30 K where
a non-linear Hall resistance develops as the channel in thinned down and taken from
the bulk to mesoscopic regime. After presenting the observations in the mesoscopic
regime, I will present the data at the intermediate widths where a comparatively
weak effect of size-restriction is observed with no apparent non-linearity.
Mesoscopic regime:
The plots of Hall resistivity at each thinning step at 2 and 30 K in PdCoO2 P2 are
shown in Fig. 5.23. At low fields a non-linear signature develops with increasing
strength as the width of the Hall cross is reduced and taken to the mesoscopic regime;
the insets shows this more clearly. According to the ballistic theory discussed in
Sec. 2.2.3.4, a non-linear signature in the Hall resistivity is expected in the mesoscopic
regime, with a change in sign of the Hall coefficient at very low fields. In contrast, in
the hydrodynamic regime a small slope change at low fields is predicted without any
sign change of the Hall coefficient. For comparison, the experimental observations at
2 and 30 K in PdCoO2 P2 are plotted in units of ρxy/ρbulkxy as a function of W/rc,
along with the theoretical predictions for ballistic Hall resistivity in Fig. 5.24. The
data from 99.9 µm channel are used as the bulk. Only data from the widths <lMR
are plotted because at larger widths the non-linear signature is much weaker. At low
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Fig. 5.23: Plots of Hall resistivity as a func-
tion of lMR/rc for a set of seven channel widths
in PdCoO2 P2 at 2 (Top) and 30 K (Bottom).
The insets shows the non-linearity in the Hall
resistivity that develops with decreasing chan-
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fields, the Hall resistivity approaches zero and ρxy/ρbulkxy evaluated by the division
of two small numbers produces very noisy data. Therefore, in presenting the plot
of ρxy/ρbulkxy as a function of W/rc in Fig. 5.24, the data for fields below 500 mT
are discarded. Plots for ρxy/ρbulkxy as a function of W/rc at 2 K in PtCoO2 P9 are
presented in Appendix A.3.
Although in the mesoscopic limit a non-linearity at low fields is observed in the
experiments, it is different from that predicted in the ballistic theory discussed in
Sec. 2.2.3.4. In the theory, a rapid slope change appears in ρxy/ρbulkxy at W/rc = 2
indicating a lower Hall resistivity at mesoscopic widths compared to the bulk value.
Coming down further in field a minimum then appears at a constant value of
W/rc ' 1.3, independent of the channel width. Beyond the minimum, at even lower
fields, the Hall resistivity increases again exceeding the bulk value at W/rc ' 0.5. In
contrast, no sharp slope change is noticed at W/rc = 2 in the measured ρxy/ρbulkxy for
mesoscopic widths. At fields below W/rc = 2, the bulk normalised Hall resistivity is
seen to increase with decreasing field, reaching a peak and then falling back down to
lower values, without an appearance of any distinct minimum. Inspecting the data
at the two thinnest channels, it seems that at the lowest field the Hall resistivity falls
below the bulk value. However, no such conclusion can be drawn for higher widths
as the low field data are discarded for reasons mentioned earlier.
If both the MR and Hall effect in the mesoscopic regime are governed by the same
Fig. 5.24: Plots of ρxy/ρbulkxy as a function of
W/rc calculated from standard Boltzmann
kinetic theory at the mesoscopic regime (Top)
and measured in PdCoO2 P2 at 2 K (Bottom).
All data are normalised to the highest field at
9 T.
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ballistic mechanism, the ballistic features should appear at the same values of W/rc
for both. In the mesoscopic regime, the ballistic peak in the bulk normalised MR
appears at the same value of W/rc irrespective of the channel width, whereas the
loci of the peak in the bulk normalised Hall resistivity shifts to lower values of W/rc
with decreasing width. Also, no sharp slope change at W/rc ' 2 is observed, as has
been seen in the bulk normalised MR that signifies a sharp cut-off to the boundary
scattering. The effects of size-restriction manifest themselves differently in the Hall
effect than in MR which might be for the reason that the Hall effect is only locally
sensitive to a single Hall cross, whereas MR is dictated by all electrons along the
length of the channel in between two such crosses. Ideally, in a 4-point measurement,
the voltage contacts are assumed to be pointlike with dimensions negligibly smaller
than the bulk mean free path of the system, restricting any transverse motion of the
electrons at the contacts. In the way these devices are designed, the voltage contacts
are sculpted as extended arms of the current channel, with typical widths comparable
to the bulk mean free path of the sample. This is of negligible consequence to the
measured MR, as the length of the channel in between the voltage contacts where
the MR is measured is much larger than the spread of the voltage contacts. However,
this is not the case for the Hall effect because of the geometrical attributes of the
Hall cross. The typical size of the voltage contacts in the devices prepared for the
size-restriction measurements are ∼5–10 µm, which is smaller than but comparable
to the bulk mean free path. If the boundary scattering has some specular nature,
the boundary scattering events within the finite spread of a voltage contact can
dominate the Hall effect at low fields where the cyclotron radius rc is bigger than
the width of the voltage contacts[103].
A theoretical model, describing the electrons as classical billiard balls in 2D,
shows that the classical junction scattering can give rise to non-linearity in the Hall
resistivity in the mesoscopic regime[103]. Fig. 5.25 shows the predicted deviation from
linear Hall resistivity for the Hall cross geometries shown in the top left inset[103].
Three different curves are calculated for different rounding at the corners of the Hall
cross geometry. Depending on the rounding at the corner, a suppression of the Hall
resistivity from its linear 2D value might be observed at the lowest field. At higher
fields the Hall resistivity exceeds its 2D value, eventually forming a plateau that
survives until W/rc = 2, beyond which the ballistic effects turn off as the cyclotron
radius falls below the width of the Hall cross. The rise and sustained plateau originate
from the guiding-center drift along the voltage contact of the Hall cross[103]. The
guiding-centre drift can be explained as follows: in the presence of a transverse
magnetic field, an electron performs cyclotron motion with curved trajectories. In
the case of pointlike voltage contacts, the cyclotron trajectories are contained within
the current channel, but if the voltage contacts are wide enough to be comparable
with the cyclotron radius, the centre of the cyclotron trajectory can drift towards
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Fig. 5.25: Ballistic Hall resistance normalised
by R0 = (h/2e2)π/kFW as a function of
B/B0 = W/rc, in a Hall cross geometry cal-
culated in a billiard ball model of electrons.
The straight line is the 2D result without any
ballistic effects. The solid, dashed and dotted
curves are for different rounding at the corners
of the Hall cross geometry shown in the upper
inset. The lower right inset shows the drifting
of the guiding centre of an electron trajectory
towards the voltage contact, in a transverse
magnetic field. Reproduced from Ref. [103].
the voltage contact; a pictorial illustration is shown in the right inset of Fig. 5.25. In
the case of specular scattering from the boundaries, the drifted guiding-centre can
persist inducing a higher concentration of electrons on one of the voltage contacts
than the other and consequently raising the Hall voltage. The guiding-centre drift
cannot persist if the scattering from the boundaries are diffusive.
In Fig. 5.26, the Hall resistivity in PdCoO2 P2 at 2 K is plotted in the units of
the theoretical plot in Fig. 5.25. The intensity of the ballistic effect in the measured
data is comparatively weak compared to the theory. The lower panel of Fig. 5.26
shows the magnified data at negative fields up to W/rc = 2. Looking at the data
from the lowest width of 4.7 µm, at the lowest field the Hall resistivity is suppressed
from the bulk value. With increasing field, the Hall resistivity exceeds the bulk
value, as the theory (Fig. 5.25) suggests. However, a clear plateau is not observed.
Rather, beyond a certain field the Hall coefficient starts decreasing and eventually the
Hall resistivity merges with the bulk value at W/rc ' 3. Realistically the boundary
scattering in these FIB micro-structured devices is most likely to be diffusive given
that a ∼20 nm damage layer is formed at the surface[28]. The observation of the
non-linearity in the Hall resistivity suggests that there might be a finite amount
of specular scattering from the FIB defined boundaries. However, the scale of the
non-linearity measured is much smaller than the theory predicts, which suggests that
only a very small percentage of the boundary scattering is specular.
The calculations in Ref. [103] were performed for a Hall cross geometry where
the voltage contacts and the current channel have the same width. In the devices
prepared for the size-restriction measurements, the current channel starts out much
wider than the voltage contacts, and is thinned down in successive steps. Fig. 5.24
shows that, with decreasing channel width, the maximum in the Hall coefficient shifts
to lower values of W/rc. The maximum value of the Hall coefficient also increases
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Fig. 5.26: Top Plots of Hall resistance nor-
malised by R0 = (h/2e2)π/kFW as a function
of W/rc for a set of seven channel widths in
PdCoO2 P2 at 2 K. Bottom The plots magni-
fied up to W/rc =−2 to illustrate the evolution
of the non-linearity with decreasing channel
width more clearly. All data are normalised to
the highest field at 9 T.
with decreasing channel width. In other words, as the current channel becomes
narrower more electrons with a larger cyclotron radius can achieve the guiding-centre
drift. The non-linearity in the Hall resistivity is highly sensitive the geometrical
attributes of the Hall cross, such as the rounding at corner of the Hall cross, as
Fig. 5.25 shows. In that case, the cyclotron radius at which the maximum number
of electrons achieve the guiding-centre drift might be a function of the ratio between
the widths of the current channel and voltage contact. A theoretical framework
incorporating variable channel width is essential for the correct interpretation of the
experimental results.
In the kinetic calculations described in Sec. 2.2.3.4, the boundary conditions
prohibit any current to flow in the transverse direction to the applied electric field at
the boundaries and therefore, the existence of finite voltage contacts is not taken
into account. Given that the boundary scattering within the voltage contacts might
dictate the Hall physics in the mesoscopic limit in these devices, kinetic calculations
with realistic boundary conditions might be essential to capture the fundamentals of
the observations made in these delafossite devices.
Intermediate regime:
To demonstrate the relative changes in the Hall resistivity compared to the bulk chan-
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nel as the ratio W/lMR is tuned through the intermediate to mesoscopic regime, the
bulk normalised Hall resistivity ρxy/ρbulkxy at different thinning steps of PdCoO2 P2
is plotted as a function of lMR/rc in Fig. 5.27, for a set of temperatures from 2 K
to 200 K. All the data are normalised at the highest field as before. Similar to the
MR, where a ballistic signatures start appearing at a width Wb that is greater than
lMR, at widths just outside the true mesoscopic regime, a precursor of the ballistic
non-linearity is also observed in the measured Hall resistivity in the form of a broad
peak, e.g. the 50 K data for the 4.7 µm wide channel (Fig. 5.27(C)). As the ratio
W/lMR increases further the peak starts fading out, eventually disappearing beyond
W 'Wb. For widths beyond Wb, the relative change in the Hall resistivity seems
to be small with almost no non-linearity. At these intermediate widths, the Hall
resistivity becomes suppressed from its bulk value, as is seen for widths larger than
10.9 µm at 50 K and at all widths at 75 and 100 K. The scale of suppression in
the Hall resistivity becomes smaller with increasing temperature due to increasing
W/lMR. Eventually, at 200 K, no change in the Hall resistivity due to size-restriction
is observed.
The Hall field is an electric field that builds up in a current carrying wire transverse
to the current flow, to counterbalance the magnetic Lorentz force on the charge
carriers generated by a magnetic field applied perpendicular to the current flow. The
simplistic derivation of the Hall conductivity in a Drude like description finds it
to be independent of the channel width. Such a derivation is purely classical and
therefore, although no explicit assumptions about the channel dimensions are made
in deriving the Hall conductivity, it is implied that the channel width must be infinite
compared to the scattering lengths of the channel. The presence of finite boundaries
at a distance that is comparable to the intrinsic scattering lengths must influence
the scattering processes, modifying the longitudinal conductivity σxx, which should
be observed in the measured ρxx. In a magnetic field the Hall resistivity is given by
ρxy = σxy/(σ2xx+σ2xy), implying that even if we treat the Hall conductivity as being
unaffected by the presence of finite boundaries, a change in the longitudinal resistivity
should also be realised in the Hall resistivity. As we have seen in Sec. 5.4.3.1, in
the intermediate regime a negative MR is observed due to reduction in boundary
scattering with increasing field, an effect of which might be seen in the Hall resistivity,
which could either be hydrodynamic or ballistic in nature. The presence of finite
boundaries at a distance that is comparable to the intrinsic scattering lengths must
also influence the motion of electrons under the Lorentz force, affecting the transverse
Hall field that is generated to counterbalance the Lorentz force, modifying the Hall
conductivity and consequently the Hall resistivity. However, because the relative
change in the Hall resistivity seen in the intermediate regime is very small, it is
difficult to draw a firm conclusion about the exact source of suppression in the
measured Hall resistivity.
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Fig. 5.27: Plots of bulk normalised Hall resistivity (ρxy/ρbulkxy ) as a function of lMR/rc at
six different temperatures for PdCoO2 P2. Each panel presents data from a temperature
at a set of seven different channel widths, from 4.7 µm to 39.1 µm. All data are normalised
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Hydrodynamic transport in the mesoscopic regime is predicted to cause a ∼5–10%
suppression in the Hall resistivity from its bulk value, with the scale of suppression
increasing with decreasing channel width. Although the same qualitative behaviour
is observed in the experiment at the intermediate regime, the percentage change is
almost an order of magnitude smaller than the theoretical estimate. Therefore, not
much confidence can be placed in the observation of the hydrodynamic Hall effect.
A theory appropriate for the intermediate widths is therefore absolutely essential to
explain the observation of the suppression in the Hall resistivity in the intermediate
regime.
5.5 Conclusions
In this chapter, I have presented the results of size-restriction experiments on PdCoO2
and PtCoO2. The MR data at the mesoscopic limit suggest the possibility of a
regime with co-existing ballistic and hydrodynamic transport. At low fields, ballistic
peaks are observed in the MR but a sharp slope change at W/rc = 2, that signifies a
sharp cut-off in the boundary scattering in case of the ballistic transport, is absent.
Beyond the peak, the MR looks similar to what has been calculated for hydrodynamic
transport with a smooth decrease of the bulk MR without any sharp feature appearing.
The bulk MR is recovered at a much higher field than is suggested by the ballistic
calculations, which hints towards the presence of a second scattering length other than
the bulk scattering mean free path lMR, which might be the momentum conserving
scattering length lMC . However, a variable scattering length around the FS can also
be responsible for the absence of a sharp cut-off in the boundary scattering, making
the process of recovering the bulk MR slower. Outside the mesoscopic regime at
larger widths, the effect of finite boundaries can still be observed in the MR. At these
intermediate widths, the measured MR can be explained as a combination of bulk
MR and a negative MR induced by the boundaries, the nature of which can either
be hydrodynamic or ballistic. A theory appropriate at the intermediate widths is
necessary to analyse the source of the negative MR induced by the boundaries.
The Hall effect at mesoscopic widths shows weak signatures of geometric effects
in the ballistic regime. The voltage contacts designed for the size-restriction mea-
surements are wide enough such that they cannot be considered as point contacts
on the scale of the bulk mean free path and therefore, the geometry of the Hall
cross facilitates guiding-centre drift motion of the cyclotron trajectories along one
of the voltage contacts, that can persist in the case of specular scattering from the
boundaries. Although only diffusive scattering is expected from the FIB defined
boundaries and appearance of the ballistic peak in MR in the mesoscopic regime jus-
tifies the boundary scattering to be mostly diffusive, observing such a weak geometric
ballistic signature in the Hall effect might hint towards a finite but small probability
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of specular scattering from the boundaries. The Boltzmann calculations described
in Sec. 2.2.3.4 explicitly assume diffusive boundaries and the boundary conditions
prohibit any transverse motion of the electrons at the pointlike voltage contacts.
The theory is therefore not able to explain the observations of the geometric effects.
To verify this conclusion a useful follow-up experiment would be to start with wide
voltage contacts with widths ∼lMR, and then thin them down to widths lMR.
A cross-over between the geometric effects and the predictions of the Boltzmann
calculations (Sec. 2.2.3.4), might then be observed in the measured Hall resistivity.

Chapter6 Conclusions and Outlook
The main objective of this dissertation was to investigate if it is possible to realise a
hydrodynamic transport regime in a metal. To investigate this, I have measured the
mesoscopic transport in the non-magnetic delafossite oxides PdCoO2 and PtCoO2.
As it is important to understand the bulk transport in order to analyse the
mesoscopic transport, I measured the bulk transport in both materials for a range
of temperatures from room temperature down to 2 K with the results presented in
Ch. 4. A finite MR and violation of Kohler’s rule together with a difference in the
low- and high-field Hall coefficient suggest more than one characteristic length scale
for scattering. A simple model with two distinct scattering lengths at the corner and
face of the hexagonal FS could in principle explain such a variation in the low- and
high-field Hall coefficients but demands that the scattering lengths at the face and
corner differ by a factor of 2, which is implausible in these materials in the standard
relaxation time approximation.
The effects of viscosity can only be realised in transport through boundary
scattering and therefore, in search of the viscous regime, the samples had to be
taken down to the mesoscopic limit where the channel width is comparable to the
scattering lengths of the system. Analysing the zero-field resistivity as a function of
channel width predicts a hydrodynamic regime in PdCoO2 with an electron viscosity
of 0.01–0.03 m2/s, similar to honey. The phenomenon of phonon drag, where the
phonon population is dragged out of equilibrium by current carrying electrons, is
postulated to be important for the formation of such a viscous e-ph fluid in PdCoO2.
Other than channel width, external magnetic field adds another tunable length
scale in the system, i.e. the cyclotron radius rc. In Ch. 5 I discuss the results from
the MR and Hall effect measurements in the mesoscopic limit in both materials.
After each bulk sample was characterised, it was thinned down in successive steps
and measured at a set of nine temperatures from room temperature down to 2 K, the
data are presented in Figs. 5.9 and 5.10. The mesoscopic regime, where the channel
width W ∼ lMC , lMR, is only reached at low temperatures where the mean free path
is the longest.
The MR data at the mesoscopic regime seems to show theoretically predicted
signatures of both ballistic and hydrodynamic transport when plotted in the nor-
malised form (Fig. 5.11) as in the numerically derived results in Fig. 2.22. The
theoretical results discussed in Sec. 2.2.3.4 are calculated in strong ballistic and
hydrodynamic limits. In a metal with finite momentum relaxation, however, the
mesoscopic transport is expected to be in a regime where both the ballistic and
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hydrodynamic regimes coexist with moderate strengths. In such a scenario, referring
to the results of Boltzmann kinetic calculations from Fig. 2.22, the ballistic effects
will dominate at low fields as the scale of ballistic effects is much larger than the
hydrodynamic effects at low fields. At higher fields, for which W/rc > 2, the ballistic
effects are negligible and the MR is expected show signatures of hydrodynamic
transport.
The appearance of a peak in the mesoscopic MR at low field signifies ballistic
scattering of the electrons from diffusive boundaries of these FIB sculpted micro-
structured channels. However, a sharp slope change at W/rc = 2, signifying a
sharp cut-off in the boundary scattering in the case of ballistic transport, is absent,
and beyond W/rc = 2 the MR looks similar to what has been calculated for the
hydrodynamic transport with a smooth decrease to the bulk value. Keeping the
channel width constant, the temperature can be varied to change the mean free path
and tune from the mesoscopic regime at low temperatures to bulk regime at higher
temperatures where no effects of the boundaries are observed any more. For the
intermediate widths between the mesoscopic and bulk regime, the bulk normalised
MR ρxx/ρbulkxx seems to be a combination of bulk MR and a negative MR due to
reduced boundary scattering with increasing field.
In the same devices, simultaneous Hall effect measurements were also performed.
There are theoretical predictions for observing the odd component of viscosity in
the Hall resistivity in the mesoscopic channels. The measured Hall resistivity in
the mesoscopic samples show geometric ballistic signatures due to the geometric
attributes of the Hall cross. The Hall cross consists of a section of the current channel
and two opposite voltage contacts which in the case of these FIB micro-structured
devices are made out of an extruded part of the current channel. In a magnetic field,
guiding center drift towards the voltage contact can sustain in the case of specular
boundaries. Such a sustained guiding center drift can give rise to geometry induced
artefacts in the measured Hall voltage. In our devices the geometric effect is weak
compared to the overall Hall signal implying that the secularity of the boundaries
is very small. In the Boltzmann kinetic calculations described in Sec. 2.2.3.4 the
boundary conditions do not allow an electron to enter the voltage contacts and
therefore are not able to capture such geometric effects. A follow-up experiment
could be set up where we start with wide voltage contacts of widths ∼ lMR and then
thin them down to widths  lMR, and observe a cross-over between the geometric
effects and the predictions of the Boltzmann calculations in the measured Hall
resistivity.
In conclusion, the main message from the research that I have performed is
that it is not straightforward to separate ballistic from hydrodynamic contributions
to magnetotransport in these delafossites. In a sense that is not very surprising.
Even the simplistic analysis of the zero field transport, for which the assumption
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of a circular Fermi surface is likely inadequate, suggests quite a mild separation
of momentum conserving and momentum relaxing scattering lengths. This leaves
us in a difficult situation relative to the cases of 2DEGs or graphene, because the
electron viscosity cannot be tuned by gating or selective heating of the electrons.
Temperature can be used as a control parameter for the momentum conserving mean
free path to tune the viscosity but that also affects the bulk mean free path. Without
a clear understanding of how these two length scales vary with temperature, it is
difficult to fine-tune to the strongly viscous regime.
In our search for a metal which can host hydrodynamic flow of electrons, we
looked at what we thought could be benchmark material that is ultra-pure and has
a simple FS with nearly free electron bands, as ideal as you could find in an oxide
which are typically governed by strong correlations. We see that albeit its simplicity,
the transport at the mescoscopic regime cannot be explained as simply. Something
that came up again and again in my analysis is the need to have a full kinetic theory,
working in magnetic field, and for materials with a non-trivial FS. Steps in that
direction have very recently been reported by Cook and Lucas but only considering
e-e scattering, not the e-ph scattering in the presence of phonon drag that we believe
may play an important role in these delafossites[104]. I hope that my extensive data
set motivates the construction of such a full theory, and believe that deeper insights
than those that I have presented will depend on its existence.
In a broader perspective, I hope what my thesis was able to demonstrate is
that in many cases of electron transport in metals, the viscosity of the electrons
should not be ignored. I presented a study of the mesoscopic transport, but there
could be other scenaria where the viscosity of electrons might help explain the
strange transport regimes. For example, Lucas and Hartnoll argue that in a material
with strong e-e momentum conserving interactions, smooth disorders might behave
as obstacles to the viscous flow[87]. Such considerations to the kinetic theory of
transport might help explain strange phenomenon such as T -linear resistivity in the
non-Fermi liquid regime in many materials, like cuprates or transition metal oxides,
and disorder-independent T 2 resistivity of many Fermi liquids, etc. This is hopeful
as a vast amount of experiments on graphene have also shown evidence for electron
viscosity in transport[5, 6, 105].
From the point of view of applications, it will definitely be interesting to see if non-
linear hydrodynamic effects such as shocks, turbulence, etc., can have applications
in electronic device technology. Although much is yet to be explored, recent findings
suggest that higher than ballistic1 conduction is possible in viscous electron fluids[105,
106]. This is promising from a eletrical transport point of view as a major effort of
the last century has been to find ways for efficient current conduction.
1Non-resistive specular scattering from the boundaries.
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Appendix
A.1 Magnetoresistance of PtCoO2 P7
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Fig. A.1: Plots of MR as a function of lMR/rc at 2 K for PtCoO2 P7. Data for ten
channels of widths from 0.9 µm to 36.2 µm are plotted.
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A.2 MRboundary in the divided form for PdCoO2 P2
The resistivity due to boundary scattering is extracted in the form ρboundaryxx =
ρWxx/ρ
bulk
xx . The same conclusions as discussed in Sec. 5.4.3.1 still holds but the
features in the MRboundary is less prominent in this divided form.
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Fig. A.2: Plots of MRboundary (ρboundaryxx /ρboundaryxx (0)−1) as a function of lMR/rc at six
different temperatures for PdCoO2 P2. Each panel presents data from a fixed temperature
at a set of seven different channel widths, from 4.7 µm to 39.1 µm.
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A.3 ρxy/ρbulkxy as a function of W/rc for PtCoO2 P9
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Fig. A.3: Plots of ρxy/ρbulkxy as a function of W/rc at 2 K for PtCoO2 P9. All data are
normalised to the highest field at 14 T.
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