1 Introduction, setting, and main results
Introduction
This article corresponds to a course given by F. Otto at the summer school CEMRACS 2013 in Luminy, France.
The qualitative theory of stochastic homogenization dates back to the seminal contributions of Papanicolaou and Varadhan [14] , and Kozlov [9] . Let D a bounded domain of R d , f ∈ H −1 (D), and A be a stationary ergodic random field. Then the weak solution u ε ∈ H 
where a hom is a deterministic matrix (independent of f ) called the homogenized matrix. As far as quantitative estimates are concerned there are only few contributions in the literature. A first general comment is that ergodicity alone is not enough to obtain convergence rates, so that mixing properties have to be assumed on the random coefficients a. Besides the optimal estimates in the one-dimensional case by Bourgeat and Piatnitskii [2] , the first and still unsurpassed contribution in the linear case is due to Yurinskiȋ who proved in [16, (0.10) ] that for d > 2 and for mixing coefficients with an algebraic decay (not necessarily integrable), there exists γ > 0 such that
In the case of discrete elliptic equations, the quantitative theory is much more developed and started with the inspiring unpublished work by Naddaf and Spencer [12] , who understood the right notion of mixing condition for stochastic homogenization in the form of a spectral gap estimate for the Glauber dynamics. In [6, 7] we proved the first optimal quantitative estimates on the corrector, on the variance of the spatial averages of the energy density of the corrector, and estimates on the difference between the homogenized coefficients and their approximations using a massive term in the corrector equation. In collaboration with Neukamm in [3] we then obtained optimal estimates in any dimension on the corrector, on its periodic and massive approximations, and on the approximations of the homogenized coefficients by periodization or using a massive term. Marahrens and the second author proved in [10] optimal annealed estimates on the Green function, which in turn allowed us and Neukamm to prove an optimal quantitative two-scale expansion of u ε for all d ≥ 2, thus improving considerably (2) in the discrete setting. More recent results go beyond variance estimates and address statistical properties of solutions such as central limit theorems (CLT). In particular, for the approximation of homogenized coefficients, a CLT was recently obtained by Biskup, Salvi and Wolff [1] in the case of small ellipticity ratio (that is, for a coefficient field a close to identity) for independent and identically distributed coefficients, see also Rossignol [15] . An optimal quantitative version of this CLT (which estimates in particular the Wasserstein distance to normality) is proved by Nolen and the first author in [4] (without the smallness assumption on the ellipticity ratio). The route towards a CLT for the solution u ε itself started for d > 2 with the contribution by Mourrat and the second author on the structure of the asymptotic covariance of the corrector, see [11] .
The present contribution concerns the case of continuum linear elliptic equa-tions. It is based on [5] , which is a complete continuum version of [6, 7] (with in addition optimal results for d = 2). In the present contribution we establish quantitative results on the periodic approximation of the corrector equation for the stochastic homogenization of linear elliptic equations in divergence form, when the diffusion coefficients satisfy a spectral gap estimate in probability, and for d > 2. The main difference with respect to the first part of [5] is that we avoid here the use of Green's functions and more directly rely on the De Giorgi-Nash-Moser theory. Let us also mention the work [13] by Nolen, which follows [6] to establish estimates on the corrector, and proves a normal approximation result for a class of random coefficients in this continuum setting.
Setting
We start by introducing the relevant deterministic notions: The corrector φ(a; ·) and the homogenized coefficient a 
where λ > 0 is a number fixed throughout the article.
Corrector. For given a ∈ Ω, the corrector φ(a;
where ξ ∈ R d with |ξ| = 1 is a direction which is fixed throughout the article. For further reference we note that φ is "stationary" in the sense of
for all points x ∈ R d , coefficient fields a ∈ Ω, and shift vectors z ∈ R d .
where ξ ′ with |ξ ′ | = 1 is a direction which is fixed throughout the article.
We now introduce our example of an ensemble on the space of coefficient fields on the torus.
Definition 2. By the "Poisson ensemble" we understand the following probability measure on Ω: Let the configuration of points X := {X n } n=1,··· ,N on the torus be distributed according to the Poisson point process with density one. This means the following
• For any two disjoint (Lebesgue measurable) subsets D and D ′ of the torus we have that the configuration of points in D and the configuration of points in D ′ are independent. In other words, if ζ is a function of X that depends on X only through X |D and ζ ′ is a function of X that depends on X only through X |D ′ we have
where · 0 denotes the expectation w. r. t. the Poisson point process.
• For any (Lebesgue measurable) subset D of the torus, the number of points in D is Poisson distributed; the expected number is given by the Lebesgue measure of D.
Note that N is random, too. With any realization X = {X n } n=1,··· ,N of the Poisson point process, we associate the coefficient field a ∈ Ω via
Here and throughout the article, balls like B 1 (X n ) refer to the distance function of the torus. This defines a probability measure on Ω by "push-forward" of · 0 . We denote the expectation w. r. t. this ensemble with · . For our result, we only need the following two properties of the Poisson ensemble.
Lemma 1.
Stationarity. The Poisson ensemble is stationary which means that for any shift vector z ∈ Z d the random field a and its shifted version a(·+z) : x → a(x + z) have the same distribution. In other words, for any (integrable) function ζ : Ω → R (which we think of as a random variable) we have that a → ζ(a(· + z)) and ζ have the same expectation:
Spectral Gap Estimate. The Poisson ensemble satisfies a Spectral Gap Estimate by which we understand the following: There exists a radius R only depending on d such that for any function ζ : Ω → R, we have
Here, for a (Lebesgue measurable) subset D of the torus, the (essential) oscillation osc D ζ of ζ with respect to D is a random variable defined through
It measures how sensitively ζ(a) depends on a |D . Note that (osc D ζ)(a) does not depend on a |D .
Main results
The main result of the article is a Central Limit Theorem-type scaling of the variance of the homogenized coefficient in terms of the system volume L d .
Theorem 1. Suppose · is stationary and satisfies the Spectral Gap Estimate. Then we have the following estimate on the variance of the periodic approximation of the homogenized coefficient
In this article, we prove Theorem 1 only for d > 2. We shall derive it from the following result of independent interest, which is only true for d > 2.
Proposition 1. Let d > 2 and suppose · is stationary and satisfies the Spectral Gap Estimate. Then all moments of the corrector are bounded independently of L, that is, for any 1 ≤ p < ∞ we have
Here and in the entire text, we write φ 2p for (φ 2 ) p , so that expressions like above make sense also for a non-integer exponent p.
Auxiliary results
We need the following L p (Ω)-version of the Spectral Gap Estimate.
Lemma 2. Let · satisfy the Spectral Gap Estimate. Then it satisfies an L p (Ω)-version of a Spectral Gap Estimate in the following sense: Let R be the radius from (9). Then we have for any (2p-integrable) function ζ : Ω → R and any
Here means up to a generic constant that only depends on p.
Together with the previous lemma, the following lemma gives an estimate of φ in terms of ∇φ + ξ.
Lemma 3. Suppose d > 2 and that · is stationary. Then we have for any
where means up to a generic constant only depending on d, λ, p, and R.
The last lemma in turn gives an estimate of ∇φ + ξ in terms of φ.
Lemma 4. Suppose that · is stationary. Then we have for any 2 ≤ p < ∞
where means up to a generic constant only depending on d, λ, and p.
Proofs
Proof of Lemma 1.
Step 1. Generalization and reduction. The most natural form of the result of the lemma is the following: For any measurable partition D 1 , · · · , D N of the torus we have
where B 1 (D) is the set of all points on the torus that have distance less than one to D. In this step, we will derive this from the following similar estimate on the Poisson point process itself:
Here · 0 denotes the expectation w. r. t. to the Poisson point process X := {X n } n=1,··· ,N , ζ is a (square integrable) function of the point configuration X, and the oscillation osc 0,D is defined in a similar way to (10):
Indeed, (13) is an immediate consequence of (14) because of the following two facts.
• We recall that (7) defines a mapping X → a from point configurations to coefficient fields. As such, it pulls back functions according to ζ 0 (X) = ζ(a(X)) and pushes forward the ensemble according to
In particular we have for the variance
• By definition (7), if the point configurations X andX coincide outside D, then the corresponding coefficient fields a(X; ·) and a(X; ·) coincide outside B 1 (D). Hence for a given configuration X, the set {a(X)|X = X outside D} is contained in the set {ã|ã = a(X) outside
and the opposite inequality if we replace the supremum by the infimum. From the definitions (10) and (15) of the oscillation we thus see
By (16) , this implies as desired
Step 2. Conditional expectations and independence. From now on, we prove statement (14) for the Poisson point process. For brevity, we drop the subscript 0. For a given (Lebesgue measurable) subset D of the torus, we denote by ·|D the expectation conditioned on the restriction X |D of the (random) point configuration X on D. We note that for a function ζ : Ω → R which is square integrable, ζ|D is the L 2 (Ω)-orthogonal projection of ζ onto the space of square integrable functionsζ : Ω → R that only depend on X via X |D . With help of these conditional expectations the independence assumption (6) can be rephrased as follows: For any two (Lebesgue measurable) subsets D, D ′ that are disjoint and any (square integrable) function ζ : Ω → R that does not depend on X |D we have
Here comes the argument: By definition of conditional expectation, (17) follows if for any pair of (bounded and measurable) test functions u and u ′ which only depend on X |D and X |D ′ , respectively, we have
Indeed, on the one hand, since ζ only depends on X |D c (where D c denotes the complement of D) and u ′ does only depend on X |D ′ (and thus a fortiori only on X |D c ) while u only depends on X |D , we have from (6):
On the other hand, since ζ|D ′ u ′ only depends on X |D ′ (and in particular only on X |D c ) while u only depends on X |D , we have from (6):
where the middle identity holds since u ′ only depends on X |D ′ .
Step 3. Conditional expectation and oscillation. For any (Lebesgue measurable) disjoint subsets D and D ′ of the torus and any (square integrable) function, we have
By exchanging ζ with −ζ, we see that it is enough to show
We note that sup D ζ ≤ ζ + osc D ζ, where we've set for abbreviation
Hence (19) follows from
The latter inequality can be seen as follows
Step 4. Martingale decomposition. For conciseness, we only prove (14) for N = 3. So let {D 1 , D 2 , D 3 } be a partition of the torus, we claim
Indeed, this follows from the fact that
The latter can be seen as follows: By definition of ·|D as L 2 (Ω)-orthogonal projection, the two last functions ζ|D 1 ∪ D 2 − ζ|D 1 and ζ|D 1 − ζ do only depend on X |D 1 ∪D 2 , so that they are orthogonal to the first function ζ − ζ|D 1 ∪ D 2 . It remains to argue that the two last functions ζ|D 1 ∪ D 2 − ζ|D 1 and ζ|D 1 − ζ are orthogonal. To that purpose, we rewrite the middle function as
Since the last function only depends on X |D 1 , they are orthogonal.
Step 5. Conclusion, i. e. (13) for N = 3. By Step 4, it remains to estimate the three r. h. s. terms of (20). For the first term, we use (18) with
The other two terms follow the same way.
Proof of Lemma 2. W. l. o. g. we may assume that ζ = 0.
Step 1. Application of the original Spectral Gap Estimate to ζ p . We claim that this yields
Indeed, (9) applied to ζ p at first gives
Using the triangle inequality in L 2 (Ω) on the l. h. s. of (22) in form of
we see that (21) follows from (22) by Young's inequality provided we can show
The latter can be seen as follows: From the elementary real-variable estimate
we obtain by definition of osc that
Using that the discrete
Hölder's inequality w. r. t. to · applied to the first r. h. s. term with exponents (
Step 2. Conclusion in case of p ≥ 2 (the other case is easier and not needed later). It remains to treat the first r. h. s. term of (21). By Hölder's inequality w. r. t. · we have
Using ζ = 0 we obtain from the original Spectral Gap Estimate applied to ζ itself
(25) Inserting (25) into (24) we obtain
Inserting this into (21) and using Young's inequality yields the claim of the lemma.
Proof of Lemma 3.
Step 1. Regularity theory for a-harmonic functions. We will use the following two ingredients from De Giorgi's theory for uniformly elliptic equations: For any a ∈ Ω and any a-harmonic function u in B 2 we have sup
Moreover, there exists a Hölder exponent α > 0 only depending on d and λ such that sup |u| + sup
Indeed, for (27), one may assume w. l. o. g. that ffl B 2 u = 0 so that (27) follows from (28) and Poincaré's inequality on B 2 for functions with mean value zero. Here and in the sequel, we write B R = B R (0) for brevity. The crucial element of these estimates is that the constants depend on the coefficient field a only through the ellipticity ratio λ (as indicated by the use of ).
Step 2. In this step, we derive an auxiliary a priori estimate involving dyadic annuli. Let u be a function and g a vector field on the torus related by the elliptic equation
We note that this sum is actually finite since for 2 n ≫ L, the ball B 2 n−1 invades the entire torus so that the "annulus" B 2 n \ B 2 n−1 is actually void. Estimate (29) will be derived from (26) and an elementary scaling argument. Indeed, for n ∈ N, we introduce
Hence by the triangle inequality, for (29) it is enough to show
We now give the argument for (30). Testing −∇ · a∇u n = ∇ · g n with u n , using the uniform ellipticity, and Cauchy-Schwarz' inequality, we obtain
By Hölder's inequality on B 2 n−1 with exponents (
) we obtain
We note that u n is a-harmonic on B 2 n−1 (since g n vanishes there). Hence by (26), which we rescale from B 2 to B 2 n−1 , we have
The combination of the two last estimates yields (30).
Step 3. As a preliminary, we study the local dependence of ∇φ + ξ on a: Let the two coefficient fields a andã agree outside B R . Then we havê
Indeed, we note that the function φ(ã; ·) − φ(a; ·) satisfies
We test this equation with φ(ã; ·)−φ(a; ·) and obtain from uniform ellipticity and
Since by assumption,ã − a vanishes outside B R , the above yieldŝ
This implies (31) by the triangle inequality in L 2 (B R ).
Step 4. In this step, we derive the central deterministic estimate
Given a coefficient field a on the torus and a point on the integer lattice
, we denote by a z an arbitrary coefficient field on the torus that agrees with a outside B R (z). We note that the function φ(a z ; ·) − φ(a; ·) satisfies
Given a discrete field
) d we consider the function u and the vector field g on the torus defined through
and note that (34) translates into −∇ · a∇u = ∇ · g. Provided ω z = 0 for z ∈ B R+1 , we have g(x) = 0 for x ∈ B 1 . Under this assumption, we may apply (29) from Step 2 and obtain
Since |a z − a| ≤ 1 is supported in B R (z) and since {B R (z)} z∈Z d locally have a finite overlap, this turns into
Hölder in z
where p and q are dual exponents, that is,
was arbitrary under the constraint that ω z = 0 for z ∈ B R+1 this implies by the duality of ℓ 2q (Z d ) and
Since for any z ∈ Z d , a z was an arbitrary coefficient field that agrees with a outside B R (z), this implies by the definition of osc B R (z)
On the l. h. s. we use that since
Step 5. Using stationarity, we upgrade Step 4 to the stochastic estimate
.
(35) Indeed, we start from (33) in Step 4 and apply the triangle inequality to the sum over n w. r. t. the norm L 2p (Ω):
We now note that the stationarity (4) of φ also yields
and thusˆB
Inserting this into (36) yields (because of
Since for p >
Hence (38) turns into the desired (35).
Step 6. It remains to treat z ∈ Z d ∩ B R+1 in (12) . By stationarity, it will be enough to consider z = 0, cf. Step 7. In this step, we will derive from the Hölder continuity a priori estimate (27) the deterministic estimate
Let a ∈ Ω be given andã ∈ Ω agree with a outside B R and otherwise be arbitrary. On the one hand, since
= 0, we have by Sobolev's embedding
On the other hand, we obtain from (27) applied to the a-harmonic function u(x) = φ(a; x) + ξ · x (rescaled from B 1 to B R ):
Replacing a byã in the above and using (31) from Step 3 (with B R replaced by B 2R ) we likewise have sup
Combining (41) and (42), we obtain sup
|∇φ(a; ·)+ξ| 
By the following elementary interpolation estimate, valid for an arbitrary function u,
2d + sup
we see that (40) and (43) Sinceã was arbitrary besides agreeing with a outside B R , we obtain (39) by definition of osc.
Step 7. We upgrade Step 6 to the stochastic estimate
Indeed, (39) from Step 6, with the origin replaced by z, implies after summation
Taking the p-th power and the expectation yields (44).
Step 8. From Steps 5 and 7 we learn that (12) is satisfied with B 1 replaced by B 3R+1 on the r. h. s. . We appeal once more to stationarity to get for a generic R 1
Indeed, there exist points z 1 , · · · , z N on the torus such that B R ⊂ N n=1 B 1 (z n ) and we can arrange for N 1 because of R 1. Thus we havê
Taking the p-th power gives
taking the expectation yields
By stationarity, cf. (37), this yields (45).
Proof of Lemma 4
Step 1. We start by establishing the deterministic estimate
which we will use in form of
Estimate (46) relies on the fact that u(
We test this equation with η 2 u, where η is a cut-off function for B 1 in B 2 . By uniform ellipticity we obtain λˆ(η|∇u|) 2 ≤ 2ˆ|∇η||u| η|∇u|.
We now use Young's inequality (and p ≥ 2 > 1) on the r. h. s. integrand in form of
By the choice of η, this implieŝ
It remains to apply Jensen's inequality on the r. h. s. to obtain as desired
Step 2. We continue with the deterministic estimatê
that follows from the combination of (48) once with the generic exponent p and once with the exponent p = 2. Indeed, we test −∇ · a(∇φ + ξ) = 0 with the monotone-in-φ expression 
Using Cauchy-Schwarz' inequality on the r. h. s. of that inequality yields (48).
Step 3. Conclusion using stationarity. We take the expectation of (47):
By stationarity, we have
We now use the expectation of (49):
We use once more stationarity in form of
Proof of Proposition 1. By Jensen's inequality, it is enough to prove the statement for p >
. We apply Lemma 2 to ζ(a) = φ(a; 0). We note that by stationarity of φ and · we have
Hence the statement of Lemma 2 assumes the form
Estimating the r. h. s. by Lemmas 3 and 4, this turns into
We conclude by using Jensen's and Young's inequalities in form of C φ
Proof of Theorem 1.
Step 1. Application of Lemma 1 to
Step 2. Deterministic estimate of the oscillation. We first rewrite ξ
where φ ′ (a; x) is the corrector associated with the pointwise transpose field a t of a and direction ξ ′ . Indeed, (51) holds by (3) since φ ′ is periodic. We claim
Indeed, consider two arbitrary coefficient fields a 0 , a 1 ∈ Ω that agree outside B R (z). We write for abbreviation φ i (x) = φ(a i ; x), φ 
Using the equation (3) for φ 1 and for φ ′ 0 , the first two r. h. s. terms vanish and this identity turns into
so that we obtain |∇φ 0 + ξ| 2 .
Step 3. Stochastic estimate based on Proposition 1. We claim ˆB R (z) |∇φ + ξ| .
An application of Lemma 4 with p = 2 and of Proposition 1 with p = 1 yields (54). Since the ensemble · ′ that is obtained from · as pushforward under a → a t satisfies our assumptions, we have
Step 4. Conclusion:
|∇φ + ξ| 
