Extraction of particles from cryo-electron microscopy (cryo-EM) micrographs is a crucial step in processing single-particle datasets. Although algorithms have been developed for automatic particle picking, these algorithms generally rely on two-dimensional templates for particle identification, which may exhibit biases that can propagate artifacts through the reconstruction pipeline. Manual picking is viewed as a goldstandard solution for particle selection, but it is too time-consuming to perform on data sets of thousands of images. In recent years, crowdsourcing has proven effective at leveraging the open web to manually curate datasets. In particular, citizen science projects such as Galaxy Zoo have shown the power of appealing to users' scientific interests to process enormous amounts of data. To this end, we explored the possible applications of crowdsourcing in cryo-EM particle picking, presenting a variety of novel experiments including the production of a fully annotated particle set from untrained citizen scientists. We show the possibilities and limitations of crowdsourcing particle selection tasks, and explore further options for crowdsourcing cryo-EM data processing.
: Intra-expert and inter-expert agreement for experts who created the gold dataset. Of the nine experts who participated, one did not complete all assigned micrographs and so was not included in this table.
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Inter Since we desired to annotate a large, fully manually-picked particle set, we hosted our experiment on an 68 established crowdsourcing platform, Panoptes, a Zooniverse-run initiative for citizen science projects.
69
Initial testing for the crowdsourcing system was performed by paid workers recruited through Amazon
70
Mechanical Turk (AMT). Workers were recruited, trained, and paid through AMT, while Panoptes hosted 71 the particle selection tasks and stored the results (Figure 1 ).
72
Testing produced 16,562 particles chosen by 42 unique workers using the same set of 190 images in the 73 gold standard. Based off of feedback from AMT workers, additional instructions, shown in (Fig. S2 ), were 74 added to the picking interface.
75
Importantly, this initial testing was used to determine the optimal number of people to assign to each 76 image, as well as to establish a voting mechanism. To this end, at least 10 workers annotated each micrograph 77 and accuracy statistics were derived for randomized subsets of those workers using various voting thresholds 78 (Figure 2a ). Limited returns after five annotators at union led to the choosing of this threshold as optimal; 79 in all subsequent experiments, each image was shown to five annotators and the crowd output was defined 80 as the union of users' annotations.
After testing in Amazon Mechanical Turk, the project, dubbed Microscopy Masters, was launched on Panoptes in March 2016. A total dataset of 209,696 particle picks was produced over a year from 3,446 84 micrographs, with 2,108 unique volunteers. The parameters established in our initial testing were utilized, 85 with each image being classified by five different users and the 'voting threshold' set to one, meaning the 86 total union of all classifications performed on an image were used to generate the final data set of picks.
87
For individual users, we observed a marked decrease in fscore and recall in the Zooniverse set, as shown 88 in Figure 2 , which we attributed to differing incentives between paid testing on AMT and unpaid volunteers 89 on Zooniverse. In particular, the number of particles selected in each image by Zooniverse volunteers is highly 90 variable; a peak at zero in the distribution of particles picked per-user per-image resulted in a corresponding 91 peak at zero for recall and fscore, as well as a peak at one for precision ( Figure 2b ). Association of low 92 recall and low-cardinality annotations implied a body of "low-effort" annotations, where a user did not fully 
