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Abstract 
Using of Remote sensing for the sake of Earth Observation is getting more and more popular as the 
number of satellites that are able to measure electromagnetic radiation with a higher spatial, 
temporal and radiometric resolution is considerably rising. Of all usage of Earth Observation, 
detection of disturbances caused by natural catastrophe such as wind, earthquake and fire is highly 
important. On 12th of August 2017, a storm hit South and South East of Finland, bringing harsh 
disturbances to the forest area in which Pine and Spruce were the main types of land cover. The 
study area in this region contained land cover types such as Pine, Spruce, Silver birch, and Downy 
birch. Two sentinel-2 images from 11th of August 2017 and 5th of September 2017 were used to 
measure spectra behavior of existing features before and after storm in the region. Forest use 
notifications data and forest-stand dataset were used as ground truth data. For change extraction, 
univariate image differencing was used using six different indices, namely EVI, NDVI, NDMI, 
SATVI, TCB, and TCG. Two different approaches were taken for change detection, namely 
pixelwise and average based, where in the former individual pixels were extracted (from stands) and 
used for training the models while in the later average of pixels inside each stand was calculated and 
used for training.  Results achieved by average-based showed a better performance in terms of user 
accuracy and stability than pixelwise approach did. 
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1. Introduction.  
 
1.1 Motivation 
 
Huge amount of carbon dioxide is absorbed and converted to oxygen by forests (Dixon 
et al. 1994). They are considered as the biggest carbon pool mass between our 
terrestrial ecosystems (Dixon et al. 1994) and changes in this ecosystem are constantly 
affecting them (Griffiths et al. 2013). Natural phenomenon such as storms and fires 
are considerably effecting forests structure and their ecosystems (Hobbs and 
Huenneke 1992) and climate change is one of the side effects of these changes that are 
occurring in forest ecosystems. (Chen et al. 2013; Eshleman et al. 2009; Tao et al. 
2013). Harsh regularly storms cause great windthrow of trees, changes forest 
structures, and break up the forested landscape. Not only do such damages effect 
timber industry, wildlife habits, and local economy in a direct way but they also often 
have long-term impact on forest succession, nutrient cycling, drainage as well as site 
productivity, therefore, detection of damages in forest is vital for realization of issues 
such as global biogeochemical cycles, climate changes, and local economy (Wang et 
al 2009; Einzmaan et al 2016; Guo XY et al 2015). 
 
During the recent years, Finland experienced several harsh storms. In particular, a 
drastic storm, named Kiira that hit southern of Finland on 12th of August 2017, made 
gusts of wind up to 32.5 meters per second to the capital city region (YLE 2019). It 
demonstrated that it was too strong for the Finnish Meteorological Institute’s (FMI) 
measuring devices (YLE 2019). It caused falling of a lot of trees and cut electricity 
cables in the region (YLE 2019). Figure 1.1 illustrate how powerful the storm was, 
which managed to fall down a big tree.  
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Figure 1.1 shows the power of Kiira strom invaded Southern and East of Finland on 
12th August 2017 (YLE 2017) 
 
 
Similarly, on 26th August 2016, another storm, named Rauli, caused a lot of 
destruction and downed a number of trees causing the cliffs of power lines. Vaasa 
and Kuopio cities were the ones that were highly affected (YLE 2019). 
 
Considering all disturbances happened in the mentioned cities, a need for a faster 
and accurate way to automatically detect the location of damaged areas was needed. 
Not only is automatic detection of disturbances using free-cost-satellite-imagery 
affordable but it is also safer (not field work required). As a result, fast detection of 
disturbances prevents more economic and environmental losses that could happen to 
the damaged forest. 
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1.2 Thesis Novelty and objectives 
 
This is the first study to examine the usage of Sentinel-2 images with high spatial 
resolution to detect disturbances caused by winds in forest. As described in literature 
section, there has been studies in which Landsat imagery with moderate spatial 
resolution (30 meters) was used for detection of disturbances occurred in forest. 
However, in this thesis, Sentinel-2 images that offers much better spatial, temporal, 
and radiometric resolution was examined. Almost all studies took advantage of using 
individual bands and indices for change detection purposes and then compared their 
results against one another. However, in this study, the most common bands and 
indices used for wind damage detection were utilized simultaneously as six 
independent predictors using two complex models. In addition, a new strategy for 
removal of clouds was implemented since Sentinel cloud mask was not able to 
remove all cloudy pixels. The overarching goal of this thesis was to establish an 
algorithm in order to automatically detect wind damages in forestry using Sentinel-2 
images. It also compared performance of two complex models, namely random 
forest and neural network on detection of wind damages. Furthermore, it gives some 
recommendations for future studies that are going to work on the same theme. 
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2. Literature review 
 
In this section the scientific background is reviewed. It explains what has been done so far 
and the accuracy achieved. Some general background of machine learning is also covered. 
 
2.1 change detection history 
 
Wang et al (2009) compared performance of different change detection methods for 
detection of disturbances caused by the storm occurred on 29th of August 2005 in 
forests. Algorithms such as selective principal component analysis (PCA), change 
vector analysis (CVA), and post classification comparison (PCC) were tried using 
six different vegetation indices such as RVI, NDVI, SAVI, TCB, TCG, and TCW. 
The area under study covered Lower Pearl River Valley and neighborhood areas of 
Washington Parish, Louisiana and states such as Pearl River in Mississippi and 
Hancock. The area of whole forest in the study areas was about 370000 ha, which 
included species such as shortleaf pines, longleaf-slash pine, and oak-pine groups 
(Wear and Greis 2002), blackgum, sweetgum, oak. In terms of climate, the study 
region enjoyed a humid weather. The geospatial data used in this study contained 
two sets of Landsat 5 TM images, taken on 22nd of August 2005 and 9th of October 
2005, Digital Ortho-photos as well as National Oceanic and Atmospheric 
Administration (NOAA) aerial photos taken between 30th of August and 8th of 
September 2005. During the 50-day gap between the obtained images, all damages 
were assumed to be direct effect of the storm. The Ortho-photos, enjoyed one meter 
spatial resolution, were mainly used for validation of land cover classification 
applied on the pre-storm image. The NOAA images were utilized to generate ground 
truth data. In addition, field surveys were carried out from April to June of 2006 in 
the region under study. Taking advantage of NOAA photos’ interpretations and field 
works, 6470 pixels that covered an area of 525.36 ha were labeled as damaged forest 
while 4115 pixels covered an area of 334.13 ha went for undamaged forest. In order 
to identify land cover classes in the area of study, a combined machine learning 
technique containing an unsupervised algorithm followed by a supervised algorithm, 
maximum likelihood in this case, were used. The digital Ortho photos were used to 
validate the classification process and make sure that only forest areas were chosen 
by the combined technique. In the next step vegetation indices (VI) were calculated 
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followed by change feature extraction using algorithms such as UID, selective PCA, 
and CVA. The study concluded that different change detection algorithms resulted in 
different range of accuracies. It was also concluded that VI indices played more 
important roles in comparison with change detection algorithm used in the accuracy 
achieved. They found indices that took advantage of band 5 and 7 (SWIR1 and 
SWIR2 of Landsat 5) were able to easily detect areas in which damages occurred. 
No considerable benefit was discovered using the four different change detection 
algorithms. However, in terms of reliability, they concluded that UID, CVA, and 
PCC looked more consistent. At the end, it was suggested that using band 3, 4, 5 on 
PCC, using TCW and TCB on CVA, and using TCW on UID change detection 
technique may benefit later studies in detection of disturbances caused by wind in 
forest. 
Vorovencii (2014) studied detection of environmental changes due to windthrows 
utilizing Landsat imagery. The study area located in Sanmartin forest division in 
Romainia, which covers an area of 800 ha. The main land cover in this region went 
for spruce. This study followed three goals, 1- utilizing remote sensing techniques 
for detection of environmental changes caused by wind, 2- finding the best change 
detection technique that suited the most for windthrows happened in spruce stands, 
3- finding the best threshold values for the used change detection techniques. For 
satellite data, two images from landsat-7 were used as pre and post images. The first 
image came from 5th of April 2001 and the second one was taken on 10th of May 
2001. In addition to satellite data, orthophoto data was utilized to detect damaged 
areas. For ground truth, field work was done. The ground truth data contained 
information about properties of stands hit by storm such as type of trees inside, wood 
volume affected, slope orientation and their inclination, and type of soil. Three 
techniques were chosen for change detection, namely univariate image differencing 
(UID), change vector analysis (CVA), and selective PCA. Speaking of vegetation 
indices used in this study, SAVI, NDVI, RVI, and Tasseled Cap transformation 
(TCB, TCW, TCG) were selected. In order to georeference the images, 20 ground 
control points were used, followed by Dark Object Subtraction (DOS) algorithm to 
reduce the contribution of atmosphere from the scenes. To remove topographic 
effects, topographic normalization strategy was applied on the images utilizing a 
digital train model (DTM). For accuracy evaluation of change detection in this study, 
50 stands from each class (damaged and undamaged) were randomly selected, from 
which error matrix, kappa statistics, and overall accuracy were calculated. It was 
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concluded that univariate image differencing (UID) performed the best of all (82.3 
percent accuracy) when TCW was used. The poorest classification accuracy went for 
selective PCA using SAVI with 51.3 percent accuracy. It was exposed that TCW 
was the one that had the most sensitivity for change detection by considering the 
threshold values smaller than -2s and bigger than +2s, which were standard 
deviations values calculated from average of pixels inside the disturbed stands. 
 
Guo XY et al., (2015) studied mapping and assessing typhoon-induced forest 
disturbance in Changbai Mountain national nature reserve. It focuses on assessment 
of the extent of damages caused by a Typhoon Vera happened on 28 of August 1986.  
Speaking about the area under the study, Changbai Mountain National Nature 
Reserve is an area that is situated between North Korea and China. It covered an area 
of 1965.38 𝑘𝑚#. The area enjoyed variety range of topography from 800 meter to 
2700 meter above sea level. In terms of land cover, depending on the different 
topography in the region there were mainly three types of forest, namely the forest 
populated by Rhododendron L., and Vaccinium Linn located in areas that were 
above 2000 meter from sea level, brich forest that were between 1700 and 2000 
meter above sea level, and the forest dominated by Abies nephrolepis, Picea koreana, 
and Picea jezoensis trees located in areas with elevation less than 1100 meter above 
sea level. United Ntiones appointed Changbai Mountain National Nature Reserve as 
a Biosphere Reseve in 1979 (Shao et al. 1996), therefore, the study area was watched 
by United Nations for about 50 years, meaning that human activities were highly 
restricted, so any changes in the region was assumed to be from natural damages. 
The main goals of this study were 1- make an estimation of damage severity 2- 
evaluate how much topography of the region can contribute to the intensity of 
disturbances in forest 3- examine recovery actions taken after the storm from 1987 to 
2010. In total, 13 cloud-free Landsat images taken between 1985 and 2010 were 
utilized in this study. Middle of May to early August were the time span all images 
were selected, which was a growing season in the region. For geo-referencing of the 
scenes, 25 ground control points were used. Fast Line-of-Sight Atmospheric 
Analysis of Spectral Hypercubes (FLAASH) radiative transfer algorithm was applied 
on the selected images to reduce the effect of atmosphere (Adler-Golden et al. 1998). 
In addition to satellite imagery, digital train model was created using Advanced 
Space borne Thermal Emission and Reflection Radiometer (ASTER) data. This data 
mainly was used for creation of slope and train aspect in the region of study. 
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Furthermore, for ground truth data, field work was carried out to create a map (called 
reference map) that illustrate disturbed areas in the region. Climate data was also 
used in this study to examine possible correlation between climate changes and 
forest recovery. One extra landsat-5 image taken on 14th May 1985 (pre-storm) was 
utilized to help understanding of existing land cover in the region and create a non-
forest mask used to differentiate forest areas from other land covers. Ten different 
classes were generated based on this image using a software named ENVI, which 
took advantage of Maximum likelihood classifier algorithm to make the 
classification. The classes were as following 1-snow cover 2-water body 3-bare land 
4-meadow 5-mountain birch forest 6-evergreen coniferous forest 7-mixed forest 8-
larch forest 9-hard wood forest and 10-construction land. For damage detection, the 
disturbance index (DI) was used following the non-forest mask applied to exclude 
non-forest areas, meaning that only pixels labeled as Mountain Birch Forest, Larch 
Forest, Evergreen Coniferous, Mixed Forest, and Hardwood Forest were taken into 
DI calculations. For change extraction, Image difference were calculated, meaning 
that DI of 1985 was subtracted from DI of 1987. High dDI values (post-DI – pre-DI) 
were regarded as indication of damaged areas while negative and zero went for 
growing forest and healthy forest respectively. For evaluation of the achieved 
accuracy during damage extraction, the reference map was overlaid with dDI image. 
Visual inspection was taken to assess the degree of similarity between the reference 
map and dDI image. The results showed a high degree of consistency in the two 
images even though there were also areas that overestimation of windthrow 
occurred. The factors that was considered to be contributing to this difference was 
assumed to be from the ground survey data due to terrain that were hard to access, 
different surveyors may have had different inference of the scenes, and overlooking 
of areas with small disturbances. The results showed some particular topography in 
the region contributed to the disturbances caused by the storm. For instance, Over 98 
percent of windthrow was reported in the areas with height of 2000 meter above sea 
level. Regarding forest recovery actions taken after the storm, the results represented 
dynamic recovery process. During the first few years after the storm, there was a 
constant growth in the value of DI due to policies taken by forest center, meaning 
that clear-cutting was applied to the disturbed areas, which caused a big decrease in 
the value of DI. DI values started to diminish after coniferous trees species were 
planted by forest owners in the following years. Overall, this study concluded that DI 
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algorithm could be considered as an effective method for forest damage detection 
caused by winds. 
 
Grybas et al., (2015) studied the effect of wind on land cover in Assateague Island 
National Seashore with 60 km long situated in United States of America. The main 
goal of study was to examine land cover changes caused by a storm occurred in 
October 2012 in the Island. Two different change detection algorithms were tried 
namely pixel-based and object-based approaches using random forest classifier. For 
change extraction, univariate image differencing (UID) was used. The scenes 
obtained for this study were from Landsat-8 (post-images) and Landsat-5 (pre-
images), which were two series of images (multi temporal) were download from 
2011 and 2013. Finding suitable imagery (clear sky) was a challenge reported in this 
study. Vegetation indices generated for this study were NDVI, moisture stress index 
(MSI), TCB, TCG, and TCW since it was suggested to perform well by the previous 
studies. The ground truth data was generated by the help of NOAA C-CAP 
classification scheme, resulting in 10 different land cover features, namely 
agriculture, deciduous forest, developed, estuarine, evergreen forest, mixed forest, 
open water, palustrine, shrub, and unconsolidated shore. For each land cover, about 
100 samples were measured, which was then verified by high resolution imagery 
generated by National Agricultural Inventory program imagery, Google Earth, and 
field assessments. In the next step, 50 sample from each land cover was used for 
training the model (RF) and the rest was used for testing of the classifier, which was 
followed by several classifications of pre and post storm images. Next, UID was 
applied to extract possible changes from the images. For segmentation, the multi-
resolution segmentation algorithm was applied on NDVI image difference to 
segment the image. At the end, It was concluded that there was no difference 
between accuracy achieved by pixel-based and object-based. UID detected less area 
as change compared to PCC and the reason was that PCC was suffering from slivers 
effects, the same features’ geometries in different images varies, which caused 
misclassification of areas left at the edge of features. 
Einzmann et al (2017) that studied monitoring of forest disturbances caused by 
storms in forest introduced a change detection technique that was implemented in 
two separate steps using very high-resolution imagery provided by Rapid Eye 
Platform. In the first step, to detect windthrow areas that are bigger than 0.5 ha, an 
object-based bi-temporal change technique analysis was used. To implement this, a 
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Random Forest model, a semi-automatic feature extraction technique, and a large-
scale average shift algorithm (for image segmentation) were used. Vegetation 
indices, spectral transformation, spectral behavior, and texture were utilized as inputs 
to the model. In the second step, to detect small fallen trees, a hybrid-change 
detection strategy was implemented, which combined the features that were more 
important in the last processing step with Multivariate Alteration Detection and 
Spectral Angle Mapper. To validate the results, field data that was generated by on-
site presence was used. In addition, orthophoto of sites under study helped for further 
validation of the study. Vegetation indices that were used for the study were 
Atmospherically Resistant Vegetation Index (ARVI), Difference-Difference 
Vegetation Index (DD), Difference Vegetation Index (DVI), Enhanced Vegetation 
Index (EVI), Green Atmospherically Resistant Vegetation Index (GARI), Green 
Normalized Difference Vegetation Index (GNDVI), Infrared Percentage Vegetation 
Index (IPVI), 2nd Modified Soil Adjusted Vegetation Index (MSAVI2), Normalized 
Difference Red Edge Index (NDREI), Normalized Difference Greenness Index 
(NDGI), Normalized Difference Red Edge Blue Index (NDREG-B), Normalized 
Difference Vegetation Index (NDVI), Normalized Near Infrared (NNIR), Plant 
Senescence Reflectance Index (PSRI), Red Edge Normalized Difference Vegetation 
Index (REG NDVI), Red Edge Ration Index 1 (RRI1), Ration vegetation Index 
(RVI), and Soil Adjusted Vegetation Index (SAVI). They concluded that using 
random forest performed very well considering comparing its results with validation 
data and it was recommended for future studies to take advantage of RF classifier if 
windthrow detection is the goal of study. Of all indices that were used, they found 
that indices that enjoyed the use of red edge and blue bands such as PSRI, NDREDI 
played the most important role in detection of disturbances. Sentinel-2 usage also 
was recommended for future studies since it had the main requirement bands, 
namely three red edge, and short infrared bands. 
 
 
Wang et al (2018) studied vegetation disturbances caused by storm in Xiamen 
Island, China. The paper assessed the effect of a storm occurred on September 15th, 
2016, taking advantage of two high spatial resolution satellite images. The main 
goals of this study were to examine the vegetation disturbances and to determine 
type of vegetation species, trees, shrubs and grasslands, that were effected the most 
by the storm. The study area was located in south of Fujian Province in China with 
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an area of 145.6 km2 and elevation of 339.6 meter above sea level. The island was 
known as the center of Xiamen city, meaning that the type of vegetation in the study 
area enjoyed regular urban vegetation features. Speaking of existing tree species, 
Acacia confuse, Delonix regia, Bauhinia variegate, Chorisia speciosa, Ficus 
benjamina, and F. concinna were the dominant type trees in the region under study. 
Storms were common natural events in the region hitting at least five times a year, 
which usually happened between July and September. Two high spatial resolution 
images from Ziyuan-3 and Gaofen-2 (Chinese civilian high-resolution platforms) 
were chosen for damage detection analysis. The pre-image was taken by ZY-3 on 
forth of February 2016 while the post-image was captured by GF-2 on twentieth of 
September 2016. This gap between two images was due to lack of qualified images 
before and after storm, which was noted as the most common issue when one was 
interested in finding images in rainy and cloudy weather. One important difficulty of 
using high spatial imagery was the lack of proper NDVI seasonal data, which is still 
an issue to consider when high resolution scenes are chosen. This data (seasonality 
data) generated by moderate imagery platforms named MODIS and NOAA meant 
for distinguishing and removing seasonality effects from the images, meaning that 
one can use this NDVI data (representing the seasonality effects) to remove 
seasonality interference and focus only on non-seasonal damages. There was no such 
useful data for high spatial resolution images in order to calibrate the selected 
images. This is due the fact that temporal resolution was relatively low for higher 
spatial resolution imagery. In addition, dense clouds in the existing images made it 
worse, therefore, addressing vegetation seasonal interference plays a critical role in 
the final accuracy of such studies. In order to determine seasonality effect and 
remove it from the images in this study, 3 extra Landsat 8 OLI images taken on first 
of January 2016, fifth of March 2016 and thirteenth of September 2016 were 
acquired. Furthermore, another image from Landsat 8 OLI taken on third of January 
2017 was obtained to examine regeneration of vegetation 5 month after the storm. 
Radiometric and geometric correction as well as image fusion were applied to the 
images in image pre-processing step followed by geo-referencing of the images 
using ground control points. A quadratic polynomial algorithm was applied to avoid 
image distortion during resampling followed by atmospheric correction of the 
images using Chavez model. To implement the image fusion on the ZY-3’s 6-meter 
bands and convert them to 2-meter bands, pan-sharpening technique was utilized. 
The same approach was used on GF-2 image to improve its spatial resolution from 
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4-meter to 1-meter. In the next step, to make two images consistent in terms of their 
spatial resolution, nearest neighbor technique was used to resample GF-2 bands to 2-
meter resolution. NDVI index and fractional vegetation coverage (FVC) were 
calculated for both images. In order to calculate FVC, the Carlson and Ripley’s 
(1997) model was chosen over the other existing model named Gutman and 
Ignatov’s (1998) model. The reason for selection of Carlson and Ripley’s algorithm 
was that the study area enjoyed low rate of vegetation cover. Gutman and Ignatov’s 
was recommended for areas with high rate of vegetation cover, meaning that 
choosing the right model depended on density of vegetation coverage in the study 
areas (Jiang et al. 2006; Xu et al. 2013). For the classification of vegetation in the 
study region, support vector machine (SVM) was used since it was known to 
perform well when it comes to classification of heterogeneous urban areas 
(Mountrakis et al. 2011). The other reason for choosing SVM over the other shallow 
models was the fact that size of training datasets could not affect its performance 
(Linden et al. 2007; Mountrakis et al. 2011; Tigges et al. 2013). Trees, shrubs and 
grasslands were the main land cover types selected for the classification. For training 
data, Google Earth high-resolution images were used to extract training samples for 
each land cover class from the images. In order to apply seasonal variation 
correction and eliminate its effects, three moderate resolution images from Landsat 8 
OLI were obtained since there was no qualified high resolution images available (no 
free cloud images). The first image was from first of January 2016, the second image 
came from fifth of March 2016 and the third one was from thirteenth of September 
2016 (2 days before the storm). It is worth mentioning that if there had been 
qualified high spectral imagery available, two images from February and September 
2016 would have been enough. The reason for using three moderate images was that 
there was also no free cloud image for Landsat 8 OLI in February, therefore, an 
average of February and March imagery was used to simulate the not existing 
February image. NDVI values were calculated for both images, the simulated 
February one and September image followed by a sampling criteria, a 3 × 3 grid, to 
sample pixels throughout the study area. Next, a polynomial regression model was 
established to determine the relationship between the two images, which then was 
used to eliminate to seasonality variation interference from the two high spatial 
resolution images. For damage detection, image difference between NDVI and FVC 
were calculated (after image – before image) for the whole study region. The overall 
change extraction accuracy reported for this study was about 91 percent. The 
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accuracy of results was validated by comparing the achieved results with random 
samples extracted from the original pan-sharpened high spatial resolution images, 
which was a technique recommended by Schneider (2012). To Discover the types of 
species that were affected the most by the storm, 7 areas that had the highest value of 
NDVI difference were chosen in the study region. Baidu Total View, Chinese 
version of Google Street View, was used for identification of type of trees in the 7 
selected regions. It was exposed that the most affected land cover was trees, which in 
the area of the study were mostly as following Acancia confuse, Delonix regia, 
Bauhinia variegate, Chorisia speciose, Ficus benjamina and F.concinna trees 
 
Stych et al., (2019) evaluated the impact of wind and bark beetle damages on forest 
using the time series of Landsat data in two different parks in Slovakia and Czechia. 
The area of study in Slovakia was about 73 square km that was mostly covered by 
spruce forest while in Czechia it was about 900 square km in which spruce forest 
dominated the whole area. The time span of the study was 23 years from1992 to 
2015. Depending on the type of forest in ten different localities in these two parks, 
ten different vegetation indices, namely NDMI, FMI, NDVI, SR, TVI, WNDII were 
selected. Regarding satellite data, eleven images were chosen for this study. It was 
mentioned that crucial steps in this study were finding clear images and selection of 
sensing date of the images. It was recommended that the most suitable time for 
evaluation of vegetation in forest was from the summer to early autumn due to 
seasonality effects on the spectra of land covers. For validation of analysis, data from 
field survey was used. This data contained information about forest management 
plans, field records made by foresters and nature conservation data. In order to make 
the images compatible and comparable to one another, radiometric normalization 
technique was used, which removed the effect different sensors, different sensing 
date of images, and phenology issues. Results stated that different type of damages 
(whether it was biotic or abiotic) had different effects on the health of vegetation. At 
the end, it was concluded that indices that take advantage of RED, NIR, and SWIR 
bands such as NDMI and WNDII could be more sensitive and effective for detection 
of wind disturbances in forest. 
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2.2 Vegetation indices 
 
1- NDVI 
Plants produce sugar and oxygen during a process called photosynthesis in which 
water, light and carbon dioxide are consumed. The reason why healthy plants are 
green is the existence of chlorophyll that highly absorbs visible light while 
reflects near infrared light. Considering the mentioned facts, one may use these 
lights and their combinations to study the behavior of vegetation in areas of 
interest. Of all vegetation indices, NDVI is the most prominent index used to 
study spectra behavior of vegetation (Wang et al., 2009). 
 
NDVI index can be calculated using formula 1: 
 𝑁𝐷𝑉𝐼 = 	 (𝑁𝐼𝑅 − 𝑅𝐸𝐷)(𝑁𝐼𝑅 + 𝑅𝐸𝐷)																											(1) 
 
2- Tasseled Cap Transformations 
One of the common techniques when using remote sensing data is to use ratio 
and combination of bands. Tasseled Cap Transformation is an axis reduction 
strategy in which data points are projected to a new space with often less number 
of axis that are in direction of highest variance. In literature, reducing 
dimensionality of data points is called principal components analysis. In other 
words, it extracts another representation of the data, which is not clear for users. 
The first axis is meant for representing brightness (TCB), which mostly 
represents soil, concrete, rocks and man-made materials. TCG (greenness) is the 
second axis that mostly expose the behavior of vegetation while TCW (wetness) 
is more focused on water and soil (Wang et al., 2008). 
3- Normalized Difference Red Edge (NDREI) 
This index is sensitive to three factors namely chlorophyll content that is inside 
plants, changes in green mass and soil effects. High value of NDREI means that 
there is higher level of chlorophyll content inside leaves while lowest values 
could be due to existence of soil (Einzmann et al., 2017). 
 
NDREI would be a more accurate measure of how healthy vegetation is when 
there is high level of chlorophyll inside leaves. This is because red-edge radiation 
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is semi-transparent to leaves than red light, therefore, it would be less likely to be 
absorbed completely by canopies. As a result, NDREI could be a better choice 
for intensive management applications throughout the growing season than 
NDVI that can’t perform well when there is a lot of accumulated vegetation and 
high level of chlorophyll content in leaves (Paulina Raeva et al. 2018). 
 
NDREI can be calculated using formula 2: 
 𝑁𝐷𝑅𝐸𝐼 = 	𝑁𝐼𝑅 − 𝑅𝐸𝐺𝑁𝐼𝑅 + 𝑅𝐸𝐺																											(2) 
 
where NIR stands for near infrared region of electromagnetic radiation (EMR) 
while REG goes for visible read edge part of EMR. Read edge is regarded as the 
turning point where vegetation changes its spectral behavior. 
 
4- Enhanced Vegetation Index (EVI) 
EVI is another vegetation index that is highly recommended for areas in which 
the mass of vegetation is high. This index uses a combination of near infrared, 
red, and blue bands, which meant for addressing the issue of atmosphere and soil 
effects on NDVI values. In other words, it is able to lower the effect of 
atmosphere and rectify upcoming radiation caused canopy background. Formula 
3 shows how EVI can be calculated (Xue et al., 2017). 
 
 𝐸𝑉𝐼 = 2.5 ×	 (𝑁𝐼𝑅 − 𝑅𝐸𝐷)(𝑁𝐼𝑅 +	𝐶8 	× 	𝑅𝐸𝐷 −	𝐶# 	× 	𝐵𝐿𝑈𝐸 + 𝐿)																	(3) 
 
 
In which RED and BLUE stand for visible red and blue parts of EMR while 
NIR goes for near infrared region of electromagnetic radiation. 
  
Considering formula 3, there are two coefficients, named, 𝐶8	 and 𝐶#	,that are 
responsible for rectifying the effect of atmosphere while 𝐿	 is aimed to target 
soil background. The standard EVI parameter values are 1, 6, and 7.5 for 𝐿	, 𝐶8	 
, and 𝐶#	respectively (Xue et al., 2017) 
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5- Soil-Adjusted Total Vegetation Index (SATVI) 
This index can measure dead and photosynthesizing vegetation. The usage of 
short wave infrared has made this index less common compared to the others 
mentioned. SATVI is well known when mapping surface conditions, plant litter, 
photosynthesizing biomass, and measuring aboveground biomass is the interest 
of studies. It makes use of SWIR1, SWIR2, and RED that are available for 
Sentinel, Landsat, MODIS, and ASTER. The recommended value for 𝐿	is 0.5, 
which corresponds to the soil-line slope (Torbick et al., 2016; Marsett et al., 
2006). 
 𝑆𝐴𝑇𝑉𝐼 = 	 𝑆𝑊𝐼𝑅1 − 𝑅𝐸𝐷𝑆𝑊𝐼𝑅1 + 𝑅𝐸𝐷 + 𝐿 	×	(1 + 𝐿) −	𝑆𝑊𝐼𝑅22 													(4) 
 
In which SWIR1 and SWIR2 go for non-visible short wave infrared parts of 
EMR while RED stands for visible red region of electromagnetic radiation. 
 
6- Normalized Difference Moisture Index (NDMI) 
Changes in the water content of vegetation can be estimated by this index that 
take advantage of SWIR and NIR bands. Due to high sensitivity of NDMI to 
changes in water content of leaves, this index may be efficient for usages such as 
damage detection, watching drought and estimating yield depletion (Hadi et al., 
2018; Schultz et al., 2016). 
 
Formula 5 illustrates how NDMI can be calculated: 
 𝑁𝐷𝑀𝐼 = 	 (𝑁𝐼𝑅 − 𝑆𝑊𝐼𝑅)(𝑁𝐼𝑅 + 𝑆𝑊𝐼𝑅)																																	(5) 
 
Where SWIR and NIR stand for short wave infrared and near infrared parts of 
electromagnetic radiation respectively. 
 
Values that are bigger than 0.5 are considered as water bodies while vegetation 
gets much smaller values, making recognition of water bodies from vegetation 
much simpler. However, man-made features are assigned values that are less 
than 0.2 (Stych et al., 2019) 
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2.3 Machine learning  
 
2.3.1 Definition and history 
 
Giuseppe in his book defines machine learning as “an engineering approach that 
gives maximum importance to every technique that increases or improves the 
propensity for changing adaptively” (Bonaccorso, 2018). 
 
 
“The purpose of a machine learning model is to approximate an unknown 
function that associates input elements to output ones” (Bonaccorso, 2018) 
 
Models in machine learning are trained rather than explicitly hard coded. Models 
are exposed with a lot of examples that are associated to a task, then, they try to 
determine statistical pattern existing in the given examples, ending up with a set 
up rules that can automate the task. An example for this could be labeling images 
that illustrate numbers from one to nine (each image represents one particular 
number). A machine-learning system should be presented many examples that 
are labeled by us, and then the system starts learning existing statistical patterns 
based on relating each picture to its label (Chollet, 2018). 
 
Machine learning started to gain popularity in the 1990s. since then, it has earned 
a lot of attention as a sub category of artificial intelligence (AI).  
 
 
 
 
 
 
 
 
 
Figure 2.1 shows the relation between AI and machine learning (Chollet,2018). 
 
 
Artificial Intelligence 
 
Machine 
Learning 
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2.3.2 Shallow learning Vs Deep learning 
 
To describe the difference between deep models and shallow ones, it should be 
clarified what they do. Three different steps are needed before thinking about 
establishing a model: 
 
1. Input data: depending on the task, input data can be different. Supposing 
one aims to classify pixels in an image, the input data could be a series of 
images (Chollet, 2018). 
 
2. Examples of expected results: depending on the task, results vary. 
Supposing that input data is an image, the output data could be labels, a set of 
meaning full numbers defined in training step, that are assigned to pixels 
(Chollet, 2018). 
 
3. Monitoring technique: This is an important step since it defines the learning 
part of the algorithm, meaning that it measures the difference between a 
model’s current output and ones that are expected. The magnitude of 
difference is used in the next step to correct weights assigned to each node 
(Chollet, 2018). 
 
A role of a machine-learning algorithm is to transform data imported as input to 
results that are meaningful, which is a procedure that is achieved by exposing 
known sample data and their associated outputs, therefore, one may say that the 
main issue in machine learning is transformation of input data into another 
representation that is more beneficial for classification. By representation here, 
the author means different way of looking at data, which makes us closer to the 
expected output. For example, a colorful image can be represented in two 
different ways namely RGB, stands for red, green, blue, or HSV, goes for hue, 
saturation and value. These are regarded as two different representations that can 
be used for the same data in hand. Considering these representations, doing tasks 
may be harder with one while it becomes easier with the other one. For instance, 
selecting all green pixels in an image is much simpler with RGB format while 
making the image less saturated would be easier with the other one (HSV). 
Machine-learning algorithms’ 
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data. In other words, they transform the data to make it more reactive to the tasks 
(Chollet, 2018). 
 
Machine-learning models’ jobs is to automatically discover transformations that 
reform the input data into more-helpful representations for given tasks. These 
operations range from changing coordinates or linear projections to non-linear 
operations. Machine-learning models are not typically considered smart in 
discovering transformation, therefore, they just look into some pre-made group 
of operations, which is so called hypothesis space. As a result, looking for the 
best representation of data inside a predetermined space, and taking advantage of 
signal from loss function in order to learn is the main role of machine learning 
algorithms (Chollet, 2018). 
 
Deep learning is considered a sub category of machine learning. It offers a new 
way in which consecutive layers are formed. The deep word stands for the idea 
of having consecutive layers that have different representation of input data. 
Cutting-edge deep learning models usually contains hundreds of consecutive 
layers of representations and they are learnt spontaneously from exposure to 
training set of data in hand. However, shallow models focus on either one or two 
transformation of the input data, which is already predefined in their hypothesis 
space. That is why they are called shallow models since their hypothesis space is 
limited (Chollet, 2018). 
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2.3.3 Branches of machine learning 
 
1. Supervised learning: This type of learning is definitely the most common 
branch of machine learning these days based on a research done by 
Kaggle.com. It includes associating input data to targets (or labels) that are 
already known to us, which is so-called learning. These labels are usually 
handled by humans. Nowadays, most application are benefiting from this 
type of machine learning to meet their needs (Chollet, 2018). 
 
 
Decision trees:  
They follow a structure that is similar to a flowchart, which allows for 
classification of dataset imported as input. Decision trees are straightforward 
to interpret and visualize. Decision trees are regarded as shallow models 
(Chollet, 2018). 
 
 
 
 
                                                          
 
 
   
 
 
 
 
 
 
 
 
 
 
 
Figure 2.2- A decision tree: the parameters that are learnt are the questions about the data (chollet, 
2018) 
 
Question 
Question Question 
Input 
data 
Category Category Category Category 
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Decision trees can be used for both regression and classification problems. A 
classification tree is similar to regression tree. The only difference is that a 
classifier tree is able to make prediction for categorical data, which outputs 
discrete values (finite labels) while regressor tree generates continues output 
(infinite) (James et al., 2015). 
 
In order to estimate how well the classifier tree performs, either Gini index or 
cross-entropy can be calculated. Formula 6 represents how Gini is calculated: 
 
𝐺 = 	B𝑝DE(1 −	𝑝DEEEF8 )															(6) 
In this equation 𝑝DE	shows frequency of observation in the 𝑚HI part that 
comes from the 𝑘HI	class. 
 
Cross-entropy can be calculated via formula 7: 
 
𝐷 =	−B𝑝DE log 𝑝DEEEF8 																	(7) 
 
In other words, one may use Gini or Entropy to find the best split for a 
model, which is the crucial part of creating a successful model (James et al., 
2015). 
 
The problem with this model is that one can’t usually get the best user 
accuracy that could be achieved by other type of models such as ensemble 
ones. High variance is one of the reasons for this, meaning that various splits 
in the data used for training would generate trees that are not similar to each 
other (Bonaccorso, 2018).  
 
Random forest: 
Random forest is one of the shallow models that has gained so much 
popularity between supervised models. It generates a forest and makes it 
random. The forest data that it creates is an average of best trees trained with 
a technique called bagging (Bonaccorso, 2018).  
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The main idea in bagging (aggregating) is to get an average of many noisy 
but approximately unbiased tree models, and therefore lower the variance. 
Trees could be good candidates for bagging since they can extract complex 
interaction structures (patterns) that might exist in the data and if grown deep 
enough, they will have a relatively low bias. because trees are usually noisy, 
an average of them could benefit us (Hastie et al., 2008). 
In practice, to enhance performance of single decision trees, one may use 
many trees with a set of features that are chosen randomly, which is the core 
idea behind random forest. The workflow is that features are chosen 
haphazardly for each tree and for each split. By randomly dropping out 
candidate features from each split, random forest decorrelates the trees that 
are highly correlated (due to existence of particular features that could 
perfectly classify a certain class). For classification problems, the value split 
is typically chosen to be square root of attributes in the dataset (Hastie et al, 
2008). Another nice benefit of this model is that it could be used for both 
regression and classification problems.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.3-small forest voting for class 1 (chollet, 2018) 
 
Figure 2.3 shows a small forest that contains two trees. Supposing that trees 
features are some bands for each pixel, random forest is voting for class 1. 
Neural Network: 
In deep learning, stack of layers are formed via models named neural 
network. These layers are different representation of data imported as input. 
Feature 
Feature Feature 
Feature vote 1 
vote 1 
vote 0 
vote 0 
Feature 
Feature Feature 
Feature Feature 
Vote 0 Vote 1 Vote 0 
Vote 1 
Vote 1 
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Deep learning is regarded as a mathematical frame work where 
representations of data are learnt (Chollet, 2018). 
 
 
 
                   Figure 2.4- a neural network (Chollet, 2018) 
 
Figure 2.4 illustrates how a network is able to transform a digital image to 
representations that are not similar to the input image. In fact, in each layer (or 
representation) part of image may be taken into account and the deeper the 
layer is, the more refined information will be (Chollet, 2018). 
In a neural network, NN, the main goal is to make use of score achieved by 
loss function to improve the weights in a way that minimize the loss score for 
the current input (Chollet, 2018).  
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Input X 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.5- shows the main structure of a neural network (Chollet, 2018) 
 
Figure 2.5 shows the whole structure of NN. 
To have a richer hypothesis space with which we could take advantage of 
deep layers, non-linearity, activation functions, are needed. One of the most 
common activation functions in deep learning is called Relu. However, there 
are many others that could be considered as building a deep network such as 
Elu, Prelu and so on (Chollet, 2018).  
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Figure 2.6-left figure represents a rectified linear function (RELU) while the 
right one shows a Sigmoid function (Chollet, 2018) 
 
 
2. Unsupervised learning: This type focuses on discovering patterns that are 
not often clear for humans without using any labels. It is usually used for 
verity of purposes such as noise removal, visualization of data. This type of 
machine leaning is mostly used to get a better understanding of data in hand 
before trying any supervised algorithms. Of all categories present in this 
branch of machine learning, clustering technique and dimensionality 
reduction are well-known categories of unsupervised learning (Chollet, 
2018). 
 
K-means: 
When k-means algorithm starts working, it randomly selects centroids in the 
dataset space, which would be the initial centroids assigned to every cluster, 
then iterative calculations begin in order to optimize the location of the 
centroids (Chollet, 2018). 
 
The process could be stopped when one of following conditions is met: 
1. The centroids do not change any more (stabilized). 
2. The algorithm reaches the number defined for maximum iteration, this 
number can be set by users (Chollet, 2018). 
 
The workflow taken to implement k-means is described below: 
1- Data assignment step: 
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Once initial random centroids are defined, every point in the dataset finds 
new centroid that is the nearest through calculation of the squared 
Euclidean distance. Assuming 𝑐O		is a centroid in a set of centroids C, 
every individual observation is associated to one cluster using the 
following formula (Chollet, 2018): 
 
 𝑎𝑟𝑔𝑚𝑖𝑛	𝑑𝑖𝑠𝑡(𝑐O, 𝑥)#													(8) 
 
 
Where dist(.) is considered as the standard Euclidian distance. It is also 
assumed that the group of sample points for each 𝑖HI center of cluster is 𝑠	O. 
 
2- updating centroid position step: 
During this phase, the centers of all clusters are recalculated. It is done by 
formula number 9: 
 𝑐O = 	 1|𝑠O|B 𝑥O\]	∈	_] 															(9) 
 
 
The algorithm keeps iterating between these steps until one of stopping 
criteria is met (Chollet, 2018). 
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2.3.4 Overfitting and underfitting 
 
The main difficulty as implementing a machine learning algorithm is relation 
between generalization and optimization. The former is about how well a model 
that is trained predict on unseen data while the latter is about how to adjust a 
model to achieve the best accuracy possible using training data (Chollet, 2018). 
 
The act of fighting overfitting issue is named regularization. In the following 
lines, dropout technique is briefly explained (Chollet, 2018): 
 
1- Dropout: This is the most common way of dealing with overfitting used in 
neural networks. When dropout is implemented on a layer, in a random way 
it drops some of output features by setting them as zeros. For instance, if the 
given layer normally outputs a vector like [0.3, 0.7, 2.8, 8.2, 3.1], it will 
change it to something similar to [0, 0.7, 2.8, 0, 3.1] depending on dropout 
rate, which determine how many elements should be zeroed (Chollet, 2018). 
 
 
 
Figure 2.7 represents the effect of dropout on validation loss (chollet, 2018) 
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2.3.5 Evaluating machine-learning models 
 
Evaluating a model need to divide the data in hand into three sets namely 
training, validation, and test. A model is trained using training data and then 
evaluated via validation set. In order to evaluate how well a model performs, test 
data is applied. The reason for this is that developing a machine learning 
algorithm always require tuning its parameters and configuration. Considering 
RF as an example, one can change the way the model is formed via parameters 
such as min_sample_split or n_estimators where in the former the minimum, one 
can set how many samples is needed to split a node and in the latest the number 
of trees in the forest is set (Chollet, 2018). 
There are two common cross validation techniques namely Simple Hold-Out 
Validation and K-Fold Validation. 
 
1- Simple Hold-out technique 
In this method, a dataset is divided into two parts namely training set and 
validation set. A model is trained using training data followed by testing of 
the model using test data. 
 
 
 
 
 
                                                      
                        Figure 1.18- Simple hold-out validation split 
 
 
Figure 2.8 shows simple hold-out validation technique (Chollet, 2018) 
 
 
 
 
 
 
 
 
 
                Training Set Validation Set 
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2- K-Fold Validation 
This method is used to train and validate the models. Considering this 
approach, a dataset is split into K equally sized partitions. Models are trained 
using K-1 partitions, and evaluated using the remaining partition. As a result, 
final accuracy can be calculated by taking scores achieved in K-1 steps 
(Chollet, 2018). 
 
 
                                                           
                               
 
 
 
Figure 2.9 shows three-fold validation (Chollet, 2018) 
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2.3.6 Class balancing 
 
One of the important factors that should be kept in mind as using machine 
learning models is that one should make sure that training dataset is balanced, 
meaning that the number of observations in classes should be almost even. This 
is because of the fact that we would want models care about all possible classes 
existing in the dataset in a fair way otherwise we would get a biased decision 
towards one particular class that has probably the highest rate of samples in the 
dataset (Bonaccorso, 2018).  
 
Imbalanced dataset refers to conditions in which frequency of observations is not 
the same for all classes in a classification dataset. Machine learning models such 
as random forest can’t perform well when training data is imbalanced. In other 
words, random forest would tend to voter for classes with the biggest frequency, 
which is called majority class (biased decision). This issue may get even worse 
when one is interested in a precise classification of a rare class in a dataset, 
which is called minority class (Chollet, 2018). 
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3. Methodology 
3.1 Study Area  
The study area in this thesis covered a geographic region between (25.131, 61.321), 
(27.182, 61.334), (27.176, 60.348), and (25.187, 60.336) shown in Figure 3.1. Scots 
pine and Norway spruce are the most common types of trees found in this area. In 
addition to timber production, this forest may provide recreation opportunities, 
which makes it valuable to the environmental well-being and local economy. On 12th 
of August 2017, a drastic storm, named Kiira, invaded this region and caused 
damages to the forest.  
 
 
 
Figure 3.1 shows the extent of study area 
 
Figure 3.1 shows the extent of the area under study and distribution of stands that 
experienced damages. 
 
The extent of this study covered an area offered of 100 km by 100 km, which also can 
be seen from Figure 3.1. The type of forest in this region is shown in table 2. The 
metadata that was used for the estimation of forest type in the region is available from 
links [8] and [9]. These data came from Forest Center in Finland, which had an 
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attribute called “declarationdevelopmentclass”. Table 1 shows some of the metadata 
about the stands: 
 
  Table 1 shows code explanations used to estimate age of forest in the study area 
 
Label Description 
1 Open land 
2 Seed-tree stands 
3 Recently planted forest under 1,3 m 
4 Recently planted forest over 1,3 m 
5 Recently planted forest with hold-over trees 
6 Young growing forest 
7 Grown up growing forest 
8 Mature forest 
9 Shelter wood forest 
10 Poorly productive forest 
11 Uneven-aged forest 
 
Table 2 illustrated the land cover type in the area of study. As can be seen, the 
majority part of forest in this region contained growing forest and mature forest. 
 
 
                                         Table 2 shows proportion of different land cover in the study region 
 
Land cover type Percentage 
Open land 0.55 
Seed-tree stands 0 
Recently planted forest under 1.3 m 0.22 
Recently planted forest over 1.3 m 0.15 
Recently planted forest with hold-over trees 5.76 
Young growing forest 9.82 
Grown up growing forest 45.02 
Mature forest 32.89 
Shelter wood forest 0.03 
Poorly productive forest 5.54 
Uneven-aged forest 0 
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Table 3 represents the type of tree species and their mean age in the study region. 
 
Species Percentage Mean age in years 
Pine 38.00 38.00 
Spruce 40.89 40.89 
Silver birch 2.74 16.68 
Downy birch 0.43 26.33 
Others 17.91 0.98 
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3.2 Geospatial data and ground truth data 
 
3.2.1 ground truth data 
Two sets of ground data were provided namely Forest Use Notifications and 
Forest Stand Data. The former was used to identify stands that experienced 
damages while the later one was used to extract stands that were not touched by 
the wind (called undamaged stands). Forest Use Notifications were reports that 
were made by forest owners about their forest. This includes information about 
planning for clear cutting and thinning of their forests. In addition, owners are 
required to include information about possible damages that might have 
happened and the cause of those in this report (more can be read using links [14] 
and [15]). In Finland, there is a legal obligation on forest owners to make this 
report, which can be seen from link [16] in section 14. In the Forest Use 
Notification Dataset (geo-packages for each region), there is a column named 
“forestdamagequalifier” that meant for representing the cause of possible 
damages to stands. Based on documentation provided by Metsakeskus, there 
were different codes representing different cause of damage in the dataset, 
labeled 1501, 1504, 1550, 1600, and 1602. of which, code 1504 represent 
damages caused by winds, meaning that stands with “forestdamagequalifier” = 
1504 can be regarded as stands that have some damage inside (called damaged 
stands). Stands that had no damages, received a null value on their 
“forestdamagequalifier” attribute. It is worth saying that there was no 
information regarding severity of damages inside each stand and also it was not 
clear if all the extent of stands were damaged or part of them have some 
damages. Forest Use Notification geo packages is available at link [4] (available 
in reference section). In addition, links [5] and [6] represents existing features 
inside these packages and some metadata about them. 
 
The second dataset were not based on forest use notifications. They came from 
the forest stand data base, which is maintained by the Forest Centre in Finland 
and can be downloaded from this page [18]. The data aimed to cover all Finnish 
private forests and contains a lot of information about the forests. Link [7] 
represents existing feature inside this dataset. This dataset did not have any 
information about forest damage, therefore, damage stands could not be 
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identified from this dataset. It is worth saying that the border of stands in this 
dataset is defined by Forest Center while in the other one (Forest Use 
Notifications), owners themselves are responsible to define stands borders, 
meaning that two dataset’s stands may not overlap since they come from 
different sources. Links [8] and [9] contain some useful information about this 
dataset. 
 
The primary ground truth data sources that were used to distinguish damaged 
stands in this thesis were stands located in five regions close to the area that 
storm happened, which can be downloaded from link [4]. The damaged stands 
illustrated in figure 3.1 (black dots) were extracted from four regions named 
Uusimaa, Kymenlaakso, Kanta- Häme, Häme, and Varsinais-Suomi that are 
regions where the storm affected, shown in figure 3.2. 
 
 
Figure 3.2- shows forest use notification in the five regions in Finland 
 
 
 
The five mentioned downloaded geo packages were forest use notifications that 
were made based on owners’ report. In order to only extract stands that hit by the 
wind invaded on 12th August 2017, named Kiira storm, two condition were taken 
into account: 
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1- The time period considered for extracting the stands was from 12th of August 
until 30th September. Phenology effect was the main reason for selecting this 
particular period of time, which was also suggested by previous studies. 
 
2- The stands that had a value of 1504 for their attribute called 
“forestdamagequalifier” (wind damage qualifier code) were considered as 
damaged candidates. 
 
Figure 3.3 illustrates some of the attributes available in the packages: 
 
 
 
Figure 3.3- illustrate some available attributes inside each forest use notification 
report in Uusimaa region in Finland 
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Considering the condition mentioned above, 692 stands in the forest use 
notification dataset met the requirements and extracted for the next step, which 
would be preprocessing of data. Figure 3.4 shows the distribution of extracted 
damaged stands in Helsinki region.  
 
 
Figure 3.4 shows stands, red dots, that were hit by the wind named Kiira in 
Helsinki region. 
 
As explained above, there was a second dataset that came from Forest Center in 
Finland, which basically was used for extracting stands with no disturbances. To 
differentiate stands or areas that were not touched by the storm (called 
undamaged stands) from ones that were hit, a spatial filter was created, to which 
all damaged stands geometries were introduced by taking advantage of Forest 
Use Notification dataset. Using this filter on the Forest Center dataset, one could 
easily extract undamaged stands and clip pixels that were outside areas that were 
assumed to be damaged. In this study, two different approaches were used to 
form the training data, namely average-based and pixelwise, which is explained 
shortly. 
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Figure 3.5 illustrate Forest Center data, which covered a lot of unnecessary areas 
that were out of the area of interest, therefore, a subset of this dataset was 
generated to only focus on the study areas. The right image shows the subset of 
dataset shown on the left image, aiming to target only the areas of interest, which 
was detected by the help of Forest use notification data (692 extracted stands 
covered) and also sensed images available in the area of interest (11th of August 
2017 and 5th of September 2017): 
 
 
Figure 3.5 shows dataset provided by Forest Center in Finland, right image is a subset 
of the left image 
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3.2.2 Satellite data 
An attempt was made to find images that are closer to the time when storm 
happened (12th August 2017). Of all images taken from first of June to the end of 
September, two images, shown in figure 3.6, had the least cloud coverage, which 
were taken on 11th of August and 5th of September. This step was the most time- 
consuming part in this thesis since in 2017, Helsinki region experienced a cloudy 
summer. Table 4 illustrates some metadata of the images used in this thesis: 
 
Table 4- shows metadata about the images used in this thesis 
 
Image id Cloud 
coverage 
Date 
taken 
Sun zenith 
angle 
Type of 
product 
Platform 
S2B_MSIL2A_20170811T095029_N0
205_R079_T35VMH_20170811T0950
27 
44% 11th August 
2017 
46 degree 2A Sentinel-2B 
S2A_MSIL2A_20170905T095031_N0
205_R079_T35VMH_20170905T0950
28 
25% 5th 
September 
2017 
54 degree 2A Sentinel-2A 
 
Both images were downloaded from ESA open hub online service that is 
accessible via link [10]. Figure 3.6 represents the RGB version of the images 
used in this thesis: 
 
 
Figure 3.6 illustrate 11th of August image on the left side and 5th of September 
image on the right 
 
As seen the quality of both images, especially the left one is poor. Of all images 
from 15th of July to the 30th of September in 2017, these two images had the least 
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amount of cloud coverage. The main reason why this period of time was chosen 
for finding the images was phenology effects that could introduce more 
uncertainty to the work. In addition, it was assumed that from September 2017 
on, forest owners started clear cutting of their stands, which would bring 
inaccuracy into the work, therefore, later images were not considered in this 
study. 
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3.2.3 Non-Forest mask 
A 16 by 16 meter non-forest mask, created by Natural Resource Institute 
Finland, (LUKE) was provided. This mask is available on the super cluster 
computer, named Taito, maintained by CSC via this path [11]. 
 
 
Figure 3.7 shows inventory mask for whole Finland on the left and 10-m 
resampled subset on the right  
 
In order to fit 16-meter resolution with 10-meter bands used for analysis, GDAL 
library was used. Documentation about this mask can be downloaded using link 
[12]. This documentation reports methods and results achieved from the Finnish 
multi-source forest inventory in 2015. It meant for helping users to understand 
how products were made and have an idea of benefit and limitations they can get 
from the products. In order to generate these products, several geospatial sources 
were used namely satellite data, field data, digital maps. More can be read via 
links [12] and [13]. 
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3.2.4 Selected bands 
In this thesis, an attempt was made to select indices that were taking advantage 
of near infrared and red bands because such indices were able to expose the 
spectra behavior of vegetation due to presence of Chlorophyll inside leaves. 
Considering literature review and previous work done on detection of wind 
damages, it was exposed that NDMI, NDREI, NDVI, SATVI, EVI, TCB, and 
TCG could be considered for detection of disturbances occurred in forest areas. 
As mentioned in literature review, Stych et al., (2019) concluded that using 
indices that take advantage of SWIR, NIR, and RED could be highly effective in 
detection of storm damages. Einzmann et al., (2017) also concluded that indices 
that enjoyed the use of red edge and blue bands such as PSRI, NDREDI played 
the most important role in detection of disturbances using random forest 
classifier. Wang et al (2009) also used and compared the effect of different 
indices using different change detection algorithm in detection of storm damage 
in forest and concluded that indices that benefit from SWIR1 and SWIR2 could 
perform well. They also suggested indices that uses RED and NIR could be 
beneficial for storm damage detection. 
 
The reason for using all these 6 indices as predictors altogether in this study was 
that the selected indices target and measure different features, which could bring 
their own variance to the models. Even if they meant for measuring the same 
thing, they usually perform differently in different conditions. For instance, 
NDVI and EVI target green mass, however, when leaf area index (LAI) is higher 
than a certain amount (1.8), NDVI saturates, which causes inaccuracy in damage 
extraction. This issue would be critical especially when the rate of damage is 
small. It would have been possible to keep only one of these indices (NDVI or 
EVI) if there was information about LAI of study area. 
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3.2.5 Image pre-processing 
Initially, resampling was applied to the bands 5, 11, and 12 to make them 
consistent with the bands 2, 3, and 4 that were in 10-meter resolution. To 
implement this, GDAL library on Python 3 was used. Sentinel scene 
classification (SCL) band also needed resampling from 20 meter to 10 meter, 
which was done in this step. 
 
1- Noise removal: 
Two different filters were applied on each band. The first one came from the 
images themselves, which was scene classification band (SCL). This mask was 
used to remove pixels that were not in our interest, namely snow, water, cirrus, 
shadows. The whole table and its assigned label can be seen in figure 3.8. More 
about this mask and how it is generated can be read via link [17]. 
 
 
Figure 3.8 shows scene classification table of Sentinel-2 products [17] 
 
Considering the scene classification table shown in figure 3.8, the algorithm kept 
all pixels that had value of 4, assigned to vegetation, untouched while zeroed the 
others. To implement this in practice, all chosen bands for this study and the SCL 
mask were stacked using Numpy library on Python 3. Then, considering the 
value of pixels in SCL band, the algorithm zeroed all pixels that their 
corresponding SCL were other than value of 4 and kept the values of the rest 
untouched.  
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Figure 3.9 shows the image taken on 11th of August 2017, the left one is the 
original RGB and the right one is the masked version 
 
Figure 3.9 represents image taken on 11th of August 2017 before and after 
applying the first mask (SCL mask). 
 
The dark pixels on the right image received zero values, which were mostly 
clouds and water. Similarly, the same procedure was applied on the post scene in 
which there was more effects of clouds, therefore, it was expected that 
considerable number of pixels would be assigned to zero. 
 
 
Figure 3.10 shows the image taken on 5th of September 2017, the left one is the 
original RGB and the right one is the masked version 
 
Figure 3.10 illustrates the post scene taken on 5th of September 2017. 
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Figure 3.11 shows the cloud noise left after the SCL mask applied 
 
Figure 3.11 illustrate that SCL mask was not efficient enough to remove all the 
cloud noises: 
 
 
To address this issue and remove it from upcoming calculations, it was necessary 
to find the signature of the remaining cloudy pixels. Image segmentation was 
applied using an K-means algorithm. The 𝐶	parameter, number of centroids or 
classes, and 𝑖	, number of iterations, were set to 5 and 90 respectively. It revealed 
4 signatures existing in the scene using band 2, 3, 4, 5 and 8 which can be seen 
from figure 3.12. The main reason for selecting these bands was that they could 
expose vegetation spectra changes the best. Visible light is absorbed by healthy 
vegetation while near infrared is reflected, therefore, by using the selected bands 
one may be able to exclude vegetation and try to find cloud signature.  
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Figure 3.12 represents k-means results on the pre-image 
 
 
Looking at figure 3.12, inferring the signatures that belonged to clouds was 
difficult since each signature could present any existing land cover in the scenes. 
This step usually needs expertise and some extra exploration. Of course, one way 
to manage this is applying every signature one at a time and then evaluating and 
comparing the results to discover which one is more effective in the removal of 
noises, which would be really time consuming especially if the number of 
features (classes) is more than 10. To minimize this effort in this study, an 
attempt was done to determine the approximate range of the noisy pixels in the 
images by manually hovering the cursor on the cloudy pixels and clicking on the 
noisy pixels using a 4-band image that contains bands, namely blue, green, red, 
and near infrared on QGIS Desktop Application. By this, it was exposed that 
remaining cloudy pixels had reflectance values of more than 0.1 on the almost all 
bands used. Considering figure 3.12, there were two signatures that met this 
condition. After applying each at a time and comparing results visually, it turned 
out that the dark line (the first signature from up) was the one that could 
effectively eliminate most of the remaining cloud noise from the image and keep 
the healthy ones untouched. an estimate of the rang of noisy pixels was achieved.  
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Figure 3.13- right image is the rectified version of the left one after second filter 
was applied 
 
Figure 3.13 shows the effect of the second filter on the remaining noise from the 
SCL mask. 
 
This step was done for both scenes (pre-storm and post-storm), meaning that for 
each one, different cloud signature was detected. By using those signatures on 
the corresponding bands, considerable number of remaining cloudy pixels were 
assigned to zero, meaning they were ignored from the upcoming calculations. It 
is worth to say that there were no worries about removing important pixels (such 
as forests) since they had reflectance values of less than 0.1 on the used bands. 
This was discovered by the same strategy used to find the range of cloudy pixels. 
 
2- Applying inventory mask: 
This mask was applied after removal of cloudy pixels and meant for targeting 
only forest areas, meaning that all pixels that did not belong to any forest type 
were assigned to zero values. 
 
 
 
 
 
 
 
 
 
 
47  
3.2.6 Changed feature extraction 
Univariate image differencing (UID) was used as change extraction algorithm for 
this study. UID was simply calculated by subtracting post-image from pre-image, 
by which any changes in the spectral response could be monitored. The reason 
for choosing this extraction algorithm was its simplicity and popularity in the 
previous studies. Assuming no other factors interfered beside the disturbances 
caused by Kiira storm, UID created a continual change imagery in which pixels 
with negative values represented damaged forests and pixels with either zero or 
posive values went for undamaged forests. Grybas et al., (2015), Vorovencii et 
al., (2014), and Wang et al., (2009) also used UID as change extraction method 
in their works and the final results were satisfying. 
 
Table 5 shows all the methods used in this study. Each individual method was 
used an independent predictive variable in the models. To implement these 
methods and calculate the image differencing, the following packages used on 
Python 3, namely GDAL, SCIPY, and NUMPY. 
 
Table 5-methods 
 
 
                                                                                           
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Method Abbreviation Formula 
Image Differencing of NDVI 
bands 
NDVI (𝑁𝐷𝑉𝐼a −	𝑁𝐷𝑉𝐼b) 
Image Differencing of tasseled 
cap brightness bands 
TCB (𝑇𝐶𝐵a −	𝑇𝐶𝐵b) 
Image Differencing of tasseled 
cap greenness bands 
TCG (𝑇𝐶𝐺a −	𝑇𝐶𝐺b) 
Image Differencing of NDMI 
bands 
NDMI (𝑁𝐷𝑀𝐼a −	𝑁𝐷𝑀𝐼b) 
Image Differencing of 
normalized difference red edge 
bands 
NDREI (𝑁𝐷𝑅𝐸𝐼a −	𝑁𝐷𝑅𝐸𝐼b) 
Image Differencing of 
enhanced vegetation index 
bands 
EVI (𝐸𝑉𝐼a −	𝐸𝑉𝐼b) 
Image Differencing of soil 
adjusted total vegetation index 
bands 
SATVI (𝑆𝐴𝑇𝑉𝐼a −	𝑆𝐴𝑇𝑉𝐼b) 
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3.2.7 Pixelwise approach 
The goal of this approach was to have a binary raster map in which users can 
easily identify the location of wind disturbances in forest. To manage this, 
individual pixels were used to train the classifiers. In order to extract pixels 
assumed as damaged, forest use notification data were used. All the stands that 
met the two requirements (the time and the damage qualifier explained before) 
were selected, 692 stands, which had an overall area of 1498 ha. In order to clip 
pixels inside these stands, their geometries were used as a spatial filter on the 
images, ending up with 42375 pixels labeled as damaged. It is worth saying that 
the ratio of pixels labeled as damaged to pixels that could be candidates for 
undamaged class in the whole extent of image was 0.0004, meaning that the 
frequency ratio of the two classes in the whole image was 0.0004. For the other 
class, undamaged, Forest Center dataset was used. To avoid clipping pixels that 
already were assumed to be damaged, the algorithm randomly clipped 45000 
pixels whose geometry were not inside or in touch with damaged stands borders.  
 
After calculation of all methods using GDAL and NUMPY on Python 3, there 
were 7 image-difference products in hand, namely NDVI image difference, 
NDMI image difference, SATVI image difference, TCG image difference, EVI 
image difference, NDREI image difference, and TCB image difference, which 
were ready to be used as independent predictors inside the models. As explained 
above, to clip pixels and assigned them to their appropriate classes, Forest Use 
Notification’s stands geometries were used. After clipping, there were 42375 and 
45000 pixel values for each individual predictor, which was labeled as damaged 
and undamaged respectively. This formed a balanced pixelwise dataset from 
which the training, evaluation and test datasets were formed. 
 
Before starting training, 30 percent of the pixelwise dataset was separated in 
order to be unseen, which was named pixelwise test dataset. The rest, 70 percent, 
was used for training and evaluation of the classifiers. Both datasets were almost 
balanced since they were created from a balanced dataset. As explained above, it 
was critical to have balanced data for training to avoid biased decision in which 
minority class, either classes, would be underestimated. However, this is not the 
case for testing, meaning that a well-trained model should be able to perform 
well on both balanced and unbalanced test data. Considering the poor quality of 
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imagery used and the fact that probably almost all images that would be used 
later for prediction would have a totally unbalanced dataset such as ones used in 
this study (ratio of 0.0004 between classes), an unbalanced test data in which the 
ratio between the classes was 0.0004 was manually generated using the existing 
balanced dataset. As a result, there were two test data sets in the testing step. One 
had almost a balanced combination of the two classes and the other one that was 
manually formed (dropping enough damaged pixels to reach ratio of 0.0004) 
from the first balanced test data to meet the required ratio. 
Table 6 illustrate the random forest configuration setup used: 
 
 
Table 6-represents configuration used to build random forest classifier 
 
Number of trees in the 
forest 
Criterion Min sample split Max feature 
900 Gini 2 Auto 
 
To implement the shallow model, RF, Scikit-learn package on Python 3 was 
used. 
 
In order to establish the deep model, NN, Tensorflow and Keras packages on 
Python 3 were used. Table 7 illustrates the initial setup used for creation of the 
fully connected network, NN. It is worth saying that the initial setup had random 
parameters such as number of deep layers, neurons, epochs, and activation 
function.  
 
Table 7-illustrates configuration of fully connected layer (initial setup) 
 
Number 
of dense 
layers 
Activation 
function 
Loss 
function 
Optimizer Regularization 
technique 
Neurons Epochs 
8 RELU Binary 
cross-
entropy 
Adam None 64 50 
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To find the best parameters, there was a need for another set of data called 
validation dataset. To achieve this, for each epoch 75 percent of training dataset 
was used for training the model and the remaining 25 percent was used to 
validate the model. Figure 3.14 represents the performance of NN using initial 
configuration setup on training and validation datasets. It was obvious from the 
figure 3.14 that it was about epoch 25 when the model started overfitting and the 
validation loss stopped improving and started getting worse. To address this 
issue, one of the most common regularization technique, known as dropout, was 
applied. Figure 3.15 shows the effect of dropout technique on the performance of 
the model. As seen, both validation and training accuracy improves while loss 
score was diminishing for both. In order to estimate the other parameters such as 
number of neurons, layers and activation function, trial and exam strategy was 
used, meaning that by applying different range of parameters and having an eye 
on the training and validation plot generated in each epoch, the final parameters 
of the NN were estimated. Table 8 shows the final configuration setup on NN 
used in pixelwise approach.  
 
 
Figure 3.14 illustrates validation accuracy and loss score achieved by the initial 
configuration setup of the model 
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Figure 3.15 shows validation accuracy and loss score achieved after 
regularization technique was applied on NN 
 
 
Table 8-shows the final configuration setup of NN in pixelwise approach 
 
Number 
of dense 
layers 
Activation 
function 
Loss 
function 
Optimizer Regularization 
technique 
Neurons Epochs 
10 RELU Binary 
cross-
entropy 
Adam Dropout=0.2 128 50 
 
 
Once the final configuration setup of the models was determined, K-fold cross 
validation technique was applied using the training dataset followed by final 
training (trained by all 70 percent of training data at once) and testing the models 
by taking advantage of test data that was never seen by the models. 
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3.2.8 Average-based approach 
Since individual pixels could be noisy, especially in this case of study where 
images were not enjoying a good quality, it was decided to calculate the mean of 
each stand, meaning that each stand would represent one observation. By doing 
this, it was expected to achieve more reliable results. Two different strategies 
taken to form two datasets for this approach. In the first strategy, for the 
undamaged class, 700 stands were randomly chosen from the whole extent of the 
image while for the second one, 700 stands were randomly selected from a 
subset of the image. It is worth saying that the other class, named damaged, was 
the same for both, which was 692 stands that was generated based on forest use 
notifications. As a result, in this approach there were two datasets, which offered 
their own training, validation, and test datasets. The reason for creation of two 
different sets of data was that each sentinel image covered a 100 km by 100 km 
area on the ground, therefore, for each image it was assumed that the effect of 
atmosphere was the same on all extent of area covered, which in reality may not 
have been true. Consequently, this fact contributed to creation of the second 
dataset, generated by the subset of the image in which only the neighborhood of 
areas reported as damaged were considered. 
 
The first dataset was easily generated by adding 700 randomly selected stands, 
assumed as damaged, extracted from the entire extent of the image to the forest 
use notification dataset, containing 692 stands known as damaged. Exploring 
into the dataset, it was exposed that some stands contained too few pixels, 
meaning that there was a high possibility that the vital pixels might have been 
eliminated and the few left might not have represented what a particular stand 
labeled for, which would bring inaccuracy into the work. In order to address this 
issue, a customized filter was created to check the pixel coverage of each 
individual stand in the dataset, meaning that if any stand had less than 80 percent 
pixel coverage, that stand was eliminated. In practice, this was done by 
calculating and comparing the area of each stand and sum their corresponding 
pixels inside. Of all 692 stands labeled as damaged, 132 met the requirement and 
for the other class, damaged, 228 stands passed the set criteria, meaning that the 
first dataset used in average-based contained 360 data points overall for the 
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further processing. Figure 3.16 shows the distribution of data points in the first 
dataset. 
 
 
Figure 3.16 shows distribution of the two classes in the first dataset used in 
average-based approach 
 
 
 
As explained briefly above, the second dataset was created based on a subset of 
the image. For this dataset, the previous 132 damaged stands that had at least 80 
percent pixel coverage remained the same, however, the only difference was that 
new 228 undamaged stands that were randomly selected from the subset of 
image where undamaged stands would be much closer to the damaged stands. It 
is worth saying that the same criteria of having at least 80 percent pixel coverage 
was considered as looking for new undamaged stands. By this, the focus was 
highly on only regions hit by the storm. To create this the subset of the image, 
first a 3 km-buffer was made around each damaged stand, which can be seen in 
figure 3.17. 
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Figure 3.17 illustrates 3-km buffer around damaged stands 
 
In the next step, a manual buffer was made in such a way that surrounded all the 
buffered stands using QGIS Desktop Application. Figure 3.18 represents the 
manual buffer that contained the area in which new undamaged stands would be 
selected. By doing this, the area of study region diminished to 281404 ha, 
meaning that the second dataset in average based was coming from a much 
smaller region shown in figure 3.19. 
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Figure 3.18 shows manual buffer created around damaged stands 
 
 
Considering the manual buffer, 228 stands, labeled as undamaged, were 
randomly selected in the surrounded area. Figure 3.19 illustrates distribution of 
data points in the second data set. 
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Figure 3.19 illustrates distribution of all data points used in the second dataset 
 
Once the two datasets were generated and ready for further processing, the same 
workflow explained in pixelwise section was taken for creating training and test 
datasets, meaning that 70 percent of data in each dataset was separated for 
training and validation and the remaining 30-percent was untouched for the final 
testing of the classifiers. 
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Figure 3.20 shows the workflow followed during implementation of average 
based approach on RF 
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4. Results 
Considering the methods used in this thesis, namely NDVI, TCB, NDMI, 
TCG, SATVI, EVI, and NDREI image differencing, no considerable gap was 
observed between the two classes, damaged and undamaged, which can be 
seen from figure 4.1. Blue color represents undamaged pixels while red one 
goes for damaged pixels. Visually inspecting, it seemed that NDMI and TCB 
image difference values for the two classes were slightly separated, however, 
NDVI, EVI, and NDREI image differences seemed to have the most 
difficulties to find any separation between the two classes, meaning that the 
value of pixels for both classes were behaving almost the same, which is also 
obvious from the figure 4.1. 
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Figure 4.1 shows there was no strong gap between the two histogram of 
classes using different methods. 
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4.1 Pixelwise results 
 
Considering K=4, table 4.1 represents an average result of k-fold cross validation 
achieved during four folds by random forest classifier. As seen from the table, user 
accuracy and producer accuracy average in four folds were almost the same as 70 
percent. 
 
Table 4.1-shows K-fold cross validation results achieved by random forest classifier 
 
 User accuracy Producer 
accuracy 
F1-score Support 
Undamaged 0.71 0.75 0.73 11741 
Damaged 0.71 0.66 0.68 10755 
Avg/total 0.71 0.71 0.71 22496 
 
 
 
Table 4.2 illustrates K-fold validation average results achieved by the fully connected 
network. It is clear that NN’s user and producer accuracy remained about 70 percent. 
 
Table 4.2 illustrates k-fold cross validation results achieved by NN 
 
 User accuracy Producer 
accuracy 
F1-score Support 
Undamaged 0.73 0.74 0.73 11741 
Damaged 0.71 0.70 0.70 10755 
Avg/total 0.72 0.72 0.72 22496 
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Figure 4.2 shows correlation between different methods used as predictors in the 
classifiers 
 
Figure 4.2 represents correlation matrix achieved by the classifiers. It is clear that the 
highest correlation happened between NDREI and NDMI as well as TCG and TCB 
image difference methods, which was about 80 percent. 
 
 
Figure 4.3 illustrates variable importance plot achieved in pixelwise approach 
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Of all predictive variables (methods) used on the classifiers, NDMI and SATVI were 
the most effective ones, meaning that they brought more variance into the classifiers 
compared to the others. On the other hand, NDREI and EVI performed the worst, 
which can be seen from the figure 4.3. 
 
The user and producer accuracy achieved by RF on balanced test data was about 70 
percent, which is obvious from table 4.3. However, using the unbalanced test dataset, 
the accuracy diminished sharply. In other words, RF failed to separate the classes 
appropriately, which is shown in table 4.4. 
 
Table 4.3 illustrates classification report for RF on balanced dataset 
 
 User accuracy Producer 
accuracy 
F1-score Support 
Undamaged 0.71 0.74 0.73 14200 
Damaged 0.70 0.67 0.68 12796 
Avg/total 0.71 0.71 0.71 226996 
 
 
 
Table 4.4 illustrates classification report for RF on the unbalanced dataset 
 
 User accuracy Producer 
accuracy 
F1-score Support 
Undamaged 1.00 0.75 0.86 10000 
Damaged 0.00 0.75 0.00 4 
Avg/total 1.00 0.75 0.86 10004 
 
Similarly, NN performed almost as good as RF on the balanced test data, which was 
approximately 70 percent for user and producer accuracy, which is obvious from 
classification report shown in table 4.5. However, on the unbalanced dataset, it also 
failed to differentiate between the two classes, which can be seen from figure 4.6. 
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Table 4.5 represents classification report for NN on the balanced dataset 
 
 User accuracy Producer 
accuracy 
F1-score Support 
Undamaged 0.73 0.76 0.74 14198 
Damaged 0.72 0.69 0.71 12798 
Avg/total 0.73 0.73 0.73 26996 
 
 
Table 4.6 shows classification report for NN on the unbalanced dataset 
 
 User accuracy Producer 
accuracy 
F1-score Support 
Undamaged 1.00 0.75 0.86 10000 
Damaged 0.00 1.00 0.00 4 
Avg/total 1.00 0.75 0.86 10004 
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4.2 Average-based results 
Considering the methods used in the average-based approach, it seemed that SATVI, 
NDMI, and NDVI image differences managed to separate the classes better than the 
others, which can be seen in figure 4.4. In this approach, the vertical access shows 
the frequency of stands in each class while in the former approach, pixelwise, it 
represented frequency of individual pixels. 
As explained before, in average-based approach there were two different datasets, of 
which the first one was formed from the whole extent of image while the second 
used the subset of the image. 
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Figure 4.4 shows histogram of the methods used in this study  
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4.2.1 First dataset results 
Considering cross validation results, both classifiers saw 10 percent 
improvement in their user and producer accuracies, which is clear from table 4.7 
and 4.8. 
 
Table 4.7 shows k-fold cross validation average results on random forest 
classifier 
 
 User accuracy Producer 
accuracy 
F1-score Support 
Undamaged 0.82 0.89 0.86 73 
Damaged 0.74 0.62 0.68 47 
Avg/total 0.79 0.80 0.80 120 
 
Table 4.8 illustrates k-fold cross validation average results on fully connected 
classifier (NN) 
 
 User accuracy Producer 
accuracy 
F1-score Support 
Undamaged 0.82 0.89 0.86 73 
Damaged 0.74 0.62 0.68 47 
Avg/total 0.79 0.78 0.80 120 
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Figure 4.5 illustrates correlation between different methods used as predictors in the 
classifiers 
 
 
 
High positive correlation was reported between NDREI and two other methods 
namely NDMI and NDVI, which was about 0.72 and 0.95 percent respectively. In 
addition, there was a positive 62 percent correlation between NDVI and NDMI, which 
can be seen from figure 4.5. 
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Figure 4.6 shows variable importance plot achieved in average-based using the first 
dataset 
  
The most efficient methods in average-based using first dataset were TCG and NDMI 
image difference while SATVI stood at the third place. However, NDREI and NDVI 
imported the least variance into the models, which is clear from figure 4.6. 
 
Applying the test dataset on the models, both RF and NN experienced a 10-percent 
improvement in their user and producer accuracy in average using balanced test 
dataset extracted from the test dataset, which is obvious from table 4.9 and 4.11, 
however, they both failed to classify damaged stands from undamaged ones when 
unbalanced test dataset was tried, which is seen in table 4.10 and 4.12. 
 
 
Table 4.9 represents classification report for RF on the balanced test dataset 
 
 User accuracy Producer 
accuracy 
F1-score Support 
Undamaged 0.81 0.86 0.85 56 
Damaged 0.76 0.74 0.75 34 
Avg/total 0.81 0.81 0.81 90 
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Table 4.10 shows classification report for RF on the unbalanced test dataset 
 
 User accuracy Producer 
accuracy 
F1-score Support 
Undamaged 1.00 0.85 0.92 10000 
Damaged 0.00 0.75 0.00 4 
Avg/total 1.00 0.85 0.92 10004 
 
 
Table 4.11 illustrates classification report for NN on the balanced test dataset 
 
 User accuracy Producer 
accuracy 
F1-score Support 
Undamaged 0.86 0.90 0.88 61 
Damaged 0.77 0.69 0.73 29 
Avg/total 0.83 0.83 0.83 90 
 
Table 4.12 represents classification report for NN on the unbalanced test dataset 
 
 User accuracy Producer 
accuracy 
F1-score Support 
Undamaged 1.00 0.84 0.91 10000 
Damaged 0.00 0.75 0.00 4 
Avg/total 1.00 0.84 0.91 10004 
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4.2.2 Second dataset results 
Considering cross validation results for this dataset, both classifiers performed 
almost the same. RF managed a user accuracy of 81 percent while NN reached 
82 percent in average. These can be seen from table 4.13 and 4.14. 
 
 
Table 4.13 represents k-fold cross validation average results on random forest 
classifier 
 User accuracy Producer 
accuracy 
F1-score Support 
Undamaged 0.82 0.89 0.85 82 
Damaged 0.80 0.68 0.74 38 
Avg/total 0.81 0.82 0.82 120 
 
 
Table 4.14 shows k-fold cross validation average results on fully connected 
classifier (NN) 
 User accuracy Producer 
accuracy 
F1-score Support 
Undamaged 0.86 0.93 0.89 82 
Damaged 0.82 0.68 0.74 38 
Avg/total 0.85 0.85 0.84 120 
 
Considering Figure 4.7, it is clear that there is some high correlation between 
some methods such as NDVI image difference values and NDREI image 
difference values. 
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Figure 4.7 shows correlation between different methods used as predictors in the 
classifiers 
 
 
In the second dataset, the highest rate of correlation happened between NDVI and 
NDREI image differences (0.95), which was the same case as the first dataset. TCG 
and TCB methods also experienced a strong positive correlation, which can be seen 
from figure 4.7. In addition, SATVI and NDMI image differences saw a positive 
considerable correlation, which was about 0.76 percent. 
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Figure 4.8 variable importance plot achieved in average-based using the second 
dataset 
 
 
The most effective predictive methods were EVI, NDMI image differences, followed 
by SATVI. NDREI and NDVI image differences were the least important variables in 
the classifiers, which is clear from figure 4.8. 
 
 
Applying the test dataset on the models, both RF and NN reached user and producer 
accuracy of 80 percent in average using the balanced test dataset, which is obvious 
from tables 15 and 17. However, using unbalanced test data, both classifiers managed 
to reach an average user and producer accuracy of 94 percent, which can be seen from 
tables 16 and 18.     
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Table 4.15 shows classification report for RF on the balanced test dataset 
 User accuracy Producer 
accuracy 
F1-score Support 
Undamaged 0.82 0.88 0.85 57 
Damaged 0.76 0.67 0.71 33 
Avg/total 0.80 0.80 0.80 90 
 
 
Table 4.16 shows classification report for RF on the unbalanced test dataset 
 User accuracy Producer 
accuracy 
F1-score Support 
Undamaged 0.98 0.95 0.96 100 
Damaged 0.55 0.75 0.63 8 
Avg/total 0.95 0.94 0.94 108 
 
 
Table 4.17 shows classification report for NN on the balanced test dataset 
 User accuracy Producer 
accuracy 
F1-score Support 
Undamaged 0.82 0.91 0.86 58 
Damaged 0.80 0.62 0.70 32 
Avg/total 0.81 0.81 0.80 90 
 
 
Table 4.18 shows classification report for NN on the unbalanced test dataset 
 User accuracy Producer 
accuracy 
F1-score Support 
Undamaged 0.97 0.97 0.97 100 
Damaged 0.62 0.62 0.62 8 
Avg/total 0.94 0.94 0.94 108 
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5. Discussion 
 
Kiira storm that hit South and South East of Finland caused sever damages to the forest in 
the region on 12th of August 2017. The main goal of this study was to make the process of 
wind damage detection automated using Sentinel-2 imagery. Univariate image differencing 
(known as UID) was implemented to extract changed features using six common vegetation 
indices that enjoyed combination of NIR, RED, SWIR, and BLUE. Two sets of data were 
used in this study. The first one was created using the whole extent of the images while the 
other used the subset of the scenes. Considering the results achieved using the first dataset, it 
is clear that average-based strategy outperformed pixelwise approach, which was about 80 
percent user accuracy compared to 70 achieved by pixelwise, which can be seen in tables 
4.3 and 4.5. The reason for this improvement could be that by averaging the pixels inside 
each stand, the effect of cloud noise decreased. The second reason might be that by masking 
the stands that had less than 80 percent pixel coverage, some of noisy pixels were eliminated 
from the training data. This might have also removed some healthy pixels from the images. 
It should be also considered that the ground truth data, forest use notifications created by 
forest owners, could have had some errors.  
 
Despite all actions taken to cope with the noises, the user accuracy did not go higher than 
eighty percent as long as the datasets that were formed from the whole extent of the images 
were used. Considering the achieved user accuracies shown in table 4.1- 4.12, it is clear that 
the models could not generalize well enough to be considered for a real application because 
they would make too many false positive and false negative decisions. This issue would get 
worse when an unbalanced test data was used, meaning that by a user accuracy of about 80 
percent, the classifier would fail to differentiate between the classes and ignore the minority 
class. To show this in practice, unbalanced datasets were inspired and formed manually 
from the existing test dataset in order to be tested on the models. Looking at the results in 
tables 4.4, 4.6, 4.10 and 4.12, it is safe to say that both classifiers ignored the minority class 
(damaged) and voted only for class 0, undamaged, which is obvious from the classification 
reports where undamaged class received a user accuracy of 1 while the other class saw a 
zero-user accuracy. The average/total section showed a perfect classification score though, 
which might be confusing. This is because the classification report was set on weight 
average mode, which calculated the average accuracy based on the frequency of the 
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observations used in the classes, meaning that the bigger frequency a class had, the bigger 
weight it got in the averaging process.  
However, considering the second dataset that was generated from the subset of the scenes to 
be used only in average-based approach, the results were more satisfying because the 
classifiers could manage to separate the two classes better using balanced and unbalanced 
test data, which is obvious from their classification reports shown in tables 15-18. As seen, 
using the balanced test data, the user accuracy remained almost the same as before (about 80 
percent in average case), however, on unbalanced dataset, both classifiers performed better. 
NN managed 62 percent user accuracy on the damaged class while RF reached 55 percent, 
ending up with weighted average user accuracy of 94 to 95 respectively. 
Looking at the correlation matrix throughout the work, there was a strong positive 
correlation between NDVI and NDREI, TCB and TCG, SATVI and NDMI, meaning that 
they probably targeted the same feature, therefore, it would have probably been safe if 3 of 
them (either TCB, TCG, and SATVI or NDMI, NDVI, and TCG) had been removed. 
Considering variable importance plots, it is clear that NDMI, SATVI were the only 
consistent predictors used in both pixelwise and average-based approaches. The reason for 
this could be the existence of SWIR band that was not in use inside the other methods, 
which was also suggested by previous studies that focused on wind disturbance detection in 
forest. 
 
Ground truth data play an important role in accuracy, reliability of the studies. In this study 
two different ground truth datasets were used, namely forest use notification reported by 
forest owners and forest stand data came from Forest center. Using forest use notification, it 
was assumed that in a specified period of time, 45 days after the storm, all land owners were 
done with their reports about any possible disturbances that might have occurred, which 
might not have been the case. This means that there was a high possibility of having stands 
in undamaged class that were actually damaged. In addition, there was no information of 
severity of damages inside each individual stands. For instance, if the whole extent of stands 
were damaged or just a slight area inside. It would be really helpful if this information could 
be accessible.   
 
 
It was mentioned that one of the strategies taken to address cloud noise was removal of 
stands that had less than 80 percent pixel coverage from the dataset. This action might have 
also removed some correct pixels from calculations. In addition, it also reduced the number 
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of the damaged stands from 432 to128, meaning that much less ground truth data was in 
hand for training step, which was a critical factor when training a machine learning model. 
As mentioned above, two different approaches were taken for feeding the models, namely 
pixelwise and average based. The reason why average based was considered in this study 
was that both input images were having a poor quality and there were no better options 
available. This is indeed the limitation of using optical remote sensing and should be taken 
into account before deciding on using optical imagery for future projects, meaning that for 
any application in mind, one should make sure that if there are clear images available. The 
side effect of this issue (cloud noise) considerably affected not only the time spent on pre-
processing of the data but also the quality of accuracy achieved in the final results. The lack 
of clear imagery around natural phenomena such as storm seems logical because storms 
mostly happen when it is so cloudy. This means that it usually takes few days to be clear 
(clear sky), which is not appreciated by remote sensing specialists that are looking for 
immediate imagery before and after storms. One solution to this could be using clear images 
that are a bit far away from the date on which natural phenomena happens although care 
should be taken on choosing the images that are away from the day of interest since possible 
clear cutting and phenology effects can bring uncertainty to studies. 
 
In addition to averaging pixels and removing stands that had less than 80 percent pixel 
coverage, two other actions were also implemented in different phases of the work to deal 
with the left-over noises. The first one went for the creation of an extra filter that was 
generated to decrease the effect of noisy pixels using k-means clustering algorithm and the 
second one that went for increasing the number of trees (in case of RF) and deep layers as 
well as neurons (in case of NN). The reason for increasing the layers and trees was for 
giving more space and memory for transformation of data points such as translations, 2D 
and 3D projection which is a routine procedure for complex models. The side effect of these 
actions caused an extra issue, which was about a need for more computing resources such as 
a strong GPU to handle the calculations, meaning that the fully connected layer established 
for this study in particular could not be run locally any more. This issue became much worse 
when the number of training epochs increased, therefore, it was not possible to implement 
and run the models on CPU locally. It is worth mentioning that the local GPU could not be 
used since machine learning models are mostly supported by particular NVIDIA GPU 
hardware that is engineered for such heavy tasks. To solve this issue, CSC’s super cluster 
computers, Taito, was used, A job was initialized through a batch job system and was sent to 
the super computer for calculations. 
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For future studies, using NDMI and SATVI that are benefiting from SWIR bands is 
recommended. For studies that are involved with noisy imagery, simpler models such as 
regression models that can learn less from training data for the cost of better generalization 
of future data is also recommended (tradeoff). Using complex model such as NN would be 
great only when it is exposed to us that distribution data points in training data is similar to 
distribution of data points in future datasets used for prediction, which is not often the case 
for remotely sensed data due to a number of reasons such as atmosphere effects, background 
canopy radiance involved such as soil effects, precipitation, and type of land cover and so 
on. 
 
Comparing the work done in this thesis and previous works by other researchers, results 
enjoyed a better spatial resolution due to using Sentinel-2 10-meter images, resulting in a 
need for more computational resources due to higher quality of pixels. The achieved results 
in this thesis also conform the sensitivity of NDMI indices as suggested by the other 
researchers. Addressing clouds were also the critical part of this study. Random forest, 
chosen by most previous studies as classifier, also performed well in this thesis despite the 
fact that it required much less computational resources compared to neural network. 
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6. Conclusion 
 
This thesis focused on establishing machine learning algorithms to map disturbances caused 
by winds using Sentinel-2 images. Two complex models, namely random forest and neural 
network were established to perform binary classification on the input data. Two different 
strategies were taken in this studies, namely pixelwise and average-based. Looking at the 
results generated by the models in average-based approach, they seemed more reliable and 
promising. Despite the fact that pixelwise approach is less computationally expensive than 
average-based technique, average-based is highly recommended especially for cases that 
there is high percentage of noise in images. Comparing the performance of the two complex 
classifiers, no considerable improvement was observed in favor of the deep model, fully 
connected layer (NN). In fact, both models, NN and RF, performed equally throughout this 
study. Nevertheless, using simpler models such as RF and logistic regression in applications 
that involve in usage of remotely sensed data seems wiser since distribution of data in 
training datasets are often different from future datasets that are going to be used for 
prediction due to a number of reasons that mentioned above, therefore, in order to have a 
better and more reliable model that is able to generalize unseen data better, simpler models 
are recommended, which are also easier and faster to implement. UID, PCC, and selective 
PCA have been some of the most common change extraction algorithms recommended by 
previous studies. UID was chosen for the purpose of this study since it was much faster and 
simpler to implement than the others and also less computationally expensive. UID in 
particular is recommended for the applications that aim to work in real time due to its 
simplicity and speed. For detection of wind disturbances in forest, usage of vegetation 
indices was highly recommended by several articles. In particular, indices that took 
advantage of SWIR and NIR have proved to be more efficient and sensitive to damage 
detection in forest. In this study, the performance of NDMI and SATVI that were benefiting 
from SWIR bands proved the fact that indices that benefit from SWIR and NIR could be 
considered as the first choices when forest damage detection is the main target of future 
studies. 
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