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THE WALL-CROSSING FORMULA
AND LAGRANGIAN MUTATIONS
JAMES PASCALEFF AND DMITRY TONKONOG
Abstract. We prove a general form of the wall-crossing formula which re-
lates the disk potentials of monotone Lagrangian submanifolds with their Floer-
theoretic behavior away from a Donaldson divisor. We define geometric oper-
ations called mutations of Lagrangian tori in del Pezzo surfaces and in toric
Fano varieties of higher dimension, and study the corresponding wall-crossing
formulas that compute the disk potential of a mutated torus from that of the
original one.
In the case of del Pezzo surfaces, this justifies the connection between Vianna’s
tori and the theory of mutations of Landau-Ginzburg seeds. In higher dimen-
sion, this provides new Lagrangian tori in toric Fanos corresponding to different
chambers of the mirror variety, including ones which are conjecturally separated
by infinitely many walls from the chamber containing the standard toric fibre.
1. Introduction
Consider a monotone symplectic manifold X (for example, a Fano Ka¨hler mani-
fold), and a monotone Lagrangian submanifold L of X. An important enumerative
invariant of L is the disk potential (also called Landau-Ginzburg potential) that
counts Maslov index 2 disks in X with boundary on L weighted by the holonomy
of a local system on L:
WL : Hom(H1(L,Z),C∗)→ C(1.1)
WL(ρ) =
∑
β
nβρ(∂β)(1.2)
where the sum is over classes β ∈ H2(X,L) with Maslov index 2, nβ is the count
of disks in class β, and ρ(∂β) is the holonomy of the local system determined by
ρ along the boundary loop of the disk. (For concreteness, we use the coefficient
field C throughout the article, although all results are valid for any coefficient field
without restrictions on its characteristic.)
The disk potential WL is an invariant of L up to symplectomorphism, so it can
be used to distinguish monotone Lagrangian embeddings. On the other hand, this
invariant is often difficult to compute by direct enumeration of disks. This article
contains results that allow one to relate the disk potentials WL1 and WL2 of two
monotone Lagrangians L1 and L2 when these Lagrangians are related by certain
non-Hamiltonian transformations; these transformations are called Lagrangian mu-
tations. When L1 and L2 are related by such a Lagrangian mutation, our results
allow us to determine the disk potential WL2 from WL1 (or vice versa). These func-
tions are related by an algebraic mutation, a transformation that appears in the
JP was partially supported by NSF grant DMS-1522670. DT was partially supported by the
Simons Foundation (grant #385573, Simons Collaboration on Homological Mirror Symmetry),
and by the Knut and Alice Wallenberg Foundation (project grant Geometry and Physics).
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2 JAMES PASCALEFF AND DMITRY TONKONOG
theory of cluster algebras. Such a result, that Lagrangian mutations correspond to
algebraic mutations of the disk potentials, is called a wall-crossing formula.
Setting aside the explicit description of Lagrangian mutations for the moment,
our first main result is a theorem that shows that a relation between the disk
potentials can be deduced from the nonvanishing of a Floer cohomology group
computed in a Liouville subdomain containing the given Lagrangians. We denote
by KU the canonical bundle of U .
Theorem 1.1 (General wall-crossing formula). Let U be a Liouville domain with
c1(U) = 0 ∈ H2(U,Z). Let
Li = (Li, ρi) ⊂ U, i = 1, 2,
be two exact Lagrangian submanifolds equipped with C∗-local systems, such that the
Floer cohomology of this pair computed in U is non-vanishing:
HF ∗U (L1,L2) 6= 0.
Let X be a compact monotone symplectic manifold and D a smooth symplectic
divisor which is Poincare´ dual to a multiple of the anticanonical class: PD[D] =
dc1(X), d ∈ Z>0.
Suppose that there exists a Liouville embedding U ⊂ X \D such that Li becomes
monotone in X, and the images of H1(Li) in H1(X) are zero. Suppose either
(1) d = 1 or 2,
(2) the map
⊕
iH1(Li,Z)→ H1(U,Z) is surjective,
(3) or more generally there exists a trivialization ζ of KU such that ζ
d is homotopic
to the natural trivialization of K⊗dX\D.
If WLi(ρi) ∈ C is the value of the disk potential of Li computed in X using the
embedding Li ⊂ U ⊂ X, then
WL1(ρ1) = WL2(ρ2).
The hypotheses of this theorem may seem complicated at first glance because
we have striven for the greatest generality that our method of proof allows, but
the purpose of the theorem is to reduce to the question of matching disk potentials
to the question of nonvanishing of HF ∗U (L1,L2), which is a question that does
not involve X. This latter question can often be answered using a technique due
to Seidel [29, Section 11]. Other variations of the hypotheses are possible; see
Theorem 2.12 and Lemma 2.13.
The key tools in the proof are the relative Floer theory of the pair (X,D) which
relates Floer theory in X to Floer theory in X \D, described in section 2, and the
locality properties of the Floer cohomology of compact Lagrangians, described in
section 3. An alternative approach to this result that uses symplectic cohomology
of X \ D and a stretching argument is presented in the paper [34] by the second
author.
With this result in hand, we proceed to study the geometry of Lagrangian muta-
tions and apply Theorem 1.1 to them. The first part of this study concerns complex
dimension two, which is the most studied case in the literature, while the second
part considers higer-dimensional cases where new phenomena appear.
In complex dimension two, the examples are the del Pezzo surfaces, regarded as
monotone symplectic manifolds. There is a notion of mutation configuration, which
is a pair (L,D) of a Lagrangian torus L and a Lagrangian disk D attached to it;
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from such a configuration one can construct a mutated torus that we denote µDL.
There is a corresponding algebraic mutation defined on functions that is denoted
µ[∂D]⊥ . We show the following.
Theorem 1.2 (cf. Theorem 4.20). Let X be a monotone del Pezzo surface, and
(L,D) ⊂ X be a mutation configuration. Let L′ = µDL be the mutated torus. Then
(1.3) WL′ = µ[∂D]⊥WL.
We actually prove a more refined result, Theorem 4.8. This involves a Lagrangian
seed, which is a Lagrangian torus with a collection of Lagrangian disks attached.
Using results of [30], one finds that, when one mutates using one disk, one can follow
the other disks through the process. This is very important because it shows that
mutations can be iterated. As a consequence we can show the existence of infinitely
many essentially distinct monotone Lagrangian tori in all del Pezzo surfaces.
Theorem 1.3 (Vianna [37] + Corollary 4.28). If X is a monotone del Pezzo sur-
face, then X contains infinitely many monotone Lagrangian tori which are pairwise
not Hamiltonian isotopic.
In all cases except X = Bl2CP 2, the two-point blow up of the projective plane,
this result was proved by Vianna [37]. The method of [37] uses the Newton polytope
of the disk potential to distinguish tori, but this does not suffice for the case of
Bl2CP 2. The more refined information about disk potentials that we obtain allows
us to reprove Vianna’s theorem and extend it to this last remaining case.
Another application is to homological mirror symmetry of del Pezzo surfaces.
We consider the cases X = BlkCP 2 with k = 6, 7, 8, note that k = 6 is the
cubic surface. We find a generator for a certain summand of the monotone Fukaya
category, and we show that one of the other summands contains an infinite family
of pairwise non-quasi-isomorphic objects supported on tori; see Propositions 4.29
and 4.30 in section 4.14. This answers [31, Conjecture B.2]. We note that the
potential for the cubic surface was also computed by Fukaya-Oh-Ohta-Ono [18,
section 24].
We then turn to complex dimension greater than two. In higher dimensions there
is more than one type of mutation. There is a local model for the two dimensional
mutation, which is a configuration in C2 \ {z1z2 = }, and one can obtain an n-
dimensional local model by taking the product with (C∗)n−2. However, one may
also consider local models of the form
(1.4)
(
Ck \ {z1z2 · · · zk = }
)
× (C∗)n−k
for 2 ≤ k ≤ n. We find such configurations in toric manifolds of higher dimension,
and prove the wall-crossing formula, see Theorem 5.7. With respect to an appropri-
ately chosen coordinate system (yi)
n
i=1, we find that the algebraic mutation takes
the form (Equation (5.7))
(1.5)
yi 7→ yi, i = 1, . . . , k − 1,
yk 7→ yk(1 + y1 + . . .+ yk−1),
yi 7→ yi, i = k + 1, . . . , n,
cf. [22, 2]. The complete statement of the wall-crossing formula in section 5 also
specifies how to choose the appropriate basis (yi)
n
i=1. Applying these results to
CPn, we prove
4 JAMES PASCALEFF AND DMITRY TONKONOG
Theorem 1.4 (Corollary 5.8). For each 1 ≤ k ≤ n, CPn contains a monotone
Lagrangian torus whose potential is given by
(1.6) W =
n∑
i=k
x−1i + (xk)
k ·
(
k∑
i=1
x−1i
)k
·
n∏
i=1
xi.
A particularly interesting feature of the algebraic mutation for k > 2 is that
it is not binomial, whereas all mutations in complex dimension two are binomial.
Recall that in the pictures of SYZ mirror symmetry developed by Gross-Siebert and
Kontsevich-Soibelman, one envisions that the space of Lagrangian submanifolds is
divided into chambers by walls, the latter being the loci where the Lagrangian
torus bounds a Maslov index zero disk. Now take a monotone torus (say a toric
fiber), and apply a higher-dimensional mutation with k > 2 to it. These two tori
lie in two different chambers, and we expect that the two chambers are separated
by infinitely many walls, that is, there is no path connecting them that crosses
finitely many walls. This is because the non-binomial mutation is not expected to
be expressible as a composition of finitely many binomial mutations.
Having outlined our results, we shall present some further remarks to place these
results in a broader context and connect to related work, and then we give a detailed
outline of the contents of the paper.
1.1. Remarks on Theorem 1.1.
Remark 1.1. We will recall later that X \ D has a canonical Liouville structure
which is implied in the requirement that U ⊂ X \ D be a Liouville embedding.
We recall that an Liouville embedding (U, θU ) ⊂ (M, θM ) is an inclusion for which
θM |U differs from θU by an exact 1-form. Second, we explain later that the Li ⊂
X are automatically monotone, therefore the potentials of the Li are meaningful
invariants; they are recalled in section 2.3.
Remark 1.2. A divisor D appearing in the statement of Theorem 1.1 is called a
Donaldson divisor. The role played by D is auxiliary: it aids the proof. To apply
Theorem 1.1, one may start with a given symplectic embedding of a Liouville
domain U in a compact Fano (or monotone symplectic) manifold X and try to find
a divisor D ⊂ X away from U which turns U ⊂ X \D into an inclusion of Liouville
domains. In some cases this is possible, and we again refer to Subsection 3.3 for
further discussion.
1.2. Context: wall-crossing. Let U be a Liouville domain and L1, L2 ⊂ U exact
Lagrangian submanifolds. Denote mi = dimH1(Li,R) and fix integral bases for
these homology groups. The spaces of local systems Hom(H1(Li,Z),C∗) may then
be identified with (C∗)mi . Suppose we are able to determine those pairs of local
systems for which the Floer cohomology does not vanish:
(1.7) {(ρ1, ρ2) ∈ (C∗)m1 × (C∗)m2 | HF ∗U ((L1, ρ1), (L2, ρ2)) 6= 0} .
For simplicity, assume that m1 = m2 = m and that the above set is determined by
a birational map
φ : (C∗)m 99K (C∗)m,
that is,
HF ∗((L1, ρ), (L2, φ(ρ))) 6= 0 for all ρ ∈ (C∗)m such that φ(ρ) is defined.
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In this case we call φ the wall-crossing map. This map, if it exists, is determined
by L1, L2 and U .
Now suppose U ⊂ X is an inclusion as in the setup of Theorem 1.1, so that
L1, L2 ⊂ X become monotone. Theorem 1.1 can be rephrased to say that the
Landau-Ginzburg potentials of the Li differ by action of φ:
(1.8) WL1 = WL2 ◦ φ.
Because φ is a birational map, the composition WL2 ◦ φ does not a priori have to
be a Laurent polynomial, but (1.8) ensures that it actually is. This is a symplectic-
geometric manifestation of the Laurent phenomenon known in cluster algebra.
Now suppose that L1, L2 are Lagrangian (but not necessarily Hamiltonian) iso-
topic via an isotopy Lt. In this case the wall-crossing map φ is determined by
Maslov index 0 holomorphic disks bounded by the Lt. See Auroux [3, 4] and Kont-
sevich and Soibelman [23] for a discussion of the basic 4-dimensional example, and
Fukaya, Oh, Ohta and Ono [17] for a general statement, briefly recollected in [27,
(5c)]. In main examples, there is a discrete set of parameter values t such that
Lt bounds a holomorphic Maslov index 0 disk (in dimension 4, this is guaranteed
by the virtual dimension of the moduli space), and the original term wall-crossing
refers to a moment t0 when Lt0 bounds such a disk. Identifying the precise way
in which the holomorphic Maslov index 0 disks contribute to φ is quite tricky, due
to the fact that such disks automatically come with all their multiple covers which
are not transversally cut out by the J-holomorphic curve equation.
To avoid this difficulty, in concrete examples it is often easier to determine
φ by computing the Floer cohomologies (1.7) directly, rather than by studying
holomorphic Maslov index 0 disks. This idea is due to Seidel [29, Section 11], and
it served as an inspiration for Theorem 1.1.
1.3. Context: Lagrangian mutations. Constructing exact Lagrangian subman-
ifolds in a Liouville domain U is hard in general. Because much of the geometry
of U is encoded in its Lagrangian skeleton, it is natural to look for exact La-
grangian submanifolds within a skeleton, and to seek for possible modifications of
the skeleton which would reveal new Lagrangian submanifolds unseen by the pre-
vious skeleton. The ultimate hope is that there is a combinatorial way of encoding
and book-keeping such modifications, preferably with interesting algebra behind it.
Now, whenever U ⊂ X \ D is a Liouville inclusion, one obtains a monotone
Lagrangian submanifold in X for each exact one in U , and Theorem 1.1 provides
a way of computing their potentials, which can be used to prove that the obtained
monotone Lagrangians in X are not Hamiltonian isotopic.
This relatively new idea, called mutation of Lagrangian skeleta, is by no means
easy to realise in practice; so far it has been made precise for skeleta of certain
four-dimensional Liouville domains by Shende, Treumann and Williams [30]. The
skeleta they considered consist of a 2-torus with a collection of 2-disks attached
along their boundary to the torus. It is proved in [30] that the considered mutations
can be iterated indefinitely. The underlying combinatorics is of cluster-algebraic
nature and was explored in a series of papers by Cruz Morales, Galkin and Usnich
[11, 12, 19]. This story exhibits a beautiful interplay between Lagrangian mutations
and mutations of the corresponding Landau-Ginzburg potentials. This interplay is
made rigorous by Theorem 1.1, and in section 4 we explore it in full detail.
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Further in section 5, we provide examples of higher-dimensional mutations aris-
ing from toric geometry. To our knowledge, they are the first higher-dimensional
examples of mutations. Unlike the 4-dimensional story, in higher dimensions we
will discuss our examples of mutation only as a one-off procedure, meaning that
we will not address the possibility of iterating it.
1.4. Outline of the paper. In section 2 we introduce relative Floer theory of
a pair (X,D). This theory relates Floer theory in X to Floer theory in X \ D,
and the disk potential appears as a curvature term. Since we desire to treat the
case where D represents a positive multiple of the anticanonical class rather than
the anticanonical class itself, this section begins with an exposition of the theory of
graded Lagrangians in manifolds with torsion c1 (such asX\D when [D] = dc1(X)).
We then introduce the disk potential, and related it to relative Floer theory. The
main results of this section are Theorem 2.12 and Lemma 2.13 that allow one to
match the potentials of different Lagrangian branes.
Section 3 begins with what is essentially an observation, that when j : U → V is
a Liouville embedding, the compact Fukaya category of U embeds fully faithfully
into the Fukaya category of V . This allows us to amplify the results of section
2 and prove Theorem 1.1. This section ends with a discussion of the question of
finding a Donaldson divisor in the complement of a given Lagrangian skeleton.
Section 4 is our study of mutations in complex dimension two. This section con-
tains the definitions of Lagrangian and algebraic seeds and mutations, and reviews
the algebraic theory of mutations. It shows that seeds can be mutated, and hence
that the mutation process can be iterated. We show that the general wall-crossing
formula applies in this case and allows us to relate the potentials across a mutation.
The main results are encapsulated in Theorem 4.8. There is an exposition of how
Lagrangian seeds arise from almost toric diagrams for del Pezzo surfaces, and a
precise calculation for del Pezzo surfaces that results from this. This section ends
with the applications to infinitely monotone tori and homological mirror symmetry
described above.
Section 5 studies higher dimensional mutations. In the context of toric mani-
folds, we show that such mutations can be applied to the Lagrangian torus that
corresponds to the barycentre of the moment polytope. As mentioned above, we
obtain a non-binomial wall-crossing formula, see Theorem 5.7.
Acknowledgements. We thank Paul Seidel for a suggestion that led to the proof
using relative Floer theory; this greatly simplified the proof over a previous version.
We thank Nick Sheridan for his explanations regarding gradings in the relative
Fukaya category.
We also thank the Mittag-Leffler Institute and the organizers of the Fall 2015
special semester on “Symplectic Geometry and Topology” where this project was
initiated, and the Institute for Advanced Study where part of this work was com-
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2. Relative Floer theory and curvature
Our exposition draws heavily on [31, 32], which serve as excellent references for
this material.
2.1. Manifolds with torsion c1 and fractional gradings. In this subsection we
present a theory of gradings that works in the situation of manifolds with torsion
first Chern class. This will furnish a natural setting in which Floer cohomology
chain complexes admit fractional gradings. This is in a sense partially orthogonal
to the theory in [26]: we have a torsion c1 and Floer cohomology admits a fractional
grading, whereas in Seidel’s case c1 is a divisible class and Floer cohomology admits
a grading by a torsion group. The theory presented here is an elaboration of
standard techniques, but we could not find a reference in the form we desire. See
[31, 32] for the closely related theory of anchored Lagrangian submanifolds.
d-graded Lagrangian submanifolds. Let d be a positive integer, and let U be an
almost complex manifold of dimension 2n such that dc1(TU) = 0 ∈ H2(U,Z).
Denote by KU = detC T
∗U the canonical bundle. Then K⊗dU is trivial, and we pick
a nowhere vanishing section ηdU .
Let L ⊂ U be a totally real submanifold of dimension n, and consider the
orientiation line bundle detR TL. There is a sequence of bundle maps
(detR TL)
⊗d // (detC TU)⊗d
ηdU // C
where the first map comes from the isomorphism (detR TL)⊗R C ∼= detC TU (here
we use that L is totally real), and the second map is pairing with ηdU . Since η
d
U
is nowhere vanishing, the composition takes nonzero vectors to nonzero vectors.
Thus by taking phases, we obtain a function ϕdL : (detR TL)
⊗d \ 0L → S1, which
we call the d-phase function of L. If L is oriented, then (detR TL)
⊗d comes with
a preferred class of nonvanishing sections; the same is true if d is even. In either
case, by composing ϕdL with such a section we obtain a map L → S1. Hencefore
we shall assume that either L is oriented or d is even, and we shall denote again
by ϕdL : L→ S1 the resulting d-phase map.
Let exp(2pii·) : R→ S1 be the universal covering homomorphism with kernel Z.
Definition 2.1. Let U be an almost complex manifold with dc1(TU) = 0 and η
d
U
a trivialization of K⊗dU . Let L ⊂ U be a totally real submanifold.
— If d is even, a d-grading of L consists of a lift ϕ˜dL : L → R of the d-phase map
ϕdL : L→ S1 defined using ηdU . That is, we require exp(2piiϕ˜dL) = ϕdL.
— If d is odd, a d-grading of L consists of a choice of orientation of L, together
with a lift ϕ˜dL : L → R of the d-phase map ϕdL : L → S1 defined using ηdU and
the chosen orientation of L.
A d-grading of L, if it exists, is not unique, but any two d-gradings differ by
addition of a locally constant function L→ Z.
We remark that the standard notion of grading on a Lagrangian submanifold
(e.g., [28, Section 11]) is the case d = 2 of this definition.
Fractional indices. The purpose of the notion of d-gradings is that, if L0 and L1 are
d-graded submanifolds of U , then to any transverse intersection point x ∈ L0∩L1 we
can associate an absolute index i(x), which is a rational number. More precisely,
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let Zd ⊂ Q be the additive subgroup generated by 1 and 2/d: if d is even then
Zd = (2/d)Z, while if d is odd then Zd = (1/d)Z; note that for d = 1 or d = 2,
Zd = Z. We seek to define i(x) ∈ Zd.
We first develop the linear theory (which we will later apply to the tangent space
at x). To start with, we recall the linear theory of 2-graded Lagrangians developed
in [28, Section 11]. Let Gr(V ) ∼= U(n)/O(n) denote the Lagrangian Grassmannian
in the Hermitian vector space V . Pick an isomorphism η2V : detC(V )
⊗2 → C,
and denote by αV : Gr(V ) → S1 the associated 2-phase function. A 2-graded
Lagrangian plane is a pair Λ# = (Λ, α#), where Λ ∈ Gr(V ) and α# ∈ R satisfies
exp(2piiα#) = αV (Λ). To any pair Λ
#
0 ,Λ
#
1 of 2-graded Lagrangian planes there is
an associated absolute index i(Λ#0 ,Λ
#
1 ) ∈ Z, defined at [28, Eq. (11.25)].
There is a shift operation on 2-graded Lagrangian planes: for σ ∈ Z, one defines
(2.1) SσΛ# = Sσ(Λ, α#) = (Λ, α# − σ).
The crucial identity is (cf. [28, Eq. (11.37)]):
(2.2) i(Sσ0Λ#0 , S
σ1Λ#1 ) = i(Λ
#
0 ,Λ
#
1 ) + σ0 − σ1.
We now develop the parallel d-graded theory in the case where d is even. Pick an
isomorphism ηdV : detC(V )
⊗d → C, and denote by βV : Gr(V )→ S1 the associated
d-phase function. Also choose an isomorphism η2V : detC(V )
⊗2 → C such that
ηdV = (η
2
V )
d/2. A d-graded Lagrangian plane is Λ[ = (Λ, β[) where Λ ∈ Gr(V )
and β[ ∈ R satisfies exp(2piiβ[) = βV (Λ). There is a shift operation on d-graded
Lagrangian planes, defined for σ ∈ (2/d)Z by
(2.3) SσΛ[ = Sσ(Λ, β[) = (Λ, β[ − (d/2)σ)
This definition is consistent with the previous one, in the following sense. There
is a function from 2-graded Lagrangians to d-graded Lagrangians that takes Λ# =
(Λ, α#) to Λ[ = (Λ, (d/2)α#); call this function τd/2. Then for any σ ∈ Z, we have
(2.4) Sστd/2Λ
# = τd/2S
σΛ#.
Going further, we can write any d-graded Lagrangian plane Λ[ in the form
(2.5) Λ[ = Sστd/2Λ
#
for some 2-graded Lagrangian plane Λ# and some σ ∈ (2/d)Z, for indeed any two
d-gradings on the same underlying Lagrangian plane differ by a shift. This fact,
combined with (2.2), motivates the following definition.
Definition 2.2. Let Λ[0 and Λ
[
1 be d-graded Lagrangian planes. For i = 0, 1, write
Λ[i = S
σiτd/2Λ
#
i for some 2-graded Lagrangian Λ
#
i and σi ∈ (2/d)Z. Define the
absolute index to be
(2.6) i(Λ[0,Λ
[
1) := i(Λ
#
0 ,Λ
#
1 ) + σ0 − σ1 ∈ Zd,
where i(Λ#0 ,Λ
#
1 ) is the previously defined absolute index of 2-graded Lagrangian
planes.
It is precisely (2.2) and (2.4) that guarantee i(Λ[0,Λ
[
1) does not depend how
Λ[i is represented as a shift of a 2-graded Lagrangian. We must also address the
dependence on the choice of η2V such that η
d
V = (η
2
V )
d/2. The ambiguity in the
choice of η2V is multiplication by a (d/2)-th root of unity. Such a multiplication
changes the notion of 2-graded planes by a fractional shift. In terms of (2.6), the
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effect is to add the same quantity to σ0 and σ1, while leaving i(Λ
#
0 ,Λ
#
1 ) unchanged.
Thus the absolute index is independent of the choice of η2V .
The theory in the case where d is odd is similar to the case of d even described
above, with two difference: first, in addition to ηdV , we choose an isomorphism
ηV : detC(V ) → C such that ηdV = (ηV )d, and second that we work with the
oriented Lagrangian Grassmannian Gr+(V ) = U(n)/SO(n) throughout. Then we
use (ηV )
2 to determine the notion of 2-graded planes in the construction.
With the linear theory in hand, we can define the absolute index of a pair of
d-graded Lagrangian submanifolds. Namely let U be a symplectic manifold with
dc1(TU) = 0 and a chosen trivialization η
d
U , and suppose L1 and L2 are d-graded in
the sense of Definition 2.1. Then at any transverse intersection point x ∈ L1∩L2, we
find that TxL1 and TxL2 are two Lagrangian subspaces of TxU , carriyng precisely
the data required to define the absolute index as above, and we define i(x) ∈ Zd ⊂ Q
accordingly.
2.2. From monotone to d-graded. Now we study how monotone Lagrangians
in a monotone symplectic manifold X become d-graded in the complement of a
divisor D. Given a compact symplectic manifold (X,ω) such that [ω] = 2τc1(X),
τ > 0, we consider a smooth divisor D such that [D] = dc1(X) for some positive
integer d. We note that then [ω] = 2τd [D].
We equip X \D with a Liouville one-form α such that dα = ω|X\D. Recall that
there is a notion of linking number of α with D [31, Section 3.5]; it is computed as
(2.7) ` = − lim
δ→0
∫
S1
γ∗δy
∗α
where y : D2 → X is an embedding of a disc that intersects D positively transver-
sally at the center of the disc and nowhere else, and γδ : S
1 → D2 is a positively
oriented circle of radius δ. By pairing both sides of the equation [ω] = 2τd [D] with
a surface Σ ⊂ X, we find that ∫Σ ω = 2τd [D] · [Σ]. On the other hand we can use
Stokes’ theorem to see
∫
Σ ω = `[D] · [Σ]. Hence necessarily ` = 2τd .
In the case where D has multiple components, there is a linking number for each
of them; the results below remain valid as long as we assume this number is the
same for each component.
Proposition 2.3. Suppose that X is a monotone symplectic manifold and L is a
monotone Lagrangian submanifold such that the image of H1(L)→ H1(X) is zero.
Let D be a divisor representing dc1(X) disjoint from L, and let η
d be the natural
trivialization of KdX\D. If L is exact in X \D, then L is d-gradable with respect to
ηd.
Proof. Take any loop γ in L, and choose a surface β in X with ∂β = γ. Then
using Stokes’ theorem applied to dα = ωX\D, we find that
∫
β ω = `[D] · β −
∫
∂β α.
The second term vanishes because L is exact, so
∫
β ω = `[D] · β = 2τd [D] · β. Now,
by monotonicity,
∫
β ω = τµ(β). Thus µ(β) =
2
d [D] · β. On the other hand, by our
choice of ηd, the quantity d2µ(β) is the sum of the degree of the d-phase function
φdL : L→ S1 on γ and the intersection number [D] · β. Thus the degree of φdL on γ
is zero. Since this is true for all loops, L is d-gradable. 
10 JAMES PASCALEFF AND DMITRY TONKONOG
The case d = 1. Having developed the theory of d-graded Lagrangian submanifolds,
we now specialize to the most important special case used in this paper, which is
d = 1. When d = 1, the torsion condition is c1(U) = 0, and a Lagrangian L admits
a 1-grading if and only if it is orientable and has vanishing Maslov class. The
absolute index of an intersection point of two 1-graded Lagrangians lies in Z1 = Z.
Remark 2.1. The case d = 1 suffices for the main applications in this paper, where
U will be (a subdomain of) X \ D where D ⊂ X is an anticanonical divisor.
However, the more general setting of d-graded Lagrangians seems to be the right
one for the proof of the general wall-crossing formula using relative Floer theory,
and we believe it will be useful in future applications.
Compatible trivializations. We end this section with a definition that will be useful
in our later arguments.
Definition 2.4. Let j : U → V be a an open embedding. Suppose c1(U) = 0
and dc1(V ) = 0, and let ζ be a trivialization of KU , and η
d a trivialization of
K⊗dV . We say that ζ and η
d are compatible trivializations if the trivialization ζd of
K⊗dU = K
⊗d
V |U obtained from ζ is homotopic to ηd.
Let us identify the obstruction to finding a compatible trivialization. Take triv-
ializations ζ of KU and η
d of K⊗dV . Then ζ
d and ηd|U are two trivializations of
the same line bundle, and so differ by a class α ∈ H1(U,Z). Changing ζ by
β ∈ H1(U,Z) changes this difference from α to α + d · β. Thus the obstruction
lies in H1(U,Z)/(d · H1(U,Z)). Observe that, by the long exact sequence in co-
homology associated to the short exact sequence 0 → Z → Z → Z/dZ → 0 of
coefficient groups, the latter group embeds in H1(U,Z/dZ). There is an analogue
of Proposition 2.3 that gives a sufficient condition for vanishing of the obstruction
that is easy to check in the applications.
Proposition 2.5. Suppose that X is a monotone symplectic manifold, D a divisor
representing dc1(X), and U ⊂ X\D a Liouville subdomain such that c1(U) = 0 and
the inclusion H1(U,Z) → H1(X,Z) is zero. Assume that Li ⊂ U are Lagrangian
submanifolds that are exact in U and monotone in X, and such that the map⊕
iH1(Li,Z)→ H1(U,Z) is surjective.
Let ηd be the natural trivialization of KdX\D. Then there is a trivialization ζ
of KU is compatible with η
d in the sense of Definition 2.4. Furthermore, any
Lagrangian submanifold L′ ⊂ U that is exact in U and monotone in X has vanishing
Maslov class with respect to ζ.
Proof. Let γ ∈ H1(U,Z) be the class of a loop. The hypothesis that
⊕
iH1(Li,Z)→
H1(U,Z) is surjective means we can regard γ as a loop on Li for some i. We know
from Proposition 2.3 that the degree on γ of the d-phase function φdLi computed
using ηd is zero.
Suppose now that ζ is a trivialization of KU and let ψLi be the phase function
for Li computed using ζ. Then the degree of ψLi on γ is an integer, and the degree
of ψdLi on γ is divisble by d. The value of the obstruction b ∈ H1(U,Z/dZ) on the
loop γ is the reduction modulo d of the difference of degree of ψdLi on γ (which is
divisible by d) and the degree of φdLi on γ (which is zero). Thus the obstruction
vanishes on γ. Since this is true for every γ, the obstruction vanishes, and we
conclude that there is a compatible trivialization ζ of KU .
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Now let L′ ⊂ U be another Lagrangian that is exact in U and monotone in
X. Then the phase function for L′ computed with ζ is a d-th root of the d-phase
function for L′ computed with ηd. Since the latter has degree zero for every loop
γ ⊂ L′ by Proposition 2.3, the former does as well, and so L′ has vanishing Maslov
class. 
2.3. Potentials. We shall now take a first pass at the disk potential; this is a
well-known circle of ideas, see for instance [3]. Let X be a positively monotone
symplectic manifold with [ω] = 2τc1(TX), and let L be an oriented spin monotone
Lagrangian with τµ(u) =
∫
u ω for all u ∈ H2(X,L). We equip L with C∗-local
system; because C∗ is abelian, this can be encoded by a homomorphism
ρ : H1(L,Z)→ C∗.
LetM(L, β) denote the moduli space of disks with boundary on L of Maslov index
2 with a single marked point on the boundary of the disk representing the relative
homology class β ∈ H2(X,L). The virtual dimension ofM(L, β) is µ(β)+n−2 = n,
and the moduli space is regular for generic choice of almost-complex structure J .
There is a map ev : M(L, β) → L that evaluates at the boundary marked point.
We denote by nβ the degree of this map.
Definition 2.6. The disk potential of L = (L, ρ) is the number:
(2.8) W (L) = W (L, ρ) =
∑
β|µ(β)=2
nβ · ρ(∂β).
In the statement of Theorem 1.1 we have used the subscript X to stress that
the the potential is computed using disks inside X, but we are omitting it now.
In view of Subsection 1.2, let us provide an equivalent viewpoint on the potential.
Denote m = rkH1(L;Z)/Torsion and choose a basis of this group:
(2.9) Zm
∼=−→ H1(L,Z)/Torsion.
Definition 2.7. The Landau-Ginzburg potential of L with respect to the basis
(2.9) is a Laurent polynomial
WL : (C∗)m → C, WL ∈ C[x±11 , . . . , x±1m ]
in formal variables x1, . . . , xm defined as follows:
(2.10) WL =
∑
β|µ(β)=2
nβ · x∂β
where we consider ∂β as an element of Zm using (2.9), and denote xl = xl11 . . . xlmm .
By Gromov compactness and the fact that L is monotone, the above sum is finite,
which implies that WL is a Laurent polynomial.
The two definitions of the potential agree in the following sense. Let ρ be a local
system on L; using (2.9), let us consider ρ as a point in (C∗)m by evaluating it on
the basis elements of H1(L,Z)/Torsion. Then
WL(ρ) = W (L, ρ) ∈ C
where the two sides are taken from (2.10) and (2.8), respectively.
Recall that GL(m;Z) consists of integral matrices with determinant ±1. If one
changes the basis (2.9) by a matrix (aij) ∈ GL(m;Z), the corresponding potentials
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differ by a change of co-ordinates given by the multiplicative action of GL(m;Z)
on (C∗)m:
(2.11)
xi 7→ x′i =
∏m
j=1 x
aij
j , so that
W ′L(x1, . . . , xm) = WL(x
′
1, . . . , x
′
m).
The proposition below is classical. The reason is that, by monotonicity, 2 is the
lowest possible Maslov index a non-constant holomorphic disk with boundary on L
can have, and so bubbling is excluded during a deformation of the almost complex
structure or a Hamiltonian motion of L.
Proposition 2.8 (Invariance of potential). For an oriented spin monotone La-
grangian submanifold with a C∗-local system L = (L, ρ) ⊂ X, its disk potential
W (L) ∈ C is invariant under the choice of J and Hamiltonian isotopies of L.
Likewise the Landau-Ginzburg potential WL ∈ C[x±11 , . . . , x±1m ] up to the change
of co-ordinates (2.11) is invariant under Hamiltonian isotopies of L, and more
generally of symplectomorphisms of X applied to L.
Remark 2.2. The potential also determines part of the A∞ endomorphism algebra
of L, if we look at L as an object of the monotone Fukaya category. This is proved
for the case of toric fibers in toric manifolds [16], and is expected to hold in general.
Equip L with a local system ρ and consider the A∞ structure maps µk on the
self-Floer complex of L = (L, ρ)
CF ∗(L,L) = hom∗(L,L)
with its Morse grading. As an A∞ algebra, this complex is only canonically Z/2
graded, but it still useful to remember the Morse grading keeping in mind that it
is not preserved by the structure maps. Restricting to the degree 1 part of the
complex, the contribution from Maslov index 2 disks to the A∞ structure gives
maps
(2.12) µk : (hom1(L,L))⊗k → hom0(L,L),
and there are no contributions from higher index disks in these degrees. Assuming
H1(L,Z) is torsion-free, the symmetrisations of these operations are equal to the
corresponding iterated partial derivatives of WL:
µk(Sym(x1 ⊗ . . .⊗ xk)) = ∂x1...xk |ρWL
where xi are elements (in any order, possibly with repetitions) of the chosen basis
of H1(L,Z).
Moreover, a homological algebra argument shows that when L is an m-torus, the
maps (2.12) determine the whole A∞ algebra of L. Summing up, the potential of a
Lagrangian torus remembers the whole endomorphism A∞ algebra hom∗(L,L) up
to quasi-isomorphism, i.e. is the only enumerative geometry invariant of L relevant
for the Fukaya category.
When L is a torus, a particularly basic manifestation of the above discussion
is the following fact: the self-Floer cohomology of L is non-zero if and only if
ρ ∈ (C∗)m is a critical point of WL. In the latter case, the critical value WL(ρ)
must be an eigenvalue of the quantum multiplication by c1(X) in the small quantum
cohomology QH∗(X,C).
The potential itself is a much finer invariant than its Fukaya-categorical shadow
(2.12). For example, if ρ is a Morse critical point ofWL, then the quasi-isomorphism
type of hom∗(L,L) is uniquely determined, by intrinsic formality of the Clifford
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algebra. Due to this, for instance, Vianna’s monotone Lagrangian tori in CP 2 are
not distinguished as objects of the Fukaya category; but Proposition 2.8 can be
used to prove that they are not Hamiltonian isotopic.
2.4. Disk potential and relative Floer theory. Now given two monotone La-
grangians with local systems Li = (Li, ρi), i = 1, 2, there is a Floer cochain complex
CF (L1,L2). This carries a differential µ
1 that counts strips that are rigid modulo
translation, weighted by parallel transport of the local system along the boundary
arcs. Due to the presence of disks with boundary on Li, µ
1 is not strictly speaking
a differential, but rather satisfies the equation
(2.13) µ1(µ1(x)) = (W (L2)−W (L1))x, ∀x ∈ CF (L1,L2).
It is precisely a refinement of this equation to the relative setting that will establish
the general form of the wall-crossing formula.
The precise context in which we will apply relative Floer theory is as follows:
Hypothesis 2.9. We consider (X,D) having the following properties:
— X is a monotone symplectic manifold: [ω] = 2τc1(X).
— D ⊂ X is a smooth symplectic divisor that represents dc1(X) cut out by a
section ηd ∈ Γ(X,K−dX ).
We consider Lagrangians having the following properties:
— L is a monotone Lagrangian:
∫
β ω = τµ(β) for any β ∈ H2(X,L).
— L is contained in X \D, which carries a Liouville structure making L exact.
— L is orientable and d-graded with respect to ηd|X\D (see section 2.1).
Recall that in the case d = 1, one has c1(X \D) = 0, and the condition that L
be d-gradable reduces to the condition that L has vanishing Maslov class.
Remark 2.3. An important case where these hypotheses are satisfied is the case of
Ka¨hler pairs and anchored Lagrangian submanifolds as studied by Sheridan [32].
In this context of Hypothesis 2.9, there is a version of the monotone relative
Fukaya category [32, Definition 3.2]. The coefficient ring is the polynomial ring
C[r] in one variable. The objects are d-graded exact Lagrangians in X \D that are
monotone in X as above. The morphism spaces and structure maps are the same as
in the usual monotone Fukaya category, with the exception that each holomorphic
disk is counted with an extra coefficient r(u·D), where u · D is the intersection
number of u with the divisor D. There is also a technical condition on the almost
complex structure that is not important for the present discussion.1
Now we come to the entire purpose of section 2.1 and the assumption that our
Lagrangians are d-graded, which is to control the degrees of the structure maps
µk. We denote by CFX\D(L1, L2) the Floer cochains of the exact Lagrangians
L1, L2 in the exact symplectic manifold X \ D, and we denote by CF (L1, L2) =
CFX\D(L1, L2)⊗ C[r] the Floer cochains for the monotone relative theory.
Lemma 2.10. Let X,D,Li, i = 0, . . . , k satisfy hypothesis 2.9. Give CFX\D(Li, Lj)
the grading by Zd ⊂ Q coming from the d-gradings of Li, Lj. Give CF (L1, L2) =
1A small difference between our monotone relative Fukaya category and Sheridan’s version is
that we take the monotone relative Fukaya category as a curved A∞ category, whereas Sheridan
avoids the curvature by fixing a value of W in advance.
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CFX\D(L1, L2) ⊗ C[r] a Zd-grading by declaring that r has degree 2/d. Then the
structure map
(2.14) µk : CF (Lk−1, Lk)⊗ · · · ⊗ CF (L0, L1)→ CF (L0, Lk)
has degree 2− k.
Proof. The basic idea is to work one disk at a time. Let us assume first that
d is even. Let u : S → X be a map contributing to the coefficient of x0 in
µk(xk, xk−1, . . . , x1), where S is a disk with k + 1 boundary points removed. Let
P = u−1(D) be the divisor in the domain where the map touches D (this is a formal
linear combination of interior points since the boundary of S maps to ∪Li ⊂ X\D).
Then over S \ suppP , we have already chosen a section ηd trivializing u∗K−dX . On
the other hand, since S is contractible it is possible to trivialize u∗K−2X by some
section ζ2. Then (ζ2)d/2 is a trivialization of u∗K−dX , which differs from η
d over
S \ suppP . The difference between these two homotopy classes of trivializations of
u∗K−dX is measured by a class in H
1(S \ suppP,Z). An inspection shows that the
class is one whose value on the loop parallel to the boundary of S is degP = (u·D).
Letting i(x) denote the absolute indices computed with respect to ηd and the given
d-gradings, and letting i′(x) denote the indices computed with respect to the aux-
iliary choice of ζ2, we then find
(2.15) i(x0)−
k∑
s=1
i(xs) + (2/d)(u ·D) = i′(x0)−
k∑
s=1
i′(xs)
Since the only maps that contribute to the µk operation are the ones where the
right-hand side equals 2− k, the result follows. 
We will treat the monotone relative Fukaya category as a curved A∞ category.
This means that, in addition to the usual A∞ operations µ1, µ2, . . . , there is a
curvature term µ0 ∈ CF (L,L) for each object L. This operation is nothing but
the count of Maslov index 2 disks with boundary on L, so it is another avatar of
the disk potential.
Lemma 2.11. For an object L = (L, ρ) of the monotone relative Fukaya category,
(2.16) µ0L = W (L)1Lr
d.
(Recall that W (L) ∈ C is the disk potential, 1L ∈ CF (L,L) is the unit, d is the
number for which [D] = dc1(TX).)
Proof. By Lemma 2.10, we know that µ0L ∈ CF (L,L) has degree 2. Hence, in the
expansion
(2.17) µ0L =
∑
i
air
i,
ai ∈ CFX\D(L,L) represents the disks u with boundary on L such that (u ·D) = i,
and 2 = deg(ai) + (2/d)i. So deg(ai) = 2− (2/d)i. Since deg(ai) is a non-negative
integer, we know ai = 0 except for possibly i = 0, d/2, d, and d/2 is only possible
if d is even. Since L is exact in X \ D, we have a0 = 0. Since L is orientable,
ad/2 = 0, for any disk that contributed to ad/2 would have Maslov index 1. Thus
in all cases µ0L = adr
d, where ad is the class counting Maslov index 2 disks. 
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Generally speaking, the other operations µs, s ≥ 1 have no particular constraint
on what powers of r can appear, but we can always write them as polynomials in
r,
(2.18) µs = µs0 +
∑
i
µsi r
i,
We have separated out the constant term µs0; this terms counts holomorphic curves
whose intersection number with D is zero, and that therefore are contained in
X \D.
The key point is to expand the curvature equation
(2.19) µ1(µ1(x)) = µ2(µ0L2 , x)− µ2(x, µ0L1), x ∈ CF (L1,L2),
in powers of r. By Lemma 2.11, the right-hand side of Equation (2.19) simplifies
to
(2.20) µ2(µ0L2 , x)− µ2(x, µ0L1) = (W (L2)−W (L1))xrd
Taking Equation (2.19) modulo r says that
(2.21) µ10(µ
1
0(x)) = 0,
and indeed, we know µ10 is the differential whose cohomology computesHFX\D(L1,L2).
Now let us take Equation (2.19) modulo rd+1. Define P =
∑d
i=1 µ
1
i r
i, so that
(2.22) µ1 ≡ µ10 + P (mod rd+1)
Since (µ10)
2 = 0, we find that
(2.23) µ10(P (x)) + P (µ
1
0(x)) + P (P (x)) ≡ (W (L2)−W (L1))xrd (mod rd+1)
We interpret this equation as follows: we have a chain complex (CF (L1,L2)/(r
d+1), µ10).
In this chain complex, P is a homotopy operator showing that the map
(2.24) (W (L2)−W (L1))rd · Id
is chain homotopic to P 2. If we assume that P 2 ≡ 0 (mod rd+1), we then get that
a scalar multiplication is chain homotopic to zero. This implies that either the
scalar is zero or the cohomology is zero.
Theorem 2.12 (Preliminary wall-crossing formula). Assume that P 2 ≡ 0 (mod rd+1).
Then
(2.25) HFX\D(L1,L2) 6= 0 =⇒ W (L1) = W (L2).
Proof. The discussion preceding the theorem shows that under the hypothesis P 2 =
0, the map (W (L2)−W (L1))rd · Id is homotopic to zero, and hence it induces the
zero map on the cohomology of the complex
(2.26) (CF (L1,L2)/(r
d+1), µ10)
where the coefficient ring is C[r]/(rd+1). But this complex is isomorphic to
(2.27) (CFX\D(L1,L2)⊗ C[r]/(rd+1), µ10).
where CFX\D(L1,L2) has coefficient ring C. Its cohomology is therefore nothing
but
(2.28) HFX\D(L1,L2)⊗ C[r]/(rd+1).
Thus if HFX\D(L1,L2) 6= 0, there is a class [x] such that rd[x] 6= 0, but such that
(W (L2)−W (L1))rd[x] = 0. This shows W (L1) = W (L2). 
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Outside of the anticanonical case where the hypothesis P 2 ≡ 0 (mod rd+1) holds
automatically, the most natural way to verify this hypothesis is to show that P
is divisible by a sufficiently high power of r. In fact, there are general grading
conditions under P has only the top term proportional to rd.
Lemma 2.13. The condition P 2 ≡ 0 (mod rd+1) is satisfied under any of the
following hypotheses.
(1) d = 1, that is, D is anticanonical.
(2) CFX\D(L1,L2) is relatively Z-graded, that is, the difference of degrees of any
nonzero homogeneous elements lies in Z.
(3) L1 is isomorphic to a shift of L2 as objects of the Fukaya category of X \D.
(4) There is an open submanifold U ⊂ X \ D containing L1 and L2 such that
c1(U) = 0, and U and X \ D admit compatible trivializations in the sense of
Definition 2.4.
Proof. To see that P 2 ≡ 0 (mod rd+1) holds if d = 1, simply observe that P is
divisible by r, so P 2 is divisible by r2.
To see sufficiency of the second condtion, recall that µ1 has total degree 1 when
r is given degree 2/d. Thus the degree of µ1k is 1−k(2/d). Because CFX\D(L1,L2)
is relatively Z-graded, this number must be an integer. Because L1 and L2 are
assumed orientable, and strips can only connect intersection points of opposite
pairity, it must in fact be an odd integer. Clearly, 1 − k(2/d) is an odd integer if
and only if k is divisible by d. Thus all powers of r appearing in P are divisible by
d, and so P 2 is divisible by r2d.
We now show the third condtion implies the second. Suppose L2 ∼= L1[α], where
α ∈ Zd ⊂ Q. Then CFX\D(L1,L2) ∼= CFX\D(L1,L1)[α], which is relatively Z-
graded because CFX\D(L1,L1) is.
We show that the fourth condition implies the second. Suppose ζ is a trivial-
izatino of KU such that ζ
d
U and η
d|U are homotopic trivializations of K⊗dU . Because
Li is d-graded with respect to η
d in X \D, it is has Maslov class zero with respect
to ζ. Thus CFU (L1,L2) is Z-graded. The absolute indices are the same when com-
puted with respect to ζU and with respect to η
d, so CFX\D(L1,L2) is Z-graded as
well. 
3. Locality of compact branes
3.1. Locality of compact branes. We now present a basic result that expresses a
sense in which the Floer theory of compact branes is local with respect to inclusions
of Liouville manifolds. The proof is a straightforward application of the maximum
principle.
Given a Liouville domain U , we denote by Fc(U) the Fukaya category consisting
of branes supported on compact Lagrangian submanifolds of the interior of U (as
opposed to infinitesimal or wrapped versions of the Fukaya category that admit
certain noncompact branes). Given two Liouville manifolds U, V and a Liouville
embedding j : U → V , there is a pushforward functor
(3.1) j∗ : Fc(U)→ Fc(V ).
This functor takes a brane supported on a Lagrangian L ⊂ U to one supported on
j(L) ⊂ V . There are also auxiliary brane structures, namely a local system and a
spin structure on L, as well as a grading. The local system and spin structure are
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simply transferred by the map j. As explained in section 2.1 above, the choice of
grading on a Lagrangian is always relative to a choice of grading on the ambient
symplectic manifold, so one needs to assume that the embedding j : U → V admits
compatible trivializations in the sense of Definition 2.4. However, we can avoid this
issue by reducing the grading to Z/2Z.
To define j∗ on morphism complexes, we use a particular type of complex struc-
ture, namely one which is cylindrical near the real hypersurface Y = j(∂U) ⊂ V .
Having chosen such a complex structure, consider the differential, or indeed any
A∞ operation, where the boundary conditions are drawn from Fc(U). We claim
that any holomorphic curve C contributing to this operation in V must in fact
be contained in U . Indeed, by considering C ′ = C ∩ (V \ j(int(U))), we obtain a
compact holomorphic curve C ′ in V \ int(U) whose boundary is contained in Y . By
our exactness assumptions and choice of cylindrical complex structure near Y , the
integrated maximum principle [1, Lemma 7.2] then implies that C ′ has non-positive
area, so it must be constant, and hence contained in Y . Thus the original C is
contained in U .
Thus, with this choice of almost complex structure, we can arrange that the
A∞ operations involving objects drawn from Fc(U) are the same whether they
are computed in U or in V . So we can take j∗ to be the identity on morphism
complexes, and we can furthermore take all higher components of this A∞ functor
to be trivial.
Theorem 3.1. Suppose j : U → V is an embedding of Liouville manifolds, and
either work with Z/2Z-gradings or suppse U and V carry compatible trivializations.
Then the functor
(3.2) j∗ : Fc(U)→ Fc(V )
is cohomologically full and faithful. In fact, if L0,L1 ∈ Ob(Fc(U)) are two branes,
one can arrange that CF ∗U (L0,L1) is chain isomorphic to CF
∗
V (j∗L0, j∗L1).
In light of Theorem 2.12, one can derive relationships between potentials when-
ever we have a pair (L0,L1) such that HFX\D(L1,L2) is non-vanishing. By The-
orem 3.1, it suffices to check this non-vanishing in an arbitrarily small Liouville
subdomain U of X \ D containing both L0 and L1. This is what lets us derive
consequences from analysis of local models.
3.2. Proof of wall-crossing. We are now ready to finish the proof of the wall-
crossing formula.
Proof of Theorem 1.1. Let Li = (Li, ρi), i = 1, 2, U,X,D be as in the statement
of the theorem. By Proposition 2.3, the Li are d-gradable. From the hypothesis
HF ∗U (L1,L2) 6= 0 and Theorem 3.1, we find that HF ∗X\D(L1,L2) 6= 0. Then the
result follows from the combination of Theorem 2.12 and Lemma 2.13: the case
d = 1 uses part (1), the case d = 2 uses part (2), the condition that H1(U,Z) = 0
implies that U and X \D carry compatible trivializations, and in that case we can
apply part (4). 
3.3. Divisors in the complement of a Lagrangian skeleton. Let (X,ω) be a
monotone symplectic manifold. Recall that a Donaldson divisor D ⊂ X is a real
codimension 2 smooth symplectic submanifold whose homology class is Poincare´
dual to dc1(X) ∈ H2(X,Z) for a positive integer d ∈ N called the degree. They are
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precisely the divisors appearing in Theorem 1.1. Donaldson proved [13] that such
hypersurfaces always exist, for large enough d, and his construction has several
upgrades showing that D can be chosen so as to satisfy various additional proper-
ties. Auroux, Gayet and Mohsen [6] showed that one can find D disjoint from any
(closed) Lagrangian submanifold; more generally, the Lagrangian submanifold may
be immersed and have boundary; see [25, 8]. Furthermore, Charest and Woodward
[8] proved that one can find a Donaldson divisor making a given strongly rational
Lagrangian submanifold exact in its complement.
Theorem 3.2 (Version of the Auroux-Gayet-Mohsen theorem, [8, Lemma 4.11]).
Let L ⊂ X be a monotone Lagrangian submanifold such that H1(L,R)→ H1(X,R)
vanishes. Then there exists a Donaldson hypersurface D of sufficiently high degree
which disjoint from L, and such that L ⊂ X \D is exact for a Liouville 1-form on
X \D. 
Note that [8, Lemma 4.11] speaks of strongly rational Lagrangians; a monotone
Lagrangian L with the property that H1(L,R) → H1(X,R) vanishes is strongly
rational. The statement carries over to the immersed case; the proof presented of
the following extension of [6] is due to Denis Auroux.
Theorem 3.3. Let N1, N2 ⊂ X be two cleanly intersecting isotropic submanifolds
of a symplectic manifold X. Then there is a Donaldson divisor D ⊂ X disjoint
from N1 ∪N2.
Proof. First we recall the steps in the construction of a Donaldson divisor disjoint
from a single smooth isotropic submanifold N ⊂ X. The starting point is a Hermit-
ian line bundle L → X with curvature −iω. Because N is isotropic, the Hermitian
connection is flat restricted to N , and so some power L⊗k|N is topologically trivial.
Then [6, Lemma 2] we can find a nowhere vanishing section of L⊗k|N which has
norm 1 and is nearly covariantly constant. Then we choose a mesh of points in N ,
and sum together a collection sections peaked at those points. A key step is [6,
Lemma 4], which says that the peaked sections at nearby points of the mesh have
similar arguments, and so cannot cancel completely. This sum of peaked sections
is then used as the input to Donaldson’s transversalization process.
In the case where N = N1 ∪N2 consists of two cleanly intersecting Lagrangian
submanifolds, the proof that the sum of peaked sections is bounded away from 0
along N is different. It involves using the previous construction along the three
isotropic submanifolds, N1, N2, and the intersection N12 := N1 ∩N2. First apply
the previous argument to N12. This produces a section s12 that is everywhere
bounded above by 1, bounded below on N12 by c1, and which at small distance
d from N12 is bounded above by exp(−r0kd2) and below by c1 exp(−r1kd2), for
positive constants c1, r0, r1 satisfying bounds that, for large k, depend only on
the dimension and the process used to construct the mesh. Because N1 and N2
intersect cleanly along the compact manifold N12, there is a lower bound on their
transversality angle, which means that there is a constant c2 > 0 so that a pair
points p ∈ N1 and q ∈ N2 at distance d from N12 are at least distance c2d apart.
Pick δ > 0 such that
exp(−r0c22δ2) < c1/10,
and define
c3 = c1 exp(−r1δ2)/10.
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Next, sum together peaked sections, rescaled by c3, along N1 and N2 to build
sections s1 and s2, respectively, which are bounded above by c3 and below by c1c3.
We consider s = s12 + s1 + s2 as our candidate section.
Now [6, Lemma 4] implies that the phases of s12 and s1 are similar along N1,
so s12 and s1 do not cancel out along N1. We claim that s12 + s1 and s2 do not
cancel out along N1. Within distance k
−1/2δ of N12, s12 is bounded below by
c1 exp(−r1δ2), while s1 and s2 are bounded above by one-tenth of this quantity by
our choice of c3, so the sum is bounded away from zero. At distances greater than
k−1/2δ from N12, the two submanifolds are at least c2k−1/2δ apart from each other,
so on N1 we have that s12 +s1 is bounded below by c1c3, while s2 is bounded above
by c3 exp(−r0c22δ2); by our choice of δ, the latter is at most one-tenth the former.
Thus s is indeed bounded away from zero on N1. A similar argument shows that
s is bounded away from zero on N2. Thus s can indeed be used as the input to
Donaldson’s transveralization process to produced the desired divisor. 
Corollary 3.4. Let L ⊂ X be the union of a monotone Lagrangian two-torus L
and a Lagrangian disk attached to L cleanly along its boundary. Then there exists
a Donaldson divisor D ⊂ X disjoint from L, and such that L ⊂ X \D is exact for
the standard Liouville structure on X \D.
Proof. The monotonicity (and more generally, strong rationality) condition on L
implies that L⊗k restricts to a trivial line-bundle-with-connection [8] when k is
divisible by a fixed constant, so one can start the previous proof with a section
of that line bundle which is strictly covariantly constant over L. If one proceeds
as in the previous proof taking N1 = L and N2 to be the disk, the outcome is
that L becomes exact in the complement of the obtained divisor: this is checked
analogously to [8, Theorem 3.6]. 
4. Mutations of two-tori and Landau-Ginzburg seeds
In this section we discuss the algebra and geometry behind the simplest type
of wall-crossing: the one associated with mutations of two-dimensional Lagrangian
tori. We begin the section by reviewing the algebraic part of the story, which was
explored in the papers of Cruz Morales, Galkin and Usnich [19, 12, 11] and is a
special case of the general theory of cluster algebra [15]. The algebraic package
provides the notion of a Landau-Ginzburg seed and its mutations, and proves the
Laurent phenomenon which guarantees that seeds can be mutated indefinitely.
Further in this section, we describe a geometric counterpart of the mentioned
package which involves geometric mutations of Lagrangian tori, and is inspired by
the recent work of Shende, Treumann and Williams [30]. We explain that the wall-
crossing formula establishes the link between the algebraic and geometric stories,
and discuss some new applications of this newly established link.
4.1. Mutations and seeds. All integral vectors below are assumed to be prim-
itive. Let (x, y) ∈ (C∗)2 be the standard co-ordinates. By a Laurent polynomial,
we mean a finite sum of monomials cxayb, a, b ∈ Z, c ∈ C.
Definition 4.1. Let v = (v1, v2) ∈ Z2 be an integral vector. In this section, we call
the following birational map the wall-crossing map, or the cluster transformation:
(4.1)
µv : (C∗)2 99K (C∗)2, µv(x, y) =
(
x
(
1 + xv2y−v1
)−v1 , y (1 + xv2y−v1))−v2) .
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Definition 4.2. Let W (x, y) : (C∗)2 → C be a Laurent polynomial and v ∈ Z2.
The mutation of W in the direction of v, or along v, is the function µvW (which
not necessarily a Laurent polynomial) given by:
(4.2) (µvW )(x, y) = W (µv(x, y))
Remark 4.1. To mutate a Laurent polynomial W , one can replace each monomial
of W by the following expression:
(4.3) xu1yu2 7→ xu1yu2 (1 + xv2y−v1)−u1v1−u2v2
Taking single monomial xu1yv2 , we see that its mutation is a Laurent polynomial
if and only if the number −u1v1 − u2v2 is non-negative. For more complicated
Laurent polynomials, it is more tricky to understand under which mutations it
stays Laurent.
Remark 4.2. There is a multiplicative action of GL(2,Z) on (C∗)2, where a matrix(
a b
c d
)
with determinant ±1 acts by the following automorphism, compare with
(2.11):
(4.4) (x, y) 7→ (xayb, xcyd)
The wall-crossing maps respect this action. For example, the wall-crossing map
along the vector (0, 1) is:
(4.5) (x, y) 7→ (x, y(1 + x)−1)
For a GL(2,Z) transformation taking a given vector v to (0, 1), the wall-crossing
map (4.1) will be the composition of (4.5) and (4.4).
Definition 4.3. Let u = (u1, u2) and v = (v1, v2) be vectors in Z2, where v is
primitive. The (tropical) mutation of u along v is given by
(4.6) µvu = u+ max(0, u1v2 − u2v1) · v ∈ Z2.
Remark 4.3. Formula (4.6) is a tropicalisation of (4.3), provided that in (4.3) one
uses v⊥ = (−v2, v1) instead of v.
Definition 4.4. A Landau-Ginzburg seed (W, {v1, . . . , vk}) is a tuple consisting of
a Laurent polynomial W (x, y) ∈ C[x±1, y±1], and a collection of primitive integral
vectors vi ∈ Z2 called directions, such that each mutation µviW is also a Laurent
polynomial.
The vectors vi are allowed to repeat, and in the case when a vector v is found p
times in the collection {v1, . . . , vk}, we require that
µv(. . . (µvW ))) (p times)
is a Laurent polynomial.
Definition 4.5. Let (W, {v1, . . . , vk}) be an LG seed. Its mutation in the j’th
direction is the following tuple:
(4.7)
(
µvjW, {µvjv1, . . . , µvjvj−1, −vj , µvjvj+1, . . . , µvjvk}
)
.
We will denote the mutated tuple by µj(W, {vi}). See Section 4.11 for examples.
Cruz Morales and Galkin [12] (see also the thesis of Cruz Morales [11]) proved
the theorem below, which is a version of the Laurent phenomenon known in cluster
algebra.
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Theorem 4.6 (Laurent phenomenon for LG models, Galkin and Cruz Morales).
Any mutation of an LG seed is an LG seed on its own right. 
The content of the theorem is that if µvjW is a Laurent polynomial for all j,
then W will forever stay a Laurent polynomial under iterated mutations, provided
that the list of vectors that one uses for mutation is being modified according to
(4.7).
Starting with a LG seed, we can therefore mutate it indefinitely, having k choices
of mutation on each step. This way, one gets infinite collections of Laurent poly-
nomials, and in many cases these collections will contain infinitely many Laurent
polynomials up to the SL(2,Z)-action (4.4).
Remark 4.4. Mutating a seed (W, {v}) that has a single direction does not produce
infinitely many Laurent polynomials up to the GL(2,Z) action. To see this, first
apply mutation once to‘ get the seed (µvW, {−v}). The composition of the wall-
crossing maps µ−v ◦ µv equals to the action (4.4) of a GL(2,Z) matrix which is
conjugate to: (
1 0
1 1
)
.
So twice-repeated mutation brings the seed back to (W, {v}) up to the GL(2,Z)
action.
Remark 4.5. LG seeds and their mutations are an instance of the general notions
of cluster algebra [15]. At a first glance, there seems to be a slight difference since
in cluster algebra, the number of directions used for mutation must coincide with
the number of variables, while this is not a requirement for an LG seed. However,
Gross, Hacking and Keel explain that LG seeds can modelled in the language of
classical cluster algebra by introducing auxiliary variables.
4.2. Del Pezzo seeds. Recall that the list of del Pezzo surfaces consists of blowups
BlkCP 2 at 0 ≤ k ≤ 8 points, and additionally CP 1×CP 1. Galkin and Usnich [19]
have written down LG potentials associated to del Pezzo surfaces. In Table 1, we
reproduce those potentials and complement them by collections of integral vectors
vi that, together with those potentials, comprise LG seeds. We call them del Pezzo
seeds.
The first four del Pezzo surfaces in the table are toric, and the function is the
classical toric potential in those cases. In the non-toric cases, the associated po-
tentials can be traced back to the work of Hori and Vafa [21].
A remark about notation in Table 1 is due: when the list of directions contains
a repeated vector, e.g. (−1, 0) twice, we denote this by (−1, 0) × 2. The list of
directions for the seed associated with BlkCP 2 contains k + 3 directions.
4.3. Lagrangian seeds and the mutation theorem. We move on to the geo-
metric part of the story.
Definition 4.7. A Lagrangian seed (L, {Di}) in a symplectic 4-manifold X consists
of a monotone Lagrangian torus L ⊂ X, and a collection of embedded Lagrangian
disks Di ⊂ X with boundary on L, which satisfy the following conditions. Here we
denote Doi = Di \ ∂Di.
— each Di is attached to L cleanly along its boundary, i.e. transversely in the
directions complementary to the tangent lines T (∂Di),
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Del Pezzo surface Potential Directions
CP 2 x+ y + 1xy (1, 1), (−2, 1), (1,−2)
CP 1 × CP 1 x+ y + 1x + 1y (1, 1), (1,−1),
(−1, 1), (−1,−1)
Bl1CP 2 x+ y + 1xy + xy (−2, 1), (1,−2),
(1, 0), (0, 1)
Bl2CP 2 (1 + x+ y)(1 + 1xy )− 1 (1,−1), (−1, 1),
(−1, 0), (0,−1),
(1, 1)
Bl3CP 2 (1 + x)(1 + y)(1 + 1xy )− 2 ±(1,−1), ±(1, 0) ±(0, 1)
Bl4CP 2 (1 + x+ y)(1 + 1x)(1 +
1
y )− 3 (−1, 0)× 2, (0,−1)× 2
(1, 0), (0, 1), (1, 1)
Bl5CP 2 (1 + x)2(1 + y)2/xy − 4 (1, 0)× 2, (0, 1)× 2,
(−1, 0)× 2, (0,−1)× 2
Bl6CP 2 (1 + x+ y)3/xy − 6 (1, 0)× 3, (0, 1)× 3,
(−1,−1)× 3
Bl7CP 2 (1 + x+ y)4/xy − 12 (−1, 0)× 4, (0,−1)× 4,
(1, 1)× 2
Bl8CP 2 (1 + x+ y)6/xy2 − 60 (−1, 0)× 6, (0,−1)× 3,
(1, 1)× 2
Table 1. Del Pezzo seeds.
— Doi ∩ L = ∅,
— Doi ∩Doj = ∅, i 6= j,
— the curves ∂Di ⊂ L have minimal pairwise intersections, i.e. there is a diffeo-
morphism L→ T 2 taking each ∂Di to a geodesic of the flat metric.
Figure 1. An example of a Lagrangian seed consisting of a La-
grangian torus and three attached Lagrangian disks.
Remark 4.6. One can think of a Lagrangian seed as a Lagrangian embedding of
the CW -complex shown obtained in the following way, see Figure 1. Fix a 2-torus,
pick a collection of flat geodesic curves in some homology classes vi (in case when
vi = vj , we pick distinct parallel geodesics), and attach a 2-disk along each curve.
The only data needed here is the collection of homology classes vi, which obviously
become [∂Di] after the construction is performed. Definition 4.7 describes a nice
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Lagrangian embedding of this CW -complex into X. Such skeleta have been studied
by Shende, Treumann and Williams [30], and we will soon turn to their results.
Recall that since L is monotone, its potential WL is a Laurent polynomial, and
is an invariant of L. Therefore, fixing a basis for H1(L,Z), one can associate to
any Lagrangian seed the following tuple:
(L, {Di}) (WL, {[∂Di]⊥})
which has the right format for being an LG seed (see Definition 4.4) in the sense
that it consists of a Laurent polynomial and a list of vectors in Z2. Our next claim
will say that this is indeed an LG seed, meaning that the mutations µ[∂Di]⊥WL are
also Laurent polynomials. Recall that
(v1, v2)
⊥ = (−v2, v1).
We point out that the classes [∂Di]
⊥ not [∂Di] produce what turns out to be an
LG seed, in the algebraic conventions that we set up above.
Theorem 4.8 (Mutation theorem). Let (L, {Di}ki=1) be a Lagrangian seed in a
monotone symplectic manifold X. Then (WL, {[∂Di]⊥}) is an LG seed.
Moreover, for any j ∈ {1, . . . , k} there is another Lagrangian seed (L′, {D′i}) in
X whose associated LG seed is the mutation, see Definition 4.5, of the former LG
seed in the jth direction:
(WL′ , {[∂D′i]⊥}) = µj(WL, {[∂Di]⊥})
for some choice of bases for H1(L,Z) and H1(L′,Z).
A proof of this theorem will be given later. While the proof uses Corollary 3.4,
in all existing examples the Lagrangian seed naturally sits in the complement of
an anticanonical divisor, and the proof can be carried through without referring to
Corollary 3.4.
Definition 4.9. The new Lagrangian seed (L′, {D′i}) appearing in Theorem 4.8 has
an explicit geometric construction explained below, and is called the (geometric)
mutation of the Lagrangian seed (L, {Di}) along the disk Dj ; the seed (L′, {D′i})
can also be denoted by
µj(L, {Di}), or (µDjL, {µDjDi}).
The definition of the mutated Lagrangian torus µDjL is given below in Defini-
tion 4.18; the construction of the mutated Lagrangian disks µDjDi with boundary
on µDjL is provided by [30] and is discussed later.
In the rest of the section, we will explain Definition 4.9 and prove Theorem 4.8
following the outline below:
— We explain how to mutate a torus L along a single Lagrangian disk D keeping
it monotone. The new torus is denoted by µDL.
— We review the result of [30] which essentially proves that any additional La-
grangian disks on L can be carried over to the mutated torus, and provide an
alternative proof. This will complete Definition 4.9.
— We prove that the potentials of L and µDL differ by mutation along [∂D] in the
sense of Definition 4.2, provided that a compatible Donaldson divisor exists.
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The statement from the last item is the wall-crossing formula which has been pre-
dicted by Auroux [3], and in a slightly different context by Kontsevich and Soibel-
man [23]. We will derive it from our general wall-crossing formula—Theorem 1.1—
using a local wall-crossing result of Seidel [29].
4.4. Mutation configurations. Let X be a symplectic 4-manifold.
Definition 4.10. A mutation configuration is a Lagrangian seed (Definition 4.7)
containing a single Lagrangian disk. In other words, a mutation configuration
(L,D) ⊂ X consists of an Lagrangian torus L ⊂ X and an embedded Lagrangian
disk D ⊂ X with boundary on L. We require that D attaches to L cleanly,
its boundary is non-contractible in L, and D does not intersect L away from its
boundary.
We shall use the notation Op for a small open neighbourhood of a set.
Lemma 4.11 (Weinstein neighbourhood theorem for mutation configurations).
Let (L,D) ⊂ X and (L0, D0) ⊂ X0 be two mutation configurations in symplectic
4-manifolds X,X0. Then there exist neighbourhoods Op(L ∪D) and Op(L0 ∪D0)
such there is a symplectomorphism between them taking L,D resp. to L0, D0.
Proof. The homology classes [∂D] ∈ H1(L,Z) and [∂D0] ∈ H1(L0,Z) are primitive
because the disk boundaries are embedded. So there exists a diffeomorphism L→
L0 taking ∂D → ∂D0, and it has a lift to a symplectic bundle map TX|L → TX0|L0
taking the subbundle TL to TL0, and also taking TD|∂D to TD0|∂D0 . As in the
proof of the Weinstein neighbourhood theorem, such a diffeomorphism extends
to a symplectomorphism ψ between neighbourhoods Op(L) → Op(L0) taking L
to L0 and D ∩ Op(L) to a Lagrangian tangent to D0 ∩ Op(L0) along the curve
∂D0. After applying a Hamiltonian isotopy, we may assume ψ sends D ∩ Op(L)
precisely to D0∩Op(L0); compare [10, Lemma 3.3]. We may extend ψ smoothly to
a diffeomorphism Ψ: Op(L ∪D)→ Op(L0 ∪D0) which takes D to D0 and whose
differential restricts to a symplectic bundle map dΨ|D : TX|D → TX0|D0 . By the
relative Moser theorem, see e.g. [7, Theorem 7.4], there is a homotopy between
Ψ and a symplectomorphism Op(L ∪ D) → Op(L0 ∪ D0), and this homotopy is
constant on Op(L)∪D; in particular the resulting symplectomorphism sends L,D
resp. to L0, D0. 
4.5. The model neighbourhood. We will now study the symplectic geometry
of the neighbourhoods of L∪D appearing in the last lemma. We will see that these
neighbourhoods have a natural structure of the Liouville domain whose completion
coincides with the Liouville completion of the following model Liouville domain:
M = C2 \ {xy = 1},
with the symplectic form being the restriction of the standard form on C2.
Recall that M contains two exact tori which are distinct up to compactly sup-
ported Hamiltonian isotopy, which are called the Clifford and the Chekanov torus.
Let us recall their construction following [3, 4]. Consider the projection
pi : M → C \ {1}, pi(x, y) = xy, x, y ∈ C.
The fibres of pi are affine quadrics, smooth except for pi−1(0). Take any simple
closed curve
γ ⊂ C \ {0, 1}
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and a parameter m ∈ R, and define Lagrangian tori
Tγ,m = {x, y ∈ C2 : pi(x, y) ∈ γ, |x| − |y| = m} ⊂M.
The following lemma is well known, but we prove it for completeness.
Lemma 4.12. Let θ be a 1-form on M , dθ = ω. There is a constant A ∈ R
(depending on θ) such that a torus Tγ,m is exact with respect to θ only if:
— γ encloses 1 ∈ C;
— m = 0;
— the disk in C bounded by γ has area A.
Proof. Suppose γ does not enclose the point 1 ∈ C. Then the map
(4.8) H1(Tγ,m,Z)→ H1(M,Z) ∼= Z
vanishes and there are elements of H2(M,Tγ,m,Z) whose ω-areas are m and Aγ ,
where Aγ is the area bounded by γ. Exactness implies m = 0 and Aγ = 0, but the
latter is impossible.
Suppose γ encloses the point 1 ∈ C, then the map (4.8) has 1-dimensional kernel.
The area of an element of
H2(M,Tγ,m,Z)
bounding a generator of the kernel of (4.8) is ±m, so we must have m = 0 for an
exact torus.
Now consider two tori Tγ,0 and Tγ′,0, where γ, γ
′ enclose 1 ∈ C. Pick elements
a ∈ H1(Tγ,0), a′ ∈ H1(Tγ;,0) whose images under the inclusion map (4.8) (and its
analogue for Tγ′,0) is the same generator of H1(M,Z). Then there is an element of
H2(M,Tγ,0 ∪ Tγ′,0,Z)
with boundary a unionsq (−a′) whose area is ±(Aγ − Aγ′). This must vanish for exact
tori, so the areas Aγ must be the same for all of them. 
The converse of Lemma 4.12 is also true, moreover the primitive 1-form can
always be chosen so as to be Liouville.
Lemma 4.13. For each A ∈ R+, there is a Liouville 1-form θ on M such that all
Lagrangian tori satisfying the conditions of Lemma 4.12 are exact.
Proof. We can view M as the result of a Weinstein 2-handle attachment to T ∗T 2,
where we take some torus satisfying the conditions of Lemma 4.12 to be the zero-
section of T ∗T 2. The standard Weinstein structure on T ∗T 2 extends to one on
M , keeping the chosen torus exact. All other tori satisfying the conditions of
Lemma 4.12 are exact by for homological reasons, see the proof of Lemma 4.12. 
Lemma 4.14. Two Lagrangian tori Tγ,0, Tγ′,0 can be mapped to each other by a
compactly supported Hamiltonian isotopy inside M if and only if γ and γ′ enclose
disks of the same area inside C, and γ and γ′ are smoothly isotopic in C \ {0, 1}.
Proof. The last two conditions imply that γ, γ′ are Hamiltonian isotopic inside
C\{0, 1}; this isotopy lifts to a Hamiltonian isotopy between the tori if m = m′. 
Now fix, once and for all, a Liouville 1-form θM and a corresponding area value
A ∈ R+ as in Lemmas 4.12 and 4.13; the value of A will not matter. It follows
from Lemma 4.14 that there are precisely two classes of exact tori among the Tγ,0,
up to compactly supported Hamiltonian isotopy:
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Figure 2. Left: curves defining a Clifford-type and a Chekanov-
type torus. Right: same tori after a Hamiltonian isotopy, adjusted
in a such a way that L1 lies in a small neighbourhood of L0 ∪ D0
and vice versa. The projections of D0, D1 are also shown.
— Clifford-type tori: γ ⊂ C encloses a disk of area A which contains the points 0
and 1;
— Chekanov-type tori: γ ⊂ C encloses a disk of area A which contains the point
1 but does not contain the point 0. See Figure 2 (left).
Next, we claim that Clifford and Chekanov type tori bound Lagrangian disks,
and therefore form mutation configurations. Consider the torus Tγ,0 of either class,
then the desired Lagrangian disk is given by
{x, y ∈ C : pi(x, y) ∈ δ, |x| = |y|},
where δ is any simple path connecting a point of γ with the origin, avoiding γ and
{0, 1} in its interior; see Figure 2 (right).
Finally, note that a Chekanov-type torus, together with a Lagrangian disk it
bounds, can be placed in an arbitrarily small neighbourhood of the union of any
Clifford-type torus and a Lagrangian disk with boundary on it, as shown in Figure 2
(right). The lemma below summarises the properties we have discussed.
Lemma 4.15. Fix an exact Clifford-type torus L0 and a Lagrangian disk D0 so
that (L0, D0) ⊂M so that (L0, D0) is a mutation configuration. Then:
(a) any neighbourhood of L0∪D0 contains another mutation configuration (L1, D1),
where L1 is an exact Chekanov-type torus;
(b) there is an arbitrarily small neighbourhood U0 of L0 ∪D0 such that (θM )|U0 is
Liouville, and such that the completion of U0 is isomorphic to the completion
of M . 
4.6. Seidel’s local wall-crossing. Finally, we recall an important computation
due to Seidel [29, Proposition 11.8] which proves the local wall-crossing formula for
the pair L0, L1. (We are using the notation from the previous subsection.)
Lemma 4.16 (Local wall-crossing). Let L0, L1 ⊂ M be a Clifford-type resp. a
Chekanov-type torus in M , as above; then there exist bases of H1(Li,Z) ∼= Z2 with
the following property. Consider arbitrary local systems
ρi ∈ (C∗)2, i = 0, 1
and denote Li = (Li, ρi). Then
HF ∗M (L0,L1) 6= 0
if and only if
ρ1 = µ[∂D0]⊥(ρ0) ∈ (C∗)2
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where D0 is the Lagrangian disk described in the previous subsection, and µ[∂D0] is
defined in (4.1). 
The lemma is proven by computing the relevant holomorphic strips explicitly.
Recall that under the Lefschetz fibration pi : M → C \ {1}, the Li project to
circles, and there are two obvious holomorphic strips between those circles. The
strip containing 0 lifts to two different holomorphic strips in M between the L0, L1,
while the other strip lifts to a single strip in M . Lemma 4.16 follows by looking at
the boundary homology classes of these three strips.
Remark 4.7. Let us describe the choice of bases which makes Lemma 4.16 hold.
Consider the smooth isotopy from L0 to L1 obtained by lifting both Li pi-fibrewise
from the set |x| − |y| = 0 to |x| − |y| = , and subsequently isotoping them to each
other by an isotopy lifted from one between the defining curves in C. Any two bases
for H1(Li) related by this isotopy will be suitable for Lemma 4.16. In particular,
one can pick a basis where (1, 0) is the fibre class; note that this class equals ±[∂D0]
depending on the choice of orientation. If we choose [∂D0] = (−1, 0), then µ[∂D0]⊥
is precisely given by the formula appearing in [29, Proposition 11.8].
4.7. Mutation of Lagrangian tori. We now combine the Weinstein neighbour-
hood theorem for mutation configurations with our knowledge about the model
space M .
Lemma 4.17. Let (L,D) ⊂ X be a mutation configuration in a symplectic man-
ifold. Then there exists a neighbourhood U ⊂ X of L ∪D, and another mutation
configuration (L′, D′) ⊂ U ⊂ X with following the property. There is a sym-
plectomorphism φ : U → U0, where U0 is a sufficiently small neighbourhood from
Lemma 4.15, such that φ takes L,D,L′, D′ resp. to L0, D0, L1, D1. Moreover,
(a) If X and L are monotone or exact, then L′ is also monotone or exact, respec-
tively.
(b) If X is Liouville and L is exact, then U ⊂ X can be arranged to be a Liouville
embedding.
Proof. By Lemma 4.11, we can find a symplectomorphism ψ : Op(L∪D)→ Op(L0∪
D0) ⊂M , where L0 ⊂M is an exact torus of Clifford class. Then, by Lemma 4.15,
we can find a smaller neighbourhood U0 ⊂ Op(L0∪D0) which is a Liouville subdo-
main of M and contains another mutation configuration (L1, D˜1) where L1 is exact
and of Chekanov type. We define U = ψ−1(U0), K = ψ−1(L1) and D˜ = ψ−1(D˜1).
Then ψ is the desired symplectomorphism, up to checking properties (a) and (b).
We note that (a) is equivalent to the fact that the area maps
ω : H2(X,L,Z)→ R, H2(X,K,Z)→ R
are equal. This is proved by restricting to U and using an argument similar to the
one in the proof of Lemma 4.12.
To prove (b), recall that U0 ⊂ M has already been chosen to be a Liouville
domain on its own. Checking that U ⊂ X is a Liouville subdomain means checking
that
[θX |U − ψ∗(θM |U0)] = 0 ∈ H1(U).
This follows from the fact that L is exact with respect to both 1-forms in the above
expression, and that H1(U)→ H1(L) is surjective. 
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Definition 4.18. Let (L,D) ⊂ X be a mutation configuration. We say that the
mutation configuration (L′, D′) ⊂ X from Lemma 4.17 is obtained from (L,D) by
mutation along D, or in the direction of D. It is defined uniquely up to Hamiltonian
isotopy. If L is a monotone (or exact) Lagrangian torus, then so is L′; we call L′
the mutated torus. We denote
L′ = µDL, D′ = µDD.
Mutating along a single Lagrangian disk cannot give more than two different tori,
as expressed by the following lemma (compare with the algebraic Remark 4.4).
Lemma 4.19 (Reverse mutation). Two consecutive mutations of (L,D) along D,
and then of (L′, D′) along D′ give a configuration which is Hamiltonian isotopic to
the original (L,D).
Proof. This follows from the fact that the roles of the Clifford and the Chekanov
classes in Lemma 4.17 may be swapped, by a non-compactly symplectomorphism
of M . 
Remark 4.8. So far, we have not used the Liouville properties stated in Lemma 4.17,
but they will be soon be used in the proof of the wall-crossing formula.
4.8. Wall-crossing formula. We are ready to prove the core statement of Theo-
rem 4.8, the wall-crossing formula.
Theorem 4.20 (Wall-crossing formula). Let X be a monotone del Pezzo surface,
and (L,D) ⊂ X be a mutation configuration admitting a compatible Donaldson
divisor. Let L′ = µDL be the mutated torus. For any basis of H1(L,Z), there exists
a basis of H1(L
′,Z) for which
(4.9) WL′,X = µ[∂D]⊥WL,X .
Proof. Let U be a neighbourhood of L ∪D as in Lemma 4.17, and Σ a Donaldson
divisor provided by Corollary 3.4. Because L ⊂ U is exact inside both U and
X \ Σ, and H1(U)→ H1(L) is surjective, it follows that U ⊂ X \ Σ is a Liouville
embedding (compare the proof of Lemma 4.17). Recall that L′ ⊂ U is also exact,
by construction. In view of Proposition 2.5, we can apply Theorem 1.1 to
L,L′ ⊂ U ⊂ X \ Σ.
Together with Lemma 4.16 this yields the result. 
4.9. Almost toric fibrations and Lagrangian seeds. Almost toric fibrations
on symplectic 4-manifolds were introduced by Symington [33], and have recently
been used by Vianna [35, 36, 37] to construct infinitely many monotone Lagrangian
tori in del Pezzo surfaces. We will assume that the reader is familiar with this notion
and the related terminology.
First, we wish to explain how to construct Lagrangian disks with boundary on
Lagrangian tori with the help of toric and almost toric fibrations.
Lemma 4.21 (Constructing Lagrangian seeds). Let pi : X → B be an almost toric
fibration over a base B, and L = pi−1(b) be a monotone torus, for some point
b ∈ B. Suppose there is a line segment in B starting at b, going in the direction of
a primitive integral vector v ∈ TbB, and with endpoint on either:
(i) a vertex of ∂B (i.e. a point whose pi-preimage is a single point), or
(ii) a nodal point of B, whose monodromy line also goes in the direction of v.
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Then there is a Lagrangian disk D ⊂ X which projects onto that line segment, such
that (L,D) is a mutation configuration, and
[∂D]⊥ = v
under the canonical identification between H1(L,Z) and the integral lattice of TbB.
Repeating this construction for different segments results in a Lagrangian seed.
Conversely, if (L,D) is a mutation configuration, then a neighbourhood of L∪D
has an almost toric fibration over an open disk with one nodal fibre for which L is
the fibre over a point which lies on the monodromy line of the nodal point, and D
projects to the line segment as shown in Figure 3.
Proof. Denote the line segment by l. To construct the disk, pick a curve in L =
pi−1(b) in the homology class v⊥. One can parallel transport the curve over l in
such a way that it traces a Lagrangian cylinder projecting to l. As l approaches
the node or the corner we can arrange that the cycle being transported collapses
to a single point, and the total Lagrangian submanifold that was swept becomes
a Lagrangian disk. In case (i) the collapse is automatic because the preimage of
the vertex is a single point, and in case (ii) it is guaranteed by the condition on
the monodromy line. In both cases, one can verify that the collapse results in a
smooth disk using the local form of the singularities.
The last statement follows from the Weinstein neighbourhood theorem for L∪D
(see Lemma 4.11) and the well-known explicit construction of the desired almost
toric fibration on M , see section 4.5 and [3, 4]. 
Remark 4.9. Our convention for identifying TbB with H1(L,Z) is such that if there
is a holomorphic disk on L which in the base diagram leaves the point b in the
direction v, then its boundary homology class equals v.
Figure 3. The toric and an almost toric fibration on CP 2 giving
rise to the same Lagrangian seed. The line segments for Lemma 4.21
are shown in dark gray. The nodes are shown with a cross.
Example 4.10. Consider the standard toric fibration on CP 2 over the triangle shown
in Figure 3; the monotone torus projects to the barycentre of the trangle. We have
chosen the triangle so that the superpotential equals x+y+ 1/xy in the associated
basis. The primitive integral directions pointing from the barycentre towards the
three vertices are:
(4.10) (1, 1), (−2, 1), (1,−2).
Consequently, for the standard Clifford torus L ⊂ CP 2 there is a Lagrangian seed
(L, {D1, D2, D3}) such that the classes [∂Di]⊥ equal (4.10). This matches with
Table 1.
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Alternatively, there is an almost toric fibration on CP 2 obtained by a procedure
called smoothing the corners of the base. This fibration has three nodes whose
monodromy lines have directions (4.10). The monodromy lines intersect at the
barycentre, so one may apply Lemma 4.21(ii) to get the same Lagrangian seed.
A simpler example is the Clifford torus in R4 with potential x + y; it bounds a
Lagrangian disk with boundary homology class (1, 1).
Proposition 4.22. For each del Pezzo surface X, there exists a monotone La-
grangian torus L ⊂ X included in a Lagrangian seed (L, {Di}), such that the classes
[∂Di]
⊥ ∈ Z2 are the vectors shown in Table 1, for some basis of H1(L,Z).
Proof. For toric del Pezzos, the vectors from Table 1 are precisely the directions
pointing from the barycentre of the polytope to its vertices, which implies Propo-
sition 4.22 by Lemma 4.21(i).
For a non-toric del Pezzo surface X, Vianna [37] constructed almost toric fibra-
tions on X that have as many nodes as there are vectors in the corresponding entry
from Table 1, with the property that all monodromy lines of these nodes intersect
at the point corresponding to the monotone fibre. Using Lemma 4.21(ii) one gets
a Lagrangian seed with the desired number of Lagrangian disks. It is an easy ex-
ercise to show, starting with one of the fibrations Vianna provides, to bring the
boundary homology classes of the Lagrangian disks to the ones listed in Table 1,
either by mutating the almost toric fibrations in the sense of [37], or by mutating
the Lagrangian seed using Theorem 4.24 below. (These two ways are equivalent.)
Finally, the Lagrangian seeds constructed this way belong to the complement of
an anticanonical divisor (the preimage of the boundary of the almost toric fibration)
where the torus becomes exact. This divisor is automatically compatible. 
An important concept in the theory of almost toric fibrations is the notion of
nodal slide; it was the main geometric tool in Vianna’s construction of infinitely
many Lagrangian tori. The next lemma explains that nodal slide is essentially
equivalent to the mutation of Lagrangian tori from Definition 4.18.
Figure 4. Mutation via nodal slide. The Lagrangian disks project
to the dark gray segments. The monodromy line is dotted; the node
is shown with a cross.
Lemma 4.23 (Mutation via nodal slide). In the setup of Lemma 4.21(ii), let us
slide the node considered therein past the point b. Denote by pi′ : X → B′ the
resulting new almost toric fibration, and denote L′ = (pi′)−1(b); see Figure 4. The
Lagrangian torus L′ is also monotone and satisfies:
L′ = µDL
up to Hamiltonian isotopy.
Proof. Let U ⊂ X be the pi-preimage of a neighbourhood of the segment l. Then U
is a Weinstein neighbourhood of L ∪D, see Lemma 4.11. By definition, the nodal
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slide is modelled on changing the almost toric fibration on the model space M (see
subsection 4.5) so that the given fibre over b switches from being a Clifford-type
torus to being a Chekanov-type torus. 
4.10. Mutating Lagrangian disks. Below is a slight refinement of a theorem of
Shende, Treumann and Williams [30].
Theorem 4.24 (Shende-Treumann-Williams). Suppose (L, {Di}ki=1) is a Lagrangian
seed in the sense of Definition 4.7, and L′ = µDjL is the mutated torus in the sense
of Definition 4.18. Then L′ also bounds k Lagrangian disks denoted by
D′i = µDjDi, i = 1, . . . , k
such that (L′, {D′i}ki=1) constitute a Lagrangian seed. Moreover, for any basis of
H1(L,Z) there exists a basis of H1(L′,Z) such that if we denote:
vi = [∂Di]
⊥ ∈ H1(L,Z) = Z2, v′i = [∂D′i]⊥ ∈ H1(L′,Z) = Z2,
then: v′j = −vj ,v′i = µvjvi, i 6= j
where the latter mutation is understood as in Definition 4.3. The disk D′j coincides
with the disk µDjDj from Definition 4.18, and the above basis of H1(L
′,Z) agrees
with the one required for Lemma 4.16 and Theorem 4.20. Moreover, if the former
Lagrangian seed admits a compatible Donaldson divisor, so does the latter. 
Observe that the vectors v′i are in agreement with the mutation of LG seeds, see
Definition 4.9. As noted in [30], the above theorem fails for Lagrangian surfaces of
higher genus (unlike the previous discussion in this section, which can be generalised
to higher genus Lagrangians).
There is one detail of Theorem 4.24 which is not mentioned in [30]: the fact
that the choices of bases that make Theorem 4.24 hold are the same as the ones
making Lemma 4.16 hold, if we identify (L,Dj), (L
′, D′j) with their local models
(L0, D0) and (L1, D1) ⊂ M as in Lemma 4.17 and Definition 4.18. (Because the
choice of basis in Theorem 4.20 is derived from Lemma 4.17, consistency with it
also follows.) We provide an alternative proof of Theorem 4.24 where this missing
detail becomes transparent.
Figure 5. A nodal slide perspective on mutating a Lagrangian seed.
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Proof of Theorem 4.24. Let U be a neighbourhood of L ∪Dj where Dj is the disk
chosen for mutation. We mentioned that there is an almost toric fibration pi : U →
B over a disk B with one nodal fibre, see Figure 4 and the proof of Proposition 4.23.
In this model, L = pi−1(b) and Dj projects to the line segment l.
We now fit the other disks into this picture. One can assume that the other disks
Di intersect U only near their boundary (i.e. near L), therefore Di ∩ U = Ai is a
Lagrangian annulus, i 6= j. One can arrange that in the almost toric fibration on
U , the Ai project to straight line segments as shown in Figure 5(a), whose slopes
are equal to the boundary homology classes vi = [∂Di]
⊥ under the identification
H1(L,Z) = TbB. The annuli themselves are obtained by parallel transport of an
appropriate circle γi inside the toric fibre over the point where the line segment
meets ∂B, as in the proof of Lemma 4.21.
Pick a subset V ⊂ U which is the preimage of the annulus shown by darker shade
in Figure 5(a); then V is a collar of ∂U . Now perform the nodal slide to get the
new fibration pi′ : U → B′, see Figure 5(b). The nodal slide can be performed so
that the two fibrations match on V identically: pi|V ≡ pi′|V . Define the Lagrangian
annulus A′i to be transport of the circle γi as above along the same line segment,
but this time using the fibration pi′ instead of pi. We define
D′i = (Di \Ai) ∪A′i.
The sets Di are again smooth Lagrangian disks because the Ai and A
′
i coincide in
V , since pi and pi′ match on V . The boundaries of new disks D′i are on L
′; these
are the desired disks.
It remains to compute the homology classes v′i = [∂D
′
i]
⊥. First we must specify
an identification between H1(L,Z) with H1(L′,Z); it comes from a specific isotopy
between L and L′ inside U which we now describe. First, before performing the
nodal slide, we isotop L following the path shown by the bold white arrow in
Figure 5(c). The endpoint of the path is on the same horizontal line, and the path
itself goes around the node in the lower half-plane. Clearly, this gives a smooth
isotopy from L to another torus. We then compose this isotopy with an isotopy
which moves the point (representing the torus) within the horizontal monodromy
line to the right while simultaneously sliding the node to the right as well, so that
we eventually end up with L′ without crossing the node. One can check that this
isotopy is the same one as described in Remark 4.7 using the Lefschetz fibration
setup.
The annuli Ai represented by the rays in the lower half space in Figure 5(a) can
be smoothly deformed through the process of this isotopy, just by deforming the
rays making their common endpoint follow the move that we described above. (We
allow the rays to curve, but keep their part inside V fixed.) Given the choice of
bases, it implies that v′i = vi. In the same basis we have that vj = (−1, 0), which
means that the max-term in the tropical mutation formula (4.6) becomes
max(0, (vi)2)
where (vi)2 is the second co-ordinate of the vector vi. Recall that we were working
with rays in the lower half-space, meaning (vi)2 < 0, so (4.6) translates to µvjvi =
vi. This agrees with our computation v
′
i = vi.
Now take an annulus Ai represented by a ray in the upper half space, that is,
(vi)2 > 0. If we deform the ray making their common endpoint follow the move
described above, it will intersect the node once. This means that v′i differs from vi
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by the monodromy around the node, which is the Dehn twist around the vanishing
cycle vj . In agreement with this, the tropical mutation (4.6) has the effect of the
same Dehn twist provided that max(0, (vi)2) = (vi)2 > 0. 
4.11. Proof of the mutation theorem. We put together the previous discussion
to prove Theorem 4.8.
To exhibit the desired mutated Lagrangian seed (L′, {D′i}), we take the torus
L′ = µDjL from Definition 4.18, and the Lagrangian disks {D′i} = {µDjDi} from
Theorem 4.24. The potential WL′ is computed by Theorem 4.20. The Donaldson
divisor compatible with (L, {Di}) is also compatible with (L′, {D′i}).
It remains to note that (WL, {[∂Di]⊥}) is indeed an LG seed. For this, we need to
check that µ[∂Dj ]⊥(WL) are Laurent polynomials for all j. This follows from the fact
that they are the LG potentials of the mutated tori, which are all monotone. 
Example 4.11. Consider the Lagrangian seed (L, {D}) in R4 where L is the Clif-
ford torus and D is the Lagrangian disk with boundary homology class (1, 1), see
Example 4.10. The corresponding LG seed is
(x+ y, {(1, 1)}).
The mutated torus µDL is the well known monotone Chekanov torus in R4, which
bounds a single family of holomorphic Maslov index 2 disks. And indeed, we
compute:
µ(1,1) : x 7→ x(1 + xy−1)−1, y 7→ y(1 + xy−1)−1,
so
µ(1,1)(x+ y) = (x+ y)(1 + xy
−1)−1 = y
which is a monomial. The LG seed associated with the Chekanov torus is therefore
(y, {(−1,−1)}).
Its mutation gives back the previous LG seed for the Clifford torus up to the
SL(2,Z)-action, see Remark 4.4.
Example 4.12. Consider the Lagrangian seed (L, {D1, D2, D3}) in CP 2 where L
is the Clifford torus, see Example 4.10 or Proposition 4.22. The corresponding
LG seed is
(x+ y + 1/xy, {(1, 1), (−2, 1), (1,−2)}).
Mutating it along the vector (1, 1), we obtain the following LG seed:(
y +
(x+ y)2
xy3
, {(−1,−1), (−2, 1), (4, 1)}
)
.
The corresponding monotone torus in CP 2 is the Chekanov torus, see e.g. [3]. The
potential appearing in the seed above is known: it matches [3, Formula (5.5)] under
the change of variables x = uw, y = u. The above three boundary homology classes
of Lagrangian disks on the Chekanov torus can be read off from Vianna’s almost
toric fibration [35, Figure 1], see Lemma 4.21. This LG seed corresponds to the
Markov triple (1, 1, 2), and further mutations recover the seeds corresponding to
all Markov triples.
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4.12. Lagrangian tori in del Pezzo surfaces. We are ready to show that the
del Pezzo LG models from Table 4.8 are all geometrically realised by Lagrangian
seeds in the sense of Definition 4.7.
Theorem 4.25. For each del Pezzo LG seed from Table 1, there exists a Lagrangian
seed (L, {Di}) in the corresponding del Pezzo surface X which realises that LG seed,
in the sense that (WL, {[∂Di]⊥}) equals that LG seed.
Given the previous discussion, the remaining statement here is the computation
of the Landau-Ginzburg potentials of the tori from Proposition 4.22. For a proof,
we need the following proposition.
Proposition 4.26. Let {vi}, vi ∈ Z2, be one of the 10 collections of vectors ap-
pearing in Table 1. Consider the following subring, called the upper bound:
U = {W ∈ C[x±1, y±1] : (W, {vi}) is an LG seed} ⊂ C[x±1, y±1].
Then
U = C[W0],
where W0 is the corresponding potential from Table 1. In other words, any W ∈ U
has the form W = f(W0), where f is a polynomial in one variable.
Remark 4.13. Rephrasing the definition, U consists of Laurent polynomials W such
that µvi(W ) (see Definition 4.2) is also a Laurent polynomial, for all i.
The upper bound in the context of LG seeds was introduced by Cruz Morales
and Galkin [12]. Proposition 4.26 appeared as [12, Conjecture 4.1] but seems
to be relatively well-understood by experts; we are grateful to Mark Gross and
Denis Auroux for pointing this out. We explain it briefly.
Sketch of proof of Proposition 4.26. Given the vectors {vi}, Gross, Hacking and
Keel [20, Definition 2.8, Remark 2.9] explain how to construct the A-cluster variety
X∨ whose ring of regular functions C[X∨] equals the upper bound U . It turns out
that when {vi} is one of the ten collections from Table 1, there is a proper map
X∨ → C, therefore C[X∨] is a polynomial ring in one variable. (In fact, that proper
map is an elliptic fibration.)
Finally, one can verify that W0 ∈ U , and that W0 does not have the form f(W )
for another Laurent polynomial W . Therefore W0 is a generator of C[X∨]. 
Remark 4.14. For a better understanding of how the above proof works, it is useful
to recall some details about the cluster variety Xˇ. Suppose we are given an LG seed
in which the vectors vi are pairwise distinct. To construct the mirror X
∨ up to a
possible complex codimension 2 error (which does not matter for our arguments),
one starts by taking one initial copy of (C∗)2, and one additional copy of (C∗)2 for
each vector vi. Then one glues each additional copy of (C∗)2 to the original one
via the wall-crossing map µvi from (4.1). On a diagram, this looks as follows:
(C∗)2
µv1

(C∗)2
(C∗)2
µv2
;;
(C∗)2
µv3
cc
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For the purpose of the argument, one can simply define X∨ to be the scheme
obtained by the above gluing. Because W0 stays a Laurent polynomial under
mutations along the vi, it defines a regular function on X
∨ denoted by the same
letter:
W0 : X
∨ → C.
A special property of the 10 del Pezzo seeds is that the fibres of this function are
compact (in fact, W0 becomes a proper elliptic fibration); this is the map mentioned
in the previous proof. The point is that the fibres of W0 on the original copy of
(C∗)2 are elliptic curves with a number of punctures, and these punctures get filled
in after gluing in the additional copies of (C∗)2. This can be verified by a direct
computation. It follows that C[X∨] is a polynomial ring in one variable. Moreover,
it is obvious that any element of the upper bound U extends to a regular function
on X∨.
When some vectors among the {vi} coincide (which is the case for most del
Pezzos in Table 1), the gluing construction of X∨ has to be modified as explained
in [20]. The need for this can be bypassed as after a finite sequence of mutations,
each of the 10 del Pezzo seeds can be brought to a form where all vectors are
different. The fact that upper bounds are preserved by mutations is well known,
see e.g. [12].
Proof of Theorem 4.25. Fix a del Pezzo surface X. By Proposition 4.22, there
exists a Lagrangian seed (L, {Di}) with vi = [∂Di]⊥ as in Table 1. It remains to
show that the Landau-Ginzburg potential WL is equal to the corresponding Laurent
polynomial W0 from Table 1. When X is toric, Table 1 shows the standard toric
potential which has been computed by Cho and Oh [9]. For the cubic surface, it
shows the potential computed by Fukaya, Oh, Ohta and Ono [18] and our argument
will provide an alternative computation. Let X denote any non-toric del Pezzo
surface.
By Theorem 4.8, WL ∈ U where U is the upper bound from Proposition 4.26.
Therefore WL = f(W0), for some one-variable polynomial f(u) with integral coef-
ficients. We need to show that f(u) = u.
Vianna proved [36, 37] that unless X = BlkCP 2 for k = 1, 2, there exist almost
toric fibrations on X with triangular affine base. (Since BlkCP 2 is toric for k = 1, 2,
we do not need to consider these cases.) Let (L′, {D′i}) be the Lagrangian seed
obtained, using Lemma 4.21, from an almost toric fibration on X with a triangular
affine base. Because all almost toric fibrations constructed by Vianna differ by a
sequence of mutations, the Lagrangian seeds (L′, {D′i}) and (L, {Di}) differ by a
sequence of mutations.
Let W ′0, WL′ be the Laurent polynomials obtained by applying the corresponding
sequence of mutations to W0 resp. WL, so that WL′ = f(W
′
0). Observe that WL′ is
the Landau-Ginzburg potential of the monotone torus L′.
Remark 4.15. The base being triangular is equivalent to the fact that there are
exactly three distinct vectors v1, v2, v3 among the {[∂D′i]}⊥ (they may appear with
repetitions). For BlkCP 2, k ∈ {6, 7, 8}, the del Pezzo seed from Table 1 already
comes from a triangular affine base, so for them we can take (L′, {D′i}) = (L, {Di}).
However when k ∈ {4, 5}, the del Pezzo seeds from Table 1 do not come from a
triangular affine base, so one has to mutate them.
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By construction, L′ is the monotone fibre of an almost toric fibration on X with
triangular base. For such fibres, Vianna proved [36, 37] using SFT techniques that
the Newton polytope of WL′ equals the appropriately scaled affine dual to the
triangle spanned by v1, v2, v3; we denote this Newton polytope by P. Moreover, he
proved that the coefficients by the three monomials of WL′ corresponding to the
vertices of P are all equal to 1. The Newton polytope P turns out to be minimal,
i.e. λP is not an affine translation of another integral triangle, for 0 < λ < 1.
Assume however that WL′ = f(W0) and f is a polynomial which is not linear.
Then P is equal to a non-trivial scaling of the integral Newton polytope of W0,
which contradicts the minimality. Therefore f(u) = ku for some k; but then k = 1
by the mentioned result about the monomial coefficients. 
Remark 4.16. We recall that the technique of [36, 37] does not extend to a full com-
putation of the potential beyond the three monomial coefficients, so an argument
using the wall-crossing formula is necessary for a full computation. Recall that the
arguments of [36, 37] do not apply to a monotone fibre L ⊂ X of an almost toric
fibration on X whose base is not triangular.
4.13. Application: infinitely many tori. We provide two applications of The-
orem 4.8 to Lagrangian tori in del Pezzo surfaces. For the first application, recall
a theorem of Vianna.
Theorem 4.27 ([37]). If X is a del Pezzo surface (equipped with a monotone
symplectic form) other than Bl2CP 2, then X contains infinitely many monotone
Lagrangian tori which are pairwise not Hamiltonian isotopic. 
Although Vianna constructed infinitely many tori in Bl2CP 2 which were ex-
pected to be all different, it was impossible to prove that they are different without
knowing their Landau-Ginzburg potentials. As mentioned in the previous proof and
remark, Vianna’s estimates on the LG potential only work in the case of triangular
base; this is the reason why Bl2CP 2 is not covered by the theorem above.
Because Theorem 4.25 together with Theorem 4.8 provides a complete compu-
tation of the LG potentials all the tori, we can fill in the missing case in Vianna’s
theorem.
Corollary 4.28. The del Pezzo surface Bl2CP 2 (equipped with a monotone sym-
plectic form) contains infinitely many monotone Lagrangian tori which are pairwise
not Hamiltonian isotopic.
Proof. A look at Table 1 shows that the Newton polytope of any of the 10 po-
tentials is dual to an appropriate scaling of the polygon spanned by the vectors
{vi}, or equivalently to the polygon which is the affine base of the almost toric
fibration giving rise (via Lemma 4.21 and Proposition 4.22) to the corresponding
Lagrangian seed. The same property is true for arbitrary mutations of those La-
grangian seeds, by the wall-crossing formula and the known way in which mutation
of an LG potential acts on its Newton polytope [2, Section 3].
It therefore suffices to know that Bl2CP 2 admits infinitely many almost toric
fibrations with pairwise distinct affine bases, up to the action of SL(2,Z), which are
obtained by mutations from the standard fibration appearing in Proposition 4.22.
But this has already been shown by Vianna: he proved [37, Figure 7] that there are
at least as many distinct almost toric fibrations on Bl2CP 2 as there are Markov
triples of the form (1, a, b), which means an infinite number. 
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Remark 4.17. For a del Pezzo Lagrangian seed, consider its (infinite) mutation
graph whose vertices correspond to all possible mutated seeds, and the valency of
a vertex equals the number of distinct vectors in the corresponding LG seed. One
expects that each vertex of the mutation graph, up to a finite group quotient of
the graph, corresponds to a different monotone torus in the del Pezzo surface.
The statement is known for CP 2 because the vertices of the infinite trivalent
mutation graph are in bijection with ordered Markov triples. The vertices whose
underlying unordered Markov triples are different correspond to non-isotopic tori in
CP 2 by [36]: Markov triples determine the Newton polytopes of the superpotentials
of the tori. In this case the finite group in question is S3 = Z/(3)⊕ Z/(2).
For other del Pezzo surfaces, we are unaware of a complete answer to this ques-
tion, compare the discussion in [30, Section 1.2.3].
4.14. Application: Fukaya categories and HMS. We now provide the second
application of the computation of the potentials of tori in del Pezzo surfaces. It is
related to Sheridan’s proof [32] of Homological Mirror Symmetry for projective Fano
hypersurfaces. We will be interested in surfaces X = BlkCP 2 where k = 6, 7, 8;
note that Bl6CP 2 is the cubic surface. Our aim is in particular to give an answer
to [31, Conjecture B.2]
Recall that for a monotone symplectic manifold X and a number w ∈ C, one
defines the monotone Fukaya F(X)w whose objects are weakly unobstructed La-
grangian branes L whose obstruction number equals
µ0L = w.
This Fukaya category is non-trivial only if w is an eigenvalue of the operator on
QH∗(X,C) acting by the quantum multiplication by the first Chern class:
− ∗ c1(X) : QH∗(X)→ QH∗(X).
For the cubic surface X, this operator has two eigenvalues:
w = −6, w = 21.
Moreover, the eigenvalue w = 21 is simple, see [31]. One can check that for BlkCP 2,
k = 7, 8, there are simple eigenvalues 69 and 669, respectively.
Proposition 4.29. Consider the monotone torus in X = BlkCP 2, k = 6, 7, 8,
whose potential W is shown in the corresponding entry of Table 1, see Theo-
rem 4.25. The point (1, 1) is a Morse critical point of W with critical value
w := W (1, 1) =

21, k = 6,
69, k = 7,
669, k = 8.
Consider the brane L which is the above torus with the trivial local system, so that
µ0L = w. It follows that HF
∗(L,L) ∼= Cl2, and L split-generates F(X)w.
When k = 6, this answers Conjecture B.2 from Sheridan’s paper [31]. In that
paper, he also sketched the construction of the relevant torus and gave a heuristic
computation of the value of its superpotential at the point (1, 1).
Proof. The statement about the critical point is verified by an explicit computation,
and the Floer-theoretic implications are well known given the fact that w is a simple
eigenvalue, see [31] for details. 
38 JAMES PASCALEFF AND DMITRY TONKONOG
Let W be as in Lemma 4.29 for k = 6, 7 or 8. Then W has one-dimensional
critical locus
1 + x+ y = 0
with critical value resp. −6,−12 or −60. These are the non-simple eigenvalues of
the quantum multiplication for the first Chern class for BlkCP 2.
Proposition 4.30. Let X = BlkCP 2 where k = 6, 7, 8 and w = −6,−12,−60 re-
spectively. Then F(X)w contains an infinite family of pairwise non-quasi-isomorphic
toric objects parametrised by the locus
{x, y ∈ C : x+ y + 1 = 0},
which are the branes L supported on the monotone Lagrangian torus provided by
Theorem 4.25, equipped with local systems belonging to the above locus.
Proof. Because W has order of vanishing 3, 4 resp. 6 over {x + y + 1 = 0}, see
Table 1, its second partial derivatives all vanish on this locus. It follows that
for any Lagrangian brane L as above, its Floer cohomology is isomorphic to the
exterior algebra in two variables:
HF ∗(L,L) ∼= Λ∗(C2) ∼= H∗(T 2,C).
So L is a toric object. For L,L′ corresponding to two different points of {x+y+1 =
0}, we have:
HF ∗(L,L′) = 0.
This is true because L,L′ are supported on the same torus L but correspond to
different local systems on it. In this case the Morse part of Oh’s spectral sequence
ensures that dimHF ∗(L,L′) < 4 hence L, L′ are not quasi-isomorphic. 
5. Higher-dimensional toric mutations
5.1. Monotone polytopes. Let
M = Zn
be a lattice and N = M∨ ∼= Zn be its dual. We denote by MR = Rn the vector
space spanned by M , and use the similar notation for NR. Let ∆ ⊂ MR be a
lattice polytope, i.e. a polytope with vertices in M . Codimension 1 faces of ∆
are called facets. Following [24, Definition 3.1] and [14], we recall the definition of
monotone polytopes: they are the bases of toric fibrations on toric Fano manifolds,
or monotone toric symplectic manifolds. We point out that we are considering
moment polytopes which are dual to Fano polytopes commonly used in algebraic
geometry.
Definition 5.1. ∆ is called simple if exactly n of its facets meet at each vertex.
It is called smooth if for each vertex v, the primitive integral normals to the facets
meeting at v form an integral basis of M . Equivalently, one can demand that the
primitive integral vectors pointing along the edges containing v form an integral
basis.
Definition 5.2. ∆ is called monotone if it is simple, smooth, contains 0 in its
interior and is given by the equations
(5.1) ∆ = {x ∈ Rn : 〈ηj , x〉 ≤ 1, j = 1, . . . ,m}
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where {ηj}j=1,...,m is the set of primitive integral outward-pointing normals to the
facets of ∆. It is more convenient to view the ηj as elements of the dual lattice:
ηj ∈ N,
so that the brackets 〈−,−〉 from (5.1) become the pairing.
For example, the polytope given by {xi ≥ −1,
∑n
i=1 xi ≤ 1} is monotone; it is
a moment polytope of CPn. Below is an equivalent definition of monotonicity; the
equivalence was proved in [24, 14].
Definition 5.3. ∆ is called monotone if it is simple, smooth, contains 0 in its
interior and for every vertex v ∈M of ∆, there exists an SL(n,Z)-transformation
after applying which we obtain:
v = (−1, . . . ,−1)
and the facets meeting v belong to the planes
{xi = −1}, i = 1, . . . , n.
We note that SL(n,Z) = Aut(M). Let ∆ be a monotone polytope, and X be the
toric Fano manifold whose moment polytope is ∆. We consider X as a monotone
symplectic 2n-manifold, and denote the moment map by
p : X → ∆.
It is proven in [24, Section 3] that 0 ∈ ∆ is the unique interior lattice point of
∆, and in [14, Section 1.4] that
L = p−1(0) ⊂ X
is a monotone Lagrangian torus, which we call the monotone torus fibre. The origin
of ∆ is sometimes called its baricentre.
We remind that the condition of monotonicity for polytopes is preserved by
SL(n,Z)-action. Polytopes differing by such action correspond to symplectomor-
phic manifolds, and the origin always corresponds to the same monotone torus
fibre, see Figure 6.
Figure 6. Several moment polytopes of CP 2, differing by SL(2,Z)-action.
5.2. Toric potential and mutation configurations. Let ∆ ⊂ MR be a mono-
tone polytope, X the corresponding toric manifold, and L = p−1(0) the monotone
toric fibre. There is a canonical isomorphism
N = H1(L,Z),
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which, fixing the standard basis of N ∼= Zn, provides a basis of H1(L,Z). By a
theorem of Cho and Oh [9], the Landau-Ginzburg potential of L (see Definition 2.7)
is given in this basis by:
(5.2) WL =
m∑
j=1
xηj
where the sum is taken over the normal vectors ηj ∈ N from Definition 5.2. We
are using the following standard notation:
xu = xu11 . . . x
un
n , u = (u1, . . . , un) ∈ N, ui ∈ Z.
Here we consider WL as a function naturally defined on the algebraic torus (C∗)n
associated with the lattice N : (C∗)n = CN/N .
Definition 5.4. Let F ⊂ ∆ be a face of dimension
dimF ≤ n− 2
(i.e. any face except a facet) and
w ∈ F ∩M
be an interior lattice point of F . We say that (F,w) is a mutation configuration.
Remark 5.1. A vertex of ∆ is considered to be an interior lattice point of itself, so it
always provides a mutation configuration F = {w}. However, higher-dimensional
faces do not necessarily contain interior lattice points.
For a face F of ∆, we shall denote
ΠF = SpanMR{F, {0}} ⊂MR,
which is a linear subspace of dimension dimF +1. One can consider its annihilator
in the dual space: Π⊥F ⊂ NR. Observe that N ∩Π⊥F is a full rank lattice in Π⊥F , so
one can speak of an integral basis of Π⊥F . See Figure 7.
Figure 7. Pieces of polytopes exhibiting a mutation configuration
in standard form. Left: a mutation configuration where F is an
edge. Right: a mutation configuration where F = {w} is a vertex.
It is useful to record the next simple lemma.
Lemma 5.5. Suppose (F,w) is a mutation configuration for a monotone polytope
∆, and dimF = n − k. Then there is an SL(n,Z)-transformation after applying
which, F belongs to the subspace
{x1 = . . . = xk = −1},
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the point w becomes
w = (−1, . . . ,−1︸ ︷︷ ︸
k times
, 0, . . . , 0),
and in a neighbourhood of w, the polytope ∆ becomes given by the equations:
{x1 ≥ −1, . . . , xk ≥ −1}.
Once ∆ is brought to this form, the following is an integral basis of Π⊥F :
(5.3)
u1 = (−1, 0, . . . , 0, 1, 0, . . . , 0),
u2 = (0,−1, . . . , 0, 1, 0, . . . , 0),
...
uk−1 = (0, 0, . . . ,−1, 1, 0, . . . , 0)
Proof. If follows from the monotonicity condition (Definition 5.3) that there exists
an SL(n,Z)-transformation taking F to the subspace above, and ∆ to the form
specified above in a neighbourhood of any interior point of F . Such transformation
takes w to a point of the form
(−1, . . . ,−1, rk+1, . . . , rn), ri ∈ Z.
Next consider an SL(n,Z)-transformation φ taking
(−1, . . . ,−1, rk+1, . . . , rn) 7→ (−1, . . . ,−1, 0, . . . , 0),
thus bringing w to the desired point, which additionally preserves the linear sub-
space Rk × {0} and its orthogonal complement, and acts by the identity on the
orthogonal complement. Then φ preserves the affine plane {x1 = . . . = xk = −1},
so F stays within this plane under φ. Also, φ preserves the normals to the facets
meeting at F , so ∆ stays in the form specified in the statement. The clause about
the basis of Π⊥F is obvious. 
Definition 5.6. Once ∆ is brought to the form specified in Lemma 5.5, we say
that ∆ is in standard form with respect to (F,w).
5.3. Toric mutation.
Theorem 5.7 (Higher-dimensional toric mutation). Suppose ∆ is a monotone
polytope and (F,w) is its mutation configuration where dimF = n − k. Then the
corresponding toric manifold X contains a monotone Lagrangian torus denoted by
L′ = µF,wL
whose LG potential (see Definition 2.7), written in some basis of H1(L
′,Z), is equal
to the function obtained from WL by substituting each monomial in (5.2) according
to the rule below:
(5.4) xv 7→ xv(1 + xu1 + . . .+ xuk−1)−〈v,w〉.
Here v ∈ N , 〈v, w〉 ∈ Z is the pairing (recall that w ∈ M), and u1, . . . , uk−1 is an
integral basis of Π⊥F .
There is a birational map (C∗)n 99K (C∗)n whose action on monomials is given
by (5.4), and this map is called the wall-crossing map. So the statement of the
theorem says that WL, WL′ differ by the action of the wall-crossing map.
Similarly to the discussion in Section 4, a Laurent polynomial does not a priori
remain a Laurent polynomial under the substitutions (5.4). But in the setting of
42 JAMES PASCALEFF AND DMITRY TONKONOG
Theorem 5.7, WL has to remain a Laurent polynomial under the specified mutation
because it becomes the LG potential of another monotone Lagrangian torus.
Example 5.2. Consider a moment polytope of a toric del Pezzo surface, and let
F = w = (u1, u2) be its vertex. In the statement of Theorem 5.7, this means
k = n = 2. Next, ΠF is the line spanned by w and the origin, so we can take
the vector (u2,−u1) to be the basis of the 1-dimensional space Π⊥F . Hence (5.4)
becomes the wall-crossing map (4.3) studied in Section 4. So in dimension four,
Theorem 5.7 is a particular case of Theorem 4.25.
Remark 5.3. The case k = 1 (i.e. taking F to be a facet) is disallowed in Theo-
rem 5.7, but it is also natural to put (5.4) to be the identity map for k = 1.
Example 5.4. Suppose ∆ is in standard form with respect to (F,w), see Defini-
tion 5.6. For the choice of a basis of Π⊥F from Lemma 5.5, the wall-crossing map is
given by:
(5.5)
xi 7→ xixk(x−11 + . . .+ x−1k ), i = 1, . . . , k,
xi 7→ xi, i = k + 1, . . . , n.
Example 5.5. Let ∆ be the standard moment polytope of CPn:
{xi ≥ −1,
∑
i xi ≤ 1}
Let F be the (n− k)-dimensional face of ∆ which belongs to the plane
{x1 = . . . = xk = −1},
and consider its interior lattice point
w = (−1, . . . ,−1︸ ︷︷ ︸
k times
, 0, . . . , 0).
Here k is any integer between 2 and n. The toric potential (5.2) equals:
WL = x
−1
1 + . . .+ x
−1
n + x1 . . . xn.
Using Theorem 5.7 and the wall-crossing computed in (5.5), the potential of the
torus mutated along (F,w) equals:
(5.6) WµF,wL =
∑n
i=k x
−1
i + (xk)
k · (∑ki=1 x−1i )k ·∏ni=1 xi
When k = 1, the above formula simply yields WL.
Corollary 5.8. For each 1 ≤ k ≤ n, CPn contains a monotone Lagrangian torus
whose potential is given by (5.6). 
In the rest of the section we shall prove Theorem 5.7, and finish off by an example
illustrating that it is essential to consider interior lattice points in the definition
of a mutation configuration.
Lemma 5.9. If Theorem 5.7 holds for a single choice of a basis u1, . . . , uk−1 of
Π⊥F , then it holds for all such choices.
Proof. After an SL(n,Z)-transformation, one can assume that ΠF is spanned by
the last n− k+ 1 basis vectors in M , Π⊥F is spanned by the first k− 1 basis vectors
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in N , and w ∈ M is the kth basis vector. Choosing the basis of Π⊥F to consist of
the first k − 1 basis vectors, (5.4) becomes:
(5.7)
yi 7→ yi, i = 1, . . . , k − 1,
yk 7→ yk(1 + y1 + . . .+ yk−1),
yi 7→ yi, i = k + 1, . . . , n.
In this presentation it is clear that SL(k−1,Z) acting on the first k−1 co-ordinates
(both on the source and the target) commutes with (5.7), and the claim follows. 
5.4. Local model. In order to define toric mutation and prove Theorem 5.7, we
shall use a higher-dimensional version of the local model discussed in Section 4. The
technical implementation of this discussion will be somewhat harder than the 4-
dimensional; this is mostly to do with constructing a neighbourhood of a mutation
configuration which is convex with respect to the standard J .
We use the following symplectic manifold as the model:
(5.8) M = Ck \ {z1 . . . zk = }.
We begin with the symplectic form ωstd which is the restriction of the standard
one from Cn. The form ωstd is not Liouville on M because is does not ‘blow up’
along {z1 . . . zk = }. There exists a Liouville structure on M and we will use it
later, but right now we shall work with ωstd.
Consider the holomorphic fibration
(5.9) pi : M → C \ {}, pi(z1, . . . , zk) = z1 . . . zk, zi ∈ C.
The number  ∈ R>0 shall be fixed throughout the discussion. Proceeding as in
Section 4, for any simple closed curve γ ⊂ C \ {0, } which encloses the point {},
one defines a Lagrangian torus
(5.10) Tγ = {(x1, . . . , xk) ∈ Ck : pi(x1, . . . , xk) ∈ γ, |x1| = . . . = |xk|} ⊂M.
(In the language of Section 4, this torus would have been called Tγ,0. Also, in
Section 4 we had  = 1.) Once again, the tori Tγ are divided into two Hamiltonian
isotopy classes, depending on whether or not γ encloses the origin. We call the tori
of the first type Clifford-type tori, and tori of the second type Chekanov-type.
The role of the Lagrangian disk appearing in Lemma 4.15 is now played by a
singular Lagrangian Dδ which is topologically a cone over T
n−1. This singular
Lagrangian Dδ is attached to the torus Tγ along an (n − 1)-dimensional subtorus
of Tγ . In a formula:
Dδ = {(x1, . . . , xk) ∈ Ck : pi(x1, . . . , xk) ∈ δ, |x1| = . . . = |xk|},
where δ ⊂ C \ {1} is any simple path connecting a point of γ with the origin.
Different choices of δ produce Hamiltonian isotopic configurations Tγ ∪Dδ.
Ultimately, we are interested in the standard choice of a Clifford-type torus with
an attached Lagrangian cone:
(5.11) T = Tγ , D = Dδ
where
γ = {z : |z| = 1}, δ = [−1, 0].
One expects that T ∪D ⊂M has a neighbourhood U such that:
— U is a Liouville domain with respect to ωstd,
— the standard complex structure J is cylindrical near ∂U .
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In the next subsection, we are going to establish a weaker version of this statement
sufficient for the purpose of defining toric mutations and proving the wall-crossing
formula.
Remark 5.6. Any given neighbourhood U of T ∪D contains a (Hamiltonian isotopic
copy of) Chekanov-type torus. Indeed, by an appropriate choice of γ, a Chekanov-
type torus Tγ can be arranged to lie arbitrarily close to the standard configuration
T ∪D.
Remark 5.7. It is slightly easier to show that M has a Liouville structure (with a
symplectic form other than ωstd) whose skeleton is T ∪D. We are going to prove
this as an intermediate step, but here is an explanation why we eventually need to
show the existence of a neighbourhood U of T ∪D which is convex (or Liouville)
with respect to ωstd. Recall that in dimension 4, we proved Lemma 4.11 which is a
version of the Weinstein neighbourhood theorem for a mutation configuration. In
the present situuation, we will avoid using and proving a version of the Weinstein
neighbourhood theorem for the Lagrangian skeleton T ∪ D, as our toric models
(studied later) will be immediately symplectomorphic to neighbourhoods of the
form (U, ωstd)—see Lemma 5.10 below.
The Weinstein neighbourhood theorem for the Lagrangian CW complex formed
by the union of an n-torus and an attached Lagrangian cone over an (n − 1)-
subtorus has a subtlety when n > 1. Such neighbourhoods have a symplectic
invariant, namely the Legendrian isotopy class of the Legendrian (n − 1)-torus
in S2n−1 which is the link of the conical singularity. The correct version of the
Weinstein neighbourhood theorem must require that the link invariants coincide
for the two configurations in question. While it is possible to prove this version of
the theorem, we bypass the need for it.
Remark 5.8. We announced that T ∪ D ⊂ U will be used as a local model for
defining toric mutations. Let us make it precise: this is the model which shall be
used for Theorem 5.7 in the case k = n. When k < n, it has to be additionally
multiplied by (C∗)n−k with the trivial Lagrangian (n− k)-torus therein.
We conclude this subsection by an obvious lemma summarising the relevance of
our local model to toric geometry.
Lemma 5.10. Consider the standard toric fibration p : Ck → (R≥−1)k, and con-
sider the line segment
I = {(l, . . . , l) : −1 ≤ l ≤ 0} ⊂ (R≥−1)k.
(Compare with Figure 7, right.) Then, for the standard T and D from (5.11), we
have
T = p−1(0, . . . , 0), p(D) = I.
Proof. The fibration p is given by
(z1, . . . , zk) 7→ (|z1|2 − 1, . . . , |zk|2 − 1).
The torus T is given by the equations
{|z1| = . . . = |zk| = 1},
so it coincides with p−1(0). The Lagrangian cone D is explicitly given by
{(reiφ1 , rei(φ2−φ1), . . . , rei(φk−1−φk−2), rei(pi−φk−1)) : 0 ≤ r ≤ 1, φj ∈ [0, 2pi]}
and we see that p(D) = I. 
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5.5. A convex neighbourhood. The aim of this subsection is to prove a weaker
form (Proposition 5.15) of the statement that there are neighbourhoods (U, ωstd)
of T ∪D which are Liouville domains, and such that the standard J is convex.
Recall that M = Ck \ {z1 . . . zk = }. Consider the function
(5.12) Φ0 =
k∑
i=1
|zk|2
on Ck, restricted to M . Then
ωstd = dd
cΦ0.
Recall that for any function f , dcf = df ◦ J where J is the standard complex
structure on Ck.
The existence of a Liouville structure on M is well known, see e.g. [5, Section 4];
let us remind it. One starts with a Ka¨hler potential Φ˜ on M blowing up near the
‘boundary-at-infinity’ of M : for example the most standard choice could be
Φ˜ =
∑
i |z2i |+ (log(|z1 . . . zk − |))2.
One takes the following symplectic form on M :
ω = ddcΦ˜,
then its has the Liouville form dcΦ˜. Recall that different choices of Ka¨hler potentials
give symplectomorphic symplectic structures on M .
It is possible, but not very easy, to compute the skeleton of M with respect to
above Liouvile structure. It will turn out that the skeleton is of the form Tγ ∪Dδ.
The vanishing locus of dcΦ˜ is composed of two isotropic (k − 1)-tori within Tγ ,
and the origin as an isolated point. To compute the whole skeleton, one has to
determine all flowlines of dcΦ˜ which do not escape to infinity.
We now will modify the potential Φ˜ to make the determination of the skeleton
easier. Denote
F = (|z1| − |z2|)2 + (|z2| − |z3|)2 . . .+ (|zk−1| − |zk|)2 + (|zk| − |z1|)2.
Figure 8. The level sets of a function g : C \ {} → R. The mini-
mum is achieved at the unit circle (bold).
Next, let
g(z) : C \ {} → R
be a subharmonic function whose critical locus coincides with the circle |z| = 1
where it achieves its minimum, which tends to +∞ as z →  or z →∞, and which
is conjugation-invariant. Figure 8 shows how the level sets of g should look like.
Set
G = g(z1 . . . zk)
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and
(5.13) Φ = F +G : M → R.
This is the Ka¨hler potential that we are going to use for determining the skeleton
of M ; we use the symplectic form ω = ddcΦ on M .
Observe that
CritF = {(z1, . . . , zk) : |z1| = . . . = |zk|}.
Next, by restricting to the fibres of pi, we see that Crit Φ ⊂ CritF . A further
computation shows that
Crit Φ = {0} ∪ {(z1, . . . , zk) : |z1| = . . . = |zk| = 1} = {0} unionsq T.
We remind that the holomorphic map pi was introduced in (5.9), and the torus T
in (5.11).
Corollary 5.11. It holds that T is dcΦ-exact.
Proof. Indeed, dcΦ = dΦ ◦ J vanishes on T . 
The skeleton of M is the union of Crit Φ with all flowlines of the Liouville field
v, ιvω = d
cΦ, which do not escape to infinity, meaning that they converge to {0}
at time +∞ and to a point in T at time −∞. For further analysis, let us point
that both Φ and Φ0 are invariant under:
— the T k−1 action generated by the S1-actions of the form (zi 7→ zieiφ, zj 7→
zje
−iφ),
— the Z/kZ-action cyclically permuting the co-ordinates,
— the complex conjugation of all co-ordinates simultaneously.
Lemma 5.12. The union of all non-constant non-escaping trajectories of the Liou-
ville vector field with respect to the Liouville form dcΦ, where Φ is given by (5.13),
is precisely
D = {(z1, . . . , zk) : |z1| = . . . = |zk|, z1 . . . zk ∈ [−1, 0] ⊂ C}.
The skeleton of M is therefore the standard configuration T ∪D.
Proof. Let us check that the Liouville field is tangent to D. Using the invariance
of Φ under the T k−1-action, it suffices to check the tangency at the real points
(r, . . . , r) ∈ D, 0 ≤ r ≤ 1.
By the Z/kZ-invariance, the Liouville field belongs to the diagonal complex line
{(ζ, . . . , ζ) : ζ ∈ C}. By conjugation-invariance, the Liouville field is pointing in
the direction (∂r, . . . , ∂r) which is tangent to D. Therefore D is composed of non-
escaping trajectories. It is not hard to check that there are no other non-escaping
trajectories; we leave it to the reader. 
Remark 5.9. One can check that within the plane (ζ, . . . , ζ), the Liouville field is
the pi-lift of the Liouville field of the function g, which is simply the planar gradient
of g. Conjugation-invariance implies that (−1, 0) is a flowline of g.
Corollary 5.13. The skeleton of M with respect to the Ka¨hler potential Φ (5.13)
is T ∪D. 
It follows that D is Lagrangian with respect to ω = ddcΦ. Next we show all
Clifford and Chekanov-type tori Tγ introduced in (5.10) are Lagrangian with respect
to ω as well as ωstd.
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Lemma 5.14. Every torus Tγ ⊂M is Lagrangian with respect to ω = ddcΦ.
Proof. To begin with, we claim that the restriction of dcΦ to the (k − 1)-torus
S = {(z1, . . . , zk) : |z1| = . . . = |zk|, z1 . . . zk = p}
for any fixed p ∈ C, vanishes. The torus lies in the fibre of pi which is complex,
therefore,
dcΦ|S = dc(Φ|fibre)|S = dc(F |fibre)|S .
Recall that dF = 0 at every point of S. So dcF = dF ◦ J also vanishes at every
point of S.
By definition, Tγ is a union of an S
1-family of (k − 1)-tori of the above form,
fibering over γ. It follows from what we just proved and the T k−1-invariance of
dcΦ that there is a quotient map p : Tγ → S1 (which can be seen as the projection
by pi onto γ) such that dcΦ|T is the p-pullback of some 1-form on S1. Because all
1-forms on S1 are closed, ddcΦ vanishes on T . 
We proceed to the main result of the subsection.
Proposition 5.15. Let T,D ⊂M be the standard configuration from (5.11). For
any sufficiently small neighbourhood V of T ∪D there exists another neighbourhood
U (which is arbitrarily small, when V is arbitrarily small), and a symplectomor-
phism
φ : (U, ωstd)→ (V, ddcΦ)
such that
φ(T ) = T, φ(D) = D,
and φ takes Clifford- or Chekanov-type tori to Clifford resp. Chekanov-type tori,
i.e. φ(Tγ) = Tγ′ where γ and γ
′ both enclose (resp. do not enclose) the origin. Here
Φ is taken from (5.13).
Proof of Proposition 5.15. Recall that Φ0 =
∑ |xi|2 denotes the standard Ka¨hler
potential on Cn so that ddcΦ0 = ωstd. Fix a neighbourhood V of T ∪D. Consider
an linearly interpolating family of symplectic forms on V ,
ωt = tdd
cΦ + (1− t)ddcΦ0, t ∈ [0, 1].
We wish to apply Moser’s trick to this family intended to provide a symplectomor-
phism
ψ : (V, ddcΦ)
∼=−→ (U, ωstd),
the inverse to the desired map φ. Under Moser’s trick, U would be defined as the
image of V under the time-1 flow of a vector field vt. The main point is to make
sure that the flow defining ψ preserves T and D; if it does, then U will also be a
neighbourhood of T ∪D.
Because ∂ωt/∂t = d(−dcΦ + dcΦ0), a naive attempt to use Moser’s trick is to
define the vector field vt by
ιvtωt = −dcΦ + dcΦ0.
This vector field is tangent to D but not to T , so it is not readily suitable. Before
we fix this issue, let us explain why vt is tangent to D. (At the origin which is
singular point of D, this simply means that vt vanishes.) Since D is Lagrangian
with respect to ωt for all t, the fact that vt is tangent to D is equivalent to the
fact that (−dcΦ + dcΦ0)|D = 0. It is obvious that dcΦ0|D = 0, and one checks that
dcΦ|D = dcG|D = 0.
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We claim that there exists a closed 1-form ϑ on V such that
(−dcΦ + dcΦ0)|T∪D = ϑ|T∪D.
To see this, first note that since T is Lagrangian with respect to ddc(−Φ + Φ0), the
form dc(−Φ + Φ0)|T is closed. Its cohomology class lies in the image of
(5.14) R ∼= H1(V,R)→ H1(T,R)
because dc(−Φ + Φ0)|T extends as a closed (in fact, vanishing) form to T ∪D, and
T ∪D is homotopy equivalent to V . We take ϑ to be a preimage of −dcΦ + dcΦ0
under (5.14). Additionally, because −dcΦ + dcΦ0 vanished on D, we can arrange
that ϑ vanishes on D as well. As a final adjustment, we can arrange ϑ to be T k−1-
and Z/kZ-invariant by averaging, since −dcΦ + dcΦ0 is already invariant under
these actions.
Next, we define the adjusted vector field vt by
(5.15) ιvtωt = −dcΦ + dcΦ0 − ϑ.
It is now tangent to T ∪D as the right hand side of the above equation vanishes on
T ∪D. Its time time-1 flow takes ω to ωstd and maps a neighbourhood of T ∪D to
another neighbourhood of the same set, so provides the desired symplectomorphism
ψ, and we take φ to be its inverse.
It remains to verify that the flow of vt takes Clifford- or Chekanov-type tori
to Clifford- resp. Chekanov-type tori; then the time-1 flow ψ will have the same
property. All ingredients in the defining equation (5.15) for vt are T
k−1- and Z/kZ-
invariant; consequently, so is vt. It follows from the Z/kZ-invariance that the set
{(z1, . . . , zk) : |z1| = . . . = |zk|}
is preserved by the flow of vt. Next, it follows by T
k−1-invariance that the (k− 1)-
tori of the form
{(z1, . . . , zk) : |z1| = . . . = |zk|, z1 . . . zk = p}
are taken under the flow of vt to the tori of the same form. Since every torus Tγ is
a union of such (k − 1)-tori fibering over γ, the flow of vt takes any such torus to
a torus Tγ′ for an isotopic curve γ
′. Because vt vanishes at 0 ∈ Ck, the isotopy of
curves from γ to γ′ never crosses the point 0 ∈ C. 
5.6. Local wall-crossing. The final ingredient for Theorem 5.7 is a higher-dimensional
version of the local wall-crossing formula. We continue using T,D from (5.11) and
Φ from (5.13). We begin with a simple lemma.
Lemma 5.16. There exists an arbitrarily small neighbourhood V of T ∪ D such
that (V, dcΦ) is a Liouville domain, and T is exact. Moreover:
— all other Clifford- and Chekanov-type tori Tγ ⊂ V are exact, provided that γ
encloses a disk of area pi (same area as the unit circle defining the torus T );
— the standard complex structure J is convex at the boundary of V .
Proof. We already know that T is exact and all tori Tγ are Lagrangian. A torus
Tγ from the first clause admits a Lagrangian (non-Hamiltonian) isotopy to T with
zero total flux, therefore it is also exact. The second clause is automatic from the
definition of the Liouville form as dcΦ. 
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Lemma 5.17 (Local wall-crossing). Let L0, L1 ⊂ (V, dcΦ) be an exact Clifford-type
resp. Chekanov-type torus as in the previous lemma.
Recall that L0 is (Hamiltonian isotopic to) the fibre of the standard toric fibration
p : Cn → (R≥−1)k, see Lemma 5.10. Fix a basis of H1(L0,Z) induced by the
standard basis of Rk.
There exists a basis of H1(L1,Z) ∼= Zk with the following property. If
ρi ∈ (C∗)k, i = 0, 1
are arbitrary local systems on the Li and Li = (Li, ρi) then
HF ∗V (L0,L1) 6= 0
if and only if
ρ1 = µ(ρ0)
where the wall-crossing map µ : (C∗)k 99K (C∗)k is given by
(5.16) xi 7→ xixk(x−11 + . . .+ x−1k ), i = 1, . . . , k.
Remark 5.10. This lemma is essentially equivalent to Theorem 5.7 where we take ∆
to be (R≥−1)k, and F = {w} = {(−1, . . . ,−1)}. (This polytope ∆ is not compact,
but the compactness requirement for Theorem 5.7 is in fact not crucial.) See also
Example 5.4.
Proof. We provide a sketch of proof and leave the details to the reader, since
this is a relatively straightforward analogue of the 4-dimensional case from [29,
Proposition 11.8], compare Lemma 4.16. The computation heavily relies on the
map pi : M → C \ {}, pi(z1, . . . , zk) = z1, . . . zk holomorphic with respect to the
standard J . We denote the restriction of pi to the neighbourhood V by the same
symbol. Since the standard J is cylindrical on the Liouville domain (V, dcΦ) by
Lemma 5.16, we can use it to compute the Floer cohomology in question.
It is more convenient to perform the computation in different bases of H1(Li,Z)
than those appearing in the statement. The more convenient bases are the ones
introduced in the proof of Lemma 5.9; let us explain their gemetric meaning. For
each of the two Lagrangians L0, L1, we choose a basis so that the first (k − 1)
elements are a basis for the homology of the (k − 1)-subtorus which is the fibre
of pi. We claim that for a suitable choice of the last elements of the bases, the
statement of Lemma 5.17 holds with the following wall-crossing map taken instead
of (5.16):
(5.17)
yi 7→ yi, i = 1, . . . , k − 1,
yk 7→ yk(1 + y1 + . . .+ yk−1).
This is precisely as in (5.7), except that we do not have the extra ‘trivial’ co-
ordinates yk+1, . . . , yn. The two formulas (5.17) and (5.7) are intertwined by
an SL(n,Z)-transformation taking the standard basis from the statement of this
lemma (which is also the basis used in Example 5.4) to the one we are currently
using (the one appearing in the proof of Lemma 5.9). Explicitly, this change of
bases is expressed multiplicatively by its action on monomials as follows:
yi = xk/xi, i = 1, . . . , k − 1,
yk = xk.
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A proof of (5.17) is very similar to [29, Proposition 11.8]. The holomorphic strips
between L0, L1 can be divided into two groups:
— Fibre strips, projecting to one of the two intersection points between the curves
defining L0, L1. They are responsible for the part of the wall-crossing map
yi 7→ yi, i = 1, . . . , k − 1;
— Horizontal strips, projecting to one of the two planar strips in C between the
curves defining L0, L1. One of the two planar strips does not contain the origin
and has a unique holomorphic lift; the other strip contains the origin and has
k holomorphic lifts, due to the fact that pi is singular over the origin.
By analysing the differences between the boundary homology classes of those k lifts
of the strip, one establishes the last part of (5.17). 
5.7. Proof of the toric mutation theorem.
Proof of Theorem 5.7. For simplicity, first assume that k = n, so that F = {w}
is a vertex of ∆. Also assume that ∆ is in standard form with respect to (F,w),
see Definition 5.6. Consider the line segment I ⊂ ∆ connecting the vertex w =
(−1, . . . ,−1) with the origin. By standard toric geometry, the fibration p restricted
to a neighbourhood of I in the base, is fibrewise symplectomorphic to the standard
fibration
p : Ck → (R≥−1)k
from Lemma 5.10 restricted to a neighbourhood
W ⊂ Ck
of the set
{(z1, . . . , zk) : 0 ≤ |z1| = . . . = |zk| ≤ 1}.
In this model, L is identified with T . By a slight abuse of notation, we shall also
see the same model as sitting inside X, i.e. shall write:
W ⊂ X.
By Lemma 5.10, the standard Lagrangian cone D from (5.11) lives in this neigh-
bourhood. We denote by the same letter the same Lagrangian cone seen inside X
and attached to the monotone fibre L.
Let Σ ⊂ X a smoothing of the toric boundary divisor; then Σ is a smooth
anticanonical divisor, and L is exact in the complement X \Σ. We can choose the
smooth divisor Σ ⊂ X in such a way that in the model neighbourhood W , the
intersection Σ ∩W is identified with
{z1 . . . zk = } ⊂ Ck.
By construction, T ∪D has a neighbourhood U ′ avoiding {z1 . . . zk = } and sitting
within W . We can find a smaller neighbourhood U of T ∪D within U ′ such that
(5.18) (U, ωstd) ∼= (V, ddcΦ)
for a Liouville domain (V, dcΦ), using Proposition 5.15.
We define the mutated torus
L′ = µF,vL := Tγ ,
where Tγ ⊂ (U, ωstd) is any Chekanov-type torus sitting inside U which is dcΦ-
exact, see Lemma 5.16. By construction, we have a family of inclusions
L,L′ ⊂ U ⊂ X \ Σ.
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By (5.18), U is a Liouville domain; by Lemma 5.16, L,L′ are exact in U . The
inclusion U ⊂ X \Σ is an inclusion of Liouville domains because L ⊂ X \Σ is also
exact and H1(L) → H1(U) is surjective, compare with the proof of Theorem 4.8.
Now Theorem 5.7 follows from Theorem 1.1 and Lemma 5.9.
Finally, consider the case k < n. We again assume ∆ is in standard form with
respect to (F,w). By standard toric geometry, the restriction of the fibration on
X onto the segment connecting w to the origin contains a copy of
W × ({z ∈ C : 1−  < |z| < 1 + })n−k
where W is the k-dimensional model introduced above. The monotone torus L ⊂ X
is identified the product of the standard Clifford torus T and the standard exact
(n− k)-torus
{|zi| = 1, i = k + 1, . . . , n} ⊂ ({z ∈ C : 1−  < |z| < 1 + })n−k
The mutated torus µF,pL is defined to be the product of a Chekanov-type torus
and the same standard (n − k)-torus above. The rest of the proof is analogous
and is left to the reader; the new factors correspond to the identity terms in the
wall-crossing formula (5.5): xi 7→ xi, i = k + 1, . . . , n. 
5.8. Non-mutability. We finish by an example showing that the condition that
w ∈ F be an interior lattice point in Definition 5.4 and Theorem 5.7 is important.
We begin with the following combinatorial observation. Suppose ∆ is a monotone
polytope defining a toric Fano n-manifold X. If F is a facet of ∆, w ∈ F is its
interior lattice point, η′ is the outward-pointing normal to a different facet F ′ of
∆, then
〈η′, w〉 ≤ 0.
Indeed, the equality 〈η′, w〉 = 0 is achieved at the intersection w ∈ F ∩F ′, but then
w would not be an interior point of F . The converse is also true: if w ∈ F is not
an interior point, then there is an η′ such that 〈η′, w〉 = 1.
Now suppose F is a facet of ∆ and w ∈ F is its lattice point, not necessarily an
interior one. Consider the polytope
Γ× [−1, 1] ⊂ Rn+1
defining the manifold X × CP 1, its codimension 2 face
G = F × {1},
and the point
q = w × {1}.
Then q is an interior point of G if and only if w is an interior point of F .
Proposition 5.18. In the above setup, regardless of whether or not q is an inte-
rior point of G, consider (G, q) as a mutation configuration to formally define the
associated wall-crossing transformation by (5.4). The toric potential of X × CP 1
remains a Laurent polynomial under this wall-crossing if and only if q is an interior
point of G.
Therefore, the statement of Theorem 5.7 does not generally hold without the
requirement that the lattice point from the definition of a mutation configuration is
an interior point of its face.
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Proof. To begin with, we return to the polytope ∆ defining X. Applying an
SL(n,Z)-transformation, we can arrange that the facet F belongs to the hyper-
plane {x1 = −1}, and that w = (−1, 0, . . . , 0). Then w is not an interior point of
F (equivalently, q is not an interior point of G) if and only if there exists a facet
F ′ 6= F of ∆ whose outward-pointing normal η′ has negative first co-ordinate:
η′1 ≤ −1.
This follows from the previous discussion.
Then up to a reordering of the co-ordinates, Γ = ∆× [−1, 1] is in standard form
with respect to (G, q), in the sense of Definition 5.6 but ignoring the fact that q
need not be an interior point. This allows us to write down the wall-crossing map
with respect to (G, q) using (5.5):
x1 7→ x1z(x−11 + z−1) = x1(1 + z/x1),
z 7→ z2(x−11 + z−1) = z(1 + z/x1),
xi 7→ xi, i 6= 1
We are using the co-ordinates x1, . . . , xn, z where z corresponds to the extra R-
factor from the definition of Γ = ∆ × [−1, 1]. In these co-ordinates, the toric
potential (5.2) of X × CP 1 equals:
WL(x1, x2, . . . , xn, z) = x
−1
1 +
∑
η′
xη
′
+ z + z−1.
Here x−11 is the term corresponding to the facet F × [−1, 1] of Γ, the summation is
taken over the normals η′ to the facets of ∆ other than F , and the remaining two
terms z + z−1 come from the two “horizontal” facets of Γ.
The sum of the three terms
x−11 + z
−1 + z
transforms into a Laurent polynomial under the above wall-crossing, therefore the
remaining summands of WL, namely:
∑
η′ x
η′ must also transform into a Laurent
polynomial. On the other hand, expanding co-ordinatewise, they transform into
the following expression: ∑
η′
x1(1 + z/x1)
η′1x
η′2
2 . . . x
η′n
n
Clearly, this is a Laurent polynomial if and only if η′1 ≥ 0 for all η′ appearing in
the sum. Otherwise this expression, considered as a meromorphic function, has a
pole over {z = −x1}; whereas Laurent polynomials do not have poles away from
co-ordinate hyperplanes. 
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