In Hilbert space setting we prove local lipchitzness of projections onto parametric polyhedral sets represented as solutions to systems of inequalities and equations with parameters appearing both in left-hand-sides and right-hand-sides of the constraints. In deriving main results we assume that data are locally Lipschitz functions of parameter and the relaxed constant rank constraint qualification condition is satisfied.
Introduction
Continuity of metric projections of a givenv onto moving subsets have already been investigated in a number of instances. In the framework of Hilbert spaces, the projection P C (v) ofv onto closed convex sets C, C ′ , i.e., solutions to optimization problems
are unique and Hölder continuous with the exponent 1/2 in the sense that there exists a constant ℓ H > 0 with
where d ρ (·, ·) denotes the bounded Hausdorff distance (see [2] and also [7, Example 1.2] ).
In the case where the sets, on which we project a givenv, are solution sets to systems of equations and inequalities, the problem P roj is a special case of a general parametric problem minimize ϕ 0 (p, x) subject to ϕ i (p, x) = 0 i ∈ I 1 , ϕ i (p, x) ≤ 0 i ∈ I 2 ,
where x ∈ H, p ∈ D ⊂ G, H -Hilbert space, G -metric space, ϕ i : D × H → R, i ∈ {0} ∪ I 1 ∪ I 2 . There exist numerous results concerning continuity of solutions to problem (Par) in finite dimensional settings, see e.g., [5, 15, 19, 21] and the references therein. In a recent paper by Mordukhovich, Nghia [17] , in the finite-dimensional setting, the hölderness and the lipschitzness of the local minimizers to problem P ar with I 1 = ∅ are investigated for C 2 functions ϕ i , i ∈ I 2 , under Mangasarian-Fromowitz (MFCQ) and constant rank (CRCQ) constraints qualifications.
Let H be a Hilbert space and let D ⊂ G be a nonempty set of a normed space G, p ∈ D and v ∈ H. We consider the norm topology induced on D by the topology of space G, i.e., U is an open set in D if U = D ∩ U ′ , where U ′ is open in G (see e.g. [9] ).
We consider the following parametric optimization problem
where f i : D → R, g i : D → H, i ∈ I 1 ∪ I 2 = ∅, I 1 = ∅ ∨ {1, . . . , q}, I 2 = ∅ ∨ {q + 1, . . . , m} are locally Lipschitz on D.
When C(p) = ∅ for p ∈ D, problem (M(v,p)) is uniquely solvable for any v ∈ H and the solution P (v, p) to problem (M(v,p)) is the projection of v onto C(p) i.e. P (v, p) := P C(p) (v).
(1.1)
Our aim is to prove local lipschitzness of the projection mapping P : H × D → H, given by (1.1) at an arbitrary fixed (v,p). The following example shows that even if the functions g i : D → H, i ∈ I 1 ∪ I 2 are globally Lipschitz, the projection onto C(p), p ∈ D, given by (2.2), may not be continuous (in the strong topology). For other examples see e.g. [24] .
Example 1.1. Let p ∈ R,p = 0,v = (−1, −1) and
The projection of v = (v 1 , v 2 ) from a neighbourhood ofv onto C(p), for p close top is equal to
Hence, P (·, ·) is not continuous at (p,v).
Our analysis is based on a recent results of [18] concerning lipschitzness (and hölderness) of solutions to a class of parametric variational inclusions.
Essential part of our considerations is based on the relaxed constant rank constraint qualification (RCRCQ) introduced in [16] and investigated in [3, 13, 14] . According to our knowledge, no result is known in the literature, in which this particular constraint qualification condition is used in the context of stability of solutions to parametric problems (Par) with I 1 = ∅. Moreover, we assume only local lipschitzness of the right-hand-side functions f i , i ∈ I 1 ∪ I 2 and left-hand-side functions g i , i ∈ I 1 ∪ I 2 .
Observe, that, in general, the existing continuity-type results for solutions of problem (Par) are representation-dependent in the sense that e.g. MFCQ condition is representation-dependent. Observe that RCRCQ (Definition 3.1) is also representationdependent. We take this fact into account by introducing the concept of equivalent representation (Definition 5.1) and the concept of equivalent stable representation (Definition 5.2). In Theorem 5.4 we show that the under assumption (H1) the existence of a suitable equivalent representation is necessary for the continuity of projections onto sets C(p), p ∈ D, given by (2.2) .
The organization of the paper is as follows. In Theorem 2.3 of Section 2 we recall Theorem 6.5 of [18] in the form which corresponds to our settings. Theorem 2.3 provides sufficient and necessary conditions for the estimate (6.2) which is stronger than local lipschitzness of projection P (·, ·) (see (II) of Theorem 2.3). For convenience of the reader we provide the proof of the sufficiency part of Theorem 2.3. In Section 3 we recall the relaxed constant rank qualification (RCRCQ) and the results concerning Lipschitz-likeness of parametrized constrained sets C(p), p ∈ D, given by (2.2) . In Section 4 we investigate Lagrange multipliers of problem (M(v,p)) under RCRCQ. In Section 5 we introduce the concept of equivalent stable representation of sets C(p), p ∈ D, given by (2.2) . Main results of this section are Corollary 5.3 and Theorem 5.4. Section 6 contains main result of the present paper (Theorem 6.4) together with a number of corollaries referring to several particular cases of problem (M(v,p)). Section 7 concludes.
Underlying facts
Finding P (v, p), given by (1.1), amounts to solving the parametric variational inequality find x ∈ H s.t v ∈ x + N (x; C(p)), (PV(v,p)) where N (x; C(p)) stands for the normal cone (in the sense of convex analysis) to the set C(p) at x ∈ C(p) i.e.,
Local lipschitzness of solutions to general parametric variational inequality has been recently investigated by Mordukhovich, Nghia and Pham in [18, Theorem 6.5] .
We apply Theorem 6.5 of [18] to investigate conditions under which the mapping P : H × D → H defined by (1.1) is locally Lipschitz at a given (v,p) ∈ H × D.
From the point of view of applications it is also interesting to investigate the particular case of problem (M(v,p)) with v ≡v, i.e.,
wherev ∈ H, i.e. the problem (M(p)) does not depend on parameter v. When g i (p) ≡ g i ∈ H, i ∈ I 1 ∪ I 2 , the sets C(p) take the form
and the stability of the respective variational system (PV(v,p)) has been investigated in [23] . For any multifunction F : X ⇒ Y its domain and graph are defined as 
where B(0, 1) is the open unit ball in Y .
Let C : D ⇒ H be a set-valued mapping defined as C(p) := C(p), 
, then there exist constants κ 0 , ℓ 0 > 0 and neighbourhoods W (v), U (p) that the estimate
Let us note, that in view of Lemma 6.2 of [18] , we have κ 0 = 1 − λr, where in our case λ = 1 and r = 0 (Lemma 5.2 of [18] remain true for R = r = 0), i.e., (2.3) takes the form
For problems considered in the present paper, Theorem 6.5 of [18] takes the following form. The following conditions are equivalent.
(I) The graphical subdifferential mapping Gr : D ⇒ H × H defined as
is Lipschitz-like around (p,x,v −x). (II) There exist neighbourhoods W (v), U (p) such that the estimate
In view of applications we have in mind, for convenience of the reader, we provide the proof of (I) =⇒ (II) of Theorem 2.3.
Proof. By Proposition 2.2, there exist constant ℓ 0 > 0 and neighbourhoods V (v), Q(p) such that the estimate
holds for all p 1 , p 2 ∈ Q 1 (p), where ℓ Gr > 0 is a constant (here B(0, 1) is the unit ball in H × H). By (2.4), we have
Hence
Hence, for any 
for p close top.
In view of Theorem 2.3 to prove (II) we need to show (I) and the condition (A). Condition (A) was investigated in details in [4, 3] and it is discussed in Section 3. Condition (I) is proved in Proposition 6.3 in Section 6 with the help of a number of propositions proved in Section 4.
In the sequel we make an extensive use of the lower Kuratowski limit for a multifunction F : D ⇒ H atp defined as
The following condition related to the lower Kuratowski limit is necessary for the continuity of the projection mapping P . Proposition 2.6. Letp ∈ D andv ∈ H. If the mapping P : H×D → H given by
In consequence, P (v, p U ) ∈ V (x), which contradicts the continuity of P at (v,p).
RCRCQ and Lipschitz-likeness of the set-valued mapping C
In this section we discuss Lipschitz-likeness of set-valued mapping C :
In our main results (Proposition 4.2 , Theorem 6.4) we use the relaxed constant rank constraint qualification as defined in [3, Definition 4].
Definition 3.1. The relaxed constant rank constraint qualification (RCRCQ) for multifunction C is satisfied at (p,x),x ∈ C(p), if there exists a neighbourhood U (p) of p such that, for any index set J, I 1 ⊂ J ⊂ Ip(x), for every p ∈ U (p) the system of vectors {g i (p), i ∈ J} has constant rank, i.e.,
Clearly, condition (3.1) does not depend upon x from a neighbourhood ofx. Proposition 3.2 says that we can always represent equivalently the set C(p) given by (2.2) in a neighbourhood ofp ∈ D in the way that normal vectors of equality constraints are linearly independent. A finite-dimensional analogue of Proposition 3.2 has been established in [13, Lemma 2.2].
In view of Proposition 3.2, in the sequel we assume that for anyp ∈ D, g i (p), i ∈ I 1 are linearly independent in some neighbourhood U (p). Remark 3.3. Let us note that for the set-valued mappingĈ : D ⇒ H,Ĉ(p) :=Ĉ(p), withĈ(p) defined by (2.1), the relaxed constant rank constraint qualification condition RCRCQ is satisfied at any (p, x) ∈ gphĈ.
In the case of absence of equality constraints in (2.2) the condition RCRCQ is equivalent to constant rank constraint qualification (CRCQ) (see [1, 10, 12] ) which has been already used in [17] in proving lipschitzness of projections.
The following theorem has been proved in [3] .
Let H be a Hilbert space, D ⊂ G be a subset of a normed space G and let C : D ⇒ H be given by
By using Proposition 2.2 and Theorem 3.4, we obtain the following Hölder type estimate for solutions to problem (M(v,p)). 
In view of Remark 3.3, the following result is an immediate consequence of Theorem 3.4. The Lipschitz-likeness ofĈ has already been investigated in the finite-dimensional case in [8] with the help of the Mangasarian-Fromowitz constraint qualification MFCQ. Definition 3.7. We say that the Mangasarian-Fromowitz constraint qualification (MFCQ) holds for C(p) atx ∈ C(p) if vectors g i (p), i ∈ I 1 are linearly independent and there exists h ∈ H such that
The following fact relates the Mangasarian-Fromowitz constraint qualification MFCQ to the lower Kuratowski limit of the set-valued mappingC : Proof. By MFCQ, there exists h ∈ H such that
Let V (x) be any neighbourhood ofx. There exists α > 0 such that
Since the functions g i , f i , i ∈ I 1 ∪ I 2 are assumed to be locally Lipschitz atp there exists a neighbourhood U i (p) ofp such that
By taking U (p) = i∈I2 U i (p), we obtain the assertion.
The following example shows that MFCQ is not a necessary condition for Lipschitz continuity of projection of v onto C(p), p ∈ D, given in (2.2).
Then for all p ∈ B((0, 0), 1) we have C(p) = {p}. Hence P (v, p) = p for p ∈ B((0, 0), 1) and for any v ∈ R 2 . Hence, P (·, ·) is locally Lipschitz in a neighbourhood of (v,p) and MFCQ is not satisfied at P (v,p).
RCRCQ and Lagrange multipliers
In this section we investigate properties of Lagrange multipliers of problem (M(v,p)) under RCRCQ condition. We start with the following elementary observation.
, where C is given by (2.2). By the continuity of f i , g i , i ∈ I 1 ∪I 2 , atp and the continuity of the inner product, there exist a neighbourhood U (p) and a neighbourhood V (0) of 0 ∈ H, such that
In Proposition 4.2 we investigate representations of elements of N (x; C(p)) of the form (4.1) in a neighbourhood of (p,x,v −x), wherev −x ∈ N (x; C(p)). Moreover, we prove that for all p close top, for all x ∈ C(p) close tox, for all x ′ ∈ N (x; C(p)) close tov −x, there exists a representation
is continuous at (p,x,v −x).
Assume that RCRCQ holds atp (with a neighbourhood U 0 (p)) for multifunction C, given by
and g i (p), i ∈ I 1 ∪K are linearly independent 2 . Then the following conditions hold.
(i) There exist neighbourhoods U (p), V (0) such that for any p ∈ U (p) and any
\K 3 such that the element x ′ can be represented as
2)
where g i (p), i ∈ I 1 ∪K ∪ L are linearly independent. (ii) For any ε > 0 one can choose in (i) neighbourhoods U (p), V (0) such that in the representation (4.2) we havē
Proof. Since g i (p), i ∈ I 1 ∪K are linearly independent and g i : D → H, i ∈ I 1 ∪K are continuous atp, by Lemma 8.1 (see Appendix), there exists a neighbourhood U 1 (p) such that g i (p), i ∈ I ∪K, p ∈ U 1 (p) are linearly independent. By Remark 2.5 and Remark 4.1, there exist neighbourhoods U 2 (p) ⊂ U 1 (p) and V 1 (0), such that for all p ∈ U 2 (p) if (x, x ′ ) ∈ gphN (·; C(p))∩(x+V 1 (0),v −x+V 1 (0)), then I p (x) ⊂ Ip(x), x ∈ bd C(p) and x ′ = 0. Moreover, by [6, Theorem 6 .40] 4 we have
Now, by contrary suppose that the assertion of the proposition does not hold, i.e., there exist sequences p n →p, x n →x, x n ∈ C(p n ), x ′ n →v −x, x ′ n ∈ N (x n ; C(p n )) such that ∀ n∈N x ′ n can not be represented in the form (4.2). (4.4) By (4.3), for all n ∈ N, sufficiently large, x ′ n can be represented in the form
5)
1 With this assumption we limit our attention to pointx which lay on the boundary of C(p),
x ∈ bd C(p), where bd denotes the boundary of a set. 2 We admit K = ∅. 3 We admit L = ∅. 4 Let us note that each equality constraint in the set C(·) can be represented as two inequalities,
where λ n i ≥ 0, i ∈ I pn (x n ) ∩ I 2 . We can rewrite (4.5) as
and, by putting λ n i = 0 for i ∈K \ I pn (x n ), n ∈ N, we get
By passing to a subsequence, if necessary, we can assume thatÎ n 2 =:
By (4.4), it must beλ n i ≤ 0 for some i n ∈K. Passing again to the subsequence in (4.6), if necessary, we conclude that there exists i ∈K such thatλ n i ≤ 0. On the other hand, by Lemma 8.4 (see Appendix), we haveλ n i →λ i > 0, i ∈K, which leads to a contradiction. This proves (i).
To prove (ii) suppose there exist ε > 0 and a sequence {i n } n∈N ⊂ I ∪K ∪ I ′ 2 , such that in the representation (4.6) for each n ∈ N one of the following holds:
(1)λ in >λ i + ε and i n ∈ I 1 ∪K, (2)λ in <λ i − ε and i n ∈ I 1 ∪K, (3)λ in > ε and i n ∈ I ′ 2 . By taking a subsequence of {x ′ n } n∈N , if necessary, one can assume that only one of the cases 1., 2., 3. holds for all n ∈ N. On the other hand, by Lemma 8.4 (see Appendix), we haveλ n i →λ i , i ∈ I 1 ∪K andλ n i → 0, i ∈ I ′ 2 , which leads to a contradiction. This proves (ii).
Recall that gphN (·; C(p)) = Gr(p), p ∈ D. It is clear that even if an element v −x from the normal cone N (x; C(p)) has a unique representation as a combination of some vectors g i (p), i ∈ Ip(x), then, in a neighbourhood of (p,x,v −x), wherē v−x ∈ N (x; C(p)), the elements x ′ ∈ N (x; C(p)) may not have unique representations in terms of combinations of vectors g i (p), i ∈ I p (x).
The example below illustrates the situation when the representation ofv −x is not unique. and for any p = 0, x = (p, 0), x ′ ∈ N (x; C(p)) we have
In the proposition below we show, that under assumptions appearing in Theorem 6.4 we have gph N (·;
. Assume that RCRCQ holds at (p,x) (with a neighbourhood U 0 (p)) for multifunction C, given by (2.2), and x ∈ lim inf p→p, p∈D C(p). Then
Proof. By contrary, suppose that there exist a neighbourhood V (x,v −x) and a sequence p n →p such that
Without loss of generality we may assume that p n ∈ U 0 (p). Let x n := P (v, p n ). Then, by Corollary 3.5, we have x n →x. Moreover, x ′ n :=v − x n ∈ N (x n ; C(p n )) and x ′ n →v −x. Thus, (x n , x ′ n ) ∈ gph N (·; C(p n )) ∩ V (x,v −x) for large n.
Let us recall that the set of Lagrange multipliers associated with problem (M(v,p)) is defined as
In proposition below we show that Λ M v (p, P (v, p)) = ∅ in some neighbourhood of (p,v) under RCRCQ and the Kuratowski limit conditions. Proposition 4.5. Suppose thatv / ∈ C(p). Assume that RCRCQ holds at (p, P (v,p)) (with a neighbourhood U 0 (p)) for multifunction C, given by (2.2), and P (v,p) ∈ lim inf Proof. Let ε > 0. By Proposition 4.2, there exist neighbourhoods U (p), V (0) such that for every p ∈ U (p) and any (x,
\ K such that the formula (4.2) holds i.e.,
where g i (p) i ∈ I 1 ∪K ∪ L are linearly independent and additionallȳ
. By the continuity of P (·, ·) at (v,p) (see Theorem 3.4 and Proposition 2.2), there exist neighbourhoods 
Stable representations
As already noted in Example 4.3, a number of different index setsK could be used in (4.1). On the other hand, the set of those index setsK for which (4.1) holds is nonempty (may consists of the empty set only).
Definition 5.1. Let C : D ⇒ H, be given by (2.2) . We say that R : D ⇒ H is an equivalent representation of C, if R(p) = C(p) for all p ∈ D and R is given as
wheref i : D → R,g i : D → H, i ∈Ĩ 1 ∪Ĩ 2 are locally Lipschitz on D andĨ 1 ∪Ĩ 2 is a finite, nonempty set. For a given representation R of C, we define 
For a given representation R, for any index set L 5 satisfying
we define multifunction RK ,L : D ⇒ H as RK ,L (p) := RK ,L (p),
Note thatx ∈ RK ,L (p) for any index set L satisfying (5.2) and, in general, RK ,L (p) = CK ,L (p), p ∈ D.
We say that multifunction C : D ⇒ H, given by 5 We also admit the case L = ∅.
(2) for every L satisfying (5.2), every p 1 , p 2 ∈ U (p) and every x 1 ∈ (x + V (0)) ∩ RK ,L (p 1 ) there exists x 2 ∈ RK ,L (p 2 ) such that
i.e., the set-valued mapping RK ,L is Lipschitz-like at (p,x).
Proof. Clearly, RCRCQ holds for any RK ,L at (p,x), with L satisfying (5.2). By Proposition 4.2 applied to R, there exist neighbourhoods U 1 (p), V 1 (0) such that assertion (1) holds.
By Theorem 3.4 applied to R at (p,x), for any L satisfying (5.2), the multifunction RK ,L is Lipschitz-like at (p,x) with neighbourhoods U L (p), V L (0) and constant ℓ L > 0, i.e., assertion (2) holds.
The existence of neighbourhoods U (p), V (0) and constant ℓ > 0 satisfying the assertion follows from the fact that there is a finite number of sets L satisfying (5.2).
In Theorem 5.4 below we use the following assumption (H1). (H1) There exist an equivalent representation R of C, given by (P (v,p) )), and neighbourhoods U (p), W (v) such that (a)K ⊂ I R p (P (v, p) ) for all p ∈ U (p), v ∈ W (v), (b) for any p n →p and any L ⊂ (Ĩ 2 ∩ I R p (P (v,p))) \K such thatg i (p), i ∈Ĩ 1 ∪K ∪ L are linearly independent there exist sequence v n →v, such that L ⊂ I R pn (P (v n , p n )) for n sufficiently large. Below we show that if an equivalent representation R of C satisfies assumption (H1), then the stability of R (in the sense of Definition 5.2) is necessary for continuity of projection operator P .
Theorem 5.4. Let C : D ⇒ H be given by (2.2) . Suppose that (H1) holds, i.e., there exists an equivalent representation R of C satisfying conditions (a) and (b). If projection P : G ×D → H, with P (·, ·) given by (1.1), is continuous at (v,p) ∈ H×D, then the representation R of C is stable at (p,v, P (v,p)).
Proof. By contradiction suppose, that representation R of C is not stable at (p,v, P (v,p)), i.e, for anyK such that such that in every neighbourhood ofp one can find element p such that (P (v,p) + V (0)) ∩ RK ,L (p) = ∅, i.e., there exists a sequence p n →p such that (P (v,p) + V (0)) ∩ RK ,L (p n ) = ∅.
Consider a sequence v n →v satisfying condition (b) of (H1). Then v n − P (v n , p n ) = i∈Ĩ1∪K∪L λ n ig i (p n ), λ n i ≥ 0, i ∈K ∪L.
This formula implies thatĨ 1 ∪K ∪L ⊂ I R pn (P (v n , p n )), P (v n , p n ) ∈ RK ,L (p n ) and v n − P (v n , p n ) ∈ N (x n , RL(p n )). Thus P (v n , p n ) = P RK ,L (pn) (v n ). Hence, P (v n , p n ) / ∈ P (v,p) + V (0), which means that P (·, ·) is not continuous at (v,p).
Main results
In this section we prove local Lipschitzness of projections onto moving closed convex sets C(p) defined by (2.2). In view of Theorem 3.4 in order to apply Theorem 2.3 we need to investigate Lipschitz-likeness of the graphical subdifferential mapping Gr given by (2.5).
We start with the following technical fact.
The following conditions are equivalent:
(i) The graphical subdifferential mapping Gr : D ⇒ H × H defined as
Proof. By (i), there exist neighbourhoods U (p), V (0) such that for every (p 1 , p 2 ) ∈ U (p)
Hence,
, which implies (a) and (b). The converse implication is immediate. Remark 6.2. Let us note that in (6.1) we use the norm · 1 in the Cartesian product H × H. Clearly, any other equivalent norm can be used at this point.
. From [6, Theorem 6.41 ] (see also [22] ) the following representation holds
In the proposition below we give sufficient conditions for the graphical subdifferential mapping Gr given by (2.5) to be Lipschitz-like at (p,x,v −x). Proposition 6.3. Letp ∈ D,v / ∈ C(p). Assume that there exists an equivalent stable representation R of C at (p,v, P (v,p)), given by (2.2), (with setK) and RCRCQ holds for R at (p, P (v,p)) Then the graphical subdifferential mapping Gr, given by (2.5), is Lipschitz-like at (p, P (v,p),v − P (v,p)).
i ≤ ε, i ∈L, and for any p 2 ∈ U (p) there exists x 2 ∈ RK ,L (p 2 ) ⊂ C(p 2 ) such that
Then
where we put ℓ 2 := i∈I R p (P (v,p)) (|λ i | + ε)ℓg i . Now we are ready to establish our main theorem. 
In particular, we get the following result. 
Proof. of Theorem 6.4. The proof follows directly from Theorem 2.3, Theorem 3.6 and Proposition 6.3.
Clearly, by (6.2),
If the multifunction C is constant aroundp, then assumptions of Theorem 6.4 are satisfied.
Corollary 6.6. Under assumptions of Theorem 6.4, projection of a given fixedv onto C(p), p ∈ D, i.e., Pv(p) := P (v, p), p ∈ D is locally Lipschitz atp. Example 6.7 shows that for a given representation of C one can not expect that there existsK such that (5.1) and (5.2) holds. Example 6.7. Let H = R 2 , G = R,p = 0,v = (1, 1) and
(6.4)
In this case we have Hence, the representation (6.4) of C is not stable at (0, (0, 0), (1, 1)). Remark 6.8. Let us note that multifunction C, given by (6.4), can be equivalently represented as
The representation given in (6.5) is stable at (p,v, P (v,p)) and RCRCQ holds at (p, P (p,v)). Corollary 6.9. Suppose that in the definition of the set C(p), p ∈ D, given in (2.2),
Letp ∈ D,v / ∈ C(p),x = P (v,p) and the following hold: (1) RCRCQ holds for multifunction C at (p,x), i.e., there exists a neighbourhood U (p) such that
(2)x ∈ lim inf p→p, p∈D C(p).
Then the projection P (v, p) is locally Lipschitz at (v,p).
When LICQ condition holds for set C(p) at P (v,p), i.e., when g i (p), i ∈ Ip(P (v,p)) are linearly independent, Theorem 6.5 can rewritten in a considerably simplified form. 
where g i (p),p ∈ D, i ∈ I 1 ∪ K ⊂ Ip(P (v,p)) are linearly independent. Thus (1) of Theorem 6.5 is satisfied. Now we show (2) of Theorem 6.5. Observe that LICQ hold for set CK ,L (p) at P (v,p) with any L satisfying (5.2). Hence, MFCQ holds for set CK ,L (p) at P (v,p) with any L satisfying (5.2). Thus, by Theorem 2.87 of [5] , for any L satisfying (5.2), there exist α > 0 and a neighbourhood U (p) ofp such that for all p ∈ U (p)
This implies thatx ∈ lim inf p→p, p∈D CK ,L (p) for any L satisfying (5.2), i.e. assumption (2) of Theorem 6.5 is satisfied, which proves the assertion.
In view of proof of Theorem 6.10 the following corollary holds. 
where g i (p), i ∈ I 1 ∪K are linearly independent. Assume that (1) RCRCQ holds for multifunction C at (p,x), (2) MFCQ holds for set CK ,L (p) at P (v,p) with any L satisfying (5.2).
There exist neighbourhoods W (v), U (p) such that the Lipschitzian estimate
holds for all (v 1 , p 1 ), (v 2 , p 2 ) ∈ W (v) × U (p) with some positive constant ℓ 0 .
Conclusion
In the present paper we proved Lipschitzian stability of projections (in the sense of (6.2)) onto parametric polyhedral sets in Hilbert space setting with parameters appearing both in left-and right-hand sides of constraints, which are assumed to be locally Lipschitz. The equality and inequality constraints are allowed. Basic tools for our main results are RCRCQ condition and the representation stability condition (see Definition 5.2).
In general, there is no relationship between RCRCQ and MFCQ (cf. [11] ). Moreover, in Propositions 4.2, 4.5, Corollary 5.3, Theorem 6.4 the conclusions depend upon formula (4.1) and the representation stability condition in which the index setK may not be uniquely defined. . . , g n , then x is a positive linear combination of linearly independent subset of {g 1 , . . . , g n }.
Appendix
Remark 8.1. Let J = {1, . . . , k}, J = W 1 ∪ W 2 , W 1 ∩ W 2 = ∅ and let x = i∈J λ i g i , λ i ≤ 0, i ∈ W 1 , λ i ≥ 0, i ∈ W 2 , where g i , i ∈ J are nonzero vectors. Then there existsJ ⊂ J andλ i , i ∈J such that x = i∈J λ i g i , λ i < 0, i ∈J ∩ W 1 , λ i > 0, i ∈J ∩ W 2 and g i , i ∈J are linearly independent.
Proof. We have x = i∈J1 λ i g i , where J 1 ⊂ J and λ i < 0, i ∈ J 1 ∩ W 1 , λ i > 0, i ∈ J 1 ∩ W 2 . Let
Then x = i∈J1λ igi andλ i , i ∈ J 1 are positive. Applying Lemma 8.2 we have that there existsJ ⊂ J 1 andλ i > 0, i ∈J such that x = i∈Jλ igi andg i , i ∈J are linearly independent. Now let Lemma 12 ] Let x = i∈J1 λ i a i + i∈J2 λ i a i , J 1 ∩ J 2 = ∅, J 1 , J 2 finite sets, λ i ∈ R, i ∈ J 1 , λ i ≥ 0, i ∈ J 2 and a i , i ∈ J 1 ∪ J 2 are non-zero vectors. Assume that a i , i ∈ J 1 are linearly independent. Then there exists J ′ 2 ⊂ J 2 and λ ′ i ,
and a i , i ∈ J 1 ∪ J ′ 2 are linearly independent. Lemma 8.4. Let H be a Hilbert space. Let {u n i } n∈N , i ∈ 1, . . . , K be a sequence of K-tuples of vectors from H such that for any n ∈ N, u n i , i ∈ 1, . . . , K are linearly independent. Assume that (1) u n i → u i , for i = 1 . . . , K, where u i , i = 1 . . . , K, are linearly independent, (2) K i=1 λ n i u n i → K i=1λ i u i , where λ n i ,λ i ∈ R, i = 1, . . . K, n ∈ N. Thenλ n i →λ i , i = 1, . . . , K. Proof. For any n ∈ N let {e n i } n∈N i = 1, . . . , K be a sequence of orthogonal vectors obtained by the Gram-Schmidt orthogonalization of u n i i = 1, . . . , K, i.e., e n 1 = u n 1 , e n k = u n k − k−1 i=1 u n k | e n i e n i 2 e n i , k = 2, . . . , K and e i , i = 1, . . . , K, be orthogonal vectors obtained by the Gram-Schmidt orthogonalization of u i i = 1, . . . , K. Since u n i → u i , i = 1, . . . , K we have e n i → e i , i = 1, . . . , K.
Letλ n i ,λ i ∈ R, i = 1, . . . K, n ∈ N be such that K i=1 λ n i u n i = K i=1λ n i e n i and
(λ n i e n i −λ i e i ) → 0. 
