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Preface 
 
Dear Participants, 
 
Confronted with the ever-increasing complexity of technical processes and the growing demands on their 
efficiency, security and flexibility, the scientific world needs to establish new methods of engineering design and 
new methods of systems operation. The factors likely to affect the design of the smart systems of the future will 
doubtless include the following: 
• As computational costs decrease, it will be possible to apply more complex algorithms, even in real 
time. These algorithms will take into account system nonlinearities or provide online optimisation of the 
system’s performance. 
• New fields of application will be addressed. Interest is now being expressed, beyond that in “classical” 
technical systems and processes, in environmental systems or medical and bioengineering applications. 
• The boundaries between software and hardware design are being eroded. New design methods will 
include co-design of software and hardware and even of sensor and actuator components. 
• Automation will not only replace human operators but will assist, support and supervise humans so 
that their work is safe and even more effective. 
• Networked systems or swarms will be crucial, requiring improvement of the communication within 
them and study of how their behaviour can be made globally consistent. 
• The issues of security and safety, not only during the operation of systems but also in the course of 
their design, will continue to increase in importance. 
The title “Computer Science meets Automation”, borne by the 52nd International Scientific Colloquium (IWK) at 
the Technische Universität Ilmenau, Germany, expresses the desire of scientists and engineers to rise to these 
challenges, cooperating closely on innovative methods in the two disciplines of computer science and 
automation. 
The IWK has a long tradition going back as far as 1953. In the years before 1989, a major function of the 
colloquium was to bring together scientists from both sides of the Iron Curtain. Naturally, bonds were also 
deepened between the countries from the East. Today, the objective of the colloquium is still to bring 
researchers together. They come from the eastern and western member states of the European Union, and, 
indeed, from all over the world. All who wish to share their ideas on the points where “Computer Science meets 
Automation” are addressed by this colloquium at the Technische Universität Ilmenau. 
All the University’s Faculties have joined forces to ensure that nothing is left out. Control engineering, 
information science, cybernetics, communication technology and systems engineering – for all of these and their 
applications (ranging from biological systems to heavy engineering), the issues are being covered.  
Together with all the organizers I should like to thank you for your contributions to the conference, ensuring, as 
they do, a most interesting colloquium programme of an interdisciplinary nature. 
I am looking forward to an inspiring colloquium. It promises to be a fine platform for you to present your 
research, to address new concepts and to meet colleagues in Ilmenau. 
 
 
 
 
 
Professor Peter Scharff     Professor Christoph Ament  
Rector, TU Ilmenau             Head of Organisation 
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Measurement with subpixel-accuracy: Requirements and 
reality   
 
 
9.4 Image Based 2D- and 3D-Measurement     
 
 
The accuracy of an image based machine vision installation determines the choice of 
camera, measuring lens and illumination. Very often, the accuracy is expressed in parts 
of pixels because the imaging device forms the reference of the measuring arrangement. 
The unit “pixel” (here PX) guaranties a quick connection to other parameters of the 
camera like frame rate, required space and process control. 
The digital image is the result of a sophistical process chain which contains 1. the 
illuminated piece under test, 2. the image formation by the lens, 3. the transfer of light 
energy in electrical signals by the imaging device, 4. the charge transfer to analog-digital 
transducer, 5. the analysis of the grey-value image, 6. the subpixel edge detection 
algorithm. Serious publications name a maximum of accuracy of 1/5 PX … 1/10 PX [1]. 
Much smaller values in advertising publications like 1/20 PX …1/40 PX ignore the 
influence of the steps 1-4.  
In the following we present investigations in lab environment about the subpixel-
accuracy what is referred to a mechanical material measure. This accuracy PXin  Nδ  is 
composed of two parts: the edge detection error PXin  NΔ  and the calibration error cΔ . 
 
1. Method to measure the edge detection error 
The distance of two gauge blocks serves as mechanical material measure. The medium 
distance between gauge blocks is 30 mm, it can be varied in steps of 1/15 PX. Fig. 1 
shows this installation.  
 
Fig. 1: Material measure to measure the subpixel-accuracy 
 
The gauge-bloc on the right hand side is fixed, the second gauge bloc is mounted on a 
piezo-moved table. The two gauge blocs have a thickness of 9 mm. They can be driven 
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in steps of 1 µm with a repeat accuracy of 75 nm.  
The window on the bottom side of the stage permits to install different lighting units 
working in transmitting light. These units illuminate the piece under test in different 
manner: diffuse or telecentric, monochrome or white. 
A telecentric lens T240/0,13 having a maximum field of view of 68 x 51 mm² views from 
the top side on the two gauge blocks. An entocentric lens would deliver false results in 
this constellation due to the perspective error. 
The principle of measurement of the edge detection error is to compare the translational 
displacement of gauge blocs with the results of the subpixel edge detection algorithm in 
the digital image. The gauge bloc distance will be varied in 1/15 parts of one pixel.  
Fig. 2 shows typical results: We don’t obtain an ideal straight line but rather a lot of line 
pieces with varying slope. Here, each point represents the average of 7 measurement 
runs in the corresponding gauge bloc position. The subpixel accuracy follows by 
interpretation of these curves. 
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Fig. 2: Edge detection and their linear regression 
 
The edge detection error is the averaged deviation NΔ  what is defined by the modulus 
of differences between the ideal linear regression and the measured value (see Fig. 2): 
 ∑
=
−=Δ
m
i
illm
N
1
0 ||
1          (1) 
while m is the number of gauge bloc positions, l is the result of the subpixel edge 
detection and l0 is the ideal length onto the linear regressed straight line.    
 
In the following, we try to find recommendations to save a maximum in subpixel 
accuracy. For this, we analyze the results of edge detection under different 
circumstances as direction of edge detection, pixel-pitch and kind of illumination. 
       
2. Aperture of telecentric lens 
Fig. 3 shows the aggravating influence of the lens aperture.  The gauge bloc is projected 
by the telecentric lens T240/0,13 on the 2/3”-CCD-matrix of the camera Oscar F810-C at 
maximum, middle and minimum aperture. Resulting curves disagree.   
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Fig. 3: Edge detection subpixel results versus gauge bloc displacement 
 
Fig. 3 exemplifies the influence of the lens aperture: one pixel difference between the 
maximum and minimum. The conclusion for the 2D-measurement praxis is evident: 
Don’t change the aperture after calibration.  
The smallest deviation from the ideal straight shows the curve at the minimum aperture 
where the diffraction diffuses the light distribution on the imaging device. This slowly  
diffused image generates a good condition for the subpixel edge detection. The sharpest 
and brightest image at the maximum aperture offers the maximum of straight deviation. 
The average slope of three curves is identical.      
         
3. Illumination color and direction of edge detection 
This often discussed problem depends mainly on the geometry of the matrix and of the 
number of activated light receipting cells. For measuring purposes it is exigent 
recommended to use an imaging device featuring an equal pixel pitch p’ in x’- and y’-
direction while x’ and y’ indicate the axis’s of the light sensitive area (see Fig.4). 
 
In the following investigation, we combine the color camera Oscar F810-C having a pixel 
pitch of 2,8 µm in both directions with a telecentric lighting unit TZB60 in different colors. 
The matrix of the camera F810-C is covered with the Bayer pattern where the half of the 
cell number is sensible to green, the fourth to red and the other fourth to blue.  
White, green, red and blue telecentric lighting units TZB60 are installed on the bottom 
side of Fig. 1. The quantitative analyze of the edge detection error at different colors 
corresponds to the number of activated pixel cells: ,   
, 
PX 052,0=Δ whiteN
PX 074,0=Δ greenN PX 076,0=Δ redN , PX 081,0=Δ blueN . The white light assures the 
smallest edge detection error, the blue light the biggest. Due to the color interpolation 
into the camera, differences of accuracy between colors are diminished. The conclusion 
for the 2D-measurement praxis is evident: A color camera have to be combined with a 
white illumination unit.          
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The often discussed choice of the direction in the edge detection process will be 
investigated using the white telecentric lighting unit TZB60-W. The digital image is 
captured by the camera Oscar F810-C. The analyze of 7 test runs in the two axis 
directions and at 45°.  
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Fig. 4: Preferable matrix geometry for measuring purposes 
  
The edge detection error in different directions is found to ,   
, . The best accuracy follows in x-direction. In y-
direction, the edge detection error is 15% higher. Perhaps, it’s due to the higher noise 
level in the column reading than the line reading of the camera CCD. A significant 
difference is found at the 45° edge detection. Here, the edge detection error is by the 
factor 
PX 040,0=Δ xN
PX 046,0=Δ yN PX 051,045 =Δ °N
4 2 higher than the average of both axial errors. This relation corresponds to the 
superposition of two no correlated processes. They are the edge detection in both 
axises. 
The recommendation for the 2D-measurement praxis with CCD-imaging devices is to 
orient the critical dimension to measure in x’-direction (if it possible).  
 
4. Appropriate resolution of the telecentric lens 
Very often, the image quality of a telecentric lens has to be “very good”. In the case of 
the distortion, the specification can be transformed in mm, what gives a clear reference 
to the required accuracy of the 2D-measuring system. 
The specification of appropriate resolution is more complex. It depends on many factors 
like color of illumination, pixel pitch, interpolation procedures into the camera and edge 
detection algorithm. 
Fig. 5 shows unwelcome results of edge detection what often remain unperceived in 
practical applications. Only the comparison with an adapted mechanical material 
measure discloses this kind of irregularity, while the used material measure must 
correspond to the piece under test in form, surface roughness and color.  
These unwelcome results of edge detection in Fig. 5 come from the to high resolution of 
the telecentric lens. The lens T240/0,13 produces in combination with the Oscar F810-C 
camera (pixel pitch 2,8 µm) and white telecentric lighting unit likely linear edge detection 
results having an error  (see Fig. 3). Now, we present the combination of 
the same lens with the monochrome 2/3”-CCD-camera Pictor® M1018 (pixel pitch 6,7 
µm) and the telecentric lighting unit TZB60-B. The blue light generated by a LED has a 
bandwidth of 25 nm. By this means, all residual chromatical aberrations are eliminated. 
PX 061,0≤ΔN
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Beyond of this, the Pictor® M1018 works without an interpolation algorithm between 
neighbor pixels.  
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Fig. 5: Edge detection at “to sharp image” 
 
The edge detection error at maximum aperture is four times higher than in the Oscar 
combination. Respecting the 2,4 times larger pixel pitch in the M1018, the error of 
accuracy in mm is 10 times larger! At the minimum aperture, this relation increases to 
twelve. The third curve in Fig.5 confirms the thesis about the “to sharp image”: an object 
side defocus of 30 mm delivers a likely linear behavior at maximum aperture. The edge 
detection error of this third curve corresponds to results of all investigated Oscar 
combinations: PX 052,0=Δ outN . The investigation of the combination M1018 with the 
TZB60-W at sharp object position delivers nearly the same edge detection error:  
.  PX 049,0=Δ whiteN
For practical applications, the effect of the “to sharp image” is especially malicious 
because their disclosure demands expensive test arrangements. Beside of this, a 
traditional engineer of metrology has to accept the effect of a “to sharp image”. A white 
illuminating unit helps to avoid the “to sharp image” effect.   
 
5. Conclusion 
The edge detection error is only one of causes in the 2D-metrology what diminish the 
accuracy. Their amount depends on the balance of optical resolution, pixel pitch and 
interpolation runs in the camera. Our investigation under lab conditions delivers a typical 
value of . Adverse effects like the “to sharp image” deteriorate this 
coefficient up to ¼ PX.    
PX 20/1≈ΔN
The accuracy of the complete 2D-measurement installation Nδ  has to respect the 
supplement effect of the calibration error cΔ . One proposal to calculate the accuracy  is  
 
|'|
'
ß
ßNNcNNN Δ⋅+Δ=Δ⋅+Δ=δ              (2) 
While  is the size of the piece under test in PX. The last term in Eq.(2) describes the 
variation of the lateral magnification  during the measuring process while '  presents 
the standard deviation over there. 
N
'ß ßΔ
cΔ  represents e.g. the perspective error of 
entocentric lenses and the “residual distortion”. They are no correlated errors.    
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The “residual distortion” implicates that the lens distortion can be electronically 
compensated. The compensation by symmetrical polynomial approximation in the field 
yields a residual distortion error between 1/10…1/20 PX [2]. The bilinear approximation 
in parts of the field of view respects the asymmetrical distortion due to the assembling of 
lens and camera. Here, the share in cΔ  depends strongly on the concrete measurement 
installation.    
 A method to measure the calibration error cΔ  is to change the position of the calibration 
piece in the field of view. Each of typical positions delivers one value of the lateral 
magnification, and is calculated by (2). cΔ
The investigation of the combination T240-lens with Oscar camera in white light permits 
to quantifier the effect of telecentric illumination versus the classical diffuse back light. 
The measured calibration error at telecentric illumination is 152,01000 =Δ TZBc , the diffuse 
back light installation delivers 209,01000 =Δ DBLc  what is poorer. On the other side, the 
difference of both installations in the edge detection error is smaller:  
and .  The resultant accuracy is dominated by the calibration error of 
the diffuse back light: 
PX 052,0=Δ TZBN
PX 057,0=Δ DBLN
PX 295,0=TZBNδ  and PX 392,0=DBLNδ . Practically, a subpixel 
result of 1/10 PX with the diffuse back light make a false show of accuracy.   
 
The attainable accuracy in the contact less 2D-metrology depends on the actual 
measurement installation. Expensive test installations based on a mechanical material 
measure disclose the relations in accuracy. Moreover, the test installation has to present 
the equivalent condition as the piece under test. 
The presented approach distinguishes the edge detection error and the calibration error. 
Test runs are proposed. The quantitative evaluation suggests that a stable accuracy 
value of 1/10 PX demand expensive conditions. Values of 1/20 PX or more fine ignore 
the imponderability between the illuminated piece under test and the digital image to 
evaluate.   
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