ABSTRACT In this paper, we present a subspace projection and covariance matrix reconstruction (SPCMR) algorithm for adaptive beamforming to improve the robustness against large SV mismatch. The SPCMR algorithm consists of two parts: projection subspaces estimation and interference-plus-noise covariance matrix (INCM) reconstruction. Specifically, we estimate two projection subspaces containing the signal component and obtain the signal SV from their intersection. The first projection subspace is estimated from the constructed signal covariance matrix via the distortionless responses principle. The second one is gotten according to the subspace proximity between the nominal signal SV and the eigenvectors of the sample covariance matrix. Subsequently, the interference SVs are estimated by using the Capon spatial estimator, and each interference power is obtained via the oblique projectors. After that, an accurate INCM is reconstructed, and the SPCMR beamformer is proposed. The simulation results show that the SPCMR algorithm is robust to several model mismatches and outperforms other adaptive algorithms.
I. INTRODUCTION
Adaptive beamforming is a fundamental signal processing technique and has been widely used in radar, sonar, and wireless communications to improve signal receiving quality [1] . As one of the well-known adaptive beamformer design principle, minimum variance distortionless response (MVDR) is introduced to suppress the interference and noise with the distortionless signal. However, adaptive beamformers are sensitive to slight model mismatch caused by random direction error, sensor location error, local scattering and so forth. Therefore, numerous robust adaptive beamforming (RAB) methods have been proposed to address the above issues [2] - [33] . According to the research contents and emphases, these methods can be roughly classified into two categories: signal steering vector (SV) processing-based techniques and covariance matrix processing-based techniques.
The signal SV processing-based techniques can be divided into three types: eigenspace technique [2] - [5] , optimizationbased technique [6] - [16] , and subspace estimation-based technique [17] - [19] . The main idea of eigenspace approaches is to project the nominal SV onto the estimated signalplus-interference subspace to mitigate the adverse effect caused by noise subspace disturbance. However, the perforThe associate editor coordinating the review of this manuscript and approving it for publication was Hasan S. Mir. mance of eigenspace beamformer [2] will degrade drastically under the circumstance of low signal-to-noise ratio (SNR), since some noise eigenvalues may be larger than the signal eigenvalues and subspace swap occurs in this scenario [34] . The optimization-based technique can be roughly divided into three types: uncertainty set-based technique [6] - [9] , quadratic programming-based technique [11] - [14] and subspace fitting-based technique [15] , [16] . The mechanism of the uncertainty set-based technique is to limit the object parameter in a spherical or an ellipsoidal uncertainty set, and the parameter is estimated after solving an optimization problem. The quadratic programming-based technique obtains the mismatch vector by solving a quadratic programming problem. However, when the mismatch is large, or the actual parameter does not locate in the presumed set, these methods are no longer valid. For the subspace fitting technique, the signal SV is obtained by using the orthogonality of the noise subspace and the signal direction matrix. However, their computational complexity is high. To effectively reduce the problem-solving complexity, the subspace estimation-based approaches [17] - [19] are presented. However, the estimated signal subspace is inaccurate, leading to less accurate signal SV.
The covariance matrix processing-based techniques can be divided into the following types: covariance matrix estimation-based technique [20] - [23] , reconstruction-based VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ technique [14] , [24] - [29] . There are two kinds of covariance matrix estimation-based techniques, i.e., diagonal loading and shrinkage estimation. The main idea of diagonal loading is to add a scaled identity matrix to the sample covariance matrix. However, the choice of the diagonal loading parameter is an ad-hoc problem even there are many approaches have been presented [20] , [21] . The issue of covariance matrix processing is modeled as a linear combination of the sample covariance matrix and identity matrix in the shrinkage estimation technique [22] , [23] . However, they perform inferior at high SNRs, since the signal is mistakenly regarded as the interference component and then be suppressed. To remove the signal component from the received data, the reconstruction method [24] was first presented to reconstruct the interference-plus-noise covariance matrix (INCM). Unfortunately, this method is sensitive to array calibration error and has high computational complexity. On the one hand, to cope with array calibration error, the annulus uncertainty set-based INCM reconstruction method is presented in [26] , but the performance of [26] would degrade in the presence of gain and phase perturbations. On the other hand, a low-complexity INCM reconstruction algorithm is presented in [19] to improve the computational efficiency, but its performance becomes worse when the power of signal and interference are close to each other. More recently, the alternating projection method has been introduced in [28] to estimate a more precise INCM. However, the interference power estimation is inaccurate, and the signal SV estimation scheme performs inferior in local scattering scenarios. In [14] , the interference SVs are estimated with robust Capon beamforming principle [7] , and each interference power is estimated via the beamforming spatial power spectrum estimator. However, the performance improvement of the algorithm is limited compared with [24] . In this paper, the presented Subspace Projection and Covariance Matrix Reconstruction (SPCMR) algorithm can be divided into two parts: projection subspaces estimation and INCM reconstruction. The first projection subspace is obtained from the constructed signal covariance matrix according to the distortionless response principle, which ensures us to obtain a distortionless signal component. The second one is obtained from the sample covariance matrix according to the subspace proximity between the presumed signal SV and the eigenvectors of the sample covariance matrix. This operation effectively eliminates the irrelevant interference component, resulting in a more pure signal subspace. According to the vector space projection (VSP) approach, an accurate signal SV is obtained from the intersection of the above two projection subspaces. Subsequently, each interference SV is obtained via Capon estimator. Moreover, the residual power of signal and other interferences is removed by utilizing the property of oblique projection operator, resulting in a more accurate interference power estimation. Theory analysis and numerous simulations are provided to illustrate that our SPCMR algorithm is more robust and can achieve a better performance than other tested RAB algorithms.
The contributions of this paper are listed as follows 1) The distortionless responses principle and subspace proximity method are introduced to obtain two projection subspaces, and an accurate signal SV is obtained after using the VSP approach.
2) The oblique projector is utilized to remove the residual power of the signal and other interferences, resulting in an accurate interference power estimation. Moreover, an accurate INCM is reconstructed according to its definition.
II. PROBLEM BACKGROUND A. SIGNAL MODEL AND MVDR BEAMFORMER
Consider a situation in which an array of M omnidirectional sensors is illuminated by P narrowband far-filed sources. The complex array observation vector consisting the outputs of M sensors at the kth snapshot is written as
where
a p i p (k) and n (k) are the statistical independent components of the signal, interference and noise, respectively. Here, s (k) is the signal waveform, and a 0 is the M × 1 signal SV. Furthermore, a p is the M × 1 vector of the pth interference SV and i p (k) is the corresponding waveform at the kth snapshot. The M × 1 adaptive noise vector n (k) is spatially and temporally white Gaussian with covariance matrix σ 2 n I, where I is an identity matrix of order M .
The beamformer output at the kth snapshot is given by
T is the M × 1 complex beamforming weight vector, (·) T and (·) H are the transpose and complex conjugate transpose, respectively.
As one of the beamformer design criterion, the output signal-to-interference-plus-noise ratio (SINR) has been used as a measure of beamforming performance
where σ 2 s = E |s (k)| 2 is the signal power, and E {·} is the statistical expectation operator. The INCM is defined as
where σ 2 p is the pth interference power. Let R denote the
To obtain the optimal weight vector, we have to find the solution by maintaining a distortionless response toward the signal and minimizing the output interference-plus-noise power as follows
The solution of (6) is known as the MVDR beamformer or the standard Capon beamformer [35] 
It is obvious that the optimal weight vector is achieved via the accurate R i+n and a 0 estimate. However, the INCM is always unavailable in practice, and R i+n is regularly replaced by the sample covariance matrix
where K is the number of training data samples. Furthermore, the precise array structure is hard to obtain as well, and the presence of the SV mismatch may cause performance deterioration. Thus a compromise approach is to use the presumed or nominal SV based on the known array structure.
B. BEAMFORMING WITH VECTOR SPACE PROJECTION
To improve the robustness of adaptive beamformer, the VSP [36] is recently introduced to obtain the signal SV with much higher accuracy [17] , [19] . The central concept is that the signal SV is obtained from the intersection of two projection subspaces containing the signal component, and the following constraints are given by
where α 1 and α 2 are the coefficient vectors associated with the projection subspaces E 1 and E 2 , respectively. The constraint in (9) can be explained that the signal SV is located in the linear subapce spanned by the column vectors of projection subspaces E s1 and E s2 . The authors in [17] derive a one step approach to obtain the estimated signal SV as follows:
where Pr {·} denotes the principal eigenvector of one matrix. Actually, even (10) can obtain the intersection of two subspaces. However, the VSP approach only gives an approximate estimation of signal SV, and the irrelevant component in projection subspaces would cause inaccurate signal SV estimation. In this paper, we attempt to estimate the more pure projection subspaces to improve the estimation accuracy of signal SV.
III. SIGNAL STEERING VECTOR ESTIMATION
In this section, we present the SPCMR algorithm. In order to estimate the signal SV via the VSP approach, we find out two projection subspaces containing the signal component. The first subspace is obtained from the constructed signal covariance matrix, and the second one is estimated from the sample covariance matrix. Moreover, the interference SV a p , interference power σ 2 p , and spatial noise power σ 2 n are estimated to obtain an accurate INCM.
A. PROJECTION SUBSPACE RESIDED IN CONSTRUCTED SIGNAL COVARIANCE MATRIX
In this paper, we assume that the signal is located in the angular sector where the signal comes with a high probability, and the interferences are assumed to be located outside the signal angular sector. To find out the first projection subspace, we construct the M × M signal covariance matrix by using the Capon spatial spectrum estimator
where d (θ ) is the nominal SV associated with the direction θ belonging to the signal angular sector . Since the Capon spatial power estimator
is used as the weighted factor in (11), the spatial noise power is suppressed as 1 M of the actual one, and less noise component is included in matrix C s . Moreover, the intergral operation presented in (11) is replaced by sampling over the signal angular sector with S points. Since matrix C s is obtained from the signal angular sector, and the interferences are assumed to be located outside the signal angular sector, matrix C s only has the signal and part of noise components. The eigen-decomposition of C s yields
where The authors in [11] , [12] concluded that the signal SV could be expressed as a linear combination of the columns of Q s for the properly choose of D. However, there is still no appropriate method to estimate the dimension of Q s . Before presenting the projection subspace estimation scheme to obtain a distortionless signal located in , an example is given as follows:
Example 1: Consider a uniform linear array (ULA) with M = 10 omnidirectional sensors with half-wavelength spacing, and the signal angular sector is It is observed that the range of the flat main-beam magnitude responses would extend with an increase of D. Obviously, we could obtain a distortionless signal if the sources were impinging on the array from the range of flat main-beam magnitude responses, and the signal comes from the direction outside the range would be suppressed.
In order to achieve a distortionless magnitude response in signal angular sector , the following inequality constraints are impose to obtain a stable gain
, and G L (θ ) and G U (θ ) are the lower and upper bounds of the magnitude response, respectively. According to Example 1, the upper bound of G (θ ) is M , thus the constraints in (13) are simplified as
The right side of the inequality constraint in (14) is always ture. Thus the inequality constraint is further simplified as
Since our aim is to obtain a distortionless signal, the lower bound G L (θ ) is assumed to be approximately equal to M . The signal subspace dimension is set as the integer fulfilling the following constraint
where τ is a very small positive value. The above constraint leads to the signal distortionless responses subspace Q s , whose distortionless responses range covers the signal angular sector . Thus a distortionless signal component is obtained. Note that the proposed constraints in (13) can be directly applied to the methods in [5] , [12] , [14] to estimate the signal subspace dimension. Compared with the above literatures, our method can adaptively obtain an appropriate signal dimension without any experimental test. Moreover, the subspace dimension obtained by (16) in Example 1 is D = 3, which is consistent with the experiment results in [5] .
B. PROJECTION SUBSPACE RESIDED IN SAMPLE COVARIANCE MATRIX
Most of the previous studies divide the subspaces of sample covariance matrix into the signal-plus-interference subspace and noise subspace according to the magnitude of eigenvalues. However, on the one hand, the interference component in sample covariance matrix would result in an inaccurate signal subspace estimation. On the other hand, the variation of eigenvectors at various SNR is less than that of eigenvalues [37] . All the above problems motivate us to utilize the character of eigenvectors to estimate the projection subspace resided in the sample covariance matrix. And the eigenvectors is obtained after the eigen-decomposition of sample covariance matrix
where γ m , m = 1, 2, . . . , M are the eigenvalues ofR arranged in descending order, and u m is the eigenvector associated with γ m . To eliminate the irrelevant interference component, we estimate the signal subspace according to the subspace proximity defined as follows
In various practical applications, the gap between the presumed signal SV d 0 and the actual one a 0 is caused by the antenna array imperfections. 1 Since the authors in [6] assume that the error between d 0 and a 0 is bounded not to be too large. The presumed signal SV d 0 can be employed as a reference vector to find out the projection subspace resided in the eigenvectors of the sample covariance matrix. Moreover, to use as little as possible prior information, we let the dominant eigenvector of C s as the presumed signal SV d 0 . Thus we only need an imprecise knowledge about the signal angular sector and array geometry, while the knowledge of the presumed signal SV is not needed.
The values of ρ m , m = 1, 2, . . . , M are sorted in descending order, and the order of the eigenvectors of sample covariance matrix is adjusted. After that, the ordered eigenvectors is divided into two parts as
where µ is a constant satisfying 0 < µ < 1. The threshold µ in (19) is imposed to select the largest several subspace proximity between the presumed signal SV d 0 and each eigenvectors of sample covariance matrix, and matrix U s are assumed to span the same subspace with signal.
In the case of local scattering, the signal dimension L may not equal to one, and the traditional subspace-partition methods cannot eliminate the interference component effectively. To address this issue, we directly use the subspace proximity method to estimate the signal dimension and eliminate the irrelevant interference component, since the subspace proximity between signal and interference is much less than M when the angular separation between them is larger than a beamwidth [2] . Thus matrix U s contains the signal component as far as possible, and the SPCMR algorithm can cope with the above scenario.
It has been proved that the VSP approach can obtain the intersection of two subspaces. Considering the norm constraint, the signal SV is estimated as
The two projection subspaces resided in the constructed signal covariance matrix and sample covariance matrix are obtained, respectively. The first projection subspace Q s ensures us to obtain a distortionless signal component, and the second one contains all the signal component resided in the sample covariance matrix while excludes the irrelevant interference component. All the two projection subspaces and the VSP approach would result in an accurate signal SV estimation.
C. INTERFERENCE SV ESTIMATION
Most of the reconstruction-based methods obtain the INCM by sampling over the angular sector where the interferences are located. However, the reconstructed INCM contains the byproducts produced by undesired noise components. Even these components can be eliminated by eigen-decomposition operation, but the extra algorithm procedures are needed. To reduce the extra estimation procedures and hardware resources, we directly estimate each interference SV according to their DOAs. And the Capon spatial spectrum estimator is utilized because of the high resolution
where¯ is the complement angle sector of . Several methods for estimating the number of sources are well discussed in the literature [37] - [39] , and the method in [37] can accurately estimate the number of sources at a low SNR region. Thus the number of signals is assumed to be known as a prior information or obtained via the mentioned methods. Since all the interferences are assumed to locate in¯ , the interference DOAs are obtained by finding the highest P − 1 peaks in¯ after searching J points, and the corresponding interference SVsã p , p = 1, 2, . . . , P − 1 are obtained with the known sensor array configuration.
D. INTERFERENCE POWER ESTIMATION
To reconstruct an INCM with high accuracy, we also need to estimate each interference power. In previous studies, several reconstruction-based methods use the estimation results of Capon as interference power. However, Capon would cause peak power under-estimation problem [41] and the interference component cannot be suppressed sufficiently. To circumvent this issue, we estimate each interference power with the modified beamforming spatial power estimator, which is obtained by exploiting the oblique projection operator. The main idea is to construct an oblique projector to mitigate the leakage problems of beamforming spatial power spectrum estimator [41] . Thus the power under-estimation and over-estimation problems are solved, and a more accurate interference power is obtained. For simplicity, we only take the procedure of the pth interference power estimation, for example.
Let us first define the M × P steering matrix A according to the above signal and interference SVs estimation
On the basis of this definition, matrix A is divided into two parts: the estimated pth interference vectorã p and M × (P − 1) matrix A p− . The full column rank matrix A p− is obtained by removing the estimated pth interference SVã p from the steering matrix
It is known that the subspaces spanned by vectorã p and matrix A p− are disjoint, that is to say, they have no element in common. According to the definition of oblique projection [40] , the oblique projector associated with the pth interference is expressed as
where P ⊥
A H p− is the M × M orthogonal projection matrix of A p− . According to (24) , it can be simply verified that
where 0 is a M × (P − 1) null matrix. The oblique projection has two properties: 1) Obtain the exact interference SV to be estimated.
2) Null the signal and other interference components.
The difference between the oblique projection and orthogonal projection is that the latter cannot obtain the exact interference SV to be estimated. These properties of oblique projection are used to mitigate the influence caused by the residual power of the signal and other interferences, leading to a more accurate interference power estimation.
One step further, we construct the nominal SV associated with the pth interference as
The estimated pth interference power is given bỹ
Note that if the oblique projection were not imposed, (26) would be simplified to the beamforming spatial power spectrum estimator used in [14] .
To obtain all the interference powers, we use the above technique to construct the oblique operators for P − 1 interferences. Moreover, let the minimum eigenvalue of sample covariance matrix as the spatial noise power estimationσ 2 n , the INCM is reconstructed as
After substituting the signal SVã 0 and reconstructed INCMR i+n into (7), the SPCMR adaptive beamformer is designed as
Throughout the above discussion, our SPCMR algorithm is summarized in Algorithm 1.
Algorithm 1 The SPCMR Algorithm
1: Obtain the signal covariance matrix C s via (11) and further deviate the signal subspace Q s via (12) and (16). 2: Eigen-decompose the sample covariance matrix to obtain the matrix U s via (18) and (19) , and estimate the spatial noise powerσ 2 n . 3: Estimate the signal SVã 0 using (20) . 4: Obtain each interference SVs ã 1 ,ã 2 , . . . ,ã P−1 via Capon spatial estimator (21). 5: Estimate each interference power by ustilizing the property of oblique projector (27) and reconstruct the INCM via (28). 6: Substituteã s andR i+n into (7) to result in the SPCMR beamfor-mer (29) .
IV. PERFORMANCE ANALYSIS
In this section, we first discuss the reasons for performance improvement of SPCMR algorithm. Moreover, the impact of threshold selection and the computational complexity of SPCMR are analyzed.
A. ALGORITHM ANALYSIS
According to (4) and (7), we notice that the performance of RAB beamformer is mainly depended on the three parameters discussed below: signal SV, interference SVs, and interference powers. The signal SV affects the direction of the beam center. In this paper, after estimating two projection subspaces via the distortionless response principle and subspace proximity method, respectively, the irrelevant components are effectively eliminated, and an accurate signal SV is estimated. Even many existing RAB methods can estimate the signal SV by solving an optimization problem. However, their computational complexity is much higher than our algorithm.
The interference SVs determine the positions of P−1 nulls. Many existing RAB methods reconstruct the INCM by sampling over the angular sector where the interferences located. However, the redundant components are included in the reconstructed INCM. While we directly estimate the DOAs of interferences via Capon estimator and obtain the interference SVs further. This operation gives two benefits to interference SV estimation. On the one hand, the redundant components are removed without using eigen-decomposition. On the other hand, the accurate DOAs of interferences are obtained with the high resolution of Capon.
The interference powers determine the depths of P − 1 nulls. Moreover, the power under-estimation problem would result in performance degradation, because the nulls of interferences are not deep enough and some part of interference components are received by the sensor array. To address this issue, the oblique projectors are used to obtain the exact interference SV to be estimated and null the signal and other interference components. After removing the residual powers of the signal and other interferences, the accurate interference powers are estimated.
According to the definition of INCM, the accurate interference SVs and interference powers would result in an accurate INCM. Moreover, the Capon estimator can suppress the noise component and has high resolution. Thus we use Capon in this paper to reconstruct the signal covariance matrix and estimate the DOAs of interferences. However, when estimating the spatial power, it is important to avoid the use of Capon since the peak power under-estimation problem.
Therefore, the performance improvement of the SPCMR beamformer mainly comes from three aspects: accurate signal SV, interference SVs, and interference powers estimate. 
B. IMPACT OF THRESHOLD SELECTION ON PERFORMANCE
Since the parameter µ is introduced in (19) to estimate the dimension of signal subspace resided in the sample covariance matrix, thus we discuss the impact of the threshold here. The DOAs of signal and interferences are assumed to be known and the threshold is set varying from 0.1 to 0.9, other parameters are the same as Simulation Example 1. The output SINR deviations from optimal SINR of the SPCMR beamformer versus the threshold µ is shown in Fig. 2 . At high SNRs, it is evident that the SINR deviation of the SPCMR beamformer is stable when the threshold µ is set to be different values, indicating that the subspace proximity between the presumed signal SV and the eigenvectors of the sample covariance matrix is stable. However, since the subspace leakage is significant at low SNRs [42] , the better performance is achieved for large values of µ. That can be explained as when the threshold is large, more the signal component is included in the estimated signal subspace U s , resulting in less subspace leakage. However, compared with the impact of SNR, the impact of threshold µ on performance is relatively small.
C. COMPLEXITY ANALYSIS
In our algorithm, the main computational complexity is determined by signal SV estimation and INCM reconstruction. We express the complexity in terms of the number of floating point operations (FLOPs), and the complexity of reconstruction-based beamformers [14] , [24] , [28] and the SPCMR beamformer are listed in Table 1 . Suppose that S is the sampling points in the signal angular sector, the complexity of the signal SV estimation is about O M 2 S . While the INCM reconstruction can be achieved at a complexity cost of O max M 2 J , (P − 1)M 3 FLOPs, where J is the searching points in the complement angular sector of . Typically, J (P − 1) M . Therefore, the complexity of our beamformer is O max M 2 S, M 2 J . For [24] , the major computations are to solve a quadratically constrained quadratic programming problem, and the computational burden is O M 3.5 . In addition, the complexity of the algorithm presented in [28] is O Pmax M 2 J max , M 3 , where J max is the sampling points in interference angular sectors. The algorithm proposed in [14] has the computational complexity O max M 2 J , M 3.5 . Clearly, our algorithm has lower computational complexity than [14] , [24] . Even the algorithm proposed in [28] is slightly efficient than our SPCMR, but the prior information about interference angular sectors are needed, and the extra prior information is partially against the motivation for robust designs.
V. SIMULATION RESULTS
Consider a ULA with M = 10 omnidirectional sensors separated by half a wavelength. The adaptive noise is modeled as a complex Gaussian zero-mean spatially and temporally white process whose variance is unit. The signal is presumed to impinge on the array from the directionθ 0 = 2 • . The SNR is fixed at 20dB when comparing the performance of RAB algorithms in terms of the number of snapshots. We assume the DOA of the first interferences isθ 1 = −12
• and the second interference DOA isθ 2 = −50
• . The INR in each sensor is fixed to be 20dB. The number of snapshots is fixed to be K = 30 when comparing the performance versus SNR. In all simulations, 200 Monte-Carlo runs are performed.
The SPCMR beamformer is compared to the eigenspace beamformer [2] , worst-case performance optimization (WCPO) beamformer [6] , signal-plus-interference covariance matrix reconstruction (SPICMR) beamformer [4] and reconstruction-based beamformers [14] , [19] , [24] , [28] . We assume that ε = 0.3M in [6] . For [19] , the energy percentage ξ = 0.95. For the SPCMR beamformer, we assume that µ = 0.9 and the small distortionless response constraint bound τ = √ 0.1. Moreover, the maximum DOA estimation error is 6 • , thus for [14] , [24] and the SPCMR beamfomers, the signal angular sector is = θ 0 − 6 • ,θ 0 + 6 • , the complement of is¯ = −90
• . The sampling interval in the aforementioned angular sectors is 0.1 • .
A. SIMULATION EXAMPLE 1: MISMATCH DUE TO RANDOM LOOK DIRECTION ERROR
In the first simulation, we consider the random look direction error. The random error of signal and interferences are assumed to subject to uniform distribution [−5 Here, the random DOAs change from run to run but remain constant over samples. The output SINR of the tested methods versus the input SNR is shown in Fig. 3(a) . It verifies that the SPCMR beamformer has the best output SINR at both low and high input SNRs. The output SINR against the number of snapshots is displayed in Fig. 3(b) . It can be seen that the SPCMR beamformer outperforms other beamformers.
B. SIMULATION EXAMPLE 2: MISMATCH DUE TO COHERENT LOCAL SCATTERING
In the twice example, we consider the effect of the signal coherent local scattering, which is commonly encountered in multipath propagation scenario. It is assumed that the signals is distorted by local scattering effects and the actual array SV VOLUME 7, 2019 consists one direct path and four coherent pathŝ
where d 0 is the nominal SV from the directionθ 0 = 2 • , and a (θ r ) is the rth coherent signal from θ r . Moreover, θ r , r = 1, 2, . . . , 4 are independently drawn in each simulation run from a uniform random generator with meanθ 0 and standard deviation 4 • . The path phases φ r , r = 1, 2, . . . , 4 are uniformly distributed in [0, 2π ]. Both θ r and φ r remain fixed from snapshot to snapshot. It can be seen from (30) that the estimated signal SVâ 0 is unnormalized so that the constraint a 0â H 0 = M is no always satisfied. The simulation results of the output SINR versus the input SNR is displayed in Fig. 4(a) . It can be seen that there is about 7dB output SINR increment for the optimal beamformer due to the extra paths. It is shown that the SPCMR beamformer outperforms the others in the whole SNR range, indicating that the SPCMR algorithm has better robustness against the coherent local scattering mismatch. Moreover, Fig. 4(b) compares the output SINRs of the tested beamformers against the number of snapshots. It is seen that the performance of our beamformer is close to the optimal value under the limited snapshot condition.
C. SIMULATION EXAMPLE 3: MISMATCH DUE TO INCOHERENT LOCAL SCATTERING
In the third example, the incoherent local scattering of the signal is considered. In this scenario, the signal is assumed to have a time-varying SV
where s 0 (k) and s r (k) , r = 1, 2, . . . , 4 are independently and identically distributed complex Gaussian random variables drawn from a random generator with zero-mean and unit variance. The DOA of the direct path d 0 isθ 0 = 2 • , and the DOAs of a (θ r ) , r = 1, 2, . . . , 4 are independently distributed in a Gaussian distribution with mean 2 • and standard variance 4 • in each simulation run. Additionally, the DOAs change from run to run while remains fixed over samples since the beamformers are implemented in a block adaptive manner. At the same time, s 0 (k) and s r (k) , r = 1, 2, . . . , 4 change both from run to run and from sample to sample. In the case of incoherent local scattering, the rank of the signal covariance matrix is not one and the norm ofâ 0 changes from snapshot to snapshot. From [6] , the output SINR is given by
which can be maximized by the weighted vector [6] w opt = Pr R −1 i+n R s .
The output SINRs of all the tested methods are compared in Fig. 5(a) . The comparisons indicate that the SPCMR beamformer outperforms other tested beamformers. The output SINRs for the tested beamformers against the number of snapshots are shown in Fig. 5(b) . It can be seen that the SPCMR algorithm is more robust to the model mismatch caused by incoherent local scattering.
D. SIMULATION EXAMPLE 4: MISMATCH DUE TO SV RANDOM ERROR
In the forth simulation, the SV random error is considered, and the signal and interference SVs are assumed to be randomly distributed in an uncertaiunty set a p = d p + e p , p = 0, 1, . . . , P − 1,
where the error SV of the pth source e p is given by 
where ζ p is the norm of e p , and ζ p is assumed to be uniformly distributed in 0, √ 0.3 in each simulation run. Assuming VOLUME 7, 2019 that the random phases of the m-th sensor of the p-th signal ω p m are independently and uniformly drawn from [0, 2π] in each run. The SV mismatch model in (34) can respresent the gain and phase perturbations, local scattering error, and sensor location error in a general form. The output SINR versus input SNR is shown in Fig. 6(a) , and the SPCMR beamformer and the reconstruction-based beamformer [24] almost have the same performance at high SNRs. In Fig. 6(b) , the output SINRs of the tested beamformers are shown against the number of snapshots. The results shown that the SPCMR beamformer outperforms other tested beamformers for a limited number of samples, and the number of snapshots dose not affect the performance of our SPCMR beamformer.
VI. CONCLUSION
In this paper, we present a RAB algorithm of Subspace Projection and Covariance Reconstruction (SPCMR). The main contribution of this paper is to estimate the signal subspaces according to the distortionless responses principle and subspace proximity between the nominal signal SV and the eigenvectors of the sample covariance matrix, respectively, allowing us to obtain the distortionless signal component and eliminate the interference component. When estimating the interference powers, we construct the oblique operator to remove the residual component of the signal and other interferences. The computational complexity of the SPCMR algorithm is lower than other optimization-based RAB methods. Simulation results illustrate that the SPCMR algorithm is robust to random look direction error, coherent local scattering, incoherent local scattering and SV random error.
