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Opis in motivacija problema: Alzheimerjeva bolezen (AD) je najpogostejˇsa
oblika demence, ki je po ocenah Svetovne zdravstvene organizacije peti najpo-
gostejˇsi razlog smrti na svetu. Vecˇanje delezˇa starejˇsega prebivalstva, ki je sˇe
posebej izrazito v razvitejˇsih delih sveta obeta narasˇcˇanje sˇtevila obolelih za Alz-
heimerjevo demenco, ki naj bi se od leta 2020 do 2050 kar podvojilo.
Vzrocˇnega zdravljenja za AD sˇe ne poznamo, raziskave pa kazˇejo, da naj bi
bila zgodnja diagnoza te bolezni eden izmed pomembnih faktorjev za uspesˇnejˇsi
razvoj zdravil ter simptomatskih terapij. Postavljanje zgodnje diagnoze je za-
radi relativno poznega razvoja znakov AD zahtevno in zato sˇe vedno odprto in
pomembno raziskovalno vprasˇanje. Velik potencial kazˇejo biomarkerji cerebro-
spinalne tekocˇine (CSF) ter nekateri biomarkerji iz slikovnih preiskav kot sta
pozitronska emisijska tomografija (PET) in magnetnoresonancˇno slikanje (MRI).
V magistrski nalogi na podlagi analize podatkov krvnih preiskav, PET in MRI
slik vrednotimo regresijske modele za napovedovanje vrednosti koncentracij beta
amiloida, proteina tau (total-tau) in fosfo-tau (pTau-181). Vrednosti teh parame-
trov se v praksi dolocˇijo z laboratorijskimi testi na vzorcih likvorja pridobljenega
z lumbalno punkcijo (LP). Zaradi invazivnosti posega LP ter mozˇnih zapletov
pa je napovedovanje vrednosti CSF parametrov iz podatkov zelo dostopnih in
neinvazivnih preiskav – kot je MRI slikanje – klinicˇno zanimiva ideja in srediˇscˇni
problem magistrske naloge, ki ga celostno obravnavamo skupaj z vrednotenjem
modelov na podlagi PET slik in laboratorijskih izvidov krvnih preiskav.
Metode: regresijo likvorskih parametrov iz 3D PET in MRI medicinskih
slik iz skupno sedmih podatkovnih mnozˇic izvedemo z globokimi nevronskimi
mrezˇami, za analizo numericˇnih podatkov krvnih preiskav ter relativnega raz-
v
vi Povzetek
merja intenzitet kopicˇenja radiooznacˇevalcev po mozˇganskih regijah (SUVR) iz
Pittsburg compound B PET slik pa uporabimo vecˇ klasicˇnih metod strojnega
ucˇenja.
Rezultati: analiza modelov naucˇenih na izvidih obicˇajnih krvnih preiskav
po pricˇakovanjih pokazˇe, da krvni testi ne vsebujejo relevantne informacije za
napovedovanje vrednosti CSF parametrov. Vecˇji potencial za regresijo likvorskih
parametrov kazˇejo PET slike in iz njih dolocˇena razmerja SUVR s povprecˇno re-
lativno absolutno napako reda 15 % razpona vrednosti napovedanega parametra.
Modeli slabsˇe delujejo na krajnih intervalih ciljne spremenljivke. Vzrok za to je
najverjetneje izrazito neenakomerna porazdelitev vhodnih podatkov, ki otezˇuje
ucˇenje regresijskih modelov, sˇe posebej globokih nevronskih mrezˇ. Modeli naucˇeni
na MRI slikah pricˇakovano izkazˇejo nekoliko vecˇjo povprecˇno napako regresije od
PET slik, z vecˇjimi napakami na krajnih intervalih ciljne spremenljivke.
Zakljucˇek: trenutni modeli zaradi velikih odstopanj na krajnih intervalih
zaloge vrednosti ciljne spremenljivke sˇe niso klinicˇno uporabni. Na intervalih,
kjer je na voljo veliko sˇtevilo slik in pridruzˇenih vrednosti izhodne spremenljivke
smo dosegli 30-odstotno napako regresije glede na znano referencˇno meritev, kar
je sprejemljiva napaka glede na dihotomno klinicˇno obravnavo CSF vrednosti.
Menimo, da razviti regresijski modeli kazˇejo potencial za sˇe bolj tocˇne napo-
vedi v celotnem intervalu izhodne spremenljivke v primeru, da bi model ucˇili na
razsˇirjeni mnozˇici podatkov z uravnotezˇeno porazdelitvijo CSF vrednosti.
Kljucˇne besede: Alzheimerjeva bolezen, demenca, MRI, PET, lumbalna punk-
cija, cerebrospinalna tekocˇina, likvor, CSF biomarkerji, beta amiloid, tau protein,
regresija, strojno ucˇenje, globoke nevronske mrezˇe, globoko ucˇenje.
Abstract
Problem motivation: Alzheimer’s disease (AD) is the most common cause of
dementia and estimated by World Health Organisation as the fifth most common
cause of death in the world. The increasing proportion of elderly population,
which is particularly pronounced in the developed countries, is predicted to dou-
ble, compared to 2020 figures, the number of Alzheimer’s dementia patients by
2050.
Currently treatment for AD is not available, but research shows that early
diagnosis of this disease would importantly expedite the development of drugs
and symptomatic therapies. Early diagnosis of AD is a difficult and therefore
still open and important research question due to the relatively late development
of AD signs. Cerebrospinal fluid (CSF) biomarkers and some imaging biomarkers
such as positron emission tomography (PET) and magnetic resonance imaging
(MRI) show great potential.
In the master’s thesis we evaluated regression models based on the analysis
of blood test data, PET and MRI images, with the aim to predict concentrations
of CSF-extracted beta amyloid, tau protein (total-tau) and phospho-tau (pTau-
181). In practice, these CSF values are usually determined by laboratory tests
on CSF samples obtained by lumbar puncture (LP). Due to the invasiveness of
LP and associated hazards, predicting the value of CSF parameters from a non-
invasive test data – such as MRI imaging – is a clinically interesting idea and the
central problem of investigation in this master’s thesis.
Methods: regression of CSF parameters from 3D PET and MRI medical
images from a total of seven datasets was performed with deep neural networks
and, as the baseline, classical machine learning models were implemented using
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blood test results and Standard Uptake Value Ratio (SUVR) calculated from
Pittsburg compound B PET images.
Results: as expected, regression models trained on the results of routine
blood tests showed poor performance, which indicates that classical blood tests do
not contain relevant information for predicting the values of the CSF parameters.
More accurate CSF parameter regression models were based on PET images and
SUVR ratios with an average relative absolute error of the order of 15 % of the
range of the target CSF variable. Models performed worse at interval ends of
the target variable. The cause is most likely a markedly uneven distribution of
input data, making it difficult to train models of deep neural networks. Models
trained on MRI images showed a slightly higher average regression error than
PET images and with larger errors at target variable interval ends.
Conclusion: the developed regression models do not seem clinically applica-
ble due to large deviations at target variable interval ends. In the intervals, where
there were sufficient input and associated CSF data the regression error was about
30 percent with respect to the reference value, which could be clinically feasible
given the dichotomous treatment of CSF value in the AD diagnosis domain. We
feel that the developed regression models show potential for improved accuracy
of prediction of CSF values in case additional data samples are provided from the
underrepresented intervals of the target CSF variable.
Key words: Alzheimer’s Disease, Dementia, MRI, PET, lumbar puncture, cere-
brospinal fluid, CSF biomarkers, amyloid beta, tau protein, regression, Machine
Learning, Deep Neural Networks, Deep Learning.
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1 Uvod
V uvodnem poglavju je predstavljena Alzheimerjeva bolezen – povzeta so kljucˇna
dejstva ter odprti raziskovalni problemi povezani s to boleznijo. S pregledom
klinicˇnega in biokemijskega poteka bolezni vpeljemo koncept biomarkerjev in jih
na kratko opiˇsemo. Prek opisa aktualnega modela patogeneze AD poudarimo
pomen zgodnje diagnoze ter na kratko povzamemo mozˇnosti zdravljenja. Obrav-
navane tematike se nato zdruzˇijo v motivaciji magistrske naloge, kjer predstavimo
temo tega dela. Uvod zakljucˇimo s pregledom strukture in vsebine poglavij.
1.1 Alzheimerjeva bolezen
1.1.1 Klinicˇne znacˇilnosti
Alzheimerjeva bolezen (ang, Alzheimer’s disease, AD) je kronicˇna nevrodegenera-
tivna bolezen; v to kategorijo med drugim uvrsˇcˇamo tudi Parkinsonovo bolezen,
multiplo sklerozo, Huntingtonovo bolezen, idr. Splosˇno znana lastnost AD je, da
najprej prizadene podrocˇja mozˇganov, ki so zadolzˇena za tvorjenje dolgotrajnega
spomina. Ocenjuje se, da se bolezen zacˇne zˇe 20 let ali vecˇ pred prvimi vidnimi
simptomi in preko desetletij postopoma napreduje [6]. Zacˇetni fazi, v kateri se po-
javi glede na starost bolnika nadpovprecˇen upad sposobnosti razmiˇsljanja, priklica
in pomnjenja informacij in v kateri so pogoste tudi tezˇave z govorom, pravimo
blaga kognitivna motnja (ang. mild cognitive impaiment, MCI) [7]. Omenjena
faza sicer ni znacˇilna le za Alzheimerjevo bolezen. Le bolniki, katerim se stanje
sˇe poslabsˇa in postopoma ne morejo vecˇ opravljati vsakodnevnih nalog, so dia-
gnosticirani z demenco zaradi Alzheimerjeve bolezni ali Alzheimerjevo demenco.
1
2 Uvod
Le-ta je tudi najpogostejˇsa oblika demence, saj predstavlja kar 60–80 % vseh
primerov demenc [1]. V koncˇni fazi bolezen napade nevrone v centrih mozˇganov,
ki so zadolzˇeni za opravljanje osnovnih telesnih funkcij (gibanje, pozˇiranje hrane,
idr.), kar pomeni, da bolniki postanejo nepokretni in potrebujejo stalno nego. V
vecˇini primerov bolniki z AD zaradi posledic napredovanja bolezni na koncu tudi
umrejo [1, 8].
Slika 1.1: Faze razvoja Alzheimerjeve bolezni. Prirejeno po viru [1].
1.1.2 Pojavnost in dejavniki tveganja
Prevalenca in incidenca
Organizacija Alzheimer’s Europe v svojem porocˇilu [9] porocˇa, da je bila v letu
2018 v drzˇavah EU prevalenca Alzheimerjeve bolezni vecˇ kot 8 milijonov bolnikov,
kar predstavlja 1,73 % prebivalstva v EU, v Sloveniji pa vecˇ kot 34 tisocˇ ljudi ali
1,65 %. Strokovnjaki ocenjujejo, da se bo do leta 2050 sˇtevilo bolnikov z AD v
EU podvojilo, podobna napoved velja za Slovenijo (vecˇ kot 65 tisocˇ bolnikov ali
priblizˇno 3 % takratnega prebivalstva). Razlog, da v zadnjih desetletjih sˇtevilo
bolnikov z Alzheimerjevo boleznijo narasˇcˇa lezˇi v znatnem podaljˇsanju povprecˇne
zˇivljenjske dobe (podaljˇsanje je izrazito opazno predvsem v 20. stoletju [10]), saj
sˇtevilo bolnikov z AD strmo narasˇcˇa po 65. letu starosti in prav ta demografska
skupina v zadnjih desetletjih postaja vse sˇtevilcˇnejˇsa. Statistike kazˇejo, da je
AD zˇe zdaj sˇesti najpogostejˇsi razlog smrti v ZDA, pojavnost AD med ljudmi
starejˇsimi od 65 pa je kar 10 %, med katerimi je dve tretjini zˇensk. Cˇeprav
verjetnost, da oseba starejˇsa od 65 let zboli za AD strmo narasˇcˇa s starostjo pa
ni izkljucˇeno, da zbolijo tudi mlajˇsi od 65 let.
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Dejavniki tveganja
Dejavniki tveganja za razvoj Alzheimerjeve bolezni so poleg starosti, ki je naj-
pomembnejˇsi faktor, tudi genetika in druzˇinska anamneza (ang. family history),
nekatere sˇtudije pa omenjajo tudi spol. Med genetskimi dejavniki tveganja je
najpomembnejˇsi faktor prisotnost vsaj ene kopije alela E4 pri genu z zapisom za
beljakovino imenovano apolipoprotein E (ApoE), ki je transporter in regulator
holesterola. Slednji je pomemben pri obnavljanju mielina in membrane nevron-
skih celic. V cˇlanku [11] navajajo, da naj bi vecˇ kot 60 % obolelih za AD imelo
vsaj enko kopijo alela E4. Sˇtudije so pokazale, da je tudi pozitivna druzˇinska
anamneza pomemben faktor pri napovedovanju tveganja za razvoj AD. Pod poj-
mom druzˇinska anamneza sta zdruzˇena tako vpliv genetike kot tudi vpliv okolja,
na primer prehranske navade, fizicˇna aktivnost in druge navade, ki so skupne
neki skupnosti ljudi. Statisticˇna raziskava, v kateri so analizirali genom oseb z
vsaj enim blizˇnjim sorodnikom z AD, je pomagala identificirati tri nove genske
lokuse, ki so povezani z Alzheimerjevo boleznijo [12], kar posredno kazˇe na pomen
druzˇinske anamneze pri diagnosticiranju AD. Glede vprasˇanja ali spol prav tako
spada med dejavnike tveganja za AD je znanost deljena. Medtem ko nekateri
porocˇajo, da je razlog za vecˇ kot 60-odstotni delezˇ zˇensk med bolniki z AD, po-
vezan z dejstvom, da zˇenske v povprecˇju zˇivijo dlje kot mosˇki, nekatere sˇtudije
kazˇejo na to, da je ’neravnovesje’ med drugim tudi posledica tega, da imajo zˇenske
z enim alelom ApoE-E4 vecˇje tveganje za razvoj AD kot mosˇki z enakim sˇtevilom
alelov E4 [11].
Poleg omenjenih dejavnikov tveganja na katere posameznik ne more vplivati
pa je v literaturi znanih sˇe nekaj faktorjev na katere lahko vplivamo. Ti so:
nizka stopnja izobrazbe [13], posˇkodbe glave, bolezni srca in ozˇilja, prekomerna
telesna tezˇa, idr. [1]. Z namenom zmanjˇsevanja tveganja za nastanek AD je
Svetovna zdravstvena organizacija (ang. World Health Organization, WHO) pri-
pravila smernice [14], ki med drugim svetujejo redno fizicˇno aktivnost, zdravo
prehrano ter vkljucˇenost v celozˇivljensko ucˇenje in treniranje spomina. V pri-
porocˇilih so izrecno zapisali, da priporocˇajo izvajanje aktivnosti, ki zmanjˇsujejo
tveganje za razvoj srcˇno-zˇilnih bolezni, saj te spadajo med dejavnike tveganja za
AD. Posledicˇno zato zmanjˇsanje tveganja za obolenje za srcˇno-zˇilnimi boleznimi
posredno zmanjˇsuje tudi tveganje za AD.
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Cˇrnoglede napovedi za prihodnost, ki pravijo, da se bo sˇtevilo obolelih do leta
2050 podvojilo glede na sedanje stanje, je potrebno jemati skrajno resno, pred-
vsem glede nacˇrtovanja potrebnih sprememb v zdravstvenem sistemu in financi-
ranju nege bolnikov v kasnejˇsih fazah bolezni. Hkrati pa je te sˇtevilke potrebno
razumeti v lucˇi dejstva, da se delezˇ starejˇsega prebivalstva (sˇe posebej v razvi-
tejˇsih delih sveta) zelo hitro povecˇuje in je zato pricˇakovano tudi povecˇanje sˇtevila
bolnikov z AD. Za kontekst: ameriˇski Alzheimer’s Association ocenjuje, da se bo
sˇtevilo bolnikov z Alzheimerjevo boleznijo s sedanjih (2020) 5,8 milijonov do leta
2025 povecˇalo na 7,1 milijonov, kar ustreza skoraj 22 % rasti, leta 2050 pa naj
bi v ZDA zˇivelo kar 13,8 milijonov bolnikov z AD [1], kar je 2,4-krat toliko kot
sedaj.
1.1.3 Potek bolezni in diagnoza
S histolosˇkimi preiskavami mozˇganov bolnikov z AD in zdravih kontrol so ugoto-
vili, da v predklinicˇni fazi bolezni (ko se zacˇetni simptomi bolezni sˇe ne kazˇejo),
postopoma prihaja do tvorjenja plakov sestavljenih iz proteina beta amiloida
(ang. amyloid plaques) in nevrofibrilarnih pentelj (ang. neurofibrillary tangles,
NFT) iz zvitih nitastih struktur hiperfosforiliranega proteina tau imenovanega
tudi fosfo-tau (ang. phospho-tau, p-tau). Tau protein, ki je v zdravih mozˇganih
prepleten z mikrotuboli v aksonu zˇivcˇne celice in skrbi za njihovo stabilizacijo,
se v primeru Alzheimerjeve bolezni zaradi kemijskih sprememb odlepi od mikro-
tubolov ter povezˇe z ostalimi molekulami tau proteina, s katerimi skupaj tvorijo
nevrofibrilarne pentlje (NFT) znotraj nevronov kot je prikazano na sliki 1.2. NFT
blokirajo transportne poti znotraj zˇivcˇnih celic in posledicˇno sˇkodujejo sinapticˇni
komunikaciji. Podobno se zgodi s toksicˇno obliko proteina beta amiloida (ang.
β-Amyloid, Aβ), ki nastane pri nepravilnem cepljenju amiloid prekurzor prote-
ina in se v prostoru med nevroni (glej sliko 1.2) nahaja v vecˇ razlicˇnih oblikah.
Posebno strupena naj bi bila oblika Aβ42. Molekule beta amiloida se sprimejo v
plake, ki posˇkodujejo in ubijajo nevrone [15, 16, 17, 18].
Opisan proces nevrodegeneracije se najprej odvija v medialnem sencˇnem
rezˇnju (ang. medial temporal lobe), natancˇneje v entorinalni skorji (ang. Entor-
hinal Cortex, EC) ter v hipokampusu (to sta podrocˇji mozˇganov, ki sta zadolzˇeni
za spomin, orientacijo v prostoru ter za dojemanje cˇasa), kasneje pa se sˇiri na
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Slika 1.2: Primerjava zdravih mozˇganov in mozˇganov bolnika z AD. Prirejeno po
[2].
neokorteks (ki je odgovoren za kompleksne miselne sposobnosti, sklepanje, jezik,
ipd.) [15, 16]. Raziskave kazˇejo, da se klinicˇni znaki zmanjˇsanja kognitivnih spo-
sobnosti pojavijo z zamikom, ko abnormalne spremembe v mozˇganih postopno
izcˇrpajo t. i. mozˇganske rezerve. Ker bolezen in z njo simptomi napredujejo
zelo postopno, je relativno tezˇko postaviti zgodnjo diagnozo za AD, dodatne
otezˇevalne okoliˇscˇine pa so: podobnost zacˇetnih klinicˇnih znakov pri AD in dru-
gih oblikah demence, pesˇanje kognitivnih sposobnosti in spremembe v mozˇganih
zaradi normalnega staranja ter biolosˇka variabilnost ljudi.
V klinicˇni terminologiji se je za zacˇetno fazo, ko se zacˇnejo znaki pesˇanja
spomina, uveljavil izraz blaga kognitivna motnja (MCI). Za osebe diagnosticirane
z MCI obstaja 10–15-odstotna verjetnost (podatki veljajo za klinicˇne sˇtudije, v
populacijskih sˇtudijah so ocene med 5–10 %), da bodo v letu dni razvili eno od
oblik demence (recimo demenco z Lewyjevimi telesci, frontotemporalno demenco,
vaskularno demenco, AD, idr.) [19, 20].
6 Uvod
Tipicˇne delitve oblike Alzheimerjeve demence so glede na vzrok:
• familiarna oblika AD, kjer kljucˇno vlogo igrajo genetski faktorji in
• sporadicˇna oblika AD, ki je po poteku zelo podobna familiarni obliki [21]
ter glede na cˇas nastanka [22]:
• zgodnja oblika: je redka in predstavlja priblizˇno 5 % vseh primerov AD,
prizadene ljudi mlajˇse od 65 let, pogosto v sˇtiridesetih in petdesetih letih
zˇivljenja in
• pozna oblika: najbolj obicˇajna oblika in prizadene starejˇse od 65 let.
Kriterije za diagnozo AD strokovnjaki sproti dopolnjujejo z dobro validiranimi
znanstvenimi ugotovitvami. Ker kriteriji za postavitev diagnoze med razlicˇnimi
okolji niso povsem poenoteni, je spodaj sestavljen okviren seznam kljucˇnih fak-
torjev na podlagi katerih zdravniki postavijo diagnozo za AD:
• bolnikovo porocˇilo ter opazˇanja sorodnikov glede upada kognitivnih sposob-
nosti preiskovanca,
• pregled druzˇinske anamneze v povezavi z AD,
• kognitivni testi, ki preverjajo spodobnosti pomnjenja informacij, resˇevanja
problemov, itd. (med najbolj uporabljenimi je KPSS – Kratek preizkus
spoznavnih sposobnosti, ang. MMSE – Mini Mental State Examination),
• v zadnjem cˇasu so se z razvojem novih biomarkerjev uveljavili sˇe razni
podporni slikovni biomarkerji z uporabo PET in MRI slikovnih modalitet,
preiskave krvi ter analiza cerebrospinalne tekocˇine pridobljene z lumbalno
punkcijo [1, 23].
Kljub napredku je v vecˇini primerov dokoncˇna diagnoza AD sˇe vedno mozˇna
le s posmrtno histolosˇko analizo mozˇganov.
1.1.4 Biomarkerji
Biooznacˇevalci (pogosteje se uporablja izraz biomarkerji) so parametri, ki nosijo
informacijo o prisotnosti neke bolezni, merijo stopnjo razvitosti bolezenskega sta-
nja ali imajo napovedno vrednost za oceno verjetnosti razvoja bolezni. So izredno
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pomembni v klinicˇni praksi, saj na standardiziran nacˇin podajajo kar se da objek-
tivno informacijo ter so pogosto uporabljeni v fazi diagnoze, pri izbiri terapije,
pri spremljanju napredovanja bolezni ter kot kazalec uspesˇnosti zdravljenja.
Mozˇnih je vecˇ razlicˇno podrobnih delitev biomarkerjev. Ameriˇski vladni urad
za prehrano in zdravila (FDA) je zasnoval naslednjo delitev biomarkerjev na [24]:
• biomarkerje tveganja (ang. susceptibility/risk biomarker) – nosijo
informacijo o verjetnosti za razvoj bolezenskega stanja pri osebi, ki ne kazˇe
klinicˇnih simptomov bolezni,
• diagnosticˇne biomarkerje (ang. diagnostic biomarker) – bioo-
znacˇevalci, ki se uporabljajo za detekcijo bolezni ali tipa bolezni (recimo
prisotnost protiteles v krvi),
• biomarkerje za spremljanje stanja (ang. monitoring biomarker) –
se uporabljajo za ovrednotenje vpliva zdravljenja ali okoljskega dejavnika
na bolnika,
• napovedne biomarkerje poteka bolezni (ang. prognostic biomar-
ker) – napovejo potek bolezni in stopnjo prizadetosti diagnosticiranega
bolnika in so neodvisni od izbrane terapije,
• napovedne biomarkerje uspesˇnosti zdravljenja (ang. predictive
biomarker) – vrednost teh biomarkerjev pomaga identificirati ljudi, ki bi
z vecˇjo verjetnostjo imeli pozitiven ali negativen odziv na neko terapijo ali
nek okoljski dejavnik,
• biomarkerje odziva (ang. pharmacodynamic/response biomarker)
– podobno kot napovedni biomarkerji uspesˇnosti zdravljenja, le da ti bio-
markerji niso napovedni, temvecˇ nosijo informacijo o odzivu bolnika po
zdravljenju ali izpostavljenosti okoljskemu dejavniku,
• varnostni biomarkerji (ang. safety biomarker) – vrednost teh biomar-
kerjev se dolocˇi pred in po zdravljenju ali izpostavljenosti okoljskemu de-
javniku z namenom dolocˇanja verjetnosti, prisotnosti in stopnje sˇkodljivosti
stranskih ucˇinkov.
8 Uvod
V povezavi z Alzheimerjevo demenco v zadnjih letih vse vecˇ pozornosti prido-
bivajo slikovni biomarkerji pridobljeni iz PET in MRI slik ter proteinski biomar-
kerji pridobljeni z analizo cerebrospinalne tekocˇine in krvi. Novejˇsi biomarkerji
se osredotocˇajo predvsem na zaznavo abnormalnih koncentracij proteinov beta
amiloida in tau proteina v mozˇganih ter posledic akumulacije le teh.
Pozitronska emisijska tomografija (PET)
Pozitronska emisijska tomografija je slikovna tehnika, ki temelji na zaznavanju
para gama fotonov, ki nastaneta pri beta plus radioaktivnem razpadu, kjer pozi-
tron anihilira in izseva dva antikolinearna gama fotona [25]. Pri slikanju s pozi-
tronsko emisijsko tomografijo preiskovancu v krvni obtok vbrizgajo radiofarmak
(ang. radiotracer) z ustrezno razpolovno dobo (tipicˇno reda nekaj minut do ene
ali dveh ur), ki v procesu radioaktivnega razpada odda pozitron. Po anihilaciji
zaznamo z detektorji namesˇcˇenimi v PET skenerju par socˇasno izsevanih gama
fotonov in tako prostorsko karakteriziramo lokacijo anihilacije. Zaradi sˇkodljivega
sevanja radioaktivnega oznacˇevalca, PET slikanje sˇtejemo kot invazivno slikovno
tehniko.
Prednost PET preiskave glave v primerjavi z rentgenskim ali strukturnim MRI
slikanjem, je v tem, da gre za funkcionalno slikanje, saj se radioaktivna snov vezˇe
na ustrezne tarcˇe v mozˇganih. Sˇtevilo zaznanih fotonov zato ustreza koncentraciji
snovi, na katero se vezˇe radiofarmak, koncentracija te snovi pa nudi vpogled v
funkcijo posameznih delov mozˇganov. Zelo pogosto se kot radiofarmak uporablja
fluorodeoksiglukoza (ang. fluorodeoxyglucose, FDG), ki se kopicˇi v tkivih z vecˇjo
stopnjo presnove (tipicˇen primer so recimo tumorji), pri mlajˇsih bolnikih z AD
pa se na FDG PET slikah vidi znacˇilna nizˇja stopnja metabolne aktivnosti v
temenskem (parietalnem) in sencˇnicˇnem (temporalnem) rezˇnju, ki je lahko manj
izrazita pri starejˇsih bolnikih [26, 23].
Omejena uporabnost FDG PET slikanja je v zadnjih dveh desetletjih spod-
budila razvoj t. i. amiloidnega PET slikanja, ki temelji na uporabi novih radi-
oaktivnih oznacˇevalcev, ki se vezˇejo na amiloid prekurzorje. Eden od teh je na
primer, t. i. Pittsburg compound B ([11C ]PiB), ki ima potencial za uporabo kot
biomarker tveganja v predklinicˇni fazi bolezni, saj se vezˇe na amiloidne plake. To
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pomeni, da je lahko izredno uporaben pri zgodnji diagnozi, ko ti plaki nastajajo.
Nekoliko obsezˇnejˇsi pregled radiofarmakov za pomocˇ pri diagnozi ter spremljanje
poteka AD, je na voljo v tabeli 2.1.
Magnetnoresonancˇno slikanje (MRI)
Magnetnoresonancˇno slikanje je neinvazivna slikovna tehnika, ki s pomocˇjo
mocˇnih magnetnih polj in gradientov ter z radiofrekvencˇnimi signali omogocˇa vi-
sokolocˇljivostno strukturno slikanje cˇlovesˇkega telesa. Osnovni princip magnetne
resonance temelji na merjenju radiofrekvencˇnih signalov, ki jih oddajajo precesi-
rajocˇa vodikova jedra (predvsem v molekulah vode) vzbujena z elektromagnetnim
pulzom v mocˇnem staticˇnem magnetnem polju [27]. Kljucˇno pri tem je, da je iz-
hodni signal odvisen od vrste tkiva, kar omogocˇa dober kontrast med razlicˇnimi
mehkimi tkivi in posledicˇno dober vpogled v strukturo in potencialne abnormal-
nosti v slikani strukturi. Bistvena prednost magnetnoresonancˇnega slikanja (ang.
Magnetic Resonance Imaging; MRI) v primerjavi z rentgenskim in s PET sli-
kanjem je neinvazivnost te slikovne tehnike, saj ni znanih sˇkodljivih ucˇinkov za
paciente in osebje.
V povezavi z AD se na MRI slikah tipicˇno preverja stopnjo atrofije (zmanjˇsanja
volumna) podstruktur mozˇganov ter meri debelino mozˇganske skorje dolocˇenih
rezˇnjev, ki jih AD najprej prizadene. Te mozˇganske regije so: entorinalna skorja,
hipokampus, amigdala, parahipokampalni girus, fuziform in spodnji temenski
rezˇenj (ang. inferior parietal lobule) [28, 23]. Za te namene se uporablja rocˇno
obrisovanje ali v zadnjem cˇasu vse pogosteje tudi polavtomatske in avtomatske
metode razmejitve tkiv, kot je na primer prostodostopno orodje FreeSurfer1.
Lumbalna punkcija in analiza cerebrospinalne tekocˇine (CSF)
Lumbalna punkcija je nevrolosˇka preiskava, pri kateri zdravnik pacientu odvzame
vzorec cerebrospinalnega likvorja. Postopek poteka tako, da je pacient v lezˇecˇem
ali sedecˇem polozˇaju, zdravnik pa mu tanko iglo obicˇajno vbode med 3. in 4. led-
veno vretence ter iz likvorja v hrbtenicˇnem kanalu odvzame vzorec kolicˇine 5–10
1Dostopno na spletni strani: https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FreeSurfer
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ml. Gre za rutinski, vendar invaziven postopek, po katerem morajo pacienti nekaj
ur lezˇati. Med pogoste stranske ucˇinke spada glavobol (pojavi se pri priblizˇno
40-odstotkih pacientov), ki obicˇajno traja do enega tedna, lahko pa tudi precej
dlje. Manj pogosti nezˇeleni ucˇinki (0,3 % primerov) so kranialna nevropatija,
dolgotrajne bolecˇine v hrbtu, posˇkodbe zˇivcˇne korenine in meningitis [29].
Cerebrospinalna tekocˇina (ang. cerebrospinal fluid, CSF), za katero se upora-
bljata tudi izraza likvor in mozˇgansko-hrbtenjacˇna tekocˇina je bistra brezbarvna
tekocˇina, ki obdaja mozˇgane in hrbtenjacˇo. Cˇeprav vzorec te tekocˇine vzamemo
v spodnjem delu hrbta, nam ta nudi neposredni vpogled v dogajanje v mozˇganih,
saj se biokemijske spremembe v mozˇganih odrazˇajo tudi v likvorju, ki jih obdaja.
Spremembe, ki se dogajajo v predklinicˇni fazi patogeneze Alzheimerjeve bole-
zni, so povzete v zacˇetku poglavja 1.1.3 in vkljucˇujejo nastanek nevrofibrilarnih
pentelj iz tau proteina ter plakov iz beta amiloida [30, 31]. Prav zaradi tega so
uveljavljeni CSF biomarkerji[32, 33]:
• znizˇana koncentracija Aβ42 in Aβ1−42,
• nizko razmerje med Aβ42/Aβ40 in
• poviˇsana koncentracija proteina tau (t-tau) ter fosfo-tau (p-tau).
V klinicˇni praksi se vrednosti CSF biomarkerjev tipicˇno vrednoti do neke mere
dihotomno. Razlogov za to je vecˇ: variabilnost med ljudmi, negotovost meritev,
ipd. Zdravniki torej preverjajo ali je vrednost CSF biomarkerja vecˇja ali manjˇsa
od uveljavljene prazˇne vrednosti ter kako velika je razlika do prazˇne vrednosti.
Prazˇna vrednost pa je odvisna predvsem od uporabljene laboratorijske metode
za meritve CSF.
Cerebrospinalna tekocˇina skozi krvno-mozˇgansko pregrado odnasˇa presnovne
odpadke, ki nastajajo v mozˇganih ter se nato absorbira nazaj v krvni obtok. Zna-
nost se zato tudi intenzivno ukvarja z raziskovanjem mozˇnosti zaznavanja ome-
njenih biomarkerjev kar z analizo krvi, kjer je zaznavanje spremenjenih vrednosti
koncentracij sˇe bolj zahtevno kot pri likvorju. Preboj na tem podrocˇju bi odpra-
vil potrebo po lumbalni punkciji ter bistveno poenostavil in pocenil testiranje,
kar bi imelo ugoden vpliv na zmozˇnosti in razmah zgodnje diagnoze Alzheimer-
jeve bolezni. V zadnjem cˇasu odmeva sˇtudija, kjer porocˇajo o dobrih rezultatih
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razlikovanja med Alzheimerjevo boleznijo ter drugimi nevrodegenerativnimi bo-
leznimi (plosˇcˇina pod ROC krivuljo 0,89 za skupino z nevropatolosˇko postavljeno
diagnozo in 0,96 za skupino s klinicˇno postavljeno diagnozo) na podlagi merje-
nja koncentracije P-tau217 v krvni plazmi [34]. Sˇtudija predstavlja obetajocˇo
ugotovitev, ki jo je potrebno z dodatnimi sˇtudijami ponoviti in validirati.
Modeliranje poteka bolezni
Razumevanje mehanizmov patogeneze AD je v cˇasu pisanja tega dela sˇe vedno
neodgovorjeno znanstveno vprasˇanje. Obstaja nekaj modelov, ki skusˇajo poja-
sniti sosledje in medsebojno odvisnost do sedaj znanih biomarkerjev, opisanih
v prejˇsnjih odstavkih. Glavne ovire pri modeliranju Alzheimerjeve bolezni so
podatki, sˇe posebej longitudinalne sˇtudije, ki spremljajo bolnike v vseh fazah
razvoja bolezni (v predklinicˇni, v fazi blage kognitivne motnje ter v fazi AD).
Razlogov za to je vecˇ, pomembnejˇsa sta zagotovo dva: motivirati zdrave ljudi
brez kakrsˇnihkoli simptomov, da se vkljucˇijo v sˇtudijo in opravijo vecˇ zapore-
dnih preiskav, med katerimi so tudi invazivne preiskave, kot so PET slikanje ter
lumbalna punkcija; drugi pomemben razlog pa je financiranje. Visokokvalifici-
rana delovna sila in drage preiskave, ki so potrebne za tovrstne sˇtudije, znatno
prispevajo k dvigu strosˇkov. Ob teh dveh problemih pa ne gre zanemariti sˇe ve-
dno prisotne otezˇevalne okoliˇscˇine v medicini – to je biodiverziteta in sovpliv vecˇ
razlicˇnih faktorjev hkrati (na primer genetika, okoljski dejavniki, druge bolezni),
ki mocˇno otezˇujejo razvoj splosˇnega modela Alzheimerjeve bolezni, ki bi odgovoril
na mnoga biokemijska in farmacevtska vprasˇanja ter pomenil pomemben korak
v razvoju zdravil.
Kljub omenjenih otezˇevalnim okoliˇscˇinam je Clifford R. Jack Jr. skupaj s so-
delavci razvil model, ki zaobjame mnogo od do sedaj znanih ugotovitev. Druga,
nekoliko izboljˇsana razlicˇica osnovnega predlaganega modela je prikazana na sliki
1.3 [3]. Prikazuje spreminjanje vrednosti biomarkerjev tekom razvoja Alzheimer-
jeve bolezni. Na vodoravni osi je cˇas, vendar so se avtorji odlocˇili, da osi ne
oznacˇijo s fazami v razvoju AD ali s cˇasom v relativni obliki (recimo leta do dia-
gnoze AD), temvecˇ os pustijo prazno, saj s tem najbolje povzamejo raznolikost v
poteku bolezni pri ljudeh, ki zbolijo za AD. Na navpicˇni osi pa je prikazan odklon
biomarkerja od normalnih vrednosti. Sˇirok zelen pas namesto obicˇajne krivulje
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poudari, da so klinicˇni znaki upada spomina in ostalih kognitivnih sposobnosti
precej razlicˇni od bolnika do bolnika. Ljudje z manjˇsimi t. i. kognitivnimi re-
zervami in vecˇjim genetskim tveganjem (recimo prisotnost vsaj ene kopije alela
E4) naj bi sledili levemu delu zelenega pasu, medtem ko naj bi drugi z manjˇsimi
faktorji tveganja sledili desnemu delu in sˇele kasneje v nevropatolosˇkem razvoju
bolezni kazali znake kognitivnega upada. Vse krivulje so sigmoidne oblike, s
cˇimer je modelirano opazˇeno pospesˇeno spreminjanje biomarkerja na zacˇetku in
upocˇasnjeno spreminjanje v kasnejˇsih fazah bolezni. Krivulje se stikajo v tocˇki,
ki ilustrira tocˇko maksimalne prizadetosti bolnika (desno zgoraj).
Drugo pomembno opazˇanje, ki se mocˇno navezuje na temo te magistrske na-
loge je cˇasovno zaporedje narisanih krivulj. Domnevno se najprej povecˇa kon-
centracija proteina beta amiloida merjenega v CSF. Sledijo spremembe vidne na
amiloidnih PET slikah in kmalu zatem spremembe v koncentraciji tau (t-tau in
p-tau) merjene v likvorju ter kasneje (skoraj socˇasno s kognitivnimi spremem-
bami) sˇe atrofija hipokampusa in ostalih struktur vidna na MRI slikah in nizˇja
stopnja metabolne aktivnosti v parietalnem in temporalnem rezˇnju razvidna iz
FDG PET slik.
Slika 1.3: Dinamicˇni model spreminjanja vrednosti biomarkerjev v patogenezi
Alzheimerjeve bolezni. Prirejeno po viru [3].
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1.1.5 Zdravljenje
Vzrocˇno zdravljenje za AD sˇe ni razvito; to pomeni, da sˇe ne poznamo zdravila,
ki bi omogocˇalo, da pacienti ozdravijo. Dandanes se v praksi uporabljajo simpto-
matske terapije, ki zacˇasno izboljˇsajo kognitivne sposobnosti bolnikov in lajˇsajo
ostale simptome s tem, da povecˇajo sˇtevilo nevrotransmiterjev v mozˇganih ali pa
zavirajo sˇkodljivo prekomerno stimulacijo zˇivcˇnih celic. Cˇas jemanja tovrstnih
zdravil je omejen, uspesˇnost pa precej niha od bolnika do bolnika.
Relativno pozen pojav klinicˇnih znakov je – v smislu kvalitete zˇivljenja v
predklinicˇni fazi bolezni – dobra plat AD. To pomeni, da bolnik v praksi ka-
sneje dosezˇe stanje, ko bolezen mocˇno vpliva na njegove kognitivni sposobnosti.
Vendar je hkrati to tudi prekletstvo te bolezni, saj to pomeni, da je zelo tezˇko
zgodaj diagnosticirati AD. Ob dejstvu, da v literaturi prevladuje prepricˇanje, da
so potencialna zdravila najbolj ucˇinkovita ravno v zgodnji fazi bolezni, je razisko-
vanje biomarkerjev za zgodnjo diagnozo Alzheimerjeve bolezni postalo eno izmed
prioritetnih raziskovalnih podrocˇij.
1.2 Motivacija
Magistrska naloga se osredotocˇa na ucˇenje in vrednotenje regresijskih modelov
za napovedovanje vrednosti biomarkerjev cerebrospinalne tekocˇine (beta amiloid,
t-tau in p-tau) na osnovi vhodnih podatkov kot so laboratorijske preiskave, MRI
in PET slike glave in kvantitativni parametri izlocˇeni iz PET slik.
Zaradi nespecificˇnosti zacˇetnih simptomov AD, ki so podobni simptomom
ostalih vrst demenc, se zdravniki namrecˇ pogosto zatecˇejo k preiskavi likvorja.
To pa pomeni, da morajo pri ljudeh, ki so tipicˇno stari priblizˇno 60 let ali vecˇ,
opraviti lumbalno punkcijo (LP). Ker je lumbalna punkcija invaziven postopek s
pogostimi nezˇelenimi ucˇinki, bi zanesljiva ocena vrednosti likvorskih parametrov
na podlagi rezultatov krvnih testov ali MRI slik pomenila bistveno izboljˇsavo v
prvi vrsti za pacienta ter zaradi zmanjˇsanja strosˇkov in hitrosti analize tudi za
celoten zdravstveni sistem.
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Glede na uveljavljeni model poteka AD prikazan na sliki 1.3, kjer je prikazan
znatni cˇasovni zamik med spremembami CSF parametrov ter informacijo zajeto
v MRI slikah, smo se odlocˇili obravnavani problem nekoliko razsˇiriti in raziskati
sˇe napovedovanje iz PET slik, saj naj bi bile spremembe na amiloidnih PET sli-
kah vidne skoraj socˇasno s spremembami CSF biomarkerjev. Analiza PET slik
je motivirana predvsem z vidika validacije modela razvoja AD predstavljenega
v cˇlanku [3], rezultati na PET slikah pa lahko sluzˇijo tudi kot dober izhodiˇscˇni
rezultat za primerjavo z rezultati na MRI slikah. Ta del analize pa v naspro-
tju s prvim (analiza rezultatov krvnih testov in MRI slik) nima trdne klinicˇne
motivacije, predvsem iz dveh razlogov: 1) PET je zaradi radioaktivnega sevanja
radiofarmakov invazivna slikovna tehnika in 2) je bistveno drazˇja preiskava kot
lumbalna punkcija ali MRI slikanje.
1.3 Struktura magistrske naloge
Struktura magistrskega dela je sledecˇa: za uvodnim poglavjem, kjer so podane
informacije o AD, sledi v drugem poglavju opis podatkovnih baz ter uporablje-
nih podatkov s poudarkom na graficˇnem prikazu vrednosti in njihovi porazdeli-
tvi. V tretjem poglavju je kratek pregled uporabljenih klasicˇnih metod strojnega
ucˇenja ter opis globoke nevronske mrezˇe uporabljene za analizo slikovnih podat-
kov. Nekoliko bolj podrobno je predstavljena arhitektura uporabljene konvolucij-
ske nevronske mrezˇe. V cˇetrtem poglavju nadaljujemo z opisom eksperimentov
ter porocˇanju o rezultatih na posameznih podatkovnih mnozˇicah, ki jih inter-
pretiramo ter kriticˇno ovrednotimo v diskusiji, ki je podana v petem poglavju.
Magistrsko delo zakljucˇimo s pregledom opravljenega dela ter predlogom mozˇnih
korakov za nadaljnje delo.
2 Podatki
2.1 Podatkovni bazi
Magistrska naloga temelji na analizi podatkov iz dveh podatkovnih baz: Alzhei-
mer’s Disease Neuroimaging Initiative (ADNI) in Models of Patient Engagement
for Alzheimer’s Disease (MOPEAD).
ADNI
Pobuda za nevrolosˇke slikovne preiskave AD (ang. Alzheimer’s Disease Neuro-
imaging Initiative) se je zacˇela v letu 2004 in poteka sˇe danes. Primarni cilji
te obsezˇne longitudinalne sˇtudije, v katero je vkljucˇenih vecˇ klinicˇnih centrov iz
Severne Amerike je razvoj klinicˇnih, slikovnih, genetskih in biokemijskih biomar-
kerjev, ki bi omogocˇili zgodnjo diagnozo ter spremljanje napredovanja AD. Gre za
velik projekt vreden vecˇ kot 200 milijonov dolarjev, ki danes poteka v tretji fazi
(t. i. ADNI 3), pred tem pa so zakljucˇili faze: 1, GO (Grand Opportunities) in 2.
V prvi fazi je bilo v sˇtudijo vkljucˇenih 200 bolnikov z AD, 400 bolnikov diagno-
sticiranih z blago kognitivno motnjo (MCI) ter 200 kognitivno zdravih ljudi (ang.
cognitively normal, CN). V naslednjih fazah so nadaljevali s spremljanjem ljudi,
ki zˇe sodelujejo v sˇtudiji ter vkljucˇili sˇe 283 zdravih ljudi, 501 bolnikov z MCI,
237 bolnikov z AD. Diagram opravljenih preiskav in sprotnega spremljanja sode-
lujocˇih prikazuje slika 2.1. Sodelujocˇi so na zacˇetku opravili obsezˇnejˇse preiskave
ter nato skladno z urnikom prikazanem na sliki 2.1 nadaljevali s sprotnimi pre-
gledi. Preiskave so obsegale pregled pri zdravniku; laboratorijske, nevrolosˇke in
kognitivne teste; genetske preiskave; lumbalno punkcijo ter MRI in PET slikanje.
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Bistvena dodana vrednost baze ADNI je longitudinalna narava sˇtudije ter tudi
to, da so vsi podatki prosto dostopni za raziskovalne namene. Posebej velja pou-
dariti pomen podatkov o zdravih ljudeh, ki so v cˇasu sˇtudiji razvili znake demence
ter o bolnikih z MCI, saj ti podatki omogocˇajo vpogled v ozadje sprememb, ki se
dogajajo tekom razvoja bolezni, kar omogocˇa raziskovanje in razvoj biomarkerjev
za zgodnjo diagnozo AD, ki je prioritetnega raziskovalnega pomena.
Slika 2.1: Diagram zasnove sˇtudije ADNI z urnikom preiskav. Vir: [4].
MOPEAD
Projekt MOPEAD, ki ga sofinancira Evropska Unija, je po ciljih soroden ADNI-
ju, saj spodbuja aktivnosti za zgodnjo diagnozo AD, vendar poleg manj obsezˇnega
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klinicˇnega dela, velik pomen daje tudi ozavesˇcˇanju in izobrazˇevanju splosˇne jav-
nosti ter drugim aktivnostim, ki bi izboljˇsale identifikacijo bolnikov z MCI.
V klinicˇnem delu projekta, kjer podobno kot pri projektu ADNI, opravijo ra-
znovrstne preiskave ter slikanja, sodeluje pet drzˇav: Nemcˇija, Sˇvedska, Slove-
nija, Sˇpanija ter Nizozemska. V Sloveniji sta v projekt vkljucˇena Univerzitetni
klinicˇni center (UKC) Ljubljana ter Spomincˇica – Alzheimer Slovenija – Slovensko
zdruzˇenje za pomocˇ pri demenci. Projekt MOPEAD je v cˇasu priprave magistrske
naloge v fazi zakljucˇevanja zbiranja podatkov po klinicˇnih centrih, zato smo imeli
na voljo le podatke, ki nam jih je prijazno posredovala ekipa iz UKC Ljubljana.
Skupaj gre za podatke stotih sodelujocˇih, od tega je 51 ljudi do sedaj opravilo
lumbalno punkcijo ter MRI slikanje.
2.2 Meritve amiloida beta in tau proteina v vzorcih CSF
Amiloid beta je beljakovina za katero se pogosto uporablja tudi oznaka Aβ. Se-
stavljena je iz 36-43 aminokislin in se najpogosteje nahaja v izoformi Aβ40, vendar
je oblika Aβ42 bolj karakteristicˇna za AD. Pri bolnikih z AD so opazili znizˇanje
koncentracije v krvni plazmi in cerebrospinalni tekocˇini raztopljenega Aβ42. Spre-
memba koncentracije naj bi se zgodila pred formacijo netopnih amiloidnih plakov
imenovanih senilne lehe [35].
Obstaja vecˇ bioanalitskih metod za dolocˇanje koncentracije beta amiloida,
t-tau in p-tau v likvorju – v okviru ADNI baze so uporabili dve metodi:
• metodo, ki temelji na INNO-BIA AlzBio3 imunolosˇkem testu, pri katerem z
uporabo monoklonskih protiteles dolocˇijo koncentracijo Aβ, proteina t-tau
in p-tau [5]; ta metoda je bila uporabljena v fazah ADNI 1, GO in 2,
• avtomatizirano metodo imenovano Roche Elecsys and cobas e immmunoas-
say analyzer system z uporabo Roche Elecsys β-amiloid (1-42), Total-Tau
in Phospho-Tau (181P) CSF imunolosˇkimi testi; ta metoda je bila upora-
bljena za analizo vseh vzorcev iz faz ADNI 1, GO in 2 ter kot edina metoda
pri vzorcih pridobljenih v fazi ADNI 3.
Vzorce cerebrospinalne tekocˇine se v cˇasu med opravljeno lumbalno punk-
cijo in laboratorijsko analizo zamrzne na -80 stopinj Celzija. Na Univerzi v
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Pensivaniji so analize vzorcev z INNO-BIA AlzBio3 imunolosˇkim testom opra-
vili v (le) osmih sˇarzˇah in na ta nacˇin deloma zmanjˇsali mozˇnost napak, ki se
pojavijo v primeru pogostejˇsih meritev zaradi nenamernih razlik v postopku,
kot recimo uporaba razlicˇnih plasticˇnih cevk, drugacˇno sˇtevilo korakov priprave
vzorcev ter faz odmrzovanja. Eden od otezˇevalnih faktorjev je lepljiva narava
amiloida β, ki se pogosto sprime s stenami uporabljenega inventarja, kar lahko
vpliva na izmerjeno koncentracijo. V primerjavi s prvo metodo (INNO-BIA Alz-
Bio3 ) ima novejˇsa metoda Roche Elecsys and cobas e immmunoassay analyzer
system kar nekaj prednosti: zmanjˇsano sˇtevilo korakov, ki jih je potrebno opra-
viti rocˇno, izboljˇsana natancˇnost in ponovljivost meritev (znotraj laboratorija
in med razlicˇnimi laboratoriji) ter nov nacˇin kalibracije naprave, ki temelji na
uporabi masne spektrometrije s tekocˇinsko kromatografijo. Omenjene lastnosti
lahko bistveno pripomorejo k primerljivosti meritev razlicˇnih laboratorijev po
celem svetu, saj starejˇse metode zagotavljajo predvsem ponovljivost rezultatov
znotraj istega laboratorija, niso pa tako uspesˇne pri zagotavljanju ponovljivosti
med laboratoriji [5, 36, 37, 38].
Ob dejstvu, da so CSF analizo za fazo ADNI 3 opravili le z novejˇso metodo
(Roche Elecsys and cobas e immmunoassay analyzer system) ter da so z isto me-
todo analizirali tudi vzorce iz prejˇsnjih faz ter glede na ostale prednosti novejˇse
metode, smo v analizi podatkov kot referencˇne vrednosti koncentracije CSF bi-
omarkerjev uporabljali vrednosti pridobljene z Rochejevim analizatorjem, ki pa
sicer sˇe ni komercialno dosegljiv in je v cˇasu uporabe v okviru ADNI 3 sˇe v po-
stopku razvoja. Ena od omejitev te metode je v merilnem obmocˇju. Tako lahko
na primer koncentracijo Aβ merimo le v razponu od 200–1700 pg/ml, total tau
v razponu 80–1300 pg/ml, fosto-tau pa med 8–120 pg/ml. V praksi to nima ve-
likega pomena, saj se meritve interpretirajo do neke mere dihotomno, sicer pa se
v merilnem obmocˇju nahaja velika vecˇina izmerjenih vrednosti.
Slika 2.2 prikazuje primerjavo med koncentracijami izmerjenimi z metodo
INNO-BIA AlzBio3 ter Roche Elecsys. Zelo ocˇiten je odmik vrednosti: pov-
precˇna vrednost koncentracije vzorcev pridobljene s prvo metodo je 316 pg/ml,
z drugo pa 895 pg/ml. Bolj problematicˇna pa je nelinearna relacija med obema
metodama, kar prikazuje srediˇscˇna krivulja vrednosti z 95 % intervalom zaupanja
(narisan z modrim pasom).
2.3 PET slike 19
Slika 2.2: Raztrosni diagram meritev z metodo INNO-BIA AlzBio3 (x-os) in
Roche Elecsys (y-os). Vir: [5].
2.3 PET slike
PET slike z razlicˇnimi radioaktivnimi oznacˇevalci so na voljo izkljucˇno za bazo
ADNI. V prvih fazah te iniciative so uporabljali PET slikanje s sledecˇimi radiofar-
maki: fluorodeoksiglukoza (FDG), Pittsburgh compound B (PIB) in florbetapir
(FBP); v fazi 3 pa so nadaljevali z florbetapir slikanjem za udelezˇence iz faze
1, GO in 2, za nove udelezˇence sˇtudije pa uporabljajo slikanje s florbetabenom.
Za vse udelezˇence sˇe vedno nadaljujejo s FDG slikanjem, na novo pa so dodali
sˇe radiofarmak AV-1451 (t. i. tau PET) kot prikazuje slika 2.3. Imena radioo-
znacˇevalcev, njihove kratice ter razpolovna doba so povzeti v tabeli 2.1.
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Slika 2.3: Diagram zasnove sˇtudije ADNI z urnikom PET slikanja. Vir: [4].
Tabela 2.1: Tabela radioaktivnih oznacˇevalcev, ki se uporabljajo za PET slika-
nje bolnikov z MCI in AD. Radiofarmaki, s katerimi so bile pridobljene slike
uporabljene v tej magistrski nalogi, so zapisani odebeljeno.
Ime radioakt. oznacˇ. Oznaka Razpol. doba
PET Fluorodeoksiglukoza [18F ] FDG ∼110 min
Amiloid PET
Pittsburgh compound B [11C] PIB ∼20 mina
[18F] Florbetapir [18F ] FBPb ∼110 min
[18F] Florbetaben [18F ] FBB ∼110 min
[18F] Flutemetamolc [18F ] FMT ∼110 min
Tau PET 18F-AV-1451 [18F ] AV-1451 ∼110 min
aZaradi kratke razpolovne dobe je ta radiofarmak mozˇno uporabljati le v bolniˇsnicah, ki ima
lasten pospesˇevalnik za njegovo proizvodnjo.
bZa florbetapir se poleg oznake FBP uporablja tudi oznaka [18F ] AV-45.
cFlutemetamol ni uporabljen v sˇtudiji ADNI, vendar je zaradi celovitosti pregleda radioozna-
cevalcev, ki se uporabljajo za amiloid PET slikanje, vseeno vkljucˇen v tabelo.
Postopki predobdelave PET slik
Vse PET slike so bile prenesˇene z uradnega spletnega portala1 za prenos podatkov
pridobljenih v okviru sˇtudije ADNI. Podatkovna baza ADNI poleg neobdelanih
PET slik ponuja tudi slike, ki so bile obdelane z enim izmed sˇtirih postopkov
1https://ida.loni.usc.edu/
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podrobno opisanih na spletni strani2. V magistrski nalogi smo uporabili slike
s cˇetrtim postopkom, ki je tudi najobsezˇnejˇsi nacˇin predobdelave, in vkljucˇuje
sledecˇe korake:
1. poravnava vseh slik zajetih v eni preiskavi na sliko dobljeno v prvem
cˇasovnem oknu3,
2. povprecˇenje poravnanih slik in zdruzˇitev v eno sliko,
3. reorientacija v standardno mrezˇo 160 × 160 × 96 vokslov tako da je
anteriorna-posteriorna os vzporedna z AC-PC osjo s prostorskim korakom
1,5 mm v vseh treh oseh,
4. poravnava vseh PET slik istega pacienta glede na prvo (baseline) preiskavo,
5. normalizacija slik vsakega pacienta na nacˇin, da je povprecˇna intenziteta
slikovnih elementov znotraj maske glave enaka ena,
6. glajenje slik s filtrom prilagojenim za vsak skener4: rezultat je izotropicˇno
vzorcˇena slika, katere prostorska locˇljivost ustreza 8 mm sˇirine ob polovici
maksimalne intenzitete (ang. FWHM, full-width at half maximum) funkcije
razsˇiritve tocˇke, kar priblizˇno ustreza locˇljivosti najslabsˇega PET skenerja
uporabljenega v ADNI bazi.
Argument za uporabo tovrstne predobdelave PET slik je izlocˇanje artefaktov
in drugih virov popacˇitev slike zaradi specificˇnih lastnosti uporabljenega skenerja.
Tako zmanjˇsamo verjetnost, da se regresijski model naucˇi prepoznavati vzorce,
ki opisujejo lastnosti zajema slike in ki niso povezani z patogenezo AD. Po drugi
strani pa s tako predobdelavo zˇelimo naucˇiti posplosˇene modele; to so modeli, ki
dobro delujejo tudi na podatkovnih bazah, na katerih niso bili ucˇeni.
Po zgornjem postopku preobdelane slike smo nato:
• orientirali v orientacijo RPI (Right, Posterior, Inferior, ki je uporabljena
tudi v MNI152 mozˇganskem atlasu),
• jih togo poravnali v MNI152 atlas,
• prevzorcˇili s korakom vzorcˇenja 1 mm3 in
2http://adni.loni.usc.edu/methods/pet-analysis-method/pet-analysis/
3Ker je razpolovna doba radiofarmakov obicˇajno nekaj deset minut se v praksi v cˇasu PET
preiskave pogosto zajame vecˇ PET slik, recimo v pet-minutnih cˇasovnih oknih.
4Filter je bil preracˇunan na podlagi predhodnega slikanja Hoffmanovega fantoma.
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• opravili t. i. skull stripping - z MNI masko mozˇganov smo s slike odstranili
vsa tkiva razen mozˇganov (recimo ocˇi, masˇcˇobna tkiva ob lobanji, vratni
predel, ipd.).
Ob naivnem maskiranju mozˇganskih tkiv z masko mozˇganov lahko v sliki ume-
tno ustvarimo izrazite robove, ki so lahko problematicˇni pri ucˇenju konvolucijskih
nevronskih mrezˇ. Na primer, mrezˇa se lahko naucˇi prepoznavati vzorce gradien-
tov, ki pa nimajo klinicˇne povezave s koncˇnim ciljem in so posledica neprimerne
preobdelave. Pri maskiranju mozˇganskih tkiv smo zato uporabili metodo, ki na
robu maske ustvari gladek prehod intenzitet sˇirine dveh vokslov na vrednost nicˇ
zunaj maske. Slike so bile nato obrezane na velikost 160×184×144 mm na nacˇin,
da so skrajni deli mozˇganov predstavljali stranske rezine slike.
Postopki dolocˇanja PET SUVR vrednosti
Poleg PET slik so v okviru sˇtudije ADNI za mnozˇico PIB PET slik na voljo tudi
razmerja intenzitet kopicˇenja radioizotopa (ang. Standard Uptake Value Ratio,
SUVR) za vecˇ mozˇganskih rezˇnjev. SUVR vrednosti se dolocˇi iz PET slik na
nacˇin, da se izracˇuna kvocient povprecˇnih vrednosti intenzitet slike v podrocˇju





kjer cimg, x pomeni povprecˇno vrednost intenzitet slike v regiji x. Gre torej za
krcˇenje slikovne informacije v 14 sˇtevilskih parametrov, ki omogocˇajo enostav-
nejˇso analizo v primerjavi s slikami, ki jih v klinicˇni praksi tipicˇno vrednotijo
kvalitativno.
Vseh 14 podrocˇij mozˇganov, za katere so v okviru sˇtudije ADNI dolocˇili SUVR
vrednosti navajamo v tabeli 2.2 in graficˇno s sˇkatlastimi diagrami na sliki 2.4a.
Na sliki 2.4b so prikazane porazdelitve ciljnih spremenljivk.
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Tabela 2.2: Oznake podrocˇij mozˇganov za katera so bile dolocˇene SUVR vrednosti
na PIB PET slikah.
Oznaka Pomen oznake (podrocˇje mozˇganov)
ACG anteriorni cingulatni korteks
FRC frontalni rezˇenj
LTC lateralni temporalni rezˇenj
PAR temenski rezˇenj
PRC precuneus




AVS anteriorni ventralni gangliji
CER mali mozˇgani
SMC senzoricˇni in motoricˇni korteks































































































237 331 425 519 614 708 802 896 990 1085 1179 1273 1367 1462 1556 1650












































































Slika 2.4: Prikaz PIB PET SUVR vrednosti. (a) Sˇkatlasti diagrami podatkov za
razlicˇna podrocˇja mozˇganov. Uporabljene oznake so razlozˇene v tabeli 2.2. (b)
Porazdelitve koncentracij treh CSF proteinov za bazo podatkov PIB PET SUVR
(porazdelitev se nekoliko razlikuje od porazdelitve za bazo PIB PET slik, zato jo
prikazujemo locˇeno).
2.4 MRI slike
Magnetnoresonancˇne slike smo organizirali v dve mnozˇici: ADNI in MOPEAD. V
obeh primerih smo imeli na voljo MRI slike modalitete T1 (pri slikah iz ADNI2
so to bile slike pridobljene s sekvenco MPRAGE). Slike smo predobdelali po
sledecˇih korakih, pri cˇemer izhodna slika v posameznem koraku predstavlja vhod
v naslednji korak, razen kjer je navedeno drugacˇe:
1. reorientacija surove T1 slike v orientacijo mozˇganskega atlasa MNI152,
2. odstranjevanje sˇuma (postopek: ang. adaptive non-local means denoising),
3. obnova sivinskih nehomogenosti s postopkom N4,
4. afina poravnava slike po koraku 3. na mozˇganski atlas,
5. preslikava slike po koraku 2. z dobljeno afino preslikavo in vzorcˇenje s sinc
funkcijo na sliko velikosti 193× 229× 193 s korakom vzorcˇenja 1 mm3,
6. obnova sivinskih nehomogenosti s postopkom N4.
Razlog za dvakratno odstranjevanje prostorske sivinske nehomogenosti je ta,
da je filter N4 prostorsko obcˇutljiv in najbolje odstrani prostorske nehomogenosti
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na dobro poravnanih slikah. Vseeno pa ga je za natancˇnejˇsi izracˇun matrike
preslikave smiselno uporabiti tudi v vmesnem koraku. Iz predobdelanih slik na
enak nacˇin kot pri PET slikah z MNI152 masko mozˇganov izlocˇimo mozˇganska
tkiva in zgladimo gradient sivinskih vrednosti na robu maske ter sliko obrezˇemo
na koncˇno velikost 160× 184× 144 z locˇljivostjo 1 mm3.
Primeri predobdelanih slik za tri bolnike s tremi razlicˇnimi diagnozami so
prikazani na sliki 2.6.
2.5 Laboratorijski podatki
V okviru sˇtudije MOPEAD so preiskovancem opravili sˇe krvne preiskave in analizo
gena z zapisom za protein ApoE. Ti podatki so predstavljeni v tabeli 2.3 in
































































































































































































Slika 2.5: Prikaz laboratorijskih podatkov iz sˇtudije MOPEAD, opisanih v
tabeli 2.3, ki smo jih uporabili za gradnjo klasicˇnih modelov strojnega ucˇenja. (a)
Sˇkatlasti diagrami podatkov iz centralnega laboratorija UKC. (b) Sˇkatlasti dia-
grami podatkov pridobljenih v kliniki za nuklearno medicino UKC. (c) Stolpicˇni
prikaz sˇtevila oseb z ApoE aleli E2/E3, E3/E3, E3/E4, podatki so bili pridobljeni
na Insˇtitutu za biokemijo UL MF.
Tabela 2.3: Predstavitev oznak klinicˇnih podatkov iz sˇtudije MOPEAD upora-
bljenih za gradnjo klasicˇnih modelov. Oznake: UKC - CL = UKC - Centralni
laboratorij, UKC - KNM = UKC - klinika za nuklearno medicino, UL MF - IB
= UL MF - Insˇtitut za biokemijo; *mozˇne kombinacije alelov: E2/E2, E2/E3,





UKC - CL S-Secˇnina serum mmol/l secˇnina
UKC - CL S-Kalij serum mmol/l kalij
UKC - CL S-Natrij serum mmol/l natrij
UKC - CL S-Klorid serum mmol/l klorid
UKC - CL S-Kalcij serum mmol/l kalcij
UKC - CL S-Kreatinin serum µmol/l kreatinin
UKC - CL oGF (CKD-EPI) serum ml/min ocena glomerulne filtracije
UKC - CL S-Bilirubin cel. serum µmol/l Bilirubin celokupni
UKC - CL S-AST serum µkat/l aspartat – aminotransferaza
UKC - CL S-ALT serum µkat/l alanin – aminotransferaza
UKC - CL S-gama-GT serum µkat/l glutamil transferaza
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UKC - CL K-Lkci kri 109/l levkociti
UKC - CL K-Erci kri 1012/l eritrociti
UKC - CL K-Hb kri g/l hemoglobin
UKC - CL K-Ht kri / hematokrit
UKC - CL MCV kri fL povp. vol. eritrocita
UKC - CL MCH kri pg
povp. kol. hemoglobina v
eritrocitu
UKC - CL MCHC kri g/l
povp. konc. hemoglobina v
vol. eritrocitov
UKC - CL RDW kri % sˇirine porazdelitve eritrocitov
UKC - CL K-Trombociti kri 109/l trombociti
UKC - CL MPV kri fL povp. Vol. trombocita
UKC - CL P-PCˇ plazma s protrombinski cˇas
UKC - CL INR plazma /
international normalized
ratio za opis intenzitete
antikoagulacijskega
zdravljenja
UKC - CL P-APTCˇ plazma s
aktivirani parcialni
tromboplastinski cˇas
UKC - KNM S-TSH serum mU/l sˇcˇitnicˇni hormon TSH
UKC - KNM S-PROSTI T4 (pT4) serum pmol/l sˇcˇitnicˇni hormon pT4
UKC - KNM S-PROSTI T3 (pT3) serum pmol/l sˇcˇitnicˇni hormon pT4
UKC - KNM S-VITAMIN B12 serum pmol/l vitamin B12
UL MF - IB ApoE Kri, DNK * apolipoprotein E
2.6 Graficˇni prikaz podatkov in porazdelitev vrednosti
koncentracij CSF proteinov
Tabela 2.4 prikazuje sˇtevilo PET in MRI slik, ki smo jih imeli na voljo za po-
samezno podatkovno mnozˇico. Sˇtevilo slik, ki je na voljo za isto podatkovno
bazo se od parametra do parametra nekoliko razlikuje, saj so bile koncentracije
28 Podatki
pri nekaterih meritvah izven merilnega obmocˇja in so posledicˇno nezanesljiv vir
informacij, zaradi cˇesar smo te vrednosti izkljucˇili.















diagnoza 1927 81 76 153 395 4439 88
Aβ1−42 1532 77 0 0 22 3716 0
Aβ40 130 0 75 153 363 0 0
Aβ42 130 0 75 153 363 0 0
t-tau 1925 81 75 153 394 4431 51
p-tau 1922 81 74 153 391 4421 51
Aβ42/Aβ40 130 0 75 153 363 0 51
Na sliki 2.7 so prikazane porazdelitve parametra diagnoze in vseh parametrov
CSF: Aβ1−42, Aβ40, Aβ42, razmerje6 Aβ42/Aβ40, t-tau, p-tau. Na x-osi so prika-
zane vrednosti koncentracije, na y-osi pa delezˇ vseh slik iz opazovane podatkovne
mnozˇice. Porazdelitve CSF vrednosti za slike iz baze ADNI so grobo gledano
porazdeljene precej podobno, medtem ko se porazdelitve vrednosti iz baze MO-
PEAD opazno razlikujejo od baze ADNI. Mozˇnih je vecˇ razlogov za omenjena
opazˇanja: razlike v postopkih laboratorijske analize (najverjetneje), razlike med
preiskovanci (podatki za MOPEAD sˇtudijo vkljucˇujejo ljudi, ki zˇivijo v Slove-
niji, v ADNI pa so vkljucˇeni ljudje zˇivecˇi v ZDA in Kanadi) ali recimo napake v
postopkih analize.
6Razmerje Aβ42/Aβ40 je narisano dvakrat, saj se vrednosti med bazo ADNI in MOPEAD
bistveno razlikujejo.




















Slika 2.6: Primeri predobdelanih slik za vseh sedem slikovnih baz. Prikazana je
89. rezina v aksialni ravnini za vsako izmed diagnosticˇnih skupin, CN = zdrave































(a) Diagnoza (CN - zdrave osebe, MCI - osebe z blago kognitivno motnjo, AD -
osebe z Alzheimerjevo boleznijo)
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(b) Koncentracija proteina beta amiloid (vse oblike 1-42)




































































(c) Koncentracija proteina beta amiloid (oblika 40)




















































(d) Koncentracija proteina beta amiloid (oblika 42)
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0.019 0.026 0.034 0.041 0.049 0.056 0.063 0.071 0.078 0.086 0.093 0.100 0.108 0.115 0.123 0.130






































































(e) Razmerje Aβ42/Aβ40 (ADNI)
0.500 0.573 0.647 0.720 0.793 0.867 0.940 1.013 1.087 1.160 1.233 1.307 1.380 1.453 1.527 1.600
































(f) Razmerje Aβ42/Aβ40 (MOPEAD)



















































































(g) Koncentracija proteina tau (total tau)
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(h) Koncentracija proteina p-tau (fosfo tau)
Slika 2.7: Porazdelitve podatkov po mnozˇicah.
3 Metode
3.1 Klasicˇne metode strojnega ucˇenja
3.1.1 Opis uporabljenih metod
• Nakljucˇni gozdovi (Random Forest, RF) [40] so ansambel modelov,
ki temeljijo na uporabi vecˇjega sˇtevila osnovnih gradnikov: odlocˇitvenih
dreves. Vsako odlocˇitveno drevo na nakljucˇni podmnozˇici podatkov v vsa-
kem vozliˇscˇu izmed nakljucˇno izbranih spremenljivk poiˇscˇe tisto, ki najbolje
locˇi podatke glede na izbrano metriko. Nakljucˇni gozdovi gradijo na pov-
precˇenju izhodov vecˇ odlocˇitvenih dreves in s tem zmanjˇsajo tendenco pre-
prilagajanja ucˇnim podatkom (ang. overfitting), ki je ena izmed bistvenih
slabosti odlocˇitvenih dreves.
• Nevronske mrezˇe (Neural Networks, NN) so sestavljene iz vecˇjega
sˇtevila nevronov. Za regresijo smo uporabili enostaven vecˇplastni percep-
tron, ki je sestavljen iz gosto povezanih nevronov in aktivacijskih funkcij.
Nevronske mrezˇe so univerzalni aproksimator, kar pomeni, da se ob dovolj
kompleksni arhitekturi lahko naucˇijo tudi poljubno zahtevnih preslikav med
vhodnimi in izhodnimi spremenljivkami. Najvecˇja pomanjkljivost v smislu
aplikacije tovrstnih modelov pa je njihova slaba interpretabilnost, saj v na-
sprotju z odlocˇitvenimi drevesi medsebojno povezane utezˇene nelinearne
aktivacije v gosto povezanih nivojih niso enostavno interpretabilne.
• Metoda podpornih vektorjev (Support Vector Machine, SVM)
[41] vhodne podatke predstavi kot vektorje v (hiper)prostoru ter iˇscˇe op-
timalno (hiper)ravnino, ki cˇim bolje (tako da je razdalja med hiperravnini
33
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najblizˇjimi vektorji cˇim vecˇja) locˇuje vhodne meritve glede na vrednosti
ciljne spremenljivke. Gre za mocˇno statisticˇno metodo, ki ima sˇtevilne apli-
kacije.
• Metoda gaussovih procesov (Gaussian process, GaussP) je nepara-
metricˇna metoda, ki temelji na multivariantni Gaussovi porazdelitvi, ki ji
glede na ucˇne podatke in izbrano jedrno funkcijo (ki mora zadostiti neka-
terim pogojem, recimo semi-pozitivna definitnost in simetricˇnost) prilaga-
jamo koeficiente kovariancˇne matrike in povprecˇno vrednost. Izhod je poleg
napovedane vrednosti tudi verjetnost (recimo v obliki intervala zaupanja),
kar je pomembna prednost te metode.
• Linearna regresija (Linear Regression, LinearR) po metodi naj-
manjˇsih kvadratov poiˇscˇe hiperravnino v prostoru, ki se najbolje prilega
ucˇnim podatkom in minimizira napako med napovedno in dejansko vredno-
stjo. Ena izmed predpostavk za uporabo te metode pa je linearna neodvi-
snost vhodnih spremenljivk.
• Metoda K-najblizˇjih sosedov (ang. K-Nearest Neighbour, K-NN)
[42] temelji na ideji, da imajo tocˇke, ki so blizu v prostoru vhodnih parame-
trov najverjetneje tudi podobno vrednost ciljne spremenljivke. Metoda je
pogosto uporabljena za razvrsˇcˇanje, lahko pa jo uporabimo tudi za regresijo.
Pri tem izhodno vrednost dolocˇimo kot povprecˇje najblizˇjih1 K sosedov (K
– je sˇtevilo sosedov, ki jih uposˇtevamo pri dolocˇanju ciljne spremenljivke in
je hiperparameter te metode).
• Linearna regresija z LASSO cenilko (Lasso Linear Model, LassoR)
[43] je tip linearne regresije, ki uvede dodaten regularizacijski cˇlen. Ta vsoti
kvadratov odstopanj doda z utezˇjo pomnozˇeno L1 normo koeficientov in s
tem postavi koeficiente, ki malo prispevajo h koncˇni napovedi ciljne spre-
menljivke, na vrednost 0. Na ta nacˇin lahko izlocˇimo nepotrebne parametre
in izboljˇsamo ucˇinkovitost modela.
1Najblizˇjih v smislu metrike, ki jo uporabimo: pogosto je to Evklidska ali pa Manhattanova
razdalja
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3.1.2 Analiza korelacije vhodnih parametrov
Za vrednotenje rezultatov dobljenih z globokimi nevronskimi mrezˇami smo kot
izhodiˇscˇne metode (ang. baseline methods) uporabili klasicˇne regresijske metode
opisane v podpoglavju 3.1.3. Vhodni podatki za ucˇenje tovrstnih modelov so:
1. rezultati laboratorijskih preiskav, ki so jih opravili udelezˇenci MO-
PEAD sˇtudije in so v vecˇji meri sestavljeni iz standardnih parametrov, ki
se merijo v krvi, krvni plazmi in serumu, dodana pa je sˇe analiza ApoE
alelov, ki smo jo uposˇtevali kot kategoricˇno spremenljivko2. Parametri so
predstavljeni v tabeli 2.3 podatki pa prikazani na sliki 2.5.
2. razmerja intenzitet kopicˇenja radioizotopa (SUVR) za PIB PET
slike. Matrika korelacijskih koeficientov je prikazana na sliki 3.2.
Za obe mnozˇici smo izracˇunali matriko korelacijskih koeficientov na predho-
dno standardiziranih podatkih: povprecˇna vrednost vsakega parametra enaka 0,
standardna deviacija pa 1. Matriki sta prikazani na slikah 3.1 in 3.2. Na podlagi
matrike korelacijskega koeficienta ρ smo iz nadaljnje analize izkljucˇili vse parame-
tre, ki so kazali mocˇno linearno soodvisnost (ρ ≥ 0, 7). V primeru laboratorijskih
podatkov za bazo MOPEAD so to bili parametri K-Hb, K-Ht, MCV, P-PCˇ, oGF
(CKD-EPI)3, v primeru SUVR vrednosti pa smo izkljucˇili regije FRC, LTC, PAR,
PRC, AVS, SMC, SWM.
Na obeh slikah matrik korelacijskih koeficientov so v spodnjem delu, v rume-
nem okvirju prikazani korelacijski koeficienti za ciljne spremenljivke. Vrednost
korelacijskega koeficienta 0,98 za proteina p-tau ter t-tau kazˇe na (pricˇakovano)
mocˇno linearno odvisnost med kolicˇinama, saj protein p-tau (fosfo tau) prispeva
tudi h koncˇni koncentraciji t-tau (total tau).
2Cˇeprav je mozˇnih kombinacij alelov vecˇ, so v nasˇih podatkih nastopale le kategorije E3/E3,
E2/E3, E3/E4, ki smo jih binarno zakodirali v dva neodvisna stolpca (po principu one-hot
encoding).
3Mocˇna korelacija oGF (CKD-EPI) in kreatinina ni presenetljiva, saj se prvi parameter dolocˇi
po formuli [44], v kateri nastopa tudi koncentracija kreatinina.
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0.02 0.16 0.17 0.18 -0.13 0.00 0.00 -0.04 -0.00 -0.10 0.11 0.08 0.00 -0.29 0.06 -0.07 0.19 -0.05 0.65 -0.13 1.00 0.16 -0.06 -0.36 0.19 -0.03 0.13 0.05 -0.05 -0.08 0.01 0.31 0.30
-0.14 -0.08 -0.03 -0.00 -0.25 -0.02 0.09 -0.04 0.15 0.08 -0.22 0.07 -0.07 -0.04 0.20 0.04 -0.11 -0.16 0.15 0.03 0.16 1.00 -0.04 -0.10 -0.06 0.04 0.04 -0.07 -0.07 0.13 0.06 -0.07 -0.08
0.02 0.05 0.04 0.04 0.14 0.13 -0.01 0.01 -0.04 -0.15 0.06 0.05 -0.08 0.01 -0.11 0.06 -0.06 -0.04 -0.01 -0.09 -0.06 -0.04 1.00 -0.05 -0.19 0.15 0.01 -0.05 0.13 -0.06 0.19 -0.13 -0.16
-0.07 -0.00 -0.15 -0.15 0.17 -0.01 -0.26 -0.05 -0.25 -0.02 0.00 0.08 -0.06 0.04 -0.05 -0.09 -0.08 0.36 -0.12 0.57 -0.36 -0.10 -0.05 1.00 -0.09 -0.15 -0.00 -0.51 -0.04 0.07 0.07 -0.03 -0.03
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0.04 -0.13 -0.02 -0.06 -0.08 0.06 0.21 0.11 0.15 0.10 -0.08 -0.12 0.02 -0.14 0.03 -0.04 -0.06 -0.08 -0.01 -0.01 -0.03 0.04 0.15 -0.15 -0.12 1.00 -0.02 0.07 0.09 0.05 0.12 -0.11 -0.11
-0.05 0.29 0.30 0.29 0.29 0.01 -0.02 0.09 -0.07 0.23 0.11 0.07 0.02 0.33 0.36 0.08 0.20 -0.10 -0.01 -0.02 0.13 0.04 0.01 -0.00 0.10 -0.02 1.00 0.06 0.05 0.16 0.02 0.12 0.13
0.11 -0.05 -0.08 -0.02 -0.04 -0.07 -0.04 -0.12 0.04 0.26 0.05 -0.10 0.07 0.03 -0.13 0.02 -0.18 -0.23 0.13 -0.85 0.05 -0.07 -0.05 -0.51 -0.06 0.07 0.06 1.00 0.07 0.08 -0.09 0.08 0.10
-0.08 -0.04 0.03 0.06 -0.07 0.27 0.12 -0.09 0.18 0.02 -0.04 0.12 0.22 -0.02 0.23 -0.21 -0.11 0.10 -0.14 -0.08 -0.05 -0.07 0.13 -0.04 -0.04 0.09 0.05 0.07 1.00 -0.53 0.22 0.20 0.19
0.15 0.12 0.01 -0.01 0.01 -0.20 -0.20 0.06 -0.25 0.17 0.12 -0.18 -0.14 0.14 -0.07 0.16 -0.30 -0.12 0.16 0.04 -0.08 0.13 -0.06 0.07 0.15 0.05 0.16 0.08 -0.53 1.00 0.20 -0.20 -0.14
0.05 0.06 0.08 0.07 -0.15 0.05 0.05 0.13 0.00 0.08 0.13 0.01 -0.07 0.00 -0.06 -0.08 -0.20 -0.24 0.14 0.13 0.01 0.06 0.19 0.07 0.07 0.12 0.02 -0.09 0.22 0.20 1.00 -0.31 -0.25
0.11 -0.25 -0.32 -0.24 0.20 0.34 -0.10 -0.33 0.07 -0.14 -0.15 -0.08 0.17 0.02 0.28 -0.17 0.06 0.39 0.14 -0.15 0.31 -0.07 -0.13 -0.03 -0.01 -0.11 0.12 0.08 0.20 -0.20 -0.31 1.00 0.98
0.16 -0.26 -0.35 -0.28 0.21 0.38 -0.14 -0.30 0.02 -0.14 -0.10 -0.11 0.17 -0.01 0.27 -0.16 0.03 0.36 0.16 -0.17 0.30 -0.08 -0.16 -0.03 -0.03 -0.11 0.13 0.10 0.19 -0.14 -0.25 0.98 1.00
Slika 3.1: Matrika korelacijskih koeficientov vseh laboratorijskih podatkov. V
rumenem okvirju so prikazani korelacijski koeficienti med vhodnimi in izhodnimi
kolicˇinami.
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1.00 0.96 0.85 0.84 0.85 0.24 0.36 0.09 -0.31 0.91 0.81 -0.08 0.30 -0.67 0.47 0.51
0.96 1.00 0.86 0.86 0.85 0.24 0.42 0.19 -0.23 0.90 0.84 0.01 0.36 -0.58 0.44 0.47
0.85 0.86 1.00 0.96 0.87 0.16 0.62 0.34 -0.25 0.77 0.78 -0.08 0.25 -0.55 0.44 0.47
0.84 0.86 0.96 1.00 0.91 0.19 0.63 0.35 -0.25 0.77 0.80 -0.03 0.25 -0.57 0.42 0.46
0.85 0.85 0.87 0.91 1.00 0.11 0.52 0.11 -0.37 0.76 0.79 -0.17 0.16 -0.66 0.35 0.41
0.24 0.24 0.16 0.19 0.11 1.00 0.19 0.46 0.49 0.28 0.19 0.60 0.65 0.11 0.10 0.12
0.36 0.42 0.62 0.63 0.52 0.19 1.00 0.66 -0.00 0.34 0.50 0.04 0.10 -0.24 0.27 0.30
0.09 0.19 0.34 0.35 0.11 0.46 0.66 1.00 0.52 0.12 0.20 0.56 0.40 0.19 -0.01 -0.04
-0.31 -0.23 -0.25 -0.25 -0.37 0.49 -0.00 0.52 1.00 -0.22 -0.28 0.81 0.48 0.53 -0.34 -0.38
0.91 0.90 0.77 0.77 0.76 0.28 0.34 0.12 -0.22 1.00 0.78 0.01 0.46 -0.59 0.38 0.44
0.81 0.84 0.78 0.80 0.79 0.19 0.50 0.20 -0.28 0.78 1.00 0.00 0.24 -0.45 0.38 0.43
-0.08 0.01 -0.08 -0.03 -0.17 0.60 0.04 0.56 0.81 0.01 0.00 1.00 0.67 0.52 -0.14 -0.17
0.30 0.36 0.25 0.25 0.16 0.65 0.10 0.40 0.48 0.46 0.24 0.67 1.00 0.15 0.20 0.21
-0.67 -0.58 -0.55 -0.57 -0.66 0.11 -0.24 0.19 0.53 -0.59 -0.45 0.52 0.15 1.00 -0.24 -0.28
0.47 0.44 0.44 0.42 0.35 0.10 0.27 -0.01 -0.34 0.38 0.38 -0.14 0.20 -0.24 1.00 0.98
0.51 0.47 0.47 0.46 0.41 0.12 0.30 -0.04 -0.38 0.44 0.43 -0.17 0.21 -0.28 0.98 1.00
Slika 3.2: Matrika korelacijskih koeficientov (pomen oznak je razlozˇen v tabeli 2.2)
vseh SUVR vrednosti. V rumenem okvirju so prikazani korelacijski koeficienti
med vhodnimi in izhodnimi kolicˇinami.
3.1.3 Hiperparametri uporabljenih metod
Za ucˇenje klasicˇnih metod strojnega ucˇenja smo uporabili implementacijo v
Python knjizˇnici Scikit-learn4 [45]. Uporabljene metode imajo razlicˇne hiperpa-
4Dokumentacija knjizˇnice je na voljo na naslovu: https://scikit-learn.org/stable/, kjer
je na voljo razlaga uporabljenih parametrov
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rametre, ki smo jih raziskali na nacˇin, da smo z isto metodo naucˇili vecˇ modelov
z razlicˇnimi hiperparametri in med njimi glede na vrednosti povprecˇne abso-
lutne napake izbrali najboljˇse. Tabeli 3.1 in 3.2 prikazujeta mrezˇo raziskanih
parametrov z oznacˇenimi optimalnimi parametri za regresijo posamezne ciljne
spremenljivke.
Tabela 3.1: Klasicˇne metode uporabljene za regresijo na podlagi laboratorijskih
podatkov za bazo MOPEAD. V desnem stolpcu so prikazani hiperparametri,
ki so bili uporabljeni v fazi iskanja nastavitev modela. Podcˇrtane vrednosti so
izmed nabora preizkusˇenih izkazale kot optimalne za napovedovanje razmerja
Aβ42/Aβ40, odebeljene za t-tau, lezˇecˇe pa za p-tau.
Ime metode Mrezˇa raziskanih hiperparametrov
Nakljucˇni gozdovi
(Random Forest)
delezˇ vhd. spremenljivk, ki se jih analizira na vsakem vozliˇscˇu: [0.1,
0.5 , 1.0], sˇt. dreves: [5, 10 , 15, 20, 25, 30], krit. f.: MSE , maks.
globina: [2, 4, 6, 8, 10], min. vzorcev za delitev: [2, 5 , 10], min. sˇt.
vzorcev v veji: [1 , 3, 5, 8], bootstrapping: da
Nevronska mrezˇa
(Neural Network)
sˇt. nivojev: [(10, 5), (5, 10, 5), (15, 3), (50, 25), (25, 50, 25)],
aktivac. funkc.: [relu, logistic, identity], maks. iterac.: [200, 500,
1000], ucˇna konst.: [0.01 , 0.001], hitro ustavljanje: [po 10 iter.,





jedra: [rbf, sigmoid ], gamma koef.: [scale, auto, 0.1 ], koef. jedra:
[0.0 , 1.0], regularizac, param: [0.1, 1.0, 5.0, 10.0], krcˇenje: [da , ne]
Gaussovi procesi
(Gaussian processes)
opt. metoda: fmin l bfgs b, sˇt. ponovitev optimizacije: [0, 1, 2],
normalizac. izhoda: ne , jedra: [1.0 * RBF(1.0),








alfa regulac. koef.: [0.1, 0.5, 1.0, 2.0 ], maks iter: 1000000 ,





K: [5, 8, 10 ], metrika: minkowski , minkowski param.: [1 (L1 norm),
1.5, 2 (L2 norm)]
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Tabela 3.2: Preglednica optimalnih parametrov klasicˇnih modelov za napovedo-
vanje koncentracij biomarkerjev iz PIB PET SUVR vrednosti. Podcˇrtane
vrednosti so izmed nabora preizkusˇenih izkazale kot optimalne za napovedovanje
koncentracije Aβ1−42, odebeljene za t-tau, lezˇecˇe pa za p-tau.
Ime metode Mrezˇa raziskanih hiperparametrov
Nakljucˇni gozdovi
(Radnom Forest)
maks. delezˇ vhd. spremenljivk, ki se jih analizira na vsakem vozliˇscˇu:
[0.1, 0.5, 1.0], sˇt. dreves: [5, 10 , 15, 20, 25, 30], krit. f.: MSE , maks.
globina: [2, 4, 6, 8 , 10], min. vzorcev za delitev: [2 , 5, 10], min. sˇt.
vzorcev v veji: [1 , 3, 5, 8], bootstrapping: da
Nevronska mrezˇa
(Neural Network)
sˇt. nivojev: [(10, 5), (5, 10, 5), (15, 3), (50, 25), (25, 50, 25)],
aktivac. funkc.: [relu , logistic, identity], maks. iterac.: [200, 500,
1000 ], ucˇna konst.: [0.01, 0.001 ], hitro ustavljanje: [po 10 iter.,





jedra: [rbf , sigmoid], gamma koef.: [scale, auto, 0.1], koef. jedra:
[0.0 , 1.0], regularizac, param: [0.1, 1.0, 5.0, 10.0 ], krcˇenje: [da, ne]
Gaussovi procesi
(Gaussian processes)
opt. metoda: fmin l bfgs b, sˇt. ponovitev optimizacije: [0 , 1, 2],
normalizac. izhoda: ne , jedra: [1.0 * RBF(1.0),








alfa regulac. koef.: [0.1, 0.5, 1.0, 2.0], maks iter: 1000000 , optimizac.





K: [5 , 8, 10], metrika: minkowski , minkowski param.: [1 (L1 norm),
1.5, 2 (L2 norm)]
3.2 Globoke nevronske mrezˇe
Globoke nevronske mrezˇe, ki spadajo v metode strojnega ucˇenja, so z izboljˇsanjem
procesorske mocˇi in racˇunskih zmozˇnosti v zadnjih dveh desetletjih dozˇivele pre-
porod in se danes uporabljajo v zelo raznolikih aplikacijah. Osnovni gradniki
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nevronskih mrezˇ so nevroni, ki so – analogno nevronom v mozˇganih – lahko gosto
ali pa kako drugacˇe povezani med seboj. Podobno kot zˇivcˇni impulz v mozˇganih
lahko sprozˇi potovanje signala v sosednje nevrone, s katerimi prvi tvori sinapse,
tako tudi nevroni v umetnih nevronskih mrezˇah vplivajo na nevrone v sosednjih
plasteh. Obicˇajno se signali, ki pridejo na vhod nekega nevrona (’do dendrita’)
tam sesˇtejejo ter odvisno od izbrane aktivacijske funkcije tudi z razlicˇno intenzi-
teto aktivirajo potovanje signala prek nevrona v naslednje nivoje. Z izbiro akti-
vacijske funkcije modeliramo aktivacijski potencial, ki je potreben za vzdrazˇenje
naslednjega nevrona. Tako lahko v nevronsko mrezˇo vnasˇamo nelinearnost, ki je
pomembna lastnost, saj omogocˇa modeliranje kompleksnejˇsih razmerij med vho-
dnimi in izhodnimi podatki (in ne le linearnih). V nasˇem primeru iz vhodnih
3D slik zˇelimo napovedati vrednost izhodnega parametra. V najenostavnejˇsem
primeru bi na vhodni nivo pripeljali kar vrednosti vseh vokslov vhodne slike, kar
pa se izkazˇe za neucˇinkovit pristop. Razlog za to lezˇi v principu delovanja gosto
povezanih nevronskih mrezˇ, ki so prevecˇ obcˇutljive na lokalne vrednosti intenzitet
slike, ki kljub predhodni poravnavi na MNI152 mozˇganski atlas, zaradi biolosˇke
variabilnosti, artefaktov in sˇuma pri zajemu slike, ne nosijo lokalno zanesljive in-
formacije. Vecˇ informacije se namrecˇ skriva v vzorcih in ne (tocˇnih) v vrednostih
vsakega voksla posebej. Na primer, zanima nas lahko ali so v mozˇganih priso-
tne posˇkodbe oz. lezije, ki so lahko posledica vnetja aksonske ovojnice [46] ali
pa recimo oblika hipokampusa ter drugi vzorci, na katere se osredotocˇajo tudi
radiologi.
Kot ucˇinkovit nacˇin izlocˇanja vzorcev iz slik so se uveljavile konvolucijske
nevronske mrezˇe [47], ki temeljijo na uporabi operacije diskretne konvolucije z
utezˇmi kot prosti parametri. Mozˇna interpretacije diskretne konvolucije je ope-
racija, ki na vhodu sprejme sliko in jedro (tudi filter, ang. kernel, filter) ter na
izhodu vrne sliko, ki nosi informacijo o tem, v koliksˇni meri je vzore zakodiran v
jedru prisoten v razlicˇnih delih slike. Na primer, cˇe imamo jedro, ki je obcˇutljivo
na robove (spremebe intenzitet slike) v navpicˇni smeri slike, bo izhodna slika imela
velike vrednosti na delih slike, kjer se intenzitete mocˇneje spreminjajo v navpicˇni
smeri, medtem ko bodo izhodne vrednosti v regijah slike, ki so enobarvne ali pa
vsebujejo robove le v vodoravni smeri, nizke.
O globokih nevronskih mrezˇah govorimo takrat, ko je arhitektura nevronske
mrezˇe globoka, kar pomeni, da je sestavljena iz sˇtevilnih nivojev. Obicˇajno imajo
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konvolucijske nevronske mrezˇe vecˇje sˇtevilo zaporednih konvolucijskih nivojev,
pri cˇemer ima vsak konvolucijski nivo vecˇ razlicˇnih filtrov. S povezovanjem niz-
konivojskih vzorcev (oblike, kontrasti, robovi, itd.) iz zacˇetnih konvolucijskih
plasti se tako mrezˇa lahko v kasnejˇsih plasteh naucˇi prepoznavanja visokonivoj-
skih vzorcev, kot sta recimo oblika hipokampusa ali maska bele mozˇganovine.
Za namene regresije po konvolucijskih plasteh navadno dodamo nekaj nivojev
gosto povezanih perceptronov, ki na podlagi informacije o prisotnosti nizko- in
visoko-nivojskih vzorcev iz konvolucijskih plasti napovejo vrednost izhodne spre-
menljivke.
Bistvena prednost konvolucijskih nevronskih mrezˇ (ang. Convolutional Neural
Networks, CNN) je celovitost te metode. V nasprotju z nekaterimi drugimi me-
todami se namrecˇ konvolucijske nevronske mrezˇe same naucˇijo utezˇi tako v kon-
volucijskih plasteh kot tudi v gosto povezanih nivojih. Rocˇno izlocˇanje znacˇilnic
zato ni vecˇ potrebno, saj se nevronska mrezˇa (ob predpostavki, da ucˇenje konver-
gira) sama iz vhodnih podatkov naucˇi utezˇi v filtrih. Tako iz slik izlocˇi vzorce, ki
so najpomembnejˇsi za napovedovanje izhodne spremenljivke. Pri ucˇenju kljucˇno
vlogo igra metoda vzvratnega razsˇirjanja (ang. backpropagation) [48], ki najprej
za vsak vzorec v paketu vhodnih podatkov (ang. minibatch) napove vrednost
izhodne kolicˇine, nato pa glede na izbrano kriterijsko funkcijo dolocˇi napako med
napovedano vrednostjo in referencˇno vrednostjo ter v tretjem koraku od izhoda
proti vhodu posodobi vrednosti utezˇi glede na parcialni odvod kriterijske funk-
cije, pomnozˇen z napako in utezˇjo imenovano ucˇna konstanta. Nacˇin izracˇuna
odvoda je odvisen od izbrane optimizacijske metode, ki lahko poleg prvega od-
voda uposˇteva sˇe drugi odvod, kar lahko pomaga pri premagovanju lokalnih opti-
mumov. Metoda vzvratnega razsˇirjanja je ucˇinkovita in zato sˇiroko uporabljena,
kljub temu pa potrebuje veliko racˇunske mocˇi, zato razmah uporabe nevron-
skih mrezˇ priblizˇno sovpada z razvojem hitrih graficˇnih procesorskih enot (ang.
graphics processing unit, GPU), kjer je ucˇenje nevronskih mrezˇ bistveno hitrejˇse
kot na centralnih procesorskih enotah (ang. central processing unit, CPU) [49].
Bistvena slabost globokih nevronskih mrezˇ je pomanjkljiva interpretabilnost
rezultatov, ki jih mrezˇa generira. Razlog za to je kompleksna arhitektura, ki
je sestavljena iz mnogo manjˇsih enostavnih enot (nevronov), ki so med seboj
gosto povezane. Ker so arhitekture nevronskih mrezˇ za analizo slik obicˇajno iz-
razito globoke in imajo tudi veliko parametrov (reda nekaj milijonov) je iskanje
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parametrov, ki najbolj vplivajo na napoved izhodne spremenljivke ter medseboj-
nih relacij med vhodnimi spremenljivkami obicˇajno precej zahtevna naloga. V
zadnjih letih je zato izboljˇsanje interpretabilnosti nevronskih mrezˇ postalo tudi
pomemben raziskovalni problem. Predlagane resˇitve temeljijo na izrisu t. i. po-
drocˇij aktivacij - dolocˇevanju regij slike, ki najbolj prispevajo h koncˇni odlocˇitvi
nevronske mrezˇe [50, 51, 52].
3.2.1 Opis uporabljene arhitekture
Za regresijske naloge v tem magistrskem delu smo izhajali iz nevronske mrezˇe
predlagane za napovedovanje biolosˇke starosti iz MRI slik [53]. Arhitektura te
mrezˇe sicer ne vsebuje novih metodolosˇkih izboljˇsav v primerjavi s state-of-the-
art mrezˇami5, razlog za uporabo te arhitekture pa lezˇi predvsem v majhnem
sˇtevilu parametrov (manj kot milijon) ter v cˇlanku [53] dokazani relativno uspesˇni
regresiji biolosˇke starosti na 3D slikah. Razmeroma majhno sˇtevilo parametrov v
primerjavi z U-net enkoderjem [57] (ki ima bistveno vecˇje sˇtevilo parametrov) je
glede na majhno sˇtevilo slik (glej tabelo 2.4) smiselna izbira. Namrecˇ, nesmiselno
je pricˇakovati, da bi ucˇili mrezˇo z bistveno vecˇjim sˇtevilom prostih parametrov
s tako majhno kolicˇino podatkov in uspesˇno naucˇili posplosˇen model. Drugi
razlog za to odlocˇitev je omejitev delovnega spomina na graficˇni kartici, ki se
ob uporabi 3D slik in velikih modelov (modelov z velikim sˇtevilom parametrov)
hitro zapolni. Tretji razlog pa je hitrost ucˇenja, ki je vecˇja pri manjˇsem sˇtevilu
parametrov in je pomembna sˇe posebej ob dejstvu, da zˇelimo cˇim bolje raziskati
prostor hiperparametrov.
Osnovni gradnik Cole-ove mrezˇe je blok prikazan na desni strani slike 3.3
in je sestavljen iz dveh konvolucijskih plasti, paketne normalizacije (ang. batch
normalization, BN) ter zdruzˇevanja po najvecˇjem elementu (ang. maxpooling).
Parameter X oznacˇuje sˇtevilo filtrov v konvolucijskih plasteh in se postopoma z
globino mrezˇe povecˇuje. Originalna globoka konvolucijska mrezˇa, ki jo je predla-
gal Cole ima 897017 parametrov, kar je razmeroma malo in je posledica predvsem
tega, da po zadnjem bloku sledi le ena gosto povezana plast (ang. dense layer),
5Pomembne metodolosˇke izboljˇsave v domeni nevronskih mrezˇ se tipicˇno vrednotijo na bazi
ImageNet, ki je sestavljena iz vecˇ sto tisocˇ slik predmetov. Na tej mnozˇici so bile vrednotene
nekatere znane mrezˇe kot so AlexNet [54], VGG16 [55], Resnet [56], idr.
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Slika 3.3: Shema modificiranega Cole-ovega modela uporabljenega za ucˇenje ne-
vronskih mrezˇ na 3D slikah za regresijo CSF parametrov.
saj obicˇajno prav gosto povezane plasti zaradi sˇtevilnih povezav med nevroni pri-
spevajo veliko sˇtevilo parametrov. Po eksperimentiranju z osnovnim Cole-ovim
modelom, smo se odlocˇili za uporabo nekoliko modificirane arhitekture nevronske
mrezˇe prikazane na sliki 3.3. Razlike so le v izhodnem delu mrezˇe, kjer smo dodali
dve dodatni gosto povezani plasti. Razlog za to so relativno slabi rezultati, ki
smo jih v zacˇetnem eksperimentiranju dobili na originalni mrezˇi, ki so nas na-
peljali k razmiˇsljanju, da mrezˇa v eni sami gosto povezani plasti morda ne uspe
povezati znacˇilnic v smiselno izhodno vrednost. Dodatni dve plasti pa omogocˇata
bistveno vecˇjo abstrakcijo mrezˇe, vendar hkrati s povecˇanjem sˇtevila parametrov
tudi povecˇata nevarnost za pretirano prilagajanje ucˇni mnozˇici (t. i. overfitting).
44 Metode
4 Eksperimenti in rezultati
V poglavju so najprej predstavljene metrike za vrednotenje regresijskih mode-
lov, sledi delitev na dva dela: na rezultate klasicˇnih metod strojnega ucˇenja ter
na rezultate globokih nevronskih mrezˇ. V vsakem od dveh podpoglavij opiˇsemo
zasnovo eksperimentov in tabelaricˇno ter graficˇno predstavimo rezultate ekspe-
rimentov. Sledi kratek opis opazˇanj o ucˇenju modelov in komentar rezultatov.
Interpretacija rezultatov iz metodolosˇke in klinicˇne perspektive je podana v po-
glavju Diskusija.
4.1 Metrike za vrednotenje modelov
Za vrednotenje modelov smo uporabili pet metrik. Oznake uporabljene v ma-
tematicˇnih formulacijah so: y - dejanska vrednost parametra, yˆ - napovedana
vrednost, n - sˇtevilo vseh vzorcev v mnozˇici, cov - kovarianca, σ - standardna de-
viacija, rgx - rang vektorja x (vektor indeksov podatkov razvrsˇcˇenih od najmanjˇse
do najvecˇje vrednosti).






|yi − yˆi| (4.1)







(yi − yˆi)2 (4.2)
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• Determinacijski koeficient (ang. coefficient of determination, R2):
R2 = 1−
∑︁n
i=1 (yi − yˆi)2∑︁n
i=1 (yi − y¯i)2
(4.4)






Metriki MAE in RMSE obe podajata informacijo o povprecˇnem odstopanju
napovedanih vrednosti od referencˇnih. RMSE bolj utezˇi vecˇje napake, saj v enacˇbi
nastopa kvadrat, medtem ko je MAE vse napake utezˇi enakovredno. Boljˇsi kot je
regresijski model, nizˇji sta vrednosti MAE in RMSE, velja 0 ≤MAE, RMSE.
Pearsonov koeficient korelacije meri linearno odvisnost vhodnih spremenljivk, ki
sta normalno porazdeljeni. Velja −1 ≤ r ≤ 1, pri cˇemer -1 pomeni popolno ne-
gativno linearno korelacijo, 1 pa popolno pozitivno linearno korelacijo. Vrednost
r = 0 pomeni odsotno linearne korelacije.
Determinacijski koeficient meri delezˇ pojasnjene variance v celotni varianci in je
enak kvadratu korelacijskega koeficienta. Velja R2 ≤ 1, pri cˇemer vecˇji R2 pomeni
vecˇjo linearnost odvisnost.
Naboru metrik smo dodali sˇe Spearmanov koeficient korelacije, ki je neparame-
tricˇni statisticˇni test, ki meri kako dobro lahko odvisnost vhodnih spremenljivk
opiˇsemo z monotono funkcijo. Prednost tega testa je, da pogoj za uporabo ni
normalnost porazdelitve vhodnih spremenljivk. Za Spearmanov korelacijski koe-
ficient velja −1 ≤ rs ≤ 1. Blizˇje kot je vrednost -1 ali 1, bolje lahko preslikavo
med vhodnima spremenljivkama opiˇsemo z monotono funkcijo.
4.2 Regresija s klasicˇnimi metodami strojnega ucˇenja
Za numericˇne podatke iz laboratorijskih preiskav ter PIB SUVR vrednosti smo s
klasicˇnimi metodami strojnega ucˇenja zgradili modele za napovedovanje vrednosti
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CSF biomarkerjev. V prvem primeru (laboratorijski podatki) so to bili razmerje
Aβ42/Aβ40, koncentracija t-tau in p-tau, v drugem primeru pa smo napovedovali
vrednosti treh koncentracij: Aβ1−42, t-tau in p-tau. Zaradi majhnega sˇtevila po-
datkov, smo v obeh primerih postopali po principu ang. leave-one-out: ucˇenje
na N − 1 vzorcih, validacija na preostalem vzorcu, pri cˇemer je N velikost po-
datkovne mnozˇice. Taksˇna metodologija omogocˇa ucˇenje na maksimalnem sˇtevilu
podatkov ter hkrati celovito validacijo. Slabost je velika racˇunska zahtevnost, kar
pa je pri klasicˇnih metodah strojnega ucˇenja izvedljivo, saj so te bistveno hitrejˇse
od ucˇenja globokih nevronskih mrezˇ s 3D slikami. Za oba eksperimenta (na labo-
ratorijskih podatkih in SUVR podatkih) porocˇamo le o rezultatih na validacijski
mnozˇici, pri cˇemer je odebeljeno zapisan najboljˇsi rezultat v posamezni vrstici.
V levem stolpcu je poleg ciljne spremenljivke zapisan tudi interval vrednosti te
spremenljivke v obliki [minimalna vrednost, maksimalna vrednost].
Rezultate metrik predstavljenih v tabeli 4.1 je potrebno interpretirati ob za-
vedanju, da vhodni podatki niso zastopani enakomerno na vseh podintervalih
zaloge vrednosti, kar se lepo vidi na sliki 2.7 (glej stolpec MOPEAD). Vrednost
MAE, ki je pri napovedi koncentracije t-tau med 10–20 % razpona izhodnih vre-
dnosti ne poda realne informacije o kakovosti modela, saj je napaka bistveno
vecˇja pri vzorcih skrajnih vrednosti, ki pa jih je v zbirki podatkov relativno malo
in zato efektivno manj vplivajo na koncˇno vrednost MAE. Prav pravilno napo-
vedovanje skrajnih vrednosti pa je v klinicˇnem smislu precej pomembno, saj so
visoke vrednosti t-tau lahko posledica patogeneze AD. Dober vpogled v kakovost
modela zato prikazuje predvsem Spearmanov koeficient korelacije rangov, ki ne
predpostavlja normalnosti porazdelitve podatkov in je zato bolj primeren v da-
nem primeru. Dober pokazatelj ucˇinkovitosti modela so tudi diagrami raztrosa
prikazani na sliki 4.11, kjer je na x-osi prikazana dejanska vrednost parametra,
na y-osi pa z modelom napovedana vrednost. Dodatno je prikazana sˇe premica,
ki se najbolje prilega narisanim tocˇkam po metodi najmanjˇsih kvadratov ter dve
cˇrti (navpicˇna in vodoravna premica), ki prikazujeta prazˇno vrednost, ki se v
klinicˇni praksi uporablja kot mejna vrednost za dihotomno obravnavo vrednosti
koncentracij2. V zgornjem delu grafov je prikazana sˇe porazdelitev napake MAE
1V magistrsko nalogo smo zaradi jedrnatosti nismo vkljucˇili vseh grafov.
2Klinicˇno uporabljene prazˇne vrednosti smo imeli na voljo le za sˇtudijo MOPEAD, medtem ko
smo pri sˇtudiji ADNI kot prazˇne vrednosti uporabili vrednosti, ki so se izkazale, da najbolje
locˇujejo zdrave ljudi in bolnike z AD.
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Tabela 4.1: Rezultati regresijskih modelov na laboratorijskih podatkih iz
baze MOPEAD za napovedovanje razmerja Aβ42/Aβ40 ter koncentracije t-tau
in p-tau.
Parameter Metrika RF NN SVM GaussP LinearR LassoR K-NN
Aβ42/Aβ40
[0, 50, 1, 55]
MAE 0,24 0,23 0,23 0,24 0,39 0,24 0,25
RMSE 0,29 0,31 0,29 0,30 0,46 0,29 0,30
r -0,10 -0,65 -0,15 -0,44 0,03 -1,00 0,04
R2 -0,03 -0,20 -0,04 -0,06 -1,61 -0,04 -0,06
rs -0,11 -0,70 -0,25 -0,40 -0,07 -1,00 0,03
t-tau
[133, 0, 803, 0]
MAE 73,76 87,74 85,74 92,91 114,08 107,49 90,85
RMSE 101,44 121,27 115,22 124,97 151,79 146,53 115,09
r 0,58 0,27 0,40 -0,98 0,40 0,33 0,36
R2 0,32 0,02 0,12 -0,04 -0,53 -0,43 0,12
rs 0,41 0,13 0,42 -0,97 0,33 0,29 0,25
p-tau
[24, 0, 111, 0]
MAE 11,22 13,20 11,84 12,98 15,35 14,02 12,95
RMSE 14,86 16,73 15,49 16,42 20,06 17,53 16,49
r 0,49 0,25 0,42 0,27 0,43 0,10 0,24
R2 0,23 0,03 0,17 0,07 -0,39 -0,06 0,06
rs 0,47 0,02 0,42 0,21 0,34 0,12 0,22
po intervalih glede na vrednost ciljne spremenljivke.
Rezultati na laboratorijskih podatkih kazˇejo na to, da predlagani modeli, kljub
relativno velikem sˇtevilu raziskanih kombinacij hiperparametrov (glej tabelo 3.1),
ne uspejo zanesljivo napovedati nobenega od vrednosti treh biomarkerjev. To niti
ni presenetljivo ob dejstvu, da se danes veliko raziskav ukvarja z razvojem no-
vih metod za merjenje koncentracij CSF biomarkerjev v krvi, kar seveda ne bi
bilo potrebno, cˇe bi te vrednosti lahko dolocˇili z analizo osnovnih krvnih parame-
trov. Rezultati na laboratorijskih podatkih bolj kot karkoli drugega sluzˇijo kot
izhodiˇscˇna motivacija za analizo PIB PET SUVR vrednosti ter PET in MRI slik.
Tabela 4.2 prikazuje rezultate analize PIB PET SUVR vrednosti. Primerjava
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z rezultati za laboratorijske podatke3 pokazˇe, da so modeli na podlagi SUVR
vrednosti bistveno boljˇsi. To se kazˇe predvsem v vecˇjih vrednostih Spearmanovega
koeficienta in velikosti napake v skrajnih intervalih ciljne spremenljivke (glej sliko
4.2). Primerjava sicer ni enoznacˇna, saj gre za dve povsem razlicˇni podatkovni
mnozˇici, ki se razlikujeta v metodah merjenja CSF biomarkerjev. Kljub temu se
pri PIB PET SUVR vrednostih kazˇe relativno dobra korelacija med koncentracijo
Aβ1−42, t-tau in p-tau ter razmerjem intenzitet kopicˇenja radioizotopa (SUVR) v
PIB PET slikah.
Tabela 4.2: Rezultati regresijskih modelov na SUVR vrednostih dolocˇenih za
PIB PET slike iz baze ADNI za napovedovanje koncentracije Aβ1−42, t-tau
in p-tau.
Parameter Metrika RF NN SVM GaussP LinearR LassoR K-NN
Aβ1−42
[236, 6, 1650, 0]
MAE 132,29 148,97 238,87 133,39 200,25 199,61 131,76
RMSE 206,37 200,71 339,51 187,57 243,98 243,58 188,62
r 0,83 0,84 0,71 0,87 0,76 0,76 0,87
R2 0,69 0,71 0,17 0,75 0,57 0,57 0,74
rs 0,71 0,67 0,48 0,75 0,50 0,49 0,70
t-tau
[118, 0, 802, 4]
MAE 74,94 76,11 80,73 73,72 86,70 86,54 76,75
RMSE 101,92 105,82 120,00 103,71 113,03 112,95 101,33
r 0,59 0,64 0,42 0,60 0,45 0,45 0,59
R2 0,34 0,29 0,09 0,32 0,19 0,19 0,35
rs 0,59 0,60 0,51 0,66 0,46 0,46 0,58
p-tau
[10, 41, 94, 35]
MAE 8,30 7,27 7,98 7,82 9,20 9,17 8,07
RMSE 11,42 10,21 11,97 11,31 11,95 12,14 10,84
r 0,63 0,73 0,59 0,66 0,57 0,55 0,67
R2 0,38 0,50 0,32 0,39 0,32 0,30 0,44
rs 0,67 0,69 0,67 0,71 0,57 0,58 0,63
3Okvirno primerljivi so samo rezultati za t-tau in p-tau, saj imamo za bazo MOPEAD na voljo
podatke o razmerju Aβ42/Aβ40 pri PIB PET pa za koncentracijo Aβ1−42.
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(a) (b)
(c)
Slika 4.1: Graficˇni prikaz rezultatov za tri modele iz tabele 4.1 (a) Rezultati
modela z metodo podpornih vektorjev za Aβ42/Aβ40. (b) Rezultati modela z
linearno regresijo z LASSO cenilko za t-tau. (c) Rezultati modela z nakljucˇnimi
gozdovi za p-tau.
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(a) (b)
(c)
Slika 4.2: Graficˇni prikaz rezultatov za tri modele iz tabele 4.2 (a) Rezultati mo-
dela z metodo Gaussovih procesov za Aβ1−42. (b) Rezultati modela z nevronsko
mrezˇo za t-tau. (c) Rezultati modela z nevronsko mrezˇo za p-tau.
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4.3 Regresija z globokimi nevronskimi mrezˇami
4.3.1 Zasnova eksperimentov
Ena od slabosti nevronskih mrezˇ je, da za ucˇenje potrebujemo zelo veliko sˇtevilo
vhodnih podatkov. Ta problem je sˇe posebej perecˇ v domeni analize medicin-
skih slik, saj za pripravo podatkov tipicˇno potrebujemo drage preiskave, ki lahko
vkljucˇujejo tudi invazivne tehnike (recimo rentgensko in PET slikanje). To po-
meni, da obicˇajno ne razpolagamo z enakim sˇtevilom slik kot v nekaterih drugih
podrocˇjih (primer je baza ImageNet, ki vsebuje stotisocˇe slik obicˇajnih predme-
tov). Da bi omilili tezˇave z majhnim sˇtevilom slik (glej tabelo 2.4) smo uvedli
dva ukrepa.
Prvicˇ, eksperimente smo nacˇrtali po principu krizˇne validacije za 5 podmnozˇic
(ang. 5-fold cross-validation). To pomeni, da smo vsako sliko priredili eni izmed
petih podmnozˇic tako, da je bilo v vsaki podmnozˇici priblizˇno enako sˇtevilo slik
ter da je bila porazdelitev koncentracije t-tau v vseh mnozˇicah podobna. V ta-
beli 4.3 locˇeno porocˇamo koncˇne rezultate za ucˇne podmnozˇice in za validacijske
podmnozˇice. Ucˇenje je potekalo tako, da smo za vsako podatkovno mnozˇico4
naucˇili pet regresijskih modelov, kar za petkrat podaljˇsa cˇas potreben za ucˇenje
modelov, vendar hkrati poda bistveno bolj objektivno sliko o kakovosti modela.
Ucˇenje na le enkratni delitvi podatkov na ucˇne in testne lahko namrecˇ pri majh-
nih mnozˇicah podatkov poda prevecˇ optimisticˇno sliko, sˇe posebej v primeru, cˇe
porazdelitev med mnozˇicami ni enaka.
Drugicˇ, uporabili smo bogatenje podatkov [58]. Z bogatenjem navidezno
povecˇamo mnozˇico podatkov na nacˇin, da slike nakljucˇno preoblikujemo, na pri-
mer vrtimo, premikamo, dodajamo sˇum, zrcalimo glede na eno ali vecˇ ravnin in
podobno. V nasˇem primeru smo uporabili:
• Nakljucˇno oblaganje slik na vseh zunanjih ploskvah: za vsako sliko
se nakljucˇno na intervalu [0, 5] dolocˇi celo sˇtevilo n. Nato se 3D sliki na
vseh sˇestih zunanjih ploskvah doda n ravnin, pri cˇemer imajo vsi slikovni
elementi v ravnini vrednost enako kot ozadje slike. Sliko se nato s trilinearno
4Razen za mnozˇice, ki so obsegale vecˇ kot tisocˇ slik
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interpolacijo preslika nazaj na osnovno dimenzijo. Opisana transformacija
torej modelira skaliranje anatomije na sliki.
• Nakljucˇen premik slike: za vsako sliko se nakljucˇno na intervalu [−5, 5]
dolocˇi tri cela sˇtevila na podlagi katerih se nato dolocˇi zamik v vsaki izmed
treh osi.
• Zrcaljenje glede na sagitalno ravnino: motivacija za izbiro zrcaljenja
v tej ravnini lezˇi v dejstvu, da sta mozˇganski polovici priblizˇno simetricˇni.
Verjetnost, da se vhodno sliko nakljucˇno oblozˇi ali se naredi premik anatomije
smo postavili na 100 %, verjetnost za zrcaljenje pa na 50 %.
Poleg majhnega sˇtevila slik je pomembna otezˇevalna okoliˇscˇina obravnavanega
problema tudi porazdelitev izhodnih podatkov. Kot je razvidno iz slike 2.7, je
distribucija podatkov izrazito neenakomerna, kar pomeni, da se nevronska mrezˇa
redkeje srecˇa z vrednostmi na robu intervala izhodnih vrednosti in posledicˇno ob-
staja nevarnost, da se mrezˇa naucˇi napovedovati vrednosti, ki so najpogostejˇse.
Ta problem smo blazˇili z uporabo utezˇenega izbiranja vhodnih slik, ki deluje na
nacˇin, da slike, katerih pripadajocˇe izhodne vrednosti lezˇijo v intervalu z visoko
gostoto ne vstopajo v mrezˇo v vsaki ponovitvi ucˇenja (ang. epoch). Hkrati pa
slike iz manj zastopanih intervalov v isti ponovitvi ucˇenja vstopijo vecˇkrat, z ustre-
zni bogatenjem. V povprecˇju gledano na ta nacˇin navidezno dosezˇemo priblizˇno
enak ucˇinek, kot cˇe bi imeli vhodni podatki priblizˇno enakomerno porazdelitev.
Eksperimente smo realizirali v programskem okolju Python verzije 3.6.9. Ne-
vronsko mrezˇo smo implementirali s pomocˇjo knjizˇnice PyTorch razlicˇice 1.5.0.
Na voljo smo imeli vecˇ graficˇnih procesorskih enot NVIDIA GeForce RTX 2080
Ti na racˇunalnikih z Intel i7 procesorjem in 32 ali 64 GB delovnega pomnilnika.
4.3.2 Rezultati
Za ucˇenje mrezˇe smo uporabili sledecˇe hiperparametre:
• sˇtevilo ponovitev (ang. number of epochs): 300,
• kriterijska funkcija: L1 norm (MAE),
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• optimizacijska metoda in parametri5: Adam, (betas=(0.9, 0.999),
eps=1e-08, weight decay=1e-4),
• velikost paketa (ang. batch size): 4,
• bogatenje: da,
• zacˇetna vrednost ucˇne konstante (ang. learning rate, LR): 0.0001,
• postopno zmanjˇsevanje ucˇne konstante: vsakih 96 epochov pomnozˇi
vrednost LR z 0,5,
• utezˇeno izbiranje slik (ang. weighted sampling): da,
• shranjevanje modelov:
– model z najmanjsˇo napako kriterijske funkcije na
validacijski mnozˇici,
– vsakih 50 ponovitev.
Za vsako izmed petih mnozˇic smo izmed shranjenih modelov izbrali model z
najmanjˇso vrednostjo kriterijske funkcije na validacijski mnozˇici ter nato rezultate
za vseh pet podmnozˇic zdruzˇili ter posebej izracˇunali metrike za ucˇno in valida-
cijsko mnozˇico. Rezultati so prikazani v tabeli 4.3 ter v obliki diagramov raztrosa
na sliki 4.3. Na vsaki sliki so prikazani rezultati zdruzˇeni za vseh pet podmnozˇic
(5-fold cross validation): na levi strani slike za ucˇno mnozˇico (oznaka train), na
desni pa za validacijsko mnozˇico (oznaka val). Na x-osi spodnjih dveh grafov je
dejanska (referencˇna vrednost), na y-osi pa z modelom napovedana vrednost. Na
zgornjih dveh grafih je za ucˇno in validacijsko mnozˇico prikazana porazdelitev
napake po intervalih vrednosti izhodne spremenljivke. Dodatno je za vsako tocˇko
na grafu oznacˇena diagnoza bolnika: CN – zdravi ljudje, MCI – bolniki z blago
kognitivno motnjo, AD – bolniki z AD, MCI→AD – bolniki, ki so tekom sˇtudije
napredovali iz MCI v AD in analogno tudi CN→AD.
Porocˇamo le o rezultatih za napovedovanje koncentracije proteina t-tau, kar
je posledica kompromisa med veliko obsezˇnostjo problema (sedem podatkovnih
mnozˇic), omejenimi racˇunskimi kapacitetami ter dolgem cˇasu racˇunanja na eni
strani ter raziskovanjem razlicˇnih arhitektur modelov in iskanjem optimalnih hi-
perparametrov na drugi strani. Odlocˇitev za napovedovanje t-tau je osnovana na
rezultatih cˇlanka [59], kjer so ugotovili, da koncentracija t-tau in p-tau bistveno
bolj korelira z atrofijo mozˇganov v primerjavi s koncentracijo beta amiloida. Glede
5https://pytorch.org/docs/stable/optim.html#torch.optim.Adam
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na mocˇno korelacijo med t-tau in p-tau (glej sliko 3.1), smo na obeh mnozˇicah
pricˇakovali podobne rezultate, odlocˇili pa smo se, da eksperimente izvedemo z
uporabo t-tau kot izhodne spremenljivke.
Tabela 4.3: Rezultati regresijskih modelov za napovedovanje vrednosti t-tau iz
PET in MRI slik. Cˇrka T oznacˇuje rezultate na ucˇni mnozˇici (ang. train), V
pa rezultate na validacijski mnozˇici (ang. validation). Najboljˇsi rezultat v vsaki















sˇt. slik 1925 81 75 153 394 4431 51
cˇas ucˇenjac [h] 108,5 44 31 68,5 189,5 52 17,5
MAE
T 52,46 50,49 40,03 42,18 49,15 71,95 83,98
V 87,62 75,03 65,93 57,01 70,86 95,81 85,28
RMSE
T 67,45 72,46 49,79 55,03 71,75 92,75 108,64
V 127,28 116,44 101,02 75,13 97,04 131,58 121,69
r
T 0,89 0,85 0,92 0,81 0,79 0,74 0,6
V 0,49 0,48 0,59 0,61 0,57 0,38 0,38
R2
T 0,72 0,7 0,83 0,65 0,61 0,46 0,2
V 0,16 0,22 0,31 0,35 0,29 0 0
rs
T 0,83 0,79 0,86 0,75 0,7 0,66 0,49
V 0,53 0,56 0,69 0,59 0,5 0,41 0,29
aZaradi velikost podatkovne mnozˇice so podani le rezultati za eno izmed petih podmnozˇic.
bUporabljeni hiperparametri: LR = 0.00001, sˇt. ponovitev = 260, opt. = stohasticˇni gradientni
spust, velikost paketa = 1
cV nekaterih primerih se je na enem racˇunalniku, ki ima vecˇ GPU-jev vzporedno izvajalo
vecˇ eksperimentov, zato cˇasi niso povsem primerljivi, saj je zaradi nacˇina izvedbe bogatenja
podatkov hitrost ucˇenja precej odvisna od obremenjenosti CPU-ja.
Slika 4.4 prikazuje potek kriterijske funkcije6 pri ucˇenju modela na prvi pod-
mnozˇici PIB PET slik. Na levi navpicˇni osi je prikazana vrednost kriterijske funk-
cije MAE, na desni pa vrednost ucˇne konstante (learning rate). Vzorec ucˇenja je
6Potek smo zaradi preglednosti nekoliko zgladili.
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(a) FDG PET
podoben tudi na ostalih mnozˇicah podatkov: v zacˇetni fazi se zmanjˇsuje vrednost
kriterijske funkcije tako na ucˇni kot tudi na validacijski podmnozˇici, nato pa se
vrednost kriterijske funkcije na validacijski mnozˇici ustali pri dolocˇeni vrednosti.
V primeru prikazanem na grafu 4.4 je ta vrednost 120 pg/ml, najboljˇsi model (z
najmanjˇso vrednostjo krit. funkcije na val. podmnozˇici) je bil shranjen pri 163
epochi.
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(b) PIB PET
(c) FBP PET
58 Eksperimenti in rezultati
(d) FBB PET
(e) TAU PET
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(f) ADNI MRI
(g) MOPEAD MRI
Slika 4.3: Graficˇni prikaz rezultatov za sedem podatkovnih mnozˇic prikazanih v
tabeli 4.3.
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Slika 4.4: Potek zglajene kriterijske funkcije tekom ucˇenja modela na prvi pod-
mnozˇici PIB PET slik.
5 Diskusija
Izhodiˇscˇna analiza regresijskih modelov na laboratorijskih podatkih kazˇe na to,
da obicˇajni krvni testi ne vsebujejo relevantne informacije za napovedovanje vre-
dnosti likvorskih parametrov. To potrjuje oblika razsevnih diagramov na sliki 4.1,
ki kazˇe na to, da se modeli naucˇijo napovedovati vrednosti v blizˇini povprecˇne
vrednosti ucˇnih podatkov. Te ugotovitve so v skladu s pricˇakovanji. Krvne pre-
iskave nekaterih drugih parametrov sicer utegnejo ob razvoju ustreznih metod
imeti potencial za diagnozo AD [34], saj je likvor prek krvno-mozˇganske pregrade
povezan s krvnim obtokom, kar pomeni, da dolocˇene molekule lahko prehajajo iz
likvorja v kri.
Glede na to, da PIB PET spada pod amiloidno PET slikanje (radiooznacˇevalec
se vezˇe na amiloid prekurzor) so relativno dobri rezultati napovedi beta amiloida
iz PIB PET SUVR vrednosti pricˇakovani. Zanimivo je, da modeli precej dobro
napovejo tudi koncentracijo t-tau, ki ni specificˇen odraz AD, temvecˇ splosˇen odraz
nevrodegeneracije oz. propadanja mozˇganovine. Znani so recimo primeri, ko
imajo osebe po obsezˇni mozˇganski kapi ali neposredno po posˇkodbi glave poviˇsan
t-tau, ki lahko korelira z obsegom okvare, vidnim na MRI. S tega vidika lahko
dejstvo, da amiloidni PET dobro korelira s t-tau interpretiramo tudi na nacˇin,
da gre za relativno homogeno populacijo preiskovancev, ki niso imeli pridruzˇenih
drugih bolezni (npr. mozˇgansko-zˇilne bolezni).
Zanimiva je tudi primerjava klasicˇnih modelov na PIB PET SUVR vrednostih
ter globokih modelov nevronskih mrezˇ na PIB PET slikah. Rezultati kazˇejo, da
so klasicˇni modeli bolj ucˇinkoviti, kar je presenetljivo. Omenjene SUVR vrednosti
so na standardiziran nacˇin izlocˇene znacˇilnice iz PET slik, ki izlocˇijo prostorsko
informacijo oz. jo selektivno kodirajo v relativna razmerja aktivnosti v posa-
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meznih mozˇganskih regijah na PET sliki. Globoke nevronske mrezˇe torej dobijo
informacijsko bogatejˇse vhodne podatke, vendar so regresijski modeli na PET sli-
kah dali slabsˇe rezultate. To kazˇe na dva najbolj verjetna razloga: a) arhitektura
nevronske mrezˇe ali izbrani hiperparametri ter metode ucˇenja niso ucˇinkoviti ali
b) vhodne slike vsebujejo artefakte ali drugacˇne napake, ki onemogocˇajo uspesˇno
ucˇenje globokih modelov. Glede na to, da so SUVR vrednosti izlocˇene iz pred-
obdelanih PIB PET slik, je mozˇen izvor napak v nasˇi naknadni obdelavi, to je
dodatni togi poravnavi v MNI152 mozˇganski atlas ali v odstranjevanju ozadja
slike. Zadnji omenjeni izvor napake je precej malo verjeten, saj smo modele ucˇili
tudi na slikah brez odstranjenega ozadja, rezultati pa so bili podobni. Glede
na vizualno kontrolo nakljucˇno izbranih slik pa tudi prvi razlog (napake zaradi
toge poravnave) ni prevecˇ verjeten. Posledicˇno gre najverjetneje za suboptimalno
izbiro modela nevronske mrezˇe ali enostavno za dejstvo, da je izracˇun SUVR vre-
dnosti izredno ucˇinkovit nacˇin izlocˇanja znacˇilnic in da lokalne variacije intenzitet
v PIB PET slikah ne nosijo relevantne informacije za napovedovanje vrednosti
t-tau.
Vsem rezultatom na PET slikah je skupna relativno visoka vrednost Spearma-
novega koeficienta na ucˇni mnozˇici (v vseh primerih nad 0,7), kar kazˇe na to, da so
hiperparametri modela izbrani priblizˇno ustrezno, da ucˇenje konvergira. Hkrati
pa vsi modeli kazˇejo ucˇinek prekomernega prilagajanja ucˇnim podatkom, kljub
temu, da smo analize opravili le na modelih z najboljˇso vrednostjo kriterijske
funkcije na podatkih iz validacijske mnozˇice. Opaziti je mogocˇe nizke vrednosti
MAE v spodnji polovici vrednosti t-tau, kjer je tudi vecˇina podatkov. To kazˇe na
to, da mrezˇa v intervalih, kjer ima na voljo zadostno kolicˇino slik in pridruzˇenih
izhodnih vrednosti deluje bistveno bolje kot v ostalih intervalih, kar pomeni, da
je arhitektura mrezˇe morda vendarle le ni omejitev pri resˇevanju problema.
Zanimiva je tudi primerjava rezultatov na PET in MRI slikah, ki po
pricˇakovanjih pokazˇe, da so rezultati na PET slikah bistveno boljˇsi od rezulta-
tov na MRI slikah. Spearmanovi koeficienti za modele testirane na validacijskih
PET slikah so v povprecˇju 60-odstotkov vecˇji od modelov testiranih na MRI sli-
kah. Razlog za to verjetno lezˇi v dejstvu, da se strukturne spremembe v mozˇganih
(atrofija dolocˇenih mozˇganskih regij in povecˇanje ventriklov), ki se kazˇejo na MRI
slikah glede na Jack-ov model razvoja AD zgodijo z dolocˇenim zamikom, ko se
spreminjanje likvorskih biomarkerjev zˇe upocˇasnjuje, kot to prikazuje slika 1.3.
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Razlog za relativno slabsˇo uspesˇnost napovedi na vzorcih s krajiˇscˇ zaloge
vrednosti izhodne spremenljivke kljub uporabi utezˇenega izbora ucˇnih vzorcev
(tisti v krajiˇscˇ so imeli vecˇjo utezˇ pri nakljucˇnem izboru) ter bogatenja podatkov
verjetno lezˇi v dejstvu, da je neenakost zastopanosti slik s skrajnimi vrednostmi
koncentracij proteina t-tau prevelika in je sˇtevilo slik v skrajnih intervalih zaloge
vrednosti zelo majhno. Cˇe za primer vzamemo mnozˇico PIB PET slik lahko
opazimo, da je v zunanjem intervalu med 731–812 pg/ml en sam vzorec – na levem
delu grafa na sliki 4.3b so zato pri dejanski vrednosti 800 pg/ml narisane 4 tocˇke,
saj je vsaka slika sˇtirikrat v ucˇni mnozˇici in le enkrat v validacijski. Z uporabo
utezˇene izbire slik (ang. weighted sampling) smo dosegli, da je mrezˇa to sliko v
povprecˇju tekom ucˇenja videla bistveno vecˇkrat kot posamezno sliko iz intervala
200–400 pg/ml (kjer je vecˇina slik), ko pa je bila ta slika v validacijski mnozˇici pa
mrezˇa v fazi ucˇenja ni videla nobene slike z vrednostjo koncentracije t-tau vecˇ kot
650 pg/ml in posledicˇno je napaka na tej sliki (ko je ta v validacijski podmnozˇici)
in na ostalih slikah s skrajnimi vrednostmi bistveno vecˇja kot v ostalih intervalih
izhodne spremenljivke. Ker so nevronske mrezˇe statisticˇni modeli, pri njih ne gre




Rezultati regresije na PET SUVR vrednostih ter deloma tudi rezultati na PET
slikah kazˇejo na korelacijo med spremembami koncentracij likvorskih biomarker-
jev ter funkcionalnimi spremembami, ki se kazˇejo v vzorcih porazdelitve radio-
oznacˇevalcev v PET slikah. Te ugotovitve potrjujejo cˇasovno umesˇcˇenost rdecˇe
krivulje, ki prikazuje potek biomarkerja amiloidnega PET slikanja v predlaganem
modelu razvoja AD (glej sliko 1.3), ki predvideva, da se spremembe na PET sli-
kah vidijo priblizˇno socˇasno s spremembami koncentracije beta amiloida in tau
proteina. Prav tako so slabsˇi rezultati na MRI slikah skladni s predvidenimi
spremembami biomarkerjev na predlaganem modelu razvoja AD.
Glede na deloma dihotomno vrednotenje likvorskih parametrov v klinicˇni pra-
ksi bili zanimivi regresijski modeli z relativno napako reda 10–25 % ciljne spre-
menljivke. Najboljˇsi modeli, o katerih porocˇamo v tem delu so naucˇeni na ami-
loidnih PET slikah (Florbetapir in Florbetaben PET) in se v intervalih ciljne
spremenljivke, v katerih je na voljo veliko ucˇnih slik priblizˇajo relativni napaki
reda 25–30 %. S prakticˇnega klinicˇnega vidika dobri modeli za regresijo likvor-
skih biomarkerjev iz PET slik niso pomembni, saj zdravniki obicˇajno v primeru
patolosˇkih znakov na amiloidnem PET skenu zˇe na podlagi same analize slike
postavijo diagnozo in bolnikov ne posˇiljajo na lumbalno punkcijo. Tudi z vidika
invazivnosti, visoke cene in vprasˇanja smiselnosti in izvedljivosti (amiloidni PET
v Sloveniji sˇe ni na voljo) je PET slikanje preiskava, za katero se zdravnik odlocˇi
le v redkih primerih.
Drugacˇe velja za napovedovanje likvorskih parametrov iz MRI slik, ki je za-
radi neinvazivnosti v primerjavi z lumbalno punkcijo in nizˇje cene v primerjavi
s PET slikanjem klinicˇno zelo relevanten. Rezultati v magistrskem delu kazˇejo
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na kriticˇno pomanjkanje podatkov v skrajnih intervalih zaloge vrednosti ciljnih
spremenljivk, ki predstavljajo najbolj zanimivo podmnozˇico vzorcev in so tako
kljucˇni dejavnik za uspesˇno ucˇenje in zanesljivo vrednotenje globokih nevron-
skih mrezˇ. Menimo, da razviti in ovrednoteni regresijski modeli na MRI slikah
z okvirno 30-odstotno relativno napako v intervalih ciljne spremenljivke, kjer je
na voljo veliko sˇtevilo slik, kazˇejo potencial za sˇe bolj tocˇne napovedi v primeru,
da bi model ucˇili na mnozˇici z uravnotezˇeno porazdelitvijo ciljne spremenljivke.
Dokler pa taka mnozˇica podatkov ni na voljo pa ne moremo zagotavljati dovolj
velike zanesljivosti za uporabo v klinicˇni praksi.
Ob zakljucˇku predlagamo sˇe nekaj potencialnih metodolosˇkih izboljˇsav, ki bi
glede na dobljene rezultate utegnile izboljˇsati ucˇinkovitost modelov:
• raziskovanje vpliva predobdelave vhodnih slik,
• razsˇiritev postopkov bogatenja za navidezno povecˇanje podatkovne mnozˇice
in zmanjˇsanje ucˇinka pretiranega prilagajanja regresijskega modela na ucˇne
podatke,
• uporaba t. i. triplet loss-a, nacˇina ucˇenja, ki temelji na iskanju podobnosti
med parom vhodnih slik, ki imata podobni vrednosti ciljne spremenljivke
in, hkrati, iskanje razlik med drugim parom vhodnih slik, ki imata precej
razlicˇni vrednosti ciljne spremenljivke; prednost te metode je usmerjeno
ucˇenje z iskanjem podobnosti in razlik med vhodnimi slikami pri vrednostih
izhodne spremenljivke iz razlicˇnih delov zaloge vrednosti, ki utegne biti
ucˇinkovitejˇse od uporabljenega pristopa z uporabo MAE kriterijske funkcije
in odrazˇa namero po dihotomni obravnavi vzorcev,
• ucˇenje kombiniranega modela na slikah in numericˇnih podatkih: cˇe privza-
memo, da so mozˇganske spremembe razlicˇne glede na vrsto AD (recimo
familiarni in sporadicˇni tip AD) bi z vkljucˇitvijo demografskih podatkov in
podatkov o analizi gena z zapisom za ApoE, lahko izboljˇsali ucˇenje modela,
saj bi imela mrezˇa dodatno informacijo za iskanje vzorcev, ki so tipicˇni za
razlicˇne vrste AD,
• alternativa zgornjemu predlogu je ucˇenje obstojecˇega modela na pod-
mnozˇicah podatkov za tiste bolnike, ki so jim zdravniki postavili enako
diagnozo (pri tem je kljucˇno zagotavljanje dovolj velikega sˇtevila podat-
kov).
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