Abstract − The paper deals with joint state and parameter estimation for nonlinear continuous-time systems. Based on a guaranteed LPV approximation, the set adaptive observers design problem is solved avoiding the exponential complexity obstruction usually met in the set-membership parameter estimation. Potential application to fault diagnosis is considered. The efficacy of the proposed set adaptive observers is demonstrated on several examples.
Introduction
The observer design problem for nonlinear systems has been an area of intensive research during the last two decades. There exist a lot of solutions dealing with diverse forms of system models, see for instance [3] , [24] . Typically, the observer design problem is solvable if the system model can be transformed to a canonical form, that may be an unacceptable assumption in many applications. Consider a generic nonlinear system ( , , , )
where
are respectively the state, the control, the disturbances, the output and the measurement noise; t R ∈ , the functions f , h are continuous with respect to all arguments and differentiable with respect to x and u .
In the literature, several observers are built based on an approximation (or a transformation) of the nonlinear model
(1) to a Linear Parametric-Varying (LPV) one [6] , [19] . LPV models are described by:
where the scheduling parameter vector ρ ∈P is a priori unknown, but with known bounds, and P is a set of functions that remain in a compact real subspace. Let us stress that the system (2) is an equivalent representation of (1) , in the sense that trajectories of (1) remain in the trajectories of (2) . Among available methodologies for LPV model constructions one can mention the Jacobian linearization, the state transformation and the state substitution approaches [20] , [28] , [31] . The idea is to replace nonlinear complexity of the model (1) by enlarged parametric variation in the linear model (2) . Such LPV transformation simplifies the design of an observer for the system (1) . As it will be shown in this paper, sometimes the complete LPV linearization is not necessary and a partial one may be more suitable. For example, for the observer design purposes some nonlinearities depending only on the output y can be preserved in order to decrease the uncertainties of the model (2) collected in the vector ρ . The observer design methodology proposed in this paper based on a guaranteed LPV transformation recently developed in [26] . By "guaranteed", it is understood that the nonlinear trajectory is sure to remain in the set of trajectories of the resulting LPV model. It is based on an interval linearization around the operational state domain instead of a linearization throughout the equilibrium points. The proposed LPV approximation is performed by means of interval analysis [13] , [21] .
In the following, an adaptive set observer is developed based on (2) in a set-membership context. There exist three main approaches to perform interval state estimation for systems described by (2) : the prediction/correction mechanism as in the Kalman filter [14] , [25] ; the approach based on comparison theorem [18] , [23] ; and the closed loop interval observers with cooperative observation error dynamics [2] , [12] , [22] . The latter has been extended in [26] for nonlinear systems using LPV approximations with known minorant and majorant matrices for (2) . Unfortunately, these state estimators are efficient only when the parameter uncertainties are not large.
To the best of our knowledge, joint state and parameter estimation has not been fully studied for systems described by (1) in a bounded error context. An attempt was made in [25] to take into account the uncertain parameters in setmembership framework, where the parameter estimation problem is formulated as a set inversion and solved by the SIVIA algorithm (Set Inversion Via Interval Analysis) [15] . An inclusion test involving a validated integration of a set of ordinary differential equations (ODEs) should be evaluated over a time horizon. Such a procedure is computationally time-consuming since the complexity of SIVIA is exponential with respect to the parameter vector dimension. In [16] the validated integration of ODEs is associated with consistency techniques in order to reduce the computing time.
Nevertheless, the algorithm in [16] is efficient only for very moderate levels of noise and the complexity remains exponential. In the following, the methodology proposed in [26] is extended to deal with joint state and parameter estimation even for higher dimensional systems and with large parametric uncertainty. The idea is to develop set-membership adaptive observers based on the works reported in [9] , [11] , [33] , [35] .
In this paper a procedure for adaptive set observer design is proposed for a subclass of the LPV representation (2) .
The main feature of this step is that cooperativity property of the state observers (which can be assigned by the proper choice of the observer gain [26] ) is not inherited by the adaptive counterpart. Resolution of this issue requires especial consideration and additional conditions checking. The main advantage is that no bisection is needed in the parameter estimation procedure and the complexity of the algorithm is not exponential. Secondly, a consistency check residual for the nonlinear continuous-time system (1) is computed based on its LPV approximation and the proposed adaptive set observer. Potential application to model based fault diagnosis is then investigated. It is shown that the independently computed estimates of the unknown parameters improve robustness of fault detection, while decreasing the false alarm level.
The paper is organized as follows. In the Section 2 the formal problem statement is presented. Some preliminaries are given in Section 3. The adaptive observer equations and the applicability conditions for the adaptive set observer are derived in Section 4. Two different sets of conditions are analyzed leading to cooperative or competitive adaptive observer loops. The combined set state observer is analyzed in Section 5. Application of the proposed technique to fault detection is considered in Section 6. Through the paper numerical examples are provided to illustrate the results.
Problem statement
Let us assume that the system (1) can be transformed to the following form:
are the state, the input and the output vectors;
is the vector of uncertain parameters;
is the measurement noise; v y is the vector of noisy measurements of the system
is some scheduling parameter vector. The compact sets X , U , Y , V , Θ and ϒ are given a priori, it assumed that there exist some constant vectors ,
for all ρ ∈ ϒ (the inequality A B ≺ for matrices A , B with dimension n m × is understood elementwise ,
R e m a r k 1 . The output dependency of the function G as well as the linearity of the output map are the main restrictions on the system (1) and on its LPV transformation. In addition, it is assumed that in the system (3), the LPV transformation is not applied to some nonlinear terms dependent only on the output y and, the functions φ and G are preserved in their original form. In fact, to increase accuracy of the system (1) LPV approximation, one should explicitly handle with care the output dependency in all nonlinearities, thus the most accurate presentation of (3) could be
In an example below we will consider this issue with more details, however for brevity of presentation, all theoretical results will be formulated only for the system (3) (an extension on the former case is trivial). □
In the following the aim is to design an adaptive observer that, in the noise-free case, provides interval observation of unmeasured components of the state vector x in (1) and estimates the set of admissible values for the vector θ . For
, 0 t ≥ the observer solutions should be bounded.
Finally, parametric fault detection is a potential application of the proposed techniques that is investigated in the last part of the paper. In this case, the vector θ could be composed of two parts: the first one represents the physical parameters which are not exactly known and the second part contains some "fictive" parameters used to model the effect of faults. The latter parameters (or some of them) become significantly different from their nominal range when a fault occurs. In order to decide whether the detected discrepancy is significant, a decision test, based on a convenient distance, should be used to confirm the presence of a fault. Without loss of generality, the fictive parameters are assumed to have zero value in the nominal fault free case. For a complete fault diagnosis and health monitoring process, this means that some a priori knowledge about the faults and their effect is available to build adequately the parameter vector θ for a given application.
Preliminaries

A. Monotone systems
The system
with the solution 0 ( , ) t x x for the initial condition
x ξ for all 0 t ≥ [29] (for the vectors 0 x , 0 ξ the inequality 0 0 ≤ x ξ is understood elementwise). The system (4) is called co-
for all 1 i j n ≤ ≠ ≤ , t R ∈ and X ∈ x [29] . [34] .
L e m m a 1 [9] . Consider the time-varying linear dynamical system 
Interval parameters estimation
To proceed, we would like to introduce the following assumptions dealing with stabilizability by output feedback of the system (3) linear part.
A s s u m p t i o n 1. There exist matrices L , 0
this assumption ensures uniform asymptotic stability property for 0 = r and boundedness of the system solutions for any bounded input r (input-to-state stability property holds [30] ). The system (5) is the linear part of (3) closed by output feedback with a gain L . This assumption is required for classical adaptive observer design for the system (3). It will be shown later that this assumption is not actually required for the proposed approach. It will be relaxed leading to the following assumption, that ensures existence of an adaptive set observer for (3). 
we have 0 ( ) +observer [33] , [35] for the system (3) could be built as:
0 ( )
where n R ∈ ζ is the vector of "estimates" for x ; the matrix
is an auxiliary variable, which helps to overcome high relative degree obstruction in the system (3), i.e. to identify the value of θ even in the cases when only higher order time derivatives of the output y depend on θ ; q R ∈ θ is the estimate of θ . Defining the observation error = − ε x ζ , the estimation error = − θ θ θ and the auxiliary variable = + Ω δ ε θ we obtain
As in [9] , [11] , [33] , [35] , if assumption 1 is satisfied and
, then since the systems (7) and (10) have form similar to (5), all solutions of the system (7) are bounded, i.e. there exists 0
, then the signal v d remains bounded with amplitude proportional to that of v . Therefore, the solutions of (10) the same boundedness property. Therefore, the system (6)− (8) is an estimator for θ in the noise free case. The presence of noise does not destabilize the observer. Note, that as in [9] , [11] , [33] , [35] a complication of the equation (6) allows one to ensure observation of ( ) t x by ( ) t ζ , however, as it will be shown later such a nice property is not inherited by an adaptive set observer. This is why the simplified equation (6) is considered here.
Moreover, since the system (7) is a stable time-varying filter, the requirement that the signal ( ) T T t C Ω should be PE is related with the same properties of the signal ( ( )) v t G y .
B. The adaptive set observer equations
Usually the signal ( ) t ρ ∈ ϒ is not measured and not available on-line, thus the observer (6)− (8) is not realizable.
For this case we propose an interval observer based on Assumption 2 instead of Assumption 1 previously:
where the index { , } o m M ∈ denotes the upper and lower interval bounds,
have the same meaning, the matrix 0
is a design parameter of the algorithm (14) .
In set observer design the monotonicity property of observers equations plays an essential role. As it can be deduced from equations (12)− (14), the monotonicity of the first two subsystems (12) , (13) is predefined by assumption 2 conditions. Monotonicity of the system (14) , that defines dynamics of parameters estimator, may not be followed by the same property of the systems (12), (13) . Actually, it is shown below that under some conditions, the dynamics of the system (14) can be either cooperative or competitive, impacting the admissible set of θ construction. In the following subsections each case will be analyzed and the new results are summarized in the theorems 1 and 2.
C. The competitive case
The following theorem establishes stability and monotonicity properties of the observers (12)− (14) for
T h e o r e m 1. Let assumption 2 hold, and
and assume that the signals ( )
. Then:
of the system (12)− (14) are
The new term o p appears in (15), (16) 
all solutions of the system (13) are bounded, i.e. there exists
. Therefore, if assumption 2 is satisfied, the solutions of the system (16) are bounded. In addition, if the signal ( )
is persistently exciting, then from lemma 1 the system (17) solutions re-
is bounded. Therefore, the first part of the theorem is proven, and the solutions of the system (15)−(17) remain bounded provided that ( )
In the equation (14) the gain matrix ( ) ( ) (14) is competitive [29] (14) equations (12), (13) are the "fast" ones. In such conditions, it is possible to apply averaging technique for the equation (14) simplification [5] , [27] :
The
from [9] ). The system (18) is competitive and stable. The solutions of the system (18) asymptotically converge to the 
This fact implies that the same relations hold in backward time (for the initial conditions
The part (ii).a of the theorem has been proven. The part (ii).b can be proven in the same way. , they can be computed only asymptotically (afterwards the observer (12)−(14) runs). However, these quantities can be used to test reliability of the observers. The values
can be evaluated and compared on-line with m θ and M θ , i.e. the estimates (19) are well defined for all finite
(by lemma A1 from [9] , the matrix
and the variable
required in theorem 1 are satisfied, the observers generate reliable interval estimates for the vector θ .
From another point of view, theorem 1 fixes initial conditions for the systems (12)−(14), i.e. if the property
, then the conditions of the part (ii).a of theorem 1 are 
where Ω is the system (7) solution with ( 0 ) 0
The system (7) is stable from assumption 1, cooperative ( 
Cooperativeness of the matrix o −
A LC in the system (16) implies that
Further, in the equation (17) 
are chosen sufficiently small, then the variables 0 ( ) t θ become "slowly-varying" in the system (3), (13) , (15) Under these conditions averaging technique gives:
Note, that ( 
Additionally, since ( )
. Thus, the system (20) is competitive and stable. The solutions of the system (20) converge asymptotically to the equilibrium
For competitive systems this fact implies that
, that is exactly the conclusion of part (ii).a of theorem 1 (the part (ii).b can be illustrated by the case
Unfortunately, all these nice monotonicity properties 
R e m a r k 3 . Let us stress that PE property of the signals ( )
can also be checked on-line by computing the integrals
for some 0 o > for all 0 t ≥ . While these integrals result in a nonsingular matrix, the PE property holds. According to lemma A1 in [9] , non-singularity of these integrals are equivalent to the same property of the following integral:
, that coincides with ( ) o t R from (19) . Thus, by calculating (19) , it is possible to check on-line PE properties for
, simultaneously with verification of the conditions on 
In this example, we assume that the exact dependence of the matrix A on time argument is not known and only majorant matrices are available:
while the matrix function ( ) t G is measured as it is required in the system (1). Assume that
where 600 f t = is the time of simulation and 0.5 f t t θ = . Let
then assumption 2 holds for 
D. Cooperative case
Competitiveness of the adaptive observers (12)−(14) follows by assumption that 0 C ≺ . Such restriction is natural and corresponds to situation when some part of the state space vector x coordinates is available for measurements. Relaxation of this assumption leads to the case when the matrices ( ) ( )
may become cooperative.
T h e o r e m 2. Let assumption 2 hold, and ( )
P r o o f . The part (i) of the theorem can be proven in the same way as in theorem 1. Under conditions of the part (ii).a the system (14) is asymptotically stable cooperative with sign definite inputs. Rewriting the system (14) equations we obtain:
The matrices ( ) ( )
are cooperative and stable (persistency of excitation ensures the last property). If the signals −Γ Ω C Cδ sign using the given measurable information. Note that
and the sign of the signals
can be verified on-line. The sign of the last term for all m M ≤ ≤ θ θ θ lies between zero and the sign of ( )
Γ Ω C CΩ is competitive/monotone). Therefore, the set of implications hold: (21) with T -periodical right hand side [5] , [27] we obtain:
where the matrices o R , { , } o m M ∈ are cooperative and Hurwitz by the same arguments. Again
and the sign of
can be verified during or before the observers operation and
The cooperative case is more sophisticated and it requires an on-line verification of a bigger number of conditions.
To check constraints imposed on
for the system (3) solutions being T -periodical asymptotically, the following variables can be computed for t T > :
E x a m p l e 2 . Let 
Again, in this example we assume that the exact dependence of the matrix A on time argument is not known and only majorant matrices are available:
while the matrix function ( ) t G is measured. Assume that
where 600 f t = is the time of simulation and 0.5 f t t θ = . Let 
shows that the conditions
are satisfied for all 25 t ≥ (the first 25 seconds is the interval of the observer convergence from the chosen zero initial conditions). Therefore, all conditions of theorem 2, part (ii).b hold and it should be ( ) ( )
confirmed by results of the system simulation presented in Fig. 3 . The variables m θ and M θ for the case of a stochastic noise presence with | ( ) | 0.5 t ≤ v are plotted in Fig. 4 . □ R e m a r k 5 . It is important to note that the conditions of assumption 2 used in theorems 1,2 to substantiate properties of the adaptive set observers are less restrictive than the corresponding conditions of assumption 1 applicable to the conventional adaptive observers (it is hard to compute the matrices L and P from assumption 1 in general case).
This fact justifies that the set observers can be applied in case where conventional observers can not be realized due to lack of information about the system or plant models complexity. 
Set state observer
Consider the following observers
are generated by (14) and
are the state estimates. The equation (22) partly repeats (12) (22) follows by standard arguments [29] .
T h e o r e m 3. Let assumption 2 hold, and
and assume that the signals ( ) (22) .
P r o o f . Consider the estimation errors
Since all conditions of theorem 1, part (i) or theorem 2, part (i) are satisfied, then the solutions (
stay bounded, and under assumption 2, (23) is an asymptotically stable cooperative linear system with bounded input
The part (i) has been proven.
To substantiate the part (ii) note that in this case 
are cooperative and asymptotically stable (assumption 2 
o Ω ,
are not restrictive and can be skipped, that may result in additional transients in the intervals evaluation (for linear stable systems the asymptotic behavior is defined by properties of external inputs). □ R e m a r k 7 . An advantage of the designed solution is that exponential complexity usual for set-membership parameter estimation is avoided. In [15] , [16] , [25] , the problem is formulated as a Constraint Satisfaction Problem (CSP)
involving an ordinary differential equation. The CSP is solved in a rigorous way using branch and bound algorithms.
The main particularity of these techniques is that the parameter domain is systematically partitioned at each iteration that makes the complexity exponential with respect to the dimension of the parameter vector. It has been proven that the number of iterations is given by:
( )
where ([ ])
W Θ is the width of the domain of the parameter vector θ (a measure of the set Θ ); ε is a tolerance fixed by the user in order to have a result in a finite time, and q is the dimension of the parameter vector. In addition, it is important to note that each iteration should be solved for all the instants of time j t , where 0 j ≥ lies in the range of the interval of simulation. This process is known to be time-consuming. This limitation is avoided in our work and the dimension of the proposed observer is 2 (2 ) n n+ × + , that is similar to the Kalman filter. This achievement makes reasonable application of the proposed observer to higher dimensional uncertain nonlinear systems. □ Let us consider application of the proposed set adaptive observers in the fault detection problem.
Fault detection
The main idea of model-based fault detection and diagnosis is to check whether the behavior of the plant is consis-tent with its fault-free model. Many model-based approaches use estimation of some relevant internal or observed variables to produce fault-indicating signals (residuals), see [7] and [8] for a recent survey.
In this section we assume that in the system (3) the faults appearance is modeled by the vector θ (the absence of faults corresponds to the case 0 = θ ). The problem is to detect a significant change of the vector θ value within minimum amount of time.
A. Fault detection procedure
To solve this problem, in [26] it is proposed to use the following set observers:
that coincide with (12) . The observers (12) To apply the approach proposed here we need to transform the system (28) to the form of (3), for this purpose note 13  1  3  13  1  3  1  32  3  2  20  2  32  3  2  13  1  3  32  3  2  32  3  2  13 1 3
that is similar to (3) . For the first scenario from (29) we get 13  1  ,3  13  1  ,3  1  32  ,3  2  20  2  32  ,3  2   13  1  ,3  32  ,3  2  32  ,3  2 13  1  3  13  1  3  1  32  3  2  20  2  32  3  2  13  1  3  32  3  2  32  3  2  13 1 3 ,   13  1  3  13  1  3  1  32  3  2  20  2  32  3  2  13  1  3  32  3  2  32  3  2  13 1 3 and with a measurement noise ((c), (d)).
Conclusion
The basic problem studied by this paper is adaptive observers design for joint parameter and state estimation of nonlinear continuous time systems. Based on a guaranteed LPV approximation, the problem of set observers design for the nonlinear system is reformulated in terms of adaptive observers design problem for LPV ones. The exponential complexity usual for set-membership parameter estimation in nonlinear continuous-time systems is avoided. The complexity of the proposed observer is similar to the Kalman filter and the dimension of the set adaptive observer equations increases proportionally to the parameter θ and to the state x dimensions (the full adaptive set observer dimension is 2 (2 ) n n+ × + ). This setting makes possible application of observers for higher dimension uncertain systems.
It is shown that under standard cooperativity assumption imposed on the observer equations, the adaptation loop may be cooperative or competitive depending on additional circumstances. Both competitive and cooperative cases are analyzed and applicability conditions for the adaptive observers are proposed. Moreover, the proposed applicability conditions of the adaptive set observers (presented in Assumption 2) are less restrictive than those corresponding to the conventional adaptive observers (formulated in Assumption 1). Thus, the adaptive set observers can be applied in the cases when the solution of the parameter dependent Lyapunov equation from Assumption 1 is not feasible.
The results of the developed techniques suggest that in the presence of small uncertainties (small deviations of the parameters and the state from their nominal/majorant values) the introduction of adaptive technology may not provide significant improvement in the state estimation. However, if the set of admissible values for the model parameters is largely deviated or under noisy conditions, then the adaptive set observers proposed here could be superior to the al-ready existing solutions.
Finally, it was shown how set adaptive observers can be used to solve the problem of parametric fault detection.
