This article presents an optimization-based approach to the integrated control and structural design of dynamical systems. The framework of a general formulation is developed, which lends itself directly to the design of structural plants requiring control. This method can employ classical and modern control techniques in the time or frequency domain. A performance norm that possesses full knowledge of the control and structural design characteristics is developed. This article explicitly addresses the disturbance-rejection and commandfollowing performance of the system, in addition to the vibration level and the control effort. The design methodology is demonstrated by simultaneously performing the structural and control designs of a truss-like spacecraft undergoing a rotational maneuver.
Introduction
F UTURE military and commercial space systems will present increasingly stringent performance requirements. In order to meet the challenge, prevailing design methods must be readdressed. Current design practices are characterized by a schism between the structural and the control design processes. These two design phases are performed separately, following two disparate paths, with little or no interaction. This lack of interdisciplinary activity is not surprising however. Recent advances in computer technology are only beginning to have their full impact, and the development of effective control-structure integrated design (CSID) methods is far from being a solved problem. This publication takes only a step in that direction.
The structural engineer generally designs a structural plant by relying on: 1) an overall knowledge of the mission objectives and constraints, 2) some limited understanding of the control issues, and 3) experience and intuition. The typical structural design follows some iterative ad-hoc approach that often converges satisfactorily, or follows some form of structural optimization. Unfortunately, the typical structural optimization approach fails to recognize the properties of the as-yet-unknown control design.
The major limitation of structural optimization alone stems from the objective function's inability to reflect total system performance. Typical objectives include: 1) minimum mass, 2) uniform stress, 3) maximum fundamental frequency, and 4) maximum damping. For instance, by indiscriminately increasing damping and stiffness in order to meet stringent pointing requirements, structural optimization may result in large system mass, and a correspondingly high control authority requirement.
With a structural design in near-final form and an in-depth knowledge of mission objectives and constraints, the control engineers generally have at their disposal all the information needed to design a control system. Unfortunately, the control design phase has no appreciable impact on the structural design. As a result of this limited interdisciplinary interaction, the final system design is seldom optimal in any global sense. This is particularly true in the case of complex systems where experience or intuition usually fails to produce optimal (or nearoptimal) designs. In addition, although a control designer can easily determine the consequences of a control-design modification on performance, the same is not true of the structural designer. The latter's only recourse is experience and intuition.
A new approach to designing dynamical systems with improved performance and robustness characteristics has been under development for the past decade. References 1-9 represent but a small sample of the publications on the topic. This paper refers to this new approach as CSID. By recognizing the interrelated nature of the various system characteristics, and by explicitly representing the global mission objective, an optimal balance between the structure and the control system can be achieved. This design approach is characterized by full use of interdisciplinary knowledge throughout the design process. Significant required structural changes can be identified and effected early in the design process, when the cost consequences are less severe. Given typical mass constraints and the trend toward more stringent performance requirements, CSID methods must be exploited for the successful design of current and future space systems. 7 The approach presented in this paper is highly computational in nature. Closed-form analytical solutions for the objective and constraints are employed in conjunction with nonlinear numerical optimization techniques. A scalar measure of system performance is minimized, subject to certain practical constraints. These constraints may include system stability, system mass, structural member sizes, and robustness. The existence of a closed-form solution for any performance measure is critical to the computational feasibility of CSID for realistically large structures.
In the current approach, CSID nonlinear constrained optimization is performed within a general framework. Modal reduction is employed to reduce computational effort. The structural design variables are chosen to effect mass, stiffness, and possibly damping redistribution. The control design variables are also general in nature. They can represent, among other things, elements of feedback matrices, Q-parameterization, or pole and zero location. LQR and LQG designs constitute a natural subset of the possible applications.
There are strong advantages to the computational approach advocated in this paper. Nonlinear programming methods allow for explicit constraints on system characteristics. Time domain specifications (settling time due to step commands, for example) and frequency domain requirements can be formulated as constraints. A purely analytical approach would not offer such versatility.
Using this computational approach, CSID research can focus on rendering existing control synthesis tools applicable to CSID.
As Fig. 1 shows, a top-level view of the CSID computational structure depicts a dynamical system with performance and robustness properties that are altered by a set of control and structural design parameters. The constituent components of the CSID-logic block include numerically well-conditioned constraint and objective functions. These are nonconvex functions of the design variables. The objective function is quadratically dependent on the error vector z(f). The plant-andcontrol design block comprises a state-space representation of the closed-loop system, which, in general, is a highly nonlinear function of the structural and control design variables d s and d c . The inputs to the plant/control system are the exogenous disturbance vector u d (f) and the reference signal vector r(f), which have temporal or spectral properties that are dictated by system design specifications. The vector z(t) denotes system response errors that the CSID-logic functional block attempts to minimize. These may include structural vibration, control effort, or pointing error. This paper is organized as follows. First, the full-order and reduced-order modeling of the structural system is developed. Second, a general framework for compensator modeling is presented. Third, a new performance norm that addresses explicitly the command-following and disturbance-rejection properties of the system is developed. Its favorable computational properties were evidenced by successful CSID application. Fourth, the dynamics model of a truss-like spacecraft is developed, and pertinent structural parameters are identified for CSID application. Finally, the Results and Discussion section shows the power of CSID to identify improved system designs.The advantage of using CSID, rather than control optimization alone, is quantified.
Plant Dynamics Modeling Physical Coordinate Representation
The plant considered in this paper consists of a structural system with governing dynamics equations that are assumed to obey the well-known set of coupled second-order differential equations. Applying finite element methods, the equations are written in the form
where M, D, and K respectively denote the mass, damping, and stiffness matrices that depend on a set of structural design variables d s . These variables are capable of altering the geometrical properties of the structure and its mass, damping, and stiffness distributions. The vector q denotes the physical coordinates of the structure; u c and u d are the control and disturbance forces and torques, respectively, while B qc and B qd denote the corresponding influence coefficient matrices. The above segregation of controls and disturbances will later allow addressing the command-following and disturbance-rejection problems (Eqs. (42-43)). The specific time history of u d is in general unknown; only some of its time or frequency domain characteristics are assumed. In this article, the vector u d is assumed to be composed of impulses of known intensities. For analytical convenience, we construct a standard state space representation of Eq. (1), and append observation and error equations, thus:
The vectors y and z p are, respectively, the observation and error vectors. The state vector is
The plant error vector does not include u d because u d cannot be minimized. The dynamics matrix takes the form
The influence coefficient matrices are
Equations (2-7) govern the plant dynamics. These equations are generally adequate for the analysis of low-order structural systems. In the case of large structures, however, model order reduction is required.
Modal Coordinate Representation
With high-order structural applications in mind, plant model reduction is performed via model decomposition. A linear transformation is performed, based on a subset of the modal space basis. The transformation is
Normalization and other required definitions take the form
where 8^ is the Dirac delta function, and
The quantities <I> and A respectively denote the truncated modal and eigenvalue matrices of the system. The matrix Dd enotes modal damping, and takes a diagonal form in the case of low viscous damping.
The reduced-order form of the state equation is again written in its generic form as 
Compensator Representation
The compensator employed in this paper assumes the generic form of a matrix transfer function. Specifically, for a multiple-input-multiple-output (MIMO) system, the compensator dynamics take the form 
As can be seen, the number of design variables can grow rapidly for MIMO systems. Fortunately, in practice the matrix compensator transfer function is not necessarily fully populated, nor comprised of elements of high order.
Initial values for the control variables can be obtained through conventional means such as using Matlab with the initial model of the plant. Because the CSID method in this paper is performed in state space, the state equation representation of the compensator is obtained in the standard form
where x c denotes the controller state vector and the matrices take on standard definitions. With the development of both plant and compensator, it is possible to form the closed-loop representation of the system.
Closed-Loop Representation
The state equations of the closed-loop system are obtained by combining the structure (Eqs. (12-14) ) and the controller (Eqs. (25) and (26)), and by defining the error variable as
It is recognized that the inputs to the global system are r(f), the command reference signal, and u d (t), the disturbance. As Fig. 2 shows, the outputs are z(f) and y(f). The closed-loop representation is readily obtained as 
Performance Norm
In this section, a norm is developed that quantifies the system performance with regard to both command-following and disturbance-rejection properties. The norm will be expressed as the infinite-time quadratic integral of the error vector z(t). As is shown in Fig. 2 , the system state response is due to the disturbance input u d (t), and to the reference input r(i). The disturbance is assumed to take the form of a set of impulses, while the reference input is represented by a GLOBAL SYSTEM Fig. 2 Closed-loop system. prescribed set of step commands. Therefore, the system state vector time history is expressed as
To obtain an expression for z(f) when T and x t (ty are set to zero, one first writes the sum of the separate contributions of reference and disturbance input as 
(39)
With the appropriate framework for the controller (sufficient number of zeros, etc.), the steady-state error can be made to vanish identically, leading to 
and where the matrix Q is a symmetric positive semidefinite weighting matrix. To evaluate the above integrals, it is convenient to first perform the modal decomposition which leads to the new expressions 
The above performance norm offers an important tool in designing, analyzing, and evaluating high-performance systems. It is possible to trade between the disturbance-rejection and the command-following properties of the system by appropriately selecting the vectors r and u. In addition, the relative intensities of structural vibrations and generalized control forces are regulated directly by appropriately structuring the plant error (Eqs. (2-4) ) and the matrix 2, Eq. (44). To see this, simply write Eq. (3) in the form " -t l -
where z pu (t) denotes the control, and z pz (f) denotes the vibration level. Therefore, the plant error vector can segregate control from vibration. Moreover, it is helpful to write the error vector as (see Eqs. (31 and 60))
and the weighting matrix, in block diagonal form, as (see Eqs.
(44 and 37)). Reference 9 treat the situation where closedloop zero eigenvalues exist.
Mathematical Problem Statement
The system dynamics equations and the performance norm are now used to formulate the CSID nonlinear programming Equation (64) denotes constraint conditions that directly control system design specifications. These constraints include: 1) nominal or robust stability, 2) system mass, 3) structural member sizes, 4) geometry, and 5) frequency and/or time domain behavior.
It is recalled that the performance measure is a highly nonlinear integral function of the system dynamics equations and, in general, is not a convex function of the control and structural design variables. The numerical conditioning properties of both the objective and constraint functions are the key to a successful solution, especially in the case of high-order structures. The performance norm developed in this paper does display highly favorable numerical conditioning properties, and its evaluation involves numerical procedures for which robust digital algorithms exist.
The commercial code GRG2 (Generalized Reduced Gradient 2) 11 was employed as the optimization module of the CSID simulation. It was found to be numerically robust. The required gradients were evaluated via finite-difference methods. As with all nonconvex optimization problems, the algorithm might converge to a local minimum. The typical safeguards are therefore in order. These include: 1) restarting the problem with a different initial condition, 2) rescaling the problem periodically during optimization, and 3) starting from a reasonable initial condition, and so forth. Unfortunately, even with those precautions, convergence to the global minimum is not guaranteed. Detailed knowledge of the nonlinear optimization method, together with deep understanding of the problem, are the real saviors.
Spacecraft Example Problem Statement
A spacecraft is used as an example to demonstrate the CSID approach proposed in this paper (Fig. 3a) . This structure consists of a central rigid hub to which two appendages are symmetrically attached. Each truss-like appendage carries a lumped mass at its tip. Under normal operation, this spacecraft undergoes planar rotational maneuvers about the inertially fixed axis k. The penalty on the control effort, the tip vibration, and the command-following error are (see Eq. (62)) pu, Q P2 , QJ = (0, £ 1} (65) It is noted that a nonzero value of the control penalty and a more complex compensator structure are effective means of further improving system response (shorter settling-time, etc.).
The geometrical symmetry, in addition to the purely rotational motion of the spacecraft, permits the assumption of an antisymmetric deformation field. Figure 3b depicts the spacecraft kinematics. The body frame is embedded at the center of the rigid hub and is denoted by the dextral triad z, 7, k. The vector u t denotes the translational deformation of node /, and /,-denotes its longitudinal coordinate. The vector r represents the hub radius, and / represents the appendage length. The equations of motion are obtained by applying the finite element method (FEM) in conjunction with the Newton-Euler equations.
The two trusses are modeled as a set of interconnected beam elements, each representing a bay. The generic spacecraft described is assumed to comprise 50 bays (25 per appendage). All beam elements have the same length l e , and the same width w. The lateral dimension of each element varies as the structure is optimized. The spacecraft inertial characteristics are modeled using a lumped mass formulation, where the nodal masses are assumed to be purely translational.
Dynamics Equations
The equation of motion development involves four steps.
Step 1: ith Mass Translational Equation
By applying Newton's law, the equation that governs the motion of the ith nodal mass along the 7 axis can be written as where m t is the nodal mass, 0 is the inertial rotation of the hub, f intti denotes the internal elastic forces, and f t accounts for externally applied forces at node i. To obtain an explicit expression for the internal forces, the global stiffness matrix of the cantilevered truss is formed, followed by static condensation of the rotational degrees of freedom. This results in a stiffness matrix K tt , which relates the internal forces to the deformation coordinates as (67) The subscript tt denotes that only the translational degreesof-freedom are retained in the static condensation.
Equations (66) and (67) 
Step 2: Spacecraft Rotational Equation
The rotational equation is obtained by satisfying rotational inertial equilibrium of the spacecraft. Doing so leads to
1,0 + 2S
T u = r h 22 (71) 22 (72) is the system total inertia, 7 hub is the hub rotational inertia, and t hub denotes the external torque applied to the hub.
Step
3: Global Equations
The global set of equations that governs the system dynamics in physical coordinates takes the form 
Step 4: State Equations
The full set of state equations is obtained in accordance with the notation of the dynamics modeling section. The scalars df denote the set of structural design variables.
System Characteristics
Two actuation cases are considered: torque at the hub, and antisymmetric forces applied along the appendages. Only hub angular position is fed back to the controller. Tip displacement is sensed and penalized via the objective function (see Eq. (65)). A 12th-order structural model was retained, and a third-order compensator with three zeros was employed. A 15th-order system model with 50 structural design variables was deemed adequate to demonstrate the current methodology. Table 1 shows the numerical values used.
Results and Discussion
Results obtained using the above spacecraft model demonstrate the effectiveness and flexibility of the proposed CSID approach. These results show that the previously derived norm is effective and numerically well conditioned for performing control and structural optimization. It is also shown that the CSID methodology results in much improved response compared to control optimization alone. These improvements are not easily identifiable via conventional design methods.
The proposed approach is computationally robust, as all the results presented rely on a low-order compensator (thirdorder) and, in some cases, the sensor and actuators are not colocated. In addition, optimized designs were obtained starting with rather poor compensators. Via numerous numerical simulations, it is observed that the lower the compensator order, the worse the performance, but also the worse the numerical conditioning of the problem as a whole.
Two sets of results are presented in Figs. 4 and 5 . The first demonstrates the advantages of CSID over control optimization only. The second shows the ability of CSID to make effective use of the available mass: the mass of the appendage is allowed to vary. In both figures, the command input is a unitstep hub rotation 0 ref and no disturbance inputs are used (the disturbance input weight is set at zero). Performance is characterized by the hub angle response 0 and the vibration of the tip mass w tip . In all cases, the tip vibration weight £ (Eq. (65)) used in computing the objective function is 100.
The mode of actuation used for the cases of Fig. 4 (cases la, Ib, and Ic) is a force pair acting antisymmetrically as a couple on the appendages, at node number 16 (13.8 m from the center of the hub). For the cases in Fig. 5 (cases Ha, lib, and III), actuation is via torque applied at the hub center.
These results are discussed in the appendix. The first two plots show the response to a unit step command in the reference hub angle. The starting controller results in poor response, as no significant effort was expended on its selection. The hub response exhibits an overshoot of about 80%. The tip displacement is quite large and poorly damped. The optimized controller reduces the displacement by approximately an order of magnitude. However, that improvement is achieved at the expense of the hub response, which becomes very sluggish. That performance reflects the choice of weights on control, hub position error, and tip displacement used in computing the objective function. It also reflects the low order of the controller.
Advantage of CSID over Controller Optimization Only (Fig. 4]
The next two plots show the hub angle frequency response and the tip displacement frequency response, respectively, to a desired hub angle input. The frequency responses exhibit the same behavior already seen above. With the baseline controller, the hub response has an underdamped peak at approximately 0.7 rad/s, reflecting the overshoot in the step response. The optimized controller eliminates that peak, but also reduces the bandwidth of the system (the response visibly drops below 0 dB above 0.02 rad/s, and it stays below that of the baseline controller from that frequency on). All resonant peaks are reduced. The tip frequency response also mirrors the step response. Compared to the baseline system, the low-frequency (0.7 rad/s) peak is eliminated, which explains the absence of the low-frequency component in the step response. The amplitude of the peak at 0.5 rad/s, which corresponds to the high-frequency component of the step response, is reduced significantly: its H^ norm (Ref. 10) is reduced by about 20 dB. The tip response remains below that of the baseline system for all frequencies above 0.02 rad/s.
The last plot in that column shows the geometric profile of the appendages for the optimized case; that profile is uniform, as structural optimization was not allowed in this case.
The table at the bottom of the column gives some of the spacecraft parameters. The controller parameters for the various cases are given in the appendix. Figure 4R contrasts the case of the optimized controller discussed above (case Ib), now represented by the dashed lines, to the case where structure and controller parameters are optimized concurrently using the CSID methodology (case Ic), given by the solid lines. The CSID case exhibits improved hub and tip step response. The hub response rise time is reduced from approximately 115 s to less than 35 s, with about 20% overshoot, however a consequence of the choice of weights, and of the low-order compensator used. Tip displacement response is reduced significantly.
These improvements can also be seen in the frequency response plots. Hub bandwidth is extended from about 0.02 rad/s to about 0.1 rad/s with a slightly underdamped peak. Tip response amplitude is significantly reduced (by up to 50 dB) at all frequencies up to about 1.5 rad/s.
These improvements are the result of the reshaped appendages, the profile of which is shown in the fifth plot. In terms of the objective function J (see table at bottom of each column), CSID provides a reduction by a factor of eight compared to optimizing the controller parameters only. Figure 5 shows the ability of CSID to make effective use of the available mass. The appendage mass is first constrained to its original values (Fig. 5L) , then allowed to vary (Fig. 5R) . When the appendage mass is constrained, the optimization process places the excess-mass where it has the least effect (near the hub). When the appendage mass is left free, CSID removes the excess-mass, resulting in reduction of system mass. Hub torque actuation is used in this case.
The optimized CSID cases (cases lib and III) are given by the solid lines in Figs. 5L and 5R. A baseline case (case Ha), which corresponds to a uniform nonoptimized structure, along with a third-order compensator, is given by the dashed lines for reference. Again, no serious effort was expended on tuning the baseline compensator. The only difference between the two CSID cases is the total appendage mass. In case lib, the mass of the appendage is constrained to remain constant at 10 Kg. In case III (Fig. 5R) , that constraint is removed.
It is interesting to note how the appendage mass is distributed in these two cases. Because the actuation torque is applied at the hub and no force acts on the appendage itself, the profile of the latter tapers uniformly toward the tip. In the first case (case lib), a significant amount of mass is moved to the first element, next to the hub, in order to reduce the total rotational inertia of the system. This reflects the weights chosen for hub angle error and tip vibration (increasing the latter to 1000 causes that excess mass to get redistributed along the beam).
The hub and tip step responses do not exhibit significant differences between the two cases of interest (cases lib and III). Similarly, the frequency responses do not differ much. The message here is: "The same level of performance could be obtained with a lighter structure." CSID was an effective avenue to finding this lighter structure. The appendage mass is reduced by about 8% in this process.
Conclusion
A new optimization-based approach to the integrated control and structural design of large space structures has been presented, and its effectiveness successfully demonstrated in the design of a maneuvering truss-like spacecraft. The computational framework of the formulation offers great versatility in that it can accommodate most state-of-the-art control techniques. A performance norm is developed, which is numerically well behaved, and particularly well suited for CSID application. Results show that the CSID approach presented in this paper provides a methodical means for obtaining both improved control and structural designs. 
