Featured Application: The article highlights a trend in the use of Maximum Power Point Tracking controllers with Expert Systems for wind turbines, due to the complexity of the mathematical models and the non-linearity of the system. Abstract: Wind power is a renewable energy source that has been developed in recent years. Large turbines are increasingly seen. The advantage of generating electrical power in this way is that it can be connected to the grid, making it an economical and easily available source of energy. The fundamental problem of a wind turbine is the randomness in a wide range of wind speeds that determine the electrical energy generated, as well as abrupt changes in wind speed that make the system unstable and unsafe. A conventional control system based on a mathematical model is effective with moderate disturbances, but slow with very large oscillations such as those produced by turbulence. To solve this problem, expert control systems (ECS) are proposed, which are based on human experience and an adequate management of stored information of each of its variables, providing a way to determine solutions. This revision of recent years, mentions the expert systems developed to obtain the point of maximum power generation in a wind turbine with permanent magnet synchronous generator (PMSG) and, therefore, offers a control solution that adapts to the specifications of any wind turbine. Appl. Sci. 2019, 9, 2469 2 of 24 power of 9.5 MW [4] . However, model V164-10, capable of generating up to 10 MW, is now available for sale and can be delivered for commercial installation after 2021 [5] .
Introduction
The growth of a country depends on its work centers, the generation of employment, the development of their companies and services. Electricity is indispensable for each of these activities, which is why it is essential to increase energy generation and satisfy the growing demand. At the same time, it is necessary to resort to clean and renewable energies with minimal environmental damage [1] .
Wind energy, for example, has achieved significant technological advances in safety and efficiency. International organizations such as The Global Wind Energy Council (GWEC) have reported that in more than 90 countries around 54 GW of wind energy have been installed in 2017, increasing the accumulated capacity to 486.8 GW, 12.6% more than in 2016 [2] . The size of wind turbines has increased in recent years; the commonly used wind turbine has a diameter of the sweeping area of 125 m able to produce up to 7.5 MW [3]. However, since 2016 it is more common to see wind turbines with a nominal
Wind Turbine Generator Systems
The turbines are composed of the rotor of blades that convert the kinetic energy of the wind into mechanical energy, the gearbox that multiplies the speed of the rotor and transmits it to the axis of rotation of the generator, the electric generator, control system and the instrumentation [18] . Figure 1 shows a general diagram of wind turbine.
Appl. Sci. 2019, 9, x FOR PEER REVIEW 3 of 24 time in regions II and III and in both regions an MPPT controller it is required. On the other hand, the PMSG is the most used. The MPPT algorithms have been classified according to the maximization of the captured power, the MPPT algorithms are categorized into Indirect Power Controllers (IPC) and Direct Power Controllers (DPC). The IPC maximizes the captured mechanical wind energy while the DPC directly maximizes the electrical power output [15] . The main MPPT algorithms that are widely used include the tip speed ratio (TSR), power signal feedback control (PSF), optimal torque (OPC), Search for slope ascent (HCS), perturbation and observation method (P&O), incremental conductance and optimal base relation (ORB), as well as computer techniques developed with expert systems, such as fuzzy logic and neural networks [10] . Energy storage too can control and reduce power fluctuations, enhances the electric system flexibility, and enables the storage and dispatching of the electricity generated. Different storage technologies are used in electric power systems. They can be electrochemical (Batteries), mechanical (Flywheel energy storage) or electrical (Super capacitor energy storage). Several types of batteries can be used: NickeleCadmium (NieCd), NickeleZinc (NieZn) or lead acid. The battery must have some important characteristics such as high charge or discharge efficiency, low self-discharge and long cycle life. The flywheel includes a cylinder with a shaft connected to an electrical generator and helps to maintain the power generation constant, as long as the wind power is sufficient. Inertial energy is stored to cushion power changes of the wind generator; it is necessary to know the reference speed, which ensures that the system transfers the required energy by the load at any time. Super capacitors are used to suppress fast wind power fluctuations but at a minor scale. Thus, they can be considered only as a support for wind turbines systems and are generally combined with a battery system [16] . The analysis carried out in the literature indicates a trend in the use of MPPT controllers with ECS for wind turbines, due to the complexity of the mathematical models and the non-linearity of the system. In this paper, we present a summary of control algorithms developed for ECS in the last 4 years. The objective is to guide the reader in the use of expert systems, since these are a solution for the control of wind turbines that do not have detailed specifications or do not have the economic resources to implement an adequate instrumentation. The strategy of ECS is based on deducting data with laws of probability for the prediction of climatic conditions, search of the optimal solution in different conditions and the handling of data to find patterns of behavior of its variables [17] .
The turbines are composed of the rotor of blades that convert the kinetic energy of the wind into mechanical energy, the gearbox that multiplies the speed of the rotor and transmits it to the axis of rotation of the generator, the electric generator, control system and the instrumentation [18] . Figure  1 shows a general diagram of wind turbine. Appl. Sci. 2019, 9, 2469 4 of 24 To obtain the mathematical model of the wind power extracted by the rotor, an analysis of the wind passing between the blades in the swept area is made. The power extracted by the rotor is described with the following equation [19, 20] :
where the wind density is ρ, the sweeping area is A, wind before the turbine is V and Cp is a power coefficient. To obtain the value of Cp, an experimental method can be used, dependent of λ, pitch angle of the blade β and α constant [20, 21] . The value of α is obtained of Table 1 . The curve fit is a good approximation for values of 3 < λ < 15, which are suitable for all blade configurations and models.
where w r is the rotation frequency (rad/s), n is the speed of rotation (rpm) and R is the radius of the rotor (m). The mechanical system can be modeled as a two-mass system without losing precision, which is shown in Figure 2 .
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where wr is the rotation frequency (rad/s), n is the speed of rotation (rpm) and R is the radius of the rotor (m). 
The mechanical system can be modeled as a two-mass system without losing precision, which is shown in Figure 2 . Appl. Sci. 2019, 9, 2469 5 of 24 In the mathematical model, the torque of the rotor and the electromechanical torque of the generator act in opposition and are the inputs to the model, the rotation speeds are the output. The mathematical model is represented by the following equations [22, 23] :
where the inertial constant depends on the geometrical distribution of the mass. Inertia represents the time in which the generator reaches its rated power with the kinetic energy of its mass in rotation [24] . Inertial moment is calculated according to:
In the case of the wind rotor, the inertia can be approximated according to:
where m r represents the mass of the rotor (includes the blades) and R is the radius of the rotor. For the electrical modeling of a PMSG, the three phases are transformed into an equivalent of two axes. This is because each one acts in a defined geometric space of the air gap. With the direct axis (d) in phase with the winding of the rotor field and the quadratic or displacement axis (q), 90 electrical degrees forward in a synchronous rotating d-q reference frame. Magnetic flux waves due to the winding of the stator are presented in two sinusoidal waves distributed rotating with synchronous speed, such that one is the maximum point on the axis d and the other is the maximum point on the axis q [25] . The stator output voltages d-q of this generator are given respectively by:
where L are the inductances of the generator, R is the resistance and I is the currents in the axes d and q respectively. ϕ f is the permanent magnetic flux. ω gen is the rotation speed of the PMSG.
Pp is the number of pair of poles. Electromechanical torque T gen can be express as:
Expert Systems
An Expert System (ES) is a computer program that imitates the reasoning of human beings, in other words, it is transferring the experience of a human to a computer through various formalities so that the computer executes the best solution. An ES is a flexible medium that proposes solutions to problems that cannot be tackled with traditional methods. Unlike a method that uses mathematical algorithms, ES efficiently searches for a solution within a solution space, uses acquired knowledge to abort non-promising spaces, and focuses on useful data. For the development of ES, three main theories are used: Fuzzy Logic (FL), Artificial Neural Network (ANN) and Intelligent Search Algorithms (ISA) [26] .
Fuzzy Logic
FL is based on set theory to interpret linguistic knowledge in control rules, therefore a fuzzy logic controller (FLC) works without a mathematical model so it does not consider uncertainties and unknown parameters that make a non-linear system [27] . The development of an FL follows three steps [28] [29] [30] :
(1) Fuzzification: Translate the entries into a diffuse language using linguistic terms and functions of membership (MF), by virtue of the intuition, deduction, classification and reasoning of the human.
(2) Fuzzy rules: rules proposed by the expert technician in the system, which are described using simple words in natural language, usually two techniques are used to describe these rules:
Mamdani Inference Model:
Takagi Sugeno Kang:
(3) Defuzzification: Conversion of the fuzzy set into a real value, by means of a mathematical method, to determine the control action. The most used mathematical methods are Centroid of Area, Bisector, Media of Maximum, and Center of Sums.
Artificial Neural Networks
ANN are computational models capable of analyzing, in detail, the behavior patterns of a large amount of data for each variable of the system, since they are made up of processing units inspired by the human brain (artificial neurons). The neurons are interconnected in layers, as shown in Figure 3 . Each layer has different neurons that operate in parallel, the neurons are connected to the neurons of other layers and each connection has an associated weight (artificial synapses) that modulates the effect of the signs [31] . Each neuron j with n inputs X has a value called activation state θ and an output function F that provides the output signal Y. The output signal is sent to another neuron but its value can be modified according to the associated weight w [26] . Neurons can be represented as in Figure 4 .
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ANN are computational models capable of analyzing, in detail, the behavior patterns of a large amount of data for each variable of the system, since they are made up of processing units inspired by the human brain (artificial neurons). The neurons are interconnected in layers, as shown in Figure  3 . Each layer has different neurons that operate in parallel, the neurons are connected to the neurons of other layers and each connection has an associated weight (artificial synapses) that modulates the effect of the signs [31] . Each neuron j with n inputs X has a value called activation state θ and an output function F that provides the output signal Y. The output signal is sent to another neuron but its value can be modified according to the associated weight w [26] . Neurons can be represented as in Figure 4 . The learning of an ANN is based on the adjustment of the weights according to an optimization algorithm so that the network generates the best possible solution to a control system [32] . Different types of ANN can be distinguished according to their topology, training method, type of input- The learning of an ANN is based on the adjustment of the weights according to an optimization algorithm so that the network generates the best possible solution to a control system [32] . Different types of ANN can be distinguished according to their topology, training method, type of inputoutput data and the presentation of information. For example: multilayer perceptron (MLP); Neural network of radial base function (RBFNN); Reverse propagation networks (BPNN); Wavelet Neural Network (Wavelet NN); self-organized map NN (SOMNN); Recurrent Neural Network (RNN); NN The learning of an ANN is based on the adjustment of the weights according to an optimization algorithm so that the network generates the best possible solution to a control system [32] . Different types of ANN can be distinguished according to their topology, training method, type of input-output data and the presentation of information. For example: multilayer perceptron (MLP); Neural network of radial base function (RBFNN); Reverse propagation networks (BPNN); Wavelet Neural Network (Wavelet NN); self-organized map NN (SOMNN); Recurrent Neural Network (RNN); NN time delay; Red Hopfield; NN self-associative; convolutional NN; learning of vector quantification networks; adaptive resonance theory (ART) NN; neuro-diffuse networks; Dynamic NN, among others [33] .
Intelligent Search Algorithms
ISA are a method of search and information exchange between individuals in a population and are useful for solving complex and non-linear problems. Classical ISAs include Genetic Algorithms (GA), Particle Swarm Optimization (PSO) and Differential Evolution (DE); they are useful for solving optimization problems [26] .
GA is an optimization method according to Darwinian principles of biological evolution: reproduction and survival of the fittest. According to [34] , the algorithm consists of four steps, which are shown in Figure 5 . The evolutionary process begins with a population of randomized solutions manually initialized. With the crossing between two solutions, the genetic information of two individuals is merged, generating better solutions. In the mutation new random solutions are generated, the best solutions are selected for the next generation. In the replacement, the previous generation of solutions is eliminated and the new generation is created with the best solutions of the crossing and the mutation. In each cycle, the termination condition of the algorithm is examined, by number of cycles, or by the minimum satisfactory error.
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A PSO are techniques that analyze behavior in their adaptation of different populations in nature, such as flocks of birds, whale banks, ant colonies and swarms of bees, to be imitated as a process of optimization using mathematical algorithms [26] .
First a random population is generated, each member has velocity and position values around a solution space, in each step of the procedure, each solution is conducted to a weighted average and the best overall solution is updated. Thus, the solution space is reduced until an optimal solution is found [34] . The parameters that are adjusted so as not to exceed the processing resources are the size of the population and the detention criteria [35] . DE is a method that iteratively optimizes a solution with respect to a reference; the algorithm is based on the difference between the best solutions. Crosses and mutations can maintain the best solutions, discard deficient solutions and converge towards the optimal solution [26] . An ED converges faster because it uses few parameters when using differential mutation [27] .
Results: MPPT Techniques Review
This work gathers a selection of scientific articles, dedicated to the elaboration of control systems with ES for MPPT in wind turbines with PMSG. For the elaboration of this analysis, about 100 scientific articles of different journals were considered. The most novel works were selected and with at least 4 years old. The selected articles are divided according to the methodology used, starting with FL, ANN and finally GA. As a result, a review of the work carried out is presented and a table with A PSO are techniques that analyze behavior in their adaptation of different populations in nature, such as flocks of birds, whale banks, ant colonies and swarms of bees, to be imitated as a process of optimization using mathematical algorithms [26] .
First a random population is generated, each member has velocity and position values around a solution space, in each step of the procedure, each solution is conducted to a weighted average and the best overall solution is updated. Thus, the solution space is reduced until an optimal solution is found [34] . The parameters that are adjusted so as not to exceed the processing resources are the size of the population and the detention criteria [35] .
DE is a method that iteratively optimizes a solution with respect to a reference; the algorithm is based on the difference between the best solutions. Crosses and mutations can maintain the best solutions, discard deficient solutions and converge towards the optimal solution [26] . An ED converges faster because it uses few parameters when using differential mutation [27] .
This work gathers a selection of scientific articles, dedicated to the elaboration of control systems with ES for MPPT in wind turbines with PMSG. For the elaboration of this analysis, about 100 scientific articles of different journals were considered. The most novel works were selected and with at least 4 years old. The selected articles are divided according to the methodology used, starting with FL, ANN and finally GA. As a result, a review of the work carried out is presented and a table with the results obtained by different authors for each used methodology is presented, besides, the most interesting schemes of control models are presented. The development of FLCs begin with simple control loop with two inputs, a variable and its error value, and one output signal as show in Figure 6 . Different authors [8, [36] [37] [38] [39] use as inputs the error between desired power and power measured in the generator (eP), in addition to the difference of the error in certain time ∆(eP), these inputs are defined in (13) and (14).
Appl. Sci. 2019, 9, x FOR PEER REVIEW 8 of 24
interesting schemes of control models are presented. The development of FLCs begin with simple control loop with two inputs, a variable and its error value, and one output signal as show in Figure  6 . Different authors [8, [36] [37] [38] [39] use as inputs the error between desired power and power measured in the generator (eP), in addition to the difference of the error in certain time Δ(eP), these inputs are defined in (13) and (14). With the same control logic, other authors [40] [41] [42] [43] change the inputs variable and they use generator shaft speed error (eω) and the error difference Δ(eω); and in [44, 45] they use torque error (eτ) and the error difference Δ(eτ). In [46] combine types of variables; the Power error (eP) and the generator shaft speed (eω) are used. In [47] is used one more input variable, the error power (eP), variation of the power generated error Δ(eP) and generator shaft speed error (eω) are used.
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7. The control model used in [49] includes a proportional integral (PI) controller and an FLC. A correlation factor, defined by the error and the error derivative, assigns the weight that each controller will have, if the error is small, it will give more weight to the controller PI to maintain stability, if the error is large, it will give more weight to the FLC to obtain a faster control response. This control model is shown in Figure 8 . In [50] a model similar to [49] is used, however the author adds a feed-forward FLC to adjust the angle of blade when there are gusts of wind. In [51] , the operating range of the turbine is divided into 5 sections according to the wind speed. In each section, a PID was implemented and the optimal gains were calculated previously. A FLC is used to switch between controllers. In the Figure 9 , is shown this control strategy. However, in [52] , an FLC is used to change the PID gains, according to the value of the error of the controlled variable, the gains are calculated previously. The authors of [53] proposed a Fuzzy adaptive PID, where an FLC is used to calculate the gains for a PID control. In [54] , an adaptive PI control is proposed, where the gains of the PI controller are set, but the generator power is used as the control variable. An example of these control strategies is shown in Figure 10 . In [55] , a feed-forward FLC is integrated to accelerate the response of pitch control when there are increases in the wind speed change and then added to the output value of FLC-PID controller. In [51] , the operating range of the turbine is divided into 5 sections according to the wind speed. In each section, a PID was implemented and the optimal gains were calculated previously. A FLC is used to switch between controllers. In the Figure 9 , is shown this control strategy. However, in [52] , an FLC is used to change the PID gains, according to the value of the error of the controlled variable, the gains are calculated previously.
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The authors of [53] proposed a Fuzzy adaptive PID, where an FLC is used to calculate the gains for a PID control. In [54] , an adaptive PI control is proposed, where the gains of the PI controller are set, but the generator power is used as the control variable. An example of these control strategies is shown in Figure 10 . In [55] , a feed-forward FLC is integrated to accelerate the response of pitch control when there are increases in the wind speed change and then added to the output value of FLC-PID controller. On the other hand, controllers of the hierarchical type have been proposed. In [56] two controllers are proposed, the first one is a classic fractional order PI (FOPI) controller, this controller implements an FLC to change the real-time PI gains (FFOPI). The second is a PI, the integral part is FFOPI and is added to the proportional part represented by a gain Kp (FFOPI + I). A PSO algorithm determined initial gains. In [57] , the author proposes a control model (PIFPI) based on the On the other hand, controllers of the hierarchical type have been proposed. In [56] two controllers are proposed, the first one is a classic fractional order PI (FOPI) controller, this controller implements an FLC to change the real-time PI gains (FFOPI). The second is a PI, the integral part is FFOPI and is added to the proportional part represented by a gain Kp (FFOPI + I). A PSO algorithm determined initial gains. In [57] , the author proposes a control model (PIFPI) based on the combination of PI-Fuzzy-PI controllers to control the angle of incidence of the blades in a wind turbine. The error of the generated power is used as control variable, which is multiplied by the gains of a first PI (or PD), the value obtained is the input to an FLC that calculates the integration constant of the second PI controller. PIFPI controller is presented in Figure 11 . In [58] , a PID controller is presented, the values of proportional gain Kp and derivative Kd are the input for an FLC with an artificial organic controller (AOC) as the law of inference. The integration of the FLC output value represents Ki. The sum of the three constants is considered to be a controller (PID-AOC).
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For the MPPT on the generator side [63] , a control strategy with a FLC and an integral sliding mode current controller was implemented. FLC deduces the optimal current directly from the variations of current and voltage with good precision, it works as a harmonic compensator to eliminate voltage harmonics on the generator side. In [64, 65] , vector control of the generator torque is performed by applying FLC. Table 2 contains a summary of the works of different authors who implemented an FLC in wind turbines and who present numerical results of their research. Was compared the responses of the Fuzzy-PID and PID controllers. F-PID reduces rise time of 4.21 s to 0.63 s. PID has oscillations with a peak overshoot of 11.8% and F-PID of 0.02%.
Elyaalaoui et al., 2018
Comparing PI, PDFPI and PIFPI controllers, the maximum settling time is 4 s, 4.7 s and 2 s respectively. The deviation (HZ) are −0.06 for IC, −0.04 for PI, −0.045 for PDFPI, and −0.01 for PIFPI.
Ponce et al., 2017
Pitch angle is smaller with PID-AOC (5.2 • ) than with PID controller (8.2 • ). Stator and rotor power increase significantly, 10.8 and 30.5%, respectively. PID generates 2.5% of overshooting, while PID-AOC reaches 0.8%, increasing the performance in 68.0%.
Alarcaon et al., 2017
According to error criteria compared between PID, diffuse and Hybrid (F-PID-5) controllers. The F-PID-5 obtained a minor error in the reference change. 66.16% better than FLC basic controller and 2.4% with respect to a PID.
Huang et al., 2017
Results show that generator speed response improves from 3.68 s to 3.28 s on proposed method. Performance is improved in the attenuate oscillations of the actuator and the overshoot of the generator speed has been reduced.
Slimen et al., 2017
Graphic results demonstrated better performance for FLC schemes than a PI control. 
Al

Smida and Sakly, 2016
It was compared with a PI control obtaining a better average error of 0.018% to 0.0088%, in absolute values it was reduced from 65.8% to 29.02%
Beddar et al., 2016
The results illustrate the robustness and the superiority of FFOPI+I over FOPI and conventional PI, since guarantee low current total harmonic distortion with small overshot and fast settling time.
Civelek The proposed combined controller FLC-PI has a better response than the PI controller and the FLC, this has been proved with a lower error of 0.4% compared to 0.66% from the PI and 1.33% from the FLC.
Xiao et al., 2015
According to simulations, the proposed controller provides better performance compared to a PID. Its behavior is better near the nominal wind speed reducing the power overshoot to 3% than the cut-speed with only 0.4%.
Yang et al., 2015
The average power for a conventional controller and the proposed is 2.98 MW and 3.01 MW, respectively. The speed rotor reached by gross controller is 19.7 rpm, higher than speed cut. Proposed controller reaches 19.15 rpm, lower than speed cut. Van et al., 2015 The average output power simulate in 2 MW PMSG with the proposed methods is 2.36%, 1.07% y 1.5% respectively higher.
load reduction. One of the proposed individual pitch controllers is presented in Figure 12 .
For the MPPT on the generator side [63] , a control strategy with a FLC and an integral sliding mode current controller was implemented. FLC deduces the optimal current directly from the variations of current and voltage with good precision, it works as a harmonic compensator to eliminate voltage harmonics on the generator side. In [64, 65] , vector control of the generator torque is performed by applying FLC. Table 2 contains a summary of the works of different authors who implemented an FLC in wind turbines and who present numerical results of their research. 
Reference
Analysis of Results
Tiwari et al., 2018
With a PI controller, the average power is 16.9 kW and generator speed varies. With FLC the average power is 17.2 kW and the generator speed established at 14.2 rad/s. The control systems based on ANN have been used in wind energy; these systems work in any scenario, since they can adapt to the mode of operation in specific wind conditions. In [66] an adaptive integral sliding mode controller is proposed to obtain the optimum rotation speed of the rotor by means of an ANN. An RNN is used for online learning. The integral sliding mode control is designed to calculate the control voltage u q and the control voltage u d , the value of these tensions are sent to a PWM controller that controls the power converter of the generator. This work is compared with a RBFNN used in [67] . The RBFN is used to determine the optimal current that controls the PMSG. The RBFN parameters are optimized using a PSO-modified algorithm to improve learning.
In [68] , an algorithm is proposed that adapts the Bat Algorithm and improved Extreme Learning Machine (BA-ELM) for forecasting wind speed to alleviate the slow response of anemometers and sensors and eliminate the discontinuity of wind speed sequence, considering that the change of wind speed requires a very short response time. A state feedback control is proposed to achieve the rotor flux and rotor speed tracking. This method could decouple the current and voltage of induction generator to track the reference of stator current and flux linkage. This novel control strategy is shown in Figure 13 . The average power for a conventional controller and the proposed is 2.98 MW and 3.01 MW, respectively. The speed rotor reached by gross controller is 19.7 rpm, higher than speed cut. Proposed controller reaches 19.15 rpm, lower than speed cut. Van et al., 2015 The average output power simulate in 2 MW PMSG with the proposed methods is 2.36%, 1.07% y 1.5% respectively higher.
The control systems based on ANN have been used in wind energy; these systems work in any scenario, since they can adapt to the mode of operation in specific wind conditions. In [66] an adaptive integral sliding mode controller is proposed to obtain the optimum rotation speed of the rotor by means of an ANN. An RNN is used for online learning. The integral sliding mode control is designed to calculate the control voltage uq and the control voltage ud, the value of these tensions are sent to a PWM controller that controls the power converter of the generator. This work is compared with a RBFNN used in [67] . The RBFN is used to determine the optimal current that controls the PMSG. The RBFN parameters are optimized using a PSO-modified algorithm to improve learning.
In [68] , an algorithm is proposed that adapts the Bat Algorithm and improved Extreme Learning Machine (BA-ELM) for forecasting wind speed to alleviate the slow response of anemometers and sensors and eliminate the discontinuity of wind speed sequence, considering that the change of wind speed requires a very short response time. A state feedback control is proposed to achieve the rotor flux and rotor speed tracking. This method could decouple the current and voltage of induction generator to track the reference of stator current and flux linkage. This novel control strategy is shown in Figure 13 . In [69] , a method of pitch control is proposed, an ANN with an Online Learning Approach (OLA) is used. As an input variable, we have the error of the control variable; the error is previously filtered to transform a complex system into a simple one. In addition, a large sample observer is implemented to determine the rotor acceleration estimation, which avoids the use of additional sensors. The method must guarantee the monitoring of the rotor speed, the power of the generator and the limit value of the system variables.
In [70] , an ANN topology based on RBFNN is proposed for learning from wind speed. To achieve maximum power generation, the system is implemented with a quadratic reinforcement converter and the inverter efficiency is validated with a primary and single-ended primary inductance converter (SEPIC). In [71] , an ANN based on RBFNN is used. The controller uses the wind speed, generator speed and power generated as input variables. The work cycle and the angle of the blade are considered as the controlled variables. The selection of the output variable is based on the wind speed. In region II, the duty cycle is used to control the power electronics converter, thus obtaining the maximum available power. In region III, the pitch control is performed to limit the output power. A block diagram of this strategy is presented in Figure 14 . In [69] , a method of pitch control is proposed, an ANN with an Online Learning Approach (OLA) is used. As an input variable, we have the error of the control variable; the error is previously filtered to transform a complex system into a simple one. In addition, a large sample observer is implemented to determine the rotor acceleration estimation, which avoids the use of additional sensors. The method must guarantee the monitoring of the rotor speed, the power of the generator and the limit value of the system variables.
In [70] , an ANN topology based on RBFNN is proposed for learning from wind speed. To achieve maximum power generation, the system is implemented with a quadratic reinforcement converter and the inverter efficiency is validated with a primary and single-ended primary inductance converter (SEPIC). In [71] , an ANN based on RBFNN is used. The controller uses the wind speed, generator speed and power generated as input variables. The work cycle and the angle of the blade are considered as the controlled variables. The selection of the output variable is based on the wind speed. In region II, the duty cycle is used to control the power electronics converter, thus obtaining the maximum available power. In region III, the pitch control is performed to limit the output power. A block diagram of this strategy is presented in Figure 14 . In [72] , a Multy Layer Perceptron Neural Network (MLPNN)-based pitch angle controller and a non-linear speed controller based on Integral Sliding Mode Control (ISMC) are designed. MLPNN pitch controller limits the rotational speed when the wind speed exceeds its rated value; the weights connecting the neurons in different layers are trained by Back Propagation (BP) algorithm. ISMC adaptively changes the structure of the predefined controller according to the state of the system. Hence, the system response depends only on the sliding surface and is insensitive to variations of system parameters and external disturbances. The scheme of this control proposal is shown in Figure  15 . In [73] , an adaptive controller based on RBFNN is suggested without previous adjustment and with updating of the weights in line. The Lyapunov functions are used to derive the update rules. For the pitch controller, two RBF networks solve the non-linear space state equation. In [74] an RBFNN is used with an input layer for the power supply error, a hidden layer with 25 neurons and an output layer with the approximate non-linear part. The training algorithm is a descending gradient. The result is greater stability in the extraction of wind energy. This control strategy is explained with Figure 16 . In [75] , the author proposes an individual pitch controller based on RBFNN. The controller requires two inputs variables, the error in the speed of the rotor axis and the measurement of the wind speed by Light Detection and Range (LIDAR). Better performances are obtained than with a PI controller, but with wind speed disturbances, the controller does not work properly. This is because LIDAR measurements delay the controller and cannot anticipate wind speed. The design of this methodology is shown in Figure 17 . The design of this methodology is shown with Figure 17 . In [72] , a Multy Layer Perceptron Neural Network (MLPNN)-based pitch angle controller and a non-linear speed controller based on Integral Sliding Mode Control (ISMC) are designed. MLPNN pitch controller limits the rotational speed when the wind speed exceeds its rated value; the weights connecting the neurons in different layers are trained by Back Propagation (BP) algorithm. ISMC adaptively changes the structure of the predefined controller according to the state of the system. Hence, the system response depends only on the sliding surface and is insensitive to variations of system parameters and external disturbances. The scheme of this control proposal is shown in Figure 15 . In [72] , a Multy Layer Perceptron Neural Network (MLPNN)-based pitch angle controller and a non-linear speed controller based on Integral Sliding Mode Control (ISMC) are designed. MLPNN pitch controller limits the rotational speed when the wind speed exceeds its rated value; the weights connecting the neurons in different layers are trained by Back Propagation (BP) algorithm. ISMC adaptively changes the structure of the predefined controller according to the state of the system. Hence, the system response depends only on the sliding surface and is insensitive to variations of system parameters and external disturbances. The scheme of this control proposal is shown in Figure  15 . In [73] , an adaptive controller based on RBFNN is suggested without previous adjustment and with updating of the weights in line. The Lyapunov functions are used to derive the update rules. For the pitch controller, two RBF networks solve the non-linear space state equation. In [74] an RBFNN is used with an input layer for the power supply error, a hidden layer with 25 neurons and an output layer with the approximate non-linear part. The training algorithm is a descending gradient. The result is greater stability in the extraction of wind energy. This control strategy is explained with Figure 16 . In [75] , the author proposes an individual pitch controller based on RBFNN. The controller requires two inputs variables, the error in the speed of the rotor axis and the measurement of the wind speed by Light Detection and Range (LIDAR). Better performances are obtained than with a PI controller, but with wind speed disturbances, the controller does not work properly. This is because LIDAR measurements delay the controller and cannot anticipate wind speed. The design of this methodology is shown in Figure 17 . The design of this methodology is shown with Figure 17 . In [73] , an adaptive controller based on RBFNN is suggested without previous adjustment and with updating of the weights in line. The Lyapunov functions are used to derive the update rules. For the pitch controller, two RBF networks solve the non-linear space state equation. In [74] an RBFNN is used with an input layer for the power supply error, a hidden layer with 25 neurons and an output layer with the approximate non-linear part. The training algorithm is a descending gradient. The result is greater stability in the extraction of wind energy. This control strategy is explained with Figure 16 .
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In [72] , a Multy Layer Perceptron Neural Network (MLPNN)-based pitch angle controller and a non-linear speed controller based on Integral Sliding Mode Control (ISMC) are designed. MLPNN pitch controller limits the rotational speed when the wind speed exceeds its rated value; the weights connecting the neurons in different layers are trained by Back Propagation (BP) algorithm. ISMC adaptively changes the structure of the predefined controller according to the state of the system. Hence, the system response depends only on the sliding surface and is insensitive to variations of system parameters and external disturbances. The scheme of this control proposal is shown in Figure  15 . In [73] , an adaptive controller based on RBFNN is suggested without previous adjustment and with updating of the weights in line. The Lyapunov functions are used to derive the update rules. For the pitch controller, two RBF networks solve the non-linear space state equation. In [74] an RBFNN is used with an input layer for the power supply error, a hidden layer with 25 neurons and an output layer with the approximate non-linear part. The training algorithm is a descending gradient. The result is greater stability in the extraction of wind energy. This control strategy is explained with Figure 16 . In [75] , the author proposes an individual pitch controller based on RBFNN. The controller requires two inputs variables, the error in the speed of the rotor axis and the measurement of the wind speed by Light Detection and Range (LIDAR). Better performances are obtained than with a PI controller, but with wind speed disturbances, the controller does not work properly. This is because LIDAR measurements delay the controller and cannot anticipate wind speed. The design of this methodology is shown in Figure 17 . The design of this methodology is shown with Figure 17 . In [75] , the author proposes an individual pitch controller based on RBFNN. The controller requires two inputs variables, the error in the speed of the rotor axis and the measurement of the wind speed by Light Detection and Range (LIDAR). Better performances are obtained than with a PI controller, but with wind speed disturbances, the controller does not work properly. This is because LIDAR measurements delay the controller and cannot anticipate wind speed. The design of this methodology is shown in Figure 17 . The design of this methodology is shown with Figure 17 . In [76] , the author works with two adaptive neuro-fuzzy inference system (ANFIS), combining ANN with FLC decision process without requires sensor for wind speed. The first ANFIS for wind speed estimation uses generated power and rotor speed as inputs and the output is wind speed. The second ANFIS uses the wind speed estimation of first ANFIS as input to give the optimum rotor speed. In [77] , an ANN based on reinforcement learning (RL) is proposed. RL process learns the optimal relationship between rotor speed and electric power. The algorithm changes online, the RL process to application process when it has the optimal relationship. The RL process can be reactivated online any time the actual optimal relationship deviates due to a change in the environment. The block diagram of this strategy is presented in Figure 18 . In [78] , a function of Nussbaum type is proposed to solve the non-linearity of the system and an RBFNN to determine the set-point values of the variable speed and variable angle controllers. The strategy is to control the generator torque before the rotor speed reaches the nominal speed. At the rated speed, the generator torque also reaches its nominal value and cannot be used as a control strategy, so the angle control of the blade is adopted as an input to maintain the rotor speed at its nominal value.
In [79] , the author presents a pitch angle controller that is based on equaling Cpref = Cpopt. If the wind speed is higher than nominal speed, Cpopt must be a small value, so ANN calculates a high value of βref; and if the wind speed is lower than nominal speed, Cpopt must be a higher value, so ANN calculates a low value of βref. The training process is performed using the Levenberge-Marquardt algorithm to search for optimal synaptic weights. In [80] , a control method is presented, based on an adaptive ANN-PID in which the PID parameters are regulated automatically. The gradient descent method is used to optimize ANN weights. This control strategy is shown in Figure  19 . In [76] , the author works with two adaptive neuro-fuzzy inference system (ANFIS), combining ANN with FLC decision process without requires sensor for wind speed. The first ANFIS for wind speed estimation uses generated power and rotor speed as inputs and the output is wind speed. The second ANFIS uses the wind speed estimation of first ANFIS as input to give the optimum rotor speed. In [77] , an ANN based on reinforcement learning (RL) is proposed. RL process learns the optimal relationship between rotor speed and electric power. The algorithm changes online, the RL process to application process when it has the optimal relationship. The RL process can be reactivated online any time the actual optimal relationship deviates due to a change in the environment. The block diagram of this strategy is presented in Figure 18 . In [76] , the author works with two adaptive neuro-fuzzy inference system (ANFIS), combining ANN with FLC decision process without requires sensor for wind speed. The first ANFIS for wind speed estimation uses generated power and rotor speed as inputs and the output is wind speed. The second ANFIS uses the wind speed estimation of first ANFIS as input to give the optimum rotor speed. In [77] , an ANN based on reinforcement learning (RL) is proposed. RL process learns the optimal relationship between rotor speed and electric power. The algorithm changes online, the RL process to application process when it has the optimal relationship. The RL process can be reactivated online any time the actual optimal relationship deviates due to a change in the environment. The block diagram of this strategy is presented in Figure 18 . In [78] , a function of Nussbaum type is proposed to solve the non-linearity of the system and an RBFNN to determine the set-point values of the variable speed and variable angle controllers. The strategy is to control the generator torque before the rotor speed reaches the nominal speed. At the rated speed, the generator torque also reaches its nominal value and cannot be used as a control strategy, so the angle control of the blade is adopted as an input to maintain the rotor speed at its nominal value.
In [79] , the author presents a pitch angle controller that is based on equaling Cpref = Cpopt. If the wind speed is higher than nominal speed, Cpopt must be a small value, so ANN calculates a high value of βref; and if the wind speed is lower than nominal speed, Cpopt must be a higher value, so ANN calculates a low value of βref. The training process is performed using the Levenberge-Marquardt algorithm to search for optimal synaptic weights. In [80] , a control method is presented, based on an adaptive ANN-PID in which the PID parameters are regulated automatically. The gradient descent method is used to optimize ANN weights. This control strategy is shown in Figure  19 . In [78] , a function of Nussbaum type is proposed to solve the non-linearity of the system and an RBFNN to determine the set-point values of the variable speed and variable angle controllers. The strategy is to control the generator torque before the rotor speed reaches the nominal speed. At the rated speed, the generator torque also reaches its nominal value and cannot be used as a control strategy, so the angle control of the blade is adopted as an input to maintain the rotor speed at its nominal value.
In [79] , the author presents a pitch angle controller that is based on equaling Cp ref = Cp opt . If the wind speed is higher than nominal speed, Cp opt must be a small value, so ANN calculates a high value of β ref ; and if the wind speed is lower than nominal speed, Cp opt must be a higher value, so ANN calculates a low value of β ref . The training process is performed using the Levenberge-Marquardt algorithm to search for optimal synaptic weights. In [80] , a control method is presented, based on an adaptive ANN-PID in which the PID parameters are regulated automatically. The gradient descent method is used to optimize ANN weights. This control strategy is shown in Figure 19 .
In [81] , a PI generator torque control is presented. In order to tune the PI gains, a RBFNN is used. The optimal dataset to train this neural network is provided by the Gravitational Search Algorithm (GSA). The block diagram of this strategy is presented in Figure 20 .
In [82] , is proposed a real-time wind speed estimation method and sensorless control for power generation. An extreme learning machine (ELM) realizes the wind speed estimation. A specific variable of wind turbine is used for improving its performance with considering the variable pitch angle. Since the design is independent of air density, the proposed ELM method for wind speed estimation is robust to temperature variations. The estimated wind speed is calculated to determine the optimal pitch angle.
nominal value.
In [79] , the author presents a pitch angle controller that is based on equaling Cpref = Cpopt. If the wind speed is higher than nominal speed, Cpopt must be a small value, so ANN calculates a high value of βref; and if the wind speed is lower than nominal speed, Cpopt must be a higher value, so ANN calculates a low value of βref. The training process is performed using the Levenberge-Marquardt algorithm to search for optimal synaptic weights. In [80] , a control method is presented, based on an adaptive ANN-PID in which the PID parameters are regulated automatically. The gradient descent method is used to optimize ANN weights. This control strategy is shown in Figure  19 . Figure 19 . A PID controller is used to regulate the pitch angle and perform the MPPT; an ANN is used to adapt the PID gains in any state of the system [80] .
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In [81] , a PI generator torque control is presented. In order to tune the PI gains, a RBFNN is used. The optimal dataset to train this neural network is provided by the Gravitational Search Algorithm (GSA). The block diagram of this strategy is presented in Figure 20 . In [82] , is proposed a real-time wind speed estimation method and sensorless control for power generation. An extreme learning machine (ELM) realizes the wind speed estimation. A specific variable of wind turbine is used for improving its performance with considering the variable pitch angle. Since the design is independent of air density, the proposed ELM method for wind speed estimation is robust to temperature variations. The estimated wind speed is calculated to determine the optimal pitch angle. Table 3 presents a summary with ANN algorithms for MPPT for wind energy. 
Reference
Analysis of Results
Yin and Zhang, 2019
Comparative experimental results with [67] demonstrates that the proposed controller possesses a remarkable learning capability of the RNN weights and can be used to maintain the optimum generator power.
Zhang et al., 2019
Results show that the flux linkage and turbine rotational speed tracking the reference value almost without oscillation and back to stable state, which indicates its highly acceptable tracking performance, considering the quick reaction and following-up time.
Jiao et al., 2019
With turbulent wind the standard deviation of generator shaft speed is 0.0206 rad/s for NN controller, and 0.0351 rad/s for the PI counterpart. The NN controller can produce smaller oscillation and provide electrical energy with higher quality for grid integration.
Tiwari et al., 2018
The results are compared with a classical Perturb and Observe (P&O) method. The overall performance comparison of the maximum power drawn was 7.28% greater using the Boost converter, 3.68 with the SEPIC converter and 3.34 with the quadratic increase converter for wind speed below the rated speed.
Tiwari et al., 2017
The proposed controller gives 2.021%, 4.623% and 9.893% more power during below rated wind speed and during above rated wind speed it produces 0.187%, 1.67%, 3.67% and 5.38% of rated generator power than the BPN, FLC and PI controller respectively. Figure 20 . In control systems, ISO algorithms are used to train an ANN with greater speed, the purpose of the ANN is varied, and in this case, the reference of the pitch angle and generator torque is obtained [81] . Table 3 presents a summary with ANN algorithms for MPPT for wind energy. ISA is a method that imitates natural evolutionary processes to optimize a solution to a complex problem. In the control of wind turbines, it has been commonly found as a search tool to obtain optimal control parameters applied to other types of controllers. In [83] , the author uses a whale optimization algorithm (WOA) to find optimal parameters of conventional PI controllers. WOA-PI is applied to a machine-side converter to find the optimum PMSG voltages under normal conditions. The WOA simulates the pursuit behavior of humpback whales, where they try to surround the prey near the surface of the water by making a spiral-shaped web of bubbles around the bank of fish. Despite a change in wind speed, optimum dynamic performance of PMSG is achieved.
In [84] , an Ant Colony Optimization (ACO) based algorithm is proposed. The ants initially walk randomly, and once they find food, they return to their colony leaving a trail of pheromones. If other ants find this trace, it is likely that they do not continue to walk randomly, they may follow the trail of pheromones, returning and reinforcing if they find food eventually. However, the pheromone trail evaporates, reducing its attractive force. The longer it takes an ant to travel the road and return, the longer pheromones have to evaporate. A short path, in comparison, is walked more frequently, so the density of pheromones becomes larger in short paths than in long ones. The ACO controller is responsible for the quick charge of the battery and then use the energy in the wind system. A converter is used to maximize the power stages.
In [85] , a system for controlling Matrix Converter (MC) based on hysteresis current controller is proposed. A Bacterial Foraging Optimization BFO is employed for better PI parameters to choose proper idref so that the controlled system has fast response performance. PI controller is employed for controlling the active and reactive current components of the PMSG. The algorithm mimics the foraging behavior of Escherichia coli (E. coli) bacteria present in the human intestine. Artificial bacteria perform three basic foraging activities: chemotaxis where the bacteria move to nutrients, reproduction, for which the bacteria are divided into two surviving the strongest, and elimination-dispersion, where bacteria can be eliminated or forced to move to another place. This process increases the diversity of the solutions and improves the search for local maximums and minima. 
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Analysis of Results
Yin and Zhang, 2019
Zhang et al., 2019
Jiao et al., 2019
Tiwari et al., 2018
Tiwari et al., 2017
The proposed controller gives 2.021%, 4.623% and 9.893% more power during below rated wind speed and during above rated wind speed it produces 0.187%, 1.67%, 3.67% and 5.38% of rated generator power than the BPN, FLC and PI controller respectively.
Heshmatian et al., 2017
A comparison is made between MLPNN controller and conventional PI regarding their performance in adjusting the pitch angle. The results approve the designed controller to be much faster and more accurate than the conventional PI.
Roodsari et al., 2017
Compared with a well-designed PID controller the proposed adaptive controller shows less fluctuation in following the desired system power pattern and less rotor speed errors.
Mjabber et al., 2017
Compared with a PI controller. Rotor speed is very stable and its fluctuation are considerably reduced. The pitch angle variations are much lower. The generator torque is very stable, the mean value is only 133.5-kNm than the 139.4 kNm given by PI.
Han et al., 2017
The baseline controller is compared with PI controller. The effectiveness of controller is evaluated based on the damage equivalent loads. The tower base fore-aft moment was reduced by 15.3%, the tower base side-to-side moment was reduced by 9.8%, and the tower base torsional moment was reduced by 10.4%.
Rahman et al., 2016
The performance ANFIS controller is compared with ANN controller. The maximum power error is 0.0095 watts for ANN and 0.000123 watts for ANFIS.
Wei et al., 2016
The proposed algorithm enables the PMSG to produce a total energy of about 8.4 kJ in the two minutes, which is 5% more than 8 kJ energy produced by the PMSG with a conventional P&O method.
Bagheri and Sun, 2016
The simulation results are analyzed alongside a PI controller and the controller designed for Jafarnejadsani et al. (2013) . The proposed controller can precisely track the desired rotor speed in second region, but not the other controllers. The tracking error of the proposed controller is lower resulting in a lower generator torque.
Dahbi et al., 2016
Graphic results show good behavior on the optimal rotor speed. Increased efficiency and performance of the turbine. The grid voltages and injected currents are in phase; therefore, unit power factor is reached.
Kang et al., 2014
It was compared between traditional PID, PID-NN though standard PSO and adaptive PID-NN. Was documented the errors varied with time, with a time interval of 0.001 s. The adaptive PID-NN controller has fast convergence speed, high accuracy and stability.
Wu et al., 2013
The proposed ELM wind speed estimation and sensorless control are proved effective. In most of the time, the wind speed error is less than 0.05 m/s.
In [86] , a GA is suggested for the optimization of PID parameters. The algorithm determines the mutation rate, the crossing point and the number of iterations for an optimal solution. The criteria of validation of the objective function are the error of the controlled variable is within the minimum allowed and the generated energy is greater than the established value. In [87] , a pitch controller based on the Moth-Flame Optimization algorithm (MFO) is proposed. MFO mimics the navigation sense of moths. The moths fly at night and maintain a fixed angle to the moon to travel in straight lines. This technique assumes that the candidate solutions are moths and that the moths fly in a three-dimensional space where each of the axes represent the control gains Kp, Ki and Kd.
In [88] , a frequency regulation strategy is introduced for the PMSGs connected to the grid. The controller extracts the active power and regulates the discharge to the grid. In addition, it dampens the instability in the wind turbine due to the excessive discharge of kinetic energy (KE). A PSO optimization method is used that maximizes the KE reserves in the turbines for reference of the power discharged to the network.
In [89] , the authors proposed controlling the work cycle in a Buck-boost converter through PSO, so that the wind power can be extracted to the maximum. The voltage and current values generated are the verifiable input that is used to determine the duty cycle and thus obtain an ideal generated power. With this controller, the wind turbine is more efficient at changes in wind speed, reducing losses in changes in speed of rotation.
In [90] , the authors introduce a technique for optimally obtaining the gains of the proportional integral (PI) controllers. The technique is based on developing a space of states model and obtaining the eigenvalues of the matrix A of the state space model. These eigenvalues are utilized for determining the optimum values of the PI controller's gains in order to perform the optimal system operation using Linearized Biogeography-Based Optimization (LBBO) technique. LBBO deals with the migration of species and animals between their habitats. Every habitat in LBBO represents a possible solution. The Habitat Suitability Index (HSI) of each habitat is used for measuring the fitness of this solution. A high HSI is considered as a good solution. A suitability index variable (SIV) is a number of features related to any solution. The problem dimension is obtained using the number of SIVs in each solution. Two main operations have to be performed in BBO to obtain the offspring generation. The first operation is the migration strategy, which is the way of the recombination between the solutions. The second operation is the mutation process.
In [91, 92] , the authors use an Integral Proportional controller with gain Kp and Ki in the control loop of the tilt angle. However, the proportional gain Kp and the integral gain Ki are tuned through the PSO algorithm.
In [93] , the author proposes a GA method that generates a set of diffuse IF-THEN rules for genetic operations such as: crossing, mutation, selection; and calculates the resulting solution. Through an ANN the generated rules are compared with the optimal values, the rules that satisfy most of the values are good rules. The algorithm replaces the worst fuzzy rules with the new fuzzy rules that generate better solutions. These rules establish the pitch angle in the best configuration to optimally control the wind turbine.
In [94] , a gain search control (GSC) is used for a PID controller that regulates pitch angle. The algorithm uses a set of linear quadratic Gaussian operations to obtain a fast and accurate response at several operating points that represent a de-wind speed. An optimization algorithm changes the controller used according to the point of operation, so the controller suppresses the transient oscillations and achieves a good and fast stabilization.
In Figure 21 , a general scheme of an ISA algorithm is shown. The majority of ISA control strategies are used as a search engine in the application of a control model, where the best values are obtained to perform a control strategy, usually a controller with a mathematical model such as a PID. Table 4 presents a summary of the results of each technological development carried out with ISA.
controller used according to the point of operation, so the controller suppresses the transient oscillations and achieves a good and fast stabilization.
In Figure 21 , a general scheme of an ISA algorithm is shown. The majority of ISA control strategies are used as a search engine in the application of a control model, where the best values are obtained to perform a control strategy, usually a controller with a mathematical model such as a PID. Table 4 presents a summary of the results of each technological development carried out with ISA. Figure 21 . In control systems, ISO algorithms are used to search the best values to perform a control strategy, in this case to search the best gains values for a PID controller. 
Reference
Analysis of Results
Mohamed et al, 2019
The results show that the dynamic responses for (T, ω, id, iq) by using WOA based controller results have lower overshoot and smaller setting time than other methods.
Priyadarshi et al, 2018
Experimental results reveal that the ACO based MPPT provides seven times faster convergence compared to the PSO algorithm for achievement of MPP and tracking efficiency.
Saad et al., 2018
The proposed control method has a fast, dynamic response by controlling the generator d-axis current to get the maximum active power under normal wind velocities. In addition, the controller proves to have capability and fast transient response under grid fault condition.
Civelek et al., 2016
According to the results, an appreciable improvement of 17% was calculated on power overshoot with intelligent GA respect to classic GA. Furthermore, stability time was 0.79 better, with controller proposed.
Ebrahim et al., 2018
According to simulations, the suggested design can guarantee system stability under increased mechanical torque perturbations and excessive wind speed with controller parameters uncertainties. Thus, the proposed approach succeeded in proving its capability to select the most robust PID controller.
Kim, 2017
The results demonstrate that the proposed strategy can restrict the frequency drop, decrease the disturbances PMSG.
Duad et al., 2016
With the PSO method, the system achieves a new speed of rotor and stabilized in less than 0.1 s. The system also achieves new output power and is stabilized in less than 0.2 s. When compared with wind turbine system without MPPT, there has been an increasing average efficiency of 25%.
Yassini et al., 2016
Simulation and experimental results show that LBBO is a successful optimization technique in control systems for wind turbine system. Behera et al., 2016 The standard deviation in angular speed of rotor is seen to be low with the proposed PI-PSO controller (0.0338 pu) as compared to the Figure 21 . In control systems, ISO algorithms are used to search the best values to perform a control strategy, in this case to search the best gains values for a PID controller. Table 4 . Summary with Intelligent Search Algorithms (ISA) for MPPT for wind energy.
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The results show that the dynamic responses for (T, ω, i d , i q ) by using WOA based controller results have lower overshoot and smaller setting time than other methods.
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Simulation and experimental results show that LBBO is a successful optimization technique in control systems for wind turbine system.
Behera et al., 2016
The standard deviation in angular speed of rotor is seen to be low with the proposed PI-PSO controller (0.0338 pu) as compared to the standard P control (0.0384 pu) and without control (0.0482 pu). Similarly, the pitch angle has increased less (5.0911 • ) as compared to P control (7.0107 • ).
Hodzic and Tai, 2015
The performance of the PI-PSO controller produces less oscillations in every analyzed case, especially when wind speed is higher. However, the overshoots are bigger and settling times are longer.
Kasiri et al., 2015
Graphic results shown that in below rated wind speed, optimal power is attained by regulating; thus, the pitch angle is kept at a mechanical minimum and rotor speed is controlled in such a way that it is always acquired, akin to MPP tracking.
Discussion and Conclusions
After making an analysis of different expert control systems applied in MPPT of wind turbines, FLC, ANN and ISA are considered the most analyzed strategies. It has been shown that they are very useful control strategies to solve the problem of non-linearity of the system variables.
Conventional control systems based on mathematical models such as PID controllers have proven to be very reliable with stable systems, but they present a slow response when it is required to respond to major perturbations of the system. This is because they can develop the adaptation in systems where it is not possible to have a mathematical model, organize the information for analysis and prediction of the response of the controller, as well as optimize the solution of a set of solutions imitating the patterns of biological behavior of the species. The main contribution of an ES simplifies the non-linearity of the variables of a system.
An FLC is based on brain functions such as language, processes information and formulates solutions according to programmed rules defined by the experience of human beings. An ANN bases its operation on the self-learning of its connection weights, so they predict changes in their input variables and as a result, has a faster response. An ISA uses characteristic behavioral patterns of nature to optimize the search for the appropriate solution.
The wind turbines of last generation, due to their high altitude, have faced intense gusts of wind that generate multiple oscillations, mechanical stress and risks for the system itself; these have, therefore, required a very precise driver for these operating conditions. The use of ES has contributed to give solutions to this problem, thanks to its adaptability to sudden changes since its control action does not depend on a mathematical model.
Because of this analysis, we obtained the assertion that a wind turbine system works in a stable state, when the winds are constant and in a transient state in the presence of gusts or turbulence. An MPPT controller must be efficient in both cases. The recurrent technique by diverse authors is the combination of a conventional PID controller with an expert controller. A conventional PID controller can obtain a high precision in stable state, and an expert system, to not consider the perturbations of the environment, has a faster response in transient state. For this purpose, it is more common to use the PID command with FLC, the controllers can work in parallel by adding their control signals or by selecting the type of response desired according to the state of the system. It is also convenient to use an expert FLC, ANN or ISA system to adjust the control gains of a PID to work stably in different wind speed ranges. Another option is the use of hierarchical systems, where several controllers are connected in cascade, the output of one is the input of the next, in this way different types of controllers can be combined, so that the final control signal is optimized. All these techniques are used both for a simultaneous operation of the blades, as for an individual pitch control.
The use of ANN in wind power systems has been very successful in predicting air velocity, which is very valuable in anticipating the control response. The most complete control proposals obtain the value of the angle of inclination using only values obtained directly from sensors. The ISAs are used to a greater extent for the learning of the weights in ANNs or for the efficient search of the optimal solution among a set of solutions. The combination of these systems is a factor of success in obtaining the maximum power of a wind turbine, since they have higher response time and efficiency. 
