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  In process industry, it is important to monitor product quality or other key variables in real 
time. However, in some cases, online measurement of quality variables is difficult or even 
impossible due to limitations of hardware analyzers, which are time-consuming 
maintenance, needing for calibration, aged deterioration, long dead-time, and slow dynamics 
as clarified via the questionnaire survey in Japan. Virtual sensing technology is a solution to 
these problems and can predict product quality in real time. This thesis focuses on the 
development and application of new virtual sensing technologies in process industries. This 
thesis consists of six chapters. 
 
  Chapter 1 gives the research motivations, research backgrounds, and research objectives 
of this thesis. 
 
  Chapter 2 proposes a novel adaptive virtual sensor called locally weighted kernel PLS 
(LW-KPLS). Unlike the conventional locally weighted PLS (LW-PLS), LW-KPLS weights 
the training samples by using sparse kernel feature characterization factors (SKFCFs), which 
take account of the strength of nonlinear dependency between samples in the Hilbert feature 
space. By integrating the nonlinear features into the locally weighted regression framework, 
LW-KPLS not only can cope with the time-varying characteristics but also is more suitable 
for highly nonlinear processes. The superiority of the proposed LW-KPLS was validated 
through a numerical example, a penicillin fermentation process, and a real industrial cleaning 
process for residual drug substances. 
 
  Chapter 3 proposes a novel quality-relevant independent component regression (Q
R-ICR) method. Unlike the conventional ICR, QR-ICR extracts independent compone
nts (ICs) using a quality-relevant independent component analysis (QR-ICA) algorith
m, which simultaneously maximizes the non-Gaussianity of ICs and statistical depen
dency between ICs and quality variables. Meanwhile, two new types of statistical cr
iteria, called cumulative percent relevance (CPR) and Max-Dependency (Max-Dep), a
re proposed to rank the order and determine the number of ICs according to their c
ontributions to quality variables. The superiority of the proposed QR-ICR(CPR) and 
QR-ICR(Max-Dep) methods were validated through a vinyl acetate monomer product



















































  Chapter 4 proposes a novel ensemble pattern trees (EPT) model to predict hot metal 
temperature in blast furnace. EPT is a robust nonlinear modeling method, which overcomes 
the drawback of single pattern trees which may not be robust enough against the random 
variations such as process perturbations and noises in the blast furnace. In addition, a novel 
variable importance measure is proposed to understand which process variables affect the 
final hot metal quality. The superiority of the EPT model and variable importance measure 
was validated through an industrial blast furnace ironmaking process. 
 
  Chapter 5 proposes a random forest-based quality prediction and root causes identification 
system to predict the occurrence of defects online in steel products and identify the root 
causes that may lead to the defects. The unique characteristics of the observed defect data 
such as nonnegative integers, highly-skewed distribution, and overdispersion make the 
traditional probability models difficulty to use. In comparison, random forest (RF) is a non-
parametric or distribution-free model. Furthermore, RF can ensure the nonnegativity of the 
prediction, and thus it is suitable for defect count data modeling. In addition, RF has the 
advantage of providing variable importance measure. The superiority of the RF model was 
validated through its application to the real defect data of a steelmaking plant.  
 















(１) 装置特性の変化や非線形性に対応できるlocally weighted PLS (LW-PLS)をも
とに，非線形性をより適切に捉えるために，sparse kernel feature characte
rization factors (SKFCFs)に基づいてサンプルに重み付けを行うlocally wei




























  更に、試問の結果の要旨（例えば「平成 年 月 日論文内容とそれに関連した 
  口頭試問を行った結果合格と認めた。」）を付け加えること。 
 
Webでの即日公開を希望しない場合は、以下に公開可能とする日付を記入すること。 
要旨公開可能日：     年   月   日以降 
 
