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Abstract
Methods numerically simulating the interaction of gases or fluids with complex
surfaces (computational fluid dynamics, CFD) are able to perform calculations
with increasing levels of detail due to the ongoing development of more powerful
computers. CFD simulations are utilized during the design of e.g. combustion
engines or airplanes, amongst many others. An increasing level of detail on the
one hand allows for more accurate and meaningful simulation results proving very
useful in industrial development and research. On the other hand, huge amounts
of raw CFD data are generated and need to be repeatedly accessed during the
subsequent interactive post-processing (e.g. isosurface extraction) by experts in
the application domain. The efficiency of post-processing can be significantly
increased by the use of virtual reality (VR) technology, letting users immerse into
the visualized data sets and extracted features.
Interactive post-processing is efficiently performed on data sets stored in main
memory, which outperforms secondary storage by magnitudes regarding access
times. Large CFD data sets not fitting into main memory thus require efficient
secondary storage methods.
In this thesis, methods are introduced which appropriately arrange CFD data
on secondary storage and allow for an efficient access during post-processing. The
efficiency of post-processing is improved by novel view-dependent query methods.
The continuous extraction and visualization of partial results in the proximity
and direct line of sight of the user allow for a “quick first impression” of the result
set. The approaches are enhanced by dynamic aspects, reacting to a user freely
roaming the VR environment with immediate alignment of query execution and
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of the result data stream. For CFD data sets simulated over a span of time,
prefetching methods allowing for a dynamic visualization of different time steps
are presented.
Furthermore, the index supported graphics data server IndeGS is presented,
which offers the developed indexing and access methods and can be integrated
into arbitrary virtual reality frameworks. IndeGS executes post-processing queries
according to a multitude of user parameters and streams the result data to the
visualizing component of the VR framework.
Relational database management systems (RDBMS) offer comfortable means
to integrate user-defined indexes. An improvement of the relational interval tree
(RI-tree) is proposed and utilized to enable indexing and efficient view-dependent
querying of CFD data in the context of interactive post-processing.
This work is concluded with the introduction of novel nearest-neighbor query
methods on high-dimensional data. The precalculation of nearest-neighbor infor-
mation combined with a two-step dimensionality reduction allows for a very high
query throughput on static indexes in main memory.
This thesis is structured as follows: Part I gives an overview over the topics
presented in this thesis. Part II and Part III introduce and evaluate the secondary
storage indexing methods and view-dependent query techniques. Part IV presents
the approaches to execute view-dependent queries with an enhanced RI-tree in
RDBMS. Part V addresses dimensionality reduction methods for efficient nearest-
neighbor queries. This thesis is finally concluded and aspects for future research
are presented in Part VI.
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Zusammenfassung
Methoden der numerischen Strömungsmechanik (engl.: computational fluid dyna-
mics, CFD) ermöglichen die Simulation der Interaktion von Gasen oder Flüssigkei-
ten mit komplexen Oberflächen, beispielsweise beim Entwurf von Verbrennungs-
motoren oder Flugzeugen. Aufgrund immer leistungsfähigerer Computer können
diese Berechnungen mit stark wachsender Genauigkeit durchgeführt werden. Dem
höheren Detailreichtum stehen aber immer größer werdende Rohdatenmengen ge-
genüber, auf die wiederholt während der interaktiven Nachverarbeitung (engl.:
post-processing) und Auswertung (z.B. Isoflächenextraktion) zugegriffen werden
muss. Durch Techniken der virtuellen Realität (engl.: virtual reality) wird die Ef-
fizienz der Auswertung signifikant gesteigert, da der Endbenutzer komplett in die
visualisierten Ergebnisse “eintauchen” kann.
Die Speicherung der CFD-Datensätze im Hauptspeicher der eingesetzten Com-
puter gewährleistet einen effizienten Zugriff auf Strömungsmerkmale. Da die Zu-
griffe auf Sekundärspeicher (z.B. Festplatten) um Größenordnungen langsamer
sind, sind geeignete Sekundärspeicherzugriffmethoden unerlässlich, um Datensät-
ze verarbeiten zu können welche die Hauptspeicherkapazität überschreiten.
In dieser Dissertation werden Methoden vorgestellt, welche die CFD-Datensätze
geeignet auf Sekundärspeichern anordnen, um einen schnellen Zugriff während der
Auswertung zu gewährleisten. Die blickabhängige Extraktion von Strömungsmerk-
malen steigert die Effizienz der Auswertung, da die kontinuierliche Extraktion
und Visualisierung von Ergebnissen in der Nähe oder im Blickfeld des Endbenut-
zers schon während der Bearbeitungsdauer der Anfrage einen ersten Eindruck des
Gesamtergebnisses zulassen. Zusätzlich ermöglichen unsere Techniken ein dyna-
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misches Anpassen der laufenden Anfragebearbeitung, während sich der Benutzer
frei in der Virtual-Reality-Umgebung bewegt. Durch geeignetes Prefetching wer-
den zusätzlich Ergebnisdaten anderer Zeitschritte der CFD-Datensätze extrahiert
und bei Bedarf visualisiert. Zur Veranschaulichung unserer Indexierungs- und An-
frageansätze wurde der index-gestützte Grafikdatenserver IndeGS für den Einsatz
in beliebigen Virtual-Reality-Frameworks entwickelt.
Relationale Datenbankmanagementsysteme (RDBMS) ermöglichen die komfor-
table und effiziente Integration eigener Indexmethoden. Diese Arbeit stellt eine
Weiterentwicklung des relationalen Intervallbaums (RI-tree) vor und ermöglicht
somit approximative, blickabhängige Datenextraktion auf CFD-Daten.
Abschließend werden effiziente Methoden zur Nächste-Nachbar-Berechnung auf
hochdimensionalen Daten präsentiert. Hierzu wird die Vorberechnung von Näch-
ste-Nachbar-Information mit einer zwei-stufigen Dimensionsreduktion kombiniert,
um einen sehr hohen Anfragedurchsatz auf Hauptspeicherdaten zu ermöglichen.
Diese Dissertation ist wie folgt aufgebaut: Teil I gibt einen Überblick über die
Grundlagen der bearbeiteten Themen. Teil II und Teil III stellen die Sekundär-
speicherindexierungsmethoden und die dynamische blickabhängige Anfragebear-
beitung auf CFD-Daten vor. Teil IV befasst sich mit den RI-Baum-Erweiterungen
für die blickabhängige Datenextraktion. In Teil V werden Dimensionsreduktions-
methoden für effiziente Nächste-Nachbar-Anfragen erörtert. Teil VI schließt diese
Dissertation mit einer Zusammenfassung und einem Ausblick auf zukünftige For-
schungsrichtungen ab.
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Part I
Preliminaries
11
1 Introduction
This chapter gives an introduction into the topic of this dissertation and provides
the background of the handled problems. The chapter concludes with an overview
of the structure of the thesis.
1.1 Computational fluid dynamics (CFD)
During recent years, numerical simulations in the area of fluid dynamics offer a
steadily growing level of accuracy and reproducibility of fluid behavior and replace
tedious and expensive physical experiments which often strongly depend on envi-
ronmental conditions. Both in industrial development and in research, simulations
are acknowledged methods in application domains including physics, automotive
engineering and analysis of aerodynamic forces. These methods, simulating the
interaction of gases or fluids with complex surfaces, are generally described as
computational fluid dynamics (CFD). CFD data sets are generated by discretiz-
ing the underlying spatial domain into a volume mesh consisting of cells of dif-
ferent topology. Suitable algorithms are applied to solve the equations of motion
(Euler equations or Navier-Stokes equations) e.g. on high-performance computers.
The resulting data sets on the one hand describe the geometry of the surface over
which the interaction of fluids or gases is simulated, and on the other hand contain
detailed information about simulated scalars (e.g. temperature, pressure, density
etc.) for each of the cells. For an extensive description of the fundamental concepts
of CFD, we refer to [LPW01]. Figure 1.1a shows an example of a cylinder of a
combustion engine, in which the fuel injection and ignition of the fuel-air mixture
12
1.2 Interactive CFD post-processing and virtual reality (VR)
a) engine surface b) isosurface (temperature)
Figure 1.1: CFD data set examples
is simulated.
1.2 Interactive CFD post-processing and virtual
reality (VR)
The simulated features of the CFD data, available as raw data sets, are explored
in a subsequent post-processing step. Users, which are often experts in the appli-
cation domain, extract desired information from the raw data sets. We follow the
paradigm of interactive post-processing (cf. [SM00]), which describes the separa-
tion of the simulation and post-processing step: the CFD data is generated once,
and post-processing tasks are performed repeatedly on the CFD data, depending
on user interaction by which required query parameters etc. are defined. Common
post-processing tasks include, amongst others, isosurface extraction (“display re-
gions (isosurface) with a temperature of exactly 125◦C”), cut plane extraction or
particle tracing (“display the path of object located at starting position (x0, y0, z0)
13
1 Introduction
a) CAVE b) HoloBench
Figure 1.2: VR hardware examples
over time”). Figure 1.1b depicts the isosurface for scalar density and scalar value
“0.715” of the above mentioned engine data set.
The results are commonly visualized in virtual reality (VR) environments, e.g.
the HoloBench, a stereo projection table composed of two right-angled projection
surfaces, or two- to six-sided rear projection systems called CAVE (cf. figure 1.2,
displaying hardware installed at the Center for Computing and Communication
of RWTH Aachen University [Cen08]). These systems offer a high degree of inter-
activity by letting users fully immerse into the visualized objects. Less complex
hardware setups can also be used for visualizing the results, e.g. standard 2D dis-
plays or even small mobile devices like PDAs with varying degrees of interactivity
and immersion. The ViSTA framework, a cross platform VR toolkit [vRKG+00],
is developed by the Center for Computing and Communication of RWTH Aachen
University and allows for the integration of VR technology and interactive 3D
visualization hardware into technical and scientific applications by using standard
PC hardware. ViSTA is extended by ViSTA FlowLib [SGvR+03] and Viracocha
[GHW+04], adding functionality for visualizing and exploring unsteady flows in
VR environments and for parallelizing large-scale CFD post-processing. The use
of standard PCs for post-processing is justified by the decrease of costs for high-
performance hardware (e.g. graphics cards) over the last years [CKS03]. State-of-
the-art PCs match the triangle-throughput of high-end machines but lack their
14
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main memory capacities, thus substantially reducing processible CFD data set
sizes.
1.3 Data management and querying of large
CFD data sets
State-of-the-art frameworks like the above mentioned ViSTA mainly use standard
PCs for post-processing, which allow for lower costs and a high degree of scala-
bility. They work with the CFD data stored in main memory and quickly extract
interesting features by completely scanning the data set, limiting data set sizes to
the available main memory capacity.
With increasing CPU power, computers are able to produce larger and more
accurate simulation data sets, often up to many gigabytes in size. According to
[vDFL+00], the size of computed simulation results will most probably increase
faster than the possibilities of data processing and data analysis. Efficient post-
processing is one of the major requirements that VR frameworks have to satisfy,
reducing expensive idle times until a result is presented and ready for visual in-
spection, thus not delaying the user’s flow of work.
The use of secondary storage is becoming mandatory in order to overcome the
limitations of main memory. Long seek times of hard disks, many magnitudes
longer compared to seek times of main memory, render standard approaches like
linearly scanning the data set for result objects exceedingly inefficient. Very early
secondary storage techniques were based on e.g. (lossy) data compression, opti-
mization of organization of data on disk for certain post-processing tasks or sub-
sampling of data [Bry96]. These approaches introduced a high degree of inaccuracy
and strongly depended on the prediction of possible post-processing queries.
In this thesis, we propose the use of novel variations of wide-spread secondary
storage spatial index structures for managing CFD data sets of almost arbitrary
size. Our index structures facilitate the use of secondary storage indexes to en-
able efficient post-processing by solving the problems that emerge when combining
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standard index structures with CFD data. A multitude of post-processing types is
efficiently supported by our index structures, e.g. isosurface extraction, geometric
selection of “regions of interest”, combinations of scalar values etc. By appropri-
ately arranging the data sets on secondary storage, post-processing queries can
be efficiently executed by accessing only storage space which contributes to the
result set, offering a speed-up over the linear scan obtained by effectively pruning
the search tree.
A significant increase in post-processing efficiency can additionally be achieved
by streaming and rendering parts of the solution during query execution, thus
enabling the user to catch a first impression of the overall result set and react
with change of view or post-processing parameters even before query execution is
finished. The first impression can be significantly improved by dynamically incor-
porating the user’s position and view direction into query processing: fractions of
the solution set that are close to and in front of the user regarding view direction
contribute more to the first impression than others and are thus streamed and
rendered earlier. Not only the immediate presentation of partial results, but also
the presentation of “important” result fractions both increase the freedom of the
interactive user to select different post-processing parameters or to start exploring
the partial results even while the query is being executed.
In this thesis, we present different methods for enabling the aspects of streaming
and view-dependency in the context of the proposed index structures, including
a novel ranking method aligned to the characteristics of human vision. Post-
processing query execution is matched to the view parameters “viewpoint” and
“view direction” in order to display results in the direct view of the user before
remaining result fractions.
We present approaches to handle dynamic query updates in case the user
changes view parameters during post-processing e.g. by moving inside the VR
environment. A quick alignment to the updated view parameters, even while the
query is processed, maintains the advantages of view-dependency in the context
of CFD post-processing (quick first impression). Approximate solutions signifi-
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cantly speed up the result stream adaptation, but introduce different degrees of
inaccuracy in the ranking order of the result stream.
We also put forward different methods to handle data sets which result from
CFD simulations over a period of time. The simulated time steps are indexed
and appropriate access methods are defined accordingly. These include, amongst
others, the distribution of priorities amongst the time steps to achieve an efficient
integration of the time component into the post-processing step.
1.4 IndeGS - Index supported graphics data
server
Our indexing and query techniques are implemented in the index supported
graphics data server, IndeGS. IndeGS can be integrated in many VR frameworks
and communicates with the visualizing components of the framework via standard
network protocols. Post-processing and view parameters are specified at the point
of post-processing query invocation. The degree of view-dependency and result
stream dynamics can be arbitrarily defined and tuned with a multitude of query
parameters. The results are streamed continuously to the visualizing component
and are being rendered and presented to the user. The indexes are generated from
the raw CFD data sets prior to usage in IndeGS.
1.5 Efficient interval querying in RDBMS
To leverage the availability of highly developed built-in indexes available in com-
mercial relational database management systems (RDBMS ), we present novel ad-
vancements of the relational interval tree (RI-tree [KPS00]), reducing the number
of required internal indexes to one, thus evading certain restriction of RDBMS like
DB2 to index and efficiently query CFD data stored in RDBMS. The RI-tree is a
relational storage structure which can be built on top of the SQL layer and guar-
antees an optimal complexity for storage space and I/O operations when updating
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or querying large sets of interval data. Many post-processing query types can be
mapped to interval queries and thus can be efficiently evaluated with the RI-tree.
The RI-tree is easily integrated via the RDBMS’s extensible indexing framework,
thus avoiding elaborate modifications of the database kernel and directly profit-
ing from enhancements of the underlying system’s index implementation (here:
B-trees).
To enable view-dependency in the context of post-processing, we considerably
enhance the RI-tree regarding aspects of view-dependent data extraction during
query execution. We introduce partitionings of the underlying data space and
index CFD data with additional location information. During query evaluation,
novel access methods integrated into the RI-tree allow for an approximate view-
dependent ranking of the result cells similar to the ranking offered by IndeGS’
methods. The IndeGSRI extension implements our methods and serves as the
interface between the interactive user in the VR environment and the database
server.
1.6 Efficient Voronoi-assisted nearest-neighbor
querying
Finally, we present an approach to precalculate solutions for nearest-neighbor
queries on arbitrary, high-dimensional data. With the help of Voronoi cells we
determine the nearest-neighbor regions for all points of static data sets. To re-
alize low query response times, efficient indexing is performed on dimensionality
reduced data. We apply a novel two-step dimensionality reduction technique first
on the high-dimensional data and then on the resulting Voronoi cells, to enable
efficient indexing with X-trees [BKK96] or bitmap indexes [CI98]. We focus on
the use of main memory implementations of the aforementioned indexes, on the
one hand limiting the data set sizes to main memory capacity, but on the other
enabling a very high query throughput.
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1.7 Thesis outline
This thesis is structured as follows: Part II and Part III introduce and evaluate
our secondary storage indexing methods and view-dependent query techniques.
Part IV presents the approaches to execute view-dependent queries with an en-
hanced RI-tree in RDBMS. Part V addresses dimensionality reduction methods
for efficient nearest-neighbor queries. We finally conclude this thesis and present
aspects for future research in Part VI.
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Part II
CFD Data Indexing
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2 IndeGS - Index supported
graphics data server
In this chapter, we present the index supported graphics data server IndeGS,
which incorporates the indexing and querying methods presented in this disser-
tation. Due to its clearly defined interface and independency from any specific
visualization software, it can be integrated into arbitrary virtual reality frame-
works. We focused on the integration into the existing virtual reality framework
ViSTA [vRKG+00], which offers advanced interaction and visualization methods
for post-processing in numerical simulations.
2.1 Motivation and benefits
The development of IndeGS was motivated by the need to handle CFD data sets
of almost arbitrary sizes and to enable efficient (view-dependent) post-processing
on these data sets. Powerful frameworks like ViSTA, which focus on scientific
rather than commercial applications, often consist of standard PC hardware. The
sizes of processable CFD data sets so far strongly depended on the main memory
capacities of the framework hardware. Even decreasing costs for main memory
hardware cannot compensate the increase in sizes of CFD data sets due to the
possibility to simulate fluid dynamics with higher and higher degrees of details.
Accessing CFD data sets from secondary storage instead of main memory requires
appropriate arrangement of the data in order to avoid a costly complete scan of
the data when fetching post-processing results.
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By incorporating a secondary storage index structure related to the R-tree
[Gut84], IndeGS does not only allow the indexing of almost arbitrary sized data
sets, but also enables the efficient execution of view-dependent post-processing
queries. Portions of the data set are read blockwise to main memory and partial
result sets are generated. Following the paradigm of spatial index structures, In-
deGS allows for an effective pruning of parts of the index which do not contribute
to the result set of the executed query. With the techniques presented in the
following chapters, IndeGS performs view-dependent post-processing by present-
ing significant parts of the result set to the user at a very early stage of query
execution. Thus, IndeGS offers low answering times and facilitates a quick “first
impression” of the (temporary) result sets. The presence of a “mobile” user with
changing view and post-processing parameters e.g. by moving around in the VR
environment, is also handled in IndeGS by enabling dynamic adaptation of the
result stream during query execution. In further approaches explained in part IV
of this thesis, IndeGS utilizes standard relational database management systems
(RDBMS ) to index and post-process CFD data with appropriate query execution
schemes.
2.2 System architecture
Our graphics data server IndeGS is a standalone component which can be in-
tegrated in any VR framework with the communication realized via standard
network protocols (here: TCP/IP). Figure 2.1 shows the setup of a generic VR
framework with the embedded graphics data server IndeGS. The complete setup
consists of the following components:
1. index generator: The index generator takes as input the raw CFD data
files generated by the CFD simulation hardware. Different input formats
(e.g. VTK ) are accepted. The secondary memory indexes are created ac-
cording to techniques described in chapter 3 and stored on hard disk for
further use by IndeGS.
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Figure 2.1: System architecture IndeGS
2. IndeGS: IndeGS performs the tasks described above in section 2.1. It re-
ceives post-processing queries from the user via the GUI (3) and appropri-
ately accesses the secondary storage indexes. Temporary results are sent
in a data stream to the visualizer (4) via the network. IndeGS is not tied
to only one user: it can serve several users, but is restricted to subsequent
query execution due to the lack of support for parallel secondary storage
access methods.
3. GUI: The graphical user interface serves as a platform for user input, e.g.
selection of data sets, choice of post-processing queries and display parame-
ters. Different query types (cf. part III) and their corresponding parameters
are set in the GUI. The input of the view parameters depends on the avail-
able VR hardware. When displaying the results on standard 2D displays,
input devices like the 3D SpaceMouse are used to define viewpoint and view
direction changes. In advanced setups like the CAVE, user movement is
tracked with appropriate hardware and communicated to IndeGS (2).
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4. visualizer: The visualizer receives the result stream from IndeGS (2) and
is responsible for rendering the result cells. Different visualizing hardware
can be used here, ranging from standard PC displays to complex setups like
the CAVE. User or viewpoint movement is performed by moving inside the
VR environment (with appropriate tracking devices for standpoint determi-
nation) or with common input devices as 3D mouses, when using standard
2D PC displays.
5. CFD simulation hardware: This hardware is only mentioned here for
reasons of completeness and is usually not part of the VR framework. CFD
data sets are generated by appropriate computers simulating scenarios of
interaction of fluids and gases with complex surfaces. Details on CFD can
be found in [LPW01]. The generated raw data sets serve as input for the
index generator.
2.3 Query interface
IndeGS receives post-processing queries and streams results cells via its query
interface (cf. figure 2.1). Query parameters required for executing post-processing
tasks are set in the GUI and can be grouped as follows:
• server parameters: network address and port of IndeGS, packet size of
result stream, CFD data set name
• view parameters: viewpoint and view directions (either set by the user
via the GUI, or determined by tracking hardware in the VR environment),
selection of displayed time step
• scalar value parameters: scalar value ranges, needed for post-processing
(geometric or scalar range selection, isosurface extraction etc.)
• query execution parameters:
– queue parameters : queue handling mode, queue size (cf. chapter 5)
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– ranking method : unranked result stream, kNN (k-nearest neighbor)
ranking (cf. section 4.1)
– distance function: determines distance function for the ranking (Eu-
clidean, Manhattan, quadratic forms, hv -distance etc., cf. section 4.2)
• movement parameters: queue resort frequency, queue rearrangement
method (cf. chapter 6)
a) Scalar value parameters
b) Query execution parameters
Figure 2.2: Example pages from GUI
Figure 2.2 shows two example tabs of the GUI. The parameters are set prior to
query invocation. The tabs displayed in figure 2.2 allow for the selection of scalar
values (a) or different kinds of query execution regarding ranking techniques with
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their respective parameters (b). The additional tabs of the GUI are designed
similarly to handle the remaining post-processing query parameters.
2.4 Demonstration setup
We integrated IndeGS into a mobile demonstration setup to be able to offer means
of presenting the benefits of our indexing and querying methods in surroundings
where complex VR hardware is not available. In our setup [BS07b] we offer the
ability to explore the effects of the different access methods and dynamic user
behaviors during the course of post-processing in a comprehensible and vivid way.
By including a visualization client running on standard PC hardware, the use
of IndeGS and its functionality can be easily demonstrated without being con-
strained to expensive and complex VR hardware. The user can start arbitrary
post-processing queries on different data sets and experience how IndeGS reacts
to the choice of different ranking schemes and dynamic query updates from freely
chosen perspectives.
Figure 2.3 shows an example of an isosurface extraction with an exemplary
scalar value of 0.2 for mach number from the delta wing data set (cf. appendix A)
from a third person perspective at different stages during query processing (after
2,000, 4,000 and 6,000 cells) with the arrow representing the user’s viewpoint and
view direction. With the help of our demonstration system, the user can, amongst
others, easily explore the effects of the use of different distance functions on the
ranking process by viewing at query execution progress from the user’s or a third
person’s point of view. The demonstration system further improves the process of
integrating and testing IndeGS in any VR framework: the complete functionality
can be tested extensively on standard PC hardware before plugging IndeGS into
the respective VR framework.
One additional advantage of the demonstration setup is the optional output of
detailed statistical information. IndeGS measures a multitude of values regarding
query execution, including e.g. performance measurements and accuracy of rank-
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2,000 cells 4,000 cells 6,000 cells
a) ranked (Euclidean)
b) ranked (quadratic form)
c) ranked (human vision oriented, hv -distance)
Figure 2.3: Distance function examples
ing approximations presented in chapter 6. In detail, IndeGS measures per query,
amongst many others, the secondary memory block reads, execution times, visited
tree nodes and average and maximum queue sizes during query processing. Fur-
thermore, in the case of a dynamic user, the accuracy of distance approximations
and the degree of displacement of result cells in the result stream are determined
when using approximate queue rearrangement techniques. All these measurements
give a detailed insight on the effects of different query settings besides the effects
that can be noticed when observing the progress of the displayed query results in
the visualizer.
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In this chapter, we present our techniques for indexing large CFD data sets with
secondary index structures. We base our structure on the widely spread R-tree
[Gut84] and introduce solutions to the problems induced by certain character-
istics of CFD data when using the standard R-tree. High dimensionalities of
the data sets and redundant storage of corner points of CFD cells render the
standard R-tree and its variants inefficient when performing e.g. post-processing
queries. Our index structure allows for the introduction of efficient view-dependent
post-processing, including not only isosurface extraction, but also queries from a
broader field of post-processing tasks (geometric selection, combinations of scalar
values etc.).
3.1 Related work
A great variety of secondary storage index methods for handling multidimensional
data exists. Many of these methods hierarchically and spatially divide the data
space into regions. One main characteristic and advantage of the structures is
the property that objects with local proximity in the data space are stored with
topological proximity in the index. Index structures like the R-tree [Gut84] and
its variants (e.g. R+-tree [SRF87], R∗-tree [BKSS90]) use hierarchically nested
minimum bounding rectangles (MBRs) for the inner directory nodes to manage
the data points stored in the leaf nodes. The SR-tree [KS97] combines rectangular
bounding boxes known from the R-tree variants with spheric regions to improve
range and nearest neighbor queries, but proves unsuitable for ranking objects.
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In the context of CFD data, different “out-of-core” methods were developed.
[CS99, SCEL02] present an approach focusing on isosurface extraction from sec-
ondary memory. Here, the data set is partitioned into meta-cells, and meta-
cells are stored on secondary storage alongside a binary-blocked I/O interval tree
on meta-intervals describing scalar ranges for each meta-cell. During isosurface
queries, “active” meta-cells are extracted from the binary tree and the correspond-
ing meta-cells are loaded from hard disk. The used index structure is based on
[AV96] and proves optimal when applying “stabbing” queries, thus reducing the
spectrum of post-processing queries to isosurface extractions on only one scalar,
with each additional scalar requiring an index of its own. The suitability of the
use of interval trees in the context of main memory isosurface extraction was also
proven by [CMM+97], in which a speed-up of isosurface extraction is achieved by
appropriately arranging the data and exploiting coherence between isosurfaces.
[KCC+01] present the ADR (active data repository) framework for handling large
data sets. The data set is partitioned into “chunks” and queries (mostly range
queries) are handled reading and evaluating “chunks” instead of single data ele-
ments. “Chunks” are supposed to be stored on individual disks to enable parallel
extraction with result combination afterwards. Pruning during e.g. isosurface ex-
traction is only handled on the level of “chunks”. ADR does not offer any dynamic
view-dependent query methods.
3.1.1 R-tree index structure
The R-tree is a balanced search tree which stores multidimensional spatial objects
in a similar manner as the B-tree stores one-dimensional data. Figure 3.1 shows an
example of hierarchically grouping data objects (here: 2-dimensional points) with
overlapping minimum bounding rectangles (MBRs; in some other publications
named minimum bounding boxes, MBBs). Figure 3.1b shows the corresponding
directory structure of the R-tree, where data objects are referenced from leaf
node level. The directory consists of MBRs that minimally cover the referenced
subtrees. Objects extending in each of the dimensions are also handled by R-
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a) set of data points with hierarchical MBRs:
R8
R9
R10
R12
R11
R14
R13
R16
R15
R18
R17
R19R6
R3
R4
R5
R7
R1
R2
root
b) corresponding R-tree structure:
R1 R2
R5
root:
R4R3 R7R6
R10R9R8 R12R11 R14R13 R16R15 R18R17 R19
Figure 3.1: R-tree structure
trees by being enclosed by MBRs, which are stored in the leaf node of the R-tree.
The leaf nodes then contain references to the exact objects. The node sizes are
indirectly defined by the block sizes of the hard disk, as each node of the R-tree
is stored in one hard disk block. For details on the construction of the R-tree, we
refer to [Gut84].
3.1.2 R-tree variants
The R-tree variants from literature are designed to cover management and index-
ing of dynamically growing data sets. Upon insertion of a new data element, the
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appropriate leaf node for insertion is determined by descending the tree from the
root node to the leaf node which requires the least MBR enlargement to encom-
pass the new data element. The enlargement of the MBR is propagated upwards
through the tree to the root node. In case of an overflow of the node’s capacity, a
split of the node is required with the goal to create the least overlap of MBRs of
the new nodes. Different splitting heuristics are proposed in the literature, reduc-
ing the high costs when applying extensive search of appropriate split possibilities
(O(2n − 1) for n data objects). The “linear” and “quadratic split” [Gut84] reduce
the costs to O(n) and O(n2), respectively, by heuristically finding “seed MBRs”
and distributing the remaining MBRs amongst the two new nodes regarding min-
imal MBR growth upon insertion. The R∗-tree [BKSS90] measures the MBRs’
circumference and determines a split axis and redistributes the MBRs according
to minimum overlap, reducing split costs to O(n∗ log n). The amount of overlap is
reduced by removing and reinserting “critical” MBRs. The R+-tree [SRF87] avoids
overlap of MBRs by inserting objects into multiple leaves, thus increasing index
size and index generation complexity. The Hilbert-R-tree [KF94] arranges MBRs
according to the Hilbert values of their centers. The splitting of nodes is deferred
by moving MBRs to neighboring nodes, or, if this is not possible, distributing the
elements of s nodes to s+ 1 nodes (s-to-(s+ 1)-split instead of 1-to-2-split).
3.1.3 Bulk loading
In the case of CFD data, all data elements to be indexed are known prior to index
generation. By ordering and grouping the cells and their corresponding MBRs,
we can create the index in a bottom-up manner up to the root node. This pro-
cess is called bulk-loading. When applying appropriate ordering mechanisms, the
degree of overlap can be significantly reduced compared to the dynamic insertion
of elements with subsequent splitting of nodes. The filling degree of the nodes
can be maximized, whereas, when not using bulk-loading mechanisms, the filling
degree strongly depends on the insertion order of the data elements and splitting
techniques. Furthermore, in our case, no elements are removed from the indexes,
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thus a handling of deleting and merging nodes is not needed when indexing CFD
data. [KF93] present a mechanism which orders the MBRs according to their
Hilbert value and builds the R-tree in a bottom-up manner. We incorporated the
bulk-loading mechanism STR packing (sort tile recursive) from [LEL97], outper-
forming packing by Hilbert-values: after determining the leaf nodes’ capacity, the
MBRs are grouped into equi-sized partitions regarding the first dimension. Each
of the “slices” is repeatedly partitioned according to one of the remaining dimen-
sions. Each of the final partitions forms a leaf node, and the directory structure
of the R-tree is built bottom-up from leaf nodes.
3.2 Index support for view-oriented CFD
post-processing
The immense data sets which are created during CFD simulations require effi-
cient indexing to enable post-processing with acceptable response times. Many
secondary storage index methods exist for appropriately indexing spatial data sets
and offer a multitude of different access methods. So far, no customized index
structures in the field of CFD post-processing exist to reflect the characteristics
of simulation data sets and existing structures prove inept for these purposes.
Over many years, index structures based on the R-tree [Gut84] like the R∗-tree
[BKSS90], R+-tree [SRF87] or X-tree [BKK96] have proven to be appropriate for
indexing spatial data.
Certain characteristics of CFD data sets render these structures inefficient and
ask for a different storage scheme. So far, CFD data has been stored in interval
trees, without offering appropriate view-dependent access methods. We integrate
a rectangular index structure as a basis for our query processor. Candidates for
such an index structure are R-trees or Octrees. To simplify matters, we decided
to use the R-tree as the basis for our new index structure for integrating view-
dependent access methods. During index creation, we use the bulk-loading method
STR (sort tile recursive) [LEL97] which appropriately arranges the data before
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point data x0 y0 z0    
 …      
 xn yn zn    
cell data numPoints0 p0,0 p0,1 p0,2 p0,3 … 
 …      
 numPointsm pm,0 pm,1 pm,2 pm,3 … 
cell types type0      
 …      
 type1      
scalar value0 s0,0      
  …      
  s0,n      
… …      
scalar valuel sl,0      
  …      
  sl,n      
 
Figure 3.2: Overview: VTK data format
creating the index in a bottom-up manner. We concentrate on the use of CFD
simulation data in the format proposed by the open-source library VTK [SML04].
Figure 3.2 [Kit08] summarizes the structure of our CFD data sets. The data file
starts with the geometric coordinates of n stored corner points. For each of the
m CFD cells, references to the cell-constructing corner points are stored. In a
subsequent list, the cell types for each cell are specified. Finally, a list for each of
the simulated scalars follows, defining the scalar values for each corner point.
Generally speaking, CFD data consists of cells (tetrahedra, hexahedra, pyra-
mids, wedges etc.) which are defined by a topology descriptor and their corner
points, which carry information about their geometrical position and additional
scalar information (temperature, pressure, density etc.).
Figure 3.3 displays different levels of the resulting R-tree structure for the engine
data set: In a), the root node’s MBR is displayed. In b), the overlapping MBRs
of the first level of the directory of the R-tree can be seen, and c) presents the
MBRs on level 2. The R-tree for this data sets consists of one more directory
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a) Root node b) Level 1 c) Level 2
Figure 3.3: R-tree levels of engine data set
level, which is omitted here for reasons of visibility.
In our case of indexing CFD data, the indexed objects are three-dimensional
cells including additional scalar information. A naive approach is to use a standard
R-tree implementation which indexes these multi-dimensional elements. Three
severe problems emerge:
1. The use of a high number of dimensions leads to the phenomenon called
“Curse of Dimensionality”, which describes the rapidly degrading perfor-
mance with increasing dimensionality as a result of the high overlap of
MBRs. The data sets in the experimental section include 5 and 8 scalar
fields, and together with the geometrical dimensions x, y, z, this leads to an
overall dimensionality of 8 and 11, respectively, which cannot be handled by
R-trees efficiently. With the advancements in the field of CFD simulations,
higher dimensionalities through introduction of additional scalar values are
easily imaginable. Even data structures like the X-tree [BKK96], which were
developed to handle higher dimensionalities, come to their limits.
2. The leaf nodes need not only store MBRs of cells and the cells themselves,
but additionally the exact cell information consisting of all cell-constructing
data points and their scalars. This consequently decreases the payload of
leaf nodes, thus increasing the height of the R-tree and query response times.
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point belongs to 
one cell
point belongs to 
two cells
point belongs to 
four cells
Figure 3.4: Example of multiple data point occurrences
3. Another effect is the high redundancy when storing data points, as each
data point can be part of an arbitrary number of cells and is therefore stored
redundantly in the leaf nodes containing the related cells (cf. figure 3.4). In
the data sets used in our experiments (cf. section 3.3), each data point is
on average part of eight (engine data set) or sixteen cells (delta wing data
set), and therefore on average stored eight and sixteen times, respectively,
providing for an explosion of the index structure in size.
Figure 3.4 displays four adjacent hexahedra with two corner points belonging
to four different cells, another eight corner points belonging to two of the cells and
eight corner points belonging to only one cell. Indexing each cell’s corner points
in-place with the cell information results in storing 8 ∗ 1 + 8 ∗ 2 + 2 ∗ 4 = 32 corner
points, whereas the data set consists of only 18 unique corner points.
Figure 3.5 gives detailed information about the degree of redundancy when
storing data points redundantly. In the case of the delta wing data set, ≈ 1.88
million data points out of a total of 4.3 million data points are part of 12 cells
and thus stored twelve times in the index. The overall number of data points,
including redundant data points, is ≈ 69.8 million for the delta wing, a 16-fold
increase. For the engine data set, the increase is still ≈8-fold, with a total number
of 1.5 million data points originating from 198,471 data points from the source
data set. The problem of redundant storage is solved as described in section 3.2.2.
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multiple occurrences
2 4 6 8 10 12 14
delta wing 0 1,876 91,247 156,261 406,307 1,879,455 406,329
engine 448 17,332 1,424 178,372 840 0 0
16 18 20 22 24 26
delta wing 215,185 150,624 138,749 115,079 130,124 109,766
engine 0 0 0 0 0 0
28 30 32 34 36 38 . . .
delta wing 95,005 68,378 67,876 48,860 45,075 35,754 . . .
engine 0 0 0 0 0 0 . . .
Figure 3.5: Multiple data point occurrences
3.2.1 Optimizing the dimensionality of the index structure
By carefully examining the data sets prior to indexing and taking a reasonable
choice of dimensions to be subsumed to form several lower dimensional indexes,
the effects of the “curse of dimensionality” can be bypassed. If certain scalar values
appear more frequent in combined queries, storing these scalars together in one
index avoids querying multiple indexes and stream result joining.
As the geometrical dimensions x,y,z constitute the most important part for
the distance calculation and user-friendly access methods, these dimensions are
inevitably stored in each index. In addition a limited number of supplementary
(scalar) dimensions is added to the index creating process. Let n be the number of
scalar fields in the data set. We can naively create an index with a dimensionality
of n + 3 and potentially suffer the “curse of dimensionality” for n >≈ 7. With
respect to efficiency on the other hand, it makes more sense to create n indexes
each consisting of the three geometrical dimensions and one scalar dimension
at the cost of O(n) times the storage size. After an analysis of the provided
scalar dimensions, the user has to determine, at the point of index creation, how
the existing scalar dimensions are distributed among the indexes. If studies on
user and query behavior are available, scalar dimensions which supposably are
regularly combined in queries are grouped together. After the manual analysis of
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dimensions, the index structures for each dimension group can be generated.
Storing scalar dimensions in low dimensional indexes increases the query execu-
tion speed when compared to the use of indexes of higher dimensionalities. This
speed-up is achieved by a more effective pruning of the subtrees during query
execution, as the degree of overlap of MBRs is significantly smaller in low dimen-
sional indexes, thus reducing the number of block reads on secondary memory. On
the other hand, the overall secondary memory footprint for using many low di-
mensional indexes is significantly increased over the use of few higher dimensional
indexes, as shown in the evaluation section of this chapter.
3.2.2 Reducing index size
The second and third problem of a low payload in leaf nodes and high redundancy
of data points are solved by swapping out cells to a subordinate index. Instead
of storing exact cell information consisting of all cell-forming data points with
geometrical and scalar information, only point identifiers are stored in leaf nodes.
The data points themselves are stored only once in a secondary index, independent
of their number of occurrences in cells. The data points in the secondary index
are referenced by the leaf nodes from the primary index (cf. figure 3.6). Thereby
redundancy and the size which is occupied by each cell in the leaf nodes is reduced
at the same time, significantly scaling down the overall index size.
To avoid unnecessary block reads in the secondary index, data points, which
are neighboring each other in the data space, are ideally stored in the same or
a neighboring blocks on hard disk. We developed heuristics to achieve the local
proximity of point data in the secondary index with regards to the proximity of
cells in the R-tree:
1. Appearance in index heuristics: We order the point data in our secondary
index according to their appearance in the R-tree index. When we interpret
the leaf node level of the R-tree as a list and traverse it from left to right,
the stored cells are ordered in a clearly defined sequence. This consequently
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point ID x y z ...
0 0.5 0.2 0.1 10 ... 2.4
1 0.1 0.2 0.3 11 ... 1.7
2 0.3 0.1 0.3 10 ... 1.9
3 0.6 0.4 0.4 9 ... 2.4
... ... ... ... ... ... ...
n 0.4 0.4 0.1 8 ... 1.6
scalar1 scalarm
leaf
nodes:
root node
secondary index:
primary index:
Figure 3.6: Primary and secondary indexes
induces an order on the data points. As points are most likely to appear
several times in a different number of cells, we have to decide which appear-
ance is important for defining the order for the secondary index. We have
evaluated the choice of 1st, 2nd, · · · , nth appearance of each data point in
the primary index (cf. section 3.3). The variance of evaluation times be-
tween different choices of appearances is minor for the data sets used in our
experiments.
2. Space-filling curves heuristics: We order the point data based on space-filling
curves according to their geometrical coordinates. With space-filling curves,
we can assign each data point in the 3D space one 1D value. We then or-
der the data points in secondary index by their 1D value. The idea behind
space-filling curves is to completely cover the multi-dimensional (here: 3D)
data space with one single curve, thus linearizing the 3D data space. Each
multidimensional point is assigned its position on this curve. In discrete
39
3 Indexing CFD Data
spaces, each point is assigned a unique point. As a discrete data space is
required for space-filling curves, we partition the data space up to a prede-
fined resolution and apply different curves to determine 1D values for each
data point. We applied the Z curve, Hilbert curve and Peano curve. An
overview over these curves can be found in [Sag06]. Motivation for the use
of space-filling curves is the property that objects close to each other in the
high-dimensional space are also close to each other regarding their 1D val-
ues. These curves show different performances as can be observed in the
experimental section (section 3.3).
3. Order from source file heuristic: CFD data is loaded and indexed from large
source files e.g. in the VTK format (cf. appendix A). With this index gen-
eration heuristic, the order of all cells in the secondary index is determined
by the order of the cells in the source file.
To further improve the efficiency of the secondary index, we take into account
that the graphics data server communicates via standard network protocols (e.g.
TCP/IP). During query extraction, answer packets containing cell information as
well as point data are generated and sent over the network interface. A data point
is not loaded from secondary index when the data point is already present in the
current packet. This reduces the number of accesses to secondary storage and
reduces execution time.
3.3 Evaluation
First we evaluated the effects of the number of indexed dimensions on the in-
dex size and query performance. We performed isosurface queries on indexes
of different dimensionalities. Details on the handling of queries with IndeGS
are extensively explained in part III. We performed isosurface queries on the
scalar mach_number of the delta wing data set with indexes of dimensionalities
ranging from 4 to 11. The 4-dimensional index contains the geometrical di-
mensions x,y,z and the scalar mach_number, the 11-dimensional index contains
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Figure 3.7: Dimensionality vs. index block reads and index size
the additional scalars density, pressure, turb_kinetic_energy, turb_omega,
eddy_viscosity, cp and total_pressure.
Figure 3.7 shows the increase of number of block accesses with increasing number
of indexed dimensionalities. We measured the block accesses for isosurface queries
with varying selectivities on the delta wing data set with an overall number of 4.5
million cells. We chose selectivities of ≈ 1% (44,341 cells), ≈ 5% (225,478 cells)
and ≈ 10% (458,360 cells). Our results show a steeper relative growth of block
accesses for queries with lower selectivity values, e.g. the number of accesses almost
triples for a selectivity of 1% from dimensionality 4 to 11. The secondary storage
memory demand almost doubles when indexing all 11 dimensions instead of 4
(containing only one scalar dimension besides the essential geometric dimensions).
To evaluate our secondary index heuristics, we performed queries extracting
isosurfaces on the delta wing data set for different scalar values. We chose the
results of our experiments with scalar value density as representative for the
experimental series (cf. figure 3.8), as the heuristics’ performances show similar
results on the different scalars. “Random” describes the heuristic using a random
order of the data points performs worst. The order given by the VTK source file
performs significantly better. The space-filling Z curve and Hilbert curve both
show similar performance. Best heuristic proved to be the heuristic choosing the
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Figure 3.8: Secondary index heuristics
first appearance of the data point regarding leaf node level of the primary index,
followed by the heuristic choosing the eighth appearance and the Peano curve.
In this chapter we presented methods to overcome the problems which arise
when indexing CFD data with standard spatial index structures. The use of our
indexing methods enables efficient execution of view-dependent post-processing
queries, as presented in the next part of this thesis.
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Part III
Query Processing on CFD Data
Indexes
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In this chapter, we present the basics to introduce view-dependency in the context
of executing CFD post-processing queries. We start by outlining query processing
basics and traditional distance functions to be used in the ranking process inte-
grated in IndeGS, and present a novel distance function (hv -distance) which is
aligned to the characteristics of human vision.
4.1 Introduction to query processing
4.1.1 Query types
Querying spatial data has been addressed in research for many years. A multitude
of different query types exist, of which we present an assortment in the following.
Let U be the universe of all possible objects in a database, and let DB be a
database containing n objects. The function d : U × U → R≥0 describes the
distance between two objects in the database. For the function to be considered
a metric, the preconditions (non-negativity, symmetry, identity, triangle equality)
mentioned in section 4.2.1 have to be fulfilled. Examples of interesting query types
in the context of CFD post-processing with query object q ∈ U are as follows:
• point query : The result set consists of objects {o ∈ DB|o = q}, i.e. all
objects that are equal to query object q. In case only unique objects are
stored in the database, the solution consists of only one object.
• -range query : The result set consists of objects {o ∈ DB|d(o, q) ≤ }, i.e.
all objects within a range of distance  around q belong to the result set.
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• nearest-neighbor query (NN-query): The result set NNq consists of objects
{o ∈ DB|∀o′ ∈ DB : d(o, q) ≤ d(o′, q)}. In case several objects share the
same distance to q, the set contains more than one object, otherwise the set
consists only of the unique nearest neighbor of q.
• k-nearest-neighbor query (kNN-query): The result set NNq(k) is the smallest
set with (at least) k objects fulfilling the condition
∀o ∈ NNq(k),∀o′ ∈ DB\NNq(k) : d(o, q) < d(o′, q).
• ranking query : By incrementally querying the database for the next nearest
neighbor, a ranking of elements with increasing distance d from query object
q is induced on the database objects.
4.1.2 Querying spatial index structures
Spatial index structures like members of the R-tree family (cf. chapter 3) hierarchi-
cally arrange the database objects with the help of minimum bounding rectangles
(MBRs) as presented in figure 3.1. Point queries can be answered by naively per-
forming a depth-first traversal on the search tree and scanning all leaf nodes. A
speed-up is achieved by excluding subtrees which do not contain solution objects.
This exclusion test can be performed by examining whether the query object is
included in the MBR before visiting the referenced subtree. A range query can
be significantly accelerated by omitting subtrees from the tree traversal, if their
corresponding MBRs do not overlap the range defined by q and  and thus do not
contain solution objects.
For NN- and kNN-queries, several approaches exist to speed up query exe-
cution. During traversal, a temporary solution is maintained and updated if a
better result candidate is found during search. [RKV95] introduce the notion
of MINDIST and MINMAXDIST. MINDIST(q,R) is the minimum distance be-
tween query object q and an MBR R of the R-tree, i.e. the minimum distance of all
possible objects by the subtree referenced by R. MINMAXDIST(q,R) is the min-
imum distance that guarantees that a data object can be found inside R within
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Figure 4.1: MINMAXDIST examples
this distance to q (cf. figure 4.1). During search, MBR R can be dismissed, if
MINDIST(q,R)>MINMAXDIST(q,R’) for a different MBR R′ (“downward prun-
ing”). Every MBR R with MINDIST(q,R) greater than the distance from q to the
temporary solution is discarded (“upward pruning”), as it cannot contain a closer
object than the previously found one. The nearest neighbor is found via a locally
ordered depth-first traversal with the above pruning methods being applied.
[HS95] introduce a priority queue for handling an active page list. The priorities
are defined via the MINDIST: the lower the MINDIST, the higher is the priority,
i.e. the head element of the queue is the MBR with the lowest MINDIST to q. The
queue is initialized by inserting the MBRs stored in the root node of the search
tree according to their MINDIST. Throughout the search, a temporary nearest
neighbor candidate is maintained. Consecutively, the head element of the queue
is removed and examined: in case, the head element is a leaf node, the distances
of the referenced database objects to q are compared to the distance of the tem-
porary nearest neighbor to q. If a closer element is found, the temporary result is
updated. In case of the head element being an inner node, the contained MBRs
are inserted into the queue according to their MINDIST. The search terminates,
once the MINDIST of the head element’s MBR is larger than the distance of q
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to the temporary solution: no object is then guaranteed to be closer to q. [HS95]
realize the search by maintaining a “search front” through the tree in contrast to
the recursive traversal from [RKV95], thus further reducing the number of block
accesses during search.
Both methods can be extended to kNN queries by increasing the number of
temporary stored results: once an object is found which is closer to q than the
farthest temporary result, the result set is updated by removing the farthest ele-
ment and inserting the newly found object. The pruning distance is the maximum
distance of all temporary result objects to q.
The presented methods can be utilized for the efficient execution of ranking
queries, which is the predominant query method applied by us in the context of
view-dependent CFD post-processing. By ranking all visited MBRs in the queue
and not pruning any MBRs, all objects are ranked in the sense of an ordered
kNN-querying with k being the number of objects in the database. In [HS99], an
approach to interactively and incrementally perform nearest-neighbor searches is
presented: initially, the kNN set is determined. Upon invocation of kNN queries
with larger k, the previous results need not be determined again and search con-
tinues at a previous state of the search.
The ranking depends on a distance function which also influences the MINDIST
calculations. Several traditional and novel distance functions are presented next,
which have different effects on the user’s perception of the result set construction
during query execution.
4.2 View-dependent distance functions
In order to decrease costly operation times of complex VR hardware and at the
same time increase efficiency of expert users performing CFD post-processing, it
is of utmost importance to reduce query times for e.g. isosurface extraction and
to allow the user to get a quick first impression of the query result. Our presented
access methods show the following benefits:
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1. results close to the viewer are presented rapidly,
2. results in direct line of sight are ranked with higher priorities,
3. changing view position and view direction are reflected by dynamic query
adaptation.
A user interested in several aspects of certain CFD data sets can interactively
change his position and view direction to explore the extracted result. In addi-
tion he or she can interactively change extraction parameters with an immediate
response from the visualization framework.
We define post-processing queries q to be specified as follows:
q := ( v, viewpoint
a, view direction
b, box (for geometric selection)
sc1, range for scalar 1
. . . ,
scn) range for scalar n
Here, v is the exact position of the viewer in or around the visualized data set,
and by a we denote the view direction specified as a three-dimensional vector. Box
b specifies the geometrical range of the query. Usually, this box covers the complete
range of the three geometric dimensions, as no results shall be omitted from the
result set, except in the case of “geometrical selection” post-processing, where only
a “region of interest” is extracted. Ranges of the scalar values sci are specified to
meet the requirements of each query. In the case of isosurface extraction for scalar
i, the corresponding scalar range sci has to be set to the favored value. CFD data
is usually provided by simulation software as a collection of numerous cells with
geometrical and supplemental scalar information. Cells themselves contain ranges
of scalars defined by the scalar values of the cell-building corner points. Cells are
considered active, if all cell ranges (geometric as well as scalar ranges) intersect
with the corresponding ranges specified in q.
Figure 4.2 shows an example for a cube cell with scalar information stated at
the corner points. The overall scalar range for this cell is [0.0, 1.5], i.e. in case an
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Figure 4.2: Example: active cell with isosurface (value 0.55)
isosurface with a value inside this range is requested, this cell is considered active.
The isosurface for value 0.55 is depicted in this example. IndeGS efficiently reads
the active cells from the index structure. The visualizer then interpolates the
isosurface by applying the marching cubes algorithm [LC87].
4.2.1 Traditional distance functions
Standard ranking methods based on k-nearest neighbor queries like presented in
[RKV95] and [HS95] perform a recursive walk through the underlying spatial data
structure by calculating distance approximations for MBRs in directory nodes
based on distances like Euclidean, Manhattan or Maximum distance etc. These
distances offer disadvantages and inefficiencies when trying to reflect typical char-
acteristics of human vision in the context of CFD post-processing with large data
sets. Using these distance functions ranks the results in a spherical or octahedron-
like manner, respectively, around the query viewpoint v (cf. figure 4.3a-c for the
2-dimensional case). One side effect is, that results not in the user’s line of sight
are visualized with the same priority as results directly in the line of sight. To im-
prove the speed of result extraction, we assign higher priorities to objects directly
in or close to the line of sight, and therefore the output “grows” faster in direction
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Figure 4.3: Isolines of traditional distance functions (viewpoint v)
of the user’s view. This can be achieved by using quadratic form distances, which
stretch the corresponding ellipsoids representing isoline/isosurfaces in the direc-
tion of the user’s view (cf. figure 4.3d). One obvious shortcoming with quadratic
forms is the assignment of higher priorities to objects along the viewing axis inde-
pendent of their orientation from the users standpoint (i.e. in front or in the back
of the user). The traditional distance functions satisfy the following conditions
(necessary for a function to be considered a distance function or metric):
1. d(x, y) ≥ 0 (non-negativity)
2. d(x, y) = 0⇔ x = y (identity)
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3. d(x, y) = d(y, x) (symmetry)
4. d(x, z) ≤ d(x, y) + d(y, z) (triangle inequality)
4.2.2 View direction oriented heuristics
In a first approach, we developed a distance function based on polar coordinates.
As illustrated in figure 4.4, α denotes the angle/deviation between the user’s line
of sight a and the connecting line between the viewpoint v and object pi. By di
we denote the Euclidean distance between pi and v. In the following, we present
some straightforward heuristics and discuss their suitability for our purposes:
• VD1: d(v, pi) := di+w ·α: Finding an appropriate weight w is problematic.
This weight strongly depends on the distribution of distances between v and
objects pi in the data set. If the closest active cell is relative far from v, the
angle α is probably dominated by all possible Euclidean distances di. On the
other hand, if the user is standing “inside” the data set and the maximum
distance to the farthest active cell is quite low, α’s influence can become
inappropriately high.
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• VD2: d(v, pi) := di ·α: Objects directly on the line of sight show unfavorable
behavior, as they all share the distance value of 0, independent of their
Euclidean distance. Furthermore, objects far from v, but close to the axis
of view a, are assigned lower priorities as objects with a lower Euclidean
distance di, but the same distance from a. The decreasing α overrules the
increasing di.
• VD3: d(v, pi) := di·eα: Objects directly on the line of sight are now assigned
their Euclidean distances di, as eα = e0 = 1. The effect of the overruling of di
is compensated by applying the exponential function on α. Still problematic
is the separation of objects in front of the user from objects in the back.
• VD4: lexicographical order (α, di): Ranking active cells by their lexico-
graphical order (α, di) leads to the effect that objects with small α are re-
ported first in the order of increasing Euclidean distances. Objects very
close to the user, but with a high α are presented unwantedly late. This
inhibits a quick impression of the result objects in the direct vicinity of the
user as objects with a large distance are ranked before objects with a very
low distance and a marginally larger corresponding α. A clear separation
of objects in front of the user from the objects in the back is possible, as
objects with α ≥ 90◦ are only displayed after all objects with α < 90◦ have
been visualized. This heuristic does not work well without an appropriate
discretization of the range of α.
4.2.3 Human vision oriented distance function
To combine the advantages of both traditional distance functions based on Eu-
clidean distances and the heuristics based on polar coordinates presented above,
we define a distance function which joins positive attributes of both types and per-
fectly reflects the characteristics of human vision. We use the following variables
to explain our new distance function:
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Figure 4.5: Human vision oriented hv -distance isolines
v represents the viewpoint/location of user
A similarity matrix to be used in quadratic form calculations
p object/point, for which distance has to be calculated
m center of ellipsoid which traverses v and p and is located on axis of sight
a user’s line of sight (vector representation), normalized to a length of 1
Our distance, referred to as hv -distance (human vision oriented distance, disthv)
caters for an accelerated growth of the result set in direction of the line of sight and
at the same time a delayed growth in the area of human peripheral vision. The
corresponding isolines are illustrated in figure 4.5: the distance of p is defined by
the radius of the ellipsoid which crosses p and the user’s standpoint v with center
point m, which obligatorily lies on the line of sight a starting at v. To avoid that
the ellipsoid is covering space in the back of the user, we let the ellipsoid’s center
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move (with increasing radius) along the line defined by v and a: m = v+c∗a, c ∈ R.
Elements behind the user (located in the hatched region defined by the hyperplane
running through v and perpendicular to a) are treated separately, as we describe
in the following paragraphs. The ellipsoids of both the standard quadratic forms
and our distance function are stretched in direction of a. The ratio of growth in
direction of the line of sight compared to growth to any orthogonal direction is
defined by a parameter d1.
The formula dA(q, p) :=
√
(p− q)T · A · (p− q) defines the standard quadratic
form distances, with A being a similarity matrix specifying cross-similarity weights
for the dimensions. For our purpose to derive an appropriate matrix A, we start
with the diagonalization A = RT ·D ·R with a diagonal matrix D and orthonormal
transformation R. We set the first column of R to the user’s viewing direction
a. The remaining columns r2, · · · , rn of R are vectors which are orthonormal to
a and to each other. These can be calculated via the Gram-Schmidt process or
the numerically more stable QR decomposition. The diagonal matrix D contains
eigenvalues of the transformation matrix R. To acquire a “stretching” of the
ellipsoid along the view axis, we increase the top left-most value in D to a value
d1
2 >> 1. The effect of this is that vector a is mapped to itself, but its length is
increased by factor d12. All in all, matrix R is a basis transformation depending on
the view direction and D caters for the stretching of the quadratic form ellipsoid
in the desired direction. The mathematical notation is as follows:
A := RT ·D ·R with D =

d1
2 0 0
0 1 0
0 0 1
 and R =

a1 r2,1 r3,1
a2 r2,2 r3,2
a3 r2,3 r3,3

Our hv -distance function differs from standard quadratic form distances on one
important property: the centers of the ellipsoids are not equal to the query point,
they instead move along the line of sight, depending on the object for which the
distance is calculated. Figure 4.5 shows several ellipsoids and additionally the
ellipsoid relevant for the distance calculation of disthv(v, p) with center m. The
radius of the ellipsoid passing through v and p defines disthv:
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disthv(v, p) := d(v,m)
The following equations represent our design concepts that the distance between v
andm (4.2) is equal to the distance between p andm (4.5), i.e. the ellipsoid around
m is passing through v and p. This distance is the radius of the corresponding
ellipsoid. Furthermore, m is on the user’s axis of sight, located λ times vector a
from origin v (4.3).
d(p,m) = d(v,m) (4.1)
Let us first prove that d(v,m) is proportional to the ellipsoids’ stretching factor
d1, i.e. d(v,m) = λ · d1:
d(v,m) =
√
(v −m)T · A · (v −m) (4.2)
m = v + λ · a (4.3)
After insertion of (4.3) in (4.2):
d(v,m) =
√
(v − (v + λ · a))T · A · (v − (v + λ · a))
⇒ d(v,m) =
√
λ · aT · A · λ · a
With aT · A = d12 · aT , because eigenvector a is mapped to itself with d12 times
its length, and aT · a = 1, because a is normalized, d(v,m) simplifies to:
d(v,m) = λ ·
√
d1
2 = λ · d1 (4.4)

The distance d(p,m) is defined as:
d(p,m) =
√
(p−m)T · A · (p−m) (4.5)
Inserting (4.3) in (4.5):
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d(p,m) =
√
(p− (v + λ · a))T · A · (p− (v + λ · a)) =
√
(p− v)T · A · (p− v)− 2 · λ · aT · A · (p− v) + λ2 · aT · A · a︸ ︷︷ ︸
=d1
2
With (4.4):
⇔ λ = (p− v)
T · A · (p− v)
2 · d12 · aT · (p− v)
The overall formula for the hv -distance is defined as follows:
disthv(v, p) := d(v,m) = λ · d1 = (p− v)
T · A · (p− v)
2 · d1 · aT · (p− v) (4.6)
Let us note a useful side effect: objects in the back of the user all have negative
distances. The ellipsoids in front of the user are mirrored along the separating hy-
perplane introduced above (cf. figure 4.5). Distances of objects on these ellipsoids
and their mirrored counterparts only differ in their sign. Whereas this property
hinders the hv -distance to be a metric (non-negativity property violated), it can
be utilized to start a ranking of the objects in the back of the user, once all objects
in front have been completely visualized during post-processing. One other aspect
requiring special treatment is the calculation of distances lying on the hyperplane
running through v and being perpendicular to a: these objects are assigned a dis-
tance of ∞. We define a ranking on these ∞-distance objects depending on their
Euclidean distance to v. Technically, these specialties prevent the hv -distance to
be a distance function in the sense of metrics (cf. section 4.2.1), but for reasons
of simplicity, we continue to use the term “distance” when discussing the above
mentioned hv -distance function.
We will evaluate the effects of the use of the hv -distance in combination with
the proposed query execution techniques in the evaluation section of the following
chapter.
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4.3 MINDIST calculation
With the above mentioned distance functions, we are able to determine the dis-
tance of the query viewpoint v to another point in the data space. As we use a
spatial index structure based on minimum bounding rectangles (MBRs), we need
definitions for the distance between v and each MBR, depending on the applied
distance function. For the querying described in part III, it is inevitable that the
distance between v and the MBR is minimal, i.e. any object surrounded by the
MBR has at least the distance to v as the MBR itself. The so-called MINDIST
between v and the MBR defines a lower bound for all possible objects subsumed
in the MBR necessary for a correct ranking of objects.
For the Euclidean and Maximum distance, the MINDIST is simply defined
as the distance between v and the closest corner point of the MBR, depending
on the used distance. In the case of the elliptic distance based on quadratic
forms, the closest point on the MBR to v is not necessarily one of the corner
points, making calculation of the MINDIST a more complex task. [SK97] present
a gradient descent method adapted from the linear programming algorithm of
[BR85]: starting at an arbitrary point on or inside the MBR, we iteratively follow
the gradient of the quadratic form matrix, but need to assure that we do not
leave the MBR itself. This way, we reach the point on the surface of the MBR
which yields the minimum distance to v according to the distance function. As
the hv -distance is related to quadratic form distance functions, the MINDIST-
calculation is similar: the MBR is traversed according to the gradient determined
by the ellipsoid which crosses both v and the current point in or on the MBR.
Nevertheless, the modified gradient descent method has to pay respect to the
occurrence of negative distances, which occur for objects behind the user.
Figure 4.6 shows an example of the gradient descent method for the MINDIST
calculation when using the hv -distance. First, the hv -distance according to view
direction a is determined between viewpoint v and point p1 inside the MBR. In the
first step, we follow along the gradient of the corresponding distance matrix and
reach the border point p2 of the MBR. We again determine the hv -distance for this
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Figure 4.6: MINDIST calculation example (hv -distance)
point and iterate the previous steps, until we reach the point px on the MBR where
the ellipsoid traversing v and px is tangent to the MBR. The distance of v to point
px (dist(v,mx), with mx being the center point of the corresponding ellipsoid)
defines the MINDIST for the MBR. It is obvious, that all other points belonging
to the MBR have a larger hv -distance to v than the determined MINDIST.
The calculation of the MINDIST of MBRs to a viewpoint using the hv -distance
is a cost-intensive task. In the context of query processing with frequent deter-
mination of MINDIST, approximations of the MINDIST allow for a reduction of
CPU time spent on MINDIST calculations. In the next chapter we present some
approximation techniques to be used with the proposed query processing methods.
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In this chapter, we present methods to execute post-processing queries for a static
user with fixed viewpoint and view direction. For a quick “first impression” of the
result set during query execution, we utilize optimized distance functions from
the previous chapter 4 and achieve a runtime speed-up by applying approximate
MINDIST calculations.
5.1 Related work
In [CSS98], efficient methods for performing isosurface extraction on external
memory interval trees is presented. These techniques do not support stream-
ing and view-dependent ordering of the result data, and post-processing queries
other than isosurface queries are not endorsed. Other approaches concentrate
only on the extraction of the visible part of the isosurface, performing visibility
or inclusion tests prior to rendering the results [LFL02, LSJ96]. We restrict our
post-processing methods not only to visible portions of the result set in order to
enable dynamic user interaction: non-visible parts are also extracted, as they are
potentially moved into the user’s field of vision with even minor viewpoint updates
(user movement).
Nearest neighbor algorithms such as the Depth-first Traversal algorithm of
[RKV95] and the Priority Search algorithm described in [HS95] use spatial in-
dex structures to prune whole branches of the tree once the feature space region
they represent can be guaranteed to not include the nearest neighbor. We focus
on the second approach and modify it in order to achieve a complete and exact
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ranking of all result cells depending on the query point, which represents the user’s
standpoint in our application.
To be able to exchange the distance function in the context of spatial index
structures and access methods, new pruning measures have to be introduced.
These determine the minimum distance (MINDIST ) of directory node elements to
the query point and define the priority by which these node have to be visited. In
the context of quadratic form distance functions, [SK97] introduces a MINDIST
calculation by applying a gradient technique to find the location on the MBR
which has least distance to the query point. Quadratic forms are also used in
the QBIC system for indexing and querying image databases [HSE+95, AFH+95].
The use of low-dimensional distance functions is proposed, which serve as lower
bounds on the weighted distances between color histograms. The prefiltering of
results significantly reduces the number of applications of complex quadratic form
calculations between color distributions (histograms).
Much research has also been done on efficiently performing top-k queries. In
[BMS+06], methods are proposed to efficiently generate top-k solution sets from
multiple precomputed index lists by applying aggregate scoring functions. Fur-
thermore, a statistics-based cost model is presented for predicting and estimating
selectivity of queries and correlations among attributes. In [TWS04], several ap-
proximate top-k algorithms running on index lists are presented. To prove the
quality of these algorithms, an approach to generate probabilistic guarantees is
developed, which supplies a relative error of the approximate results to the exact
top-k results, thus indirectly making a statement about the query result’s precision
and recall values. The approximate algorithms in [TWS04] are based on methods
presented in [FLN03]: the threshold algorithm from [FLN03] is proven to correctly
find the top-k answers for arbitrary monotone scoring functions. Furthermore, the
memory buffer for query execution is guaranteed to be bounded for databases of
any size. In [DPK08], a data structure, the AL-tree, for indexing categorical data
in combination with arbitrary similarity measures is introduced, which supports
efficient top-k querying. Queries are executed in an online fashion, i.e. results are
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emitted in increasing order of distance.
5.2 Query processing
In state-of-the-art VR frameworks, users start post-processing queries and results
are visualized, once the query is completely processed. Thus, the efficiency of
post-processing strongly depends on the speed of query execution, and with larger
and larger data sets, query execution times increase. A continuous presentation
of partial results based on streaming techniques enables the user to catch a first
impression of the result set even before query completion, allowing for dynamic
query parameter changes. The quality of the impression is improved by presenting
partial results which are close to the viewer and in the direction of view earlier
than objects which contribute less to the impression. The quality of the first
impression at any stage of query processing can be assessed by the fraction of the
user’s vision field which is covered by the partial result set. We present view-
dependent streaming techniques, which achieve a high coverage at early stages of
post-processing. In VR frameworks, these result streams are usually received by
the so-called visualizer, a software component which caters for the presentation of
the results to the user.
Post-processing queries include, amongst others, isosurface extraction (e.g. “cre-
ate isosurface with temperature = 125◦C”), range queries (e.g. “display cells with
temperature between 100◦C and 120◦C”) and arbitrary combinations e.g. with ge-
ometrical selection (“display cells with temperature = 125◦C and humidity = 70%
only in specified region (region of interest) of data set”).
5.3 Priority queue handling
We based our external memory index structure on wide-spread tree-like data struc-
tures using minimum bounding rectangles (MBRs), as described in detail in chap-
ter 3. After starting the query execution at the root node, child nodes (MBRs
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or data objects/cells) are assigned priorities based on a specific distance between
their geometrical location and the user’s standpoint v. Objects qualified for the
result set regarding their scalar values are then ranked according to their distance
in a priority queue. Objects with lower distance are handled in the front positions
of the queue. The object with the lowest distance is handled first: in the case
of a directory node at the head position, its child nodes are assigned priorities
and ranked in the queue; for a leaf node containing CFD cell information, ref-
erences to these cells are inserted in the queue. A cell at the head position of
the queue is streamed to the visualizer. The distance between directory node and
the query point is determined with help of a MINDIST approximation defining a
lower bound for all objects contained in the subtree of the respective node.
5.3.1 Traditional distance functions
For static users, wide spread access methods based on Euclidean or Manhattan
distance like presented in [RKV95] and [HS95] can be utilized to enable view-
point oriented post-processing (cf. section 4.1). CFD data consists of geometrical
information as well as supplementary scalar information. The distances are calcu-
lated using only the geometrical information while at the same time performing
a selection on the scalar information depending on the specified post-processing
parameters.
5.3.2 Quadratic forms distance functions
The use of quadratic form distance functions incorporates the user’s view axis into
query processing. We choose a matrix for the distance calculation which stretches
ellipsoids along the axis of sight a. One effect is shown in figure 4.3d on page 50:
objects along the axis but in the back of the user are assigned the same priorities
as equidistant objects in front of the user.
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5.3.3 hv-distance
To additionally consider the viewing direction, we use our human vision oriented
distance function disthv from section 4.2.3. The corresponding MINDIST calcula-
tion is performed by a modification of the gradient procedure presented in [SK97],
as described in the previous section 4.3: starting on an appropriate corner point
of the MBR (here: nearest corner point to v according to Euclidean distance), we
iteratively perform a walk on the surface of the MBR defined by the gradient of the
quadratic form. After each iteration, we adjust the gradient, as the center points
of the intermediate ellipsoids move along the line of sight a. These iterations are
repeated until an ellipsoid is found, which is tangent to the MBR. MINDIST is
then set to the radius of this ellipsoid.
5.4 MINDIST approximations
The speed of data extraction can be significantly increased by heuristics to find the
approximation MINDIST approx at the cost of losing the correctness of the ranking
process:
• M1 “Limit number of iterations”: The maximum number of iterations per-
formed during gradient descent is limited to a fixed value.
• M2 “Nearest (Euclidean) corner point”: Calculate the Euclidean distance
for each corner point of the MBR point and define MINDIST approx to be the
hv -distance of this corner point to the query point. This heuristic is equal
to the previous one with a limit of zero iterations.
• M3 “Center point”: Determine the center point for the MBR and select the
corresponding hv -distance to be the MINDIST approx distance.
In the first heuristic M1, the accuracy of MINDIST approx compared to the
correct MINDIST depends on the number of iterations performed. Experiments
on our sample data demonstrate that a reduction of the number of iterations
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Figure 5.1: MINDIST: lower bounding property violation example
to 3 only introduced a MINDIST approx error of 0.035%, but reduced the overall
number of iterations to one third during processing of a complete query. The
second heuristic M2 is supposed to work well on data sets with relative constant
CFD cell sizes. A data set with a large variety in cell sizes perform worse because
of the changing quality of MINDIST approximations. Same applies for the third
heuristic M3, which is calculated with the least complexity of all three heuristics,
but performs worse for large MBRs in the upper levels of the index structure with
an overall average error of 30%.
The heuristics are not defining lower bounds in all cases, as it usually holds for
theMINDIST function, so it can possibly happen that a directory node at the first
queue position contains data objects that have a lower distance to the query point
than objects that were previously streamed to the visualizer at an earlier stage.
Figure 5.1 displays the case when the lower bounding property of the MINDIST
heuristic is violated (distance function: Euclidean distance): MINDIST_1 and
MINDIST_2 represent the correct MINDIST values for MBR_1 and MBR_2.
Assuming that MINDIST*_1 is considered a MINDIST for MBR_1, it can be
observed that MINDIST*_1 violates the lower bounding property: MBR_2 is
inserted into the priority queue at a position in front of MBR_1. When MBR_2
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reaches the head position in the queue, its data points are entered into the queue
(according to their distances). Before MBR_1 is extracted, point p2 is streamed
to the visualizer. Point p1 is streamed after extraction of MBR_1, but is thus
incorrectly ranked after p2 in the result stream, resulting in a disorder in the
result stream, as p1 is obviously closer to v than p2.
Thus, the optimal ranking order is not guaranteed when using heuristics, nev-
ertheless it is ensured that no result cell is omitted. A detailed examination of the
aforementioned heuristics’ accuracy can be found in the experimental section (cf.
figure 5.5 and 5.6).
For communication via standard network protocols, data is sent in packages
for which the size needs to be tuned appropriately. Answer packets containing
numerous cell specifications as well as point data are sent and their content is
visualized after reception by the visualizer. One effect is that only cells which are
displaced crossing packet boundaries, can be perceived as displaced. The choice
of packet sizes is vital and has the following influences: If the packet size is chosen
very small, too much communication overhead is generated and streaming of re-
sults is slowed down. A very large packet size leads to a discontinuous streaming
and jerky result visualization. Our evaluations have shown, that packet sizes be-
tween 100 and 1,000 cells performed best regarding query times and visualization
smoothness.
5.5 Evaluation
For our experiments, we used two different CFD data sets: a data set of a simu-
lated fuel injection into a combustion engine cylinder and a data set of simulated
aerodynamic flows over the surface and in the surroundings of a delta wing air-
plane. The basic shapes, around which fluid dynamics are simulated, are described
in appendix A. The engine data set consists of 62 simulated time steps, each time
step consisting of 50,000 to 200,000 cells (hexahedra) and 50,000 to 200,000 data
points containing 4 scalar values per point, resulting in file sizes between 5 and
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Figure 5.2: Coverage experiment “delta wing”
30 MB. The delta wing data set comprises 3 time steps with approximately 15
million cells (tetrahedra and hexahedra) and 4.5 million data points per time step
with 8 scalar values each. The index file size for the overall delta wing data set
is 2.2 GB. The experiments were performed on a 2 GHz PC with 1 GB of RAM
running on Windows XP.
5.5.1 Coverage
The first experiment shows the effects of the different distance functions on the
quality of the user’s first impression of the result. We measure at different stages
during query execution the relative coverage of intermediate results in terms of
pixels displayed on a 2D screen compared to the number of pixels visualized after
query completion. A high percentage of coverage after a short period induces a
quick and representative first impression.
We performed isosurface extractions using scalar value mach_number and den-
sity on the delta wing data set and the engine data set, respectively. Figure 5.2
shows the coverage in percent for the different ranking methods for the delta wing
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Figure 5.3: Coverage experiment “engine”
data set, with the elapsed time (including secondary storage I/O, communication
as well as visualization costs) displayed on the x-axis. It can be clearly observed
that query processing using our hv -distance covers the largest part of the screen
compared to other distance functions at any time during query processing, al-
though it is the most complex to calculate. The unranked processing performs
worst, as cells are almost randomly streamed to the visualizer and cells with a very
large distance to the viewer or outside the vision field consequently only contribute
a small number of pixels to the visible result set. The quadratic forms distance
function works slightly better than Euclidean distance, but the absolute advan-
tage of a higher coverage is reduced by the more complex calculations. Heuristic
VD1 (cf. section 4.2.2) shows similar behavior as the unranked processing, but
speeds up after approx. 3 seconds. It populates the screen at a low rate in the
beginning, as many cells far away from the viewer are visualized early, which only
contribute few pixels. Heuristic VD2 provides for a high coverage after a very
short time, but slows down after a few seconds and is overtaken by the ranking
using Euclidean or quadratic form distances. Heuristics VD3 and VD4 show
similar behavior and are omitted for visibility reasons.
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Figure 5.4: Query processing progress “delta wing”
We performed a comparable experiment on the engine data set (cf. figure 5.3),
showing that our hv -distance outperforms the competing ranking methods. All
ranking methods reach higher percentages after a shorter time in comparison to
the delta wing results, which is a consequence of the significantly lower complexity
of the engine data set. To prove the suitability of our approaches in the context
of very large data sets, we focus on the delta wing data set in the following.
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Figure 5.5: MINDIST approximations: MINDIST error
5.5.2 Coverage experiment illustration
Figure 5.4 illustrates an exemplary query processing (isosurface extraction on delta
wing data set for scalar density) at different stages of processing from different
viewpoints. The simulated query point is located in front of the tip of the delta
wing and the screen shots show the visualized partial results as well from first
person view as from a bird’s eye perspective. We focused here on the unranked
(figure 5.4a) and ranked processing using our hv -distance (figure 5.4b).
5.5.3 MINDIST heuristics evaluation
In further experiments performed using the delta wing data set, we compare
our MINDIST -heuristics to the correct MINDIST. When calculating the exact
MINDIST using the gradient descent method, a maximum of 132 iterations is
needed for a very limited number of MINDIST -calculations. When limiting the
number of iterations to 15, the calculated MINDIST approx is on average only
0.012% above the correct MINDIST. Figure 5.5 shows the average error of MIN-
DIST approx for leaf and inner nodes after 1 to 15 iterations compared to the exact
MINDIST. The averaged error is dominated by the leaf node error, as the num-
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1 6968 1402 146 14 114.71%
2 2033 1025 31 10 113.97%
3 850 719 11 7 113.37%
4 514 446 5 4 112.95%
5 290 240 2 2 111.94%
6 110 54 1 1 111.43%
7 48 1 0 0 110.48%
8 20 1 0 0 109.55%
9 18 1 0 0 108.33%
10 4 1 0 0 105.41%
11 0 0 0 0 102.31%
Figure 5.6: MINDIST approximations: effect on query processing (50,000 cells)
ber of leaf nodes visited is up to ≈16 times higher than the number of inner
nodes. Figure 5.5 also displays the percentage of saved MINDIST iterations when
applying an iteration limit.
Figure 5.6 shows the number of cells (out of an overall amount of 50,000 cells)
which are not delivered in their correct ranking position (column “displaced cells”).
When limiting the calculations to one iteration, 6968 cells are not correctly placed
in the result stream. At least one cells is reported 1402 position from its correct
position. Column “maximum displacement” shows the maximum difference of dis-
placed cells between the correct position and the position in the approximated
ranking. As the cells are delivered over the network in packets (in this experi-
ment: 100 cells per packet to guarantee a smooth visualization), cells that are
not displaced in different packets are not perceived as displaced. The next two
columns (“packet mode”) show the displacement in the scale of packets, which is
minor even with the relative small packet size chosen for this experiment. The
last column shows the overall speedup of query processing (including I/O costs)
that is achieved by limiting the number of iterations. When setting the limit to 7
iterations, no displaced cell is perceived and a speedup of 110% is achieved.
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In this section we present novel approaches to dynamic query processing, support-
ing interactive users who perform post-processing on CFD data and freely move
in VR environments and change their view direction, with the result data stream
being simultaneously adapted. Standard nearest-neighbor or ranking queries do
not account for a freely roaming user with changing viewpoints and view direc-
tions by only ranking results according to parameters passed at query invocation.
The efficiency of the post-processing step on very large data sets is significantly
increased by introducing dynamic query handling depending on the users view
parameters.
6.1 Related work
In the field of dynamic indexing and query processing, several methods for index-
ing moving objects have been proposed [ISS03, SJLL00]. The mentioned papers
introduce R-tree based techniques for indexing and querying moving objects in
dynamic data sets. Instead of indexing moving objects, the processing of contin-
uous queries is discussed in [MXA04]. Query results are updated over time via
invalidating and joining previous results sets. In [SR01], nearest neighbor sets
for query points at sampled positions in the data space are calculated by utiliz-
ing results of neighboring query points to reduce the overall number of expensive
nearest neighbor queries. Due to the immense size of CFD data sets and the high
complexity of post-processing queries, approaches using precalculation of queries
and maintaining precalculated results are rendered inefficient. [CKS03] try to pre-
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dict camera/view points during visualization of 3D models. The data is stored in
out-of-core octrees [Sam90] and prefetched according to extrapolations of recent
and actual camera positions. This approach is restricted to 3D models and does
not support CFD post-processing queries.
6.1.1 Types of view parameter changes
A classification of the types of user behavior is necessary to provide an appropriate
handling of query parameter changes during query execution. The types of view
parameter changes depend on the movement of the interactive user in the VR
environment and can be classified as follows:
1. static view position, dynamic view direction: The user does not move his
standpoint, but changes view direction (e.g. by moving his head).
2. dynamic view position, static view direction: A translation of the viewpoint
takes place by a moving user who does not move his eyes/head.
3. dynamic view position, dynamic view direction: The user freely roams the
VR environment and changes his view direction.
The type of parameter change has varying effects on the ranking of the results,
depending on the chosen distance function. A change of parameters of type 1, e.g.,
does not influence the ranking, if the distance function is the Euclidean distance,
as the Euclidean distance only considers the distance of each object to the viewer
and ignores the view direction. On the other hand, in case ranking objects by hv -
distance combined with view parameter changes according to type 3, the distances
of objects to the viewer change, and in addition to that, the similarity matrix A
used in the distance calculation (cf. 4.2.3) has to be recomputed. The effects of
different combinations of distances and view parameter changes on the ranking
are subsumed as follows:
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type 1 type 2 type 3
Euclidean not influenced influenced influenced
Manhattan not influenced influenced influenced
Maximum not influenced influenced influenced
quadratic forms influenced, influenced influenced,
A recalculated A recalculated
hv-distance influenced, influenced influenced,
A recalculated A recalculated
6.2 Queue rearrangement
With our methods, the result stream is simultaneously adapted, with the effect
that the result set is steadily growing in the proximity and aligned to the view
direction of the user, thus always enabling the user to obtain a quick impression
of the result data set from dynamically chosen view positions. Results prior to
query update are incorporated during further processing. Figure 6.1 shows an
exemplary isosurface extraction from a bird’s eye view with a quickly moving user
(depicted by the arrows). It can be clearly observed that the result set is growing
in front of the user, whenever a new query is triggered (here: one arrow represents
one view modification). This screenshot shows query execution up to 9,000 out of
≈150,000 result cells from a third person perspective.
Depending on the distance function used for ranking (cf. chapter 4), different
parameters become relevant for queue reorganization. For the traditional dis-
tances like Euclidean or Manhattan distance (view direction independent), only
the changes of the viewpoint v induce a change on the priorities of elements in
the queue. In the case of reorganization, the elements in the queue are assigned
new priorities and the queue is rebuilt. The use of distance functions that take
the view direction into account require an additional step when view parameter
updates take place. Besides the resorting of elements stored in the queue, the dis-
tance function itself has to be adapted to the changed viewing axis. For quadratic
forms, the similarity matrix A needs recalculation depending on view direction a,
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Figure 6.1: Dynamic query example
before applying the new quadratic form distance function on the queue elements.
When using our human vision oriented hv -distance, the similarity matrix A is
recalculated similarly to the quadratic form distances.
6.2.1 Rearrangement heuristics
The most time-consuming part of queue rearrangements after a view parameter
change is to calculate new priority values for all queue elements and then generate
a new queue according to these values. We developed heuristics to speed up
the expensive regeneration of the queue at the cost of losing the correctness of the
result ranking order, but nonetheless a completeness of the result set is guaranteed.
The goal is to keep the ranking disorder at a tolerable level and to reduce the
influence of queue rearrangement calculations on the overall query processing time.
• Heuristic Q1: Stream leaf nodes : The queue is emptied and leaf node ob-
jects containing cell data as well as cell objects themselves are streamed to
the visualizer without recalculating their priorities. Only priorities of inner
nodes are recalculated and stored in the queue.
• Heuristic Q2: Stream cells : The queue is emptied and cell data is streamed
to the visualizer. Only priorities of inner and leaf nodes are recalculated and
stored in the queue.
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• Heuristic Q3: Insert only directory nodes in queue: The average queue size
is reduced by only holding directory nodes in the queue. When visiting a
leaf node, all referenced cells are streamed to the visualizer. This approach
is strengthened by the fact that cells referenced by leaf nodes at the head of
the queue are most likely to appear next in the result stream due to their
locality in the index.
• Heuristic Q4: Stream subtree: To keep the average queue size low, a fixed
level l is defined prior to query invocation. When a node in the tree on level l
is reached during traversal, the referenced subtree is completely streamed to
the visualizer. The degree of randomization is depending on the definition of
l. The closer l is to leaf node level, the higher is the correctness of ranking.
• Heuristic Q5: No recalculation: No distances of elements in the queue are
recalculated. Query processing is continued, ranking visited nodes or cells
according to the updated distance function. This drastically reduces the
calculation costs due to a “lazy” handling of query updates. Consequently,
elements in the queue prior to query update are possibly displaced in the
result stream.
Due to the packet-wise communication with the visualizer, the same observation
as described in the context ofMINDIST -approximations (cf. chapter 5) holds here:
Only cells, which are displaced crossing packet boundaries, can be perceived as
displaced.
6.2.2 Queue size limitations
In certain VR setups it may be required to keep the priority queue size at a
tolerable level to reduce the memory demand. The heuristics from the previous
section 6.2.1 can be utilized to reduce the complexities during query execution. A
size limit is set during query invocation, and in case this limit is reached during
traversal of the search tree, different strategies can be applied to reduce the queue
size: All cell objects are removed from the queue and streamed to the visualizer,
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similar to heuristic Q2. A larger reduction of the queue size can be achieved by
applying heuristic Q1, which in addition removes leaf nodes from the queue.
In case one of the above heuristics is applied, i.e. the queue size reaches the
user-defined limit, the correctness of the ranking is influenced. Small queue sizes
introduce a larger degree of disorder in the ranking compared to larger sizes,
which is attributed to the application of the above heuristics, analogous to the
introduction of disorder when rearranging the queue due to view updates.
6.3 Update frequency
In VR environments, the user’s standpoints and viewing directions are observed
constantly by optical or electromagnetic tracking systems at relative high fre-
quencies (e.g. 60 Hertz). Therefore even minor movements yield changes in query
parameters with the need for rearrangements of the result queue. Effects of the
queue rearrangement calculations on the overall query response time are exam-
ined in the experimental section (cf. section 6.4). In this thesis, we followed three
approaches:
1. time dependent updates triggered by regular clock cycles,
2. result cell amount dependent updates triggered after result portions of fixed
size or
3. user dependent updates triggered by user movement passing a predefined
threshold,
or arbitrary combinations of the above approaches.
With the time dependent approach, the query is adjusted after a predefined
time interval t has passed, integrating previously calculated results. The second
approach is very similar: instead of restarting query processing after time interval
t, queries are adjusted after the streaming of n result cells. The third approach
measures the degree of change ∆ of view parameters between two query adaptation
triggers. If this change is below a predefined threshold, query processing will not
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be adjusted. This avoids queue rearrangements after only minor changes in view
parameters. We propose a ∆ which reflects the average relative change ∆i of each
geometrical dimension i normed by the geometrical extent rangei of the data set
regarding dimension i as well as the change of view direction (∆α):
∆ :=
1
4
· ( ∆α
360◦
+
3∑
i=1
∆pi
rangei
)
All in all, ∆ is the average relative change of view parameters. Query handling is
not altered concerning changed parameters until ∆ passes a predefined threshold.
This leads to the effect that minor movements of the user do not trigger queue
modifications that interrupt query processing. A careful tuning of the threshold
parameter is suggested.
We integrated the above mentioned query update mechanisms into IndeGS. The
subjectivity of perception of query result presentation using different settings of
parameters rangei and ∆α renders an extensive experimental evaluation almost
impossible. We concentrated our experiments on the result cell amount dependent
method.
6.4 Evaluation
We evaluated the effects of the above presented methods and heuristics for dy-
namic query adaptations on the runtimes and on the degree of disorder in the
results stream.
6.4.1 Disorder
We examined the heuristics Q1 to Q4 for dynamic query adaptation from section
6.2.1 by measuring the disorder of the ranking for each of the heuristics. The
result set consists of 29,172 cells and the packet size was set to 1,000 cells, and
the query point was updated 2 to 10 times during query processing. Figure 6.2
shows the maximum packet-wise displacement of cells when comparing the result
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Figure 6.2: Displacement of cells (packet size: 1,000 cells)
streams with the correct stream, which is produced by a complete regeneration of
the priority queue after each query update. The heuristics “Q5: no recalculation”
and “Q3: insert only directory nodes in queue” produce displacement maxima
independent of query update frequency, whereas the “Q1: stream leaf nodes”
heuristic (equal to heuristic “Q4: stream subtree” heuristic from section 6.2.1 with
l set to leaf node level) and “Q2: stream cells” heuristics’ maxima are increasing
with the number of updates, as they both remove many elements (leave nodes and
cells, respectively) from the queue at query update, streaming a high number of
cells in incorrect order, producing a high overall degree of disorder.
6.4.2 Runtimes
Figure 6.3 shows the runtimes for the query execution using exact ranking as
well as the heuristics: the complexity for the exact ranking rises with number of
updates due to the complexity of distance calculations for each update. Runtimes
for “Q2: stream cells” and “Q1: stream leaf nodes” are getting lower marginally
with higher update frequency. This is an effect of the removal of cells and leaf
nodes at query update, reducing the average queue size and consequently reducing
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Figure 6.3: Runtimes of rearrangement heuristics
the queue management costs.
Recapitulating the experiment results, we can observe the trade-off between
ranking quality and query runtime. Heuristics with high runtimes perform best
regarding the degree of disorder in the result stream. The number of displaced
cells is significantly reduced at the cost of a higher calculation overhead. The
heuristics with relatively low runtimes (e.g. “Q3: only directory nodes”) produce
higher levels of disorder, strongly affecting the smoothness of visualization. At the
point of post-processing query invocation, the user can choose between a quick
query execution with high disorder, or a longer runtime with a correct ranking of
the result stream.
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In this chapter, we present approaches to integrate interactive time-dependent
post-processing on CFD data sets that were simulated over a span of time. After
starting post-processing queries, result data is also prefetched for time steps dif-
ferent from the displayed time step. This enables the user to explore results for
one time step and later select a future or past time step for post-processing, with
immediate visualization of the (partially) prefetched results. We introduce meth-
ods to distribute priorities amongst the available time steps for scheduling the
result extraction, reflecting varying user behavior: users may change time steps
randomly, other users prefer to switch to neighboring time steps, and users may
explore result data in a time loop.
7.1 Introduction
CFD data sets may also be simulated over a time period, which enables an inter-
active user to examine and post-process the simulated characteristics not only for
one fixed point in time, but also over the flow of time. The reference surface used
in the simulation (e.g. engine cylinder in the simulation of a combustion process)
may change, depending on the simulated phenomena. IndeGS is required to per-
form post-processing queries on different time steps simultaneously, as the user
in the VR environment may wish to be displayed an animation of the (partial)
post-processing results. Due to the complexity of the CFD data sets, which is
remarkably increased by the multitude of simulated time steps, the extraction of
the result cells for all time steps requires a considerable amount of time, so an
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appropriate distribution of query execution priorities over time steps significantly
increases the efficiency of knowledge extraction during post-processing. The user
may interactively request the display of (partial) results of different time steps
even before the complete query is executed.
The indexing techniques presented in the previous chapters are utilized to index
CFD data simulated over a time period by adding the dimension time to the
indexed cells. Each CFD cell in the raw CFD data set is marked with a time
stamp, which is taken into account during index creation and execution of post-
processing queries. The index used in IndeGS is based on R-tree variants and offers
the same advantages when indexing multi-dimensional spatial data. CFD cells of
neighboring time steps with similar geometric location and similar scalar values
are subsumed in the same minimum bounding rectangle (cf. chapter 3), allowing
for an efficient pruning of subtrees during query execution, if the scalar values
represented by the corresponding MBR’s subtree do not contain the requested
isosurface value and time step. This reduces the secondary storage block accesses
as well as query times, comparable to the effects shown in chapters 5 and 6 for
view-dependent post-processing. The extensions to IndeGS for realizing the above
mentioned requirements are presented and evaluated in this chapter.
7.2 Prefetching strategies
So far, CFD data for each time step is stored in an independent index. When the
user initiates a change of the displayed time step, a complete restart of the defined
post-processing query on another index is triggered. By incorporating the time
dimension into the index, the query processor is able to prefetch result cells of time
steps that are not momentarily displayed by the user. This enables a smoother
visualization when changing the displayed time step, as the prefetched cells can be
immediately visualized. The distribution of priorities for the prefetching of results
needs careful consideration when developing appropriate scheduling strategies to
be able to react to user interaction promptly.
81
7 Time-dependent queries
7.2.1 Scheduling of query processing
To improve the quality of the “first impression” during post-processing with data
extraction over different time steps, a scheduling of processed time steps is re-
quired. The goal of this scheduling is on the one hand a rapid construction of the
result set of the displayed time step, and on the other hand an efficient prefetching
of results for the remaining time steps. Partial results are immediately presented
once the time step is changed by user interaction.
We create the secondary storage indexes with the additional time dimension
of CFD data according to the techniques presented in chapter 3. Our proposed
methods define a priority distribution among all time steps and execute the query
over all time steps, depending on each step’s priority.
Uniform priority distribution
Two naive prefetching strategies can be easily implemented but present consid-
erable disadvantages regarding the comfort of knowledge extraction during post-
processing:
• Complete extraction for selected time step: Results are only extracted
for the displayed time step. In case the user modifies the displayed time step
at low frequency, this approach offers good results, as the query execution is
focused only on the selected time step. If query execution is finished for the
displayed time step, execution is continued consecutively for the remaining
time steps.
• Same priority for all time steps (uniform distribution): query ex-
ecution priority is equally distributed between all available time steps, not
taking into account which time step is currently displayed. The result cell
sets for each time step grow evenly, thus reducing the visualization speed for
the displayed time step, as processing power is also assigned to time steps
which are not displayed.
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Exponential distribution
We introduce parameters defining the priorities assigned to each time step when
basing the scheduling on an exponential distribution. The proposed priority dis-
tribution assigns the highest priority to the selected time step and a priority of
f+ times the previous time step’s priority to the succeeding time steps (limited
to the next t+ steps). Priorities preceding the selected time step are calculated
analogously, with limiting the number of time steps to t− steps and reducing the
priority by a factor of f− per time step. We define a “wrap-around” at the first
and last available time step, i.e. the time step before time step 1 is time step n
and vice versa.
Formally, these parameters can be specified the following way:
n number of available time steps in the CFD data set
i selected/displayed time step (specified by user input)
pj priority assigned to time step j, j ∈ (1, . . . , n)
t+ number of time steps after i that are assigned priorities 6= 0
t− number of time steps before i that are assigned priorities 6= 0
f+ future time step j is assigned priority pj := pj−1 ∗ f+, i < j ≤ i+ t+
f− past time step j is assigned priority pj := pj+1 ∗ f−, i− t− ≤ j < i
thus: pj :=

pj−1 ∗ f+, i < j ≤ i+ t+
pj+1 ∗ f−, i− t− ≤ j < i
0, else
or short: pj :=

pi ∗ f j−i+ , i < j ≤ i+ t+
pi ∗ f i−j− , i− t− ≤ j < i
pi, j = i
0, else
By modifying parameters t+ and t− we can define the number of time steps into
the future and into the past (relative to the selected time step i) which are regarded
during query processing. This independent treatment in both directions enables
us to assign higher priorities to steps in the future, but allowing also a limited
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processing of time steps in the past, taking into account that users most probably
move to future time steps. Parameter choices can be individually adapted to the
prevailing user behavior.
In our first definition, the priority assignments are depending on the initial
priority pi of the displayed time step. For better understanding, we work with
a normalized distribution of priorities: the sum of all priorities is equal to 1,
n∑
j=1
pj := 1. We obtain a normalized distribution by defining pi := 1 (reference
priority for selected time step) and normalizing all resulting priorities by division
with
n∑
j=1
pj :=
t−∑
j=1
f−
j
︸ ︷︷ ︸
(∗)
+ 1︸︷︷︸
(∗∗)
+
t+∑
j=1
f+
j
︸ ︷︷ ︸
(∗∗∗)
,
with (∗) being the sum of priorities of relevant previous time steps, (∗∗) the
reference priority of the selected time step and (∗ ∗ ∗) the sum of priorities of
relevant time steps in the future.
Thus, the definition for each (normalized) value pj is the following:
pj :=

1
t−∑
j=1
f−j+1+
t+∑
j=1
f+
j
, i = j
f+
(j−i)
t−∑
j=1
f−j+1+
t+∑
j=1
f+
j
, i < j ≤ i+ t+
f−(i−j)
t−∑
j=1
f−j+1+
t+∑
j=1
f+
j
, i− t− ≤ j < i
0, else
The method same priority for all time steps from above is achieved by specifying
the following parameter settings: t+ :=
⌊
n
2
⌋
, t− :=
⌈
n
2
⌉
, f+ = f− := 1, resulting
in p1, . . . , pn = 1n .
Setting t+ = t− = 0 and f+ = f− = 0 leads to the method complete extraction
for selected time step with pi = 1.
When defining the parameters for the exponential priority distribution, a re-
dundant assignment of priorities via an inappropriate setting of the t− and t+
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Figure 7.1: Priority distribution examples (normalized)
parameter has to be avoided, i.e. the time step ranges [(i− t−) mod n, i− 1] and
[i+ 1, (i+ t+) mod n] are supposed to not overlap.
Figure 7.1 displays three (normalized) example distributions with “displayed
time step” set to 10. The different distributions are based on the parameter
settings (t+, t−, f+, f−), as depicted top right in the diagram. A large choice of
t+ or t− caters for a preparation of partial results sets for time steps far into the
future and past, as represented by e.g. the red bars in figure 7.1, with a handling
of 8 time steps in the future, and 3 time steps in the past. Parameters f+ and f−
define the steepness of the decrease of priorities for future and past time steps. A
high priority for the displayed time step i is achieved by keeping the numbers of
handled time steps around i low via setting t+ and t− as well as f+ and f− to low
values, as displayed e.g. with the green bars in figure 7.1, with only 5 handled time
steps in the future and only one time step in the past. The gray bars represent a
uniform priority distribution which assigns the same priority to all time steps.
85
7 Time-dependent queries
Priority inheritance
When one time step’s result cells are completely extracted, this time step’s pri-
ority is set to 0. The priority distribution is adjusted as follows: priorities are
dynamically redistributed by removing the finished time step from the list of time
steps which are assigned priorities. If time step j is removed from the list, time
step j + 1 takes the role of time step j and so on. If a time step k in the range
[j + 1, j + t+] is finished, the steps [k + 1, j + t+ + 1] take the places of time steps
[k, j+ t+], and analogously for past time steps. Nevertheless the above mentioned
overlap of time step ranges [(j − t−) mod n, j − 1] and [j + 1, (j + t+) mod n]
still has to be avoided during reassignment of priorities.
Histogram-based priority distribution
When performing isosurface extraction for a specified scalar value, the isosurfaces
of this scalar value most probably are of different complexities for each of the
time steps, i.e. they consist of different numbers of cells. The two approaches
presented above are solely based on the distribution of priorities depending on
the selection of the displayed time step without taking the isosurface complexities
into account, thus the distribution of priorities amongst the time steps does not
guarantee a steady relative growth of all isosurfaces. The histogram-based distri-
bution allocates priorities amongst the time steps proportional to the complexity
of each time step’s isosurface. Thus, time steps with a small result cell set size are
assigned a low priority and time steps with large isosurfaces a high priority. Query
processing according to the histogram-based priority distribution caters for a uni-
formly distributed progress of construction of the isosurfaces for all time steps. At
any given point in time, the fraction of retrieved result cells is equal for all time
steps when compared to the complete isosurface complexity of the corresponding
time step.
Figure 7.2 shows the distribution of isosurface complexities amongst the avail-
able time steps for different isosurface values from the engine data set (cf. appendix
A). The diagram includes curves representing the complexities (in number of re-
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Figure 7.2: Distribution of isosurface complexities (scalar: density)
sult cells) for the density isosurface values 0.6, 0.7, 0.8 and 0.9. The black line
gives information about the overall number of cells for each time step. For the
black curve, the right scale is applicable for reasons of visibility.
With knowledge about the distribution of isosurface complexities for different
scalar values, the priorities are scheduled for an isosurface query in a way that
time step j is assigned a priority which is equivalent to the fraction of the number
of isosurface cells for time step j when compared to the sum of the result set sizes
of all time steps. Example: in figure 7.2, the isosurfaces for query “density = 0.8”
consist of 594,106 cells for all time steps combined. The result set for time step
24 contains 52,766 cells, so time step 24 is assigned a priority of 52.766
594.106
= 0.0888.
For the remaining time steps, the priorities are calculated analogously.
Generating histogram approximations
The best result using histogram based distribution of priorities is achieved if an
isosurface complexity histogram is available for the queried isosurface value. His-
tograms for a subset of possible queries are generated during index construction:
sample isosurfaces are determined and their complexities are stored alongside the
indexes. The more sample isosurfaces are determined, the more accurate inter-
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polations are possible, but on the other hand, the memory complexity for storing
histograms increases. When an isosurface is requested during post-processing, the
expected complexity histogram is linearly interpolated from neighboring sample
isosurface complexities and the priorities are scheduled according to the interpo-
lated histogram. The accuracy of the histogram strongly depends on the number
of available sample isosurface complexity histograms and distance of the queried
isosurface value to the next available samples. Formally, the interpolation works
as follows with input parameters
• requested isosurface value q
• isosurface complexities compl(i), compr(i) for (neighboring) scalar values l, r,
with q ∈ [l, r] and i ∈ [1 . . . n] (representing available time steps)
The interpolated complexities compipol(i) are calculated as follows:
compipol(i) := compl(i) +
q−l
r−l ∗ (compr(i)− compl(i)) for i ∈ [1 . . . n]
From the interpolated distribution compipol, the priority distribution is calcu-
lated as described above and used for the scheduling of the handling of time steps
during query execution. We restricted the use of histogram generation and in-
terpolation to isosurface queries, as creating and maintaining histograms for all
possible combinations of scalars to form point or range queries is not feasible,
with the complexity of managing the histograms quickly passing reasonable mem-
ory boundaries.
7.3 Queue handling
For the integration of the presented techniques in IndeGS, we enhanced the query
mechanism presented in chapters 5ff. The process of index generation is left
untouched, as, during index creation, the time attribute is treated equally to
the remaining simulated scalar values and contributes to the construction of the
underlying R-tree index in an analogous manner. Significant enhancements were
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Algorithm 7.1: Retrieve “active” cells from database
Input: query q, displayed time step i, priority scheduling parameters t+, t−,
f+, f−
Result: stream of “active cells”
calculate initial priority distribution p1, . . . , pn depending on i, t+, t−, f+, f−1
load root node2
insert referenced MBRs into corresponding queues3
repeat4
j ⇐ next handled time step according to priority scheduling p1, . . . , pn5
t ⇐ head of queue Qj6
if t is MBR then7
if t was not handled before (in another queue) then8
insert referenced MBRs/cells into queues (according to distance to9
viewpoint)
end10
else if t is cell then11
insert t into result stream12
else13
reschedule priorities p1, . . . , pn ; /* queue Qj is empty */14
end15
if user has changed displayed time step i then16
reschedule priorities p1, . . . , pn17
end18
until all queues are empty ;19
integrated in the queue handling mechanism to enable an appropriate treatment
of partial results from different time steps.
As described in chapter 5, one queue is utilized to execute queries on data
sets without a time component. To realize the above mentioned approaches for
distributing priorities amongst time steps in an efficient manner, we introduce
multiple queues for managing temporary results during query execution. Each
queue handles data for one time step, including directory nodes whose MBRs’
time components span the respective time step, as well as cells belonging to the
handled time step.
Algorithm 7.1 displays the pseudo-code for the query handling. Lines 1 to 3
initialize the queues and the priority distribution. Each MBR spanning more than
one time step is inserted in multiple queues. Cells are added to the result stream
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which is sent to the visualizer. In the case of empty queues (all results for the
corresponding time step have been streamed) or a change of the displayed time
step (by user interaction), the priority distribution is recalculated (lines 14 and
17).
When handling MBRs in line 8-10, the MBRs may span different time steps
[i . . . j]. Inserting one MBR R e.g. only in the queue handling time step k ∈ [i . . . j]
could interfere with the correct ranking of the results. Figure 7.3 gives a simple
example for a query with viewpoint v: MBR T1 references MBRs R1 and R2, of
which R1 references cells c1, c2, c3 and R2 references c4, c5, c6. The queues Q1 and
Q2 are responsible for handling MBRs and cells for time steps 1 and 2, respectively.
In our example case 1, MBRs R1 and R2 are only inserted into one of the queues
each. Queue Q2 is scheduled for execution and extracts cells c4, c5, c6 from MBR
R2 and inserts them in the corresponding queues. Cell c4 is head of Q2 and is
streamed to the visualizer. Next, Q1 is scheduled and extracts the cells of R1 into
the queues. Cell c5 is then streamed. It can be observed, that c2 is closer to q than
c4, but ranked after c4 in case 1. Case 2 corrects this issue by inserting MBRs
into the queues for all time steps spanned by the MBR. In our example, MBRs
R1 and R2 both span time steps [1 . . . 2] and are thus inserted in queues Q1 and
Q2. If an MBR, which was already extracted, is head of the addressed queue, the
MBR is ignored (cf. the removal of R1 in third line of case 2 in figure 7.3 and line
8 in algorithm 7.1).
To avoid multiple extraction of MBRs, the maintenance of unique IDs of MBRs
that were already extracted is implemented. A sorted list of visited MBRs is
efficiently accessed to check if an MBR at the head position of the active queue
was already extracted and can be ignored. To reduce the complexity of the lists,
all list entries are combined with a counter specifying the number of appearances
of each MBR in the queues. Upon extraction of an MBR, it is either inserted into
the sorted list (if MBR was not handled before) or its counter is decremented (if
MBR was extracted at an earlier stage). When the corresponding counter reaches
0, the entry is removed from the sorted list.
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Figure 7.3: Queue insertion example
IndeGS transports the result stream via the network to the visualizer in packets
(cf. chapter 2) with a packet size of ps cells. As experiments have shown, good
results are achieved with packet sizes between 100 and 1,000 cells per packet.
The packet size ps determines the queue scheduled for extraction (cf. line 5 of
algorithm 7.1) as follows: queue Qi (displayed time step: i) is scheduled until
ps ∗ pi result cells have been found, then ps ∗ pi+1 result cells are extracted from
queue Qi+1, then ps ∗ pi−1 cells from Qi−1 etc. With
n∑
j=1
pj := 1, the time steps
of the ps extracted cells in each packet obey the priority distribution. They are
either sent as one packet to the visualizer or are kept in IndeGS, depending on
the selected transmission method as presented in the following section.
7.4 Integration in IndeGS
When restricting the post-processing to data sets which consist of only one sim-
ulated time step (cf. chapter 5), the result cells are transported in one stream to
the visualizing component of the VR framework. When handling data sets with
multiple time steps, the result data for time steps, which are not momentarily
visualized, need to be stored either in IndeGS, in the visualizer component of the
framework or in an independent additional network component.
91
7 Time-dependent queries
7.4.1 Managing results in visualizer
In case of managing the temporary results in the visualizer, IndeGS follows the
priority scheduling and transmits all extracted active cells. Cells of time steps
which are different from the displayed one are stored by the visualizer in appro-
priate data structures and are extracted and displayed on demand. In case of
a change of the displayed time step, the data is already (partially) available in
the visualizer and can be rendered immediately, without the need for additional
communication with IndeGS. Nevertheless, the idea of building a VR framework
with independent components is corrupted by this approach to a certain degree,
if the visualizer has to perform data management of temporary results, slowing
down the efficiency of the rendering processes.
7.4.2 Managing results in IndeGS
Another approach requires IndeGS to maintain temporary results in appropriate
data structures, e.g. one linked list per time step. Upon extraction of active cells
during query processing, cells are inserted into the corresponding list. Active cells
belonging to the displayed time step are directly streamed to the visualizer.
Only minor requirements on visualizer side have to be met: the displayed time
step has to be forwarded along the other post-processing query parameters and a
change of the displayed time step has to be forwarded to IndeGS in order to trigger
the sending of the preliminary result set for the requested time step. This simplifies
the integration of IndeGS into different VR frameworks significantly. To overcome
the problem of storing many temporary result sets for different time steps in main
memory, we maintain lists of references to result cells instead of the complete cell
data for each queue, thus reducing the memory footprint. On the other hand,
the (temporary) result set for the new time step has to be communicated via the
network to the visualizer, resulting in a delay when changing the displayed time
step.
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Figure 7.4: One index per time step vs. one index containing all time steps
7.4.3 Independent instance in framework
A third approach is the integration of an independent instance in the VR frame-
work, responsible for managing temporary result sets for all time steps and ex-
changing cell data for the displayed time step with the visualizer. When shifting
the management of temporary results to the new component, both IndeGS and
the visualizer are not burdened by additional work load, increasing the efficiency
of both. Disadvantages include the additional effort generated by the specifica-
tion, integration and maintenance of a completely new framework component and
the increase of network load, as all cells have to be sent from IndeGS to the new
component, and from here to the visualizer at a later stage. Due to these disad-
vantages, the idea of a new component is not endorsed in the context of IndeGS.
7.5 Evaluation
7.5.1 Time-dependent vs. static queries
First, we evaluated the effects of using one index consisting of data from several
time steps (with the additional time dimension) compared to using several indexes
only consisting of one time step. All indexes contain the geometric information
and simulated scalar values and are generated from the engine data set (cf. ap-
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pendix A). Figure 7.4a shows the runtimes for querying isosurface “density=0.76”
on time steps 1−40 (one index per time step) and the complexity of the isosurfaces
in cells for the experiments. The right column in figure 7.4b displays the overall
runtime for performing all 40 isosurface queries (12,636 milliseconds). When the
data for time steps 1 − 40 is subsumed in one index (with the additional time
dimension), the overall execution time is about 16% lower (10,713 ms), despite
the fact that ≈3,600 ms have to be spent on priority distribution calculation and
avoidance of duplicate extraction (cf. section 7.3).
Integrating a multitude of time steps in one index increases the memory com-
plexity of the combined index compared to the sum of complexities of the stand-
alone indexes due to the additionally stored time dimension. Nevertheless, the
tree depth of the combined index only increases from 3 to 4 levels, whereas the
indexes with a single time step consist of 3 levels. The single time step indexes
of the engine data sum up to a size of 883 MB, and the index holding all 40 time
steps has a size of 1,041 MB, an increase of ≈ 18%. The increased speed of query
execution is one of the consequences of the combination of several directory struc-
tures of the single time step indexes into one directory structure, resulting in a
more efficient pruning of subtrees during querying.
7.5.2 Priority distribution
For our experiments evaluating the effects of different priority distributions, we
again utilized 40 time steps from the engine data set. Figure 7.5 shows the run-
time until each of the time steps is visualized, i.e. the displayed time step i = 1
is visualized immediately (after 5 ms), whereas the results for time step 30 are
extracted completely after ≈9,700 ms. Nonetheless, all time steps are extracted
after a maximum of 9,700 ms, i.e. figure 7.5 displays the points in time during
query execution when the corresponding time step’s isosurface is completely ex-
tracted. The curves show the execution times for varying t−, t+, specifying the
range of time steps before and after i that are assigned priorities. For low values
of t−, t+, result extraction is concentrated on a low number of time steps. Larger
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values t−, t+ cater for a more regular result set construction over a higher number
of time steps, with each of the handled time steps being assigned a lower priority.
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Figure 7.5: Runtimes until query completion (per time step)
In figure 7.5, the curve for t− = t+ = 2 is below the curve for t− = t+ = 20
for almost all time steps. This phenomenon can be explained as follows: in the
case of t− = t+ = 2, only 5 time steps are handled consecutively during query
execution, resulting in a quick growth of the corresponding result sets. After only
≈8500 ms, the extraction for the last unhandled time step (here: time step 30) is
started, meaning that a change of the displayed time step to step 30 in the first
8,500 ms results in an empty temporary result set. Setting t− = t+ to higher
values increases the number of handled time steps. In the case of t− = t+ = 20,
all 40 time steps are handled, thus slowing down the time until the displayed time
step is finished, but enabling the presentation of temporary results after changing
the displayed time step.
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Figure 7.6: Deviation of interpolated histograms from measured histograms
7.5.3 Histogram interpolation
In the next experiment, we evaluated the accuracy of applying a priority distri-
bution via histogram interpolation. Figure 7.2 displays complexities for all time
steps and different isosurface queries (density ∈ {0.6, 0.7, 0.8, 0.9}). For queries
with exactly these scalar values, a reliable priority distribution is achieved, i.e.
all time steps are experiencing the same relative growth during query execution.
We therefore generated priority distributions for density ∈ {0.61, 0.63, 0.65} by
linearly interpolating between the available histograms for values 0.6 and 0.7. We
then experimentally measured the correct histograms and compared the priority
distributions with the interpolated ones. Figure 7.6 shows the deviation of the
interpolated histograms for isosurface queries with density ∈ {0.61, 0.63, 0.65}
from the experimentally determined histogram. Deviations from the straight line
represent differences between the priorities obtained by interpolation and by mea-
surement: a positive deviation represents time steps for which the interpolated
priority is above the measured one and vice versa. The largest differences ap-
peared in our experiments at time steps 9 (peak of the curve for complexity of
isosurface with value 0.6) and 12 (peak of the curve for complexity of isosurface
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with value 0.7, cf. figure 7.2). The closer the scalar value, for which the iso-
surface complexity is interpolated, is to one of values with available complexity
distribution, the lower the deviation is from the “correct” distribution: here, the
interpolated distribution for value 0.61 is closer to the experimentally measured
distribution than it is the case for 0.63, which has a larger distance to 0.6.
7.6 Conclusion
In this chapter we introduced time-dependent query execution techniques on CFD
data sets. We presented the distribution of priorities amongst all available time
steps in the data set and developed methods to prefetch result data during query
processing.
In the preceding chapters of this part of the thesis, we discussed the use of
traditional distance functions to rank results in the context of interactive view-
dependent post-processing. We developed a novel distance function (hv -distance)
oriented to the characteristics of human vision. We presented access methods
to efficiently execute view-dependent post-processing queries on our CFD index
structures. Our techniques extract result cells which are continuously rendered
in the visualizer during query execution, allowing for a quick “first impression”
of the final result set. Advanced methods allow for an immediate result stream
adaptation in case the user changes view parameters by e.g. moving in the VR
environment.
The methods presented in this part allow for an efficient view-dependent post-
processing of CFD data sets on secondary storage indexes with an interactive user
moving inside the VR environment and changing displayed time steps, with the
query processing being adapted dynamically.
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Part IV
Indexing of CFD Data with
RDBMS
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In this chapter, we present a generic approach to efficiently index and query data
sets containing time interval information with relational database management
systems (RDBMS). We later extend the so-called Relational Interval Tree (RI-
tree) by means to efficiently and view-dependently query large CFD data sets.
8.1 Introduction
Users of database systems want to manage data of very different types, depending
on the particular application area. While office applications mainly perform simple
access and update operations on records of simple data types, data in technical and
scientific domains usually have a more complex structure and demand specialized
operations. It is not a choice for vendors of database management systems to
provide data types and management functions for each conceivable domain. So the
design of extensible architectures allowing users to adapt systems to their special
needs represents an important area in the development of database systems.
To make object-oriented and extensibility features also available in relational
systems, database researchers and manufacturers proposed and implemented cor-
responding enhancements for the relational model during the last years. The
resulting object-relational database management systems (ORDBMS) retain all
features of the relational model, especially the storage of data within tables and
the powerful declarative query processing with the relational database language
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SQL. Beyond that, the object-relational model introduces abstract data types into
relational database servers. Users are able to define application-specific complex
types (by the nested application of type constructors) together with appropriate
operations.
One of the simplest complex types is the interval data type. Intervals have a
wide range of applications in which they are commonly used as transaction time
and valid time ranges [SA85]. In connection-oriented communication scenarios like
phone calls or online banking sessions, e.g., intervals may represent the starting
and ending points of the connect times. A query like "Find all clients that were
online between t1 and t2" can easily be expressed by an intersection query of
intervals on a database storing the online periods of the clients. Further examples
include the logging of passage times for vehicles driving on a certain road section,
where the presence of vehicles during a time period may be evaluated for purposes
of toll collection or analysis of the traffic flow. Intervals also appear in spatial and
many other applications, e.g. for describing line segments on a space-filling curve
[FR89, KPS01] or managing the terms of contracts. In the following chapters,
we map scalar information of CFD data sets to intervals to allow efficient post-
processing queries with RDBMS
Because of their practical relevance, corresponding data types and operations
have been introduced in recent SQL standards. SQL:2003 [ISO03a] differentiates
between intervals and chronological periods. An interval represents the duration
of a period in time, whereas a period is a compound object specified either as a
pair of DATETIME data types (starting and ending point of time) or as a starting
DATETIME and an interval. The only operator currently defined on periods is
OVERLAPS which determines whether or not two periods overlap in time. SQL
also provides corresponding types and operations for spatial applications within
a separate application package [Sto03, ISO03b]. To implement the above session
scenario in an SQL-compliant database, we can write the statements as in figure
8.1.
In order to provide efficient searching and querying on user-defined objects,
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// create a table storing the periods
// (starting and ending points) of the sessions
CREATE TABLE sessions (
theKey INT,
thePeriod ROW (lower TIME, upper TIME))
// retrieve all sessions that proceeded during
// a certain period
SELECT theKey FROM sessions
WHERE thePeriod OVERLAPS (TIME ’10:45:00’,
TIME ’11:45:00’)
Figure 8.1: Period example (SQL)
special access methods for the new data types and their predicates are required.
Unfortunately, most commercially relevant database systems do not provide any
built-in access methods for temporal and spatial data types. B+-trees often serve
as the solely available indexing method supporting only simple (built-in) data
types and predicates. For indexing intervals, B+-trees are not a good choice as
long as there is no appropriate sort order on the interval values. In the presence
of intervals with very different lengths, using a simple composite index on the
two bounding points does not improve access times significantly. Provided only
with a functional implementation of the OVERLAPS predicate, the optimizer has
to perform a full table scan to perform the query from figure 8.1. Applications
like the aforementioned ones, including CFD data management, however, often
have to handle millions of objects with interval-valued attributes and so can cause
unacceptable response times.
Extensible indexing frameworks, as already proposed in [Sto86], enable devel-
opers to extend the set of built-in index structures by custom access methods
in order to support user-defined data types and predicates. By opening up the
hard-wired index maintenance and exploitation logic of the built-in optimizer, the
user gets the chance to implement their own application-specific index components
and plug them into the extensible optimizer. Having registered the appropriate
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index functions for a new data type, the database server automatically triggers
the maintenance and scan of custom indexes on instances of this type, thereby
preserving the declarative paradigm of SQL. With a cost model registered at the
optimizer, the server is able to generate efficient execution plans for user-defined
types.
Although these indexing frameworks provide a gateway to seamlessly integrate
user-defined access methods into the standard process of query optimization, they
do not facilitate the actual implementation of the access method itself. Modifying
or enhancing the database kernel is usually not an option for database application
developers, as the embedding of block-oriented access methods into concurrency
control, recovery services and buffer management causes extensive implementation
efforts and maintenance cost [Kor99], at the risk of weakening the reliability of
the entire system.
With the Relational Interval Tree (RI-tree) [KPS00, KPS01], an efficient ac-
cess method has been proposed to process interval intersection queries on top of
any existing relational database system. Instead of accessing raw disk blocks di-
rectly, data objects are managed by common built-in relational indexes following
the paradigm of relational indexing [KPPS03, KPP+04]. Its implementation is
restricted to (procedural) SQL, and no intrusive augmentations or modifications
of the database kernel are required. Aside from that, the implementation benefits
from future enhancements regarding the underlying relational indexes. Although
proposed over thirty-five years ago [BM72], there is still active research in the field
of B+-trees [Lom04, Gra04, Gra07].
On top of its pure relational implementation, the RI-tree is ready for immediate
object-relational wrapping. More and more object-relational database systems
implement extensible indexing frameworks [BSSJ99, IBM03, SMS+00, Ora04],
and the RI-tree successfully has been integrated in one of those systems already
[KPS00]. Starting with Version 7.1, the IBM DB2 Universal Database Server
has been extended by an extensible indexing interface [CCF+99, IBM02]. Like
other interfaces, it provides some “hooks” where the user can implement their own
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functions to describe a new access method for a user-defined type.
In this chapter, we present the integration of the Relational Interval Tree into
the DB2 server using its indexing interface. Because of the characteristics of the
DB2 interface, we redesign the original implementation of the RI-tree: instead
of using two internal B+-trees for managing the lower and upper values of the
intervals, we map all values onto a single internal B+-tree. As experimental
results on a DB2 8.1 server with interval intersection queries show, the plugged-in
RI-tree outperforms other approaches including a plain built-in composite index
or the DB2 Spatial Extender [Adl01] significantly.
8.2 Related work
Several different approaches to provide efficient interval intersection query pro-
cessing already exist in the literature, especially in the field of temporal database
applications. Beside main memory structures that are inappropriate for use in
persistent databases, many secondary storage structures have been proposed: the
Time Index [EWK90], the Interval B-tree [AT95], the Interval B+-tree [BÖ98],
and the TP-Index [SOL94]. Unfortunately, as these access methods typically are
based either on the augmentation of existing indexes or on the definition of new
structures, they share the limited support for an integration into existing systems.
When being committed to an industrial-strength ORDBMS like DB2, the struc-
tures cannot be integrated as the built-in indexes are not extensible by the user.
We therefore restrict our considerations to relational storage structures that use
built-in index structures the way they are rather than to augment indexes or to
introduce new structures whose integration is typically not supported by existing
RDBMS.
The SRPS-tree [AC03] is an efficient index structure capable of efficiently an-
swering all general interval relationship queries, the so-called Allen predicates
[All83]. Intervals [a, b] are stored as points (a, b) in 2D. Similar to the RI-tree,
the SRPS-tree uses a virtual backbone, namely a binary tree on the lower values
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of the stored intervals. In order to achieve optimality, an ordering regarding the
upper values is employed. Therefore the index key representing a certain interval
may change during insertions into, deletions from or updates on the referenced
table which leads to continuous reorganization during usage. This fact prevents
the SRPS-tree from being applicable using DB2 extensible indexing although it
uses a single index.
The Interval-Spatial Transformation (IST) [GLOT96] is based on encoding in-
tervals by space-filling curves called D-, V- and H-ordering that map the boundary
points into a linear space. No redundancy is produced, and the space complexity
is O(n/b). The I/O complexity of the query algorithm linearly depends on the
resolution of the underlying data space whereas our method guarantees a logarith-
mic dependency on the resolution. The structure shows a strong correspondence
to relational composite indexes. Aside from quantization aspects, the D-ordering
is equivalent to a composite index on the interval bounds (upper, lower), and
the V-ordering corresponds to an index on (lower, upper) what we have used
for our experiments. For intersection queries, these indexes reveal a poor query
performance if the selectivity relies on the "wrong" bound, i. e. the secondary at-
tribute in the index. Thus, intersection queries have a worst case I/O complexity
of O(n/b).
The MAP21 approach [ND99] behaves very similar to the IST while the com-
posite index (lower, upper) is implemented by a single-column index. A static par-
titioning by the interval lengths is introduced, but intersection query processing
still requires O(n/b) I/O operations if the database contains many long intervals.
The Window-List technique [Ram97] is a static solution for the interval manage-
ment problem and employs built-in B+-trees. The optimal complexity of O(n/b)
space and O(logb n + r/b) I/O operations for stabbing queries is achieved. Un-
fortunately, updates do not seem to have upper bounds, and adding as well as
deleting arbitrary intervals can deteriorate the query efficiency of this structure
to O(n/b).
The UB-tree [Bay97] uses a space filling curve to map multidimensional data
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to one-dimensional space and has already shown to be applicable for interval
management [FMB02]. Intervals are managed using standard B+-trees with their
Z-Address as key. At first sight, this makes the UB-tree integrable using the
extensible indexing interfaces. Nevertheless, it is not possible to achieve so without
sacrificing important concepts of the UB-tree. The fundamental innovation of the
UB-tree are the Z-Regions which create a partitioning of the multidimensional
space and are crucial for efficient query processing. The index maintenance of the
UB-tree relies on standard B+-tree algorithms but for the correct creation of the
Z-Regions one needs to modify the calculation of page separators during the page
split. Another point, which prevents the efficient integration, is the aspect of query
processing. Instead of calculating all Z-value intervals which intersect the query
box, the UB-tree algorithm determines all Z-Regions intersecting the query box
and subsequently loads them. The calculation of these regions requires detailed
information about the data pages of the underlying B+-tree which is not available
through the SQL interface of the RDBMS. Details about these arguments can be
found in [RMF+00].
8.3 DB2 Extensible Indexing Framework
There are several tasks to consider when integrating an index structure into a
database system. Whereas the DB2 UDB Server takes care of index creation, index
deletion and other index administration tasks automatically, two obligations are
left to the index implementer. The first task is index maintenance, which includes
insertion into, deletion from and updates on the index structure, whenever the
indexed table is modified. The second task is applying the index to process a
query.
In order to provide advanced index support for user-defined types, IBM has
introduced the extensible indexing framework [CCF+99] for the DB2 UDB. It
provides four hooks in the described tasks, namely the key generator, predicate
specification, range producer and index filter marked in bold italics in figure 8.2
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Index Manager
INSERT record
UPDATE record
DELETE record
B+-Tree
Index
row-id,value
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generate index 
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Figure 8.2: Extensible indexing framework : index maintenance
and figure 8.3 (cf. [SS03]). Whereas the first three methods are required to be
implemented for advanced index support, the index filter is facultative.
8.3.1 Index maintenance
Figure 8.2 illustrates the processing of insertions, deletions or updates on the
indexed table and the resulting updates on the corresponding index. An SQL
query may cause a new row to be produced, which internally is associated with
a row identifier. The value of the indexed attribute and the row identifier are
given to the Index Manager, which generates the corresponding index keys using
the key generator that has to be provided by the index implementer. The key
generator, a user-defined table function, has to be provided since DB2 does not
know the semantics of the user-defined type. Each of the generated keys is stored,
together with the row identifier, in the corresponding B+-tree. Updates on rows
and deletions are handled accordingly. Note that it is possible to include multiple
index entries for a single object.
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Figure 8.3: Extensible indexing framework : index exploitation
8.3.2 Index exploitation
Index exploitation to answer queries is depicted in figure 8.3. After issuing an
SQL query containing a predicate, which is defined to be evaluated using index
exploitation, the optimizer may choose an execution plan that accesses the index.
The system does not know which predicates benefit from index exploitation. The
information about these predicates is to be attached to user defined functions.
The search arguments are extracted from the query and passed to the range
producer. The range producer, a user-defined table function provided by the index
implementer, generates the appropriate search ranges for the index scan, and
passes them to the index manager. The index manager performs the index scan
using these ranges. In cases where the index scan might not give the exact result,
but only a super-set of all qualifying rows, an index filter can be defined to discard
non qualifying rows.
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8.3.3 Characteristics of the framework
There are two characteristic restrictions of the DB2 UDB extensible indexing
framework a user defined index implementer is faced with, namely the usage of a
single B+-tree only, and the static character of the index entries.
The first restriction of the framework is that it uses a single B+-tree to store the
index keys, meaning that the indexing scheme to be implemented must not only
be a relational storage structure, but also be applicable using a single B+-tree.
Index structures that cannot map their index entries into a single B+-tree are
excluded by the framework. The RI-tree, at first sight, shares this limitation but,
in this chapter, we extend the relational mapping to overcome this problem.
The second restriction is, that once the entries are stored, they cannot be al-
tered, which means that index entries representing an interval cannot be changed
during index usage. All index structures which need to perform any kind of re-
organization during index usage are therefore excluded by the framework. The
SRPS-tree [AC03] for example maintains an ordering on the upper values of the
stored intervals and is therefore not applicable. Another aspect worth mentioning
is that, since all user-defined functions may not access the database system, but
only static parameters are passed during index creation, the scheme may only use
static metadata. The index implementer chooses which parameters must be set
when creating the index, those parameters are passed to the user-defined functions
by each invocation, but may not be altered by them.
8.4 Relational mapping of the interval tree
structure
The RI-tree introduced in [KPS00] is a relational storage structure for interval
data (lower, upper), which can be built on top of the SQL layer of any RDBMS.
By design, it follows the concept of Edelsbrunner’s main-memory interval tree
[Ede80, Ede83] which is equivalent to the tile tree proposed by McCreight [McC80]
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and guarantees the optimal complexity of O(n/b) for storage space and O(logb n)
for update operations in large sets of n intervals stored in blocks of size b. In
case of a fixed data space and interval resolution (i.e. a fixed number h of sig-
nificant bits for interval boundaries, corresponding to the height of the binary
backbone), intersection query processing is performed in optimal O(h logb n+ t/b)
I/O operations, where t is the number of returned intervals.
The RI-tree strictly follows the paradigm of relational storage structures since its
implementation is purely built on (procedural and declarative) SQL but does not
require any lower-level interfaces to the database system. In particular, built-in in-
dex structures are used as they are, and no intrusive augmentation or modification
of the database kernel is required. On top of its pure relational implementation,
the RI-tree is ready for immediate object-relational wrapping. It fits particularly
well to extensible indexing frameworks as introduced above which enable devel-
opers to extend the set of built-in index structures by custom access methods in
order to support user-defined data types and predicates. Some of the restrictions
given by the DB2 extensible indexing framework mentioned above in section 8.3
make modifications to the RI-tree index inevitable. With the RI-tree, all queries
and updates on relational storage structures are processed by pure SQL state-
ments. The robust transaction semantics of the database server is therefore fully
preserved.
8.4.1 Original optimal relational mapping
The structure of an RI-tree resembles a binary tree of height h which covers the
range [1, 2h − 1] of potential interval bounds. It is called the virtual backbone
of the RI-tree since it is not materialized but only the root value 2h−1 is stored
persistently in a metadata table. Traversals of the virtual backbone are performed
purely arithmetically by starting at the root value and proceeding in positive or
negative steps i of decreasing length 2h−i, thus reaching any desired value of the
data space in O(h) CPU time and without causing any I/O operation. For the
naive relational storage of intervals, the node values of the tree are used as artificial
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Figure 8.4: RI-tree example
keys: upon insertion of an interval, the first node that “hits” the interval when
descending the tree from the root node down to the interval location is assigned to
that interval. In other words, the highest node in the backbone which is contained
in lower, upper, serves as artificial key.
In the solution presented in [KPS00], an instance of the RI-tree consists of two
relational indexes. The indexes obey the relational schema lowerIndex (node,
lower, id) and upperIndex (node, upper, id) and store the artificial key value
node, the bounds lower and upper, respectively, and the id of each interval. Both
of these indexes are defined by using the same relational schema. An interval is
represented by a single entry in each of the two indexes, and therefore, O(n/b)
disk blocks of size b suffice to store n intervals. For inserting or deleting intervals,
the node values are determined arithmetically, and updating the indexes requires
O(logb n) I/O operations per interval.
The illustration in figure 8.4 provides an example for the RI-tree consisting of
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a) four sample intervals, b) the virtual backbone and registration positions of the
intervals and c) the resulting relational indexes lowerIndex and upperIndex. Let us
assume the intervals [2, 13] for Mary, [4, 23] for John, [10, 21] for Bob, and [21, 30]
for Ann (figure 8.4a). The virtual backbone is rooted at 16 and covers the data
space from 1 to 31 (figure 8.4b). The intervals are registered at the nodes 8, 16,
and 24, respectively. The interval [2, 13] for Mary is represented by the entries
(8, 2, Mary) in the lowerIndex and (8, 13, Mary) in the upperIndex since 8 is
the registration node, and 2 and 13 are the lower and upper bound, respectively
(figure 8.4c).
8.4.2 New optimal relational mapping (DB2)
This original mapping of the RI-tree defined in [KPS00] cannot be directly imple-
mented using the DB2 extensible indexing framework. The framework only allows
the usage of a single B+-tree index, but the original solution requires two index
tables, namely lowerIndex and upperIndex. Therefore it is inevitable to apply
fundamental structural changes to the index creation and query handling.
In order to achieve the above requirements, we introduce a new optimal re-
lational mapping, which utilizes the idea of partitioned B+-trees proposed in
[Gra03a]. The fundamental idea of partitioned B+-trees is to add an artificial
leading key column to the index schema. As result one obtains one partition for
each occurring value of this column. Each of these partitions forms a logically
independent B+-tree. By setting the artificial attribute one is able to specifically
access a certain logical tree for evaluation or maintenance purposes.
The original idea of partitioning is slightly modified, so that we do not need the
artificial column for partitioning and therefore prevent additional storage over-
head. Since we use a static version of the RI-tree, due to the restriction to static
metadata, the primary structure covers the range [1, 2h − 1] which means that all
intervals are registered at positive nodes. We use the symbol node in the following
as an abbreviation for forknode(lower, upper). In the original RI-tree design each
interval results in one entry in each of the two indexes namely (node, lower, id)
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boundIndex (node, bound, id):
-8, 2, Mary-16, 4, John -16, 10, Bob-24, 21, Ann
8, -13, Mary 16, -21, Bob16, -23, John 24, -30, Ann
Figure 8.5: Partitioned relational index boundIndex
and (node, upper, id).
Our new approach is to partition the single B+-tree from the DB2 framework
into a positive and negative side by assigning a sign to the fork node value. The
goal is to use these partitions to manage the lowerIndex and the upperIndex si-
multaneously. To achieve this, we use a composite index (node, bound, id), so each
interval results in two index entries in the partitioned B+-tree, namely (−node,
lower, id) and (node, −upper, id). Since the computed fork nodes are positive,
all entries for upper bounds are stored in the positive partition and accordingly
all entries for lower bounds in the negative partition, hence the positive partition
offers a composite index on (node, −upper) and the negative partition a com-
posite index on (−node, lower). To illustrate this, figure 8.5 shows the resulting
partitioned relational index for the sample intervals form figure 8.4. Figure 8.6
presents the SQL Statements to be executed when inserting an interval, assuming
the B+-tree is realized as an index-organized table. Let us note that we switch
the sign of the upper bound value, for reasons explained below when discussing
the simplification of query processing.
INSERT INTO boundIndex VALUES (-node, lower, id)
INSERT INTO boundIndex VALUES (node, -upper, id)
Figure 8.6: Interval insertion (SQL)
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8.4.3 Approximate single-entry mappings
The main motivation behind mappings which use only a single index entry for each
interval is the ability to use the resulting index as clustering index. This feature
is not yet supported by the extensible indexing framework, but might be included
in future releases. The basic idea for these mappings is to store an approximate
version of the intervals into the single entry. An attempt to implement the RI-
tree using DB2 extensible indexing using this idea is presented in [SS03], which
we refer to as a preliminary version in the following. This approach uses a single
index on the node values of the indexed intervals and also a static version of the
RI-tree. This solution has the shortcoming that optimality cannot be achieved
because information about the interval boundaries is not regarded in the index
scan, and thus the scan delivers a superset of the exact result, which is filtered
inside the extension.
Our new optimal mapping needs slightly more space by using two index entries
for each interval, but does not pose any additional queries to the relational index.
One is therefore able to achieve an optimal behavior by providing slightly more
storage space. Nonetheless is the idea of using a single entry promising in terms
of the ability to use the index as a clustering index. Therefore we introduce
an approximate relational mapping which uses a single entry in the relational
index like the preliminary solution, but also includes information about interval
boundaries.
The approximation only stores the maximum extent of the interval with respect
to its forknode and assumes during query processing that the respective interval
extends in both directions by this value. The preliminary solution can already be
used as clustering index, but the complexity is significantly improved by including
information about the interval boundaries into the index scan.
Figure 8.7 shows the exemplary structure of the approximate RI-tree consisting
of a) four sample intervals, b) the virtual backbone and registration positions of
the intervals and c) the resulting relational index expIndex. Instead of using two
index entries for a single interval, including its forknode and the respective bound,
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20 28124
Bob: [10, 21]
Mary: [2, 13]
John: [4, 23]
Ann: [21, 30]
17 19 23 25 27 29 31
26 3018 22
13119
1410
5 731
62
15 21
16
12J
6B
8
6M
24
6A
expIndex (node, exp, id):
8, 6, Mary 16, 12, John16, 6, Bob 24, 6, Ann
c)
a)
b)
Figure 8.7: Example of approximate RI-tree
we use a single entry containing the forknode and the maximum of the distances
between the forknode and the two interval boundaries. An interval i = [l, u] results
in a single index entry (node, exp, id) where exp := max{u−node, node− l}. The
approximation stores the intervals as if they were symmetrical with respect to
their forknode. The approximate representation is depicted using the extension of
the intervals with the dashed line segments.
Since the representation extends the actual interval, query processing is still
complete, i.e. no intersecting interval is missing in the result set, with worst case
complexity O(n/b), but the solution can be expected to perform much better than
the preliminary solution in all circumstances.
The necessary modifications to allow the embedding of clustering indexes using
the extensible indexing interface is minimal. To enforce a single index entry one
could make it optional to define the key generator as a row function and as a
result of this enable the usage as clustering index.
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Figure 8.8: Query preparation step for query interval [11, 13]
8.5 Adaptation of query processing
We have seen above that the RI-tree in its original form uses two relational indexes
to map its structure to the RDBMS. Using our new optimal relational mapping
we are able to map all necessary information into a single B+-tree, while the
approximate version directly requires a single B+-tree. In order to utilize our
new approaches we have to adapt the intersection query processing to the new
mappings and, as a result of this, we demonstrate how to simplify it.
8.5.1 Original intersection query processing
Conceptually, an interval intersection query (lower, upper) is processed in two
steps: the procedural query preparation step descends the virtual backbone from
the root node down to lower and to upper, respectively, as shown in figure 8.8
with leftQueries = {8,10}, rightQueries = {14, 16} and innerQueries = {11-13}.
The traversal is performed arithmetically without causing any I/O operations, and
the visited nodes are collected in two tables, leftQueries and rightQueries both
obeying the unary relational schema (node), as follows: nodes to the left of lower
may contain intervals which overlap lower and are inserted into leftQueries. These
tables were previously handled as transient tables in [KPS00]. Analogously, nodes
to the right of upper may contain intervals which overlap upper and are inserted
into rightQueries. Whereas these nodes are taken from the paths, the set of all
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nodes between lower and upper belongs to the so-called innerQueries which are
represented by a single range query on the node values. All intervals registered
at nodes from the innerQueries are guaranteed to intersect the query since they
have at least their node value in common with the query interval and therefore will
be reported without any further comparison of lower or upper values. The query
preparation step is purely based on main memory and requires no I/O operations.
In the subsequent declarative query processing step, the transient tables are
joined with the relational indexes upperIndex and lowerIndex by a single, orig-
inally three-fold SQL statement (figure 8.9). The upper bound of each interval
registered at nodes in leftQueries is compared to lower, and the lower bounds of
intervals in rightQueries are compared to upper. The innerQueries correspond
to a simple range scan over the intervals with nodes in (lower, upper). The SQL
query requires O(h logb n+r/b) I/O operations to report r results from an RI-tree
of height h since the output from the relational indexes is fully blocked for each
join partner.
SELECT i.id FROM upperIndex i, leftQueries left
WHERE i.node = left.node AND i.upper >= :lower
UNION ALL
SELECT i.id FROM lowerIndex i, rightQueries right
WHERE i.node = right.node AND i.lower <= :upper
UNION ALL
SELECT i.id FROM lowerIndex i // or upperIndex
WHERE i.node BETWEEN :lower AND :upper;
Figure 8.9: SQL statement for intersection query with bind variables for left-
Queries, rightQueries, lower and upper
8.5.2 Adapted optimal query processing
Since we are using a single index, query processing is adapted accordingly: right-
Queries are processed on the negative partition, leftQueries and innerQueries on
the positive partition. To achieve this, all nodes in rightQueries are stored with
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negative sign, nodes in leftQueries and innerQueries with positive sign. Figure
8.10 shows the adapted SQL query to retrieve all intersection intervals.
SELECT i.id FROM boundIndex i, leftQueries left
WHERE i.node = left.node AND i.bound <= -(:lower)
UNION ALL
SELECT i.id FROM boundIndex i, rightQueries right
WHERE i.node = right.node AND i.bound <= :upper
UNION ALL
SELECT i.id FROM boundIndex i
WHERE i.node BETWEEN :lower AND :upper
Figure 8.10: Intermediate version of transformed query statement (SQL)
As a result of our new relational mapping, we are able to simplify the processing
of intersection queries. Note that all three sub-queries above use the same single
boundIndex, which allows us to simplify the three-fold SQL query to a single-
fold one. Figure 8.11 presents the resulting single-fold SQL query to retrieve all
intersecting intervals. The respective modifications to transform the query from
figure 8.9 to the final single-fold query in figure 8.11 are described in the following.
SELECT i.id FROM boundIndex i, allQueries q
WHERE i.node BETWEEN q.min AND q.max
AND i.bound <= q.bound
Figure 8.11: Final SQL statement for intersection queries
The first modification is the most obvious: for leftQueries we need a "larger
than" comparison between the stored upper values and the lower value of the
query. To flip this into a "smaller than" comparison, we add a negative sign on
both sides. We do this in the following for the lower value of the query by adding
−lower for nodes which belonged to leftQueries, and to do the same with the
upper value of the stored intervals, we simple store them as (node, −upper) into
the index.
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The remaining modifications are as follows: in order to allow processing using
a single-fold query we encapsulate all necessary information for query process-
ing into a new transient relation allQueries with the ternary relational schema
allQueries(min, max, bound). This new transient relation does not only contain
the respective nodes from leftQueries, rightQueries and innerQueries but also the
boundary associated with each of these nodes.
Nodes which formerly belonged to leftQueries, are inserted as triple (w, w,
−lower) rather than a single value (w) as before. The correctness of this trans-
formation is obvious since the condition i.node = left.node may be substituted by
the equivalent condition i.node BETWEEN allQueries.min AND allQueries.max
and setting allQueries.min = allQueries.max. The resulting index scan searches
the first hit by testing allQueries.min ≤ i.node and proceeds while testing the
condition i.node ≤ allQueries.max. Referring back to figure 8.11 we see that each
of these tuples results in an index scan accessing the positive partition which yields
the desired range scan including the respective node w and, since we are in the
positive partition, a comparison between stored upper bound and the lower bound
of the query.
For nodes which belonged to rightQueries, we insert the triple (−w, −w, upper)
rather than just the value (w). This transformation is obviously also correct follow-
ing the same argumentation as for nodes which formerly belonged to leftQueries.
Analogously these tuples result in an index scan accessing the negative partition
which yields the desired range scan including w and a comparison between stored
lower bound and the upper bound of the query.
Finally, to include the original BETWEEN subquery, the triple (lower, upper,
−lower) is inserted into allQueries. This final transformation can also be shown
to be correct since, by definition, i.node ≤ i.upper, holds for any interval i in the
tree, the condition :lower ≤ i.node implies :lower ≤ i.upper and thus −(i.upper) ≤
−(:lower). Figure 8.12 shows the resulting transformations of the different com-
parisons in the query.
To illustrate this transformation we demonstrate it for the previous example
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mapping node comparisons boundary comparisons entry
leftQueries:
original i.node = left.node i.upper >= :lower (w)
new i.node BETWEEN q.min i.bound <= q.bound (w,w, −lower)
AND q.max
rightQueries:
original i.node = right.node i.lower <= :upper (w)
new i.node BETWEEN q.min i.bound <= q.bound (−w, −w, upper)
AND q.max
innerQueries:
original i.node BETWEEN :lower - -
AND :upper
new i.node BETWEEN q.min i.bound <= q.bound (lower, upper, −lower)
AND q.max
Figure 8.12: Query transformations
from figure 8.8. The query interval [11, 13] results in leftQueries {8, 10}, right-
Queries {14, 16} and innerQueries {11-13}. The transformation yields the fol-
lowing tuples in allQueries for each of the three cases: for leftQueries the tuples
{(8, 8, -11), (10, 10, -11)}, for rightQueries {(-14, -14, 13), (-16, -16, 13)} and
(11, 13, -11) for innerQueries.
Speaking in terms of the DB2 Index Extension, the index entries (−node, lower)
and (node, −upper) for each interval are produced by the key generator and the
transient relation allQueries is the result of the table function range producer.
The key generator delivers, for a given interval, the two tuples (−node, lower)
and (node, −upper). Note that the id is omitted here since it corresponds to
the row identifier which is inserted by the server automatically. As we have seen
above, the range producer is a table function which returns a set of search ranges
for the index, which means that we need to specify search ranges for each of the
components of our index keys in order to use the index. The q.min and q.max
components of allQueries already define a range, but q.bound does not. In order to
replace the q.bound component with an equivalent range, we use (1, q.upper) for
rightQueries and (−(2h−1),−q.lower) for leftQueries and the BETWEEN subquery.
Both ranges are obviously equivalent to the one-sided inequality.
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NODESTART BOUNDSTART NODESTOP BOUNDSTOP
----------- ----------- ----------- -----------
-512 1 -512 13
-256 1 -256 13
-128 1 -128 13
-64 1 -64 13
-32 1 -32 13
-16 1 -16 13
-14 1 -14 13
8 -1023 8 -11
10 -1023 10 -11
11 -1023 13 -11
Figure 8.13: Result of table function range producer (query interval [11, 13], root
value 512)
To illustrate this processing, figure 8.13 shows the output of the range producer
for a query interval [11, 13] on a RI-tree of height 10.
8.5.3 Adapted approximate query processing
After illustrating the queries which are necessary for query processing we can
already see the advantages which emerge from inclusion of information about
boundaries into the index scan when using a single index entry for each interval.
A simple worst case scenario for the preliminary solution which only relies on
the node values can be constructed: if all intervals are registered at the root of
the RI-tree then all query intervals which do not include the root are forced to
read the whole database during query processing. The root is either part of the
leftQueries or rightQueries and since we are forced to read all intervals registered
at these nodes, the whole dataset is read.
The query processing for the approximate version has to be adapted in two ways:
firstly, the modifications for using a single index have to be applied, and secondly,
instead of storing the absolute interval boundaries, the approximate expansion
from the respective forknode is stored, requiring minor adaptations.
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SELECT i.id FROM expIndex i, leftQueries left
WHERE i.node = left.node AND
i.exp >= :lower - left.node
UNION ALL
SELECT i.id FROM expIndex i, rightQueries right
WHERE i.node = right.node AND
i.exp >= right.node - :upper
UNION ALL
SELECT i.id FROM expIndex i
WHERE node BETWEEN :lower AND :upper;
Figure 8.14: Intermediate version of transformed query statement (approximate)
Nodes from the leftQueries are by definition smaller than the lower value of the
query interval. An interval i registered at a node q from the leftQueries intersects
with the query at the lower bound if and only if its expansion is larger than
the distance between q and lower, which means if and only if i.exp ≥ lower − q.
Nodes from the rightQueries are by definition larger than the upper bound and an
interval i from a node q analogously intersects with upper if i.exp ≥ q−upper. For
the innerQueries, no modification is necessary. Figure 8.14 shows the resulting
SQL query. Note that since this is an approximate version this processing delivers
a superset of all qualifying rows, which must be filtered afterwards. Figure 8.15
shows the final statement to retrieve the superset of all intersecting intervals. The
modifications are described as follows.
In the approximate case, the changes for the simplification of the query are
minor. Both the leftQueries and rightQueries require a "larger than" comparison,
SELECT i.id FROM expIndex i, allQueries q
WHERE i.node BETWEEN q.min AND q.max
AND i.exp >= q.minexp
Figure 8.15: Final SQL statement for intersection queries (approximate)
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therefore we only need to merge all three transient relations into the single all-
Queries, which obeys the ternary relational schema (min, max, minexp). Nodes
which formerly belonged to leftQueries, are inserted as triple (w, w, (lower−w)),
nodes which formerly belonged to rightQueries as triple (w, w, (w − upper)).
Finally, to include the BETWEEN subquery, the pair (lower, upper, 0 ) is inserted
into allQueries.
The integration into DB2 is handled similar as in the optimal solution. The
key generator calculates the forknode and the exp value and returns the index
entry (node, exp) for each interval. The range producer delivers the appropriate
search ranges, which means that we need to specify equivalent ranges for the exp
component of the index keys. We use ((lower − w), 2h − 1) for the leftQueries,
((w − upper), 2h − 1) for the rightQueries and (0, 2h − 1) for the innerQueries.
Figure 8.16 shows the search ranges generated for a query interval [11, 13] on a
RI-tree of height 10.
NODESTART EXPSTART NODESTOP EXPSTOP
----------- ----------- ----------- -----------
512 499 512 1023
256 243 256 1023
128 115 128 1023
64 51 64 1023
32 19 32 1023
16 3 16 1023
14 1 14 1023
8 3 8 1023
10 1 10 1023
11 0 13 1023
Figure 8.16: Result of range producer (query interval [11, 13], approximate version)
8.5.4 Comparison of optimal and approximate mapping
In order to provide a better understanding of the effects of the different mappings
we illustrate them in form of the resulting space filling curves. Therefore we
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map the interval data into 2D space with dimensions start and stop such that an
interval [a, b] is represented as point (a, b). This results in a data space in which
all intervals lie above the diagonal line defined by the points for which start = end
holds.
Similar to the mapping of intervals we can also map queries into 2D space.
An interval [a, b] intersects with a query [l, u] if and only if a.lower ≤ u and
a.upper ≥ l. These conditions can be expressed in 2D space using a rectangular
query ranging from 1 to u in the first dimension and from l to 2h−1 in the second
one (assuming a data space of [1, 2h−1]), as depicted in figure 8.17a for the query
interval [11, 13].
Figure 8.17 further illustrates the resulting curves for both the optimal and
the approximate mapping for an RI-tree covering the range [1, 31]. The dashed
rectangle in all subfigures expresses an intersection query [11, 13] in the 2D space.
In order to illustrate query processing, the search ranges for rightQueries (light
gray), innerQueries (gray) and leftQueries (dark gray) are depicted in the respec-
tive indexes for query interval [11, 13].
Figures 8.17c and d show the curves for both relational indexes underlying the
optimal solution. Note that we depict the curves for both indexes lowerIndex
and upperIndex separately here for better comprehensibility. According to the
relational schema of the indexes the data space is partitioned with respect to the
nodes of the virtual structure, inside each of these nodes the order is determined
by the lower value of the intervals (figure 8.17c) or the upper value (figure 8.17d).
Using this illustration we can clearly see why query processing is optimal: by using
the lowerIndex for rightQueries we are able to extract exactly the part of each
node which fulfills the query using a single range scan. Similar for leftQueries, only
those parts are read which contain results. Since for innerQueries all contained
intervals belong to the result, they can be handled by both of the indexes. The
combination of all colored parts of the data space yields the query rectangle which
in other words means that query processing is optimal, i.e. only those blocks
containing results are read once.
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Figure 8.17: Space-filling curves generated by the approximate (b) and the optimal
mapping (c), (d)
In case of the approximate solution (cf. figure 8.17b) the results are different.
Since we are using a single index (not only physically but also logically) all query
types are processed on the single expIndex. As for the optimal mapping, the data
space is partitioned according to the nodes of the backbone tree, but additionally
the ordering inside each node is not solely determined by one of the boundaries but
by the attribute exp. Therefore we acquire an ordering which does not guarantee
optimal processing for all query types and datasets, but provides reasonable results
in practical applications.
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8.6 Evaluation
8.6.1 Experimental setup
To evaluate the performance of our new approaches, we integrated the adapted
optimal RI-tree and the approximate RI-tree into DB2 UDB Version 8.1 and com-
pared their performance to other indexing techniques available. All experiments
were executed on a dual Xeon/3 GHz Server having 4 GB main memory and a
U-SCSI hard drive. The database cache was reduced to 1,000 pages with a page
size of 4 kB. In all experiments the bounding points of the intervals range over the
domain [1, 220 − 1]. Starting points are uniformly distributed in [1, 220 − 1] while
the interval length is uniformly distributed in [1, 4k]. The query intervals used for
the experiments are distributed analogously with varying ranges for length.
We compare the performance of the solutions to the following techniques: the
preliminary solution presented in [SS03], a built-in composite index using (lower,
upper) and the DB2 Spatial Extender using two different approaches to represent
intervals in a 2D space. For the first representation we store intervals [a, b] as
points (a, b) in the 2D space, in the second one we stored intervals [a, b] as lines
(a 1, b 1) with a fixed second dimension. The minimum, medium and maximal
grid sizes, which are required as parameters for the DB2 Spatial Extender, are
set to (1, 0, 0) for the point representation and to (50, 250, 1350) for the line
representation.
8.6.2 Performance with varying database sizes
In our first set of experiments we compare the performance of the different solu-
tions according to varying sizes of the database. Figure 8.18 depicts the number
of physical accesses to index pages on datasets growing from 10,000 to 10,000,000
intervals. For each database size the average number of physical index page ac-
cesses of 20 intersection queries is presented. The average selectivity of the queries
was 0.4%.
Both solutions are able to outperform all other techniques, whereas the opti-
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Figure 8.18: Physical index I/Os for varying database sizes
mal solution is still able to outperform the approximate by a factor of 2.5 with
a database size of 10,000,000 intervals. For this size the speedup factor from
the third best result, the Spatial Extender using the line representation, to the
optimal RI-tree is 5.9. The speedup to the preliminary solution, by a factor of
9.3 for the optimal RI-tree and 3.7 for the approximate RI-tree, clearly shows
the benefit of including information about the interval boundaries into the index
scan. The benefit is not only important for ensuring optimality in theoretical
worst case scenarios for the optimal solution, but clearly significant under regular
circumstances. The composite index and the Spatial Extender using the point
representation perform poorly with respect to the physical index accesses.
Figure 8.19 depicts the corresponding response time for the different sizes of the
database. While the optimal RI-tree still performs best and the Spatial Extender
using the point representation performs worst, both the approximate RI-tree and
the preliminary solution perform nearly as well as the optimal RI-tree. This is
due to the fact that the response time is dominated by the effort of subsequently
fetching the result rows from the base table, since after the index scan, all methods
fetch the same rows and the I/O needed to fetch these objective rows is much larger
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Figure 8.19: Response time for varying database sizes
than the index I/O. Even for a selectivity as high as 0.4%, the overall response
time is more similar. The same argument applies for the speedup factor between
optimal RI-tree and the Spatial Extender using the line representation, whereas
the enhancement is not as big as with the preliminary solution, the speedup factor
to the optimal RI-tree is still ≈3 for a database size of 10,000,000 intervals.
The built-in composite index also performs better when regarding response time.
Since it is integrated into the database core and uses a highly tuned implemen-
tation, it can compensate the high number of physical index page accesses. All
other techniques are implemented through the extensible indexing interface which
causes additional overhead. Nonetheless, the speedup factor from the composite
index to the RI-tree is nonetheless ≈2 with a database size of 10,000,000 intervals.
Since the line representation of intervals has shown to be superior to the point
representation, we do not include the point representation in further experiments.
8.6.3 Performance with varying query selectivity
The next set of experiments investigates the influence of the query selectivity on
the query performance. Figure 8.20 depicts the number of physical accesses to
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Figure 8.20: Physical index I/Os for varying query selectivity
index pages for a selectivity varying between 0.5% and 3%. The database size
was fixed at 1,000,000 intervals, and for each indexing technique the results of 50
range queries are presented. Due to the performance of the composite index, we
chose a logarithmic scale for the number of block accesses.
Again, both RI-trees outperform all other techniques. The number of physical
accesses is highly predictable and grows sublinearly with respect to the query
selectivity. The optimal RI-tree needs 100 accesses for 0.6% selectivity and about
320 accesses for 2.9% selectivity, the approximate RI-tree 133 accesses for 0.6%
up to 450 for 2.9%. The Spatial Extender shows a linear behavior, with page
accesses growing from about 300 for 0.6% selectivity to about 1,600 accesses for
2.9% selectivity. The preliminary solution outperforms the Spatial Extender at
selectivities larger than 1% and shows a similar behavior as both RI-trees, at a
level of I/O accesses about 100% higher than the optimal one. The performance
of the composite index is highly unpredictable, with the number of page accesses
ranging between 200 up to about 5,000. It is independent of the selectivity of
the query, since the range scanned during query processing depends only on the
location of the query, meaning a query with very high selectivity, which is located
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Figure 8.21: Response time for varying query selectivity
at the end of the data space, nevertheless results in a full scan of the composite
index.
Figure 8.21 depicts the corresponding response times for 50 intersection queries.
Both RI-trees show a nearly identical behavior, the response time grows pre-
dictably and linearly with respect to query selectivity, which is expected behavior
since the response time is, as mentioned before, dominated by the effort to fetch
result rows from the referenced base table. The preliminary solution also performs
well with the gap being large as with index page accesses for the same reason. The
composite index shows the same unpredictable behavior as with physical page ac-
cesses, while it can compensate for the high number of accesses because of the
above mentioned reasons.
8.6.4 Influence of interval boundaries
The next experiment evaluates the influence of the interval boundaries on the in-
dex performance. In the above experiments both the preliminary solution and the
RI-tree using approximate intervals performed reasonably well. In order to inves-
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Figure 8.22: Physical index I/Os for varying database sizes
tigate the influence of the boundaries we evaluate the three different approaches,
ranging from no inclusion of the interval boundaries into the index scan, using
the preliminary solution, to an approximate inclusion, using the approximate RI-
tree, up to the full inclusion, using the optimal RI-tree. To emphasize this we
used interval data which comes close to a worst case scenario for the preliminary
solution. As already mentioned in section 8.5.3, this solution needs to read all
intervals which are stored in the root node of the virtual backbone. The bounding
points of the intervals range over the domain [1, 220 − 1]. Starting points follow
a normal distribution with a mean of 219, which is the value of the root node
in the resulting backbone, and a variance of 100,000, while the interval length
is uniformly distributed in [1, 4k]. The performance of the different solutions is
evaluated for database sizes growing from 10,000 up to 1,000,000 intervals. For
each size the average physical index accesses of 20 queries is presented, the queries
are distributed according to the distribution of the database.
Figure 8.22 depicts the physical index accesses for different database sizes. The
advantages of including the interval boundaries are obvious: even for a small
database size of 100,000 intervals, the optimal RI-tree manages to outperform
131
8 The relational interval tree (RI-tree)
0.6
0.7
0.8
0.9
1.0
i m
e  
[ s
e c
]
table scan
DB2 Optimizer
RI‐tree
0.0
0.1
0.2
0.3
0.4
0.5
0 500 1,000 1,500 2,000
r e
s p
o n
s e
  t
load [byte]
Figure 8.23: Response time for different amounts of load attached to each tuple
the preliminary solution by a factor of 7 which grows up to a factor of 12 for
1,000,000 intervals. If one insists on the space advantages of a single entry or the
ability of usage as clustering index, the approximate solution is an appropriate
solution. By approximating the expansion of the intervals it is able to outperform
the preliminary solution by a factor of about 2 for different database sizes.
8.6.5 Simulating real life data
In the last experiment we evaluate the performance with a simulation of real life
circumstances. Since in a real life database, each tuple of the indexed relation
holds, besides interval data, additional information, we evaluate the performance
using different amounts of load attached to each tuple. Figure 8.23 depicts the
mean response time for loads ranging from 0 byte to 2 Kbytes. For each load
amount, the mean value of 20 queries is presented. The database size is fixed
at 1,000,000 intervals, the average query selectivity is 0.4%. We compare the
performance of the RI-tree to two built-in access methods, the table scan and the
composite index, whereas we let the DB2 Optimizer choose whether to use it or
not.
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The performance of the RI-tree is not affected by the amount of attached load
since each result is fetched using a single random access to the disk, independent
of how large the tuple is. In contrast, the table scan is heavily affected by the
attached load and is unusable for higher values. The DB2 Optimizer starts using
the composite index at about 200 byte load, which means that 20 queries are
partially answered by a table scan and partially by using the composite index.
The percentage of queries answered by the composite index grows with higher
loads, until at about 750 byte all queries are answered by the composite index.
Even then, the RI-tree remains about 40% faster.
8.7 RI-tree conclusions
Following the principle of relational indexing, the Relational Interval Tree is an
approved access method for interval data that is entirely built on top of the SQL
interface of a relational database system. While fitting well to extensible indexing
frameworks, it enables developers to extend the set of built-in index structures by
custom access methods in order to support user-defined data types and predicates.
We introduced adaptations that map two B-tree indexes, necessary for the pre-
vious implementation of the RI-tree, on a single partitioned B+-tree, including an
approximate mapping which enables the RI-tree to be used as a clustering index.
Experimental comparisons with other techniques using built-in composite indexes
and the DB2 Spatial Extender confirmed the excellent performance of both the
optimal RI-tree and the approximate RI-tree for interval intersection queries.
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In this chapter, we introduce our principles for indexing CFD data sets with
the help of the relational interval tree (RI-tree) in standard relational database
management systems (RDBMS), integrating locality information in the index in
order to be able to execute (approximate) view-dependent post-processing queries.
The approaches presented in part II and III are realized in our graphics data
server IndeGS utilizing index structures based on the R-tree family, whereas the
following techniques are based on extensions of the RI-tree running on RDBMS,
which replace the secondary storage indexes in IndeGS. Figure 9.1 depicts the idea
of enhancing IndeGS to a DBMS-supported IndeGSRI.
RI
Query Server
RDBMS (e.g. Oracle 10g)
DB_2 DB_...DB_1 ...
Query Server
hard disks
Figure 9.1: Comparison: IndeGS ↔ IndeGSRI infrastructure
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9.1 Introduction
Many post-processing tasks (isosurface extraction, geometrical selection, etc.) can
be mapped to interval intersection queries on CFD data. The relational interval
tree (RI-tree, cf. chapter 8) offers very efficient query methods for intersection or
stabbing queries using a standard RDBMS, but does not provide the capability to
geometrically rank the results (“active cells”) aligned to the user’s view position
and view direction during query execution. Without modifications to the RI-tree
implementation, one can make use of the following naive approaches:
1. evaluate the post-processing query and visualize the result data after com-
plete query execution, or
2. visualize temporary results during query execution (e.g. after a predefined
number n of cells).
The first approach does not allow for an early “first impression” of the final
result during query execution, and the second approach caters for a randomized
construction of the result set, as the cells are not underlying a specific order,
especially not an order which is oriented to the user’s position and view direction.
An erratic visualization without a ranking of the final result stream does not
contribute to a good understanding of the result until the query execution, which
may be lengthy on very large data sets, is completely finished.
In this chapter, we present our techniques for efficiently utilizing state-of-the-
art RDBMS in the context of indexing CFD data. We propose the extension
of the RI-tree in combination with a standard RDBMS (here: Oracle 10g) via
its extensible indexing interface. To be able to geometrically rank the result
cells during CFD post-processing, we integrate locality information into the index
based on partitioning the data space before index creation. This preparation of
data and modification of the RI-tree allows for an approximate geometric ranking
in the query execution process, as described in chapter 10.
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9.2 Related work
Standard B-trees can be extended by the introduction of an artificial leading key.
These keys partition the B-tree (partitioned B-trees) and offer various advan-
tages regarding external sorting, index creation and bulk-loading, as presented in
[Gra03a, Gra03b]. In the context of IndeGSRI, the partition information forms the
leading key, thus each partition of the CFD data space is mapped to a partition
of the B-tree.
A similar approach was introduced earlier by [Bay97] with the UB-tree, which
enables multidimensional data to be indexed with standard B-trees. The under-
lying data space is covered by a space-filling curve (here: Z curve) and each data
object’s Z value contributes to the corresponding key needed for indexing the data
with the B-tree. The integration of the UB-tree into the kernel of standard DBMS
is extensively discussed in [RMF+00].
The execution of a special type of queries on multi-dimensional B-trees is dis-
cussed in [LJBY95]: the B-tree’s keys consist of the concatenation of multiple at-
tributes, but queries are specified only for a subset of the indexed attributes. The
presented methods avoid large scans by transforming the original set of predicates
into predicates on disjoint ranges and retrieving small subsets of the database.
One approach to index medium-dimensional data (3 to 10 dimensions) with
the Oracle RDBMS is presented in [KRSB99]. The R-tree is integrated into the
DBMS via the extensible indexing framework similar to the integration of the
RI-tree as presented in chapter 8. The query types are restricted to intersection,
containment, enclosure and exact-match queries, whereas ranking queries are not
supported.
The idea of partitioning the data space is also followed by the VA-file (vector
approximation file) [WB97, WSB98]. A division of the data space into cells is
performed and the objects are assigned to their corresponding cells. The data
volume to be handled during query execution is thus reduced. During nearest-
neighbor query execution, cells are efficiently pruned from the search and the
objects assigned to candidate cells are evaluated in a refinement step. A further
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Figure 9.2: IndeGSRI infrastructure
speed-up is achieved by parallelizing the VA-file, as presented in [WBS00].
9.3 System architecture
Figure 9.2 depicts the resulting infrastructure containing the server IndeGSRI,
which is an extension of the graphics data server IndeGS, realizing the indexing
and querying techniques described in the following sections.
Each CFD data set is stored in a relational table. The tables either belong
to the same or different databases, which are handled by one or more database
servers. IndeGSRI serves as a connector between the user (GUI and visualizer) and
the database and handles metadata about which CFD data set is stored in which
table etc. The database server can run on the same hardware as IndeGSRI or on
a different component in the VR framework. Queries and view parameters are
entered via the GUI and the VR environment’s input hardware (standard 2D or
3D mouses, tracking devices etc.) and sent to IndeGSRI via network in the same
way as presented in the context of IndeGS. The Query Server translates each
query into interval queries on the partitions of the enhanced RI-tree introduced
in the following. The result cells are then streamed via IndeGSRI to the visualizer
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and rendered.
In our setup, we utilize the widespread Oracle Database 10g server running on
a hardware component of its own. To avoid license costs for commercial RDBMS,
free-of-charge editions of e.g. Oracle’s database 10g (Oracle XE - Express Edition)
or IBM’s DB2 database (DB2 Express-C ) are available, which are only restricted
according database size and multi-CPU usage, but offer the same database index-
ing and querying methods as their unrestricted counterparts.
9.4 Index generation
9.4.1 Generating CFD data tables
CFD data sets consist of collections of 3-dimensional cells of different structure
(hexahedra, tetrahedra, etc.) defined by their respective corner points. These
corner points carry scalar values describing simulated properties (energy, density,
temperature, etc.) as a supplement to their geometric locality information. We
define scalar range intervals for each cell and for each simulated scalar by selecting
the minimum and maximum of each scalar value of all corner points of one cell.
Figure 9.3 summarizes the steps to generate interval ranges from raw CFD data:
for each scalar and cell, the minimum and maximum values of all corner points
constructing one CFD cell are determined and stored in an appropriate interval
data type.
We introduce different methods for storing CFD data in relational tables: fol-
lowing the schema in figure 9.4a, cell information including information about
corner points is stored in one table, resulting in redundant storage of data points
that contribute to more than one cell, thus significantly increasing the database
size. Figure 9.4b depicts the approach to swap out the point data to reduce stor-
age space, analogously to the introduction of a secondary index for the R-tree
in section 3.2.2. However, generation of the result cell stream requires joining
both tables or accessing the point information via the primary key point_ID, thus
producing additional block accesses. In both cases, RI-tree indexes are generated
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Figure 9.3: Transforming CFD data into intervals
on each of the scalar range attributes according to the techniques presented in
section 9.5.
9.4.2 Handling floating-point values with RI-trees
With the RI-tree (cf. chapter 8), an efficient access method has been proposed
to process interval intersection as well as point (stabbing) queries on top of any
existing relational database system. Instead of accessing raw disk blocks directly,
data objects are managed by common built-in relational indexes following the
paradigm of relational indexing. Its implementation is restricted to (procedural)
SQL, and thus can be integrated easily into modern RDBMS (e.g. Oracle 10g,
IBM DB2) through their extensible indexing interfaces. So far, the RI-tree only
handles integer values, with the height of the virtual backbone depending on the
maximum start or end value of the intervals in the database.
Figure 9.5 depicts how the virtual backbone of the RI-tree is extended below
the dashed line with nodes representing floating point values. As the cardinalities
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Figure 9.4: Database schemata for CFD data tables
of the sets leftQueries and rightQueries used during query processing (cf. section
8.5) depend on the height of the backbone tree, a limitation of the height of the
tree is required. When limiting the backbone’s height, certain intervals eventually
“drop through” and cannot be assigned a forknode: when assuming a limit of
the example tree in figure 9.5 to two levels below the dashed lines (resolution:
0.25), the interval [0.3, 0.4] is not intersected by any of the tree’s nodes and thus
cannot be assigned a forknode. Solutions presented in [Deb04] tackle the problem
of efficiently handling floating point values with the RI-tree. We decided in favor
of the “nearest-node approach”: a so-called stopstep, representing the minimum
difference between all node values in the tree, is defined and indirectly determines
the height of the tree, i.e. intervals of length stopstep or larger are assigned fork
nodes as in the case of integer values as before. The stopstep of the example tree
in figure 9.5 is 0.25. “Drop-through” intervals (length < stopstep) are registered
at the node which lies nearer to the respective bound, e.g. the interval [0.3, 0.4]
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Figure 9.5: RI-tree backbone supporting floating point values
is registered at node 0.25 and interval [6.05, 6.07] is registered at node 6 in our
example tree. Query handling is changed as follows: the query interval is extended
so that the query boundaries consist of node values in the tree, i.e. the boundaries
are multiples of stopstep. False positives are filtered out in a refinement step,
i.e. intervals satisfying the broadened query interval, but not belonging to the
correct result set, are removed from the results. For further detailed information
on indexing and query processing we refer to [Deb04].
9.4.3 Indexing intervals with partition info
The RI-tree is applied to index the interval data generated from raw CFD data
as presented in section 9.4.1. Nevertheless, the aspect of view-dependency cannot
be implemented without integrating locality information for each cell into the RI-
tree index. By introducing a new attribute, specifying locality information of each
cell, we are able to efficiently utilize the idea of partitioned B+-trees proposed in
[Gra03a] for partitioning the RI-tree which maps intervals to entries in a B+-
tree. The fundamental idea of partitioned B+-trees is to add an artificial leading
key column to the index schema, resulting in one partition for each occurring
value of this column, as depicted in figure 9.6. Each of these partitions forms a
logically independent B+-tree. By setting the artificial attribute, we are able to
specifically access a certain logical tree for evaluation or maintenance purposes.
During query execution, the specification of the artificial attribute results in a
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Figure 9.6: Partitioned B+-tree
restriction of the search to the indicated logical tree, which can be performed
efficiently with numerous positive effects like reading neighboring hard disk blocks
and reducing random access to the hard disk, amongst others. The efficient and
highly sophisticated implementation of B+-trees in the DBMS can thus be utilized
optimally.
We partition the CFD data according to different partitioning schemes and
obtain unique partition identifiers per cell. These serve as artificial columns
as described above for the RI-tree index entries: analogously to section 8.4.2,
we determine for each interval [lower, upper] its fork node node. Together with
the partition identifier part_id and cell identifier cell_id, we insert two entries
(part_id,−node, lower, cell_id) and (part_id, node,−upper, cell_id) into the RI-
tree index, namely the underlying B+-tree, and generate a composite index on
the tuples for efficient access during queries on the RI-tree.
The introduction of partitioned B+-trees in the context of locality informa-
tion for CFD cells enables an efficient view-dependent querying of CFD data sets.
According to the view-parameters specified at query invocation, a ranking is in-
duced on the partitions. Query processing follows this order on the partitions and
executes partial queries on each logical subtree of the index.
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Figure 9.7: Advantages/disadvantages of partitioning complexities
9.5 Partitioning
In this section, we introduce axis-parallel partitionings of the data set based on
different approaches. The degree of decomposition of the underlying 3D space is
defined by user input at the point of index generation. The partition sizes have
a strong influence on efficiency and correctness of the ranking of results. The
advantages and disadvantages of the choices of partition sizes are explained in
figure 9.7.
To avoid confusion: when mentioning cells, we refer to CFD cells from the CFD
data set, and when mentioning partitions, we refer to a rectilinear section of the
data space, which can contain CFD cells.
9.5.1 Rectilinear grid partitioning
Two partitioning schemes which construct a rectilinear grid in the data space
are subsumed under the term “rectilinear grid partitioning”. Figure 9.8a gives a
2-dimensional example for partitioning the data space with an equidistant grid.
The data space is partitioned into n3 equi-sized cuboids, each of which holds
the CFD cells located inside the cuboid. Figure 9.8b depicts the quantile-based
partitioning approach: per dimension, the data set is split into n equal-sized
subsets (n-quantiles), thus defining a splitting of the value range of each dimension.
After the dimension-wise application of the splitting, a partitioning of the complete
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a) equidistant b) quantile-based
Figure 9.8: Data space partitionings (I)
data set into n3 partitions is obtained. This approach pays more respect to the
distribution of all cells in the data space. Nevertheless, a partitioning in which all
partitions hold the exact number of cells can only be achieved for data sets which
uniformly distribute all cells over the complete data space.
9.5.2 Octree based partitioning
The next two approaches are motivated by the demand to generate partitions
which do not vary much in the number of contained CFD cells. As the CFD
data is usually not uniformly distributed over the data space, it is required to
generate a fine grid in dense regions and a more coarse grid in less dense regions.
With a partitioning that generates partitions of approximately equal size, each
partial query can be executed with the same costs. Our approaches, resulting
in irregular grids on the data space, are as follows: the octree-based approach
recursively splits the data space into smaller, equi-volume partitions (as when
constructing an octree, cf. figure 9.9a). In the case of 3-dimensional CFD data,
each split generates 23 = 8 new partitions. This step is repeated for each partition
as long as the number of CFD cells in this partition exceeds a predefined threshold
t, leading to the desired finer grid in “dense” regions of the data set.
A combination of the octree-based partitioning with aspects regarding the den-
144
9.5 Partitioning
a) octree-based b) octree + quantile-based
Figure 9.9: Data space partitionings (II)
sity of each new partition generates cuboids containing similar numbers of cells,
as shown in figure 9.9b (octree + quantile-based): the dimensions are split per
dimension, so that the equal number of cells lies to the left and to the right of the
partition separator, thus resulting again in 2d = 23 = 8 partitions. This process
is repeated recursively on each of the partitions as long as a desired cardinality
threshold is exceeded.
Due to the potential skewness of the data set, the octree + quantile-based
approach cannot guarantee partitions of equal cardinalities. Consider the 2-
dimensional case of four quadrants, with the top-left and bottom-right quadrant
each containing n cells, an the remaining quadrants being empty. A dimension-
wise quantile-based split will result in two empty partitions and two partitions
each holding n cells.
A low variance in partition cardinalities caters for a partitioned RI-tree with
almost equal sized partitions, thus the execution times of each partial query on
a logical subtree are similar. Consequently, as the result set visualization is up-
dated after each partial query, the final result set is steadily growing during query
execution.
With the partitionings generating rectilinear grids, the exact number of parti-
tions can be set via the amount n of splits per dimension, resulting in n3 partitions.
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With the octree-based methods, the maximum cardinality of the partitions is set,
and partitions are recursively split, thus the number of partitions depends on the
distribution of the data and the cardinality threshold.
The choice of the partitioning method has different effects on the overall number
of generated partitions, the cardinalities of each partition as well as the I/O costs
of the queries. The effects are evaluated in detail in the experimental section 10.3.
9.5.3 CFD cell allocation
CFD cells are not necessarily axis-parallel and might cross cuboid boundaries. To
avoid complex splitting and storing of partial cells in numerous partitions, each cell
is uniquely allocated to one partition, defined by the cell’s center point. Other
allocation schemes are based on “majority voting” on corner points or volume
coverage. The following list subsumes the allocation possibilities:
• center point: assign cell to partition which encloses the center point of
cell; in case, the center point lies on a partition boundary, assign the cell to
any of the partitions
• point majority: assign cell to partition which encloses majority of the
corner points; in case of a “tie” situation, follow the center point approach
• volume majority: assign cell to partition which encloses majority of the
cell’s volume; in case of a “tie”, follow the point majority approach
For our evaluation we focus on the center point allocation strategy due to the
simplicity of its straightforward calculation.
9.6 Handling of metadata
Metadata for the handling of partitioned queries include information about the
partitioning (partitioning method, partition boundaries, etc.). This additional
overhead can either be managed by the RDBMS or by IndeGSRI in specialized
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index structures. Upon query invocation, the partitions are ordered according
to techniques presented in the next chapter and numerous partial queries are
executed.
9.6.1 Handling of metadata in IndeGS
The partitioning information is maintained in a separate index structure. During
query processing, the partitions are ranked according to the specified distance
function, thus the complete partitioning information needs to be accessed. Two
approaches are utilized, depending on the sizes of the partitions, which indirectly
influence the complexity of partitioning management: the smaller the defined
partition size (rectilinear grids) is or the fewer elements each partition is supposed
to hold (octree grids), the higher are the costs for maintaining partition boundaries
and ranking partitions.
1. linear list : IndeGSRI keeps the boundaries of each partition in a linear
list. Upon query invocation, the list is loaded to main memory and view-
dependently ranked.
2. spatial index structure: As partitions strongly resemble MBRs in the context
of R-trees, they can thus be arranged in a spatial index structure like the
R-tree. The partitions are ranked analogously to the techniques presented
in chapter 5.
The choice of the complexity of the partitioning regarding partition sizes re-
quires careful consideration of the side-effects, as already subsumed in figure 9.7.
9.6.2 Handling of metadata in relational tables (RDBMS)
The preferred solution is to have partitioning information handled in a separate
table by the RDBMS. The advantages are as follows:
• The execution of post-processing queries is a monolithic procedure performed
completely in the RDBMS. IndeGSRI transmits query parameters to the
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RDBMS and receives a stream of result cells without coming in contact
with the ranking and handling of partitions.
• Modifications of the partitioning scheme or the indexing methods are im-
plemented solely in the RDBMS. The respective tables are updated, and no
adaptations are required in IndeGSRI. A clear separation between IndeGSRI
and the implementation in the RDBMS is assured.
• The communication overhead between IndeGSRI and the RDBMS is reduced:
only one query is transmitted to the RDBMS. In case IndeGSRI handles the
partitioning information, multiple partial queries (one for each partition)
have to be initiated in the RDBMS over the network interface.
Due to the advantages mentioned above, we focus our efforts and the evaluation
of our approaches on the handling of metadata in the RDBMS.
With the indexing techniques introduced in this chapter, we built the basis
for efficient view-dependent query processing using the modified relational index
structure RI-tree. The query processing is described in the next chapter.
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In this chapter, we introduce methods to achieve an approximate geometric rank-
ing of data in the result stream. We are thus able to visualize partial results
depending on the user’s viewpoint and direction. Our ranking is based on a par-
titioning of the data space and assignment of CFD cells to partitions as described
in chapter 9. Post-processing queries are broken down to consecutive queries on
a subset of the partitions. We realize view-dependency aspects by defining exe-
cution orders for the partial queries, thus defining an approximate ranking of the
results.
10.1 Approximate Geometric Ranking
Different kinds of CFD post-processing queries can be defined for the execution
in IndeGSRI. We focused on common queries that can be mapped to interval
intersection queries on scalar values (e.g. “display regions (isosurface) with a tem-
perature of exactly 125◦C”, “display regions with an energy between 4.5 and 4.7
J”). In the naive approach, the complete set of cells is scanned and “active cells”
(containing the query’s isosurface value or interval) are returned in an unordered
way by linearly accessing all database blocks. This obstructs a quick “first impres-
sion” of the results, and reading all database blocks is an extremely costly task
regarding I/O operations.
Combining the partitioning of the data space with the extended RI-tree en-
ables IndeGSRI to perform approximate view-dependent query execution, which
is essential to achieve the perception of a “quick first impression” of the result set
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Algorithm 10.1: Retrieve “active” cells from database
Input: viewpoint v = (x, y, z), value scalar = s, distance function dist
Result: stream of “active cells”
PART ⇐ retrieve partition candidates from metadata collection1
order partitions PART by distance dist to viewpoint v2
while PART not empty do3
remove first element of PART ⇒ part_id4
query RI-tree index with (part_id, s)5
stream “active” cells to visualizer6
end7
during query execution on very large CFD data sets.
Our approach defines a distance-dependent order on the partitions. The closest
partition (mainly the partition the view-point lies in) is supposed to be queried
for active cells first, followed by the remaining partitions in the order of increasing
distances. This procedure determines active cells close to the viewer at a very
early stage of query processing, whilst the active cells further away from the
user lie in partitions which are queried later. The ordering of the partitions is
induced by an arbitrary distance function, which is specified at query invocation.
Different distance functions and their applicability for view-dependent ranking
were introduced in chapter 4. The calculation of distances between the query
point and each partition resembles the calculation of MINDIST in the context of
distances between query points and MBRs, as presented in chapter 4 and 5.
The generic pseudo-code for the approximate ranking is quoted in algorithm
10.1. By “generic” we mean that the partitioning scheme can be an arbitrarily
defined one (as presented in section 9.5), as well as the ranking distance function
(line 2), which can be any user-defined distance, e.g. Euclidean/Manhattan dis-
tance, hv -distance etc. First, a set of partitions is generated in line 1 and ranked
in line 2. As long as the ranked partition set PART is not empty, partial queries are
executed on the partitioned RI-tree and the partial results are transmitted to the
visualizer. Line 1 leaves room for optimizations to reduce the number of partition
candidates, as presented in section 10.2.3.
Figure 10.1 displays the ranking for an example query point on a 2-dimensional
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Figure 10.1: Ranking of partitions (equidistant grid)
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Figure 10.2: Ranking of partitions (octree + quantile-based grid)
excerpt of the engine data set with equidistant partitioning. Here, the ranking
is based on the Euclidean distance (figure 10.1a) and the partitions’ positions
in the ranking are represented by the gray numbers. Using the hv -distance (cf.
section 4.2.3), the partition order is like shown in figure 10.1b. The hv -distance
speeds up the construction of the result set in the user’s field of vision when
compared to traditional distance functions like Euclidean or Manhattan distance
by ranking objects in the line of sight (direction of arrow) before objects in the
peripheral field of vision. The “growing” of the result set is represented by the
black isolines. Partitions which do not contain CFD cells are not considered
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during query execution (cf. top-right partition in figure 10.1a and b).
Figure 10.2 depicts an additional example of the ranking. In these diagrams, the
Euclidean distance (a) and the hv -distance (b) are applied to rank the partitions
which are generated using the octree + quantile-based approach.
10.2 Query processing
The post-processing queries q are specified similar to the queries in section 4.2:
q := ( v, viewpoint
a, view direction
sc, scalar range/interval (start, end)
dist) distance function
Due to the characteristics of the RI-tree, only one scalar range (interval) is
specified in each query. In the case of isosurface extraction, the start and the
end values of the sc interval are equal. The distance function dist determines
the ranking of the partitions during query preparation and can be chosen by the
user from a multitude of available distance functions like Euclidean, Manhattan,
hv -distance etc.
10.2.1 Metadata handled in IndeGSRI
Depending on the chosen strategy for the handling of metadata, algorithm 10.1 is
partially executed by IndeGSRI. IndeGSRI extracts the partitioning information
from the linear list or the internal index structure (cf. section 9.6.1) and ranks
the partitions. Subsequent partial queries on the partitioned RI-tree are triggered
by IndeGSRI for execution in the connected RDBMS. The results are collected by
IndeGSRI and sent to the visualizer.
10.2.2 Metadata handled in RDBMS
A much simpler handling, including a significant reduction of the sending of meta-
data over the network, can be realized by shifting the reading and ranking of par-
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Figure 10.3: Query execution
titioning information into the RDBMS. IndeGSRI submits query parameters q to
the RDBMS, which performs the tasks described in algorithm 10.1 and streams
the active cells to IndeGSRI. Figure 10.3 displays the course of action when a
query is invoked by IndeGSRI.
We evaluated the approaches by running our experiments on the RDBMS Ora-
cle Version 10g. Algorithm 10.1 is implemented in PL/SQL, a programming lan-
guage combining the advantages of declarative SQL with procedural constructs.
Details on using PL/SQL can be found in [PLS04]. Other RDBMS like Microsoft
SQL Server (Transact-SQL), IBM DB2 (SQL Procedural Language) or PostgreSQL
(PL/pgSQL) offer comparable means to integrate procedural aspects in the context
of SQL.
10.2.3 Query optimization
A reduction of the query complexity is possible on the level of partitions by re-
moving partitions, which do not contain “active” cells, from the candidate set (line
1 of algorithm 10.1, page 150). After distributing the cells among the partitions
during index generation, each partition is assigned a range interval which (mini-
mally) covers the scalar values contained in the respective partition. If the queried
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scalar value is not contained in the range of a certain partition, this partition is
removed from the candidate set without loss of results, thus reducing the number
of queried partitions and reducing the overall query complexity. Our experiments
in the next section exploit this optimization by performing the queries on the
reduced set of partitions.
The process of performing a preselection of partitions can be supported by the
standard RI-tree. The RI-tree is generated on the range intervals of all partitions
as part of the partitioning process and index creation. In combination with finer
partitionings, resulting in a higher number of partitions, the introduction of a su-
perordinate RI-tree guarantees an efficient retrieval of partitions as a preparation
for the partial (view-dependent) queries.
In the case of storing the point and cell data in separate tables, the access to the
cell constructing points can be significantly accelerated by generating appropriate
primary key indexes on the point identifiers. The standard indexes (mostly B+-
tree indexes) offered by the DBMS prove suitable for this task, keeping the effort
minimal to enable efficient point data access.
The degree of disorder, i.e. the average displacement of the cells in the result
stream when compared to the correct ranking, can be reduced by internally sorting
the cells extracted per partial query, before IndeGSRI communicates the results
packet-wise to the visualizer over the network. The effects of this sorting depend
on the chosen packet sizes and the cardinalities of the partial query result sets: if
the result set of one partial query needs to be sent in two or more packets, a sorting
according to view parameters reduces the disorder, as the cells are rendered by
the visualizer after each incoming packet, i.e. the first received packet contains
cells which are closer to the viewer than cells of the same query in later packets.
10.3 Evaluation
In this section, we evaluate the techniques presented in chapter 9 and 10. Our
experiments were executed using Oracle 10g on a 3 GHz PC running on Windows
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Figure 10.4: Overview over partitioning complexities
Server 2003.
10.3.1 Impact of different grid sizes
In our first experiment, we evaluate the effects of different partition sizes on the
disorder and query complexity for the isosurface query density=1.78876 (7,500
cells, engine data set). We define disorder as the average difference between the
position of each cell in the approximate result stream and the correctly ranked
stream. The table in figure 10.4 gives an overview over the effects of varying de-
grees of partitioning using different partitioning methods. For the two rectilinear
grid methods, the number of partitions to be generated can be exactly specified
(here: dimension-wise splitting into 83, 103, 133 and 153 partitions), for both
octree-based methods the number of partitions depends on the partition cardi-
nality threshold (shown in brackets in the first column). We display the overall
number of generated partitions, the number of partitions which contain CFD cells
(i.e. non-empty partitions), and the number of queried partitions for the query
mentioned above. It can be observed, that the percentage of occupied partitions,
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Figure 10.5: Disorder in result stream (isosurface complexity: 7,500 cells)
i.e. partitions that contain fractions of the CFD data set, is higher for the octree-
based methods, which generate a finer grid in dense regions.
The octree + quantile-based approach is the only method which generates a
grid in which each partition holds CFD cells (occupied partitions = 100%). It can
also be observed that the percentage of queried partitions (last column) decreases
when the overall number of generated partitions increases. The relative number of
queried partitions for the octree + quantile-based approach is higher than for the
remaining techniques, which is owed to the generation of almost uniformly filled
partitions. This on the one hand reduces the disorder in the ranking, but on the
other hand increases the number of accessed database blocks.
The effects on the disorder of the ranking and I/O costs are displayed in figure
10.5. With an increasing number of partitions, the average disorder (cf. figure
10.5a) decreases. The octree + quantile-based technique produces the highest I/O
costs (figure 10.5b), which is constituted by the high relative number of queried
partitions, but it shows the least disorder when compared to the remaining ap-
proaches. The equidistant approach executes queries with the least block accesses
due to the lowest number of queried partitions, but is outperformed by the re-
maining approaches regarding disorder.
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Figure 10.6: Partition cardinality histograms
10.3.2 Partition cardinality distribution
The next experimental series backs up the motivation to utilize the octree +
quantile-based method in order to generate partitionings with almost equally filled
partitions.
Figure 10.6 shows the distribution of partition cardinalities for three of the pre-
sented partitioning approaches (number of partitions: ≈2,000 partitions, data set:
engine data set). The equidistant partitioning produces a histogram very similar
to that of the quantile-based partitioning and is omitted here. We restrict the x-
axis of all three histograms to 250 by reason of visibility, due to the fact that only
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very few partitions have cardinalities larger than 250. The maximum cardinalities
are 662 (quantile-based), 400 (octree-based) and 405 (octree + quantile-based).
The diagrams clearly indicate that the combined octree + quantile-based ap-
proach (c) provides the partitioning in which the cardinalities of each partition
vary least, with most of the partitions holding 30 to 95 cells. As discussed in the
previous chapter, the construction of a partitioning with each partition contain-
ing exactly the same number of cells is not realizable for data sets which are not
uniformly distributed regarding the location of the cells.
It can be observed that the octree-based partitioning method (b) generates par-
titions of which most hold between 20 to 120 cells, thus the cardinalities vary more
than in the case of the octree + quantile-based approach. The highest variance is
assessed for the quantile-based (a) (as well as the equidistant) partitioning.
With a low variance in partition cardinalities, each partition holds a similar
number of cells and partial queries on the partitions are of similar complexity.
This provides a steady progress of result set visualization, as the visualization of
the temporary result set is updated after each partial query.
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Figure 10.8: Query runtimes
10.3.3 Varying isosurface complexities
In this series of experiments, we evaluate the effects of different isosurface com-
plexities on the disorder. Figure 10.7 displays the disorder of our query methods
on the engine data set for queries with energy isosurface complexities from 2,500
to 10,000 cells. The average energy isosurface consists of ≈5,200 cells. Each
partitioning used here consists of ≈2,000 partitions.
The linear scan and standard RI-tree (without ranking functionality) yield the
highest average disorder, with up to 3,100 for a result set size of 10,000 cells, i.e.
each cell in the result stream is on average misplaced ≈3,100 positions compared
to the correct ranking.
The equidistant and quantile-based partitioning variants show a significantly
better quality of ranking. The disorder using any of the partitioned RI-trees almost
grows linearly with the result set size, but the relative displacement, displayed
above the diagram lines, decreases with growing isosurface complexities, from a
5.5− 6.8% range for 2,500 cells to a range of 3.5− 4.4% for 10,000 cells.
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10.3.4 Runtimes
Figure 10.8 displays the runtimes of isosurface extraction queries of different com-
plexities on the scalar mach_number. These experiments were performed on the
delta wing data set (with 1.4 million cells). The full drawn lines display the
runtimes for three of the presented approaches (left scale is applicable). The
octree-based approach was omitted here for reasons of visibility, its performance
strongly resembles the quantile-based approach in this series of experiments. It
can be observed that the octree + quantile-based approach produces the highest
runtimes, as it queries the highest numbers of partitions due to its partitioning
scheme. The equidistant approach is executed fastest, but offers one significant
disadvantage due to characteristics of the delta wing data set, which holds many
CFD cells with small volume in the center of the covered data space and fewer very
large cells close to the data space boundaries. This data distribution is reflected
in the distribution of partition cardinalities (equidistant partitioning): many par-
titions (close to the data space boundaries) hold only few CFD cells, and very
few partitions in the data space center hold the largest fraction of all CFD cells.
Thus, the equidistant approach executes only a few partial queries for most of the
isosurface queries. In our experiments, query evaluation is broken down to only
one partial query. This caters for a very irregular construction of the result set
during query execution, as results are visualized after each partial query. To back
up the usefulness of the remaining approaches, we display the average runtimes
per partial query in figure 10.8, represented in the same diagram by the dashed
lines, for which the right scale is applicable. The average runtime is lowest for the
octree + quantile-based approach, which executes each partial query between 0.1
and 0.2 seconds, whereas for the equidistant approach only one partial query is
executed. The octree + quantile-based approach thus offers the most steady and
regular visualization of the complete result set, as partial results are streamed and
visualized with high frequency (5 to 10 packets with results portions per second).
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10.4 Conclusion
In chapter 9, we presented partitioning methods to augment the indexed data
with locality information by partitioning the data space and assigning each CFD
cell its partition information. In this chapter, we presented our techniques to
efficiently execute approximate view-dependent CFD post-processing queries in
RDBMS with data indexed in enhanced RI-trees. Each post-processing query is
translated into a set of partial queries on the partitioned index. This set is ranked
according to a user-defined distance function and thus induces an order on the
partial query execution. The results of each partial query are then subsequently
visualized. Our methods reveal a trade-off between runtimes and disorder in the
result stream: the equidistant and quantile-based partitionings lead to lower query
runtimes when compared to the octree-based methods, but exhibit higher degrees
of disorder than their competitors.
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Part V
Voronoi-Based Nearest Neighbor
Search
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11 Voronoi cells and
dimensionality reduction
In the context of indexing CFD data for efficient post-processing in conjunction
with dynamic view-dependent query methods, we so far based our techniques
on secondary memory structures with appropriate access methods, as presented
in the preceding chapters. In this chapter, we present techniques to efficiently
index not only low- and multi-dimensional data like in the case of CFD data,
but also high-dimensional data from “index once, query at very high frequency”
scenarios, requiring particularly fast responses while allowing for more extensive
precalculations. Our methods [BWS06] are main memory based, thus on the one
hand limiting the data set sizes to be handled to a few hundred megabytes, but on
the other hand offering very efficient nearest-neighbor query execution, achieved by
approximate precalculation of nearest neighbor candidates on the dimensionality
reduced data with a subsequent refinement step.
11.1 Introduction
Research on the topic of nearest neighbor search in high-dimensional spaces tra-
ditionally has focused on secondary memory data structures. However, a growing
number of applications stand to gain from a shift to main memory indexing as it
promises to significantly reduce query response times and it becomes increasingly
economically feasible to reserve a few hundred megabytes to do so. In addition,
the volatile nature of main memory is not a disadvantage for semi-static data sets
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that are backed up on secondary memory and then read into main memory to
be accessed at a high frequency. This scenario is often observed for server-based
indexes where a large number of querying clients demands a low response time
and thus a high query throughput on the server side. Furthermore, applications
that use nearest neighbor queries as a base function for other algorithms such as
classification and clustering (cf. [HK06]) fit this scenario. The interest in main
memory indexing on the application side has been met by an increase in research
activity in that domain over the past few years, which has resulted in several solu-
tions to main memory indexing and shown that not all secondary memory index
structures port well to main memory.
Due to its low CPU-utilization, the approximate Voronoi cell approach to near-
est neighbor search [BEK+98, BKKS00] subsumed in section 11.2.1 is a natural
candidate for main memory indexing. Voronoi cells describe a covering of the
underlying data space, so that each data object is assigned to a cell which con-
tains all possible nearest neighbor locations of the corresponding object. A pre-
computation step is used to approximate the complex Voronoi cells with simpler
high-dimensional axis-aligned bounding rectangles (i.e. cuboids) in order to enable
low query response times. However, the approach resists attempts to incorporate
effective dimensionality reduction techniques (cf. section 11.2.2) as it requires the
boundaries of the data space to be taken into account. Straightforward solutions
(bounding boxes, convex hulls) prove to be unsuitable. This severely limits the
application domain of the approximate Voronoi approach as approximate Voronoi
cells in high-dimensional spaces are neither feasible to compute nor efficient for
indexing.
We therefore introduce new approximation-based methods in section 11.3 to
efficiently overcome the difficulties faced during dimensionality reduction for nor-
malized data such as size-invariant histograms common in image retrieval appli-
cations. A second reduction, presented in section 12.1, improves response times
through limiting the dimensionality of the Voronoi cell bounding cuboids them-
selves. The cuboids in the reduced dimensionality are indexed by facilitating either
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Figure 11.1: Query processing using indexed Voronoi cell-bounding cuboids
hierarchical or bitmap-based index structures in main memory as described in sec-
tion 12.2. It is possible to find a complete set of nearest neighbor candidates for
a querying point in a filtering step through simple point-in-cuboid tests (cf. figure
11.1). The significant performance improvements over other approaches achieved
for the Voronoi-based technique through our two dimensionality reduction steps
are shown in section 12.3 for real world data sets. These are made possible by the
low number of CPU-intensive operations and the low amount of data transferred
over the main memory bus.
11.2 Related work
The idea to utilize the concept of precalculating the nearest neighborhood infor-
mation with the help of Voronoi cells in order to support optimal worst-case query
complexity was first adopted and investigated in [DL76]. The algorithm performs
nearest neighbor queries on N points in the 2-dimensional plane in O(logN) time
by slicing the data space according to the Voronoi cell vertices and performing
two binary searches on these slices. However, it does not extend well to higher
dimensionalities.
In [BEK+98, BKKS00], a technique using approximations of Voronoi cells was
introduced and enabled the use of data sets with a higher dimensionality. With
increasing dimensionality and very large amounts of data this technique comes to
its limits. Some methods presented in these papers (e.g. a limited amount of point
insertions) can be facilitated for our work.
Multiple algorithms and data structures for computing the nearest neighbor of
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point q by concentrating on the data space D have been proposed in the past. The
trivial solution is a linear scan over all points in D. The high CPU and memory
bandwidth utilization make this approach unsuitable for multimedia database
applications managing a large number of high-dimensional objects.
A variation of the simple linear scan is employed by the vector approximation file
(VA file) [WSB98] which uses fewer bits per dimension of the data points. Each
dimension is separated into 2r bins. Thus, only r bits are used to indicate the
corresponding bin for each point. To find the nearest neighbor, the approximated
vectors are scanned sequentially and an upper and a lower bound of the distance
to the query point are computed. Only those points for which the lower bound is
smaller than the smallest upper bound are then used to find the correct nearest
neighbor.
Other approaches rely on a hierarchical, spatial division of the data space into
regions. The data points are each associated with a region that is not further
divided, mapping spatial proximity in the feature space to topological proximity
in an index structure. A number of these structures use hierarchically nested
(minimum) bounding rectangles (MBRs) for the inner directory nodes to manage
the data points stored in the leaf nodes. The R-tree [Gut84] and its variants
the R∗-tree [BKSS90], the CR-tree [KCK01] and the X-tree [BKK96] are prime
representatives of this paradigm. The CR-tree compresses the MBR keys which
occupy a large part of the index. The X-tree was specifically designed to support
high-dimensional searches and outperforms its predecessors in that scenario.
Nearest neighbor algorithms such as the Depth-first Traversal algorithm of
[RKV95] and the Priority Search algorithm described in [HS95] use these index
structures to prune whole branches of the tree once the feature space region they
represent can be guaranteed to not include the nearest neighbor.
Due to the continuing tendency of main memory becoming significantly larger
and less expensive, research interest has been renewed on the creation and uti-
lization of indexes in main memory. The above mentioned CR-tree [KCK01] is
a modification of the R-tree [Gut84] which introduces cache-consciousness and
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a) Voronoi diagram b) half space intersections
Figure 11.2: Voronoi cells and their construction
holds the index in main memory. Other main memory index structures like the
pkT-tree/pkB-tree [BMR01] and the CSB+-tree [RR00] have been investigated
but are restricted to low-dimensional data.
11.2.1 Voronoi cells
The concept of space partitioning to describe nearest neighborhood information
used in this work was developed in the early twentieth century by G. Voronoi
[Vor08] and is an n-dimensional generalization of the 2- and 3-dimensional dia-
grams already used by Dirichlet in 1850. It is still a widespread and important
topic of extensive research in the field of computational geometry [AK00].
A Voronoi diagram for a set of points is a covering of the space by cells that
indicate the nearest neighbor areas of the points and is thus directly tied to the
problem of finding the nearest neighbor. Figure 11.2a shows such a partitioning for
six points in the plane. For each point, the respective surrounding cell describes
the area for which that point is closer than any of the other points. Given a query
position q in the plane, the nearest neighbor can be found by determining the
cell that includes that position. As long as q remains inside the same cell, its
nearest neighbor does not change. The edges and vertices in the diagram describe
positions for which more than one point is at minimal distance. Formally, Voronoi
cells can be described using half spaces as follows:
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Definition 11.1. Given a data space S, a metric distance function δ : S×S → R,
a finite set of data points D = {p1, ..., pN} with D ⊂ S and half spaces HS(p, p′) =
{p′′ ∈ S|δ(p′′, p) ≤ δ(p′′, p′)}, a Voronoi cell V CS,D(pi) for point pi is defined as
the intersection of S and (|D| − 1) half spaces:
V CS,D(p
i) = S ∩
 ⋂
p ∈ (D−{pi})
HS(pi, p)

Definition 11.2. A Voronoi diagram VS(D) is simply defined as the set of the
Voronoi cells:
VS(D) = {V CS,D(p1), ..., V CS,D(p|D|)}
Thus, a Voronoi cell is a convex polytope. Figure 11.2b shows the half space
intersections for a Voronoi cell where the half space separation lines are shown as
dashed lines.
For the approximation approach to Voronoi cells chosen here, it is required that
S ⊂ Rd be of convex shape such as the d-dimensional unit hypercube [0, 1]d. It is
important to note that not only all points in D but also all potential query points
are located within S.
However, in more than two dimensions (as is the case in many multimedia
applications) the cells become highly complex [Kle80, Sei87]. Due to that ob-
servation, neither computing nor storing or inclusion-testing is efficient for these
Voronoi cells in nearest neighbor search. Therefore, our precalculation step deter-
mines approximations of Voronoi cells of lesser complexity without requiring the
exact representations of the latter to be known while still allowing for fast nearest
neighbor searches.
To reduce the complexity of the Voronoi cells, we approximate them by bound-
ing shapes with fewer surfaces. To avoid false dismissals during nearest neighbor
query processing, these shapes must include the whole data space of the respective
Voronoi cells. We decided in favor of axis-aligned bounding cuboids which offer
several advantages: they are storable in O(dN) space for N points in d dimensions,
enable inclusion tests in O(d) time and are computable through well-studied stan-
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dard algorithms like linear optimization [PTVF92]. In linear optimization a linear
objective function is maximized or minimized over a range of values restricted by
a set of linear constraints.
In the context of Voronoi cell approximation, the required linear constraints are
defined by
• the set of half spaces outlining the respective cell and
• the data space boundaries.
The objective functions are used to find the outermost points in each dimension
1, ..., d of a cell V C(p) described by the linear constraints. For this purpose,
functions f1 to fd with fi(x1, ..., xd) = xi are each minimized and maximized once
per Voronoi cell. The extremal values directly represent the respective boundaries
of the cuboid that tightly bounds the approximated Voronoi cell. The data space
boundaries must be added to the set of constraints to avoid that these extremal
values extend outside the data space in certain dimensions.
To significantly speed up the calculation of the bounding cuboids, for each
Voronoi cell, only a subset of all related half spaces can be used. Redundant
half spaces can be left out without affecting the result of the cell approximation.
Leaving out non-redundant half spaces only leads to a non-minimum bounding
cuboid, which introduces more nearest neighbor candidates and slows down near-
est neighbor searches but never misses a possible solution. Therefore the choice
of the subset of half spaces is very important.
In [BEK+98] some heuristics for the choice of an appropriate subset of half
spaces are introduced. We concentrate on a heuristic which selects a number of
nearest neighbor points for each data point p ∈ D and uses the corresponding half
spaces to approximate the original Voronoi cell V CS,D(p) since the half spaces
defined by the nearest neighbors of p are likely to actually restrict the cell. For
the range of parameters in our experiments, a value of 2,000 neighbors has proven
to yield good results.
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a) tight cuboid approximation b) non-tight cuboid approximation
Figure 11.3: Voronoi cell approximations
Figure 11.3a shows the approximated cell belonging to object p where all half
spaces were used while in figure 11.3b the half space HS(p, p′) is left out, resulting
in a slightly larger cuboid.
11.2.2 Dimensionality reduction
The original data dimensionality can be high in multimedia applications. This
complicates the nearest neighbor search via the Voronoi approach. First, a high
dimensionality results in the data space being sparsely populated with data points.
Thus the bounding cuboids of the Voronoi cells become quite large as only com-
paratively few other cells are available to restrict each cell in all possible directions.
In extreme cases, all cuboids overlap the complete data space as each cell includes
points on both the upper and lower space boundary of each dimension. These
unrestricted dimensions are useless for nearest neighbor searches, since they never
cause any point to be dismissed as a nearest neighbor candidate for any query.
Second, computing the cell-bounding cuboids becomes more expensive as each
dimension adds a new variable to the linear optimization process and more linear
constraints are needed to describe the cells of points D in S as the total number
of facets in VS(D) increases.
Finally, once the Voronoi cell approximations have been computed, they are
to be indexed to answer future queries. For cuboids in a high dimensionality,
hierarchical index structures such as the R-tree or X-tree are bound to experience
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Figure 11.4: Two-step strategy for reducing the dimensionality
a deteriorating efficiency caused by the effects of the “Curse of Dimensionality”.
A partial solution to these problems lies in applying dimensionality reduction
techniques as a special form of approximation. For the Voronoi approach, this can
be performed on two levels as summarized by figure 11.4.
All linear dimensionality reduction techniques (including Random Projection
[Kas98], Wavelet Transforms, Discrete Fourier Transform, etc) can be used as
the first dimensionality reduction step in our approach, where data points are
mapped to new data points with a lower dimensionality. We focus on the PCA
(principle components analysis [Jol02]) due to its optimality regarding the mean
squared error, its predominant position in practical applications and its beneficial
two-part output (rotation matrix and variances) useful in section 12.1. Some of
the nearest neighborhood information is given up in this step in order to more ef-
ficiently construct the Voronoi cell-bounding cuboids. Oftentimes, removing some
dimensions in this way only introduces minor inaccuracies due to two properties of
the similarity search framework based on feature vectors. The feature extraction
process used can result in dimensions that are insignificant to the application at
hand. This is the case when one dimension is dominated by other dimensions
either due to differences in the variance of the dimensions or due to correlation
effects. Additionally, the distance functions used to determine nearest neighbors
only approximate a similarity concept that is often subjective. Introducing further
minor inaccuracies through dimensionality reduction can go largely unnoticed in
face of this observation and at the same time drastically increase the efficiency
of the nearest neighbor search. In the second dimensionality reduction step de-
scribed in section 12.1, the dimensionality of the resulting cuboids can be further
reduced prior to indexing.
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d1
d2
d3
Figure 11.5: 3D common-sum vectors bounded by three lines in a 2D plane
11.3 Bounding constraints complexity
Unlike other nearest neighbor algorithms, the Voronoi approach using bounding
cuboids depends on the data space being included in a polytope whose facets are
used to define the outer constraints for the linear optimizations of the bounding
cuboid computation. A direct application of dimensionality reduction techniques
not taking this requirement into account is bound to fail.
We focus on normalized data where all points p = (p1, ..., pd), pi ≥ 0, share a
common sum c =
∑d
i=1 pi. These conditions are frequently met for data used in
multimedia similarity search. Two examples used for our experiments in section
12.3 include size-invariant image histogram representations and ratios (“1:3:2”)
in context of financial time series. For these data points, there is a suitable
(d− 1)-dimensional convex polytope with d vertices and d facets situated in a
(d− 1)-dimensional subspace. After rotating and projecting all points to eliminate
the redundant dimension pd = c−
∑d−1
i=1 pi, the d vertices of the polytope consist of
the accordingly transformed unit vectors scaled by factor c. Figure 11.5 displays
this for the case of d = 3 and c = 1 where all points are enclosed by the three
lines between the three transformed unit vectors in the d1d2 subspace.
In practical applications, the originally sum-normalized data is often linearly
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Figure 11.6: Number of facets for convex hulls in projected dimensionality d’
transformed. Scaling of individual dimensions is used to compute weighted dis-
tances and both rotations and projections are common in dimensionality reduction
(PCA, DFT, Random Projection and others). The aim is to find the transformed
convex polytope defining the data space, in particular after projections into a di-
mensionality d′ < d. A linear transform of a convex polytope is another convex
polytope where the vertices of the transformed polytope are (a subset of) the
transformed original vertices. Thus, one way to find the transformed polytope
is to transform all original polytope vertices P and then find the convex hull for
those points P ′. This has a worst-case time complexity of O(n log n+ nbd′/2c) for
n points in the (possibly lower) transformed dimensionality d′ [Ede87]. Other ap-
proaches to find the projected polytope include the Fourier-Motzkin elimination
with extensions to reduce the number of redundant constraints [JMSY93].
The potentially high complexity of the convex hull leads to another problem.
Each facet of the resulting convex hull produces a constraint for the linear op-
timizations for each Voronoi cell. Hence, that number must be low for practical
purposes. Contrary to that, a convex hull with n vertices in d′ dimensions can
have in the order of O(nbd′/2c) facets [Ede87]. Figure 11.6 shows these values
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computed via the QHull algorithm [BDH96] for two real world data sets used in
section 12.3.
While the convex hulls for the phoneme data set remain sufficiently simple, the
image histogram data set quickly goes beyond values reasonable for a practical
computation of the Voronoi cell-bounding cuboids. Due to that fact, we introduce
a number of methods to conservatively approximate the convex hull. An approx-
imation of a point set is called conservative in this context if all points inside the
original point set are also contained in the approximation of the set.
11.4 Reduction of bounding constraints
complexity
In this section, we introduce our methods to approximate the convex hull in order
to reduce the complexity of the bounding constraints to an appropriate level.
11.4.1 A bounding cuboid approximating the convex hull
A simple way to conservatively approximate the convex hull of a point set P ′ with
(d′ − 1)-dimensional planes is to find a bounding cuboid for the hull. This can
be done by determining the minimum and maximum values among the set P ′ for
each dimension. The resulting 2d′ planes defined by the cuboid facets are suitable
as constraints for the Voronoi cell approximations. However, the shape of the
convex hull of P ′ can be quite removed from an axis-aligned cuboid. If a larger
precomputation cost is acceptable to better the selectivity for queries, it is worth
finding more complex but closer approximations of the convex hull.
11.4.2 Tilted planes approximating the convex hull
A potentially closer approximation can be found by using the vertices of the bound-
ing cuboid. For each of the 2d′ vertices, the adjacent d vertices span a hyperplane
with a normal vector n as depicted in figure 11.7a for vertex v. Each such tilted
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Figure 11.7: Planes approximating a convex hull
hyperplane is then pushed outwards along its normal vector until all points in
P ′ are located either on the hyperplane or behind it as defined by the orienta-
tion of the normal vector. The plane-pushing algorithm has a time complexity of
O(d′ · |P ′|).
11.4.3 Inner polytopes approximating the convex hull
Like the bounding cuboid approach, the tilted planes method makes little use of
the geometric shape of the convex hull being approximated. The normal vectors
of the hyperplanes are only influenced by the total extent of the convex hull. In
this paragraph, a variation is proposed that attempts to calculate more suitable
normal vectors for the fitting planes. The main idea is to define a convex polytope
residing inside the convex hull of P ′ that is less complex but still reflects its general
shape. Once the facets of this polytope have been determined, they are pushed
outwards along their respective normal vectors to include all the points in P ′. The
polytope used in this proposal is defined through its vertices which form a subset
of the vertices of the convex hull of P ′.
Definition 11.3. Let R = {r1, r2, ...} be a finite set of k-dimensional points. The
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set of extremal points Ext(R) is defined as:
Ext(R) = Extmin(R) ∪ Extmax(R)
with
Extmin(R) = {ri ∈ R|∃k∗ ∈ {1, ..., k} : ∀rj ∈ R− {ri} :
(rik∗ < r
j
k∗) ∨ ((rik∗ = rjk∗) ∧ (i < j))}
and
Extmax(R) = {ri ∈ R|∃k∗ ∈ {1, ..., k} : ∀rj ∈ R− {ri} :
(rik∗ > r
j
k∗) ∨ ((rik∗ = rjk∗) ∧ (i < j))}
Intuitively, these are the points that are located on an axis-aligned minimum
bounding cuboid of the set R. If more than one point is located on the same
facet of the cuboid, only the one with the lowest index is used for that facet.
For each vertex v of the bounding cuboid, points {p′i1 , ..., p′id′} ⊆ Ext(P ′) are
selected as illustrated by figure 11.7b. These are the points that were included
in Ext(P ′) due to their position on a facet of the cuboid that has v as one of
its vertices. If none of the points are duplicate for vertex v, the d′ points define
a facet of an inner polytope which can then be pushed outwards as in the tilted
plane method. In higher dimensionalities with few points, it often happens that
one point is extremal for more than one dimension and thus the maximum number
of 2d′ facets is rarely reached for the inner polytope.
11.4.4 Greedy point selection
Further inner polytopes can be defined by using other methods to select a subset
T ⊂ P ′ and then constructing the less complex convex hull for T . The facets
of the hull are then pushed outwards along their normal vectors. In order for T
to represent the general shape of P ′, we used the following greedy heuristic for
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selecting points {t1, ..., t|T |}: choose any one point in P ′ that is located on the
convex hull of P ′ as t1. Then choose ti+1 as the point p from (P ′−{t1, ..., ti}) with
the greatest accumulated distance
∑i
j=1 δ(p, t
j). The greedy selection algorithm
runs in O(d′ · |P ′|+ d′ · |T |2) time followed by the computation of the convex hull
for |T | points.
11.4.5 Combinations and variations
The strategies described for finding a convex polytope conservatively approximat-
ing the space in which data points potentially reside offer some practical alter-
natives to the extremes of the convex hull with its high facet count but small
volume. A few more approaches can be directly derived from the prior approx-
imations and shall be described here. An intersection of two conservative, con-
vex approximations yields another conservative, convex approximation. Thus, all
approaches can be combined by using constraining planes from more than one
approach. Adding the 2d′ axis-aligned facets of the convex hull-bounding cuboid
to other constraints hardly induces any computational effort but helps to reduce
the size of the also axis-aligned Voronoi cell-bounding cuboids and ensures that
the data space is bounded in all directions. Similarly, the hyperplanes retrieved
from a greedy point selection can be augmented by both the cuboid and the inner
polytope hyperplanes.
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12.1 Bounding cuboid dimensionality reduction
The dimensionality reduction discussed enables efficient computation of the bound-
ing cuboids by projecting the data points from dimensionality d to a subspace of
dimensionality d′. However, it does so by sacrificing nearest neighborhood infor-
mation. Though justifiable to some extent, it is often not viable to reduce the
dimensionality to a level where indexing the cuboids is efficient while the data
retains enough of the proximity information. Therefore, a further reduction to a
dimensionality d∗ < d′ (cf. figure 11.4) is proposed which nevertheless allows the
nearest neighbor in the d′-dimensional space to be found.
After computing the Voronoi cell-bounding cuboids for the projected data points
in dimensionality d′, those cuboids themselves are projected to dimensionality d∗
by dropping some of the dimensions. This produces the same nearest neighbor as
in the case of the cuboids in dimensionality d′.
Definition 12.1. Let D ⊂ Rd and Q ⊂ Rd be finite sets of d-dimensional points
and C = {c1, ..., c|D|} the set of Voronoi cell-bounding cuboids for data points in
D defined by their respective lower and upper boundary vertices L = {l1, ..., l|D|}
and U = {u1, ..., u|D|}. Then the characteristic function
include : Q× {1, .., |D|} × P({1, ..., d})→ {0, 1}
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include(q, i, E) =
 1 : ∀e ∈ E : lie ≤ qe ≤ uie0 : otherwise
determines if point q is inside all intervals defining the extent of the cuboid ci in
the set of dimensions E.
First, a query vector q is transformed and projected to q′ in dimensionality d′ by
the same method used to reduce the data dimensionality. Without the cuboid pro-
jection, vector q′ is then tested for inclusion in the Voronoi cell-bounding cuboids
ci defined by their respective upper and lower boundary vertices ui and li. Each
cuboid ci for which include(q′, i, {1, ..., d′}) = 1 indicates a nearest neighbor candi-
date. The cuboid dimensionality is reduced via dropping (d′−d∗) of the dimensions
of q′ and all ci. The new inclusion test can then be performed as include(q′, i, E∗)
with E∗ ⊂ {1, ..., d′}. Whenever q′ is included in a cuboid, the same holds true
for q∗ and the projected cuboid.
While no candidates are lost in this process, there might however be additional
false positives. This results in a worsening selectivity of the filter step (cf. figure
11.1) as more dimensions are dropped. On the other hand, fewer dimensions
can result in a faster filter step execution. Consecutively, the following question
arises: Which dimensions are to be dropped and which ones are to be retained?∑d′
e=1
(
d′
e
)
combinations have to be considered in an exhaustive search. The search
space must be vastly reduced by excluding combinations and using heuristics to
find a combination of dimensions that produces a satisfyingly good solution.
12.1.1 Using empirical selectivities to find dimensions to
retain
As a first simplification, average selectivity values from empirical queries are used
to find dimensions with a good individual selectivity.
Definition 12.2. Let D, Q, C be defined as in definition 12.1. The empirical
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selectivity ES for a set of dimensions E ⊆ {1, ..., d} is defined as
ESD,Q(E) =
1
|Q|
∑
q∈Q
1
|D|
|D|∑
i=1
include(q, i, E).
Given a suitable query set Q, this reduces the workload considerably. For each
dimension k between 1 and d′, only ESD,Q({k}) must be computed. Using the
worsening (i.e. increasing) selectivities as the order in which dimensions are re-
tained makes sense if the underlying filtering events of the form “a cuboid is not
dismissed as a candidate for a nearest neighbor query on grounds of its boundaries
in dimension k” are statistically independent. In that case, the empirical selec-
tivity of two combined dimensions is expected to be close to the product of both
individual empirical selectivities. Thus, using the dimensions with the best (em-
pirical) individual selectivities results in a good (empirical) combined selectivity
for k dimensions.
While statistic independence cannot be expected in general, PCA removes linear
dependencies of the data points by eliminating the covariances. For example, after
PCA reduction to a dimensionality of 10 for the 27-dimensional image histogram
data set from our experimental section, the two dimensions with the highest vari-
ance exhibit an empirical selectivity of 15% and 10.8% respectively. The expected
combined selectivity would be close to 15% · 10.8% = 1.62% in case of indepen-
dence. The measured value was 1.95%. With an increasing number of dimensions,
the relative gap widens to an expected 0.0027% for 10 dimensions and 0.0596%
measured. Still, the proposed order of dropping dimensions resulted in empiri-
cal combined selectivities rarely beaten by spot samples of the same number of
dimensions, which justifies using the simplification proposed in this section.
12.1.2 Using variances to find dimensions to retain
To avoid having to find a suitable query set Q and compute empirical selectivities,
another simplification can be employed when PCA has been used to reduce the
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data dimensionality. As a side effect of the PCA, the variances for each dimension
of the rotated and projected data points are known. Instead of using the worsening
selectivity order to pick dimensions to retain, the descending order of the variances
can be used. While a high variance for a dimension does not necessarily imply
a good selectivity for that dimension, it is a good indicator. Dimensions with a
low variance tend to produce Voronoi cells that stretch far in said dimensions.
Measured correlation coefficients for inverted variances and measured selectivities
of individual dimensions were 0.957, 0.504 and 0.937 for the three real world data
sets used in our experiments.
12.1.3 On the number of dimensions to retain
The question of how many dimensions are to be retained remains. This depends
on the index structure used. One possibility would be to produce up to d′ in-
dexes using 1 to d′ dimensions selected via the methods proposed above and then
select the one index with the best average query performance. Without further
information about the index structure, this might be the only method to pur-
sue. Experiments in section 12.3 show that the X-tree greatly benefits from the
additional projection while the evaluated bitmap-based structure hardly does.
12.2 Main memory indexing
Data page access and read times are not the foremost cost factors of performing
nearest neighbor queries when the index structure is stored in main memory. The
querying time can be decomposed into a filter part (decide which points in D need
further examination) and a refinement part (compute the distances to the query
point q). Both parts vary widely for the available algorithms and index structures.
While the linear scan does not spend any time on filtering but computes the
distances from q to all data points in D, the Priority Search algorithm [HS95]
for hierarchical index structures carefully considers which data points warrant a
distance computation.
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Figure 12.1: Bitvector index for 5 cuboids
Since the Voronoi cell-bounding cuboids are axis-aligned, the (usually secondary
memory-based) R-tree family is an obvious candidate to support the filtering step
in our approach. Due to its suitability for medium and higher dimensionalities,
we chose to adapt the X-tree variant [BKK96] to run on main memory (with a
space complexity of O(N)) for tests in section 12.3. In addition, we implemented
a bitmap-based index structure described in [GPB03]. The authors originally
used the Bitvector Index for epsilon queries in a main memory-based similarity
search system for audio samples but its design makes it an evident option for
Voronoi-based nearest neighbor queries. For each dimension i of the space to be
indexed, the Bitvector Index stores a number m of bitvectors BVi,1, ..., BVi,m
together with m + 1 delimitation values bi,0, bi,1, ..., bi,m. When indexing N
cuboids, each BVi,j has N bit entries denoting which of the cuboids cover part
of the interval [bi,j−1, bi,j] in dimension i. In the example depicted in figure 12.1,
only the cuboids c2, c3 and c4 overlap the hatched interval belonging to BV1,2.
When considering the query point q in figure 12.1, only cuboids that overlap
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the crossed area are of interest during a nearest neighbor query using Voronoi
cell-approximating cuboids. These can be found by a bit-wise ‘and’ operation for
BV1,2 and BV2,1.
A nearest neighbor algorithm using this index structure and Voronoi cell-approx-
imating cuboids goes through four steps.
1. establish in which interval the query point falls per dimension, using binary
search,
2. combine the respective bitvectors via bitwise ‘and’,
3. retrieve a list of cuboid indices represented by the set bits in the resulting
bitvector,
4. scan over the data points belonging to the list of cuboids to find the nearest
neighbor.
On N data points in d′ dimensions with cuboids of dimensionality d∗, the time
complexity for this algorithm is O(ld(m) · d∗ + d′ ·N) while the space complexity
is O(d∗ ·m ·N + d′ ·N). While this is not lower than the complexity of the linear
scan, it has the potential to show a significant performance boost through packing
32 bits of a bitvector each into an unsigned integer of that length. Thus, instead
of computing N floating point distances in d′ dimensions only (d∗ − 1) · dN/32e
integer AND operations are required to create a bitvector that has its bits set to 1
for a superset of the cuboids which contain the point q. Only for the remaining
cuboids the according point distances have to be computed. In addition to the
lower CPU time requirement, the amount of data to be accessed in step 2 is limited
to d∗ bits per cuboid compared to d′ ·32 or d′ ·64 bits per data point for the single
and double precision floating points used by the linear scan. That reduction is
important if the linear scan reaches the main memory throughput limits.
12.3 Evaluation
To test the different proposed methods of producing outer constraints for the
data space from section 11.3, various empirical selectivities were computed using
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Figure 12.2: Selectivity vs. number of constraints
a query set Q consisting of 7,510 out of 207,510 image histograms projected from
d = 27 to the first 10 principal components. This left 200,000 histograms for
the data point set D. Before reducing the dimensionality to d′ = 10, a linear
transform was used in order to have the Euclidean distance values equal those of
a similarity matrix-induced quadratic form as known from [HSE+95].
Figure 12.2 shows that the convex hull produced a total of 9,263 constraints.
Using a higher dimensionality d′ significantly increased that number (cf. figure
11.6). The bounding cuboid with only 20 constraints suffered a selectivity increase
of factor 55 compared to the convex hull that produced a selectivity of roughly
0.06%. Adding all 20 existing inner polytope planes to the cuboid helped reduce
the increase to factor 24 while the 1,024 tilted planes resulted in a factor of 15.
Using all three approaches together with 1,064 constraints brought this down
further to factor 11. Compared to that, the greedy point selection using 11, 15,
19 and 23 points from left to right in figure 12.2 shows that it is a well-suited
approach that allows for a favorable trade-off between the number of constraints
and the resulting selectivity. For all further experiments, we chose to use the box,
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Figure 12.3: Query times for varying dimensionalities d* (d′ = 10 and N =
200,000)
inner polytope and greedy point selection combined in such a way that the number
of constraints did not exceed 2,000 (e.g. 19 points in the 10-dimensional case).
All run-time benchmarks were performed on a computer with a 2.4GHz Pentium
4 CPU with one gigabyte main memory hosting the respective index structure
and data points for each measurement. We thank Eammon Keogh and Theodoros
Folias for providing access to their Time Series Data Mining Archive [KF02] at the
Computer Science & Engineering Department, University of California and Arne
Theres for his work on the phoneme data set at the Chair of Computer Science 6,
RWTH Aachen University.
Using the variance-based heuristic from section 12.1, the axis-aligned projection
of the Voronoi cell-bounding cuboids results in a definite advantage when indexing
the cuboids in an X-tree. With just four out of the ten dimensions, figure 12.3
displays a two-fold increase in the overall nearest neighbor querying speed. The
Bitvector Index, on the other hand, hardly benefits from said projection. This can
be explained by the relatively cheap computation of the final bitvector compared
to a high computational cost of both decoding the vector in order to find the
relevant data points (where bits are set to one) and computing their distances to
the query point. The decoding part benefits from a sparsely populated bitvector
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Figure 12.4: Query times for varying dimensionality d′ (N = 200,000)
which necessitates a low selectivity in the filtering step of the nearest neighbor
search. Contrary to that, the selectivity using all ten dimensions was at 0.25%
while it was twice that for the combination of only the five dimensions with the
highest variances.
Figures 12.4 and 12.5 show average response times subject to the projected
data dimensionality d′ and the cardinality N of D respectively. The linear scan
is included as a trivial alternative to the various indexes. Nonsurprisingly, our
tests with the Vector Approximation File [WSB98] loaded into main memory
never returned average query times faster than those of the linear scan. This is
explained by the need to compute a minimal distance to the query point for each
point in D which in the main memory scenario was no faster than computing the
exact distance itself. We thus omitted it from the diagrams for simplicity. Aside
from the two Voronoi-based indexes explained in section 12.2, we included the
X-tree and a variation of the CR-tree, which both store data points in their leaf
nodes. The Priority Search algorithm [HS95] for those two hierarchical indexes
outperformed the Depth-first Traversal algorithm of [RKV95] in all our test runs.
The latter was thus omitted. For the 200,000 image histograms of figure 12.4, all
remaining indexes outperformed the linear scan over the whole range of examined
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Figure 12.5: Query times for varying cardinality N (d′ = 16)
dimensionalities. Without exceptions, the Voronoi-based Bitvector Index has the
lowest querying times followed by the Voronoi-based X-tree. For the latter, the
indexed dimensionality was optimal at d∗ = 4 for d′ ∈ [4, 12] and d∗ = 3 for the
rest.
The same order of comparative querying speeds was observed over the whole
range of N ∈ {50000, 100000, 150000, 200000} for a fixed d′ = 16 as depicted
by figure 12.5. Here the point-based hierarchical indexes increasingly manage to
outperform the linear scan as the number of data points grows. This is also true for
the Voronoi-based X-tree. Perhaps surprisingly at first, even the Bitvector Index
with a linear time complexity displays a seemingly sub-linear behavior. While this
is of course not true in the strict theoretical sense, its slowing increase is explained
by the decreasing selectivity that the approximation of the Voronoi cells exhibits
with an increasing number of smaller cells. A linear behavior would be expected
once that selectivity closes in on the ideal value of 1/N at the latest. At d′ = 16
and N = 200, 000 the speedup factor comparing the bitmap-based Voronoi to the
next fastest competing approach was over 2.5.
To finish our series of experiments, we varied the real world data set for all
described indexes and algorithms. In addition to the 200,000 image histograms
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27D to 10D PCA 200000 imag27D to 10D PCA 200000 phoneme dat10D to 6D PCA 60000 stocks data set query times
Linear Scan 91.24087591 91.00965658 470.5882353
Voronoi Bitmap 1232.437762 1837.390905 11627.90698
CR-Tree HS95 182.8153565 131.7523057 561.7977528
CR-Tree RKV95 94.16195857 #DIV/0! #DIV/0!
VA File NOA 4bit 15.87301587 #DIV/0! #DIV/0!
X-Tree HS95 527.609822 327.9290624 3084.040093
X-Tree RKV95 119.860832 #DIV/0! #DIV/0!
Voronoi X-Tree 661.091462 171.5879227 1882.352941
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Figure 12.6: Query throughputs and 2D projections per data set
(all taken from TV screen shots), we used as many phoneme-based histograms
extracted from 12,374 spoken and transcribed [Wah00] sentences using resolution
of 10ms for a sliding window of one second and a window-to-window overlap of
74% which resulted in a high number of non-unique vectors (≈5%). Lastly, 60,000
ratios comparing the per-minute amount of money spent on 10 blue chip stocks
traded were calculated from a subset of the data available in [KF02] and projected
to the first six principal components.
In order to visualize the distribution of the resulting vectors, we also projected
all data sets to their first two respective principal components and show them
together with the 2-dimensional convex hull in figure 12.6b. The hierarchical
methods were not as efficient for the later two data sets while the bitvector index
enables a vastly increased query throughput for all three data sets with a speedup
factor in excess of five for the phoneme data, as depicted in figure 12.6a.
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12 Dimensionality reduction and indexing
12.4 Conclusion
Our presented technique for indexing high-dimensional data that allows for low
nearest neighbor query response times in main memory environments outperforms
existing priority-based search methods that use index structures like the CR-tree
or X-tree regarding query throughput.
We achieved this speedup by precalculating the nearest neighbor information
using Voronoi cells, which can be performed efficiently for data with a low num-
ber of dimensions. For high-dimensional multimedia data we additionally pro-
posed new methods to efficiently approximate the data space boundaries and thus
enable a significant reduction of the data dimensionality based on linear dimen-
sionality reduction techniques. Our second reduction step removes less significant
dimensions of the cuboids without sacrificing further proximity information of
the data points, allowing us to efficiently index the cuboid-shaped Voronoi cell
approximations. Our experiments on main memory indexing for the resulting
low-dimensional cuboids using variants of the X-tree and a bitmap-based index
demonstrate a great response time speedup over competing approaches.
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Part VI
Conclusion
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13 Summary
In this thesis, we presented efficient database techniques for indexing and accessing
large data sets generated in the field of computational fluid dynamics (CFD). Our
methods are based on spatial index structures as well as relational constructs
implemented in relational databases (RDBMS) and allow for efficient interactive
and view-dependent post-processing of CFD data.
In Part I we gave an overview over the topics of this thesis and presented the
basics of computational fluid dynamics (CFD) and virtual reality (VR) techniques
required for the understanding of our indexing and query methods.
Part II explained the architecture of our index supported graphics data server
IndeGS, which incorporates the techniques presented in this thesis. We further
gave an insight on the secondary storage indexing methods we developed and
which are based on spatial index structures from the R-tree family. Parts of this
thesis have been published in conference proceedings or journals. A demonstration
of IndeGS was shown at the 2007 International Conference on Very Large Data
Bases (VLDB) [BS07b].
Part III was addressed at efficient and view-dependent execution of CFD post-
processing queries. We presented different distance functions to integrate the
aspect of view-dependency into the query processing on CFD data. Our query
methods were extended to react to dynamic behavior of the end user regarding
view parameters. We further presented methods to enable prefetching of query
results from data sets simulated over a time span. Excerpts of chapter 3-6 were pre-
sented at the 2007 International Symposium on Spatial and Temporal Databases
(SSTD) [BS07a].
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Part IV introduced our approaches to enable view-dependent post-processing
on indexes implemented in relational databases. We presented an improvement
of the existing relational interval tree (RI-tree) and developed methods to view-
dependently rank result data when executing queries on relational CFD indexes.
The ideas from chapter 8 were presented at the 2005 GI-Conference on Database
Systems for Business, Technology, and the Web (BTW) [BES+05b] and were also
published in the journal “Informatik, Forschung, Entwicklung” [BES+05a] in 2005.
The basic concepts of chapters 9 and 10 were published in the proceedings of the
2008 International Conference on Scientific and Statistical Database Management
(SSDBM) [BS08].
Part V addressed dimensionality reduction techniques for efficient nearest-neigh-
bor queries. Nearest neighbor information is efficiently indexed and queried after
application of a two-step dimensionality reduction process. Chapters 11 and 12
have been presented at the 2006 International Conference on Extending Database
Technology (EDBT) [BWS06].
193
14 Future work
The studies presented in this thesis offer potential for future work in a number of
areas which we will subsume in the following.
Prediction of query parameters
The use of IndeGS and IndeGSRI requires the setting of a multitude of parame-
ters. These parameters can be assigned to one of two classes: index generation
parameters and query parameters.
Before being able to use any of the indexes, the combination of scalars to be
subsumed in one index has to be specified prior to index generation. Furthermore,
the decision whether to use a secondary index or not for the point data has to
be taken, bearing the trade-off between block accesses and index size in mind.
During post-processing, the user has to specify parameters like query rearrange-
ment strategy, ranking function, priority distribution for time steps, MINDIST
approximation method amongst others.
For users not familiar with the integrated methods, the setting of these param-
eters is hardly possible. By developing a concept to study user behavior and to
categorize users into a reasonable number of user groups, each user group can be
assigned preferred parameter settings which offer the best performance according
to the user’s prevailing behavior. One user group can e.g. represent users which
do not continuously change viewpoint and view direction. For this group, the hv -
distance with a low queue rearrangement frequency is more suitable than e.g. for
users that move rapidly inside the VR environment. An extensive study of users’
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behavior during post-processing in order to classify users is a promising research
topic.
Multi-resolution concepts
In the approaches presented in this thesis we focused on the transmission of collec-
tions of CFD cells to the visualizer. With spatial index structures using minimum
bounding rectangles (MBRs) constituting a search tree, the information stored in
inner nodes can be used during query execution to generate result approximations
with less detail first. At a later stage, the result set is refined with more precise
approximations of cells or the final result cells. This idea requires the development
of a model to describe the degree of resolution with which preliminary results are
displayed. This degree of resolution can be linked to the distance of objects to the
viewer, i.e. when an MBR with a high distance from the user is visited during the
traversal of the search tree, this MBR is rendered as a box, whereas MBRs closer
to the viewer are refined by MBRs or cells which are stored at a lower level of the
search tree.
Furthermore, the handling in the visualizer needs to be adapted, to allow the
graphics data server to remove already visualized low resolution objects and re-
place them with better resolved approximations of cells. Much research has al-
ready been done on level-of-detail (LOD) rendering and visualization, originating
in [Cla76]. An comprehensive overview of LOD techniques is given in [CKS03].
Development of methods to combine spatial index structures with LOD methods
is a promising research topic.
Parallel indexing
So far, IndeGS is able to serve multiple users, but is restricted to sequential execu-
tion of the queries. Parallel access to the index structures can be easily achieved
by installing numerous independent IndeGS components in the VR framework,
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each of which holds CFD indexes on secondary memory and executes one post-
processing query at a time. With the introduction of parallel file systems, a refined
version of IndeGS can distribute concurrent queries to different indexes, as access
to secondary storage is the bottleneck when executing queries. IndeGS requires
appropriate scheduling mechanisms and parallel file system access methods, which
can be developed in future research projects.
Non-axis-parallel indexing
Our index structure in part II is based on the hierarchical construction of a search
tree using minimum bounding axis-parallel rectangles (MBRs). The topology of
CFD cells is not restricted to axis-parallel cuboids, and cells can also be struc-
tured like tetrahedra, pyramids or wedges, amongst others. The analysis and
refinement of other index structures, e.g. based on a spherical approximation of
objects [WJ96] or combinations of rectangles and spheres [KS97], leave room for
research regarding their suitability for CFD data indexing. Furthermore, modi-
fications to the dynamic view-dependent access methods presented in this thesis
need to be developed and evaluated. Adaptations to these index structures may
lead to suitable techniques, reflecting the skewness of the indexed CFD data.
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Appendix A
CFD data sets
The CFD data sets used for experimental evaluation in this thesis are described
in the following.
A.1 Engine data set
time step: 2 time step: 30
Figure A.1: Engine data set (surface)
The engine data set consists of 62 time steps representing the simulation of a
fuel injection and ignition process inside a cylinder of a combustion engine. The
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Appendix A CFD data sets
surface of the engine cylinder is depicted for two exemplary time steps in figure
A.1. The volume inside which the behavior of several scalar values is simulated,
changes over time as a result of the up and down movement of the piston inside
the cylinder. Figure A.2 gives detailed information about important parameters
of the data set.
dimensions 3 geometric dimensions,
4 scalar dimensions
scalars ref_value, density,
energy, velocity
available time steps 62
number of cells (avg) 120,637
number of cells (min) 37,160
number of cells (max) 191,960
number of data points (avg) 127,318
number of data points (min) 40,822
number of data points (max) 201,434
file size (raw data, avg.) 17.9 MByte
file size (raw data, min) 5.68 MByte
file size (raw data, max) 30.0 MByte
overall file size 1.11 GByte
Figure A.2: Engine data set (parameters)
A.2 Delta wing data set
Figure A.3: Delta wing data set (surface)
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A.3 Acknowledgments
The delta wing data set depicted in figure A.3 consists of three time steps. The
aerodynamic forces and flows around the delta wing are simulated. The structure
of the surface of the object does not change over time in this data set.
Detailed information about the delta wing data set is given in figure A.4.
dimensions 3 geometric dimensions,
8 scalar dimensions
scalars Mach_number, density, pressure
turb_kinetic_energy, turb_omega
eddy_viscosity, cp, total_pressure
available time steps 3
time step
1 2 3
number of data points 4,335,020 4,313,621 4,312,520
number of cells 14,911,322 14,825,195 14,833,323
file size 1.35 GByte 1.34 GByte 1.34 GByte
Figure A.4: Delta wing data set (parameters)
A.3 Acknowledgments
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