Keywords: Copula Density forecast MGARCH Non-normal multivariate distribution Uncorrelated dependent errors a b s t r a c t Multivariate GARCH (MGARCH) models are usually estimated under multivariate normality. In this paper, for non-elliptically distributed financial returns, we propose copula-based multivariate GARCH (C-MGARCH) model with uncorrelated dependent errors, which are generated through a linear combination of dependent random variables. The dependence structure is controlled by a copula function. Our new C-MGARCH model nests a conventional MGARCH model as a special case. The aim of this paper is to model MGARCH for non-normal multivariate distributions using copulas. We model the conditional correlation (by MGARCH) and the remaining dependence (by a copula) separately and simultaneously. We apply this idea to three MGARCH models, namely, the dynamic conditional correlation (DCC) model of Engle [Engle, R. , 122-150]. Empirical analysis with three foreign exchange rates indicates that the C-MGARCH models outperform DCC, VC, and BEKK in terms of in-sample model selection and out-of-sample multivariate density forecast, and in terms of these criteria the choice of copula functions is more important than the choice of the volatility models.
Introduction
Modeling the conditional covariance matrix is in the core of financial econometrics, as it is crucial for the asset allocation, financial risk management, and derivatives pricing. The multivariate generalized autoregressive conditional heteroskedasticity (MGARCH) models in the literature include the BEKK model by Engle and Kroner (1995) , the dynamic conditional correlation (DCC) model by Engle (2002) , and the varying correlation (VC) model by Tse and Tsui (2002) . However, these models have been estimated under the conditional multivariate normality assumption, while this assumption has been rejected in much of the empirical findings - Fama and French (1993) , Richardson and Smith (1993) , Longin and Solnik (2001) , Mashal and Zeevi (2002) , among many others.
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The aim of this paper is to model MGARCH for non-normal multivariate distributions using copulas. We propose a simple new model named a Copula-based Multivariate GARCH model, or in short C-MGARCH model, which permits modeling conditional correlation (by MGARCH) and dependence (by a copula) separately and simultaneously for non-normal multivariate distributions.
Our approach is based on a transformation, which removes the linear correlation from the dependent variables to form uncorrelated dependent errors. The dependence structure is controlled by a copula while the correlation is modeled by an MGARCH model. The C-MGARCH model can capture the dependence in the uncorrelated errors ignored by all existing MGARCH models. For every MGARCH model, the corresponding C-MGARCH model can be constructed.
Simulation and empirical analysis are conducted to demonstrate the superiority of the new model over existing MGARCH models such as the DCC, the VC, and the BEKK models. The paper takes advantage of both MGARCH models and of copulas. While a number of existing papers have used copulas to model dependence (particularly in the tails) and/or to model non-normality (e.g., skewness, fat tail), the current paper is the first that models MGARCH with copula distributions. The model is therefore able to model the conditional correlations and conditional dependence simultaneously.
The paper is organized as follows. Section 2 provides a brief review on MGARCH models. Section 3 introduces the new C-MGARCH model with uncorrelated dependent errors. In Section 3, we focus on the bivariate case. Section 4 considers the multivariate extensions in several different ways. Section 5 conducts empirical analysis for comparison of existing MGARCH models with their corresponding C-MGARCH models in terms of in-sample model selection criteria and out-of-sample (OOS) density predictive ability. The C-MGARCH models outperform corresponding DCC, VC and BEKK models when they are applied to three foreign exchange rates (French Franc, Deutschemark, and Italian Lira) . Section 6 concludes. Appendix is on copulas.
MGARCH Models
We begin with a brief review of three MGARCH models. Suppose a vector of the m return series {r t } n t=1 with E(r t |F t−1 ) ≡ µ t = 0 and E(r t r t |F t−1 ) ≡ H t where F t−1 is the information set (σ -field) at time t − 1. For simplicity, we assume the conditional mean µ t is zero. For H t , many specifications have been proposed. Engle and Kroner (1995) propose the BEKK model
With the scalar or diagonal specifications on A and B, we obtain the scalar BEKK (SBEKK) or the diagonal BEKK. We use the SBEKK in Section 5, which is
n t=1 r t r t is the sample covariance matrix of r t .
Instead of modeling H t directly, conditional correlation models decompose H t into D t R t D t , where D 2 t ≡ diag (H t ). As the conditional covariance matrix for ε t ≡ D −1 t r t is the conditional correlation matrix for r t , The DCC model of Engle (2002) models Q t , the covariance matrix of ε t , via a variance-targeting scalar BEKK model:
whereQ is the sample covariance matrix ofε t . A transformation The VC model of Tse and Tsui (2002) uses the following specification
whereR is the positive definite unconditional correlation matrix with ones in diagonal, andR t = 
New model: C-MGARCH
In the vast existing MGARCH literature, the distribution for r t is assumed to be a certain m-variate elliptical distribution (e.g., mvariate normal or Student's t) with mean µ t (=0) and conditional covariance H t . The standardized errors e t = H −1/2 t r t would then have the same m-variate elliptical distribution with zero mean and identity covariance: E(e t |F t−1 ) = 0 and E(e t e t |F t−1 ) = I.
However, Embrechts et al. (1999) point out some wide-spread misinterpretations of the correlation, e.g., that no-correlation does not imply independence and a positive correlation does not mean ''positive dependence'' (Lehmann, 1966) . Here, the 2 In Tse and Tsui (2002) , a necessary condition to guaranteeR t positive definite is M k. Another necessary condition for non-singularity ofR t , which should be added, is that M should be bigger than the maximum number of observations of consecutive zeros of ε i,t , i = 1, . . . , k. In the empirical section, we set M = 5, which is transaction days in one week.
identity conditional covariance matrix of e t itself does not imply independence except when e t follows an elliptical distribution.
The key point of this paper is that we permit dependence among the elements of e t even if they are uncorrelated as shown by E(e t e t |F t−1 ) = I. The C-MGARCH model specifies the dependence structure and the conditional correlation separately and simultaneously. The former is controlled by a copula function and the latter is modeled by an MGARCH model for H t .
We use the (similar) notation of Joe (1996) is denoted as f j|S . Denote u i ≡ F i (η i ) for the probability integral transform of η i .
In Section 3 we focus on the bivariate case with m = 2. In Section 4 the multivariate cases with m ≥ 2 are considered. Before we introduce our new C-MGARCH model, we first briefly review the copula theory (with some more details in Appendix).
Copula
Although there are many univariate distributions used in econometrics, for multivariate distribution there are few competitive candidates besides multivariate normal distribution and multivariate Student's t distribution. However, the multivariate normal distribution is not consistent with the well-known asymmetry and excess kurtosis in financial data although it is easy to use. In this paper, we use the recently popular copulas. The principle characteristic of a copula function is its ability to decompose the joint distribution into two parts: marginal distributions and dependence structure. Different dependence structures can combine the same marginal distributions into different joint distributions. Similarly, different marginal distributions under the same dependence structure can also lead to different joint distributions.
The relationship between a copula and joint distribution function is illuminated by Sklar's (1959) 
Conversely, if C is a copula and F 1 and F 2 are marginal distribution functions, then the function F 12 defined above is a joint distribution function with margins F 1 and F 2 .
The joint density function f 12 (η 1 , η 2 ) is
where the copula density is c(
of copula function is its invariance under the increasing and continuous transformation, such as log transformation.
The joint survival function and the survival copula are related through
The density of survival copula can be expressed through the density of original copula as c S (
Upper tail dependence λ U and lower tail dependence λ L defined
measure the dependence in extreme cases. The tail dependence of each copula is discussed in Appendix.
In this paper, we use the independent (I) copula, Gumbel (G) copula, Clayton (C) copula, Frank (F) copula, Gumbel survival (GS) copula, and Clayton survival (CS) copula. Their functional forms and properties are discussed in Appendix. Let η t = (η 1,t η 2,t ) . From (6), the log-likelihood function for η t n t=1 is:
where n is the number of the observations and θ = (θ 1 θ 2 θ 3 ) are the parameters in the marginal densities f 1 (·) and f 2 (·), and the copula shape parameter. The log-likelihood is decomposed into two parts, the first two terms related to the marginals and the last term related to the copula.
Related literature using copula
We note that the MGARCH models discussed in Section 2 can also be put in the copula framework with elliptical copulas (normal or Student's t). For example, to estimate for H t = D t R t D t , the DCC model of Engle (2002) assumes the normal margins for elements of ε t = D −1 t r t = (ε 1,t ε 2,t ) and the normal copula for u 1,t = (ε 1,t ; θ 1 ) and u 2,t = (ε 2,t ; θ 2 ) (where (·) is the univariate normal CDF) with the copula shape parameter being the timevarying conditional correlation R t .
3 This is to assume the bivariate normal distribution. Let (θ 1 θ 2 ) be parameters in D t , and θ 3 in R t .
The log-likelihood function for the DCC model has the form:
where the first part corresponds to the normal marginal loglikelihood and the second part corresponds to the normal copula log-likelihood. See (25) for the normal copula function in Appendix. In this case the margins contain D t and the copula contains R t .
3 However, if non-normal margins are assumed, R t is not the the conditional correlation of r t and H t is not MGARCH of r t .
To accommodate the deviations from bivariate normality in the financial data, there have been other related attempts in the literature that use copulas. However, these works focus on modeling the conditional dependence instead of the conditional correlation. For example, taking the empirical distribution functions for the margins and a parametric function for the copula, Breymann et al. (2003) and Chen and Fan (2006) 
using univariate realized volatility estimated from high frequency data or using univariate GARCH models. In that framework, estimated are the univariate conditional variances D 2 t and the conditional dependence, but not the conditional correlation R t nor the conditional covariance H t .
The aim of our paper is different than those of the above mentioned papers. We model the conditional covariance H t for non-normal multivariate distributions using copulas. Our model is to separately quantify the conditional correlation (by MGARCH) and the remaining dependence (by copula). We now introduce such a model. The idea is to have the new C-MGARCH model inherited from the existing MGARCH models to model H t , at the same time it is also to capture the remaining dependence in the uncorrelated dependent standardized errors e t = H −1/2 t r t .
Structure of C-MGARCH model
For m = 2, let r t = (r 1,t r 2,t ) , η t = (η 1,t η 2,t ) , and e t = (e 1,t e 2,t ) . The C-MGARCH model can be formulated as follows:
where E(e t |F t−1 ) = 0, E(e t e t |F t−1 ) = I, E(η t |F t−1 ) = 0, and E(η t η t |F t−1 ) = t = (σ ij,t ). By the Sklar's theorem, F 12 (η 1,t , η 2,t ; θ t ) = C (F 1 (η 1,t ; θ 1,t ), F 2 (η 2,t ; θ 2,t ); θ 3,t ), where C (·, ·) is the conditional copula function.
The conventional approach is to assume bivariate independent normality for η t (C (u 1 , u 2 ) = u 1 u 2 , i.e., σ 12 = 0), while our approach is to assume a dependent copula for η t keeping e t uncorrelated (C (u 1 , u 2 ) = u 1 u 2 ). The main contribution of our C-MGARCH model is that it permits modeling the conditional correlation and dependence structure, separately and simultaneously.
As the Hoeffding's (1940) lemma shows, the covariance between η 1,t and η 2,t is a function of marginal distributions F 1 and F 2 , and joint distribution F 12 . See Lehmann (1966) , Shea (1983) , and Block and Fang (1988 
By Hoeffding's Lemma and Sklar's Theorem, the off-diagonal element σ 12,t of the conditional covariance matrix t between η 1,t and η 2,t at time t, can be expressed as
For simplicity, we assume that the marginal standard normal distribution (for which θ 1 , θ 2 are known) and the copula parameter θ 3 is not time-varying: θ t ≡ θ = θ 3 . 4 This makes σ 12,t (θ t ) ≡ σ 12 (θ) and t (θ t ) ≡ (θ).
The log-likelihood function for η t n t=1 is:
Because
is: ≡ (a ij ), then e 1,t = a 11 η 1,t + a 12 η 2,t and e 2,t = a 12 η 1,t + a 22 η 2,t would be linear combinations of two dependent random variables η 1,t and η 2,t . Even if each of η 1,t and η 2,t has the conditional margins of standard normal distribution, the conditional margins of e 1,t and e 2,t are not normal because η 1,t and η 2,t are not independent. A nice feature of the C-MGARCH model is to allow the conditional non-normal margins of r t even if we assume the conditional normal margins of η t . Note that if the copula for η t is the independence copula, then we obtain the bivariate conditional normality for r t if we use the conditional normal margins for the elements of η t . Therefore, the better fit of the non-independence copula of η t may be due to the conditional non-normality of the bivariate joint density of r t and also due to the conditional non-normality of the margins of the elements of r t .
Remark 2. The aim of the paper is to model MGARCH H t under the conditional non-normal density of r t . It is to extend the vast literature on the univariate GARCH with conditional non-normal distribution to the multivariate case.
5 To model MGARCH with conditional non-normal multivariate density, we take an extra step to separate the remaining dependence (not captured by the conditional correlation) from the correlation and model both the conditional correlation and dependence directly. The extra step is a transformation e t = −1/2 η t , to have the conditional second moments H t to explicitly enter in the conditional density function, while the conditional non-normal dependent copula is assumed for η t . This extra step to separate e t and η t is the main innovation of our model. Under conditional normality, therefore, e t = (e 1,t e 2,t ) are conditionally uncorrelated (E(e 1,t e 2,t |F t−1 ) = 0) and also independent. Under non-normality, e t = (e 1,t e 2,t ) should remain to be conditionally uncorrelated (E(e 1,t e 2,t |F t−1 ) = 0) so that H t be the conditional second moment, but e t = (e 1,t e 2,t ) can be dependent. So we call e t the uncorrelated 4 θ 3,t may be modeled to be time-varying. For example, for Gumbel copula, θ 3,t = 1 + exp(a + bθ 3,t−1 + cu 1,t−1 + du 2,t−1 ).
5 A conditional non-normal density for univariate GARCH model was first considered by Bollerslev (1987) , p. 544), who wrote, ''Even though the unconditional corresponding to the GARCH model with conditional normal errors is leptokurtic, it is not clear whether the model sufficiently accounts for the observed leptokurtosis in financial time series. In particular, a fat tailed conditional distribution might be superior to the conditional normal''. There are some papers where multivariate GARCH is modeled under conditional non-normal densities. However, unlike in the univariate GARCH model, in the multivariate GARCH model one cannot simply replace the multivariate normal density with the multivariate non-normal density as the latter density may not be parametrized in terms of the conditional second moments. Therefore one should carefully formulate a multivariate density for modeling of MGARCH. A nice example is the multivariate skew density of Bauwens and Laurent (2005) . dependent errors. To separate the remaining dependence (not captured by the conditional correlation by H t ), we assume that
, so that σ 12 may not be zero (i.e., e t and η t are not the same). At the same time, the conditional joint distribution of r t = (r 1,t r 2,t ) is non-normal, because the joint distribution F 12 (η 1 , η 2 ) of η t is not normal and r t = H 1/2 t −1/2 η t . Therefore we are able to model the MGARCH for r t , using the conditional non-normal distribution of r t .
Remark 3. The C-MGARCH model nests all existing MGARCH models. When the copula for η t is independent copula, is diagonal. In addition, if the conditional margins for η t are standard normal, the C-MGARCH model degenerates to the corresponding MGARCH model with bivariate conditional normal distribution for r t . For every MGARCH model, we can construct the corresponding C-MGARCH models with uncorrelated dependent errors.
Remark 4. The C-MGARCH model permits modeling conditional correlation and dependence separately and simultaneously with non-elliptically distributed dependent errors, and remove correlation from dependence to form the uncorrelated dependent errors. The remaining dependence is then captured by a copula. To our knowledge, no previous models incorporate correlation and dependence at the same time. Instead, they focus only on the dependence by modeling shape parameter in copula, Kendall's τ , or Spearman's . Different from the existing financial applications of copula theory, which focus on (conditional) dependence and ignore the (conditional) correlation, our C-MGARCH models aim to model both dependence and correlation. The linear dependence among the elements of r t is modeled via H t and the (remaining) nonlinear dependence (not captured by of H t ) in r t is measure by , which is a function of the copula function and its shape parameters (Hoeffding's lemma).
Remark 5. The variance-covariance approach to optimal portfolio allocation is rooted on the assumption of multivariate normality or ellipticality. Without multivariate normality or ellipticality, the variance-covariance approach may not be valid in that we do not consider the higher moments of the joint (non-normal) distribution of the assets for portfolio allocation. The appropriate approach to portfolio allocation under conditional non-normality has been an active research area. For example, Harvey and Siddique (2000) , Patton (2004) , Krause and Litzenberger (1976) , Singleton and Wingender (1986) , among others, attempted to incorporate the higher moments (conditional skewness and conditional kurtosis) in asset pricing and portfolio analysis. In this framework, modeling the conditional higher moments (or cumulants) may also be computed from the generalization of the Hoeffding's formula. Heoffding's lemma (Hoeffding, 1940) gives an integral representation of the covariance of two or more random variables in terms of the difference between their joint and marginal probability functions. The cumulant generalization of the Hoeffding's formula gives an integral representation of the cumulants of two or more random variables (Block and Fang, 1988, Theorem 1) . While we only focus on the conditional second moment (MGARCH) in this paper, generalization to the conditional higher moments may be possible using the cumulant generalization of the Hoeffding's formula. Hence, our C-MGARCH model is a simple case that can certainly be generalized to the conditional higher moments of the multivariate conditional nonnormal distributions.
Remark 6. Given the marginal distributions and the copula, one can always work out the implied correlation. In fact, Patton (2006, Footnote 19 and Figure 2) , calculated the implied conditional correlations. Our paper is motivated to compute directly the conditional correlation and dependence, simultaneously and separately. What makes our paper different from some of the papers in the MGARCH literature using conditional non-normal multivariate density is that our paper takes advantage of existing MGARCH models and of copulas. By doing this we model the conditional correlation (by MGARCH) directly and at the same time the conditional dependence (by copula) as well.
6
Remark 7. In the previous version of this paper, Lee and Long (2005) , we reported Monte Carlo simulations to see how our model works in estimation, especially because it involves the Hoeffding's lemma with the numerical integration. We generate samples of moderate size n = 500 via the method of Nelsen (1999) for bivariate systems simulated from the C-MGARCH models (9) with normal margins, with each of DCC, VC, and SBEKK models for H t , and with Archimedean copulas. Lee and Long (2005) discuss the details on how to generate η t and r t . We then estimate C-MGARCH models. In summary, the Monte Carlo simulation confirms that the one-step QML estimation procedure works very well. As a referee pointed out that this can also be seen from the empirical results, to save space we delete the Monte Carlo simulations (available upon request).
m-Variate C-MGARCH
In this section we extend the bivariate C-MGARCH in Section 3.3 to m-variate C-MGARCH with m ≥ 2. The m-variate C-MGARCH model is formulated as follows
where E (e t |F t−1 ) = 0, E e t e t |F t−1 = I, E η t |F t−1 = 0, and E η t η t |F t−1 = = σ ij . In order to estimate the C-MGARCH model, we need to construct the joint CDF F 1,...,m η t ; θ from which we obtain the bivariate margins F ij η i , η j to compute σ ij , the joint PDF f 1,...,m , and the log-likelihood L η (θ).
Let C ij denote the bivariate copula associated with the bivariate margin F ij
where θ ij is the copula parameter. Once F ij (i, j = 1, . . . , m) is obtained, σ ij is determined by Hoeffding's Lemma. (If we assume the standard normality on the margin F i of η i , then the diagonal elements of are normalized at σ ii = 1 for identification.)
How to construct F
To obtain the joint distribution F 1,...,m with the bivariate margins F ij , we consider two methods. They are different in construction and have some advantages and disadvantages.
Method 1
The first method is based on Joe (1996) , who derives a class of m-variate distributions with m(m − 1)/2 dependence parameters from given univariate margins and bivariate copula margins.
For m = 3, given univariate margins (F 1 , F 2 , F 3 ), bivariate marginal copulas (F 12 , F 23 ), and a bivariate conditional copula 6 The semiparametric copula-based multivariate dynamic (SCOMDY) model of Chen and Fan (2006) is different from our C-MGARCH model. The SCOMDY model is a multivariate model (like ours) to model the non-normal distribution using the copula function for the standardized process by using univariate conditional variance, the diagonal elements of H t . However, the SCOMDY model does not model the conditional co-variance, the off-diagonal elements of H t (unlike ours) and it only models the conditional dependence.
(C 13|2 ), the trivariate joint distribution is 
where
) dz 2 dz 3 by applying the chain rule to (14) for F 23 . This can be extended recursively and inductively to obtain higher dimensional distributions. See Joe (1996, p. 122) .
Method 2
The second method is to use the multivariate Archimedean m-copulas, that can be obtained from the symmetricity and associativity properties of Archimedean copulas. See Joe (1997, p. 87) , Nelsen (1999, p. 121) , and Embrechts et al. (2003, p. 373 ) for derivation of
, where ϕ is the generator of an Archimedean copula. We discuss the m-variate Archimedean copulas in Appendix. From C 1,...,m (u), we derive the bivariate copula function C ij u i , u j between u i and u j by setting all
Remark 8. The associativity property of Archimedean copulas is not shared by other copulas in general and thus Method 2 is generally for Archimedean copulas. Another disadvantage of Method 2 is that it assumes the same dependence structure for all pairs of (u i , u j ), i.e., the same copula function C ij = C with the same parameter θ ij = θ .
8 This is to set all the off-diagonal elements of to take the same value (σ ij = σ ), which is obviously restrictive as can be seen from estimated values of θ ij and σ ij in our empirical results (Tables 1-3) 
and F 13|2 (η 1 , η 3 |η 2 ) = C 13|2 F 1|2 , F 3|2 by Sklar theorem.
8 In Section 5, we use the 3-variate Frank copula as shown in (27) with m = 3. It can be easily seen that C 123 (u 1 , u 2 , 1; θ ) = C 12 (u 1 , u 2 ; θ), and they have the same shape parameter θ. with the Independent copula (denoted as I). Estimated are five other C-MGARCH models with Gumbel copula (G), Gumbel Survival copula (GS), Clayton copula (C), Clayton Survival copula (CS), and Frank copula (F). For space, only copula shape parameter estimates and their robust standard errors are reported. The parameter estimates are from the one-step QMLE. The numbers in parentheses are the standard errors calculated from the robust QMLE covariance matrix of the parameters. θ is the copula shape parameter. Each copula function has only one shape parameter. σ is the off-diagonal element of . log L, AIC, and SIC are as defined in Section 5. The largest in-sample average of the estimated log-likelihood (log L) and smallest AIC and SIC for each family are in bold font to indicate the best C-MARCH model of each family. Panel B. The out-of-sample forecast period is daily from January 5, 1997 to December 31, 1997 (with P= 251 days). log L denotes the out-of-sample average of the predicted log-likelihood. std(log L) denotes the out-of-sample standard deviation of the predicted log-likelihood. The largest log L for each family is in bold font to indicate the best C-MARCH model of each family. The reality check p-values (denoted as RC) are reported to compare the five C-MGARCH models with the benchmark MGARCH model with I copula. We use 1000 bootstrap samples of the ''stationary bootstrap'' with the mean block size equal to 5 days (a week) (i.e., with the stationary bootstrap smoothing parameter (1/5)). The benchmark model in each family is MGARCH with Independent (I) copula. We also computed the modified reality check p-values of Hansen (2005) which all turn out to be exactly the same as those of White (2000) in all four tables in our paper.
can reduce the effect of parameter estimation uncertainty in OOS forecasting. 9 This is in line with a broad interpretation of the shrinkage principle as discussed in Diebold and Li (2006, p. 322) : ''imposition of restrictions, which will of course degrade in-sample fit, may nevertheless be helpful for out-of-sample forecasting, even if the restrictions are false''.
Remark 9.
A different method other than the above two methods may also be possible. For example, Joe (1997, p. 156) , provides a three variable extension of the Frank copula with multiple shape parameters. For more discussion of the multivariate copula functions, see Joe (1997, Sections 5.3 and 5.5 ). We do not use this method in our empirical analysis in the next section, where we only consider Method 1 and Method 2.
Joint density f 1,...,m (η t ; θ) and the likelihood
Let θ be the copula parameters and α be the MGARCH parameters to parameterize H t , e.g., DCC, VC, and BEKK as discussed in Section 2. The log-likelihood of 
Therefore, in order to get the log-likelihood, we need to get the joint density f 1,...,m (η t ; θ).
Likelihood for method 1
For m = 3, from (15), we obtain the joint 3-density as follows: (17), we obtain the joint 4-density as follows:
This generalizes Equation 4 of Patton (2006). Note that even for
Note that for the 4-variate distribution we only need bivariate copula functions for Method 1. Then the log-likelihood function can be obtained similarly, from (18), (19) and (21).
Likelihood for Method 2
For m = 3, the (conditional) joint PDF function of η t is
Note that for the 3-variate distribution we need the 3-variate copula function for Method 2 (while we only need bivariate copulas for Method 1). The log-likelihood function can be obtained similarly, from (18), (19) and (22).
Empirical analysis
The objective of this section is to compare the C-MGARCH models with the conventional MGARCH models in terms of insample estimation and OOS forecasting. To elucidate the effect of the distinct feature of the C-MGARCH model, we adopt the normal distribution for all margins so that the difference arises only from the copula.
We examine three foreign exchange (FX) rate series (in U.S. dollars) -French Franc (FF), Deutschemark (DM), and Italian Lira (IL). The return series are 100 times the log-difference of the exchange rates. The daily spot FX series are from the Federal Reserve Statistical Release. The entire sample period that we consider is daily from 1993 to 1997 with T = 1256 observations. We split the sample in two parts. The in-sample estimation period is from January 4, 1993 to December 31, 1996 (R ≡ 1005 observations). The OOS forecast validation period is from January 5, 1997 to December 31, 1997 (P ≡ T − R = 251 observations).
We use the ''fixed scheme'' for which we estimate the parameters at t = R (December 31, 1996) using the sample of size n = R, and fix the parameters at these estimated values (no updating) to make one-day-ahead density forecasts throughout the total P = 251 days in 1997. 10 The results are presented in Tables 1-4 
In-sample estimation
For the in-sample comparison between our C-MGARCH models and MGARCH models, we present in Panel A of each table the following three model selection criteria:
where k is the number of parameters in each model and
To test for the null hypothesis that is an identity matrix, it can be tested by the likelihood ratio (LR) statistic
which is asymptotically χ 2 -distributed (with d.f. equal to m(m − 1)/2 for Method 1 and d.f. equal to one for Method 2). The loglikelihood ratio of two models is the entropy gain in the sense of Vuong (1989) . The superiority of Gumbel Survival copula for FF-DM (Table 1A) , Gumbel copula for DM-IL (Table 2A) and Frank copula for FF-IL (Table 3A) over the independent copula indicates that the conditional joint distributions of these three pairs of FX return series are not bivariate normal. For example, for FF-DM, LR R = 176.88 to compare I-DCC and GS-DCC (Table 1A) . For all three bivariate pairs of FF-DM, DM-IL, FF-IL, the LR statistics obtained from Panel A of each tables confirm the conditional multivariate non-normality. For all three families (DCC, VC, BEKK), the independent copula yields the smallest (worst) log L. The ranking of the different copula functions are robust to the different MGARCH models, implying that the choice of the copula function is more important than the choice of the MGARCH (DCC, VC, BEKK). The best models are GS-MGARCH model for FF-DM (Table 1A) , G-MGARCH for DM-IL (Table 2A) , and F-MGARCH for FF-IL (Table 3A) , for all three specifications of H t .
11
It is interesting to note the tail dependence properties implied by the best selected C-MGARCH model. Gumbel Survival copula chosen for FF-DM has the asymmetric tail dependence with positive lower tail dependence (λ L > 0) and zero upper tail dependence (λ U = 0). For DM-IL, Gumbel copula is selected, which has the asymmetric tail dependence with positive upper tail dependence (λ U > 0) and zero lower tail dependence (λ L = 0).
For the FF-IL pair, the model selection criteria select Frank copula, which has symmetric tail dependence. 12 {r R , . . . , r 1 } at the end of the in-sample. We use the fixed scheme in this paper. See West and McCracken (1998, p. 819) for more discussion on these three forecasting schemes. 11 We use a symbol G for Gumbel copula, C for Clayton copula, F for Frank copula, GS for Gumbel survival copula, CS for Clayton survival copula, and I for independent copula. Then a C-MGARCH model with a particular copula function and a particular MGARCH specification of H t will be denoted like G-DCC, C-VC, GS-SBEKK, I-DCC. In trivariate case it will be denoted as (e.g.) I-I-I-MGARCH for the benchmark model and GS-G-F-MGARCH with GS for the (1, 2) pair FF-DM, G copula for (2, 3) pair DM-IL, and Frank copula for (1, 3) pair FF-IL.
12 If the copula of η t is independent, the copula of e t is also independent. If the copula C (u 1 , u 2 ) of η t is the independent copula, and −1 are diagonal. If = −1 = I, then e t = η t . Therefore, if the copula C (u 1 , u 2 ) of η t is the independent copula, the copula for e t is also independent copula. However, as pointed out by an anonymous referee, we should note that e t and η t may not necessarily share the same important features. For example, the tail dependence for η t may not necessarily indicates the same direction of the tail dependence for e t or r t . Unfortunately, these are unknown properties unless is diagonal. Notes: Daily changes in logarithms of three foreign exchange rates for FF, DM, and IL from January 4, 1993 to December 31, 1996 (R = 1005) are used. The 3-variate distributions are obtained from Method 1 and Method 2 as discussed in Section 4. When Method 1 is used there are three copula parameters (for three pair-wise copulas C12, C23, and C13|2). We consider four models: MGARCH with the 3-variate Independent copula (denoted as I-I-I), C-MGARCH with GS-G-F copula using Method 1, C-MGARCH with F-F-F copula using Method 1, and C-MGARCH with 3-variate Frank copula using Method 2. θ is the copula shape parameter(s). Method 1 using GS-G-F copula or F-F-F copula has three copula parameters. Method 1 using the trivariate Frank copula has only one copula shape parameter. The notation σ is to denote the off-diagonal elements of . Method 1 has the three distinct off-diagonal elements of . Method 2 has the three identical off-diagonal elements of because the three pairwise bivariate copula functions have the same shape parameter θ . The largest average log-likelihood (log L) and smallest AIC and SIC for each family are in bold font to indicate the best C-MARCH model of each family. Also see notes for Table 1A (Panel A). The reality check p-values are reported to compare the three C-MGARCH models with the benchmark MGARCH model with I-I-I copula. The three trivariate C-MGARCH models, denoted as GS-G-F (using Method 1), FFF1 (F-F-F using Method 1), and FFF2 (F-F-F using Method 2), are the same models as considered in Panel A. See also notes for Table 1B (Panel B) .
For the trivariate system of FF-DM-IL (Table 4A) , we compare three C-MGARCH models (GS-G-F-MGARCH using Method 1, F-F-F-MGARCH using Method 1, and F-F-F-MGARCH using Method 2) with the benchmark MGARCH (I-I-I-MGARCH). The benchmark MGARCH yields the worst values for log L, AIC, and SIC. The best model in terms of these three model selection criteria is the F-F-F-MGARCH with Method 1 for DCC and VC families, and the GS-G-F-MGARCH with Method 1 for SBEKK family. While Method 1 works better than Method 2 in terms of the three model selection criteria, the performance of Method 2 is quite encouraging as it is only slightly worse but much simpler to use than Method 1.
Panel A in each of the three tables also presents the estimated copula shape parametersθ R , their robust standard errors, and the correspondingσ ij obtained from the Hoeffding's lemma. For FF-DM (Table 1A) , the estimated Gumbel Survival copula parameter θ R = 1.10 givesσ 12 = 0.14 for GS-DCC. GS-VC and GS-SBEKK have the similar values forθ R = 1.09, 1.08, and forσ 12 = 0.13, 0.12, respectively. For DM-IL (Table 2A) , the estimated Gumbel copula parametersθ R (=1.16, 1.19, 1.15) andσ 12 (= 0.22, 0.25, 0.20) are bigger than those of FF-DM. For FF-IL (Table 3A) , the estimated Frank copula shape parameterθ R is 3.11 in F-DCC, 3.51 in F-VC, and 3.17 in F-SBEKK, and all significantly positive, and the corresponding values ofσ 12 are 0.44,0.48,0.44, indicating the remaining dependence in the standardized uncorrelated errors e t is substantial.
Out-of-sample predictive ability
Let β = (θ α ) and its estimateβ R = (θ Rα R ) be obtained from (23). Suppose there are l + 1 models in a set of the competing density forecast models, possibly misspecified. We compare l = 5 bivariate C-MGARCH models and l = 3 trivariate C-MGARCH models with the corresponding benchmark MGARCH model. Let these models be indexed by j (j = 0, 1, . . . , l) with the jth density forecast model denoted by ψ j t (r t ; β j t−1 ) for t = R + 1, . . . , T . The benchmark model is indexed with j = 0. If a density forecast model ψ t (r t ; β 0 ) coincides with the true density ϕ t (r t ) almost surely for some β 0 , then the one-step-ahead density forecast is said to be optimal because it dominates all other density forecasts for any loss functions (Diebold et al., 1998; Granger and Pesaran, 2000) . As in practice it is rarely the case that we can find an optimal model, our task is to investigate which density forecast model approximates the true conditional density most closely. If a metric is defined to measure the distance of a given model to the truth, we then compare different models in terms of this distance.
Following Bao et al. (2007) , we compare C-MGARCH models by comparing the conditional Kullback and Leibler (1951) t−1 , we split the data into two partsone for the estimation and the other for OOS validation. We use the ''fixed scheme'' for which we estimate the parameters only once at t = R (December 31, 1996) using the sample of size R = 1005, and fix the parameters at these estimated values (no updating) to make one-day-ahead density forecasts ψ j t (r t ;β j R ) throughout t = R + 1, . . . , T for the total P = 251 days in year 1997. We use the observations {r R , . . . , r 1 } to estimate the unknown parameter vector β * j R and denote the estimate asβ Usingβ R , we can obtain the OOS estimate of EI t (ϕ :
where P ≡ T − R is the size of the OOS period. Since the KLIC takes a smaller value when a model is closer to the truth, we can regard it as a loss function. Note that the OOS average of the KLICdifferential between the benchmark model 0 and model j is then simply the log-ratio of the predicted likelihoods
When we compare multiple l C-MGARCH models using various copulas against a benchmark MGARCH model, the null hypothesis of interest is that no C-MGARCH model is better than the benchmark MGARCH. White (2000) proposes a test statistic (so called ''Reality Check'') and the bootstrap procedure to compute its p-value. (2007), as we use the KLIC in comparing various C-MGARCH models with a fixed benchmark model (i.e., MGARCH), KLIC can serve as a distance metric with respect to the fixed benchmark. 14 For Reality Check test in our paper, it may worth making the following two remarks on the parameter estimation uncertainty and the nestedness problem: (1) In general, the distribution of test statistic may be rather complicated because it depends on parameter estimation uncertainty (West, 1996) . However, we note that one of the significant merits of using the KLIC as a loss function in comparing density forecast models is that parameter estimation uncertainty does not affect asymptotic inference. This is due to the use of the same objective function for the in-sample parameter estimation (minimizing the KLIC to getβ R ) and for the out-of-sample forecast validation (using the KLIC as a forecast evaluation criterion). See West (1996) and Bao et al. (2007) for more details. (2) While the Reality Check permits some of the competing C-MGARCH models to nest the benchmark, it requires that at least one of them not nest the benchmark (White, 2000 (White, , p. 1105 (White, -1106 . In our case, some C-MGARCH models nest the benchmark when the parameter space includes the value of θ to make a copula independent. For example, Gumbel-MGARCH with θ = 1 makes MGARCH. But Clayton-MGARCH and Frank-MGARCH do not nest the benchmark as the parameter space of θ does not make them independent. In addition, treating the test conditional on the estimated parameter valuesθ j R in line with Giacomini and White (2006) , the OOS reality check inference may handle the nested cases as well.
Jan./05/1997 to Dec./31/1997), we report the OOS average of the predicted log-likelihood
which is reported under ''log L'' in Panel B. In addition, we also report the OOS standard deviation of the predicted log-likelihood, which is reported under ''std''. In general, the in-sample results in Panel A and the OOS results in Panel B are consistent, in that the insample ranking across the C-MGARCH models is generally carried over to the OOS predictive ranking of the models.
For bivariate pairs of FF-DM, DM-IL, FF-IL, the density forecast comparison confirms the non-normality. For all three families (DCC, VC, BEKK), the independent copula yields the smallest (worst) predictive likelihood. For FF-DM, Table 1B shows the predictive superiority of C-MGARCH models based on Gumbel Survival copula over the MGARCH model with the bivariate normal distribution is significant (with Reality Check p-values 0.000, 0.000, 0.001, respectively for DCC, VC, SBEKK families). For DM-IL (Table 2B) , the best density forecast copula function is Gumbel for all DCC, VC, BEKK families and is significantly better than MGARCH (with Reality Check p-values 0.036, 0.000, 0.022, respectively for DCC, VC, SBEKK families). For FF-IL (Table 3B) , the predictive superiority of C-MGARCH models based on Frank copula over the MGARCH model is also very significant (with Reality Check p-values 0.001, 0.000, 0.000, respectively for DCC, VC, SBEKK families). The C-MGARCH models are significantly better than the benchmark MGARCH model even after accounting for potential data-snooping bias due to the specification search over five different copula functions.
For trivariate case of FF-DM-IL (Table 4B) , the independent copula yields the worst predictive likelihood. The largest (best) predicted likelihood is obtained from F-F-F-MGARCH with Method 2 for DCC family, from F-F-F-MGARCH with Method 1 for VC family, and from GS-G-F-MGARCH with Method 1 for SBEKK family (with Reality Check p-values 0.000, 0.000, 0.000, respectively for DCC, VC, SBEKK families). The results are strong in favor of the trivariate C-MGARCH in terms of both the in-sample fit and out-of-sample forecasting.
Our generalization of MGARCH models using copula is analogous to the efforts in the literature to use conditional non-normal densities in estimation of the univariate GARCH models. Bao et al. (2007) find that the choice of the density (e.g., skewness and fat tails, or different departures from normality) is more important than the choice of the volatility model (e.g., symmetric vs. asymmetric conditional variance) in modeling financial time series. Our empirical results show that this univariate conclusion is carried over to the multivariate case. Comparing the KLIC based on the insample fitted log-likelihood and the OOS predicted log-likelihood, we find that the choice of the density (different copula functions for different tail dependence or different departures from normality) is more important than the choice of the volatility model (e.g., DCC, VC, and BEKK) because once a right copula function has been chosen the ranking of the C-MGARCH models does not change with the different dynamic specifications of H t .
Conclusions
In this paper we propose a new MGARCH model, namely, the C-MGARCH model. The C-MGARCH model includes a conventional MGARCH model as a special case. The C-MGARCH model is to exploit the fact that the uncorrelated errors are not necessarily independent. The C-MGARCH model permits modeling the conditional covariance for the non-elliptically distributed financial returns, and at the same time separately modeling the dependence structure beyond the conditional covariance. We compare the C-MGARCH models with the corresponding MGARCH models using the three foreign exchange rates. The empirical results from the in-sample and OOS analysis clearly demonstrate the advantages of the new model.
Appendix
We present here some details on copula functions for two widely used copula families -elliptical copula family and Archimedean copula family. The former includes the Gaussian copula and the Student's t copula. The latter includes Gumbel copula, Clayton copula and Frank copula. We also discuss the survival copulas of Archimedean copulas and m-variate Archimedean copulas.
A.1. Elliptical copulas
Gaussian copula: Let R be the symmetric, positive definite correlation matrix and R (·, ·) be the standard bivariate normal distribution with correlation matrix R. The density function of bivariate Gaussian copula is: 
where η = ( −1 (u 1 ) −1 (u 2 )) and −1 (·) is the inverse of the univariate normal CDF. The bivariate Gaussian copula is:
Hu (2003) shows the bivariate Gaussian copula can be approximated by Taylor expansion:
, where φ is the density function of univariate Gaussian distribution and θ is the correlation coefficient between η 1 and η 2 . Both the upper tail dependence λ U and the lower tail dependence λ L are zero, reflecting the asymptotic tail independence of Gaussian copula.
Student's t copula: Let ω c be the degree of freedom, and T R,ω c (·, ·) be the standard bivariate Student's t distribution with degree of freedom ω c and correlation matrix R. The density function of bivariate Student's t copula is: It has two copula parameters θ = (R ω c ) . The upper tail dependence λ U of Student's t copula is λ U = 2 − 2t ω c +1 √ ω c + 1 √ 1 − ρ/ √ 1 + ρ , where ρ is the off-diagonal element of R. Because of the symmetry property, the lower tail dependence λ L can be obtained easily.
A.2. Archimedean copulas
Archimedean copula can be expressed as C (u 1 , u 2 ) = ϕ −1 (ϕ(u 1 ) + ϕ(u 2 )), where ϕ is a convex decreasing function, called generator. Gumbel copula: The generator for Gumbel copula is ϕ θ (x) = (− ln x) θ . For θ ≥ 1 (θ = 1 for independence and θ → ∞ for more dependence), the CDF and PDF for Gumbel copula are . This oneto-one mapping relationship between τ and θ clearly shows the copula shape parameter θ controlling the dependence structure. The dependence structure of Gumbel copula are asymmetric: λ U = 2 − 2 1/θ and λ L = 0.
The survival copula of Gumbel copula has mirror image to Gumbel copula. Its CDF and PDF are [(e −θ − 1) + (e −θu 1 − 1)(1 − e −θu 2 − 1)] 2 .
The dependence structure described by Frank copula is symmetric:
θ > 0 for positive dependence, θ → 0 for independence, and θ < 0 for negative dependence.
A.3. Multivariate Archimedean copulas
The multivariate Archimedean m-copulas can be obtained from the symmetry and associativity properties of Archimedean copulas. See Joe (1997, p. 87) , Nelsen (1999, p. 121) , and Embrechts et al. (2003, p. 373) . (27) 
