Abstract. We study the scattering theory for charged Klein-Gordon equations:
1. Introduction 1.1. Klein-Gordon equations with non-positive energy. Klein-Gordon field equations coupled with an external electromagnetic field appear in several problems of mathematical physics. It was realized since the forties by Schiff, Snyder and Weinberg [SSW] that for the Klein-Gordon equation on Minkowski space:
(1.1) (∂ t − iv(x)) 2 φ(t, x) − ∆ x φ(t, x) + m 2 φ(t, x) = 0, complex eigenfrequencies appear if the electrostatic potential becomes too large, which causes difficulties with the quantization of this field equation. This phenomenon is usually called the Klein paradox. It can be traced back to the fact that the conserved energŷ a rotating black hole. Again the conserved energy is not positive definite. A nice reference describing these problems is the appendix of the book by Fulling [Fu] . The aim of this paper is to study in details the scattering theory for a class of Klein-Gordon equations generalizing (1.1). We consider the charged Klein-Gordon equation:
(1.2)
2 φ(t, x) + 2 (x, D x )φ(t, x) = 0,
describing a Klein-Gordon field minimally coupled to an external electromagnetic field described by the (real) electric potential v(x) and magnetic potential b(x).
The function x → m(x) corresponds to a variable mass term, incorporating for example a scalar curvature term . The Cauchy problem (1.2) can be rewritten as
.
The evolution e −itB preserves the energy:
We are interested in this paper in the scattering theory, i.e. in the complete classification of the asymptotic behavior of e −itB f for all initial data f , when t → ±∞. Typical assumptions that we will impose in this paper (see Subsect. 3.1 for details) are: for some µ > 0, although a singular short-range part of v can also be accommodated. The asymptotic mass m is assumed to be strictly positive. In analogy to the scattering theory for Schrödinger operators, the case 1 < µ (resp. 0 < µ ≤ 1) will be called the short-range (resp. long-range) case.
1.2. Scattering theory. If the energy h is positive definite, i.e. the electric potential is not too large, one can use it to equip the space of initial data with a Hilbert space structure. Under typical assumptions one obtains the energy space E = H 1 (R n ) ⊕ L 2 (R n ), and the group e −itB becomes a strongly continuous unitary group on E, whose scattering theory can be studied by Hilbert space methods. We mention among many others the papers [E, Lu, N, S, VW, W, Wi] . In this paper we are interested in the situation when the energy is not positive. In this case the generator B may have complex eigenvalues, or real eigenvalues with non trivial Jordan blocks. It follows that in general the energy norm e −itB f E may be polynomially or exponentially growing in t.
To our knowledge the only result about scattering theory in this situation is due to Kako [K] where the case is treated. In [K] , spectral projections 1l I (B) for bounded intervals I such that ±m ∈ I cl are constructed by stationary arguments, and local wave operators s− lim t→±∞ e itB e −itB∞ 1l I (B ∞ ) = W ± I are shown to exist, for B ∞ being the generator of the free Klein-Gordon equation obtained for 2 = −∆ + m 2 and v(x) ≡ 0. Their ranges are shown to be equal to the range of 1l I (B), which is a result of local asymptotic completeness of wave operators.
However the results of [K] do not yield a complete classification of e −itB on the whole energy space E, because the closure of the ranges of W ± I when I runs over all allowed intervals I is not characterized in terms of the spectral theory of B. For example it is not known if the limits s− lim →0,R→+∞ 1l [m+ ,R] (±B) = P ± exist.
Besides the stationary method used in [K] does not adapt easily to long-range potentials.
In this paper we reconsider this problem using two tools: the first tool is the theory of selfadjoint operators on Krein spaces (see Appendices A and B for a brief summary). Krein spaces are complete, hilbertizable vector spaces equipped with a bounded, non-degenerate but non-positive hermitian sesquilinear form h [·, ·] , the adjoint of a densely defined linear operator being defined with respect to h. Among selfadjoint operators on a Krein space, the class of definitizable selfadjoint operators is of primary importance. Definitizable operators on a Krein space are quite close to selfadjoint operators on a Hilbert space: although they may have complex eigenvalues, they admit a (smooth) functional calculus on the real line (see Subsect. B.3 for a self-contained presentation) and also spectral projections 1l I (B) for a class of intervals I ⊂ R.
The idea of using Krein space theory to study the Klein-Gordon equation with a non-positive energy is of course not new. Equations coming from classical mechanics (like the Klein-Gordon equation) are actually typical applications of Krein space theory. We mention among others the papers [J2, J3, LNT1, LNT2] . However in these works the Krein space theory is mainly used to prove the existence of the dynamics e −itB , to show that the number of complex eigenvalues of B is finite or to get a priori estimates on the spectrum of B. The scattering theory is not considered.
Our second tool is an adaptation to the framework of definitizable selfadjoint operators on Krein spaces of the time-dependent approach to Hilbert space scattering theory, in the version initiated by Sigal and Soffer [SS] , based on propagation estimates. The method of propagation estimates proved very powerful and flexible to study scattering theory for Schrödinger operators, in particular for the problem of asymptotic completeness of wave operators. For wave or Klein-Gordon equations on some stationary manifolds it has been developed by Häfner [H] .
Its adaptation to the Krein space setup requires some care, because one needs to work with two sesquilinear forms, the non-positive one defining the Krein scalar product, and a positive one defining the hilbertizable topology, the dynamics e −itB preserving the first, but of course not the second.
1.3. Description of the results. Let us now briefly describe the results of this paper, summarized in Sect. 4. We assume decay hypotheses like those outlined in Subsect. 1.1, although the electric potential may have a singular short-range part (see Subsect. 3 .1 for precise statements).
If B is a definitizable operator on a Krein space, there is a finite subset of σ(B) ∩ R, called the set of critical points of B which plays a special role. We have to assume that the points ±m, which are boundaries of the essential spectrum of B, are not critical points. A sufficient condition for this to hold is that there are no eigenstates of B for the eigenvalues ±m with negative energy.
As in Hilbert space scattering theory we split the energy space E into
where E pp (B) is the closure of the sum of the (generalized) eigenspaces of B for all (real and complex) eigenvalues of B, and E scatt (B) is its orthogonal complement for h [·, ·] .
We first discuss the short-range case µ > 1. Let us denote by E ∞ the energy space for the free Klein-Gordon equation, whose generator is denoted by B ∞ . We prove in Thm. 4.3 that for all f ∈ E ∞ there exist f ± ∈ E scatt (B) such that e −itB∞ f = e −itB f ± + o(1), t → ±∞.
The maps Ω ± s : f → f ± are called the short-range wave operators. As in the Schrödinger case the wave operators intertwine the free and interacting dynamics. Moreover we prove that
, hence the wave operators Ω ± s are complete.
In the long-range case 0 < µ ≤ 1, we need to assume that the potential v is of constant sign near infinity, which is not a serious restriction from the point of view of physical applications. Similarly to the Schrödinger case, we introduce a time-independent modifier T (which is a Fourier integral operator), and show for all f ∈ E ∞ the existence of f ± ∈ E scatt (B) such that
The long-range wave operators Ω ± l : f → f ± have the same properties as in the short-range case, in particular they are complete.
1.4. Symplectic point of view. Introducing the conjugate variables:
one can consider the evolution for (1.2) as a (complex) symplectic flow, obtained from the symplectic form
and the classical Hamiltonian:
This point of view is of course important for the quantization of the Klein-Gordon equation (see e.g. [DG2] ).
From the results explained above, it is easy to show that the two subspaces E pp (B) and E scatt (B) are symplectic spaces and that the direct sum in (1.3) is orthogonal for the symplectic form. The wave operators are invertible symplectic transformations. On E scatt (B) the symplectic flow e −itB is hence symplectically equivalent to the free symplectic flow e −itB∞ . Therefore the scattering theory for the Klein-Gordon equation (1.2) is parallel to the scattering theory for two-body Schroedinger operators, replacing unitary groups by symplectic flows.
1.5
. Some open problems. Let us mention some open problems. The first problem would be to accommodate potentials with local Coulomb singularities ( for d = 3). The coupling constant should be sufficiently small so that 2 − v 2 is well defined. Another problem would be to consider the wave equation i.e. put m = 0.
A related problem which could be treated by the methods of this paper is the modified wave equation:
This field equation appears in the black hole laser effect, see eg Coutant-Parentani [CP] .
A more difficult problem would be to extend the methods of this paper to the onedimensional Klein-Gordon or wave equations with step-like potentials considered by Bachelot [Ba] . If the electric potential v(x) has two limits v ± at ±∞ with |v + − v − | ≥ 2m then the energy space is not a Pontryagin space (see Def. A.2) and hence the generator of the dynamics is not necessarily definitizable.
1.6. Plan of the paper. In Sect. 2 we discuss the abstract charged Klein-Gordon equation, recalling its symplectic and Krein space aspects. Sect. 3 is devoted to the concrete Klein-Gordon equation that we consider in this paper. We collect the various hypotheses and describe properties of the essential and point spectrum of the generator B.
In Sect. 4 we state the main results of the paper, on existence and completeness of wave operators, both in the short-and long-range case. In Sect. 5 we describe an approximate diagonalization of the generator B and collect various technical estimates, obtained from standard pseudo-differential calculus. The most important is Prop. 5.7, which is the analog of the Mourre estimate in our setup. In Sect. 6 we prove various propagation estimates. Their intuitive content is similar to the positive energy case (see e.g. [H] ) but the abstract setup is different and explained in Appendix C.
In Sect. 7 we prove the existence and completeness of intermediate wave operators, allowing to remove a short-range part of the potential. The resulting dynamics has a positive energy, and its scattering theory is studied in Sect. 8, using rather standard arguments. The proofs of the main results of Sect. 4 are given in Sect. 9.
Appendix A and Appendix B are devoted to a rather self-contained introduction to Krein spaces and definitizable operators. For Krein spaces a classic reference is the book by Bognar [Bo] . The theory of definitizable operators is covered in a survey article by Langer [La] . We include in Appendix B a presentation of smooth and Borel functional calculus for definitizable operators based on almost analytic extensions.
Appendix C is devoted to propagation estimates for unitary groups on a Krein space with a definitizable generator. Finally we recall in Appendix D various facts on pseudo-differential and Fourier integral operators.
1.7. Notation. We now collect some notation which will be use throughout this paper.
The domain of a linear operator a on a Hilbert space h will be denoted by Doma. If a is selfadjoint operator, we will write a > 0 if a ≥ 0 and Kera = {0}. Note that if a > 0 and s ∈ R, h s = a −s h h is a norm on Doma −s . We denote then by a s h the completion of Doma −s for the norm s . The map a s extends as a unitary operator from a t h to a s+t h. One example of this notation are the familiar Sobolev spaces, where
A complex symplectic space will be denoted by the letter Y. A Krein space (see Appendix A) will be denoted by the letter K. The energy space associated to a Klein-Gordon equation (which is an example of a Krein space) will be denoted by the letter E.
As usual we set D x = i −1 ∂ x , and [a, b] and equal to 1 in [a/2, b/2].
Abstract Klein-Gordon equation
In this section we consider an abstract Klein-Gordon equation corresponding to the Klein-Gordon field minimally coupled to an external electro-magnetic field. We discuss the various ways of writing it as a one-parameter evolution group and the associated conserved quantities. Our approach in most of this section will be formal, ie we will not discuss the problem of existence and uniqueness of solutions.
Let h be a complex Hilbert space, , v two selfadjoint operators on h. The scalar product on h will be denoted by (h 1 |h 2 ) or sometimes by h 1 · h 2 .
The abstract Klein-Gordon equation is:
where φ : R → h.
Symplectic setup.
Let Y = h ⊕ h whose elements are denoted by (ϕ, π).
We consider Y as a complex symplectic space by equipping it with the complex symplectic form ( i.e. sesquilinear, non-degenerate, anti-hermitian):
The classical Hamiltonian is:
We consider ω, h as maps from Y to Y * , where Y * is the space of anti-linear forms on Y and set:
If we set
hence φ(t) = ϕ t solves the following Cauchy problem for the Klein-Gordon equation:
Clearly the group e itA preserves ω (e itA is a complex symplectic flow) and h.
2.2. PDE setup. Since in this paper we will mostly use the conserved quantity h, it is more convenient to adopt the standard setup from partial differential equations. We consider the Cauchy problem:
(2.4) is rewritten as:
The symplectic form and classical Hamiltonian become:
The sesquilinear form q = iω is hermitian and often called the charge. From (2.2) we obtain that:
2.3. Krein space approach to the abstract Klein-Gordon equation. We now recall some results due to [LNT1] about the Krein space approach to the abstract Klein-Gordon equation and existence of the dynamics e −itB . We refer the reader to Appendices A, B for terminology concerning Krein spaces. We first introduce some assumptions:
(1) the Hilbert space E = −1 h ⊕ h equipped with the sesquilinear form h[·, ·] is a Krein space; (2) the operator B on E defined in (2.5) with domain Dom(
Assume (E1), (E2), (E3), (E4). Then: (3) (E, h[·, ·] ) is a Pontryagin space; (4) B generates a strongly continuous group (e −itB ) t∈R of bounded unitary operators on (E, h[·, ·] ) and hence the Cauchy problem (2.4) has a unique solution.
Concrete Klein-Gordon equation
In this section we fix some hypotheses that we will impose for the rest of the paper. We also discuss some properties of the eigenvalues of B. For m ∈ R we denote by
3.1. Assumptions. We set h := L 2 (R d ) and consider the Klein-Gordon equation (2.1) for:
where
for some m > 0, µ 0 > 0.
Concerning the scalar potential v we assume that v = v(x) is a multiplication operator with
It follows that 2 −v 2 with domain −2 h is selfadjoint and bounded below. It follows also from (A1), (A2) that:
We assume also the analog of (E3):
By Prop. 2.1 the Krein space
is a Pontryagin space. It follows from Lemma B.3 that B is definitizable with a definitizing polynomial p of even degree. We denote by c p (B) the set of associated critical points. It follows also from (A2) that DomB = −2 h ⊕ −1 h and we can write
where V is B 0 −compact. We have then
where the second equality follows by using the transformation U defined in Subsect. 5.1 for v ≡ 0. It will be useful to be able to split the potential v as the sum of a short-range part and a smooth long-range part. Therefore we assume:
where:
3.2. Properties of eigenvalues and critical points. In this subsection we discuss the possible location of critical points (see Def. B.2) and real eigenvalues of B. For the scattering theory it will be important to know that there are no critical points of B embedded in the essential spectrum.
Proposition 3.1. Assume that v = v 1 + v 2 where:
Proof. An easy computation shows that:
Therefore to prove the proposition it suffices to show that h(λ) has no strictly positive eigenvalues. According to [KT, Thm. 11] , this is the case if we can write
We take
We introduce now an important implicit condition, stating that ±m are not critical points: (B2) m, −m ∈ c p (B). We now give some sufficient conditions for (B2). We recall that 2 = h + m 2 .
Lemma 3.2.
(1) Assume that
Proof. The condition in (1) is equivalent to
By the proof of Thm. B.3, we see that critical points are eigenvalues of the restriction of B to a subspace on which h is non positive. Hence the condition in (1) implies that ±m ∈ c p (B). To prove the first statement of (2), we note that using the first condition in (1), the second becomes m 2 u 2 + 1 2 ∇u 2 − 1 2 vu 2 ≤ 0. To prove the second statement of (2), we note that if v ≤ 0 the second condition of (1) for the − sign implies that u = 0. If 0 ≤ v < 2m then 2mv − v 2 > 0 hence the first condition of (1) for the + sign implies that u = 0. The argument for the reversed signs is similar. 2
Main results
In this section we describe the results of this paper.
Spectrum of B.
We first summarize what we know about the spectrum of B. We set σ 
The first sum is finite, the second strongly convergent. In fact, since σ ess ( 2 is a Hilbertian norm on 1l I (B)E, equivalent to the energy norm. This proves the strong convergence by the usual Hilbert space argument. We set:
The properties of E pp (B) and E scatt (B) are summarized in the following proposition:
Proposition 4.2.
(1) E pp (B) and E scatt (B) are Krein subspaces of E, invariant under (e −itB ) t∈R ; (2) E pp (B) and E scatt (B) are closed symplectic subspaces of E and are symplectically orthogonal;
where the first sum is finite, the second strongly convergent, uniformly for t ∈ R; (4) one has
The space E scatt (B) will be called the space of scattering states for B. Proof.
(1) follows from Appendices A, B. (2) follows from (1) and (2.6). To prove (3) we use that the real eigenvalues of B can accumulate only at ±m, that ±m ∈ c p (B) and that the eigenvalues of B in R\c p (B) have trivial Jordan blocks (see Prop. B.6) . (4) follows from Prop. B.11 (4) and the fact that ±m ∈ c p (B). 2 4.3. Existence and completeness of short-range wave operators. In this subsection we assume hypotheses (A1) for µ 0 > 1, (A2), (A3), (A4) for v l = 0, and (B). In other words we are in the short-range case. We set
, equipped with the usual energy scalar product:
so that E ∞ = E as topological spaces. We set also
which is the generator of the free Klein-Gordon evolution with mass m.
Theorem 4.3. Assume hypotheses (A1) for µ 0 > 1, (A2), (A3), (A4) for v l = 0, and (B). Then:
(1) for all f ∈ E ∞ there exist unique f ± ∈ E scatt (B) such that
(2) Let us define the short-range wave operators Ω ± s :
Then:
The proof will be given in Subsect. 9.1.
4.4.
Existence and completeness of long-range wave operators. We assume now hypotheses (A), (B), i.e. we are in the long-range case. As in the case of Schrödinger operators, it is necessary to introduce a modified free dynamics to define the wave operators. We choose to use time-independent modifiers analogous to those introduced by Isozaki-Kitada for Schrödinger operators [IK] . It turns out that it is necessary to assume that the long-range potential v l is of constant sign near infinity. This is not a serious restriction from the point of view of physical applications. Hence we introduce the hypothesis
Let us now define the time-independent modifiers. We recall from Subsect. 3.2 that 2 = Op w˜ 2 for˜
We denote by ϕ ± (x, ξ) the functions introduced in Lemma 8.3. We recall that they solve the eikonal equations (see Appendix D. 2):
2 , in some outgoing/incoming regions. We denote by j ± the associated Fourier integral operators defined as:
Definition 4.4. The time-independent modifier T is defined as
where we use the ± sign according to the sign of v l in (C).
Theorem 4.5. Assume hypotheses (A), (B) and (C) . Then:
(2) Let us define the long-range wave operators Ω ± l :
The proof will be given in Subsect. 9.2.
Technical estimates
In this section we describe an approximate diagonalization of B. We also collect some technical estimates which will be used later. We assume hypotheses (A) and (B1).
Approximate diagonalization. We use the notation
We set:
, and write B as the operator sum:
We equip the Krein space E with the norm
, which yields the same topology.
It is convenient to unitarily (as Hilbert spaces) map E to h ⊕ h using the map:
Then U : E → h ⊕ h is unitary and
We set now:
which is closed with DomL = −1 h ⊕ −1 h. After conjugation by U , the Krein bilinear form h[·, ·] becomes:
Let us summarize the results of this reduction: -we work on the space
with its natural Hilbert space topology.
-the space K is equipped with the Krein bilinear form:
where K is defined in (5.3), so that (K, [·, ·] ) is a Pontryagin space.
-we consider the operator L defined in (5.2), which is closed with domain
The operator L is selfadjoint on the Pontryagin space (K, [·, ·] ) and hence definitizable with a definitizing polynomial of even degree.
5.2.
Estimates on scalar operators. In this subsection we collect various estimates involving b, v l and v s . We set
bounded with all derivatives with 0 ∈ suppG, G 1 and
Proof. The proofs will be given in Subsect. E.1. 2
Estimates on matrix operators.
If c is an operator on h, we still denote by c the operator c 0 0 c .
Proof. we will use the functional calculus defined in Subsect. B.3, based on almost-analytic extensions.
(1): We have:
We use the estimates (see Lemma B.7 for the first one):
and the fact that V L −1 0 is compact by (A2). This proves (1). 
is bounded, since rb −2 is bounded by (3.3) and b 2 [b −1 , x ] is bounded by Prop. 5.1 (2). Next we write
and use (B.6). 
Proof. we apply Prop. 5.2 (1) and Prop. 5.2 (2), (3), using that
bounded with all derivatives with 0 ∈ suppG and K be defined in (5.3). Then:
Proof. Let G 1 ( x t ) as in Prop. 5.1 (5).We have
Proof. : (1) Proposition 5.7. Let a be defined in (5.4) and let λ 0 ∈ R with ±λ 0 > m. Set
Remark 5.8. Taking expectation values of (5.6) for the Krein scalar product, we obtain
Proof. We treat only the case λ 0 > m, the case λ 0 < −m being similar except for the change of signs.
where R 1 , R 2 are compact and we used successively Prop. 5.6, Lemma 5.3 (1) and the fact that suppχ ⊂]m, +∞[. Clearly there exists c 0 > 0 and g ∈ C ∞ 0 (R) such that:
Using once more Lemma 5.3 (1), we obtain:
where R is compact. Since K is compact this yields:
where R 1 is compact. Since λ 0 > m, we know using (B1) and Prop. 3.1 that λ 0 is not an eigenvalue of L and hence by Prop. B.11 (2):
Multiplying to the left and right both sides of (5.7) by χ δ (L) we obtain:
. Using (5.8) this completes the proof of the proposition. 2
Propagation estimates
In all this section we assume hypotheses (A), (B). We will prove propagation estimates for e −itL . Their content is parallel to the well-known selfadjoint case. The abstract setup for propagation estimates on Krein spaces is however different, and developed in Appendix C. We denote as usual by
the free and interacting Heisenberg derivatives. We recall that we use the notation explained at the beginning of Subsect. 5.3 for scalar operators. We recall also that all operator inequalities are to be understood in Hilbert sense, it A ≥ 0 means (u|Au) ≥ 0. 6.1. Large velocity estimates.
Proof.
Proof of (i):
Let us fix χ 1 ∈ C ∞ 0 (R) supported away from critical points with χ 1 χ = χ. Then:
by Prop. 5.4. We have by Prop. 5.1 (4):
We claim that we can apply Corollary C.2 for
In fact applying Prop. 5.5 we see that KD(t) ∈ O(t −1−δ ) hence condition ii) of Corollary C.2 is satisfied. Condition i) is satisfied by (6.1), conditions iii) and iv) follow from (6.2).
Proof of (ii):
We take F , f as above and set
Using the computations above with t replaced by Rt we get that:
Setting now u t = e − itL χ(L)u we deduce from (6.3), (6.4) that:
Using (i) and Cauchy-Schwarz inequality we see that
Moreover by Prop. 5.5 and (6.3) we get:
hence:
Integrating (6.5) between t = 1 and t = +∞ we obtain
Since T (R, t) ≥ 0 by (6.4), this implies using also (6.6) that
The terms on the right tend to 0 when R → +∞ hence:
Since
and letting R → ∞ in the identity above using also (6.7) we obtain
By (6.6) this yields
which completes the proof of the proposition. 2 6.2. Phase space propagation estimates. Set (6.8)
considered as a vector of commuting operators on
where L ∞ is defined in (8.6), hence has the meaning of the velocity operator.
(ii) moreover:
Proof. Proof of (i):
We assume first that suppχ ⊂]m, +∞[. The case suppχ ⊂] − ∞, −m[ can be treated similarly replacing v s by −v s in the arguments below.
We fix 0 < θ 1 < θ 2 < θ 3 , θ 3 > 1 and choose as usual a function
which is a 2 × 2 matrix of operators on h, following the notation introduced at the beginning of Subsect. 5.3.
which is uniformly bounded. Let us pick
by Prop. 5.4. Next
As in the proof of Prop. 5.5 we have
to the left or right we obtain:
We now compute D 0 M (t). We consider the (scalar) operator:
so that M (t) = m 0 (t) ⊗ 1l 2 , and compute
10)
using Prop. 5.1 (4). Hence
Applying Lemma 5.3 (2) we get that
where we used that suppχ 1 ⊂]m, +∞[ in the second line.
We can apply Corollary C.2 for
, where N (t), R 1 (t) are defined in (6.9), with R 1 (t) ∈ O(t −1−δ ). By Prop. 5.4 we know that R 0 (t) ∈ O(t −1−δ ) hence condition i) of Corollary C.2 is satisfied. Applying Prop. 5.5 we see that KD(t) ∈ O(t −1−δ ), hence condition ii) of Corollary C.2 are satisfied. Condition iii) follows from the last inequality in (6.10), condition iv) from Prop. 6.1.
by Prop. 5.5. We compute
We have
Using Prop. 5.1 (4), we get that:
, this yields
. By Corollary C.2 (2), (i) above and (6.12) we know that
Using again (i) this limit is equal to 0. 2 6.3. Minimal velocity estimates.
, where θ 0 will be chosen small enough later. We set
For later use let us first note some properties of M (t). We set M c (t) = 1l − M (t) and note that M c (t) is given by the same formula with J(x) replaced by J c (x) = 1l − J(x), where 0 ∈ suppJ c . Therefore we obtain from Prop. 5.4 that
The same argument using Lemma 5.3 (5) shows that
. Using formula (B.1) and Prop. 5.5, we obtain also (6.15)
By a compactness argument it suffices to prove the proposition for χ supported in a small neighborhood of some λ 0 ∈ R\[−m, m]. Without loss of generality we can assume that λ 0 > m, the case λ 0 < −m being similar, replacing v s by −v s and a by −a .
We choose the cutoff functions χ δ (λ) as in Prop. 5.7 and fix another cutoff function χ 1 such that suppχ 1 ⊂]m, +∞[ and χ 1 χ δ = χ δ for δ 1. We set:
Note that using Lemma 5.3 (4) we know that
and hence Φ(t) is uniformly bounded. We have
where R 2 (t) is the term in the third line above.
Estimates on R 1 (t).
We claim that:
Let us prove our claim. We have
As we saw above we have:
Next using (6.11) with J instead of R we obtain that:
with G ≡ 1 on supp∇J. We claim now that
for B(t) ∈ O(1). This follows from the identities above by commuting G(
to the left or to the right, using that
the first estimate in (6.19) follows from Lemma 5.3 (5), the second from pseudodifferential calculus. Recall that T (t) = G(
. Then using Prop. 5.5 and the fact that 0 ∈ suppG we obtain that
which implies (6.17).
Estimates on R 2 (t).
for B 2 (t) ≤ c 0 /2. We have:
Applying (6.15) we obtain:
We consider first R 3 (t). Applying Prop. 5.7 (see Remark 5.8) we obtain that
by (6.14), we finally get:
From Prop. 5.7, we know that R δ ≤ c 0 /4, if δ is small enough. We fix such a δ and consider R 4 (t). We fix a cutoff function G with G(x) ≡ 1 for |x| ≤ 2θ 0 , G(x) ≡ 0 for |x| ≥ 3θ 0 . Clearly
the first identity follows from pdo calculus, the second from Lemma 5.3 (5), using that 0 ∈ supp(1l − G). Using (6.22) and (6.14) we get that:
. Picking θ 0 small enough we can be sure that
Adding (6.21) and (6.23), we obtain (6.20) for B 2 (t) = R δ (t) + R 5 (t)). We can now complete the proof of the proposition. We apply Prop. C.1 for:
, where B 1 (t) is defined in (6.17), B 2 (t) in (6.20). We note that
using that suppg ⊂]m, +∞[. We obtain that:
C. GÉRARD
Using Prop. 6.2 we deduce that
This completes the proof of the proposition. 2
Then there exists θ 0 > 0 such that
where θ 0 will be chosen sufficiently small later. We fix also χ 1 ∈ C ∞ 0 (]m, +∞[) with χ 1 χ = χ. Then by Lemma 5.3 (5):
In the third line we use formula (B.1), Prop. 5.5 and the fact that F (x) ≡ 1 near 0. In the fourth line we use again Lemma 5.3 (5). In the sixth line we use Prop. 6.2 ii). We have seen in the proof of Prop. 6.3 that
Therefore by Corollary C.2 (2) the limit
We fix a bounded interval I with I cl ∩ c p (L) = ∅ such that suppχ, suppχ 1 ⊂ I. The subspace K 1 = 1l I (L)K is positive hence by Prop. A.8 we obtain that
If the limit in (6.24) is not equal to 0 then applying (6.25) to v = F (
But for θ 0 small enough, this contradicts the convergence of the integral in Prop. 6.3. Therefore the limit in (6.24) is 0 which implies the proposition using once more (6.25). 2 7. Existence and completeness of short-range wave operators
which is selfadjoint (in the usual Hilbert sense) on (K, (·|·)). Note that by Prop. 3.1 we know that σ pp (L l ) ⊂ [−m, m]. Note also that L l satisfies all the estimates in Sects. 5, 6, since it equals L if v s = 0. However L l is not selfadjoint on (K, [·, ·] ). We denote by K c (L l ) the continuous spectral subspace of L l , defined in the usual sense and set
where the map U is defined in (5.1).
For later use we state a consequence of Subsect. B.4 and of the fact that ±m ∈ c p (B), which will be important in some strong convergence arguments later on. We use the notation explained in Subsect. 1.7 for F (a ≤ λ ≤ b).
Lemma 7.1. There exists > 0 such that
Proof. For the + case we choose > 0 such that [m − , +∞[∩c p (L) = ∅ and apply Prop. B.11 (4). The proof for the − case is identical. 2
Theorem 7.2 (Existence of short-range wave operators). Assume hypotheses (A), (B)
. Then:
(2) Let us define the short-range wave operators
Theorem 7.3 (Completeness of short-range wave operators). Assume hypotheses (A), (B)
Proof of Thm. 7.2. It suffices to prove the existence of
We fix a cutoff function F ∈ C ∞ (R) as in Lemma 7.1 (1), so that e itL F (L) is uniformly bounded for t ∈ R.
We first claim that the limit
Let us prove (7.26). By the standard density argument, it suffices to prove the existence of
Let us fix such a cutoff function χ. Applying Props. 6.1, 6.2 and 6.4 to L l we can find
Therefore to prove (7.27) it suffices to prove the existence of
Moreover using Lemma 5.3 (2) and Lemma 5.3 (5) (which apply to L l ), we have
Therefore it suffices to prove the existence of
To prove it we apply Prop. C.3 (2). The asymmetric Heisenberg derivative equals:
As in the proof of Prop. 6.2 (see eg (6.11)) we see that
By Prop. 5.4 we know that [V l , iM (t)] ∈ O(t −1−µ ) and applying Prop. 5.2 (2) and
. To obtain the estimates in Prop. C.3 (2), we use the propagation estimates of Prop. 6.2 (which are also valid for L l ) and the fact that T † (t) = T (t) + O(t −µ ), which follows from Prop. 5.5 and (B.1).
This completes the proof of (7.26). Let hence (7.28) 
The same arguments used above show that
which completes the proof of (1). Property (2) (i) follows from (7.28), property (2) (ii) is immediate. To prove (2) (iii) we write:
where in the last line we use that K is compact and e −itL l u tends weakly to 0 when t → +∞. 2 Proof of Thm. 7.3. It suffices to prove the existence of
Since e −itL l is unitary on (K, (·|·) ) it suffices to prove the existence of
or by the usual density argument the existence of
By the same argument as in the proof of Thm 7.2 it suffices to prove the existence
We apply now Prop. C.3 (1), using the same propagation estimates as before. The details are left to the reader. 2
Long-range wave operators
We have seen in Sect. 7 that W ± (L, L l ) intertwine the dynamics e −itL l on K c (L l ) and e −itL on K scatt (L) . In this section we further simplify the dynamics e −itL l using standard arguments of (Hilbert space) long-range scattering. Note that we are now in the familiar Hilbert space setting, and we are facing long-range scattering theory for matrix valued pseudo-differential operators.
We recall hypothesis (C):
which will be important in the sequel. For simplicity we will denote in the sequel the symbol classes S m,p (R 2d ) simply by S m,p . We will also use the same notation for matrix valued symbols and operators. As in Subsect. 3.2 we have 2 = Op w (˜ 2 ) for:
We set µ = inf(µ 0 , µ l ).
Recall that we set
It follows from Lemma D.1 that:
Lemma 8.1. Assume (A) and (C) . Then there exists a matrix valued symbol J 1 (x, ξ) with
. Set:
Then it is easy to see that
and substitute˜
which satisfy the above conditions for |x| 1. We obtain that
We set now J 1 = Op w (J 1 ) and get from (8.1)
The lemma follows then from (8.2) and pseudo-differential calculus. 2 Proposition 8.2. The limits
Proof. The proof of the proposition relies on standard arguments, therefore we will only sketch it. We first note that L l and L diag satisfy the propagation estimates in Sect. 6 (with easier proofs, since one can use Hilbert space arguments). For example to prove the existence of
for M (t) as in the proof of Thm. 7.2. In the Heisenberg derivatives, one obtain extra terms coming from 
Since both operators are diagonal, we have to consider the scattering theory for long-range, scalar pseudo-differential operators. As is well-known, it is necessary to introduce modified free dynamics to define the wave operators. We choose to use the time-independent modifiers introduced by Isozaki and Kitada [IK] in the context of Schrödinger operators. We start by stating an easy extension of results of Robert [R] on solutions of eikonal equations. As in [R] we define for α > 0, R ≥ 1 and 0 < σ < 1 the incoming/outgoing regions:
Proof. We set
An easy modification of the arguments in [R] shows that there exist functions ϕ ± (x, ξ) satisfying i) solving in Γ(R, α, σ) the eikonal equations:
Then ii) follows by taking the square roots. 2
We define now the Isozaki-Kitada modifier:
where the Fourier integral operators j(ϕ ± , 1) are defined in Def. D.2.
Proposition 8.4. The limits
Proof. The proof is rather standard so we will again sketch it. Since L diag , J 2 and L ∞ are diagonal, it suffices to prove the same result for the scalar operators ∓ v l , j(ϕ ± , 1) and ∞ . Let us consider the case of − v l . We have to prove the existence of the limits:
. We can hence apply the results in [Mu] , which we briefly recall. One first proves that there exists a function S + (t, ξ) solving the Hamilton-Jacobi equation:
and satisfying the estimates
Then it is shown in [Mu] that the limits:
exist and are inverse of each other. To obtain (8.7) is suffices to prove the existence of the limits:
This can easily be proved by the Cook method, using stationary phase arguments and the eikonal and Hamilton-Jacobi equation satisfied by ϕ + and S + . The details are left to the reader. 2 9. Proofs of Thms. 4.3 and 4.5.
9.1. Proof of Thm. 4.3. If v l = 0 then b = . By standard arguments we obtain the existence of the scalar wave operators:
By the invariance principle for wave operators (see eg [RS] ) the above limits are also equal to s− lim t→+±∞ e it e −it ∞ , s− lim t→+±∞ e it ∞ e −it 1l c ( ).
Using the chain rule of wave operators, it follows that Thms. 7.2, 7.3 are still valid with L l replaced by L ∞ , yielding wave operators denoted by W ± (L, L ∞ ). We denote by U ∞ the analog of U in Subsect. 5.1 for
We obtain that
, and by stationary phase arguments we obtain that
) and the intertwining property follow from the corresponding statements in Thms. 7.2, 7.3. To prove that Ω ± s are symplectic it suffices then to use identity (2.6). 2 9.2. Proof of Thm. 4.5. Set J = J 1 J 2 , where J 1 , J 2 are defined in Subsects. 8.1 and 8.2. Combining the results of Sects. 7, 8 and the chain rule of wave operators, we obtain wave operators W ± (L, L ∞ ), which are bounded and unitary
As above we set
and obtain that Ω
The fact that Ω ± l are symplectic follows as above from (2.6). To complete the proof of Thm. 4.5, it remains to use Lemma 9.1 below, which shows that:
This completes the proof of the theorem. 2
Lemma 9.1. Let T be defined in (4.4) andĴ
Proof. Recall first that J 1 = ± 1l 0 0 −1l + Op w S −1,−µ l , where one chooses the ± sign according to the sign of v l near infinity. For simplicity we consider the + sign. Clearly it suffices to prove the lemma with J 1 replaced by 1l 0 0 −1l .
Denote the Fourier integral operators j(ϕ ± , 1) simply by j ± . We obtain
By (8.1) and Lemma D.3, we have:
Let S 0 ⊂ S 0,0 be the space of symbols of the form:
It follows that
Therefore we obtain
where the entries of the matrix R are of the form j(ϕ ± , r) for r ∈ S 0 . We claim that (9.9) s− lim
In fact by stationary phase arguments we see that
The same fact is also true for e −itB∞ = U −1 ∞ e −itL∞ U ∞ . Therefore we obtain (9.9), which completes the proof of the Lemma. 2
Using the polar decomposition of M , M = J|M | where J = J * , J 2 = 1l, one can equip H with the equivalent scalar product
we can assume that 1l R − (J) has finite rank, which is the usual convention for Pontryagin spaces.
Definition A.3. If (K, [·, ·] ) is a Krein space, we set:
The vectors in C + , C − , C 0 are called positive, negative, null respectively.
A.2. Subspaces of a Krein space. Let K 1 ⊂ K be a subspace of the Krein space (K, [·, ·] ). We denote by K
A vector subspace K 1 ⊂ K will be called a Krein subspace if K 1 is a Krein space when equipped with the induced topology and [·, ·].
The following results are well-known (see eg [La] ).
Proposition A.4. If K 1 is a linear subspace of K then the following assertions are equivalent:
Proposition A.6. A linear subspace K 1 of K is a Krein subspace if and only if there is an orthogonal projection P such that K 1 = P K. Then P is uniquely determined: it is the projection on u, u] > 0 for all u ∈ K 1 , u = 0, and uniformly (strictly) positive if it is strictly positive and the topology associated to the norm [u, u] 1/2 on K 1 coincides with the topology induced by (u|u) 1 2 .
Observe that if K 1 is a positive subspace then u K1 := [u, u] 1/2 is a semi-norm on K 1 and
Proposition A.8. If K 1 is a Krein subspace of K then K 1 is positive iff K 1 is strictly positive iff K 1 is uniformly strictly positive.
Appendix B. Operators on Krein spaces
Let A : DomA → K be a densely defined linear operator on the Krein space K. The adjoint A † of A on (K, [·, ·] ) is defined as
If we denote by A * the adjoint of A for the scalar product (·|·) then
If A is bounded and M = 1l + K the above formula simplifies to:
A densely defined operator A is selfadjoint, resp. unitary on
. If A is a closed, densely defined operator on K we denote by σ(A), ρ(A) the spectrum and resolvent set of A. If λ is an isolated point of σ(A) we denote by
where C is a small curve in ρ(A) surrounding λ, the Riesz spectral projection for λ. Clearly
B.1. Definitizable operators.
A real polynomial p satisfying condition (2) above is called definitizing for A.
Definition B.2. Let A a definitizable selfadjoint operator and p a definitizing polynomial for A. The set
is called the set of (finite) critical points of A.
The usefulness of the notion of Pontryagin spaces in this context comes from the following theorem. Theorem B.3. A selfadjoint operator A on a Pontryagin space is definitizable with a definitizing polynomial p of even degree.
We sketch the proof below because it contains some information that will be useful later on in Subsect. B.4. Proof. Set dim1l {−1} (J) =: κ < ∞, where J is defined in (A.2). By a theorem of Pontryagin there exists a κ−dimensional subspace
Remark B.4. In the literature the set of critical points of A is defined as the intersection of the sets c p (A) over all definitizing polynomials. For the applications in this paper it is sufficient to work with a fixed definitizing polynomial p, the only important property of p being that its degree is even.
Remark B.5. Usually the point ∞ of the one-point compactificationĈ := C∪{∞} is also considered as a critical point, which corresponds to the possible divergence of the spectral projectors 1l [a,R] (A) when R → ±∞. On Pontryagin spaces, one can choose definitizing polynomials of even degree, and ∞ is not a critical point (see e.g. [C] ). We will recover this result in Subsect. B.4.
The following result is due to Langer [La] .
Proposition B.6. Let A be a definitizable selfadjoint operator with definitizing polynomial p. Then: (1) σ(A)\R is the union of pairs {λ i , λ i } of eigenvalues of finite Riesz index; (2) if ν(λ) is the Riesz index of an isolated eigenvalue λ, then
where k(λ) is multiplicity of λ as a zero of p (with the convention that k(λ) = 0 if λ is not a zero of p); (3) Set now
Then E 0 is an orthogonal projector, hence K 0 is a Krein space and
In the rest of this section we review the functional calculus for definitizable operators (see [La] , [J1] ).
B.2. Resolvent estimates. In this subsection, we review some resolvent estimates for definitizable operators.
Let A be a definitizable selfadjoint operator with definitizing polynomial p. We fix z 0 ∈ ρ(A), z 0 ∈ R and set
For z ∈ ρ(A) and z = z 0 , z 0 one sets:
The following result is proved in [La, Sect. II.2] , [J1, Sect. 2.1] .
Lemma B.7.
(1) The function ρ(A) z → q(A)(A − z) −1 ∈ B(H) extends holomorphically to C\R with:
where R, a are chosen such that σ(A)\R does not intersect U (R, a, δ). Then there exists C > 0 such that:
where m is the maximal order of real zeroes of p .
B.3. Smooth functional calculus.
The resolvent estimates in Lemma B.7 allows to construct a functional calculus for A using almost analytic extensions (see [HS] , [D] ). Let S ρ (R) for ρ ∈ R be the class of functions f such that:
equipped with the semi-norms:
and:
Proposition B.8.
(1) let f ∈ S ρ (R) for ρ < 0 if degp is even and ρ < −1 if degp is odd. Then the integral:
is norm convergent in B(H) and independent on the choice of the almost analytic extensionf ; (2) For ρ as in (1), the map S ρ (R) f → f (A) ∈ B(H) is a homomorphism of algebras with:
Proof. The fact that the integral is norm convergent follows from Lemma B.7 (2) and the estimates (B.4), as is the bound in (2). The fact that f (A) is independent on the choice off and that f → f (A) is a homomorphism of algebras is proved as in the selfadjoint case. 2 B.4. Borel functional calculus. The main result on the functional calculus for definitizable operators is the fact that it can be extended to a large class of Borel functions on R. It relies on the following lemma due to [La] .
Lemma B.9. There exists a map R t → F (t) with values in the positive selfadjoint operators on (H, (·|·)), left continuous for the weak operator topology such that
In [La] the functional calculus for definitizable operators is extended to a large class of bounded Borel functions on R. In particular it is possible to define spectral projections 1l I (A) which are selfadjoint on (K, [·, ·] ) for all intervals I such that ∂I does not contain critical points.
We now explain how to recover this result from Prop. B.8. We start by giving more explicit formulas for
Proof. Using (B.7) we get:
To compute the first term we use thatf can be chosen with support close to suppf so that q(z) −1 is holomorphic on suppf . Hencef (z)q(z) −1 is an almost analytic
We perform the integral in z, z using (B.5) and get that the first term equals:
The second term is zero by Green's formula, since q(z) −1 Q(z, A) is holomorphic in z near suppf , which proves (B.8). 2
If Ω ⊂ R is a finite union of disjoints intervals, we denote by B c (Ω) the * −algebra of bounded Borel functions on Ω which are locally constant near c p (A). H) can be extended to an homomorphism of * −algebras:
(4) Assume that p is of even degree. Then the above map extends to all f ∈ B c (R) with the same properties. In particular statement (3) extends to all intervals I with I cl ∩ c p (A) = ∅. Moreover one has:
where the projection E 0 is defined in Prop. B.6.
Remark B.12. Assume for simplicity that p is of even degree. The space C ∞ 0 (R)+ B c (R) is clearly a * −algebra to which the homomorphism f → f (A) can be uniquely extended. In fact if
Proof. Let first I ⊂ R a bounded interval such that I cl ∩ c p (A) = ∅. The function q(t) has constant sign on I and without loss of generality we can assume that q(t) ≥ 0 on I.
Since t → F (t) is left weakly continuous and increasing, we can using (B.8) and the usual monotonicity argument on the Hilbert space (H, (·|·) M ), extend the definition of f (A) to f ∈ B c (I).
Let now I be a bounded interval with ∂I ∩ c p (A) = ∅ and I ∩ c p (A) = {λ 0 }. Any function in f ∈ B c (I) can be split as f = f 1 + f 2 , where f ∈ C ∞ 0 (R) is supported close to λ 0 and suppf 2 does not intersect c p (A). Therefore we can define f (A) for all f ∈ B c (I). This proves (1).
Statement (2) is proved by the same argument as for selfadjoint operators on Hilbert spaces.
To prove (3) we note that if I is a bounded interval with I cl ∩ c p (A) = ∅ then:
since q −1 is uniformly bounded on I. Let us now prove (4). If p is of even degree and I is an unbounded interval with I cl ∩ c p (A) = ∅, then q −1 is still uniformly bounded on I so the above estimate extends to f ∈ B(I). The same monotonicity argument allows to extend f (A) to all f ∈ B c (R) .
It remains to prove the second statement of (4). Let us fix z 0 ∈ ρ(A) with Imz 0 > 0.
By the Riesz-Dunford functional calculus (see e.g. [DS, Sect. VII.9]) we have:
where γ 0 is a circle in ρ(A) surrounding z 0 . Similarly R) . An almost analytic extension of r is given by:
where χ ∈ C ∞ (C) is supported in some U (R, a, δ) and equal to 1 in U (R, a/2, δ/2), and the sets U (R, a, δ) are defined in Lemma B.7. It follows that for C = suppχ ∩ {|Imz| > }:
where we have used Green's formula. The last two line integrals are independent on , therefore (B.12)
In fact this follows from (B.10), (B.11) and (B.12) by deforming the integration contour. We have to add integrals of (z − z 0 ) −1 (z − A) −1 over two half-circles Γ ± (R) in the upper and lower half-plane of centers ±i and of radius R 1. On Γ ± (R) we obtain as in Lemma B.7 that (A − z) −1 ∈ O(|Imz| −1 ), therefore the contribution of these integrals is O(ln(R)R −1 ) and vanishes when R → ∞. To complete the proof of (4), note that if f ∈ S −1 (R) and g(λ) In this section we explain how to prove propagation estimates for definitizable operators on a Krein space. The basic framework is parallel to the Hilbert space case, developed in the context of scattering theory for Schrödinger operators by Sigal and Soffer [SS] . A detailed exposition can be found in the book [DG1, Appendix B.4].
C.1. Propagation estimates. Let (K, [·, ·] ) be a Krein space. We fix a hilbertian scalar product (·|·) whose associated norm · defines the topology of K such that [u, u] = (u|(1l + K)u).
As in Appendix B the adjoints of an operator A w.r.t. [·, ·] (resp. (·|·)) will be denoted by A † (resp. A * ). Operator inequalities like for example A ≥ 0 will be understood in the Hilbert sense i.e. (u|Au) ≥ 0.
We fix a selfadjoint operator L on (K, [·, ·] ) and assume that L is definitizable, with definitizing polynomial p of even degree. It follows from the functional calculus in Subsect. B.4 (see Remark B.12) that (e −itL ) t∈R is well defined as a strongly continuous group of bounded operators, unitary on (K, [·, ·] ). (Alternatively one could assume that ∞ is not a singular critical point, see [La] ). Proposition C.1. Let R t → Φ(t) ∈ B(K) be strongly differentiable, uniformly bounded. Let χ ∈ C ∞ 0 (R) such that suppχ ∩ p −1 ({0}) = ∅. Set DΦ(t) = ∂ t Φ(t) + [L, iΦ(t)].
(1) Assume:
i) C(t) = C * (t), C(t) ≥ B(t) * B(t),
ii) |(u|C 1 (t)u)| ≤ 1≤j,k≤N B j (t)u B k (t)u , iii)´+ ∞ 0 B j (t)e −itL χ(L)u 2 dt ≤ C u 2 , 1 ≤ j ≤ N, iv) |(u|C 2 (t)u)| ≤ δ B(t)u 2 , 0 ≤ δ < 1.
Then:ˆ+
(2) Assume that (C.1) holds for C(t) = C 2 (t) ≡ 0. Then Corollary C.2. Let t → Φ(t) and χ as above.
(1) Assume that for some χ 1 ∈ C ∞ 0 (R) with χ 1 χ = χ one has:
(2) Assume i), ii), iii') and iv), where:
Proof of Prop. C.1: Set u t = e −itL u and
so that:
Then:´t
(χ(L)u t |C 2 (t)χ(L)u t )dt ≤ |f (t 2 ) − f (t 1 )| + j,k´t Note that χ(L)e −itL = g t (L) for g t (λ) = e −itλ χ(λ). Since g t (·) is supported away from critical points, we have g t (L) ≤ C g t (·) ∞ By Prop. B.11 (3), hence g t (L) and f (t) are uniformly bounded. This completes the proof of (1). The proof of (2) is immediate. 2
Proof of Corollary C.2: we have using that χ 1 χ = χ and (i):
We apply Prop. C.1 for C(t) = D(t) + j B * j (t)B j (t), C 1 (t) = − j B * j (t)B j (t) + KD(t) + (1l + K)R 0 (t), C 2 (t) = 0.
The proof of (2) Let now R + t → M (t) ∈ B(H) a strongly differentiable map. We define the asymmetric Heisenberg derivatives:
(1) Assume that:
Then there exists
(2) Assume that:
Proof. We only prove (2), the proof of (1) being simpler. We fix an interval I such that suppχ ⊂ I andI cl ∩ c p (L 1 ) = ∅. Without loss of generality we can assume that [·, ·] ≥ 0 on 1l I (L 1 )K. Let u, v ∈ K and set We use now that u t = 1l I (L 1 )u t hence u t ∈ K 1 := 1l I (L 1 )K. Since K 1 is positive, we have by Prop. A.8: Statements (1), (2), (4) 
