Recently a fixed point and floating point error analysis of the Least Mean Squares algorithm was presented in [4] 0 In [5] a fixed point roundoff error analysis of the RLS algorithm is presented.
In that paper, a closed form solution to the variance of the roundoff error is derived. It was found that the algorithm diverges as the number of iterations increases. The result parallels that of [4J where it is shown that the roundoff error increases inversely to the adaptation loop gain for the LMS algorithmo In this paper the work in [5] is extended to the floating point error analysis of the RLS algorithmo Furthermore,
Using the same techniques the work is extended to the floating point error analysis of the LMS algorithrnc It is shown that as the loop gains approaches zero, the algorithm diverges exponent ially. This was not predicted in [4] . 
Outline of Method
For the purposes of analysis we assume that the Kalman gain is calculated with infinite precision and a floating point quantized version is available. This assumption is based on the fact that the Kalman gain can be calculated using different algorithms and that as a preliminary step we are attempting to isolate the causes of error in the floating point implementation of the algorithm. This matrix is derived. Neglecting the cross-correlation between the two vectors the matrix is seen to be the sum of two matrices.
One is the covariance of the weight error vector. We derive the exact equation for this matrix and using some approximations simplify the result.
If we define an error between the infinite precision calcula- 
This paper considers the systems identification problemw that is we are interested in . . * estJ.matJ.ng~from the sequence x(n) and
The Recursive Least Squares (Kalman) algorithm achieves this by updating a current coefficient estimate w(n-l) through the following recursion,
where
( 3 4) ( 3 5) is the prediction of den) based on N previous samples of x(n). The
Kalman gain can be shown [1] to be
The derivation leading to (383) with the Kalman gain given by (3.6) is based on minimizing the accumulated sum of the square of the residual errors up to time n with respect to the weight vector wen) and writing wen) recursively.
Floating Point Roundoff Error Models
In this paper the errors introduced by floating point operat ions are modeled as follows:
were e is the relative error and is modeled as a zero mean random variable independent of x,y and (x.y) · It has been found [6, 8] that a 
Since Ei(n) and vi(n), i=O,ooo,N-! are zero mean white random sequences then~(n) is a zero mean white random sequence 0 We have
, , autocorrelation matrix R x and the optimal (Wiener) vector w* as in [4] ~B ut this assumes that w~(n) converges.
We will show, however, that w~(n) will diverge and thus a~2 will diverge also due to floating point errors introduced in the weight vector update recursion.
Nevertheless, the point to consider is that prior to divergence an 2 depends on the floating point noise sources and the statistics of x(n) and~'(n)o
Prediction Error Calculation
Next consider the floating point error introduced in the computation of the prediction error (304)0 We have,
where the relative sequence.
If we error 6(n) is a zero mean white substitute (301) for d(n) and (Sol) for SUbstituting for e (n) from (5.6) and neglecting second order noise terms we obtain, In the sequel we will neglect the crosscorrelation between A(n) and~(n).
e~(n) becomes, Thus, the covariance of (6.6)
We now proceed to calculate 
In the above equations we have defined We note that =(k) is a diagonal matrix. follows, (6.20)
Thus, we can write R~as
Finally we obtain,
T a The number M is related to 1-and defines the index at which 0 2 0 2 a a becomes significant compared to terms of the order O(k-1)e We proceed as follows,
cr a « 1 we make use of the following approximation, This can be shown as follows,
or,
Substituting (6.25) into (6024)
The term cr ; ) can be approximated as follows,
he justification of (6.28) is that when i<M, the terms An examination of (6.31) shows that the RLS algorithm diverges as the number of iterations (n) becomes large. This divergence is exponential and cubic with respect to n. It is observed that the divergence terms are due to floating point errors in the calculations of the weight vector update (3.3), i.e., ai(n). Assuming no errors in the calculation of the update for w(n), a 2 a +O and M~.
Thus (6Q31) becomes
In otherwords, the error due to the floating point calculation of den) is averaged out by the RLS algorithm. Therefore, n(n) indeed behaves as an additive noise termo We must also consider the covariance of~(n) which contains the information regarding the convergence of the translated weight vector 0 Define (6.34)
From ( Hence, n In this case Cl~ONN the null matrix. In otherwords, the algorithm converges to the optimal weight vector 0
Extension to the Least Mean Squares Algorithm
In this section, the errors introduced by floating point operations in the LMS algorithm are derived using the approach for the RLS algorithm.
In the LMS algorithm the weight vector is (7.1) updated by first calculating the prediction of the desired signal:
From which the error is obtained and used to update the weight vector,
In (7.3) y is the loop gain. It controls the convergence rate of the LMS algorithm and must satisfy, 
Note that the floating point errors, CIi(n),~i(n), 5(n),~(n) now apply to the LMS algorithmW e can write a' (n ) = ,,-en)
We proceed to calculate
To evaluate (709) we need to calculate (7.8)
R~(i) = o w*w*T +0" y2R x CI_ __ As in ( 6 e 15 ) for the RLS algorithm define E(k) for the Lt\1S
To evaluate (7013) note that [5] Also, (7 • 12 ) (7014)
where we -have defined (7 0 16 ) a~2 = aa 2 + a~2 + a y 2 (7.17)
Note that E(k) is diagonal. Hence, Trace R = ---
If we neglect the floating point errors in A(n) in (7.8) then defining, C(n) = e Cn ) -e~(n) (7.24) where e(n) is the infinite precision prediction error and e~(n) is the floating point error we can show that (7.25 )
We can interpret crC 2 as the mean square error between the floating point and infinite precision LMS algorithm.
Substituting for
Trace R'l' from (7.23), (7.24) Consider now the floating point errors introduced in A(n). Furthermore, using our analysis we are able to pin point the floating point operations that lead to divergence and those that only degrade performance in a non-catastrophic manner~These results point to tradeoffs and design issues in the digital implementation of the RLS algorithm.
For the LMS algorithm, the floating point errors increase inversely to the loop gaino As the loop gain approaches zero, the errors increase exponentially with the number of iterations (if y(n) =~for example). This was not predicted in [4] . Increasing the loop gain causes the errors due to the desired signal 
