Abstract-Two new design techniques for adaptive orthogonal block transforms based on vector quantization (VQ) codebooks are presented. Both techniques start from reference vectors that are adapted to the characteristics of the signal to be coded, while using different methods to create orthogonal bases. The resulting transforms represent a signal coding tool that stands between a pure VQ scheme on one extreme and signal-independent, fixed block transformation-like discrete cosine transform (DCT) on the other. The proposed technique has superior compaction performance as compared to DCT both in the rendition of details of the image and in the peak signal-to-noise ratio (PSNR) figures.
I. INTRODUCTION
Block transforms (BT's) are attractive tools for the analysis and compression of images. The Karhunen-Loeve transform (KLT), while optimal among all unitary transforms, has the shortcoming of lacking of a fast transform algorithm. The discrete cosine transform (DCT), on the other hand, possesses the fast transform character and its performance is very close to that of KLT, at least for highly correlated first-order Markov processes [1] , [2] . These advantages have made, in fact, the DCT the industry standard for the first generation image and video codecs [3] .
Despite the preponderance of DCT algorithms in practical applications, the quest for new block transforms continues especially in the direction of transform codebook designs where each block transform is adapted to the local statistics of nonstationary fields [4] , [5] .
This study has provided further insight into the two well-known techniques, BT's and vector quantization (VQ). Our proposed coding technique can be interpreted as a bridge between these two techniques.
Since image signals are nonstationary, it is conjectured that a BT for which the basis functions adapt to the local statistics of the image will have superior compression performance. The adaptation of the transform bases is instrumented by constructing a transform book, which is similar in concept to a VQ codebook. In the transform book, each BT corresponds to some typical image structure or waveform. In each segment of the image an appropriate BT should be chosen based on some simple feature of the regional image, or simply using the mean square error criterion. However, such transform books contain many fewer (typically four to eight) transforms as compared to the number of vectors in a conventional VQ codebook. Notice that if some bit assignment rule were to single out the first row only in each block, then the proposed coder would reduce to a scheme similar to Manuscript received September 23, 1995; revised January 13, 1997. This work was supported by TÜBİTAK under Contract EEEAG-139. This work was presented in part at the IEEE International Conference on Nonlinear Signal and Image Processing, Neos Marmaros, Greece, June, 1995. The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Nasser M. Nasrabadi.
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Publisher Item Identifier S 1057-7149(98)00311-X. the VQ coder. On the other hand, in our VQ-based BT, the rows other than the first one can be interpreted as encoding the residual error of the VQ. Furthermore, in our scheme, the search effort is much less as compared to a conventional VQ coding, since our VQ size is minute (e.g., four to eight), i.e., which in turn implies that the cluster sizes are quite large. The loss in resolution due to much reduced VQ size is compensated by the use of the other (N 0 1) orthogonal vectors in the BT. In this sense, our adaptive VQ-based BT aims to combine the best of the two worlds of BT's and VQ.
In this correspondence, we intend to design "VQ-adaptive BT's," such that the basis vectors of the transform are expected to match the statistics of the input process. This can be effected by having the rows of the transform block to resemble waveform portions most typically encountered in the image class to be coded. Such an adaptive block transform can be constructed first by obtaining a reference vector that also forms, let us say, the first row, while the other rows of the transform block are generated by operations on this reference vector, as described in Sections III and IV. These two new methods that obtain an orthogonal BT from a given reference vector will be called vector quantization-permutation based block transform (VQ-PBT) and vector quantization-optimization based block transform (VQ-OBT), while such techniques in general are referred to as VQ-adaptive block transforms from here on. Fig. 1 shows the block diagram of the proposed VQ-adaptive BT techniques.
The organization of the paper is as follows: Section II discusses a VQ-based selection of the reference vectors that will be the starting point for both the VQ-PBT and VQ-OBT types of orthogonal transform design. In Section III, we describe the new VQ-PBT type block transform design technique, while the VQ-OBT type block transform is given in Section IV. Some design examples and comparative results for both the VQ-PBT and VQ-OBT techniques are presented in Section V. Section VI gives conclusions and suggestions for future research.
II. SELECTION OF REFERENCE VECTORS
The reference vectors in our scheme act as the seeds of the adaptive BT. Therefore, these reference vectors should be a collection of reproduction vectors and, hence, VQ techniques can be invoked to obtain them. To generate a collection of M transform blocks, M reference vectors are obtained using a VQ technique known as the Linde-Buzo-Gray (LBG) algorithm [9] . Our proposed scheme is 1057-7149/98$10.00 © 1998 IEEE applicable to both one-dimensional (1-D) and two-dimensional (2-D) cases, albeit with slight differences.
1-D Case
Using a clustering technique like the LBG algorithm on the Nsized row or column segments of the images, the feature vectors 
where A A Am is the most appropriate transform for that segment, and the transform coefficients are then quantized and coded. The overhead to index the transforms in the book is moderate since the transform book size is limited to six to seven, which necessitates three bits. However, since not all the bases are selected with equal frequency, with entropy coding the overhead reduces to approximately two bits. Thus, for example, at 1 b/pixel rate, the overhead constitutes only 3% of the bit budget. The performance of the proposed adaptive BT technique vis-avis DCT in the case of 1-D signals is illustrated in Fig. 2 , where a sample line from the Lena image is employed. The block size was eight for both techniques, and the reconstructed signal in each segment consisted of the two highest energy (unquantized) transform coefficients. The transform book contained M = 8 BT's, and in each segment of the signal, the best reference function yielding the least distortion was selected. As expected, DCT works adequately in the highly correlated regions, but performs worse especially in the regions with abrupt changes. Thus, the adaptive BT technique outperforms DCT both visually as well as in the mean square error sense. Three of the reference vectors, as generated via the LBG algorithm using various training signals, are displayed in Fig. 3(a) .
2-D Case
The idea of adaptive BT can be easily extended to images. However, in this case the VQ algorithm is not run on the raw image data, but first a repertoire of image patterns generated by the outer product of 1-D vectors is obtained. The VQ algorithm is run on these 1-D vectors as detailed below.
• The training images are organized in normalized blocks of 
Several test images are used to evaluate the coding performance of the proposed technique. Simulation results indicate that the codebook sizes four to eight work quite well from both compaction performance and implementation complexity points of view. hj g templates correspond to various gray-level facets.
In the flat regions of the image, the basis functions tend to be DC-like. For a DC reference vector, the BT design technique, PBT, leads to the Walsh-Hadamard transform (WHT) [10] - [12] . It is well known that the WHT does not work as well as DCT in image coding applications. Therefore, it should be argued that whenever an image block corresponds to a DC-like flat area, it should be coded with DCT, while the other image blocks containing strong sloping patterns should be coded with the appropriate transforms from the book. This hybrid technique improves the performance of the compression in both detailed and flat areas. Fig. 4 illustrates the blocks within which VQ-based coder is chosen, while in the rest of the image blocks DCT coding is being used. In the sequel of this work, only the hybrid scheme will be employed.
III. DESIGN TECHNIQUE I: PERMUTATION-BASED ORTHOGONAL BLOCK TRANSFORM (VQ-PBT)
One method to generate an orthogonal BT matrix from a given reference vector is to use systematic permutations and sign changes on the elements of the reference vector [10] - [12] . Thus, while the first row of the transform matrix is constituted of the reference vector itself, the other rows are simply given by permutation and sign change operations on the elements of the reference vector. Furthermore, rows of the transform matrices form orthonormal sets, that is h h hih h h T j = i0j:
The construction of an orthogonal matrix given a reference vector h h h0; based on the permutations and sign changes of its components is outlined below. This definition says that the jth element of the ith row of the transform matrix is the same as the element of h h h0 on the i(j)th position except with a sign change given by i(j):
Such permutation and sign change operations result in pairwise orthogonality in (4) (4) h (5) h (6) h (7) 0h (1) h(0) h(3) 0h (2) h (5) 0h (4) 0h(7) h (6) 0h (2) 0h(3) h(0) h (1) h (6) h (7) 0h (4) 0h(5) 0h (3) h (2) 0h (1) h(0) h(7) 0h (6) h (5) 0h (4) 0h (4) 0h(5) 0h(6) 0h(7) h (0) h (1) h(2) h (3) 0h (5) h (4) 0h (7) h (6) 0h (1) h(0) 0h(3) h (2) 0h (6) h (7) h (4) 0h (5) 0h(2) h (3) h(0) 0h (1) 0h (7) 0h (6) h (5) h (4) 0h (3) 0h(2) h (1) h(0) This technique, a variation of Hadamard modulation of a reference vector, is in fact a generalization of the Walsh-Hadamard transform, since the lowpass function h h h will have in general components different than one's. The only restrictions on the reference vectors are their size, which must be an integer power of two.
In a permutation-based orthogonal block coder designed using the algorithm described above, all basis functions use the same set of coefficients (in different shift and sign positions). One can obtain linear phase BT's simply by imposing linear phase condition on to their horizontal and vertical double symmetry, and consequently the coding gains of VQ-PBT remain unimpressive with respect to that of DCT [13] . Thus, when the linear phase property is sacrificed, local structures are more frequently matched by these richer and more realistic image patterns. Notice that these patterns enable to code, e.g., diagonal edges, with a few coefficients while this would not be the case with symmetric bases.
IV. DESIGN TECHNIQUE II: OPTIMIZATION-BASED BLOCK TRANSFORM (VQ-OBT)
In the permutation-based transform design, as described above, only the first row (the so-called reference vector) was obtained from VQ so that it resembles the various image structures. Alternatively, it is possible to generate all the rows of the transform matrix out of an optimization scheme, thereby achieving an even higher compaction. This process leads to an orthogonal BT that no longer shares the same coefficient values. Again starting from and, thus, one can construct a transform matrix Q Q Q such that
The resulting matrix A A A is an orthonormal matrix satisfying, Since our objective is to design an orthonormal transform having good compaction performance, we set an optimization procedure as follows.
The transform coefficient variances for a given input covariance matrix are found as the diagonal terms of the output autocorrelation matrix R R Ryy given by To compare the performance of the VQ-OBT vis-a-vis that of their closest competitor, namely DCT, we assumed that the input statistics formed an AR(1) model with correlation coefficient , as follows:
This choice is motivated by the fact that this model is widely used for crude approximation of real images in literature. When we selected the reference vector h h h0 as the DC function, the resulting transform represents the optimum BT among all such transforms having the first row constant, which includes also the DCT. Its performance, as expected, remains in the corridor between those of KLT and DCT. Table I provides the coefficients of an OBT having a DC function as its first basis.
As expected, the coding gain performance of VQ-OBT is slightly better than that of VQ-PBT. This is due to the fact that VQ-OBT is more image class specific since all rows of the block transform are involved in the optimization search in contrast to VQ-PBT where only the first row is derived as such.
V. PERFORMANCE RESULTS
The performance results of the hybrid VQ-OBT scheme vis-avis those of a DCT-based algorithm are given in this section. The hybrid scheme opts for the DCT and Joint Photographers Expert Group (JPEG) quantization table in flat regions. On the other hand, in the more active regions, one of the M 2 = 9 bases is selected according to (3) . Finally, the coefficients of the VQ-based transforms are treated with a (nonoptimized) uniform quantizer followed by an entropy coder. Table II compares the energy compaction figures of VQ-OBT with those of the DCT scheme, where the class indication (i; j) refers to the waveforms in Fig. 3(a) . In this table, G TC denotes the transform coding gain [2] . Thus, for example, (2, 3) would indicate that in those blocks columns match "waveform 2" and that rows match "waveform 3" best; on the other hand (1, 1) would indicate "flat" blocks both row-wise and column-wise. One can observe that the energy compaction performance is better in every region where the algorithm has indicated the use of a specific non-DCT orthogonal transform.
The PSNR performance is also better over the whole image, e.g., for the cameraman image by margins of 0.5-1.5 dB in the 0.6-1 b/pixel range (Fig. 5) . In this comparison, the entropy-coded header information has been included in the rate figures of the VQ-OBT technique. The cameraman image coded with hybrid VQ-OBT is shown in Fig. 4(c) . For visual assessment of improvements, a detail from the face and camera region is shown in Fig. 6 , where one can observe that the camera and its handle are both rendered more sharply.
VI. CONCLUSIONS
Two methods for signal adaptive orthogonal BT design have been advanced. Their adaptive nature is due to the fact that these BT's are generated from reduced size VQ bases. In the VQ-OBT technique, the autocorrelation sequence of the process must be estimated, but otherwise it leads to slightly better compression results. On the other hand, the VQ-PBT technique may be more practical in a wider range of applications and leads to multiplierless transformations [11] .
The adaptive transforms have superior performance, especially in the highly textured and patterned regions, while the DCT bases remain superior in smooth regions. The proposed hybrid coder then tests each segment of the signal or block of the image and decides
• to use the DCT bases rather than the corresponding VQ-PBT (VQ-OBT) bases if the segment is DC-like; • to use the corresponding VQ-PBT (VQ-OBT) bases if the segment is not DC-like, i.e., with high variance. The proposed coder is found to have superior compaction performance as compared to DCT both in the rendition of details in the image and in the PSNR figures. The coder may form an alternative to DCT-based schemes in highly patterned classes of images.
