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PC-fractions (Perron-Carathtodory fractions) are continued fractions of the 
form 
8.+~+~+(1-~283)z+~+(1-~B5)z+~+ .,,. 
2z 3 5 
The theory of PC-fractions is closely related to the theory of two-point Padt 
approximation and to the theory of SzegG polynomials (polynomials orthogonal on 
the unit circle) and the trigonometric moment problem. In this paper it is shown 
that if the power series L,,=~~~‘+~:km_, ckzk and L,= -c~~~--~,*“=~ cekzmk 
represent holomorphic functions which are in a certain sense close to the functions 
4 and -i, then these series (or functions) have a corresponding PC-fractions which 
is limit periodic. 0 1990 Academic Press, Inc. 
1. INTRODUCTION 
A continued fraction of the form 
(1.1) 
is called a PC-fraction (Perron-Caratheodory fraction). These fractions 
were introduced in [9] and further studied in [10-133. (Note that we write 
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fll for what in these papers was called aI.) We shall briefly point out some 
important connections between the theory of PC-fractions and some other 
problem areas. 
Let P,(z) and Q,(Z) be the numerator and denominator, respectively, of 
the nth approximant of a given PC-fraction. The sequence (P,n(z)/Q,,(z)} 
of even approximants corresponds to a unique formal power series 
L,= c~~‘+C~=~ ckzk at z=O, and the sequence {P2n+l(~)/Q,n+l(~)} of 
odd approximants corresponds to a unique formal power series 
L, = -~fj~)---C~=~ c-~z-~ at z = co. (For the concept of correspondence 
of a sequence of rational functions to power series, see [16].) More 
precisely, the following correspondence formulas hold : 
Lo- 4,V’dQaJ = W”+ ‘I (1.2) 
L,-~,(Pz,+,/Q~,+~)=~tz-‘“+“). (1.3) 
(Here /lo and A, denote the Taylor series expansion at z = 0 and the 
Laurent series expansion at z = co, respectively.) The pair of power series 
(Lo, L,) satisfies the condition 
goi1 #O for n=O, 1,2, . . . . 
where DLki 1 denotes the Toeplitz determinant 
(1.5) 
(Here co = cr’ + CL”‘.) 
On the other hand, if a pair of power series (Lo, L,) satisfies condition 
(1.4), then there exists a unique PC-fraction whose even approximants 
{P,,/Qzn} correspond to Lo at z =0 and whose odd approximants 
{P,,, I/Q2n+ 1 } correspond to L, at z = co. More precisely, the conditions 
(1.2)-( 1.3) are satisfied. We shall say that the PC-fraction corresponds to 
the pair (Lo, L,) when, as above, (P2n/Q2n} corresponds to Lo at z =0 
and {P2n+l/Q,n+l} corresponds to L, at z= co. 
For more details on correspondence and two-point interpolation proper- 
ties of PC-fractions and other continued fractions (M-fractions, general 
T-fractions, and Schur fractions), we refer to [3,4,8,9, 11, 12, 17-20,241. 
A PC-fraction where we may write PI = -2fl,, PO E R, Pzrn+ 1= & for 
(1.4) 
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m = 1, 2, . . . . is called a Hermitian PC-fraction. Hermitian PC-fractions are 
thus continued fractions of the form 
~,3? & Cl- l~l12b 1 (I- 16212b 
1 +c?,z+ 6, +8,z+ d* + ...’ 
6, E R, 16,1 # 1 for n = 1, 2, . . . . (1.6) 
In this case ci”)=cf’, ~-~=cfor k= 1, 2, . . . . in the power series (L,, L,) 
associated with the PC-fraction. We shall in this case call the series 
(L, , L m ) Hermitian conjugates. 
The Hermitian PC-fraction (1.6) is said to be positive when 6, > 0, 
16,( < 1 for n= 1, 2, 3, . . . . When the PC-fraction is positive, then the 
sequence {Pz,/Q2n} and the series cr) +CF=i ckzk both converge for 
Izl < 1 to a function f(z). This function is a Carathdodory function, i.e., 
Re f (z) > 0 for IzI < 1. Similarly the sequence { P2, + ,/Q2,,+ 1 } and the 
series -c~“‘-~,“= 1 c-kz-k both converge to -f(l/.F) for IzI > 1. 
The theory of Hermitian PC-fractions, in particular positive PC- 
fractions, is closely connected with the theory of Szegii polynomials, and 
with the trigonometric moment problem (see, e.g., [l, 3, 5, 11-13, 22, 251, 
and through these it has important applications in the field of digital signal 
processing. Wiener’s linear prediction method (cf. [30]) gives an example 
of this connection, the transfer function G,(z) of the Wiener filter being 
given by G,(z) = z-~Q~~+ 1 (z). We refer to [2, 10, 14, 151 for the role of 
PC-fractions in this subject. 
Because of the wide applicability of PC-fractions to problems connected 
with pairs of power series, it is of interest to obtain sufficient conditions for 
a corresponding PC-fraction to exist. (The determinant condition (1.4) is of 
course necessary and sufficient, but it is usually not easy to verify.) In this 
paper we give such sufficient conditions. We show that if LO and L, repre- 
sent functions, holomorphic and sufficiently close to the functions f and - $ 
in sufficiently large neighborhoods of 0 and co, respectively (“strongly 
bounded functions”), then a corresponding PC-fraction exists. In this paper 
we use the normalization cr) = 4, CL”’ = 5. It is easily seen that if a corre- 
sponding PC-fraction (1.1) exists, then /I0 = f, /I1 = -1. 
The first results of this general type that we are aware of, were proved 
in [26, 271 for T-fractions (see [21, 131). These are concerned with corre- 
spondence to a single power series at z = 0 or at z = co. These results were 
later strengthened in [6]. Later similar results concerning correspondence 
to pairs of power series were proved for general T-fractions in [28]. (See 
also [29], where the converse problem is treated.) Except for T-fractions, 
general T-fractions (and by implication M-fractions), recently regular 
C-fractions (see [7]), and now PC-fractions, there seem to be no known 
results of this kind. 
For standard information on continued fractions, we refer to [16]. 
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2. AN ALGORITHM FOR PC-Fractions 
Let two formal power series 
L,=;+c,z+c*zz+ .” (2.1) 
L,= -&cc,z-‘-cc_2z2+ ... (2.2) 
be given. The purpose of this section is to describe an algorithm which 
under certain conditions produces a PC-fraction which corresponds to the 
pair (L,, L,), i.e., to L, at 0, to L, at co. The algorithm is described in 
terms of sequences of linear fractional transformations ,(z, w), which will 
be defined step by step. (When in the following we talk about transforma- 
tions s,(z, IV), we mean the transformations w + s,(z, w).) 
We define 
sok w) = Bo + w, (2.3) 
where 
We define the formal power series Lb” by the formula 
Lo = so(z, LbO’). (2.5) 
Then clearly 
L(p=c,z+c,z2+ .‘.. (2.6) 
We next define 
PI sl(z, w) = - 
l+w’ 
where 
pl= -1. 
We define the formal power series Lz’ by the formula 
L, =so~sl(z, LZ’). 
We observe that 
L’l’J2+Lm 
cc l/2 - L,’ 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
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and thus the series Lz’ has the form 
LZ’= -c~~z-‘Lc~~z-*+ . . . . (2.11) 
where 
We next define 
c(l) =c_1. -I (2.12) 
where 
1 
s*(z, w) = p2z + w? 
p*= -c,. 
We define the formal power series ,!,a’ by the formula 
LEO’ = s1 0 s*(z, q’). 
We observe that 
L’*)J~+P2Z)w+82z 
0 
-(I +d$‘) 
It follows from (2.6) and (2.14) that the series Lr’ has the form 
~(2) = c(*)z* + c(*)z3 + . . . 
0 2 3 > 
where 
c2 
(2) = c; - c2. 
We now make the assumption 
Cl ‘C-1 # 1. 
We define 
s (z w) = t1 -B2P3jz 
3 9 
P3+w ’ 
(2.19) 
where 
p3= -c-1 = -c”,. 
We define the formal power series Lz’ by the formula 
L(l) = s* 0 s3(z m 3 L’3’) 00 . 
(2.13) 
(2.14) 
(2.15) 
(2.16) 
(2.17) 
(2.18) 
(A,) 
(2.20) 
(2.21) 
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We observe that 
L(3) = 
zL’ot’- /II3 
cc 1 - flzzLZ)’ 
(2.22) 
It follows by (2.12), (2.14) (2.20) and (A,) that the series LE’ has the form 
L(3) = +(3) ? 1 _ c(3) 
co ~ I’ 2z 
-2 _ . . . (2.23) 
Note that we may write (A 1) as 
8283 # l. (A’,) 
We next define 
1 
s4(z, WI = 84z + M,2 
where 
(2) 
84 = 1 :i2/j3. 
(2.24) 
(2.25) 
We define the formal power series Lb4’ by the formula 
LC2) = s3 0 s‘$(z L(4)) 0 9 0 . (2.26) 
We observe that 
L(4) = G2’u + B384z) - (1 - B283) 84z2 
0 
t1 -f12&)z-b3Lb2) ’ 
(2.27) 
It follows from (2.12), (2.14), (2.25) and (A,) that the series Lr’ has the 
form 
~(4) = c(4)z2 + c(4)z3 + . 
0 2 3 (2.28) 
Now assume that linear fractional transformations o(z, w), s,(z, w), . . . . 
szrn(z, w) and series Lb’), Lf’, . . . . Lgm), LE’, L(z), . . . . Lc$‘p” have been 
defined, where 
S2k-,(Z w)=(1-B2k-2P2k-lb 
> 
B2k--l+W ’ 
1 
SZk(ZY WI = B2kz + w7 
k = 2, . . . . m, (2.29) 
k = 2, . . . . m, (2.30) 
L(2kP3jCS (2k - I) 
cc 2k ~ 2 OS2k ,tz> L, )9 k = 2, . . . . m, (2.31) 
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L’Zk-2) =$ 
0 2k-I ,a S2k(Z, Li,2k)), 
k = 2, . . . . m, (2.32) 
LW-I)- _C(2k~1)Z-1_C(2k-1)Z~2+ . . . . 00 - -I -2 k = 2, . . . . m, (2.33) 
k = 2, . . . . m, (2.34) 
k = 2, . . . . m, (2.35) 
(Zk-2) 
c2 
82k= 1 -b&2/&-, 
k = 2, ,,., m. (2.36) 
Note that these conditions are satisfied for m = 2, when (A,) is satisfied. 
Also note that fi2k- 2/32k _, # 1 for k = 2, . . . . m, under the assumptions 
above. 
We now make the assumption 
(2mp2) 
c2 
. pm- 1) 
1 -IL-2BL 
# -1. (Am) 
(Cf. condition (Ah) below.) 
We define 
where 
and 
where 
S2m+ l(z, w) = (1 py;-;“’ 
D (2m- 1) 2*+1= -c-1 3 (2.38) 
(2m) 
B 2m+2= 1 +Ffmp2*+; 
(2.37) 
(2.39) 
(2.40) 
Note that (A,,,) may be written as 
P2mPzm+ I# 1. (AL,) 
We define the formal power series Lzm’ I), Lfm+2) by the formulas 
L’z”- 1) = S2m (2rnfI) 
cc OS2m+ l(ZY L, 1 (2.41) 
L(2rn) = s 
0 Zm+l~~2m+2(Z~ LhZm+2)). (2.42) 
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We observe that 
zL(*m-‘)-f12m+, L(Zm+l)= m 
m 1 - jZrnZLgM- ” 
(2.43) 
L’2” + 2) = Lb2”‘U +P*m+182m+zz)-(1 -P2mP2m+1M*m+2Z2 
0 
(1 -P2mP2m+I)Z-P2m+ILb2m) . (2*44) 
It follows from (2.33), (2.38), (2.40), and (A,) that the series LE”‘+‘) has 
the form 
L(Zm+l)= ~c(~;l+l)z~I~c(zr;+I)z--~*+ ,... 
5 (2.45) 
Similarly it follows from (2.34), (2.38), (2.40), (2.44), and (A,) that the 
series Lam+ 2, has the form 
L~~+*LC~2m+2)z2+C3 (2m+*jZ3 + . . . . (2.46) 
It follows by induction from these considerations that if (Ak) is assumed 
to hold for each step, then there exist linear fractional transformations 
s,(z, w) and series L, (2kp I), Lfk’ such that the relations (2.30)-(2.36) hold 
for all k. 
The transformations s,(z, w) define a continued fraction, which is a 
PC-fraction of the form 
11 1 -_- - (1 -PzP& i (1 -P4P& 
2 l+B*z+ B3 +b+ 85 + ..: 
(2.47) 
As before let P,(z)/Q,(z) be the nth approximant of this continued fraction. 
We shall now establish correspondence between the continued fraction 
(2.47) and the pair of power series (2.1 t(2.2). 
THEOREM 2.1. Let the pair (2.1 b(2.2) of formal power series be given. 
Assume that A,, .,,, A,,,, . . . are satisfied, so that the algorithm described above 
never stops. Then the following formal series expansions are valid for 
m = 1, 2, . . . . 
P*m-1 L”-~==wm) 
Lo+o(z”‘+~). (2.49) 
2m 
Thus in particular the PC-fraction (2.47) corresponds to the pair of power 
series (2.1)-(2.2). 
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Proof. We define the linear fractional transformations SJz, w) by 
So(z, w) = so(z, WI, SJz, w) = S,- ,(z, s,(z, w)) for n = 1, 2, . . . . 
(2.50) 
We may then write 
uz, w) = P,(z) + wp, - l(Z) Q,(z) + wQn- l(z) 
(2.51) 
(see, e.g., [16, p. 281). It follows from the definition of Lp"'-l), Lf"' that 
L, =S2m--(Z,Ly')), m = 1, 2, . (2.52) 
L, = S&(Z, Lf"'), m = 1, 2, . . . (2.53) 
Consequently we have 
L =P,,-,+Ly'Pz,-z 
O" Qz,,-,+L~m-1'P,,-2 
(2.54) 
P,,+Lf"'P,,-, 
L"=Q2m+L~m'Q,_~l' 
(2.55) 
By using the determinant formula for continued fractions (see, e.g., [16, 
Formula 2.1.91) we get 
P,+wP,-, P" --=).$I 
Qn+wQn-I Qn 
Pn-,Qn-PnQn-~=(-~)n~ Q ,;I+;";; 
Qn(Qn+@-1) n n 
_ ), 
n 1 
(2.56) 
where the uk are the numerator elements of the continued fraction. 
From (2.54) and (2.56) we get 
P 
"--cc Lgm-“.n;:: (1 -/?2kP2k+1).Z’“-1 
Q~m-~(Q,,-,+L~m-l)Q,,-,) ' 
(2.57) 
We know (see [9, (2.2b) and (2.2d)l) that 
Q2,,--2= 1+ ... +/?2,,-2~m-1, m = 1, 2, . . . (2.58) 
Q,,-,=/I,,,-,+ ... +zm--1, m = 1, 2, . . . . (2.59) 
Formulas (2.33), (2.58), (2.59) show that 
P Z *-'O(z-') 
Lm-~=zm-l .zm-l(l +o(z-l))’ (2.60) 
which immediately gives (2.48 ). 
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From (2.55) and (2.56) we get 
Formulas (2.34), (2.58), (2.59) show that 
Lo2LLZ m-1.0(z2) 
Q 2m 1 + O(z2) ’ 
(2.62) 
which immediately gives (2.49). 1 
3. PC-FRACTIONS AND STRONGLY BOUNDED FUNCTIONS 
In this section we shall prove a result of the type announced in the 
Introduction. In the following we shall denote by L,, Lr”’ both functions 
which are holomorphic at 0 and their power series expansions in powers 
of z. Similarly we shall denote by L,, LcZrnp ‘) both functions which are 
holomorphic at CC and their power series zxpansions in powers of z-l. 
THEOREM 3.1. Let R,, R,, Q,, E, be nonnegative real numbers which 
satisfy 
R,>Z R&i, 
E,,E, <; (1-2R,). (3.3) 
Let L,(z) be holomorphic for /zI d R, and such that 
IL,(z) - 41 < co for Izl 6&, (3.4) 
and let L,(z) be holomorphic for Izj > R, and such that 
IL(z) + II d Em for Izl b R,. (3.5) 
Then there exists a PC-fraction of the form (2.47) which corresponds to 
(L,, L, ) in the sense that (2.48t(2.49) hold. The PC-fraction is limit 
periodic : 
lim /I, =O. (3.6) n-m 
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ProoJ: Let (3.1)-(3.5) be satisfied. We define 
(3.7) 
Then 0 < q0 < 1, 0 < qoc < 1. From (2.6) and (3.4) it follows that 
IJ$Yz)l <co for IzI <R,. (3.8) 
BY (2.61, @‘( z Y z is holomorphic for IzI 6 R,, hence by Schwartz’ lemma 
we may conclude that 
for IzI d R,. 
Then by (2.6) we get 
1 
&= ICI1 ,<“<-. 
Ro 8 
(3.9) 
(3.10) 
From (2.10) and (3.5) it follows that 
&CC IL~‘(z)l G---c 
l--E, vcc for IzI 2 R,. (3.11) 
By (2.11), zLg’(z) is holomorphic for IzI 2 R,, hence by Schwartz’ lemma 
we may conclude that 
W:‘(z)1 <R, vm for IzI > R,. (3.12) 
Then by (2.11) we get 
lhl= Ic-,I ~R,,YI, cf. (3.13) 
From (3.10) and (3.13) it immediately follows that (A,) is satisfied. 
From (2.16) and (3.8) follows that 
for IzI CR,. (3.14) 
BY (2.17), ~a)( z I/ z and Lf’(z)/z2 are holomorphic for IzI <R,, hence by 
Schwartz’ lemma we may conclude that 
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Then from (2.17) and (3.15) we also get 
Ic(2)1 ,!!!i<!, 
2 R; 4 
This means that 
IP‘II & 
1 <!k 1 
R: l-R,rl,,(~o/Ro) R;‘l-(1/2)rlovmf’m 
<ro<’ 
2 2’ 
(3.16) 
(3.17) 
Now assume that sO(z, w), . . . . sZm(z, W) have been defined. Further 
assume that 
IL Z”- lyz)l < vy- 1) for IzI > R,, k = 1, . . . . m (3.18) 
ILyyz)l d 18”’ for IzI <R,,, k= 1, . . . . m (3.19) 
for some qTP”, vfk), where O<qzk-‘)<qm, O<qfkm<qO. These 
assumptions are true for m = 1, with ~2’ = 9,) vi*’ = ‘lo. 
As above, we conclude that 
IZL F- l'(z)/ < r]c-"R, for IzI 2 R,, (3.20) 
Ic’z:-“I <qgkkl)Rm (3.21) 
L’2k’ 
I I 
Pm) 
0 ‘lo 
LW’ 
’ R. ’ 
0 - - 
Z l-l Z2 <F for IzI Q& 0 (2.22) 
(2m) 
IC$2k)l < 5. (3.23) 
0 
By (2.35), (2.36), (2.38), (2.40), (3.20), (3.21), (3.22), (3.23) we get 
1 
IP I< 2k+l ,Y], ‘2k-“.R,<$<2, 2 k = 1, . . . . m (3.24) 
(2k) 
I/j ?o. 1 
(2k’ 
2k+21 ’ R; 1 - (l/2) non,. R, <(l+~oMLJ~ 0 
11 1 
<2rjqk’.-<- ?/o<2’ 
R; 2 
k = 1, . . . . m. (3.25) 
From (2.43), using (3.20)-(3.23), we get 
IL (;m+yz)I <p7-‘).(3 cc cc for IzI > R,, (3.26) 
where 
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em= 
2Rm 
1 -(l/4) ‘lovm 
Since q,, < 4so, qco < 2s0, condition (3.3) implies 
0<8,<1. 
By writing (2.44) as 
L(2m+2)=Z -‘~b2”‘(1+82m+1B2m+*z)-(l -B*mBzm+1)B2m+*~ 
0 
(1 -B2mP2m+1)-82m+1Z-‘~~2m) 
where 
and using (3.20)-(3.25) we get 
JLgm+2)(Z)I < yip). e. for Izl <R,, 
In the same way as above we note that condition (3.2) implies 
o<e,< 1. 
It follows that we generally get 
ILgm+l)(Z)I < tj, . em, for Iz] >R,, m=O, l,... 
I~fm+2)(~)1 6 ‘lo. e;; for IzI < Ro, m=O, 1, . . . . 
Consequently we also get (cf. (3.24)-(3.25)) 
IB 2mf3 --l?cc I< .RmQ, m = 0, 1, . . . . 
18 m =O, 1, . . . . 
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(3.27) 
(3.28) 
(3.29) 
(3.30) 
(3.31) 
(3.32) 
(3.33) 
(3.34) 
(3.35) 
(3.36) 
It follows that (A,) is satisfied for m = 1, 2, . . . . Then by Theorem 2.1 a 
PC-fraction exists with the correspondence properties (2.48)-(2.49). Finally 
lim, + m /!?, = 0 by (3.35)-(3.36). 
Remark. It is easily seen by inspection of the proof of Theorem 3.1 that 
the conditions (3.1~(3.3) can be weakened. We shall not pursue that topic 
further here. 
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4. HERMITIAN PC-FRACTIONS 
Let the power series (L,, L,) be Hermitian conjugates (for definition, 
see Section 1). It follows easily from the formulas for fizm, ljzrn + , in [ 12, 
Theorem 1.11 that if (L,, L, ) has a corresponding PC-fraction, then this 
PC-fraction is Hermitian. 
We note that if the function L(z) is holomorphic for 1.~1 d R, then the 
function z(z) = -L( l/z) is holomorphic for IzI 2 l/R, and the power series 
A,(L) and A,(E) are Hermitian conjugates. Furthermore, IL(z) - l/21 = 
IQ l/z) + l/21. 
These considerations together with Theorem 3.1 and formulas 
(3.24)-(3.25) lead to the following result. 
THEOREM 4.1. Let R, E be nonnegative real numbers which satisfy 
R> 2, (4.1) 
4(R - 2) 
‘= -=z 32 t 14R’ (4.2) 
Let L(z) be holomorphic for Jz( <R and such that 
l&-i1 GE for IzI <R. (4.3) 
Then there exists a positive PC-fraction of the form 
11 1 (l- 1412b 1 (I- l~,12)z -_- - 
2 1+&z+ 61 +$,z+ 6, + ... (4.4) 
which corresponds to L(z) at 0 and to -E(l/z) at co. The PC-fraction is 
limit periodic :
lim 6, = 0. (4.5) “-CC 
5. NEARNESS OF FUNCTIONS AND OF CONTINUED FRACTIONS 
We have shown that a pair of functions which are holomorphic and suf- 
ficiently close to 4 and - $ in sufficiently large neighborhoods of 0 and cc, 
respectively, has a corresponding PC-fraction with elements /?n that tend 
to zero. In view of the following example, this result can be given an 
alternative interpretation. 
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EXAMPLE 5.1. We set 
Lo*=; (5.1) 
LZ= -;. (5.2) 
Thus c,=O, cek =0 for k= 1, 2, . . . . Obviously the conditions of 
Theorem 3.1 with s0 = E, = 0 are satisfied. It follows from the definition of 
the elements j,* of the corresponding (Hermitian) PC-fraction (see Sec- 
tion2) that /?,*=O for n=2, 3, . . . . Thus the PC-fraction corresponding to 
(Lo*, Kg) is the periodic PC-fraction 
lllzlz 
2 1 + oz + 0 + oz + 0 + . . . . 
Here the approximants are given by 
P2m(z) 1 pzr?z+ 1(z) 1 -- 
Q,,(z)-2’ Qzm+Az)= -2’ 
(5.3) 
(5.4) 
Thus we can here observe directly that the PC-fraction (5.3) corresponds 
to the series (5.1)-(5.2). 
The assumption (3.4)-(3.5) of Theorem 3.1 may be looked upon as 
expressing that the pair (L,, L, ) is close to the pair (L,*, Lz ). The 
property lim, _ co @, = 0 may be looked upon as expressing that the 
PC-fraction (2.47) is close to the PC-fraction (5.3). Thus Theorem 3.1 may 
be loosely expressed as follows: If a pair (LO, L, ) is close to the special pair 
(5.1)-(5.2), then (L,, L,) has a corresponding PC-fraction, and this 
PC-fraction is close to the special PC-fraction (5.3) corresponding to 
(5.1)-(5.2). 
This point of view leads to the following more general problem. Let a 
given pair 
Eo=$+t,z+E,z2+ ... (5.5) 
z, = -;-~~,z-‘-i:-,z-2+ . . . (5.6) 
have a corresponding PC-fraction 
1 -;+++ (1 -pB2F3)z+$+ (1 -;B,b 
2z 3 4z 
+ . . . . 5 
Can it then be shown that a pair (L,, L, ) which is in some sense close to 
the pair (5.5)-(5.6), has a corresponding PC-fraction, which is in some 
sense close to the PC-fraction (5.7)? 
We hope to return to this equation in a later paper. 
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