ABSTRACT Many signal processing and decision making algorithms reported in contemporary literature characterize the performance of the proposed methods utilizing decision error rates. However there is significant need for strategies that provide quantitative assessment of the fidelity of decisions made by the algorithms. This paper develops novel techniques utilizing which fidelity measures can be assigned quantitatively on some prevalent signal detection algorithms. The developed fidelity measurement methods with the detection algorithms are employed for topography imaging utilizing dynamic mode atomic force microscope (AFM). The AFM is a versatile metrology tool for interrogating material at the nano-scale. In spite of its remarkable achievements, a key issue that remains largely unaddressed is the assessment of fidelity of the measurement data. The developed paradigm facilitates user specific priority for either detection of sample features with high decision confidence or on not missing detection of true features. The fidelity measures presented here are suitable for real-time implementation. A detailed comparative study is presented to characterize the proposed signal detection algorithms and fidelity measurement techniques under practical AFM applications. Comprehensive simulation and experimental data corroborate the effectiveness of proposed methods.
I. INTRODUCTION
Signal processing and detection algorithms, in general, are utilized in numerous scientific applications today [1] , some examples of which include but not limited to communication systems and wireless networks [2] - [4] , audio signal processing [5] - [7] , navigation and imaging [8] - [10] and biomedical applications [11] - [13] . Many studies reported in contemporary literature develop application specific decision making algorithms based on measurement data and characterize the algorithms in terms of decision error rates. However, quantitative assignment of fidelity measures on the decisions receives less emphasis. For example, false negative detection rate and false positive detection rates (or other parameters derived using the false negative and false positive rates) to characterize performance of algorithms are utilized for detection of features in images [9] , [14] , motion detection in surveillance videos [15] , detection of QRS waveforms in electrocardiogram signals [16] , and detecting human movements and falls [17] - [19] . Examples of other decision making algorithms include [20] , [21] where selection of the most reliable relays for secure wireless communication networks are discussed with further discussion of wireless caches in [22] - [24] . In [20] - [24] , the proposed techniques are characterized in terms of symbol error rate and outage probabilities. All the examples outlined above, demonstrate effective strategies which are well suited for custom applications; however, here decision fidelity is not emphasized. Even though the references provided only a small fraction of the classification and detection literature, it is evident that there is a significant need for practical methods to assess and quantify fidelity of decisions reached. In this article, we develop methods that quantitatively estimate decision fidelity for signal detection algorithms. We then instantiate our methods for high bandwidth topography imaging using the atomic force microscope (AFM).
AFM is widely employed to explore materials at the nanometer or sub-nanometer scale. Since the invention of FIGURE 1. A flexible cantilever probe with a sharp tip can be moved in three spatial directions with respect to sample using a piezo-electric nano-positioner. The position of the tip is measured via a laser, photodetector setup. In dynamic mode of AFM, the cantilever is excited with sinusoidal excitation g at or near its first mode resonant frequency. The trajectory of the oscillating cantilever changes depending on the intermittent tip-sample interactions. For fast dynamic mode imaging, the measured deflection y and excitation g are input to a signal processing block. The continuous time dynamics of the cantilever represented by state-space matrices (A, B, C ) is measured away from sample which is utilized to obtain a discrete time dynamical model specified by the matrices (F , G, H). The signal processing unit utilizes different detection algorithms, the discrete time cantilever dynamics and a Kalman observer with gain L to generate likelihood ratio signals. The adjustable threshold τ controls the balance between false alarm and missed detection rates by the decision signal d on the presence or absence of topographic features. Further, fidelity signal p c assigns confidence measures on the decision signals.
the AFM [25] , researchers have developed a diverse set of AFM based measurement techniques with significant impact on science and technology. For example, structure of a single pentacene molecule is revealed by AFM in [26] , AFM techniques are utilized to realize data storage solutions [27] with ultra-high densities (more than 5 Tb/in 2 ) [28] , high speed AFM imaging scheme suitable for video rate imaging of biological motors is reported in [29] and mechanical properties of interesting polymer and biological samples are investigated in [30] - [34] . Apart from imaging, AFMs are also the preferred instruments for force spectroscopy measurements on single protein molecules [35] , [36] . A detailed set of applications where AFMs are used can be found in [37] and [38] .
The principal component of the AFM is a flexible cantilever probe which can be moved in x-y-z directions with respect to the sample surface by a piezo-electric actuator (see Fig. 1 ). The cantilever has a sharp tip at one end. The atoms on the tip experience forces when in close proximity to atoms on the sample surface. The interatomic tip-sample forces deflect the cantilever which is measured by a laserphotodiode setup. In traditional contact mode operation, the cantilever is scanned over the sample surface in the x-y plane where the cantilever deflection is regulated at a desired set point by actuating the z-positioner. The vertical movement of the z-positioner used to regulate constant deflection of the cantilever is interpreted as the sample topography. In the contact mode of operation, considerable wear and tear is possible for both the tip and the sample [39] . In the dynamic mode of operation, the cantilever is sinusoidally excited at or near its first resonant frequency (see Fig. 1 ). Unlike the traditional contact mode operation where the AFM probe is in continuous contact with sample, in the dynamic mode the oscillating cantilever interacts with the sample intermittently only during a very small fraction of its entire orbit. The interactive forces between tip and sample caused by gentle tapping of the sample surface change the orbit of the oscillating cantilever. These changes include alteration of the amplitude of oscillation and the phase of oscillation with respect to the drive, which are utilized for interpreting the topography and other features of the sample. Due to small duration of interaction between the tip and sample, the dynamic mode operation results in minimal mechanical wear of the probe and sample material [40] .
In spite of the wide spectrum of applications, in the dynamic mode, quantitative interpretation of the AFM data becomes challenging due to complex trajectories of AFM probe [32] , [37] , [41] . A natural question that arises in this context is the assessment of the goodness of the inferences drawn from AFM measurement data. Such emphasis on quantitative assessment of the quality of measurement data with error bounds is a standard practice in most instruments used for metrology. However, there is a lack of tools that quantify fidelity measures on the AFM measurements in realtime. Determining fidelity measures for AFM in general is a challenging problem. In this article, a real time method is reported to quantify fidelity of AFM measurements obtained using the dynamic mode operation [42] , [43] .
In related works [27] , [44] - [48] , observer based architectures [49] are utilized to achieve detection of topographic features at high bandwidth. There, the tracking error generated by the observer is matched to a linear time-invariant model of the cantilever dynamics to generate a likelihood ratio based signal. The likelihood ratio based signal is compared to a user defined threshold (denoted as τ in Fig. 1 ) to decide presence or absence of topographic features [50] . With the methods developed in this article it becomes possible for the decision image (shown as d in Fig. 1 ) that shows absence or presence of a topographic feature at any pixel to be accompanied by a fidelity image (shown as p c in Fig. 1 ). The fidelity image assigns a quantified measure of confidence on the decision reached at each pixel. The fidelity image accompanying the decision image is a function of choice of threshold selected by user. The user can prioritize detection of most true features by setting a low threshold or can emphasize that most features detected are true features by selecting a high threshold. Such facility is particularly suitable for a two step exploration process; in the first step the user can obtain a quick overview of a large area of the sample for identifying/detecting regions that are promising for finer investigation. Here the user can set a low threshold that will help pruning out uninteresting areas. The first exploratory step can be performed at high speeds thereby facilitating rapid pruning of areas with no features. This step can be followed by finer investigation of the areas which are left unpruned. For the second step a high threshold can be chosen to ensure that detected features are true features with high probability. We remark that often the image sought occupies a small fraction of the entire sample area (see Fig. 5 in [46] that shows an image of a DNA obtained by an AFM with a height of 1.5 nm where the DNA strand occupies only a small fraction of the image). Thus the pruning step can identify the small region of interest which can be investigated with more attention.
Fidelity measurement for AFM was first introduced by the authors in a letter [45] . The present article provides a detailed analysis of false alarm, missed detection rate and performance of the methods which were not studied before. A quantitative comparison of different imaging methods, namely the locally most powerful (LMP) [1] , [51] and the generalized likelihood ratio test (GLRT) based method [1] , [51] (described in detail later) with respect to threshold selection is presented. An alternative detection scheme developed and adopted in this article is referred to as the modified generalized likelihood ratio test (MGLRT) method. It is demonstrated that LMP based method is less sensitive to threshold selection compared to GLRT followed by MGLRT. However, as demonstrated by experiments, the MGLRT based method is well suited for real-time implementation in practical AFM usage. To summarize, the key contributions of this article are:
• Development of the simple MGLRT method for real time fidelity imaging with applications to dynamic mode AFM
• Detailed analytical derivation of the detection performance for different imaging methods, namely, the LMP, GLRT and MGLRT methods
• Analytical derivation of fidelity measures for the MGLRT and GLRT techniques
• Extensive comparison and verification of the LMP, GLRT and MGLRT schemes based on simulation and experimental data for AFM imaging application. Further discussions on practical challenges are also presented. It is discussed before that fidelity measurement, in general, is still widely unaddressed by many researchers working on diverse applications of signal processing, detection and classification algorithms. Thus the techniques developed in this article, although are employed specifically to AFM imaging, hold the promise to find broader set of applications as well.
This article is organized as follows: Section II briefly introduces the observer based architecture for fast dynamic mode AFM imaging. Section III develops and analyzes the false alarm rate, detection probability and fidelity metrics as a function of decision threshold. Section IV verifies the analytical methods for fidelity imaging using realistic simulation models of the AFM setup. Section V demonstrates the efficacy of proposed methods using experimental results. Section VI concludes this work.
II. PRELIMINARIES
We now provide the problem description in terms of the AFM application which will also serve to motivate the analytical abstraction used in the subsequent sections. We first describe observer based dynamic mode AFM imaging methodology. The first mode approximation of the cantilever is governed by the dynamics
where p andṗ are the deflection and velocity of the cantilever at the tip location respectively. m is the mass of the lever. The total force per unit mass, f (t), depends on the dither excitation input g and the nonlinear interactive force h between cantilever tip and sample. Typically, g is chosen to be sinusoidal with frequency close to the resonant frequency ω 0 . Q is the quality factor. ω 0 and Q can be determined from a frequency sweep method when the cantilever is free from sample. y is the measured deflection and υ is the measurement noise. Equation (1) can be represented in state space form described byẋ
where the state is defined by x = [pṗ] T with the matrices
In the dynamic mode of operation where the cantilever is excited by sinusoidal forcing g, the cantilever typically oscillates with a steady state amplitude ranging between 25 nm to 200 nm. The interaction with the sample occurs only during a very small fraction of cantilever orbit. Thus the force h between tip and sample can be modeled as an impulsive force exerted by the sample on the tip when the tip is closest to the sample while oscillating. The impulsive force changes the cantilever state modeled as an instantaneous change. A discrete time model for cantilever dynamics with such impulsive interaction model can be written as [46] 
where k denotes the index for discrete time. The matrices F, G and H can be obtained from continuous time model (3) by discretization. δ θ,k+1 ν denotes the sudden change in the state at the time of impact. ν denotes the strength of impulsive interaction and θ models the time of impact (δ i,j = 1 when i = j, else 0). A fast AFM imaging technique developed in [46] uses Kalman observer [49] for generating test signals. The Kalman observer is matched to the discrete time cantilever model described in (4) . Here, letx k be the estimated state from Kalman observer with observer gain L which follows the dynamicŝ
From (4) and (5) it follows that, after an impact at time θ, e k can be written as (see [46] )
where η k is zero mean Gaussian noise with variance σ 2 η . k;θ denotes the impulse response for the system that maps force input to the error signal e k . Let M be the window size chosen for detection purposes. The binary hypotheses;
represent absence and presence of sample with k = 1, 2, · · · , M . Let
and the observation vector e := [e 1 , e 2 , · · · , e M ] T . Assuming the impact time θ = 1, the hypotheses can be expressed in the form
where η denotes the zero mean Gaussian noise vector
The test vector e can be processed using either locally most powerful or generalized likelihood ratio techniques for which fidelity metrics are determined below.
III. DECISION THRESHOLDS AND FIDELITY METRICS
The problem described by (8) and (9) with statistics of noise given by V is a general model that can be applied to numerous applications. In this section we quantify fidelity in terms of decision thresholds. The locally most powerful (LMP) and generalized likelihood ratio test (GLRT) methods [1] , [52] are utilized to process the tracking error e k for detection purposes. An alternative detection method is also adopted in this article which is referred to as the modified generalized likelihood ratio test (MGLRT) method. These methods yield likelihood ratios that are compared with respect to user defined thresholds for deciphering presence or absence of sample. The probability of false alarm (P FA ) is defined to be the probability that the user decides that hypothesis H 1 is true incorrectly where the sample is absent. The probability of detection P D is defined to be the probability that the user correctly decides hypothesis H 1 in presence of the sample. The decision threshold τ set by the user yields a trade-off between the false alarm rate P FA and probability of missed detection 1 − P D . Fidelity metrics, P FA and P D for GLRT, MGLRT and LMP techniques are developed below.
A. FIDELITY AND THRESHOLD SELECTION FOR GLRT, MGLRT AND LMP IMAGING
The likelihood ratio test signal for LMP technique is defined as l lmp := e T V −1 where V represents covariance matrix of noise and is defined in (8) . Both and V can be determined from experimental data. Thus, under the hypotheses H 0 and H 1 , the likelihood test signal evaluates as follows:
Let p lmp (l lmp ; H 0 ) denote the probability density function (pdf) of l lmp under hypothesis H 0 . Notice in (10) that under H 1 , the pdf of l lmp depends on ν. ν depends on the strength of interactive forces between cantilever tip and sample; it is assumed that ν follows a distribution p(ν). Let p lmp (l lmp ; H 1 , ν) denote the conditional pdf of l lmp under hypothesis H 1 given a specific value ν. Since η represents a zero mean Gaussian random vector, it follows
represents standard Gaussian distribution with mean µ and variance σ 2 . For LMP based hypothesis testing framework it follows that:
where
∞ x e −y 2 /2 dy. The probability of detection P D for LMP test can be evaluated as:
Further, the likelihood ratio test signal for GLRT technique is given by l glrt := e T V ,glrt e with V ,glrt = V −1 T V −1 . From the definition l glrt := e T V ,glrt e it can be shown that, l glrt = l 2 lmp where l lmp is scalar. Since l lmp follows Gaussian distribution under hypothesis H 0 , it can be shown that for GLRT test, under H 0 :
where V = T V −1 . Further, it follows that under H 1 :
Let τ glrt be the decision threshold for GLRT test. Then it follows that the probability of false alarm:
Further, the probability of detection for GLRT test is given by:
Thus the false alarm rate and probability of detection for the GLRT scheme can be determined numerically using (15) and (16) where p glrt (l glrt ; H 0 ) and p glrt (l glrt ; H 1 , ν) are given by (13) and (14) respectively. Note that, evaluation of the expressions (12) and (16) requires that the distribution of the impulsive forces between the tip and sample p(ν) is known. The distribution of p(ν) can be estimated by gathering least square estimates of ν (denoted byν) which is described in [45] . The set ofν when utilized for inferring statistical properties of ν reveals that the distribution p(ν) is mostly populated around a peak value with decaying tails on both sides. It is shown here that such distribution of p(ν) can be approximated using a Gaussian distribution p(ν) ∼ N (ν 0 , σ 2 ν ) (see Section IV and Section V for details).
For the GLRT technique, the matrix V ,glrt needs to be aligned with the observation signal e k during each decision window to generate the likelihood ratio l glrt = e T V ,glrt e. For LMP imaging, the matrix V −1 must be aligned with the observation signal e k to generate l lmp = e T V −1 . Thus, implementation of the LMP and GLRT techniques in practice requires additional measures for synchronization of multiplication of the matrices V −1 and V ,glrt with the observation signal e k . For AFM experimental setups, it is challenging to extract the exact timing instant where the cantilever interacts impulsively with the sample.
Alternatively, define the test signal l m := e T e which is referred to as the modified generalized likelihood ratio test (MGLRT) technique in this article. The MGLRT method is simpler for real time implementation in AFM setups. Here, no additional measures are needed for aligning the matrix V ,glrt with e k . The test signal l m performs well for detecting sample features [46] . Hence, in the results section we compare the LMP imaging method mostly with the MGLRT technique instead of the GLRT scheme. Under hypotheses H 0 and H 1 , for MGLRT scheme, it follows that
Under
where each η i (M is the size of detection window) is independent, zero mean Gaussian random variable with variance σ 2 η . It can be shown that l m obeys a Chi-square distribution given by: (18) where ϒ(.) denotes the standard Gamma function. Suppose that τ m is the decision threshold. Probability of false alarm P FA can be calculated analytically in the form of a finite series for even M as below:
x ≥ 0. It should be noted that I α (x) can be numerically evaluated quickly using its infinite series expression only when the magnitude |x| is small. However for general evaluations, alternative methods are investigated in literature which achieve quicker convergence of I α (x). Examples of such study include backward recurrence methods [53] , Hadamard series methods [54] , asymptotic series methods [55] and also the exp-arc integral based techniques [56] . Thus the probability of detection P D can be determined using
The last step in (21) follows from the Gaussian assumption on the distribution p(ν). The decision fidelity is defined by the conditional probability that the decision is correct given l 0 is an outcome of the random variable l m which is denoted by P(Correct decision|l m = l 0 ). We consider two cases. Case 1 is given by the condition l 0 > τ m where the decision is reached that hypothesis H 1 holds. Fidelity for case 1 is denoted by P H 1 |l m = l 0 , l 0 > τ m . Case 2 is specified by l 0 ≤ τ m where the decision is reached that hypothesis H 0 holds. Fidelity for case 2 is denoted by P H 0 |l m = l 0 , l 0 ≤ τ m . The following theorem presents the methods for evaluating the fidelity measures:
Theorem 1: For the MGLRT method:
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and
with α(l 0 ) :
. Further, if p(ν) = δ(ν − ν 0 ) where δ denotes the Dirac delta function then
where P(H 1 ) and P(H 0 ) are a priori probabilities for hypotheses H 1 and H 0 . The last step in the r.h.s of (26) follows using Bayes' rule with P H j (l 0 , ), j ∈ {0, 1} defined by
The individual terms in the numerator and the denominator of (26) can be simplified for small as:
where s 2 = ν 2 T . Similarly,
In the limit → 0+, the approximations in (27) and (28) can be replaced with equalities. Thus it follows that:
Evaluating (29) requires the a priori probabilities of the hypotheses which are P(H 1 ) and P(H 0 ). If the sample under study is not known a priori then it is reasonable to assume that there is equal possibility to encounter both presence and absence of sample features while imaging. Thus the hypotheses H 1 and H 0 have equal a priori probabilities. Enforcing P(H 1 ) = P(H 0 ) in (29) it follows that,
Similarly, it can be shown that:
Alternatively assume that ν follows a degenerate distribution, that is p(ν) = δ(ν − ν 0 ) where δ denotes the Dirac delta function. Then (24) and (25) can be derived immediately from (30) and (31), which completes the proof. Fidelity metrics for GLRT method can be evaluated in a similar fashion, for example, assuming degenerate distribution of ν it can be shown that
.
Further, fidelity metrics for LMP imaging methods are shown in [45] .
B. EASE OF IMPLEMENTATION AND SIMPLIFICATIONS
Notice that for the Gaussian distribution assumption on p(ν), it is necessary to evaluate both ν 0 and σ ν for determining fidelity metrics in (22) and (23) . An average of recent estimates of ν can be used as estimate of ν 0 whereas standard deviation of the estimates of ν can be utilized to estimate σ ν .
It is shown in [45] that a least square estimate for ν works well which is given by:
For the purpose of evaluating the false alarm rate P FA using the set of equations (11), (15) and (19) , and probability of detection P D in (12), (21) and (21), the true topographic features are assumed to be known a priori. Here,ν is evaluated using (33) at the end of each decision window of size M . The set of observationsν gathered this way is utilized for acquiring the probability distribution of ν denoted by p(ν) which is used for determining P D . However, in case of determining the fidelity metrics, the true topographic features are not known a priori. Thusν values are gathered only during the decision windows when the decision is H 1 . The latest ensemble of such estimatesν is used to determine the probability distribution, p(ν), which is used in (22) and (23) for fidelity measures. For the LMP technique, the Gaussian assumption allows for solutions of the decision fidelity in closed analytical form [45] . However, for the MGLRT method, Gaussian assumption leads to (22) and (23) in which the integration of the form ∞ −∞ p m (l 0 ; H 1 , ν)p(ν) dν must be evaluated numerically at each decision window. Thus a real time implementation is more challenging. However, note that with the degeneracy assumption to determine fidelity metrics using (24) and (25), only the estimate of ν 0 is required. Furthermore, GLRT, MGLRT and LMP fidelity metrics can be computed using closed form analytical formulas. Hence the degeneracy approximation simplifies computation of the fidelity metrics. Note that the development in this and the previous section is applicable in a general setting. We now demonstrate in the subsequent sections that despite the simplification, the fidelity metrics remain effective for practical purposes as verified by simulation and experimental data for AFM images.
IV. SIMULATION RESULTS
The trajectory p(t) of the oscillating cantilever interacting intermittently with sample in the dynamic mode operation is simulated using a piecewise linear model for the interactive forces between cantilever tip and sample [30] , [57] . Such a model encapsulates many experimentally observed phenomena [58] . The topography of the sample is shown in Fig. 2 (a) . The bright zones represent high topography whereas the dark zones correspond to depressed topography. The difference between high and low topography levels is 4 nm. The frequency response of an AC240TS cantilever from Asylum Research [59] is estimated where the resonant frequency f 0 and quality factor Q are found to be 71.2 kH and 164.2 respectively. The continuous time state space model in (3) is derived from the frequency response which in turn is utilized for simulation. The excitation frequency is matched to f 0 and the oscillation amplitude (free from tip-sample interaction) is 30 nm. Further, the discrete time dynamics in (4) is determined from the continuous time model via zero order hold discretization at sampling frequency of 2 MHz [60] . A steady state Kalman observer with gain L shown in (5) is designed to match the discrete time model. The discrete time measurement noise υ k in (4) is chosen to be zero mean with standard deviation σ υ such that the noise bed is retained within 100 pm (3σ υ < 100 pm) which is normally observed in our experimental data. σ 2 υ = 0.5 * 10 −3 nm 2 satisfies this criteria. The steady state variance σ 2 η of the noise η k present in the tracking error in (6) can be determined by solving the discrete time algebraic Riccati equation for the covariance matrix of the state estimation error of the observer in (5) [61] . The window size M for hypothesis testing in (7) is chosen to be 20 samples. The vector in the hypothesis testing framework (9) is determined as explained in Section II. LMP, MGLRT and GLRT likelihood ratios l lmp , l m and l glrt are synthesized from the tracking error e which are shown in Fig. 2 (b), Fig. 2 (c) and Fig. 2 (d) respectively.
Statistics for the strength of interaction between cantilever tip and sample ν is obtained by gathering the estimatesν using (33) (shown in Fig. 3) . Fig. 3 demonstrates that the histogram ofν exhibits a peak with tails extending on both sides. For simple calculation of the false alarm and detection probabilities, the histogram in Fig. 3 (b) can be fit approximately with a Gaussian distribution of mean ν 0 = 0.57 and standard deviation σ ν = 0.152. For finer precision, the distribution can be represented in a table form and used directly for numerical evaluation of the detection and false alarm probabilities. For simple evaluation of fidelity metrics using the degenerate assumption of p(ν) as explained in Section III-B, the peak of the distribution ν 0 estimated by the Gaussian fit serves reasonably well which is demonstrated by simulation in this section and by experimental results in the next section. The pdf p(ν) ∼ N (ν 0 , σ 2 ν ) is utilized for determining the false alarm rate P FA using (11) and probability of missed detection 1 − P D using (12) for LMP detection technique. Similarly, false alarm and detection probabilities for GLRT and MGLRT methods are evaluated using the set of equations (15), (16), (19) and (21) . False alarm rate and probability of missed detection with varying decision thresholds for LMP and MGLRT methods are shown in Fig. 4 (a) and Fig. 4 (b) respectively. From Fig. 4 , it is clear that selection of threshold controls the balance between false alarm rate and probability of missed detection. Further, the detection performance of LMP, MGLRT and GLRT schemes are also characterized by the probability of detection as function of the false alarm probability which are shown in Fig. 5 .
For LMP detection strategy, it is theoretically possible to simultaneously achieve small P FA and 1−P D of the value 0.06 (see Fig. 4 (a) ). However, in Fig. 4 (b) , the best possible scenario for MGLRT with is P FA = 1 − P D = 0.25. The transitions of the false alarm and missed detection rates with respect to changing threshold are more drastic in MGLRT than LMP scheme. From Fig. 4 (a) , the range of threshold τ LMP where both P FA and 1 − P D are retained within 0.5 is 0.5. In contrast, in Fig. 4 (b) , both P FA and 1−P D remain below the limit 0.5 only over a narrow range of τ MGLRT which is 0.11. Thus it is evident that LMP imaging performance is less sensitive to selection of threshold compared to MGLRT. Fig. 5 also suggests that theoretically, the LMP technique is capable of achieving the best balance of false alarm and missed detection rates than MGLRT as well as GLRT schemes.
However, synthesizing the LMP likelihood signal l lmp = e T V −1 as well as GLRT signal l glrt = e T V ,glrt e requires synchronization of the vector precisely with the observation vector e during each decision window. For practical AFM systems, it is difficult to accurately know the timing instants when the oscillating cantilever interacts with the substrate. Another assumption for LMP and GLRT methods which needs to be satisfied is that the estimated models in (3) and (6) are accurate and there are no uncertainties in evaluating in the hypothesis testing framework (9) . Since MGLRT scheme alleviates such sensitivity with respect to model uncertainties and timing synchronization by utilizing simple likelihood signal l m = e T e, it is easy to implement in practical settings, yet it produces reasonable performance as shown later in experimental results.
The effect of selection of decision threshold on fidelity imaging is demonstrated now. Fidelity metrics for MGLRT method are determined using the techniques demonstrated in Theorem 1. Define τ p,MGLRT as the decision threshold where P FA and 1 − P D are simultaneously minimized to 0.25 as shown in Fig. 4 (b) . Fig. 6 (a) and Fig. 6 (b) demonstrate selection of high threshold (τ MGLRT = 3τ p,MGLRT ) on MGLRT decision image and corresponding fidelity image. It is observed in Fig. 6 (a) that the low topography regions are deciphered correctly but in many locations corresponding to high topography zones, dark spots appear which are missed detections. The corresponding fidelity image in Fig. 6 (b) demonstrates that there exists higher confidence on the decisions corresponding to low topography zones. However dark lines in fidelity image appear in Fig. 6 (b) corresponding to the missed detection locations (compare with Fig. 6 (a) ) indicating that these decisions (which are incorrect) should be given less confidence. The effect of choosing low threshold (τ MGLRT = 0.7τ p,MGLRT ) is demonstrated in Fig. 6 (c) and Fig. 6 (d) . In Fig. 6 (c) , the high topography regions are 52838 VOLUME 6, 2018 correctly detected, however, bright regions appear in the low topography regions indicating that these locations are false alarms. The corresponding fidelity image shown in Fig. 6 (d) assigns low confidence on the pixels that are false alarms. Similar trends in decision images and their fidelity measures can be observed for LMP and GLRT techniques as well.
V. EXPERIMENTAL RESULTS
Results from experiment are presented here. A cantilever with first mode resonant frequency 71.7 kHz and quality factor 127.3 is excited near resonance (drive frequency of 71.8 kHz) for dynamic mode of operation. A freshly cleaved mica substrate is actuated in the vertical direction with the help of an FPGA based actuator circuit. The vertical movement of the mica substrate follows a pseudo-random bit pattern of duration 350 micro seconds. During the high position of the substrate, the oscillating cantilever interacts with mica, while during low position, the cantilever oscillates freely. Fig. 7 (a) shows a typical example of the height profile of the mica substrate. The horizontal axis represents time in milliseconds and the vertical axis represents example runs which are also referred to as the number of scan. The bright (dark) zones represent high (low) position of mica in Fig. 7 (a) . The LMP, MGLRT and GLRT images are generated which are demonstrated in Fig. 7 (b) , (c) and (d) respectively. The color bars in Fig. 7 (b) , (c) and (d) represent the likelihood signals normalized with respect to the corresponding maximum values obtained from experiment.
Based on the knowledge of the discrete time cantilever dynamics (represented by matrices (F, G, H ) as shown in (4)) and the Kalman observer gain, L, the parameter in (8) for the hypothesis testing framework is derived using (9) . Subsequently, the error signal, e, generated by the Kalman observer in (5) is processed to estimate the tip-sample interactive forces,ν, by utilizing the least square estimator in (33) . The image forν after being normalized with respect to its maximum value is shown in Fig. 8 (a) . The estimates shown in Fig. 8 (a) are arranged in histogram to acquire the underlying distribution, p(ν), which is shown in Fig. 8 (b) . Though there exists a longer tail of the estimated distribution, p(ν), extending to the right hand side (see Fig. 8 (b) ), the significant population of p(ν) (83 percent) is centered around a peak value, which for practical purposes can be approximated utilizing a Gaussian fit (see Fig. 8 (b) ) of mean ν 0 = 0.177 and standard deviation σ ν = 0.077. This observation experimentally verifies that for approximate calculations, it is reasonable to assume that p(ν) ∼ N (ν 0 , σ 2 ν ). The likelihood signal images, for example, the LMP and MGLRT images demonstrated in Fig. 7 (b) and Fig. 7 (c) respectively are compared with varying thresholds (denoted by τ LMP and τ MGLRT respectively) for decision imaging. The height image of the actuated mica substrate (as shown in Fig. 7 (a) ) is accepted as the true image. Thus a false alarm represents a pixel in the decision image in which the topography is decided to be high (bright zone) whereas in Fig. 7 (a) the same location indicates low topography (dark zone). Similarly a missed detection represents a pixel in the decision image where low topography (dark zone) is decided whereas the same location in Fig. 7 (a) represents high topography (bright zone). Based on this strategy, the false alarm rate P FA and probability of missed detection 1 − P D for LMP and MGLRT images for different choice of decision thresholds are determined which are shown in Fig. 9 (a) and Fig. 9 (b) respectively. The decision thresholds are normalized with respect to the maximum value of likelihood ratios received while imaging. From Fig. 9 (b) , it is evident that with MGLRT method it is possible to achieve P FA = 1 − P D = 0.23 for the choice of threshold τ MGLRT = 0.0058. In Fig. 9 (a) , the minimum error rate that is achievable with LMP technique is approximately P FA = 1 − P D = 0.25. From Fig. 9 (a) , the range of τ LMP over which both P FA and 1 − P D are retained below 0.5 is 0.146. In comparison, in Fig. 9 (b) , P FA and 1 − P D stay below the limit 0.5 only over a range 0.008 of τ MGLRT which is less than the range offered by LMP method. Thus, similar to the observations from simulation, the decision accuracy of MGLRT method is found to be more sensitive to the choice of threshold than the LMP method.
In order to compare the receiver operating characteristic for the different detection schemes, instead of displaying P FA and 1 − P D as functions of decision threshold (shown in Fig. 9 ), P D is plotted as function of P FA for different detectors in Fig. 10 . Interestingly, in Fig. 10 we observe that it is possible to obtain nearly similar trade-off between overall FIGURE 10. (Experimental data) The probability of detection P D as function of the false alarm rate P FA for the LMP, MGLRT and GLRT methods. Detection performance of different techniques are close match, however, MGLRT is observed to achieve slightly better balance between P FA and P D .
false alarm and detection performance utilizing the MGLRT method compared to the LMP or GLRT methods. We observed in Fig. 5 that, theoretically, LMP and GLRT methods should offer better detection performance than MGLRT method. Thus in practical situations, LMP and GLRT techniques are losing performance compared to their theoretically achievable limits. This loss of performance for LMP and GLRT techniques compared to the ideal values is hypothesized to be caused by loss of accurate timing information, modeling uncertainties in practical systems, and possibly because of the dependence of tip-sample interactive forces on the history of the topography encountered [27] , [44] . We observe from experiments that synthesizing the likelihood signal for the MGLRT technique is more convenient than the LMP and GLRT methods. Due to the simplicity and similar detection characteristics in practical settings, the MGLRT technique is well suited for fidelity imaging. A detailed understanding of the possible strategies to improvise the detection performance of LMP and GLRT methods in presence of the practical challenges mentioned above is left for future research in this study.
The effect of choice of threshold on fidelity imaging is discussed now. Fidelity metrics for MGLRT method are derived using the techniques described in Theorem 1. Fig. 11 (a) and Fig. 11 (b) demonstrate MGLRT decision and fidelity images for a high decision threshold τ MGLRT = 2τ p,MGLRT whereas Fig. 11 (c) and Fig. 11 (d) demonstrate effect of relatively lower threshold τ MGLRT = 0.25τ p,MGLRT ; τ p,MGLRT represents the decision threshold where P FA and 1 − P D are simultaneously minimized to 0.23 as shown in Fig. 9 (b) . Consistent with simulation results, high detection thresholds create missed detections in the MGLRT decisions over the raised topographic zones in Fig. 11 (a) . The pixels that represent missed detections are assigned low decision confidence in Fig. 11 (b) . Putting a relatively lower threshold on the other hand, allows the user to detect most of the high topography zones correctly. However, some low topography zones are falsely interpreted as high topography by the decision image (false alarms) which are demonstrated in Fig. 11 (c) . Corresponding fidelity image in Fig. 11 (d) assigns low decision fidelity on the pixels that are false alarms. LMP and GLRT based decision images with associated fidelity images follow similar trend. Thus the fidelity imaging methodology presented in this article is validated extensively by experiments.
VI. CONCLUSIONS
A key challenge in signal detection frameworks which is widely unaddressed in literature is to provide fidelity metrics on the decision data. In this article we developed techniques for providing fidelity measures on some prevalent signal detection algorithms. Fidelity metrics are derived for both the locally most powerful and generalized likelihood ratio test based signal processing techniques. The trade-off between the false alarm rate and probability of detection for the choice of decision threshold is also discussed. Developed methods are demonstrated to be effective for high speed topography imaging using dynamic mode AFM via extensive simulation and experimental results. Demonstrating the effectiveness of fidelity estimates on different applications of signal processing and detection algorithms beyond AFM imaging establishes a natural extension of this work.
