1.-Introduction
Periodic autoregressive (PAR) models can arise naturally from the application of economic theory when the underlying economic driving forces, such as preferences or technologies, vary seasonally, as shown in Gersovitz and McKinnon (1978) , Osborn (1988) or Hansen and Sargent (1993) . These PAR models account for seasonality by allowing the parameters of the autoregressive process to change with the seasons of the year. As such, they are generalizations of the dummy variable approach that is widely applied in empirical analyses for seasonal economic data. In recent years a number of papers have contributed to the development of a statistical-kit for inference in PAR models and also to the exploration of their usefulness for the analysis of observed macroeconomic time series (mainly at the quarterly frequency); see Ghysels and Osborn (2001) and Franses (1996) for surveys.
Despite the attraction of PAR models from the perspective of economic decision-making in a seasonal context, the more prominent approach of empirical workers is to assume that the autoregressive coefficients, except for the intercept, are constant over the seasons of the year. These can be referred to as nonperiodic models, in contrast with the periodic case. Tiao and Grupe (1980) and Osborn (1991) study the properties of stationary PAR processes when analyzed as conventional nonperiodic ARMA processes, showing that a PAR process is (in general) converted into a process with seasonal autoregressive dynamics and a high order moving average component.
However, observed macroeconomic time series are typically nonstationary.
Following the dominant use of the nonperiodic approach for empirical analyses, a stream of important research has examined the nature of nonstationarity in a seasonal context through the so-called seasonal unit root tests; see for example, Dickey, Hasza and Fuller [DHF] (1984) , Hylleberg, Engle, Granger and Yoo [HEGY] (1990) or Osborn, Chiu, Smith and Birchenhall (1988) . The pre-eminent seasonal unit root test approach is now that of HEGY, with its properties studied by Smith and Taylor (1998) , Rodrigues (2001) and others. Under the null hypothesis of these tests, nonstationary unit root behavior exists not only at the longrun (or zero) frequency, but also at all the seasonal frequencies. Although not always discussed, the implication of these seasonal unit roots is that the seasons of the year are not cointegrated with each other, and hence "summer may become winter"; see Osborn (1991) or Ghysels and Osborn (2001) . From an economic perspective, this implication may be unattractive.
An alternative type of seasonal nonstationary process is the so-called periodically integrated, or PI, process. This may be more plausible than the seasonally integrated process studied by HEGY and others, because it allows nonstationarity in conjunction with cointegration between the seasons of the year (Osborn, 1991 , Franses, 1994 . There is, however, an important gap in the literature, as little attention has been paid to the implications of testing for seasonal and zero-frequency unit roots when the underlying data generating process is of the PI type. To our knowledge, only Boswijk and Franses (1996) , Franses (1994 Franses ( , 1996 and Sanso et al. (1997) partially consider this issue. Boswijk and Franses (1996) derive the distributions of the DHF test statistics for a PI(1) process, while Franses (1994 Franses ( , 1996 and Sanso et al. (1996) present some Monte Carlo results for the HEGY test when applied to PAR processes.
The primary purpose of this paper is to analytically study the implications of applying the HEGY procedure to a PI(1) data generating process. As a particular, but crucially important, special case of the PI(1) process with all autoregressive coefficients are equal to one, the distributions of these statistics are obtained for a random walk process. Although both Boswijk and Franses (1996) and Taylor (2003) obtain the analytical distribution of the DHF test statistic for a random walk, we believe that our analysis is the first to study the HEGY statistics for this case. In addition, we provide finite sample Monte Carlo results that support our analytical findings and allow us to examine the impact of different PI parameter values on the performance of the HEGY test.
The paper is organized as follows. Section 2 introduces preliminaries concerning PI(1) processes and the HEGY test needed for our analysis. The distributions of the statistics are obtained in Section 3, while Section 4 provides Monte Carlo results. Finally, Section 5 concludes.
Preliminaries

Periodic Processes
A comprehensive survey on seasonal unit roots and PAR models can be found in Ghysels and Osborn (2001) . Further, Osborn and Rodrigues (2002) provide a unifying approach for the asymptotics of seasonal unit root tests. Therefore, this section does not repeat this background, but instead focuses on the main points needed for the subsequent analysis. Our notation follows that of Ghysels and Osborn (2001) and Osborn and Rodrigues (2002) .
For simplicity of exposition, we assume a quarterly series with mean zero. We also restrict our attention to the PAR(1) case, since this keeps the analysis as simple as possible without losing any essential features. The PAR(1) process is given by y sτ = α s y s-1,τ + τ ε s , s = 1, 2, 3, 4, τ = 1, 2, …
where, for observation y sτ , the first subscript refers to the season (s) and the second subscript to the year (τ). When s = 1, it is understood that y s-1,τ = y 4,τ-1 . Also for ease of exposition, we assume that observations are available for precisely N years, so that the total sample size is T = 4N, with initial value y 04 = 0. The PAR disturbance process τ ε s
(ε E is a zero mean iid process that may be heteroscedastic over seasons, but to concentrate on the effects of periodic coefficients we assume homoscedasticity with
The stationarity properties of the PAR(1) process are determined by the product α 1 α 2 α 3 α 4 . Specifically, the process is stationary when │α 1 α 2 α 3 α 4 │ < 1 and is periodically integrated when α 1 α 2 α 3 α 4 = 1. A periodic process that is integrated of order 1 is referred to as a PI(1) process (Osborn, et al., 1988) . The random walk process is a special case of (1) with α s = 1 (s = 1, 2, 3, 4) and in this case y sτ ~ I(1). Franses (1994) 
where As discussed by Ghysels and Osborn (2001) , the key to the type of integration exhibited by a PAR process is the final equation representation
where adj(.) indicates the adjoint matrix for the expression in parentheses and B is the annual backshift (or lag) operator such that BY τ = Y τ-1 .
When the PAR(1) is integrated of order 1, PI(1), (3) becomes a vector moving
This VMA process is noninvertible, because the matrix C(B)= (Θ 0 +Θ 1 B) has three unit roots. Therefore, the rank of C(1) is one and it is possible to write
In the random walk case, a = b = [1, 1, 1, 1]'. From (5), there are three cointegrating relationships between the four quarterly series of the PI(1) or I(1) process, or equivalently there is a single common trend between values corresponding to the four quarters of the year (Boswijk and Franses, 1996 , Franses, 1994 , Ghysels and Osborn, 2001 , Osborn, 1991 .
To summarize the main characteristics of a PI(1) process, we use a version of Lemma 1 in Boswijk and Franses (1996) , which is proved in that paper: Here, and throughout the paper, → indicates convergence in probability and ⇒ indicates convergence in distribution.
To conclude the preliminaries of PAR processes, we consider the misspecified constant parameter representation of a PAR(1), obtained by Osborn (1991) from results initially due to Tiao and Grupe (1980) . This representation applies if the PAR(1) process is analyzed as a conventional ARMA one and is obtained from the final equation representation of (3). For quarter s, (3) is: 
which can also be obtained directly from (1) by repeated substitution. Note that (9) has the (annual lag) autoregressive coefficient α 1 α 2 α 3 α 4 for all four quarters, but the MA(3) term is seasonally varying.
For a PI(1) process with α 1 α 2 α 3 α 4 = 1 in (9), define the autocovariances
which vary with both the season s and the lag j. Also, from (9), γ s (j) = 0, j > 3. Tiao and Grupe (1980) and Osborn (1991) show that the misspecified constant parameter representation has autocovariance at lag j equal to the periodic autocovariance for lag j averaged over the four quarters. Therefore, when the periodic nature of the PI (1) process is ignored, ∆ 4 y sτ has autocovariances
and γ(j) = 0, j > 3, which can be used to derive the coefficients of the constant parameter MA(3) representation for ∆ 4 y sτ . Due to presence of the annual difference autoregressive operator for y sτ , the misspecified constant parameter process appears to be seasonally integrated.
Although this annual difference suggests the presence of four unit roots (that is, the zero frequency and all three seasonal unit roots), the relevant VMA of (4) has three noninvertible unit roots, as noted above. However, if a univariate seasonal unit root analysis is conducted through the HEGY approach, the VMA representation is not explicitly considered 1 . To investigate the implications of this failure to recognise the periodic nature of the process, in Section 3 we obtain the analytical distributions of the HEGY seasonal unit root test statistics for a PI(1) process. Note that for the random walk special case, factors cancel across (9) to yield y sτ = y s-1,τ + ε sτ .
The HEGY Test
The basic regression for the HEGY test, with no deterministic terms and no augmentation, is: and (1 + L 2 ), respectively, of the annual difference The overall HEGY null hypothesis of seasonal integration, y sτ ~ SI(1), implies the presence of unit roots at the zero frequency (captured through π 1 ) and at the seasonal frequencies (captured through π 2 , π 3 and π 4 ), so that π 1 = π 2 = π 3 = π 4 = 0. (14) provides a test of the zero frequency unit root, while maintaining the presence of all seasonal unit roots. The orthogonality of the HEGY regressors under seasonal integration implies that the same asymptotic distributions for testing π 1 = 0 apply whether (12) or (14) is used; see, for example, Ghysels and Osborn (2001) .
The asymptotic distributions for the scaled coefficients of (12) under the seasonal integration null hypothesis can be written as (Osborn and Rodrigues, 2002) 
C C
As discussed by HEGY, (15) and the distributions for corresponding t-ratios are the well-known Dickey-Fuller (DF) distributions that apply when testing a conventional (zero frequency) unit root in an appropriately augmented test regression. Further, the distribution of (16) and its corresponding t-ratio are scaled DF distributions, whereas (17) is not.
In addition to the tests considered above, HEGY promote the use of an F-type statistic for π 3 =π 4 =0 2 , while Ghysels et al. (1994) 
The above results apply for a seasonally integrated process, while the purpose of this paper is to analyze that HEGY test applied to a periodically integrated process. 
Consequently: The polynomial α s (L) contains the moving average coefficients of (9). In the special case of the random walk, In the later analysis, we consider six specific quarterly data generating processes (DGPs), whose parameters are presented in Table 1 . Of these, DGP6 is a random walk, while the remaining ones are PI(1) processes. In each of the latter cases, all coefficients are positive, reflecting the positive time series correlations anticipated for economic time series. For each PI(1) process, Table 2 collects the factors associated with the implied MA(3) for each DGP of Table 1 . Since the HEGY regression treats the process as nonperiodic, the proximity of the roots in Table 2 to the roots -1, ±i , of the seasonal random walk process indicates how close the factors of (21) 
Asymptotic Distributions
In this section we derive the asymptotic distributions of the HEGY test statistics applied to PI(1) processes. Subsection 3.1 considers the zero frequency regression (14). Subsequently (subsection 3.2), we consider the important special case of a random walk DGP, where y sτ ~ I(1), in the context of the complete HEGY regression (12). The distributions that apply in (12) when y sτ ~ PI(1) are discussed in subsection 3.3, with subsection 3.4 analyzing the effect of augmenting this regression.
The Zero Frequency Unit Root Test Regression
For y sτ ~ PI(1), the distributions of T 1 π and from (14) are summarized in the following theorem. Details of the proof of this, and other theorems, are given in the appendix. (14) are given by:
, the asymptotic distribution of the normalized bias and t-ratio test statistics for a unit root test in
and ω 2 = σ 2 b′b; a and b are as defined in (6).
An immediate consequence of (22) is that the distribution of the normalized bias for the zero frequency unit root test statistic when y sτ ~ PI(1) differs from the usual Dickey-Fuller distribution of (15). This difference is due to the numerator term 4Γ 1 , which arises from the (periodic) moving average autocorrelation present in u sτ and specifically to the implied correlation between the regressor and the disturbance of (14).
In comparison with the DF t-ratio distribution, the t-statistic in (23) is not only shifted due to 4Γ 1 , but is also scaled by a a a C a ' / ) ' ( 1 . Shift and scaling effects for the corresponding statistic are noted in the presence of (nonperiodic) moving average disturbances by Gonzalo and Pitarakis (1998) and Galbraith and Zinde-Walsh (1999) , but here the periodic coefficients also play a role. For a random walk, a'C 1 a = 4a'a and (23) simplifies to
Although this formally holds only for the random walk case, in practice (24) provides an approximation to (23) because the relationship a'C 1 a ≈ 4a'a is quite good for many PAR(1) processes that are periodically integrated, as the examples of Table 1 show.
Turning to the DGPs of Table 1 , which have positive PI(1) coefficients and hence positive 4Γ 1 /(ω 2 a′C 1 a), the distributions of (22) and (23) or (24) are shifted to the right in relation to the corresponding DF distributions. Figure 1 investigates this for the case of the t-ratio. More specifically, this figure shows the empirical distributions for t obtained from the full HEGY regression of (12) (denoted t_pi1_PI (1)), from the zero frequency test regression (14) (t_pi1_PI(1)*) and from a Dickey-Fuller regression (t_pi1_DF) for the DGPs of Table 1 3 . Ignoring the full HEGY regression for the moment, the shift to the right is evident in the distributions of t_pi1_PI(1)* and t_pi1_DF, so that the zero frequency unit root null hypothesis will be rejected substantially fewer times than indicated by the nominal size. The unit root null hypothesis is clearly true in relation to the random walk of DGP6, so that the test will be substantially undersized at a conventional nominal size of, say, 1 or 5 percent. Both Boswijk and Franses (1996) and Taylor (2003) 
(v) The OLS estimator of Π 2 converges to (-0.5, -0.5, -0.5)'.
Note from Theorem 2, specifically equation (26), that the distribution of the HEGY normalized bias statistic for the zero frequency unit root leads to a scaling of the distribution of Dickey and Fuller (1979) when the process is a random walk. Thus, the usual Dickey-Fuller distribution for the normalized bias does not apply in this case, and its use will lead to incorrect asymptotic inference. In this case there is no bias term due to Γ 1 , which appears in (22) Part (v) implies that the scaled estimator T j πˆ for j = 2, 3, 4 diverges to -∞ as T → ∞ when the HEGY regression (12) is applied to a random walk process. This divergence has also been obtained by Rodrigues (2001) and Taylor (2002) , by considering local alternatives to the HEGY seasonal integration null hypothesis.
Our results explain Figure 1 for the random walk case of DGP6, with (27) being identical to the DF distribution, whereas (as seen in the previous subsection) the distribution from the zero frequency regression (14) suffers from a bias. Although we do not include a graphical representation of the asymptotic distributions of the normalized bias statistics 1 π T , it is clear from (15), (22) and (26) that these differ for all three cases considered.
The PI(1) DGP in the Complete HEGY Regression
We now turn attention to the more general DGP of a PI(1) process, for which Lemma 2 shows that the HEGY regressors contain the same unit roots as for a seasonally integrated case. Therefore, the HEGY regressors retain the asymptotic orthogonality as under the seasonal integration null hypothesis, which we use to establish the results in Theorem 3. To conserve space, results for the normalized bias statistics for π 2 , π 3 , π 4 are not included here, but are presented in the appendix. (ii) The t-ratio test statistic for π 2 = 0 has the asymptotic distribution (28), (29) and (30).
Thus, the empirical distributions in Figure 1 for the t-ratio test statistics for a zero frequency unit root are the same for regressions (12) and (14). Indeed, unlike the random walk case discussed in subsection 3.2, all results obtained in subsection 3.1 for π 1 in regression (14) also hold for the complete HEGY regression.
In contrast to the shift of the distribution to the right (compared with the DF distribution) induced by the positive values of Γ 1 for the zero frequency unit root, the shifts in the seasonal unit root distributions in (28) and (29) Specifically, we show the empirical distributions obtained from the full HEGY regression of (12) (denoted t_pi2_PI (1)), from the biannual test regression that excludes from (12) all terms except that relating to π 2 (t_pi2_PI(1)*) and from a HEGY regression for the process ∆ 4 y sτ = ε sτ (t_pi2_HEGY). The effectively identical distributions for t_pi2_PI(1) and t_pi2_PI(1)* confirms the asymptotic orthogonality of the HEGY regressors for PI(1) processes. Also, with the exception of DGP4, the shift to the left and the scaling effect are marked in relation to the HEGY distribution.
Another perspective on this is given by the misspecified constant parameter representation for our example PI(1) DGPs. Since (as observed above in subsection 2.2 and indicated by Table 2 ) there may be near-cancellation of seasonal autoregressive unit roots with near-noninvertible MA roots, the PI(1) process can appear similar to a random walk. DGP4 is an exception, since the MA root of -.59 is far from the autoregressive root of -1 considered by the HEGY statistic. Therefore, near-cancellation does not apply, and the distribution for this DGP in Figure 2 is reasonably close to the HEGY distribution. We concentrate on the case y sτ ~ PI(1), since we have already shown in Theorem 2 that the HEGY regressors effectively act to augment the regression in the special case when y sτ is a random walk process.
For augmentation of order p, denote the regressors in (31) by 
Since, as T → ∞, the first matrix on the right-hand side of (32) 
where the p×p symmetric nonperiodic autocovariance matrix Γ has (i, j) th element
given by γ(i-j) for i ≥ j and the p×1 vector g has j th element equal to γ(j), with γ(j) as defined in (11). Note, in particular, that all elements of Φ (p) depend on the order of augmentation, p.
Corresponding to (33), define the "disturbance" sequence Table 2 for our example DGPs), so that a large order p may be required to render e sτ in (34) close to white noise. 
As in Phillips and Oularis (1990),
so that the denominator expressions for the scaled HEGY estimators are unaffected by augmentation. Further, the HEGY variables retain the asymptotic orthogonality discussed in subsection 3.3.
For the numerator, (34) implies that Q
≈ QE where E is a T×1 vector with generic element e sτ . Therefore, in (35) (36) and (37) that augmentation affects the asymptotic distributions of the normalized bias for the HEGY unit root test coefficients of (31).
In particular, the shifts induced by Γ 1 , Γ 2 , Γ 3 and Γ 4 (see Theorem 3) are modified through the "correction" that applies in (37) from autoregressive augmentation. Var(∆ 4 y sτ ), which is embedded in the results of Theorem 3. Also due to the asymptotic orthogonality of the HEGY regressors, the expressions of (20) for the joint F-statistics continue to apply, as in Theorem 3(iv). Therefore, the results for the t-statistics presented in Theorem 3 are modified in two ways by autoregressive augmentation of the HEGY regression. That is, the shifts induced by Γ 1 , Γ 2 , Γ 3 and Γ 4 are modified and, from (38), the scaling due to the estimated disturbance in (39) is affected. Both of these effects depend on the order of augmentation p. These implications are analogous to those found by Galbraith and Zinde-Walsh (1999) and Gonzalo and Pitarakis (1998) for augmented Dickey-Fuller (zero frequency) unit root tests in the presence of moving average disturbances.
Monte Carlo Analysis
Our Monte Carlo experiment uses the DGPs of Table 1 . For each DGP, we generate 5000 replications of 100 observations (corresponding to N = 25 years of data) and obtain the test statistic using the zero frequency test regression (14). The HEGY regression of (12) or, when augmented, (31) is also applied to test for unit roots at the zero and seasonal frequencies. Specifically, we separately consider the null three hypotheses π 1 = 0, π 2 = 0 and π 3 = π 4 = 0, corresponding to the presence of unit roots at the zero, biannual and annual frequencies, respectively. The first two hypothesis tests are conducted using the relevant t-ratios ( and t ), while the last uses the joint Table 4 . In addition to augmentation of the HEGY regression, we also consider augmentation of (14). Augmentation is considered with up to 12 lags (three years) of the dependent variable. In addition, the AIC criterion and the sequential method recently proposed by Ng and Perron (1995) are used for lag selection (up to a maximum of 12 lags).
All PI(1) processes contain a zero frequency unit root. However, Table 3 shows that when the zero frequency regression (14) is used, the t-ratio statistic is badly biased (compared to an ADF unit root test) when no augmentation is undertaken, as predicted by our analysis of subsection 3.1. Indeed, at a nominal size of 5 percent, the null hypothesis is very rarely rejected, due to the shift to the right induced by Γ 1 in (23). Although augmentation tends to improve the size, the test remains badly undersized with four lags (a default for many applied workers using quarterly data), with the partial exception of DGP1. Indeed, this remains true even with eight lags augmentation. It is also clear that AIC selects too few lags for the size to be reliable. Indeed, with AIC lag selection, the zero frequency unit root is rejected substantially too frequently. On the other hand, the Ng-Perron criterion works relatively well. It is worth emphasizing that, to obtain a reliable size, a relatively large number of lags have to be allowed, and few researchers would automatically consider augmentation with more than eight lags with quarterly data.
The results of Table 3 illustrate the sensitivity of the results to the specific lag order used. The analysis of subsection 3.4 also applies for in (14) with autoregressive augmentation (depending on the order p) shifting the distribution to the left or right compared with the DF distribution. However, increasing augmentation tends to improve the size, confirming that the zero frequency distribution approximates the DF distribution with sufficiently large augmentation.
To conserve space, the fixed augmentations considered in Table 4 for the full HEGY regression (12)/(31) are p = 0, 4, 8, 12. We have shown that, although PI (1) processes contain only one unit root, the misspecified constant parameter representation contains the factor ∆ 4 and hence appears to be seasonally integrated.
Nevertheless, the analysis above also shows that the asymptotic distributions depend on both the specific parameters of the process and the order of augmentation employed.
Note, first, that although asymptotically the zero frequency unit root distributions are identical whether (12) or (14) is used, this does not apply in practice in our finite sample simulations. Indeed, with no augmentation the full HEGY regression of (12) results in a size for t closer to the nominal 5 percent in Table 4 than Table 3 because, with near-cancellation of some factors in (21), the HEGY variables effectively act as augmentation in a similar way to the random walk case of Theorem 2. As in Table 3 , however, this test generally has rejection frequency greater than the nominal level of significance in Table 4 when lags are selected by AIC, with the Ng-Perron procedure again resulting in a better performance.
We also show in subsection 3.2 that the HEGY zero frequency unit root statistic without augmentation asymptotically follows the Dickey-Fuller distribution for the random walk DGP6, and this is empirically verified in Table 4 .
Turning to the tests for seasonal unit roots, all rejection rates are close to unity with no augmentation. The only notable exception is for DGP4, where the biannual coefficient θ 1 is relatively far from unity (see Table 2 ). It is not surprising that the probability of finding evidence of unit roots in these periodic processes depends on the specific parameter values α j and the corresponding constant parameter moving average components shown in Table 2 .
Nevertheless, it is also clear that the HEGY test procedure will frequently lead to the conclusion that the PI(1) process is seasonally integrated. For example, basing lag selection on AIC, Table 4 shows that the F 1234 statistic rejects the seasonal integration null hypothesis only 28 percent of the time for DGP1. Although this rejection frequency rises to 72 percent for DGP5, the use of the Ng-Perron lag selection procedure would reduce the rejection frequency for this DGP to 33 percent. Indeed, one striking feature is how the dependence of the asymptotic distributions for the HEGY test statistics on the order of augmentation p is evidenced in Table 4 by the different finite sample rejection frequencies resulting from the use of AIC and the NgPerron criterion.
In all cases, the HEGY approach has high power for rejecting seasonal unit roots in the random walk.
Concluding Remarks
This paper has tackled the consequences of testing for seasonal unit roots in a process that is, in fact, either a random walk or a periodic integrated process. The true process under consideration therefore has a single unit root, with no seasonal unit roots. We derive the asymptotic distributions of the unit root test statistics without augmentation, showing that those for periodic DGPs do not follow the distributions of Hylleberg et al. (1990) or, in the zero frequency case, that of Dickey and Fuller (1979) . We also show that when augmentation is applied, these distributions depend on the selected augmentation order.
Our Monte Carlo analysis indicates that the size of this test in a sample of 100 observations is relatively close to the nominal size when the regression is sufficiently augmented. In practice, therefore, the zero frequency unit root test detects not only a unit root at this frequency in a nonperiodic process, but also the single unit root in a periodic integrated process.
Periodic integrated processes do not contain seasonal unit roots. However, the transformed variables used in the HEGY seasonal unit root test do not remove the nonstationarity in a periodic process. Consequently, the use of these variables in a seasonal unit root test regression may lead to the conclusion that seasonal unit roots are present in the process. Indeed, depending on the specific parameter values of the DGP and the criterion used for selecting the order of augmentation, the conclusion of seasonal integration can have a high probability.
In contrast to the periodic case, we show that the asymptotic Dickey-Fuller distribution continues to apply for the zero frequency unit root test statistic in the important special case of a random walk. Further, the seasonal unit root test statistics diverge to infinity. Therefore, although the HEGY seasonal unit root test regression has been developed under the null hypothesis of a seasonally integrated process, it continues to be applicable when only the zero frequency unit root is present.
Although our analysis considers a specific DGP in the context of the HEGY regression, the implications of our results extend to more general cases. More specifically, with the inclusion of deterministic terms (such as seasonal dummies or seasonal dummies and a linear trend) in the HEGY test regressions, the results of Theorems 1, 2 and 3 will carry over when expressed using de-meaned and de-trended standard Brownian motions, as in Boswijk and Franses (1996) . Further, as shown by Taylor and Smith (1998) , the inclusion of seasonal dummies in the HEGY regression makes the test statistics invariant to starting values and seasonal trends further yields invariance to seasonal drifts, and these results apply also in our context.
Although we consider only first order PAR processes, these results will carry over to higher order periodic integrated processes with a single unit root, provided that the HEGY test regression is sufficiently augmented. This follows as the stationary periodic component of the PI(1) process has a misspecified stationary ARMA representation, which can be approximated by autoregressive augmentation.
Finally, although we consider the case of a nonperiodic disturbance variance, Osborn (A.11) Then (24) follows from (A.10) since a'C 1 a = 4a'a.
Proof of Theorem 2. Using the properties of the HEGY regressors established in
Lemma 2 for a random walk process, part (i) follows from standard results on the convergence rates properties of integrated and stationary processes (for example, Hamilton, 1994) . This leads immediately to the asymptotic orthogonality result in part (ii), when the estimators are scaled by M.
To prove part (iii), note that 1 π T from (12) can be expressed as: 
The denominator of (A.12) is then
For the numerator, note first that under the null hypothesis
where U is a 4N×1 vector with generic element u sτ . Therefore, the numerator of (A.12) is 
(A.14)
Therefore, from (A.13) and (A.14), 1.000 1.000 1.000 1.000 16.000 64.000 0.000 0.000 6.000 -2.000 -2.000 -2.000 Note: α j (j = 1, 2, 3, 4) are the coefficients of the PAR(1) process of (1) used in the Monte Carlo analysis; see text for definitions of ω 2 a'a, ω 2 a'C j a and Γ j (j = 1, 2, 3). All values are based on σ 2 = 1. 
