Understanding long-term seasonal or annual or inter-annual rainfall variability and its relationship with large-scale atmospheric variables (LSAVs) is important for water resource planning and management. In this study, rainfall forecasting models using the artificial neural network technique were developed to forecast seasonal rainfall in May-June-July (MJJ), August-September-October (ASO), November-December-January (NDJ), and February-March-April (FMA) and to determine the effects of climate change on seasonal rainfall. LSAVs, temperature, pressure, wind, precipitable water, and relative humidity at different lead times were identified as the significant predictors. To determine the impacts of climate change the predictors obtained from two general circulation models, CSIRO Mk3.6 and MPI-ESM-MR, were used with quantile mapping bias correction. Our results show that the models with the best performance for FMA and MJJ seasons are able to forecast rainfall one month in advance for these seasons and the best models for ASO and NDJ seasons are able do so two months in advance. Under the RCP4.5 scenario, a decreasing trend of MJJ rainfall and an increasing trend of ASO rainfall can be observed from 2011 to 2040. For the dry season, while NDJ rainfall decreases, FMA rainfall increases for the same period of time.
INTRODUCTION
Rainfall is one of the most important components of the hydrological cycle since rainfall is a major source of water on earth. Rainfall varies due to interactions among the physical processes of the atmosphere-ocean-cryosphere nexus that operate on a wide range of spatial and temporal scales. This complex physics of formation and forecast is yet to be understood in its entirety (Ramirez et al. ) .
The methods used for rainfall forecasting depend on the time scale, the spatial scale, and the particular application of the study. This is due to the nonlinear time series of rainfall. Many studies have been conducted to forecast rainfall using different methods such as numerical weather predic- The inherent natural variability and anthropogenic forcing create uncertain climatic conditions over the world.
The fluctuations in climatic occurrences vary from interannual-to-decadal time scales to as long as 50 years (Deser et al. ) . To interpret such a climate system, climate model projection is a big challenge due to the different sources of uncertainties (Shepherd ) . However, in recent years, the ability of general circulation models (GCMs) to predict climatic conditions at the continental and global levels has improved. Also, GCMs can predict conditions under different possible Special Report on Emission Scenarios. In 2008, a new approach called the Coupled Model Inter-comparison Project Phase 5 (CMIP5) was constituted, in order to integrate experiment sets that can simulate climate change and climate variability (Taylor et al. ) . In CMIP5, the Representative Concentration Pathways (RCPs) are based on selected scenarios from modeling work on integrated assessment modeling, climate modeling, and the analysis of impacts. Four RCPs were defined according to the total radiative forcing in the 21st century. RCP8.5 is a radiative forcing scenario that increases to 8.5 W m À2 towards the end of the 21st century.
Two intermediate scenarios, RCP6 and RCP4.5 , are the balancing pathways, under which radiative forcing does not go beyond the peak level by the 21st century. Another scenario, RCP2.6, is the lowest peak-and-decay scenario. GCMs depict climate using a three-dimensional grid over the globe, and their resolution is coarser than the resolution required in impact assessment (Salathe  
DATA COLLECTION Rainfall data
Daily rainfall data were obtained from the Thailand Meteor- 
GCM data
Different GCM data were selected by considering different aspects of the study. Singhrattna et al.
GFDL-R30 out of eight GCMs for the study of Ping River
Basin based on the data availability. Additionally, for the same basin, the ECHAM4/OPY3 model's data were selected due to their easy accessibility and high temporal (). The most commonly used methods are variable ranking method, mutual information, Gamma test, selforganizing map, and ANN modeling. For this study, the variable ranking method was adopted. First, the selection of independent variables (x) was done by correlation analysis using the variable ranking method (Guyon & Elisseeff ) . The correlation matrices of Pearson's correlation coefficients (r) were developed for all dependent (y) and independent variables. The independent variables were short listed in the 85th percentile category based on an absolute correlation between that independent variable and a dependent variable when the correlation was greater than 2= ffiffiffi n p (where n is the number of data points). All the screened variables, which were in the 85th percentile category, were cross-checked between two variables for linear dependence. If the correlation between two screened variables was more than 0.75 (i.e. r > 0.75), then that variable, which indicates a smaller r value between itself and the dependent variable, was eliminated. For example, let us suppose there are three independent variables, X, Y, and Z. X and Y are strongly (Babel & Shinde ) . Using this selection method, multi-colinearity was eliminated and those independent variables which were statistically most significant for the rainfall were filtered.
In this study, the independent variables include the into three groups, 70%, 15%, and 15% for training, cross validation, and testing, respectively, using random indices.
The input data or independent variables, i.e., LSAVs, of the ANN model were normalized between the upper and lower bounds prior to modeling (Equation (1)) to transform all the variables to the same scale:
where (2)) was used in the hidden layers, and the linear transfer function was used in the output layer in this study. This is an advantage when extrapolation is needed:
The number of epochs is the maximum number of iterations to run (training cycles) before the simulation stops;
in this study, the number was set at 100. The MSE function was applied to define the network's performance. This is the function most frequently used in the ANN model's training because it is an easy calculation function that lies close to normal distribution. The training automatically stops when the generalization does not improve, as indicated by the MSE of the cross validation sample.
The model's evaluation
The model's evaluation can be done by statistical and graphical methods. Both testing and training performances in this study were evaluated using the following indices (here X and Y are observed and simulated data, respectively).
I. RMSE that indicates the error in the units of the model's output.
II. Correlation coefficient (r) that indicates how well the model can replicate the observed data. It ranges from 0 to 1.0 and 1.0 is the perfect match. Gamma distribution, as shown in Equation (5). Then, the cumulative distribution (Equation (6)) of monthly GCM data was mapped to the cumulative distribution of historical data (Equation (7)). Two parameters of Gamma distribution, i.e., shape (α) and scale (β), for a given dataset, are defined as
F(x GCM ; α, βj GCM ) F(x His ; α, βj His )
All hydrological parameters, temperature, pressure, humidity, and PW, which were simulated by two GCMs, CSIRO Mk3.6 and MPI-ESM-MR, were bias corrected by fit- To evaluate the bias correction method, seasonal rainfall during the base period was simulated using two approaches:
one, with raw GCM data and another, with bias corrected GCM data. The overall performance of both approaches was evaluated by mean, RMSE, and SD.
Rainfall forecasting under climate change scenarios
The calibrated and tested models of seasonal rainfall forecasting were applied to assess the impact of future climate changes on seasonal rainfall. Bias corrected GCM data for
LSAVs from CSIRO Mk3.6 and MPI-ESM-MR were used for long-lead rainfall forecasting in the Ping River Basin during 2011-2040.
Trend analysis of forecasted rainfall
Trend analysis was performed to identify any significant changes in a climatic variable over a long time period.
Mann-Kendall (Kendall ) and Sen's slope (Sen ) were the non-parametric test methods used to analyze the trends in climatic data.
Mann Kendall test. This test measures a monotonic
relationship between each value of the time series and the remaining values in a sequential order. In the Mann-Kendall test, the null hypothesis H 0 is a series x 1 , …, x n that comes from a population where random variables are independent and identically distributed. The alternative hypothesis H 1 of a two-sided test is that the distributions of x i and x j are not identical for all i, j n with i ≠ j. The test statistics Z,
where,
The two-tailed test at different significance level is denoted as α ¼ 0.1, 0.05, 0.01, and 0.001. At a certain probability level H 0 is rejected in favor of H 1 if the absolute value of Z equals or exceeds Z α/2 . In this study, the significant level (α) was selected to be 0.05.
Sen's slope. It estimates and compares the changes in the slope with time at each point and takes the median value to define the trend of the data. Sen's slope can be calculated using the following equation:
RESULTS AND DISCUSSION
Selected combination cases and model networks
The most significant 'n' number of variables under the 85th percentile category was obtained using the variable ranking method. It was found that the dominant predictors for all the seasons were pressure, temperature, and wind. ASO and FMA rainfall are also correlated to RH and PW (Table 2 ).
The ANN technique was employed to develop a forecast model for each season. At the first stage, a trial and error method was used to select the best combination of input variables and the best network architecture. The best networks and their respective best variable combinations were selected according to the performance criteria: r and RMSE among 2 n À 1 combination cases of 'n' input variables. Then, the best network was checked for a testing 
PW (tÀ8) with 'out of sample dataset ' (2008-2012) . The best network architectures and corresponding combination cases for each n C r (where n is the total number of variables, and r is the number of variables used for each combination case) have been summarized for the case of ASO rainfall forecast in Table 3 . The selected networks for further study are in bold letters. Following the same procedure, the selected networks and predictors for each season of rainfall were obtained and summarized in Table 4 . The monthly LSAVs from GCM data are not accurate when simulating rainfall at the basin level. During the period of 1971-2000, it was observed that CSIRO Mk3.6 and MPI-ESM-MR over-or under-predicted mean monthly temperature, humidity, PW, pressure, and wind. Thus, the direct application of GCM outputs of LSAVs is the cause of uncertainty when forecasting seasonal rainfall. In addition, uncertainty is also introduced by the ANN model itself.
Wind (i.e., SXW and SYW) is a vector. The quantile mapping bias correction method was not applicable in this study because it cannot correct for the direction of the wind. Therefore, wind bias correction was not done; instead, raw GCM data were directly applied to the ANN model.
The performance of the bias correction method applied to both GCM datasets was evaluated by mean, SD, and RMSE with respect to the observed data during 1971-2000 (Table 5) . When compared to the raw GCM data, the monthly mean and SDs of all corrected variables were found to be closer to deduced values for field observations. The highest RMSE of PW and RH lies between 4.3 and 2.5 after bias correction. Based on the statistical parameters, both bias corrected GCMs' data can be used for future rainfall projections in the study area.
The proposed ANN models were evaluated using raw GCM and corrected GCM data under the RCP4.5 scenario during the base period . The model 
performance in terms of the statistical parameters (i.e., mean, SD, and RMSE) is given in Table 6 . It is clear that the model's performance is better when the simulation incorporates observed variables than when it incorporates GCM data. The simulation of wet seasonal rainfall using MPI-ESM-MR inputs shows better performance than CSIRO Mk3.6 inputs. On the other hand, the simulation of dry season rainfall is more accurate when using CSIRO Mk3.6 inputs rather than MPI-ESM-MR data.
Effects of climate change on seasonal rainfall
With the use of projected LSAVs by GCMs and the pro- model. Bias in GCM data is corrected by quantile mapping which is limited in capturing extremes beyond the range of historical data.
CONCLUSIONS
Long-term rainfall forecast is a crucial issue for several water-related sectors such as industry, agriculture, health, and transportation. In this study, the most potential predictors of LSAVs were identified using the variable ranking method. Pressure, temperature, and wind were found to be the most significant predictors among the eight identified predictors for seasonal rainfall forecast in the Ping River 
