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Abstract
A diffuse-interface model for interfaces in multi-component systems with energetic
contributions from chemistry, defects, structure, orientation, electrostatics and gra-
dients is proposed. The energy minimizing profiles of planar grain boundaries in
the pseudo-binary SiO2-SiN4/3 system are calculated in the SiN4/3-rich single-phase
field. Intergranular films are found to be stable below the eutectic temperature.
Evidence of first-order grain boundary order-disorder transitions is found in mis-
orientation and chemical potential space. Interface transitions predicted with the
model can be plotted on equilibrium phase diagrams to produce “interfacial phase
diagrams.” These could be a tool for designing processing routes to optimize bulk,
polycrystalline material properties through control of grain boundary characteris-
tics.
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1 Introduction
Independent experimental observations establish that silicon nitride grain bound-
aries are typically glassy intergranular films (IGFs) containing Si, N, O, and
any dopants [1–9]. The IGFs have equilibrium thicknesses of 1–2nm, have
thicknesses that vary with chemical potential of the additives but that are
independent of the amount of glassy material in the sample, and have com-
positions that differ from those observed at glassy pockets at grain boundary
junctions and from those predicted by equilibrium phase diagrams. Further-
more, IGF atomic structures deduced from microscopy observations suggest
that, while the lack of long-range atomic structure identifies them as amor-
phous, short-range order is induced and influenced by the abutting crystalline
grains [10,11].
While IGFs occupy a relatively small volume fraction in a silicon nitride ma-
terial, IGFs have a large–and sometimes dominant–influence on mechanical,
creep, and transport properties [12–17]. Because similar IGFs are detected in
other ceramic systems, such critical dependence of properties on IGFs should
be expected and is indeed observed [18–28].
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Clarke developed a model that accounts for equilibrium IGF thicknesses [29].
His model describes the stability as a force balance between an applied (or
capillary) pressure and the total pressure deriving from steric, adsorption,
hydrogen bonding, electrical double layer, and dispersion contributions. Sub-
sequently, Clarke included specific models for steric pressures in a diffuse inter-
face theory [29], double layer pressures using DLVO theory [30], and osmotic
forces from composition gradients [31]; these act as disjoining forces in these
formulations. A key recognition was that the London dispersion forces could
act to prevent complete wetting of the films and instead formation of equilib-
rium films as the grain boundary. Each model predicts stable film thicknesses
of 1–2nm for plausible physical parameters. Subsequent models and numerical
investigations amplified the importance of the steric term and the chemical
effect of glass modifiers on steric behavior [32–34]. However, these models have
largely ignored describing the actual IGF compositions, and especially have
ignored the temperature dependences which should be interesting. It may be
expected that there is only a range of temperatures in which the IGFs are
stable.
A general model for IGFs could be used to formulate processing conditions for
IGF characteristics in order to optimize material properties. However, a mod-
elling framework that couples all of the relevant physical phenomena outlined
by Clarke is not currently available. The diversity of physical influences on
the stability and characteristics of IGFs underscores the difficulty of formulat-
ing such a predictive model which must also include the thermodynamics of
the constituent materials. Direct atomistic calculations produce useful insights
about stable structures or configurations [35–38], but only for small parts of
specific systems using postulated interatomic potentials. In addition, these
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atomistic computations cannot yet predict the general trends in dependence
of the IGF structures and compositions on temperature or additive chemical
potential
In this paper, we present a diffuse interface model that accounts for chemistry,
structure, defects, and electrostatic forces present at materials interfaces. The
empirical parameters in our model must be tuned for particular systems with
experimental data. Our continuum formulation permits straightforward gen-
eralization and allows the simulation of large systems from bulk data. The
model is demonstrated for grain boundaries in silicon nitride ceramics with a
minimal number of parameters.
2 The Diffuse-Interface Model for Grain Boundaries in Multicom-
ponent Systems
The total free energy can be obtained by the spatial integration of a free en-
ergy density that is a function of a set of specified fields and their gradients.
That free energy density is composed of two parts: the first is the free energy
of a homogeneous system, and the second is the lowest-order inhomogeneous
contribution to the energy density. In our model the homogeneous free energy
density is a function of composition, structure, and defect density. The inho-
mogeneous contribution depends on gradients in the composition, structure,
and electrostatic potential [39,40]. Finally because our materials are crystalline
we include gradients in crystallographic orientation [41].
The homogeneous free energy density binds the model to the thermodynamics
that predict an equilibrium phase diagram. Structural, compositional, orien-
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tational, and electrostatic fields bind the model to the microscopic physics
associated with the grain boundary.
2.1 Free Energy Functional
We consider an isothermal, constant volume system with N neutral species
and M (probably charged) defect species. There is a uniform site density and
a fixed number of sites. Suppose that the site fractions Xi (i = 1, . . . , N) for
the neutral species and Xdj (j = 1, . . . ,M) for the defect species are spatially






j (~x) = 1, 0 ≤ Xi(~x) ≤ 1, and
0 ≤ Xdj (~x) ≤ 1 at each position ~x. As will be described below, we use a
thermodynamic model based largely on neutral associated complexes, and
then focus directly on the electrostatic consequences of the presence of sets of
charged species, either conceived as solutes or defects, which will comprise a
small minority of the total. Some approximations regarding the latter will be
made in order to allow a treatment that smoothly covers both the solid and
disordered material, which will be the subject of a later paper.
We suppose that the composition fields are continuous and therefore a coarse-
graining is implicit in their definition. As only defects contribute electrostatic







j where F is Faraday’s constant, Z
d
j e is the charge of the
jth defect with e the magnitude of the electron charge, and Vm is the molar
site volume. Local charge density contributes to energy density with ρ(~x)φ(~x)
where φ(~x) is the local electrostatic potential. If φ(~x) is spatially variable,
there is an additional contribution to energy density through polarization.
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We suppose that the material can adopt either a crystalline or amorphous
structure and we use a structural field that describes the degree of crystallinity
in this range, 0 ≤ η(~x) ≤ 1. For example, a low angle grain boundary consisting
of a set of dislocations would have a coarse-grained core value of 1 > η 6= 0 or
a liquid epitaxially solidifying on a crystalline phase would have a boundary
layer of decreasing η. In any region where η(~x) > 0, the crystallographic
orientation (with respect to a reference crystal) can be described by three
angles, which we call ~θ(~x). In the absence of applied fields, the homogeneous
free energy cannot depend on the value of ~θ, but if ~θ(~x) is spatially variable,
as in the case of a grain boundary, then the inhomogeneous part of the free
energy density will depend on gradients of ~θ(~x). These fields were introduced
elsewhere [41] and methods for their analytic [42,43] and experimental [44,45]
coarse-graining have been suggested.
The total energy of the system is
F [Xi, X
d

















where the three-dimensional form of integration expresses the generality of
the method; however, in this paper, only one-dimensional calculations are
presented. To simplify discussion, we treat planar boundaries and suppose
that the misorientation across the boundary can be described by a single angle,
θ(~x), as would be the case for a tilt or twist boundary. The temperature is T
and the total volume of the system is V . We assume a uniform, isotropic, and
linearly polarizable material with dielectric constant ε [39,40].
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Therefore, in this model we take
fhom = f(Xi, X
d







j , η; T ) is the chemical contribution to the Helmholtz free energy
density and























with g(η) = 1
2
η2 and h(η) = 1
The functional expansion coefficients (or gradient coefficients) κ2i , κ
2
j , sg(η),
β2h(η), and ν2 are generally functions of all the field variables and their gradi-
ents; however any anisotropic directional dependence implied by dependence
on gradient direction is inconsequential in a one-dimensional calculation. The
forms of electrostatic potential gradient [39,40] and structural and orientation
gradient [41] terms are justified elsewhere.
Equilibrium phase diagrams are produced by common tangent constructions
on f(Xi, X
d
j , η; T ) that provide the connection to bulk thermodynamics for a
particular material system. Equilibrium defect populations are determined by
thermodynamics as well, but their energies are not usually written explicitly.
Because their populations could be significant at interfaces, they are included
explicitly in f(Xi, X
d
j , η; T ). Previous analyzes have shown how spatial varia-
tions in charge density can be stabilized if coupled to chemical and mechanical
contributions to free energy [46,47,39].
As is common for ionic compounds, equivalence salt diagrams could be used to
reduce the number of independent components if charge density were fixed [48].
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However, local charge density variations necessitate that free energy density
expressions must be extended to charged combinations of ionic species and si-
multaneously reproduce known phase diagrams for homogeneous phases. It is
convenient to employ the associate model from the CALPHAD literature [49]
with stable, neutral compounds for the Xi(~x). Therefore, non-zero X
d
j (~x) pro-
vide the extension to non-zero charge. Each of the N − 1 independent Xi has
a chemical potential, µi, that can be calculated by the intercept of the tangent
plane to the equilibrium free energy surface with the Xi = 1 line. The defect
species have electrochemical potentials, µdj , where the chemical contribution
is calculated as for µi. By specifying the full set of µi and µ
d
j , it is possible to
fix the state of a homogeneous open system in equilibrium with a reservoir of
species with these potentials. This scheme is similar to the compound energy
formalism [50]. The defect species have enthalpic and entropic contributions
to the homogeneous free energy and their populations will be very small at
bulk homogeneous equilibrium. At interfaces these defect concentrations can
contribute to locally charged regions, and double layer formation is expected.
2.2 Dimensionless Form and Equilibrium Equations
The total free energy can be normalized as follows
F̂ [Xi, X
d










































where the dimensionless variables are defined as






























ŝ ≡ s Vm
RTL
β̂2 ≡ β2 Vm
RTL2
ν̂2 ≡ ν2 Vm
RTL2
with R the gas constant and L a characteristic length.
We consider an open system which is specified by fixed values of the µi and
µdj . Equilibrium is determined by the minimum of
F̂ [Xi, X
d



















j , η; T )
∂Xi
− κ̂2i ∇̂
2Xi = µi (6)
∂f̂(Xi, X
d
j , η; T )
∂Xdj
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∂η









+ β̂2∇̂2θ = 0 (9)
ρ̂ + ε̂∇̂φ̂ = 0 (10)
Equation 10 is Coulomb’s Law from electrostatics as noted by Bishop et al [39].
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2.3 Homogeneous Energy Model
A reasonable choice for the Helmholtz free energy density f(Xi, X
d
































































The first two sums contain reference chemical potentials and defect forma-
tion energies; the third and fourth terms are ideal entropies of mixing. The
final terms are the regular solution energies of mixing, but are assumed to be
functions of crystallinity and temperature.
The reference chemical potentials and defect formation energies, µ◦i (η; T ) and
µ
d,◦
j (η; T ) respectively, are dependent on the local structure. Wheeler et al. [51]
have introduced a convenient interpolation scheme, Eqs. 12 for the chemical
potentials, for the free energy density between the solid and liquid functions,
f si (T ) and f
l
i (T ), which can be correlated with thermodynamic data [52].
µ◦i (η; T ) = f
l
i (T ) + Wi q(η) + (f
s
i (T ) − f
l





and p(η) ≡ η3(10 − 15η + 6η2)
Local minima are assumed for the liquid, η = 0, and perfectly crystalline,
η = 1, states and Wi is a parameter that controls the height of the energy
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barrier between these local minima, Fig. 1. For pure associates, the free energy
densities of the solid and liquid phases are µ◦i (1; T ) = f
s
i (T ) and µ
◦
i (0; T ) =
f li (T ). These reference energies are tabulated in the literature. As shown below,
the amorphous phase will be treated as the extrapolation of the liquid phase
well below the melting temperature. The free energy of vitrification should be
related to Wi. But we have not attempted to use physical values here, just as
we have not yet fitted values for ν, β, etc.
2.4 Application to the Pseudo-Binary Si-N-O System
To develop a specific model for grain boundaries in silicon nitride containing
small amounts of silica, we treat the binary alloy as a reduction of the Si-N-
O system. Simulations of this model demonstrate IGF behavior that can be
compared to experimental observations. The distribution of charged defects is
neglected below and will be treated in a subsequent paper.
With 3 ionic components, Si+4, N−3 and O−2, the condition of charge neu-
trality implies that two are independent, but as these are expressed as site
fractions, there is only one independent measure of composition. We choose
the associates to be SiN4/3 and SiO2 and adopt the shorthand SiN4/3=SN and
SiO2=SO. The single independent composition field is XSN and κ̂
2 = κ̂2SN +
κ̂2SO. The bulk free energy data are obtained from the literature: solid and liq-
uid SiO2 and liquid Si3N4[53] and solid Si3N4 [54]. The coefficient on the energy
of mixing was obtained by Gu et al as RTωSN,SO(0; T ) = 45kJ/mole [55]. The
dimensionless energy barrier parameters are chosen to be ŴSN = ŴSO = 10.
The normalized molar free energy density is
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+ XSN ln XSN + (1 − XSN) ln(1 − XSN)
+ ω̂SN,SO(η; T )XSN(1 − XSN)
(13)
We assume the enthalpy of mixing to be lower in the liquid than the crystalline
state with this functional form





This regular solution free energy results in the phase-diagram illustrated in
Fig. 2. In this model, the stoichiometric line compound Si2N2O is not present,
as is typical of experimental observations in many systems [55]. Also we note
that the above has made the solubilities in both solid phases small, and the
results do not depend upon the actual level of solubility in the solids.
The form of the inhomogeneous energy is










which combined with Eqs. 13, 1and 5 gives the functional that is minimized
at equilibrium.
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2.5 Interface Boundary Conditions
Equilibrium states are obtained by solutions to the PDEs Eqs. 6—10 and the
boundary conditions which we choose to simulate a grain boundary
θ(x̂ = 0) = 0 dη
dx̂
(x̂ = 0) = 0 dXSN
dx̂
(x̂ = 0) = 0
θ(x̂ = ∞) = ∆θ
2
η(x̂ = ∞) = 1 XSN(x̂ = ∞) = X
eq
SN
with the far-field compositions equal to the bulk equilibrium compositions,
X
eq
SN , with corresponding specified chemical potentials, µ̂SN and µ̂SO. The
center of the boundary is located at x̂ = 0 and we reduce the problem to the
half-space. The infinite system was simulated by a finite system with width
Ŵ where Ŵ was chosen by trial and error so that any variation in interfacial
profile was sufficiently removed from x̂ = Ŵ .
2.6 Simulation Conditions
The eutectic temperature in Fig. 2 is 1930K. One series of calculations was
made above this eutectic temperature (1950K) and another series performed
below (1900K). In each series, the misorientations ∆θ, specified by the bound-
ary conditions, Eq. 16, were varied systematically and the equilibrium bulk
compositions, specified by the chemical potentials, were varied in the single-
phase phase-field up to the solubility limit. The misorientation is used as an
input parameter because Kobayashi et al. showed that for ordered boundaries
in single-component systems the interfacial energy is proportional to ∆θ [41].
This is true for the functional form of the gradient penalty that we use and so
allows a demonstration of the trends with the grain boundary energy. More
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realistic functional dependences can be invoked for specific systems.
The length scale, L = 5 · 10−11m, was used in the normalization given in
Section 2.2. The gradient energy coefficients were given constant values so that
at T = 1900K the dimensionless gradient energy coefficients were κ̂2 = 10,
ŝ = 20, β̂2 = 10 , and ν̂2 = 20 and because the normalization is temperature
dependent they are re-scaled for 1950K. These values for the gradient energy
coefficients were chosen as they produce behavior similar to that observed in
experiment. Methods for generating suitable gradient energy coefficients for
particular material systems are discussed in the Section 4. The results from
these calculations are presented in Section 3.
2.7 Numerical Methods
We find that simulated annealing methods [56] yield approximate solutions
and converge in reasonable times. The simulated annealing was accomplished
by approximating each field with a combination of cubic splines and tanh
functions on a sub-interval of 0 ≤ x̂ ≤ Ŵ , Fig. 3. Each approximating func-
tion includes several independent parameters that are varied by Monte Carlo
algorithms for the total energy as implemented in the simulated annealing
technique. The use of tanh approximating functions permits the method to be
compared to known double well diffuse interface profiles [57].
Each of the entire XSN and η fields is approximated by two tanh functions
(7 parameters) and cubic splines connected at p nodes (p parameters). The
θ field is approximated by a single-parameter tanh function with its center
at x̂ = 0, θ(x̂) = ∆θ
2 tanh(CŴ )
tanh(Cx̂). Thus, the solutions were obtained by
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minimizing the total energy, Eq. 5, with respect to the 2(7 + p) + 1 degrees of
freedom.
3 Results
The numerical results show two different classes of solutions. There are inter-
faces where the disordered region is narrow and the η profile exhibits a cusp at
the core. We will call this class the ordered interface solutions. In the second
class of solutions the η profile is flat in concentration and has a larger char-
acteristic width. We will call these the disordered or IGF solutions. Examples
of both classes appear in Fig. 4.
The interfacial widths, h, are measured from the full-width half-maximum of
the η(x) profiles so that even the ordered interface solutions have a width of
several Å with this definition. In addition to a measure of width, we charac-
terize the adsorption of SiO2, Γ, by integrating the local SiO2 content minus
its bulk equilibrium value. Finally, we report the interfacial energy, γ, which
is the minimum value of Eq. 5 obtained by simulated annealing. This is the
interfacial energy because of the subtraction of the bulk-reference energies.
These results are presented in Figs. 5 and 6. The chemical potentials increase
towards coexistence at µ̂ceSO.
The trends are the following: the h are an increasing function of ∆θ and µ̂SO;
γ increases with ∆θ and is a decreasing function of µ̂SO; and Γ is related to h
by the width of the miscibility gap for disordered films.
The ordered solutions are typically found at sub-eutectic temperatures, low
µ̂SO, or ∆θ. These solutions are characterized by low Γ and a γ which varies
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substantially with ∆θ but not with µ̂SO. The disordered solutions tend to
occur at large ∆θ and µ̂SO → µ̂
ce
SO. They are characterized by larger Γ and h
and γ that decrease rapidly with µ̂SO. .
In some cases, the simulated annealing algorithm results in two locally min-
imizing states for the same input parameters. These appear in Fig. 7(a) as
multiple interfacial energies at the same value of chemical potential at a fixed
misorientation. This effect is observed above and below the eutectic.
4 Discussion
The numerical calculations were performed on a grain boundary in a single-
phase alloy of Si3N4, Fig. 2. The thermodynamics of charged defects was in-
cluded in the general theory, but neglected in the simulations. With bulk
thermodynamic data for the silicon nitride-silica system, the simulations pre-
dict increased amounts of silica and reduced crystallinity at the grain bound-
ary core. The gradient energy coefficients in Eq. 15 were chosen to correlate
roughly with experimental observations but were not optimized. Nevertheless,
we believe that these predictions of interfacial characteristics from a contin-
uum thermodynamic model indicate that the diffuse-interface model provides
a useful means of generalizing and characterizing interfacial behavior [58].
Because the gradient energy coefficients were scaled to remove temperature
dependence, we believe that the observed trends (misorientation dependent
interface energy and interface width correlations with µ̂SO) are reliably pre-
dicted.
This method may be considered an extension of CALPHAD techniques to
16
interfaces with a minimal number of additional empirically tuned parameters
(e.g. gradient energy coefficients), which predicts the temperature and com-
position dependence of interfacial thickness and absorption. These predictions
could be used as design parameters for polycrystalline materials for which
grain boundaries control macroscopic material behavior.
The inclusion of thermodynamic interfacial characteristics onto phase dia-
grams was employed by Cahn in his analysis of surface absorption states in
critical wetting [59]. Recently Tang et al [60,61], extended Cahn’s critical wet-
ting analysis to the diffuse interface functional similar to Eq. 4. Similar to
the relatively thick and thin absorbed stable states predicted in the critical
wetting theory, Tang predicts transitions between less and more disorder at
grain boundaries. It was Tang’s analysis that suggested the speculated spin-
odal curve in the γ vs. µ̂SO plot in Fig. 7.
With regard to transitions that are observed in Fig. 7, our simulations fell
into three categories. At low misorientations, only the ordered grain bound-
ary states arise, with relatively low values of interfacial energy and thickness,
independent of µSO. At high misorientations, there is a continuous transition
of ordered to disordered grain boundary states, as suggested by the curve in
Fig. 7(b). At intermediate misorientations, there are metastable grain bound-
ary states and a first-order transition in grain boundary behavior as suggested
by the curve in Fig. 7(a). These first-order transitions are accompanied by
discontinuous jumps in thickness and adsorption level. This suggests that a
nucleation barrier exists for the transition between the two grain boundary
structures which could be used for empirical specification of Wi.
The results can be compared to observations in silicon nitride ceramics. Sta-
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ble, thick intergranular films are observed in many, but not all boundaries.
Presumably, they are absent at boundaries of relatively low grain boundary
energy. Experiments suggest that the films are not strictly amorphous, but
some crystalline order is inherited from the abutting crystalline phases. These
observations coincide with the disordered solutions in our model. However, the
average composition of the disordered boundaries here is close to the eutectic
liquid composition which contradicts experimental findings.
Models that derive from Clarke’s force balance models [29–31] require an at-
tractive force to stabilize an IGF. In this model, the increased homogeneous
energy of the intergranular composition and structure when below the eutectic
temperature contributes an attractive force. The intergranular layers would be
completely wetting above the eutectic without at least a dispersion force be-
ing included. Experiments on silicon nitride grains dispersed in bulk glass [6]
indicate that an attractive force persists above the eutectic. Our model for sili-
con nitride must be supplemented with other known attractive forces deriving
perhaps from space charge [47] or coherency effects which could be introduced
through the gradient energy coefficients.
All of the resultant field profiles from this work are symmetric about x = 0
which restricts the above treatment to symmetric tilt boundaries. In order
to generate non-symmetric relaxed fields, some symmetry relations must be
introduced into the free energy statement. Rigorous methods for doing this
can be related to the Cahn-Hoffman ξ-vector and have been derived for single-
component systems [62] and extended to multi-phase systems [63].
For very simple phase-field models, the gradient energy coefficients can be
directly related to interfacial energy in the sharp interface limit [51]. For more
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complex models, numerical algorithms must be used to correlate parameters
with observation. Methods for extracting continuum measures of structure and
chemistry from atomistic calculations could be used as a supplement to tune
model parameters [42,43]. A way of tuning parameters using coarse-grained
data from HRTEM has been suggested by Koch [64,45] and is presently being
integrated with analytic methods.
Despite the inadequacies discussed above, the method presented in this paper
does shed light on observed phenomena which have been heretofore unex-
plained. In particular, Wang and Chiang observed stable amorphous phases,
representative of eutectic liquid, at grain boundaries solely processed below the
eutectic temperature in Bi-doped ZnO [22]. These arise naturally when grain
boundaries are coupled to thermodynamics of bulk phases and our results are
interpreted as the SiO2-Si3N4 analogue to this phenomenon.
5 Summary
We propose a thermodynamic diffuse-interface model for interfaces with en-
ergetic contributions from chemistry, defects, structure, orientation, electro-
statics, and gradients. There is a small number of empirical parameters and
bulk-equilibrium thermodynamics is incorporated.
The SiO2-SiN4/3 pseudo-binary system is examined in the absence of defects
and electrostatic contributions to the energy. In general, for low misorienta-
tions and chemical potentials far from coexistence, ordered boundaries are
stable and for large misorientations and chemical potentials approaching co-
existence, disordered boundaries are stable. For certain inputs, the simulated
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annealing technique uncovers two locally stable energy minima which imply a
first-order order-disorder transition.
Stabilized, thick, liquid-like films at grain boundaries are found below the
eutectic temperature in the analogue to experimental results on Bi-doped ZnO
[22]. Our model is the first to examine an IGF-forming system with energetics
that account for the coupling of chemistry, structure and misorientation. While
the calculations in this paper are performed on a model that neglects defects
and electrostatics, we expect the trends predicted here to persist when these
energetic contributions are included in future work.
Above the eutectic at liquid-solid coexistence, our model gives complete wet-
ting which disagrees with experiments [6]. Modification of the gradient energy
coefficients and inclusion of electrostatic or London dispersion effects may
correct this and delay the onset of complete wetting.
In single-phase polycrystalline alloys, grain boundaries are necessary defects
that have an associated defect energy. Sharp and clean grain boundaries can
activate additional degrees of freedom—in particular, absorption and struc-
tural transitions—when these decrease the interfacial energy. The efficacy of
testing such observations and using them to generalize material phenomena
is a benefit of the methods described in this paper. This approach could lead
to the creation of interfacial phase diagrams which could be used to design
processing routes to optimize the properties of real materials.
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Fig. 2. Pseudo-binary phase diagram of the SiO2-Si3N4 system calculated from
bulk-equilibrium free energy densities and the approximations described in Sec-
tion 2.3. The Si3N4-rich side and the points corresponding to the bulk-equilibrium
compositions used in the simulations are magnified to the right.
Fig. 3. Schematic of the parameterization of a field using a combination of tanh
and cubic splines in the half space. There are p + 4 points at which the function is
specified and p + 7 total parameters. The p + 2 points between and including the
end points of the tanh functions are interpolated with cubic splines. The arrows


























Fig. 4. Illustrations of stable solutions from simulated annealing with (a) ordered
and (b) disordered boundaries.
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∆Θ1 < ∆Θ2 < ... 
Fig. 5. Plots of the (a) interface width, (b) adsorption of SiO2, and (c) interfacial
energy as a function of chemical potential of SiO2 at 1900K. The normalized gradient
energy parameters are κ̂2 = 10, ŝ = 20, β̂2 = 10, ν̂2 = 20.
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Fig. 6. Plots of the (a) interface width, (b) adsorption of SiO2, and (c) interfacial
energy as a function of chemical potential of SiO2 at 1950K. The normalized gradient
energy parameters are κ̂2 = 9.744, ŝ = 19.487, β̂2 = 9.744, ν̂2 = 19.487.
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Fig. 7. Plots of the interfacial energy as a function of chemical potential for all sim-
ulated annealing results at (a) an “intermediate” and (b) a “large” misorientation.
The grey curves are speculation on the disappearance of spinodal-like behavior for
transitions between ordered and disordered interfaces. The data in (b) do not suffice
to eliminate a metastable range as the simulated annealing technique may not find
metastable solutions when a more stable solution is nearby.
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