Abstract. By using properties of dualizing parametrization functions, Lagrangian functions and the epigraph technique, some sufficient and necessary conditions of the stable strong duality and strong total duality for a class of DC optimization problems are established.
1. Introduction. Duality theory is an elegant and powerful tool in optimization. Many primal problems can be studied via their dual problems. A challenge in convex programming has been to give necessary and sufficient conditions which guarantee the strong duality, that is, the situation when the values of the primal problem and the dual problem coincide and the dual problem has at least an optimal solution. For this purpose, the Slater condition was used in [8] and various interior-type conditions were established in [1, 2, 11] . The epigraph technique has also been used extensively and shown great power in deriving new constraint qualification conditions, which are normally weaker than the interior-type conditions (cf. [5, 6, 7] ).
Some related and interesting problems are the total duality, which corresponds to the situation that the values of the primal problem and the dual problem coincide and both of them have optimal solutions, and the stable duality, where the usual duality results remain valid under the perturbation of linear functions. Some necessary and sufficient conditions for total Lagrange duality and total Fenchel-Lagrange duality were given for convex optimization problems in [3] and [4] . Sufficient and necessary conditions were obtained for the stable conjugate duality in [7, 13] and for the stable Fenchel duality and the total Fenchel duality in [15] .
In the recent years, the optimization problem with a difference of two convex functions (DC in short) in either the objective function or the constraints, or both, has received extensive attention. Similar to the convex duality theory, a constraint qualification is an essential ingredient for guaranteeing the strong duality. A conjugate duality theory for optimization problems with a DC objective function and finitely many DC constraints was established in [14, 17] under a Slater condition. A closed condition involving DC objective functions and a convex constraint system was given in [9] . In [12] , characterizations of global optimality for general difference convex (DC) optimization problems involving convex inequality constraints were given in terms of -subdifferentials. In [19] , a sequential convex program method was constructed to solve a DC programming problem with joint chance constraints. Some necessary and sufficient conditions of the strong Fenchel duality, the stable Fenchel duality and the stable total duality for DC programs were given in [10] .
Let X and Y be locally convex Hausdorff topological vector spaces. In this paper, we will consider the following DC problem:
where f 1 , f 2 : X → R := R∪{±∞} and g 1 , g 2 : Y → R are proper convex functions, and A : X → Y is a linear continuous operator. The dualizing parametrization technique was used in [18] to study the duality theory of convex programming. This technique has recently been employed in the study of stable conjugate duality theory of convex programming in [7] . In this paper, we will formulate a type of dual problems of (P A ) by using dualizing parametrization functions and Lagrangian functions. By virtue of the epigraph technique, we will establish some sufficient and necessary conditions of the stable strong duality and stable total duality.
The paper is organized as follows. In Section 2, we introduce some notations and recall some preliminary results needed in the sequel of this article. In Section 3, we introduce parametrized Lagrange dual problems. We consider the stable strong dualities and the stable total dualities in Sections 4 and 5, respectively.
2.
Preliminaries. First, we will give some notations and preliminaries. The notation used in here is standard (cf. [18, 20] ). We assume throughout the whole paper that X and Y are locally convex Hausdorff topological vector spaces, X * and Y * are the dual spaces of X and Y , respectively. Let U be a set in X. The closure of U is denoted by cl U . If W ⊆ X * , then cl * W denotes the weak * -closure of W and co W denotes the convex hull. We endow X * ×R with product topology of w * (X * , X) and the usual Euclidean topology. By x * , x we shall denote the value of the functional x * ∈ X * at x ∈ X, i.e.,
The indicator function δ U and the support function σ U of the nonempty set U are respectively defined by Define the closure of f by
We say f is closed if 
Let x ∈ X. The subdifferential of f at x is defined by 
where the equality holds if and only if
and
Furthermore, if g, h are convex and cl g, cl h are proper, then
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For each a ∈ R, p ∈ X * and any proper function h :
Moreover, throughout the whole paper, we assume that
Following [20] , we adopt the convention that (+∞) + (−∞) = (+∞) − (+∞) = +∞ and 0 · ∞ = 0.
3. Parametrized Lagrange dual problems. Consider the problem (P A ). We define the dualizing parametrization functions
and g i (y) respectively by
where Z is also a locally convex Hausdorff topological vector space and Z * is the dual space. Assume throughout the paper that F i , G i (i = 1, 2) are proper convex functions and F i (x, ·), G i (y, ·)(i = 1, 2) are closed. Everything below depends on the particular choice of F i and G i (see [18] for more details).
Similar to the methods used on pages 18 -19 in [18] , for problem (P A ), we define the Lagrangian function
Thus the functions z * → K i (x, z * ) and z * → L i (Ax, z * ) are the conjugates in the concave sense of the functions z → −F i (x, z) and z → −G i (Ax, z), respectively. Since F i (x, ·), G i (y, ·)(i = 1, 2) are closed and convex, the conjugates are reciprocal, i.e., the functions z → −F i (x, z) and z → −G i (Ax, z) are the conjugates of the functions z
Unlike the convex case, the weak duality between (P (A,p) ) and ( ,p) )) does not hold, in general, as to be shown in Example 2 in this section.
Lemma 3.1. (Theorem 2.1.3 (i) [20] ) Let I be an index set and let {h i : i ∈ I} be a family of proper convex functions. Then epi(sup i∈I h i ) = ∩ i∈I epi h i . Lemma 3.2. (Lemma 2.2 and Lemma 2.3 [16] ) Let I be an index set and let {h i : i ∈ I} be a family of proper l.s.c. convex functions on X with sup i∈I h i (x 0 ) < +∞ for some
We define the following characteristic set Λ,
In fact, Λ has an alternative expression as given in the following lemma.
are proper l.s.c. functions. Then we have the following formula:
Proof. Using (14) and (15), one gets that
This, together with the Lemma 3.1 and (5), implies that
So, (20) holds.
Remark 1.
Comparing with the expressions of problems (P (A,p) ) and (D (A,p) ), we know that the set Λ is associated with (D (A,p) ) and epi(
is associated with (P (A,p) ). But the inclusion relations between Λ and epi(
Example 1. Let X = Y = Z = R and A be the identity operator. Define
where δ [−2,+∞) , δ [1,+∞) are the indicator functions. Then, f 1 , f 2 , g 1 and g 2 are proper convex functions. Define
Simple calculations give
Remark 2. The following example shows that, the weak duality between (P (A,p) ) and (D (A,p) ) does not hold in general.
are defined in Example 1. Then v(P A ) = 2 and v(D A ) = +∞, which implies that v(P A ) < v(D A ). The weak duality does not hold.
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Definition 4.1. Let the set Λ be defined by (19) . The family (f 1 , f 2 , g 1 , g 2 ; A) is said to satisfy (a) the closure condition ((CC) P ) if
(b) the asymptotic closure condition ((ACC) P ) if
(c) the semi-closure condition ((SCC) P ) if
Remark 3. Since Λ ⊆ cl * Λ, each of (CC) P and (ACC) P implies (SCC) P .
It is worth noting that since
Lemma 4.2. Let the set Λ be defined by (19) and r ∈ R. Then (p, r) ∈ Λ if and only if there is z
that is,
It follows from (28) that,
By (19), (p, r) ∈ Λ.
As shown in Example 2, the weak duality between (P (A,p) ) and (D (A,p) ) does not hold in general. In the following, we give a necessary and sufficient condition for the weak duality between (P (A,p) ) and (D (A,p) ).
Theorem 4.3. For each p ∈ X * , the weak duality between (P (A,p) ) and (D (A,p) ) holds if and only if the family (f 1 , f 2 , g 1 , g 2 ; A) satisfies (SCC) P .
Proof. [⇒] Suppose the weak duality holds, that is, v(P
Hence (SCC) P holds.
[⇐] Suppose (SCC) P holds, i.e., (23) holds. Let r ≤ v(D (A,p) ). Recall that v (D (A,p) ) is the optimal value of the problem (D (A,p) ). For arbitrary ε > 0, there is z * ∈ Z * , for each (u
By Lemma 4.2 and (23),
which implies that v(P (A,p) ) ≥ r − ε, thanks to (24). Consequently, we have ,p) ). Hence, the weak duality between (P (A,p) ) and (D (A,p) ) holds and the proof is complete.
Proposition 1. For each p ∈ X * , the zero duality gap between (P (A,p) ) and (D (A,p) ) holds if and only if the family ( (A,p) ), p ∈ X * . By Theorem 4.3, the family (f 1 , f 2 , g 1 , g 2 ; A) satisfies (SCC) P , i.e., (23) holds. Therefore
Then there exists {(x
It is noted that, even though the family (f 1 , f 2 , g 1 , g 2 ; A) satisfies (ACC) P , the stable strong duality does not necessarily hold.
Example 3. Let X = Y = Z = R, p = 0 and A be the identity operator. Define
Then, f 1 , f 2 , g 1 and g 2 are proper convex functions. Define
Then,
Hence, Proof.
[⇒] Suppose the stable strong duality holds, that is, for each p ∈ X * , v(P (A,p) ) = v(D (A,p) ) and the problem (D (A,p) ) has an optimal solution. There exists z * ∈ Z * such that
(31) By Theorem 4.3, the family (f 1 , f 2 , g 1 , g 2 ; A) satisfies (SCC) P , i.e., (23) holds. We need to prove the converse inclusion, i.e.,
Then we have v(P (A,p) ) ≥ −r, thanks to (24). By the stable strong duality, v(D (A,p) ) ≥ −r and there exists z * ∈ Z * such that (31) holds. Then for each (u * , v * ) ∈ H By the definition of problem (D (A,p) ), z * is an optimal solution. The stable strong duality holds. Corollary 1. Let F 1 (x, z) be a proper l.s.c. convex function. F 1 (x, 0) = f 1 (x) and dom f 1 = ∅. Then the following statements are equivalent:
(iii) Pr X * ×R (epi F * 1 ) is w * -closed, where K 1 and K z * 1 are defined in (8) and (13), respectively.
Proof. Let f 2 = g i = 0 (i = 1, 2) and A be the identity operator. Define
, (i) is equivalent to (ii). Next we will prove (ii) is equivalent to (iii).
We claim that
In fact, Pr X * ×R (epi F *
(34) So (33) holds.
We prove that Pr
Thus, tx * is defined by (17) . We say that the family of (f 1 , f 2 , g 1 , g 2 ; A) satisfies the condition (GBCQ), if for each x 0 ∈ D, there exists z * 0 ∈ Z * such that (GBCQ) is valid at (x 0 , z * 0 ). Example 4. Let X = Y = Z = R and A be the identity operator. Define f 1 , f 2 , g 1 , g 2 : R → R respectively by f 2 = g i = 0, i = 1, 2, (u * ,v * )∈H * −1
