Abstract. We show that if harmonic measure and Hausdorff measure are equal on the boundary of certain domains in Euclidean n-space, then these domains are necessarily balls.
Introduction
Denote points in Euclidean n-space, R n , by x = (x 1 , ..., x n ), and letĒ and ∂E denote the closure and boundary of E ⊆ R n , respectively. Put B(x, r) = {y : |y − x| < r} when r > 0. Define k dimensional Hausdorff measure, 1 ≤ k ≤ n, in R n as follows: For fixed δ > 0 and E ⊆ R n , let L(δ) = {B(x i , r i )} be such that E ⊆ B(x i , r i ) and 0 < r i < δ, i = 1, 2, .... Set
where α(k) denotes the volume of the unit ball in R k . Then
Let D be a bounded domain in R n with 0 ∈ D and H n−1 (∂D) < +∞. We assume that D is a Dirichlet domain in the following sense: Given h continuous on ∂D there exists H continuous inD and harmonic in D with H = h on ∂D. Under this assumption it follows from the Riesz representation theorem for continuous functions that there exists µ a positive Borel measure on ∂D with µ(∂D) = 1 and H(0) = ∂D h dµ. µ is called harmonic measure in D with respect to 0. We assume for some r 0 > 0 and 1 ≤ L < ∞ that µ satisfies the Ahlfors condition:
µ(B(x, r) ∩ ∂D) ≤ L r
n−1 for all x ∈ ∂D and 0 < r ≤ r 0 . (1.1)
In [LV92] we proved the following theorem.
Theorem A. Let D be a bounded Dirichlet domain with 0 ∈ D and suppose that
(a) (1.1) holds for ∂D,
where
Then D is a ball with center at 0.
Actually in [LV92, Theorem 5] hypothesis (a) was replaced with the conclusion of Lemma 1 in section 2 . However given (b) both assumptions are equivalent as one proves easily using (2.1). In this paper we show that Theorem A can be improved upon. More specifically, we prove Theorem 1. Theorem A is valid under just hypotheses (a) and (b).
We note that Theorem 1 answers question (5) in [LV92, section 5]. We also note that (c) was used in a fundamental way in our proof of Theorem A. To see why, we briefly outline the proof of this theorem. Let g(·, x 0 ) denote Green's function for D with pole at x 0 ∈ D, normalized so that ∆g(x, x 0 ) = −δ(x − x 0 ) in the distributional sense where ∆, δ are the Laplacian and Kronecker δ, respectively. If u = g(·, 0), then Theorem A follows easily from the following inequality using a barrier argument:
where a is the constant in (b) of Theorem A. Indeed, choose R > 0 so that Now G is well known (see [Hel69] ) and so by direct calculation we have
Using (1.2) -(1.4), (b) of Theorem A, and the fact that µ(∂D) = 1, we deduce that 1
.
which can only be true if D = B(0, R) as we see from either the isoperimetric inequality or the fact that Hausdorff measure decreases under a projection. Hence (1.2) implies Theorem A. To prove (1.2) in [LV92] we first observed from geometric measure theory arguments that (c) implies the existence of a measure theoretic normal H n−1 almost everywhere. Using this fact and blowup type arguments we obtained that (1.2) holds nontangentially in certain cones H n−1 almost everywhere. To complete the argument we then used subharmonicity of |∇u| away from 0 and a Poisson integral type argument.
In the present paper we manage to show that (a) and (b) are enough to imply (1.2) without having to assume the existence of the cones mentioned above. In this respect our argument is in the spirit of [MMV96] . In fact Theorem 1 for an Ahlfors regular domain in R 2 can be deduced from [MMV96] as we point out in a remark following Theorem 1. Our proof of Theorem 1 does not rely on the apriori knowledge of nontangential limits in cones and seems simpler to us than the proof in [LV92] .
We note that Theorem 1 or even Theorem A implies that if ∂D is the image of a sphere under a bilipschitz mapping of R n and (b) holds, then D is a ball. On the other hand we proved the following theorem in [LV] which answered a question in [LV91] .
Similar examples in R 2 were constructed earlier by [KL37] . Recall that a function g : R n →R n is said to be K ≥ 1 quasiconformal on R n if:
∂xj ) is the Jacobian matrix of g and Dg(x) is the norm of Dg(x) as a linear operator on R n . Also J g (x) (the Jacobian of g at x) is the determinant of Dg(x).
Thus domains D = ball for which µ = aH n−1 on ∂D can be nice (quasiballs) but not too nice (bilipschitz images).
Finally, the authors would like to thank Juha Heinonen whose continued interest in this problem stimulated them to prove Theorem 1.
Several lemmas
In the proof of Theorem 1 we will need the following lemmas.
Here u is Green's function for D with pole at 0.
Proof. To prove Lemma 1 we use the following formula obtained from the Riesz representation formula for subharmonic functions (see [Hel69] ):
where S is the unit sphere in R n and V is subharmonic in B(x, 2r) with Riesz mass ν and V (x) = 0. To use (2.1) we first extend u to a subharmonic function in R n \ {0} by putting u ≡ 0 in R n \ D. Applying (2.1) with V = u, ν = µ, using (1.1) and well known estimates for subharmonic functions we conclude for x ∈ ∂D that max
when 0 ∈ B(x, 2r) and r ≤ r 0 . Here c as in the sequel denotes a positive constant ≥ 1 depending only on 'the data', not necessarily the same at each occurrence. In general we write c (a 1 , a 2 , . . . , a n ) when we wish to indicate dependence on a 1 , . . . , a n .
Let d(x) denote the distance from x to ∂D. Using (2.2) and the Poisson integral formula for harmonic functions we deduce that
Proof. Lemma 2 follows easily from the definition of Hausdorff measure (see [Mat95, Ch. 6 ] where a different normalization is used).
We note for fixed j,
n−1 so from (2.1) with x = 0 we get 
where ∂ ∂ny denotes the inner normal derivative at a boundary point y of {g(·, x 0 ) > t} and
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use as follows from the maximum principle. Using Lemma 1 or (2.2) we see that
Next from (2.8) with x = y, (2.9) with x = x 0 and gradient estimates as in (2.3), we find that e(x 0 , t) ≤ cd(x 0 ) (2.10) where c = c(N, R) is independent of x 0 ∈ D \ B(0, R/2). From (2.10) we deduce that we may choose x 0 near enough ∂D so that e(x 0 , t) ≤ /2. Thus if t is so small that |∇u| ≤ M + on {x : g(x, x 0 ) = t}, we have
since otherwise it would follow from gradient estimates as in (2.3) that |∇u|(x) < M − 2 . Let x ∈ E(t) and consider the tangent ball B (x, d(x) ). We see from (2.12) and (2.7)-(2.9)
where c i = c i (x 0 , N, R), i = 1, 2. We claim for t > 0 sufficiently small that there exist tangent balls {B(x i , d(x i ))}, with x i = x i (t) ∈ E(t) and
where c 3 = c 3 (x 0 , N, R). In fact from (2.1) with V = max(g(·, x 0 ) − t, 0),
We see from (2.8), (2.9) as in (2.2) that for x ∈ {y : g(y, x 0 ) = t}
Next we use a well-known covering lemma to choose a cover of E(t) by balls
Thus (2.14)-(2.16) are valid. From (2.13)-(2.16) we see for sufficiently small t > 0 and c = c(x 0 , N, R) large enough that there are at least 
is estimated in the same way as e(x 0 , t). We omit the details. 
Let δ > 0, δ ≤ 100 be a small positive number to be chosen later. Put λ = 1 − δ and set t k = 100 −k , k = 1, 2, . . . . From (3.1) it is easily seen for k 0 ≥ 100 a positive integer sufficiently large that
where c = c(δ, x 0 , N, R). Indeed, using the fact that for fixed k the balls
by Harnack's inequality and (2.7), (2.12), we have g(
for some c = c(δ, x 0 , N, R) in each of the balls. Using these facts in (3.1) we get (3.2). In (3.2) we License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use can now use Poincaré's inequality and estimates for the oscillation of u xj , 1 ≤ j ≤ n, by way of the Poisson integral to get that if
for some c = c (δ, x 0 , N, R) . We claim there exists k 1 ≥ k 0 a positive integer such that whenever k ≥ k 1 we have
whereĉ = c(x 0 , N, R) and c 3 is the constant in (2.16). Otherwise, from (3.3) and (2.13)-(2.15) we see that the inside sum for this k is ≥ δ 2 c * . Summing over k we get a contradiction to (3.2). Thus (3.5) is true.
Next from Lemma 2 and real variable arguments we find that for given δ > 0 there exists ρ = ρ(δ) > 0 with
for all z ∈ ∂D except for a set of at most H n−1 measure < δ 100n . We use (3.5) and (3.6) to show, for sufficiently small δ > 0, the existence of a positive integer k 2 ≥ k 1 , such that whenever k ≥ k 2 there exists z = z(k) ∈ ∂D satisfying (3.6) and z lies within δ 100 −k of a point of tangency of one of the balls {B(y j (t k ), d(y j (t k )))}. Indeed, assuming ρ >> 100 −k2 we see that if the above statement is false, then from (3.5), using disjointness of the balls {B(y j , d(y j )/100)} it would follow that there is a set contained in ∂D with H n−1 measure ≥ δ n−1 c(x0,N,R) for which (3.6) fails. This is a contradiction if δ = δ(x 0 , N, R) > 0 is small enough.
We are now ready to prove Theorem 1. Let z = z(k 2 ) be as above and let B(y, d(y)) be the guaranteed tangent ball corresponding to k 2 , z. Letẑ be a point of tangency and observe that ρ(δ) >> d(y). From Lemma 1 we have for 0 < r ≤ ρ(δ), where c is independent of δ. To get the last inequality in (3.7) we used (b) of Theorem A, (2.1) with V = u, ν = µ and (3.6). To estimate the left-hand side of (3.7) supposeẑ = y − d(y)ê n whereê n = (0, ..., 0, 1). On the one hand we deduce from (3.4) and |∇u| ≤ N that In fact using Ahlfors regularity and (3.13) one first shows for x ∈ ∂D that |T χ|(x) ≤ c(M 2 ) log(ρ/|ρ − |x − z||).
Integrating this inequality in x, ρ and using weak type estimates one gets (3.14). From (3.14) and Theorem 1 in [MMV96] we see that ∂D is contained in a rectifiable curve. The argument in [LV92] can now be used essentially verbatim to get that D = ball. Finally we note that since it is unknown whether Theorem 1 in [MMV96] has an analogue in R n we were forced to come up with the simpler and more general proof of Theorem 1 above.
