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I. INTRODUCTION 
The development and production of high performing and 
acceptable maize varieties, single-cross hybrids, variety 
crosses, or multiple-cross hybrids (synthetics or composites) 
are, and will continue to be, the principal objective of the 
maize breeder. The classical breeding method of introduction, 
hybridization, and selection has been utilized to produce the 
single-, three-way-, and double-cross hybrids. This method 
involved using highly inbred lines that had been tested for 
their performance in topcrosses with various forms of testers. 
The elite lines having good combining abilities were ultimately 
selected, crossed, and tested to determine the high yielding 
hybrids. The flaw with this classical method, which still 
accounts for most of the single-cross hybrids used in the 
majority of maize producing countries of the world today, is 
the long time, in years, necessary for achieving the goal, 
coupled with the number and related types of hybrids (in terms 
of parent-line genotypes) developed. The method also has 
other problems because of the effect of inbreeding depression 
in the formation of inbred lines, and the restriction of the 
genetic base of the hybrid. The latter factor makes the 
hybrids easily vulnerable to epidemics of diseases and insect 
pests. 
In the 1950*s, "recurrent selection" breeding schemes 
were developed in an attempt to remove some of the restrictions 
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encountered by the earlier breeding methods. Recurrent selec­
tion is a procedure that maintains genetic variability in the 
selection population, and permits, at the same time, the fre­
quency of desirable genes and gene combinations to be increased 
by recombination of selected genotypes. Four broad groups of 
recurrent selection in crop development have been described, 
based on identification of the recombination units: simple 
recurrent selection, recurrent selection for general combining 
ability, recurrent selection for specific combining ability, 
and reciprocal recurrent selection. Reciprocal recurrent se­
lection was designed to capitalize on all types of gene 
actions, namely, additive, dominance, and epistatic gene 
actions. 
In the course of improving the recurrent selection 
methodology and philosophy, the comprehensive breeding system 
was developed. The system provides for efficient population 
improvement, as well as generating better performing geno­
types from which desirable progenies are selected for further 
inbreeding, evaluation, and selection. As a modification of 
this system and the reciprocal recurrent selection method, the 
"Reciprocal Full-sib Selection" method was proposed, which 
evaluates full-sib rather than half-sib progenies in a popula­
tion cross. It is a breeding procedure for concurrent popula­
tion improvement and hybrid development. This selection method 
has been proved effective in producing high yielding inbred 
lines per se and in hybrid combinations. An understanding of 
3 
its effectiveness is necessary in order to sufficiently 
utilize its full potentials. A close examination of the 
amount and type of genetic variability present in the popula­
tion cross that results from generating reciprocal full-sib 
progenies is required for achieving the desired objective. 
There are, therefore, three main objectives in my study» 
(1) to obtain estimates of the amounts of genetic variability 
(additive and nonadditive) in the interpopulation by use of 
two mating designs, the nested (Design I) and the crossed-
classification (Design II) mating schemes, separately and 
combined; (2) to utilize the estimates obtained for computing 
the expected genetic change (progress from selection) in the 
two populations due to interpopulation selection for yield; 
and (3) to compare the predicted response with the observed 
gain. 
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II. LITERATURE REVIEW 
A. Reciprocal Full-sib Selection (RFS)t 
An Interpopulation Recurrent Selection Method 
Reciprocal recurrent selection (RRS) is a breeding and 
selection technique for improvement of populations proposed 
by Comstock, Robinson, and Harvey (19^9) for the development 
of commercial hybrids. The scheme evaluates half-sib progenies 
and, theoretically, is supposed to be effective irrespective 
of the type and level of gene action predominating. It re­
quires two populations to be used as the base (foundation) 
materials. These populations could be two open-pollinated 
varieties, two synthetics, or the Pg generation plants of two 
simple crosses used in producing double-crosses. Whatever 
populations are used, they must be heterogeneous enough to 
have a substantial amount of genetic variability available for 
selection. 
In principle, objectives of most selection programs are 
taking advantage of available resources, both in plant materi­
als and environments, to enhance progress from selection. 
Hallauer (1967a and 1967b) and Lonnquist and Williams (I967) 
utilized such an advantage in the prolific trait of maize and 
proposed a modification of the RRS. In this modification, 
called Reciprocal Full-sib Selection (RFS) (Hallauer and 
Eberhart, 1970), two maize populations with two or more ears 
per plant are used as foundation stocks (although single-eared 
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maize populations also can be used, but with a loss in amount 
of progress); and the materials evaluated are full-sib 
progenies, rather than the half-sib progenies as in RRS. The 
RFS scheme is thus a breeding procedure designed for concur­
rent population improvement, inbred line development, and 
efficient development of single-cross hybrids. The mechanics 
of the population improvement phase are similar to that out­
lined by Comstock et al. (19^9). The details of the breeding 
scheme can be outlined (as illustrated by Hallauer, 1973) as 
followsI 
Cycle Oi 
Season It Make SQ X SQ individual plant crosses in paired 
rows consisting of the two populations A and B. 
At the same time, self each of the plants used 
in the paired crosses to produce intrapopula-
tion S^ inbred lines. 
Season 2i Evaluate SQ X SQ plant crosses in replicated 
yield trials in more than one environment. 
Season 3» Recombine seeds for each population of the 
highest performing and selected SQ X SQ pairs. 
This forms the base population for the next 
cycle. 
Cycle li Repeat procedures in cycle 0. The "Population 
s Tit Piiciss** of t RFS CLUCVg tsikGS 2 to 
accomplish with a winter nursery. The evaluation of the full-
sib progenies (SQ X SQ plant-to-plant crosses) provides 
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information for the selection of parents to be recombined in 
the two populations, to form the next cycle population, and, 
also, early test information is obtained for the development 
of new inbred lines and hybrids. The parents of the superior 
yielding progenies, therefore, are recombined to form the 
next selection cycle for each of the two parental populations; 
and planted ear-to-row in the corresponding pairs for con­
tinued selfing and crossing for developing new lines and test­
ing for new single-cross hybrids. This latter section is the 
second phase of the RFS scheme—"Single-cross hybrid Develop­
ment Phase", described below» 
Season 1* Make SQ X SQ individual plant crosses. Self 
each plant of each pair to obtain S^ inbred 
lines. 
Season 2: Evaluate SQ X SQ plant crosses in replicated 
yield tests in at least two environments. In 
the breeding nursery, grow the pairs of S^ 
progenies and make S^ x S^ plant crosses; 
also, self the Sj^ line plants to obtain Sg 
lines. 
Season 3« Evaluate the selected S^ x S^ plant crosses in 
replicated yield trials, Gro'.v the pairs of 
Sg progenies and make Sg x Sg plant crosses. 
Self Sg lines to obtain 8^ lines. 
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Season 6i Evaluate Sj[^ x plant crosses in replicated 
yield trials. Select the best plant cross 
and increase component S^ lines for single-
cross hybrid production. 
This phase is repeated every cycle of recurrent selection. The 
techniques used to produce the single crosses (full-sib proge­
nies) and selfed seed on the same plants were described by 
Hallauer (1967a, 1967b) and Lonnquist and Williams (I967). 
Progress in plant breeding using recurrent selection 
methods is dependent on two main basic factors1 (1) the 
amount of genetic variability in the base populations; and 
(2) the efficiency of the selection procedures used. There is 
no information, yet, in the literature on the type and amount 
of progress expected from the RFS procedure. However, the 
effectiveness of the selection method has been indicated from 
experimental results by Hallauer (1973)» Hoegemeyer and 
Hallauer (1976), and from computer model simulation studies by 
Jones, Compton, and Gardner (I97I). 
Jones et al. (1971), comparing RRS against RFS, found 
that RFS gave greater response than did RRS throughout the 
selection period, particularly at lower selection intensities 
and when environmental variance was large relative to the 
total genetic variance. However, Jones et al. (1971) pointed 
out, from their theoretical reasoning, that because only half 
as many families must be evaluated in RFS as for RRS to main­
tain the same effective population size in each population, 
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hence, the selection intensity is doubled. This doubling of 
the selection intensity offsets the increase in phenotypic 
variance for full-sib as against half-sib families. It should 
be indicated, though, that progress is faster and the procedure 
(BPS) is simpler (than RRS) when at least one population pro­
duces two ears per plant. 
Hallauer (1973) reported a significant improvement in the 
populations per se after one cycle of selection. Using two 
maize populations, BSTE (BSIO) and PHPRC (BSll), he obtained a 
14.8^ and 18.7^, respectively, higher yield values for the 
population than their respective CQ populations. The fact that 
the yield trials serve as early testing of the lines and 
hybrids, the population improvement via full-sib reciprocal 
recurrent selection (Hallauer, 1973) is also an indication of 
its potential usefulness and effectiveness. 
In the development of high yielding inbred lines, the RFS 
procedure has also been shown to be very effective. Hoege-
meyer and Hallauer (1976) concluded from their study that this 
method of selection developed an elite group of lines having 
high specific combining ability with its tested mate and also 
high general combining ability with other elite lines, with 
a minimum of testing. Studying the development of single 
crosses of maize from selection among and within full-sib 
families in two populations (BSIO and BSll), they observed: 
(1) that interpopulation crosses averaged 5*8 q/ha (7*^) 
greater yields than intrapopulation crosses, and (2) the 
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crosses of selected lines yielded 8.7 q/ha (11.2#) more than 
crosses of unselected lines. 
B. Interpopulation Genetic Parameters 
Some information is available in the literature on the 
amount and types of genetic variability present in interpopula­
tions (two-population cross). Estimates of such genetic 
parameters are necessary for the evaluation of the effective­
ness and progress expected from breeding procedures that in­
volve two populations and their crosses. The development of 
the quantitative genetic theory required for the characteriza­
tion of hybrid populations produced by the crossing of two 
individuals from two separate populations has received little 
attention. Most of the estimates from interpopulation genetic 
studies have been interpreted on the basis of intrapopulation 
theory and assumptions. This procedure can only prove adequate 
if the two populations have almost similar alleles with the 
same gene frequencies. 
Comstock et al. (19^9) proposed the first breeding proce­
dure that would make maximum use of both general and specific 
combining ability; it was called reciprocal recurrent selec­
tion (RRS). They made theoretical comparisons among the RRS, 
recurrent selection for combining ability and recurrent selec­
tion for specific combining ability proposed by Hull (19^5)» 
using relative changes in gene frequencies. In interpopula­
tion breeding procedures, such as the RRS and RFS, understand­
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ing the population behavior under selection requires a knowl­
edge of the genetic relationship and parameterization of the 
different types of relatives generated. Weir and Cockerham 
(1976) presented and discussed a two-locus theory that could 
be used to provide means and variances for a two-locus quan­
titative model of gene effects in a population cross to deter­
mine the covariance of relatives in the interpopulation. 
Estimates of genetic variance components in interpopula­
tions have been reported by Robinson and Comstock (1955); 
Robinson, Khali1, Comstock and Cockerham (1958); Compton, 
Gardner and Lonnquist (I965); and Stuber (I965). Robinson 
and Comstock (1955) presented estimates of additive genetic 
variance (o^J, dominance variance (Og) and level of dominance 
(cj^cj^) for yield in hybrid populations. They conducted their 
studies with progenies developed from the Fg generation of four 
hybrid populations derived from single crosses of inbred lines. 
They also studied the effects of selection for yield improve­
ment. They established that* 
1. Genes affecting yield of grain, for the most part, 
show dominance ranging from partial to complete. If 
there is overdominance, it exists at only a portion 
of the effective loci. 
2. The indicated level of dominance of genes in some 
Fg generations of hybrids developed from crossing 
isogenic lines is different from that indicated in 
open-pollinated varieties. The upward bias due to 
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linkage effects in the estimates of dominance vari­
ance in hybrid populations is suggested to account for 
pseudo-overdominance. This could be observed from the 
decreasing trend in level of dominance with selection. 
3. An appreciable amount of additive genetic variance and 
little or no dominance variance seems to remain in the 
populations after three cycles of selection. 
Robinson et al. (1958) used Design I to study the genetic 
variation and heterosis in two maize populations. *Jarvis* 
and 'Indian Chief, and their variety cross. They mated a 
random plant, as male, from one variety to four random plants, 
as females, from the second variety to obtain the interpopula­
tion. They concluded that the component of variance due to 
genetic differences between male parents was greater within 
the varieties than in the variety cross. The same trend was 
shown for the female parents mated to the same male. Their 
results agreed with a genetic model assuming additive gene 
effects with partial to complete dominance (as shown in a 
previous study by Robinson and Comstock, 1955)» and no epis-
2 2 tasis or multiple alleles. Their average and values 
for the population crosses (and reciprocals) was .00049 and 
,00083; respectively, with no significant difference between 
the values for crosses and reciprocals. They also observed 
greater heterosis in the variety crosses than the miuparent 
by about 20j6. 
In a similar study, Compton, Gardner and Lonnquist (I965) 
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reported genetic variances observed among full-sib and half-
sib families within the varieties * Golden Republic* and 'Barber 
Reid*I and the intervariety crosses. From the Design I scheme, 
the genetic variances they estimated from intervariety families 
tended to be higher than those from their respective intra­
variety families. Compton et al.*s (1965) observations are in 
contrast to those found by Robinson et al. (1958); the ratio 
of intravariety genetic variances to intervariety genetic vari­
ances also were found to be less than 1.0. Their average in-
2 2 terpopulation estimates for and for yield were also 
greater (.00241 and .00314, respectively) than those obtained 
by Robinson et al. (1958). Their results, however, showed 
consistency with a model of additive gene action with no more 
than partial to complete dominance and no epistasis, which 
agrees with the earlier studies of Robinson and Comstock 
(1955) and Robinson et al. (1958). 
Stuber (I965) characterized genetic variation in a popu­
lation cross of two maize varieties 'Jarvis* and *Indian 
Chief. Using Designs I and II, separately, he partitioned 
the interpopulation genetic variability into additive, domi­
nance, and epistatic components by use of a factorial approach. 
For the genetic variation in yield in ths intarpopulation, 
Stuber (1965) indicated that the magnitudes of the additive 
variance and the dominance variance differed very little. 
This insignificant difference in additive and dominance vari­
ances for yield does not hold for other traits studied. The 
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additive variance was found to be greater than dominance 
variance for ear number and days to tassel* For number of 
tillers, plant height, and ear height, most of the interpopu­
lation genetic variability was accounted for by additive 
effects, while the dominance variation was insignificant. 
Most studies involving problems of the type of gene ac­
tion in populations and their crosses have indicated little or 
no significance of epistatic effects on observed hybrid vigor. 
Studies of Robinson et al. (1958), Compton et al. (1965)» and 
Stuber (1965) have indicated negligible or no epistatic genetic 
variability in the traits studied in population crosses. In 
populations per se. Eberhart (1961) using 'Indian Chief* and 
•Jarvis* varieties and Silva (1974) in BSSS also found no 
intrapopulation epistatic effects. 
Evidence for either the presence or the absence of epis­
tatic gene action in interpopulations has been presented from 
studies on heterosis for yield. Pollak (1956) working with 
three interpopulations formed by crossing three varieties of 
maize, 'Jarvis*, * Indian Chief *, and * Weekly *, found that the 
?£ generation and the average of the two backcrosses were 
generally intermediate in performance with respect to the 
average of the varieties and the 3^ for yield and three yield 
components. He concluded that there is no evidence for the 
presence of epistasis in his experiment. In the cross of 
* Jarvis* and *Indisuni Chief* , however. Prairie (1957) detected 
the presence of epistasis as suggested by significant devia-
14 
tions from his model which included only additive and dominance 
effects. 
The nondetection of significant epistasis in these 
studies does not mean the complete absence of epistatic ef­
fects of genes in these populations and their crosses. Several 
factors, including nullifying effects of positive and negative 
epistasis, may be responsible for the results obtained. How­
ever, it can logically and naturally be assumed that epistasis 
is accountable for some portion (no matter how minor) of any 
observed heterosis in interpopulation hybrid progenies. This 
assumption should be closer to being valid if the populations 
are widely divergent in their genetic make-up, with dissimilar 
alleles and different gene frequencies. 
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III. MATERIALS AND METHODS 
A. Plant Materials and Genetic Designs 
The materials used in this study were derived from two 
2-eared maize populations, Iowa Two-ear Synthetic (BSTE) BSIO 
and Pioneer Two-ear Composite (PHPRS) BSll. These two ge­
netically broad-based populations have been used in the re­
ciprocal full-sib selection program (Hallauer, 1967a and 1973). 
BSTE was developed by W. A. Russell of the com breeding group 
of the Iowa State University Agriculture and Home Economics 
Experiment Station by recombining 10 Corn Belt inbred lines 
that expressed strong two-ear tendencies. PHPRC was developed 
by W. L, Brown of the Pioneer Hi-Bred International, Inc., 
Johnston, Iowa, by crossing Caribbean and Southern United 
States germplasm with Com Belt inbred lines. Both reference 
populations were planted in isolation and selection was prac­
ticed for the strong expression of two ears per plant before 
starting the reciprocal full-sib program. 
Hallauer (1967a) initiated the reciprocal full-sib selec­
tion program in I963 using BSTE and PHPRC. In I963, 144 
SQ X SQ plant crosses (cryptic double crosses) were produced 
in the Cg populations of BSTE and PHPRC-, Because the plants 
were two-eared, each plant involved in a cross was also selfed. 
During each selection cycle, in order to ensure enough good 
seed set for yield trial of the interpopulation full-sib 
(Sg X S^) crosses and recombination and maintenance of the 
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parents (S^ lines) of selected full-sib progeny crosses, the 
second ears were crossed the first day of pollination and the 
top ears were selfed on the second day. The original SQ plant 
genotypes from each base population were maintained by single-
seed descent to develop a random, unselected group of inbred 
lines for BSTE and PHPRC. Each line was maintained by single-
seed descent until the 8y generation. In the Sy generation 
all plants in a 25-plant row were self-pollinated to provide 
sufficient seed for experimental purposes. Because of the 
procedure used in their development, the 8y lines were a ran­
dom and unselected sample of inbred lines from BSTE and PHPRC. 
Hence the Sy lines could be used to obtain estimates of ge­
netic variation in the populations. 
For the purpose of my study, I used two mating designs, 
Design I and Design II. The Design I and Design II mating 
designs were proposed by Comstock and Robinson (1948) to 
generate half-sib and full-sib progenies for evaluation and 
estimation of genetic components of variance. 
For the Design I mating scheme, random SQ plants of the 
CQ populations from BSTE and PHPRC were used. One randomly 
selected male plant from BSTE was mated to six random female 
plants from PHPRC. Enou^ sets were produced to have 20 sets, 
each set including four males with each male mated to six 
females. Each set therefore included 24 full-sib progenies 
of the Design I mating design. At planting, the females were 
first planted while those plants to be used as males were 
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delayed. This delayed planting provided the stagger effect 
for pollination nick and to minimize the effects of assorta-
tive mating for flowering. To minimize possible maternal and 
paternal effects, half the crosses using SQ plants of BSTE as 
males were made with SQ plants of PHPRC as females, and the 
other half of the crosses were made using SQ plants of PKPRC 
as males with SQ plants of BSTE as females. Therefore, all 
crosses were not made using one population as males and the 
other population as females. We had, therefore, 10 sets of the 
crosses BSTE (SQ) X PHPRC (SQ) and 10 sets of the crosses 
PHPRC (SQ) X BSTE (SQ) were obtained, where the female was the 
second population listed. Since 20 sets were made, each in­
cluding four males mated to six females, 480 full-sib progenies 
were thus produced for evaluation. From this Design I, since 
SQ plants from both BSTE and PHPRC were used in the nested 
crosses, the coefficient of inbreeding of the parents used was 
F = 0. 
For the Design II mating system, 144 SQ plants from each 
of the original populations of BSTE and PHPRC were inbred to 
the seventh generation (F1). For the purpose of my study, 
80 Sy inbred lines from BSTE and 80 Sy inbred lines from PHPRC 
were used. The matings were made using sets of four random 
Sy lines from BSTE and four random Sy lines from PHPRC in the 
pattern shown. 
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ESTE 
PHPRC 1* 2* 3* 4' 
1  1 x 1 '  1 x 2 '  1  X 3 '  1  X 4 '  
2 2 X 1' 2x2* 2 X 3' 2 x 4' 
3 3 X 1' 3 X 2' 3 X 3' 3 x 4' 
4 4 X 1' 4 X 2' 4 X 3' 4 x 4' 
Each set, therefore, had 16 full-sib progenies. Twenty 
sets of such crosses were made; pooling over sets, 320 full-
sib progenies were then available for evaluation. 
The evaluation of full-sib progenies provides information 
for the selection of parents to be recombined to form the next 
cycle population. Also, early test information is obtained 
for the development of new hybrids and synthetics. At the end 
of each cycle, therefore, parents (S^ lines) of identified 
superior yielding progenies (SQ X SQ crosses) are recombined 
to form the next selection cycle for each of the two parental 
populations. Four cycles of the population improvement phase 
of the selection scheme were completed in 1974 winter nursery. 
In the CQ populations inbreeding of the 144 SQ plants was con­
tinued and plant-to-plant crosses produced and tested through 
the Sg^ generation. In the S|^ generation, 18 selections from 
PHPIK CQ and 24 selections from BSTE CQ were recombined in 
1969 to form the C^^ population for each variety (PHPRC(FR)Cj^ 
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and BSTE(PR)Cj^). The Cg populations of PHPRC and BSTE 
(PHPRC(FR)C2 and BSTE(FR)C2) were developed from the 
progenies of the superior SQ X SQ crosses of the popula­
tions. Twenty S-j^ progenies were used for recombination in 
1971. To form the populations of PHPRC and BSTE, 20 pairs 
of progenies were selected for recombination in 1974. The 
selection of recombined progenies to produce PHPRC(PR)C^ 
and BSTE(PR)C^ was not only based on yield performance of the 
(Cg) SQ X SQ crosses but also on their insect resistance 
ratings and stalk quality and those of the S^^ lines per se. 
As the populations have been improved, new advanced gen­
erations have been generated. Variety crosses between the 
original population and the improved generations were made in 
the pattern shown* CQ x CQ; C^^ X CJ^I Cg x Cg and C^ x C^. 
To obtain information on the amount of progress made by re­
ciprocal full-sib selection in the PHPRC and BSTE. the original 
population (CQ), the improved population cycles (C^, Cg, C^) 
and their crosses were evaluated in agronomic trials in 197^. 
B. Experimental Design 
For the evaluation trials, I had a total of 800 full-sib 
progenies generated from the two types of mating designst 
480 crosses from Design I and 320 crosses from Design II. 
The 800 full-sib progenies were grown in four experiments* 
two experiments near Ames and Ankeny in 1973» one experiment 
near Ames in 1974; and one experiment near Ames in 1975. 
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The materials for evaluation were assigned to 20 sets for each 
mating desigi and were grouped in 20 blocks for the field de­
sign. Each block containing 40 full-sib families from both 
designs was replicated twice in each experiment. Each of the 
20 blocks, therefore, included one set of 16 Design II full-
sib progenies, and one set of 24 Design I full-sib progenies, 
the replications for each set being adjacent to each other as 
shown: 
16 DII plots 24 DI plots 
( F  = 1 )  ( F  =  0 )  
The layout of the entries obtained from the Design I and De­
sign II designs in each replication was randomly arranged. 
The plots within each desiai in each of the replications were 
also randomly allocated. This experimental design and field 
layout provides the conditions under which the assumptions 
used in combining both mating designs I and II in one evalua­
tion experiment could be valid. The assumptions used in com­
paring progenies with different inbreeding coefficients (F) 
in this experiment are* 
1, That the plot-to-plot environmental variation is the 
same for both Design I and Design II progenies. 
2. That the within-plot environmental variance is also 
the same for the two types of progenies. 
Block 1 (= Set 1) Block 20 f= Set 20) 
Rep 1 Rep 2 
16 DII plots 
(F = 1) 
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Each experiment was treated as a different environment. 
In each environment, each progeny-entry was grown in a single-
row plot of 17 plants. The plants were spaced 25*4 cm apart 
within the plot and the distance between the plots was 101.6 
cm. The plots were overplanted to ensure good stand. At the 
5 to 7 leaf stage, plots were thinned to 17 plants per plot. 
This gave a population density of 38,73^ plants per hectare. 
Missing hills were not compensated and only 10 competitive 
plants were used in measurements for all traits. 
Data were taken for days to silk, ear height, number of 
tillers, height of tallest tiller, ear length, ear diameter, 
cob diameter, kernel depth and total grain weight (yield). 
Measurements were taken for all traits except days to silk in 
all four environments, on plot mean basis. Days to silk data 
were collected at the three environments located near Ames. 
The nine traits were measured as follows; 
1. Ear heightI The distance from ground level to the 
node bearing the primary (1st) ear, measured to the nearest 
centimeter. 
2. Days to silk: The date ^0% of the plants in a plot 
showed silk was recorded on a tag. The number of days to 50# 
silking was the period between July 1 and the date of 50fo 
silking. 
3. Number of tillers: The number of tillers produced 
per plot were counted and divided by the number of competitive 
plants per plot to find the average number of tillers. 
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4. Height of tallest tiller: The distance from ground 
level to the base of the flag leaf of the tallest tiller of 
each competitive plant was measured and recorded to the near­
est 10 centimeters. 
5. Ear lengthI The total length of all harvested primary 
ears was measured to the nearest 0.5 centimeter and divided 
by the number of primary ears harvested to obtain the average 
ear length. 
6. Ear diameter: The total diameter of all harvested 
primary ears was measured to the nearest 0.5 centimeter and 
divided by the number of primary ears harvested to obtain the 
average ear diameter. 
7. Cob diameter; The total diameter of all cobs, mea­
sured to the nearest 0.5 centimeter, divided by the total 
number of cobs in a plot. 
8. Kernel depth? The difference between the ear di­
ameter and the cob diameter. 
9. YieldI The total shelled grain weight (in grams) of 
all harvested ears (all first, second, and tiller ears) from 
a maximum of 10 competitive plants, divided by the total 
number of competitive plants harvested. Yield, therefore, 
was recorded in grams per competitive plant. 
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IV. GENETIC STATISTICAL THEORY AND ANALYSES 
The two mating designs used in my study, Design I and 
Design II of Comstock and Robinson (1948), and the form of 
experimental design used to evaluate the full-sib progenies 
developed from them, provided the information for the estima­
tion of components of variance and covariance of the relatives. 
Because the inbreeding coefficient of the parents used in the 
two mating designs was different (F = 0 for Design I and 
F 1 for Design II), the coefficients of the genetic compo­
nents of variance were different for the two mating designs. 
In defining the genetic parameters from the statistical theory 
and analyses developed in this section, the reference popula­
tion will be the interpopulation generated from crossing random 
individuals from the two parent populations. Estimates of 
genetic parameters also were obtained from combined Designs 
I and II (DI, II). Mean squares and mean products from the 
combined analyses for each mating design were combined into 
one matrix for the estimation of genetic variances and covari­
ances, respectively. The estimates of genetic variances and 
covariances obtained will be used to (1) calculate correlation 
coefficients between pairs of the traits studied, and (2) pre­
dict response to selection using interpopulation (reciprocal 
full-sib) recurrent selection method. 
Data for each trait for each mating design were analyzed 
by randomized complete block design for each set and pooled 
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over sets within each experiment. Experimental results also 
were combined over the four experiments (environments) for each 
trait to obtain the combined analysis of variance. The parti­
tioning and estimation of variance components, covariances, 
correlations, and prediction of genetic gain from selection 
were done for each of the Design I and Design II progenies, 
and for the two designs combined (DI,II) at the two different 
inbreeding levels. 
A. Genetic Variation in the Interpopulation 
The partitioning of the hereditary variance in the inter-
population is done using the factorial approach by Cockerham 
(1954) for diploid populations. As a modification, I will 
consider only additive (linear) and dominance (quadratic) 
effects and variances and their interactions with environment. 
I am assuming epistasis is negligible or absent. Two indepen­
dent loci, each with two alleles A^Aj^ and from both popu­
lations are considered. Individuals from the interpopulation 
will have genotypes of the form A^^Bj/A^^B^ with allelic fre­
quencies P,P*/(1-P),(1-P'). The general two-locus model (not 
including epistasis) for such a situation is* 
^kl = ^0 ^  + bj + + d?j^ -{- dji 
where 
is the ganotypic value of an individual, 
^i'^k the additive effects for the alleles at the A 
locus, 
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b ,bn are the additive effects for the alleles at the 
B locus, 
d^jç is the dominance effect at the A locus, and 
dj2^ is the dominance effect at the B locus. 
A pair of genes is equivalent by descent if they both 
descend from genes on one initial gamete. Allelic genes which 
are equivalent by descent are therefore identical by descent 
(Weir and Cockerham, 1976). For a random individual with 
genes a^b^/agbg in the interpopulation, there are six possible 
pairs of genes, and fifteen possible arrangements in gametes of 
the initieU. genes from which a^^, b^, q.2> bg are descended. 
When each locus is assumed to be equally inbred and if the 
coupling and repulsion double heterozygotes are phenotypically 
identical, the number of arrangements reduces to nine genotypes 
(Table 1). In Table 1, Y's indicate the genetic values and 
fB indicate the relative frequencies of the respective geno­
types. The probabilities of the nine arrangements sum to one. 
When alleles and nonalleles are independent as they should 
be coming from two different populations, they are uncorrelated 
in whatever values they assume with regard to traits to which 
they contribute. If the alleles are uncorrelated, their fre­
quencies are also uncorrelated. If the frequencies of the 
alleles at one locus are uncorrelated with the frequencies at 
a second locus in the parent populations, their frequencies 
will be uncorrelated in the interpopulation. Thus, the total 
variance among the genetic values (Y's) in Table 1 can be 
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Table 1. Genetic values (Y) and relative frequencies (f) of 
the nine genotypes for two independent loci, each 
with two alleles 
^i^i®l®l Ai Ai. 
22 
•22  
'21 
^21 
'20 
^20 
2. 
2. 
^i^lc®l®l ^i^k-
12 
12 
'11 
^11 
'10 
^10 
1 .  
1 .  
02 
02 
"^k^k^j^l 
%01 
^01 
^k^k®l®l 
^00 
^00 
^k^k-
^0. 
^0. 
. 2  
. 2  
-BjBl 
.1 
. 1  
-BiBi 
. 0  
. 0  
Y 
f = 1 
First subscript indicates number of favorable alleles 
at locus A; second subscript indicates number of favorable 
alleles at locus B. 
dot (. ) means marginal mean or marginal frequency. 
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partitioned into a marginal variance for the A locus (i.e., 
variance among the row means), a marginal variance for the B 
locus (i.e. I variance among the column means) and an interac­
tion variance (epistatic variance), which I will not be con­
sidering in this study. Each of the marginal variances can be 
partitioned into a linear (additive) and a quadratic (domi­
nance) variance. Statistically, Table 1 is a linear and quad-
ratio treatment of a 3 factorial where each of the partitions 
corresponds to one of the eight degrees of freedom. The loci 
are the factors and each factor has three levels represented 
by the three genotypic combinations that are possible with two 
alleles. Since the frequencies at different loci are uncorre-
lated, there will be no effect of linkage on the partitioning 
of variances. 
In partitioning the genetic variances, a method similar 
to orthogonal polynomials described by Anderson and Bancroft 
(1952) will be used. Eight orthogonal scales (Table 2) are 
used to compute a portion of the total variance for each de­
gree of freedom, from the nine possible genotypic combinations 
O 
in the 3 factorial table (Table 1). The particular set of 
ei^t scales or eight partitions of variance chosen is one of 
several that could be used. Certain requirements, in the form 
of restrictions, are needed for the use of the orthogonal 
scales because the joint or interaction variances are not 
equal but result from the products of the marginal frequencies. 
The restrictions are: 
Table 2. tienetic values (Y), relative frequencies (f) and form of the four out of eight general 
orthogonal scales used to partition the genetic variance among the nine genotypes 
(Cockerham, 1954) 
Genotypes 
acaie 
(W) 
^iVj®j Wi»i WjBj Wj=l W®i®i 
Y h.z ^21 ^20 ^12 ^11 "lO *02 *01 *00 
f h.2 ^21 ^20 ^12 ^11 ^10 ^02 ^01 ^00 
Wl 2v® 2v 2v v-u v-u v-u -2u -2u -2U 
W2 
1 1 
^2. 
1 
h. 
-
^1. 
_ _2_ 
^1. 
. _2_ 
«1. 
1 
^0. 
1 
^0. 
1 
^0. 
W3 2y y-x -2x 2y y-x -2x 2y y-x -2x 
«4 1 
^2 
- _2_ 
^1 
1 
^.0 
1 
^.2 
- _2_ 
(.1 
1 
^.0 
1 
^.2 
_ _2_ 
:.l 
1 
^.0 
N 
CD 
u = fg + yg = gene frequency ol: A^; v = 1 - u = gene frequency of x = f ^ f 
gene frequency of B^ ; y = 1 - x = gene frequency of B. 
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(1) .2A/tij = 0 . and 
1  f  J
ij ^  ° ' 
1 • J 
where is any particular scale, and 
f is any relative frequency for any particular 
genotype. 
The first restriction insures that deviations around the mean 
are compared. The second restriction insures that the com­
parisons are orthogonal» that is, are uncorrelated. 
The first two scales, and Wg in Table 2, are concerned 
only with the marginal variance (both additive and dominance) 
for the A locus. Similarly, the second two scales, and W^, 
represent the marginal variance (both additive and dominance) 
for the B locus. The other remaining four scales, W^, Wg, Vy, 
and Wg relate to the interactions among the two loci (i.e., 
epistasis), and will not be considered here and in subsequent 
tables of scales because of my previous assumption of no 
epistasis. 
Table 3 shows the eight orthogonal scales for two loci in 
the interpopulation I am considering. The gene frequencies of 
gene A. in parent populations 1 and 2 are represented by p and 
q, respectively, and those of the second gene A^ in the pair 
are represented by (1-p) and (1-q), respectively. Similarly 
p' and q' represent frequencies of gene B., and (l-p*) and 
J  
(1-q*) represent frequencies of gene B^^, respectively. 
Table 3.  Genetic values (Y), frequencies (f) and the four 
orthogonal scales used to partition the genetic 
variance among the nine genotypes in the inter-
population 
^2 
*4 
Genotypes Scale 
(W) AiAiBjBi ^i-'^i^A 
^ ^22 ^21 ^20 
f PqP'q* Pq Pq 
(p'+q'-2p'q') (l-p')(l-q') 
2-p-q 2-p-q 2—p-q 
Ptq-2pq P<-q-2pq P^q-2pq 
pq [p(l-p)+ pqCp(l-p)+ pq[p(l-p)+ 
q(l-q)] q(l-q)] q(l-q)] 
2-p'q' 1-p'q' -p'-q' 
p*+q'-2p'q* -2 p'+q'-2p'q 
p'q'[p'(l-p')+ P'(l-P')+ [P'd-P* )+q'(l-q')] 
q'(l-q')] q'(l-q*) [Cl-P*)(l-q')] 
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Genotyues 
?12 ?10 
(p+q-2pq) 
P'q' 
(pfq-2pq) 
(p'+q'-2p'q') 
(pfq-2pq) 
(l-p')(l-q') 
1-p-q 1-p-q 1-p-q 
-2 -2 -2 
p(l-p)+q(l-q) p(l-p )+q(l-q) P(l-p)+q(l-q) 
2-p'-q' l-P'-q' -P*-q* 
p'+q'-2p'q' -2 P'+q*-2p'q' 
P'q' [p' (1-P' )+ 
q'(l-q' )] 
p' (1-P* )+ 
q'(l-q') 
[p' (1-P' )+q'(l-q' )] 
[(l-p')(l-q')] 
»o 
I 
•a 
•d 
- fT 
M 
I 
•d 
— 
^-s 
*-s M 
(-» 1 1 •d 
,a " 
*w» T 
1—11—1 •d 
*-s 
M - + 1 
•d »-* 
- 1 1 
xw* "d N> 
• »d 
M w 1 + tQ_ 
»a >a 
1—1 M 
1 
»o 
1 1 
w i\) 
N r-i f—1 »d 1 »d 
1 ^ 'd + 'd - M 
*d H»  ^ 1 iQ 1 
1 M 1 ,o ' *x3 1 »d 1 l\) 
,û w »d »CJ fit t-* 
M + 1 
I f» »a 
,Q <-s 
w M 1—1 1 
>a 
1 1 
K 
o 
N 
^Vi 
<o 
(D 
% C-l* 
W 
e_!. 
K8 
& 
IT 
VJJ 
O 
O 
a 
H* 
g 
<D 
P, 
I-* 1 
1—1 1—1 
•d 
1 
•d •d K-» 
•d H' lO 1 • 1 1 M 1 »Q + •d 1 »d 1 l\) •o 
»Q •d •d • 
A 1 H* M + IV> 1 i A •d >Q 
•o *—s t-» 
1 1 1 
•Û V—^ 1 1 
K O % CJ* 
H" 
g 
§ ft 
g 
OS 
Vjt) 
N 
1 1—1 1—1 1 
»d »d + »d M H» 
M >o 1 1 1 1 1 t-» •d •d 
•d 1 to " 
•d •d >»• 
»Q h» 
M + K» 1 
1 1 »o 
>a ^-s lO 
1 1 H* 1 f) 
1 1 
K 
O 
o 
tu 
H 
33 
in the two populations. If the frequencies of the genes con­
sidered for a particular locus are the same in the two popula­
tions, then the resulting interpopulation will be at Hardy-
Weinberg equilibrium at that locus. If gene frequencies are 
not the same, equilibrium will only be reached after one gen­
eration of random mating the interpopulation. 
The partition of the variance, a^, corresponding to any 
particular scale, W^, is obtained from the equation by 
Cockerham (195^)» 
^t = ^.^/ij^i/tij^^/ i^.^i/tiô 
i  f  f  J  
which, statistically, is 
X  X T #  
_ p2 
where, Gov, p, and pare covariance, régression ccsfficienti 
J. V 
and correlation coefficient, respectively. The t partition 
of the variance is, thus, the variance due to regression on 
the t^^ orthogonal scale. Table 4 shows the theoretical 
partition of genetic variances in the interpopulation for 
four of the ei^t scales (epistasis assumed absent). The 
2 
values in the table have been obtained by solving for in 
Table 3» These values show an important point; the components 
of genetic variation in an interpopulation still depend, 
mainly, on the gene frequencies of the alleles coming from 
Table 4. Partitions of the genetic variance in the interpopulation for two loci 
for four orthogonal scales 
2 Scale Partition of variance, 
pq(2-p-q)(Y2^)+[p(l-p)+q(l-q)-pq(l-p-q)](Yj^^-YQ^ )j^ «1 
(additive 
at A locus) p(l-p)+q(l-q) 
Wg Pq(l-p)(l-q)(p<-q-2pq)[(Y2,-Yj, )-(Y^ -YQ^ )]^ • 
(dominance — 
at A locus) p(l-p)(+q(l-q) 
«3 fp'q'(2-p'q')(Y g-Y ^)+[p'(l-p')+q'(l-q')-P'q'(2-p'-q')](Y.i-Y_o)| 
( additive ^— — 
at B locus) p'(l-p')+q'(l-q') 
W4 p'q*(l-p')(l-9")(p'+tl*-2p'q')[(ï.2-ï.i)-(ï.i"*.0^^^ 
(dominance — 
at B locus) P'd-p')+q*(1-q') 
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independent loci in the two parent populations and the geno-
typic values of the resulting crossed progenies. 
B. Covariances Between Relatives 
in the Interpopulation 
The relations between relatives can be described in terms 
of the covariances between the components that make up the 
total genetic variation. This study focuses only on the ge­
netic covariances between half-sibs and full-sibs in the 
population crosses. The orthogonal scales used in partition­
ing genetic variation (Tables 3 and 4) also will be used in 
obtaining the correlations between relatives in the inter-
population, as used by Cockerham (195^) for random mating 
populations and relatives from randomly mated inbred parents. 
Let the genetic values for two relatives be Y and Y*, 
and their orthogonal scales be and W^, respectively. 
Assuming no change In gene frequencies in the interpopulation 
progenies (with one generation of random mating and the rela­
tives in the same generation), relatives with the same geno­
types will have the same genetic values and same scale. The 
COvariance between Y and Y* could then be expressed as: 
Gov YY' = 2 COVOYW %+)(BY'w' %:') 
V # L U U 
where t,t• = 1...4 
But Oy (Section A) 
X X  X  
Therefore, Gov YY' = Z ^ (3^^ , )a^a^, . 
t f t * t t * 
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Because the regression coefficients are constants and they do 
not affect the absolute value of the correlation coefficients, 
P(^YW.^t^^^Y'WI^t*) ~ — ^ ^r^t' 
t V 
Then 
Gov YY' = 2 CT+ff+t • t,t' Vt* ^ ^ 
The result of the correlation between the four orthogonal 
scales of one relative and those of the other relative is 
shown in 4 x 4 table (Table 5)- The complex computation lead­
ing to the simple result is given by Cockerham (1954) in the 
appendix to his paper. The covariances between full-sibs 
(offsprings with both parents in common) and half-sibs (off­
springs with one parent in common) can be obtained from the 
joint distribution of the relatives in the interpopulation. 
From such distribution, Cockerham (1954) computed the co-
A O  f 1  ^u r o  «  W WFC* EFC*  ^^ W*|W 
At the A locus, 
~ ^ ^ 
w . = (l+P)V'f . and 
, where 
F is the inbreeding coefficient for any level of inbreeding; 
^ , is the correlation between the additive effects of 
full-sibs; 
p^ M , is the correlation between the dominance deviation of 
"2 2 
full sibs; and the relationship 
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Table 5« Correlations 
tive and the 
between the 
four scales 
four scales of one 
of another relative 
rela-
"i' "z" Wz,' 
«1 0 0 
"2 Vi" 0 0 
«3 0 0 PWgWg' 
% 0 0 PW4W3' 
Wg* ~ W • ~ ® roeans that the additive effects of one 
full-sib are not correlated with the dominance 
deviations of the other full-sib. 
Similarly, at the B locus, 
^ (l+P)/2 
^^4%' = (1+F)V^ • and 
Analogously, for half-sibs, it was found that only the additive 
effects of the half=sibs ware correlated, and this was 
(1+F)A) . 
The use of mating desire, which gener-atee various types 
of relatives, has greatly enhanced estimation of components of 
genetic variances. To translate the covariances between 
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full-sibs and half-sibs into components of genetic variation, 
the population crosses were used as the reference populations. 
For such translations, certain basic assumptions were made, as 
in the case of intrapopulations by Comstock and Robinson (1952) 
and Cockerham (I963). In my study of the interpopulation, 
BSTE (BSIO) X PHPRC (BSll), I will consider two levels of 
inbreeding (P = 0 and F = l). If reciprocal effects are 
negligible or absent and if there are no environmental correla­
tions among relatives (avoidable by randomization), the co-
variances among relatives can be directly translated into 
components of interpopulation genetic variances. Symbols 
used in subsequent expressions are defined as followst 
CovHS = covariance among half-sib relatives; and 
CovFS = covariance among full-sib relatives. 
Superscripts 0 and 1 refer to the levels of inbreeding of the 
parents used in the matings. Subscripts 1 and 2 refer to the 
mating design used. 
With no inbreeding, F = 0, and when the common (male) 
parent of a half-sib family comes from population 1, the co-
variance among the half-sibs is* 
COVHS?5 = 1/4 a? 
*12 
Similarly, when the common parent comes from population 2, the 
covariance among the half-sibs is* 
CovHsS, = 1/4 a? 
21 A21 
The interpopulation covariance among half-sibs becomes* 
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COVHS°2 + CovHSgi = 1/4 + 1/4 
= 1/4(0? +a\ ) = 1/2 aj . 
^12 ^21 \ 12 ) 
With the parents consisting entirely of nearly homozygous 
lines (Fïîsl), and the common parent of a half-sib family 
coming from population 1, the covariance among the half-sibs 
is: 
CovHS^ = 1/2 a? 
12 *12 
Similarly, with the common parent coming from population 2, the 
CovHsJ, = 1/2 a? 
Agi 
The interpopulation covariance among half-sibs when there is 
complete inbreeding then becomes : 
CovHSjg + CovHSgj^ = 1/2 + 1/2 ^ 
*12 *21 *(12) *12 *21 
When the level of inbreeding in the two parent populations 
is near one (F :6l), and there are no reciprocal differences, 
CovFS^lg = CoVPSgi 
The covariance among full-sibs isi 
CovFS^P = a* + oE , and 
*12 °12 
CovFsi, = a? + On » and 
*21 ^21 
2 2 2 2 
+ 0JJ — G. + « 
"12 "l2 *21 ^21 
The interpopulation covariance among full-sibs will then be: 
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a? + On 
A(12) 0(12) 
With no inbreeding in the parent populations (F = O), the 
relationship is still: 
GovPS°2 = CovFSgi 
But the covariance among full-sibs becomesi 
CovFS?5 = 1/2 a? + 1/4 
Ld. ^12 ^12 
(assuming no difference in gene frequencies in the two popu­
lations ) and, 
CovFSSt = 1/2 a? + 1/4 
Agi ^21 
and, 
1/2 af + 1/4 al = 1/2 a? + 1/4 
*12 "12 *21 "21 
The interpopulation covariance among full-sibs will then be: 
°\12) " '=(12, • 
C. Estimating Interpopulation Genetic Variance 
Components: Design I 
The effects of locations and years as components of en­
vironment in relation to genotypes were discussed by Robinson 
and Moll (1959) and Comstock and Moll (I963). They showed 
that variety x location and variety s year effects were small 
relative to the three-way interaction: variety x location x 
year effects. Although the location and years effects may be 
confounded in the estimate of variety x location x year, the 
data were combined over all environments (all experiments in 
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this study) without partitioning for years and locations. 
However, to ascertain whether there are significant interac­
tion effects, a general combined analysis of variance was 
computed. It included locations and years as sources of 
variation (Table 6); the procedure would indicate if the con­
founding by separate effects of years and locations is either 
negligible or important. All environments (locations and 
years) were considered random. 
The complete model used for the analysis of variance 
pooled over sets and combined across environments is: 
^Ismfr = P + El + Sg + + 
where 
1 = 1,... 4 (environments), 
s = 1,.......20 (sets), 
ÏÏÎ ^ X , . • *4 (lilcllGS ) , 
f = 1,....6 (females per male), and 
r = 1,2 (replications). 
The components of the model are defined ast 
Y^smfr ~ observation of the crossed progeny mf of the 
m^^ male and f^^ female in the s^^ set and 1^^ 
environment ; 
H = overall mean; 
= effect of 1^^ environment; 
Sg = effect of s^^ set; 
(SE)si = effect due to the interaction of the s^^ set 
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Table 6. Form of the combined analysis of variance for 800 
full-sib progenies evaluated for two years in two 
locations 
Source d. f. 
Locations (L) 1-1 
Years (Y) Y-1 
L X Y (1-1)(y-i ) 
Replie ati ons/L/Y ly(r-l) 
Progenies (P) (p-1) 
Sets (S) 
P/S 
(s-1) 
s(p-l) 
P X L (p-1)(1-1) 
P X Y (p-i)(y-i) 
P X L X Y (p-l)(l-l)(y-l) 
S X L 
P/S X L 
P/S X L X Y 
(s-l)(l-l) 
s(p-iKi-l) 
s(p-i)(i-i )(y-i) 
Pooled error ly(p-l )(r-l) 
Total lypr-i 
and the 1^^ environment ; 
Rglr = effect of the r^^ replication within the 
set in the 1^^ environment; 
Mgjjj = effect of male in the s^^ set; 
^smf ~ effect of f^^ female within the male in the 
s^^ set; 
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(lyiE)gmi = effect due to the interaction between male 
in the set and 1^^ environment; 
(FE)gmfi - effect due to the interaction between f 
female within m^^ male in the set eind the 
1^^ environment ; and 
e 4^1 ^  = random error of the r^^ observation of the 
smfir 
crossed progeny mf of the m^^ male and f^^ 
female in the s^^ set within the 1^^ environment. 
In analyzing for each set in one environment, the terms 
E, S and others involving them are removed from the model. 
Likewise, the analysis for all sets in one environment will 
not include all the terms involving E. 
In computing the expectations of the mean squares (E.M.S.), 
males (M) and females within (P/M) males from the two popula­
tions, and the environments were considered random variables. 
The sources of variation among the interpopulation full-sib 
progenies in one set and pooled over sets are partitioned in 
Tables 7 and 8. The expected mean squares from Tables 7 and 8 
were the same and the sources of variability, M and F/M, can 
be tested by the appropriate mean squares. The null hypothesis 
2 Hn: o* = 0 can be tested for each set and all sets in one 
u m 
environments 
^'(n .ng) ~ ' where n^, ng are the degrees of freedom 
associated with and respectively, in the analysis of 
variance for each set; 
F(n^,n^) ~ ÎT^ ' where n^, n^ are the degrees of freedom 
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Table 7. Design Ii Form of the analysis of variance 
expected mean squares (E.M.S.) for each set in one 
environment 
Source d.f. M.S. E.M.S.^ 
Replications r-1 
Males (M) m-1 Mil 4 + ^4/m * 
Females (F)/M m(f-1) 
**12 + 2^f/m 
Error (mf-l)(r-l) MI3 4 
Total mfr-1 
is the experimental error variance, is the vari­
ance of female effects within males, is the variance of 
m 
male effects, and r is the number of replications (r = 2), m 
is the number of males (m = 4), and f is the number of females 
mated to each male (f = 6). 
associated with and respectively, for the pooled an­
alysis of 20 sets in one environment. Likewise, the hypothesis 
2 
HqI cTf/ni ~ ® can be tested directly by F-testsi 
h 2 F = r;— for one set; and 
Ml 3 
MI4 
F = =— for pooling of all sets in one environment. The 
ratios F = and F = test the presence of additive vari-
Mi2 Mi^ 
ance and/or additive types of epistatic variance, only. On 
2 c 
the other hand, ratios of F = — and F = ^rjr^ test for all 
ivii3 
types of genetic variances including additive, dominance, and 
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Table 8. Design li Form of the analysis of variance and 
expected mean squares (E.M.S.) pooled for 20 sets in 
one environment 
Source d.f.& M.S. E.M.S.* 
Sets (S) s-1 
Replications/S s(r-l) 
Males (M)/S s(m-l) 
"l * ^4/m + 1^4 
Females (F)/M/S sm(f-l) 
•"is + 2^f/m 
Pooled error s(mf-l)(r-l) «16 
Total smfr-1 
^s represents sets (s = 20) 
^Terms in the E.M.S. are defined in Table 7. 
epistatic variances. For the assumption of no epistasis, the 
respective tests are for additive genetic and total genetic 
variance. 
All estimates of variation obtained from Tables 7 and 8 
are biased upward because the experiments were conducted in 
only one environment. The male components of variance, 
arise not only from additive genetic variance, but also from 
an additional interaction of the additive genetic effects with 
the environment ; that is, Similarly, is an 
2 2 
estimate of Realistic estimates of variance com­
ponents unbiased by genotype x environment interactions. 
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however, were obtained by pooling the sets for one environment 
and combining the experimental results over all environments. 
The analyses of such procedures with the expectation of mean 
squares are presented in Tables 9 and 10, 
Tests of significance of the mating design variance compo-
p p p p 
nents that are of interest (a^, and csm be 
made by use of the F-distribution in the combined analysis 
(Table 9)« If the genotype x environment interactions are not 
significant, a more powerful test of significance for the 
components could be obtained from the pooled analysis of vari­
ance for all environments (Table 10). In the combined analy­
sis , since some of the variance components require more than 
two mean squares for their estimation, exact F-tests are not 
possible. An exact F-test for the male component, cr^, is 
therefore no longer available. Consequently, an approximation 
suggested by Cochran (1951) was used. Thus the male mean 
squares can be tested ast 
^17 ^  ^ 110 
F'tni'.ng') = M^e + "i9 ' appropriate degrees 
of freedom are estimated as: 
(Z M.)^ 
• X 
2 The female component, a», , can be tested with the exact F-
MI8 
test, F = sf . Likewise, tests can be made for the inter-
"^110 
Table 9- Design Ii Form of the combined analysis of variance and expected mean 
squares (E.M.S.) over four environments for 20 sets 
Source d.f.& M.S. E.M.S.* . 
Environments (E) 1-1 
Sets (S) s-1 
S X E (l-l)(s-l) 
Replications/S/E sl(r-l) 
Males (M)/S s(m-l) 4 + ^ 4/ml + 
Females (F)/M/8 sm(f-l) 
**18 4 + ^ 4M + ®^f/m 
Males/8 x E s(m-l)(l-l) \9 4 * ^4/ml + 
Female s/U/S x E sm(f-l)(l-l) 
^110 + ^"^f/ml 
Pooled error sl(mf-l)(r-l) %li 4 
Total mfrsl-1 
1 represents environments (1 = 4). 
b 2 2 
and are variances due to genotype x environment interactions for the 
males and females within males, respectively. Other terms are defined in Tables 7 
and 8. 
Table 10. Design Ii Form of the pooled analysis of variance and expected mean 
squares (E.M.S.) over four environments for 20 sets 
Source d.f. M.S. E.M.8.* 
Environments (E) 1-1 
Sets (S) s-1 
S/E l(s-l) 
Replicat i ons/S/E sl(r-l) 
Males (M)/S s(m-l) 
^112 
Females (F)/M/S sm(f-1) MII3 ^^ m/l * ^ î/m 
Males/S/E sl(m-l) 
^114 al + ^ î/m/1 + 
Females/M/ S/E sml(f-l) \l5 of + 
Pooled error sl(mf-l)r-l) \l6 4 
Total mfrsl-1 
+ 8a§/_ + 
'f/m m 
^*^f/m/l variances due to females within males within environments, 
and males within environments, respectively. Other terms are defined in Tables 7. 
8, and 9. 
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2 2 
action components, and. respectively, as* 
P = iSÎfj •  ^ = iS  ^ • 
A significant F-test of would indicate the interaction of 
additive and/or additive type epistatic effects with environ-
ment. On the other hand, significant is indicative of 
the interaction of genotypic effects with the environment. 
The mating design variance components were estimated from 
the linear functions of the appropriate mean squares. All of 
2 2 2 
the four mating design variance components '^f/m' ^ml 
2 
^f/ml could be estimated as shown: 
- M,Q - M, 
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2 '"17 " ^110 "'18 "19 
-^n = — 
M.Q - M, 
'2 '"18 "110 
f^/m - § 
:2 _ 1^9_"" fllO . i2 _ %10 " 511 
"ml 12 ' ' "f/ml ~ 2 
The standard error of an estimated variance component can be 
computed from an approximate variance of a linear function of 
independent mean squares. If X = a^M^ + agMg + a^M^ + ... , 
then, assuming normality and independence of the distributioni 
2 M? 
Var(X) = 2 L a. —; where 
1 i 
n^ denotes the degrees of freedom associated with , and a^ 
is the coefficient associated with the appropriate variance in 
the expectation of the mean squares. For example, the 
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2 
approximate variance of the estimate of is* 
, 2 .  2 K^g Var(Oj||) = ^^^2 t2+s(m-l) * * 2+sm(f-l) 
* 2+s(m^l)(l-lV ' 
and its standard error is» 
^Vsir(o^) . 
The nature of the mating designs I used makes it possible 
to estimate various covariances among relatives. It is, 
therefore, necessary to translate the mating design variance 
components into the proper <povariances. For the Design I 
mating scheme under the random genetic model: 
^ijk = ^ + Mi + + e^jk 
where = k^^ observation of the ij^^ cross; 
p, = general mean; 
= effect of the i^^ male; i = 1, 2, 3, 4; 
P.; = effect of the female within the i^^ male; 1 j 
li 2, •••, 6} 
®ijk ~ deviation due to the k^^ observation of the ij^^ 
cross; k = 1, 2; 
and NID (0,cJ^), 
fij'-NID (0.4/„). 
e. •v'-^NID (0 ,0-?) ,  where 
J» J X 
NID = normally and independently distributed. 
From the pattern of mating, two types of offsprings result: 
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interpopulation full-sibs (FS), and (k ^  k'), and 
interpopulation half-sibs (HS), and (j / j'). The 
covariances between these two types of relatives (CovFS and 
CovHS) will be shown as follows: 
CovFS = jk' 
E(Yijk) = expectation of ^ ijk " ^ ' also 
E(Y^j%/) = expectation of Y^j^' = \i . Therefore, 
CovFS = eQX+M^+F^ j+ej_^jç-|i][|i+M^+F^ j+ej^jj^*-|i] 
= E[Mi+Fij+eijk][Mi+Pij+eijk'] 
r- 2 ? — 
= ELM^+F^j+e^j^'e^j^" + cross products]. 
Assuming independence of parameters in the genetic model, the 
expectations of cross products and E(e^j%/e^j%') will be zero. 
Therefore, 
CovFS = E(M? + F?.) 1 1J 
= 4 + f^/m ' 
Similarly, 
OovHS = E[Yijk-E(Y^j^)][Y^j.^-E(Y^j\)] 
= E[Mi+Pij+eijk][Mi+F..'+eij'%] 
2 
= E[M^+F\j'F^j'+e^j%/e^j'% + cross products] 
= E[M?] 
= "m • 
It then follows that: 
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cf^ = CovHS and = CovPS - CovHS 
The interpopulation genetic interpretations for the co-
variances among full-sibs and half-sibs were presented in 
section IV. B. I have just shown that the mating design vari 
and half-sib covariances. Thus, the design components of 
variance can be translated in terms of genetic variances in 
the interpopulation. 
In my study, the reference population is the interpopula­
tion resulting from crossing the two populations, BSIO x BSll. 
Following the procedure used in carrying out the design matings, 
as described in section III, the design components could be 
defined as* 
2 2 
c r l  a n d  1  a r e  t h e  m a l e  c o m p o n e n t  a n d  t h e  f e m a l e  
1^2 f/mi2 
Similarly, the genetic variance components could be defined ast 
p p 
ance components and are functions of the full-sib 
within male component of variance, respectively; 
from a Design I experiment (superscript) in 
which males from population 1 were mated to fe­
males from population 2 (subscripts}t and 
2 
and are the male component and the female 
within male component of variance, respectively, 
from a Design I experiment (superscripts) in 
which males from population 2 were mated to 
females from population 1 (subscripts). 
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a^l and ofl are the additive genetic variance related 
^12 21 p 2 
to 0^1 and az;i , respectively; and 
"^12 "*21 
a?l is the interpopulation additive genetic variance 
^(12) 
for Design I. 
Thus, for Design I (F = 0), if gene frequencies in the two 
parent populations do not differ greatly (p = r and q = s), 
the interpopulation additive genetic variance is calculated as 
follows I 
p O ? P 
= CovHS^2 " * because 
12 .12 
2 
^"^12 ~ + (q-p)a]^ = , 
where a is the average effect of gene substitution. Similarly, 
"tall = = •"ill = ^ 4  • 
) = iah . 
^12 "^21 ^12 ^21 *(12) 
The dominance deviation is calculated as* 
'f/mlg + - "mlg " • "here 
4/m\^  = C°YFS?2 - CovHsOg = iof + i4 
- CovHsOi = + iag 
= CovFsJg - COVHS°2 + COVFSGJ^ - COVHS^^ - CovHsJg - COVHSGJ^ 
= CovPsJg + GovFS^J^ - CovHS^2 ' CovHS^g - CovHSg. - CovHS^j^ 
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= ) - *4^2 - i°iî2 -- 4°i|, 
= i"!} 
' (12) 
The analysis for this study was done in line with the 
pattern of mating plants from the two populations. There were 
20 sets of four males each mated to six females. Each set 
thus consisted of 24 interpopulation full-sib progenies. Sets 
1 through 10 included full-sib progenies from the interpopula­
tion cross BSIO (female) x BSll (male); while sets 11 through 
20 included full-sib progenies of the cross BSIO (male) x 
BSll (female). In the combined and pooled analyses, the three 
resulting groups of sets were computed separately as sets 1 
through 10, 11 through 20, and 1 through 20. This procedure 
is intended to achieve tv.'c things: (1) to identify the design 
variance components and and 
2 2 (2) to indicate the validity of the expression a + a = 
"^ 12 ""21 
2 2 2 i((ji + G. ) = ia. . If the two types of estimates are 
^12 ^21 (12) 
similar, it will be valid to sum them to obtain the interpopu-
2 lation additive genetic variance a. . If, however, there 
A(12) 
are natural or reciprocal effects, as are expected due to the 
mating of different random males of one population to different 
random females of the other population, the two sets of design 
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component estimates à^l and will be dif-
^12 12 21 ^/™21 
ferent. It could then follow that pooling the estimates in 
a complete combined analysis of sets 1 through 20 to give only 
one estimate of may be invalid. 
D. Estimating Interpopulation Genetic Variance 
Components: Design II 
For the design II mating scheme, the complete model used 
for the combined analysis of variance for all sets pooled is* 
^Ismfr = K + El + Sg + (SE)g^ + Rgir + "sm * ^ sf 
+ eg^fir • 
where 
1 = 1,....4 (environments), 
s = 1 20 (sets), 
m = 1,....4 (males). 
f = 1 4 ( females ), and 
r = 1,2 (replications). 
Also, 
^Ismfr' ^1' ^ s' (SE)gi, and are as 
defined for Design I model. The remaining terms in the model 
are t 
Fgf = effect of the f^^ female in the s''^ set; 
(MF)gmf = effect due to the interaction of the m^^ male 
with the ffemale in the s"" set; 
(FE)sfi = effect due to the interaction of the f^^ female 
in the s^^ set with the 1^^ environment; 
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(MFE)gQ^2 ~ effect due to the interaction of the male 
and female with the 1^^ environment ; and 
®smflr ~ random error in the r^^ observation of the cross 
of m^^ male with the f*^ female in the set 
within the 1^^ environment. 
All parameters in the model, except |x. are 
NID (0,3 parameter). 
The analyses of variance were carried out using the same 
procedures as in the Design I. For the analysis in one en­
vironment for one set, the terms E, S and others involving 
these terms were removed from the model. In the same way, the 
analysis for all sets pooled in one environment will not in­
clude the term E. For the computation of the expected mean 
squares, males, females and the environments were considered 
random variables. 
The forms of the analysis of variance and their expected 
mean squares for each set and all sets pooled in one environ­
ment are shown in Tables 11 and 12. The null hypotheses for 
the mating design variance components generated in the expecta­
tion of the mean squares can be tested using appropriate F-
tests. 
As indicated for the Design I, all estimates obtained 
from each set and all sets pooled in one environment will be 
biased upwards by the genotype x environment interaction 
effects, which cannot be separated. However, if all sets are 
pooled within an environment and combined over all environments 
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Table 11. Design II: Form of the analysis of variance and 
expected mean squares (E.M.S.) for each set in one 
environment 
Source d.f. M.S. E.M.S.^ 
Replications r-1 
Males (M) m-1 M21 
CM 
CM + «4 
Females (F) f-1 
^22 
CM 
CM t
) 
+ 8a| 
M X F (m-l)(f-l) 2^3 + 2°^  
Error (mf-1)(r-l) «24 4 
Total mfr-1 
a 2 2 Og is the experimental error variance, is the inter­
action variance between males and females, aS is the genetic 
variance among females, is the genetic variance among males, 
and r is the number of replications, m is number of males, and 
f is number of females. 
unbiased estimates of the mating design variance components 
will be obtained. In this case, the genotypic, environmental, 
and genotype x environment interaction variances are estimable. 
Because the same full-sib progenies were used as entries in the 
four experiments, the data for all the sets could be combined 
and pooled over the environments. The forms of the combined 
and pooled analyses of variance and their mean square expecta­
tions (E.M.S.) are shown in Tables 13 and 14. In the combined 
analysis, as was indicated for Design I, only an approximate 
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Table 12. Design IIi Form of the analysis of variance and 
expected mean squares (E.M.S.) for 20 sets pooled 
in one environment 
Source d.f.* M.S. E. M.S.b 
Sets 
Replications/sets 
Males {M)/sets 
s-1 
s(r-l) 
s(m-l) M23 
+
 
CM 
CM 0 < 
Females (F)/sets s(f-l) 
^26 + 8a| 
M X P/sets s(m-l)(f-l) 
^27 4 *  
Pooled error s(mf-l )(r-l ) %8 4  
Total smfr-l 
^s represents the number of sets. 
^All terms in the E.M.S. are defined in Table 11. 
test could be used to test for the presence and significance 
of the additive types of genetic variation. These are, how­
ever, complex and indirect. 
Prom the expectations of mean squares and using the mean 
squares in Table 13, the presence of additive and/or additive 
types of epistatic variance can be tested using both and 
components with Cochran's (1951) approximation. Thus: 
„ 2^9 
'("1 -"2' ° «211+ "212 ' ' 
and 
Table I3. Design II: Form of the combined analysis of variance and expected mean 
squares (E.M.S.) over four environments for 20 sets 
Source D.F.A M.S. E .M.S.B 
Environments (E) 1-1 
Sets (S) s-1 
S X E (l-l)(s-l) 
Replications/S/E sl(r-l) 
Males (K[)/S s(m-l) M29 '1 + ^^mfl 8°ml + 32'm 
Females (F)/S s(f-l) 
^210 4 + 8a|j^  + 32o| 
M X F/S s(m-l)(f-l) 
^211 4 + * 
M/S X E s(m-l)(l-l) 
^212 4 + 
F/S X E s(f-l)(l-l) 
^213 4 + 84I 
M X F/S X E s(m-l)(f-l)(1-1) 
^214 4 + 
Pooled error sl(mf-l)(r-l) 
^215 4 
Total slmfr-1 
^1 represents the number of environments. 
b 2 2 
OffiT and 0^2 are variances due to genotype x environment interactions for the 
males and fema].es, respectively. is the three-way interaction variance between 
males, females, and the environments. 
Table 14. Design II» Form of the pooled analysis of variance and expected mean 
squares (E.M.S.) across four environments for 20 sets 
Source d.f. M.S. E .M.S.^ 
Environments (E) 1-1 
Sets (S) s-l 
s/e 1(8-1) 
Replie ations/S/E sl(r-l) 
Males (M)/S s(m-i) %16 4 + 2*mf/l + 3^4 
Females (F)/S s(f-l) 
^217 4* + 8°mf ^  «4/1 + 32a| 
M x F/S s(f-l) 
^218 4. 2*mf/l + 
R/8/E sl(m-i ) 
^^219 4* 2*mf/l + 
P/S/E sl(f-l) 
^220 4.  ^^ mf/1 + ®°f/l 
M X F/S/E sl(m-l)(f-l) 
^221 4 + ^^mf/1 
Pooled error sl(mf-i)(r-i) 
^222 <^1 
Total slmfr-l 
a 2 2 2 
^To/1' ^f/1' ^mf/1 the variances due to males within environments, fe­
males within environments, and the interaction of males x females within the environ­
ment, respectively. The components have been defined in Tables 11-13-
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V = ^210 
(iii.ng) Mgii + 
represents the mean square and n^^ represents the respective 
degrees of freedom. Other mating design variance components 
can be directly tested using the mean squares and their ex­
pectations. Thus, for 
2 ^211 
"o' ®mf = ° Mjiij 
where n^^ = s(m-l)(f-l) and ng = s(m-l ) (f-1 )(1-1 ). This would 
be the test for dominance and/or dominant types of epistasis. 
Similarly, for 
2 ^212 Ho" "ml = O- the test is i and for 
iQi Ofi = u, xne test is Hn* G  0 th F/ % = 
These two F-tests would test the presence of interaction of 
additive an^/or additive type epistasis with environment. 
Finally, the interaction of dominance effects with environment 
can be tested with the null hypothesis, 
2 ^21^ 
«0" "mfl = ="1 the test is Ffn^.n^) = 5^ • 
By pooling the mean squares for m/S x S and F/S x E, a more 
2 2 powerful test of significance for and could be made 
because their expectations are the same. However, if the in­
teraction estimates are not significant, a more powerful test 
m p 
for the male and female (a^) sources of variation and the 
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interaction between them could be obtained by pooling all the 
sets within all the environments, as shown in Table 14. 
The Design II mating scheme also makes it possible to ob­
tain correlations among the different types of relatives that 
result. It is, therefore, possible to relate the design vari­
ance components to the covariances between the relatives. 
These relationships for the interpopulation are shown to be: 
- CovHS^g ' = CovHSgj^ » and 
= CovFS - (CovHSj^g + CovHSgj^) 
As was shown in section IV B, these design variance components 
can be translated in terms of interpopulation genetic variance 
components via the covariances among relatives, I will first 
define the design components from the interpopulation: 
2 2 G_2 and cr»2 are the male and female components of variance, 
"M Xo Jk 
respectively, from a Design II experiment 
(superscripts) with the males from population 
1 and the females from population 2 (sub­
scripts). 
2 2 a 2 and a^2 are the male and female components of variance, 
2 
respectively, from a Design II experiment 
(superscripts) with the males from population 
2 and the females from population 1 (sub­
scripts). 
2 
^mf the male x female component of variance. 
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The inbreeding coefficient of inbred lines used for the De­
sign II interpopulation crosses was 1. This coefficient 
appears as the superscript on the designation of relatives. 
The mating design components of variance can now be translated 
in terms of interpopulation genetic variance components, as 
shown in section IV B, thusi 
2^ _ (since inbreds were used as parents, Fs^i), 
~ " °Tir 
Also, 
c7?2 = aÎ2 = aÎ2 ' 
^2 ^ 
a^ 2 + a^ 2 = CovHsJg + CovHs|j^ 
= * i®AA + *®A + *°AA 
= "1 + 
2 
= , assuming no epistasis. 
Therefore I 
a^ Z = a^ Z = . 
The dominance deviation can be estimated as* 
cr^f2 = CovFS^ - CovHS^g - CovHS^^ 
( Co VPS 2 = CovFs|^ = CovFS^) 
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E. Mating Designs I and II Combined» 
Estimation of Variance Components 
In sections IV A to IV D, the interpopulation components 
of variance in the expectations of mean squares from the an-r 
alysis of variance (Tables 7-14) were translated in terms of 
covariances between relatives generated from the population 
cross. The translation of covariances between relatives (full-
sibs and half-sibs) into genetic variances have been shown 
previously for the interpopulation, using mating Design I and 
Design II, respectively. For the combined mating Design I and 
II estimates, mean squares from the analysis of variance are 
used as functions of genetic and environmental variances. 
The genetic model I am using in this study involves only 
additive genetic and dominance variances. Using matrix nota­
tion and combining the mean squares from Design I and Design II 
interpopulation experiments in the same matrix, the translation 
of the mean squares in terms of genetic and environmental vari­
ances for the model used can be achieved. Table 15 shows the 
matrix of translation of the mean squares in 2 groups of 10 
sets (Design I) and one group of 20 sets (Design II); all were 
pooled and combined over four environments, in terms of genetic, 
environmental and genetic by environmental variances. In 
Table 15, therefore, there are 17 equations to be solved and 
six parameters to be estimated. The parameters to be estimated 
includei 
A = additive genetic variance; 
Table 15» Matrix of mean squares for 2 groups of 10 sets (DI) and one group of 20 
sets (DII) pooled over sets and combined over four environments. Trans­
lations are in terms of genetic» environmental, and genetic x environ­
mental variances of the expected mean squares^ 
M.S. 0 AE DE En E II 
Males (M)/sets (S) M 
Females (F)/M/S M, 
Males/S X environments (E) M. 
Females /M/S x E M, 
Pooled error M 
17 
18 
19 
110 
111 
Design I 
(BSlOÇx BS11Ô) 
14.0 
2.0 
0 .0  
0 . 0  
0 . 0  
2.0 3.5 0.5 1.0 0.0 
2.0 0.5 0.5 1.0 0.0 
0.0 3.5 0.5 1.0 0.0 
0.0 0.5 0.5 1.0 0.0 
0.0 0.0 0.0 1.0 0.0 
Males (M)/sets (S) M 
Females (F)/K/S. M 
Males/S x environments (E) M 
Females/Ufl/S x E M. 
Pooled error M 
17 
18 
19 
110 
111 
(BSlOi X BSll?) 
14.0 
2.0 
0.0  
0 .0  
0 .0  
2.0 3.5 0.5 1.0 0.0 
2.0 0.5 0.5 1.0 0.0 
0.0 3.5 0.5 1.0 0.0 
0.0 0.5 0.5 1.0 0.0 
0.0 0.0 0.0 1.0 0.0 
A = interpopulation additivis genetic variance; D = interpopulation dominance 
deviation; AE = interpopulation additive x environmental interaction variance; 
DE = interpopulation dominance x environmental interaction variance; E% = inter-
population environmental variance for Design I; E-n. = interpopulation environmental 
variance for Design II. 
Table 15. (Continued) 
M.S. A D AE DE El %I 
Design II 
Males (M)/sets (S) 2^9 16.0 8.0 4.0 2.0 0.0 1.0 
Females (F)/S 
^210 16.0 8.0 4.0 2.0 0.0 1.0 
M X F/S «au 0.0 8.0 0.0 2.0 0.0 1.0 
IV'S X environments (E) 2^12 0.0 0.0 4.0 2.0 0.0 1.0 
F/S X E 
^213 0.0 0.0 4.0 2.0 0.0 1.0 
M X F/S X E 0.0 0.0 0.0 2.0 0.0 1.0 
Pooled error 
^215 0.0 0.0 0.0 0.0 0.0 1.0 
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D = dominance variance; 
AE = additive genetic by environment interaction variance; 
DE = dominance by environment interaction variance. 
Ej = experimental error among plots in the Design I; and 
Eji = experimental error among plots in the Design II. 
The expectations of variances and covariances of metrical 
characters in genetical experiments could be expressed as 
shown by Mather (19^9) as a sum of two genetic components (A 
measuring additive effects and D measuring dominance effects) 
and the appropriate environmental components E. If Y is the 
column vector of observed values (mean squares), X is the 
matrix of coefficients of the parameters to be estimated, 
B is the column vector of parameters to be estimated, and e 
is the column vector of random errors associated with each 
observation, then each of the equations in Table 15 can be 
represented by the model; 
Y = XB + e 
According to the Gauss-Markoff Theorem, given that: 
E(e) = ^ (null vector) and 
E(ee') = V(e) = V = o^.I, where I is the identity matrix, 
in such model, then the method of least squares gives the 
Best Linear Unbiased Estimates (BLU^) for B, This means that 
by the least squares method, the estimate (which is the Normal 
Equation): 
B = (X'X)"^ X'Y 
gives a minimum variance with 
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Y(B) = (X*X)"^0G .  
This method of estimation is correct only when the observed 
variances of mean squares are equal and covariances are 
uncorrelated. These conditions are seldom met in practical 
situations. Such restraints, as suggested by Mather (1949) 
could be overcome by a weighted least squares analysis. 
Silva (1974) in his intrapopulation components of variance 
studies, had good agreement between the weighted least squares 
estimates and the maximum likelihood estimates for the Design 
I and Design II combined. Hayman (i960) had indicated that 
the maximum likelihood method is simply an iterative weighted 
least squares method. In my study, the variances of the ob­
served mean squares are not all equal; in other words, the 
p 
matrix V(e) / o^.I but is diagonal with unequal, diagonal 
elements. This means that the method of least squares will 
not give the best estimates. To correct for the unequal 
variances of mean squares, I used the transformation of the 
observations Y to other variables Z such that 
Z = QB + f, where E(f) = 0 
V(f) = cy^.I 
and for F-tests to be valid, that f—'N(0,Og.I). 
The transformation involves the use of weighted least squares 
analysis. The estimates obtained by this simpler method (as 
compared to maximum likelihood method) can then be expressed 
in terms of the original variable, Y. Transforming the 
original model Y = XB + e by premultiplying it by the matrix 
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of weights, P"^, gives; 
P"^Y = p-^XB + P~^e 
The matrix of weights, P"^, used is a diagonal matrix with the 
reciprocals of the standard errors of mean squares in the 
diagonal and zeros elsewhere. The form of the new weighted 
model makes the variance of each weighted mean square equal to 
unity. Writing f = P"^e so that E(f) = 0 and 
E(ff) = V(f) 
then 
V(f) = E(ff*) = E(P"lee'P"l) 
= P"^E(ee*)P"^ 
= P"^PPP~^ag , since E(ee*) = var - cov(e) 
= *2 
= 10% = I.I = I 
Using the wei^ted equations ; 
p-ly _ p-lxB + P"^e or % = QB + f 
The least squares method gives the following normal equationsi 
Q'QB = Q*Z , which becomes 
X'V"^XB = X'V"^Y , then V = P'P = PP . 
The solution of the equations gives 
B = (X'V"^X)~^X'V"^Y 
and V(B) = (Q'Q)"^ag = (X'y~^X)"^cïg 
= (X'V'^X)"^ 
Thus s the weights used are the standard errors of the mean 
squares obtained as /df + 2 ' MS is the mean 
square and df is the respective degree of freedom. For the 
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weighting, the observed mean squares were divided by their 
respective standard errors. The normal least squares method 
was then used in the weighted equations to give the estimates 
with their respective standard errors. This procedure was done 
for each of the nine traits studied. 
P. Correlations Among Interpopulation Traits 
Additive genetic, dominance and phenotypic correlations 
were estimated for the n(n-l)/2 pairs of nine traits measured. 
A combined analysis of covariance for each pair of traits was 
used to obtain the respective components of covariation. From 
the pattern of mating in which males and females are randomly 
and independently sampled within each population and the ex­
perimental design in which their offspring are assigned to 
the replications at random, the expectations of mean products 
can be written in the form given by Mode and Robinson (1959), 
as shown in Tables 16 and 17. The additive genetic, dominance 
and phenotypic covariances are estimated from the expectations 
of mean products as done for the variances. Mode and Robin­
son (1959) have shown that the expectations of cross-products 
are the same as for mean squares. These covariance estimates, 
together with the variances, are then used for calculating the 
correlation coefficients. 
The additive genetic, dominance, total genetic, and 
phenotypic correlations between the nine traits studied were 
calculated for the two mating schemes. Design I and Design II. 
Table 16. Design Ii Form of the analysis of covariance and expectation of mean 
products (E.M.P.) for a pair of traits (X and Y) pooled over sets in four 
environments 
Source d.f. M.P. E.M.P.& 
Males {iyi)/sets (S) s(m-l) OxY + ZOs/mlXf/mlY IZ^miXmlY 
®^f/mXf/mY ^®^mXmY 
Females { F ) /m/S> sm( f-1) 
^12^12' a^Y + ZCf/mlXf/mlY G*f/mXf/mY 
Males/S x Env. (E) s(m-l)(l-l ) 
^13% 3' ^XY ^^f/mlXf/mlY ^^^mlXmlY 
Females/ïK^S/ x E sm(f-l)(l-:L) CTXY + 2*%/mlXf/mlY 
Pooled error sl(mf-l)(r--l) hsV *XY 
Expectation of mean product, where is the error covariance for traits X and 
Y; ^f/mixf/mlY covariance due to genotype x environment interactions for fe­
males within males between traits X and Y; ^njlXinlY covariance due to genotype 
X environment interactions for males between traits X and Y; ®f/niSf/mY covari­
ance of female effects between traits X and Y; and the covariance of male 
effects between traits X and Y. 
Table 1?» Design 11% Form of the analysis of covariance and expectation of mean 
products (E.M.P. ) for e. pair of traits (X and Y) pooled over sets in four 
environments 
Source d.f. M.P. E.M.P.* 
Males {M)/sets (S) s(m-l) OXY + ^^mflXmflY ®°itaXmfY 
®^mlXmlY ^^'^mXmY 
Females (F)/S s(f-l) 
^22^22* ^XY ^^mflXmflY G*mfXmfY 
®^flXflY ^^^fXfY 
M X F/S s(m-l )(f-l ) 
^23^23' OXY + ZOmflXmflY ^^'mfXmfY 
IV'S X env. (E) s(m-l)(l-l ) 2^4^ 24* (JXY + ZOmfixmflY ®^mlXmlY 
F/S X E s(f-l)(l-l) cJxY + ^%flXmflY ®^flXflY 
M X F/S X E s(m-l)(f-l)(l-l) ^ 26^26 OXY + ZOmflXmflY 
Pooled error sl(mf-l)(r-l ) 
^XY 
^'^mflXmflY the three-way interaction covariance between males, females and 
the environment between traits X and Y. 
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In section IV C, it was shown that, in the Design I (assuming 
no epistasis and F = 0), (a^ + ) = ia? ; 
®12 ™21 A(i2) ™ A 
^f/m ~ ^f/m ~ ^ G* Similarly, in Design II 
(F = 1), 20^= 20^ = 0^ , 0^f = 0^ . and 0^ + 0^ + 0^^ = 0^ . 
By definition then, the correlation coefficients were com­
puted as follows for Design I: 
0_.yY 
r. = — = additive genetic correlation, 
where 
^mXY ~ component of genetic covariance between traits 
X and Y; 
2 
^mX ~ M&lë component of genetic variation for trait X; 
and 
2 0mY = male component of genetic variation for trait Y. 
rjj = f/mXY" mXY — _ dominance correlation, 
^ ^ f/mX-^mX)(^f/mY~^mY) 
where 
^f/mXY ~ fsM&lG within male component of genetic 
covariance between traits X and Yj and 
2 2 
^f/mX'^f/mY ~ fe&ale within male component of genetic 
variation for trait X and trait Y, 
respectivelys 
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= total genetic correlation, 
^ V%2 12 
and 
+ a 
= f/mXY XY _ phenotypic correlation, 
where 
c^xY = error covariance for traits X and Y, and 
2 2 
a%.,Gy = error variance for trait X and trait Y, 
respectively. 
In the same way, correlation coefficients were computed for 
Design II, as followsi 
r. - ^mXY ^fXY r^ -
^ f X ) ( f Y ) 
where 
'fXY ~ ------ component of genetic covariation for 
traits X and Y; and 
2 2 
^fX'^fY ~ female component of genetic variation for 
trait X and trait Y, respectively. 
r = *mfXY 
D -
where 
V^2 2 
OfmX'^mfY 
^mfXY ~ nisle X female interaction covariance for 
traits X and Y; and 
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"^mfX'^mfY ~ ™2ile x female interaction variance for trait 
X and trait Y, respectively. 
^ _ ^mXY + *fXY + ^ mfXY 
-
and 
^ fX'^'^mfX ) ( ^mY"*"^ fY''"^mf Y ^ 
„ ^mXY ^fXY *mfXY ^XY 
( ^mx'^^f]^^mfx'^^x) ( Y"^^mfY"^^ Y ^ 
In obtaining estimates of correlation coefficients for the 
combined Designs I and II, the mean products are also used. 
Using the same genetic model and matrix notation as for the 
combined DI and II variance estimates (Table 15)» the mean 
products are converted into genetic, environmental and genetic 
by environmental covariances in the form shown in Table 18. A 
wei#ited least squares analysis (as used with the mean squares 
for the combined variance estimates) was used to solve the 
equations generated, in order to obtain the estimates of 
genetic, environmental and genetic by environmental covariances. 
The weights used were reciprocals of the standard errors of the 
mean products which is shown as: 
M 
[(MS^)(MS2) + (MPj^g)^] 
(df + 2) 
where 
MS^ = mean square for trait 1, 
MSg = mean square for trait 2, 
MP^2 = mean product for traits 1 and 2, and 
df = degrees of freedom for the mean product. 
Table 18. Matrix of mean products} for two groups of 10 sets (DI) and one group of 
20 sets (DII) pooled over sets and combined over four environments. 
Translation is in terms of genetic, environmental, and genetic x en­
vironmental covariances for a pair of traits^ 
M.P. AA' DD' AEA'E' DED'E' EEJ' EEJ-
Design I 
(BSIO? X BSlia) 
Males (M)/sets (X) 14.0 2.0 3.5 0.5 1.0 0.0 
Females (F)/M/S 2.0 2.0 0.5 0.5 1.0 0.0 
Males/8 x environments (E) M13M12 0.0 0.0 3.5 0.5 1.0 0.0 
FemaleS/M/S X E 0.0 0.0 0.5 0.5 1.0 0.0 
Pooled error 0.0 0.0 0.0 0.0 1.0 0.0 
(BSloa X B8119) 
Males (M)/sets (X) MlAl 14.0 2.0 3.5 0.5 1.0 0.0 
Females (F)/M/S 
^12^12 2.0 2.0 0.5 0.5 1.0 0.0 
Males/8 x environments (E) 0.0 0.0 3.5 0.5 1.0 0.0 
Females/^/S x E 0.0 0.0 0.5 0.5 1.0 0.0 
Pooled error 0.0 0.0 0.0 0.0 1.0 0.0 
AA' = additive genetic covariance; DD* = dominance covariance; and AEA'E* = 
additive x environmental interaction variance ; DED'E' = dominance x environmental 
interaction covariance; EEj* = environmental covariance for Design I; EE^^' = environ­
mental covariance for Design II. 
Table 18. (Gontinue d) 
M. P. AA' DD' AEA'E' DED'E' EEj* EE,i' 
Design II 
Maies (M)/sets (S) 16.0 8.0 4. 0  2.0 0.0 1.0 
Females (F)/S 
^22^22* 16.0 8.0 4. 0  2.0 0.0 1.0 
M X F/S 
M/S X E 
^24^^24' 
0.0 
0.0 
8.0 
0.0 
0.0 
4 . 0  
2.0 
2.0 
0.0 
0.0 
1.0 
1.0 
F/S X E 
M X F/s X E 
0.0 
0.0 
0.0 
0.0 
4. 0  
0.0 
2.0 
2.0 
0.0 
0.0 
1.0 
1.0 
Pooled error 
^27^27' 0.0 0.0 0.0 0.0 0.0 1.0 
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The standard error estimates thus obtained are unbiased. For 
the weighting, the mean products were divided by their respec 
tive standard errors, before the least squares method was 
applied to solve the resulting weighted equations. 
The correlations were calculated using the following re­
lationships; 
A  A t  
r. = —— = additive genetic correlation, 
A V(A)(A') 
where A is the additive genetic variance for trait X; 
A* is the additive genetic variance for trait Y; and 
AA' is the additive genetic covariance among the traits 
X and Y. 
DD' 
r_ = dominance correlation. 
D V(D)(D') 
where D is the dominance variance for trait X; 
D' is the dominance variance for trait Y ; and 
DD' is the dominance covariance among the traits X and Y. 
GG' 
r« = = total genetic correlation. 
° V(Q)(G') 
where G is the genetic variance for trait X = A + D; 
G' is the genetic variance for trait Y = A' + D'j 
GG* is the genetic covariance among the traits X and Y = 
AA' + DD' . 
EE * 
= = error correlation. 
® V(E)(Z'} 
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where E is the error variance for trait X; 
E* is the error variance for trait Y; and 
EE' is the error covariance among the traits X and Y. 
PP * 
TT, = = phenotypic correlation, 
where P is the phenotypic variance for trait X = G + E + GE; 
P' is the phenotypic variance for trait Y = G* +E' + G'E'; 
and 
PP* is the phenotypic covariance for traits X and Y = 
GG' + EE* + GE G'E', where 
GE is the genotype by environment interaction variance 
for trait X = (AE) + (DE); 
G'E' is the genotype by environment interaction variance 
for trait Y = (A'E* ) + (D'E'); and 
GE,G'E' is the genotype by environment interaction covariance 
for traits X and Y = (AA' x EE') + (DD' x EE'). 
G. Expected Genetic Progress from Reciprocal 
Full-sib Selection (RFS) 
Basically, reciprocal full-sib selection is aji inter-
population recurrent selection scheme that evaluates and 
selects full-sib progenies generated from crossing two popula­
tions. The expected gain from selection, therefore, refers 
to the improvement of the population cross. The expected 
genetic change from selection for yield and other traits could 
be predicted from the general formulai 
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AG = C.H.D, where 
AG = genetic gain from selection; 
C = parental control in the selection scheme ; 
H = heritability in the narrow sense; and 
D = selection differential. Assuming normal distribution 
in the two populations, this can be represented as» 
(X - X) = k'O , where X is the mean of the selected S p S 
full-sib families, X is the grand mean of the inter-
population families, and k is the function of selec­
tion intensity in standard units. 
In my studies, I obtained estimates of interpopulation 
genetic variances. Therefore, in terms of the genetic vari­
ances estimated from the combined analyses of variance, and 
taking the parental control (c) as one (1) because the selec­
tion unit is the same as the recombination unit in reciprocal 
full-sib selection, the expected genetic progress, AG, per 
cycle can be expressed as (G. F, Sprague and S. A. Eberhart, 
1977. Com Breeding. In Com and Com Improvement. In 
- • (i) al 
"(12) 
where 
all the variance components are defined for the population 
cross (interpopulation), k is the standardized selection dif­
ferential, r is the number of replications per environment. 
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and 1 is the number of environments. The parental control, c, 
is unity (one) and is not shown in the formula. 
The expected progress from selection was computed using 
Design I (Dl) estimates, Design II (DII) estimates, and DI and 
DII estimates combined. 
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V. RESULTS 
A. Analysis of Variance 
General means and standard errors of the means for the 
nine traits measured for 480 Design I (DI) and 320 Design II 
(DII) full-sib progenies in the variety cross, BSIO x BSll, 
are presented in Table 19. All of the traits, with the ex­
ception of days to silk emergence, were measured in four en­
vironments (Ames - 1973. 1974, and 1975; and Ankeny - 1973). 
Days to silk were measured in three environments (1973» 1974, 
and 1975 in Ames). Table 19 also shows the coefficient of 
variability (C.V.) for the traits. Except for the very high 
C.V.'s for tiller number and tiller height, the C.V.'s were 
acceptable. The C.V.'s range from 3*98# for ear diameter to 
11.59# for grain yield. The relatively high C.V.'s recorded 
for tiller number and tiller height (73*83# and 66.38#, re­
spectively) could be due to the high experimental errors 
associated with the traits, irrespective of the size of the 
trait means. 
To obtain a valid comparison between the DI and DII means, 
a t-test of the difference (d) between the full-sib means was 
computed. The formula used in this case was s 
t = , where d = or vice versa 
^FSII " ^ FSI * 
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Table 19. General means and coefficient of variation for nine 
traits measured for the interpopulation (BSIO x 
BSll) in the Design I and Design II experiments 
Trait Design I Design II 
Silk (days)^ 23.54 ± 0,28 
(7.62)0 
24.53 ± 0.22 
(4.55) 
Ear height (cm) 117.08 ± 1.06 
(8.89) 
122.80 ± 0.91 
(5.49) 
Tiller number 4.07 ± 0.36 
(73.83) 
5.04 ± 0.34 
(47.82) 
Tiller height (cm) 96.50 ± 7.76 
(66.38) 
98.07 7.45 
(60.75) 
Ear length (cm) 19.01 ± 0.17 
(7.38) 
18.71 ± 0.14 
(5.66) 
Ear diameter (cm) 4.63 ± 0.03 
(4.70) 
4.51 ± 0.03 
(3.98) 
Cob diameter (cm) 2.78 ± 0.02 
(5.62) 
2.67 ± 0.02 
(4.88) 
Kernel depth (cm) 1.85 ± 0.02 
(9.71) 
1.81 ± 0.02 
(9.25) 
J / -.«-.J- \ 
xxexu V e /  /  K t 00 
(11.59) 
^ A 1 ^ ^ ^ 6UU.?0 = p. iU 
(11.41) 
^Days from July 1 to 50^ silk emergence» 
^Numbers in parentheses are coefficient of variation in 
percent (C.V., fo)» 
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• 
2 2 
and are respective error mean squares in DI and 
DII; and 
r^ and r^j are number of entries (480 and 320), respec­
tively) from which the means were obtained. 
The degrees of freedom for the test were those for the error 
mean squares. The t-tests showed that the means for days to 
silk emergence, ear height, and tiller number in DI full-sibs, 
were significantly different (5^ and Vfo probability levels) 
from those obtained in the DII full-sib progenies. The ob­
served differences (Table 19) in these three traits were, 
however, very small. There were no significant differences 
between the full-sib progenies of Design I and the full-sib 
progenies of Design II in the variety cross (interpopulation) 
for each of the other six traits measured. Most of the traits, 
including Yield (200.35 g/plant and 200.98 g/plant for DI and 
DII, respectively) show striking similarities. A definite 
trend, however, was shown by the estimates of standard error 
(SE) and coefficient of variability. For all the traits, 
the C.V. was lower for the DII than the DI. Days to silk, ear 
height, tiller number, tiller height, and ear length have lower 
SE estimates for DII than DI, while for ear diameter, cob 
diameter, and kernel depth, the SE estimates are the same. 
Yield had a slightly higher SE in DII than DI. 
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An analysis of variance for all the 20 sets combined 
across the four environments was computed for each of the 
traits. The combined analysis of variance in the DI and DII, 
together with the results of the F-tests for the deviation of 
the mean squares from zero, are presented in Tables 20 and 21. 
Highly significant differences (1^ probability level) were 
observed among the males and females in DI and DII for all the 
traits measured. The significant F-tests confirm the presence 
of genetic variability for all the traits in the interpopula­
tion. Significant interactions iSf" and 1% probability levels) 
among the males and females in both mating designs with 
environments were indicated for all traits except days to 
silk, ear diameter, and cob diameter in DI. Only the male 
interaction with the environment (significant at 1% level) 
was, however, indicated for ear length and kernel depth in DI. 
This observation also confirms the presence of genetic by en­
vironment interaction variability for all the traits studied, 
as indicated also in the DII analyses. Significant interac­
tions {Vfo level) also were recorded for the interaction of 
males and females in DII (confirming presence of dominance type 
of genetic variability for the assumption of no epistasis) for 
all nine traits. The interaction between males and females 
with environment also was shown to be significant for all 
traits, except cob diameter. For a mors sensitive F-test, the 
analysis of variance was pooled over the 20 sets and four 
environments for the DI and DII. The pooled analysis of 
Table 20. Combined analysis of variance for 20 sets across four environments for 
ear height, tiller number and tiller height and three environments for 
days to silk in Design I and Design II 
Source DF® 
Mean squares 
Days to 
silk 
Ear 
height 
Tiller 
number 
Tiller 
height DF^ 
Design I 
Male (M)/set (S) 
Female (F)/F/S 
Environment (E) x 1%/S 
E X F/M/S 
Pooled error 
Male (M)/set (S) 
Female (F)/S 
(M X F)/8 
Environment (E) x 
Environment (E) x 
E X (M x F)/S 
Pooled error 
M/S 
F/S 
60 39.14** 3135.94** 
400 3.57** 471.36** 
120 3.33 119.05** 
800 2.52 71.69** 
1380 2.79 60.22 
Design II 
60 35.20** 1930.48** 
60 36.78** 2565.27** 
180 4.25** 189.70** 
120 2.86** 98.02** 
120 2.09* 132.85** 
360 1.69** 53.02** 
900 1.24 45.47 
145.49** 25333.01** 60 
34.29** 7747.34** 400 
16.31** 4523.33** 180 
8.26** 3856.74** 1200 
6.41 3485.65 1840 
206.68** 27634.90** 60 
260.49** 33140.32** 60 
20.16** 6343.96** 180 
19.55** 5083.04** 180 
17.08** 4501.16** 180 
7.34** 3558.29** 540 
5.81 3549.86 1200 
^DF = degree of freedom; days to silk were recorded in three environments. 
^DF for traits measured in four environments. 
*,**Significant at the 5^ and Vfo levels of probability, respectively, in this 
table and the following tables. 
Table 21. Combined analysis of variance for 20 sets across four environments for 
five traits in Design I and Design II 
Mean squares 
Source DF 
Ear 
length 
xloZ 
Ear 
diameter 
xlo2 
Cob 
diameter 
xlo2 
Kernel 
depth 
xlo2 Yield 
Design I 
60 2578.49** 63.04** 27.54** 34.02** 3789.10** 
M/S 
400 533.67** 13.58** 7.76** 6.25** 1075.42** 
180 199.76** 5.15 2.32 3.59** 1112.21** 
1200 163.69 3.58 1.69 2.89 539.54** 
1840 176.64 5.39 2.46 3.06 465.49 
Design II 
60 2676.26** 58.62** 22.47** 37.89** 2723.32** 
60 3025.22** 75.28** 28.69** 44.99** 5493.26** 
M/S 
180 350.52** 6.61** 3.09** 4.40** 1152.87** 
180 197.09** 6.11** 2.66** 4.97** 1194.51** 
P/S 180 294.91** 5.60** 3.06** 4.57** 1261.67** 
540 132.51** 4.25** 1.67 3.64** 616.69** 
1200 112.12 3.22 1.74 2.80 525.66 
Male (M)/set (S) 
Female (F)/M/S 
Environment (E) x 
E X P/M/S 
Pooled error 
Male (M)/set (S) 
Female (F)/S 
(M X F)/S 
Environment (El) x 
Environment (E) x 
E X (M x F)/S 
Pooled error 
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variance for yield is shown in Table 22. Significant tests 
(1^ level) were shown for the males and females in both designs 
and for the male by female interaction in DII. However, the 
significant interactions with environments in the sources of 
variation indicated in the combined analysis (Tables 20 and 
21) nullify the validity of the F-tests in the pooled analysis. 
B. Estimates of Interpopulation Genetic Variances 
For the estimation of the components of genetic variance, 
error variance, and their interactions, I used the simple 
genetic model that includes only the additive (c»y^) and 
dominance (a^) portions of the genetic variation and the 
2 2 interaction of these (a^ and Ojjg) with the environments, and 
the experimental error (a^). I have assumed the absence of 
epistatic effects. Since the estimates of the variance com­
ponents are linear functions of mean squares, the variance of 
such estimates can be described as a function of the variances 
of the mean squares contributing to the estimates. Conse­
quently, all mean squares that showed significant differences 
from zero should give significant estimates of the genetic 
variance components. 
In this study, I have three estimates for each of the 
five variance components reported. Three estimates were de­
rived from each of the two mating designs, DI and DII, and a 
combination of the two designs, DI,II. For DI, the estimates 
were obtained in two ways, as described in section IV C. First, 
Table 22. Analysis of variance pooled over 20 sets in four experiments for yield 
in Design I and Design II 
Design I Design II 
Source DP Mean squares Source DF Mean squares 
Environments (E) 3 156090.75** E 3 67963,27** 
Sets (S) 19 3597.16** S 19 9457.57** 
S/E 57 3057.90** S/E 57 4635.64** 
Replications (R)/S/E ; 80 610,81 VS/E 80 1398.15** 
Males (M)/S/E 240 4901.31** VS/E 240 1826.71** 
Females (F)/IY/S/E 1600 1605.97** F/S/E 240 2319.57** 
Pooled error 1840 996.03 M X F/S/E 720 750.73** 
Pooled error 1200 525.66 
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variance components were estimated for the two groups of 
progenies, 12 and 21, for all traits. The interpopulation 
variance components were then calculated as i(12) = |-(12 + 21). 
Second, the interpopulation estimates were obtained directly 
from the analysis of the data for all progenies together. 
Table 23 shows the estimates of genetic and error variance 
components with their standard errors for nine traits for the 
two groups of progenies, 12 and 21, in Design I. Except for 
? 2 P 
tiller number, the two estimates of a. (0. and a. ) show no 
^ ^12 ^21 
significant differences for all traits, as well as the esti^ 
mates of (cr^ and ). There are no significant dif-
12 21 ^ ^ 
ferences between the two estimates of cr^ (a-. and ) for 
° ^12 ^21 
the five traits, days to silk, ear height, ear length, ear 
diameter, and yield. However, for tiller number, tiller 
height, and two yield components, cob diameter and kernel 
2 depth; significant differences were shown between the two 
estimates. Some of these estimates of are either negative 
or nonsignificantly different from zero. Most of the two es-
timates of for the traits, except ear height and tiller 
number, show significant differences. Significant differences 
2 
were detected for the two estimates of a for all traits except 
tiller height, ear length, and yield. The occurrence of sig­
nificant differences between the two estimates of variance 
components shown in Table 23, is an indication of the presence 
of reciprocal or maternal effects for the relevant traits. In 
terms of the additive genetic variance (a^) therefore, there 
Table 23. Estimates of genetic and error variance components 
with their standard errors for nine traits for the 
two groups of progenies, 12 and 21, in Design I 
Variance component estimates 
Trait* 4 
Days to silk 12 
21 
C 
2.08 ± 0.65 
2.88 ±^0.99 
NSb 
-0.09 ± 
1.19 ± 
NS 
0.42 
0.70 
Ear height 12 
21 
C 
210.00 ± 
226.21 ± 
NS 
62.38 
68.55 
-44.04 ± 
7.51 ± 
NS 
44.24 
48.66 
Tiller number 12 
21 
C 
15.14 ± 4.71 
2.06 ± 1.40 
Sb 
-3«59 ± 
12.42 ± 
S 
3.35 
1.01 
Tiller height 12 
21 
0 
2313.68 ± 
506.17 ± 
NS 
744.52 
328.69 
-971.02 ± 
2041.77 ± 
S 
528.76 
238.69 
Ear length 
(x 10%) 
12 
21 
C 
183.86 ± 
150.94 ± 
NS 
57.67 
50.27 
-19.81 ± 
55.00 ± 
NS 
40.94 
35.77 
Ear diameter 
(x 10%) 
12 
21 
C 
3.56 ± 
4,42 ± 
NS 
1.17 
1.47 
0.12 ± 
1.91 ± 
NS 
0.83 
1.04 
Cob diameter 12 0 . 68 d: 0.35 2.29 ± 0.25 
(x 10^) 21 C 
2 . 51 =: 
NS 
0.81 0.59 i 
S 
0.57 
Kernel depth 
(x 10%) 
12 
21 
C 
2.64 ± 
1.87 ± 
NS 
0.78 
0.64 
-1.76 ± 
0.61 ± 
s 
0.56 
0.46 
Yield 12 
21 
C 
204.05 ± 
151.28 ± 
NS 
88.15 
73.16 
63.04 ± 
126.51 ± 
NS 
62.74 
52.20 
12 is the estimate for progenies from the variety cross 
BSIO X BSll; 21 is the estimate for progenies from the re­
ciprocal cross BSll X BSIO; C is the comparison between the two 
estimates, 12 and 21, using twice their respective standard 
errors. 
^NS = nonsignificance of the two estimates; S = signifi­
cant difference of the two estimates. 
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Variance component estimates 
"Ie 
0.20 ± 
0.34 ± 
NS 
0.14 
0.28 
-1.83 ± 
0.20 ± 
S 
0,09 
0.17 
2.47 ± 
3.10 ± 
S 
0.13 
0.17 
21.93 ± 
9.64 ± 
NS 
6.87 
5.16 
-17.52 ± 
-31.83 ± 
NS 
4.97 
3.79 
68.97 ± 
51.46 ± 
S 
3.21 
2.40 
3.66 ± 
1.70 ± 
NS 
1.04 
0.59 
0.40 ± 
1.63 ± 
NS 
0.75 
0.43 
7.87 ± 
4.96 ± 
S 
0.37 
0.23 
408.43 ± 
35.97 ± 
NS 
259.22 
209.78 
-40.17 ± 
1080.16 ± 
S 
192.94 
160.07 
3647.79 ± 
3323.51 ± 
NS 
744.52 
154.79 
23.79 ± 
0.26 ± 
NS 
11.38 
9.27 
-97.22 ± 
21.37 ± 
S 
8.48 
7.14 
I89.OO ± 
164.27 ± 
NS 
8.80 
7.65 
0.63 ± 
0.42 ± 
NS 
0.30 
0.22 
—6.67 i 
1.60 ± 
S 
0.23 
0.17 
7.05 ± 
3.72 ± 
S 
0.33 
0.17 
0.24 ± 
0 « 18 z 
NS 
0.13 
0.11 
-2.60 ± 
0.92 ± 
S 
0.10 
0.08 
2.95 ± 
l.°S ± 
s 
0.14 
0.09 
0,29 ± 
0.18 ± 
NS 
0.21 
0.16 
—0.76 ± 
0.37 ± 
s 
0.16 
0.12 
3.41 ± 
2.70 ± 
S 
0.16 
0.13 
213.26 ± 
174.52 ± 
NS 
58.35 
52.89 
-152.53 ± 
24.97 ± 
S 
41.86 
38.05 
498.50 ± 
432.48 ± 
NS 
23.22 
20.14 
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are no reciprocal or maternal effects shown by all the traits 
studied, except tiller number. Grain yield from the compari­
son of the two estimates of the variance components shows no 
reciprocal or maternal effects. Estimates obtained for the 
variance components when all DI progenies were analyzed to­
gether, and not identifying crosses or reciprocal crosses, were 
half the magnitude of estimates obtained from the two groups 
p 
of progenies (Table 24) using the relationship +0. ) = 
^12 ^21 
ïo\ (DI'). 
^(12) 
The three estimates of interpopulation genetic and error 
variance components with their standard errors and the ratio 
of dominance variance to additive genetic variance for nine 
traits are presented in Tables 25 and 26. The estimates of 
additive genetic variance, a?l (DI), a?2 (DII) and 
2 A(12) ^(12) 
a. (DI,11) were significant and positive for all traits. 
A(12) 2 
For DI, the estimates of o^l were greater than twice their 
"(12) 
standard errors for all the traits. Also, the estimates of 
2 
<7.2 for DII were greater than twice the values of their 
A(12) 
standard errors for all traits. All the estimates of additive 
genetic variance in both designs were actually greater than 
three times the magnitude of their respective standard error. 
In the combined DI,II, except for tiller height and yield, 
2 
all other traits had estimates of û. , greater than twice 
*(12) 
the standard errors. In this desi^ combination, although 
2 
^kt estimates for tiller height and yield were greater than 
\ / 
their standard errors, they were not twice as large as in the 
Table 24. Estimates of interpopulation genetic and error 
variance components with their standard errors for 
nine traits in Design I 
Variance component estimates 
Trait* 4 Hiz) 
Days to silk DI 2.48 db 0.59 0.55 ± 0.58 
DI* 4.96 dt 1.64 1.10 i : 1.16 
Ear height DI 218.10 47.03 -18.27 ± 46.45 
DI* 436.22 ± 130.94 -36.54 ± 92.90 
Tiller number DI 8.60 ± 2.19 4.42 ± 2.17 
DI* 17.20 6.12 8.84 ± 4.36 
Tiller height DI 1409.92 ± 384.15 535.38 ± 381.60 
DI* 2819.86 db 1073.22 1070.76 ± 767.46 
Ear length DI 167.40 db 38.77 17.60 db 38.35 
(x 10%) DI* 334.80 107.94 35.20 ± 76.72 
Ear diameter DI 3.99 ± 0.95 1.01 ± 0.94 
(x 10%) DI* 7.98 ± 2.64 2.04 ± 1.88 
Cob diameter DI 1.60 ± 0.42 1.44 ± 0.41 
(x 10%) DI* 3.20 db 1.16 2.88 ± 0.82 
Kernel depth DI 2.26 db 0.51 -0.57 ± 0.51 
(x 10%) DI* 4.52 ± 1.42 —1.16 ± 1.02 
Yield DI 177.67 57.91 94.77 ± 57.46 
DI* 355.34 db 161.32 .189.54 ± 114.94 
DI estimates were obtained from the analysis of all 480 
full-sib progenies; DI' estimates were obtained from the 
separate analysis of the two groups of 240 full-sib progenies 
followed by the combination of the separate estimates in the 
relationship ) = ia? 
^12 ^21 A(12) 
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Variance component estimates 
_2 
*(12) 
0.27 d: 0.15 -0.07 ± 0.13 2.79 0.11 
0.54 0.42 -1.64 ± 0.26 5.58 d: 0.30 
15.79 ± 4.27 7.15 ± 4.39 60.22 db 1.98 
31.58 ± 12.04 49.36 dt 9.36 120.44 ± 5.62 
2.68 ± 0.58 1.02 ± 0.59 6.41 ± 0.21 
5.36 ± 1.64 2.04 dt 1.18 12.84 ± 0.60 
222.20 ± 166.53 519.99 db 177.07 3485.65 ± 114.86 
444.40 ± 469.00 1040.00 ± 353.02 6971.30 ± 899.32 
12.02 ± 7.33 -37.93 ± 7.83 176.64 db 5.82 
24.04 ± 20.66 -75.86 db 15.62 353.28 d: 16.46 
0.52 0.19 -4.14 ± 0.20 5.39 ± 0.18 
1.06 ± 0.52 -5.08 ± 15.62 10.78 ± 0.50 
0,21 ± 0.08 -1.76 ± 0.09 2.46 db 0.08 
0.42 ± 0.24 —1.68 ± 0.18 4.94 ± 0.24 
0.23 0.13 -0.57 0.14 3.06 ± 0.10 
0.48 db 0.38 ' -2.00 ± 0.28 6.12 db 0.30 
193.89 ± 39.53 -63.78 40.16 465.49 15.34 
387.78 111.22 -127.56 ± 79.92 930.98 43.36 
Table 25. Estimates of interpopulation genetic and error 
variance components with their standard errors, and 
the ratio of dominance variance to additive genetic 
2 2 
variance (0^0^) for four traits in Design I, De­
sign II, and Design I,II combined 
Variance component estimates 
Trait Design 
-A A(12) "Of 12) 
Days to silk DI 2.48 ± 0.59 0.55 ± 0.58 
DII 1.93 ± 0.20 0.32 ± 0.06 
IK,II 2.27 ± 0.32 -O.O5 0.41 
Ear height DI 218.10 ± 47.O3 -18.2? ± 46.4$ 
DII 124.73 ± 12.92 17.09 ± 2.52 
DI.II 185.75 ± 60.78 -52.05 ± 72.13 
Tiller number DI 8.6O ± 2.19 4.42 ± 2.17 
DII 12.65 ± 1.34 1.60 ± 0.27 
DI.II 9.58 6 4.26 5.15 ± 4.92 
Tiller height DI 1409.92 ± 384.15 535.38 ± 38I.6O 
DII 1425.61 ± 175.11 348.21 ± 87.41 
DI.II 1420.00 ± 755.08 362.67 ± 876.08 
^he ratio is expressed in 
^Two estimates of error variance were obtained for com­
bined DI,II; E^ is the error variance associated with DI (the 
first value); Eg is the error variance associated with DII 
(second value). 
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Variance component estimates 
""^(12) *(12) 
af 
A(12) 
0,27 ± 0,15 -0.07 ± 0.13 2.79 ± 0.11 22 
0.20 ± 0.04 0,22 ± 0,07 1.24 ± 0.06- 17 
—0*01 sb 0.19 0.54 ± 0.33 3.71 ± O.33S 0 
0.92 ± 0.10° 
15.79 ± 4.27 7.15 ± 4.39 60.22 ± 1.98 0 
15.60 ± 1.58 3.78 ± 1.84 45.47 ± 1.77^ 14 
16.42 ± 26.91 63.66 ± 49.74 222.47 ± 23.39c 0 
-25.87 ± 3.01* 
2.68 ± 0.58 
2.75 ± 0.25 
4.03 ± 1.72 
222.20 ± 166.53 
308.45 ± 68.41 
256.04 ± 287.36 
1.02 ± 0.59 
0.76 ± 0.25 
-1.73 ± 3.18 
519.99 ± 177.07 
421.00 ± 128.24 
111.42 ± 447.18 
6.41 ± 
5.81 ± 
-0.38 ± 
9.03 ± 
0.21 
0.23, 
0.00; 
1.02' 
3485.65 ± 114.86 
3549.86 ± 138.07, 
3656.06 ± 268.80* 
3461.92 ± 328.10-
51 
54 
4 
24 
26 
Table 26. Estimates of interpopulation genetic and error 
variance components with their standard errors, 
and the ratio of dominance variance to additive 
2 2 genetic variance for five traits in Design 
I, Design II, and Design I,II combined 
Trait Design 
Variance component estimates 
17.60 38.35 
27.25 ± 4.70 
14.89 ± 62.20 
1.01 ± 0.94 
0.30 ± 0.09 
-0.05 ± 1.20 
1.44 0.41 
0.18 ± 0.04 
-0.17 ± 0.46 
-0.57 ± 0.51 
0.09 ± 0.06 
0.14 ±. 0.89 
94.77 dz 57.46 
67.02 ± 15.82 
65.92 db 107.06 
Ear length 
(x 10%) 
Ear diameter 
(x 10%) 
Cob diameter 
(x 10%) 
Kernel depth 
(x 10%) 
Yield 
DI 167.40 ± 38.77 
DII 149.17 ± 16.29 
DI,II 160.00 ± 53.83 
DI 3.99 ± 0.95 
DII 3.67 ± 0.38 
DI.II 4.00 ± 1.04 
DI 1.60 ± 0.42 
DII 1.33 ± 0.15 
DI,II 1.68 ± 0.39 
DI 2.26 ± 0.51 
DII 2.24 ± 0.24 
DI.II 2.18 ± 0.77 
DI 177.67 ± 57.91 
DII 177.75 ± 27.26 
DI.II 179.77 ± 91.58 
^The ratio is expressed in 
^Described as in Table 25. The DF in the S#E. of ^ (12) 
for DI.II was obtained from the approximation of Cochran (I951) 
9 Mi 
as» (Z M, r/Z -i- . 
i ^ i ^ i 
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Variance component estimates 
""^12) 
_2 
^ (12) A(12) 
12.02 
28.37 
14.00 
± 
± 
db 
7.33 
3.43 
22.84 
-37.93 ±. 
10.20 ± 
24.52 ± 
7.83 
4.58 
40.14 
176.64 ± 
112.12 d= 
173.27 ± 
113.28 ± 
5.82 
4.36, 
15.86% 
12.27° 
11 
18 
9 
0.52 
0.40 
0.10 
± 
± 
± 
0.19 
0.08 
0.04 
-4.14 ± 
0.51 ± 
0.73 ± 
0.20 
0.14 
0.74 
5.39 ± 
3.22 db 
5.14 ± 
3.21 ± 
0.18 
o.iih 
0.46^ 
0.35b 
25 
8 
0 
0.21 
0.30 
—0.08 
± 
± 
0.08 
0.04 
0.16 
-I.76 ± 
—0.03 i 
0.46 ± 
0.09 
0.06 
0.24 
2.46 ± 
1.74 ± 
3.28 ± 
1.37 6 
0.08 
0.07% 
0.28° 
0.14% 
90 
13 
0 
0.23 
0.28 
0.32 
± 
0.13 
0.07 
0.30 
-0.57 ± 
0.42 ± 
0.22 ± 
0.14 
0.12 
0.51 
3.06 ± 
2 « 80 i 
2.23 ± 
3.18 ± 
0.10 
0.11% 
0.20° 
0.11^ 
0 
4 
6 
193.89 
152.85 
168.27 
± 
± 
± 
mi 
39.61 
-63.78 ± 
45.51 ± 
27.65 ± 
40.16 
21.58 
54.33 
465.49 ± 
525.66 ± 
483.16 ± 
515.62 ± mi" 
38 
37 
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individual designs. 
Some of the three estimates of dominance variance 
(a? )computed by the three procedures were negative. In DI, 
"(12) 
negative estimates were obtained for ear height and kernel 
depth; the remaining traits, days to silk, tiller number, 
tiller height, ear length, ear diameter, cob diameter and yield, 
had positive estimates. All estimates of DII were positive. 
Negative estimates of dominance were obtained in DI,II, for 
days to silk, ear height, ear diameter, and cob diameter. All 
the estimates in DI,II, whether positive or negative, 
°(12) 
were associated with relatively large standard errors; hence, 
all estimates were not different from zero. Kernel depth 
shows estimates of at that are not significantly different 
°(12) 
from zero for all three estimation procedures. 
The three estimates of the interaction of the genetic 
variances with environment were significant and positive in 
most instances. The additive x environment interaction vari-
p 
ance (o._ ) estimates were positive for all traits in the 
^(12) 
DI, DII, and DI,II except for days to silk, ear height, and 
cob diameter in DI,II. More negative estimates were obtained 
for the dominance x environment interaction variance 
p p 
(On_ ). In DI, estimates for days to silk, all of 
°^(12) DE(i2) 
the yield components (ear length, ear diameter, cob diameter, 
and kernel depth/, and yield, were negative, in DII and DI,II, 
.2 
'(12) 
tiller number, respectively. 
estimates of Cgg were negative only for cob diameter and 
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2 The estimates of experimental error variances, ^ (2.2)' 
showed significant deviations from zero, except those for Eg 
for ear hei^t and for tiller number in which are 
also negative. Except for tiller height and yield, estimates 
2 
of ^ (12) tend to be larger than those in DIX for the 
traits. This could be an indication of greater variability 
among plants in a plot for the uniform genotypes generated in 
Design II plots than in the heterogeneous materials of Design 
I plots because of environmental effects. The estimates of 
experimental error from DI also include plant-to-plant 
variation due to genetic and environmental variance, whereas 
the estimates from DII include only plant-to-plant environ­
mental variance. 
2 2 
The ratio a_. /a. is a measure of the estimates of 
0(12) A(12) 
dominance variance in relation to the estimates of additive 
genetic variance in the interpopulation. Values for all 
traits indicate that the additive genetic variance (erf ) 
A(12) 
is the more important component of genetic variance in the 
variety cross. Cob diameter showed the highest value, with 
a? being 90^ of the a? . Yield and tiller number had 
^(12) *(12) 
53/S and 515^» respectively, of the total genetic variance that 
was due to dominance varissice. The remaining traits ranged 
from a low of 6% (for kernel depth) to as much as Z6% (for 
tiller height) of the a? for the crS . Differences in 
*(12) ®(12) 
2 2 
values of the ratio of at to at are, however, shown for 
°(12) A(12) 
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the three designs for all traits. There was, also, no regular 
trend in the three values from trait to trait. Zero values 
are shown for the traits which have negative estimates of 
C. Interpopulation Correlations 
In Design I (Dl) and Design II (DII), the mean squares 
and mean products from the combined analyses of variance and 
covariance were used in computing the design components of 
variance and covariance. The design components are used to 
compute the correlation coefficients among all the traits 
studied, as shown in section IV F. In the combined DI and 
DII, from the mean squares and mean products, the genetic vari­
ances and covariances among traits were estimated using 
weighted least squares to solve the 17 equations generated in 
the matrices of mean squares and mean products. By use of the 
procedures described in section IV F, with the variance esti­
mates obtained for every trait and the estimates of covariances 
among pairs of traits, several types of correlation coeffi­
cients were computed. The correlation coefficients of addi­
tive genetic correlation (r^), dominance correlations (r^), 
genotypic correlations (rg), phenotypic correlations (rp), and 
error correlations (r^) among all traits are presented in 
Tables 2? to 40. 
For the additive genetic correlations (r^), highest 
coefficients were obtained between tiller height and tiller 
Table 2?. Additive genetic correlation coefficients (r.) among nine traits for the 
interpopulation (BSIO x BSll) in Design I 
Traits 
Trait 
Days to 
silk 
Ear 
height 
Tiller 
number 
Tiller 
height 
Ear 
length 
Ear Cob Kernel 
diameter diameter depth 
Ear height 0.36 
Tiller number -0.21 -0.25 
Tiller height 0.00 - 0 , 2 5  0.95 
Ear length 0.16 0.07 -0.08 0.05 
Ear diameter 0.26 0.44 0.04 0.01 -0.33 
Cob diameter 0.32 0.37 0.00 -0.10 0.12 0.68 
Kernel depth 0.12 0.28 0.02 0.07 -0.53 0.80 0.10 
Yield 0.33 0.79 -0.21 -0.04 0.22 0.47 0.23 0.44 
Table 28. Dominance correlation coefficients (r^) among nine traits for the in­
terpopulation (BSIO X BSll) in Design I 
Traits 
Trait 
Days to 
silk 
Ear 
height 
Tiller 
number 
Tiller 
height 
Ear 
length 
Ear Cob Kernel 
diameter diameter depth 
Ear height 0.31 
Tiller number 0.04 0.03 
Tiller height 0.02 0.16 0.74 
Ear length 0.16 0.09 -0.03 -0.10 
Ear diameter 0.11 0.11 -0.23 -0.44 -0.07 
Cob diameter 0.10 -0.02 -0.21 -0.36 0.23 0.81 
Kernel depth 0.05 0.21 -0.09 -0.21 —0.43 0.62 0.04 
Yield 0.25 0.61 0.10 0.20 0.37 0.24 0.11 0.27 
Table 29. Genotypic correlation coefficients (r^) among nine traits for the inter-
population (BSIO X BSll) in Design I 
Traits 
Traits 
Days to 
silk 
Ear 
height 
Tiller 
number 
Tiller 
height 
Ear 
length 
Ear Gob Kernel 
diameter diameter depth 
Ear height 0.32 
Tiller number -0 • 02 -0.05 
Tiller height 0.02 0.03 0.79 
Ear length 0.16 0.08 -0.05 —0 • 06 
Ear diameter 0.15 0.21 —0.16 -0.31 -0.15 
Cob diameter 0.15 0.09 —0.16 -0.30 0.20 0.78 
Kernel depth 0.07 0.24 -0.05 -0.12 —0.46 0.67 0.06 
Yield 0.27 0.66 0.02 0.14 0.33 0.30 0.14 0.32 
Table 30» Phenotypic correlation coefficients (rp) among nine traits for the inter­
population (BSIO X BSll) in Design I 
Traits 
Traits 
Days to 
silk 
Ear 
height 
Tiller 
number 
Tiller 
height 
Ear 
length 
Ear Cob Kernel 
diameter diameter depth 
Ear height 0,26 
Tiller number 0.02 -0.03 
Tiller height 0.04 0.02 0.41 
Ear leng-th 0.15 0.10 0.00 0.02 
Ear diameter 0.21 0.19 -0.07 -0.09 0.25 
Cob diameter 0.22 0.12 -0.08 -0.09 0.35 0.71 
Kernel depth 0.09 0.15 -0.02 -0.03 0.01 0.69 0.02 
Yield 0.12 0.37 0.06 0.13 0.45 0.43 0.26 0.34 
Table 3I" Error correlation coefficients (r^) among nine traits for the inter-
population (BSIO X BSll) in Design I 
Traits 
Traits 
Days to 
silk 
Ear 
height 
Tiller 
number 
Tiller 
height 
Ear 
length 
Ear Cob Kernel 
diameter diameter depth 
Ear height 0.21 
Tiller number 0.06 0.01 
Tiller height 0.05 0.02 0.17 
Ear leng-th 0.15 0.13 0.05 0.06 
Ear diameter 0.26 0.18 0.01 0.02 0.52 
Cob diameter 0.27 0.18 0.01 0.02 0.46 0.67 
Kernel depth 0.10 0,08 0.01 0.01 0.29 0.71 0.00 
Yield 0.04 0.18 0.09 0.13 0.53 0.50 0.34 0.35 
Table 32. Additive genetic correlation coefficients {T A ) among nine traits for the 
interpopulation (BSIO x BSll) in Design II 
Traits 
Traits 
Days to 
silk 
Ear 
height 
Tiller 
number 
Tiller 
height 
Ear 
length 
Ear Cob Kernel 
diameter diameter depth 
Ear height 0.32 
Tiller number 0.17 -0.06 
Tiller height 0.04 -0.08 0.93 
Ear length 0.04 -0.05 -0.12 -0.25 
Ear diameter -0.04 0.03 0.05 0.01 -0.22 
Cob diameter -0.14 -0.26 -0.02 —0.01 0.05 0.59 
Kernel depth 0.03 0.21 0.06 0.01 -0.32 0.80 -0.02 
Yield 0.16 0.53 -0.06 0.04 0.16 0.33 0.04 0.35 
Table 33- Dominance correlation coefficients (r^) among nine traits for the inter-
population (BSIO X BSll) in Design II 
Traits 
Traits 
Days to 
silk 
Ear 
height 
Tiller 
number 
Tiller 
height 
Ear 
length 
Ear Cob Kernel 
diameter diameter depth 
Ear height 0.19 
Tiller number 0.16 -0.11 
Tiller height 0.02 -0.06 0.31 
Ear length -0.08 -0.20 -0.11 -0.11 
Ear diameter -0.09 0.27 0.16 0.17 -0.14 
Cob diameter 0.02 0,30 0.02 0.07 -0.20 0.86 
Kernel depth -0.12 0.10 0.32 0.20 0.07 0.74 0.29 
Yield -0.05 0.41 0.17 0.02 0.21 0.20 0.49 -0.21 
Table 34. Genotypic correlation coefficients (vn) among nine traits for the inter­
population (BSIO X BSll) in Design II 
Traits 
Traits 
Days to 
silk 
Ear 
height 
Tiller 
number 
Tiller 
height 
Ear 
length 
Ear Cob Kernel 
diameter diameter depth 
Ear height 0.30 
Tiller number 0.17 -0.07 
Tiller height 0.04 -0.08 0.83 
Ear length 0.02 -0.07 -0.12 -0.22 
Ear diameter -0.05 0.05 0.06 0.03 -0.20 
Cob diameter -0.12 -0.19 —0 « 01 0.01 0.01 0.61 
Kernel depth 0.02 0.20 0.07 0.03 -0.28 0.79 0,00 
Yield 0.12 0.50 -0.02 0.04 0.17 0.30 0.12 0.27 
Table 35» Phenotypic correlation coefficients (r^) among nine traits for the inter­
population (BSIO X BSll) in Design II 
Traits 
Days to Ear Tiller Tiller Ear Ear Cob Kernel 
Traits silk height number height length diameter diameter depth 
Ear he i gilt 0.22 
Tiller number 0.10 -0.04 
Tiller height 0.03 -0.04 0.51 
Ear leng-bh 0.00 -0.05 -0.05 -0.08 
Ear diameter -0.05 0.03 0.07 0.03 0.08 
Cob diameter -0.07 -0.12 0.00 0.00 0.16 0.53 
Kernel depth -0.02 0.12 0.06 0.03 -0.04 0.74 -0.13 
Yield -0.03 0.29 0.02 0.09 0.30 0.32 0.16 0.24 
Table 36. Error correlation coefficients (r^) among nine traits for the inter-
population (BSIO X BSll) in Design II 
Traits 
Traits 
Days to 
silk 
Ear 
height 
Tiller 
number 
Tiller 
height 
Ear 
length 
Ear Cob Kernel 
diameter diameter depth 
Ear height 0.03 
Tiller number —0» 06 0.04 
Tiller height 0.03 0.00 0.25 
Ear length -0.04 -0.03 0.08 0.05 
Ear diameter -0.05 0.00 0.08 0.04 0.47 
Cob diameter -0.01 —0# 02 0.02 0.00 0.34 0.46 
Kernel depth —0.06 0.02 0.05 0.03 0.23 0.70 -0.25 
Yield -0.17 0.12 0.07 0.11 0.44 0.35 0.20 0.23 
Table 3?. Additive genetic correlation coefficients (r^) among nine traits for the 
interpopulation (BSIO :x BSll) in combined DI and DII 
Traits 
Traits 
Days to 
silk 
Ear 
height 
Tiller 
number 
Tiller 
height 
Ear 
length 
Ear Cob Kernel 
diameter diameter depth 
Ear height 0.35 
Tiller number -0.05 -0.18 
Tiller height 0.02 -0.09 0.95 
Ear length 0.09 —0.05 0.08 -0.03 
Ear diameter 0.12 0.22 0.00 —0.04 -0.25 
Gob diameter 0.04 0.13 -0.02 -0.08 0.10 0.68 
Kernel depth 0.08 0.29 0.04 0.06 -0.44 0.77 0.06 
Yield 0.28 0.70 -0.10 0.03 0.23 0.39 0.14 0.41 
Table ^8. Genotypic correlation coefficients (r^) among nine traits for the inter­
population (BSIO X BSll) in combined DI and DU 
Traits 
Traits 
Days to 
silk 
Ear 
height 
Tiller 
number 
Tiller 
height 
Ear 
length 
Ear Cob Kernel 
diameter diameter depth 
Ear heigtit 0.30 
Tiller number 0.20 -0.04 
Tiller height 0.04 -0.07 0.83 
Ear length 0.02 -0.05 -0.14 -0.25 
Ear diameter -0.07 0.01 0.04 0.00 -0.19 
Cob diameter -0.15 -0.27 -0.02 0.01 0.01 0.60 
Kernel depth 0.01 0.18 0.07 0.00 -0.26 0.79 -0.01 
Yield 0.11 0.48 —0.01 0.05 0.17 0.28 0.10 0.26 
Table 39» Phenotypic correlation coefficients (rp) among nine traits for the inter­
population (BSIO X BSll) in combined DI and II 
Traits 
Traits 
Days to 
silk 
Ear 
height 
Tiller 
number 
Tiller 
height 
Ear 
length 
Ear Cob Kernel 
diameter diameter depth 
Ear heigjit 0.19 
Tiller number 0.52 0.04 
Tiller height 0.19 -0.01 0.79 
Ear length —0,14 -0.15 -0.23 -0.45 
Ear diameter -0.52 —0 « 86 0.12 0.22 -0.17 
Cob diameter -0.98 -1.67 0.08 0.34 -0.21 0.24 
Kernel depth -0.05 -0.09 0.05 0.05 -0.08 0.87 -0.26 
Yield -0.16 0.13 0.03 0.03 0.13 0.17 -0.20 0.25 
Table 4o. Error correlation coefficients (r ) among nine traits for the inter­
population (BSIO X BSll) in combined DI and II 
Traits 
Traits 
Days to 
silk 
Ear 
height 
Tiller 
number 
Tiller 
height 
Ear 
length 
Ear Cob Kernel 
diameter diameter depth 
Ear hei^it 0.28 
Tiller number -2.19 -0.42 
Tiller height -0.05 -0.02 —0. l4 
Ear length 0.19 0.06 1.51 0.35 
Ear diameter 0.49 0.79 -1.16 -0.21 0.30 
Cob diameter 0.51 0.65 —0.63 -0.24 0.47 0.83 
Kernel depth 0.13 0.39 -0.43 -0.01 —0 • 10 0.58 0.05 
Yield 0.18 0.47 0.31 0.14 0.58 0.52 0.35 0.41 
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number in all designs (r^ = 0.93 to 0.95). High correlations 
were also obtained between kernel depth and ear diameter 
(r^ = 0.77 to 0.80), cob diameter and ear diameter (r^ = 
0.59 to 0.68), and days to silk and ear height (r^ = 0.32 to 
0.36). There were substantial negative correlations between 
kernel depth and ear length (r^ = -O.32 to -0.53), and ear 
diameter and ear length (r^^ = -0.22 to -O.33) for all designs. 
Relatively similar trends were shown for the total genetic 
correlations (r^), with the highest correlations obtained be­
tween tiller height and tiller number (r^ = O.79 to O.83) fol­
lowed by these pairs of traits; kernel depth and ear diameter 
( rg = 0.67 to 0.79)1 cob diameter and ear diameter (r^ = 
0.60 to 0.78), and days to silk and ear height (r^ = O.30 to 
0.32). 
Both phenotypic (rp) and error (r^) correlations show 
similar trends; kernel depth and ear diameter show the highest 
correlations with each other in all designs (rp = O.69 to 0.87; 
r^ = 0.58 to 0.71)1 followed by cob diameter and ear diameter 
(rp = 0.24 to 0.7I; r^ = 0.46 to O.83). However, except for 
tiller number in a few instances, similar correlation coeffi­
cients were obtained for r^, r^ and rp. 
Ear height was the highest correlated trait with yield 
(r^ = 0.79, 0.63 and 0.70, for DI, DII and DI,II, respec­
tively, Table 4l). Among the yield components measured (Table 
42), ear diameter (r^ = O.33 to 0.47) and kernel depth (r^ = 
0.35 to 0.44) were the highest correlated traits with yield. 
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Table 41. Additive genetic (r^), dominance (rg), genotypic 
(TQ), phenotypic (rp), and error (r^) correlation 
coefficients between yield and four traits for the 
interpopulation (BSIO x BSll) in Design I, Design 
II, and Design I,II combined 
Correlation coefficients 
Traits Design 
^A ^D fe 
Days to 
silk 
DI 
DII 
DI.II 
0.33 
0.16 
0.28 
0.25 
-0.05 
-1.82 
0.27 
0.12 
0.11 
0.12 
—0.03 
-0.16 
0.04 
-0.17 
0.18 
Ear 
height 
DI 
DII 
DI.II 
0.79 
0.53 
0.70 
0.61 
0.41 
-0.69 
0.66 
0.50 
0.48 
0.37 
0.29 
0.13 
0.18 
0.12 
0.47 
Tiller 
number 
DI 
DII 
DI.II 
-0.21 
-0.06 
—0.10 
0.10 
0.17 
0.19 
0.02 
—0 « 02 
-0.01 
N
O
 
CV
l 
0
0
0
 
o
d
d
 
0.09 
0.07 
0.31 
Tiller 
height 
DI 
DII 
DI.II 
—0.04 
0.04 
0.03 
0.20 
0.02 
0.10 
0.14 
0.04 
0.05 
0.13 
0.09 
0.03 
0.13 
0.11 
0.14 
followed by ear length with smaller coefficients (r^ = 0.16 -
0.23). All the yield components had greater error correlations 
than the other traits measured. This result shows that there 
are greater effects of the environment on the associations be­
tween the yield components and yield itself. All other traits 
studied had very small correlation coefficients among each 
other and with yield. 
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Table 42. Additive genetic (r^^, dominance (rg), genotypic 
(r^), phenotypic (rp), and error (r^) correlation 
coefficients between yield and four traits for the 
interpopulation (BSIO x BSll) in Design I, Design 
II, and Design I,II combined 
Correlation coefficients 
Traits Design 
^A ^D ^G rp fe 
Ear 
length 
DI 
DII 
DI.II 
0.22 
0.16 
0.23 
0.37 
0.21 
-0.13 
0.33 
0.17 
0.17 , 
0.45 
0.30 
0.13 
0.53 
0.44 
0.58 
Ear 
diameter 
DI 
DII 
DI.II 
o
 o
 o
 
0.24 
0.20 
-0.98 
0.30 
0.30 
0.28 
0.43 
0.32 
0.17 
0.50 
0.35 
0.52 
Cob 
diameter 
DI 
DII 
DI,II 
0.23 
0.04 
0.14 
0.11 
0.49 
-0.14 
0.14 
0.12 
0.10 
0.26 
0.16 
-0.20 
0.34 
0.20 
0.35 
Kernel 
depth 
DI 
DII 
DI.II 
0.44 
0.35 
0.41 
0.27 
-0.21 
-0.57 
0.32 
0.27 
0.26 
0.35 
0.24 
0.25 
0.35 
0.23 
0.41 
D. Progress from Reciprocal Pull-sib Selection 
The estimates of interpopulation genetic variance compo­
nents obtained and reported in section V B were used to compute 
the expected progress from reciprocal full-sib selection (RFS) 
using the formula described in section IV G, Three values were 
obtained for the expected gain (G) per cycle because three 
estimates obtained from the three designs used (DI, DII and 
DI,II) were utilized in calculating G. Because the propor­
tions of testcrossed progenies selected differed from cycle 
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to cycle, the different resulting selection intensities (K) 
in Table 50 of the Appendix were used in the calculations for 
respective cycles. The values for K were obtained by extrapo­
lation from the graph of Falconer (i960). To determine the 
relative progress made in the population improvement phase of 
the RFS scheme, entries of the original populations and their 
crosses and the most advanced cycle of the populations and 
their cross were yield tested in replicated trials to monitor 
their response to selection for yield and other agronomic 
traits. Table 4-3 shows the mean yields of the population and 
interpopulation cycles showing progress from RFS. 
The population crosses of x C^, Cg x Cg and x 
show improvements over the original population cross Cq x Cq 
(6.5^, 5«3?^» and 22.2^, respectively). The mean difference 
between the Cq x Cq and Cj x C^ (d = I3.7) was significant 
(5^ probability level). This trend coincides with the expected 
increases in yield for all designs, although the observed in­
crease of G J X C^ over the Cq x Cq (,22.Zfo) was lower than the 
expected (37.4# for DI; 36.9# for DIX, and 38.0# for DI.II). 
However, the observed increase from Cg x Cg to C^ x C^ (16.0^) 
was higher than the expected (12# for all designs). This 
increase from C^ x Cg to C^ x C^ was the highest observed in­
crease, after the decrease in yield (-1.1#) from C^ x C^ to 
G2 X G2' Similar significant improvements were made in the 
populations themselves. Increases in yield of 17.1# and 16.6# 
were observed for the BS10(FR)C2 over the CQ and BS11(FR)C^ 
Table ^3» Kean yields of population and interpopulation cycles showing progress fro 
from reciprocal full-sib selection in an interpopulation of maize 
(BSIO X BSll) 
Expected increase 
Inter-
population 
Observed increase DI DII 1.1. II 
çi/ha a/b /"  Q/^ha q/ha q/ha <fo^  
^0 * *^0 61.8 - - - - - - - - - - -
X 65.8 6.5 6.5 68.2 10.3 10.3 68.1 10.2 10.2 68.3 10.5 10.5 
^2 * ^ 2 65.1 5.3 -1.1 75.8 22.7 11.1 75.6 22.3 11.0 76.0 23.0 11.3 
Co X Cg 75.5 22.2 16.0 84.9 37.4 12.0 84.6 36.9 11.9 85.3 38.0 12.2 
Population 
BSIO(FR)CQ 55.7 
3S10(FR)C^ 65.2 17.1 
BS11(FR)CQ 58.5 
BSll(FR)CO 68.2 16.6 
increase over CQ X GQ. 
increase over the immediate previous cycle. 
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over the G Q, respectively (d = 9*5 ± 3.0 for B310, and 
9.7 ± 3.0 for BSll; Hallauer, 1976). The increases in the 
population cycles per se were, however, lower than the in­
creases observed in the interpopulation cycles. 
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VI. DISCUSSION 
The results I have reported were based on several assump­
tions related to the several sections of my study. Assumptions 
were made in respect to the experimental design used, the 
matings themselves, and the translation of information from 
the design variance components to genetic information in terms 
of the genetic variance components. It is the genetic informa­
tion that is useful in determining the type of gene action and 
amount of genetic variability present within the population, 
which is subjected to recurrent selection. The reference 
population in my study is the interpopulation formed by crossing 
two composite maize populations, BSIO x BSll. The genetic 
variance components estimated in my study would characterize 
the reference interpopulation, which was generated from a 
reciprocal full-sib selection program. In a reciprocal full-
sib selection scheme as proposed by Hallauer (1967a, b) and 
Lonnquist and Williams (1967)1 selections are based on the per­
formance of testcross (full-sib) progenies. Such full-sib 
testcrosses were made by mating particular males from one 
population to particular females of a second population, with 
each population serving as a tester for the other. 
A. Validity of Assumptions 
Sampling variance is the expected problem in a Design I 
scheme when SQ plants, with inbreeding coefficient (F) of 
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zero are used in the matings. It is assumed that such a 
problem would be removed by crossing one male plant from the 
male row to several plants within each of the rows designated 
as females. Adequate sample size, of the magnitude described 
by Marquez-Sanchez and Hallauer (1970a), was used. One single 
male plant was crossed to each of six female plants. On the 
whole, 80 males were each crossed to six females, resulting 
in 480 Design I (DI) progenies. It also is assumed that the 
inbred lines used in Design II matings were random samples from 
the original populations and had inbreeding coefficients (F) 
of one. In my study, the random inbred lines used were in the 
Sy generation with the expected value of F = 0.992, which is 
approximately one, thus having little or no deviation from the 
expectations. There also was no intentional selection in the 
development of the inbred lines. Therefore, with the methods 
used in the matings, and a comparison of the means for all 
traits between DI and DII progenies (Table 19) which showed 
good agreement, the assumption of unintentional selection and 
randomness was supported and the assumption of @ooà. sampling 
seems valid. 
In the experimental design and field layout there was the 
assumption that competition, plot-to-plot environmental varia­
tion and within plot variation were the same for the genetical­
ly heterogenous DI progenies and the homogenous DII plant 
progenies. This assumption was of no problem in my study be­
cause of the field layout used (described in section III B) and 
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general vigor and performance of the Design I and II full-sib 
progenies were similar for both mating designs (Table 19). 
In the combined analysis of my data for the estimation 
of variance components, I described the first-order inter­
actions, genotype x year and genotype x location, with the 
second-order interaction genotype x year x location, as 
genotype x environment interaction. The environments (location 
X year) were also treated as random* Although the first-order 
interactions were significant, they were still smaller than the 
second-order interaction, as indicated by Robinson and Moll 
(1959) and Comstock and Moll (I963). The confounding effects 
of the locations and years will therefore be small in the 
estimate of genotype x location x year effect. In terms of 
estimating genetic variances and genotype x environment 
interaction variances when each year and location effects and 
their interactions were treated as random. Hanson (1964) in­
dicated that the bias that would be introduced was of little 
importance. Therefore, the confounding should not be of much 
concern in this study with respect to the estimates. 
Several assumptions were made in the translations of 
covariances among full-sib and half-sib relatives in terms of 
genetic variances. It was assumed that* there is diploid 
inheritance, no maternal effects or reciprocal differences, 
no environmental correlations among relatives, and no linkages 
or there is presence of linkage equilibrium. The nature of 
inheritance in maize is diploid. This fact is unquestionable 
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from results of several studies on its genetic mechanism. 
Generally, maternal effects have not been found to be signifi­
cant in maize, an indication that the assumption of no 
maternal effects is valid. Although the literature is incon­
clusive on the importance of reciprocal differences in maize 
for several traits, it seems maternal effects are minor in 
maize. However, in my study, the presence of reciprocal or 
maternal effects were shown for two traits, tiller number and 
tiller height (Table 23). Any environmental correlations among 
relatives in the two designs were removed by the randomization 
procedure used in the experimental design and field layout* 
The assumption of no linkage seems to be invalid to some 
extent, although it could reasonably be assumed that the two 
populations used in the study were in linkage equilibrium. 
Both varieties were maintained by random mating in about 0.4 
ha. plots for at least three generations. The inbred lines 
f 
used in the DII scheme were developed from the two randomly 
mating populations, Selfing for several generations to 
homozygosity has the effect of breaking initial linkages that 
exist in the original populations. Thus, linkage has no effect 
when parents are homozygous; therefore, it was not expected 
that linkage would have any effect on the DII pre^nies. On 
the other hand, since plants (F = 0) were used in generat­
ing DI progenies, it was expected that some linkage problems 
would be encountered in DI. Considering the combination of 
the two mating designs, DI,II, it was expected that there 
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would not be any consequential linkage bias because the little 
linkage effect in the estimates from DI progenies would be 
counteracted by the effects of the estimates from DIX 
progenies, which are free from linkage bias. Theoretically, 
2 
the effect of linkage is to bias upwards estimates of 
(when in coupling phase ) and downwards (when in repulsion 
phase). Estimates of are overestimated regardless of the 
linkage phase. In my study, except for few negative estimates 
2 
of Og, most of the traits (excepting tiller number and tiller 
hei^t) had DI estimates of and higher than the estimates 
in DII. Since linkage bias exists in DI, I could infer that 
2 2 
and in DI were overestimated because of linkage bias. 
B. Comparison of Estimates of Genetic Variances 
Three different estimates of variance components were 
computed in this study. For all the traits (except cob 
diameter) and considering the three different estimates, 
was of the greatest magnitude. In most instances (except for 
tiller number, cob diameter, and yield), it accounted for 75/5 
or more of the total genetic variability. There were, how­
ever, some differences between the three estimates of the 
various components (Table 25 and Table 26), In the estimates 
2 
of cf^, except for ear diameter, cob diameter and yield, the 
combined DI,II estimates lie within the limits of the individu­
al design (DI and DII) estimates. This observation would in­
dicate that a combination of the two mating designs, DI and 
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DII, for the calculation of genetic variance estimates, would 
be a better procedure than from the designs individually. Its 
being better did not make it free from problems. The principal 
problem evolving from the use of the combined DI,II was the 
higher standard errors (higher than any of the individual 
designs) associated with all the combined estimates of the 
components of variance. 
My results show that in the interpopulation, additive 
genetic variance component was at least twice (or more than 
2 y 2 
twice in most instances) than the dominance variance = 
53^ for DI, 38fc for DII and 37fo for DI,II for yield). This 
observation conflicts with that of Stuber (1965) working with 
an interpopulation of two different varieties, Jarvis and 
Indian Chief, in North Carolina. His results indicated that 
the magnitudes of the additive variance and the dominance 
variance differ very little for yield. On the other hand, 
Robinson and Comstock (1955) obtained similar results for 
yield, as in my study, with the same trend in the magnitudes 
of 0^ the ratio, for three maize hybrid 
populations using the DI. 
2 2 
The high value of 90% obtained for the ratio, for 
o 
cob diameter, indicating almost equal magnitudes of at 
2 (12) 
and at for the trait, could be due to overestlmation of 
2 °(12) 
a. because of linkage bias in DI. The DII estimate for 
a(12) 
the same trait was observed to be comparatively smaller (1)#). 
2 
Few estimates of interpopulation were negative. Two 
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negative estimates of were obtained in DX for ear height 
and kernel depth, and four were obtained for days to silk, ear 
height, ear diameter and cob diameter in DI,II combined. The 
occurrence of negative estimates of genetic variances have 
been frequently reported in the literature, especially for 
Design I. These negative estimates could be due to several 
factors including! sampling variance, assortative mating, 
linkage, deficiency in the genetic model, and estimates of 
actual zero values. The fact that they could be true zero 
or very small values is deduced from the relatively large 
standard errors associated with some of the estimates. Large 
standard errors coupled with negative estimates also could be 
a result of sampling variation due to insufficient sampling 
in the basic populations, as postulated by Marquez-Sanchez and 
Hallauer (1970a and 1970b). In their intrapopulation study, 
using the D1 scheme. Marquez-Sanchez and Hallauer (1970a and 
1970b) concluded that mating at least four females to one male 
or ideally mating six to eight females to one male was adequate 
sampling! at least 48 males should be used in the matings. In 
my study, six females were mated to one male and total of 80 
males were used in the DI mating scheme. Therefore, I expected 
no sampling variance problemi actually, good sampling was ob­
tained as indicated by the very similar results obtained 
between DI and DII progenies in Table 19. Consequently, in­
adequate sampling seems not a problem in my study and the 
2 2 
occurrence of negative estimates of 0^, » and On-
0(12) de(i2) 
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Another possible reason for negative estimates of domi­
nance variance could be assortative mating, as indicated by 
Lindsey, Lonnquist and Gardner (I962). This procedure of 
mating early flowering males to early flowering females could 
result in the overestimation of and a negative estimate 
of Og for silking date and its correlated traits. In my 
study, we tried to minimize assortative mating by delayed 
planting of the males. Thus, assortative mating should not be 
a serious problem in this study, although negative estimates 
2 2 
of On and appeared for ear height (a trait corre-
"(12) "^(12) 
lated with silking date in my studies) and days to silk, re­
spectively. As earlier indicated, the effect of linkage bias 
would be on DI estimates. When in coupling phase, linkage 
tends to bias estimate of upwards 1 this could give negative 
estimates of a^, as illustrated from the relationship of 
4(cïw_ - a?) = a5, where a? = In my study, 
X/ iU iU U A iU X/ m 
2 
therefore, a major reason for occurrence of negative 
2 9(12) 
and One estimates could be linkage bias. 
°g(i2) 
Apart from ear height, tiller number and tiller height, 
2 
all DI estimates of Onw for days to silk, yield and the 
DE(12) 
yield components were negative. There was no definite trend 
in comparing the additive x environment interaction variance, 
2 
a .-a. , with the dominance x environment interaction variance, 
, (12) 2 
O™ • Some estimates of o.p were larger than those of 
f®(12) ^(12) 
^HE/ height, tiller number, ear length and yield), 
while some estimates of also were larger than those of 
"e(12) 
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a?„ (days to silk, tiller height, ear diameter and kernel 
depth). In general, if the estimates were divided by their 
respective standard errors (Appendix Table 48), it was ob­
served that ear height, tiller number, and yield showed the 
greatest interactions (o*_ ) with the environments, while 
ab(12) 
tiller height and kernel depth showed the least interaction 
with environment. 
For all traits studied, except yield, the pooled error 
variances for DI (<^(2.2)^^ were greater than error variances 
for DII (0(12)2)* This observation agrees with the expected 
because the plots in DI are heterogenous, while those in DII 
are homogenous. The genetic sampling of plants in the DI 
plots may have contributed to the larger experimental errors 
of the DI scheme. 
All estimates of variances calculated in DI*, DI, DII, 
and DI,11 combined, for all traits, can be compared in general 
terms of the designs. The DI estimates agreed more closely 
than DI* estimates with the DII estimates. It seemed that 
the values obtained for DI* by the theoretical considerations 
2 2 2 i(cf. + 0. ) = ia. , were overestimations of the genetic 
^12 ^21 ^(12) 
variation present in the interpopulation. Comparing the DI, 
DII, and DI,II combined estimates» the combination of the 
two designs, DI,11, agreed more with the DI than the DII 
estimates s This may have occurred because there were more 
progenies tested in DI (480) compared to DII (320), so that 
when the estimates were pooled over the two designs in DI,11, 
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the pooled degrees of freedom would be proportionately greater 
in the DI. Therefore, the biases of estimates in DI,II 
combined would tend towards the biases of DI estimates. Most 
of the estimates for traits studied in DI,11 were associated 
with relatively high standard errors. This might be a result 
of the matrix procedure used in combining the mean squares 
followed by the least squares method in solving the resulting 
equations to obtain the parameter estimates. 
Finally, when the several estimates obtained were weighted 
by dividing them with their respective standard errors 
(Appendix Table 48), four main features were observed within 
the interpopulationI days to silk (maturity), ear height, and 
ear diameter had the greatest additive genetic variance; 
genetic variation was lowest for yield; ear height, tiller 
number, and cob diameter had greater dominance variance, while 
kernel depth had the least dominance effects; and the error 
variance was substantially reduced by combining DI and DII. 
G. Interpopulation Correlations 
Within the interpopulation, the correlations among the 
traits having the greatest associations were obtained between 
tiller hsi&it and tiller number, ear height and yield, and 
ear height and ear diameter. Ear diameter also was highly 
associated with cob diameter and with kernel depth. However, 
an appreciable negative association was observed between ear 
length and kernel depth. Among the yield components, ear 
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diameter and kernel depth were the most important. There 
was a slight indication of a negative association between 
number of tillers and yield. 
D. Expected Versus Observed Progress from 
Reciprocal Full-sib Selection 
Predicted changes for grain yield in the interpopulation 
differ from cycle to cycle because different proportions were 
selected within successive cycles. The expected percentage 
increase of later cycles was more than immediate previous 
cycles because stricter selection pressures were exerted on the 
later cycles (Appendix Table 50). Generally, the observed 
gains in yield followed the same pattern as for the expected 
in the improved population crosses, and also in the populations 
£er Be. 
The observed increases in yield of improved population 
crosses after three selection cycles (ZZfo) over the original 
population cross (Cq x Cq) agreed to some extent with the pre­
dicted (37 to 3895 in Table 43). The discrepancies could be 
a reflection of the relatively high additive x environmental 
interaction variance as compared to the additive genetic 
variation. The effect of this increase of owas to in-
flate the values of the predictions (Table 43). In the 
o 
presence of a large , response to selection could be 
•—(12) 
made to be more consistent with expectations by making selec­
tions based on evaluation in more environments. It may well 
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be that the lack of complete agreement between the observed 
and expected increases in yield was due to the fact that the 
procedure used to Compute the expected response did not take 
into account changes in genetic variance among testcrosses 
associated with selection. However, it is known that there is 
no appreciable change in gene frequencies in early generations 
with selection for complex traits such as yield. It is ex­
pected that the estimates for the original interpopulation 
would be valid for the first three cycles of selection because 
the changes in gene frequency are expected to be small. 
In Table 43, a small decrease in gain (-1.0^) was ob­
served from the first cycle to the second cycle of interpopula­
tion selection. This might have been the reason for the 
greater observed increase in yield (16.0#) than predicted 
(12.0JS) from cycle two (Cg x 0%) to cycle three (C^ x C^). 
Sampling error of the plants included in the interpopulations 
evaluated also could contribute to the differences noted be­
tween the expected and observed means. 
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VII. SUMMARY 
My investigation was based on three main objectives, 
namelyI (1) to estimate the amount and type of genetic 
variability in an interpopulation of maize (BSIO x BSll)i 
(2) to utilize the estimates obtained for computing the ex­
pected genetic change in the two populations due to inter-
population selection; and (3) to compare the predicted re­
sponse with the observed gain. 
I used two mating designs, the nested (Design I) and 
crossed classification (Design II) mating designs, and a 
combination of the two designs (Design I,II). The reference 
population used for defining the genetic parameters was the 
interpopulation formed by crossing random individuals in 
pairs from two parent populations. A genetic model of only 
additive and dominance effects was used. Genetic variability 
in the interpopulation was partitioned into additive and 
dominance components with their interactions with the environ­
ment. Since the gene frequencies of the parent populations 
were not known, the procedures used in estimating genetic 
parameters in the interpopulation were patterned along that 
used for intrapopulations. Covariances among half-sibs and 
full-sibs were, however, interpreted in terms of interpopula­
tion genetic variances. 
Data were collected on nine traits, including: number of 
days to silk, ear height, tiller number, tiller height, ear 
136 
length, ear diameter, cob diameter, kernel depth, and yield. 
For the interpopulation, the results showed that additive 
genetic variance (a? ) was the most important component of 
(12) 
genetic variability for all traits. Dominance variance 
(On ) was about half the additive variance for tiller num-
°(12) ^ , 
ber and yield. Except for yield, estimates of additive x en-
vironment interaction variance (cy.« ) was much lower than 
2 ^(12) 
their corresponding at for all traits. There was no 
*(12) 
definite trend in estimates of dominance x environment inter­
action variance (cr?- ) when compared with corresponding 
2 °^(12) 
. Estimates of variance components in the combined 
0(12) 
D1,1I tend to be biased towards the DI estimates. 
The three estimates of the correlation coefficients among 
traits, using variance and covariance components estimated from 
the designs, DI, DIX and DI,11, showed that ear height was the 
most highly correlated trait with yield. Among the four yield 
components measured, ear diameter and kernel depth were equally 
important. Predictions using interpopulation variance compo­
nents showed agreement, trendwise, between the expected and 
observed gain in yield. After three cycles of reciprocal full-
sib selection, there was an observed gain of 22^ in the x 
interpopulatien compared to the original x populations 
the predicted genetic gain was 379^. An observed gain of 17)6 
in the two parent populations also was realized. This con­
firmed the effectiveness of the reciprocal full-sib selection 
method in improving maize populations and their crosses. 
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APPENDIX 
Table 44. Estimates of design components of variance and 
their standard errors for the two groups of inter-
population progenies (12 and 21), in Design I 
Components of variance 
Trait a^l ah cr?/ 1 
'^12 ^21 f/'"l2 
Days to 
silk 0.52 ± 0.16 0.72 db 0.25 0.50 ± 0.07 
Ear 
height 52.50 ± 15.60 56. 5 5  =t 17.14 41.49 ± 5.04 
Tiller 
number 3-78 ± 1.18 O.51 ± O.35 2.89 ± 0.42 
Tiller 
height 578.42 ± 186.13 126.54 ± 82.17 335.66 ± 85.63 
Ear 
length 45.96 ± 14.42 37.73 ± 12.57 41.01 ± 6.07 
Ear 
diameter o.89 ± 0.29 1.11 ± o.37 0.92 ± 0.l4 
Cob 
diameter 0.i7 ± 0.09 O.63 ± 0.20 0.74 ± 0.10 
Kernel 
depth 0.66 ± 0.20 0.47 ± O.i6 0.22 ± 0.07 
Yield 51.01 ± 22.04 37.82 ± 18.29 66.77 ± 13.76 
a p p 
The symbols a- 1 and a 1 denote pooled error variances 
12 21 
for population 1 x population 2 (12), and population 2 x 
population 1 (21), respectively, in DÏ, 
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Components of variance 
cj^l 
12 
fzl 
21 
1.02 ± 0.15 2.47 ± 0.13 3.10 ± 0.17 
58.43 ± 6.73 68.97 ± 3.21 51.46 ± 2.40 
3.62 ± 0.45 7.87 ± 0.37 4.96 ± 0.23 
636.99 ± 115.11 3647.79 ± 169.89 3323.51 ± 154.79 
51.48 ± 7.41 189.00 ± 8.80 164.27 ± 7 . 6 5  
1.58 ± 0.20 7.05 ± 0.33 3.72 ± 0.17 
0.78 ± 0.10 2.95 ± 0.14 1.98 ± 0.09 
0.62 ± 0.10 3.41 ± 0.16 2.70 ± 0.13 
69.45 ± 14.06 478.50 ± 23.22 432,48 ± 20.14 
Table ^5» Estimates of genotype :c environment interaction variances and their 
standard errors for the two groups of interpopulation progenies (12 and 
21 in Design I 
Components of variance 
Trait 4/mll^ 
Days to silk 0.05 ± 0.04 0.09 ± 0.07 -0.41 ± 0.09 0.13 ± 0.15 
Ear hei^t 5.48 ±1.72 ' 2.41 ± 1.29 1.10 ± 2.61 10.37 ± 2.40 
Tiller number 0.92 ± 0.26 0.43 ± 0.15 1.02 ± 0.34 0.83 ± 0.22 
Tiller height 102.11 ± 64.81 8.99 ± 52.44 92.06 ± 139.33 279.03 ± 136.03 
Ear leng-th 5.95 ± 2.84 0.06 ± 2.32 —18.36 ± 6.22 5.41 ± 6.33 
Ear diameter 0.16 ± 0.08 0.10 ± 0.06 -1.51 ± 0.20 -0.30 ± 0.12 
Cob diameter 0.06 ± 0.03 0.05 ± 0.03 -0.59 ± 0.09 -0.18 ± 0.07 
Kernel depth 0.07 ± 0.05 0.04 ± 0.04 -0.12 ± 0.12 -0.05 ± 0.10 
Yield 53.32 ± 14.58 43.63 ± 13.22 15.18 ± 19.16 49.87 ± 18.35 
^he symbols afLl and ofLl denote the male x environment interaction variances 
mil2 n^21 
for population 1 x population 2 (12), and population 2 x population 1 (21), respec-
2 2 
tively, in DIj and and denote the female within male x environment 
interation variances for (12) and (21), respectively, in DI. 
Table 46. Estimates of design components of variance^ and 
their standard errors for the interpopulation 
(BSIO X BSll) in DI and DII 
Components of variance 
Trait 
™(12) *(12) ^f/*(12) 
Days to silk 0.62± 0.15 0.93± 0.20 0.76± 0.08 
Ear height 5^.53± 11-76 52.99 ±10.86 49.96 ±4.17 
Tiller number 2.15±0.55 5.45 ±1.16 3.25 ±0.31 
Tiller height 352.48± 96.04 617.69 ±157.52 486.32± 71.08 
Ear length 41.85± 9.69 70.66±15.08 46.25 ±4.78 
Ear diameter 1.00± 0.24 1.57± 0.33 1.25± 0.12 
Cob diameter 0.40i 0.10 0.57 ±0.13 0.76± 0.07 
Kernel depth 0.56 ±0.13 1.01 ±0.21 0.42±0.06 
Yield 44.42± 14.48 62.67± 21.63 68.11 ±9.86 
a 2 2 
The symbols a_ 1 and 2 denote interpopulation 
"(12) -(iz) 
male component of variance in DI and DII, respectively; 
2 2 0 0 /  1  a n d  c f f 2  d e n o t e  i n t e r p o p u l a t i o n  f e m a l e  c o m p o n e n t  
f/m(i2) vm(i2) 
of variance in DI and DIX, respectively; a 1 and a 2 de-
(12) (12) 
note the pooled error variances for DI and DII, respectively; 
2 
cr „ denotes the male x female component of vsiriance in DII. 
mf^2) 
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Table 4?, Estimates of genotype j: environment interaction variances^ and their 
standard errors for the interpopulation (BSIO x BSll) in DI and DIX 
Components of variance 
Trait ^ml 1 2 
°Wl2) f (12) 
Days to silk 0*07±0.04 0.15±0.05 -0.1460.08 0.05±0.04 0.2260.07 
Ear height 3.95±1.07 5.6211.35 5.7361.77 9.9861.79 3.7861.84 
Tiller number 0.67±0.15 1.53±O.26 0.92±0.20 1.22±0.23 O.766o.25 
Tiller height 55.35641.63 190.59671.88 185.55697.39 117.86i64.88 4.216128.24 
Ear length 3.00±1.83 8.0762.78 —6.48±4«43 20.3Oi3.99 10.2064.58 
Ear diameter 0.13±0.05 0.23±0.09 -0.9060.11 0.1760.08 0.5160.14 
Cob diameter 0.0560.02 0.12±0.04 -0.39±0.05 0.1760.04 -0.0360.06 
Kernel depth 0.06±0.07 0.1760.07 -0.08i0.08 0.1260.07 0.4260.12 
Yield 48.47±9.88 72.23616.34 32.53613.26 80.62617.18 45.51621.34 
®The symbols 1 and 2 denote the interpopulation male x environment 
'"•'•(12) 2 ? 
interaction variance in DI and DII, respectively; o»2 and ol, 2 denote the 
/ (12) fl(12) 
interpopulation female x environment interaction variance in DI and DII, respective-
2 ly; G_ ^ denotes the male x female x environment interaction variance in DII. 
ftal(l2) 
Table ^8. V/eighted estimates of interpopulation genetic and 
error variance components for nine traits in Design 
I (Dl), Design II (DII), and combined Design I,II 
(DI.II) 
Components of variance^ 
4 hiz) 
Traits DI DII 
H
 
H
 
P
 DI DII DI.II 
Days to silk 4 10 7 1 5 -
Ear height 5 10 3 - 8 — 
Tiller number 4 9 2 2 6 1 
Tiller height 4 8 2 1 4 4 
Ear length 4 9 3 .4 6 .2 
Ear diameter 4 10 4 1 3 -
Cob diameter 4 9 4 4 5 -
Kernel depth 4 9 3 - 2 .2 
Yield 3 7 2 2 4 .6 
®'- means value was not obtainable due to negative 
estimate. 
^Two error estimates were obtainable for DI,11. 
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Components of variance 
*02(12) 
r-2 
^(12) 
DI DII DI.II DI DII DI.II DI DII DI.II 
2 5 - - 3 2 25 21 11,9 
4 10 - 2 2 1 30 26 10, -
5 11 2 2 3 - 30 25 -,9 
1 5 1 3 0 .2 30 26 14,11 
2 8 1 - 2 1 30 26 11,9 
3 5 .2 - 4 1 30 25 11,9 
3 8 - - - 2 31 25 12,10 
2 4 1 - 4 .4 31 25 11,29 
5 9 4 — ' 2 .5 30 25 14,11 
Table 1*9. Estimates of error variance l"terpopulation for nine 
trai.ts in the two designs, DI and DII, and their combination, DI,11 
Estimates 
Traits DI DII DI.II 
Days to silk 2.79 ± 0.11 1.24 ± 0.06 3.56 ± 0.22 
Ear height 60.22 ± 1.98 45.47 ± 1.77 219.46 ± 13.20 
Tiller number 6.41 ± 0.21 5.81 ± 0.23 4.33 ± 0.51 
Tiller hei^t 3485.65 ± 114.86 3549.86 ± 138.07 3657.52 ± 298.45 
Ear length (x 10^) 176.64. 5.82 112.12 ± 4.36 171.71 ± 10.07 
Ear diameter (x 10%) 5.39 ± 0.18 3.22 ± 0.13 5.09 ± 0.41 
Cob diameter (x 10%) 2.46 ± 0.08 1.74 ± 0.07 3.24 ± 0.21 
Kernel depth (x 10%) 3.06 6 0.10 2.80 ± 0.11 2.23 ± 0.16 
Yield 465.49 15.34 525.66 ± 21.44 482.70 ± 39.91 
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Table 50. Selection intensity (K) used in the different 
interpopulation cycles for RFS in BSIO x BSll 
Proportion 
Interpopulations selected (?S) K 
cq x cq 13.9 1.60 
x 11.0 1.73 
Cg X Cg 8.0 1.86 
