In this paper we present a regression model where the response variable is a count data that follows a Waring distribution. The Waring regression model allows for analysis of phenomena where the Geometric regression model is inadequate, because the probability of success on each trial, p, is different for each individual and p has an associated distribution. Estimation is performed by maximum likelihood, through the maximization of the Q-function using EM algorithm. Diagnostic measures are calculated for this model. To illustrate the results, an application to real data is presented. Some specific details are given in the Appendix of the paper.
Introduction
It is common that, in diverse statistical applications, the response variable corresponds to count. The possible distributions that can describe the behavior of this type of data are varied. One of them is the Geometric distribution, which has been widely studied in fertility applications; for example, Weinberg and Gladen [22] consider that the number of menstrual cycles necessary for conception has a Geometric distribution with parameter p. They mention that, in this situation, this parameter is not necessarily constant, i.e., it varies from individual to individual. With this, they have suggested that the Geometric regression model is not suitable when there is heterogeneity in the study. Furthermore, they assume that the parameter p, 0 < p < 1 follows a Beta distribution, thus generating the Beta-Geometric mixture, known later as the Waring distribution. In this context, p has a very clear interpretation, since it represents the probability of a conception occurring for any randomly-chosen couple. This idea was originally designed by Henry [9] . This model was also previously studied by Miller [12] , who proposes that the number of vehicles in a traffic jam follows a Geometric distribution, and that the passing rate has a
The Waring Regression Model
The Waring regression model with parameters α and β > 0, denoted by Waring(α, β), is used to describe count data, y i , which assumes nonnegative integer values and whose probability function has been presented by several authors, who use different parameterizations. In this paper, we used the proposal by Singh et al. [21] , which was previously used by Crouchley and Dassios [6] , but in the context of censored data. Then, the probability function is given by P (y i |α, β) = αΓ(α + β)Γ(y i + β) Γ(β)Γ(y i + α + β + 1)
, y i ∈ {0, 1, 2, . . .}.
Singh et al. [21] also indicate that (1) is a parametrization of the probability function originally proposed by Weinberg and Gladen [22] .
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The mean and the variance of the variable y i ∼ Waring(α, β) are, respectively
Var(y i ) = αβ(α + β − 1) (α − 2)(α − 1) 2 , α > 2.
(2)
The model (1) , in terms of mixture of distributions, can be written as
where Geo(p i ) is the Geometric distribution with probability function P (y i |p i ) = p i (1 − p i ) y i , y i ∈ {0, 1, 2, . . .}, with 0 < p i < 1, and whose density function is given by (Crouchley and Dassios [6] )
The moment generating function (MGF) of this distribution is given in the Appendix. In this paper we propose a new parametrization for (1), including a regression structure, i.e., µ = µ i ∀ i = 1, ..., n, then, the probability function reparameterized in terms of µ i and φ is P (y i |µ i , φ) = φ 1 Γ(φ 1 + µ i φ 2 )Γ(y i + µ i φ 2 ) Γ(µ i φ 2 )Γ(y i + φ 1 + µ i φ 2 + 1) , y i ∈ {0, 1, 2, . . .}, where φ 1 = 2φ φ − 1 and φ 2 = φ + 1 φ − 1 , with µ i > 0 and φ > 1. From the latter, we can write, y i ∼ Waring(µ i , φ) whose mean and variance, respectively, are E(y i ) = µ i and Var(y i ) = φ(µ
where V (µ i ) = µ i (µ i + 1) denotes the variance function. In this way, µ i is the mean of the response variable, and φ can be interpreted as a dispersion parameter, i.e., for fixed µ i , if φ increases the variance of y i also increases. In addition to allowing the inclusion of the regression structure, it is possible to clarify the role of each parameter in the model. Figure 1 presents the probability function of the Waring distribution, P (y i |µ, φ), for different values of parameter µ with fixed φ; we note that when µ increases, the tail of the distribution is more heavy. This pattern is repeated for the different values of the parameter φ. Figure 2 shows the probability function of the Waring distribution when µ is fixed; we observe that when φ decreases the tail of the distribution is more heavy. The decrease of the probability values is more drastic when µ increases.
Figure 3 (a) shows the probability function of the Geometric distribution, P (y|p), with parameter p = 1/5, where p = 1/(1 + µ); compared with the Waring distribution for µ = 4 and different values of φ, we observe that when φ → 1, the curve best fits the Geometric distribution. In this way, Figure 3 be seen that the Geometric distribution is a particular case of the Waring distribution, when φ → 1. Figure 3 : Probability function of Geometric distribution, P (y|p), versus the Waring distribution, P (y|µ, φ).
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Let y 1 , y 2 , ..., y n be independent random variables, where y i ∼ Waring(µ i , φ). The model is obtained by assuming that the mean of y i can be written as
in this paper in particular, we used the link function log, in which case we can write, µ i = exp{x
The log-likelihood function based on a sample of n independent observations is
T is a q-dimensional vector of unknown parameters, and the contribution of the i-th observation to the log-likelihood function is equal to (4) for i = 1, ..., n. In this case,
is a function of β, the vector of regression parameters.
On the other hand, from the Beta-Geometric mixture model, the complete-data, y c = (y 0 , y m ), the complete log-likelihood function can be written as
where y i denote the observation data (y 0 = (y 1 , y 2 , ...)) and p i can be treated as missing data, i.e., y m = (p 1 , p 2 , ...).
Maximum Likelihood Estimation
We may easily obtain the maximum likelihood estimation (MLE) of θ based on the completedata log-likelihood function and the EM algorithm, presented by Dempster et al. [7] . A standard EM algorithm consists of two steps:
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• E-step (Expectation): Compute the Q-function as
In fact, from (5) it follows that
Since
, then, using the properties of the Beta distribution, by Johnson et al. [11] , we obtain that
where
. Substituting in (6) we have to
• M-step: Update the parameters θ (m) maximizing Q(θ|θ (m) ), i.e.,
Then, θ (m) is updated using the pseudovalues e i and s i , where the parameters θ are estimated through the Newton-Raphson algorithm, where la score function is given by
with
where R 1 is a n-dimensional vector,
.., n, and
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Whereas the matrix of second derivatives is given by ..
with R 2 being a diagonal matrix, R 2i = (ψ (φ 1 +µ i φ 2 )−ψ (µ i φ 2 ))µ i , and Diag(R 1 ) denotes the diagonal matrix whose elements are precisely the components of vector R 1 .
and
where the elements of vector R 3 are,
Then, by substituting into (8), we obtain ..
evaluated in θ =θ.
Then, (7) and (9) are used to estimate the vector of parameters θ. If the criterion of convergence is satisfied then we can stop iterating, else go back to E-step. Note that the maximum likelihood estimators of θ are obtained from the equation U θ (Q) = 0, and do not have closed-form.
To obtain the asymptotic standard error of the MLEs of θ we use (−I θ ) −1 , where I θ is the observed-data information matrix given by
where the elements of the vectors R and R * are respectively given by,
,
and ψ (·) denote the trigamma function and l(θ) is given by (4)
Then,
with J 3 being a n-dimensional vector with elements given by
, and
To test linear hypotheses of interest we can use the three classic tests based on the likelihood function, including the Wald test, likelihood-ratio test, and score test; see for instante, Boos and Stefanski [3] .
Influence Measures
Xie and Wei [23] obtained the MLE of the parameters for the Poisson inverse Gaussian regression model employing the EM algorithm, and analyzed the presence of influential observations using the generalized Cook's distance, the Q-distance, and under different perturbation schemes of the original model: perturbations of case weights and of the response and the explanatory variables, respectively. Barreto-Souza and Simas [2] propose the use of the EM algorithm for the estimation of the parameters of the Poisson mixture regression models. They also derive some expressions of global influence analysis, as are the generalized Cook's distance and the Q-distance. They also make corrections to the work of Xie and Wei [23] , since the discrete nature of the response variable makes its perturbation infeasible.
In this section, we present the expressions that allow us to detect possible influential observations both for global and local influence for the Waring regression model using the Q-function.
Global influence
Let l(θ|y c ) and l(θ|y c [i] ), be the log-likelihood function of the q-dimensional vector of parameters θ for the complete-data and for the data with the deletion of the i−th case, respectively, where a subscript [i] means the original quantity with the i-th case deleted.
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whose maximum is denoted byθ [i] , i = 1, ..., n andθ is the MLE of θ. Zhu et al. [25] have proposed the use of the generalized Cook's distance from the Q-function. In this case distance betweenθ andθ [i] is given by
Using one-step linear approximationsθ (1) [i] ofθ [i] given by Pregibon [16] , we get
where 
Q(θ|θ).
By substituting (10) in (4.1), the one-step approximation of the GD i is obtained in the context of EM
Then, large values of GD (1) i have a great impact on the MLEs. This proposal is later used by Pan et al. [13] , who analyze the detection of influential observation in the mixed linear models.
Zhu et al. [25] define the Q-distance as
by (10) one obtains the one-step approximation of QD i
[i] |θ)}.
Zhu et al. [25] prove that, under certain regularity conditions, GD
i . For the mixed Beta-Geometric model we have that
is a q-dimensional vector, where R [i] is a (n − 1)-dimensional vector whose elements are given by
The expressions (9) and (13) allow to obtain the estimates at one-step from θ [i] as in (10) , and thus the one-step generalized Cook's distance, given in (11) . The one-step Q-distance is calculated from (12) using one-step estimates of the parameters without the i-th observation.
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Local influence
Let ω be a perturbation vector, l 0 (θ|ω, y 0 ) and l c (θ|ω, y c ) the log-likelihood function of the observed data and of complete-data perturbed by ω, respectively, where θ is a q-dimensional vector of parameters and the perturbed statistical model M = {P (y c , θ, ω) : ω ∈ Ω}. Letθ andθ ω be the MLE which maximize Q(θ|θ) = E(l c (θ|y c )|y 0 ,θ) and Q(θ|ω,θ) = E(l c (θ|ω, y c )|y 0 ,θ), respectively. Zhu et al. [25] and Zhu and Lee [26] propose the displacement of the Q-function to measure the difference betweenθ andθ ω , given by
Zhu and Lee [26] define the influence graph of the Q-displacement function as α(ω) = (ω T , f Q (ω)) T . Then, C Q,h (θ) denotes the normal curvature of the surface α(ω) in ω 0 , in the direction of unitary vector h ( h = 1), which is given by
∂θ∂ω T | θ=θ and ω=ω 0 .
Selection of the perturbation scheme
Zhu et al. [24] and Chen et al. [4] discuss the need to be rigorous in the selection of perturbation schemes, based in the work of Cook [5] on the use the normal curvature as a tool to evaluate the local influence of small perturbations of a statistical model. The proposal of Zhu et al. [24] is based on the expected Fisher information matrix with respect to the perturbation vector, given by
where E ω denotes the expectation regarding the density of the perturbed model, P (y c , θ, ω), and U θ (ω) corresponds to the score function of the perturbed model. For Zhu et al. [24] , an appropriate perturbation to a statistical model should satisfy the following conditions: G(ω) is positive definite in a small neighborhood of ω 0 and the offdiagonal elements of G(ω), evaluated in ω 0 should be as small as possible.
Then, a perturbation ω is appropriate if, when evaluating the expected Fisher information matrix at ω 0 , one has that G(ω 0 ) = cI n , where c = E ω (∂logP (y ic , θ, ω i )/∂ω i ) 2 > 0 evaluated in ω = ω 0 , which warrants that the elements of ω are asymptotically independent. Moreover, if the matrix G(ω 0 ) = Diag(G 11 (ω 0 ), ..., G nn (ω 0 )), it is always possible to choose another perturbation vectorω defined as follows:
such that G(ω) evaluated in ω 0 is equal to cI n . For more details, see Rivas [18] B J P S -A c c e p t e d M a n u s c r i p t
Zhu et al. [24] present various examples to find the appropriate perturbation under different schemes. Giménez and Galea [8] analyze three schemes of perturbation from the comparative calibration model, such as: case weight, additive perturbation of the referent and an alternative instrument.
In this paper, the predictor additive perturbation is considered. Then, the log-likelihood function of the complete-data, under this scheme of perturbation, is given by
.., n and j * representing the perturbed predictor. First, S i is determined so that the proposed perturbation is appropriate. From (14) one has that
Then, the elements of G matrix are given by
Evaluating each element of (15) in ω 0 , we obtain
Therefore, for the perturbation to be adequate, S i is defined as
Rewriting µ iω , one has that
Therefore, the elements in the matrix ∆ are given by, τ φ i = 0, i = 1, ..., n, while τ β ij for j = j * are given by
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And for j = j * ,
Note that in this context, S iβ j is given by
.., n, and j = 0, ..., k.
All the expressions must be evaluated in MLEs of θ and in ω = ω 0 = (0, ..., 0) T .
Application
In this section we illustrate the methodology developed in the paper using simulated data and a real data set. For comparative purposes we also fit the geometric regression model.
Simulated data
We present the results of a Monte Carlo simulation experiment in order to investigate the finite-sample performance of the MLEs. This experiment considers the Waring regression model, i.e., y i ∼ Waring(µ i , φ), where φ = 2.5 and
We choose five different sample size specifically n = 50, 100, 500, 800, and 1000. For each sample size R=1000 Monte Carlo replications were generated.
In order to analyze the results, we computed the average (AV E), the standard deviation (sd), the Bias and the root mean squared error ( √ M SE) of the estimates. The mean and the standard deviation of any estimate from θ = (β 0 , β 1 , φ)
T , namelyθ, are estimated as
r and sd = (R − 1) −1 R r=1 (θ r − AV E) 2 , respectively, withθ r being the estimate of θ in the r-th replication, for r = 1, ..., R. The Bias and mean squared error is estimated as Bias = AVE − θ and M SE = sd 2 + Bias 2 . Table ( 1) presents simulation results, for the smallest sample size considered (n = 50, 100), the estimation algorithm failed to converge en 3%, and 1%, respectively. For large sample sizes the algorithm converged for all the samples.
For all the sample size considered, the β's MLE are very close to the real values and for φ it approaches a 2.5 (real value) as the sample size increases. Also and as expected, the sd, Bias and √ M SE decrease when the sample size increases.
Visits to the doctor data
Next, as illustration, we consider the data set given in Hilbe [10] , called rwm5yr and available in the COUNT library of the packages of the same name in the R software. In that book, this data set was used for to compare the Negative Binomial regression model with the Generalized Waring regression models, but considering all the years in which they were measured. In our case, for simplicity, we only use the data for the year 1987.
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M a n u s c r i p t The response variable (y i ) are the number of visits to the doctor of 1755 German women between 25 and 64 years old, during 1987, and the regressors variables are annual household income divided in 10 (in Marks) INC, the age (in years) AGE, and education (in years) ED. Figure 4 shows the behavior of the y i per individual. There it can be observed the high number of women who did not go to the doctor during that year and how the frequency is reduced when the number of visits increases. Note that there are two patients that went to the doctor 82 and 90 times during 1987. These patients have the number 37 and 291, respectively. Table 2 presents the parameter estimates and their respective standard deviations (sd) for data on doctor visits obtained from the fitted Geometric and Waring regression models. It is observed that, although the estimates of the parameters are not very different in both models, the value of the log-likelihood function increases, while the AIC is reduced in the Waring regression model, giving indications that this model is more suitable than the Geometric regression model to describe the behavior of this data set. In addition, when performing the likelihood ratio test on the models to be compared, a value of LR c = 166.0824 is obtained, with an associated p − value < 0.05, considering that the statistic corresponding to the test follows a distribution χ 2 with one degree of freedom, since the Geometric model is nested in the Waring model. This supports the foregoing conclusion. In the context of the problem, it becomes relevant that the it is probability, p, that each of these women go to the doctor change from individual to individual, as is natural to think, thus justifying the use of the Waring regression. Note that parameters β 1 and β 3 , associated with INC and ED, respectively, are not significant. The expected Fisher information matrix was used to calculate the asymptotic standard deviations. Figure 6 presents the envelope simulations for the Pearson residuals, for both the Geometric regression model (a) and the Waring regression model (b), one can observed that the latter shows a better fit, as explained before, in the sense that the Waring regression model is more adequate to describe these data than the Geometric regression model. Figure 7 shows the behavior of the Q-distance to one-step forθ, QD
i . It is clearly observed that observation 285 is the one that has the greatest influence on the estimation of the parameters. Note that the graph of GD i . Figure 8 shows that under the additive perturbation scheme of the variable INC the observations 37 and 291 are the most influential in the MLE of the parameters, in both graphs,
M a n u s c r i p t|h max | (a) and total local curvature C i (b). The corresponding graphs for the variables AGE and ED were not included, since they present a similar behavior. Table 3 shows the rate of change (RC) of the MLEs, given by RC j = (a)0 500 1000 1500 0 1000 the Waring regression model, since the possible influential observations detected in the previous graphs and their combinations are deleted (37, 285 and 291). From the above table it can be concluded that β 2 in all cases proved to be significant and β 3 always remained non-significant for the model. However, β 1 changed its significance when the observation 285 was involved. Similarly, it can be seen from Table 3 that the rates of changes of the MLEs with respect to β 1 are greater when a subset containing observation 285 is deleted from the data set. In addition, when this observation is deleted, it causes a change in the significance of parameter β 1 , i.e., when this observation is included in the data set the hypothesis H 0 : β 1 = 0 is not rejected. However, when it is eliminated, and the hypothesis is contrasted again, it is rejected with a level of significance of 5%. In the remaining cases involving the elimination of observation 285, there is also a change in the significance of the parameter, but with a significance level of 10%.
It should be noted that the analysis was repeated only with the variables income and age, since the parameter associated with the variable education was never significant. The conclusions are analogous to what is presented in Table 3 , therefore, the ED variable can be extracted from the model.
From Table 3 , it can be seen that observation 285 exerts changes in the MLE of the param-B J P S -A c c e p t e d M a n u s c r i p t eters, which corresponds to a woman with high income, 42 years of age and with only 9 years of education. It can be stated that, for this application, it is justified to choose the Waring model over the Geometric model, since it is natural that the probability associated with going to the doctor of any person is individual. Therefore, it is logical to think that this varies from subject to subject and, as such, the probability can have an associated distribution, in this case a Beta distributions.
Since observation 285 is detected as a potential influential observation, it is advisable to study its nature and/or apply a robust estimation method.
Conclusions
Evaluating the sensitivity (robustness) of the results obtained with the available data set is an important step in any statistical analysis, since outlying cases can distort estimators and test statistics, leading to, in some cases, wrong decisions. The aim of influence diagnostic methods is to identify outlying observations that may affect the values of statistics of interest under the proposed model. Thus, the goal of this paper was to propose influence measures to detect outlying observations that may distort some statistics of interest in the Waring regression model, a statistical model for count data, which is useful in many areas of knowledge.
We derive in closed-form expression the Fisher information matrix for the full parameter vector and a iterative process based on the Newton-Raphson algorithm is developed for maximum likelihood estimation.
Using the Q-function we calculated expressions for global influence as generalized Cook's distance and Q-distance; closed form expressions were obtained for local influence measures under the additive perturbation scheme of an explicatory variable and we defined an appropriate perturbation vector.
Empirical results show that the influence measures developed in the paper are useful for evaluating the effect of the observations in the estimation process and in hypothesis testing.
The codes used were written in R and are available and can be requested from the author via email.
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c c e p t e d M a n u s c r i p t where P (y|α, β) is the probability function of the Waring distribution, which is obtained from the mixture given in (3), i.e., P (y|α, β) = (1 − p) β−1 dp.
Given that
it is possible to define an increasing sequence, such that β−1 p 1 − (1 − p)e t dp, given that M y|p (t) = p 1 − (1 − p)e t , as y|p ∼ Geo(p). 1 − (1 − p)e t dp. 1 − (1 − p)e t t=0 dp = Γ(α + β) Γ(α)Γ(β) (1 − (1 − p)e t ) 4 t=0 dp = Γ(α + β) Γ(α)Γ(β) 
