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ABSTRACT 
It is well known that the chain-rule equation (d/dt)f(A(t)) = A’(t)f’(A(t)) is 
valid if A(t = A’(t)A(t). W e investigate the extent to which the converse 
holds. 
1. INTRODUCTION 
The chain-rule equation of elementary calculus reads 
&W) = A’Wf’( A(t)). (1) 
Its validity is easily established if A is a scalar-valued function, but if A is 
matrix-valued, the picture is more complicated. For example, if f(z) = z2, 
then Equation (1) becomes 
A(t + A’(t)A(t) = 2A’(t)A(t), 
which holds if and only if 
A(t = A’(t)A(t). (2) 
Horn and Johnson [2, Section 6.61 discuss the chain rule for functions 
with a matrix argument and prove (as we shall in Section 2) the well-known 
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fact that Equation (2) implies Equation (1). But almost the first example that 
comes to mind invalidates the converse. Thus suppose that f is a linear 
function, f(z) = mz + b, where m and b are given scalars. Then j-CA(t)) = 
mA(t) + bZ, from which Equation (1) readily follows, whether or not Equation 
(2) holds. It is the main purpose of this note to show that, in a sense, linearity 
off is the only bar to the equivalence of Equations (1) and (2). 
2. THE MAIN THEOREM 
Before stating our results in detail, let us be more explicit about our basic 
assumptions. We suppose that A is a differentiable function on some interval 
1 of the T-axis and taking values in the ring of n-by-n matrices with complex 
entries, and that f is a function of one complex variable that is analytic in a 
simply connected domain D that contains all the characteristic values of A(t) 
as t varies over 1. We use Cauchy’s theorem to express f( A(t)): 
where C is a positively oriented simple closed curve in D that surrounds the 
characteristic values of A(t ). 
It is now easy to see that Equation (2) implies Equation (1). For we have 
gI(w = A/, -f(z)[zZ -A(t)]-I[-A’(t)][zZ -A(t)]-% 
= A’(t) -&-/J(z)[zZ-A(t)]pzdz (byEquation(2)). 
(3) 
Since Cauchy’s theorem tells us that this last integral is f’(A(t)), Equation 
(1) is established. 
Demonstrating the reverse implication is more difficult. As we have seen, 
we must “rule out any linearity in f,” which we do as follows. We first 
observe that f is linear if and only if 
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for any two distinct numbers A and p. This observation leads to hypothesis 
(ii) in our theorem below. Another criterion for linearity, y (.z> = 0, suggests 
hypothesis (iii). 
THEOREM. Suppose that, for some t E J, 
(i) Equation (1) holds, 
(ii> f’(Ab( t)) + [f(h,(t)) - f(A,(t))l/[Ab(t) - h,(t)1 if h,(t) and 
h,(t) are distinct characteristic values of A(t), 
(iii) f”(A,(t)) # 0 fth e a ge I b raic multiplicity of th.e characteristic value 
A,(t) exceeds its geometric multiplicity. 
Then Equation (2) holds. 
Our proof of this theorem is complicated rather than difficult, and we try 
to simplify it by condensing notation. For example, since we are working at a 
specific t throughout, we will suppress it and write A and A, in place of 
A(t) and A,(t). We will express A in terms of its component matrices [3, 
Section 9.5; 2, Section 6.11: 
A = t (AnPa + N,), (4 
a=1 
where A,, . , A, are the distinct characteristic values of A, P,, . . , P,, are 
projection matrices such that P, Ph = S,, P,, Cz= 1 P, = I, and N,, . , N, 
are nilpotent matrices; N,“a = 0, where m, = tr P, is the algebraic multiplic- 
ity of A,, and P,N, = N, P, = N,. 
Equation (4) allows us to write 
f’(A) = 2 c m,-1 fCk+l)( A,) NkP 
n=l k=O 
k! a 0’ 
which, together with Equation (3), yields the following expression of Equation 
(1): 





= Gkf(z)(tl -A)-‘A+1 -A)-‘dz. 
This equation is the key to our proof, which proceeds in steps. 
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LEMMA 1. Hypothesis (ii) implies that 
PaA’Pb = 0 if a+b 
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(6) 
Proof. First observe that 
P,(zZ - A)-‘A’(zZ - A)-lP, 
1 
= 
(2 - h,)( z - hb) PuA’Pb 
where the indices j and k needn’t exceed m, - 1 and mb - 1, because 
higher powers of N, and Nb vanish. Hence, 
&f(+?_,(zZ - A)-‘A’(zZ - A)-lP,dz 
= f(‘b) -f(h,) 
Ab - ‘h 
P,A’P, + c gjkN;PaA’PbN;, 
(.j, k)#(O,O) 
where it isn’t necessary to specify the numbers gjk exactly (although we 
could). Thus when we multiply Equation (5) on the left by P, and right by Pb 




) _ fthb) -f&x) 
Ab - ‘h 
P,A’Pb = c hjkNjP,A’PbN; (7) 
(j, k)+(O,O) 
some numbers hjk. 
Now order the pairs of indices (j, k) lexically: 
(0,0),(0,1>,(~,~>,(~,~),... . 
Either N,jP, A’ Pb Ni = 0 for every pair (j, k) or there is a last pair ( p, q) in 
the list for which NZP, A’P, Nz # 0. Suppose there were such a ( p, q). Then 
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multiply Equation (7) on the left by NJ’ and on the right by N$: 
f,(h 
b 
) _ f(hb) -f(4J 
Ab - Aa 
N,PPaA’PbN; 
= c hjk N,p+jPa A’P, Ntik. 
(j, k)#(O,O) 
Since (p + j, 4 + k) is beyond (p, 4) in our ordering, every term on the 
right-hand side of this equation is 0, and now we invoke hypothesis (ii) to see 
that N,PP, A’P, Nby = 0, a contradiction that verifies the statement (6). n 
Equation (6) implies that 
P, A’ = A’P, (8) 
for every index a. For let a be fixed and sum over b # a: 
0 = c PaA’P, = P,A’ c Pb = P,A’(Z -P,,); 
bza bza 
that is, P,A’ = P, A’P,. In the same way, we see that for each b, A’P, = 
Pb A’P,. Since these last two equations are valid for all indices, we have 
P, A’ = A’P, = P, A’P,, thus verifying Equation (8). 
By itself, Equation (8) does not guarantee that A and A’ commute; we 
still must show that N, and A’ commute, and that in turn (if N, # 0) 
requires hypothesis (iii>. 
LEMMA 2. lf N, # 0, hypothesis (iii) and Equation (8) imply that 
A’N, = N, A’ for each index a. 
Proof. Multiply both sides of Equation (5) on the right and on the left 
by P,, which we now know commutes with A’: 
y 1 f(k+ l’( A,) ma-l m,-1 1 





k=O j=O k=O 2ri c(z - h,) 
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Because we are dealing with a fixed a here, we will drop it as a subscript and 
rearrange our last equation: 
y p+“(h) A,Nk = zcg 1) p+“(A) 
k! k=l (k + l)! ,.+gkN’A’N” (9) k=l 
If A’N were not equal to NA’, the set of pairs (r, s) such that N’A’N” # 
A’N’+S would not be empty. We will suppose that it isn’t and arrive at a 
contradiction. Let ( p, 9) be such a pair for which t- + s is maximal, and if 
there is more than one of these pairs, choose the one for which s is largest. 
Thus, NpA’Nq # A’N”q, but if r + s > p + 9 or if r + s = p + 9 and 
s > 9, then N’A’N” = A’N’+“. Observe that p z 0, so we can multiply 
Equation (9) on the left by NP- ’ and on the right by Nq: 
.p”+“(h) Np_lA,Nq+k _ h-1) f’““‘(h) 
- 
k=l k! kgl ( (k + l)! r+~=kNp+r-lA’NS+q~’ 
(10) 
On the left-hand side of this equation we have terms of the form 
NP- ‘A’Nq+ k. The exponents of N sum to p + 9 + k - 1, which exceeds 
p + 9 unless k = 1, and then the exponent of the second N is greater than 
9, So these terms can be replaced by A’Np+9+k-1. 
On the right-hand side of Equation (10) appear terms of the form 
Np+r-1A’N”+9. Their exponents also sum to p + 9 + k - 1, so unless 
k = 1, 
c N” +~-~AINs+~ = C AtNp+q+k-1 = (k + l)A’NP+q+k-l, 
r+s=k rfs=k 
Thus, except for the first (k = I), the terms on the two sides of Equation (10) 
cancel, leaving us with 
j-“(h)N”-‘A’Nq +1 = $“( A)( NPA’N9 + N@A’N9+‘). 
Since f”(A) # 0, this equation reduces to NpA’N9 = NP-‘A’N9”. But 
NP-'A'N4+1 = A’Np+q by our choice of (p, 9), so we have reached the 
contradiction NPA’Nq = A’Np+q, thus proving Lemma 2 and with it our 
theorem. n 
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The version of our theorem in which f(z) = e” has been known for some 
time. This case arises when one studies the first-order linear initial-value 
problem 
Y’ = M(t)Y and Y = Z when t = 
This problem will be satisfied by Y = exp A(t), where 
provided that 
g exp A(t) = A’(t)exp A(t). 
0. 
A(t) = 10” M(s)d.s, 
That Equation (2) is a sufficient condition is part of the folklore of differential 
equations, and Martin [5] in 1968 and Mazanik [6] (with a new proof) in 1991 
showed that Equation (11) and hypothesis (ii) (which here becomes “The 
difference between two distinct characteristic values of A(t) does not satisfy 
the equation eZ = 1 + z”) imply Equation (2). Both authors use the infinite- 
power-series definition of the matrix exponential, and their methods differ 
from ours. Observe that hypothesis (iii) is unnecessary when f(z) = e”. 
3. EXAMPLES 
We mentioned in the Introduction that Equations (1) and (2) are equiva- 
lent if f(z) = x2. This fact is consistent with our theorem, since hypotheses 
(ii) and (iii) are automatically satisfied in that case. But if these hypotheses 
are not satisfied, we can have Equation (1) without Equation (2). 
For example, let 
A(t) = 
where A and ,u are distinct numbers such that f’(A) = [f(h) -SC fl)]/(A - 




4t>f’O> f( Pu> and 1 
i 
f'(h) 
f’(W) = u(t)f’o -f’(P) f,(°F) , 
h-P I 
from which it is easy to see that Equation (1) holds but Equation (2) doesn’t. 
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Similarly, suppose that 
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0 0 0 
A(t) = [ 1 0 0 0 2t 0 1 
and f( z> = sin z [or any other function such that f” (0) = 01. Then 
0 0 0 1 0 0 
sin A(t) = [ 1 0 0 1 and cos A(t) = I 0 1 0 1 , 0 2t 0 --t 0 1 
and again Equation (1) is satisfied but Equation (2) isn’t. 
4. MATRICES THAT COMMUTE WITH THEIR DERIVATIVES 
Exceptional cases aside, our theorem says that the chain rule is valid only 
when A(t) commutes with its derivative. Such matrices have not been 
completely characterized, but References [l] and [4, Chapter 71 give some 
partial descriptions and list further references. In this section we use our 
notation to present a proof of one of these theorems (see, for example, 
Theorem 4.1 of [l]). 
Obviously, a diagonal matrix A(t) will satisfy Equation (2). Slightly more 
generally, A(t) and A’(t) commute if there is a constant matrix S such that 
S-‘A(t)S is diagonal. It turns out that under very mild restrictions, matrices 
that satisfy Equation (2) must have this form. 
For example, suppose that the characteristic polynomial of A(t) is 
det[ zZ - A(t)] = afir [ 2 - &(t)]m’, 
where the h, are continuous functions such that for each t, h,(t) z h,(t) if 
a + b. Further, suppose that there is an invertible matrix S(t) such that 
S(t)-‘A(t)S(t) is diagonal. Th ese hypotheses are quite weak; for instance, 
one might expect that an arbitrarily chosen n-by-n matrix A(t) would have n 
distinct characteristic values, in which case our conditions are satisfied (at 
least locally). Then q A(t = A’(t)A(t), we can take S(t) to be a 
constant mutm’x S. 
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To prove this statement, we first observe that Equation (4) now takes the 
form A(t) = Xi= 1 ha(t) from which it is easy to calculate 
[zZ -A(t)]-’ = 2 [z - A,(t)]-‘P,(t). 
a=1 
Then if C, is a circle with center h,(t) and not surrounding any other 
characteristic value, we have 
p,(t) = &jc [ zz - A(t)] -’ dz, 
0 
and so [using Equation (2)] 
P,‘(t) = &,, bZ - 4t)l-2 dzA’(t) = 0. 
(2 
In other words, each P,(t) is constant. Since the nonzero columns of the 
constant matrices Z’, are characteristic vectors of A(t), we can construct our 
desired matrix S by selecting m, independent columns from P,, . . . , m, 
independent columns from P,. 
Z thank the referee for providing the references and some background 
discussion for this section. 
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