Natural languages enable humans to engage in highly complex social and conversational interactions with each other. Alife approaches to the origins and emergence of language typically manage this complexity by carefully staging the learning paths that embodied artificial agents need to follow in order to bootstrap their own communication system from scratch. This paper investigates how these scaffolds introduced by the experimenter can be removed by allowing agents to autonomously set their own challenges when they are driven by intrinsic motivation and have the capacity to self-assess their own skills at achieving their communicative goals. The results suggest that intrinsic motivation not only allows agents to spontaneously develop their own learning paths, but also that they are able to make faster transitions from one learning phase to the next.
Introduction
Natural languages enable humans to engage in highly complex social and conversational interactions with each other. Their intricacies have seduced a host of Alife researchers who employ multi-agent experiments for modeling the origins and emergence of natural language-like communication systems (e.g. Kirby, 1999; Smith et al., 2003; Steels, 2012; Wagner et al., 2003) . These experiments typically manage the complexity of language by carefully scaffolding the developmental stages which embodied interacting agents have to go through in order to bootstrap their own communication system. In real life however, such scaffolds obviously do not exist, so it is important to investigate how agents can autonomously set their own goals in order to manage the world's complexity.
Recently, there has been an important movement that looks at the role of intrinsic motivation and skill selfassessment for this purpose. The role of motivation has already been extensively studied by psychologists (Hull, 1943; Skinner, 1953; White, 1959; Graham, 1996) who have a.o. observed that children are remarkably fast at developing new competences. We define "motivation" as "to be moved to do something" (Ryan and Deci, 2000) , and further subdivide the notion into extrinsic motivation, where external forces influence motivated behavior, and intrinsic motivation, which consists of performing activities because they are experienced as inherently enjoyable or interesting.
Roboticists and AI researchers have become increasingly interested in operationalizing these mechanisms in order to enable embodied agents to become robust learners in openended environments. Many promising results have already been achieved, particularly in the domain of behaviors, by looking at interest (Merrick and Maher, 2009) , error reduction (Andry et al., 2001; Roy and McCallum, 2001) , reinforcement (Bonarini et al., 2006) , novelty (Huang and Weng, 2002; Barto et al., 2004) , prediction (Marshall et al., 2004) and curiosity Oudeyer et al., 2007) . Interested readers are referred to Baldassarre and Mirolli (2013) for an extensive overview.
This paper aims to contribute to this field by examining the role of intrinsic motivation in language emergence. More specifically, it introduces an agent-based experiment in which a multi-agent population of artificial agents are able to self-organize a vocabulary and to extend that vocabulary to a primitive syntactic language that allows the agents to use multiword utterances for referring to objects in their environment. Besides the required mechanisms for adopting and inventing words and patterns, the agents are also equipped with a motivation drive that allows them to set their own communicative goals, and with the capacity to assess their own skill level at solving particular communicative tasks. The motivational drive is inspired by Flow theory (Csikszentmihalyi, 1990) and builds further on earlier Alife experiments that have proposed concrete operationalizations of Flow (Steels, 2004) .
Flow Theory
The approach used in this work for modeling intrinsic motivation in a population of artificial agents is based on the Flow theory proposed by Csikszentmihalyi (1990) , which aims to explain why people get involved in complex activities that do not imply a clear external reward. Csikszentmihalyi observed that humans do so because these activities induce a strong feeling of enjoyment in their participants. He called these activities autotelic, meaning that it is the individual him/herself (auto) who is the motivational driving force (telos).
Csikszentmihalyi introduces two core concepts to the theory of flow: challenge, which refers to how difficult a particular task or activity is, and skill, which refers to the abilities of an individual. As shown in Figure 1 , any activity can be conceptualized as an interaction between challenge (xaxis) and skill (y-axis). If an activity is too challenging with respect to an individual's skill level, it induces a feeling of anxiety. Conversely, if a participant has a high skill level, but the challenge is too low, the experience becomes boring. According Csikszentmihalyi, participants may therefore try to strike a balance between skill and challenge, in which they may experience strong enjoyment. Csikszentmihalyi calls such an experience flow. Csikszentmihalyi (1990) argues that individuals may enter a state of flow (i.e. intrinsic enjoyment) when they carefully balance their skill levels against the challenges that they select when performing particular activities. Distortion of this balance may lead to anxiety (i.e. the challenge is too big) or boredom (i.e. the challenge is too easy).
By the dynamics of the flow theory, the flow state is in continuous change. In order to progress in developing his/her abilities, an individual involved in an autotelic activity must keep him/herself in the flow state. To do so, s/he must be able to decrease his/her challenge when his/her skills are too low (to avoid anxiety) and increase his/her challenge when his/her skills are too high, to avoid boredom. Steels (2004) presented a concrete operationalization of Flow theory through the autotelic principle, which we adopt in this paper. The autotelic principle allows agents to set their own challenges by monitoring their own performance for determining their emotional state given a particular skill/challenge payoff. Depending on their emotional state, agents will decide to move to higher challenges (in case of boredom) or fall back to easier challenges (in case of anxiety), or they continue to develop skills for coping with the current challenge (when they achieve a balance between skill and challenge). The Autotelic Principle has been applied in experiments in the domain of behavioral robotics (Steels, 2005) and, particularly relevant for this paper, language (Steels and Wellens, 2007) .
The Autotelic Principle
More specifically, the architecture of the autotelic principle includes the following parts:
• Parameterized tasks: Embodied agents who interact with each other and their environment need to perform many tasks, such as perceiving the world, conceptualizing and interpreting meanings, and producing or comprehending utterances. Each of these tasks must be parameterized to reflect different challenge levels. For example, one parameter for the task of describing an object could be the number of words that an agent can employ. Formally, we associate each task t i with a parameter vector < p i,1 , ..., p i,n >. The set of all parameters for all tasks forms a multidimensional parameter space P . At any point in time, agents self-regulate their behavior by taking a particular configuration of these parameters p(s, t) in P .
• Self-monitoring: Self-regulation of behavior is operationalized as a search process in the multi-dimensional parameter space P to maintain acceptable performance. In order to calculate the most optimal parameter configuration p(s, t) in P , the agents need to be capable of monitoring their performance for all tasks. In our paper, we implement monitors for each task that yield a value in the range [0, 1] with 1 being the optimal performance for that task. The performance of an agent at a given time is measured by simply averaging the sum of the performance of all monitors actively used by the agent. This measure is used to calculate the confidence an agent has in its skill level for achieving a particular task. After each interaction, confidence is updated taking into account the performance of an agent and the success or failure in the interaction.
• Shake-up phase: The shake-up phase takes place once an agent has acquired sufficient experience with a given parameter setting p(s, t) in P . Sufficient experience means that the confidence level of the agent does not show significant fluctuations any more during specific observation windows (i.e. the confidence value in the n latest interactions). The goal of the shake-up phase is to adjust the challenge parameters when this situation occurs. Two scenarios are possible: (a) confidence is too low, so the agents are stuck in a state of Anxiety and will fall back to an easier challenge; and (b) confidence is consistently high, so the agents are stuck in a state of Boredom and so will try to increase the challenge level (e.g. by selecting more ambitious communicative goals).
Experiment
Our experiment aims to show that intrinsic motivation allows a population of agents to develop learning paths at their own pace (that is, without predefined scaffolds imposed by the experimenter) and that it may speed up the emergence of a community language. This shared language is developed by the agents through recurrent communicative interactions, which take place following a well-defined script, also called language game (Steels, 2012) .
The language game
The specific game that agents play in our experiment is a multiword guessing game and proceeds as follows. Each game is played by two agents that were randomly selected from a population N with population size N = 10. One of the agents is assigned the role of speaker, the other agent the role of listener. The world of the agents consists of ten different scenes, with each scene consisting of two different objects. Objects are described using feature-value pairs, which we have given human understandable labels for mnemonic reasons: prototype (e.g table, chair, cup), shape (e.g. pentagonal, square, round) and color (e.g. blue, green, purple). For each scene, speaker and listener build up the same situation model, which is assumed to be grounded in the world through perception and which is described using a first order predicate calculus. Example (1) shows a possible situation model s k .
(1) 9obj1, obj2 : { prototype(obj1 , table) , shape(obj1,round), color(obj1, green), prototype(obj2 ,  table) , shape(obj2, square), color(obj2, brown) } At each interaction, one specific scene is randomly selected from the world, for both speaker and listener. Additionally, the speaker chooses a topic, which he should express to the listener. The topic is either one of the objects or both objects. The task of the speaker is to produce an utterance (transmitted as text) conveying information about the topic in such a way that the listener is able to identify the topic in the scene. In order to achieve this, the speaker can refer to the prototype, shape or color of one or more objects. The listener tries to comprehend the utterance and makes hypotheses about what the topic is. If he has only one hypothesis, he points to the hypothesized topic and gets feedback from the speaker about whether this was indeed the topic. If his pointing turns out to be correct, the game is successful. If not, the game fails and the speaker points at his topic as a means of providing corrective feedback. If the listener has multiple hypotheses, he communicates to the speaker that he could not identify the topic. In this case, the game also fails and the speaker points to the topic. After each interaction, both speaker and listener go through an evaluation phase in which they evaluate their performance and, if possible, learn from the feedback provided by the other agent.
Implementation
We will now have a closer look at how some crucial parts of the language game are implemented, in particular the invention of new words, the adoption of words used by an other agent and the evaluation of produced and comprehended utterances.
The agents start the experiment with given conceptualization and interpretation mechanisms. These mechanisms allow the agents to map between objects in their world model and meanings that refer to these objects. A red box in their world for example, can be mapped to the meaning box(?x), red(?x). Although the agents start with fully operational mechanisms for mapping between meanings and objects in their world model, they start without any mapping from a meaning to an utterance (production) or from an utterance to its meaning (comprehension). It is this mapping that emerges through the recurrent interactions.
The agents have three mechanisms which allow them to develop, adopt and agree upon a shared language: diagnostics, repairs and alignment. Diagnostics allow agents to identify problems during production or comprehension. Repairs are strategies that agents use to solve diagnosed problems. Alignment keeps track of the success rate of formmeaning mappings in every agent and guides the choice of which mappings the agent uses.
Diagnostics and Repairs Agents can diagnose uncovered meanings, uncovered strings and problems of word order and reference. Uncovered meanings can be diagnosed by the speaker when he tries to express a meaning predicate that is not covered by his construction inventory. It is solved with a repair that creates a new word for the uncovered meaning. Uncovered strings correspond to the analogous problem for the listener. If the listener identifies a word for which he does not have a form-meaning mapping in his construction inventory, he can use the feedback of the speaker to infer the meaning of this form and create the corresponding formmeaning mapping. Note that this is only possible in interactions where the combination of the feedback of the speaker and the knowledge of the listener allow to unambiguously infer the meaning of this word. For example, if a listener fails to comprehend a three word utterance because he does not know any of the words, he will not be able to infer which meaning each word expresses and does not learn any new mappings.
The word order and reference problems can occur when agents refer to more than one feature of an object. Agents start without mechanisms specifying that two words refer to different features of the same object or of two different ob- jects. These problems can be solved by creating grammatical constructions that introduce ordering constraints.
Alignment Whereas diagnostics and repairs provide the agents with mechanisms to invent new words and to adopt words used by the other agents, alignment steers the preference of agents to use certain form-meaning mappings. Every form-meaning mapping has a score, a number between 0 and 1. If the construction inventory of an agent contains multiple form-meaning mappings that can be used to express a certain meaning (competitors), he will choose the one with the highest score. For a new form-meaning mapping, which is either invented or adopted, the score is initialised at 0.5 and after each interaction, the agents update the score of the constructions in their lexicon. As a side-effect of the alignment, the construction inventories of the agents in the population converge to a minimal, shared set of constructions.
The alignment used in our experiment updates the scores according to the dynamics of lateral inhibition (Vylder and Tuyls, 2006) . The alignment algorithm is shown in algorithm 1. If speaker and listener reached communicative success, they both increase the score of the constructions they applied by 0.1 and decrease the score of the competing constructions by 0.1. For the speaker, competing constructions are those that express the same meaning as the constructions that he used (meaning competitors), whereas for the listener, they are those constructions that express the same form (form competitors). In the case that the communication was not successful, the alignment is different for speaker and listener. The speaker only aligns if he produced a one-word utterance, in which case he decreases the score of the applied construction by 0.1. The listener only aligns when the speaker's topic was among his hypotheses. Then, the listener increases the score of the applied constructions by 0.1 and decreases the score of its competitors by 0.1. In other cases, the speaker and listener don't align, as they cannot be sure which constructions have to be rewarded and which ones punished. Note that the upper bound for the score of a construction is 1 and that constructions which reach a score of 0 are deleted from the agents construction inventory.
The Baseline Experiment
In order to show that a model of intrinsic motivation can indeed speed up language development, we first need to establish a baseline. The aim of the baseline experiment is to reveal how many interactions it takes before all agents in the population are able to consistently fulfill a given communicative task. The baseline experiment uses the guessing game script described in the previous section. The speaker always refers to one or two objects in the scene, and minimally expresses the prototype of the object(s). Apart from the prototype, the speaker can refer to one or more properties of the objects he wants to describe. The maximum number Algorithm 1: The alignment algorithm of properties that the speaker can express is specified by the learning tasks:
• Learning task 1: Agents can refer to up to two objects only referring to their prototypes.
• Learning task 2: Agents can refer to up to two objects only referring to their prototypes and one property.
• Learning task 3: Agents can refer to up to two objects only referring to their prototypes and two properties.
• Learning task 4: Agents can refer to up to two objects only referring to their prototypes and three properties.
• Learning task 5: Agents can refer to up to two objects only referring to their prototypes and four properties.
Every learning task also includes the previous learning tasks. For example, in learning task 3, agents can describe two properties, one property or no properties at all. Note that the learning tasks specify the total number of prototypes that the speaker can express, not the number of properties per object. Moreover, the learning tasks do not specify whether the properties are associated with one object or with two objects. In learning task 3 for example, the speaker can refer to the prototype and two properties of an object, to the prototypes of two objects and one property of each object, or to the prototypes of two objects and two properties of one of them.
Each learning task has been run 10 times in a population of 10 agents. The average results over these runs are shown in figure 2 . The x-axis represents the number of communicative interactions (i.e. the number of times the guessing game is played) and the y-axis represents the communicative success. The communicative success has a value of either 1 or 0 after every interaction, but has for clarity reasons been smoothed by a sliding window of 100 interactions. The ex- Figure 2: Communicative success for the different learning tasks in a population of 10 agents. As expected, agents are faster at learning tasks that have a lower challenge. However, since the utterance types associated with these easier challenges are often insufficient for properly discriminating the topic in a scene, communicative success stagnates at a lower rate.
perimental results show that for learning tasks in which the speaker refers to a smaller number of properties, a shared language emerges faster than for learning tasks in which the speaker refers to more properties. On the other hand, the communicative success stabilizes at a lower percentage for lower tasks than for the higher tasks. The fact that the lower learning tasks are learned faster can be explained by the fact that the shorter the utterances are, the easier it is for the agents to learn and agree on formmeaning mappings. For longer utterances, it is often not possible to infer the meaning of the different words and adopt the relevant mappings. The fact that the communicative success stabilizes on a lower percentage for the lower learning tasks than for the higher ones is due to the ambiguity in the topic descriptions. Referring to a smaller number of properties decreases the discriminative power of the utterance. Referring to prototypes only for example, does not suffice to discriminate a blue, triangular table from a red, round one. Indeed, when monitoring the ambiguity of the scenes for the different learning tasks, ambiguity turned out to explain exactly the percentage of games in which communicative success could not be achieved. For learning task 1 for example, about 13,5% of the topic descriptions were ambiguous, whereas for learning task 5, this was only 1.7%.
In fact, when agents refer to four properties, there is no ambiguity in the scene at all. But as every learning task also includes the lower learning tasks, some of the utterances include fewer properties, leading indeed to small percentages of ambiguity.
Integration of intrinsic motivation
The number of interactions it takes for a population to master a learning task indicates how difficult the task is for the agents. In our next experiment, we integrate the model of intrinsic motivation described above, in which the learning tasks from the baseline experiment serve as challenges. Agents develop a lexicon and primitive grammar to refer to the objects in their environment, starting with the easier challenges and gradually shifting to the more difficult ones. The agents autonomously decide to move to a more difficult challenge when they master an easier one (and feel Bored) or to go back to an easier task if they are not successful enough in the new task (and feel Anxious).
At the beginning of the experiment, all agents start with the challenge corresponding to learning task 1, as the baseline experiment showed that this is the easiest one to learn. After each interaction, agents calculate their confidence in the task. The confidence score of the agents is calculated based on the result of the interaction (whether the communication was successful or not) and their performance, i.e. whether the agents could successfully produce, comprehend or learn. The confidence score of an agent for a challenge ranges from 0.0 to 1.0 and corresponds to his emotional state. When an agent reaches a score of 1.0, he feels Bored and moves to a more difficult challenge. Conversely, when the confidence score of an agent reaches 0.0, the agent feels Anxious and reacts by moving back to a lower challenge.
The results of 10 experimental runs for a population of 10 agents equipped with the autotelic principle are shown in figure 3. The x-axis represents the number of communicative interactions in the population. The left y-axis indicates the rate of communicative success (again smoothed with a sliding window of 100 interactions), and the right y-axis reflects the number of challenges that the agents master (measured by calculating the average confidence score of all agents in the population over all challenges).
We can observe that the agents develop a shared language for referring to prototypes (the initial challenge) in approximately 1200 interactions. At that moment, they master the first challenge, experience Boredom and move on to the second challenge. Then, the communicative success in the population drops. This can be explained by the fact that at this point, the agents don't only refer to prototypes any more, but also start to refer to other properties of the objects, such as shape and color. Moreover, they need to develop grammatical means for managing reference issues in multiword utterances. By the time that the agents master the second challenge, their vocabulary for prototypes and properties is Figure 3: This graph shows communicative success (left yaxis) and the number of challenges mastered by the agents (right y-axis) in a population of 10 agents equipped with the autotelic principle. As can be seen, agents rapidly reach maximum success, with a small decline between language games 1200 and 2000, when they move up to more challenging communicative goals. After roughly 6000 interactions (an average of 1200 per individual agent), all agents in the population have reached the same skill level.
fully developed. This drastically speeds up the learning of the remaining challenges, as they now only need to further develop grammatical constructions to refer to more properties of an object. As the language development process of each agent is shaped by the specific interactions that he participated in, some agents master a challenge more rapidly and move to a higher challenge faster than other agents. When speaking to agents that are still in a lower challenge, the communication is very likely to fail, as the listener will not be able to understand the more complex utterance. This phenomenon slightly decreases the confidence score of the agents in the lower challenge in phases where the population gradually shifts from one challenge to another. This makes the rate at which the confidence score of the agents increases slow down. In figure 3 , this effect is best visible at the transition from challenge 1 to challenge 2, as this transition needs the most learning time.
Discussion
The results of our experiments show that a population of artificial agents is indeed able to self-organize a vocabulary and primitive syntactic language that allows the agents to communicate about their environment using multi-word utterances. In the experiment including the autotelic principle, the agents managed to evaluate their performance and autonomously adjust their challenge level to stay in a state of flow. Although each agent individually decided when to move up to a next challenge, the population as a whole reached the maximum skill level.
The development of language using the autotelic principle prevents agents from using too complex descriptions (and so using too many words or grammatical constructions that have not yet spread in the population) before a considerable part of the population can understand them. This avoids many interactions in which the utterance produced by the speaker is too difficult for the listener to learn from. This facilitates the learning of the basic skills, which is expected to result in a faster development of a shared language for complex learning tasks. Figure 4 and 5 show the number of interactions it takes on average for an agent to reach maximal confidence in the different learning tasks, with and without making use of the autotelic principle respectively. The x-axis represents the number of interactions per agent and the y-axis the average confidence score of the agent in a learning task. Figure 4: This graph shows how many interactions an agent needs on average for reaching maximal confidence in a particular task without the autotelic principle. This baseline result shows that each learning task indeed poses greater challenges on learning agents, with LT5 taking almost 1000 interactions before it can be mastered.
We can observe that when the agents do not make use of the autotelic principle, each learning task poses indeed a greater challenge to the agents than the previous one, with learning task 5 taking almost 1000 interactions before it can be mastered. When the agents do make use of the autotelic principle however, we see that, having acquired the lower challenges first, they reach maximal confidence for the higher challenges much faster.
The experiments clearly show that the use of challenges set by the individual agents speeds up the learning of more challenging tasks. The expectation is that in the experiment using the autotelic principle, the cumulative number of interactions needed for reaching maximal confidence in all tasks would also be lower than for reaching maximal confidence Figure 5: This graph shows how many interactions it takes on average for an agent to become confident in a learning task with the autotelic principle. The results demonstrate that agents become better and faster learners: each time they move to a more complex challenge, they are able to reach maximum confidence in less time than needed for the previous challenge.
in the most difficult task without the autotelic principle. The current experiment does not include enough challenges of differing difficulties to draw conclusions about this global effect, which will therefore be studied in further research.
Conclusions
In this paper, we have studied the impact of intrinsic motivation on language development in a population of artificial agents. We have equipped the agents with a model of motivation based on the autotelic principle, inspired by the theory of Flow. This mechanism allows the agents to develop their skills in a progressive fashion, regulating the complexity of their challenges by monitoring their own performance. In our experiment, the population of agents developed a shared language through recurrent communicative interactions. We defined five communicative tasks of different complexity that the agents had to fulfill. The results show that the population of agents managed indeed to progressively shift from easier to more difficult tasks, as a consequence of every individual agent striving to stay in a state of flow. Moreover, agents needed progressively less interactions to reach confidence in more difficult tasks, as they did not spend any interactions on utterances that are too complex to learn from.
