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Abstract
Let G be a semisimple algebraic group defined over Qp, and let Γ be a compact
open subgroup of G(Qp). We relate the asymptotic representation theory of Γ and
the singularities of the moduli space of G-local systems on a smooth projective
curve, proving new theorems about both:
1. We prove that there is a constant C, independent of G, such that the number of
n-dimensional representations of Γ grows slower than nC , confirming a conjec-
ture of Larsen and Lubotzky. In fact, we can take C = 3 · dim(E8) + 1 = 745.
We also prove the same bounds for groups over local fields of large enough
characteristic.
2. We prove that the coarse moduli space of G-local systems on a smooth pro-
jective curve of genus at least dC/2e+ 1 = 374 has rational singularities.
For the proof, we study the analytic properties of push forwards of smooth mea-
sures under algebraic maps. More precisely, we show that such push forwards have
continuous density if the algebraic map is flat and all of its fibers have rational
singularities.
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1 Introduction
1.1 Summary of The Main Results
The results of this paper relate to three topics. The first is the asymptotic behavior of
the number of irreducible complex representations of some pro-finite groups. We prove
Theorem A. Let F be a non-archimedean local field of characteristic 0, let G be a semi-
simple algebraic group defined over F , and let Γ be a compact open subgroup of G(F ).
Then there exists a constant C such that, for all integers N , the number of irreducible
N-dimensional complex representations of Γ is less than CN745.
For most Lie types, our bounds are better; for example, for groups of type An, the
bound is CN22. For the precise bounds and a generalization of the result for local rings
of large enough characteristic, see Theorem X.
Denote the set of irreducible characters of Γ by Irr Γ. The proof of Theorem A shows
that the sum
∑
χ∈Irr(Γ) χ(1)
−2n converges for n large enough. We show that this sum is
equal to the normalized symplectic volume of the moduli space of Γ-local systems on a
closed orientable surface of Euler characteristic −2n; see Theorem VI.
The second topic of this article is the study of the singularities of the deformation
variety of a surface group inside an algebraic group,
DefG,n := Hom(pi1(Σn), G) =
{
(g1, h1, . . . , gn, hn) ∈ G2n | [g1, h1] · · · [gn, hn] = 1
}
where Σn is a closed orientable surface of genus n and G is an algebraic group. We prove
Theorem B. Let G be a semi-simple complex algebraic group, and let Σ be a closed
orientable surface of genus greater than or equal to 374. The variety Hom(pi1(Σ), G) has
rational singularities1.
See Theorem VIII for a stronger statement.
We deduce from Theorem B that the moduli space of G-local systems on any algebraic
curve of genus at least 373 has rational singularities, see Theorem IX.
The third topic of this article is the study of push forwards of measures under algebraic
maps between smooth algebraic varieties over local fields. Such varieties look locally like
p-adic balls, and, thus, we can define the notions of smooth2 (or locally constant) measures
or measures with continuous density with respect to some smooth measure. We prove
1For the notion of rational singularity, see Definition B.7.1
2See §§1.2.1 for the definition of smooth measure.
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Theorem C. Let X and Y be smooth irreducible varieties over a local field F of char-
acteristic 0, and let φ : X → Y be a flat map such that, for all y ∈ Y , the fiber φ−1(y)
has rational singularities. For every smooth compactly supported measure m on X(F ),
the push forward φ∗m has continuous density.
See Theorem III, which also includes a converse result.
1.2 Longer Discussion of the Main Results
Let Γ be a group, and let pi be the fundamental group of a closed orientable surface of
genus n ≥ 2. The deformation space of pi inside Γ is the set of homomorphisms from pi to
Γ; we will denote it by DefΓ,n. When Γ is an algebraic group (or a p-adic analytic group,
or a topological group), DefΓ,n is a variety (or a p-adic analytic variety, or a topological
space, respectively).
Let G be an algebraic group defined over a local field F . We study the geometry of
DefG,n and its connections to the representation theory of compact open subgroups of
G(F ). These connections allow us to prove new theorems both on the singularities of
DefG,n and on the asymptotic representation theory of open compact subgroups of G(F ).
A prototype of such connection is the following theorem of Frobenius:
Theorem 1.2.1 (see, e.g. [LS2, Lemma 3.1]). Let Γ be a finite group, and let n ≥ 1 be an
integer. For every g ∈ Γ, the number of solutions to the equation [x1, y1] · · · [xn, yn] = g
is equal to
|Γ|2n−1
∑
χ∈Irr(Γ)
χ(g)
χ(1)2n−1
.
In order to extend Theorem 1.2.1 to pro-finite groups, we introduce some notation.
Definition 1.2.2. Let Γ be a group and let n ≥ 1 be an integer. Define ΦΓ,n : Γ2n → Γ
to be the map
ΦΓ,n(x1, y1, . . . , xn, yn) = [x1, y1] · · · [xn, yn].
Note that DefΓ,n is the fiber Φ
−1
Γ,n(1) of ΦΓ,n.
Definition 1.2.3. Let X, Y be measurable spaces, let m be a measure on X, and let
f : X → Y be a measurable function. The push forward of m via f is the measure f∗m
given by f∗m(A) = m(f−1(A)) for every A ⊂ Y .
We will exploit the following extension of Frobenius’ Theorem:
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Proposition I (see §4.1). Let Γ be a finitely generated pro-finite group, and let Γ(i)i∈N
be a decreasing chain of open normal subgroups with trivial intersection. Let n ≥ 2 be
an integer. Denote the normalized Haar measure on Γ by λΓ and the normalized Haar
measure on Γ2n by λΓ2n. The following are equivalent:
1. The measure (ΦΓ,n)∗λΓ2n has a continuous density with respect to λΓ.
2. There is a constant C such that λΓ2n
(
Φ−1Γ,n(Γ(i))
) ≤ C · λΓ(Γ(i)) for all i.
3. The series
∑
χ∈Irr Γ χ(1)
2−2n converges.
If these conditions hold, then the density of (ΦΓ,n)∗λΓ2n with respect to λΓ is given by the
function
g 7→
∑
χ∈Irr Γ
χ(g)
χ(1)2n−1
.
1.2.1 Direct Image of Smooth Measures
We concentrate on the first condition in Proposition I, namely, the continuity of the
density of (ΦΓ,n)∗λΓ2n with respect to λΓ. We treat this question for p-adic groups, and,
more generally, for p-adic varieties.
Definition 1.2.4. Let X be a smooth d-dimensional algebraic variety over a non-
archimedean local field F . Denote the ring of integers of F by O.
1. A measure m on X(F ) is called smooth if every point x ∈ X(F ) has an analytic
neighborhood U and a (p-adic analytic) diffeomorphism f : U → Od such that f∗m
is some Haar measure on Od.
2. A measure on X(F ) is called Schwartz if it is smooth and compactly supported. We
denote the space of all Schwartz measures on X(F ) by S(X(F )).
3. We say that a measure µ on X(F ) has continuous density, if there is a smooth
measure m and a continuous function f : X(F )→ C such that µ = f ·m.
We are interested in finding conditions on a map φ : X → Y between two smooth
varieties that will imply that φ∗m has continuous density for any Schwartz measure m on
X(F ).
A sufficient condition for the continuity of direct images is that φ is a smooth map
(i.e. a submersion); see Proposition 3.3.1. Recall that a map is smooth if and only if it is
flat and all its fibers are smooth. We show that this last condition can be relaxed: it is
enough to require that the map is flat and all fibers have rational singularities. We recall
the notion of rational singularities in B.7.1.
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Definition II. Let X and Y be smooth irreducible varieties over a field k of characteristic
0, and let φ : X → Y be a morphism. We say that φ is (FRS) if it is flat and, for any
y ∈ Y (k), the fiber X ×Y y is reduced and has rational singularities.
Theorem III. Let X and Y be smooth irreducible varieties over a local field F of char-
acteristic 0, and let φ : X → Y .
1. Assume that φ is (FRS). Then, for every Schwartz measure m on X(F ), the push
forward φ∗m has continuous density.
2. Conversely, assume that, for every finite extension F ′/F and every Schwartz mea-
sure m′ on X(F ′), the measure φ∗m′ has continuous density. Then φ is (FRS).
See Theorem 3.2.1 for a generalization.
1.2.2 Relations Between Representation Growth and Deformation Variety
We now concentrate on Condition (3) in Proposition I. For a topological group Γ, we
denote the number of continuous irreducible complex representations of Γ whose dimension
is at most n by Rn(Γ). If Γ is a finitely generated pro-finite group, a necessary and
sufficient condition for Rn(Γ) < ∞ for all n is that every finite-index subgroup of Γ
has a finite abelianization (see [BLMM]). If this condition holds, we say that Γ is FAb.
Examples of FAb groups are compact open subgroups in semi-simple algebraic groups
over local fields.
For a FAb group Γ, the representation growth of Γ is the study of the asymptotic
behavior of the sequence Rn(Γ). In the case where the representation growth of Γ is
polynomially bounded, we introduce the following generating function:
Definition 1.2.5. Let Γ be a topological group, and assume that there is a constant C
such that, for any n, there are at most CnC non-isomorphic irreducible complex continuous
representations of dimension n of Γ. The representation zeta function of Γ is the function
ζΓ(s) =
∑
χ∈Irr Γ
χ(1)−s,
defined in {s ∈ C | Re(s) > C + 1}.
Suppose that G is a semi-simple group over a non-archimedean local field F of charac-
teristic 0 and Γ is a compact open subgroup of G(F ). The main theorem of [Jai] implies
that ζΓ(s) has meromorphic continuation to the whole complex plane, and there is a ra-
tional number α = α(Γ) such that Rn(Γ) = n
α+o(1). This α is the maximum of the real
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values of the poles of ζΓ(s), but its exact value is still unknown. The results in [Jai] use
the orbit method for analytic pro-p groups and, therefore, are restricted to characteristic
0.
We can now make a more explicit connection between the geometry of DefG,n and
representations of compact open subgroups of G(F ):
Theorem IV (see §§4.1). Let G be a semi-simple algebraic group defined over a finitely
generated field k of characteristic 0. The following are equivalent:
1. The point (1, . . . , 1) is a rational singularity of the deformation variety DefG,n =
(ΦG,n)
−1(1).
2. ΦG,n is (FRS).
3. For every non-archimedian local field F containing k and every compact open sub-
group Γ ⊂ G(F ), we have α(Γ) < 2n− 2.
4. For every finite extension k′/k, there is a local field F ′ containing k′ and a compact
open subgroup Γ ⊂ G(F ) such that α(Γ) < 2n− 2.
Regarding groups over local fields of positive characteristic, we show
Theorem V (see §§4.2). Let G be an affine group scheme over a localization of Z by
finitely many primes. Assume that the generic fiber of G is semi-simple, and let n ≥ 1
be an integer. There is a constant p0 such that, if F1, F2 are local fields with isomorphic
residue fields of characteristic greater than p0, and if Γ1,Γ2 are compact open subgroups
of G(F1), G(F2) respectively, then α(Γ1) < 2n if and only if α(Γ2) < 2n.
Moreover, for such n, if O1 and O2 denote the rings of integers of F1 and F2, then,
ζG(O1)(2n) = ζG(O2)(2n).
Our next result relates the value of ζΓ at an even positive integer with the volume
of the space of Γ-local systems on a surface. Suppose that G is a semi-simple algebraic
group defined over a non-archimedean field F of characteristic 0, that Γ ⊂ G(F ) is a
compact open subgroup, and that Σ is a compact orientable surface. The collection of all
Γ-local systems on Σ is in bijection with the quotient of DefΓ,n by the conjugation action
of Γ. We say that a homomorphism ρ ∈ DefΓ,n is open if the closure of ρ(pi1(Σ)) is open
in Γ. The set of open homomorphisms, which we denote by DefopenΓ,n , is open, dense, and
Γ-invariant subset of DefΓ,n, and the quotient Def
open
Γ,n /Γ is a p-adic analytic manifold (see
§§4.3). Atiyah, Bott, and Goldman defined a symplectic form on DefopenΓ,n /Γ (see §§4.3),
from which we get a top form vABG. Following [Wit], we show
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Theorem VI (see §§4.3). Let F be a non-archimedean local field of characteristic 0 and
residue characteristic different from 2, and let G be a connected, simply connected, semi-
simple algebraic group over F with a Lie algebra g. The Killing form of g gives rise to a
Haar measure µ on G(F ) via the Gram determinant. Suppose that Γ ⊂ G(F ) is a compact
open subgroup and n ∈ Z>1 is such that ΦG,n is (FRS). Denote the measure on DefopenΓ,n /Γ
corresponding to vABG by |vABG| and the measure on Γ corresponding to ω by |ω|. Then∫
DefopenΓ,n /Γ
|vABG| = |Z(Γ)| · (µ(Γ))2n−2 · ζΓ(2n− 2)
1.2.3 Results on Representation Growth and Singularities of Deformation
Varieties
Definition VII.
1. Suppose that g is a simple algebraic group over an algebraically closed field of char-
acteristic 0. Let
B(g) =

22 g = sld or g = sod
40 g = sp2d
3dim(g) + 1 g is exceptional
2. Suppose G is a semi-simple algebraic group over a field k of characteristic 0. Define
B(G) to be the maximum of B(g), where g is a simple factor of Lie(G)⊗ k.
Theorem VIII (see §§4.1). Let G be a semi-simple algebraic group over a field k of
characteristic 0, and let n be an integer such that n ≥ B(G)/2 + 1.
Then, the map ΦG,n : G
2n → G is (FRS).
In particular, the deformation variety DefG,n = Φ
−1
G,n(1) has rational singularities if
n ≥ B(G)/2 + 1. Using [Bou], we conclude that the categorical quotient DefG,n /G has
rational singularities. Consider the case k = C. Fix a complex smooth projective curve C
of genus n. The Riemann–Hilbert correspondence gives rise to an analytic isomorphism
between DefG,n /G and the coarse moduli space of G-principal bundles together with a
connection on C (see [Sim, Proposition 7.8]). Since the notion of rational singularities
depends only on the underlying analytic variety (see [Bur]), we get
Theorem IX. Let G be a semi-simple algebraic group over a field k of characteristic 0,
and let C be a smooth projective curve of genus at least B(G)/2 + 1.
Then the coarse moduli space of G-principal bundles with flat connections on C has
rational singularities.
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In a different direction, combining Theorems IV and VIII, we get
Theorem X. Let G be an affine group scheme over a localization of Z by finitely many
primes. Assume that the generic fiber of G is semi-simple. There is a number p0 such
that, if O is the ring of integers in some local field F of characteristic greater than p0,
then
α(G(O)) < B(G).
In particular, Rn(G(O)) = o
(
nB(G)
)
.
1.3 Ideas of the Proofs
The proofs of Theorems III and VIII are based on a theorem of Elkik which asserts that
flat deformations of rational singularities are rational singularities (see B.7.3 for a precise
statement).
1.3.1 Proof of the (FRS) Property (Theorem VIII)
The notion of rational singularities is defined using a resolution of singularities. We
avoid the hard problem of finding a resolution of DefG,n by using Elkik’s theorem. More
precisely, in order to prove Theorem VIII, we find degenerations of the variety DefG,n,
i.e., we find a flat family of varieties whose generic member is DefG,n and whose special
member is a simpler variety which is easier to analyze. By Elkik’s theorem, if the special
member has rational singularity, so does the generic member. Our degenerations come
from Gm-actions on affine varieties, or, equivalently, from filtrations on the coordinate
algebras. We recall the notions of good filtration, stable points of the spectrum of a
filtered ring, and prove the following
Proposition XI. (see Corollary 2.1.11) Let A and B be k-algebras with good filtrations,
let ϕ : A → B be a filtration-preserving homomorphism, and let p : A → k be a stable
k-point of Spec(A). If the associated graded gr(ϕ) : gr(A) → gr(B) is (FRS) at gr(p) :
gr(A)→ k, then ϕ is (FRS) at p.
In practice, it is easier to do the degeneration in several steps. The first step degener-
ates DefG,n to its Lie algebra version{
(X1, Y1, . . . , Xn, Yn) ∈ g2n | [X1, Y1] + · · ·+ [Xn, Yn] = 0
}
.
Further steps degenerate this variety to a variety from the following class:
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Definition XII. Let Υ = (V,E) be a (combinatorial) graph, and let (W,ω) be a symplectic
vector space. The symplectic graph variety of Υ and W is the variety
XΥ,W =
{
(wv)v∈V ∈ W V | ω(wv, wu) = 0 for all {u, v} ∈ E
}
.
Finally, we degenerate the symplectic graph variety to a different symplectic graph
variety for which the graph Υ is a disjoint union of edges. This last variety is the product
of varieties of the form
{(v1, v2) ∈ W ×W | ω(v1, v2) = 0} ,
which are easy to desingularize explicitly and are easily shown to have rational singulari-
ties. As an intermediate step, we prove
Theorem XIII. Let Υ be a tree of maximal degree d, and let W be a (non-zero) symplectic
space of dimension greater than or equal to 4(d−1). Then XΥ,W has rational singularities.
See Theorem 2.5.1 for a stronger version.
The argument up to this point shows only that the point (1, . . . , 1) is a rational sin-
gularity of DefG,n, because of the first degeneration. In order to bootstrap to the whole
variety, we use the relation between representation growth and rational singularities de-
scribed in Theorem IV. More precisely, we show that if (1, . . . , 1) is a rational singularity
of DefG,n, then α(Γ) < 2n − 2 for some congruence subgroup Γ ⊂ G(F ) for any local
field F . This implies, using a simple argument, that α(∆) < 2n − 2 for any compact
open subgroup of G(F ), for any local field F . This last statement implies that DefG,n has
rational singularities, by Theorem IV.
We apply the above strategy for classical groups. For exceptional groups, we use
instead the known bounds on representation growth and Theorem IV.
1.3.2 Continuity of Push Forward (Theorem III)
Theorem III is easy in the case where the map φ : X → Y is smooth. Indeed, Schwartz
measures on X look locally like f |ωX |, where f is a Schwartz function, ωX is a top
differential form, and |ωX | is the measure corresponding to ωX , see §§3.1. If φ is smooth
and ωY is a non-vanishing top differential form on Y , then the density of the push forward
φ∗f |ωX | with respect to |ωY | at a point y is equal to
∫
φ−1(y) f |ηy|, for some top differential
form ηy on the fiber φ
−1(y). Moreover, the forms ηy vary in an algebraic manner with
y—they are a section of the sheaf of relative differential top forms ΩX/Y . It follows that,
in the case of smooth morphism, the push forward φ∗f |ωX | is again a Schwartz measure.
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If φ is only (FRS), we show that the density is again given by integrating a certain
top form on the smooth locus of the fiber. In order to show that these integrals converge,
we use the following criterion:
Proposition XIV. Let X be a variety over a non-archimedean local field F of charac-
teristic 0. Denote the smooth locus of X by Xsm.
1. If X has rational singularities, then, for any top differential form ω on Xsm and
any compact open subset K ⊂ X(F ), the integral ∫
K∩Xsm(F ) |ω| converges.
2. Assume that X is Cohen–Macaulay and that, for every finite field extension F ′/F ,
every top differential form ω′ on Xsm, and every compact open subset K ′ ⊂ X(F ′),
the integral
∫
K′∩Xsm(F ′) |ω′| converges. Then X has rational singularities.
See §§3.4 for stronger statements.
Proposition XIV and its proof do not imply that the density of φ∗f |ωX | is continuous,
since, in general, we cannot find a simultaneous resolution of singularities for all fibers
of φ. This lack of simultaneous resolution of singularities is also the difficulty in proving
Elkik’s theorem. In fact, in view of Proposition XIV, Theorem III can be thought of as a
quantitative version of Elkik’s theorem.
The proof of the continuity in Theorem III is done in two steps. In the first, we reduce
the claim to the case where Y is a curve. In order to do this, we show that the function
y 7→
∫
φ−1(y)sm(F )
f |ηy|
is constructible (in the sense of Model theory; see Appendix A for the definition), and then
show that if a constructible function is continuous along all curves, then it is continuous.
In the second step of the proof, we use embedded resolution of singularities as a substitute
for a simultaneous resolution, and translate the question of continuity of push forward of
Schwartz measures under general maps to the question of continuity of push forward of a
measure of the form
|xa11 · · ·xann dx1 ∧ · · · ∧ dxn|
under monomial maps
φ(x1, . . . , xn) = x
b1
1 · · ·xbnn ,
where x1, . . . , xn are local coordinates. For general exponents ai, bi, the push forward need
not be continuous. In our case, however, the assumption on rational singularity and a
homological algebra argument imply an inequality on the exponents ai, bi, which implies
that the push forward is continuous.
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1.4 Some Related Results
1.4.1 Representation Zeta Functions of FAb p-Adic Analytic Groups
Let G be a semi-simple algebraic group over a local non-archimedean field F of charac-
teristic 0 and residual characteristic p, and let Γ be a compact open subgroup of G(F ).
Jaikin–Zapirain proved in [Jai] that there are natural numbers ni and rational functions
fi ∈ Q(x), for i = 1, . . . , N , such that
ζΓ(s) =
N∑
1
n−si fi(p
−s).
Moreover, the denominators of the functions fi(x) have the form
∏
j(1− pai,jxbi,j), where
the numbers ai,j and bi,j are integers. This implies that ζΓ(s) has meromorphic con-
tinuation to the entire complex plane, that its poles have rational real parts, and that
Rn(Γ) = n
α(Γ)+o(1), i.e., that log(Rn(Γ))/ log n tends to α(Γ) when n tends to infinity.
In [LM], the authors prove that α(Γ) ≤ 3dimG. In [LL], the authors prove that
α(Γ) ≥ 1/15. Theorem A now implies that the sequence d 7→ α(SLd(Zp)) is bounded
away from zero and infinity. It is still unknown whether this sequence has a limit.
If Γ is either SL2(O) or SL3(O), where O is the ring of integers of a local non-
archimedean field of characteristic 0, the value α(Γ) were computed in [Jai] and [AKOV].
They are α(SL2(O)) = 1 and α(SL3(O)) = 2/3.
1.4.2 Compact Lie Groups and Topological Quantum Field Theory
Representation growth was also considered for compact simple Lie groups. In this case,
much more is known. For example, Weyl’s character formula implies that, if L is a
compact simple Lie group, then α(L) = rkL|Φ+| , where rkL is the rank of L and |Φ+| is the
number of positive roots of L (see [LL]). In particular, α(L) ≤ 1 and α(L) tends to 0 as
the dimension of L tends to infinity. This stands in contrast to the uniform lower bound
1/15 in the p-adic case.
The volume formula in Theorem VI is an analog of [Wit, (4.72)], which deals with the
case of a compact semisimple Lie group. Witten’s result, as well as ours, are related to
topological field theories. Explicitly, let G be a group scheme over Zp with semi-simple
generic fiber. Consider the Dijkgraaf–Witten TQFTs Zr with gauge groups G(Z/pr) and
trivial Lagrangian (i.e., we choose the trivial cocycle in H2(B (G(Z/pr)) ,R/Z)); see [FQ].
For any compact orientable surface Σ, we have Zr(Σ) = ζG(Z/pr)(−χ(Σ)), where χ(Σ) is
the Euler characteristic of Σ. If Σ has genus greater than or equal to B(G×SpecZpSpecQp),
then Theorem A shows that the limit limr→∞ Zr(Σ) exists.
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1.4.3 Flatness of ΦG,n
Let G be a group scheme over Z such that the generic fiber of G is simple. Liebeck and
Shalev ([LS]) studied the limit of the sequence ζG(Z/p)(s), where p is a prime tending to
infinity. Namely, they showed that the limit limp→∞ ζG(Z/p)(s) is equal to one for s > rkG|Φ+| .
The proof of Corollary 4.1.4 shows that, for any integer n, the existence of the limit
lim
p→∞
ζG(Z/p)(2n− 2) (1)
is equivalent to the flatness of the map ΦG,n.
In this paper, we study the closely related limit
lim
r→∞
ζG(Z/pr)(2n− 2). (2)
Theorem IV implies that the existence of the limit (2) for any p is equivalent to the map
ΦG,n being (FRS). Liebeck and Shalev study the limit (1) (and, hence, prove that ΦG,n
is flat) using the description of the irreducible representations of finite groups of Lie type
due to Deligne and Lusztig. No such description is known for the groups G(Z/pr) for
general r.
The flatness of ΦG,n was also proved by J. Li ([Li]). A different proof for the case
n ≥ B(G) also follows from our methods3. This proof, like the one in [Li] and unlike the
proof in [LS] works only in characteristic 0.
1.4.4 Rational Singularities in Representation Theory
Let G be a reductive group over a field of characteristic 0, and let g be its Lie algebra.
Consider the quotient g/G by the adjoint action. The quotient map piG : g → g/G was
shown to be flat in [Kos], and the fiber pi−1(0) (the nilpotent cone) was shown to have
rational singularities in [Hes]. A simple argument shows that these facts imply that all
fibers of pi have rational singularities4. Using Theorem III, we get
Corollary XV. Let G is a reductive algebraic group over a local non-archimedean field
of characteristic 0 with Lie algebra g. Denote the projection from g to the categorical
quotient g/G by pi. Let m be a Schwartz measure on g, then the push forward pi∗m has
continuous density.
3This is a combination of Theorem 2.0.1 stating that ΦG,n is (FRS) at (1, . . . , 1), and the proof of
Theorem IV where we show that if ΦG,n is (FRS) at (1, . . . , 1), then it is (FRS). Unlike the rest of he
proof of Theorem IV, this part does not use [LS].
4For example, Elkik’s theorem implies that all fibers in a neighborhood of 1 have rational singularities,
and one can use the actions of Gm on g and g/G to deduce that all fibers have rational singularities.
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This statement is probably known to experts, but we have been unable to find an
exact reference.
Another example of rational singularities in representation theory is the following:
Theorem ([Hin, Theorem 3.3]). Let G be a reductive algebraic group over a local non-
archimedean field of characteristic 0 with Lie algebra g, and let O ⊂ g be a nilpotent orbit.
Then the normalization of the closure of O has rational singularities.
Using Proposition XIV, one can deduce the following theorem of Deligne and Ranga–
Rao:
Theorem (see [RR]). Let G be a reductive algebraic group over a local non-archimedean
field of characteristic 0 with Lie algebra g, and let O be a nilpotent orbit. Let µ be a
G-invariant measure on O. Then, for each Schwartz function f on g, the integral ∫O f ·µ
converges.
1.5 Future Work
A sequel to this paper will deal with analogs of Theorems A and X in the global case, for
example, for groups of the form G(Z).
1.6 Structure of the Paper
In Section 2, we prove that the map ΦG,n is (FRS) at the point (1, . . . , 1), assuming G is
classical and n ≥ B(G). In Subsection 2.1, we describe the degeneration method and give
two examples of degenerations. The scheme of the proof is described in Subsection 2.2.
In Subsection 2.3, we reduce the claim to proving (FRS) property of a map described by
a combinatorial data, which we call a polygraph. The definition of this map is similar to
Definition XII. In Section 2.4, we translate the methods of Subsection 2.1 to polygraphs.
In Subsection 2.5, we prove Theorem XIII. In Subsections 2.6–2.8, we finish the proof for
the classical groups, case by case.
In Section 3, we prove Theorem III. Subsection 3.1 describes the construction of mea-
sures out of differential forms. In Subsection 3.2 we formulate a strong version of Theorem
III. In Subsection 3.3 we prove some general results about push forwards of Schwartz mea-
sures. In Subsection 3.4, we prove Proposition XIV. In Subsections 3.5 and 3.6, we prove
a stronger version of Theorem III. Part 1 is proved in Subsection 3.5, and part 2 is proved
in Subsection 3.6.
In Section 4 we apply our previous results to representation growth and the geometry
of deformation varieties. Subsection 4.1 concerns the relation between representation
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growth and the map ΦG,n. We prove Proposition I, prove that the map ΦG,n is always
flat, prove Theorem IV, and finish the proof of Theorem VIII. In Subsection 4.2, we apply
our characteristic 0 results to representation growth in positive characteristic and prove
Theorem V (which implies Theorem X). In Subsection 4.3 we describe the Atiyah–Bott–
Goldman form on the space of Γ-local systems, and prove Theorem VI.
In Appendix A we study integrals of Schwartz measures with parameters, i.e. functions
of the form
y 7→
∫
φ−1(y)sm(F )
f |ηy|,
where φ : X → Y is (FRS). We show that such functions are continuous if and only if their
restrictions to any curve in Y is continuous. This result is used in Section 3. Our methods
are taken from Model Theory, and, in particular, the theory of Motivic Integration.
In Appendix B, we summarize the definitions and facts of Algebraic Geometry that
we use in this paper. Subsection B.1 discusses flat maps. Subsection B.3 contains a
summary of results that we use from the theory of Grothendieck duality. Subsections B.2
and B.4-B.7 discuss singularity theory.
In Appendix C, we provide some illustrations for the graphs obtained in §§2.6–§§2.8.
1.7 Conventions
We will use the following conventions:
• k is a field of characteristic 0.
• F is a local field. Unless stated otherwise, it is non-archimedean and of characteristic
0. We denote the ring of integers of F by O := OF .
• All the algebras that we consider are commutative and, unless stated otherwise,
unital and finitely generated over some base field (usually k or F ).
• Unless stated otherwise, all the schemes that we consider are of finite type over the
base field.
• We use the term algebraic variety as a synonym for a reduced scheme.
• A morphism of algebraic varieties or schemes means a morphism over the base field.
• The smooth locus of an algebraic variety X will be denoted by Xsm.
• Given a field extension k ⊂ F and a variety X defined over k, we denote XF =
X ×Spec k SpecF .
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• For a k-scheme X, we denote its ring of regular functions by k[X] := OX(X). We
use similar notation for F -schemes.
• Unless stated otherwise, a point in algebraic variety will mean a point over the base
field. For a variety X, we denote the set of such points by X(k) or X(F ).
• We will consider the (Hausdorff) analytic topology onX(F ) and the Zarizki topology
on X and X(k). For a point x ∈ X(k) the expression “a neighborhood of x” will
mean (depending on the context) an open subscheme U ⊂ X such that x ∈ U(k) or
the set of k points of such open subscheme.
• A p-adic manifold is a Hausdorff space X with a sheaf of functions that is locally
isomorphic to the space ZNp together with the sheaf of functions that are locally
given by convergent power series; see [Ser]. We will not use notions from rigid
analytic geometry.
• By point of an algebra A, we mean a point of its spectrum, i.e. a morphism from A
to the base field.
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2 Singularities of Deformation Varieties
Our aim in this section is to prove the following theorem.
Theorem 2.0.1. Let d ≥ 1 be an integer and let G be either SLd, SOd or Sp2d. Let n be
an integer such that n ≥ B(G)/2+1. Then, the map ΦG,n is (FRS) at the point (1, . . . , 1).
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In Subsection 2.1 we introduce our method and in Subsection 2.2 we describe the
scheme of the proof. The rest of the section contains the proof itself. Throughout the
section, we fix G and n as above and denote the Lie algebra of G by g.
2.1 Methods
2.1.1 Degeneration
Given algebraic varieties X,S and a morphism piX : X → S, we say that X is an S-variety,
and we call piX the structure map. We will denote the fiber pi
−1
X (s) by Xs. We say that X
is a flat S-variety if piX is flat. A morphism f : X → Y between two S-varieties is called
an S-morphism if piX = piY ◦ f . The restriction of f to a morphism between pi−1X (s) and
pi−1Y (s) will be denoted by fs.
Elkik’s theorem (Theorem B.7.3) has the following corollary:
Corollary 2.1.1. Let X, Y be flat S-varieties with structure maps piX , piY , and let f :
X → Y be an S-map. Assume that Y is smooth. The set of points x ∈ X(k) for which
the fiber map fpiX(x) : XpiX(x) → YpiX(x) is (FRS) at x is open.
Proof. By Theorem B.1.1, fpiX(x) is flat at x if and only if f is flat at x, and this is an open
condition. Restricting to the open set on which f is flat, we can assume, without loss of
generality, that f is flat. Elkik’s theorem (Theorem B.7.3), applied with S = Y , implies
that the set of points x at which f−1piX(x)(fpiX(x)(x)) = f
−1(f(x)) has rational singularity is
open.
Corollary 2.1.2 (Geometric Degenerarion). Let X and Y be flat A1-varieties equipped
with an action of Gm such that the structure maps intertwine the Gm action with the
standard action of Gm on A1. Let φ : X → Y be an A1-morphism that is also Gm-
equivariant, and Let s : A1 → X be a Gm-equivariant section of the structure map.
Suppose that φ0 is (FRS) at s(0). Then φ1 is (FRS) at s(1)
Proof. By Corollary 2.1.1, the set of t ∈ A1(k) such that φt is (FRS) at s(t) is open. In
particular, the map φt is (FRS) at s(t), for some t 6= 0. Using the Gm-action, φ1 is (FRS)
at s(1).
Definition 2.1.3. In the situation above, we call φ0 : X0 → Y0 a degeneration of φ1 :
X1 → Y1.
Instead of talking about families with a Gm action, we will use the equivalent language
of filtrations, which is more suitable for computations.
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Definition 2.1.4. Let A be an algebra. By a filtration on A we mean an increasing
sequence (F iA)i∈Z of subspaces of A such that the following hold:
1. F iA · F jA ⊂ F i+jA.
2. ∩F iA = {0}.
3. ∪F iA = A.
Remark 2.1.5. One usually considers two kinds of filtrations, ascending and descending;
both with non-negative indices. Definition 2.1.4 unites both kinds, since one can replace
a descending filtration (GiA)i≥0 with the filtration
F iA =
{
G−iA i ≤ 0
A i ≥ 0 .
Example 2.1.6. On the field k, we will consider the standard filtration
F i(k) =
{
0 i < 0
k i ≥ 0
Definition 2.1.7.
1. For a reduced algebra A with a filtration (F iA), we define the Rees algebra of A
to be the graded k[t]-algebra Rees(A) := ⊕tiF iA. Note that, in general, Rees(A) is
reduced, but need not be unital nor finitely generated.
2. For a filtration-preserving morphism φ : A → B between reduced filtrated algebras,
we define Rees(φ) : Rees(A) → Rees(B) by Rees(φ)(tia) = tiφ(a). The assignment
Rees is a covariant functor from the category of reduced filtrated algebras to the
category of reduced algebras.
3. We call a filtration on a reduced algebra A good if Rees(A) is unital and finitely
generated.
4. The Rees variety of a reduced algebra A with good filtration is R(A) :=
Spec(Rees(A)). Since the Rees algebra is graded, the Rees variety has a natural
action of Gm. Since the Rees algebra is a k[t]-algebra, we have a natural map
R(A)→ A1 which is Gm-equivariant.
5. R gives rise to a contravariant functor from the category of reduced algebras with
good filtration to the category of Gm-equivariant maps X → A1.
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Example 2.1.8. If A is a reduced Z-graded algebra, then the filtration induced by the
grading is good. In this case, R(A) = Spec(A)× A1.
The following proposition is standard:
Proposition 2.1.9 (Rees Equivalence).
1. The functor R defines an (anti-)equivalence of categories between the category of
reduced algebras with good filtrations and the category of diagrams X
φ→ A1, where
X is an affine variety with a Gm action, and φ is flat and Gm-equivariant.
2. The fiber at 1 of R(A) is Spec(A)
3. The fiber at 0 of R(A) is Spec(gr(A))
4. R(k) = (A1 Id→ A1)
Proof. The only non-trivial part is assertion 1. We construct an inverse functor for R
as follows. Given X
φ→ A1 as above, we consider the algebra A′ := O(X) with the
grading A′ =
⊕
Ai coming from the Gm action. Let t be the coordinate of A1, and
consider it as an element of A′. Since φ is Gm-equivariant, multiplication by t gives a
map ui : A
i → Ai+1. Since φ is flat, t is not zero divisor, so all uis are embeddings.
Define R−1(X) to be the direct limit of · · · ui−1→ Ai ui→ · · · , with the natural filtration. The
action of R−1 on morphisms is evident, and the verification that R−1 is an inverse of R
is straightforward.
Remark 2.1.10. The last proposition implies that a section as in Corollary 2.1.2 cor-
responds, under R−1, to a map φ : A → k such that φ(F−1A) = 0. We call such maps
stable points of A.
The following is a consequence of 2.1.2
Corollary 2.1.11 (Degenerarion). Let A,B be rings with good filtrations, let ϕ : A→ B
is a filtration-preserving map, and let p : A → k be a stable point. Suppose that gr(ϕ) is
(FRS) at gr(p). Then ϕ is (FRS) at p.
2.1.2 Linearization
As a first application of the degeneration method (Corollary 2.1.11), suppose that φ : X →
Y is a map between two affine varieties, and let φ∗ : k[Y ] → k[X] be the corresponding
map of algebras.
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Let x ∈ X. Denote the maximal ideal of k[X] corresponding to x by mX,x, and the
maximal ideal of k[Y ] corresponding to φ(x) by mY,φ(y). Choose a natural number r such
that φ∗(mY,f(y)) ⊂ mrX,x, and define the following filtrations:
F ik[X] =
{
k[X] i ≥ 0
m−iX,x i < 0
and
F ik[Y ] =
{
k[Y ] i ≥ 0(
mY,φ(y)
)d−ir e i < 0 .
By the definition of r, the map φ is filtration-preserving. The degenerations of X and Y
are the tangent cones Cx(X) and Cφ(y)Y of X and Y , which are equal to Spec gr(k[X])
and Spec gr(k[Y ]) respectively.
This leads us to the following notation
Notation 2.1.12. Let φ : X → Y be a map between two affine varieties, let x ∈ X and
let r be such that φ∗(mY,f(y)) ⊂ mrX,x. Define Dr−1x φ := grφ : Cx(X) → Cf(x)(Y ). Note
that D0 is the usual differential.
From the degeneration method (Corollary 2.1.11) we get
Corollary 2.1.13 (Linearization). Let φ : X → Y be a morphism of affine varieties, and
let x ∈ X(k). Suppose that Drxφ is (FRS) at x for some r for which Drx is defined. Then
φ is (FRS) at x.
In order to compute the operation Drx for our case we will use the following obvious
lemma and example
Lemma 2.1.14 (Functoriality of Dr). The operation Drx is functorial in the following
sense: Let
x 7→
∈
y
∈
7→ z
∈
X pi
// Y τ
// Z
be a commutative diagram of algebraic varieties (and points). Assume that pi∗(mY,y) ⊂
ms+1X,x and τ
∗(mZ,z) ⊂ mr+1Y,y . Then Dr+sx (τ ◦ pi) = Dsy(τ) ◦Drx(pi)
Example 2.1.15 (Computation of Dr for affine spaces). Let U ⊂ An be a Zariski open
subset of an affine space that contains 0. Let p = (pi)i=1...m : U → Am. Assume that all
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the derivatives of p of order ≤ r vanish. Let q = (qi)i=1...m : An → Am be the (r + 1)st
Taylor expansion of p, meaning that qi are homogeneous polynomials of order r and the
order-(r + 1) derivatives of all pi − qi vanish. Then
Dr(p) = q,
under the standard identifications
C0(U) = T0(U) ∼= An and Cp(0)(Am) = C0(Am) = T0(Am) ∼= Am
2.1.3 Elimination
The linearization method (Corollary 2.1.13) allows us to reduce our problem to showing
that some map between affine spaces is (FRS). For an affine space AI , we will use filtrations
coming from weights, i.e. vectors in ZI . A weight w ∈ ZI gives a good filtration Fw on
k[AI ] as follows: define the degree of a monomial xa11 · · ·xaII to be
∑
aiw(i), and let
F nwk[AI ] be the span of all monomials of degree at most n. Note that this filtration
depends on the choice of coordinates xi on AI . Given a weight w and a polynomial
f ∈ k[AI ], the symbol of f , denoted by σw(f) is the sum of the monomials of f with the
highest w-degree. The degeneration method (Corollary 2.1.11) implies:
Corollary 2.1.16 (elimination). Let I, J be finite sets and let ψ = (ψj)j∈J : AI → AJ be
a morphism such that ψ(0) = 0, let w ∈ ZI be a weight, and let σw(ψ) = (σw(ψj))j∈J be
the symbol of ψ. If σw(ψ) is (FRS) at 0, then so is ψ.
Proof. Let xi be the coordinates on AI and yj be coordinates on AJ . Let w′ ∈ ZJ be
the weight defined by w′(j) = degw(ψj). It is easy to see that Fw is a good filtration on
k[AI ], Fw′ is a good filtration on k[AJ ], ψ is filtration preserving, and the point 0 is stable.
Finally, gr(ψ) is given by the symbol of ψ.
Remark 2.1.17. If ψ : AI → AJ is as above, then ψ−1(0) is an affine scheme whose coor-
dinate ring has a filtration induced by the filtration on the domain. Denote the spectrum of
the corresponding graded ring by gr(ψ−1(0)). In general, we have gr(ψ−1(0)) ⊂ (grψ)−1(0)
as subschemes of AI , but the inclusion can be strict. As an example, consider the map
ψ(x, y) = (x2, y + x2), where the both coordinate rings k[x, y] are given the filtration ac-
cording to degree. In this case, (grψ)−1(0) is the zero locus of x2, whereas gr(ψ−1(0)) is
the zero locus of (x2, y).
However, if grψ is (FRS), then gr(ψ−1(0)) is equal to (grψ)−1(0). Indeed, the flatness
implies that dim gr(ψ−1(0)) = #I − #J = dim(grψ)−1(0). Since (grψ)−1(0) is conic,
it is connected. Since (grψ)−1(0) has rational singularities, it must be irreducible, and,
hence, equal to gr(ψ−1(0)). We will use this fact in the sequel, since it is usually easier
to compute (grψ)−1(0) than gr(ψ−1(0)).
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2.1.4 Explicit Resolution
After we use the above methods, we reduce the problem to proving (FRS) property of
rather simple map. We do this using the following
Proposition 2.1.18. Let φ : X → Y be a map of irreducible smooth affine varieties, let
x ∈ X, and denote Z = φ−1(φ(x)). Suppose
1. dimZ ≤ dimX − dimY .
2. Z is reduced and smooth in co-dimension 1.
3. There is a resolution of singularities pi : E → Z such that H i(E,OE) = 0 for all
i > 0.
Then φ is (FRS) at x.
Proof. By Theorem B.1.2, the first condition implies that φ is flat at x. Next, we show
that x is a rational singularity of Z, i.e., that OZ ∼= Rpi∗OE. Let p : Z → Spec(k) be the
projection to a point. Since Z is affine, the functor p∗ is exact. Thus
H•(E) = R(p ◦ pi)∗OE = Rp∗(Rpi∗OE) = p∗(Rpi∗OE).
Together with the third condition, this implies that Rpi∗OE = pi∗OE. It remains to show
that Z is normal. Since φ is flat, Z is complete intersection, and hence Cohen Macaulay.
Thus by Corollary B.4.9 (1), the second condition implies that X is normal.
2.2 Scheme of the proof of Theorem 2.0.1
We first use the linearization method in order to pass to an analogous problem for the
Lie algebra g of G and the map Ψ : g2n → g given by
Ψ(X1, Y1, . . . , Xn, Yn) = [X1, Y1] + . . .+ [Xn, Yn],
(see §§§2.3.1). This problem has an additional symmetry. Namely, the map Ψ : g2n → g,
can be interpreted as a map Ψ : g ⊗W → g, where W is a 2n-dimensional symplectic
space (see §§§2.3.2).
Next, we choose a basis of g for which the structure matrix will be sparse. The
components of the map Ψ in this basis have small and simple set of terms. The map Ψ
is now essentially determined by some combinatorial data, which we call polygraph, see
Definition 2.3.3.
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To proceed, we assign weights to the basis elements of g and use the elimination
method in order to leave only one term in each component of Ψ. We obtain a map
ΨΓ,W : W
V → kE which is described by a graph Γ = (V,E) and the symplectic space W ,
where each component of ΨΓ,W is the symplectic pairing of the corresponding coordinates.
We call such maps symplectic graph maps, see Definition 2.4.7.
In order to simplify the map ΨΓ,W further, we decompose W to a direct sum of sym-
plectic subspaces and assign different weights to the summands. Applying the elimination
method, we get a new symplectic graph map, for which the graph has more vertices, but
the same number of edges. The ‘price’ we pay is decreasing the dimension of W (see
Corollary 2.4.9).
We use this trick in order to break Γ into a forest (see §§§2.6.3), and then we show how
to break any forest into a disjoint union of edges (see §§§2.5.1). This process decreases
the dimension of W by a constant factor and this is the reason why n should be large
enough.
Finally, we deal with a single edge by finding an explicit resolution, see proposition
2.5.2.
2.3 Reduction to (FRS) Property of a Polygraph
2.3.1 Reduction to the Lie Algebra
Let H be an arbitrary linear algebraic group with Lie algebra h. We apply Corollary
2.1.13 to the map ΦH,n : H
2n → H, the point x = (1, . . . , 1), and r = 2. The cones of
H2n and of H are equal to h2n and h respectively.
Lemma 2.3.1. Ψh,n := D
1
(1,...,1)ΦH,n is given by
Ψh,n(X1, Y1, . . . , Xn, Yn) = [X1, Y1] + . . .+ [Xn, Yn].
Proof.
case 1 H = GLN is the general linear group.
This case follows from the computation of Dr for affine spaces (Example 2.1.15).
Namely, Let gi, hi ∈ h such that 1 + gi, 1 + hi ∈ H. We have
ΦH,n(1+g1, 1+h1, . . . , 1+gn, 1+hn) = [X1, Y1]+. . .+[Xn, Yn]+f(X1, Y1, . . . , Xn, Yn),
where the all the partial derivatives of f of order ≤ 2 vanish at 0. So Example
2.1.15 implies the assertion.
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case 2 the general case.
This case follows from functoriality of Dr (Lemma 2.1.14) and the previous case.
Indeed, let i : H → GLN be an embedding of H into a general linear group. We
have the following commutative diagram:
H2n i
2n
//
ΦH,n

GL2nN
ΦGLN,n

H
i
// GLN
Thus, by Lemma 2.1.14,
D0i ◦D1ΦH,n = D1ΦGLN ,n ◦D0(i2n) = D1ΦGLN ,n ◦ (D0i)2n.
Since D0i is the inclusion of h in gln, the assertion is proved.
Thus, we reduce Theorem 2.0.1 to the following theorem:
Theorem 2.3.2. The map Ψg,n is (FRS) at the point 0.
2.3.2 Symplectic Interpretation and (FRS) Polygraphs
We give an alternative description of the map Ψg,n. Let B := {ei}i∈I be a basis of g, and
let C = {αj}j∈J be a coordinate system on g. We do not require any relation between B
and C. The coordinate system C gives an identification of g with kJ .
Let W be a 2n-dimensional symplectic space with a standard basis p1, q1, . . . pn, qn.
Using the basis B, we get an identification of g2n ∼= g ⊗ W with W I . Let
(aijl := αl([ei, ej]))i,j∈I,l∈J be the structure coefficients of g with respect to B and
C. Under these identifications, the map Ψg,n : W
I → kJ is given by (wi)i∈I 7→(∑
ij aijl〈wi, wj〉
)
l∈J
. Choosing an ordering on I allows us to express Ψg,n as (wi)i∈I 7→(∑
i,j,∈I,i<j 2aijl〈wi, wj〉
)
l∈J
Definition 2.3.3.
1. A polygraph is a triple (I, J, S) consisting of finite sets I, J and a subset S ⊂ I(2)×J ,
where I(2) denote the set of subset of size 2 of I.
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2. Given a polygraph Γ = (I, J, S), an ordering < of I, a function a : S → k×, and a
symplectic space W , we define a map ΨΓ,<,a,W : W
I → AJ by
(wi)i∈I 7→
( ∑
i,j,∈I,i<j
a({i, j}, l)〈wi, wj〉
)
l∈J
.
3. Let Γ be a polygraph and W be a symplectic space. We say that the pair (Γ,W ) is
(FRS) if, for all <, a as above, the map ΨΓ,<,a,W is (FRS) at 0
Example 2.3.4. A basis B = {ei}i∈I and a coordinate system C = {αj}j∈J on g give us
a polygraph ΓB,C = (I, J, S) by setting S = {({i, j}, l)|aijl 6= 0}, where {aijl}i,j∈I,l∈J are
the structure coefficients of g with respect to B and C.
Thus, Theorem 2.0.1 will follow from the following
Proposition 2.3.5 (The combinatorial statement). Let W be a 2n-dimensional symplec-
tic space. Then there exists a basis B and a coordinate system C on g such that (ΓB,C ,W )
is (FRS).
We will prove this proposition in §§2.6 and §§2.5 after some preparation in the next
subsection.
2.4 How to Prove (FRS) for Polygraphs
2.4.1 Polygraphs
For technical reasons we slightly generalize Definition 2.3.3:
Definition 2.4.1.
1. Let Γ = (I, J, S) be a polygraph. A symplectic assignment for Γ is an assignment
W of a symplectic vector space W (i) for each vertex i ∈ I such that W (i) = W (k)
whenever ({i, k}, j) ∈ S for some j ∈ J .
2. We define the map ΨΓ,<,a,W :
⊕
i∈IW (i)→ AJ and the notion of (FRS) for the pair
(Γ,W ) in the same way as in Definition 2.3.3.
Our main tool for proving the (FRS) property of polygraphs is the elimination method
(Corollary 2.1.16). In order to apply it, we study two kinds of modifications of pairs
(Γ,W ).
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Definition 2.4.2. Let Γ := (I, J, S) be a polygraph. We call a vector w ∈ ZI an I-weight.
An I-weight w induces an I(2)-weight w˜ : I(2) → Z by w˜({i, j}) = w(i) +w(j). We define
grw Γ := (I, J, grw S) by
grw S = {(α, l) ∈ S| ∀(β, l) ∈ S we have w˜(α) ≥ w˜(β)}.
Remark 2.4.3. Practically, we often choose the values of w to be exponent of a large
enough integer. In this case, w˜({i, j}) behaves like the maximum of w(i) and w(j).
Corollary 2.4.4 (Elimination for polygraphs). Let Γ := (I, J, S) be a polygraph and W
be a symplectic assignment for it.
1. Let w ∈ ZI be a weight. If (grw Γ,W ) is (FRS), then so is (Γ,W ).
2. Let W ′ be another symplectic assignment such that W ′(i) ⊂ W (i) for all vertices i.
If (Γ,W ′) is (FRS) then so is (Γ,W )
Proof. The first part follows from the elimination method (Corollary 2.1.16). For the
second part, choose a symplectic assignment W ′′ such that W ′(i)⊕W ′′(i) = W (i) for all
i, put weight 1 on (W ′)I and 0 on (W ′′)I , and apply the elimination method.
The following Lemma is obvious but important
Lemma 2.4.5 (Level splitting). Let Γ := (I, J, S) be a polygraph, M be a finite set. Let
L(Γ) := (I ×M,J, S ×M), where we consider the embedding S ×M ↪→ (I ×M)(2) × J
given by
(({x, y}, j),m) 7→ ({(x,m), (y,m)}, j).
Let Wi, i ∈M , be symplectic vector spaces and denote W =
⊕
Wi. LetW be a symplectic
assignment for L(Γ) defined by W((i,m)) = Wm.
If (L(Γ),W) is (FRS), then so is (Γ,W ).
Remark 2.4.6. We think of the procedure Γ 7→ L(Γ) as splitting of Γ into different levels
that are indexed by M . We duplicate each vertex and edge to M levels but do not change
the set J .
2.4.2 Graphs
We will use the above methods in order to degenerate the polygraph ΓB,C into a simpler
polygraph which is, in fact, induced from a graph. Let us describe how to construct a
polygraph from a graph, and how the results above translate to graphs.
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Definition 2.4.7. Let Γ = (V,E) be a graph.
1. Set P(Γ) := (V,E,∆E) where where ∆E ⊂ V (2) × E is the diagonal.
2. We will say that (Γ,W ) is (FRS) if (P(Γ),W ) is (FRS).
3. Note that the (isomorphism class of the) map ΨΓ,<,a,W does not depend on < and a.
We will refer to ΨΓ,W := ΨP(Γ),<,a,W as the graph map of (Γ,W ) and to XΓ,W :=
Ψ−1Γ,W (0) as the graph variety of (Γ,W ).
Given a graph Γ, a symplectic space W , and a finite set M , consider the level splitting
(L(P(Γ)),W ). Given a weight w for L(P(Γ)) (i.e., a function w : V → ZM), we can
degenerate the graph map as in Corollary 2.4.4. The following describes the result of such
a procedure:
Definition 2.4.8. Let Γ = (V,E) be a graph, let M be a finite set, and let w : V → ZM .
1. Define w˜ : V (2) → ZM by w˜({v1, v2}) := w(v1) + w(v2).
2. Suppose that, for any edge α ∈ E, the tuple w˜(α) ∈ ZM has a unique maximum.
Define
grw,iE = {α ∈ E|∀j ∈M we have (w˜(α))i ≥ (w˜(α))j} ⊂ E.
3. Set grw,i Γ := (V, grw,iE)
Using level splitting (lemma 2.4.5) and elimination for polygraphs (Corollary 2.4.4),
we get the following tool for proving (FRS) property of graphs
Corollary 2.4.9 (Coloring). Let Γ := (V,E) be a graph, and M be a finite set. Let
w : V → ZM be a function such that, for any edge α ∈ E, the tuple w˜(α) has a unique
maximum. Let Wi, for i ∈M , be symplectic spaces and W =
⊕
Wi.
Suppose that (grw,i Γ,Wi) is (FRS). Then so is (Γ,W )
Remark 2.4.10. We think of the decomposition E =
⋃
grw,iE as a coloring of Γ. The
graphs grw,i Γ are obtained by considering only one color.
2.5 (FRS) Trees
In this subsection we prove the following theorem:
Theorem 2.5.1. Let T = (V,E) be a tree with maximal degree d and W be a (non-zero)
symplectic space of dimension at least 4(d− 1). Then (T,W ) is (FRS).
28
2.5.1 Reduction to an Edge
First, we apply the coloring method (Corollary 2.4.9) and reduce the theorem to the case
where T consists of one edge.
Assume that T has more then one edge. Choose a vertex v0 of T which does not have
a maximal degree (for example, we can choose v0 to be a leaf of T ). Let δ : V → Z≥0 be
the distance function from v0, and let M := Z/2Z. Define w : V → ZM by
w(v)(m) = (1 + (−1)δ(v)+m)δ(v) =
{
2δ(v) if δ(v) ∈ m
0 if δ(v) /∈ m
The following lemma is obvious.
Lemma 2.5.2. The graph grw,m T is a union of isolated vertices and the graph⊔
v∈V,δ(v)/∈m
Tv,
where Tv = (Vv, Ev) is the full subgraph of T that consist of v and its children (i.e. vertices
vi of T which are connected with v and satisfy δ(vi) = δ(v) + 1).
Applying the coloring method (Corollary 2.4.9) and the last lemma, Theorem 2.5.1
follows form the claim that, for any symplectic space W of dimension ≥ 2m, the pair
(Tv,W ) is (FRS). Here m is the number of children of v which is evidently not larger then
d− 1. To prove this claim, define w′ : Vv → Zm, by w(v) = 0, (w(vi))j = δij. It is easy to
see that grw′ Tv is a disjoint union of isolated vertices and isolated edges. Thus we reduce
the claim to the case where T is an edge, which is the following proposition:
Proposition 2.5.3. Let W be a symplectic plane. The symplectic form ω : W ×W → A1
is (FRS) at 0.
This is rather standard proposition; for completeness we include a proof in the next
subsubsection.
2.5.2 Proof for an Edge
The proof is based on proposition 2.1.18. Let
Z := ω−1(0) = {x, y | x is parallel to y}.
dimZ = 3 ≤ 4−1 = dim(W ×W )−dimA1, so assumption (1) of Proposition 2.1.18 holds.
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The map ω is regular on W ×W r (W ×{0}∪{0}×W ), so Zr (W ×{0}∪{0}×W )
is reduced. Since it is Zariski dense in Z, we get that Z is reduced.
Let T = O(−1) be the tautological bundle of P1, let E = T ⊕ T and let E be the
total space of E . We have a natural resolution of singularities pi : E → Z which is an
isomorphism outside (0, 0) ∈ Z. In particular, Z is smooth outside a codimension 2
subvariety. This proves assumption (2) of Proposition 2.1.18.
In order to prove assumption (3) of Proposition 2.1.18 we will use the following lemma
Lemma 2.5.4. Let E vector bundle over a variety X and E be its total space. Then the
following are equivalent
1. H i(X, Symj(E∗)) = 0,∀i > 0, j ≥ 0.
2. H i(E,OE) = 0,∀i > 0.
Proof. Let pi1 : E → X and let pi2 : X → Spec(k) be the projection to the point. Since the
map pi1 is affine, the functor (pi1)∗ is exact. Thus, we have R((pi1)∗) = (pi1)∗. Therefore,
H•(E,OE) = (R(pi2 ◦ pi1)∗(OE)) ∼= (R(pi2)∗ (R(pi1)∗(OE))) ∼= (R(pi2)∗((pi1)∗(OE))) ∼=
∼=
(
R(pi2)∗
(⊕
j≥0
Symj(E∗)
))
∼=
⊕
j≥0
(
R(pi2)∗
(
Symj(E∗))) = ⊕
j≥0
H•(X, Symj(E∗)).
Here we identify the derived category of sheaves over a point with the category of graded
vector spaces.
This clearly implies the assertion
Assumption (3) follows now from the fact that H i(P1, O(j)) = 0, ∀i > 0, j ≥ 0.
2.6 Proof of the Combinatorial Statement (Proposition 2.3.5)
for G = SLd.
2.6.1 Coordinates on g
Let L = {1, . . . , d} and I = J = L × L r {(d, d)}. Let e′(i,j) ∈ gln be the matrix whose
(i, j)th entry is equal to one and its other entries are equal to zero, and let e(i,j) =
e′(i,j) −
tr e′
(i,j)
d
Id. The set B = {e(i,j)}(i,j)∈I is a basis of g. For (i, j) ∈ J , let α(i,j) be the
functional α(i,j)(X) = Xi,j. The set C = {α(i,j)}(i,j)∈J is a coordinate system on g.
Let Γ0 = (I, J, S0) := ΓB,C . It is easy to see that
S0 = {({(i, j), (j, l)}, (i, l)) ∈ I(2) × J}.
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2.6.2 Reduction to a Graph
Define w0 : I → Z by w0((i, j)) = −3|i−j|. Let Γ1 = (I, J, S1) := grw0(Γ0). It is easy to see
that the set S1 consists of all triples ({(i, j), (j, l)}, (i, l)) such that (i, l) ∈ J is arbitrary
and j is as close as possible to the average of i and l. Namely,
S1 =
{
({(i, j), (j, l)}, (i, l)) ∈ I(2) × J |
∣∣∣∣j − i+ l2
∣∣∣∣ < 1 + δi,l} =
=
{
({(i, j), (j, l)}, (i, l)) ∈ I(2) × J |i 6= l and
∣∣∣∣j − i+ l2
∣∣∣∣ < 1, or i = l and |j − i| = 1} .
Define w1 : I → Z≥0 by w1((i, j)) = i. Let Γ2 := (I, J, S2) := grw1(Γ1). It is easy to see
that
S2 =
{
({(i, j), (j, l)}, (i, l)) ∈ I(2) × J | j =
⌈
i+ l
2
⌉
+ δi,l
}
.
Note that Γ2 is the polygraph attached to the graph Γ3 = (I, E), where
E =
{
{(i, j), (j, l)} ∈ I(2)| j =
⌈
i+ l
2
⌉
+ δi,l
}
.
For the convenience of the reader we provide a picture of this graph for the case d=8 in
appendix C.
By the elimination method for polygraphs (Corollary 2.4.4), we reduce Proposition
2.3.5 to the following proposition
Proposition 2.6.1. Let W be a symplectic space of dimension ≥ 24. Than (Γ3,W ) is
(FRS).
2.6.3 Reduction to a Forest
Let M = Z/3Z and let w3 : I → ZM≥0 be the function
w3((i, j))(m) =

5|i−j| if m ≡ i− j (mod 3)
3 · 5|i−j|−1 if m ≡ (i− j − sign(i− j + 1/2)) (mod 3)
0 if m ≡ (i− j + sign(i− j + 1/2)) (mod 3)
We provide an illustration of w3 and corresponding coloring of Γ3 for the cases d = 6
and d = 8, in Appendix C.
Applying the coloring method (Corollary 2.4.9), Proposition 2.6.1 follows now from
the (FRS) property of trees (Theoerm 2.5.1) and the following simple lemma.
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Lemma 2.6.2. For all m ∈ M , the graph Γm4 = (V m, Em) := grw3,m(Γ3) is a forest with
maximal degree ≤ 3.
Proof. We first give an intuitive explanation based on the pictures in Appendix C. As one
can see, each connected component of Γm4 is supported on at most 2 adjacent diagonals
(except for n−1 separated intervals around the main diagonal). Each of those component
is a ‘comb’, i.e. an interval (in one diagonal) with some leaves (from the other diagonal)
attached to some of its vertices (not more than one leaf for each vertex of the interval).
Such a ‘comb’ is evidently a tree of maximal degree ≤ 3.
We repeat the above considerations rigorously for general n. Decompose Γm4 in the
following way: Decompose I =
⋃
l=−n,...,n Il, where
Il = {(i, j) ∈ I|i− j = l}.
Define ∆l = (Vl, El) ⊂ Γ3, by
Vl =

Il ∪ Il+1 l < 0
Il ∪ Il−1 l > 0
I1 ∪ I−1 l = 0
and
El =

E ∩ (I(2)l ∪ Il × Il+1) l < 0
E ∩ (I(2)l ∪ Il × Il−1) l > 0
E ∩ (I1 × I−1) l = 0
.
Here we consider the product of 2 disjoint subsets of I as a subset of I(2).
It is easy to see that Γm4 is a union of isolated vertices and the graph⊔
l≡m (mod 3)
∆l,
so it is enough to show that ∆l are forests of maximal degree 3. The case l = 0 is obvious
since ∆0 is a disjoint union of edges. For the other cases, the degree estimate is also easy.
The forest property follows from the facts that the restriction of ∆l to Vl is a union of
segments and that all other vertices have degree at most 1.
This concludes the proof of Theorem 2.0.1 modulo Theorem 2.5.1.
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2.7 Proof of the Combinatorial Statement (Proposition 2.3.5)
for G = SOd.
The proof is similar to the proof for the SLd case. We give here the main steps and, as
before, we give a picture in Appendix C.
• Coordinates on g:
– Let L = {1, . . . , d} be as before.
– Let I = J = L(2).
– For any i > j ∈ L, let e{i,j} := e′i,j − e′j,i ∈ on, where e′i,j is as before.
– The set B = {es}s∈I is a basis of g.
– Let C := {αs}s∈J be the dual basis of g∗.
– Let Γ0 = (I, J, S0) := ΓB,C . We have
S0 = {({s1, s2}, s14s2) | |s1 ∩ s2| = 1} ⊂ I(2) × J,
where 4 is the symmetric difference.
• Reduction to a Graph
– Define a weighting w0 : I → Z by
w0({i, j})) = −3|i−j|.
– Let Γ1 = (I, J, S1) := grw0(Γ0). Then
S1 =
{
({{i, j}, {j, l}}, {i, l}) ∈ I(2) × J |
∣∣∣∣j − i+ l2
∣∣∣∣ < 1 + δ|i−l|,1)} .
– Define a weighting w1 : I → Z by w1({i, j})) = max {i, j}.
– Let Γ2 = (I, J, S2) := grw1(Γ1). We get that Γ2 is the polygraph attached to
the graph Γ3 = (I, E), where
E =
{{i, j} , {j, l}} ∈ I
(2) | j =

d− 2 {i, l} = {d, d− 1}
max {i, l}+ 1 |i− l| = 1, {i, l} 6= {d, d− 1}⌈
i+l
2
⌉ |i− l| > 1
 .
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• Reduction to a Forest:
– Let M := {1, 2, 3} and let w3 : I → ZM≥0 be the function
w3({i, j}) =

(0, 3d + 2j, δi,d−2 · 2 · 3d−1) if i = j − 1
(3d + 2j − 1, 0, δi,d−2 · 2 · 3d−1) if i = j − 2
(0, 0, 3d−|i−j|) if i < j − 2 and i− j is odd
(3d−|i−j|, 0, 0) if i < j − 2 and i− j is even
– It is easy to see that Γm4 := gr
m
w3
(Γ3) is a forest of maximal degree ≤ 3.
We draw the graph Γ3, the weighting w3, and the graphs Γ
m
4 for d = 8 in Appendix
C.
2.8 Proof of the Combinatorial Statement (Proposition 2.3.5)
for G = Sp2d.
Again, we only give a sketch of the argument. We have
g = sp2d =
{(
A B
C −At
)
∈ Mat2d | B = Bt, C = Ct
}
.
• Coordinates on g:
– For a set F , we denote the collection of multisets of size 2 of F by F [2]. We
have that
∣∣F [2]∣∣ = (|F |+1
2
)
.
– Let L = {1, . . . d}, and let e′i,j be the standard basis of Matd, as before. Let
I0 = L × L r {(d, d)}, let I1 = {(d, d)}, let I2 = L[2] × {−1}, and let I3 =
L[2] × {1}.
– Let I := J :=
⋃3
n=0 In and I2,3 = I2 ∪ I3.
– For all i, j ∈ L, let:
∗ e0(i,j) = e′(i,j) −
tr e′
(i,j)
d
I, if (i, j) ∈ I0 and e0(d,d) = I.
∗ e(i,j) :=
(
e0(i,j) 0
0 −(e0(i,j))t
)
∗ e([i,j],−1) :=
(
0 e′(i,j) + e
′
(j,i)
0 0
)
, where [i, j] is the multiset consisting of i
and j.
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∗ e([i,j],1) := et([i,j],−1)
– The set B = {es}s∈I is a basis of g.
– Let {α′s}s∈J be the dual basis of g∗. Define α(i,j) ∈ g∗ by
α(i,j)
((
A B
C −At
))
= Ai,j,
for (i, j) ∈ I0 and
α(d,d)
((
A B
C −At
))
= tr(A).
Define also αs := α
′
s for s ∈ I2,3. The set C := {αs}s∈J is a co-ordinate system
on g.
– Let Γ0 = (I, J, S0) := ΓB,C . We have
S0 =
6⋃
i=1
Si0,
where
∗ S10 ⊂ I(2)0 × I0 is as S0 in the type A case.
∗ S20 = {({(s, 1), (s,−1)}, (d, d))|s ∈ L[2]}.
∗ S30 = {({(i, j), ([j, l],−1)}, ([i, l],−1)) | i, j, l ∈ L, (i, j) ∈ I0}.
∗ S40 = {({(i, j), ([i, l], 1)}, ([j, l], 1)) | i, j, l ∈ L, (i, j) ∈ I0}.
∗ S50 = {({(d, d), s}, s)|s ∈ I2,3}.
∗ S60 ⊂ (I2,3)(2) × I0.
• Splitting to simpler cases.
– Define a weighting w0 : I → Z by w0|I0 = 1, w0|I−I0 = 0. Let Γ1 = (I, J, S1) :=
grw0(Γ0). Since, for every element ({α, β} , γ) ∈ S60 , there is an element
({α′, β′} , γ) ∈ S10 and higher weight, all edges in S60 disappear in Γ1. Using
similar arguments for S50 , we get that
S1 =
4⋃
i=1
Si0.
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– Let M = {0, 1, 2, 3}, and let Γ2 = L(Γ1) := (I × M,J, S1 × M). Define
w2 : I → ZM≥0 by:
w2(s)(i) =

δi,0 if s ∈ L× L
3δi,1 + 2δi,3 if s ∈ I2
3δi,2 + 2δi,3 if s ∈ I3
.
Let Γ3 := grw2(Γ2). We can decompse Γ3 into a disjoint union
5 of polygraphs
Γ14,Γ
2
4,Γ
3
4,Γ
4
4 such that Γ
i
4
∼= (I, J, Si0), for i = 1, 2, 3, 4. So, based on the type
A case and the fact that Γ34
∼= Γ44, it is enough to show that (Γ24,W ) is (FRS)
whenever dimW ≥ 2 and (Γ34,W ) is (FRS) whenever dimW ≥ 8. The first
statement is obvious, so it remains to prove the second.
– Identify I2 with L
[2]. Let I0,2 = I0 ∪ I2 and S5 := S34 . We can replace Γ34 with
Γ5 := (I0,2, I2, S5).
• Reduction to a tree
– Define a weighting w5 : I0,2 → Z by
w5((i, j)) = w5([i, j]) = −3|i−j|.
– Let Γ6 = (I0,2, I2, S6) := grw5(Γ5). We get
S6 =
{
({(i, j), [j, l]}, [i, l]) | i, j, l ∈ L,
∣∣∣∣j − i+ l2
∣∣∣∣ < 1 + δi,dδl,d} .
– Define a weighting w6 : I0,2 → Z by w6((i, j)) = −i− j and w6([i, j]) = 0.
– Let Γ7 = (I0,2, I2, S6) := grw6(Γ6). We get that Γ7 is the polygraph attached
to the (bipartite) graph Γ8 = (I0,2, E), where
E =
{
{(i, j), [j, l]} | i, j, l ∈ L, j =
⌊
i+ l
2
⌋
− δi,nδl,n, i ≤ l
}
.
– It is easy to see that Γ8 is a forest of maximal degree ≤ 3.
We draw the graph Γ8 for d = 7 in Appendix C.
5by “disjoint union” of polygraphs (I1, J1, S1) and (I2, J2, S2) we mean the triple of disjoint unions
(I1 ∪ I2, J1 ∪ J2, S1 ∪ S2)
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3 Push Forward of Smooth Measures
In this section, k will denote a finitely generated field of characteristic 0, and F will denote
a local non-archimedean field of characteristic 0. If X is a smooth variety, we denote the
line bundle of top differential forms by ΩX . Similarly, if f : X → Y is a smooth map, we
denote the line bundle on X of relative top differential forms by ΩX/Y . More generally, for
singular varieties and non-smooth maps, we use ΩX (or ΩX/Y ) for the shifted (relative)
dualizing complex; see Appendix B.3
3.1 Measures and Forms
Recall that a measure µ on a Borel space X is said to be absolutely continuous with
respect to another measure ν on X if, for any Borel subset A ⊂ X such that ν(A) = 0, we
have µ(A) = 0. In this case, the Radon–Nikodym theorem says that there is f ∈ L1(X, ν)
such that, for every subset B ⊂ X, we have µ(B) = ∫
B
µ; such f is called the density of
µ with respect to ν. If ν is absolutely continuous with respect to µ and µ is absolutely
continuous with respect to ν, we say that µ and ν are in the same measure class. We first
construct, for every smooth algebraic variety X over a non-archimedean local field F , a
canonical measure class.
Definition 3.1.1. Suppose that X is a smooth algebraic variety over a non-archimedean
local field F , and that ω is a rational top differential form on X. We define a measure
|ω|F on the analytic variety X(F ) as follows. Given a compact open set U ⊂ X(F ) and
an analytic diffeomorphism φ between an open subset W ⊂ F n and U , write
φ∗ω = gdx1 ∧ . . . ∧ dxn,
for some g : W → F , and define
|ω|F (U) =
∫
W
|g|Fdλ,
where |g|F is the normalized absolute value on F and λ is the standard additive Haar
measure on F n. Note that this definition is independent of the diffeomorphism φ. There
is a unique extension of the assignment |ω|F to a non-negative (possibly infinite) Borel
measure on X(F ), which we also call |ω|F . If the field F is fixed, we omit it from the
notation.
The following Lemma and Proposition are evident:
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Lemma 3.1.2. Suppose that X is a smooth variety over a non-archimedean local field F ,
and that ω1, ω2 are two top forms on X. Then
1. If ω1 is regular, then |ω1| is a Radon measure, i.e., for any compact subset A ⊂
X(F ), we have |ω1|(A) <∞.
2. If both ω1 and ω2 are regular, then the measures |ω1| and |ω2| are absolutely contin-
uous with respect to each other.
3. If ω1 and ω2 are regular and nowhere vanishing, then the density of |ω2| with respect
to |ω1| is a locally constant function.
4. If ω1 has a pole at x ∈ X(F ), then |ω1|(A) =∞ for every open set A containing x.
Proposition 3.1.3. Let X be a smooth variety over a non-archimedean local field.
1. A measure m on X(F ) is Schwartz if and only if it is a linear combination of
measures of the form f |ω|, where f is a locally constant and compactly supported
function on X(F ), and ω is a rational top differential form on X with no zero or
pole in the support of f .
2. A measure m on X(F ) has continuous density if and only if for every point x ∈
X(F ) there is a neighborhood U of x, a continuous function f : U → C, and a
rational top differential form ω with no poles in U such that m = f |ω|.
If m is a Schwartz measure on X(F ) and x ∈ X(F ), we say that m vanishes at x if
the restriction of m to some neighborhood of x is the zero measure.
3.2 Main Theorem
If ϕ : X → Y is a smooth map between two smooth k-varieties, then ΩX/Y is an
invertible sheaf on X and there is an isomorphism6 ΩX → ϕ∗ΩY ⊗ ΩX/Y such that,
for each extension k ⊂ F and every point x ∈ X(F ), the isomorphism of fibers
∧dimXT ∗xX →
(
∧dimY T ∗ϕ(x)Y
)
⊗
(
∧dimϕ−1(ϕ(x))T ∗xϕ−1(ϕ(x))
)
is obtained from the short
exact sequence of vector spaces
0→ Txϕ−1(ϕ(x))→ TxX dϕ→ Tϕ(x)Y → 0.
6There is some ambiguity about the sign in the definition we give. This will be irrelevant for us, since
we will be interested only in the absolute values of the forms.
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Thus, if ωX ∈ Γ(X,ΩX) is a top form on X and ωY ∈ Γ(Y,ΩY ) is a nowhere vanishing
top form on Y , there is a unique element η ∈ Γ(X,ΩX/Y ) such that the image of η⊗ϕ∗ωY
under the isomorphism ΩX/Y ⊗ϕ∗ΩY → ΩX is equal to ωX . We denote this element η by
ωX
ϕ∗ωY
. If X → Y is not smooth, we define a relative top form ωX
ϕ∗ωY
on the smooth locus
XS of ϕ to be
ωX |XS
ψ∗ωY
, where ψ is the restriction of ϕ to XS.
Our goal in this section is to prove the following
Theorem 3.2.1. Let ϕ : X → Y be a map between smooth algebraic varieties defined
over a finitely generated field k of characteristic 0, and let x ∈ X(k). Then
1. The following conditions are equivalent:
(a) ϕ is (FRS) at x.
(b) There exists a Zariski open neighborhood x ∈ U ⊂ X such that, for any local
field F ⊃ k and any Schwartz measure m on U(F ), the measure (ϕ|U(F ))∗(m)
has continuous density.
(c) For any finite extension k′/k, there exists a local field F ′ ⊃ k′ and a non
negative Schwartz measure m on X(F ′) that does not vanish at x such that
(ϕ|X(F ′))∗(m) has continuous density.
2. Let F ⊃ k be a local field. Denote the smooth locus of ϕ by XS. If ϕ is (FRS),
ωX is a nowhere-vanishing regular top differential form on XF , ωY is a regular and
nowhere-vanishing top differential form on YF , and f : X(F ) → C is a Schwartz
function, then the density of ϕ∗ (f |ωX |) with respect to |ωY | is given by
ϕ∗(f |ωX |)
|ωY | (y) =
∫
(ϕ−1(y)∩XS)(F )
f ·
∣∣∣∣ ωXϕ∗ωY |ϕ−1(y)∩XS
∣∣∣∣ .
In particular, the integral in the right hand side converges.
This Section is organized as follows: Subsections 3.3 and 3.4 contain general results
about integration and rational singularities; the rest of the section is devoted to the proof
of Theorem 3.2.1. The implication (a) =⇒ (b), as well as part 2 of the theorem are
proved in Subsection 3.5. The implication (c) =⇒ (a) is proved in Subsection 3.6. The
implication (b) =⇒ (c) follows from the fact that any finitely generated field is contained
in a local field.
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3.3 Generalities on push forwards
Proposition 3.3.1. Let ϕ : X → Y be a smooth map between smooth varieties defined
over a non-archimedean local field F .
1. If m is a Schwartz measure on X(F ), then ϕ∗m is a Schwartz measure on Y (F ).
2. Assume that ωX and ωY are top forms on X and Y respectively, that ωY is nowhere
vanishing, and that f is a Schwartz function on X(F ). Then the measure ϕ∗(f |ωX |)
is absolutely continuous with respect to |ωY |, and its density at a point y ∈ Y (F ) is
equal to
∫
ϕ−1(y)(F ) f
∣∣∣ ωXϕ∗ωY |ϕ−1(y)∣∣∣.
Proof. Using a partition of unity and an analytic change of coordinates, we can assume
that X and Y are open subsets in affine spaces An and Ad respectively, and the map is a
linear projection. In this case, the claim follows from Fubini’s theorem.
Corollary 3.3.2. Let ϕ : X → Y be a locally dominant map between smooth varieties
defined over a non-archimedean local field F of characteristic 0, and denote the smooth
locus of ϕ by XS.
1. If mX is a Schwartz measure on X(F ) and mY is a smooth nowhere vanishing
measure on Y (F ), then ϕ∗mX is absolutely continuous with respect to mY .
2. Assume that ωX and ωY are top forms on X and Y respectively, that ωY is nowhere
vanishing, and that f ≥ 0 is a Schwartz function on X(F ). Then the push forward
ϕ∗(f |ωX |) is absolutely continuous with respect to |ωY | and its density is represented
by the function
y 7→
∫
(XS∩ϕ−1(y))(F )
f
∣∣∣∣ ωXϕ∗ωY |XS∩ϕ−1(y)
∣∣∣∣
from Y (F ) to R≥0 ∪ {∞}.
Proof. Without loss of generality, we can assume that X is affine. Let d be the metric on
X(F ) induced from the p-adic metric on the affine space, let X(F )S,n be the (closed and
open) set of points of XS(F ) whose distance to
(
X rXS
)
(F ) is greater than or equal to
1
n
, and let gn be the characteristic function of X(F )
S,n.
Since the measure gnmX is a Schwartz measure on X
S(F ), Proposition 3.3.1 (1)
implies that ϕ∗(gnmX) is absolutely continuous with respect to mY , so it has a den-
sity, which we denote by hn. Note that hn is monotone non-decreasing in n and
that
∫
Y
hnmY ≤ mX(X(F )) < ∞. By Lebesgue’s Monotone Convergence Theorem,
the limit h = limn→∞ hn exists and belongs to L1(Y (F ),mY ). Since ϕ is locally
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dominant, ϕ∗(mX) = (ϕ|XS)∗(mX |XS). Integrating against continuous functions and
applying Lebesgue’s Monotone Convergence Theorem again, we find that ϕ∗(mX) =
(ϕ|XS)∗(mX |XS) = hmY , and the latter is absolutely continuous with respect to mY .
The second statement follows from Proposition 3.3.1 (2).
3.4 Integration and Rational Singularities
Lemma 3.4.1. Suppose that V ⊂ An is a variety with rational singularities, that U ⊂ V
is an open smooth subset whose complement has codimension at least two, and that ω is
a top form on U . Then the integral
∫
U(F )∩On |ω| is finite.
Proof. Let V˜ → V be a strong resolution of singularities (see Subsection B.5), and let
i : U → V be the inclusion. Using Proposition B.7.2 (5’) and the assumption, we find
that there is a top form η ∈ Γ(V˜ ,ΩV˜ ) such that pi∗η|pi−1(U) = ω. In particular,∫
U(F )∩On
d|ω| =
∫
pi−1(U(F )∩On)
d|η| =
∫
pi−1(V (F )∩On)
d|η|, (3)
where the second equality is because pi−1(V (F ) r U(F )) has positive codimension. But
the last integral in (3) is over a compact set, so it is finite.
Corollary 3.4.2. Let X be a Gorenstein variety with rational singularities over a non-
archimedean local field of characteristic 0, and let ω be a top differential form on Xsm.
For any A ⊂ X(F ), define
m(A) =
∫
A∩Xsm(F )
|ω|.
Then m is a Radon measure on X(F ), i.e., the measure of each compact subset is finite.
Using Corollary 3.4.2, we can generalize the notion of a Schwartz measure to Goren-
stein varieties with rational singularities.
Definition 3.4.3. Let X be a Gorenstein variety with rational singularities over a non-
archimedean local field F of characteristic 0.
1. If ω is a top differential form on Xsm, denote the measure m from Corollary 3.4.2
by |ω|.
2. A measure m on X(F ) is called smooth if, for any point x ∈ X(F ), there is a
Zariski neighborhood U of x such that the restriction of m to U(F ) is equal to f |ω|,
where f : X(F ) → C is a locally constant function, and ω is an invertible top
differential form on U ∩Xsm.
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3. A Schwartz measure on X(F ) is a smooth measure with compact support.
Lemma 3.4.4. Let X be a Gorenstein variety with rational singularities over a non-
archimedean local field F of characteristic 0, let Y be a smooth variety over F , and let
f : X → Y be a locally dominant map. Denote the smooth locus of ϕ by XS.
1. If mX is a Schwartz measure on X(F ) and mY is a smooth nowhere vanishing
measure on Y (F ), then ϕ∗mX is absolutely continuous with respect to mY .
2. Assume that ωX and ωY are top forms on X
sm and Y respectively, that ωY is nowhere
vanishing, and that f ≥ 0 is a Schwartz function on X(F ). Then the push forward
ϕ∗(f |ωX |) is absolutely continuous with respect to |ωY | and its density is represented
by the function
y 7→
∫
(XS∩ϕ−1(y))(F )
f
∣∣∣∣ ωXϕ∗ωY |XS∩ϕ−1(y)
∣∣∣∣
from Y (F ) to R≥0 ∪ {∞}.
Proof. The first statement follows from the second. In order to prove the second state-
ment, choose a resolution of singularities pi : X˜ → X, denote ϕ˜ = ϕ ◦ pi, and let ωX˜ be a
top form that coincides with pi∗ωX on an open dense set. Applying Corollary 3.3.2 to the
map ϕ˜ and the forms ωX˜ and ωY , we get that the measure ϕ˜∗
(
(f ◦ pi)|ωX˜ |
)
= ϕ∗(f |ωX |)
is absolutely continuous with respect to |ωY | and its density at y ∈ Y (F ) is given by∫
X˜S∩ϕ˜−1(y)
f
∣∣∣∣ ωX˜ϕ˜∗ωY |X˜S∩ϕ˜−1(y)
∣∣∣∣ .
Let U ⊂ X be an open dense set over which pi is an isomorphism. It follows that
pi−1(U) is open and dense in X˜, and that there is an open dense set V ⊂ Y such that, for
any y ∈ V , the set U ∩ ϕ−1(y) is dense in ϕ−1(y) and the set pi−1(U)∩ ϕ˜−1(y) is dense in
ϕ˜−1(y). We get∫
XS∩ϕ−1(y)
f
∣∣∣∣ ωXϕ∗ωY |XS∩ϕ−1(y)
∣∣∣∣ = ∫
U∩XS∩ϕ−1(y)
f
∣∣∣∣ ωXϕ∗ωY |XS∩ϕ−1(y)
∣∣∣∣ =
=
∫
pi−1(U∩XS∩ϕ−1(y))
(f ◦ pi)
∣∣∣∣ ωX˜ϕ˜∗ωY |pi−1(U∩XS∩ϕ−1(y))
∣∣∣∣ =
=
∫
X˜S∩ϕ˜−1(y)
(f ◦ pi)
∣∣∣∣ ωX˜ϕ˜∗ωY |X˜S∩ϕ˜−1(y)
∣∣∣∣ ,
proving (2).
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For the next lemma, recall that if X is a Cohen–Macaulay variety then it has a (shifted)
dualizing sheaf ΩX . The restriction of ΩX to the smooth locus of X is identified with the
sheaf of top differential forms (see Appendix B).
Lemma 3.4.5. Let X be a Cohen–Macaulay variety defined over a finitely generated field
k, let x ∈ X(k), and denote the smooth locus of X by Xsm. Suppose that, for any finite
extension k′/k and any section ω of ΩX , there is a local field F containing k′ and a non-
negative Schwartz function f ∈ S(X(F )) with f(x) 6= 0 such that the integral ∫
Xsm(F )
f |ω|
is finite. Then x is a rational singularity of X.
Proof. Let pi : X˜ → X be a resolution of singularities, and let ω be a section of ΩX that
is regular at x. By passing to a Zariski neighborhood of x, it is enough to prove that
the pullback of ω|Xsm to X˜ extends to a regular top form (see Proposition B.7.2 (4’)).
Assuming it does not, it must have a pole. Let k′ be a finite extension of k such that the
k′-points of the pole locus of pi∗ω are Zariski dense, let F be a local field containing k′, and
let f be a Schwartz function as in the conditions of the lemma. Choose a point p ∈ X˜(F )
in the pole locus of pi∗ω such that f(pi(p)) 6= 0, and let A ⊂ X˜(F ) be a neighborhood of
p on which f ◦ pi is constant. Since
f(pi(p))
∫
A
|pi∗ω| ≤
∫
pi−1(Xsm(F ))
(f ◦ pi)|pi∗ω| =
∫
Xsm(F )
f |ω| <∞,
we get a contradiction to Lemma 3.1.2.
Corollary 3.4.6. Let X be a Gorenstein variety defined over a finitely generated field k,
let x ∈ X(k), and denote the smooth locus of X by Xsm. Let ω be a section of ΩX that
does not vanish at x. Suppose that, for any finite extension k′/k, there exists a local field
F containing k′ and a non-negative Schwartz function f ∈ S(X(F )) with f(x) 6= 0 such
that the integral
∫
Xsm(F )
f |ω| is finite. Then x is a rational singularity of X.
3.5 (FRS) Implies Continuous push forward
In this subsection, we prove the implication (a) =⇒ (b) of the first part of Theorem
3.2.1, as well as the second part of that theorem. After a base change to F and using the
fact that the claims are local, it is enough to prove the following stronger theorem:
Theorem 3.5.1. Let ϕ : X → Y be an (FRS) map of affine varieties over a local field
F of characteristic 0. Assume that Y is smooth (and therefore, by Elkik’s Theorem B.7.3
(2), X has rational singularities) and that X is Gorenstein. Let ωX is a regular nowhere
vanishing top differential form on the smooth locus Xsm of X, let ωY is a regular nowhere
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vanishing top differential form on Y , and let f : X(F )→ C be a Schwatz function. Denote
the smooth locus of ϕ by XS. Then the measure ϕ∗(f |ωX |) has continuous density with
respect to |ωY |, which is given by
ϕ∗(f |ωX |)
|ωY | (y) =
∫
(ϕ−1(y)∩XS)(F )
f ·
∣∣∣∣ ωXϕ∗ωY |ϕ−1(y)∩XS
∣∣∣∣ .
3.5.1 Reduction to a Curve
Let m = f |ωX |. Embedding X in An, we can require that f is the indicator function of
X(F ) ∩On. By Lemma 3.4.4, ϕ∗m has L1-density with respect to |ωY |; we need to show
that this density is continuous.
Let XS be the smooth locus of ϕ. By assumption, all fibers of ϕ are reduced, and,
hence, generically smooth. Proposition B.1.3 says that, for any y ∈ Y (F ), the smooth
locus of ϕ−1(y) is equal to XS ∩ ϕ−1(y).
Since the restriction of f to ϕ−1(y)(F ) is a Schwartz function, Lemma 3.4.1 implies
that the integrals
∫
XS∩ϕ−1(y)(F ) f
∣∣∣ ωXϕ∗ωY ∣∣∣ are all convergent. We denote the function y 7→∫
XS∩ϕ−1(y)(F ) f
∣∣∣ ωXϕ∗ωY ∣∣∣ by ϕ∗f . Note that ϕ∗f depends on the choices of ωX and ωY ,
although our notation omits them. By Lemma 3.4.4, ϕ∗f is a function representing the
density of ϕ∗(f |ωX |) with respect to |ωY |.
Thus, in order to prove Theorem 3.5.1, it is enough to prove that ϕ∗f is continuous.
By Theorem A.0.1, the map ϕ∗f is continuous if and only if its restriction to any curve
C ⊂ Y is continuous. Given C ⊂ Y , let C˜ η→ C be the normalization of C, and consider
the pullback diagram
X˜
η˜ //
ϕ˜

X
ϕ

C˜
η // Y
.
If f˜ : X˜(F ) → C is the composition f ◦ η˜, then f˜ is Schwatz, and the function ϕ∗f is
continuous if and only if ϕ˜∗f˜ is continuous. Thus, we may assume that Y is a smooth
curve. A similar argument starting from an etale map from a neighborhood of ϕ(x) to
A1 shows that we can assume that Y is equal to A1. We need to prove, under these
assumptions, that ϕ∗f at 0.
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3.5.2 Reduction to a Local Model
Let X0 = ϕ
−1(0) and let X˜ pi→ X be a strong resolution of singularities of the pair (X,X0)
(see B.5). By Sard’s theorem, there are only finitely many singular values of ϕ˜ = ϕ ◦ pi.
Hence, after (Zariski) base change, we can assume that the only singular value is 0. In
particular, for every t 6= 0, the variety ϕ˜−1(t) is non-singular and the map ϕ˜−1(t)→ ϕ−1(t)
is a resolution of singularities. By Proposition B.5.4, the strict transform X ′0 of X0 in
X˜0 := ϕ˜
−1(0) is a resolution of singularities of X0.
Let W ⊂ X be an open dense set over which pi is an isomorphism. Let ωX˜ ∈ Γ(X˜,ΩX˜)
be a top differential form such that ωX˜ |pi−1W = pi∗ (ωX |W ). We have ϕ∗(1X(O)|ωX |) =
ϕ˜∗(1X˜(O)|ωX˜ |). Since X˜0 is a divisor with strict normal crossings inside a smooth variety,
for every p˜ ∈ X˜0(F ) there is a coordinate system x1, . . . , xn in a neighborhood of p˜ on
which both ϕ˜ and ωX˜ are monomial, say
ϕ˜ = αxa11 · . . . · xann
and
ωX˜ = βx
b1
1 · . . . · xbnn dx1 ∧ · · · ∧ dxn,
where α and β are invertible. Since X ′0 ∩ pi−1(W ) is isomorphic to W ∩ X0, which is
reduced, we get that X ′0 is reduced. If p˜ ∈ X ′0, then X ′0 is locally the zero locus of one of
the xi, which we can assume to be x1. This means that a1 is equal to 1. The following
key proposition implies that if p˜ ∈ X ′0, then ai ≤ bi for i ≥ 2, and, if p˜ /∈ X ′0, then ai ≤ bi
for all i.
Proposition 3.5.2. If η˜ is a rational top form on X˜ such that ϕ˜η˜ is regular, then η˜ is
regular on X˜0 rX ′0.
Before giving a formal proof, we sketch the argument. Suppose that η˜ is a rational
top form on X˜ such that ϕ˜η˜ is regular. Since X has rational singularities, there is an
element ζ ∈ Γ(X,ΩX) that coincides with ϕ˜η˜ on an open dense set. The element η = ζϕ
is a rational section of ΩX with (at most) a simple pole along X0. Let ω0 ∈ Γ(X0,ΩX0)
be the residue7 of η along X0. Since X0 has rational singularities, there is an element
ω˜0 ∈ Γ(X ′0,ΩX′0) that coincides with the pull back of ω0 on an open dense set in X ′0. Let
ω˜ be a rational top form on X˜ that is regular outside X ′0, and has a simple pole along X
′
0
with residue ω˜0 (we use the fact that ΩX˜ is acyclic in order to prove the existence of ω˜;
see below).
7X and X0 are not a smooth varieties, so we need to use the formalism of Grothendieck Duality in
order to manipulate residues.
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Consider the regular top form δ˜ := ϕ˜(η˜− ω˜). Since X has rational singularities, there
is an element δ ∈ Γ(X,ΩX) that coincides with δ˜ on an open dense set. Computing
residues, we see that δ vanishes on X0, so it is divisible by ϕ. It follows that δ˜ is divisible
by ϕ˜, so η˜ − ω˜ is regular. Since the only poles of ω˜ are along X ′0, the same is true for η˜.
Proof of 3.5.2. In the following, if f : Y → Z is a birational map (respectively, a closed
immersion of a codimension 1 subvariety), we identify f !ΩZ with ΩY (respectively, ΩY [1]).
Let ΩX˜([X˜0]) be the sheaf of rational top forms η˜ on X˜ such that ϕ˜η˜ is regular.
Similarly, let ΩX˜([X
′
0]) be the sheaf of rational top forms that have at most a simple pole
along X ′0. It is enough to show that the natural inclusion ΩX˜([X
′
0])→ ΩX˜([X˜0]) becomes
an isomorphism after applying pi∗.
Consider the commutative diagram of varieties
X ′0
i˜ //
k

pi0

X˜
pi

X0
i // X
where i and i˜ are the inclusions and pi0 is the restriction of pi. Applying Proposition
B.3.3 part 6 to both triangles, we get the following commutative diagram of objects in
the derived category D+(X)
Ri∗R(pi0)∗ΩX′0 [1]
Ri∗ Trpi0 [1] //

Ri∗ΩX0 [1]
Tri

Rk∗ΩX′0 [1]
Trk // ΩX
Rpi∗Ri˜∗ΩX′0 [1]
OO
Rpi∗ Tr˜i
// Rpi∗ΩX˜
Trpi
OO
(4)
where the two left vertical maps are the natural isomorphisms. Note that all derived
direct images are actually the usual direct images: For i and i˜, this is clear since they
are affine. For pi and pi0, it follows from the Grauert–Riemannschneider Theorem (B.6.1),
since they are resolutions of singularities. In all other cases, this follows using the left
vertical isomorphisms.
Consider first the top square of (4). The map Tri is represented by an extension
0→ ΩX → ΩX([X0])→ i∗ΩX0 → 0
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(see Proposition B.3.3(8b)), where the map ΩX → ΩX([X0]) is the obvious inclusion.
Composing Tri with the map i∗Trpi0 : i∗(pi0)∗ΩX′0 → i∗ΩX0 , we get an extension
0→ ΩX → ΩX([X0])→ i∗(pi0)∗ΩX′0 → 0. (5)
Next, consider the lower square of (4). The map Tr˜i is represented by an extension
0→ ΩX˜ → ΩX˜([X ′0])→ i˜∗ΩX′0 → 0, (6)
where the map ΩX˜ → ΩX˜([X ′0]) is the obvious inclusion. Applying pi∗ and the trace map
Trpi : pi∗ΩX˜ → ΩX to the extension (6), we get an extension
0→ ΩX → pi∗(ΩX˜([X ′0]))→ pi∗˜i∗ΩX′0 → 0. (7)
By the commutativity of (4), these two extensions are isomorphic, meaning that there is
a commutative diagram
0 // ΩX // ΩX([X0]) // Ri∗R(pi0)∗ΩX′0
// 0
0 // ΩX //
OO
pi∗(ΩX˜([X
′
0])) //
OO
Rpi∗Ri˜∗ΩX′0
//
OO
0
(8)
where the horizontal sequences are (5) and (7), the leftmost vertical map is the identity,
and the other vertical maps are isomorphisms. In particular, we get an isomorphism
f1 : pi∗(ΩX˜([X
′
0])) → ΩX([X0]) that restricts (after the natural identification) to the
identity on ΩXrX0 .
On the other hand, the isomorphism Trpi : pi∗ΩX˜ = Rpi∗ΩX˜ → ΩX gives an isomor-
phism f2 : pi∗ΩX˜([X˜0]) → ΩX([X0]) that restricts, similarly, to the identity on ΩXrX0 .
The composition f−12 ◦ f1 agrees with the obvious inclusion pi∗ΩX˜([X ′0])→ pi∗ΩX˜([X˜0]) on
X r X0, so they must be equal. Hence, the inclusion pi∗ΩX˜([X ′0]) → pi∗ΩX˜([X˜0]) is an
isomorphism.
3.5.3 Push Forward of Monomial Measures Under Monomial Maps
From the argument above it follows that, in order to prove that ϕ˜∗(1X˜ |ωX˜ |) has contin-
uous density (and, thus, complete the proof of Theorem 3.5.1), it is enough to show the
following:
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Lemma 3.5.3. Denote the normalized Haar measure of O by λ and the normalized Haar
measure of On by λn. Let A = (a1, . . . , an) ∈ Z≥0 and B = (b1, . . . , bn) ∈ Z≥0. Assume
that one of the following holds:
1. a1 = 1 and ai ≤ bi for i ≥ 2. or
2. Not all ai are 0 and ai ≤ bi for all i.
Then the push forward of the measure xBλn with respect to the map xA : On → O has
continuous density with respect to λ.
Proof. By integrating away the variables xi for which ai = 0, we can assume that a1 6= 0.
Denote the size of the residue field of O by q. The group O× acts on On by α(x1, . . . , xn) =
(αx1, x2, . . . , xn), preserving the measure x
Bλn, and the map xA intertwines this action
with the action of O× on O given by α · x = αa1x. Hence, the measure xA∗ (xBλn) is
invariant to this action of O×. In particular, it is smooth outside 0. In order to prove
that the push-forward has continuous density, we will analyze its density outside 0 and
show that it extends continuously to 0.
We first compute the measure xA∗ (x
Bλn) of the annulus Ar of radius q−r. For every
r ∈ Z≥0, the pre-image of Ar is the union of the sets
Xr1,...,rn := {(x1, . . . , xn) ∈ On | |xi| = qri} ,
where (r1, . . . , rn) satisfies
∑
airi = r. Denote c =
q−1
q
. Since (xBλn)(Xr1,...,rn) =
cnq−
∑
(bi+1)ri , we get that
(xA)∗
(
xBλn
)
(Ar) = cn
∑
r1,...,rn
q−
∑
(bi+1)ri ,
where the outer sum is over all r2, . . . , rn ∈ Z≥0 such that
∑
airi = r.
We consider the following cases:
Case 1. b1 = 0.
In this case a1 = 1, so r1 = r −
∑
i≥2 airi. We get
(xA)∗
(
xBλn
)
(Ar) = cn
∑
r2,...,rn
q−
∑
(bi+1)ri−(r−
∑
airi) = cnq−r
∑
r2,...,rn
q−
∑
(bi+1−ai)ri ,
where the outer sums are over all r2, . . . , rn ∈ Z≥0 such that
∑
airi ≤ r.
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Since a1 = 1, the density of (x
A)∗
(
xBλn
)
is constant on each Ar. This density
is equal to
(xA)∗
(
xBλn
)
(Ar)
λ(Ar) = c
n−1 ∑
r2,...,rn
q−
∑
(bi+1−ai)si ,
Where the sum is as before. The assertion follows now from the fact that the
right hand side converges when r →∞, by the assumptions.
Case 2. ai ≤ bi.
After relabeling, we can assume that b1+1
a1
≤ bi+1
ai
for all i. We have
(xA)∗
(
xBλn
)
(Ar) ≤ cn
∑
r2,...,rn
q
−∑ni=2(bi+1)ri−(b1+1) (r−∑ni=2 airi)a1 =
= cnq
− b1+1
a1
r
∑
r2,...,rn
q
∑n
i=2
(
(b1+1)ai
a1
−(bi+1)
)
ri ,
where the outer sums are over all non-negative integers r2, . . . , rn such that∑n
2 airi ≤ r. Since (b1+1)aia1 − (bi + 1) ≤ 0 and since b1 ≥ a1, we get
(xA)∗
(
xBλn
)
(Ar) ≤ cnq−rq−
r
a1 rn−1.
Let N be the number of O× orbits in Ar (note that it does not depend on r).
The density of (xA)∗
(
xBλn
)
at each point of Ar is bounded from above by
N · (xA)∗
(
xBλn
)
(Ar)
λ(Ar) ≤ c
n−1Nq−
r
a1 rn−1,
which tends to 0 as r tends to 0.
3.6 Continuous push forward Implies (FRS)
In this section we prove the implication (c) =⇒ (a) in Theorem 3.2.1. Suppose that
X, Y are smooth varieties over a finitely generated field k, that ϕ : X → Y is a map, and
that x ∈ X(k) such that, for any finite extension k′ ⊃ k, there is a local field F ⊃ k′ and
a non-negative Schwartz measure m on X(F ) that does not vanish at x such that ϕ∗m
has a continuous (and hence bounded) density. Let XS be the smooth locus of ϕ and let
Z = ϕ−1(ϕ(x)).
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Claim 3.6.1. After passing to a Zariski neighborhood of x, Z ∩XS is a dense subvariety
of Z.
In order to prove the claim, we use the following lemma:
Lemma 3.6.2. Let V be an irreducible variety over a non-archimedean local field F and
let U ⊂ V sm be a Zariski open dense set. Suppose that U(F ) 6= ∅. Then U(F ) is dense
in V (F ) in the analytic topology.
Proof. We first show the lemma in the case where V is smooth. If x ∈ V (F ) is a smooth
point, then the implicit function theorem implies that x has a basis of neighborhoods Ni
consisting of subsets diffeomorphic to OdimV . Since dim(V rU) < dimV , it is impossible
that Ni ⊂ (V r U)(F ). Hence Ni ∩ U(F ) 6= ∅ for all i.
If V is not smooth, let pi : V˜ → V be a strong resolution of singularities. By the
above, pi−1(U)(F ) is dense in V˜ (F ). Since pi is continuous, U(F ) is dense in V (F ).
Proof of Claim 3.6.1. Without loss of generality, we can assume that X is irreducible.
Let Z1, . . . , Zn ⊂ Z be the absolute irreducible components of Z containing x. Note that
Zi might not be defined over k. By passing to a Zariski neighborhood, it is enough to
show that Zi ∩XS is Zariski dense in Zi for all i. Since XS is open, it is enough to show
that Zi ∩XS is non-empty for all i.
Fix some i, and assume, by contradiction, that Zi ∩ XS = ∅. Then dim ker dϕ|z >
dimX − dimY for all z ∈ Zi(k). There is an open set Wi ⊂ Zi and an integer r ≥ 1 such
that dim ker dϕ|z = dimX − dimY + r for all z ∈ Wi(k).
Let k′ ⊃ k be a finite extension such that Zi,Wi are defined over k′ and W smi (k′) 6= ∅.
By the assumption, we get a local field F ⊃ k′ and a Schwartz measure m on X(F ) that
does not vanish at x and such that ϕ∗m has continuous density. Applying Lemma 3.6.2,
there is a point p ∈ W smi (F ) ∩ supp(m).
Denote the ring of integers of F by O. By the implicit function theorem, there are
neighborhoods UX ⊂ X(F ) and UY ⊂ Y (F ) of p and ϕ(x) = ϕ(p) respectively, analytic
differomorphisms αX : UX → OdimX , αY : UY → OdimY , αZ : UX ∩W smi (F ) → OdimZ
such that αX(p) = 0, αY (ϕ(p)) = 0, and an analytic map ψ : O
dimX → OdimY such that
the diagram
UX ∩Wi(F ) i //
αZ

UX
φ|UX //
αX

UY
αY

OdimZ ν
// OdimX
ψ
// OdimY
50
is commutative, where the inclusion ν : OdimZ → OdimX is the first coordinate inclusion
and i is the obvious inclusion. Applying a linear map, we can assume that ker dψ|0 =
span {e1, . . . , edimX−dimY+r}. After an additional analytic differomorphism of OdimX and
OdimY , we can assume further that ker dψ|z = span {e1, . . . , edimX−dimY+r} for all z ∈
OdimZ . Denoting µ = (αX)∗(1UXm), we get that µ is a Schwartz measure that does not
vanish at 0, and that ψ∗(µ) has continuous density at 0. By restricting to a small enough
ball around 0 and applying a homothety, we can assume that µ is the normalized Haar
measure.
For every 0 <  < 1, let
A =
{
(x1, . . . , xdimX) ∈ OdimX | |xi| < ni
}
where
ni =

0 i = 1, . . . , dimZ
1 i = dimZ + 1, . . . , dimX − dimY + r
2 i = dimX − dimY + r + 1 . . . , dimX
.
We have
µ(A) = 
dimX−dimY+r−dimZ+2(dimY−r) = dimX+dimY−dimZ−r ≥ 2dimY−r.
There is a constant C such that, for any , ψ(A) is contained in the ball of radius C
2
around 0. The measure of such ball is less than or equal to (C)2dimY . If we denote the
normalized Haar measure on OdimY by λ, we get that ψ∗µ(B(0,C))
λ(B(0,C))
> 
−r
C2dimY
, so ψ∗µ does
not have a bounded density at 0 with respect to λ, contradicting the assumptions.
As a corollary, we get that dimxZ = dimX − dimY , so, after passing to a Zariski
neighborhood of x, the map ϕ is flat at x, Z is reduced, and is a local complete intersection
(and, therefore, is Gorenstein).
Next, we prove that x is a rational singularity of Z. Fix invertible top forms ωX ∈
Γ(X,ΩX) and ωY ∈ Γ(Y,ΩY ) (we may need to pass to a smaller Zariski neighborhoods of
x and ϕ(x)). Let t1, . . . , tdimY be local coordinates at ϕ(x), and let si = t ◦ ϕ. Under the
isomorphism ΩX →
(
NXZ
)∗⊗ΩZ from §§§B.3.1, the invertible section ωX is mapped to an
element of the form (s1∧· · ·∧sdimY )⊗η for some invertible section η of ΩZ . By Proposition
B.3.3 part 7, the restriction ωX |XS is mapped to (s1∧ · · · ∧ sdimY )⊗ ωXϕ∗(dsdimY ∧···∧ds1) under
the isomorphism ΩXS →
(
NX
S
Z∩XS
)∗
⊗ΩZ∩XS . Since the isomorphism ΩX →
(
NXZ
)∗⊗ΩZ
is compatible with restrictions to open sets, we get η|Z∩XS = ωXϕ∗(dsdimY ∧···∧ds1) ; denote this
last top form by ωZ . We will apply Corollary 3.4.6 with the invertible section η. Fix a
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finite extension k′ of k. By assumption, there are a local field F and a Schwartz function
f on X(F ) that does not vanish at x, such that ϕ∗(f |ωX |) has a continuous density with
respect to |ωY |, which we denote by g : Y (F ) → R. By Corollary 3.4.6, it is enough to
show that the integral of f |ωZ | over (Z ∩XS)(F ) is finite.
Fix some embedding of X into an affine space, and let d be the metric on X(F )
induced from the valuation metric. Define a function h : X(F )→ R by
h(p) =
{
1 d(p,XS(F )) ≥ 
0 d(p,XS(F )) < 
,
and let g : Y (F ) → R be the density of the measure ϕ∗(fh|ωX |) with respect to |ωY |.
By Proposition 3.3.1, g is a continuous function and g(ϕ(x)) =
∫
Z(F )
fh|ωZ |. Since
fh|ωX | ≤ f |ωX |, we get that g ≤ g. Hence,∫
(Z∩XS)(F )
f |ωZ | = lim
→∞
∫
Z(F )
fh|ωZ | = g(ϕ(x)) ≤ g(ϕ(x)),
so the integral
∫
(Z∩XS)(F ) f |ωZ | converges.
4 Representation Growth
4.1 Special Values of Representation Zeta Functions
In this section, we prove Proposition I. Using the results of Section 3, we deduce Theorem
IV which relates the representation growths of compact open subgroups of a semi-simple
algebraic group over a local field and rational singularities of the deformation variety of
the same group. We then deduce Theorem VIII from Theorem IV and the results of
Section 2. These theorems imply Theorems A and B.
Proof of Proposition I. Let Γ(i) be a decreasing sequence of finite-index normal subgroups
of Γ that form a basis of neighborhoods of 1. Denote the quotients Γ/Γ(i) by Γi. Any
representation of Γi gives rise to a representation of Γ, and Irr(Γ) is the increasing union
of the sets Irr(Γi). For any g ∈ Γ and i, the set Φ−1Γ,n(gΓ(i)) is a union of cosets of (Γ(i))2n.
By Frobenius’ Theorem (1.2.1), the number of these cosets is
|Γi|2n−1
∑
Irr(Γi)
χ(g)
χ(1)2n−1
.
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We get that
λ(Φ−1Γ,n(gΓ(i)))
λ(gΓ(i))
=
∑
Irr(Γi)
χ(g)
χ(1)2n−1
. (9)
We now prove the equivalences:
(1) ⇒ (2) is clear.
(2) ⇒ (3) Assuming that λ(Φ
−1
Γ,n(Γ(i)))
λ(Γ(i))
are bounded, we get that the sums
∑
Irr(Γi)
1
χ(1)2n−2 are
bounded, and, hence, the sum
∑
Irr(Γ)
1
χ(1)2n−2 converges.
(3) ⇒ (1) Assume that the sum ∑Irr(Γ) 1χ(1)2n−2 converges. Since ∣∣∣ χ(g)χ(1)2n−1 ∣∣∣ ≤ ∣∣∣ 1χ(1)2n−2 ∣∣∣, we get
that
Σ(g) :=
∑
Irr(Γ)
χ(g)
χ(1)2n−1
is a continuous function. By Corollary 3.3.2, the measure (ΦΓ,n)∗ λ
2n
γ has an L1-
density, which we denote by f . Lebesgue’s Density Theorem implies that, for almost
all g ∈ Γ,
f(g) = lim
i→∞
λ(Φ−1Γ,n(gΓ(i)))
λ(gΓ(i))
.
Equation (9) implies that f(g) = Σ(g) for almost all g, so the continuous function
Σ(g) is a density for (ΦΓ,n)∗ λ
2n
Γ .
We move on to the proof of Theorem IV. We first show that the map ΦG,n is flat.
The following lemma is a consequence of the elementary properties of restriction and
induction:
Lemma 4.1.1. ([Avn, Lemma 3.3]) Suppose that Γ is a FAb topological group and ∆ is
a finite index subgroup of Γ. For every s ∈ R>0, the series ζΓ(s) converges if and only if
the series ζ∆(s) converges. Moreover,
1
[Γ : ∆]1+s
ζ∆(s) ≤ ζΓ(s) ≤ [Γ : ∆]ζ∆(s).
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Theorem 4.1.2 ([LS3, Theorem 1.1, cf. Section 2]). For any simply connected simple
algebraic group G defined over a finite field Fq and any real s > 1,
lim
m→∞
ζG(Fqm )(s) = 1.
Corollary 4.1.3. For any simple algebraic group G defined over a finite field Fq, there
is a constant C such that, for any integer m ≥ 1 and any real s > 1,
ζG(Fqm )(s) ≤ C.
Proof. Let f : Gsc → G be the simply connected cover of G. By Theorem 4.1.2, there is a
constant D such that, for every m ≥ 1 and s > 1, we have ζf(Gsc(Fqm ))(s) ≤ ζGsc(Fqm )(s) ≤
D. Since f(Gsc(Fqm)) has bounded index in G(Fqm), the result follows from Lemma
4.1.1.
Corollary 4.1.4 (cf. [LS, Corollary 1.11]). Let G be a simple algebraic group over a field
E and let n ≥ 2 be an integer. Then
1. The map ΦG,n is flat.
2. If G is simply connected, then all the fibers Φ−1G,n(g) are irreducible.
Proof. It is enough to prove the claims assuming E = Fq is a finite field.
1. By Theorem B.1.2, we need to prove that dim Φ−1G,n(g) ≤ (2n− 1) · dimG for every
g ∈ G(Fq).
Fixing g, we can enlarge q and assume that g ∈ G(Fq). By Frobenius’ Theorem
(Theorem 1.2.1), we get that, for any m,
|Φ−1G,n(g)(Fqm)| = |G(Fqm)|2n−1 ·
∑
χ∈IrrG(Fqm )
χ(g)
χ(1)2n−1
≤ (10)
≤ |G(Fqm)|2n−1 ·
∑
χ∈IrrG(Fqm )
1
χ(1)2n−2
≤ C2(2n−1)dimGqm(2n−1)dimG,
where the first inequality follows from the inequality |χ(g)| ≤ χ(1), and the second
inequality follows from Theorem 4.1.2 and the inequality |G(Fqm)| < 2dimGqm·dimG
(see [Nor, Lemma 3.5]). Equation (10), together with the Lang–Weil estimates
([LW, Theorem 1]), implies that dim Φ−1G,n(g) ≤ (2n− 1)dimG.
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2. Assuming G is simply connected, the proof above gives
lim
m→∞
|Φ−1G,n(g)(Fqm)|
|G(Fqm)|2n−1 = 1. (11)
Let c be the number of absolutely irreducible components of Φ−1G,n(g). By the Lang–
Weil estimates, there are infinitely many natural numbers m such that
|Φ−1G,n(g)(Fqm)| = c · (qm)(2n−1)·dimG (1 + om(1)) . (12)
Since G is connected, the Lang–Weil estimates imply that
|G(Fqm)| = (qm)dimG (1 + om(1)) . (13)
Combining (11), (12), and (13), we get that c = 1.
Proof of Theorem IV. 2. =⇒ 3. =⇒ 4. =⇒ 1. follow from Theorem 3.2.1 and
Proposition I. We prove 1. =⇒ 2.
By Corollary 4.1.4, the map ΦG,n is always flat. It remains to prove that, for any
g ∈ G(k), the variety Φ−1G,n(g) has rational singularities.
Let g ∈ G(k), and let R ⊂ k be a subring which is finitely generated over Z such that
G has a model G over R and g ∈ G(R). Find a local field F ⊃ k with ring of integers O
such that R ⊂ O. Since ΦG,n is flat, Elkik’s Theorem B.7.3 implies that ΦG,n is (FRS)
at (1, . . . , 1), and, therefore, it is (FRS) in some Zariski neighborhood of (1, . . . , 1). By
Theorem 3.2.1, there is some congruence subgroup GN(O) for which the push forward
of the normalized Haar measure on
(
GN(O)
)2n
under the map ΦG(O),n has continuous
density. By Proposition I, the series ζGN (O)(2n− 2) converges, and, by Lemma 4.1.1, the
series ζG(O)(2n − 2) converges. Applying Proposition I again, the push forward of the
normalized Haar measure on (G(O))2n under the map ΦG(O),n has continuous density.
Theorem 3.2.1 implies that ΦG,n is (FRS) at g.
We move on to the proof of Theorem VIII. We start with some preparations. The
following theorem follows from the proof of [LM, Corollary 4.4]:
Theorem 4.1.5. Let F be a local field of characteristic 0, let G be a connected and simply
connected algebraic group defined over F , and let Γ be a compact open subgroup of G(F ).
Then there is a constant C such that Rn(Γ) ≤ Cn3dim(G)
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Lemma 4.1.6. Let G and H be algebraic groups over k, and let ϕ : G → H be a
homomorphism with finite kernel and open image. For every integer n ≥ 1, the following
conditions are equivalent:
1. ΦG,n is (FRS).
2. ΦH,n is (FRS).
Proof. Without loss of generality, we can assume that k is finitely generated. Using
Theorem IV, it is enough to show that, for every non-archimedean local field F containing
k, there is a compact open subgroup Γ ⊂ G(F ) such that the restriction of ϕ to Γ gives
an isomorphism from Γ to an open subgroup of H(F ). By assumption, ϕ is etale. By the
implicit function theorem, the restriction of ϕ to some open neighborhood U of 1 in G(F )
is an open and injective map. Now let Γ be any compact open subgroup that is contained
in U .
The following lemma is immediate:
Lemma 4.1.7. Let G and H be algebraic groups over k, and let n ≥ 1 be an integer. If
ΦG,n and ΦH,n are (FRS), then ΦG×H,n is (FRS).
Proof of Theorem VIII. Without loss of generality, we can assume that k is algebraically
closed. Applying Lemma 4.1.6, we can assume that G is simply connected, and, thus, is
a product of simple factors. Applying Lemma 4.1.7, we can assume that G is simple. If
G is classical, the assertion follows from Theorems 2.0.1 and IV, as well as Lemma 4.1.6.
If G is exceptional, the assertion follows from Theorem 4.1.5 and Theorem IV.
4.2 Representation Growth in Positive Characteristic
In this subsection, we prove Theorem V from the introduction. Recall the formulation:
Theorem. Let G be an affine group scheme over a localization of Z by finitely many
primes whose generic fiber is semi-simple, and fix an integer n ≥ 1. There is a constant
p0 such that, if F1, F2 are local fields with isomorphic residue fields of characteristic greater
than p0, and if O1, O2 denote the rings of integers of F1 and F2, then α(G(O1)) < 2n if
and only if α(G(O2)) < 2n. Moreover, in this case, ζG(O1)(2n) = ζG(O2)(2n).
Proof. We will use the model theory of Henselian valued fields. See for example [CL].
Choose a translation-invariant top differential form ω on G. If p is large enough, then,
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for every local field F of residue characteristic p, the measure |ω|F is a Haar measure on
G(F ). If we denote the 2n projections from G2n to G by pr1, . . . , pr2n and define
ω ∧ 2n := pr∗1ω ∧ . . . ∧ pr∗2nω,
then, if p is large enough, the measure
∣∣∣ω ∧ 2n∣∣∣
F
is a Haar measure on G(F )2n.
Consider G ⊂ GLd as a definable set in the theory of Henselian valued fields, and
define GO to be the intersection of G with the definable set {(xi,j) ∈ GLd | val(xi,j) ≥ 0}.
Under this definition, GO(F1) = G(O1) and GO(F2) = G(O2). Consider the first-order
formula
φ(g1, h1, . . . , gn, hn, γ) := (gi, hi ∈ GO ∧ val (ΦG,n(g1, . . . , hn)) ≥ γ)
on G2nO × Γ, where Γ is the value group. By [CL, Theorem 7.6], if p is large enough, then
1.
∫
Gm(O1)
|ω|F1 =
∫
Gm(O2)
|ω|F2 .
2. For every m ∈ Z,∫
{(g1,...,hn)|F1|=φ(g1,...,hn,m)}
∣∣∣∣ω ∧ 2n∣∣∣∣
F1
=
∫
{(g1,...,hn)|F2|=φ(g1,...,hn,m)}
∣∣∣∣ω ∧ 2n∣∣∣∣
F2
.
If we denote the normalized Haar measure of G(O1) by µ, and the normalized Haar
measure of G(O2) by ν, then the equalities above imply that, for every m,
(ΦG,n)∗ µ
2n(Gm(O1))
µ(Gm(O1))
=
(ΦG,n)∗ ν
2n(Gm(O2))
ν(Gm(O2))
By Proposition I, the claim follows.
4.3 Volumes of moduli spaces of local systems
In this section, we recall the definition of the Atiyah–Bott–Goldman form, and prove
Theorem VI. We fix a natural number n and a semi-simple algebraic group G defined
over k (assumed to have characteristic 0).
Lemma 4.3.1.
1. There is a (unique) Zariski-open subset (G2n)open ⊂ G2n such that (G2n)open(k) is
the set of all 2n-tuples that generate a Zariski dense subgroup.
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2. The restriction of ΦG,n to (G
2n)open is smooth.
3. The action of G/Z(G) on (G2n)open is free.
4. Any G-orbit in (G2n)open is closed in G2n
For the proof of (4) we will need the following standard lemma:
Lemma 4.3.2. Let H be an algebraic group over k, and let φ : X → Y be an H-
equivariant map of H-algebraic varieties. Assume that the action of H on Y is transitive.
Let y ∈ Y (k) be a point and Z ⊂ X(k) be an H(k)-invariant subset. Then, the following
conditions are equivalent:
1. Z is Zariski closed in X(k).
2. Z ∩ φ−1(y) is Zariski closed in φ−1(y)(k).
Proof.
Step 1. The case when Y = H.
In this case, X ∼= φ−1(y) × H. Under this identification, Z corresponds to Z ∩
(φ−1(y)×H) (k), so the assertion is obvious.
Step 2. The general case.
Let pi : H → Y be the map given by the action on y. Consider the Cartesian
square
X ′
φ′

pi′ // X
φ

H
pi // Y.
Since pi is a submersion, so is pi′. Therefore it is enough to prove the lemma for
the map φ′. This follows from the previous step.
Proof of Lemma 4.3.1. Without loss of generality, we can assume that k is algebraically
closed. Let g be the Lie algebra of G.
Proof of (1) Let (G2n(k))open ⊂ G2n(k) be the set of all 2n-tuples that generate a Zariski-dense
subgroup. We need to show that (G2n(k))open is Zariski open. Let (G2n)irr ⊂ G2n
be the collection of tuples (g1, . . . , g2n) such that the group generated by the gi acts
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irreducibly on g. Clearly, (G2n)open ⊂ (G2n)irr. We claim that (G2n)irr is Zariski
open. Indeed, let Grass(g) be the union of all Grassmannian varieties of g, and let
Y ⊂ G2n ×Grass(g) be the closed subvariety
Y =
{
(g1, . . . , g2n, V ) ∈ G2n ×Grass(g) | (∀i) gi · V = V
}
.
(G2n)irr is the complement of the image of the projection of Y to G2n, so it is open.
To finish the proof, we will find a Zariski closed subset X ⊂ G2n such that
(G2n)open = (G2n)irr r X. Fix an embedding G ↪→ SLd for some d. A theorem
of Jordan ([CR, Theorem 36.13]) states that there is a constant C = C(d) such
that, if H ⊂ SLd(k) is a finite subgroup, then H has a normal abelian subgroup
of index at most C, and, therefore, there is a homomorphism H → SC! with an
abelian kernel. Denote the free group on 2n generators by F2n. For any homomor-
phism ρ : F2n → SC!, let
Xρ = {(g1, . . . , g2n) | ∀w1, w2 ∈ Ker(ρ) [w1(g1, . . . , g2n), w2(g1, . . . , g2n)] = 1} .
Each Xρ is a closed subvariety of G
2n and, since there are only finitely many possi-
bilities for ρ, the union of all Xρ is also a closed subvariety of G
2n. We denote this
union by X. The discussion above implies that if (g1, . . . , g2n) ∈ G2n(k) generates a
finite subgroup, then (g1, . . . , g2n) ∈ X(k). We claim that (G2n)open = (G2n)irrrX,
which will prove (1).
If g ∈ Xρ, then the subgroup generated by wi(g1, . . . , g2n) for wi ∈ Ker(ρ), is
abelian and has finite index in the subgroup generated by the gis. In particular, the
subgroup generated by the gis cannot be Zariski open. Together with the inclusion
(G2n)open ⊂ (G2n)irr, we get (G2n)open ⊂ (G2n)irr rX.
Conversely, if (g1, . . . , g2n) ∈ (G2n)irr r X, let H be the Zariski closure of the
subgroup generated by the gi. The Lie algebra of H is invariant under all gi, so it is
equal to either g or 0. If Lie(H) = 0 then H is finite, contradicting the assumption
that (g1, . . . , g2n) /∈ X. If Lie(H) = g then H = G, so (g1, . . . , g2n) ∈ (G2n)open.
This shows that (G2n)open ⊃ (G2n)irr rX.
Proof of (2) After identifying the tangent space to G at g with the Lie algebra g via the map
X ∈ g 7→ gX ∈ TgG, the differential of the commutator map is
d[·, ·]|(g,h) : (X, Y ) 7→ Xhgh−1 −Xhg + Y hg − Y h,
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where we denote Xa = aXa−1. Therefore, the derivative of ΦG,n at a point
(g1, h1, . . . , gn, hn) is the map
(X1, Y1, . . . , Xn, Yn) 7→
n∑
i=1
(
Xgih
−1
i −Xgi + Y gi − Y
)P−1i hi
, (14)
where we denote Pi = [gi+1, hi+1] · · · [gn, hn].
Consider the Killing form on g. The image of the map X 7→ Xg−X is the orthogonal
complement to the centralizer of g in g. Assume that Z ∈ g is orthogonal to the
image of dΦG,n. Taking the summand i = n in (14), we get that Z
h−1n commutes
with both gn and gnh
−1
n . Therefore, Z commutes with both gn and hn. Continuing
by decreasing induction, we get that the orthogonal complement to the image of
dΦG,n is the common centralizer of gi, hi. By assumption, it is trivial. This proves
(2).
Proof of (3) The assertion follows from the fact that the stabilizer of a tuple (g1, . . . , g2n) ∈ G2n
is equal to the centralizer of the Zariski closure of the subgroup generated by the gi.
Proof of (4) Let x = (g1, . . . , g2n) ∈ (G2n)open. Recall that we denote the free group on 2n
generators by F2n. For every γ ∈ F2n, let φγ : G2n → G be the substitution map.
The tuple x induces a map ψx : F2n → G sending γ to φγ(x), and the image of ψx
is Zariski dense. Choose γ1 such that ψx(γ1) is regular semi-simple. Without loss
of generality, we may assume that ψx(γ1) is diagonal matrix. Choose γ2 such that
all entries of ψx(γ2) are non-zero.
Define
φγ1,γ2 := φγ1 × φγ2 : G2n → G×G,
and let O := G · x be the orbit of x.
Step 1. φγ1(O) is closed.
φγ1(O) = G ·φγ1(x) = G ·ψx(γ1) which is closed, since it is the conjugacy class
of the semi-simple element ψx(γ1).
Step 2. φγ1,γ2(O) is closed.
Let y := (a, b) := φγ1,γ2(x). We have φγ1,γ2(O) = G · y. Lemma 4.3.2 implies
that, in view of the previous step, the fact that G · y is closed in G×G follows
from the fact that G · y ∩ {a} × G is closed in {a} × G. For the later, we use
the equality
G · y ∩ {a} ×G = T · b = T · ψx(γ2),
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where T := ZG(a) is the standard torus. The assertion now follows from the
fact that all the entries of ψx(γ2) are non-zero.
Step 3. O is closed.
By lemma 4.3.2, the previous step implies that it is enough to show that O ∩
φ−1γ1,γ2(a, b) is closed in φ
−1
γ1,γ2
(a, b). This is obvious, since O∩φ−1γ1,γ2(a, b) = {x}.
Definition 4.3.3. Denote
DefopenG,n := (G
2n)open ∩ Φ−1G,n(1).
By Lemma 4.3.1(2), DefopenG,n is a smooth variety. By Lemma 4.3.1(3) and Luna Slice
Theorem (see, e.g. [Dre]), the geometric quotient
MG :=
(
(G2n)open ∩ Φ−1G,n(1)
)
/G
exists, and is a smooth subvariety of the categorical quotient
(
G2n ∩ Φ−1G,n(1)
)
/G.
Let pi be the fundamental group of a compact surface of genus n. We can think of
elements of MG as morphisms in Hom(pi,G) up to conjugacy. Standard deformation
theory shows that the tangent space ofMG at a point corresponding to ρ ∈ Hom(pi,G) is
the cohomology group H1(pi, gρ), where gρ denotes the representation of pi on the space g
given by Ad ◦ρ : pi → GL(g). Assuming that ρ ∈ ((G2n)open∩Φ−1G,n(1))(k), both Ad ◦ρ and
its dual are irreducible, so the cohomology groups H0(Σ, gρ) and H
2(pi, gρ) vanish. We
get that dim (H1(pi, gρ)) is equal to negative the Euler characteristic of the local system
gρ, which is (2n− 2)dim g. We conclude that dimMG = (2g − 2)dim g.
Definition 4.3.4. Let 〈·, ·〉 be the Killing form on g.
1. The Atiyah–Bott–Goldman form on MG is the differential 2-form whose value at
a point corresponding to ρ is
ηABG : H
1(pi, gρ)×H1(pi, gρ)→ H2 (pi, gρ ⊗ gρ)→ H2(pi, gρ) = k,
where the first arrow is the cup product and the second arrow is composition with
〈·, ·〉.
2. Define a top form on MG:
vABG :=
η
∧dimMG/2
ABG
(dimMG/2)! .
61
We now define a volume form on DefopenG,n . Let Q : Def
open
G,n → MG be the quotient
map. For any ρ ∈ DefopenG,n , identify the tangent space to the fiber Q−1(Q(ρ)) with g via
the action map. We get a short exact sequence
0→ g→ Tρ DefopenG,n → TQ(ρ)MG → 0.
This gives us an identification of the sheaf of relative top forms ΩDefopenG,n /MG with the free
sheaf on DefopenG,n with fiber
∧dimg g∗.
Definition 4.3.5. Let ω ∈ ∧dimg g∗, and let ω′ ∈ ΩDefopenG,n /MG be the corresponding sec-
tion. Let
νω := ω
′ ⊗Q∗(vABG) ∈ ΩDefopenG,n /MG ⊗Q∗(ΩMG) ∼= ΩDefG,n .
Assume now that G is defined over a local field F of characteristic zero. If F is
archimedean, assume in addition that F = R and that G(R) is compact. Let Γ be an
open compact group in G(F ). Let (Γ2n)open = (G2n)open(F ) ∩ Γ2n, and let DefopenΓ,n =
(Γ2n)open∩Φ−1G,n(1). In order to show that the quotient DefopenΓ,n /Γ is an analytic manifold,
we recall a general criterion for a quotient to be a manifold.
Let (X,O) be an analytic manifold, and let K be a compact analytic group acting
freely on X. Consider the quotient X/K, the quotient map pi : X → X/K, and the sheaf
Q on X/K given by Q(A) = O(pi−1(A))K . The following lemma is standard, see e.g.
[CDS, Proposition 2.2.2] for C∞ manifolds. We sketch a proof which is valid for the real
and p-adic analytic cases.
Lemma 4.3.6. The ringed space (X/K,Q) is an analytic manifold.
Proof. Since K is compact, the quotient X/K is Hausdorff. We need to show that the
sheaf Q is locally isomorphic to the sheaf of analytic functions on an analytic manifold.
Fix x ∈ X and consider the orbit map a : K → X, a(k) = k · x. The map a is an
immersion, is one-to-one, and its domain is compact. Therefore, its image K · x is a
submanifold. Let S ⊂ X be a (dimX − dimK)-dimensional submanifold that contains x
and is transversal to K · x at x. By compactness, there is a neighborhood U of x such
that, for any y ∈ U ∩ S, the following two properties hold:
1. The intersection K · y ∩ S ∩ U is equal to {y}.
2. K · y is transverse to S at y.
It follows that the action map A : K×(S∩U)→ X is an analytic diffeomorphism onto an
open submanifold of X. The map p ∈ S ∩ U 7→ A(1, p) induces an isomorphism between
the restriction of Q to pi(K · (U ∩ S)) and the sheaf of analytic functions on U ∩ S.
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By Lemma 4.3.6 and Lemma 4.3.1(3), the quotient
MΓ := DefopenΓ,n /Γ = DefopenΓ,n /(Γ/Z(Γ))
is an analytic manifold. We have a natural e´tale map r : MΓ → MG(F ). Thus we
can consider the Atiyah–Bott–Goldman form ηABG and the forms vABG, νω as forms on
MΓ,MΓ, and DefopenΓ,n .
Any compact semi-simple (real) Lie group Γ is the real points of some semi-simple
algebraic group. Therefore, we can discuss MΓ and the Atiyah–Bott–Goldman form on
it. Originally, the Atiyah–Bott–Goldman form was introduced in this setting, and the
following results are known:
Theorem 4.3.7 ([Gol]). Let Γ be a compact semi-simple Lie group. Then ηABG is a
symplectic form on MΓ.
We say that a volume form on a k-vector space V is compatible with a non-degenerate
symmetric bilinear form 〈·, ·〉 if, for any basis ei of V ⊗ k such that 〈ei, ej〉 = δi,j, the
volume of e1 ∧ · · · ∧ en is ±1. Such volume form need not exist in general, but, if k is
algebraically closed there are exactly two such volume forms.
Theorem 4.3.8 ([Wit]). Let Γ be a compact semi-simple Lie group. Let ω be a trans-
lation invariant F -valued top differential form on Γ whose value at 1 is compatible with
the Killing form. Then
νω = ± ω
∧ 2n
Φ∗G,nω
∣∣∣∣∣
DefopenΓ,n
.
The above results (Theorems 4.3.7 and 4.3.8) are also valid in the algebraic case:
Theorem 4.3.9. Let G be a semi-simple group defined over k. Then
1. ηABG is a symplectic form on MG.
2. Let ω be a translation invariant top differential form on G whose value at 1 is
compatible with the Killing form. Then
νω = ± ω
∧ 2n
Φ∗G,nω
∣∣∣∣∣
DefopenG,n
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The proofs in [Gol, Wit] are easily adaptable to the algebraic case. For brevity, we
will not repeat the argument, but rather deduce Theorem 4.3.9 from Theorems 4.3.7 and
4.3.8 when G is connected and simply connected. From this point on, we assume this is
the case. We will use the following preparations:
Lemma 4.3.10. Let X be a smooth irreducible algebraic variety defined over a (possibly
archimedean) local field F of characteristic 0. Assume that X(F ) is non empty. Then
X(F ) is Zariski dense in X
Proof. Let x ∈ X(F ). Passing to an open neighborhood we can assume that X is affine
and we have an e´tale map φ : X → An that maps x to 0. Let Z be the Zariski closure
of X(F ). Using the implicit function theorem, we see that φ(Z)(F ) contains some open
neighborhood of 0 in F n = An(F ). Thus, φ(Z) is dense in An, so dimZ = dim(φ(Z)) =
n = dimX. This implies Z = X.
Lemma 4.3.11. ([GM, Proposition 3.3]) Let Γ be a compact semi-simple Lie group. Then
MΓ is not empty
Proof of Theorem 4.3.9 for simply connected groups. Without loss of generality, k = C.
We choose a real structure on G so that G(R) is compact. Since we assume that G
is simply connected, Corollary 4.1.4 implies that MG is irreducible. By Lemma 4.3.11,
MG(R) is non-empty, and, hence,MG(R) is non-empty. By Lemma 4.3.10, the setMG(R)
is Zariski dense inMG. The second statement now follows from Theorem 4.3.8, as well as
the claim that the form ηABG is closed. Since it is also anti-symmetric and non-degenerate
(which follows from the properties of the Poincare duality map), we get the first claim as
well.
We can now prove Theorem VI
Proof of Theorem VI. By Theorem IV, the series ζΓ(2n − 2) converges. Let λΓ be the
normalized Haar measure on Γ. By Proposition I,
ζΓ(2n− 2) = (ΦG,n)∗λΓ2n
λΓ
(1).
The restriction of |ω| to Γ is equal to (|ω|(Γ)) · λΓ. Thus,
(|ω|(Γ))2n−1 (ΦG,n)∗λΓ2n
λΓ
(1) =
(ΦG,n)∗
(
1Γ2n
∣∣∣ω ∧ 2n∣∣∣)
|ω| (1)
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Let DefSG,n ⊂ DefG,n be the intersection of DefG,n with the smooth locus of the map ΦG,n.
By Theorem 3.2.1, we have
(ΦG,n)∗
(
1Γ2n
∣∣∣ω ∧ 2n∣∣∣)
|ω| (1) =
∫
DefSG,n(F )∩Γ2n
∣∣∣∣∣ω ∧ 2nΦ∗G,nω
∣∣∣∣∣ .
By Lemma 4.3.11, DefopenG,n is non-empty, and, since DefG,n is irreducible (Corollary 4.1.4),
we get that
dim
(
DefG,nrDefopenG,n
)
< dim DefG,n .
Since DefopenG,n ⊂ DefSG,n, we get that∫
DefSG,n(F )∩Γ2n
∣∣∣∣∣ω ∧ 2nΦ∗G,nω
∣∣∣∣∣ =
∫
DefopenΓ,n
∣∣∣∣∣ω ∧ 2nΦ∗G,nω
∣∣∣∣∣ .
By Theorem 4.3.9(2),∫
DefopenΓ,n
∣∣∣∣∣ω ∧ 2nΦ∗G,nω
∣∣∣∣∣ =
∫
DefopenΓ,n
|νω| =
(∫
Γ/Z(Γ)
|ω|
)(∫
MΓ
|vABG|
)
.
We conclude that∫
MΓ
|vABG| = (|ω|(Γ))
2n−1 ζΓ(2n− 2)∫
Γ/Z(Γ)
|ω| = |Z(Γ)|(|ω|(Γ))
2n−2ζΓ(2n− 2).
A Continuity Along Curves
In this appendix, we prove the following theorem:
Theorem A.0.1. Let pi : X → Y be a morphism between algebraic varieties over a local
field F , and let U ⊂ X be an open set on which pi is smooth. Suppose that ω ∈ Γ(U,ΩU/Y ),
and that ϕ : X(F ) → C is a Schwatz function, and that, for any y ∈ Y (F ), the integral
I(y) =
∫
pi−1(y)∩U(F ) ϕ · |ω| is finite. Assume that, for any curve C ⊂ Y , the restriction
I|C(F ) is continuous. Then I is continuous.
The proof is divided into two parts. In the first, we define a notion of constructible
function, and show that I is constructible (Proposition A.1.5). In the second, we show
that a constructible function is continuous if and only if its restriction to any curve is
continuous (Proposition A.2.9).
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A.1 Constructible Functions
In this section, we will use notions and results from the model theory of valued fields.
For the standard notions of Model Theory, see [CK]. Fix a finitely generated field k of
characteristic 0. Let L be the first-order language with two sorts, which we denote by VF
(for valued field) and VG (for value group) and
1. Four function symbols: +VF : VF×VF → VF, ·VF : VF×VF → VF, +VG :
VG×VG→ VG, and val : VF→ VG.
2. Relation symbols: a binary relation ≤ on VG, and, for each n, unary relations Pn
and pn on VF and VG.
3. A constant in VF for each element of k.
For each local field F containing k, we interpret the sort VF as F , the sort VG as Z,
the functions +, ·, val as addition, multiplication, and valuation8, the relation ≤ as order,
and the relations Pn(x) (respectively, pn) as saying that x is an n-th power (respectively,
divisible by n). We denote the theory of F , i.e., the set of all sentences that are true in
this interpretation, by TL,F . A theorem of Macintyre states that TL,F has elimination of
quantifiers, see [Den, 1.3]. This implies that any definable set is equivalent to a Boolean
combination of sets of one of the following forms:
1. {x | f(x) = 0}.
2. {x | val(f(x)) ≤ val(g(x))}.
3. {x | (∃z)f(x) = zm}.
where f, g are polynomials and m is a positive integer. In fact, only sets of the form (3)
are needed: the set in (2) is equivalent to the set {x | (∃z) f 2(x) + pg2(x) = z2}, and the
set in (1) is equivalent to the set {x | (∃z) pf 2(x) = z2}.
Recall that a definable set in a theory T is an equivalence class of formulas under the
equivalence relation for which ψ1(x1, . . . , xn) and ψ2(x1, . . . , xn) are equivalent if the sen-
tence (∀x1, . . . , xn) (ψ1(x1, . . . , xn)↔ ψ2(x1, . . . , xn)) follows from T . If X is a definable
set and M is a model of T , the set of all tuples in M that satisfy the formula X is denoted
by X(M). We can perform the usual operations of union, intersection, and Cartesian
product on definable sets. Similarly, a definable function between two definable sets X
8The value val(0) is irrelevant and can be taken to be arbitrary since every two choices will give rise
to bi-interpretable models.
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and Y is a definable set f in X×Y such that the sentence (∀x ∈ X) (∃!y ∈ Y ) ((x, y) ∈ f)
follows from T . If f is a definable function from X to Y and M is a model of T , the
set f(M) is the graph of a function between X(M) and Y (M). As a consequence of
elimination of quantifiers, we have
Proposition A.1.1. (see [Den, Theorem 2.7]) Let X ⊂ VFn be a definable set, and let
f : X → VG be a definable function. There is a partition X = X1∪· · ·∪Xm into definable
sets, and, for each i = 1, . . . ,m, a rational function gi ∈ Q(x1, . . . , xn) and an integer ei
such that the restriction of f to Xi is equal to
1
ei
val(gi(x)).
Definition A.1.2. Fix a local field F containing k, and let q be the size of the residue
field of F . Let f : VFn → VG be a definable function.
1. Let Af : F
n → C be the function x 7→ f(F )(x) ∈ Z ⊂ C.
2. Let Ef : F
n → C be the function x 7→ qf(F )(x) ∈ qZ ⊂ C.
3. We say that a function from F n to C is constructible if it belongs to the algebra
generated by all functions of the form Af , Ef .
Theorem A.1.3. (see [Den, Theorem 3.1] for a weaker version and [CL, Theorems 4.4
and 6.9] for a stronger version) Suppose that f : VFn×VFm×VGm → VG is a definable
function. Assume that, for every a ∈ Fm and λ ∈ Zm, the integral I(a, λ) = ∫
Fn
qf(x,a,λ)dx
converges. Then the function I(a, λ) is constructible.
Lemma A.1.4. Suppose that X and Y are algebraic varieties over F , that pi : X → Y is a
morphism with finite fibers, and that f : X → A1 is regular. Then there is a finite definable
partition of Y such that, an each part, the function y ∈ Y (F ) 7→∑x∈pi−1(y)(F ) |f(x)| is a
linear combination of functions of the form y 7→ qg(y), where g : Y → VG is definable.
Proof. We will show that there are definable functions gi : Y → VG such that, for every
y ∈ Y (F ), we have {val(f(x)) | x ∈ pi−1(y)(F ) ∧ f(x) 6= 0} ⊂ {g1(y), . . . , gm(y)}, and,
after passing to a finite definable partition, the number of points x ∈ pi−1(y)(F ) such that
val(f(x)) = gi(y) is a constant ni. Given this claim, we have that
∑
x∈pi−1(y)(F ) |f(x)| =∑
niq
−gi(y) on each piece.
Let N be the maximum size of a fiber of pi. We will show, by induction on i = 1, . . . , N ,
that there is a definable partition of Y , and, for each part A, there are definable functions
g1, . . . , gi and natural numbers n1, . . . , ni such that, for each y ∈ A(F ),
1. # {x ∈ pi−1(y) | val(f(x)) = gi(y)} = ni.
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2. # {x ∈ pi−1(y) | f(x) 6= 0 ∧ val(f(x)) /∈ {g1(y), . . . , gi(y)}} ≤ N − i.
The claim for i = N is what we want to show.
Suppose that gj, nj were chosen for j < i, and let
gi(y) = min {val(f(x)) | pi(x) = y ∧ val(f(x)) 6= g1(y), . . . , gi−1(y)} .
Clearly, gi is a definable function. Since, for every n, the set
{y ∈ Y | (∃x1, . . . , xn ∈ X) pi(xj) = y ∧ val(f(xj)) = gi(y) ∧ xj 6= xl} is definable, we
get that there is a partition as in the assertion of the lemma.
Proposition A.1.5. Let pi : X → Y be a morphism between algebraic varieties over F ,
and let U ⊂ X be an open set such that pi|U is smooth. Suppose that ω ∈ Γ(U,ΩU/Y )
and that ϕ : X(F ) → C is a Schwartz function. Then the function y 7→ ∫
pi−1(y)∩U |ω| is
constructible.
Proof. Let O be the ring of integers of F . Since the claim is local, we can assume that
Y ⊂ AM is affine, that X ⊂ Y × AN , and that pi is the projection. By decomposing into
finitely many pieces, translating, and dilating, we can assume that ϕ is the characteristic
function of a set of the form OM+N . Finally, decomposing A further, we can assume in
addition that there is a subset I ⊂ {1, . . . , N} such that, for any y ∈ A, the projection
piI : pi
−1(y) ∩ U ∩ OM+N → OI is etale. Let ν be the standard volume form on OI . For
any y ∈ Y (F ),
∫
pi−1(y)∩U∩OM+N
|ω| =
∫
z∈OI
 ∑
x∈pi−1I (z)∩pi−1(y)∩U∩OM+N
∣∣∣∣ ωpi∗Iν (x)
∣∣∣∣
 |ν|.
By Lemma A.1.4, there is a definable partition such that, on each part, the integrand is
a linear combination of functions of the form q−f(x), where f : Y → VG is definable. By
Theorem A.1.3, the integral is a constructible function of y.
A.2 Continuity of Constructible Functions
We start by considering constructible functions from VGn to C.
Lemma A.2.1. Let ϕ1, . . . , ϕN ∈ (Qn)∗ be different linear functionals and let f1, . . . , fN ∈
Q[x1, . . . , xn] be non-zero polynomials. Then the functions fi(x)qϕi(x) : Zn≥0 → R, where
x = (x1, . . . , xn), are linearly independent.
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Proof. Suppose that
∑
αifi(x)q
ϕi(x) = 0, where all coefficients αi are nonzero. Choose
v ∈ Zn≥0 for which ϕi(v) 6= ϕj(v) for all i, j. By rearranging, we can assume that ϕ1(v) >
ϕi(v) for all i > 1. For every x we have
0 = lim
n→∞
∑
αifi(x+ nv)q
ϕi(x+nv)
f1(x+ nv)qϕ1(nv)
= α1q
ϕ1(x),
so α1 = 0, a contradiction.
Definition A.2.2. A V-function is a function R : Zn≥0 → C of the form R(x) =∑
αifi(x)q
ϕi(x), where ϕi ∈ (Qn)∗ are linear functionals, and fi(x) ∈ Q[x1, . . . , xn] are
polynomials.
In other words, the collection of V -functions is the algebra generated by the functions
of the form ϕ(x) and qϕ(x), where ϕ is a rational linear functional.
Lemma A.2.3. Let R(x) =
∑
αifi(x)q
ϕi(x) be a V-function. Suppose that the ϕi are all
distinct and there are no p, v ∈ Zn≥0 such that limn→∞ |R(p + nv)| = ∞. Then, for any
e ∈ Zn≥0,
1. ϕi(e) ≤ 0, and
2. If ϕi(e) = 0, then
∂fi
∂e
= 0.
Conversely, conditions 1. and 2. imply that there are no p, v ∈ Zn≥0 such that
limn→∞ |R(p+ nv)| =∞.
Proof. Suppose that there is e ∈ Zn≥0 and i such that ϕi(e) > 0. By reordering the terms,
we can assume that ϕ1(e) > 0 and that ϕ1(e) > ϕi(e) for i > 0. Choosing p ∈ Z≥0 such
that f1(p) 6= 0, we get that f1(p+ne)qϕ1(p+ne) tends to infinity much faster than any other
term, so lim |F (p+ ne)| =∞, a contradiction.
Now assume that ϕi(e) = 0. Denote the set of indices j such that ϕj(e) = 0 by S.
Then, for any p ∈ Zn≥0,
F (p+ ne) =
∑
j∈S
αjfj(p+ ne)q
ϕj(p) + on(1).
By assumption, the polynomial t 7→ ∑j∈S αjf(p + te)qϕj(p) is constant. Taking the
derivative we get
∑
j∈S αj
∂fj
∂e
(p)qϕj(p) = 0 for all p. By Lemma A.2.1,
∂fj
∂e
= 0 for all
j ∈ S.
The converse implication is clear.
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For the next lemma, we topologize the set Z≥0∪{∞} as the one-point compactification
of the discrete space Z≥0.
Lemma A.2.4. Suppose that R : Zn≥0 → C is a V-function such that there are no
p, v ∈ Zn≥0 such that limn→∞ |R(p + nv)| =∞. Then R extends to a continuous function
on (Z≥0 ∪ {∞})n.
Proof. By Lemma A.2.3, we can assume without loss of generality that R(x) = f(x)qϕ(x)
for a polynomial f(x) and a linear functional ϕ that satisfy conditions 1. and 2. By
decomposing f(x) into a sum of monomials, we can assume that f(x) is a monomial. In
this case, the function is
∏(
xaii q
bixi
)
, and the claim is reduced to the one dimensional
case, where it is clear.
Definition A.2.5. Let X be a definable set. A simple function f : X(F ) → C is a
composition of two functions V : X(F )→ Zn≥0 and R : Zn≥0 → C, such that:
1. V is a surjection.
2. Each of coordinates of V has the form 1
e
val(g(x)), where g is a rational function
and e ∈ Z>0
3. R is a V-function.
Proposition A.2.6. Let f : X(F ) → C be a constructible function. There is a finite
definable partition X = X1 ∪ · · · ∪ Xm such that the restriction of f to each Xi(F ) is
simple.
Proof. There are definable functions α1, . . . , αm : X → VG such that f is in the algebra
generated by the functions αi(x) and q
αi(x). After passing to a definable partition of X,
we can assume that each αi has the form
1
e
val(gi(x)), where gi is a rational function, and
e ∈ Z≥0. Consider the image of X(F ) under the map (α1, . . . , αm). It is a definable subset
of Zn, and, by [Ful, Section 2.6], is a disjoint union of simple cones. Dividing X further,
we can assume that the image of X(F ) under (α1, . . . , αm) is a simple cone C. There is
an integral linear transformation A that induces an isomorphism between C and aZn≥0,
for some a ∈ Z≥0. Let V be the composition
X
(αi)→ C A→ aZn≥0
1/a→ Zn≥0.
V is a surjection, and it is easy to see that each coordinate of V has the form 1
ae
val(h(x)),
for some rational function h. Finally, each αi is a Q-linear functional in the coordinates
of V . This implies that there is a V -function R such that f = R ◦ V .
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Proposition A.2.7. Let X ⊂ VFn be a bounded constructible set and f : X(F )→ C be
a constructible function. Then one of the following holds
1. There is a definable subset Y ⊂ X and a point y0 ∈ Y (F ) such that
lim
y→y0
y∈Y (F )
f(y) =∞.
2. There are two definable subsets Y1, Y2 ⊂ X such that Y1(F ) ∩ Y2(F ) 6= ∅ and
inf
yi∈Yi(F )
|f(y1)− f(y2)| > 0.
3. There is a definable partition X = X1∪· · ·∪Xm such that, for each i, the restriction
of f to Xi(F ) extends to a continuous function on Xi(F ).
Here, the closures of Y (F ), Yi(F ), and Xi(F ) are taken inside F
n.
Proof. After passing to a definable partition, we can assume that f is simple. Write
f = R ◦ V , with R and V as in Definition A.2.5.
Assume first that there are p, v ∈ Zn≥0 such that R(p + nv) → ∞. We will show that
the first alternative holds. Let Y = V −1(p + Z≥0v). Choose xn ∈ V −1(p + nv), and let
y0 ∈ F n be any accumulation point of {xn}. If yn ∈ Y and yn → y0, then V (yn) tends to
infinity on the ray p+ Z≥0v, and so f(yn) = R(V (yn))→∞.
Assume now that there are no p, v ∈ Zn≥0 such that R(p + nv) → ∞ and assume
that third alternative does not hold. We will show that the second alternative holds. By
Lemma A.2.4, the function R extends continuously to a function R on (Z≥0 ∪ {∞})n.
This implies that R is bounded, and, hence, so is f .
By assumption, f cannot be extended continuously to X(F ), so we can find a point
p ∈ X(F ) and two sequences of points xi, yi ∈ X(F ) such that p = limxi = lim yi and
both limits lim f(xi) and lim f(yi) exist and are not equal. Let ai = V (xi) and bi = V (yi).
Choose subsequences aij and bij which converge to points a, b ∈ (Z≥0 ∪ {∞})n. Clearly,
R(a) 6= R(b).
We can choose non-intersecting neighborhoods I 3 a and J 3 b in (Z≥0 ∪ {∞})n,
and non-intersecting closed neighborhoods A 3 R(a), B 3 R(b) in C, such that both I
and J are products of (possibly infinite) intervals in Z≥0 ∪ {∞}, that R(I) ⊂ A, and
that R(J) ⊂ B. The definable subsets Y1 := V −1(I) and Y2 := V −1(J) satisfy the
requirements.
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Lemma A.2.8. Let W be an affine variety over a local field F , X ⊂ W be an F -definable
subset, and x ∈ W (F ) be a point. Assume that x is contained in the closure of X(F ).
Then there is a curve C ⊂ W defined over F such that x is in the closure of (C ∩X)(F ).
Proof. If x ∈ X(F ), the claim is trivial; we assume that this is not the case. X is
given by a Boolean combination of conditions of the form fi(x) = 0 or (∃z)gi(x) = zm
for some regular functions fi and gi. By intersecting W with the locus of vanishing of
fi, we can assume that X is given by a Boolean combination of conditions of the form
(∃z)gi(x) = zmi . Let G =
∏
gi and let Z ⊂ W be the zero locus of G. Let pi : W˜ → W
be a strict resolution of singularities of the pair (W,Z). Thus, W˜ is smooth and the
composition G ◦ pi is locally monomial in some local coordinate system. After replacing
X by the intersection of pi−1(X) and a small ball around some x˜ ∈ pi−1(x), it is enough to
prove the lemma in the case where W = An, x = 0, and the functions gi are monomial.
By assumption, there is a non-zero point p in X(F ) ∩ On. We will show that the line C
passing through 0 and p satisfies the required property. Let α ∈ O. Since gi is monomial
and gi(p) is an mith power, it follows that gi
(
α
∏
mip
)
is also an mith power. Thus, the
point α
∏
mip belongs to X(F ). Taking α→ 0, we get that 0 is an accumulation point of
C ∩X(F ).
Proposition A.2.9. Suppose that X ⊂ VFn is a closed and bounded definable set, and
that f : X(F ) → C is a constructible function which is discontinuous. Then there is a
curve C ⊂ An such that the restriction of f to (C ∩X)(F ) is discontinuous.
Proof. We apply Proposition A.2.7.
Case 1: There is a definable subset Y ⊂ X and a point y0 ∈ Y (F ) ⊂ X(F ) such that
lim
y→y0
y∈Y
f(y) =∞.
Choose, using Lemma A.2.8 a curve C such that y0 ∈ (C ∩ Y )(F ). The restriction
of f to (C ∩X)(F ) is discontinuous.
Case 2: There are definable subsets Y1, Y2 ⊂ X and a point p ∈ Y1(F ) ∩ Y2(F ) ⊂ X(F )
such that
inf
yi∈Yi(F )
|f(y1)− f(y2)| > 0.
Choose, using Lemma A.2.8 curves C1 and C2 such that p ∈ (Ci ∩ Yi)(F ). De-
noting C = C1 ∪ C2, the restriction of f to (C ∩X)(F ) is discontinuous.
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Case 3: There is a definable partition X = X1 ∪ · · · ∪ Xm such that, for each i, the
restriction of f to Xi(F ) extends to a continuous function on Xi(F ).
Since f was assumed to be discontinuous, there is i and a point x0 ∈ Xi(F ) such
that
lim
x→x0
x∈Xi
f(x) 6= f(x0).
Using Lemma A.2.8, choose a curve C such that x0 ∈ (C ∩Xi)(F ). The restric-
tion of f to (C ∩X)(F ) is discontinuous.
B Recollections in Algebraic geometry
In this section, we review some well-known notions and facts from algebraic geometry
that we refer to in the paper. Throughout this section, k is a field of characteristic 0
and all schemes and algebras are of finite type over k. By a variety, we mean a reduced
scheme over k.
B.1 Flat Maps
Theorem B.1.1 (cf. [Gro, 11.3.10]). Let S be a scheme and let φ : X → Y be a
morphism of flat S-schemes. Denote the structure maps X → S and Y → S by piX and
piY respectively. Then
1. {x ∈ X(k) | φ is flat at x} = {x ∈ X(k) | φpiX(x) : pi−1X (piX(x)) →
pi−1Y (piX(x)) is flat at x}.
2. The set in (1) is Zariski open.
We will call the set in Theorem B.1.1 the flat locus of φ.
Theorem B.1.2 (cf. [Har1, Exercise 10.9]). Let φ : X → Y be a morphism of smooth
irreducible algebraic varieties. Let x ∈ X(k). Then the following are equivalent:
1. φ is flat at x.
2. dim(φ−1(φ(x))) = dimX − dimY .
3. dim(φ−1(φ(x))) ≤ dimX − dimY .
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Proposition B.1.3 (cf. [Har1, III.10.2]). Let φ : X → Y be a flat morphism of schemes,
and let x ∈ X(k). The following conditions are equivalent
1. φ is smooth at x
2. x is a smooth point of φ−1(φ(x)).
Proposition B.1.4 ([Har1, Proposition 9.7]). Let X be an affine scheme and let f ∈
Γ(X,OX). Consider f as a map X → A1. Then the following conditions are equivalent
1. f is flat at any point of f−1(0).
2. f is not a zero divisor.
B.2 LCI Maps
For convenience, we will assume that all the schemes we discus from this point on are
equidimensional. All the constructions and results that we discus below can be easily
modified for locally equidimensional schemes, and, usually, also for arbitrary schemes.
Definition B.2.1 (cf. [Con1, Introduction]).
1. Let X be an affine scheme, and let Y ⊂ X be a subscheme. We say that Y is a
complete intersection in X if there are f1, . . . fn ∈ k[X] such that fi is not a zero
divisor in k[X]/(f1, . . . fi−1) for all i and Y is the zero locus of the fi.
2. Let X be a scheme. A closed subscheme Y ⊂ X is called a local complete intersec-
tion (LCI for short) inside X if there exists an affine open cover X =
⋃
Ui such
that Y ∩ Ui is CI inside Ui.
3. A morphism Y → X between two schemes is called LCI if it is a closed embedding
and its image is a LCI inside X.
4. Given a LCI map i : Y → X, we define its normal bundle
NXY := HomOY (i∗(IY /I2Y ), OY ),
where IY is the sheaf of regular functions on X that vanish on Y , and Hom is sheaf
of homomorphisms.
Proposition B.2.2. Let i : Y → X be a LCI map. Then NXY is a locally free sheaf and
rk(NXY ) = dim i := dimX − dimY .
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Definition B.2.3.
1. An affine scheme X is a complete intersection (CI for short) if it a CI inside some
affine space.
2. A scheme X is a local complete intersection (LCI for short) if, locally, it is an affine
CI scheme. Note that this does not mean that there is an LCI embedding of X into
an affine space.
Theorem B.1.2 implies:
Corollary B.2.4. Let X be a scheme. The following conditions are equivalent:
1. X is a LCI.
2. Locally (on X), one can find a flat map of smooth varieties φ : X ′ → Y ′ such that
X = φ−1(y) for some y ∈ Y (k).
B.3 Grothendieck Duality
For a full treatment of the machinery of Grothendieck Duality in the coherent category,
see [Har2] and [Con1]. We will sum up the ingredients of this theory that we need. Since
some sign errors from [Har2] were corrected in [Con1], we will try to follow the corrected
version when there is a difference. This, however, is not essential for our purposes, since,
in our applications, we will be interested only at the absolute values of differential forms
(for purposes of integration).
For a scheme X, we consider the derived category of sheaves on X, and denote the
subcategory consisting of complexes with coherent cohomologies by D(X). Similarly,
we denote the subcategory of D(X) consisting of bounded (respectively, bounded from
below, respectively, bounded from above) complexes by Db(X) (respectively, D+(X),
respectively, D−(X)).
B.3.1 The Functor pi!
Before defining the functor pi!, we will define two special cases of it: pib and pi#. For these,
we will need the following notation:
Notation B.3.1.
1. For a smooth map pi : X → Y , we denote the line bundle of relative top differential
forms on X with respect to Y by ΩX/Y . If X is smooth, we denote ΩX = ΩX/ Spec(k).
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2. For a LCI map i : X → Y , we define ΩX/Y to be the top exterior power of NYX .
Definition B.3.2 (cf. [Con1, (2.2.7)–(2.2.8)]). Let pi : X → Y be a morphism of schemes.
1. Assume that pi is smooth. Define the functor
pi# : D+(Y )→ D+(X)
by
pi#(F) := ΩX/Y [(dimX − dimY )]
L⊗ pi∗(F).
2. Assume that pi is finite. Define the functor
pib : D+(Y )→ D+(X)
by
pib(F) = pi∗(RHomY (pi∗(OX),F)).
Here, RHomY is the internal hom in D+(Y ), the object RHomY (pi∗(OX),F) is
considered with the natural action of the sheaf of algebras pi∗(OX), and the ringed
space morphism pi : (X,OX)→ (Y, pi∗(OX)) is the one induced by pi.
3. Note that the functor pib is a right adjoint to pi∗. The adjunction map Rpi∗ ◦ pib →
IdD+(Y ) is called the trace map and denoted by Tr
b
pi. See [Har2, III, Proposition 6.5]
for more details.
In [Har2, Con1], the following functors and natural transformations were constructed:
(i) For any morphism of schemes pi : X → Y , a functor
pi! : D+(Y )→ D+(X).
(ii) For any morphisms of schemes X
pi→ Y τ→ Z, an isomorphism
cpi,τ : (τ ◦ pi)! → pi! ◦ τ !.
(iii) For any finite morphism of schemes pi : X → Y , an isomorphism
dpi : pi
! → pib.
(iv) For any smooth morphism of schemes pi : X → Y , an isomorphism
epi : pi
! → pi#.
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(v) For any proper morphism of schemes pi : X → Y , a morphism
Trpi : Rpi∗ ◦ pi! → Id.
(vi) For any cartesian square of schemes
V
τ

i // X
pi

U
j // Y
where i, j are open embeddings9, an isomorphism
bj,pi : i
∗ ◦ pi! → τ ! ◦ j∗.
(vii) For any LCI morphism of schemes pi : X → Y , an isomorphism ηpi between the
functor pib and the functor F 7→ Lpi∗(F) L⊗ ΩX/Y [dimX − dimY ].
The properties of these constructions are summed up in [Har2, VII, Corollary 3.4 and III,
Corollaries 7.3–7.4]. We include the properties that we will use in the next proposition.
Proposition B.3.3.
1. For any scheme X, the functor Id!X is the identity functor. For any morphism of
schemes, pi : X → Y the natural transformations cId,pi and cpi,Id are the identity.
2. Coherence relations for c: For any diagram
X
pi→ Y τ→ Z µ→ W
of schemes and an object F ∈ D+(W ), the following diagram is commutative
pi!(τ !(µ!(F)))
pi!(cµ,τ )

cpi,τ // (τ ◦ pi)!(µ!(F))
cτ◦pi,µ

pi!((µ ◦ τ)!(F)) cpi,µ◦τ // (µ ◦ τ ◦ pi)!(F)
9bj,pi is defined, more generally, for any flat i, j but we will not need this fact.
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3. Let
V
τ

i // X
pi

U
j // Y
be a cartesian square of schemes such that i, j are open embeddings, and let F ∈
D+(Y ).
(a) If pi is finite, the following diagram is commutative
τ b(F|U) // (pib(F))|V
τ !(F|U) bj,pi //
dτ
OO
pi!(F)|V
dpi
OO
where the upper row is the natural isomorphism.
(b) If pi is smooth, the following diagram is commutative
τ#(F|U) // (pi#(F))|V
τ !(F|U) bj,pi //
eτ
OO
pi!(F)|V
epi
OO
where the upper row is the natural isomorphism.
(c) If pi is proper, the morphism Trτ coincides with Trpi|U under the identification
τ∗(bj,pi) : τ∗(τ !(F|U))→ τ∗((pi!(F))|V ).
4. If pi is proper, the morphism Trpi exhibits pi
! as a right adjoint to the functor Rpi∗.
5. Let pi : X → Y be a finite morphism and F ∈ D+(Y ) be an object. Then the
following diagram is commutative:
Rpi∗(pi!(F)) Trpi //
pi∗(dpi)

F
Rpi∗(pib(F))
Trbpi
::
6. For any diagram
X
pi→ Y τ→ Z
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of schemes and an object F ∈ D+(Z), the following diagram is commutative:
R(τ ◦ pi)∗((τ ◦ pi)!(F)) Trτ◦pi // F
Rτ∗(Rpi∗(pi!(τ !(F))))
Rτ∗(Trpi)
//
R(τ◦pi)∗(cpi,τ )◦api,τ
OO
Rτ∗(τ !(F)),
Trτ
OO
where api,τ : Rτ∗ ◦Rpi∗ → R(τ ◦ pi)∗ is the natural isomorphism.
7. Let i : Y ↪→ X be an embedding of smooth algebraic varieties. Let prX : X → spec(k)
and prY : Y → spec(k) be the projections to a point. Denote the dimensions of X
and Y by n and m. Consider the composition:
ζi : ΩY = pr
#
Y (k)[−m]
e−1prY→ pr!Y (k)[−m] = (prX◦i)!(k)[−m]
c−1i,prx→ i!(pr!X(k))[−m]
i!(eprX )→
i!(pr#X(k))[−m] = i!(ΩX)[n−m] di→ ib(ΩX)[n−m]
ηi→ i∗(ΩX)⊗ ΩY/X .
Then, in local coordinates, we can write ζi as follows:
ζi(dx1∧· · ·∧dxk∧dt1∧· · ·∧dtn) = (dt∨1 ∧· · ·∧dt∨k )⊗i∗(dtn∧· · ·∧dt1∧dx1∧· · ·∧dxk),
where
x1, . . . , xk, t1, . . . , tn
are local coordinates on X, the subvariety Y is given by
t1 = · · · = tn = 0,
and dt∨1 , . . . , dt
∨
k are the basis of the normal bundle N
X
Y dual to the basis dt1, . . . , dtk
of the conormal bundle (NXY )
∗ ⊂ T ∗(X).
8. Let i : Y → X be a LCI map and let F ∈ D+(X). Then,
(a) The isomorphism ηi is compatible with restrictions to open sets, in a similar
way to (3a) above.
(b) If F is a locally free sheaf and dimX − dimY = 1, the trace map Trbi can be
described as follows: identifying Ri∗(ib(F)) and i∗(i∗(F) ⊗ ΩY/X)[−1] via ηi,
the trace map
Ri∗(ib(F)) ∼= i∗(i∗(F)⊗ ΩY/X)[−1]→ F
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is represented by an extension
0→ F → F(Y )→ i∗(i∗(F)⊗ ΩY/X)→ 0,
where F(Y ) is the sheaf of rational sections of F that become regular after
multiplication by a function that vanishes on Y , and the map F → F(Y ) is
the natural embedding.
Remark B.3.4.
• Parts (1) and (2) follow from [Har2, VII,Corollary 3.4. (a) VAR1].
• Parts (3a) and (3b) follow from [Har2, VII,Corollary 3.4. (a) VAR6].
• Part (3c) follows from [Har2, VII, Corollary 3.4. (b) TRA4].
• Part (4) follows from [Har2, VII, Corollary 3.4. (c)].
• Part (5) follows from [Har2, VII, Corollary 3.4. (b) TRA2].
• Part (6) follows from [Har2, VII, Corollary 3.4. (b) TRA1].
• Part (7) follows from [Har2, VII,Corollary 3.4. (a) VAR5]. Note that in [Har2,
III, Definition 1.5] the explicit description of ζi sometimes differs by a sign from the
one we use here following [Con1, page 30 case (c)].
• Part (8a) follows from [Har2, III, Proposition 7.4(b)].
• Part (8b) follows from the proof of [Har2, III, Corollary 7.3].
Remark B.3.5. We considered many isomorphisms between various functors. In this
appendix, we will try to be carefull and not identify these functors, but rather use the
appropriate isomorphism each time. However, outside the appendix we will identify iso-
morphic functors and object more freely in order to make the text more readable.
B.3.2 Duality
Notation B.3.6. Let φ : X → Y be a morphism of schemes.
1. The relative dualizing object is DX/Y := φ!(OY ) ∈ D+(X).
2. The dualizing object of X is DX := DX/ Spec(k) ∈ D+(X).
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3. The shifted dualizing objects are ΩX/Y := DX/Y [dimY − dimX] and ΩX :=
ΩX/Spec(k).
Remark B.3.7. There is an abuse of notations in the definition of the shifted dualizing
sheaves: for smooth or CI maps, we use the notation Ω to denote the sheaves of (relative)
top differential forms. However, in these cases, ΩX and ΩX/Y are canonically identified
with the sheaves of top differential forms and relative top differential forms. For simplicity,
we will use this notation.
Remark B.3.8. There is no standard definition of DX in the generality discussed in
[Har2, Con1] since the schemes there are not of finite type over a field. Instead, in
[Har2, Con1], there is a more general notion of a “dualizing object”, which is unique only
up to a shift and twist by a line bundle (see [Har2, V,§3]). In order to define the derived
pull back for a morphism of finite type pi between two schemes, they choose dualizing
objects which are compatible via pi!.
In the generality discussed in this article, we choose the standard normalization of this
object. The fact that the object that we described is a “dualizing object” follows from the
fact that pi! maps a dualizing object to a dualizing object, see [Har2, V,§10]. In particular,
DX satisfies the properties of a dualizing object described in [Har2, Con1]. We will state
the ones that are important to us in Theorems B.3.9 and B.3.11.
Theorem B.3.9 (cf. [Har2, V,§2, The definition on page 83 and I, Proposition 7.6]).
The object DX is in Db(X). Moreover, it has a representative which is a bounded complex
consisting of injective sheaves.
Notation B.3.10. Let X be a scheme. Using Theorem B.3.9, we define the the duality
(contravariant) functor D : D(X)→ D(X) by D(F) := RHom(F ,DX), where RHom is
the internal hom (see e.g. [Har2, II,§3]).
Theorem B.3.11 (cf. [Har2, V,§2]). The natural morphism Id→ D ◦D is isomorphism.
Proposition B.3.12. Let φ : X → Y be a morphism of schemes. Then
1. The restrictions of the functors D◦Lφ∗◦D and φ! to their joint domains of definition
are isomorphic.
2. Assuming that φ is proper, the restrictions of the functors D ◦ Rφ∗ ◦ D and Rφ∗ to
their joint domains of definition are isomorphic.
Proof. (1) is part of the construction of φ! (see [Con1, (3.3.6)]). (2) follows from (1) and
Theorem B.3.11 or alternativly from [Har2, VII,Corollary 3.4.,(c)] and Theorem B.3.11.
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B.4 Cohen–Macaulay Schemes
Definition B.4.1. Let X be a scheme and F be a coherent sheaf over X.
1. F is said to be Cohen–Macaulay of dimension i if Hj(D(F)) = 0 for all j 6= −i.
2. X is said to be Cohen–Macaulay if OX is Cohen–Macaulay. In other words, X is
Cohen–Macaulay if ΩX is a sheaf.
Remark B.4.2.
• This definition is taken from [BBG, §§2.7.]. It is explained there why it is equivalent
to the classical one.
• According to these definitions, the notion of Cohen–Macaulay module of dimension
i is local but the notion of Cohen–Macaulay is not. The reason is that the support
of a module can have different dimensions in different points.
Theorem B.4.3 (see eg. [BBG, §§2.5]). Let A be a commutative algebra and let M be a
finitely generated module over A, considered also as a sheaf over Spec(A). The following
conditions are equivalent:
1. M is Cohen–Macaulay of dimension i.
2. There exists a polynomial subalgebra B ⊂ A of dimension i such that M is projective
(equivalently10, free) and finitely generated over B.
3. For any polynomial subalgebra B ⊂ A of dimension i such that M is finitely gener-
ated over B, we have that M is projective (equivalently, free) over B.
4. There exists a regular subalgebra B ⊂ A of (pure) dimension i such that M is
projective and finitely generated over B.
5. For any regular subalgebra B ⊂ A of (pure) dimension i such that M is finitely
generated over B, we have that M is projective over B.
Remark B.4.4.
• The formulation in [BBG, §§2.5] is slightly different from ours. In order to deduce
our version from theirs, one should use the Noether normalization lemma.
10The equivalence is by the Quillen–Suslin theorem [Qui].
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• As commented in [BBG, §§2.7.], this theorem is an immediate corollary of Proposi-
tion B.3.12, when we use Definition B.4.1 for the notion of Cohen–Macaulay mod-
ules.
Corollary B.4.5. Let M be a Cohen–Macaulay module of dimension i. Then the di-
mension of the support of any non-zero m ∈M is i.
Theorem B.3.11 implies
Proposition B.4.6. If X is a Cohen–Macaulay scheme, then ΩX is a Cohen–Macaulay
module.
Together with Corollary B.4.5, we get
Corollary B.4.7. If X is Cohen–Macaulay scheme, then ΩX is a torsion free module.
Theorem B.4.8 (see [BBG, Theorem 2.9 (3)]11). Let µ : F → G be a morphism of
Cohen–Macaulay sheaves of dimension i. Suppose that µ is an isomorphism in dimension
i, i.e. that the kernel and cokernel of µ have dimension less than i. Then Ker(µ) = 0 and
Coker(µ) is a Cohen–Macaulay of dimension i− 1. In particular, if µ is an isomorphism
in dimension i− 1, then µ is an isomorphism
Corollary B.4.9 (cf. [BL, Corollary 2.3 (b)]).
1. A Cohen–Macaulay variety which is regular outside a subvariety of codimension 2
is normal.
2. Let X be a Cohen–Macaulay scheme, and let i : Y ↪→ X be an open embedding such
that X r i(Y ) has co-dimension 2 in X. Then the natural morphism ΩX → i∗(ΩY )
is an isomorphism.
Definition B.4.10. A scheme X is Gorenstein if it is Cohen–Macaulay and ΩX is a line
bundle.
§§§B.3.1 implies
Corollary B.4.11. An LCI scheme is Gorenstein.
11This is a simple corollary of Theorem B.4.3
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B.5 Resolution of Singularities
We will use Hironaka’s theorem on resolution of singularities in characteristic 0, proved
in [Hir]. A more recent overview can be found in [Kol].
Definition B.5.1. Let X be an algebraic variety.
• A resolution of singularities of X is a proper map p : Y → X such that Y is smooth
and p is a birational equivalence.
• A strong resolution of singularities of X is a resolution of singularities p : Y → X
which is isomorphism over the smooth locus of X.
• A subvariety D ⊂ X is said to be a normal crossings divisor (or NC divisor) if, for
any x ∈ D, there exists an e´tale neighborhood φ : U → X of x and an e´tale map
α : U → An such that φ−1(D) = α−1(D′), where D′ ⊂ An is a union of coordinate
hyperplanes.
• A subvariety D ⊂ X is said to be a strict normal crossings divisor (or SNC divisor)
if, for any x ∈ D, there exists a Zariski neighborhood U ⊂ X of x and an e´tale map
α : U → An such that D ∩ U = α−1(D′), where D′ ⊂ An is a union of coordinate
hyperplanes.
• We say that a resolution of singularities p : Y → X resolves (respectively, strictly
resolves) a closed subvariety D ⊂ X if p−1(D) is an NC divisor (respectively, an SNC
divisor). In this case, we will also say that p : Y → X is a resolution (respectively,
a strict resolution) of the pair (X,D).
• Let D ⊂ X be a subvariety of co-dimension 1. A strong resolution of the pair
(X,D) is a strict resolution p : Y → X, which is isomorphism outside the union of
the singular locus of X and the singular locus of D.
• Let p : Y → X be a resolution of singularities. Let U ⊂ X be the maximal open set
on which p is an isomorphism. Let D ⊂ X be a subvariety. The strict transform of
D is defined to be p−1(D ∪ U)
Theorem B.5.2 (Hironaka). Let D ⊂ X be a pair of algebraic varieties. Assume that
D ⊂ X is of co-dimension 1, and let U ⊂ X be a smooth open subset such that U ∩D is
also smooth. Then there exists a resolution of singularities p : X˜ → X that resolves D,
and such that the map p−1(U)→ U is an isomorphism.
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There is a standard procedure to resolve a normal crossings divisor and obtain a strict
normal crossings divisor, see e.g. [Jon]. This gives the following corollary.
Corollary B.5.3. Any pair of algebraic varieties D ⊂X admits a strong resolution.
The following proposition is standard
Proposition B.5.4. Let D ⊂ X be a pair of algebraic varieties such that D is irreducible,
has codimension one in X, and is not contained in the singular locus of X. Let p : Y → X
be a strong resolution of the pair (X,D), and let D′ be the strict transform of D. Then
p|D′ : D′ → D is a resolution of singularities.
For completeness, we include the proof of this proposition. We will use the following:
Lemma B.5.5. An irreducible SNC divisor D ⊂ X is smooth.
Proof. Let x ∈ D. Let U 3 x be a Zariski open neighborhood and φ : U → An an etale
map such that D is a pre-image of a union S of coordinate hyperplanes. Without loss of
generality, we may assume that φ(x) = 0. This mean that S has to consist of a unique
hyperplane, so D is smooth.
Proof of proposition B.5.4. We have to prove the following:
1. p|D′ : D′ → D is proper.
2. p|D′ : D′ → D birational equivalence.
3. D′ is smooth.
Statement (1) is obvious. Let U ⊂ X be the maximal open set on which p is an isomor-
phism. Since p is a strong resolution, U ∩D is non-empty, so it is open and dense in D.
This proves (2). Since D is irreducible, U ∩D is irreducible, so p−1(U ∩D) is irreducible.
It follows that D′ = p−1(U ∩D) is irreducible. On the other hand, the fact that p−1(D)
is an SNC divisor, implies that so is D′. Assertion (3) follows now from Lemma B.5.5
B.6 Grauert–Riemenschneider Vanishing Theorem
Theorem B.6.1 (Grauert–Riemenschneider, cf. [Laz, Theorem 4.3.9 and Notation
1.1.7]). Let φ : X → Y be a resolution of singularities. Then Rφ∗(ΩX) = φ∗(ΩX),
i.e. Riφ∗(ΩX) = 0 for all i 6= 0
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B.7 Rational Singularities
The notion of rational singularities was introduced in [Art] for surfaces, and in [KKMS]
in general.
Definition B.7.1 (cf. [KKMS, I §3, page 50-51]). Let X be an algebraic variety.
1. We say that X has rational singularities12 if, for any (or, equivalently13 for some)
resolution of singularities p : X˜ → X, the natural morphism Rp∗(OX˜)→ OX is an
isomorphism.
2. A (usually singular) point x ∈ X(k) is a rational singularity if there is a Zariski
neighborhood U ⊂ X of x that has rational singularities.
The properties of duality (Proposition B.3.12), the Grauert–Riemenschneider Theorem
(Theorem B.6.1), and Corollary B.4.9 imply the following:
Proposition B.7.2. Let X be an algebraic variety. Then
• The following are equivalent:
1. X has rational singularities.
2. For any (or, equivalently, for some) resolution of singularities p : X˜ → X, the
trace map Trp : Rp∗(ΩX˜)→ ΩX is an isomorphism.
3. X is Cohen–Macaulay and, for any (or, equivalently, for some) resolution of
singularities p : X˜ → X, the trace map Trp : p∗(ΩX˜)→ ΩX is an isomorphism.
4. X is Cohen–Macaulay and, for any (or, equivalently, for some) resolution of
singularities p : X˜ → X, the trace map Trp : p∗(ΩX˜)→ ΩX is onto.
5. X is Cohen–Macaulay, normal (or, equivalently, regular outside co-dimension
2), and, for any (or, equivalently, for some) resolution of singularities p :
X˜ → X, the morphism p∗(ΩX˜) → i∗(ΩXsm) which is the composition of the
trace map and the isomorphism from Corollary B.4.9,is an isomorphism. Here,
i : Xsm → X is the embedding of the regular locus.
• If X is affine, these conditions are also equivalent to the following:
4’. X is Cohen–Macaulay and, for
12A more accurate expression would be ‘the singularities of X are all rational’, but ‘has rational
singularities’ is more commonly used.
13The equivalence is via Hironaka’s theorem.
86
∗ Any (or, equivalently, some) strong resolution of singularities p : X˜ → X
and
∗ Any section ω ∈ Γ(X,ΩX),
there exists a top differential form ω˜ ∈ Γ(X˜,ΩX˜) such that
ω|Xsm = ω˜|Xsm .
Here, we consider Xsm as a subset of both X and X˜. More formally, the last
equality mean that, eprXsm (bj,prX (ω|Xsm)) = (eprX˜ ω˜)|Xsm, where prXsm , prX , prX˜
are the projections to the point Spec(k), and j : Xsm → X is the embedding.
5’. X is Cohen–Macaulay, normal (or, equivalently, regular outside co-dimension
2), and for
∗ Any (or, equivalently, some) strong resolution of singularities p : X˜ → X
and
∗ Any top differential form ω ∈ Γ(Xsm,ΩXsm),
there exists a top differential form ω˜ ∈ Γ(X˜,ΩX˜) such that
ω = ω˜|Xsm .
Proof.
(1)⇔ (2): See [Elk, Page 141]. A proof can also be given using Proposition B.3.12.
(2)⇔ (3): Follows from Grauert–Riemenschneider Theorem (Theorem B.6.1).
(3)⇔ (4): We have to prove that, under the conditions of (3), the trace map Trp :p∗(ΩX˜)→ ΩX
is a monomorphism. The claim is local, so we can assume that X is affine. Let
ω ∈ Γ(X˜,ΩX˜) = Γ(X, p∗(ΩX˜)) be in the kernel of Trp. Let U ⊂ X˜ be the open
dense subvariety on which p is isomorphism. Let q be the restriction p|U considered
as a map to its image. By Proposition B.3.3(3c), ω|U is in the kernel of TrIdU . By
Proposition B.3.3(6), this implies that ω|U = 0, so we get ω = 0.
(4)⇒ (5): The normality follows from (1), the rest from B.4.9.
(4)⇐ (5): Follows from B.4.9.
(4)⇒ (4’): Follows from B.3.3(3c).
87
(4)⇐ (4’): Let ω ∈ Γ(X,ΩX). Let ω˜ ∈ Γ(X˜,ΩX˜) = Γ(X, p∗(ΩX˜)) be as in (4’). We have to
show that Trp(ω˜) = ω. By B.3.3(3c), Trp(ω˜)|Xsm = ω|Xsm . The assertion follows
now from the fact that ΩX is torsion free (see Corollary B.4.7).
(4’)⇒ (5’): The normality follows from (1). We have to show that for any ω0 ∈ Γ(Xsm,ΩXsm),
there is ω ∈ Γ(X,ΩX) such that bj,prX (ω|Xsm) = ω0. This follows from Corollary
B.4.9(2).
(4’)⇐ (5’): This is obvious.
A fundamental property of rational singularities which is crucial to our paper is the
following theorem
Theorem B.7.3 ([Elk]). Let φ : X → Y be a flat morphism, and assume that Y is
smooth. Let U := {x ∈ X(k)|x is a rational singularity of φ−1(φ(x))}. Then:
1. U is open.
2. Any x ∈ U is a rational singularity of X.
C Examples for §§2.6–2.8
We present some examples of the graphs that we discus in §§2.6–2.8.
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The graph Γ3 of §§2.6 for the case d = 8. The vertex (i, j) is the dot in the ith row and
jth column.
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The weights w3 on the graph Γ3 from §§2.6 for the case d = 6. Near each vertex we see
its three weights in three different colors.
Using the procedure in Definition 2.4.8, Corollary 2.4.9 and Remark 2.4.10 we get the
following coloring on Γ3:
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The graph Γ3 of §§2.6 for the case d = 6, colored.
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The graph Γ3 of §§2.6 for the case d = 8, colored.
Each of the colors represent one level of the graph Γ4. In other words, for each m the
graph Γm4 consist of the vertices of Γ3 with only edges of one color.
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The graph Γ3 of §§2.7 for the case d = 8, with the weights w3 of the vertices and colors
of edges. The vertex corresponding to {i, j}, i < j is the dot in the ith row and jth
column. The graphs Γm4 are obtained by keeping the edges of a single color.
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The graph Γ8 of §§2.8 for the case d = 7. A red dot at coordinate (i, j), i ≤ j
corresponds to the multiset [i, j] ∈ {1, . . . , d}[2] = I2. A blue dot at coordinate
(i, j), i ≤ j corresponds to the ordered pair (i, j) ∈ {1, . . . , d}2 r {(d, d)} = I0. A green
dot at coordinate (i, j), i < j corresponds to ordered pairs (j, i) ∈ I0.
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