Compressed sensing (CS) is a novel and important technique in MRI reconstruction, which can be used to reconstruct magnetic resonance images with few sampled data while simultaneously speeding up imaging. The conventional CS-based MRI is implemented from a global view, which leads to some disadvantages: it not only loses many local structures but also fails to preserve detail information. To obtain better reconstruction quality, we propose a novel CS-based reconstruction model, which is incorporated with nonlocal technology to allow for the preservation of extra details. The proposed model groups similar patches within the nonlocal area and stacks them to form a 3D array unit. Then, to process the array in a realistic 3D manner, a tensor-based sparsity constraint is developed as the regularization on the reconstructed image. Experimental results show that the performance of the proposed method is superior to those of conventional methods.
Introduction
Felix Block and Eduard Purcell independently discovered the magnetic resonance (MR) phenomenon in 1946. Since then, MR has been developed and applied in many different ways, and it has also been used in physical and chemical aspects of molecular analyses and reaction processes [1] . In 1967, Jasper Johns obtained an MR signal from a living animal for the first time and applied it to human MRI-related research [2] . Raymond Damadian discovered in 1971 that the MRI relaxation times of tissues and tumors are different, and this technique has played a large role in the detection of diseases. In 1975, Richard Ernst first proposed the use of frequency and phase coding techniques in the imaging process, which laid the foundation for the development of the modern MRI [3] . After decades of development, MRI imaging technology has become more sophisticated and has been used in many fields.
MRI is slow because the acquisition process must be calibrated based on the patient and based on very strict Nyquist sampling requirements. Subsequent reconstructions are done using a Fast Fourier Transform (FFT). In 2004, with the development of information theory and sparse theory, E. J. Candes, D. L. Donoho, and other scientists proposed the concept of Compressed Sensing (CS) [4] in the article on information and approximation theory and pointed out that it is not satisfied. In the case of Shannon Theorem, sampling below the Nyquist sampling frequency can restore the original signal from a small amount of measured data. The CS method developed as a signal processing and mathematics-related field can reduce the amount of data collected and save time. Because MRI as a basic medical imaging method is slow in data acquisition, CS is applied to it. MRI can significantly reduce the scan time, which will undoubtedly play a revolutionary role in patient care. In 2007, Lustig and other scholars at Stanford University used CS for MRI for the first time to achieve rapid MR imaging [5] . In recent years, CS-MRI research has been increasingly favored by scholars in related fields. Many scholars have devoted themselves to studying the more sparse transformation of MRI images, the optimal K-space sampling trajectory, and the more effective CS reconstruction algorithm.
CS was first used in signal processing related fields, which broke through the Nyquist sampling frequency limit, making it possible to capture high-resolution signals. In recent years, people have sought to improve the imaging speed of MRI. The introduction of the CS method has greatly changed traditional MRI imaging methods. CS can reduce the number of samples required, and at the same time it can improve the spatial and temporal reconstruction of images. It can reduce scanning time and improve imaging speed without the need to improve the gradient performance of MRI equipment [6] .
In light of the advantages of CS-based methods, we propose a novel magnetic resonance image reconstruction method based on CS, which utilizes nonlocal redundant structural information and establishes a tensor-based reconstruction algorithm to further improve performance.
The rest of this paper is organized as follows. In Section 2, some previous classical works are discussed. Section 3 presents our proposed framework and its algorithm. The experiments are implemented in Section 3. Section 4 summarizes this paper.
Previous Works
In MRI imaging, CS-MRI related research has received more and more attention and has potential significance in accelerating imaging [7] . Motivated by successful achievements of regularization-based techniques in image reconstruction issues [8] [9] [10] , many regularization-based methods have been studied in recent years. Michael Lustig et al. applied CS to MRI for the first time, established the entire model, and proposed the use of the non-linear conjugate gradient algorithm to solve this optimization problem. Assuming there are m samples and the original signal is x, if the actual number of samples is p<m, then the matrix form is as follows:
Where
is the measured value, and x is the 2D image, assuming that x is a column vector and 12 . nnn   Providing x is sparse itself, then the solution of Equation (1) is the following formula:
Or, when considering the noise: 
It is difficult to directly solve Equation (3). In [8] , it is indicated that when using the regularized term 1 
In addition, [11] pointed out that the full variational regularization term TV • can make the reconstructed image more of a sparse representation and introduce this term into the CS reconstruction model [12] . For a specific 12 ,
this is defined as:
In general, if x is not sparse in the time domain, then the sparse transform  needs to be introduced. The optimization problem of the CS model containing the sparse transform and the full variational regularization term becomes:
Where the parameters 12 , 0.
 Introducing the Lagrangian multiplier ,  Equation (6) becomes:
Where  and  are regularization parameters and
. Equation (7) demonstrates the mathematical model of the entire reconstruction of CS-MRI.
Xiaobo Qu et al. proposes a method for sparsifying an image using the similarity of image patches [13] . Consider the data acquisition model: 
Where T  is a sparsifying transform of x ; the 1 stands for the 1 norm, which promotes the sparsity of T x  ; and the 2 stands for the 2 norm, which enforces the fidelity of the reconstruction to the measured k-space data. The regularization parameter  decides the tradeoff between the sparsity and the data fidelity.
Although CS-MRI is promising for reconstruction from undersampled k-space data, the usage of a pre-defined sparsifying transform sometimes leads to an insufficient sparse representation for certain types of images, thus resulting in artifacts in the reconstruction. For example, the commonly used 2D separable wavelet fails in capturing smooth contours [16] [17] , and finite differences may introduce staircase artifacts [18] [19] at high undersampling factors. We aim to construct a better sparsifying transform by making use of the nonlocal similarity of image patches to achieve higher undersampling factors than the conventional CS-MRI.
The Proposed Method
Though some conventional methods with nonlocal grouping technology have been proposed to address the MRI reconstruction problem, the realistic 3D transformation has not been implemented on the nonlocal patches array. In general, the so-called 3D transformation is implemented with an alternative 2D and 1D transformation respectively, which cannot effectively capture the 3D similar structure in these nonlocal patches. Therefore, we propose to introduce the tensor-based spare representation into the conventional model and establish a meaningful reconstruction method for MRI based on 3D nonlocal grouping technology.
Tensor-based Sparsity Decomposition
Firstly, we illustrate the notations used in this paper. The term tensor refers to a multidimensional array, also known as a multi-way or multi-mode array. We denote scalars with lower-case letters ( , , ) With the above notation, we propose a tensor-based soft-thresholding shrinkage (TSTSA) algorithm to solve the following sparsity problem for 3D arrays:
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 denotes the Hadamard production. In addition, to improve the performance, we introduce the weighted constraint matrix .
W The coefficient in Q presents the correlation between the signal and transformation basis unit. Therefore, to further enforce the correlation, we take the inner-product of the signal and transformation basis as an element of , W such as
W vec X vec H 
To solve the model in Equation (3), high-order SVD is first performed on the 3D array .
X Secondly, the tensor-based soft-thresholding is applied. With an initial observation , X we can implement the high-order SVD as follows:
Then, the k th approximate is obtained by: (14) Where () X S  C is the soft-thresholding shrinkage function, as follows: 
The Reconstruction Model
For practical applications, we cannot obtain a referenced image to determine the location of similar patches. Therefore, in this paper, we follow the method in literature [14] to first generate a guided image. Then, we take the guided image to give the indexes of similar patches. The guided image can be obtained with any reconstruction method, such as the methods given in section 2. In our proposed method, we simply use the model in Equation (9) to obtain the guided image.
Then, the following Euclidean distance is used to search the similar patches for a known patch as:
The operation in Equation (18) is similar to the so-called block matching in [22] . Furthermore, the search region can be as large as the entire image, so the similar patches are not limited to a local region but located at a nonlocal area, which will be advantageous in improving structure recovery.
By stacking the similar patches of group i G to a 3D array with the operator , S we propose the following reconstruction model: (19) Where N xC  is the original image to be reconstructed, Nevertheless, different from the conventional 3D process, we propose to take the first term in Equation (19) as a tensor and apply a tensor-based soft-thresholding method to obtain the approximate solution. To this end, we first introduce an auxiliary variable i M into the proposed model as follows:
Where  is a tensor-based sparsity transform.
Based on the splitting technique, we can first transform Equation (20) to the unconstraint form as follows:
Then, to split the unconstraint form into the following two subproblems:
Equation (22) can be solved using the proposed tensor-based sparsity decomposition method in section 3.1. As for , W we simply compute it with the result of the last iteration in our method.
Equation (23) is a quadratic subproblem for variables. By forcing its derivative to be zero, we can obtain the solution using the conjugate gradient method.
The synthesis algorithm can be described in the following table.
The Proposed Algorithm Initialization: The observed k-space data , y regularization parameters  and ,  iterative step =0, 
Experimental Results and Analysis
In this section, we conduct experiments on the k-space data to reconstruct the magnetic resonance image. The comparison method includes the CS-based reconstruction with zero-filled low-frequency component (CSZFLF), conventional CS-based model(CCS) in [5] , CS-based model via total variation (CSTV) [23] . and the proposed method To evaluate the reconstruction performance, we adopt the relative error as an indicator, which is used to measure the quality compared to the fully sampled reconstructed image. The errors are depicted in Figure 4 under different undersampling rates. The definition of the relative error is shown as follows:
Where x is the reconstruction image and F x is the fully sampled image. 
Conclusion
In this paper, a CS-based nonlocal tensor method is presented to address the MRI reconstruction problem. Nonlocal patches are grouped to form a 3D tensor matrix, which is used to better preserve the details existing in the original image. Then, the tensor-based weighted sparsity constraint is introduced to force the above 3D stacked matrix. To further improve the performance, the correlation matrix is also introduced to enforce the sparsity coefficient. Finally, the reconstruction image is computed by an iterative algorithm. The effectiveness and efficiency of the proposed method are verified through the comparison experiments. 
