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Abstract
Geometric mechanics for many-body systems is ,rst reviewed, and then applied to jointed cylinders with twist-free
condition in order to obtain equations of motion under vanishing total angular momentum condition. The resultant equations
are integrated numerically to set the system to turn a somersault. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
The topic of the present article is the condition of vanishing total angular momentum for many-body
systems. In particular, it will be shown that a rigid body system which undergoes a control input
by torque, but with vanishing total angular momentum, can serve as a model of the falling cat who
can land on his legs by making vibrational motions only, when launched in the air.
It has been long well known in classical mechanics that the condition of vanishing angular mo-
mentum is nonholonomic. However, little has been known of what the nonholonomicity implies. In
fact, it seems to be little known among human beings that vibrational motions can give rise to a
rotation as a result, though this fact has long been known to cats. It is Guichardet [3] who was ,rst
able to show that vibrational motions can give rise to rotations, by making e9ective application of
the connection theory in di9erential geometry to many-body systems. To be short, a cat’s somersault
is understood in principle as a realization of holonomy, where the holonomy is a key word which
appears in the connection theory.
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It was widely recognized in 1970s that the gauge theory in theoretical physics shares the same
contents with the connection theory in di9erential geometry. In 1980s the connection theory was
found widely applicable in ordinary quantum mechanics other than ,eld theory. (Ref. [20] is a
collection of important papers in this ,eld.) For example, the geometrical phase factor that Berry
[1] discussed in 1984 was interpreted in terms of the connection theory. It was also in 1984 that
Guichardet showed in terms of the connection theory that the falling cat may turn a somersault by
making vibrational motions only, when launched in the air. Apart from precise mathematical argu-
ments, physical reasoning by the gauge theory can also result in the same conclusion as Guichardet
observed. This was performed by Shapere and Wilczek for deformable bodies in 1987 [19,23]. In
classical mechanics, Kummer had been aware of a use of connection in the symplectic reduction
procedure for Hamiltonian systems with symmetry [15]. It was in 1981. Historically speaking, it is
Guichardet who ,rst recognized in a strict mathematical manner that the connection theory may serve
as geometric foundations of the theory of many-body systems. Though he proved that vibrational
motions can give rise to rotations, he did not give equations of motion even for point particles. Note
here that the vanishing angular momentum condition brings about ,rst-order di9erential equations in
position variables, but one needs second-order di9erential equations for equations of motion.
As for many-body systems in quantum mechanics, a basic question is as to how one can describe
the SchrFodinger equations of molecules in terms of internal coordinates such as bond lengths and
valence angles. This question was solved in principle in terms of the connection theory [21]. The
quantum theory has been developed in an explicit manner for few-body systems [4–7], and in a
rather abstract manner on Riemannian manifolds [22]. Further, the geometry and classical mechanics
of many-body systems have been established [8,10]. Littlejohn and Reinsch wrote a review article
of the quantum mechanics of many-body systems [16]. Montgomery [17,18] and Koon and Marsden
[13,14] also have been studying many-body systems from the viewpoint of the geometric control the-
ory. See also Jurdjevic and Sharpe [11] for geometric control and nonholonomic mechanics. Before
the gauge theory was introduced in many-body systems or deformable bodies, the cat’s somersault
had been studied through analyzing the vanishing angular momentum condition rather in a casual
manner [12,2].
The cat’s somersault was understood in principle on the model of point particle systems at the
beginning of application of connection theory [3]. However, to get an realistic idea of the cat’s
somersault, we have to build up a model of ,nite volume. A way of building up such a model is to
extend point particle systems to rigid body systems. This extension will be done in such a manner
that the point particles are broken up into some clusters of which particles are ,xed relatively to
one another. Then one can extend the theory set up for point particles to that for rigid bodies.
Now our problem is described as follows: Set up equations of motion for a rigid body system as
a model of the falling cat, and make it move vibrationally so that it may turn a somersault under a
suitably chosen control input.
A simple model of the falling cat, which will be considered in this article, is composed of two
identical axial symmetric cylinders which are jointed together by a special type of joint that will
give no constraints other than that they are jointed. There are two ways to set the system to make
vibrational motions only. One is to change directly the angle variables of the system by imposing
the control input which is chosen so as to minimize the vibrational energy of the system. With the
control thus determined, the system can turn a somersault. This model was ,rst set up in Ref. [18]
in terms of connection theory. Another way is to exert a force (or torque) input to move the system
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vibrationally, while the system is subject to the usual equations of motion. This article has an aim
to obtain equations of motion for latter kind of model in terms of connection theory, and thereby to
make the system turn a somersault under a suitably chosen control input.
The system of the jointed cylinders can be quantized as a model of a molecule of coupled rigid
clusters. One can describe the SchrFodinger equation [9] and solve it in a simpli,ed case.
The organization of this article is as follows: Section 2 contains a review of the center-of-mass
system as a principal ,ber bundle with structure group SO(3). In Section 3, the vanishing total
angular momentum condition is analyzed in terms of local coordinates in the center-of-mass system
in order to obtain equations of vibration. The de,nition of the connection form is also given, which
is closely related with the equations of vibration. In Section 4, the center-of-mass system is endowed
with a natural metric, which is decomposed into the sum of a rotational and a vibrational part. The
vibrational part gives rise to a vibrational energy functional, which in turn provides a performance
index for a control system arising from the equations of vibration. The Maximum Principle is then
applied to yield an “optimal” Hamiltonian system on the cotangent bundle of the center-of-mass
system. Section 5 is concerned with Lagrangian systems on the tangent bundle of a principal ,ber
bundle endowed with a connection. Lagrange’s equations of motion with non-holonomic constraints
are given, which can be specialized to Lagrange’s equations for a many-body system with the
vanishing total angular momentum. Section 6 will center on a rigid body system consisting of
two identical axially symmetric cylinders jointed together by a special type of joint. In Section 7,
Hamiltonian and Lagrangian formalism described in Sections 4 and 5, respectively, are applied to
the jointed cylinders set up in Section 6 under the twist-free condition. An optimal Hamiltonian
system and a Lagrangian system with the vanishing total angular momentum will be found in an
explicit manner. These systems can realize the cat’s somersault. An example of a somersault is given
through integrating numerically Lagrange’s equations of motions with a suitable control input.
2. The center-of-mass system as a ber bundle
We start with a system of point particles in R3. Let x1; x2; : : : ; xn be position vectors of point
particles in R3, and m1; m2; : : : ; mn the respective masses. The con,guration of the particles is de-
scribed as the ennuple of position vectors, x = (x1; x2; : : : ; xn). The set of con,gurations is called
the con,guration space. Getting rid of the degrees of freedom of translation in R3, we obtain the
center-of-mass system denoted by X ;
X =
{
x = (x1; x2; : : : ; xn); x ∈ R3;
n∑
=1
mx = 0
}
: (2.1)
The spread of particles may be described by the subspace Fx of R3 spanned by x1; x2; : : : ; xn;
Fx := span{x1; x2; : : : ; xn}: (2.2)
If dim Fx = 0, all the particles collapse at a point. If dim Fx = 1, the particles are laid on a line. If
dim Fx = 2, they are distributed in a plane. When dim Fx = 3, the particles spread out in the whole
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space R3. In what follows, we treat the case of
dim Fx¿2 (2.3)
for simplicity. This implies that rectilinear and point con,gurations are out of consideration. We
denote by X˙ the center-of-mass system with the condition (2.3) imposed. We call X˙ also the
center-of-mass system for simplicity.
The rotation group SO(3) acts on the center-of-mass system X˙ in the manner
	g(x) = gx = (gx1; gx2; : : : ; gxn) for g ∈ SO(3); x ∈ X˙ : (2.4)
We note that if
∑n
=1mx = 0, then
∑n
=1mgx = 0. Under the condition (2.3), the action 	g
has no ,xed points for g = e, so that the factor space M := X˙ =SO(3) becomes a manifold. (The
factor space X=SO(3) with dim Fx¡2 allowed is not a manifold in general.) The factor space M is
called the internal space or the shape space, which is the space of forms of a molecule, where we
occasionally call the system of particles a molecule. Thus we have obtained the following:
Proposition 1. The center-of-mass system with the condition (3:2) imposed is made into a principal
1ber bundle
 : X˙ → M := X˙ =SO(3) (2.5)
with base space M and structure group SO(3).
It is not well known in general what manifold the shape space M is. However, in the case of the
three-body system, the shape space is described as follows: The Jacobi vectors are de,ned to be
r :=
√
m1m2
m1 + m2
(x2 − x1);
s :=
√
m3(m1 + m2)
m1 + m2 + m3
(
x3 − m1x1 + m2x2m1 + m2
)
:
(2.6)
Since the Jacobi vectors are invariant under the translation, we may think of them as determining
a point of the center-of-mass system X ∼= R6, that is, we may take (r; s) as a point of X . Since r
and s are linearly independent if and only if dim Fx¿2, one veri,es that (r; s) ∈ X˙ if and only if
r × s = 0. We de,ne a map of X˙ to the upper half space R3+ = {(x; y; z) ∈ R3; z¿0} through
(r; s) 	→ (|r|2 − |s|2; 2r · s; 2|r × s|); (2.7)
which provides the projection  : X˙ → M to show that the shape space M is di9eomorphic with R3+.
If we take the whole space X as a total space, instead of X˙ , then the factor space X=SO(3) becomes
a manifold with boundary.
T. Iwai / Journal of Computational and Applied Mathematics 140 (2002) 403–422 407
Proposition 2. For a three-body system; the factor space X=SO(3) is homeomorphic with the closed
upper half space of R3;
X=SO(3) ∼= {(x; y; z) ∈ R3 | z ¿ 0}= R3+ ∪ {(x; y; 0) ∈ R3};
where R3+ is the open upper half space; which is di5eomorphic with the shape space M := X˙ =SO(3).
3. Vanishing total angular momentum condition
It is natural in mechanics to de,ne a vibrational motion to be a motion whose total angular
momentum vanishes. The geometric way to de,ne vibrational motions is through the “connection”
de,ned on the principal bundle X˙ [3,5,6]. In this section, we ,rst treat the vanishing total angular
momentum condition,
∑n
=1mx × dx = 0, and ,nally gives the de,nition of the connection.
It is well known that any principal ,ber bundle is locally trivial, that is, for an open subset of M
the inverse image −1(U ) is topologically a product space. The local triviality of the center-of-mass
system as a principal ,ber bundle  : X˙ → M carries a geometric implication, for example, as
follows: Let ej, j = 1; 2; 3, be the standard basis of R3. A point q ∈ U determines a form of the
molecule. A way to place the molecule of that form in R3 is, for example, to put the ,rst particle
x1 on the positive half of the e1-axis, the second particle x2 on the positive half of the e1–e2-plane
with respect to the vector +e2, and the third particle x3 in the upper half space of R3 with respect
to the vector +e3. Of course, the center-of-mass of the molecule must be placed on the origin of
R3. For each q ∈ U , this procedure determines a con,guration of the molecule, which de,nes a map
 of U to the −1(U ),
(q) = (1(q); 2(q); : : : ; n(q)): (3.1)
Note here that ((q)) = q. Once placed in R3 with (q) ∈ X˙ , the molecule can be rotated about
the center-of-mass to get the con,guration g(q) with g ∈ SO(3). A variety of con,gurations can
be realized by varying q in U with “suitable size”. Here by suitable size we mean that U is not as
large as M , for example. Thus the con,guration x ∈ −1(U ) is put in the form
x = g(q); g ∈ SO(3); q ∈ U;
i:e: (x1; : : : ; xn) = (g1(q); : : : ; gn(q)); (3.2)
which is the meaning of the local triviality of X˙ ,
−1(U ) ∼= U × SO(3); x 	→ (g; q): (3.3)
Let (qi), i = 1; : : : ; 3n − 6, be local coordinates of U . For a three-body system, one has a triangle
formed by three particles, two of the lengths of whose sides and the angle made by the two sides
chosen, (r1; r2; ), are local coordinates of U , for example. The Euler angles are usually taken as
local coordinates of SO(3). Thus one has a local coordinate system in −1(U ), which describes
con,gurations of the many-body system.
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We wish to write out the total angular momentum in terms of the local coordinates thus de,ned.
Di9erentiating x = g(q), we obtain
dx = dg + g d = gg−1 dg + g
∑
i
@
@qi
dqi: (3.4)
Let us here introduce the vector space isomorphism R :R3 → so(3) through
R(a) =

 0 −a3 a2a3 0 −a1
−a2 a1 0

 for a ∈ R3; (3.5)
where so(3) is the Lie algebra of SO(3), and de,ne a vector-valued one-form  through
g−1 dg= R(): (3.6)
Then, on account of the formula R(a)x= a× x along with (3.6), the di9erential (3.4) is put in the
form
dx = g(× ) + g
∑
i
@
@qi
dqi: (3.7)
With this expression, the total angular momentum is written out as
n∑
=1
mx × dx =
n∑
=1
mg × g(× ) +
n∑
=1
∑
i
mg × g@@qi dq
i
= gA(q)() + g
∑
i
mi dqi; (3.8)
where A(q) is the inertia operator de,ned, in general, as
Ax(a) =
n∑
=1
mx × (a × x) for x ∈ X˙ ; a ∈ R3; (3.9)
which is a positive de,nite symmetric operator under the condition (2.3), and mi is the vector de,ned
to be
mi =
n∑
=1
m × @@qi : (3.10)
Operating the last line of (3.8) with g−1 and A−1(q) in this order, we obtain the vanishing total angular
momentum condition in the form
+
∑
i
A−1(q)(mi) dq
i = 0: (3.11)
Operating this equation with R furthermore, we obtain the following:
Proposition 3. The vanishing total angular momentum condition is expressed as
g−1 dg+
∑
i
R(A−1(q)(mi)) dq
i = 0; (3.12)
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where  is a local section such that x= g(q); R is the vector space isomorphism de1ned by (3:5);
Ax is the inertia operator de1ned in (3:9); and mi is the vector de1ned by (3:10).
From the condition (3.12), we can put the equations of vibration in the form
dqi
dt
= ui;
dg
dt
=−g
∑
i
R(A−1(q)(mi))u
i;
(3.13)
where ui(t) are arbitrary functions. For ui(t) given, we can set the many-body system to make
vibrational motions x(t) = g(t)(q(t)) by integrating (3.13) to determine g(t) and q(t). If a curve
C: q(t), 06 t 6 L, in M is given, then for any initial value g(0) ∈ SO(3), the second equation
of (3.13) with ui = dqi=dt determines g(t), which in turn de,nes a vibrational motion (or curve)
x(t) = g(t)(q(t)) in X˙ through the initial point g(0)(q(0)). In addition, if the curve C is closed
(q(0)=q(L)), a question arises as to whether the vibrational curve is also closed or not. The answer
is negative. In fact, even if q(0) = q(L), one has g(0) = g(L), and hence x(0) = x(L). The rotation
h ∈ SO(3) determined through g(L) = hg(0) is just the rotation caused by the vibrational motion.
Put another way, starting with an initial shape q(0), the many-body system makes a vibrational
motion x(t) = g(t)(q(t)), deforming its shape q(t), to give rise to a rotation h determined through
x(L) = hx(0), after returning back to the original shape q(L) = q(0). The rotation h is called the
holonomy with respect to the closed curve C. The holonomy is interpreted as the very rotation that
the falling cat makes in the air.
The vanishing total angular momentum condition (3.12) is a system of nonholonomic constraints,
which implies that the exterior di9erential equation (3.12) is not completely integrable. If (3.12)
were completely integrable, the variable g with the Euler angles would be determined as functions
of qi, g = g(q). Then solutions to (3.13) would take the form g(t) = g(q(t)), which would imply
that the vibrational curve x(t)= g(q(t))(q(t)) is also closed if the curve q(t) of shape deformation
is closed. This means that no rotation would take place, which is a contradiction.
In what follows, we give the de,nition of a connection on the center-of-mass system, and thereby
show that the vanishing total angular momentum condition is equivalently expressed in terms of the
connection.
Denition. A connection form is de,ned on the center-of-mass system X˙ , as an so(3)-valued
one-form, to be
!= R
(
A−1x
n∑
=1
mx × dx
)
: (3.14)
For x = g(q), the ! is expressed as
!=dgg−1 +
∑
i
R(A−1g(q)(gmi)) dq
i
= g
(
g−1 dg+
∑
i
R(A−1(q)(mi)) dq
i
)
g−1; (3.15)
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where (3.8) has been used along with
R(ga) = gR(a)g−1; Ag(q) = gA(q)g−1:
It is now clear that the equation ! = 0 is equivalent to the vanishing total angular momentum
condition (3.12).
We conclude this section with a remark on planar many-body systems. The center-of-mass system
of a planar many-body system becomes
X =
{
x = (x1; x2; : : : ; xn); x ∈ R2;
n∑
=1
mx = 0
}
:
We set X˙ = {x ∈ X ; x = 0}. Then the group SO(2) acts on X˙ freely, so that the factor space
X˙ =SO(2) becomes a manifold. Vibrational curves in X˙ are de,ned in a similar manner to the case
for spatial many-body systems, though the vector product operation does not work in the same
manner. The holonomy is de,ned in a similar manner, too.
4. The Maximum Principle and the Hamiltonian
Eq. (3.13) is considered as a control system for the many-body system to make vibrational motions,
if one can impose ui(t) as a control input on the system. Now the problem of controlling the system
is as to how to choose ui(t). It is likely that one takes the vibrational energy as a performance index
or an objective function. To de,ne the vibrational energy, we consider the metric de,ned on the
center-of-mass system X˙ ,
ds2 =
n∑
=1
m dx · dx; (4.1)
which comes from the total kinetic energy of the system. We are going to rewrite (4.1) in terms of
the local coordinates (3.2). To this end, taking the left-hand side of (3.11) into account, we rewrite
(3.7) as follows:
dx = g
((
+
∑
i
A−1(q)(mi)dq
i
)
× 
)
+ g
∑
i
(
@
@qi
− A−1(q)(mi)× 
)
dqi: (4.2)
The ,rst term of the right-hand side of (4.2) is concerned with rotation and the second one with
vibration. In fact, by using de,nitions (3.9) and (3.10) of A(q) and of mi, respectively, one veri,es
that
n∑
=1
mg × g
∑
i
(
@
@qi
− A−1(q)(mi)× 
)
dqi = 0; (4.3)
which implies that the second term of the right-hand side of (4.2) stands for the vibrational in-
,nitesimal displacement in the sense that the total angular momentum vanishes. Furthermore, we
can verify that the ,rst term of the right-hand side of (4.2) is orthogonal to the second term, the
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vibrational in,nitesimal displacement, with respect to the metric (4.1),
n∑
=1
mg
((
+
∑
i
A−1(q)(mi) dq
i
)
× 
)
· g
∑
i
(
@
@qi
− A−1(q)(mi)× 
)
dqi = 0: (4.4)
To show this is a matter of straightforward calculation along with the rotational invariance of ds2
and the de,nitions of A(q) and of mi. From the orthogonality (4.4), it follows that the ,rst term of
the right-hand side of (4.2) may be associated with rotation, and called as the rotational in,nitesimal
displacement.
On account of (4.2) and (4.4), the metric ds2 is broken up into [8]
ds2 = $ · A(q)($) +
∑
i; j
aij dqi dqj; (4.5)
where $ and aij are de,ned as follows:
$ =+
∑
i
A−1(q)(mi) dq
i; (4.6)
aij =
n∑
=1
m
(
@
@qi
− A−1(q)(mi)× 
)
·
(
@
@qj
− A−1(q)(mj)× 
)
: (4.7)
Proposition 4. The metric ds2 de1ned on the center-of-mass system X˙ is expressed as the sum
of a rotational and a vibrational part; which are given by the 1rst and the second term of the
right-hand side of (4:5); respectively.
We call the second term of the right-hand side of (4.5) the vibrational metric, which projects to
a metric on the shape space. Using this, we de,ne a performance index to be
1
2
∫ T
0
∑
i; j
aijui(t)uj(t) dt: (4.8)
This integral describes the vibrational energy integral of the system. In fact, with the constraint
(3.11), the kinetic energy 12
∑n
=1mx˙ · x˙ coincides with the integrand of (4.8) on account of (4.5)
and (4.6). Now our problem is put as follows: Find a curve which minimizes the performance index
(4.8) among all possible controls which steer the state x(t) from an initial state x0 to a ,nal state
x1 in time T , where x0 and x1 should be jointed by a vibrational curve. This type of formulation of
control problems was done in Ref. [17].
A method of solving this problem is to use the Maximum Principle. To this end, we are to
reformulate this problem on the cotangent bundle T ∗X˙ . The standard one-form on T ∗X˙ is de,ned
as
=
n∑
=1
p · dx; (x; p) ∈ T ∗X˙ ; x = (x); y = (p): (4.9)
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Let us introduce new variables by
Pi =
n∑
=1
p · g
(
@
@qi
− A−1(q)(mi)× 
)
: (4.10)
Then, the Hamiltonian function that we have to maximize in (ui) is expressed as
H=
∑
i
Piui − 12
∑
i; j
aijuiuj: (4.11)
From necessary conditions @H=@ui =0, the optimal controls are determined as ui =
∑
j a
ijPj. Hence
the optimal Hamiltonian results in
H =
1
2
∑
i; j
aijPiPj; (aij) = (aij)−1: (4.12)
We do not treat here the case of H=
∑
i Piu
i. Thus we obtain the following [8].
Proposition 5. From the control system (3:13) subject to the condition that the performance index
(4:8) be minimized among all possible controls; one obtains a Hamiltonian system (T ∗X˙ ; d; H)
with d the di5erential of (4:9) and H given by (4:12). A Hamiltonian :ow of this system projects
to an optimum path in X˙ ; where the Hamiltonian :ow is an integral curve of the Hamiltonian
vector 1eld XH determined through )(XH ) d=−dH .
In the rest of this section, we are to write out the Hamiltonian vector ,eld XH to describe
Hamilton’s equations of motion. Inserting (3.7) into (4.9), we put the  in the form
=  ·+
∑
i
pi dqi; (4.13)
where we have set
 =
n∑
=1
 × g−1p; (4.14)
pi =
n∑
=1
g−1p · @@qi : (4.15)
The variable Pi de,ned in (4.10) is related to pi by
Pi = pi − A−1(q)(mi) · : (4.16)
Writing out the Hamiltonian vector ,eld XH , we obtain Hamilton’s equations of motion,
dqi
dt
=
@H
@pi
;
dpi
dt
=−@H
@qi
;
*at =
@H
@+a
;
d+a
dt
=
∑
b;c
.cba+c
@H
@+b
;
(4.17)
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where +a and *a are the components of  and of , respectively, and we have set
*at =*
a(d=dt);
the value of *a along a Qow. The ,rst equations of the ,rst and second lines of (4.17) are the
equations of vibration (3.13) with the control ui =
∑
j a
ijPj determined optimally. In conclusion of
this section, we point out that the control input (ui) is not a force, but a velocity.
5. Lagrange’s equations
In this section, we wish to deal with a control input as a force. To this end, we take the Lagrangian
formalism which is adapted to nonholonomic constraints imposed. Let (/i) be local coordinates of an
open subset W of RN . Let (/i; /˙j) be local coordinates of the tangent bundle TW . For a Lagrangian
function L, Lagrange’s equations are given by
d
dt
@L
@/˙
i −
@L
@/i
= fi; i = 1; : : : ; N; (5.1)
where (fi) describes a force ,eld. We wish to rewrite (5.1) in terms of “pseudo-coordinates”. Let
Xj and j be dual bases of the space of vector ,elds on W and of one-forms on W , respectively,
Xj =
N∑
i=1
Aij
@
@/i
;  i =
N∑
j=1
Bij d/
j with
N∑
k=1
AikB
k
j = 5ij: (5.2)
Setting
+ijk = d
i(Xj; Xk); (5.3)
one obtains
+ijk =
∑
‘;h
(
@Bih
@/‘
− @B
i
‘
@/h
)
A‘jA
h
k :
Clearly, the commutation relations among Xi’s are given by
[Xi; Xj] =−
N∑
k=1
+kijXk : (5.4)
We here introduce variables vi on TW by
vi =
N∑
j=1
Bkj /˙
j
: (5.5)
Then we obtain local coordinates (/i; vj) in TW , in place of (/i; /˙
j
). It was an old custom to
write vi as ˙i and call i pseudo-coordinates, even if there are no coordinates in W such that
di =
∑n
j=1 B
i
j d/
j. We denote by L∗(/i; vj) the Lagrangian expressed in new coordinates to tell it
from the old one L(/i; /˙
j
), both of which take the same value. With these settings, we obtain the
following:
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Proposition 6. On introducing vector 1elds Xi on the con1guration space; and new variables (/i; vi)
in the tangent bundle through (5:5); one can bring Lagrange’s equations of motion (5:1) into the
form
d
dt
@L∗
@vi
− XiL∗ −
∑
k; j
+kijv
j @L
∗
@vk
= Fi; Fi :=
N∑
k=1
Aki fk ; (5.6)
where +kij are given in (5:4) and (Fi) is a modi1ed force 1eld.
Now we assume that we are given r constraints
vm+a =
N∑
j=1
Bm+aj /˙
j
= 0; a= 1; : : : ; r; N = m+ r: (5.7)
If the system of corresponding di9erential equations
 m+a =
N∑
j=1
Bm+aj d/
j = 0; a= 1; : : : ; r (5.8)
is not completely integrable, the constraints are called nonholonomic. In this case, there are no
coordinates a in W such that da =  m+a; a = 1; : : : ; r. We here break up the force (fi) into the
pure constraint force Ri (the force necessary for constraints) and the other force Rfi;
fi = Rfi + Ri: (5.9)
Since the pure constraint force do not work, one has
∑
i Ri d/
i = 0; so that
N∑
i=1
Ri d/i =
r∑
a=1
8a m+a =
r∑
a=1
N∑
j=1
8aBm+aj d/
j; (5.10)
where 8a are Lagrangian multipliers. Then the right-hand side of (5:6) is broken up into
Fi =
N∑
k=1
Aki
(
Rfk +
r∑
a=1
8aBm+ak
)
= RFi +
r∑
a=1
8a5m+ai ; RFi :=
N∑
k=1
Aki Rfk: (5.11)
Therefore, we obtains the following:
Proposition 7. Under the constraints (5:7); Lagrange’s equations (5:6) are put in the form
 d
dt
@L∗
@vi
− XiL∗ −
N∑
k=1
m∑
j=1
+kijv
j @L
∗
@vk
− RFi


vm+1=···=vN=0
= 0; i = 1; : : : ; m; (5.12)

 d
dt
@L∗
@vm+a
− Xm+aL∗ −
N∑
k=1
m∑
j=1
+km+a; jv
j @L
∗
@vk
− RFm+a


vm+1=···=vN=0
= 8a; a= 1; : : : ; r: (5.13)
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We are going to apply Lagrange’s equations of this form to Lagrangian mechanics on the cotangent
bundle TP of a principal ,ber bundle  :P→ M with structure group G. For the center-of-mass
system, one has P = X˙ and G = SO(3). For an open subset U of M , we take local coordinates
(q; g) ∈ U ×G in −1(U ) ∼= U ×G along with a section  :U→−1(U ). Let Ea, a= 1; : : : ; r, with
r = dimG be a basis of the Lie algebra G of G, and Cabc its structure constants, which satisfy
[Ea; Eb] =
r∑
c=1
CcabEc: (5.14)
Let ! be a connection form de,ned on P, whose components are expressed as
!a = 	a +
∑
i
;ai (g(q)) dq
i; (5.15)
where we have set dgg−1 =
∑
	aEa. We note here that Eq. (5.15) becomes (3.15) for P = X˙ . The
curvature tensor with components Fcij is de,ned on P by
Fcij =
@;cj
@qi
− @;
c
i
@qj
−
r∑
a; b=1
Ccab;
a
i ;
b
j : (5.16)
Then the di9erential of !c turns out to be expressed as
d!c =
1
2
r∑
a; b=1
Ccab!
a ∧ !b + 1
2
∑
i; j
Fcij dq
i ∧ dqj: (5.17)
Let us take a basis of the space of one-forms on −1(U ) as
 i = dqi;  m+a = !a; i = 1; : : : ; m; a= 1; : : : ; r; (5.18)
where m= dimM and r = dimG. Then the dual basis of the space of vector ,elds on −1(U ) are
given by
Xi = @∗i :=
@
@qi
−
r∑
a=1
;aj Ja; Xm+a = Ja :=
d
dt
exp(tEa)x
∣∣∣∣
t=0
; x ∈ P: (5.19)
For  i given in (5.18), the functions +ijk given in (5.3) take the form, on account of (5.17),
+m+aij = F
a
ij; +
m+a
m+b;m+c = C
a
bc; and the others +
i
jk = 0: (5.20)
From (5.15) and (5.18), the new variables introduced by (5.5) turn out to be expressed as
vi = q˙i; vm+a = 	at +
∑
;qi (g(q))q˙
i; (5.21)
where 	at is de,ned through g˙g
−1 =
∑
a 	
a
t Ea. From Proposition 7 applied to a Lagrangian system
on the tangent bundle TP of a principal bundle P, we obtain the following [8]:
Proposition 8. Suppose we are given a Lagrangian system on the tangent bundle TP of a principal
1ber bundle P endowed with connection (!a) given by (5:15). If we are given the constraints
!a = 0; a= 1; : : : ; r; (5.22)
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or vm+a=0; a=1; : : : ; r; in terms of the variables de1ned by (5:21); then Lagrange’s equations are
put in the form
 d
dt
@L∗
@vi
− @∗i L∗ −
r∑
a=1
m∑
j=1
Faijv
j @L
∗
@vm+a
− RFi


vm+1=···=vm+r=0
= 0; (5.23)
[
d
dt
@L∗
@vm+a
− JaL∗ − RFm+a
]
vm+1=···=vm+r=0
= 8a; (5.24)
where @∗i and Ja are vector 1elds de1ned in (5:19); and (Faij) is the curvature tensor of the connec-
tion. For P= X˙ ; we can take RFi in (5:23) as a control input to make the system move vibrationally.
6. A rigid body system
The theory developed for point particle systems can be extended to a theory for rigid body
systems. For simplicity, we will center on a two-rigid body system. Let us consider two identical
axially symmetric cylinders jointed by a special type of joint that will give no constraints on the
relative motion of the cylinders other than that they are jointed. We assume that the jointed cylinders
are not real ones but rather virtual ones, which can pass through each other. The con,guration space
of this system is the product space SO(3)× SO(3) of which element (g1; g2) describes the attitude
of respective cylinders. The rotation group SO(3) acts on the con,guration space in the manner
(g1; g2) 	→ (kg1; kg2); k∈SO(3): (6.1)
The factor space (SO(3)× SO(3))=SO(3) of the con,guration space becomes SO(3) along with the
projection
 : (g1; g2) 	→ g−11 g2: (6.2)
Since g−11 g2 ∈ SO(3), we may put it in the form
g−11 g2 = e
−1 eˆ2e2=eˆ1e2 eˆ2 ; 06162; 062=6; 06262; (6.3)
where we have set eˆj=R(ej), j=1; 2; 3. Let U be an open subset of SO(3) in which one has = = 0,
=2. Then (6.3) will give rise to a local section  :U → −1(U ) with components

1(1; 2; =) = e−=eˆ1e1 eˆ2 ;
2(1; 2; =) = e=eˆ1e2 eˆ2 ;
= = 0; =2; (6.4)
and thereby every con,guration (g1; g2) in −1(U ) is expressed as
(g1; g2) = (h1(1; 2; =); h2(1; 2; =)); h ∈ SO(3); (6.5)
which corresponds to (3.2). The con,guration (6.5) describes the attitude of each cylinder as follows:
At ,rst, the cylinder 1 is placed in R3 temporarily with its center-of-mass centered at the origin and
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its symmetry axis directed in parallel with e2-axis. (In this condition, we call the cylinder laying
in the reference attitude.) Then the cylinder is rotated about e2-axis by the angle 1, and further
about e1-axis by the angle −=. A similar operation is performed for the cylinder 2. The respective
cylinders are further displaced in parallel with the respective symmetric axes and jointed end on end
by a special type of joint. The jointed cylinders are translated so that the center-of-mass of the whole
system may be placed at the origin of R3. At this stage, we have the con,guration (1(q); 2(q)),
q = (1; 2; =). Finally, the jointed cylinders are rotated altogether by a rotation h about the origin.
Thus, we come up to the con,guration (6.5) which can describe almost all the attitude of the system.
Now, each point of the cylinder 1 can be pointed by x = g1X + r1, where r1 is the position vector
of the center-of-mass of the cylinder 1 from the origin and X is the position vector of the same
point when the cylinder 1 being placed in the reference attitude. The vector r1 is determined by
g1 and the distance between the joint and the center-of-mass of the cylinder 1. Each point of the
cylinder 2 can be pointed in a similar manner.
For simplicity, we impose an additional condition, the twist-free condition [18]. That is, the cylin-
ders must rotate about the respective symmetric axes by the same angle without twist. Then the
con,guration space SO(3)× SO(3) of the jointed cylinders and the structure group SO(3) reduce to
a submanifold Q0 ∼= SO(3) and to a subgroup O(2), respectively. The shape space M =Q0=O(2) be-
comes di9eomorphic with the real projective space RP2 [18]. Put another way, the reduced principal
,ber bundle is SO(3)→ RP2 with structure group O(2). Thus we have the following [9]:
Proposition 9. The con1guration space Q0 of the jointed two identical axially symmetric cylin-
ders with the twist-free condition is di5eomorphic with SO(3); and the shape space with the real
projective space RP2. The con1guration (g1; g2) ∈ Q0 is described as{
g1 = e@eˆ2e−=eˆ1eeˆ2 ;
g2 = e@eˆ2e=eˆ1eeˆ2 ;
06@62; 06=6; 0662: (6.6)
The vanishing total angular momentum condition is also expressed as
∑
 mx × dx = 0 along
with x = g1X + r1, etc. We should understand that the summation
∑
 is to be broken up into
two, the summation for all points in each cylinder and that for all cylinders. The summation for all
points in each cylinder should be interpreted as integration over the whole cylinder. The summation
appearing in the de,nition of the inertia tensor and in that of the connection form should be subject
to the same breaking-up and interpretation. Then after a long but straightforward calculation in terms
of (6.6), we obtain the following [9]:
Proposition 10. The connection form de1ned on the con1guration space for the jointed cylinders
with the twist-free condition is given by
!=
(
d@ +
8 cos= d
sin2 =+ 8 cos2 =
)
eˆ2; (6.7)
where 8 is the ratio of two inertia moments of the cylinder. That is; for the inertia moments
I1; I2; I3 about the principal axes with I3 = I1; one has 8= I2=I1.
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7. Equations of motion
Hamiltonian and Lagrangian formalism described in Sections 4 and 5, respectively, are applied
to the jointed cylinders in order to obtain equations of motion under the vanishing total angular
momentum. From (6.7), the equations of vibration, which corresponds to (3.13), turns out to be
expressed as
d@
dt
=− 8 cos=
sin2 =+ 8 cos2 =
u2;
d=
dt
= u1;
d
dt
= u2:
(7.1)
The Maximum Principle applies also in a similar manner to that discussed for point particle
systems. The metric (4.1) is written out, by using the coordinates (6.6), as
ds2 = 2I1
[
(1 + B sin2=)d=2 +
8 sin2 =
sin2 =+ 8 cos2 =
d 2
]
+2I1
[
(sin2 =+ 8 cos2 =)
(
d@ +
8 cos= d
sin2 =+ 8 cos2 =
)2]
; (7.2)
which corresponds to (4.5). The vibrational metric is then given by
2I1
[
(1 + B sin2 =)d=2 +
8 sin2 =
sin2 =+ 8 cos2 =
d 2
]
; (7.3)
where B = m‘2=I1 with ‘ the distance between the joint and the center-of-mass of the cylinder.
Further, we need some setting-ups on the cotangent bundle T ∗Q0 of Q0. The standard one-form on
T ∗Q0 is de,ned to be
p@ d@ + p= d=+ p d; (7.4)
where (@; =; ; p@; p=; p) are local coordinates of T ∗Q0. The variables corresponding to (4.10) are
introduced by
P1 = p=; P2 = p − 8 cos=
sin2 =+ 8 cos2 =
p@: (7.5)
The application of the Maximum Principle provides the optimal Hamiltonian, corresponding to (4.12),
as follows [9]:
H =
1
4I1
(
1
1 + B sin2 =
p2= +
sin2 =+ 8 cos2 =
8 sin2 =
(
p − 8 cos=
sin2 =+ 8 cos2 =
p@
)2)
: (7.6)
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Proposition 11. For the jointed cylinders which has the con1guration space and the connection
form referred to in Propositions 9 and 10; respectively; the optimal Hamiltonian function H cor-
responding to that in Proposition 5 is given by (7:6).
We can write out the equations of motion for the Hamiltonian (7.6). The equations obtained
contain controls u1; u2 chosen optimally, which have the dimension of velocity. We can integrate
Hamilton’s equations numerically to set the jointed cylinders to turn a somersault.
Another method for setting the jointed cylinders to turn a somersault is to exert control inputs
which have the dimension of force. We are now in a ,nal stage to accomplish our main object
of ,nding equations of motion for jointed cylinders under the condition of vanishing total angular
momentum. To this end, we adopt Lagrangian mechanics on the tangent bundle TQ0. A basis of
the space of local vector ,elds on Q0 and that of the space of local one-forms on Q0 are given,
respectively, by
X1 =
@
@=
; X2 =
@
@
− 8 cos=
sin2 =+ 8 cos2 =
@
@@
; X3 =
@
@@
; (7.7)
 1 = d=;  2 = d;  3 = d@ +
8 cos=
sin2 =+ 8 cos2 =
d: (7.8)
In particular,  3 is the component of the connection form (6.7). From (7.2), it follows that the
Lagrangian is expressed as
L= I1
[
(1 + B sin2 =)=˙
2
+
8 sin2 =
sin2 =+ 8 cos2 =
˙
2
]
+ I1

(sin2 =+ 8 cos2 =)
(
@˙ +
8 cos=˙
sin2 =+ 8 cos2 =
)2 (7.9)
in terms of local coordinates (=; ; @; =˙; ˙; @˙) of TQ0. We assume that the control input is of the form
Rf = u1(t) d=+ u2(t) d; (7.10)
where u1 stands for the torque for changing the angle formed by two cylinders, and u2 for that for
rotating the cylinders about the respective symmetric axes. On introducing variables analogous to
(5.5),
v1 = =˙; v2 = ˙; v3 = @˙ +
8 cos=
sin2 =+ 8 cos2 =
˙; (7.11)
the Lagrangian (7.9) is put in the form
L∗= I1
[
(1 + B sin2 =)(v1)2 +
8 sin2 =
sin2 =+ 8 cos2 =
(v2)2
]
+I1[(sin2 =+ 8 cos2=)(v3)2]: (7.12)
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Fig. 1. A somersault.
The force RFi given in (5.11) are expressed as RF1 = u1 and RF2 = u2. Further, by calculating d 3,
one ,nds that the curvature is given by
F12 =−8 sin=(1 + (1− 8))cos
2 =
(sin2 =+ 8 cos2 =)2
: (7.13)
In the present case, one has r = 1 and m = 2, so that independent components of Faij is F12 only.
Applying (5.23) to (7.12), we obtain, after a calculation, the di9erential equations for v1 and v2,
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dv1
dt
=
1
2I1(1 + B sin2=)
[
−2I1B sin= cos=(v1)2 + 2I18
2 sin= cos=
(sin2 =+ 8 cos2 =)2
(v2)2 + u1
]
;
dv2
dt
=
sin2 =+ 8 cos2 =
2I18 sin2 =
[
4I182 sin= cos=
(sin2 =+ 8 cos2 =)2
v1v2 + u2
]
:
(7.14)
When the constraint v3 =0 is imposed, one has @L∗=@v3 =0 from (7.12), so that the term containing
F12 do not appear in Lagrange’s equations, as is seen from (5.23). To complete the equations of
motion, we have to add the equations coming from (7.11),
d=
dt
= v1;
d
dt
= v2;
d@
dt
=− 8 cos=
sin2 =+ 8 cos2 =
v2: (7.15)
Theorem 12. For the jointed cylinders with the twist-free condition; the equations of motion with
the vanishing total angular momentum are given by (7:14) and (7:15); where u1; u2 are torques as
control inputs.
If we choose suitable control functions u1(t) and u2(t), we can integrate (7.14) and (7.15) nu-
merically to make the jointed cylinders turn a somersault. Fig. 1 shows that the jointed cylinders
actually turn a somersault under suitable control inputs u(t); u2(t). The black rods attached to the
cylinders are just markers to indicate the attitude of the cylinders.
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