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We generalize the construction of the spin-1/2 SU(2) Resonating Valence Bond (RVB) state to
the case of the self-conjugate 6-representation of SU(4). As for the case of SU(2) [J-Y. Chen and
D. Poilblanc, Phys. Rev. B 97, 161107(R) (2018)], we use the Projected Entangled Pair State
(PEPS) formalism to derive a simple (two-dimensional) family of generalized SU(4) RVB states
on the square lattice. We show that, when longer-range SU(4)-singlet bonds are included, a local
gauge symmetry is broken down from U(1) to Z2, leading to the emergence of a short-range spin
liquid. Evidence for the topological nature of this spin liquid is provided by the investigation of the
Renyi entanglement entropy of infinitely-long cylinders and of the modular matrices. Relevance to
microscopic models and experiments of ultracold atoms is discussed.
Introduction – Physical systems such as ultracold
atoms loaded on two-dimensional (2D) optical lattices [1–
3] are ruled by SU(N) symmetry and offer a rich vari-
ety of phase diagrams both experimentally and theoreti-
cally [4–6]. They constitute a rich playground to investi-
gate quantum spin liquid (SL) phases, where the SU(N)
symmetry is not broken [7].
Tensor network (TN) algorithms such as those us-
ing the framework of Projected Entangled Pair States
(PEPS) have proven extremely efficient to simulate vari-
ous quantum SU(2) spin models [8–11]. When dealing
with spin liquids, it is possible to encode global spin-
rotation invariance and lattice symmetries directly at the
level of a unique site tensor [12, 13] which completely
characterizes the quantum state. In addition, topologi-
cal order can also be encoded via a local gauge symmetry
of the tensor [14]. These remarkable properties make the
PEPS formalism particularly suited to construct simple
Ansa¨tze of topological SLs. For example, the Resonat-
ing Valence Bond (RVB) state [15] can be written as a
PEPS [16] and was proven to be a topological SL belong-
ing to the same Z2 topological class as the Toric Code [17]
(TC), both on the Kagome [18] and on the square lat-
tice [19]. Although the construction can readily be ex-
ported to SU(N) for N > 2, it has mostly be applied
so far to derive a simple Affleck-Kennedy-Lieb-Tasaki
(AKLT) trivial (i.e. non-topological) SU(3) liquid [20],
as well as a few topological SU(3) liquids [21, 22]. We
here construct a family of simple Z2 topological SU(4)
liquids on the square lattice. Our construction is simi-
lar to the PEPS construction of spin-1/2 extended RVB
states [19], replacing the fundamental irreducible repre-
sentation (irrep) of SU(2), namely the two-dimensional
spin-1/2 irrep, by the self-conjugate 6-representation of
SU(4). This representation can be seen as the Hilbert
space of two fermions with four colors; it is represented
by a vertical Young tableau of two boxes [23]. As
for SU(2), the PEPS wavefunction can be viewed as a
linear superposition (or ”resonance”) of short-range sin-
glet bond configurations [15] as seen in Fig. 1 (a). Note
that our SU(4) RVB state may not only contains nearest-
neighbor (NN) singlet bonds (so-called NN RVB state)
FIG. 1. (a) RVB state defined as a resonance state between SU(4)
singlet bond configurations on a 2D square lattice. Singlets (shown
as ellipses) are made from two antisymmetric 6-representations
(represented as two box Young tableaus). (b) SU(4) RVB state
represented as a 2D PEPS tensor network.
but also longer range singlet bonds, including some con-
necting the same sublattice.
PEPS Ansatz – In order to generalize the square-lattice
RVB state [19] to SU(4), one attaches four virtual vari-
ables, either 6 or 1 (trivial irrep), to each site along the
four lattice directions (see Figs. 2(a,b)), in order to fully
cover the square lattice with all possible configurations
of 6− 6 NN singlet bonds or 1− 1 NN ”empty” bonds.
The entangled RVB state is then obtained by projecting
the four virtual states into the physical 6-representation,
on every site, forming the PEPS |ΨPEPS
〉
represented in
Fig. 1 (b). In fact, 16 tensors can be constructed pro-
jecting the virtual space (6⊕1)⊗4, of dimension D4 with
D = 7, onto the physical SU(4) irrep 6, of dimension
d = 6. Rotation-invariant tensors can be classified ac-
cording to the A1 and A2 representations of the point
group C4v. The tensor T0 of Fig. 2(a) representing the
NN RVB state is the same as the NN RVB tensor defined
for the alternated 6−6 representations of SU(6)[24] and
has a local A1 symmetry. The tensors T1 and T2 have
A1 symmetry and the tensor T3 has A2 symmetry (see
Fig. 2(b)). The tensors T0 and T1 are actually invariant
under any virtual leg permutation (S4 symmetry group).
The most general rotation-invariant tensor describing a
short-range RVB state can be written as
A = a0T0 + a1T1 + a2T2 + ia3T3, (1)
where the imaginary i factor in front of T3 is needed to
preserve the full lattice symmetry (at the price of break-
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2FIG. 2. (a) NN RVB tensor T0 with only one virtual 6 state. (b)
T1, T2 and T3 tensors with three virtual 6 states. (c) In the iPEPS
method one constructs first a bi-layer E = A ⊗ A∗ tensor by con-
tracting the physical index. (d) Corner Transfer Matrix Renormal-
ization Group (CTMRG) algorithm for a rotation invariant tensor
E. A unique corner matrix C and a unique side tensor T are renor-
malized by adding E iteratively. (e) Transfer matrix T = T ⊗ T .
(f) |ΨEnv
〉
(infinite) quantum chain obtained by contracting the
E TN on half of the 2D plane (here from top to bottom). (g) σb
boundary operator on a Nv = 3 ring. The D2 degrees of freedom
on each site have been reshaped as D ×D.
ing time reversal symmetry). The expressions of these 4
elementary tensors can be found in the supplemental ma-
terial (SM) [25]. Since two different singlets can be made
on a bond, either 6⊗ 6→ 1 or 1⊗1→ 1, there is a one-
dimensional family of valid bond projector parametrized
by an angle κ, P (κ) = cosκ(P6⊗6⊗1) +sinκ(1⊗P1⊗1),
which are all equivalent up to renormalization of the Ti
tensors [26] (for simplicity, we chose κ = pi/4). Implic-
itly, this projector is applied on every bond of the TN
(see SM for details [25]).
CTMRG algorithm – In the following we work directly
in the thermodynamic limit, i.e. on an infinite 2D lat-
tice, with the ”double-layer” TN representing the norm〈
ΨPEPS|ΨPEPS
〉
(iPEPS method). The Corner Transfer
Matrix Renormalization Group (CTMRG) algorithm [27]
is an efficient way to contract the corresponding elemen-
tary tensor E = A ⊗ A∗ shown in Fig. 2 (c). This
procedure involves controlled approximations, using a
real space renormalization group technique, depicted in
Fig. 2 (d). The infinite-volume environment of any (rect-
angular) region of space is approximated using an edge
tensor T of dimension χ × D2 × χ and a corner χ × χ
matrix C, where χ is the environment dimension taken
as large as possible. C is obtained iteratively by adding
tensors E to the corner, diagonalizing the resulting her-
mitian matrix and keeping only χ eigenvalues. The exact
value of χ has to fit the decomposition of the spectrum
into SU(4) multiplets and cannot be fixed arbitrarily. A
new tensor T is then computed using the diagonalization
basis U . Thanks to lattice rotation invariance, the renor-
malization process can be performed on one corner only;
it is processed until the spectrum of C has converged.
By (approximately) contracting the E tensor network
from infinitely far away on the left and right of the 2D
plane, one then ends up with an infinitely long (verti-
cal) two-leg ladder (T ⊗ T )L, L → ∞ (where the D2L
virtual indices between the two chains of T tensors are
contracted). Using Lanczos algorithm, one can extract
the two leading eigenvalues λ1 and λ2 of the correspond-
ing ladder transfer matrix T (see Fig. 2(e)) and com-
pute the correlation length ξ of the system from the TM
gap ∆ as ∆ = 1ξ = log
(
λ1
λ2
)
. Note that the finiteness
of the corner dimension χ automatically implies a finite
correlation length, so that a finite-χ scaling analysis is
necessary. For a short-ranged wavefunction, ξ(χ) con-
verges exponentially fast towards a finite length ξ∞. In
contrast, for critical |ΨPEPS
〉
wavefunctions, ξ increases
linearly with χ, diverging in the relevant χ→∞ limit.
TABLE I. Properties of the four critical PEPS. ∗Tensors in-
variant under the larger S4 symmetric group (see text).
tensor C4v symmetry central charge dimer exponent α
T0 A1
∗ 1 1.75± 0.02
T1 A1
∗ 1 1.57± 0.15
T2 A1 1 1.83± 0.08
T3 A2 1 1.45± 0.11
Critical spin liquids – The four elementary tensors
T0, T1, T2 and T3 define critical states with long-distance
correlations. In fact, they can be viewed as Rokhsar-
Kilvelson (i.e. equal weight) ground states of quantum
dimer models [28], where the ”dimers” correspond here
either to 6−6 (for T0) or to 1−1 (for Ti, i = 1, 2, 3) singlet
bonds. On bipartite lattices, such as the square lattice, a
simple mapping onto a (coarse-grained) height field the-
ory [29] implies algebraically-decaying dimer-dimer cor-
relations Cd(r) ∼ (1/r)α versus distance r. Note that
the height representation is linked directly to a local
U(1) gauge symmetry of the A tensor. We have directly
computed the dimer-dimer correlation functions Cd(r)
in these states (using the environment C and T tensors
above) and extracted the critical exponents α by fitting
the numerical results [25]. The values of α are listed in
Table I. Quite notably, RVB wavefunctions can be re-
lated to classical interacting dimer models, thus allowing
to estimate their critical correlation exponent [30, 31].
Using this equivalence of the T0 PEPS with the SU(6)
RVB state, one predicts α ' 1.64 which is very close to
the value we have measured.
In order to characterize the underlying conformal field
theory by its central charge c, we have investigated the
entanglement entropy (EE) of the one-dimensional quan-
tum state |ΨEnv
〉 ∈ [CD2 ]⊗L made of an infinite (L→∞)
chain T⊗L of χ-contracted T tensors (see Fig. 2 (f)). The
3so-called ”environment” EE is computed from the leading
eigenvector Σ (reshaped as a χ× χ matrix) of the above
T TM, as SEnv = −Tr Σ2 log Σ2. For a critical wave-
function, the relation SEnv = c/6 log ξ + S0 [32] allows
to compute the central charge c (see Fig. 3). We found
c = 1 in all cases, consistently with the prediction of the
height field theory. For T1, the correlation length stays
small even for large χ and we had to include a higher
order correction to the fit.
FIG. 3. Environment EE SEnv plotted as a function of the loga-
rithm of the correlation length ξ. Linear fits enable to extract the
central charge c of the wavefunctions defined by T0, T2 and T3; a
higher order correction a ξ−b is included for T1 . We find c ' 1 in
all cases.
Phase diagram – For simplicity, we shall not con-
sider the T1 tensor any further and restrict to the two-
dimensional PEPS family parametrized by two angles θ
and φ, defining the coefficients of the A ≡ A(θ, φ) tensor
in Eq. (1) as a0 = cosφ sin θ, a1 = 0, a2 = cosφ cos θ
and a3 = sinφ. For each elementary tensor, a fix num-
ber of dimers – either 1 for T0 or 3 for T1, T2 and T3 –
connect to each site. Hence the number of (fluctuating)
dimers cutting a given closed loop is conserved. This
means the wavefunction defined by one tensor alone has
a U(1) gauge symmetry. For any linear combination of
the fundamental tensors with a0 6= 0, long-range dimers
appear and this number of fluctuating dimers is no more
constant, but its parity is. Thus U(1) symmetry breaks
into Z2 and we expect the above critical SLs to become
FIG. 4. (a) Correlation length versus environment dimension
for φ = 0, and various values of θ interpolating A(θ, 0) between
T2 (θ = 0) and T0 (θ = pi/2). The χ → ∞ correlation length
ξ∞ (for θ 6= 0, pi/2) is obtained from an exponential fit ξ(χ) =
ξ∞ + a exp(−χ/`). (b) Correlation length ξ∞ versus θ (for φ = 0).
The correlation length seems to diverge for θ < pi/2 (in the vicinity
of the NN RVB) in the hashed region. In contrast, no critical region
was found in the vicinity of the critical point θ = φ = 0 (blue line).
Note that the correlation length has a minimum around θ = pi/8.
unstable. As shown in Fig. 4 (a), along the line interpo-
lating between the T2 and T0 tensors, one can extract the
correlation length from a fit of ξ(χ) vs χ. As shown in
Fig. 4 (b), we found an extended critical region around
the NN RVB state. However, a complete scan of the
whole two-dimensional phase diagram (see SM [25] for
more data) reveals no sign of other extended critical re-
gions in the vicinity of the critical states defined by the
T2 and T3 tensors.
PEPS bulk-edge correspondence and topological EE –
We now turn to the investigation of the topological prop-
erties of the short-range SU(4) SL of our phase dia-
gram. For this, we use the bulk-edge correspondence
theorem of PEPS [33] applied to an infinitely long (hor-
izontal) cylinder (of finite perimeter Nv) partitioned in
two halves by a vertical plane : The reduced density
matrix ρC = TrC |ΨPEPS
〉〈
ΨPEPS| of the half-cylinder C
can be expressed as ρC = UρbU†, where ρb is a boundary
density matrix acting on the virtual space [CD]⊗Nv at the
boundary of C and U is an isometry. Naturally, due to
the tensor Z2 gauge symmetry, ρb splits into two Z2-even
and Z2-odd invariant blocks (normalized separately). Us-
ing the CTMRG algorithm, ρb can be well approximated
by ρb = σ
2
b , where σb is the product of (reshaped) edge T
tensors shown in Fig. 2 (g), and used to compute Renyi
EE defined as Sq =
1
1−q log Tr(ρb)
q. Although finite-χ
effects are large for q > 1, we have obtained converged
results for q = 1/2 and q = 1/3 [34] (see SM [25] for de-
tails). As shown in Fig. 5 for three different PEPS, S1/3
versus Nv can be well fitted by a straight line which in-
tersects the vertical axis at a finite value consistent with
− log 2, the topological EE expected for a Z2 SL of the
same class as Kitaev’s TC [17]. Note the fit in (b) and
(c) may be less reliable since Nv remains smaller than ξ.
4FIG. 5. Renyi entanglement entropies Sq at q = 1/3 versus the
half-cylinder circumference Nv for PEPS parametrized by (a) φ = 0
and θ = pi/8, (b) φ = 0 and θ = 3pi/8, and (c) φ = pi/4 and θ = pi/2,
obtained at the χ values indicated on the plots. Squares (circles)
label the odd (even) sector. The stars stand for the average of the
two sectors and the dashed lines are linear fits. The arrow points
to the value − log 2.
FIG. 6. (a) Modular matrix S of a critical or a trivial gapped
phase. (b) Modular matrix S of a topological phase. (c) Trace of
the modular matrix S obtained by TRG for A(θ, 0) versus θ. The
value 2 corresponds to a topological phase while 4 implies a trivial
phase. We show two sets of data obtained for two ranges of the
cut parameter χ and we note that larger χ are needed when the
correlation length grows.
However, in (a) ξ  Nv.
TRG and modular matrices – To obtain further evi-
dence for the topological nature of our family of short-
ranged SLs, we have used the Tensor Renormalization
Group (TRG) algorithm to compute the S and T modu-
lar matrices [35]. At the PEPS tensor level, the Z2 gauge
transformation simply amounts to multiplying by −1 (re-
spectively +1) the virtual states in the 6 (respectively 1)
irrep, and this gauge symmetry has to be preserved at
each TRG iteration [35, 36]. The accuracy of the TRG
is also controlled by the maximum number of singular
values χ that are kept at each step, always being careful
not to cut multiplets. After convergence, we can easily
act with elements of the Z2 group in order to compute
the modular matrices [19].
The two modular matrices S and T are actually linked
by permutation of the lines. A critical or a trivial gapped
phase (a topological phase with Z2 topological order) is
characterized by the modular matrix S shown in Fig.
6(a) (Fig. 6(b)). The trace of the converged modular
matrix S plotted in Fig. 6(c) vs θ at fixed φ = 0 shows two
sharp transitions revealing the existence of an extended
topological SL phase. Note that, when increasing the
control parameter χ, the extent of the topological phase
gets bigger, in agreement with our previous finding that
criticality exists only at θ = 0 and in the close vicinity of
θ = pi/2 (T0 PEPS).
Conclusion – In summary, we have extended the con-
struction of the family of spin-1/2 SU(2)-invariant RVB
states on the square lattice to a new family of SU(4)-
symmetric RVB SLs with physical 6-representation on
each site. Physically, such states involve resonance be-
tween short-range 6 − 6 singlets, in close analogy with
their SU(2) analogs. Using an exact PEPS represen-
tation of these SLs we showed that (i) when singlet
dimers are restricted to NN bonds, the SLs are critical,
(ii) away from these fine-tuned states (or small region)
the SLs have short-range correlations and (iii) exhibit
Z2 topological order. By generalizing Oshikawa’s argu-
ment [37], one can extend Lieb-Schultz-Mattis-Hastings
theorem [38, 39] to conjecture that it is not possible to
obtain a unique featureless gapped state for SU(4) model
with physical 6-representation on each site [40]. Note
that, for complex PEPS (i.e. when the T3 tensor is in-
cluded), there is no sign of gapless chiral edge modes.
We believe our topological SL could be observed both
in theoretical models and in experiment. On the the-
ory side, the most general SU(4)-invariant NN Hamilto-
nian in the 6-representation involves only bilinear and bi-
quadratic interactions [41]. While a pure bilinear model
(Heisenberg like) is expected to stabilize an ordered
phase [23], early calculations based on projected wave-
functions [41] suggest the existence of a narrow SL region
(for a sign of the biquadratic interaction appropriate to
a half-filled fermionic Hubbard model [42]), whose exact
nature remains unclear. Our topological SL is therefore
a good candidate for this phase, although other alter-
natives like a chiral SL - as for the SU(3) triangular
lattice [43] - may exist. Note that SU(4) differs from
SU(2) where no SL survives in the case of NN interac-
tions only. This leaves open the possibility of experimen-
tal realizations using any ultracold alkaline-earth atoms
realizing SU(N) symmetry by simply tuning the number
of species [44] to e.g. N = 4. Fixing a filling of two par-
ticles per site should avoid three-body losses and thus
allow controlled experiments.
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I. BOND OPERATOR
Two singlets can be made from the two representa-
tions 6 or 1 of SU(4). Thus, there exist two linearly
independent projectors (6⊕1)⊗2 → 1 on a singlet state,
which are matrices of dimension (49, 1). We reshape
them as matrices (7, 7) (which are no more projectors in
the mathematical sense) and as explained in the article
we choose an angle pi/4 between the projectors P6⊗6⊗ 1
and 1⊗P1⊗1. The states of the 6-representation labelled
as |0〉, |1〉, |2〉, |3〉, |4〉, |5〉 are defined by their (Car-
tan) quantum numbers (1, 0,−1), (1,−1, 1), (0,−1, 0),
(0, 1, 0), (−1, 1,−1) and (−1, 0, 1), respectively. The last
|6〉 state corresponds to the 1-singlet. With this conven-
tion of ordering the vectors of the 6 ⊕ 1 representation,
the projector we apply reads
P = 1/
√
12

0 0 0 0 0 1 0
0 0 0 0 −1 0 0
0 0 0 1 0 0 0
0 0 1 0 0 0 0
0 −1 0 0 0 0 0
1 0 0 0 0 0 0
0 0 0 0 0 0
√
6

. (1)
To avoid dealing explicitly with it in our tensor network
algorithm, we absorb P in the definition of the tensor A.
More precisely, we consider the square root of P - which
is a complex symmetric matrix - and contract it on every
physical leg of the initial tensor A as shown in Fig 1 (a).
The double layer tensor E is then computed after this
operation is done and it turns out that it also exhibits
the same A1+iA2 symmetry as the original A tensor.
II. CTMRG ALGORITHM
Thanks to rotation invariance, we renormalize only one
corner C instead of doing a full update on the four cor-
ners. While diagonalizing the new corner (see Fig. 1
(b)), we obtain a unitary transfer matrix U . This matrix
is used to renormalize the edge tensor T , where we add
another tensor E to T as shown in Fig. 1 (c).
III. CORRELATION LENGTHS AND
CORRELATION FUNCTIONS
We have computed the (maximum) correlation length
ξ of the system using the Lanczos algorithm to diagonal-
ize the approximate transfer matrix. ξ is a function of
FIG. 1. (a) The square root of the projector on the singlet
√
P is
added to every virtual leg of the initial tensor A. We will then omit
this matrix for clarity. Corner Transfer Matrix Renormalization
Group (CTMRG) algorithm [1]: (b) Renormalization of the corner
matrix C. (c) Renormalization of the side tensor T .
the corner matrix dimension χ and for a gapped wave-
function, the correlation length converges exponentially
to a finite value ξ∞. For a critical wavefunction, ξ grows
linearly with χ as we can see in Fig. 2 for the wavefunc-
tions defined by T0, T1, T2 and T3. Note that, in that
case, the maximum correlation length extracted from the
spectrum of the transfer matrix corresponds in fact to the
diverging dimer correlation length (see below). Also, for
T1, the slope of ξ vs χ is quite small so that only mod-
erate ξ ∼ 6 or 7 are accessible even for χ ∼ 700. This
renders the estimation of the (2+0) central charge and
dimer critical exponent more difficult for T1.
Letting aside the tensor T1, we have a 2-parameters
space parametrized by
A(θ, φ) = cos θ cosφT2 + sin θ cosφT0 + i sinφT3 (2)
We show the values of the (maximum) correlation length
in this space in Fig 3 for several values of θ and φ. The cut
parameter χ was taken around 350 but may be slightly
different for the different circles. We note that ξ gets
larger when A is approaching one of the T0, T2 or T3 cor-
ners of the triangular parameter space. It is however un-
clear on this plot whether there exists any critical region
in the vicinity of the three elementary critical wavefunc-
tions. Nevertheless, a finite-χ scaling analysis suggests
that there is indeed such a (small) extended critical re-
gion around the T0 corner (see main text).
From the converged C and T tensors one can construct
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2FIG. 2. The maximum correlation length ξ of the system is plotted
for the four PEPS given by the elementary tensors T0, T1, T2 and
T3, as a function of the cut parameter χ of the CTMRG algorithm.
Fits are linear, which attest that the wavefunctions are critical.
the environment of any rectangular subsystem. Using
an (infinitely long) strip delimited by two chains of T
tensors, we have computed first the expectation value
of the observable Si · Sj for all distance |i − j| in the
strip direction, as plotted in Fig 4 for the four tensors Ti.
We observe a clear exponential decay with a very short
”spin” correlation length ξS . We have also computed
the dimer-dimer correlation function in Fig 5. This ob-
servable has long range correlations with algebraic decay,
below a finite-χ induced length scale (of the order of the
maximum correlation length ξ(χ)). As a consequence,
only for large enough χ can one fit the algebraic behav-
ior on a sufficiently large range of distances to obtain
accurate values of the critical exponent.
IV. BOUNDARY PROPERTIES
Let us consider the PEPS on an infinitely long cylin-
der of finite circumference Nv partitioned into two halves.
Nv copies of the tensor T are contracted to construct the
edges of the two semi-infinite half-cylinders. This vec-
tor of dimension D2Nv is then reshaped into a boundary
matrix σb of shape D
Nv × DNv . The operator ρb = σ2b
FIG. 3. We consider the (restricted) two-dimensional tensor fam-
ily given by A = cos θ cosφT2+sin θ cosφT0+i sinφT3 and we plot
the maximal value of ξ we obtained (the value of χ is not exactly
the same for every circle). The red points label the three elemen-
tary tensors, the green stars label the points where the boundary
entanglement entropy and the entanglement spectrum were com-
puted (see figures (6) and (7)).
FIG. 4. The ”spin” correlation functions are plotted for the four
elementary PEPS associated to the T0, T1, T2, and T3 tensors. We
observe an exponential decay with a ”spin” correlation length ξS .
3FIG. 5. The dimer-dimer correlation functions are plotted for the
four elementary tensors T0, T1, T2, and T3. We observe a critical
behavior with algebraic decay which is cut at large distances by an
exponential fall-off. The range of the algebraic behavior extends as
χ grows (and would become infinite for χ→∞).
defined on the one-dimensional virtual space of the cut
is related by an isometry (which maps two-dimensions
to one-dimension and conserves the spectrum) to the ac-
tual reduced density matrix [2] defined by tracing out the
physical degrees of freedom of half of the infinite cylin-
der. The operator ρb splits into two Z2 topological sec-
tors and we normalize those blocks independently to have
both traces equal to 1.
The Renyi entanglement entropy associated to the par-
tition of the cylinder is defined from the boundary density
matrix ρb as Sq = log Tr ρ
q
b/(1−q), the Von Neumann en-
tropy being the limit q → 1. The entanglement entropy
satisfies the area low i.e. it scales with the length of the
cut Nv and its sub-leading correction (constant topolog-
ical entropy) characterizes the topological nature of the
SL. We have split the entropy into its two contributions
coming from the even and odd topological sectors (note
that the definitions of even and odd are exchanged when
Nv is odd) in order to observe the − log 2 topological en-
tropy expected for a Z2 SL. We have computed Sq for
three values of the parameter θ and φ, labeled in Fig 3:
(a) A = cos(pi/8)T2 + sin(pi/8)T0, (b) A = cos(3pi/8)T2 +
sin(3pi/8)T0, (c) A = cos(pi/4)T0 + i sin(pi/4)T3 and plot-
ted it for q = 1/3, 1/2 and 1 in Fig 6. We note that as
q grows, the extrapolation on the vertical axis deviates
substantially from the expected − log 2 value, in agree-
FIG. 6. Renyi entanglement entropies of a partitioned cylinder for
the wavefunctions defined in Fig. 3, with respect to the cylinder
circumference Nv for q = 1/3, 1/2 and 1. The squares label the
odd sector and the circles the even one. The stars stand for the
average of the two sectors and the dashed lines are their linear fits,
the arrow points to the value − log 2.
ment with Ref. 3.
The entanglement spectrum [4] is the spectrum of the
entanglement Hamiltonian H defined as ρb = exp(−H).
The entanglement spectrum is shown in Fig 7 for the
three points (a), (b) and (c). The ground state of H is
always an even singlet and the first excitation is an odd 6
irrep. We believe the excitation energy remains finite for
4FIG. 7. Entanglement spectrum of a semi-infinite cylinder of cir-
cumference Nv = 6 with respect to the wavevector along the edge
in the two topological even and odd sectors (a) A = cos(pi/8)T2 +
sin(pi/8)T0 with χ = 303 (b) A = cos(3pi/8)T2 + sin(3pi/8)T0 with
χ = 254 (c) A = cos(pi/4)T0 + i sin(pi/4)T3 with χ = 268 (see Fig.
(3)) for the location in the parameter space.
Nv →∞ i.e. the entanglement spectrum remains gapped.
The points (a) and (b) correspond to real wavefunctions
and we indeed observe a k ←→ −k symmetry in the
spectrum associated to time-reversal (T ) and parity (P)
symmetries. The point (c) labels a complex wavefunc-
tion with A1 + iA2 symmetry that breaks T and P. We
observe that the even sector of the entanglement spec-
trum still exhibits the k ←→ −k symmetry, but not the
odd sector, which follows a k ←→ pi − k symmetry. We
believe this is due to the fact that the product T P is
still preserved. Note also that we have not observed the
emergence of gapless chiral edge modes, the entanglement
spectrum being probably gapped.
V. TENSOR EXPRESSIONS
For clarity, we give here the coefficients of the unnor-
malized tensors Ti which are integer values. However,
the parametrization of the A PEPS tensor involves the
Ti tensors normalized with the Frobenius norm. These
four tensors are orthogonal for the dot product defined
by this norm. We recall that the first index labels the
physical variable (varying from 0 to 5) and the four sub-
sequent indices the virtual variables (varying from 0 to
6) on the links (in e.g. clockwise direction).
T0[0, 0, 6, 6, 6] = 1 T0[0, 6, 0, 6, 6] = 1 T0[0, 6, 6, 0, 6] = 1
T0[0, 6, 6, 6, 0] = 1 T0[1, 1, 6, 6, 6] = 1 T0[1, 6, 1, 6, 6] = 1
T0[1, 6, 6, 1, 6] = 1 T0[1, 6, 6, 6, 1] = 1 T0[2, 2, 6, 6, 6] = 1
T0[2, 6, 2, 6, 6] = 1 T0[2, 6, 6, 2, 6] = 1 T0[2, 6, 6, 6, 2] = 1
T0[3, 3, 6, 6, 6] = 1 T0[3, 6, 3, 6, 6] = 1 T0[3, 6, 6, 3, 6] = 1
T0[3, 6, 6, 6, 3] = 1 T0[4, 4, 6, 6, 6] = 1 T0[4, 6, 4, 6, 6] = 1
T0[4, 6, 6, 4, 6] = 1 T0[4, 6, 6, 6, 4] = 1 T0[5, 5, 6, 6, 6] = 1
T0[5, 6, 5, 6, 6] = 1 T0[5, 6, 6, 5, 6] = 1 T0[5, 6, 6, 6, 5] = 1
TABLE I: Tensor T0 (multiplied by 2
√
6).
T1[0, 0, 0, 5, 6] = 2 T1[0, 0, 0, 6, 5] = 2 T1[0, 0, 1, 4, 6] = −1
T1[0, 0, 1, 6, 4] = −1 T1[0, 0, 2, 3, 6] = 1 T1[0, 0, 2, 6, 3] = 1
T1[0, 0, 3, 2, 6] = 1 T1[0, 0, 3, 6, 2] = 1 T1[0, 0, 4, 1, 6] = −1
T1[0, 0, 4, 6, 1] = −1 T1[0, 0, 5, 0, 6] = 2 T1[0, 0, 5, 6, 0] = 2
T1[0, 0, 6, 0, 5] = 2 T1[0, 0, 6, 1, 4] = −1 T1[0, 0, 6, 2, 3] = 1
T1[0, 0, 6, 3, 2] = 1 T1[0, 0, 6, 4, 1] = −1 T1[0, 0, 6, 5, 0] = 2
T1[0, 1, 0, 4, 6] = −1 T1[0, 1, 0, 6, 4] = −1 T1[0, 1, 4, 0, 6] = −1
T1[0, 1, 4, 6, 0] = −1 T1[0, 1, 6, 0, 4] = −1 T1[0, 1, 6, 4, 0] = −1
T1[0, 2, 0, 3, 6] = 1 T1[0, 2, 0, 6, 3] = 1 T1[0, 2, 3, 0, 6] = 1
T1[0, 2, 3, 6, 0] = 1 T1[0, 2, 6, 0, 3] = 1 T1[0, 2, 6, 3, 0] = 1
T1[0, 3, 0, 2, 6] = 1 T1[0, 3, 0, 6, 2] = 1 T1[0, 3, 2, 0, 6] = 1
T1[0, 3, 2, 6, 0] = 1 T1[0, 3, 6, 0, 2] = 1 T1[0, 3, 6, 2, 0] = 1
T1[0, 4, 0, 1, 6] = −1 T1[0, 4, 0, 6, 1] = −1 T1[0, 4, 1, 0, 6] = −1
T1[0, 4, 1, 6, 0] = −1 T1[0, 4, 6, 0, 1] = −1 T1[0, 4, 6, 1, 0] = −1
T1[0, 5, 0, 0, 6] = 2 T1[0, 5, 0, 6, 0] = 2 T1[0, 5, 6, 0, 0] = 2
T1[0, 6, 0, 0, 5] = 2 T1[0, 6, 0, 1, 4] = −1 T1[0, 6, 0, 2, 3] = 1
T1[0, 6, 0, 3, 2] = 1 T1[0, 6, 0, 4, 1] = −1 T1[0, 6, 0, 5, 0] = 2
T1[0, 6, 1, 0, 4] = −1 T1[0, 6, 1, 4, 0] = −1 T1[0, 6, 2, 0, 3] = 1
T1[0, 6, 2, 3, 0] = 1 T1[0, 6, 3, 0, 2] = 1 T1[0, 6, 3, 2, 0] = 1
T1[0, 6, 4, 0, 1] = −1 T1[0, 6, 4, 1, 0] = −1 T1[0, 6, 5, 0, 0] = 2
T1[1, 0, 1, 5, 6] = 1 T1[1, 0, 1, 6, 5] = 1 T1[1, 0, 5, 1, 6] = 1
T1[1, 0, 5, 6, 1] = 1 T1[1, 0, 6, 1, 5] = 1 T1[1, 0, 6, 5, 1] = 1
T1[1, 1, 0, 5, 6] = 1 T1[1, 1, 0, 6, 5] = 1 T1[1, 1, 1, 4, 6] = −2
T1[1, 1, 1, 6, 4] = −2 T1[1, 1, 2, 3, 6] = 1 T1[1, 1, 2, 6, 3] = 1
T1[1, 1, 3, 2, 6] = 1 T1[1, 1, 3, 6, 2] = 1 T1[1, 1, 4, 1, 6] = −2
T1[1, 1, 4, 6, 1] = −2 T1[1, 1, 5, 0, 6] = 1 T1[1, 1, 5, 6, 0] = 1
T1[1, 1, 6, 0, 5] = 1 T1[1, 1, 6, 1, 4] = −2 T1[1, 1, 6, 2, 3] = 1
T1[1, 1, 6, 3, 2] = 1 T1[1, 1, 6, 4, 1] = −2 T1[1, 1, 6, 5, 0] = 1
T1[1, 2, 1, 3, 6] = 1 T1[1, 2, 1, 6, 3] = 1 T1[1, 2, 3, 1, 6] = 1
T1[1, 2, 3, 6, 1] = 1 T1[1, 2, 6, 1, 3] = 1 T1[1, 2, 6, 3, 1] = 1
T1[1, 3, 1, 2, 6] = 1 T1[1, 3, 1, 6, 2] = 1 T1[1, 3, 2, 1, 6] = 1
T1[1, 3, 2, 6, 1] = 1 T1[1, 3, 6, 1, 2] = 1 T1[1, 3, 6, 2, 1] = 1
T1[1, 4, 1, 1, 6] = −2 T1[1, 4, 1, 6, 1] = −2 T1[1, 4, 6, 1, 1] = −2
T1[1, 5, 0, 1, 6] = 1 T1[1, 5, 0, 6, 1] = 1 T1[1, 5, 1, 0, 6] = 1
T1[1, 5, 1, 6, 0] = 1 T1[1, 5, 6, 0, 1] = 1 T1[1, 5, 6, 1, 0] = 1
T1[1, 6, 0, 1, 5] = 1 T1[1, 6, 0, 5, 1] = 1 T1[1, 6, 1, 0, 5] = 1
T1[1, 6, 1, 1, 4] = −2 T1[1, 6, 1, 2, 3] = 1 T1[1, 6, 1, 3, 2] = 1
T1[1, 6, 1, 4, 1] = −2 T1[1, 6, 1, 5, 0] = 1 T1[1, 6, 2, 1, 3] = 1
T1[1, 6, 2, 3, 1] = 1 T1[1, 6, 3, 1, 2] = 1 T1[1, 6, 3, 2, 1] = 1
T1[1, 6, 4, 1, 1] = −2 T1[1, 6, 5, 0, 1] = 1 T1[1, 6, 5, 1, 0] = 1
T1[2, 0, 2, 5, 6] = 1 T1[2, 0, 2, 6, 5] = 1 T1[2, 0, 5, 2, 6] = 1
T1[2, 0, 5, 6, 2] = 1 T1[2, 0, 6, 2, 5] = 1 T1[2, 0, 6, 5, 2] = 1
T1[2, 1, 2, 4, 6] = −1 T1[2, 1, 2, 6, 4] = −1 T1[2, 1, 4, 2, 6] = −1
T1[2, 1, 4, 6, 2] = −1 T1[2, 1, 6, 2, 4] = −1 T1[2, 1, 6, 4, 2] = −1
T1[2, 2, 0, 5, 6] = 1 T1[2, 2, 0, 6, 5] = 1 T1[2, 2, 1, 4, 6] = −1
T1[2, 2, 1, 6, 4] = −1 T1[2, 2, 2, 3, 6] = 2 T1[2, 2, 2, 6, 3] = 2
T1[2, 2, 3, 2, 6] = 2 T1[2, 2, 3, 6, 2] = 2 T1[2, 2, 4, 1, 6] = −1
T1[2, 2, 4, 6, 1] = −1 T1[2, 2, 5, 0, 6] = 1 T1[2, 2, 5, 6, 0] = 1
T1[2, 2, 6, 0, 5] = 1 T1[2, 2, 6, 1, 4] = −1 T1[2, 2, 6, 2, 3] = 2
T1[2, 2, 6, 3, 2] = 2 T1[2, 2, 6, 4, 1] = −1 T1[2, 2, 6, 5, 0] = 1
T1[2, 3, 2, 2, 6] = 2 T1[2, 3, 2, 6, 2] = 2 T1[2, 3, 6, 2, 2] = 2
T1[2, 4, 1, 2, 6] = −1 T1[2, 4, 1, 6, 2] = −1 T1[2, 4, 2, 1, 6] = −1
T1[2, 4, 2, 6, 1] = −1 T1[2, 4, 6, 1, 2] = −1 T1[2, 4, 6, 2, 1] = −1
T1[2, 5, 0, 2, 6] = 1 T1[2, 5, 0, 6, 2] = 1 T1[2, 5, 2, 0, 6] = 1
T1[2, 5, 2, 6, 0] = 1 T1[2, 5, 6, 0, 2] = 1 T1[2, 5, 6, 2, 0] = 1
T1[2, 6, 0, 2, 5] = 1 T1[2, 6, 0, 5, 2] = 1 T1[2, 6, 1, 2, 4] = −1
T1[2, 6, 1, 4, 2] = −1 T1[2, 6, 2, 0, 5] = 1 T1[2, 6, 2, 1, 4] = −1
T1[2, 6, 2, 2, 3] = 2 T1[2, 6, 2, 3, 2] = 2 T1[2, 6, 2, 4, 1] = −1
T1[2, 6, 2, 5, 0] = 1 T1[2, 6, 3, 2, 2] = 2 T1[2, 6, 4, 1, 2] = −1
T1[2, 6, 4, 2, 1] = −1 T1[2, 6, 5, 0, 2] = 1 T1[2, 6, 5, 2, 0] = 1
T1[3, 0, 3, 5, 6] = 1 T1[3, 0, 3, 6, 5] = 1 T1[3, 0, 5, 3, 6] = 1
T1[3, 0, 5, 6, 3] = 1 T1[3, 0, 6, 3, 5] = 1 T1[3, 0, 6, 5, 3] = 1
T1[3, 1, 3, 4, 6] = −1 T1[3, 1, 3, 6, 4] = −1 T1[3, 1, 4, 3, 6] = −1
5T1[3, 1, 4, 6, 3] = −1 T1[3, 1, 6, 3, 4] = −1 T1[3, 1, 6, 4, 3] = −1
T1[3, 2, 3, 3, 6] = 2 T1[3, 2, 3, 6, 3] = 2 T1[3, 2, 6, 3, 3] = 2
T1[3, 3, 0, 5, 6] = 1 T1[3, 3, 0, 6, 5] = 1 T1[3, 3, 1, 4, 6] = −1
T1[3, 3, 1, 6, 4] = −1 T1[3, 3, 2, 3, 6] = 2 T1[3, 3, 2, 6, 3] = 2
T1[3, 3, 3, 2, 6] = 2 T1[3, 3, 3, 6, 2] = 2 T1[3, 3, 4, 1, 6] = −1
T1[3, 3, 4, 6, 1] = −1 T1[3, 3, 5, 0, 6] = 1 T1[3, 3, 5, 6, 0] = 1
T1[3, 3, 6, 0, 5] = 1 T1[3, 3, 6, 1, 4] = −1 T1[3, 3, 6, 2, 3] = 2
T1[3, 3, 6, 3, 2] = 2 T1[3, 3, 6, 4, 1] = −1 T1[3, 3, 6, 5, 0] = 1
T1[3, 4, 1, 3, 6] = −1 T1[3, 4, 1, 6, 3] = −1 T1[3, 4, 3, 1, 6] = −1
T1[3, 4, 3, 6, 1] = −1 T1[3, 4, 6, 1, 3] = −1 T1[3, 4, 6, 3, 1] = −1
T1[3, 5, 0, 3, 6] = 1 T1[3, 5, 0, 6, 3] = 1 T1[3, 5, 3, 0, 6] = 1
T1[3, 5, 3, 6, 0] = 1 T1[3, 5, 6, 0, 3] = 1 T1[3, 5, 6, 3, 0] = 1
T1[3, 6, 0, 3, 5] = 1 T1[3, 6, 0, 5, 3] = 1 T1[3, 6, 1, 3, 4] = −1
T1[3, 6, 1, 4, 3] = −1 T1[3, 6, 2, 3, 3] = 2 T1[3, 6, 3, 0, 5] = 1
T1[3, 6, 3, 1, 4] = −1 T1[3, 6, 3, 2, 3] = 2 T1[3, 6, 3, 3, 2] = 2
T1[3, 6, 3, 4, 1] = −1 T1[3, 6, 3, 5, 0] = 1 T1[3, 6, 4, 1, 3] = −1
T1[3, 6, 4, 3, 1] = −1 T1[3, 6, 5, 0, 3] = 1 T1[3, 6, 5, 3, 0] = 1
T1[4, 0, 4, 5, 6] = 1 T1[4, 0, 4, 6, 5] = 1 T1[4, 0, 5, 4, 6] = 1
T1[4, 0, 5, 6, 4] = 1 T1[4, 0, 6, 4, 5] = 1 T1[4, 0, 6, 5, 4] = 1
T1[4, 1, 4, 4, 6] = −2 T1[4, 1, 4, 6, 4] = −2 T1[4, 1, 6, 4, 4] = −2
T1[4, 2, 3, 4, 6] = 1 T1[4, 2, 3, 6, 4] = 1 T1[4, 2, 4, 3, 6] = 1
T1[4, 2, 4, 6, 3] = 1 T1[4, 2, 6, 3, 4] = 1 T1[4, 2, 6, 4, 3] = 1
T1[4, 3, 2, 4, 6] = 1 T1[4, 3, 2, 6, 4] = 1 T1[4, 3, 4, 2, 6] = 1
T1[4, 3, 4, 6, 2] = 1 T1[4, 3, 6, 2, 4] = 1 T1[4, 3, 6, 4, 2] = 1
T1[4, 4, 0, 5, 6] = 1 T1[4, 4, 0, 6, 5] = 1 T1[4, 4, 1, 4, 6] = −2
T1[4, 4, 1, 6, 4] = −2 T1[4, 4, 2, 3, 6] = 1 T1[4, 4, 2, 6, 3] = 1
T1[4, 4, 3, 2, 6] = 1 T1[4, 4, 3, 6, 2] = 1 T1[4, 4, 4, 1, 6] = −2
T1[4, 4, 4, 6, 1] = −2 T1[4, 4, 5, 0, 6] = 1 T1[4, 4, 5, 6, 0] = 1
T1[4, 4, 6, 0, 5] = 1 T1[4, 4, 6, 1, 4] = −2 T1[4, 4, 6, 2, 3] = 1
T1[4, 4, 6, 3, 2] = 1 T1[4, 4, 6, 4, 1] = −2 T1[4, 4, 6, 5, 0] = 1
T1[4, 5, 0, 4, 6] = 1 T1[4, 5, 0, 6, 4] = 1 T1[4, 5, 4, 0, 6] = 1
T1[4, 5, 4, 6, 0] = 1 T1[4, 5, 6, 0, 4] = 1 T1[4, 5, 6, 4, 0] = 1
T1[4, 6, 0, 4, 5] = 1 T1[4, 6, 0, 5, 4] = 1 T1[4, 6, 1, 4, 4] = −2
T1[4, 6, 2, 3, 4] = 1 T1[4, 6, 2, 4, 3] = 1 T1[4, 6, 3, 2, 4] = 1
T1[4, 6, 3, 4, 2] = 1 T1[4, 6, 4, 0, 5] = 1 T1[4, 6, 4, 1, 4] = −2
T1[4, 6, 4, 2, 3] = 1 T1[4, 6, 4, 3, 2] = 1 T1[4, 6, 4, 4, 1] = −2
T1[4, 6, 4, 5, 0] = 1 T1[4, 6, 5, 0, 4] = 1 T1[4, 6, 5, 4, 0] = 1
T1[5, 0, 5, 5, 6] = 2 T1[5, 0, 5, 6, 5] = 2 T1[5, 0, 6, 5, 5] = 2
T1[5, 1, 4, 5, 6] = −1 T1[5, 1, 4, 6, 5] = −1 T1[5, 1, 5, 4, 6] = −1
T1[5, 1, 5, 6, 4] = −1 T1[5, 1, 6, 4, 5] = −1 T1[5, 1, 6, 5, 4] = −1
T1[5, 2, 3, 5, 6] = 1 T1[5, 2, 3, 6, 5] = 1 T1[5, 2, 5, 3, 6] = 1
T1[5, 2, 5, 6, 3] = 1 T1[5, 2, 6, 3, 5] = 1 T1[5, 2, 6, 5, 3] = 1
T1[5, 3, 2, 5, 6] = 1 T1[5, 3, 2, 6, 5] = 1 T1[5, 3, 5, 2, 6] = 1
T1[5, 3, 5, 6, 2] = 1 T1[5, 3, 6, 2, 5] = 1 T1[5, 3, 6, 5, 2] = 1
T1[5, 4, 1, 5, 6] = −1 T1[5, 4, 1, 6, 5] = −1 T1[5, 4, 5, 1, 6] = −1
T1[5, 4, 5, 6, 1] = −1 T1[5, 4, 6, 1, 5] = −1 T1[5, 4, 6, 5, 1] = −1
T1[5, 5, 0, 5, 6] = 2 T1[5, 5, 0, 6, 5] = 2 T1[5, 5, 1, 4, 6] = −1
T1[5, 5, 1, 6, 4] = −1 T1[5, 5, 2, 3, 6] = 1 T1[5, 5, 2, 6, 3] = 1
T1[5, 5, 3, 2, 6] = 1 T1[5, 5, 3, 6, 2] = 1 T1[5, 5, 4, 1, 6] = −1
T1[5, 5, 4, 6, 1] = −1 T1[5, 5, 5, 0, 6] = 2 T1[5, 5, 5, 6, 0] = 2
T1[5, 5, 6, 0, 5] = 2 T1[5, 5, 6, 1, 4] = −1 T1[5, 5, 6, 2, 3] = 1
T1[5, 5, 6, 3, 2] = 1 T1[5, 5, 6, 4, 1] = −1 T1[5, 5, 6, 5, 0] = 2
T1[5, 6, 0, 5, 5] = 2 T1[5, 6, 1, 4, 5] = −1 T1[5, 6, 1, 5, 4] = −1
T1[5, 6, 2, 3, 5] = 1 T1[5, 6, 2, 5, 3] = 1 T1[5, 6, 3, 2, 5] = 1
T1[5, 6, 3, 5, 2] = 1 T1[5, 6, 4, 1, 5] = −1 T1[5, 6, 4, 5, 1] = −1
T1[5, 6, 5, 0, 5] = 2 T1[5, 6, 5, 1, 4] = −1 T1[5, 6, 5, 2, 3] = 1
T1[5, 6, 5, 3, 2] = 1 T1[5, 6, 5, 4, 1] = −1 T1[5, 6, 5, 5, 0] = 2
TABLE II: Tensor T1 (multiplied by 24).
T2[0, 0, 0, 5, 6] = −1 T2[0, 0, 0, 6, 5] = −1 T2[0, 0, 1, 4, 6] = −1
T2[0, 0, 1, 6, 4] = 2 T2[0, 0, 2, 3, 6] = 1 T2[0, 0, 2, 6, 3] = −2
T2[0, 0, 3, 2, 6] = 1 T2[0, 0, 3, 6, 2] = −2 T2[0, 0, 4, 1, 6] = −1
T2[0, 0, 4, 6, 1] = 2 T2[0, 0, 5, 0, 6] = 2 T2[0, 0, 5, 6, 0] = −1
T2[0, 0, 6, 0, 5] = 2 T2[0, 0, 6, 1, 4] = −1 T2[0, 0, 6, 2, 3] = 1
T2[0, 0, 6, 3, 2] = 1 T2[0, 0, 6, 4, 1] = −1 T2[0, 0, 6, 5, 0] = −1
T2[0, 1, 0, 4, 6] = 2 T2[0, 1, 0, 6, 4] = −1 T2[0, 1, 4, 0, 6] = −1
T2[0, 1, 4, 6, 0] = −1 T2[0, 1, 6, 0, 4] = −1 T2[0, 1, 6, 4, 0] = 2
T2[0, 2, 0, 3, 6] = −2 T2[0, 2, 0, 6, 3] = 1 T2[0, 2, 3, 0, 6] = 1
T2[0, 2, 3, 6, 0] = 1 T2[0, 2, 6, 0, 3] = 1 T2[0, 2, 6, 3, 0] = −2
T2[0, 3, 0, 2, 6] = −2 T2[0, 3, 0, 6, 2] = 1 T2[0, 3, 2, 0, 6] = 1
T2[0, 3, 2, 6, 0] = 1 T2[0, 3, 6, 0, 2] = 1 T2[0, 3, 6, 2, 0] = −2
T2[0, 4, 0, 1, 6] = 2 T2[0, 4, 0, 6, 1] = −1 T2[0, 4, 1, 0, 6] = −1
T2[0, 4, 1, 6, 0] = −1 T2[0, 4, 6, 0, 1] = −1 T2[0, 4, 6, 1, 0] = 2
T2[0, 5, 0, 0, 6] = −1 T2[0, 5, 0, 6, 0] = 2 T2[0, 5, 6, 0, 0] = −1
T2[0, 6, 0, 0, 5] = −1 T2[0, 6, 0, 1, 4] = −1 T2[0, 6, 0, 2, 3] = 1
T2[0, 6, 0, 3, 2] = 1 T2[0, 6, 0, 4, 1] = −1 T2[0, 6, 0, 5, 0] = 2
T2[0, 6, 1, 0, 4] = 2 T2[0, 6, 1, 4, 0] = −1 T2[0, 6, 2, 0, 3] = −2
T2[0, 6, 2, 3, 0] = 1 T2[0, 6, 3, 0, 2] = −2 T2[0, 6, 3, 2, 0] = 1
T2[0, 6, 4, 0, 1] = 2 T2[0, 6, 4, 1, 0] = −1 T2[0, 6, 5, 0, 0] = −1
T2[1, 0, 1, 5, 6] = −2 T2[1, 0, 1, 6, 5] = 1 T2[1, 0, 5, 1, 6] = 1
T2[1, 0, 5, 6, 1] = 1 T2[1, 0, 6, 1, 5] = 1 T2[1, 0, 6, 5, 1] = −2
T2[1, 1, 0, 5, 6] = 1 T2[1, 1, 0, 6, 5] = −2 T2[1, 1, 1, 4, 6] = 1
T2[1, 1, 1, 6, 4] = 1 T2[1, 1, 2, 3, 6] = 1 T2[1, 1, 2, 6, 3] = −2
T2[1, 1, 3, 2, 6] = 1 T2[1, 1, 3, 6, 2] = −2 T2[1, 1, 4, 1, 6] = −2
T2[1, 1, 4, 6, 1] = 1 T2[1, 1, 5, 0, 6] = 1 T2[1, 1, 5, 6, 0] = −2
T2[1, 1, 6, 0, 5] = 1 T2[1, 1, 6, 1, 4] = −2 T2[1, 1, 6, 2, 3] = 1
T2[1, 1, 6, 3, 2] = 1 T2[1, 1, 6, 4, 1] = 1 T2[1, 1, 6, 5, 0] = 1
T2[1, 2, 1, 3, 6] = −2 T2[1, 2, 1, 6, 3] = 1 T2[1, 2, 3, 1, 6] = 1
T2[1, 2, 3, 6, 1] = 1 T2[1, 2, 6, 1, 3] = 1 T2[1, 2, 6, 3, 1] = −2
T2[1, 3, 1, 2, 6] = −2 T2[1, 3, 1, 6, 2] = 1 T2[1, 3, 2, 1, 6] = 1
T2[1, 3, 2, 6, 1] = 1 T2[1, 3, 6, 1, 2] = 1 T2[1, 3, 6, 2, 1] = −2
T2[1, 4, 1, 1, 6] = 1 T2[1, 4, 1, 6, 1] = −2 T2[1, 4, 6, 1, 1] = 1
T2[1, 5, 0, 1, 6] = 1 T2[1, 5, 0, 6, 1] = 1 T2[1, 5, 1, 0, 6] = −2
T2[1, 5, 1, 6, 0] = 1 T2[1, 5, 6, 0, 1] = −2 T2[1, 5, 6, 1, 0] = 1
T2[1, 6, 0, 1, 5] = −2 T2[1, 6, 0, 5, 1] = 1 T2[1, 6, 1, 0, 5] = 1
T2[1, 6, 1, 1, 4] = 1 T2[1, 6, 1, 2, 3] = 1 T2[1, 6, 1, 3, 2] = 1
T2[1, 6, 1, 4, 1] = −2 T2[1, 6, 1, 5, 0] = 1 T2[1, 6, 2, 1, 3] = −2
T2[1, 6, 2, 3, 1] = 1 T2[1, 6, 3, 1, 2] = −2 T2[1, 6, 3, 2, 1] = 1
T2[1, 6, 4, 1, 1] = 1 T2[1, 6, 5, 0, 1] = 1 T2[1, 6, 5, 1, 0] = −2
T2[2, 0, 2, 5, 6] = −2 T2[2, 0, 2, 6, 5] = 1 T2[2, 0, 5, 2, 6] = 1
T2[2, 0, 5, 6, 2] = 1 T2[2, 0, 6, 2, 5] = 1 T2[2, 0, 6, 5, 2] = −2
T2[2, 1, 2, 4, 6] = 2 T2[2, 1, 2, 6, 4] = −1 T2[2, 1, 4, 2, 6] = −1
T2[2, 1, 4, 6, 2] = −1 T2[2, 1, 6, 2, 4] = −1 T2[2, 1, 6, 4, 2] = 2
T2[2, 2, 0, 5, 6] = 1 T2[2, 2, 0, 6, 5] = −2 T2[2, 2, 1, 4, 6] = −1
T2[2, 2, 1, 6, 4] = 2 T2[2, 2, 2, 3, 6] = −1 T2[2, 2, 2, 6, 3] = −1
T2[2, 2, 3, 2, 6] = 2 T2[2, 2, 3, 6, 2] = −1 T2[2, 2, 4, 1, 6] = −1
T2[2, 2, 4, 6, 1] = 2 T2[2, 2, 5, 0, 6] = 1 T2[2, 2, 5, 6, 0] = −2
T2[2, 2, 6, 0, 5] = 1 T2[2, 2, 6, 1, 4] = −1 T2[2, 2, 6, 2, 3] = 2
T2[2, 2, 6, 3, 2] = −1 T2[2, 2, 6, 4, 1] = −1 T2[2, 2, 6, 5, 0] = 1
T2[2, 3, 2, 2, 6] = −1 T2[2, 3, 2, 6, 2] = 2 T2[2, 3, 6, 2, 2] = −1
T2[2, 4, 1, 2, 6] = −1 T2[2, 4, 1, 6, 2] = −1 T2[2, 4, 2, 1, 6] = 2
T2[2, 4, 2, 6, 1] = −1 T2[2, 4, 6, 1, 2] = 2 T2[2, 4, 6, 2, 1] = −1
T2[2, 5, 0, 2, 6] = 1 T2[2, 5, 0, 6, 2] = 1 T2[2, 5, 2, 0, 6] = −2
T2[2, 5, 2, 6, 0] = 1 T2[2, 5, 6, 0, 2] = −2 T2[2, 5, 6, 2, 0] = 1
T2[2, 6, 0, 2, 5] = −2 T2[2, 6, 0, 5, 2] = 1 T2[2, 6, 1, 2, 4] = 2
T2[2, 6, 1, 4, 2] = −1 T2[2, 6, 2, 0, 5] = 1 T2[2, 6, 2, 1, 4] = −1
T2[2, 6, 2, 2, 3] = −1 T2[2, 6, 2, 3, 2] = 2 T2[2, 6, 2, 4, 1] = −1
T2[2, 6, 2, 5, 0] = 1 T2[2, 6, 3, 2, 2] = −1 T2[2, 6, 4, 1, 2] = −1
T2[2, 6, 4, 2, 1] = 2 T2[2, 6, 5, 0, 2] = 1 T2[2, 6, 5, 2, 0] = −2
T2[3, 0, 3, 5, 6] = −2 T2[3, 0, 3, 6, 5] = 1 T2[3, 0, 5, 3, 6] = 1
T2[3, 0, 5, 6, 3] = 1 T2[3, 0, 6, 3, 5] = 1 T2[3, 0, 6, 5, 3] = −2
T2[3, 1, 3, 4, 6] = 2 T2[3, 1, 3, 6, 4] = −1 T2[3, 1, 4, 3, 6] = −1
T2[3, 1, 4, 6, 3] = −1 T2[3, 1, 6, 3, 4] = −1 T2[3, 1, 6, 4, 3] = 2
T2[3, 2, 3, 3, 6] = −1 T2[3, 2, 3, 6, 3] = 2 T2[3, 2, 6, 3, 3] = −1
T2[3, 3, 0, 5, 6] = 1 T2[3, 3, 0, 6, 5] = −2 T2[3, 3, 1, 4, 6] = −1
T2[3, 3, 1, 6, 4] = 2 T2[3, 3, 2, 3, 6] = 2 T2[3, 3, 2, 6, 3] = −1
6T2[3, 3, 3, 2, 6] = −1 T2[3, 3, 3, 6, 2] = −1 T2[3, 3, 4, 1, 6] = −1
T2[3, 3, 4, 6, 1] = 2 T2[3, 3, 5, 0, 6] = 1 T2[3, 3, 5, 6, 0] = −2
T2[3, 3, 6, 0, 5] = 1 T2[3, 3, 6, 1, 4] = −1 T2[3, 3, 6, 2, 3] = −1
T2[3, 3, 6, 3, 2] = 2 T2[3, 3, 6, 4, 1] = −1 T2[3, 3, 6, 5, 0] = 1
T2[3, 4, 1, 3, 6] = −1 T2[3, 4, 1, 6, 3] = −1 T2[3, 4, 3, 1, 6] = 2
T2[3, 4, 3, 6, 1] = −1 T2[3, 4, 6, 1, 3] = 2 T2[3, 4, 6, 3, 1] = −1
T2[3, 5, 0, 3, 6] = 1 T2[3, 5, 0, 6, 3] = 1 T2[3, 5, 3, 0, 6] = −2
T2[3, 5, 3, 6, 0] = 1 T2[3, 5, 6, 0, 3] = −2 T2[3, 5, 6, 3, 0] = 1
T2[3, 6, 0, 3, 5] = −2 T2[3, 6, 0, 5, 3] = 1 T2[3, 6, 1, 3, 4] = 2
T2[3, 6, 1, 4, 3] = −1 T2[3, 6, 2, 3, 3] = −1 T2[3, 6, 3, 0, 5] = 1
T2[3, 6, 3, 1, 4] = −1 T2[3, 6, 3, 2, 3] = 2 T2[3, 6, 3, 3, 2] = −1
T2[3, 6, 3, 4, 1] = −1 T2[3, 6, 3, 5, 0] = 1 T2[3, 6, 4, 1, 3] = −1
T2[3, 6, 4, 3, 1] = 2 T2[3, 6, 5, 0, 3] = 1 T2[3, 6, 5, 3, 0] = −2
T2[4, 0, 4, 5, 6] = −2 T2[4, 0, 4, 6, 5] = 1 T2[4, 0, 5, 4, 6] = 1
T2[4, 0, 5, 6, 4] = 1 T2[4, 0, 6, 4, 5] = 1 T2[4, 0, 6, 5, 4] = −2
T2[4, 1, 4, 4, 6] = 1 T2[4, 1, 4, 6, 4] = −2 T2[4, 1, 6, 4, 4] = 1
T2[4, 2, 3, 4, 6] = 1 T2[4, 2, 3, 6, 4] = 1 T2[4, 2, 4, 3, 6] = −2
T2[4, 2, 4, 6, 3] = 1 T2[4, 2, 6, 3, 4] = −2 T2[4, 2, 6, 4, 3] = 1
T2[4, 3, 2, 4, 6] = 1 T2[4, 3, 2, 6, 4] = 1 T2[4, 3, 4, 2, 6] = −2
T2[4, 3, 4, 6, 2] = 1 T2[4, 3, 6, 2, 4] = −2 T2[4, 3, 6, 4, 2] = 1
T2[4, 4, 0, 5, 6] = 1 T2[4, 4, 0, 6, 5] = −2 T2[4, 4, 1, 4, 6] = −2
T2[4, 4, 1, 6, 4] = 1 T2[4, 4, 2, 3, 6] = 1 T2[4, 4, 2, 6, 3] = −2
T2[4, 4, 3, 2, 6] = 1 T2[4, 4, 3, 6, 2] = −2 T2[4, 4, 4, 1, 6] = 1
T2[4, 4, 4, 6, 1] = 1 T2[4, 4, 5, 0, 6] = 1 T2[4, 4, 5, 6, 0] = −2
T2[4, 4, 6, 0, 5] = 1 T2[4, 4, 6, 1, 4] = 1 T2[4, 4, 6, 2, 3] = 1
T2[4, 4, 6, 3, 2] = 1 T2[4, 4, 6, 4, 1] = −2 T2[4, 4, 6, 5, 0] = 1
T2[4, 5, 0, 4, 6] = 1 T2[4, 5, 0, 6, 4] = 1 T2[4, 5, 4, 0, 6] = −2
T2[4, 5, 4, 6, 0] = 1 T2[4, 5, 6, 0, 4] = −2 T2[4, 5, 6, 4, 0] = 1
T2[4, 6, 0, 4, 5] = −2 T2[4, 6, 0, 5, 4] = 1 T2[4, 6, 1, 4, 4] = 1
T2[4, 6, 2, 3, 4] = 1 T2[4, 6, 2, 4, 3] = −2 T2[4, 6, 3, 2, 4] = 1
T2[4, 6, 3, 4, 2] = −2 T2[4, 6, 4, 0, 5] = 1 T2[4, 6, 4, 1, 4] = −2
T2[4, 6, 4, 2, 3] = 1 T2[4, 6, 4, 3, 2] = 1 T2[4, 6, 4, 4, 1] = 1
T2[4, 6, 4, 5, 0] = 1 T2[4, 6, 5, 0, 4] = 1 T2[4, 6, 5, 4, 0] = −2
T2[5, 0, 5, 5, 6] = −1 T2[5, 0, 5, 6, 5] = 2 T2[5, 0, 6, 5, 5] = −1
T2[5, 1, 4, 5, 6] = −1 T2[5, 1, 4, 6, 5] = −1 T2[5, 1, 5, 4, 6] = 2
T2[5, 1, 5, 6, 4] = −1 T2[5, 1, 6, 4, 5] = 2 T2[5, 1, 6, 5, 4] = −1
T2[5, 2, 3, 5, 6] = 1 T2[5, 2, 3, 6, 5] = 1 T2[5, 2, 5, 3, 6] = −2
T2[5, 2, 5, 6, 3] = 1 T2[5, 2, 6, 3, 5] = −2 T2[5, 2, 6, 5, 3] = 1
T2[5, 3, 2, 5, 6] = 1 T2[5, 3, 2, 6, 5] = 1 T2[5, 3, 5, 2, 6] = −2
T2[5, 3, 5, 6, 2] = 1 T2[5, 3, 6, 2, 5] = −2 T2[5, 3, 6, 5, 2] = 1
T2[5, 4, 1, 5, 6] = −1 T2[5, 4, 1, 6, 5] = −1 T2[5, 4, 5, 1, 6] = 2
T2[5, 4, 5, 6, 1] = −1 T2[5, 4, 6, 1, 5] = 2 T2[5, 4, 6, 5, 1] = −1
T2[5, 5, 0, 5, 6] = 2 T2[5, 5, 0, 6, 5] = −1 T2[5, 5, 1, 4, 6] = −1
T2[5, 5, 1, 6, 4] = 2 T2[5, 5, 2, 3, 6] = 1 T2[5, 5, 2, 6, 3] = −2
T2[5, 5, 3, 2, 6] = 1 T2[5, 5, 3, 6, 2] = −2 T2[5, 5, 4, 1, 6] = −1
T2[5, 5, 4, 6, 1] = 2 T2[5, 5, 5, 0, 6] = −1 T2[5, 5, 5, 6, 0] = −1
T2[5, 5, 6, 0, 5] = −1 T2[5, 5, 6, 1, 4] = −1 T2[5, 5, 6, 2, 3] = 1
T2[5, 5, 6, 3, 2] = 1 T2[5, 5, 6, 4, 1] = −1 T2[5, 5, 6, 5, 0] = 2
T2[5, 6, 0, 5, 5] = −1 T2[5, 6, 1, 4, 5] = −1 T2[5, 6, 1, 5, 4] = 2
T2[5, 6, 2, 3, 5] = 1 T2[5, 6, 2, 5, 3] = −2 T2[5, 6, 3, 2, 5] = 1
T2[5, 6, 3, 5, 2] = −2 T2[5, 6, 4, 1, 5] = −1 T2[5, 6, 4, 5, 1] = 2
T2[5, 6, 5, 0, 5] = 2 T2[5, 6, 5, 1, 4] = −1 T2[5, 6, 5, 2, 3] = 1
T2[5, 6, 5, 3, 2] = 1 T2[5, 6, 5, 4, 1] = −1 T2[5, 6, 5, 5, 0] = −1
TABLE III: Tensor T2 (multiplied by 12
√
5).
T3[0, 0, 0, 5, 6] = −1 T3[0, 0, 0, 6, 5] = 1 T3[0, 0, 1, 4, 6] = 1
T3[0, 0, 2, 3, 6] = −1 T3[0, 0, 3, 2, 6] = −1 T3[0, 0, 4, 1, 6] = 1
T3[0, 0, 5, 6, 0] = −1 T3[0, 0, 6, 1, 4] = −1 T3[0, 0, 6, 2, 3] = 1
T3[0, 0, 6, 3, 2] = 1 T3[0, 0, 6, 4, 1] = −1 T3[0, 0, 6, 5, 0] = 1
T3[0, 1, 0, 6, 4] = −1 T3[0, 1, 4, 0, 6] = −1 T3[0, 1, 4, 6, 0] = 1
T3[0, 1, 6, 0, 4] = 1 T3[0, 2, 0, 6, 3] = 1 T3[0, 2, 3, 0, 6] = 1
T3[0, 2, 3, 6, 0] = −1 T3[0, 2, 6, 0, 3] = −1 T3[0, 3, 0, 6, 2] = 1
T3[0, 3, 2, 0, 6] = 1 T3[0, 3, 2, 6, 0] = −1 T3[0, 3, 6, 0, 2] = −1
T3[0, 4, 0, 6, 1] = −1 T3[0, 4, 1, 0, 6] = −1 T3[0, 4, 1, 6, 0] = 1
T3[0, 4, 6, 0, 1] = 1 T3[0, 5, 0, 0, 6] = 1 T3[0, 5, 6, 0, 0] = −1
T3[0, 6, 0, 0, 5] = −1 T3[0, 6, 0, 1, 4] = 1 T3[0, 6, 0, 2, 3] = −1
T3[0, 6, 0, 3, 2] = −1 T3[0, 6, 0, 4, 1] = 1 T3[0, 6, 1, 4, 0] = −1
T3[0, 6, 2, 3, 0] = 1 T3[0, 6, 3, 2, 0] = 1 T3[0, 6, 4, 1, 0] = −1
T3[0, 6, 5, 0, 0] = 1 T3[1, 0, 1, 6, 5] = 1 T3[1, 0, 5, 1, 6] = 1
T3[1, 0, 5, 6, 1] = −1 T3[1, 0, 6, 1, 5] = −1 T3[1, 1, 0, 5, 6] = −1
T3[1, 1, 1, 4, 6] = 1 T3[1, 1, 1, 6, 4] = −1 T3[1, 1, 2, 3, 6] = −1
T3[1, 1, 3, 2, 6] = −1 T3[1, 1, 4, 6, 1] = 1 T3[1, 1, 5, 0, 6] = −1
T3[1, 1, 6, 0, 5] = 1 T3[1, 1, 6, 2, 3] = 1 T3[1, 1, 6, 3, 2] = 1
T3[1, 1, 6, 4, 1] = −1 T3[1, 1, 6, 5, 0] = 1 T3[1, 2, 1, 6, 3] = 1
T3[1, 2, 3, 1, 6] = 1 T3[1, 2, 3, 6, 1] = −1 T3[1, 2, 6, 1, 3] = −1
T3[1, 3, 1, 6, 2] = 1 T3[1, 3, 2, 1, 6] = 1 T3[1, 3, 2, 6, 1] = −1
T3[1, 3, 6, 1, 2] = −1 T3[1, 4, 1, 1, 6] = −1 T3[1, 4, 6, 1, 1] = 1
T3[1, 5, 0, 1, 6] = 1 T3[1, 5, 0, 6, 1] = −1 T3[1, 5, 1, 6, 0] = 1
T3[1, 5, 6, 1, 0] = −1 T3[1, 6, 0, 5, 1] = 1 T3[1, 6, 1, 0, 5] = −1
T3[1, 6, 1, 1, 4] = 1 T3[1, 6, 1, 2, 3] = −1 T3[1, 6, 1, 3, 2] = −1
T3[1, 6, 1, 5, 0] = −1 T3[1, 6, 2, 3, 1] = 1 T3[1, 6, 3, 2, 1] = 1
T3[1, 6, 4, 1, 1] = −1 T3[1, 6, 5, 0, 1] = 1 T3[2, 0, 2, 6, 5] = 1
T3[2, 0, 5, 2, 6] = 1 T3[2, 0, 5, 6, 2] = −1 T3[2, 0, 6, 2, 5] = −1
T3[2, 1, 2, 6, 4] = −1 T3[2, 1, 4, 2, 6] = −1 T3[2, 1, 4, 6, 2] = 1
T3[2, 1, 6, 2, 4] = 1 T3[2, 2, 0, 5, 6] = −1 T3[2, 2, 1, 4, 6] = 1
T3[2, 2, 2, 3, 6] = −1 T3[2, 2, 2, 6, 3] = 1 T3[2, 2, 3, 6, 2] = −1
T3[2, 2, 4, 1, 6] = 1 T3[2, 2, 5, 0, 6] = −1 T3[2, 2, 6, 0, 5] = 1
T3[2, 2, 6, 1, 4] = −1 T3[2, 2, 6, 3, 2] = 1 T3[2, 2, 6, 4, 1] = −1
T3[2, 2, 6, 5, 0] = 1 T3[2, 3, 2, 2, 6] = 1 T3[2, 3, 6, 2, 2] = −1
T3[2, 4, 1, 2, 6] = −1 T3[2, 4, 1, 6, 2] = 1 T3[2, 4, 2, 6, 1] = −1
T3[2, 4, 6, 2, 1] = 1 T3[2, 5, 0, 2, 6] = 1 T3[2, 5, 0, 6, 2] = −1
T3[2, 5, 2, 6, 0] = 1 T3[2, 5, 6, 2, 0] = −1 T3[2, 6, 0, 5, 2] = 1
T3[2, 6, 1, 4, 2] = −1 T3[2, 6, 2, 0, 5] = −1 T3[2, 6, 2, 1, 4] = 1
T3[2, 6, 2, 2, 3] = −1 T3[2, 6, 2, 4, 1] = 1 T3[2, 6, 2, 5, 0] = −1
T3[2, 6, 3, 2, 2] = 1 T3[2, 6, 4, 1, 2] = −1 T3[2, 6, 5, 0, 2] = 1
T3[3, 0, 3, 6, 5] = 1 T3[3, 0, 5, 3, 6] = 1 T3[3, 0, 5, 6, 3] = −1
T3[3, 0, 6, 3, 5] = −1 T3[3, 1, 3, 6, 4] = −1 T3[3, 1, 4, 3, 6] = −1
T3[3, 1, 4, 6, 3] = 1 T3[3, 1, 6, 3, 4] = 1 T3[3, 2, 3, 3, 6] = 1
T3[3, 2, 6, 3, 3] = −1 T3[3, 3, 0, 5, 6] = −1 T3[3, 3, 1, 4, 6] = 1
T3[3, 3, 2, 6, 3] = −1 T3[3, 3, 3, 2, 6] = −1 T3[3, 3, 3, 6, 2] = 1
T3[3, 3, 4, 1, 6] = 1 T3[3, 3, 5, 0, 6] = −1 T3[3, 3, 6, 0, 5] = 1
T3[3, 3, 6, 1, 4] = −1 T3[3, 3, 6, 2, 3] = 1 T3[3, 3, 6, 4, 1] = −1
T3[3, 3, 6, 5, 0] = 1 T3[3, 4, 1, 3, 6] = −1 T3[3, 4, 1, 6, 3] = 1
T3[3, 4, 3, 6, 1] = −1 T3[3, 4, 6, 3, 1] = 1 T3[3, 5, 0, 3, 6] = 1
T3[3, 5, 0, 6, 3] = −1 T3[3, 5, 3, 6, 0] = 1 T3[3, 5, 6, 3, 0] = −1
T3[3, 6, 0, 5, 3] = 1 T3[3, 6, 1, 4, 3] = −1 T3[3, 6, 2, 3, 3] = 1
T3[3, 6, 3, 0, 5] = −1 T3[3, 6, 3, 1, 4] = 1 T3[3, 6, 3, 3, 2] = −1
T3[3, 6, 3, 4, 1] = 1 T3[3, 6, 3, 5, 0] = −1 T3[3, 6, 4, 1, 3] = −1
T3[3, 6, 5, 0, 3] = 1 T3[4, 0, 4, 6, 5] = 1 T3[4, 0, 5, 4, 6] = 1
T3[4, 0, 5, 6, 4] = −1 T3[4, 0, 6, 4, 5] = −1 T3[4, 1, 4, 4, 6] = −1
T3[4, 1, 6, 4, 4] = 1 T3[4, 2, 3, 4, 6] = 1 T3[4, 2, 3, 6, 4] = −1
T3[4, 2, 4, 6, 3] = 1 T3[4, 2, 6, 4, 3] = −1 T3[4, 3, 2, 4, 6] = 1
T3[4, 3, 2, 6, 4] = −1 T3[4, 3, 4, 6, 2] = 1 T3[4, 3, 6, 4, 2] = −1
T3[4, 4, 0, 5, 6] = −1 T3[4, 4, 1, 6, 4] = 1 T3[4, 4, 2, 3, 6] = −1
T3[4, 4, 3, 2, 6] = −1 T3[4, 4, 4, 1, 6] = 1 T3[4, 4, 4, 6, 1] = −1
T3[4, 4, 5, 0, 6] = −1 T3[4, 4, 6, 0, 5] = 1 T3[4, 4, 6, 1, 4] = −1
T3[4, 4, 6, 2, 3] = 1 T3[4, 4, 6, 3, 2] = 1 T3[4, 4, 6, 5, 0] = 1
T3[4, 5, 0, 4, 6] = 1 T3[4, 5, 0, 6, 4] = −1 T3[4, 5, 4, 6, 0] = 1
T3[4, 5, 6, 4, 0] = −1 T3[4, 6, 0, 5, 4] = 1 T3[4, 6, 1, 4, 4] = −1
T3[4, 6, 2, 3, 4] = 1 T3[4, 6, 3, 2, 4] = 1 T3[4, 6, 4, 0, 5] = −1
T3[4, 6, 4, 2, 3] = −1 T3[4, 6, 4, 3, 2] = −1 T3[4, 6, 4, 4, 1] = 1
T3[4, 6, 4, 5, 0] = −1 T3[4, 6, 5, 0, 4] = 1 T3[5, 0, 5, 5, 6] = 1
T3[5, 0, 6, 5, 5] = −1 T3[5, 1, 4, 5, 6] = −1 T3[5, 1, 4, 6, 5] = 1
T3[5, 1, 5, 6, 4] = −1 T3[5, 1, 6, 5, 4] = 1 T3[5, 2, 3, 5, 6] = 1
T3[5, 2, 3, 6, 5] = −1 T3[5, 2, 5, 6, 3] = 1 T3[5, 2, 6, 5, 3] = −1
T3[5, 3, 2, 5, 6] = 1 T3[5, 3, 2, 6, 5] = −1 T3[5, 3, 5, 6, 2] = 1
7T3[5, 3, 6, 5, 2] = −1 T3[5, 4, 1, 5, 6] = −1 T3[5, 4, 1, 6, 5] = 1
T3[5, 4, 5, 6, 1] = −1 T3[5, 4, 6, 5, 1] = 1 T3[5, 5, 0, 6, 5] = −1
T3[5, 5, 1, 4, 6] = 1 T3[5, 5, 2, 3, 6] = −1 T3[5, 5, 3, 2, 6] = −1
T3[5, 5, 4, 1, 6] = 1 T3[5, 5, 5, 0, 6] = −1 T3[5, 5, 5, 6, 0] = 1
T3[5, 5, 6, 0, 5] = 1 T3[5, 5, 6, 1, 4] = −1 T3[5, 5, 6, 2, 3] = 1
T3[5, 5, 6, 3, 2] = 1 T3[5, 5, 6, 4, 1] = −1 T3[5, 6, 0, 5, 5] = 1
T3[5, 6, 1, 4, 5] = −1 T3[5, 6, 2, 3, 5] = 1 T3[5, 6, 3, 2, 5] = 1
T3[5, 6, 4, 1, 5] = −1 T3[5, 6, 5, 1, 4] = 1 T3[5, 6, 5, 2, 3] = −1
T3[5, 6, 5, 3, 2] = −1 T3[5, 6, 5, 4, 1] = 1 T3[5, 6, 5, 5, 0] = −1
TABLE IV: Tensor T3 (multiplied by 4
√
15).
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