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Abstract 
The aim of this thesis is to introduce a new methodology for the modelling and analysis 
of high frequency seasonal time series. We propose a general modelling methodology 
that involves the usage of the class of cyclostationary processes and multiscale analysis 
methods. In particular, we concentrate on a (much studied) data set consisting of five 
minute Deutsche Mark-US Dollar exchange rate returns. 
A cyclostationary process has a well defined period. Such a process can be represented 
as stationary across periods and non-stationary within periods. Wavelet analysis is an 
ideal multiscale tool for modelling this non-stationary behaviour as the discrete wavelet 
transform is able to decompose a time series into components, representing structure 
associated with both time and scale. 
In the first part of this thesis, we detect cyclostationarity in the data set and look 
at the use of wavelet analysis in the modelling of seasonal time series. Secondly, we de- 
velop general linear and non-stationary models for cyclostationary seasonal time series. 
Finally, we provide a general multiscale algorithm that attempts to capture and simu- 
late the correlation and distributional properties of high frequency seasonal time series. 
This thesis, therefore develops methodology for the modelling and analysis of seasonal 
processes using multiscale methods. 
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Chapter 1 
Introduction 
This thesis introduces a new approach for modelling financial and econometric time series 
using cyclostationary processes and the discrete wavelet transform (DWT), which is a 
snultiscale analysis tool. 
1.1 Outline of Thesis 
Chapter 2 provides an overview of the analysis of financial and econometric time series. 
In particular, we describe the context of the five minute DM-$ returns data set used 
throughout this thesis and establish that it is reasonable to assume that the structure 
of the data will be highly variable over different time scales. We also examine some 
statistical properties of the data set and demonstrate the importance of incorporating 
structural features, such as different intraday (within the day) & interday (across the 
days) dynamics, into the formulation of a model for financial exchange rate returns. 
Chapter 3 outlines the basic statistical and estimation theory used to study time 
series. We consider time and frequency domain techniques, then provide an overview 
of wavelet analysis. Wavelet analysis is an ideal tool for modelling time series with 
time-varying characteristics, as it is able to decompose a time series into components 
representing structure associated with both time and scale. Note that this Chapter 
prepares the ground for the material covered in Chapters 4,5, and 6. 
Chapter 4 reviews literature on the three main research topics covered in this the- 
sis: financial and econometric time series analysis, wavelet analysis and its applications, 
and seasonal time series models. In particular, we consider literature concerning the 
16 
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modelling of the five minute DM-$ returns data set and describe cyclostationary pro- 
cesses. Cyclostationary processes have a well defined period and can be represented as 
stationary across periods and non-stationary within periods. 
Chapter 5 summarises the theory of cyclostationary processes. We provide evi- 
dence that the absolute five minute DM-$ returns are cyclostationary and detect its 
period using a non-parametric spectral algorithm introduced by Hurd & Gerr (1991). 
This demonstrates that we can partition the absolute return series into a vector-valued 
stationary process that is stationary across periods and non-stationary within periods. 
We also investigate the spectral properties of the absolute returns series. 
Chapter 6 outlines the wavelet decomposition of a seasonal time series introduced 
by Li & Hinich (2002). We provide a proof of the necessary and sufficient condition such 
that the seasonal time series is cyclostationary. We discuss the proposed seasonal time 
series model of Li & Hinich (2002) and show that it is unsuitable for modelling the five 
minute DM-$ returns series. 
Chapter 7 considers the evolutionary spectral framework of Priestley (1965) for lo- 
tally stationary processes. Locally stationary processes possess statistical characteristics 
that evolve slowly over time, and can be approximated as stationary over short time 
intervals. We generalize this notion of local stationarity to local cyclostationarity by in- 
troducing the evolutionary spectral framework of locally cyclostationary processes. We 
develop a non-stationary, linear and volatility driven model that includes locally station- 
ary, locally cyclostationary and cyclostationary processes. We examine the statistical 
properties of our proposed model in the time, spectral and wavelet domains. 
Chapter 8 proposes a wavelet and multiscale methodology for modelling and sim- 
ulating seasonal time series. In particular, we provide an algorithm that attempts to 
capture the correlation and distributional properties of seasonal time series, using a 
class of volatility driven cyclostationary models introduced in Chapter 7. Our algorithm 
is applied to the log absolute returns, but we first remove days on which jumps occur by 
implementing the jump removal algorithm of Barndorff-Nielsen & Shephard (2004a). 
Chapter 9 concludes the thesis with a summary of the original contributions and 
recommendations for future research. 
Chapter 2 
Time Series Analysis of Financial 
and Econometric Data 
This thesis studies the modelling of financial and econometric time series using cyclo- 
stationary processes and multiscale analysis. To clearly explain the context of my work, 
this chapter gives an overview of time series analysis for financial and econometric data. 
Firstly, section 2.1 gives a brief overview of time series analysis. The nature of 
financial and econometric time series is introduced and outlined in section 2.2. The data 
set used throughout this thesis is taken from the foreign exchange market, and both 
the data and its context are discussed in section 2.3. Finally, section 2.4 examines the 
statistical properties of the data set in order to inform model formulation. 
2.1 Time Series Analysis 
A time series is made up of a sequence of ordered observations recorded with respect to 
an ordered independent variable t, which belongs to some given index set, see section 3.1. 
This variable t can denote time, depth or distance along a line. Some examples of time 
series are monthly unemployment rates in economics, crime figures in sociology, weekly 
rainfall in meteorology, height above sea level along a line of latitude in oceanography 
and solar activity in astronomy (Granger & Newbold 1997). Certain series possess clear 
seasonal or periodic structure. For example, ice cream sales figures are at their highest 
during the summer months. An aim of time series analysis is to try to characterise 
the underlying process generating such observations and to identify patterns for use in 
18 
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various applications. Mathematical modelling of time series is an important decision 
making tool in many fields including the natural, social and physical sciences, economics 
and finance. 
Time series are physical phenomena that have random structure and are not corn- 
pletely deterministic. For example, it is not possible to calculate the exact values of 
future unemployment rates. It is therefore not possible to predict the exact values of a 
time series at each and every point. In statistics a time series is modelled by a stochastic 
or random process consisting of random variables with an associated probability dis- 
tribution. In other words, each point in the process is assigned a range of possible 
values with different likelihoods of occurrence. A time series with a finite number of 
observations is then considered to be a sample realization out of all possible realizations 
(known as the ensemble) that could have been produced by the stochastic process (Box 
& Jenkins 1976). 
2.2 Financial and Econometric Time Series 
Financial and econometric time series are highly variable over time and possess complex 
structure that can include trends, seasonalities, noise, etc. Due to advances in technology 
more large time series consisting of thousands or even millions of elements are being 
recorded. The availability of such large data sets gives rise to the need for development 
of new and powerful techniques that will accurately characterise the data, once complex 
structure has been uncovered from the improved sampling rate. 
Financial time series consist of prices of assets, such as the exchange rate between 
two currencies, stock, and share prices. Foreign exchange prices are quoted as bid and 
ask pairs (Dacorogna, Gencay, Mueller, Olsen & Pictet 2001, p. 38). A bid price is an 
offer at which a buyer is willing to buy an asset, while an ask is an offer at which a seller 
is willing to sell an asset. Both offers are held open for a fixed amount of time. 
Definition 2.2.1 (Price) The log price log P1? of an asset at discrete time n, that is 
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quoted as a bid and ask pair is given by 
log P, =2 [log P, (bid) + log P, (ask)] 
= log Pý(bid)P,, (ask, ) (2.2.1) 
where P1 (bid) and PP, (ask) are the bid and ask price pair at time ii. 
Note that log PP,, is viewed as a good approximation to the true price, because it is 
the log of the geometric average of the bid and ask pair, and is antisymmetric in the 
FX market (Da. corogna et al. 2001, p. 39). If the price of the Deutsche Mark (DM)-US 
Dollar ($) exchange rate at given time n is P, then the $-DM price is -P. This is an 
important property, since foreign exchange prices can be viewed in two ways. At any 
given time point n, two currencies (assets) are exchanged in the market, so that the 
$-DM and DM-$ price are essentially the same market. 
When analysing financial times series, practitioners find it more convenient to work 
with the returns of the assets, known as the rate of change in prices. An advantage 
of analysing returns (differences in prices) instead of the raw price series is that the 
non-linear log transformation in (2.2.1), makes returns as in (2.2.2) dimensionless, i. e. 
independent of the units that the price is measured in. 
Definition 2.2.2 (Rate of Return) The continuously compounded or log rate of re- 
turn r, z of an asset at time 'a, that is quoted as a bid and ask pair is defined as 
r,,, = 100 - (log Pn - log P,,, _1), 
(2.2.2) 
where log P1 =2 [log PP,, (bid) + log Pn (ask)] is the average of the logarithm of the bid and 
ask prices, also known as the logarithmic Tniddle price. Note that for small changes in 
the price series JP}, log(P IP, _i) 
is approximately equal to the relative price (P', - 
Pa-, )/P,, _, (Surapaitoolkorn 200lß, p. 26) and that r, is a percentage. Hereafter, the 
term return r will refer to the log rate return rr, . 
Another benefit gained from using log returns, the log ratio of the price P at time n 
over the previous price at time it -1 is that they are time additive (Brooks 2002). For 
example, if you have three five minute returns. they can be summed to obtain one fifteen 
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minute return. This makes it possible for different assets to be more easily compared with 
one another. Note that definition (2.2.2) matches that of Gencay, Selcuk & Whitcher 
(20011)), but differs from that of Gencay, Selcuk & Whitcher (2001a). 
Prices tend to fluctuate over time and these changes naturally affect the values of the 
returns. The term used to quantify this variability is volatility. Volatility is a measure 
that indicates the size and intensity of price movements, but there is no universally 
accepted definition of volatility in finance (Dacorogna et al. 2001, p. 68). For example, if 
the price of an asset moves up and down rapidly over time, it will have higher volatility 
than an asset that rarely changes in price over time. Note that volatility is often defined 
as the variance or standard deviation (see section 3) of a time series, which measures 
the dispersion/spread about a central value. When modelling the variability in returns 
r, academics often find it more convenient to work with absolute returns, which are 
denoted by 
Rn =I rß 
1. (2.2.3) 
Note that statistical analysis of the absolute returns provides the same results, irrespec- 
tive of the way the exchange rate is viewed, e. g. DM-$ or $-DM. 
2.3 Empirical Foreign Exchange (FX) Data 
To gain insight into the behaviour of the FX market, the five minute (5min) DM-$ 
returns series r. n, for the period starting from 1/10/1992 to 30/09/19931 will be studied. 
The DM-$ spot market2 provides a good setting for the formulation of new theories, 
as it is the largest world market measured by turnover (Andersen & Bollerslev 1998b). 
Furthermore, market participants are located in different geographical regions, and are 
linked continuously by globalised computerised systems. 
'This data set is also known as the HFDFI data set (Gencay et al. 20011); p. 177) 
2In a spot market assets are bought and sold for cash for delivery within the same or next business 
day. 
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Data Set 
The return series r1z are provided by Olsen & Associates3. The price series consists of 
quotes (bid and ask pairs) that appeared on the Interbank Reuters network, which were 
date stamped to the nearest even second. Errors and outliers were removed from this 
series using the data cleaning algorithm outlined in Dacorogna, Mueller, Nagler, Olsen 
& Pictet (1993). Note that real world data is often not equally spaced in time and to 
obtain a (regularly spaced) time series, operations are carried out on the raw data. Bid 
and ask prices at each 5min interval were obtained by linear interpolation between the 
immediately preceding and following quote, as in Dacorogna et al. (1993, p. 37) and 
Mueller, Dacorogna, Olsen, Pictet, Schwarz & Morgenegg (1990). Returns rn were then 
calculated using the logarithmic middle price log P/z defined in (2.2.1), and equation 
(2.2.2). Trading over the weekends is slower than during the week, so weekends were 
removed. Each weekend starts from Friday 21: 00 Greenwich Mean Time (GMT) and ends 
on Sunday 21: 00. Note that this data set has been extensively documented, analysed 
and modelled in the finance literature. See for example, Andersen & Bollerslev (1997a), 
Andersen & Bollerslev (1998b), Gencay, SelCuk & Whitcher (2001c), and Gencay et al. 
(2001a). 
The DM-$ return time series r?,, is made up of a sample of 260 trading days. Each 
trading day consists of 288 five minute returns and in total, the time series has 74880 ob- 
servations. Note that the trading week starts on Monday. The first and last observation 
each trading day corresponds to 00: 00 hours and 23: 55 hours GMT. In the subsequent 
statistical analysis the following notation will be used: r for n=1, "", N denotes the 
observed absolute return time series, where N= 74880 is the length of the time series; 
m is the trading day, where m=1, ".., M= 260 and M is the total number of trading 
days ; and T is the number of intervals in a day, T= 288. 
FX Market 
The FX market (Dacorogna et al. 1993) is the largest financial market in the world. It 
is a currency trading market that operates twenty four hours a day and seven days a 
week. Its average estimated turnover is appioxiniately one trillion dollars per day (BIS 
3Research Institute for Applied Economics. Seefcldstrasse 223. CH-8008 Zürich. Switzerland. 
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Market Opening Time (GMT) Closing Time (GMT) 
East Asia 21: 00 07: 00 
Europe 06: 00 16: 00 
America 11: 00 21: 00 
Table 2.1: Generic opening and closing times of the worldwide financial markets. 
2005). The market consists of different types of traders operating in different worldwide 
geographical locations and in different time zones. In addition, market participants are 
linked together by global electronic systems. The worldwide FX market can be divided 
into three continental components: East Asia, Europe, and America (refer to Dacorogna 
et at. (1993) for a list of the countries that make up each component). The opening 
times of the three market components are given in Table 2.14, notice that from the 
GNIT viewpoint, the Asian market starts on the day before. The three major trading 
centres are London, New York and Tokyo. 
High frequency financial time series are recorded daily or over finer time scales (Yan 
& Zivot 2003). FX time series are high frequency, as they are recorded over small time 
intervals, which are less than day. For example, the data set mentioned above consists of 
five minute intervals, which are only a small fraction of a day. FX data sets can contain 
a very large amount of data, often consisting of thousands or even millions of elements. 
For example, due to the development of electronic trading, yearly FX data is readily 
available in high frequency for 24 hours per working day. The availability of such data 
sets enables the study of the FX market at different time scales, from minutes to years. 
The methodology of high frequency research in finance involves the following steps: 
1. Empirical analysis is initially carried out to determine the structural features of 
the data that need to be incorporated in a statistical model. 
2. The model is mathematically formulated. 
3. Inferences are carried out in the formal framework of the mathematical model. 
4. The model is validated and tested. 
Data from the FX market are collected and analysed at different frequencies. Da- 
corogna et al. (2001, p. 14) mention that in the 1980s, researchers used daily or lower 
'This table is taken from (Daeorogna et ei. 2001. p. 11)1) 
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frequency data to investigate the dynamics of the FX market. Researchers also gained 
further information and understanding of the FX through the use of intraday data. in the 
1990s. In the finance literature, the term intraday is used to describe quantities recorded 
over time intervals of less than a day, e. g. per minute or per hour. Intraday time series 
are naturally much larger than daily time series recorded over the same period. This is 
because daily data is obtained by averaging a few quoted intraday prices. The structure 
of intraday FX time series are more complex than daily, weekly or lower frequency series. 
According to Mueller, Dacorogna, Dave, Olsen, Pictet & von Weizsaecker (1997) the eco- 
nomic theory of intraday FX data is said to follow the heterogeneous market hypothesis 
structure. For daily, weekly, or lower frequency data a homogeneous market hypothesis 
structure is assumed. 
In a heterogeneous market, there is a market price at any given time that has been 
produced by the aggregation of all the traders' activities. There are different types 
of traders and they carry out their transactions on different time scales or horizons 
that are short, medium, or long term. For instance, there are market makers that 
trade on a high frequency basis. Then, there are the banks, pension fund investors 
and commercial organisations that are active on a low frequency basis, where it can 
take months to carry out deals. The heterogeneous market hypothesis says that traders 
interpret and react differently to news, information arriving in the markets such as 
public announcements, according to the their trading time horizon and characteristic 
dealing frequency. Dacorogna et al. (2001, p. 210) say that other factors that could 
also affect the reaction and interpretation of news include: geographical locations, risk 
aversions, institutional constraints and transaction costs. In contrast, it is assumed that 
in a homogeneous market all traders react to and interpret information arriving into the 
markets in the same way. The heterogeneity of market participants, unlike homogeneity 
fits in with the description of the FX market set down by the international organisations 
such as the International Monetary Fund or International Settlements (Dacorogna et al. 
2001, p. 15), where the participation of different types of market participants in different 
geographical locations is mentioned. 
As we shall study data from a heterogeneous market, it is reasonable to assume 
that the structure of the data will be highly variable over different time scales, and the 
introduction of multiscale analysis in this setting is highly attractive. For data from a 
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homogeneous market, there is no need to assume potentially very different structure will 
be present at different time scales, as it is assumed that the price is coherently set over 
different time scales. 
2.4 Empirical Analysis and Features of FX Data 
Studies of the DM-$ five minute returns r71 plotted in Figure 2.1, display a pronounced 
intraday volatility pattern. This can be seen in plot (b) of Figure 2.2, where the standard 
deviations of r, calculated with respect to all trading days m is plotted. This intraday 
volatility pattern can be linked to the opening and closing hours of the different trade 
centers and Andersen & Bollerslev (1997b) state that: 
The volatility starts out at a relatively high level followed by a slow decay 
up to around 03: 00 GMT (interval 35). The strong drop between intervals 39 
and 59 corresponds to the lunch hour in the Tokyo and Hong Kong markets. 
Activity then picks up during the afternoon session in the Far Eastern mar- 
kets and is further fuelled by the opening of the European markets around 
07: 00 GMT (interval 83). The market volatility then declines slowly until the 
European lunch hour at 11: 30 GMT (interval 137), before it increases sharply 
during the overlap of afternoon trading in Europe and the opening of the US 
markets around 13: 00 GMT, or 7.00 am New York (interval 155). After the 
European markets close volatility declines monotonically until trading asso- 
ciated with the Far Eastern markets starts to pick up again around 21: 00 
GMT (interval 251). 
Notice that in plot (a) of Figure 2.2, the average of series r, calculated with respect to all 
trading days m is very close to zero and this is consistent with a zero mean assumption. 
The autocorrelation sequence (acs) of the returns r,,, measures the linear dependence 
between pairs of values in the series that are located an interval length -r of lag ýr apart, 
see Figure 2.3. Notice that the auto correlations are small at almost all lags and that 
beyond the first few lags the series resembles a realisation of white noise (Andersen & 
I3ollerslev 1997b). The 95 % confidence interval were obtained using the test for white 
noise in Jenkins & Watts (1969. p. 188), where the distribution of the acs can be taken 
to be normal with mean zero and variance 1/N. In contrast. the acs of the DM-$ five 
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Figure 2.1: Plot of DM-$ five minute returns 7r,,, from 1st October 1992 to 29 September 
1993, where r, = 100 . (log(P,,, ) - log(P7,, _i), n=1,2, .-. 
74880 and 0= 288 
(days) is 
the sampling interval. 
minute absolute returns R, exhibit a distinct U-shape within the trading day, (Mueller 
et al. 1997, Andersen & Bollerslev 1998b, Gencay et al. 2001b). Andersen & Bollerslev 
(1997b) state that this shape is induced by the strong intraday pattern. Figure 2.4 shows 
that the sample autocorrelation sequence of R7,. Notice that the autocorrelations are low 
in the middle of the day, but high at the beginning and end of the trading day. (These 
periodicities are exhibited as peaks in the spectral density estimate displayed in Figure 
5.7. ) 
In order to capture the dynamics of the time series Rn, in a model, it is important to 
look at and understand the behaviour of the series with respect to the trading day rn and 
the specific time of day t. The variable t, is the index for the 288 five minute intervals 
that occur during the day and is denoted as t=0, """, T-1= 287. Let R,,,,,, t denote the 
tth five minute return on the rnt" trading day. Note that the series R,. t is referred to as 
a seasonal time series with period in and season t. Figure 2.5 and Figure 2.6 show the 
contrasting dynamics that occur when the time series is plotted with respect to varying 
TO or 1. In Figure 2.5 the behaviour exhibited for each fixed rn is non-stationary over t. 
For fixed t in Figure 2.6. the plots look consistent with an assumption of stationarity, 
except for a few apparent, outlier values that are present. Note that inany of these values 
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Figure 2.2: Plot (a) and (b) are the average and standard deviation of rn, for each five 
minute time interval t, t=0, """, 287, respectively, calculated using all 260 trading days. 
will be removed in later analyses using a jump removal algorithm. 
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Figure 2.3: The sample autocorrelation sequence for DM-$ five minute returns is repre- 
sented by the thick line. Lags greater than zero and up to 5 days are displayed. 
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Figure 2.4: The sample autocorrelation sequence for DM-$ five minute absolute returns 
is represented by the thick line. Lags greater than zero and up to 5 days are displayed 
and a clear periodic structure can he seen. 
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Figure 2.5: The first six consecutive trading days of R, where m=1, -"", 6. 
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Figure 2.6: The try' observation on each trading clay for /=0, "". 5. 
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2.5 Summary 
This section briefly summarises the features of the data set. 
Like other financial and econometric time series, the DM-$ returns data set has com- 
plex structure. The high frequency sampling of the data set uncovers different intraday 
(within the day) and interday (across the days) structure. The intraday volatility pattern 
is pronounced and is attributed to the openings and closings of the FX market. While 
the intraday average is close to zero. The acs of the absolute returns is shown to exhibit 
a highly significant periodic pattern within the day. This is in contrast to the acs of the 
returns, which resembles that of a white noise sequence. The behaviour of the absolute 
returns are empirically demonstrated to be non-stationary within days and stationary 
across days. 
To model the returns, it is important to incorporate the structural features mentioned 
above into a statistical model. In addition, it is reasonable to assume that the structure 
of the data will be highly variable over different time scales and introduce multiscale 
analysis in the model formulation, since the FX market is a heterogeneous market. 
Chapter 3 
Mathematical Modelling and 
Inference for Time Series 
This chapter first provides a review of the basic statistical theory used to characterise the 
first and second order structure of a time series in the time and frequency domains. The 
chapter then ends by providing an overview of wavelets analysis, which is a relatively new 
field of time-scale (frequency) analysis that has been developed since the early eighties 
and uncovers multiscale structure in a time series. 
There are numerous texts available that provide an in depth analysis of time series 
in the time and frequency domains, see Priestley (1981), Percival & Walden (1993), and 
Brockwell & Davies (1991). Time series are considered to be a finite sample from a 
stochastic process, and this is outlined in section 3.1. The assumption that a stochastic 
process is second order stationary in section 3.2, eases the consistent estimation of the 
first and second order statistical quantities that characterise the behaviour of a time 
series. These include the mean, variance, autocovariance (or autocorrelation) sequence 
in the time domain (see section 3.2) and the spectral density function in the frequency 
domain (see section 3.3). In section 3.4, the assumption of ergodicity is used to obtain 
estimates of these statistical quantities. The periodogram, a naive spectral density func- 
tion estimator is also outlined, along with techniques such as tapering and multitapering 
which provide spectral density estimators with better bias and variance properties than 
the periodograrn. Sect ion 3.5 provides an overview of wavelet analysis, which does not 
require the assumption of stationarity and is an ideal tool for studying time series with 
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time-varying characteristics. For an in depth introduction to wavelets, see Mallat (1998), 
Vidakovic (1999), Percival & Walden (2000) or Gencay et al. (2001b). 
3.1 Stochastic Process Models 
Definition 3.1.1 (Stochastic Process) A real valued discrete or continuous parame- 
ter time series (or stochastic process) is defined as a collection of ordered random vari- 
ables denoted by {Xt :tE D} or {X (t) :tE D} respectively, where X is assumed to 
take values in R. The continuous variable or discrete variable t is usually interpreted as 
time and belong to some given index set denoted by D. 
Let A denote the sampling interval between observations of a discrete time parameter 
stochastic process {X, }. At each time point n, the process {X.,,, } has a random variable 
(rv) X, with associated cumulative probability distribution function (cdf) such that 
F (x) = P(X < x), (3.1.1) 
where P(A) represents the probability that the event A occurs. The corresponding 
first and second central moments of this cdf, the mean and the variance, are defined 
respectively (provided that they exist) by 
E{X,, } =f 
00 
x d, FF(x) -- µn 
(3.1.2) 
and 
var{X,, z} = E{(X - ýcn)2} 
_ 
oc 
(x - /tn)2 dFri(x) -- Qn, (3.1.3) 
where dF, = f,, (x)dx and fn, (. ) denotes the probability density function. 
In order to understand the stochastic process, it is important to look at the rela- 
tionships between its random variables at different time points. These relationships are 
given by their joint cdf. For example, the joint distribution between the rvs X, and 
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Xr,, 
2 
is the bivariate cdf, given by 
F12 (x1,12) = P(Xai < xi, Xn2 G 12), (3.1.4) 
for any ni and n2 in the index set D. More generally, the n-dimensional joint cdf is 
defined as 
F'ni, 
n2,..., nN 
(Xl, X2, ... XN) = 
P(Xni < X1i Xn2 G X2i ... , 
XnN G XN), (3.1.5) 
for any n1, n2, """, nN ED and integer N>1. 
The lowest nontrivial bivariate moment is the autocovariance sequence (acvs) sn,, n2, 
which measures the linear dependence between pairs of rvs Xn, 1 and 
X.,,, 
2 
in the time 
series: 
cov{Xni, Xnzý 
= 
fý rý 
JJ (xl - Nn)(x2 - pn) dFnl, n2(x1, x2) 00 
3n1, n. 2, 
(3.1.6) 
where cov{X,,, Xnz} denotes the covariance between X,,,, and Xn, 2. 
Note that when 
ni = n2, the covariance is equivalent to the variance. The acvs is dependent on the units 
of measurements used in {X,, }. In practise, when analysing the basic properties of a 
time series the standardised autocovariance, called the autocorrelation sequence (acs), is 
used: 
; ,2 Pni, n2 _ 
Sn 
1 'n (3.1.7) 
°fl1a, 
2 
where pn,,, z2 is a measure of linear dependence between the two rvs X,,, and X,, 2 . 
The 
value of the autocorrelation lies in the interval [-1,1]. The extreme values of 1 and -1 
correspond to complete positive and negative correlation respectively. 
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3.2 Stationary Stochastic Process Models 
The class of all stochastic processes is very large and the study of time series is often 
restricted to an important class of stochastic processes, known as stationary processes. 
Stationary processes have certain statistical properties that are independent of time n, 
which makes it straightforward to carry out consistent estimation (see section 3.4). There 
are two main types of stationarity: complete, and second-order stationarity. Note that 
in the literature, complete stationarity is also called strict or strong stationarity, while 
the terms wide sense, weak, or covariance stationary are used to refer to second order 
stationarity. 
Definition 3.2.1 (Complete Stationarity) A stochastic process {X, } is said to be 
completely stationary if for all N>1, the joint distribution of a finite set of random 
variables Xn1, Xn2 ."", XT,, from {X1z :nE D} is given by 
Fn, 
j , n2i..., nN(X1, x2, ... XN) =F 
(x1, X2.... XN)7 
for any TI"" nN ED and for any v such that nl +T, n2 +T, """, nN +Y E D, where 
D denotes the index set. The joint cdf of random variables X,,, 1, 
Xn2, ""; XN sampled 
from a stationary process is the same as that of X1,1+T, """, X,, tN +T. This means that the 
probabilistic structure of a completely stationary process does not change with time. 
Definition 3.2.2 (Second Order Stationarity) The process {X,, } is said to be sec- 
ond order stationary, if for all N>1 and for any TI 1, n2, '"", nN E D, all the first 
and second order joint moments of a finite set of random variables X n, , 
Xn2 -'', XnN 
from {X,, :nE D} exist, are finite and equal to the corresponding joint moments of 
Xn, +r, ""', XnN+T, for any yr such that PI + T, n2 + Ti '"", nN +YED. It then follows, 
that the mean and variance are constants that are independent of n.: 
E{X,, } -- p and var{X } -- Q2. 
In addition, the covariance sequence is a function of the distance between observations. 
since 
cov{X,,,, X 1= E{(_  Ei)(X,,  i1)} = E{X, X, 
} /i 
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where E{X,,, 1 
X, 
z 
}- µ2 is function of the absolute distance In1 - n2l . 
Autocovariance and Autocorrelation sequence 
The acvs of second order stationary time series {X7z} is independent of time n and will 
be denoted by s, i. e. 
ST = COV{Xn, Xn+r} 
= E{(Xn - it)(X,, +T - fu)}. (3.2.1) 
The acvs sT measures the covariance (dependence) between pairs of values in the process 
that are located an interval length 'r or lag 7 apart. The acs of {Xn} is defined as 
Pn, n+r = 
vaitnnf 
For a list of properties of the aces and acs, see (Percival & Walden 1993, p. 37). 
3.3 Spectral Analysis 
(3.2.2) 
Percival & Walden (1993, p. 23) state that spectral analysis is an analysis of variance 
technique that involves representing the time series in the frequency domain, as a linear 
combination of sines and cosines at different frequencies and amplitudes. In other words, 
spectral analysis describes the contribution that each frequency makes to the variance 
of the process. 
Every second order real valued stationary process {X, } with zero mean and sampling 
interval 0 has the following spectral (Cramer) representation: 
- 
rN) 
127rfnA Xn 
Ih 
e dZ(f f(N) 
/f(N) 
P 
i2rrfnzlIdz(f)I 
Pý 
a iie{dZ(f)} 
ýý I. fl<_. f(N) - n. E Z, (3.3.1) 
cov{X, n,, 
X, 
+T} 
var{X, } var{Xt+T} 
COV {Xn, Xn+T} 
= r- 1 =Pr 
where f(, v) is the highest possible frequency, called the Nyquist frequency. The sequence 
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{ Z(f )} represents a complex stochastic process with orthogonal increments, such that 
z(f +(if)-Z(f), 0<f '-- f(N) ; 
az(f) = 0, f= f(N); 
dZ* (-. f) ; -f(N) <1<0, 
where cif represents a small positive increment. The process {X,, } is a linear combination 
of complex exponentials at different frequencies, that have random amplitudes IdZ(f )l 
and phases arg{dZ(f)}. It follows from the orthogonal increments property (Percival & 
Walden 1993, p. 135) that 
ýý 
=I(. 
f), if f =. f'; (3.3.2) E{dZ*(. f')dZ(f)} 
dS 
0, otherwise, 
where SCI (f) = f1 fN S(f')df 
I denotes the integrated spectrum, which is bounded and 
non-decreasing for all If I< f(N) - 
Under certain mild conditions (see section 5.2 for a 
detailed explanation), the acvs of {X,, } can be written as 
s7 _I (i27rf7-oS(f)df (3.3.3) 
f(N) 
for all lags 7EZ, where S(f) is the spectral density function (sdf) of {X,,, } at the 
frequency f. Let it be assumed that the sdf function is square integrable, then S(f) and 
{sT} in equation (3.3.3) form a Fourier transform (FT) pair {s7} F, S(f), such that 
D" 
S(j) =0E STC, -zznfTA. (3.3.4) 
T--00 
for Ifl< 
. 
f(N). Note that the sampling interval for the data set used throughout this 
thesis is five minutes and is denoted by A= 1/288 (days) or 0= 1/12 (hours). 
3.4 Estimation of Weakly Stationary Processes 
A time series is a single realisation of a stochastic process (as mentioned in section 2.1) 
and is considered as a sample of N observed values of the rvs Xi , 
X2-' "', Xiv from the 
process {X, }. Throughout this section, assume that the process {X,, } is a second order 
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stationary process with mean µ and acvs {s7}. To obtain estimates for the statistical 
quantities used to describe the behaviour of a time series, ergodicity is assumed. In other 
words, ensemble averages are replaced by time averages. 
Definition 3.4.1 (Ergodicity) A second order stationary process {X,,, } is said to be 
ergodic in the mean if 
N 
lim PN X - E{Xn} >E=0 for all e>0, (3.4.1) N-oo 
ý_1 
i. e the sample mean (time average) converges in probability to the ensemble average 
E{X,,, }. A sufficient condition for a second order stationary process to be ergodic in the 
mean is that its autocovariance sequence sT is absolutely summable, see Hamilton (1994, 
p. 47). The process {X, } is said to be ergodic for its second moments if 
N-T 
lira P1Z {(XI, - X)(Xn+T - X) - sT >E=0 for all E>0, (3.4.2) N 
n=1 
for all T. 
3.4.1 Estimation of the mean 
The sample mean is an unbiased estimator of Ea, and is defined by 
1N 
NEXT., 
because 
(3.4.3) 
EXIEX,, (3.4.4) 
n=1 
The rv X is consistent, i. e X converges to p. in mean square if limN .c var{X} = 
0, see 
Percival & Walden (1993, p. 188) and Fuller (1996, section 6.1). Note that a process 
{X, } converges in mean square to a value : r,, if for every c, >0 there exists a value N 
such that, 
E{(X,, - 7, )2} <6 (3.4.5) 
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for all n>N (Hamilton 1994, p. 182). Notice that this constraint is satisfied, since we 
assume that the acvs sr is absolutely summable. 
3.4.2 Estimation of the autocovariance sequence 
There are two main non-parametric estimators of the acvs (Percival & Walden 1993, 
p. 190): 
1 
NHrI 
(3 4.6) 
- 
(X. - X)(X+iTi - X), s(u) -NT 71-1 
and 
N-lTI 
(P) =N (Xn - X)(X, +1T1- x), (3.4.7) 
n=1 
for T=0; f1, f(N - 1). The quantities sýui and sýPý are known respectively as 
the unbiased and biased estimators of sT. Note that the superscript (u) refers to unbi- 
ased, while the superscript (p) refers to periodogram. Replacing X by µ 
(which is true 
assymptotically) into (3.4.6) and (3.4.7) yields 
N -j Tj 1E E{(Xý - µ)(Xý+ITý µ)}, E{4 }=N_ IT, 
n-1 
1 N-Irl 
_ sT = s, r 
(3.4.8) 
N-171 
fl 1 
for all ITI <N-1 and 
V-T 
n7l 
N-T 
N 
INI). 
S-r (3.4.9) 
n=1 
respectively (Percival & Walden 1993, p. 191). Equation (3.4.8) shows that when It is 
is an unbiased estimate. On the other hand, the more widely used estimator known. sýý`ý 
s(") is biased and increases its bias when IrI is increased. Note that the following ex- 
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pression for the mean square error of the estimators is valid for many stationary process 
(Percival & Walden 1993, p. 191): 
rose{sp)} < mse{s7' `ý}, 
In addition, {4'')} has the property that it is always positive definite, while s(u) does 
not. 
3.4.3 The Periodogram 
The periodogram is a naive spectral estimator of the sdf S(f) (Percival & Walden 1993, 
chap. 6). Assume that a sample time series of length N from the second order stationary 
process {X,, } has mean zero and an associated purely continuous sdf S(f ). To obtain the 
periodogram S(P)(f), replace the acvs sr by the biased acvs estimator s. p) for I rrI < N-1 
in (3.3.4) and assume that sT =0 for I -rý > N. This yields, 
(N-1) (N-1) N-1rl 
ý(P)(. f) =0 s(P)e-t27rf70 =AY NnNn-411-1 P. -i27rfT4 N 
T=-(N-1) r=-(N-1) n1 
NN 
N `YjXke-i2ý 
f(k-j)o 
j=1 k=1 
N2 
i27rfnA 
=NX, ne (3.4.10) 
n=1 
for Ifl < f(N) and note that {s, 
(P)} 
H 5(P) (f) form a FT pair, see section 3.2. It is 
well known that for some processes, the periodogram produces very biased estimates 
of the true sdf S(f) (Percival & Walden 1993, p. 202-204). To determine whether the 
periodogram provides a good approximation to S(f), it is important to investigate its 
sampling properties. The expectation of 00(f) is given by 
f( : v) 
E{S(ý)(f){ _J T(f - f')S(f')df', (3.4.11) 
f(N) 
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where .F 
denotes Fejer's kernel, the spectral window of the periodogram defined by 
L sine N7r f A) (3.4.12) 
Nsine(irfO) 
Fejer's kernel is symmetric about the origin and is made up of a broad central lobe 
of half-width 1/N0, and N-2 sidelobes that decrease in magnitude as If increases. 
As N -+ x, Fejer's kernel behaves like a Dirac delta function with an infinite spike at 
f=0. From the assumption that S(f) is continuous, it follows that the periodogram is 
an asymptotically unbiased estimator of S(f), i. e. limN. E{ '(P) (f )j = S(f) for all f. 
Note that the expectation of SW (f) or equation (3.4.11) is the convolution of S(f) 
and F(f). Fejer's kernel introduces bias into the spectral estimate via its sidelobes, this 
is known as leakage. Leakage occurs when power (energy per unit time) is transferred 
from one region of S(f) to another, because of the convolution operation between S(f) 
and F(f). The bias in the periodogram can be separated into two distinct parts called 
the local and broadband bias respectively. The local bias is attributed to the width of 
the central lobe in F(f), while broadband bias is due to leakage (the sidelobes). The 
dynamic range of a process, defined by 
CmaxfS(f)\ 1Ologlo (3.4.13) minf S(f) 
has an impact on the bias produced by Fejer's kernel. Processes with high dynamic 
range have more leakage than those with a low dynamic range. Tapering is a technique 
used for reducing bias in the periodogram. 
3.4.4 Tapering 
Tapering improves the bias properties of the periodogram by reducing the sidelobes 
associated with Fejer's kernel and thus decreasing the broadband bias. Assume that 
X1, ", XN is a zero mean stationary process with sdf S(f ). Let {hn} denote a data 
taper and assume that -ý 1 
hä = 1. Then form the product of the length N time series 
with the data taper for each t to obtain h X1, for 1<n<N. The direct spectral 
CHAPTER 3. MATHEMATICAL MODELLING AND INFERENCE FOR TIME 
SERIES 41 
estimator using the tapered data is defined as 
N2 
(d) f) =Oh, Xýe z27rfn. o (3.4.14) 
Note that the expectation of S(d) (f) is given by 
E{5(d)(f)I =J n(. f -1')S(f')df', (3.4.15) f(o 
where 
'H(f) =I IH(. f)l2, (3.4.16) 
and 
H(f) =0E lin-i27rfnA (3.4.17) 
n=1 
denotes the FT of the data taper {h,, }. If h, = iv for 1<n<N the direct spectral 
estimator S(d) (f) is equal to the periodogram SW (f) and the spectral window of the 
direct spectral estimator reduces to Fejer's kernel i. e. 7-l (f) = . 
T(f ). 
Although tapering reduces bias in the spectral estimate there are also some tradeoffs. 
The variance efficiency is effectively decreased as the data taper reduces the size of the 
sample. For other advantages and disadvantages of tapering sec (Percival & Walden 1993, 
section 6.6). 
3.4.5 A Simple Multitaper Spectral Estimate of the Spectral Density 
Function 
Thomson (1982) introduced the multitaper spectral estimation method. The method 
averages several direct spectral estimators that have been constructed using orthogonal 
data tapers. For an exposition on multitapering, see Percival & Walden (1993) and 
Thomson (2000). There are several advantages to using this estimation method, see 
Percival & Walden (1993, p. 331-332). An advantage is that multitapering possesses 
the good bias properties of tapering, but without information contained in the time 
series being lost. The bias of multitaper spectral estimators can also be divided into two 
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parts, called the local bias (due to frequencies within a user defined region W. FV]) and 
broadband bias (due to frequencies outside the user defined region [-W, Wj). 
Given a finte stationary time series Xi , 
X2, """, XN, with mean zero, variance a2 
and sdf S(f). The simplest form of the multitaper estimator S(") (f) is defined as an 
average of K direct spectral estimators: 
K-1 N2 
Sý ýtý ýf) =K Skmt) (f) for Ski 
t) ýf) =0 hý nXne 
i27r fno (3.4.18) 
k-o n=i 
where {hk;, ý} is the orthogonal 
data taper for the kth direct spectral estimator Sk nth (f) 
which is known as the kth eigenspectrum. Using orthogonal data tapers ensures that 
eigenspectra are as uncorrelated as possible, since ýý i hj, nhk n=0 for all jk 
(Thomson 1982). Averaging the K eigenspectra produces an estimator S(m't> that has 
smaller variance than that of any individual Skort) (f) (Percival & Walden 1993, p. 334). 
Each data taper has an associated spectral window that can be expressed as 
N2 
Hk(f) =0 hkne-i2nfnot (3.4.19) 
n=1 
It follows that 
f(N) K-1 
E{sýýt>(f)} _ H(. f - f')S(f')df' with lt(f) _E Rk(f), (3.4.20) f(N) 
n=1 
where 7-l (f) is the spectral window for the estimator S("'t) (f ). To obtain good estimates 
of the sdf, the orthogonal tapers should also exhibit good leakage properties. 
A well known set of orthogonal tapers are the sine tapers, which were first introduced 
by Riedel & Sidorenko (1995): 
2 'Irt hk. n = N+1) sin N+1 
(3.4.21) 
where hk, for n=1, N, denotes the kth sine taper and - 
ý-n 
1 hk ,ý=1. 
The jai' 
spectral window of the sine tapers is concentrated on 
k 
2(N + 1) ` 
lf l 2(N +21) . (3.4.22) 
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The sine tapers are designed to produce spectral estimators with minimum local bias, 
at the expense of sidelobe suppression (Walden, McCoy & Percival 1995). Riedel & 
Sidorenko (1995) show that these sine tapers provide good local and broadband bias 
protection. Using K sine tapers gives a multitaper estimator S("°) (f) with spectral 
window concentrated in [-W, W], where W= (K + 1)/2(N + 1) A (Walden et al. 1995). 
The number of tapers K which are useful is dependent on the desired design bandwidth 
2W of the spectral estimator. The bandwidth of a spectral estimator is a measure of the 
minimum separation between approximately uncorrelated spectral estimates (Walden 
et al. 1995). 
3.5 Wavelet Analysis 
Wavelets are `small waves' and can be described as localised oscillatory basis functions 
that grow and decay over a limited time period. This is in contrast, to `big waves' such as 
sines and cosines which oscillate over the whole real line. Since Morlet, Arens, Fourgeau 
& Giard (1982) first defined a wavelet, wavelet methodology has been used in areas such 
as geophysics, astronomy, signal processing and statistics. Wavelet methodology is an 
alternative to standard Fourier methodology (Vidakovic 1999, p. 16). 
In wavelet analysis, the wavelet transform is used to decompose a time series accord- 
ing to time and scale. The wavelet transform uses a set of wavelet basis functions in 
the time-frequency plane that are shifted and stretched (scaled) versions of each other. 
When the wavelet is short in time, the scale parameter is low and high frequency events 
in the time series are captured. Conversely, when the wavelet is long in time, the scale 
parameter is high and low frequency events are captured. So the wavelet transform 
captures events that are local in time and frequency, by adapting the frequency and 
time resolution of the wavelet filter. This makes the wavelet transform an ideal tool 
for studying real-world non-stationary time series that have time-varying characteristics. 
This is in contrast to the alternative Fourier transform, which is useful in representing 
stationary time series in the frequency domain, without any time localisation. 
To carry out wavelet analysis on discretely sampled time series, the discrete wavelet 
transform (DWT) or maximal overlap discrete wavelet transform (: MMODWT) are used 
and these are typically interpreted through -Nlallat's inultiresolution 
framework (Mallat 
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1989a, Mallat 1989b). A well known class of discrete wavelet functions used, is the family 
of compactly supported orthogonal wavelets introduced by Daubechies (1992). These 
include the extremal phase and least asymmetric filters, which have different vanishing 
moments and degrees of smoothness. These families of bases are indexed by the number 
of vanishing moments and the Haar basis is the zeroth member. A wavelet filter, with r 
vanishing moments, removes polynomials up to degree r. For a review of wavelet families 
refer to Vidakovic (1999, sec. 3.4-3.5) and for a discussion of several recent extensions 
and modifications of wavelets, see Vidakovic (1999, chapter. 5). 
The DWT and MODWT project discretely sampled time series or finite signals 
against wavelet filters to produce wavelet coefficients that are associated with a particu- 
lar dyadic scale. The DWT produces wavelet coefficients at dyadic scales and locations. 
While the MODWT produces wavelet coefficients at dyadic scales and all possible loca- 
tions. Wavelet coefficients computed at locations where the time series is smooth are 
close to zero, while wavelet coefficients computed at irregularities such as discontinuities, 
cusps and sharp spikes are significantly different from zero. This is due to the vanish- 
ing moments property and the fact that wavelets filters are localised in time. Wavelet 
coefficients capture all the information in a time series, as it possible to reconstruct the 
original time series from the wavelet coefficients without loss of information. The re- 
construction of the time series can be interpreted as a sum of detail components and a 
smooth component. The details contain variations of the time series occurring at partic- 
ular time scales and the smooth component captures the overall trend of the time series. 
Note that the DWT will be used throughout this thesis. 
There are advantages and disadvantages concerning the use of the DWT or MODWT, 
see Percival & Walden (2000, p. 19, p. 159) and Vidakovic (1999, sec. 1.2). An advan- 
tage of using the DWT over the MODWT is that it is a orthonormal transform, while 
the MODWT is a highly redundant nonorthogonal transform (Percival & Walden 2000, 
chapter. 5). Orthogonality of the DWT means that the DWT is able to decorrelate a 
wide variety of time series (Craigmile & Percival 2005), by computing wavelet coefficients 
that are approximately uncorrelated (both within and between scales). This decorrela- 
tion property of the DWT is very useful and important when carrying out statistical 
analysis such as simulation. In addition, the DN T maps white noise in the time domain 
to white noise in the wavelet domain (Vidakovic 1999. p. 10). Another advantage of the 
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DWT is that it can be implemented via an algorithm which is faster than fast Fourier 
transform algorithm. For detailed information about the implementation of the DWT, 
see chapter 6. 
3.6 Summary 
This chapter begins by giving a review of the second order stationary statistical the- 
ory and estimation used to characterise the behaviour of a time series in the time and 
frequency domains. Included is a detailed discussion of spectral estimators of the sdf, 
where it is argued that multitapering has superior bias and variance properties, than the 
traditional periodograin and single taper method. 
This chapter then ends by giving an overview of wavelet analysis, in particular the 
DWT, which is an alternative tool to the traditional Fourier (spectral) transform. Unlike 
the Fourier transform, the DWT is an ideal tool for modelling real world non-stationary 
time series. Some advantages of the DWT are: 
1. it is able to uncover structure occurring at different time scales in a time series. 
2. it decorrelates the correlation structure of many time series. 
3. it is implemented via an algorithm which is quicker than the fast Fourier Transform. 
4. several wavelet basis functions are available, in contrast to Fourier analysis which 
only has one set of basis functions. 
Chapter 4 
Literature Review 
This Chapter gives a review of recent literature in the three main areas covered in this 
thesis: econometric and financial time series analysis, wavelet analysis and cyclostation- 
arity. 
Section 4.1 summarises the most commonly used parametric and non-parametric 
financial and econometric models. These include ARMA, GARCH, SV and RV. Section 
4.2 reviews the literature on the modelling of high frequency financial time series, with 
particular emphasis on FX return series. Section 4.3 outlines cyclostationary and local 
stationary processes, which are used to model non-stationary time series. Section 4.4 
reviews recent literature of wavelet applications in finance and economics. Section 4.5 
summarises some wavelet and multiscale methods used for modelling seasonal time series. 
4.1 Econometric and Financial Time Series Models 
4.1.1 Parametric Models 
This section outlines a few of the most commonly used time series models in econometrics. 
These include the Autoregressive Moving Average (ARMA), and the competing gener- 
alised Autoregressive Conditional Heteroskedastic (GARCH) and Stochastic Volatility 
(SV) models. Note that subsequent definitions hold for zero mean univariate time series. 
46 
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ARMA models are used to model second order stationary time series. A zero inean 
ARNIA(p, q) process is defined as 
P9 
cjXf. -j+Z+ZBi 
Zn i, 4.1.1) 
j -i i=1 
where {Z} is a sequence of uncorrelated rvs, which are often assumed to be Gaussian 
and therefore are i. i. d. To ensure stationarity of an ARMA(p, q) process, the roots of the 
polynomial 
O(z) =1- Oiz - ... -z (4.1.2) 
must lie within the unit circle, e. g. X, = 0.4X, _1 - 
Z, is stationary, while X, 2 = 
Xß,, 
_1 + 
Z,,, is not. Note that an ARMA(p, q) process is often referred to as a linear 
time series model, since X71 can be written as a linear combination of a sequence of 
uncorrelated rvs Z. 
GARCH and SV models 
ARCH, its extension LARCH, and SV models are widely used to model daily and lower 
frequency returns series in the finance and econometrics literature (Bollerslev & Engle 
1993, Bollerslev, Engle & Nelson 1994, Dacorogna et al. 1993, Andersen & Bollerslev 
1998b). These models are designed to exhibit the following well-known empirical features 
(stylised facts) of financial returns series (Dacorogna et al. 2001, Chapter. 5): 
" the sample mean of the returns are close to zero. 
" the distribution of the returns are highly peaked and heavy-tailed when compared 
to the normal distribtution. 
" The acs of the returns are small and insignificant at almost all lags. While the acs 
of the absolute or squared returns exhibit large and significant values at some lags. 
" volatility clustering, which is the tendency for volatility in financial time series to 
appear in clusters. As firstly noted by Mandelbrot (1963). `large changes tend to 
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be followed by large changes - of either sign - and small changes tend to be followed 
by small changes". 
There is a numerous amount of literature available on these models, for an exposition, 
see Bera & Higgins (1993), Maddala & Rao (1996), and Mills (1999). 
ARCH was first introduced by Engle (1982), then extended by Bollerslev (1986) and 
Taylor (1986). A zero-mean GARCH(p, q) model is defined by 
X, = UP Zn, nEZ (4. L3) 
P4 
22 Yý 2 
Q. 2 = a0 a, 
X2i+L Q7 ý2j, 
i=1 j-1 
where {Z,, } is a symmetric i. i. d sequence with variance one and aj, ßj >0 (to ensure that 
the variance is positive). Notice that the standard deviation is not directly observable 
and is a linear deterministic function that is dependent on the past squared returns 
and/or past values of the variance. Strict sense stationarity of a GARCH(p, q) process is 
ensured by the well known conditions ao >0 and 
P4 
Eat+Eoj < 
i=1 j=l 
(Bougerol & Picard 1992). Note that a GARCH(p, 0) is equivalent to an ARCH(p) 
process. 
Taylor (1986) introduced the SV model as an alternative to the GARCH model. In 
a SV model, the variance in (4.1.3) is modelled as a stochastic function of past returns. 
Note that ARCH-type. and SV models are referred to as non-linear models. 
4.1.2 Non-parametric Model 
The previous section outlines parametric econometric models that treat the volatility of 
a financial time series as a variable that is not directly observed. As mentioned above, 
these models are effective in modelling daily or lower frequency financial returns. In 
this section, an alternative measure is briefly discussed that enables the volatility of a 
financial returns series to be treated as observed. This measure is called realized volatility 
and relies on the availability of high frequency intraday data. The realized volatility 
framework is an area that has been recently developed in the papers of Barndorff-Nielsen 
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& Shephard, Andersen & Bollerslev (1998a) and Andersen, Bollerslev, Diebold & Labys 
(2001). The analysis of realized volatility has provided new insights into the behaviour 
of volatility, in financial markets. 
Realized Volatility (RV) Framework 
The log price series of an asset is modelled as a special martingale process, which can 
he written as a sum of a local martingale and deterministic finite variation' process 
(Back 1991). This model is general and includes the following standard asset pricing 
model (Andersen, Bollerslev, Frederiksen & Nielsen 2006) for a continuous time log 
price process Pv, at time u, 
dP,,, = it du + a-v, dWz1 + r, udq,, u>0 
(4.1.5) 
where the drift or mean {µý, u> 0} is cädläg2 , the 
instantaneous or diffusive volatility 
{crv, > O, u> 01 is cädläg3, and {Wz,, u> 0} is a standard Brownian motion process. 
The process {qu, u> 0} is a counting process (Duffie 2001, p. 357) that is normalized 
such that, dq, z =1 corresponds to a jump at time u and 
dqv, =0 otherwise. If a jump 
occurs at time u, then the process Ku describes the size of the jump at that time. Note 
that equation (4.1.5) is known as a diffusion model. 
In practice empirical analysis is carried out on discretely sampled series, so the ass- 
sociated return at time n is denoted by 
? 'n=Pn-Pm-1, (4.1.6) 
(assuming a unit sample interval). The corresponding T intra day returns r-m, t for day 
'The variation of a complex valued function defined on an interval [a. b] is the least upper bound of 
sums of the type VV (f) =if (zk) -f (xk-1) k, where a= {a = x. < x, < ... < xnN = b} is a 
partition or an arbitrary system of points on [a, b]. If Vn (f) < oe, then the function f is of (bounded) 
finite variation over [a, b]. 
2A function is chdlag if for all uE (a. b] the function is right continuous and is has a left limit (note 
that any continuous function is cadläg) (Schoutens 2003. p. 11). 
3This assumption allows the instantaneous volatility to have deterministic diurnal effects, jumps, long 
memory. breaks or be non-stationary (Barndorff-Nielsen & Shephard 2001). 
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m, are given by 
rna, t = Pr.. t - Fiat-1 
where P,,,,,, t denotes the tth intraday log price for day in for t=0, "-", 
T-1 and m= 
1'... 
'M. 
RV is based on the quadratic variation (QV) theory of a special sernimartingale and 
is a consistent estimator of QV (Barndorff-Nielsen & Shephard 2002). RV is calculated 
using returns, which are constructed as increments in the log price process over each 
trading day. For example, daily returns are given by r= ý-M1 Tm, t = P,,,, T_1 - Pm, O 
for rn, M, where P,,,,, o is the first log price on day in, and P,,,,, T_1 is the 
last log 
price on day rn. The parameter M= [T/b] is the number of samples per day, where 
Lxj denotes the largest integer less than or equal to x and 6=1,2, ---, T. RV is defined 
as 
M 
rm, t for m. = 1, "., M 
(4.1.8) 
t=i 
where r,,,,, t is the tth intraday return on day m, and .M 
is the number of intraday returns 
per day. For example, M= 288 corresponds to using 5min returns. The measurement 
error of this RV estimator is naturally dependent on choosing a good sampling frequency 
Nf that balances theoretical and practical considerations (Andersen et al. 2001). The 
quadratic variation theory suggests that the log price of an asset should be recorded as 
frequently as possible, to obtain RV estimates that are free of measurement error. This is 
not possible in practice, because sampling at very high frequencies is known to introduce 
microstructure biases, such as errors due to irregular trading and interpolated prices 
(Andersen et al. 2006). Andersen et al. (2001) suggest that a good sampling frequency 
is A4 = 288 samples per day (5min returns). 
In Chapter 8, RV is used to detect jumps in the FX data set. 
4.2 Modelling High Frequency Financial Time Series 
This section reviews the literature on the modelling of high frequency financial time 
series, with particular emphasis oil FX return series. This begins by describing the 
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model that Andersen & Bollerslev (1998b) apply to the FX data set used in this thesis. 
This section then ends by giving a brief summary of the recent high-frequency return 
literature. 
4.2.1 Modelling High Frequency FX Returns 
It has been demonstrated in the section 2.4 that the second order structure of the FX 
time series r, is a dominant feature. A strong intraday pattern is present, which can 
be linked to the openings and closings of the worldwide FX market. In the finance 
literature, it is believed that this periodic pattern distorts the estimation of volatility, 
a measure of the fluctuations and changes in returns over time, so models for the 
FX 
returns series have taken this into account. 
Andersen & Bollerslev (1998b) model the variability in the high frequency FX five 
minute intraday returns using its systematic features. The systematic volatility dynamics 
of high frequency FX returns include the pronounced second order intraday pattern, 
standard volatility clustering at the daily level, and scheduled announcements, such as 
Gross Domestic Product and the Employment Report, which have a short lived impact 
on the overall variability in returns. 
The five minute intraday returns r, m, t are 
rm, t = 100 ' (1og(P(rn-i)T+(t+i)) - 1og(P(, m-i)T+t)), 
where r.,,,,, t is the tth 5min return on the mth trading day 
for m=1, -"", Al and t= 
0, """, T-1. Note that the associated absolute return is 
denoted by R,,,,,, t = lrm, t1. This 
definition is the log returns formulation mentioned in section 2.2, and rn, t is the log ratio 
of the price at the tth five minute interval within day ru, over the previous price at the 
(t - 1)th five minute interval within 
day in. Note that the double index in, t partitions 
the returns r,,, and enables the behaviour of the returns to be modelled with respect to 
the trading day in and the specific time of day t, see table 2.1. 
The model for intraday returns r,,,,. t is defined as the following unobserved component 
or structural model (Hylleberg & Nlizon 1989), 
Týrri. t - 
EjT,,. 
t} _ ýna. tSm. tZnt. t" 
(4.2.1 
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day l day 2. "" day 260 
tU 
t=287 
Table 4.1: Partitioning r.,, with respect to the trading day m and five minute interval t 
where Zm, t are zero mean, unit variance i. i. d. random variables, srn,, t are the calendar 
features as well as regularly scheduled public announcement effects (i. e. the intraday 
pattern), and amt represents the intraday estimates of the standard volatility clustering 
at the daily level, which is captured by the ARCH and SV models. It is assumed that 
the volatility component a,, obtained at the daily level is constant over the trading day 
rn, such that o,,,,,, t = am/T1/2, where T is the number of intraday returns per day. 
It is assumed that all the return components are independent and the volatility 
components satisfy: Q,,,,, t, s,,,, t > 0, for all m, t. By squaring both sides of (4.2.1) and 
taking logs, we obtain the model in the form: 
2 log I r.,,,, t - E{rm,, t} I= c+ log vm t+ 2log sm, t + ujn, t, 
(4.2.2) 
where E{r,,, t} = µr is a fixed constant, c= E{log Zn, t} and u, m. t = log Zn,, t - 
E{log Z t}. It is assumed that the expected value E{log sm,, t} is well-defined and con- 
ditional on other crucial calendar information, as well as the time and type of announce- 
ment. In addition, the log of the volatility log Q,,,,, t is assumed to be strictly stationary 
with a finite unconditional mean, E{log°m,,,, t}. 
To model the shape of the intraday pattern, a deterministic Fourier flexible form 
(FFF) introduced by Gallant (1981) is used to obtain a non-linear regression model. Let 
5,,,,, t -2 log s,. t, the FFF is given by, 
DP 
E( 2pk S, t=o+ E, k=1z + sn +pcos 
) (v)) 
(4.2-3) 
where I (m, t) denotes the indicator for event i that occurs in the time interval t on day 
m. The variables pO, Az, ryc. p and ),,. p represent fixed coefficients. Note that Bollerslev 
and Andersen (1998) explain that the component Sl, t in general should be stochastic, 
although a deterministic model is used. The period of the trigonoinetric terms is one 
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day. The indicator function is an event dummy and allows for some holiday and weekday 
effects. Summer time and similar calendar effects are taken into account by the sinusoidal 
components. 
The non-linear regression model xr,,, t is obtained by using (4.2.3) and (4.2.2), such 
that 
x, n t -- 
2log 1 rm., t - µr 1- log Qn. t =c+ Sm, t + lt, m,, t, 
4.2.4) 
where c is a constant and {u, rn t} is assumed to be stationary. The estimation of this 
(FFF) regression model involves two steps. As a first step the mean µr and volatility Um, t 
are estimated, then substituted into equation (4.2.2) to specify the observable regressors 
and regressands. The resulting regression model is non-linear with respect to the time 
interval t and the event dummy Ii. The mean y, is estimated using the assumption of 
ergodicity, such that 
µ, =r, (4.2.5) 
where r is the sample mean. This is then used to obtain an estimate ä',, t (Andersen 
& Bollerslev 1998b). The second step involves using ordinary least squares to estimate 
the parameters of the non-linear regression model. The parameters of the model include 
the ry and A coefficients, which represent sinusoids and dummy variables respectively. 
Andersen & Bollerslev (1998b) show that the FFF regression approach is successful, but 
not fully efficient. The method extracts most of the intraday periodicities that occur in 
the returns, but short term seasonalities are found in the acs of filtered absolute returns 
jr,,,,, t - rj/sm,, t (Gencay et al. 2001a). 
4.2.2 The Modelling of High Frequency Financial and Econometric 
Data 
The literature on the modelling of high frequency financial and econometric data mainly 
consists of GARCH and RV based models. In Christoffersen & Diebold (2006), Andersen, 
Bollerslev & Nleddahi (2005) and Andersen. Bollerslev, Diebold & Labys (2003) high- 
frequency data is used to obtain RV estimates, which are then modelled and forecasted. 
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Podobnik, Ivanov, Grosse, Matia & Stanley (2004) use ARCH-GARCH approaches to 
model the power law of the distribution of returns. Fang (2000) propose a signal plus 
noise modelling framework for daily and hourly exchange rates. Hayashi (2004) models 
interdaily and intraday stock returns using a hidden Markov model. Baillie & Bollerslev 
(1990) propose a seasonal LARCH to model exchange rate series. For an introduction 
to the area of high-frequency financial data modelling, see Dacorogna et al. (2001). 
4.3 Modelling Non-stationary Time Series 
Many time series that occur in the real world exhibit time-varying characteristics. There 
are many different ways in which to model such time series, depending on how we as- 
sume the statistical properties of the time series evolves over time. In this section, we 
review two approaches and these are cyclostationary or periodically correlated models 
and locally stationary models. 
4.3.1 Periodically Correlated or Cyclostationary Models 
Periodically correlated (PC) or cyclostationary processes are used to model seasonal time 
series that possess first and second order periodic structure. A process is PC if its mean 
and covariance are periodic with period T. PC processes are harmonizable and have a 
(Loeve) harmonizable representation which is function of two frequency variables, for an 
exposition on cyclostationarity, see Chapter 5. Hurd & Gerr (1991) provide a method 
for determining whether a time series has a periodic covariance structure. It is assumed 
that the periodic mean has been removed from the time series or is equal to zero. Their 
approach complements that of Tian (1988), who models first order periodic structure 
and determines the period T of a cyclostationary process using estimates of the mean. 
Periodic Autoregressive Moving Average (PARIV1A) processes are an important class 
of stochastic processes that can be used to model seasonal time series with periodically 
time-varying second order moments. PARMA models can be interpreted as ARMA 
models with time-varying periodic parameters. A zero mean time series 
{X, } follows a 
PARMA(p, q) model (Anderson & MZeerschaert 2005) if 
X= ý' = z/2 + 0? i. TI Zn T. 
(4.3.1) 
'Il i 7L. 'T] ý R-Tl 
T1=1 T]-1 
CHAPTER 4. LITERATURE REVIEW 55 
where the (AR) parameters and the moving average (MA) parameters B1,, T, are 
periodic in n with the same period T>1 for all r1, and {Z,, I is a sequence of uncor- 
related random variables with zero mean and standard deviation c Z. If T=1, then 
(4.3.1) reduces to a stationary ARMA model. Necessary and sufficient conditions on 
the parameters 07z, T, and that guarantee that 
(4.3.1) is PC with period T are not 
yet known (Bloomfield, Hurd & Lund 1994). However, sufficient conditions can be ob- 
tained by using the stationary results of vector/multivariate ARMA models, see Vecchia 
(1985). PARMA models are developed further in Adams & Goodwin (1995), Anderson 
& Meerschaert (1993,1997), Anderson & Vecchia (1993), Basawa & Lund (2000,2001), 
Shao & Lund (2004), Troutman (1979), and Ula (1993). 
PARMA modelling is not widely used to model financial and econometric time series, 
but the following are examples of their use in the area: Broszkiewicz-Suwaj, Makagon, 
Weron & Wylomanska (2004) use a PAR process to model wholesale power prices. Boller- 
slev & Ghysels (1996) introduce a periodic ARCH model which is related to PARMA 
models, to model asset returns with seasonal volatility patterns. Franses (1995) looks 
at the effects of using seasonal correction methods, such as seasonal adjustment filters 
or transformations on data generated from a PAR process. Osborn (1991) investigate 
the implications of periodically varying the coefficients for seasonal time series processes 
and Parzen & Pagano (1979) provide an approach to modelling seasonally stationary 
time series using a PAR model. For an introductory book on the econometric analysis 
of seasonal time series, see Ghysels & Osborn (2001). Note that these references are also 
listed in Gardner, Napolitano & Paura (2006), which is an extensive survey on the past 
fifty years of cyclostationary research. 
4.3.2 Locally Stationary Models 
To model non-stationary time series, it is often assumed in the literature that the time 
series can be approximated as stationary in a local neighbourhood of a time instant, 
and such time series are often referred to as locally stationary. To model and estimate 
locally stationary processes, several authors assume that the second order properties of 
such processes evolve slowly over time. For example, in the time domain Grillenzoni 
(2000) allows the coefficients of a parametric to vary slowly over time, in the frequency 
domain Priestley (1965) allows frequency dependent quantities to vary slowly over time, 
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and Fryzlewicz, Sapatinas & Rao (2006) represent non-stationary time series as a sum 
of wavelets at different scales and locations, with random amplitudes that change slowly 
over time. In Chapter 7, Priestley's approach is discussed in detail and we introduce a 
class of processes that extends Priestley's notion of local stationarity to local cyclosta- 
tionarity. 
4.4 Wavelets and Financial Time Series 
The first surveys on wavelet applications in finance and economics were given by Ramsey 
(1999,2002). Since then, there has been a substantial increase in the literature. This 
section mentions some of these recent contributions. 
Fryzlewicz et al. (2006), n-yzlewicz, Bellegem & von Sachs (2003) and Fryzlewicz 
(2003) model financial log returns using a locally stationary wavelet model. The MODWT 
is used and a time series with time-varying second order structure is represented as a 
sum of wavelets at different scales and locations, with random amplitudes that change 
slowly over time. Clemencon & Slim (2004) apply locally stationary covariance and 
signal estimation to returns of securities using the wavelet packet transform (an exten- 
sion to the DWT). Wong, Wai-Cheung & Lui (2003) propose a wavelet based modelling 
approach that separates exchange rate data into trend, harmonic and irregular compo- 
nents. Copobianco (2004b) uses wavelets to measure the quadratic variation limit of a 
semimartingale. Kim & In (2003) investigate the relationship between various financial 
variables and real economic activity. Antonioni & Vorlow (2005) and Copobianco (2003) 
employ wavelet denoising to analyse the dynamics of stock returns. Several authors 
also examine the scaling properties of financial time series. These include Copobianco 
(2004a), Budaev (2004), and Balilar (2003). For an introductory book on wavelet meth- 
ods in finance and economics refer to GenCay et al. (2001b). 
4.5 Wavelets and Multiscale methods for Seasonal Time 
Series 
In this section, wavelet and multiscale methods for modelling seasonal time series are 
reviewed. These include Gencay et al. (2001a) and Li & Hinich (2002). Gencay et al. 
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(2001a)'s model for returns is similar to that of Andersen & Bollerslev (1998b). Li 
& Hinich (2002) propose a method based on wavelet analysis and cyclostationarity, but 
their method is unsatisfactory due to the vanishing moments property of wavelets. Their 
method uses wavelet analysis to try to identify first order structure in a time series. 
GenCay et al. (2001a) use wavelet analysis to extract the intraday periodicities from 
the high frequency FX five minute intraday returns r1,, data set used in this thesis. Their 
model for r,,, is similar to that of Andersen & Bollerslev (1998b), but does not involve 
double indexing the returns with respect to the trading day m and the specific time of 
day t. The model is given by 
Tn = QnSnZn, 4.5.1) 
where r,,, represents the raw returns, o is the long-term volatility, sn, is the seasonal 
volatility, and Zn, represents i. i. d. innovations. By squaring both sides of (4.5.1) and 
taking logs, we obtain 
log jrl= log j o,, 1 + log I sm l+ log I za I. (4.5.2) 
To model the five minute returns rn, via (4.5.1), Gencay et al. (2001a) carry out 
a level 8 MODWT decomposition on the log of the absolute returns log I rn, I using the 
LA(8) filter, which is a member of Daubechies least asymmetric family of wavelets. The 
MODWT details at level j, for j=1, ---, 8 are associated with the nominal frequency 
band If IE (1/2j+i, 1/2j]. For example, the level 8 detail captures oscillations with 
period length of 256-512, i. e. 1/512 <f< 1/256. All the intraday seasonalities are 
captured by the eight details, since there are 288 five minute intervals in a day. The 
filtered returns using log jr, I are defined as 
rn(f) = ýf 
(4.5.3) 
where log If, I corresponds to the intraday seasonal volatility (s, ) and high frequency 
components of the innovations (Z,, ) obtained from summing the wavelet details as fol- 
lows: log IfnJ= log fn. 1 + log f,, _2 
+ log f i_3 + .. + log 
f,,. s. The term log fn. 1 denotes the 
first detail in the 1\lODWT and corresponds to 10-20 minute periodicities that occur in 
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the time series and the highest frequency part Zn,. Similarly, the second term log fn -2 
denotes the second detail in the MODWT and contains 20-40 minute periodicities. It 
follows that the filtered absolute returns are without intraday periodicities and innova- 
tions Z, Although it is rather unclear, it appears that rt(f) is an estimate of the long 
term volatility o,,. Gencay et al. (2001a) show that the autocorrelation sequence of the 
filtered absolute returns is free of intraday periodicities. 
Li & Hinich (2002) propose a method for modelling and forecasting seasonal time 
series. It is assumed that the time series is cyclostationary. Their method involves 
decomposing the series into seasonal sections with period length T and obtaining wavelet 
coefficients for each of these sections. The wavelet coefficients that are considered to be 
persistent4 are then used in their forecasting model. A major drawback of this method 
is that there is particular emphasis on non-zero mean processes and persistent patterns 
are determined using 
µk = Wkm) (4.5.4) 
m=1 
where Wk's) denotes the lath wavelet coefficient of the mth seasonal vector. Non- 
persistent components are defined as those that possess zero mean 0-1k = 0) and highly 
persistent components are identified through their non-zero mean (ilk ý 0). In long-term 
forecasting µk =0 is interpreted as having no effect, but in contrast ik 0 is seen as 
having long-lasting effects as the period progresses. This approach identifies first order 
structure, which is in contrast to standard time series forecasting methods (Brockwell 
& Davies 1991) that identify second order structure. It is surprising that Li & Hinich 
(2002) use wavelet methodology for their analysis, as it is well known that standard 
Daubechies wavelet filters remove the mean from the time series or signal. In fact, a 
filter of length L removes polynomials up to order L/2 - 1. Chapter 6 outlines and 
discusses the method of (Li & Hinich 2002) in detail. 
In Chapter 8, a wavelet and inultiscale method is proposed and used to model the 
FX data set. This method involves using cyclostationarity to partition the univariate 
time series into a multivariate time series. Then uses wavelet analysis to analyse and 
1Li 
.i Hinich (2002) use the term 'coherence' instead of `persistence. -Persistence is used 
here to 
avoid confusion with the statistical term 'spectral coherence' that is associated with cross correlations. 
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reduce the dimension of the multivariate time series. 
Chapter 5 
Loeve Spectral Analysis 
In this chapter, a graphical method introduced by Hurd & Gerr (1991) is used to show 
that the absolute returns series R,,, is cyclostationary or periodically correlated. The 
procedure is based on Loeve's notion of the harmonizability of periodically correlated or 
cyclostationary processes (Loeve 1978), which is outlined in section 5.2. Observing lines 
parallel to and including the main diagonal in the Loeve spectrum shows that a process 
is cyclostationary, see section 5.4. Note that in the literature, the Loeve spectrum is 
also known as the generalised spectrum (Gerr & Allen 1994) or the bispectrum'(Wang, 
Chen & Huang 2005). Spectral density estimates of R, obtained using multitaparing 
(see section 3) are also given in section 5.4. 
5.1 Cyclostationarity 
In the literature, cyclostationary time series are also referred to as periodically cor- 
related (PC), periodically stationary, periodically non-stationary and processes with 
periodic structure. Examples of cyclostationary time series can he found in clima- 
tology (Bloomfield et al. 1994, McLeod 1994), hydrology (Vecchia & Ballerini 1991, 
Hipel & McLoed 1994), economics (Pagano 1978, Parzen & Pagano 1979, Ghysels & 
Osborn 2001), electrical engineering (Franks & Gardner 1975) and signal processing 
(Gardner 1986a). For an extensive survey of the literature on cyclostationarity, see 
Gardner et al. (2006). 
'Note. that the term bispectrum also means the two-dimensional DFT of the third order moment. 
This meaning should not be confused with that of the Loeve spectrum. 
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Let {XO }, ri = 0, """. N-1 be a seasonal time series with period T. For simplicity, 
assume that there are Al füll periods of data available and N/T = Al is an integer. The 
time parameter n can be expressed as 
(iii - 1)T + t, (5.1.1) 
where period m=1, ---, Al and season t=0, """, T-1. For example, for monthly 
time series T= 12, t denotes the month, and m represents the year. Gladyshev (1961) 
connected PC processes to multivariate/vector second order time series and introduced 
several representations for PC processes. He observed that a time series {X, }, nE 7G, 
is PC with period T if and only if it is made up of stationary T-dimensional vector 
sequences Y(m), whose tth element is given by Yt(") = X(, n_Z)T+t, where m=1, """, 
Al 
and t=0, """, T -1. He also provided an equivalent representation for {X, }, nEZ that 
preserves the natural time index n and is based on the spectral theory of harmonizable 
functions (see section 5.2). Note that Y(m) also can be expressed as a harmonizable 
process, refer to Dehay & Hurd (1994, sec. 4.1). Based on Gladyshev's approach, Hurd 
& Gerr (1991) introduced a method to detect the presence of periodic correlation in time 
series, refer to section 5.3. 
There are two main types of cyclostationarity: complete, and second order cyclosta- 
tionarity. Note that in the literature, complete cyclostationarity is also called strict or 
strong cyclostationarity, while the terms wide sense and weak cyclostationarity are used 
to refer to second order cyclostationarity. 
Definition 5.1.1 (Complete Cyclostationarity) A stochastic process {X,,, } is said 
to be completely cyclostationary (Gardner et al. 2006, Antoni, Bonnardot, Road 4 
Badaoui 2004) with period T>1 if for all N>1, the joint distribution of a finite 
set of random variables X,,,,, X,, "; Xn from {X71 :nE D} is given by 
F'n1,? 
12...., -nN(T1, X2,... : CN) = 
kýni+T. 
n2+T...., flN+T(x1, x2;... , XN), 
for any 111, rat, "" ''ON ED and for any of +T. 112 +T, " .., n, y +TED, where D denotes 
the index set. The joint cdf of random variables X,,, , 
Xl, 
9, """, 
X, 
1. sampled 
from a 
cyclostationary process is the same as that of X,, I+T, "' , 
X,,. 
v, +T. 
This means that the 
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probabilistic structure of a completely cyclostationary process changes periodically with 
tinge. 
Definition 5.1.2 (Second Order Cyclostationarity) A random process {Xn} is sec- 
ond order or wide sense cyclostationary with, period T>1, if its autocovariance se- 
quence s,,,, n+T and mean µ7z are periodic (Gardner 1986b, Bloomfield et al. 199/x, Dehay 
& Hurd 1994): 
E{Xn+T} = E{Xn} 
/la (5.1.2) 
Sn, n+r - COV{Xn, 
Xn+r1 
= E{[X,, - EE{Xn}]*[X, n+7 - E{Xra+7}]} 
= E{[Xn+T - E{Xn+T}]*[Xn+T+-r - E{Xf+T+Y}]} 
= sn+T, n+T+T, (5.1.3) 
for every n, n+TEZ and where 7 represents the lag. 
Note that the period T is defined as the smallest integer such that (5.1.3) holds and that 
when T=1, {X, } is second order stationary. 
5.2 Spectral Theory of Harmonizable Processes 
Several classes of harmonizable processes exist and these include stationary, and PC 
processes (Gerr & Allen 1994). In this section, the spectral theory of second order 
stationary and PC processes will be introduced. 
5.2.1 Spectral Representation Theory 
A second order stochastic process {Xn } with mean zero and sampling interval A is said 
to he (strongly) harmonizable if it can be written as a Fourier integral in the mean square 
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sense, with respect to a complex valued random measure {Z(f)}, 
f(N) 
i2fný 
X, ý =fe 
dZ (f) 
, f(w) 
fl f(N) (5.2.1) = 
'-f)N) 
for all integers n and where f(N) represents the Nyquist frequency. Let {Z(f) I be denoted 
as a random valued complex 'jump' process, such that 
Z(f+df)-Z(f), 0<- f <. f(N); 
dZ(f) = 0, . 
f=f(N); 
dZ*(-. f); -f(N) <- f<o, 
where df represents a small positive increment. Note that since the process {X, } has zero 
mean, that E{dZ(f )} = 0, V 1f < f(N). It follows that the autocovariance sequence 
sn. n+T - cov{X7, 
X,, +, }, with 0=1 can he expressed without loss of generality as 
sl, f+T = 
E{XnXf+T} 
1/2 1/2 
ei27r(f-f')nei21r fTE{dZ* (. f')dz(. f)} 
-1/2 
J 
1/2 
J 1/2 1/2 
ei27r(f-f' ), nei27TfT dRz (f , 
f') (5.2.2) 
-1/2 
I 
1/2 
i. e the Fourier transform of a complex valued bivariate signed measure {RZ} , 
known as 
the Loeve spectral distribution. Assume that Rz (f , 
f') is absolutely continuous then it 
is differentiable everywhere and its derivative, the Loeve spectrum St (f', f') is given by 
Sx(f, f')dfdf' = dRz(f, f') (5.2.3) 
and {Z(f )} is also absolutely continuous. 
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5.2.2 Spectral Representation of Stationary Processes 
If {X,, } is a real valued stationary process, the complex valued random measure {Z(f)} 
has orthogonal increments (Percival & Walden 1993, p. 135), i. e 
cov{dz(f'), dZ(f)} = E{dZ*(f')dZ(f)} =0 for f' . 
f, (5.2.4) 
which implies that for f= f', 
dRz(f,. f) = EildZ(. f)l2} 
dS(l)(. f). (5.2.5) 
where S(I) (f) = f!, So(f')df' is bounded and non-decreasing for all if <2 and is 
2- 
known as the integrated spectrum of {Xn}. The derivative of S(I 
) (f ), the spectral 
density function S0(. f) can be written as 
dsoi)(f) = So(f)df, 
since { Z(f) } is absolutely continuous. The quantity So (f )df can be interpreted as the 
average contribution (taken over the ensemble) to the variance in {X, }, due to frequen- 
cies in a small interval about f. The integrated spectrum determines the acvs of the 
stationary process {X, }, i. e 
2 
227f fT 
ý] 
ýI )7. 
+T -e CL 
ýp (f ) 
2 
2 
227rfT 
=e SO(f)df 
2 
= sT (5.2.6) 
for all lags rEZ. Note that since var{X,,, } = so, the function So(f) is also called the 
(power) spectral density function (sdf). Let S0(f) be square integrable, then according 
to Parserval's relation (Bracewell 1986) {ST} is square sumrnable. Since {s. r} is a square 
summable deterministic sequence, it has Fourier representation So(-). It also follows that 
{s-} and So(. ) form a Fourier transform pair i. e {. s7} , So(. ), such that in the mean 
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square sense, 
x 
So Cf) STP 
i2nfr 
' 
T--00 
(5.2.7) 
Let the variance of the process {X, } be denoted by r2, then the properties of Sol 
i(f ) 
and So(f) include (Percival & Walden 1993, p. 138): 
. sol)(f) = ff, So(f')df'. 2 
.0< S0(f) < a2; SO (f) > 0. 
. sor)2) = 0; so')(-2)=O. f 
ý1so(f')df' = (72 . 2 
"f< f' implies Sol)(f) <- Sö')(f'); So(-f) = So(f)" 
Except for the scaling factor cr2, the integrated spectrum So' (") and the sdf S0(") possess 
all the properties of a probability distribution and probability density function respec- 
tively. 
For a stationary process the Loeve spectrum yields the same results as the conven- 
tional (power) spectrum. The process {X,,, } corresponds to a single line going across the 
main diagonal (f = f') of the Loeve spectrum and the random variables dZ(f'), dZ(f) 
are uncorrelated for f j4 f'. 
5.2.3 Spectral Representation of Periodically Correlated Processes 
All periodically correlated non-stationary processes are harmonizable (Hurd & Gerr 
1991). Recall that from (5.2.2) 
dRz(. f,. f') = E{dz*(. f')dz(. f)} for IfI C1 
A time series is PC with period T>1 if the increments dZ(f') and dZ(f) are only 
correlated for distinct f and f' satisfying f- f' = k/T for kE 10, ±I, "-- ±T - 1} 
(Gladyshev 1961). Loeve spectral coherence is used to measure the dependence between 
these incremental quantities, see section 5.3.2. Note that 
10 if f 54 p+T (5.2.8) dRz(. f,. f') =r 
(15ý. '(f) if f=r+ 
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(f) = Sk(f )df . 
for some kEZ and that Skll (f) is absolutely continuous, such that dS 
(') 
A PC process can therefore be detected by observing a set of lines parallel to and 
including the main diagonal in the Loeve spectrum. These lines are symmetric about 
the main diagonal (Dehay & Hurd 1994, Figure 1, p. 10) and are uniformly spaced 
proportional to 1/T. Note that the Loeve spectrum is defined over the bifrequency 
square [- 2,2) x The Loeve spectrum can be represented with respect to the 
diagonal spectral density components as 
Sk(f) if f= f'+= 
Sx(f,. f') =T (5.2.9) 0 otherwise, 
where for k>0, Sk(f) represents the complex valued diagonal spectral density com- 
ponents. When k=0, the function So(f) is real valued and non-negative, and is 
interpreted as the (power) spectrum of a time series {X71}, if {X} is stationary. Fur- 
thermore, it follows from dS(l)(f) = dRz(f, f - k; /T) = E{dZ*(f - k, /T)dZ(f)} that 
Sk (f) = S* k (f - k/T ), (see (5.2.8) ). The complex valued diagonal spectra Sk (f) for 
k>0 satisfy the Cauchy-Schwarz inequality 
Sk(f)12 < So(f)So(f - k/T) = ISo (f)P, (5.2.10) 
(Bloomfield et al. 1994). 
5.3 Hurd and Gerr's Procedure 
Hurd and Gerr's procedure for detecting the period T of a cyclostationary process is 
exclusively based on the second order properties of the process that is being examined. 
The procedure identifies the period T in the autocovariance sequence given by (5.1.3). 
It is assumed that the periodic mean fL (see (5.1.2)) is identically zero, or has been 
removed. This section outlines Hurd and Gerr's method, which involves using the Loeve 
spectrum, Loeve spectral coherence, the coherent statistic and the incoherent coherent 
statistic. 
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5.3.1 Estimation of the Loeve Spectrum 
67 
To compute the Loeve spectrum of a stochastic process {X,, }, Hurd & Gerr (1991) 
smooth the raw bifrequency periodogram, which is defined as the outer product of the 
Fourier transform of the time series {Xn}. The discrete Fourier transform (DFT) of a 
length N finite time series is defined as 
N-1 
JN(fl) = (, A)2 E Xne-i27rf, no for fl - No (5.3.1) n=O 
N-1 
/0) 2 Xne-i27rln/N l 
n[=O 
where fi denotes the Fourier frequencies for l=0,1, """, N-1. For each Fourier fre- 
quency pair (fi, fi') the bifrequency biperiodogram is obtained using the estimator 
JN(fl) J (fl') 
" 
The two-sided biperiodogram estimate is given by 
(5.3.2) 
I9 
SY(fl ,. f1'; 9) - zg +1E JN(fl-j), 
N(. fz--j), (5.3.3) 
ý= y 
where c is the smoothing parameter. This equation (5.3.3) can be interpreted as uniform 
smoothing along diagonal lines of the biperiodogram. 
The multitaper bispectrum estimator can also be used to estimate the Loeve spectrum 
and it is defined as 
(Yntý (f> f') =K 
K-1 
sknnt) (. Sk W ), (5.3.4) 
k-0 
where (0 2) _, n- 
hk nX, e t2 
f nýis the kth raw eigen coefficient (Thomson 
1998), {Ilk. n} is the kth orthogonal data taper (see section 3.4) and K is the total number 
of tapers used. 
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5.3.2 Loeve Spectral Coherence 
It was shown in the previous section that a time series {X, } is PC if the increments 
dZ(f) and dZ(f') are correlated for distinct f and f'. Loeve spectral coherence measures 
the dependence or correlation between these increments. 
Definition 5.3.1 The Loeve spectral coherence function for a random process {X,, } is 
defined as 
Cx(f, f/ )= 
Sx(f, fl) 
1/2 
(5.3.5) 
[sx (f, f )Sx (f'P)J 
for frequencies f and f'. 
The Loeve spectral coherence has the following properties: 
1. For a stationary process {X }, 
Cx (f, 
. 
f') = 
1, f (5.3.6) 
0, f f' 
2. Using the Cauchy-Schwartz inequality yields, 
Cx(. f, f')I < 1. (5.3.7) 
Note that the spectral coherence associated with the Loeve spectrum is often referred 
to as the diagonal spectral coherence in the literature, because the spectrum can be 
represented as a sum of its diagonal spectral density components, see (5.2.9). 
Goodman's statistic (Goodman 1965) for the magnitude squared Loeve spectral co- 
herence (MSC) is expressed as 
IOX(. f,. f'" g) 12 = 
1ýX(. f,. f'; g)12 (5.3.8) 
Sx(f,. f; c)s. y(f" f'; 9), 
where (f , 
f'; 9) is the Loeve spectrum estimated by diagonally smoothing the bifre 
quency periodograin and 9 is the smoothing parameter; see (5.3.3). Under the as- 
sumption that {X} is zero inean Gaussian and stationary, the distribution of the MSC 
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(Goodman 1965) is known and written as 
1 . 012] = (1 - co)9-1 0< co < 1. (5.3.9) 
Let the significance level be denoted by Po, i. e Po = P[jÖ (f, f')12 > Icp12] 
5.3.3 Interpreting and Simplifying Loeve Spectral Representations 
The Loeve spectrum S. x (f , 
f') and its associated Loeve spectral coherence Cx (f , 
f') 
can be collapsed into functions of the difference frequency d=f- f' (distance from 
the main diagonal), called the coherent and incoherent statistic. The coherent statistic 
is considered beneficial when values along the diagonals of the bifrequency quantities 
vary little in phase and are so small that it is difficult to observe significant values. 
The incoherent statistic is advantageous when the complex diagonal density components 
Sx(f) mentioned in (5.2.9) vary rapidly in phase, see (Hurd & Gerr 1991, p. 343). These 
displays are particularly useful as they can reveal the second order periodicity of a process 
(Gerr & Allen 1994). 
Coherent Statistic 
To obtain the coherent statistic of the estimated Loeve spectrum S (d; 9), the mean of 
complex entries along each fixed positive diagonal d is computed, i. e 
Sx(f, fý; ý)(5.3.10) 
dN)df 
f' 
where q(d, N) represents the number of (f, f') pairs that lie on a diagonal f- f' = d, 
which depend on the length of the time series used in the DFT (5.3.1). Similarly, the 
coherent statistic for the estimated Loeve spectral coherence OX (d,; 9) is defined as 
Cý 
I 
(d, 9) 
4(d, d=f-f 
Note that in the coherent (and incoherent) statistic, the number of pairs q(d, N) gets 
smaller as cl increases. 
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The incoherent statistic is very similar to the coherent statistic, except that the abso- 
lute value of bifrequency quantities is taken before any averaging takes place. Let the 
incoherent statistic for the Loeve spectrum and Loeve spectral coherence be denoted 
respectively by 
Sy(d; g) _ ISx(f, f'; c)I (5.3.12) 4(d, N) d=f-f' 
and 
d 
CX(d; c) = q(d, N) 
Y- 1Ox(. f,. f'; g) (5.3.13) 
Period of a Cyclostationary Process 
The period T of a cyclostationary process is estimated as 
1'1' 
where Li denotes the nearest integer function and d=f- f' is the least difference 
frequency that creates a peak in the coherent or incoherent statistics. Note that d is 
the distance between the main diagonal and the first diagonal spectral line in the Loeve 
spectrum. 
Hurd and Gerr's Algorithm 
Table 5.1 summarises Hurd and Gerr's method as an algorithm. The algorithm is adapted 
from that of Wang, Chen & Huang (2006). 
5.4 Inference for Cyclostationary Time Series 
In this section, the five minute absolute DM-$ returns time series Rn, is examined for 
cyclostationarity and a spectral density estimate for the series is obtained. 
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Given a cyclostationary time series {X,, } with period T: 
1. Compute the DFT of {X}, 
N-1 
/i E -i27rln/N jNlflý Xne 
n=0 
2. Choose a smoothing parameter (a positive integer) 9«N and 
compute the Loeve spectral coherence, which is a normalized biperi- 
odogram 
/ 29+1 
j-0 `ýN(fl-7)`ý 
(fl'-7) 
N1/_/ 
2g+1 
ýj=0 ýJNlt1 7ýý2 2g+1 
ýj-0 ýJNlfl' 7ýý2 
3. Pick a significance level PO, e. g. 5% or 1%, which gives a confidence 
interval of 95% and 99% respectively. Calculate a threshold I c0J2 using 
Goodman's statistic, 
P[IÖx(f,. f')I2 > ße012 ] = (1- C2)c-1 = Pý 0 
where 0< co < 1. 
4. Map the values of the biperiodogram that exceed the threshold to their 
magnitude on the d=f- f' (distance frequency) plane. The period 
T of the cyclostationary process is then estimated as 
1 
T=1'1' 
where Li denotes the nearest integer function and d is the least dif- 
ference frequency that creates a diagonal line off the main diagonal in 
the Loeve spectrum. 
Table 5.1: Hurd and Gerr's Algorithm 
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Figure 5.1: Sine tapers hk_n for n in hours and k=0; """, K-1, where K= 10. The 
number of oscillations in the sinusoidal tapers i. e plots (a)-(j), increase with increasing 
k. 
5.4.1 Spectral Density Estimates of R, 
Multitapering and sinusoidal tapers are used (see section 3.4.5) to produce a spectral 
density estimate of Re,. To obtain a sdf estimate Sý t) O, with good bias and variance 
properties, several sdf estimates were produced by averaging over K different eigenspec- 
tra. Figures 5.1-5.4 show the corresponding sinusoidal tapers hk,, 1z, the product of the 
sine tapers and the time series hk, nRn, the eigenspcctra 
k""t) O and the spectral win- 
dows Rk(') for k=0, '-', K-1=9. Figure 5.1 demonstrates that as k increases, the 
number of oscillations in the sinusoidal tapers increases. Plots (a)-(j) of Figure 5.3 show 
that the eigenspectra are very similar for different k and that the largest contributions 
are at low frequency. Note that the eigenspectra are symmetric around zero, but only 
the positive frequencies are plotted. Figure 5.4 shows that the height of the sidelobes of 
the spectral window gradually increases with increasing k. 
Let us now look at the multitaper spectral estimates S(' ýt) (") and their corresponding 
mean spectral windows 'H("), obtained by using different choices of K. Figure 5.5 plots 
automatically smoothed log multitaper spectral estimates (see Bartlett & Kendall (1946)) 
expressed in decibels (dB). i. e A log(S(mt) (J')) - AS(K) + log K, for K=1; ---. 10, where 
A= 10log1((c) and ý'(Ii) represents the digainzna function (the logarithmic derivative 
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Figure 5.2: Product of sine tapers hk, n and the time series R, for n, in hours and 
k. =0, --- ,K-l, where 
K=10. 
of the gamma function). Notice that as K is increased, the spectral density estimates 
appear smoother and the peaks appear blockier. Figure 5.6 plots the mean spectral 
windows 7-((") formed by averaging over K spectral windows (K = 1, """ , 10) 
in dB. The 
vertical line is the half-bandwidth W= (K + 1)/2(N + 1)0 and it indicates where the 
spectral window is concentrated. As K is increased W gets wider and the height of the 
sidelobes in the mean spectral windows gradually increases. The mean spectral window 
is rectangular over the bandwidth. 
After considering the bias and variance properties of the spectral density estimates, 
the log multitaper spectral estimate with K= 20 is chosen and is plotted in Figure 5.7. 
The peaks in this estimate show that there is periodic behaviour and these occur at one, 
two, three, four, nine, ten and twelve cycles per day, which are harmonics of one cycle 
per day. Note that the plot of log multitaper spectral density estimate consists of 6241 
data points. 
To reduce the number of data points in the subsequent plots of the Loeve spectrum 
associated with the DM-$ returns R, a thinning procedure that involves starting from 
the first data point and keeping every fourth element is used. A thinning procedure is 
used. because even with modern day computers, it is difficult to display Loeve spectra 
of size 5000 x 5000 or greater, due to the amount of memory that they take up. The 
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i iti Figure 5.3: Eigenspectra Sk (f) plotted in dB for k=0, ,K-1, where 
K= 10. All 
the eigenspectra are symmetric around zero, but only the positive frequencies are shown 
and the same applies for subsequent plots. The sampling interval is A= 12 (hours) and 
the frequencies are in the interval zero to the Nyquist frequency f(N) 2ö , which 
is 6 
cycles per hour. Peaks occur between 0 and 1 cycles per hour. 
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Figure 5.4: Spectral windows 7ik (, f) of the sine tapers plotted on a decibel scale for 
A=0. -"", K-1, (K = 10) and frequencies 0 to 0.01 cycles per hour are shown. As A: 
increases the height of the sidelobe also increase. 
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Figure 5.5: Automatically smoothed log multitaper spectral estimates expressed in dB, 
he ) log(S(it) (f )) - \V (K) + log K, where A= 101og10 (e), which is calculated using 
K averaged eigenspectra estimates (K = 1, ..., 10). The vertical dotted line represents 
the harmonics of one cycle per day, i. e i/24 for i=1, ..., 24. Peaks occur at one, two, 
three, four, nine, ten and twelve cycles per day. Note that as K is increased, the spectral 
density estimates (a)-(j) become smoother. 
original time series R7z has a sampling interval of five minutes, which is 0= 12 (hours) 
and a Nyquist frequency of 6 cycles per hour. So by taking every fourth element, the 
new subsampled series has a sampling interval of 0=3 (hours), i. e. 20 minutes and 
a Nyquist frequency of 1.5 cycles per hour. It is reasonable to subsample, because the 
contributions in the eigenspectra are small for frequencies above 1.5 cycles per hour. 
Figure 5.8 plots the log multitaper spectral estimate following the thinning procedure 
and it consists of just 1561 data points. Notice that the spectral density estimates in 
Figure 5.7 and Figure 5.8 look the same, which suggests that aliasing (see Percival & 
Walden (1993, sec. 4.5)) is not a problem. 
5.4.2 Detecting Cyclostionarity in R 
In this section, Hurd and Gerr's algorithm (see Table 3.1) is applied to the absolute DM-. 
returns series R,,, and two simulated series Z,, and W,,. To estimate the Loeve spec- 
trum (see section 5.3.1), the smoothed biperiodogram is used instead of the multitaper 
bispectr um. 
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Figure 5.6: Mean Spectral Windows R(f) in dB formed by averaging over K spectral 
windows (K = 1, """, 10) and frequencies 0 to 0.001 cycles per hour are shown. The 
vertical line represents the half-bandwidth W= (K + 1)/2(N + 1)0 and shows the 
interval in which the spectral window is concentrated. As K is increased W gets wider 
and the plots appear blockier. 
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Figure 5.7: Automatically smoothed log multitaper spectral estimate of R, plotted on 
a decibel scale with K= 20 and the dotted lines arc cycles per day (per 24 hours). 
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Figure 5.8: Thinned multitaper spectral estimate of the time series R,, consists of 1561 
data points, while the non-sampled spectral density estimate consists of 6241 data point 
for frequencies up to 1 cycle per hour. 
The smoothed biperiodogram is used, because there are no correlations visible in 
the multitaper bispectrum estimate of R, n using K= 20 tapers. This is because the 
multitaper bispectrum bandwidth of (K + 1)/(N + 1)0, where N= 18720 and 0=ý, 
clearly picks out peaks without any undesirable blocking effects, see Figure 5.8. Recall 
that K= 20 tapers were chosen in section 5.4.1, because it provides a good compromise 
between the bias and variance properties of the spectral density estimate of R,. It is 
adequate to use the smoothed biperiodogram to detect the cyclostationary period T of 
R. 1, because it is less computationally expensive and the smoothing parameter 9 can 
be picked such that the bandwidth of the smoothed biperiodogram (29 + 1)/ND is 
larger than that of the multitaper bispectrum estimate using K= 20 tapers. Increasing 
the bandwidth has the effect of flattening out peaks and creating undesirable blocking 
effects (see Figure 5.18 ), which actually makes correlations more visible in the Loeve 
spectrum. Note that for Rn, the parameter c is picked, such that it is greater than 10 
and correlations can be readily seen in the Loeve spectrum. 
Figure 5.9 plots the simulated time series of length _N = 
512. The top plot is a 
sequence of Gaussian white noise Z,, which is i. i. d N(0.1) for n=0, "-, N-1. The 
bottom plot shows an amplitude modulated white noise sequence 11' such that, LT' = 
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Figure 5.9: Simulated cyclostationary time series of length N= 512. The top plot is a 
sequence of Gaussian white noise Zn which is i. i. d N(0,1) plotted against n=0, """, N-1. 
The bottom plot shows an amplitude modulated white noise sequence Wn such that 
W2 = [1 + cos(27rn)/16]Z, z. The sampling interval for these two series is 0=1. 
[l+cos(27rn)/16]Z2 for n=0, .-., N -1 
2. The sampling interval for these two series is 
A=1. Let us now consider the tools for detecting cyclostationarity in these series, with 
smoothing parameter 9=8 and significance level Po = 0.05. Each Loeve spectrum was 
produced using a Fast Fourier transform (FFT) of length 512, but only the 256 x 256 
positive frequencies are plotted. As expected the Loeve spectrum for Zn (Figure 5.10) 
just contains the main diagonal and the incoherent/coherent statistics (Figure 5.11) for 
Zn, show no peaks. In contrast, W, has evidence of cyclostationary behaviour (Figure 
5.12) with two distinct lines parallel to the main diagonal. In the coherent and incoherent 
statistic (5.12), there is a peak at 1/16, which indicates that there is second order periodic 
structure with period T= 16. 
Now consider the absolute DM-$ returns time series Rn,. To estimate the L6eve 
spectrum the thinning procedure mentioned in section 5.4.1 is used to reduce the number 
of data points. Note that the Nyquist frequency is 1.5 cycles per hour. In Figure 5.14- 
5.17 the smoothing parameter C9 = 20 is used and there is clear evidence to show that 
R,, is cyclostationary. The incoherent & coherent statistic of R,, shows clear evidence 
of correlation approximately at 0.042 cycles per hour (the least, difference frequency), 
which is equivalent to a frequency of 1 cycle per 24 hours or 1 day. Furthermore, the 
Loeve spectrum of R,, (Figure 5.14 to 5.16) has small lines parallel to the main diagonal 
2These two simulated series have also he examined for cyclostationary behaviour by Hord Sc (; err 
(1991) 
(e) 
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Figure 5.10: Loeve spectral coherence 1C(f, f, G)I2 of the white noise sequence Z,,, where 
the x and y axis are the frequencies (f) from 0 to the Nyquist frequency f(N) = 1/2. 
This plot was obtained by uniformly smoothing the biperiodogram with g=8 and 
significance level Po = 0.05. 
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Figure 5.11: Coherent and incoherent statistic for the Gaussian white noise sequence Z,,. 
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Figure 5.12: Loeve spectral coherence 10(f , 
f, G) 12 of amplitude modulated white noise 
W, where the x and y axis are the frequencies (f) from 0 to the Nyquist frequency 
f(N) = 1/2. This plot was obtained by uniformly smoothing the biperiodogram with 
9=8 and significance level PO = 0.05. 
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Figure 5.13: Coherent and incoherent statistic for the amplitude modulated Gaussian 
white noise sequence T4/ . 
There are peaks at, 1/16, which indicate that the period T is 
16. 
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Figure 5.14: Loeve spectral coherence G(f, f, G) j z of DM-$ returns time series R, 
where x and y axis are the frequencies (f) in cycles per hour. This plot was obtained by 
uniformly smoothing the biperiodogram with c= 20 and significance level PO = 0.01. 
The Nyquist frequency is 1.5 cycles per hour. 
that occur at frequencies 0.04,0.08,0.12,0.38,0.42,0.46 and 0.50 cycles per hour. 
These frequencies are approximately harmonics of one cycle per day and correspond to 
one, two, three, four, nine, ten, and twelve cycles per day. As the significance level 
is increased from 0.01 to 0.0001, the parallel lines become more visible. A plot of the 
periodogram estimate given by the Loeve spectrum is shown in Figure 5.18. There are 
also undesirable blocking effects that occur at the seven peaks, unlike the log multitaper 
spectral estimate in Figure 5.8. 
5.5 Summary 
The main theory of cyclostationary processes has been introduced. A process is cyclosta- 
tionary if it has lines parallel to and including the main diagonal in the Loeve spectrum. 
The method of Hurd & Gerr (1991) has been used to show that the absolute returns 
series R, is a cyclostationary process with a period of one clay (T = 288). This means 
that R,, can be represented as a T-dimensional multivariate time series that is stationary 
across days and nonstationary within days. The biperiodograin has also proved to be 
more attractive in practise, when estimating the Loeve spectrum. An estimate of the sdf 
0 0.1 0.2 03 0.4 0.5 0.6 
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Figure 5.15: Loeve spectral coherence I C(f, f, G)12 of DM-$ returns time series, where x 
and y axis are the frequencies (f) in cycles per hour. This plot was obtained by uniformly 
smoothing the biperiodogram with G= 20 and Po = 0.001. The Nyquist frequency is 
1.5 cycles per hour. 
of R.,, with good bias and variance properties is also obtained using multitapering and 
K= 20 sine tapers. 
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Figure 5.16: Loeve spectral coherence 0 (f ,f, 
G)1 2 of DM-$ returns time series, where 
the x and y axis are the frequencies (f) in cycles per hour. This plot was obtained by 
uniformly smoothing the biperiodogram with Cg = 20 and significance level PO = 0.0001. 
The Nyquist frequency is 1.5 cycles per hour. 
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Figure 5.17: Coherent and incoherent statistic for the DM-$ absolute five minute returns 
series R,,. The least difference frequency in cycles per hour that shows clear evidence of 
correlation is at approximately 0.042, which is equivalent to a period of 24 hours or 1 
day. 
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Figure 5.18: Plot of the periodogram estimate in decibels (dB) given by the diagonal of 
the Loeve spectrum for the DM-$ absolute returns series R, with 9= 20. The Nyquist 
frequency is 1.5 cycles per hour. 
Chapter 6 
Wavelet Decomposition of a 
Cyclostationary Process 
In this Chapter, the wavelet decomposition of a seasonal time series using the DWT 
is presented. This approach was introduced by Li & Hinich (2002) and will be used 
in Chapter S. Section 6.1 outlines the wavelet decomposition of seasonal time series 
and gives the necessary and sufficient condition, such that the seasonal time series is 
cyclostationary. Section 6.2 looks at the seasonal time series model of Li & Hinich 
(2002) and establishes why their model is unsatisfactory. 
6.1 DWT Decomposition of a Seasonal Time Series 
Let {X,,, n=0, ±1, ±2, ---} be a univariate seasonal time series, and without loss of 
generality let A=1. Suppose that {X,, } has been observed over M periods of length 
T>1. We express the time series in terms of its seasonal components by partitioning 
the time series {X. } by subsampling at n= niT: 
y( )= [XmT-T.... XmT-1]T 
[y ) yr-1 (6.1.1) 
where Yi"'i denotes the seasonal vector of the 10tl' period for iii = 1, "--_M and {Yt("") } 
for t=0, "-", T-1 denotes the elements of Y(". 
). (Note that in Li & Hinich (2002) the 
85 
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first element of Y("`> is the most recent observation). 
The DWT is an orthonormal transform of the seasonal vectors {Y (TZ) : ,m=1.1vI }. 
Let. [Wo M), W(111) T represent the DWT coefficients. Then W("), the orthonormal 
transform of the seasonal vector is a column vector of length T and is denoted by 
W(m) = WY(-) (6.1.2) 
for in = 1, , 
M. The matrix W is aTxT real-valued orthonormal matrix defining 
the DWT and satisfies WTW = IT. In addition, W consists of T rows which represent a 
family of orthogonal wavelet filters and can be expressed as {Wt :t=0, """ , 
T-1}. Each 
row has a varying number of non-zero elements at different locations and are circularly 
shifted versions of each other that satisfy 
(wt,,., Wt. ) 
lIWt. 112=1 if t'=t, 
Wt Wt. =0 if t' t. 
The above equation (6.1.2) can be written as: 
Wo() T 
Wl ") Wl 
= Y("') 
w(m) T-1 JI WT-1" 
Filters 
In practice, the DWT is not performed by multiplying the input vector (seasonal vector) 
with the orthonormal matrix W to save computer time and memory. The DWT is 
computed via the DWT `pyramid' algorithm which makes use of a wavelet and scaling 
filter, for example see Percival & Walden (2000, p. 100). 
Let a wavelet filter of width L be denoted by {h1 :l=0, """, L- 1}, where L is 
an even positive integer. A wavelet filter sums to zero and satisfies the orthonormality 
property, which states that the filters must have unit energy and he orthogonal to its 
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even shifts, i. e. 
L-1 L-1 L-1 x 
hi = 0; Y hz = 1; hih1+2 
1=0 1=0 1=0 1=-x 
(6.1.3) 
for all nonzero integers n. The scaling filter is given by the quadrature mirror filter 
relationship, 
9t = (-1)l+ihL-1-t (6.1.4) 
with inverse 
hl _ (-1)1gL-1-1. (6.1.5) 
The scaling filter satisfies the following conditions: 
L-1 L-i 1, if n= O L-i 
9I _ V2; Y- 9191+2n =; 
> 91 IQ+2n =0 for all nEZ. 
1=0 1=0 0, otherwise l-p 
(6.1.6) 
Due to the behaviour of the wavelet and scaling filters in the frequency domain, 
they are referred to as high and low pass filters respectively. High-pass filters preserve 
approximately the high frequency content of the input vector or time series, while low- 
pass filters preserve the low frequency content. The wavelet filter {h1} is nominally a 
high pass filter with pass-band 4< If I<2, while {gi} is nominally a low pass filter with 
pass-band 0< If I<4 (Percival & Walden 2000, p. 151). In the frequency domain the 
orthonormality property of the wavelet filter may be expressed as 
ý(f)+R(. f+z)=2 forall. f, (6.1.7) 
where H/ ei2"fl 
L-r h ei2"fI is the transfer function of h and \f) 
ý1-0 l lý 
7-{ (f) - JH(f) J2 is the squared gain function of the wavelet filter. The orthonormality of 
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the scaling filter is given by 
c(f)+c(f+2)=2 and 9(f')+7-l(. f)=2 for all 
where 9(f) is squared gain function of the scaling filter and g(f) _ c(f +2), due to the 
quadrature mirror relationship. 
Daubechies' well known wavelet filters may be interpreted as generalized differences of 
adjacent (weighted) averages (Daubechies 1992). Daubechies's wavelet filters are defined 
in the frequency domain by 
ý(f) =4sin (irf) . 
L/2-1 
1 
L/2 
- 
1+1 
cos21(7f), 9) 2L- 
E 
l=o 
where the length L of the filter is a positive even integer, 
(a) a! 
and sin°(7r f) =1 for all f. (6.1.10) b 0(a - b! ) 
Note that when L=2, the first part of equation (6.1.9), i. e. 4sin2(7r f) defines the square 
gain function for the difference filter {1, -1}, while for L>4, the second part defines 
the square gain function of a low pass filter, which behaves as a smoother or weighted 
average. The square gain function does not uniquely characterise a wavelet filter, because 
the transfer function of a wavelet filter has magnitude and phase as follows 
= IH(f)lezýýrý - [H(f)l ýeýýýr> ý6.1.11ý H(f) 
where 6(f) is the phase. Unique wavelet filters are obtained by imposing conditions 
on the phase function and using spectral factorization, see Sayed & Kailath (2001). 
Daubechies's extremal phase filters of length L are obtained by choosing a transfer 
function that has minimum phase, while the least asymmetric class of wavelet filters 
are obtained by choosing a transfer function that has phase that is as close to linear 
as possible (Daubechies 1992, Percival & Walden 2000, Vidakovic 1999). Daubechies' 
wavelet filters of length L, have L12 vanishing moments that remove polynomials up 
to order L12 - 1. This implies that wavelet filters with longer lengths may produce 
stationary wavelet coefficients from higher degree non Stationary processes (Gengay et al. 
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2001b, p. 144). Note that when L=2, we have the Haar filter. 
Full DWT 
As mentioned in section 3.5, DWT wavelet coefficients are associated with a particular 
time and dyadic scale. Note that the scale is a measure of the amount of data that 
is used to obtain a wavelet coefficient. Daubechies wavelet filters yield DWT's whose 
wavelet coefficients can be interpreted in terms of changes in adjacent weighted averages 
over particular scales. In a full DWT using a familiy of Daubechies filters, the elements 
of W are arranged so that the first T/2 wavelet coefficients are proportional to changes 
in adjacent (weighted) averages of Y('m) on a unit scale, the next T/4 wavelet coefficients 
are associated with changes on scale of two, and so on until we reach the final element, 
which is proportional to the average of the input series (Percival & Walden 2000, p. 59). 
The matrix VV can be decomposed into J+1 submatrices, which results in the parti- 
tioning of W('), see (6.1.12) and (6.1.13). The first J subvectors are defined by Wpm), 
j=1, """, J and the jth subvector contains the DWT coefficients that are associated with 
differences (of various orders) in adjacent (weighted) averages over a scale of Tj = 2i-1. 
There are exactly T/2r wavelet coefficients that are associated with changes on this 
scale. Note that Tj is a unitless standardised scale and W, 
(m) is a column vector of 
length T/2J. The final subvector 
On) 
contains just the scaling coefficient WT_l, which 
is associated with an average at scale T. Additionally, Vj nl is equal to N/T times the 
sample mean Y(m) of Y("). The last two subvectors of W ('n) contain only one coefficient. 
The dimensions of W(m), Wj, V1 are T/2d x 1, T/2J x T, and 1xT respectively. 
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W(m) 0 
Wpm) 
W(?, ) T/2-1 
WTý2 
W(ý`) 3T/4-1 
WT 00 
wl' 1. 
WT 
T/2-1. 
T WT/29 
y(m) 
T W3T/4-1. 
90 
(6.1.12) 
WT Tom-)2 WTT-. 
-1 
WT-1" WT IF- 
Note that for simplicity, we write Wölb instead of WOT The above matrix can also 
be written as: 
WI(m) Wi 
Wem) W2 
=II Y(-). (6.1.13) 
Wjm) W, j 
V(m) Vj 
To carry out a full DWT, we assume that the length of input vector Y (nI) is T= 2J. 
The jth stage outputs of the DWT pyramid algorithm, namely W(m) are composed of 
the elements: 
{W :t=0, ... , Ti - 1} (6.1.14) 
where T3 T123 .. Note that the elements of W3('n) can be collected together using 
W(nz) 
[vl) 
T(i- )+i' 7'(1- )-1 27 
T [1V(iý), 
... Wý 7n) Ji. 
(6.1.15) 
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For example, 
T 
0> wl 1), ... , 
IVY z`) (6.1.16) 
1,2 -1 
The wavelet coefficients can be directly obtained by circularly filtering Y(m) with the 
level j scaling and wavelet filters {gjj :1=0, """, Lj - 1} and {hß, 1 :1=0, """, Lj - 1} 
of length Lj = (23 - 1)(L - 1) + 1. The first level filters {hi, j} and {gl, l} are defined 
to be the same as the real valued wavelet and scaling filters {hI :I=0, """, L- 1}, 
{gi :I=0, ". ", L- 1} respectively. The properties of these high-pass and low-pass filters 
are: 
Lj-1 L, -1 Lj -1 Lj -1L, -1 
Z gj, i = 2i/2; 
Z g21 = 1; 
> gj, lhj, 1 = 0; 
Z hß, 1 = 0; 
Z hß, 1 = 1. (6.1.17) 
1=0 1=0 1=0 l=o l=o 
The jtl' level wavelet coefficients are respectively given by 
Lj -1 
W (, 
ml = 
hj, lY(z 
(t+l) 
1 i) mod T 
(6.1.18) 
1=0 
and 
L1-1 
Vi'tn) - gj, lY(ä 
(t+l)-1-1) 
mod T' 
(6.1.19) 
l=0 
where hß, 1 and gj, i correspond to circular filters. 
Periodized filters 
Percival & Walden (2000, section 2.6) state that circular filters can be indirectly con- 
structed from wavelet a filter {hj 1, :I=0, """, Lj - 1} by periodizing the filter to length 
T. This process involves dividing the filter {hß, 1} into blocks of T consecutive terms, 
which are then overlain and added to produce the periodized filter 
x 
(6.1.20) h. ý. t = hja+nT, 0, --- T- 1, 
rt--x 
where {h°i t} is the periodized filter that corresponds to 1b,. 11- 
produce wavelet coefficients for a particular scale. To define The rows of W, i. e )IV, '. ' 
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the tt" row Wt of a given W3, the definition Wpm) = WY(''n) can be used and we 
re-express (6.1.18) as 
T-1 
Wý, m) = h°ý(z) j, t 
E 
ý, l 2)(tß1)-1-1modT 
l=0 
T-1 
(ý) 
- ho j, 2i(t+1)-1-1 mod TY 
1=0 
=w 
Y(m) (6.1.21) 
for t=0, ,z-1, see 
Percival & Walden (2000, p. 71) . 
Note that the wavelet 
coefficients {t(t)} at level j are associated with the nominal frequency band 
ifE 
(1/2j+', 1/2j] and that in (6.1.21) circular convolution is commutative. 
6.1.1 Partial DWT 
The partial DWT is widely used in practice. We obtain a level JO partial DWT, by 
stopping the DWT pyramid algorithm at a level JO, where the length of the input vector 
T has to be an integer multiple of 2.0. For example, if T= 40, then the maximum value 
that Jo can take is JO = 3, since 40 =5x8=5x 23. As above, the wavelet coefficients 
W (-)j = 1, , 
JO are all subvectors of W (m), but the final subvector V A(m) consists 
of T/2J° scaling coefficients. These scaling coefficients represent averages over the scale 
Aj0 = 2J0, see Percival & Walden (2000, p. 103). 
The reconstruction of the mth seasonal vector Y("') using WTW = I, is expressed as 
T-1 Jo+1 
Y(') = WTW(m) = W 
VVk" 
_ WWm) Wk., (6.1.22) 
k=O j=1 kEKC(j) 
where k(j) defines the index set of the points k which lie within a particular scale 
for a 
given level j=1, .... Jo + 1, as follows: 
K(J) {k: k=o,... ,2 -1} 
K(2) {k: k= 2,... 34 -1} 
k(Jo) {k- : k: =T 
(1 
- 2(j() i)) , .... 
T (1 )- 1} 
1) 1C(Jo+l) {k 1}, 
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and kE {/C(1), """, IC(JO) } corresponds to the wavelet coefficients and 
/C(J0 + 1) rep- 
resents the index set of the scaling coefficients. Furthermore (Percival & Walden 2000, 
p. 63), 
T-1 Jo 
Y(m) _ Wkm) )k. _L Wi Wj(m) + VjTV(o 
k=O j=1 
Jo 
u(rn) i S(-) 7A 
(6.1.23) 
j=1 
where Dj(") and S 
jö) 
refer to the jth wavelet detail and wavelet smooth of the 7nth pe- 
riod respectively. These details and smooth coefficients define a multiresolution analysis 
(MRA) of Y''). Dj("") is a T-dimensional column vector whose elements are associ- 
ated with changes in Y(m) at a scale 'rj and S 
(ö) 
represent averages over a scale of 
Ajo = 2J0. The seasonal vector Y() is a weighted sum of T basis vectors Wk., where 
k=0, ""-, T-1. Li & Hinich (2002) interpret 
(6.1.23) as a decomposition of Y (m) into 
T orthogonal projections Yilmi, Y21ml, """, YT"), where Y('n) - Wk(') Wk. and W 
ß) is 
the projection coefficient. The filter Wk* is also called a waveform of unit energy, with 
k=0, """, T-1 indexing the wavelet basis. Note that k, encodes j and t 
(k is the 
time-scale localisation t, j). 
6.1.2 Neccessary and Sufficient Condition for Cyclostationarity 
This section gives a proof of the following theorem: 
Theorem 1A time series {X, }, n=0, N-1 is second order cyclostationary or 
periodically correlated if and only if W("') is stationary, i. e. cov{ W 
(ml) W (m2) } 
r, W(lrnl -m21) 
1 
Proof 1A time series {XT,, } is second order cyclostationary if and only if it can be repre- 
sented as a T-dimensional stationary vector sequence {Y("")} (Gladyshev 1961, Theorem 
1), i. e. 
cov{y(m1) Y(rn 2) = ýr ýýrrii m2ý) (6.1.24) 
Note Li & Hinich (2002) only state this result. and that a proof is not given. 
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Since W("m) = WY("n), then 
cov{W(T'z1) W(rn2)} = WTEy(Iml - mzDW 
Ew(Imi - m2l). (6.1.25) 
so Ejy, is a function of I M1 - rn21 only and {W(m)} is stationary. Q 
6.1.3 Practical Considerations 
A detailed discussion of the practical considerations that need to be considered when 
implementing a MRA via the DWT are given by Percival & Walden (2000, p. 136). These 
include handling the boundary conditions, choice of wavelet filter, choice of level JO of the 
partial DWT and the computational speed of the wavelet transform. Here we consider 
the following: 
Boundary Conditions 
Circular filtering at the boundaries of {Y 
(m) }, t=0, ""-, T-1 assumes that {Yt(m) } is a 
periodic sequence with period T. This is a reasonable assumption, since we are dealing 
with seasonal vectors. 
Choice of Wavelet Filter 
As the length L of a wavelet filter increases the number of boundary coefficients increases 
and the localisation of the wavelet filter in time decreases. On the other hand, if the 
wavelet filter is too short, you can sometimes get undesirable blocking effects occurring in 
the wavelet decomposition. The least asymmetric wavelet filter of length L=8 (LA(8)) 
will be used in subsequent analyses, as it is known to to give reasonable results in practice 
(Percival & Walden 2000). Another advantage of using LA filters is that the wavelet and 
scaling coefficients can be made approximately zero phase, by advancing them using a 
value v that is dependent on the length L (for L=8, v=-2+ 1). This means that 
features in the wavelet coefficients can be lined up with events occurring in the original 
data. 
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Choice of level . IOS of the 
Partial DWT 
The choice of level Jo of the partial DWT depends on the application at hand. To ensure 
that at least some of the coefficients in W(-) and V 
(111) 
are unaffected by boundary 
conditions, a default upper bound of JO can be picked such that Ljo <T< Ljo+i, where 
Leo is the width of the level Jo equivalent wavelet or scaling filter. 
Computational Speed 
The DWT is a faster algorithm than the fast Fourier algorithm. The DWT requires O(T) 
operations, while the latter requires O(Tlog(T)) (Percival & Walden 2000, p. 159). 
6.2 Li and Hinich's Model 
In this section the model of Li & Hinich (2002) is discussed. Wavelets are designed to 
have vanishing moments and remove at least the first order (mean) structure in time 
series, but the authors use wavelets to identify first order structure. The Haar wavelet 
annihilates constants, while the least asymmetric and extremal phase filters annihilate 
higher order polynomials, depending on the length of the wavelet filter. 
6.2.1 Persistent Waveforms 
Li & Hinich (2002) use "coherence" to identify the coefficients Wk(m) that are important 
and better suited to forecasting and modelling. This is done to reduce the dimensionality 
of the seasonal vectors, and aide the modelling and estimation of the corresponding 
inuiltivariate time series. In statistics, the term coherence is used differently and to 
avoid confusion with cross correlations and spectral coherence, we refer to the term 
as persistence. There are three types of persistent waveforms: completely persistent, 
non-persistent, and highly persistent (High-P), that are defined later in definition 6.2.1. 
Let the wavelet coefficients of each seasonal vector be indexed with basis indices 
k1, k2, "'", kT. In order to undertake estimation on the wavelet coefficients of 
the sea- 
sonal vectors, stationarity is assumed. If it is assumed that for each fixed basis in- 
dex ti:. [WA 
, 
ii, Wkýý.... 
, 
Wks1l ]T forms a sample 11-dimensional random vector from a 
second-order stationary process, then the process mean µk and variance a are such that 
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Miii Wkiný Elk and M 
ný 
ý 
{Wks i- µk}2 cri as M- cc almost surely 2 
This is equivalent to assuming that {Y('"')} is second order stationary and ergodic, see 
Averkamp & Houdre (2000, Theorem 1) for a proof. Recall that from (6.1.23), we have 
T-1 
y(m) = WT W (m) =EW 
(m) Wk., k 
k=0 
where for each fixed k, the filter Wk. represents a waveform of unit energy, with k= 
0, -"-, T-1 denoting the basis index. For the indices 
kE K(j) and j=1, """, Jo + 1, 
the sample mean and variance µk and äk are defined by the following: 
1M 
ýý .M Wk(-) (6.2.1) 
Uk =M 
E(Wkm) 
- µk)2 (6.2.2) 
7z=i 
The T component waveforms Yými of Y(m) are separated into the three persistence 
groups according to the statistical properties of their wavelet coefficients: 
Definition 6.2.1 (Li & Hinich (2002)) Assuming µk+ak > 0, the persistence of the 
kth waveform is defined as 
IL2 
Y=. 
Pk + Or2 
(6.2.3) 
The k" waveform is said to be (a) completely persistent if 7yk = 1, (b) non-persistent 
if -yk; =0 and (c) highly persistent if 0< 7yk <1 and 7k > 0, where 0=X _a, 
(1)/(M + 
x1_L (1)) is the threshold. Since for each fixed k, if {W 
m) }ter i is a white noise sequence k 
or general linear process, and pk = 0, then Mµk/7 X2(1) asymptotically and 7yk = 
xk/(M + X2), where Xk MOk/0-k > xi_ý(l)" Note that X _( 
(1) is the. 100(1 - a)% 
point of a /V 
2(1) distribution and cE (0,1) denotes the significance level. 
Li & Hinich (2002) state the following: 
2A sequence of rvs {X, ý} converges almost surely to a rv 
X; if P(Iim,, . 
IX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Because jj, 2 2 +ark is the second moment of IV, the persistence 7k is always 
between 0 and 1, and is interpreted as the proportion of power (variation 
around 0) that can be attributed to its mean . 
By definition, incoherent 
waveforms do not have any long-terns effect because their coefficients have 
zero mean (µk = 0) and thus lack persistence in the long run. On the other 
hand, completely persistent waveforms become deterministic in the long run 
(o- = 0) and are perfect for long-term forecasting. In general, the High-P 
waveforms are most suitable for long-term forecasting because they possess 
long-lasting effects (that is non-zero mean) as the period progresses. 
The statement above is unsatisfactory. Li & Hinich (2002) place particular emphasis 
on non-zero mean processes and use wavelet analysis to identify first order structure. 
Standard Daubechies' wavelet filters of length L are designed to have L/2 vanishing 
moments that remove polynomials up to order L/2 - 1. Li & Hinich (2002) also assume 
that a=0 is equal to zero and model seasonal time series based on µk. The mean 
Rk is expected to be non-zero and larger than the variance Q2. This is in contrast to 
standard time series modelling, where the first order structure (mean) is assumed to be 
zero and second order structure (variance) is identified, see for example Brockwell & 
Davies (1991)). 
6.2.2 A Seasonal Time Series Model 
This section outlines the seasonal time series model of Li & Hinich (2002). Let P 
{k1, k2 ""., kr} represent the index set of High-P waveforms and recall that the time 
series {X} can be expressed as Y('n) = y: 
T=ö W n)Wk.. Given {X,, } assume that 
following linear decomposition holds: 
1'(ßn) =E Wkýoti)Wk. +E Wk ')Wk., 6.2.4) 
kEP kýP 
The High-P and non High-P waveforms impose a model on the linear decomposition. 
For the High-P waveforms, let Wpý"ý be defined as (Tt'kýni; Wkz 
); 
"' li' 
ýýýT, which 
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forms an r-vector valued rnultivariate stationary random process over rn given by . 
W(l) 
ki 
w(2) 
ki 
w(3) 
All 
w(Al) 
kj 
W (l) ) 
k 
w (2) ) wi 
2 z (6.2.5) 
W(1) 
k, 
W(2) 
k., 
W(3) 
k, 
W 1) 
k,, 
Note that in represents the time index of the process. The projection coefficients Wk 
are assumed to be stationary across the periods (with respect to m). While, within the 
periods (with respect to k) it is possible for the coefficients to be non-stationary. This 
statement is slightly misleading, because the process considered over k does not mean 
that time is flowing in the same direction, as k is a function of j&t, and only for fixed j 
is t flowing in one direction. In fact, there is no real time ordering of Wk(-) with respect 
to k. 
For the non High-P waveforms kýP, the index set is denoted by Q =_ {kr+l, ""., kT}. 
Let WE('n) be defined as [Wk's') , 
W(-) ", W, IT and assume that W , 
(M) is a multi- 
variate white noise process over index m with Wk(n) ti nd(0, Uk). The vectors WWI") and 
Wm) 
are assumed to be independent, and it follows that the non-High-P and High- 
P waveforms do not affect each other's statistical characteristics. Note that the latter 
is a non-trivial assumption. The model for the mth seasonal vector has the following 
structure: 
1T [Wký'ý Wk2ý ... Wýýn) w(m) W 
(m 2 
... Wk(m) T 
(6.2.6) 
The above matrix is made up of Wp "'i and W(n) respectively. Consider W('") the 
covariance cov{ Wpmi WP"'"+hi } consists of the elements: 
cov {Wým) 
COV {Wim) 
Wý(m+h) } 
, 
W} 
COV {Wk 
in) 
cov { uVým) 
Wý(na+h) }. 
U, 
ý(in+h. 
) }. 
.. COV 
{ý% m) 
.. cov 
{ wk2 ý) 
, 
, 
(m+h) 
, 
wk m+h) ý 
(6.2.7) 
k, ki 
W mph)} COV{jIkm). Ikie+h)ý COV{ýý''km) 11 . A. 
ni+h) 
Under (second-order) stationarity, the antocovariance function is known to be a function 
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only of the lag It, the distance between observations. The same holds for the cross- 
covariance function although its structure is unknown. The covariance of W, 
("') 
can be 
written as coy { W<<m1 WE( r'z +h) } and contains the elements: 
COV( [i[%(m) k, +i' 
cov 
I W(m) k, +2' 
W(m+h)I 
k, +1 
w(n2+h)} kr+l 
COV{W(m) 
+1 
COV{W(m) +2 
W(m+h)} 
k +2 
w(m+h)} r,,, +2 
cov { WkTM) I 
wkm+h) } 
, +l 
cov {W 
(), wpm z h) } 
COV W 
(m) 
W 
(m+ h) l { k, +, ' kT J 
cOV {Wkm 2 
WET +h) } 
(6.2.8) 
cov{WkT , WET+h 
} 
for integers It and r. W, 
(n) is multivariate stationary with mean Nk, +, = Filer+2 
14T =0 and covariance matrix, 
EE if h=0. 
P(h) _ (6.2.9) 
0. otherwise 
where 
2 
+1 
0 ... 0 
z 
EE =0 
or ki}2 0 (6.2.10) 
0 
0 ... 0 072 
and EE = [EF (i, . 1)] 
is aT-rxT-r matrix. 
Equation (6.2.4) defines a special cyclostationary process, because a subset of W (m) 
is assumed to be white noise and independent of the other component. Non-High P 
waveforms are considered to be unpredictable, because their projection coefficients are 
independent of each other, elementwise, across the basis indices and across the periods. 
6.2.3 Wavelet Decomposition of the FX returns series 
In this section, the behaviour of wavelet coefficients obtained from the seasonal vectors 
of the five minute DM-$ returns r,, is investigated. Figures 6.1-6.3 show that the level 5 
partial DWT wavelet coefficients fa , 
(k = 0. ---, T- 1) calculated with respect to all the 
periods are very close to zero. In contrast, there is a pronounced structure present in the 
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Figure 6.1: Sample mean of the partial DWT wavelet coefficients ilk, (k, = 0, """, T- 1) 
calculated with respect to the periods are plotted in ascending order, with JO = 5, 
n= 260, m=0, """, n, T= 288 and using the LA(8) wavelets. 
variances of the partial DWT wavelet coefficients &k (Figure 6.4). In Figure 6.4, there 
is a peak that occurs at scales one and two in the middle of the day. This indicates that 
there are patterns that occur, which are structured across both time and scale. Note 
that this justifies the use of wavelet methodology. Li & Hinich (2002) is unsuitable for 
modelling the returns because the variance structure Qk is much larger than the mean 
µk. Their notion of persistence means that no High-P waveforms would be identified. 
Note that this is also the case for any seasonal time series where the variance or e is much 
larger than the mean /1k 
6.3 Summary 
The wavelet decomposition of a seasonal time series has been outlined and a proof 
has been provided of the necessary and sufficient condition that a time series 
{X,, }, 
n=0, N-1 is cyclostationary or periodically correlated if and only if the vector 
process WO") in the wavelet domain is stationary. The proposed modelling approach 
of Li & Hinich (2002) has also been discussed in detail. Their seasonal model consists 
of separating the wavelet coefficients of the seasonal vectors into two groups, known 
as persistent and non-persistent waveforms. The corresponding multivariate persistent 
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Figure 6.2: Plot (a) is the mean µk plotted against k=0, """, T-1 = 287. Plot (b) is the 
standard deviation crk of the wavelet coefficients plotted against k=0, """, T-1= 287. 
These plots were obtained using 5min Deutsche Mark US Dollar price series rt . 
Note 
that k is a function of j and t, where j, t denotes the scale and time respectively. For 
example, the first 144 data points of 6k squared are the same as the top plot in Figure 
6.4. 
series is then modelled using a multivariate stationary model with respect tont, while the 
non-persistent multivarate time series is modelled as multivariate white noise. We argue 
that Li & Hinich (2002)'s criterion for selecting the persistent waveforms is unsatisfactory, 
because of the vanishing moments property of wavelets. 
In Chapter 8, we propose a new approach to modelling seasonal time series based on 
the wavelet decomposition of a cyclostationary process. 
CHAPTER 6. WAVELET DECOMPOSITION OF A CYCLOSTATIONARY 
PROCESS 102 
0.01 -'-0 
0.01 
0 50 100 150 200 250 
_. --T -_. -_ -- --- ý- --r 0.01 
0 
0.01 
0 50 100 150 200 250 
0.01 -ý -----ý-ý -_ý 
0 
-0.01 
0 50 100 150 200 250 
0.01 
0.01 
0 50 100 150 200 250 
0.01 
0 
0.01 
0 50 100 150 200 250 
0.01 
0.01 
0 50 100 150 200 250 
(t=0, 
_-, 
T-1=287) 
Figure 6.3: This plot corresponds to µk for kE K(j), where j=1, """, Jo +1=6. The 
final plot consists of the scaling coefficients and t represents the actual time (in 5min 
intervals). 
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Figure 6.4: Plots of Qk, for kE IC(j), -where j=1. .h+1=6. 
The final plot consists 
of the scaling coefficients and t represents the actual time (in 5min intervals). 
Chapter 7 
Modelling Periodic Correlation 
The class of cyclostationary processes is large and includes more than the subclass of 
second order stationary processes with sn , n+T 
= sX ,TEZ and processes with 
doubly 
periodic covariance sequences defined by sn n+T =s +pT, n+T+qT 
for every n, rc +T and 
p, qEZ (Hurd 1989). For example it includes the subclass of uniformly/amplitude 
periodically modulated stationary processes denoted by 
Xn=PnUn, 
where {U, ti} is a second order stationary process, 
{P,, } is a bounded deterministic periodic 
sequence with period T, and sn n+, r = 
P, P, P, 7, +TsU is the acvs. 
In this Chapter, we discuss time-varying volatility driven models for high frequency 
financial and econometric cyclostationary time series. These models are formed by ex- 
tending the subclass of uniformly modulated stationary time series studied by Priestley 
(1981) to class A, the class of uniformly periodically modulated stationary time series 
and to class B, the class of uniformly periodically modulated cyclostationary time series. 
Note that these models are linear and non-stationary, and are suitable for modelling 
seasonal time series with second order periodic moments. 
This Chapter is organised as follows: In section 7.1, we outline the uniform modu- 
lation of stationary and cyclostationary processes, and extend Priestley's evolutionary 
spectral theory from the notion of local stationarity to local cyclostationarity using the 
theory of Gladyshev (1961). In section 7.2, we introduce our general linear and non- 
stationary model which includes the following subclasses: locally stationary, locally 
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cyclostationary, class A, class B and class C processes. In section 7.3, we examine the 
statistical properties of our class A and class C model with respect to its seasonal vectors 
in the time and frequency domains. Finally, in section 7.4, we investigate the statistical 
properties of the wavelet coefficients of the class A and class C cyclostationary models. 
7.1 Uniform Modulation 
Uniformly or amplitude modulated stationary processes were studied by Herbst (1963b, 
1965). Priestley (1965,1991) provides a framework for the spectral representation of such 
processes. It is assumed that the non-stationary characteristics of a uniformly modulated 
process change slowly over time, such that the process is globally non-stationary, but 
locally stationary over a short stretch of time. This means that the spectrum of the 
uniformly modulated process is time dependent, continuously changing or evolutionary 
and related to the spectrum of a stationary process, which has been discussed in section 
3.3. In this section, we first outline Priestley's evolutionary framework. Then we consider 
the non-stationary class of uniformly modulated cyclostationary processes, which have 
evolutionary Loeve spectra. This generalizes the notion of local stationarity to local 
cyclostationarity. 
Definition 7.1.1 (Uniformly modulated process) A uniformly modulated process 
{X.,, } with mean E{Xr }-p=0 and finite variance var{Xn} _- '7n < oc that varies 
with, time n is defined by , 
xn = aUn, nEZ, (7.1.1) 
where {a,,, } is a real-valued square summable deterministic sequence that has a Fourier 
transform whose modulus has an absolute maximum at the origin, i. e. 
an =j einedle (p), (7.1.2) 
with. IdK(t)l having an absolute maximum at 0=0. This condition ensures that {an} 
is a slowly varying sequence of n, (Priestley 1991, p. 149), say a, ; zý5 a,, +,, and that the 
frequency dependent characteristics of {X,, } such as its spectrum varies slowly over time. 
The sequence {U} is assumed to be a, zero mean harmonizable process, which. means that 
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it can be written as a Fourier integral with equality in the mean square sense, with, respect 
to a complex valued random measure {Z (f) }, i. e. 
Un _ ci27rfr fJ 
(f 
. -z 
where {Z(f )} is defined on the Nyquist interval (- 
z, 
2) 
(Loeve 1978). Note that sta- 
tionary and cyclostationary processes are harmonizable. 
7.1.1 Evolutionary Spectrum of Uniformly Modulated Stationary Pro- 
cesses 
A uniformly modulated stationary process {X, } is given by (7.1.1), when {U, } is a zero 
mean stationary process. This non-stationary process {X, '} is also known as a 
locally 
stationary (Dahlhaus 1997) or semi-stationary (Priestley 1965) process, because if you 
examine the behaviour of {X} in a local neighbourhood of a time instant n, it can 
be approximated as stationary. This enables the estimation of evolutionary statistical 
properties of the process, such as the variance, autocovariance and spectrum, if the local 
neighbourhood where {X,,, } can be approximated as stationary is sufficiently large, see 
Adak (1998), Dahlhaus (1997), and Silverman (1957). 
Note that the uniformly modulated process {X, z} is a special case of 
locally stationary 
processes, that have the general linear process representation 
cc 
Xf = a1,. 
1, b, U,, 
-t, 
7.1.3) 
1-o 
where {b1} is a real-valued sequence of constants called the impulse response sequence 
or filter. This equation can be viewed as a time-varying linear filtering operation, where 
{X, } is the output and the general stationary process {U,, } is the input. For each fixed 
n, the filter bi is multiplied by a constant, so the process {X, } can be interpreted as the 
result of passing the stationary process {U- } through a time-varying filter. Note that 
when the filter is fixed i. e. a, = a, the linear representation of {X, } is that of a stationary 
process, since {U,, } is stationary. A generalization of (7.1.3) would be to replace a,, and 
b1 by c, ',,, which varies slowly over I and n,. For more details on the theory of 
linear 
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filtering refer to Percival & Walden (1993), Priestley (1981) and Tjostheim (1976). 
The acvs of the uniformly modulated stationary process {X,,, }, is defined by 
Sn, n+r = 
E{XnX7 +r} 
1 
= ana +r 
P 
e12 frdS(l)(f) 
z 
1 
anan+r 
j2 
ei2TrfrSU(. f)d. f, 7.1.4) 
2 
with dS(l) (f) - E{ldZu (f) 12}, where SUI) (f) = ff , Su(f')df' is bounded and non- 2 
decreasing for all If I<2. The function S( (f) is assumed to be purely continuous and 
is known as the integrated spectrum of {X}. Its derivative Su(f) for all f is called 
the sdf of {U, }, refer to (3.3.2). The evolutionary sdf of {X, } at time n with respect 
to the family of oscillatory sequences {a,,, ei2"fn } (sines and cosines with time-varying 
amplitudes), is then defined as 
(7.1.5) S (f) = a2 SU (f), -2<f< 2' 
where Sn (f) denotes the evolutionary sdf of {X7, ) in a local neighbourhood of a time 
instant n, (n-6, n+6) CR say, where 6>0 and finite. The sdf S. n 
(f) cannot have precise 
location in time and frequency, because of Heisenberg's uncertainty principle. Equation 
(7.1.5) shows that the evolutionary spectrum and the integrated spectrum of stationary 
processes are related to each other. At a time instant n, the evolutionary spectrum is 
obtained by modulating the integrated spectrum for all f with a,,,. This is the reason why 
{X,, } is known as a uniformly modulated process. The evolutionary spectrum describes 
the distribution of the variance of {X, } over frequency in a neighbourhood of a time 
instant n, which is denoted by 
var{X, } _ S, (f )df, (7.1.6) 
2 
provided that the local neighbourhood where {a2 } is slowly changing is sufficiently large. 
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7.1.2 Evolutionary Spectra for Uniformly Modulated Cyclostationary 
Processes 
A uniformly modulated cyclostationary process {X, n, 
} is given by (71.1), when {U,, } is 
a zero mean cyclostationary process with period T. This non-stationary process {X7, } 
will be referred to as a locally cyclostationary process, where the behaviour of {X, } in a 
local neighbourhood of a time instant n, can be approximated as cyclostationary. This 
notion of local cyclostationarity generalizes the notion of local stationarity outlined in 
section 7.1.1. Recall that the Loeve spectrum of a cyclostationary time series is given in 
terms of the diagonal spectra Sk(f) for k=0, ±1, ""., +(T - 1), refer to section 5.2.3. 
In this section, we outline how the the covariance structure of a uniformly modulated 
cyclostationary process is related to these diagonal spectra. This enables the estimation 
of the evolutionary statistical properties of {X, }, such as the evolutionary Loeve spec- 
trum, if the local neighbourhood where {X,,, } can be approximated as cyclostationary, 
is sufficiently large. 
Note that the class of uniformly modulated cyclostationary processes {X71} includes 
the class of uniformly modulated stationary processes, and is a special case of locally cy- 
clostationary processes. Uniformly modulated cyclostationary processes have the general 
linear process representation 
C)c 
Xn = a. n b1Un-L, (7.1.7) 
a=o 
where {bi} is a real-valued sequence of constants called the impulse response sequence 
or filter. This equation can be viewed as a time-varying linear filtering operation, where 
{XX, } is the output and the cyclostationary process {U, } is the input. For each fixed n, 
the filter bl is multiplied by a constant, so the process {X} can be interpreted as the 
result of passing the cyclostationary process {U, } through a time-varying filter. Note 
that when the filter is fixed, the linear representation of {X,, } is that of a cyclostationary 
process, since {Un} is cyclostationary. A generalization of (7.1.7) would be to replace 
a,, and bi by cl.,,, which varies slowly over l and n. 
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Representation of the Covariance for a PC Process 
Here, we first outline how the covariance structure of a cyclostationary process {X,, } 
with period T is related to the diagonal spectra Sk(f) for k=0, ±11 " .., ±(T- 1). Then 
we outline how the the covariance structure of a uniformly modulated cyclostationary 
process is related to these diagonal spectra. 
The acvs of a cyclostationary process {X,,, } is periodic with period T for each fixed 
T and has a Fourier series representation denoted by 
T-1 
b, = sn, n+r =0 
Bk 
Teil 
kn/T 
k=o 
The Fourier transform of b.,,,,, is given by 
I T-i 
Bk, 
- TO 
E b" 
re-i27 
kn/T (7.1.9 
n-0 
where k=0, ---, T-1. Note that from now on A=1, without loss of generality. 
As mentioned in section 5.1, Gladyshev (1961) connected cyclostationary processes 
to vector stationary time series and observed that a time series {Xn} is cyclostationary 
if and only if the T-dimensional sequence [XnT, XnT+1, '"", XnT+T_1]T constructed con- 
secutively from {X, } is stationary. Gladyshev (1961) also shows that Bk, T is equivalently 
defined by 
1 
BST _fI ezznfrdS 
)(f), (7.1.10) 
2 
where S 
Ik) (f) = Sý+T(f ), Skll (f + 1/2) = S(r) (f) + S(I) (1/2) and S(i) (0) =0 for all 
k, see also Hurd (1989) or Bloomfield et al. (1994). If it is assumed that the integrated 
spectrum Sk'ý(") is absolutely continuous, then 
dskr) (. f) = Sk(. f)df. (7.1.11) 
for all If I<2. The proof of (7.1.10) is obtained by substituting the liarmonizable 
representation (5.2.2) of (7.1.8) into (7.1.9) (see Hurd (1989)). Note also that {X } is 
PC if and only if the covariance matrix of the T-dimensioiial vector sequence constructed 
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from {X,, } is a function of its lag 7 only and given by F(T) _ [yjk(T)]j. k_0.... T_1, where 
1jk(T) - 
Bk-J, 
Tei2 
jT/T 
see Gladyshev (1961). 
Equations (7.1.11), (7.1.10), and (7.1.8) produce the following representation for the 
acvs of a cyclostationary process {X, }, n=0, -"", (N - 1) = (MT - 1), 
sn. n-f-T = 
E{Xn; Xn+TI 
'l-1 
Yi27rkn/T 
= Bk Te 
k=0 
T-1 1/2 
ei27 fTSk(. f )df ei2ý kn/T (7.1.13) 
k=o 
(fl/2 
where each Fourier coefficient Bk,, is given by 
1 
Bk, = 
/2 
ei21rf-F Ský. f)df, (7.1.14) 
1/2 
and Sk(f) denotes the diagonal spectra that make up the Loeve spectrum. Note that 
(7.1.13) can be interpreted as representing the acvs of a PC process {X, } by a sum of 
products of harmonically spaced complex exponentials with components {Bk, T}, which 
determine the cross-covariance functions of the T-dimensional stationary vector sequence 
constructed from {X,,, }, see (7.1.12). 
As stated in (5.2.9), the Loeve spectrum of a PC process is given by 
Sx(f, fl) 
Sk(f) if f' =f -k/T, (7.1.15) 
0, otherwise, 
where k, = ±0, ±1, """, ±(T 1) and IfI< 1/2. Note that the diagonal spectra Sk(f ) 
in the Loeve spectrum are symmetric about the main diagonal. In the signal processing 
literature the diagonal spectra Sk (f) are also called the spectral correlation density 
function (Gardner 1991), the kth cyclic spectrum or cyclic sdf (Wang et al. 2005), and 
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are written as 
Sk(. f) 
= Bk, Tc 
i2 
, 
fT 
T=-ý 
where {Bk,. r} and Sk(f) form a Fourier transform pair. Note that (7.1.14) and (7.1.16) 
form the cyclic Wiener-Khinchin relation (Gardner 1994). Gardner (1986a, sec. 12.2) 
also refers to {Bk, 7} as the cyclic acvs. The cyclic sdf and cyclic acvs are periodic, i. e. 
Sk+rynT (f) = Sk(f) and Bk+, nT, T = Bk, T, for k=0, - .., T-1 and meZ. The cyclic 
sdf and cyclic acvs can be also interpreted as generalisations of the acvs and sdf of a, 
stationary process. For example, if {X, } is stationary then 
Sk(f) = 
S(f), for k=0, 
(7.1.17) 
0, otherwise, 
where S(f) is the sdf of a stationary process. Note also that Wang et al. (2005) refers to 
the set {So(f ), Si(f ), ... ) 
ST_i(f )} as the cyclospectrum of a cyclostationary process. 
The following theorem gives the evolutionary acvs, variance and Loeve spectrum of 
a uniformly modulated cyclostationary process: 
Theorem 2A uniformly modulated cyclostationary process defined by 
Xn=a, U nEZ (7.1.18) 
where {U,,, } is cyclostationary and {a, } is a slowly varying deterministic sequence whose 
modulus has an absolute maximum at the origin such that a,, a,,, +l, has a time-varying 
acvs defined by, 
l' 
Sý, 
fl+T - an. an. +r sn. n+T 
1/2 T-1 
=aa eil 
fT 
ei2nkn/Tsk (f )df 
-11/2 k-0 
(7.1.19) 
for 'IL =0. N 1ý Uherf s t. ýt+r and 
n. 
n+r 
denote the acvs of {X, } and {U, } 
respectively, and { SýU(f) } are the diagonal spectra that define the Loeve spectra711 of 
{U, }. Note that {X} is called a locally cyclostationa. ry process. The variance of {X,, } 
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in a local neighbourhood of a time instant n, is given by 
T-1 (. /-1/2 
Val-{ß'7e} = 0nSk (f) W' ei27rko/T 
k-0 1/2 
1/2 1/2 T-1 
= sn f )df +fE aý 4 WC i2nka/T dl, (7.1.20) 
/1/2 
1/2 k-1 
provided that the local neighbourhood where {a2 } is slowly changing is sufficiently large, 
and 
sn (. f) an S0 (. f) - anSU(. f), -1/2 <f< 1/2 (7.1.21) 
denotes the evolutionary spectrum of stationary {X,,, } in a local neighbourhood of a time 
instant n, see (7.1.5). The evolutionary Loeve spectrum of {X} in a local neighbourhood 
of a time instant it is defined for ]=0, f1, ±27 -", +(T - 1) and (f, f') E [-1/2,1/2) x 
as 
snýf, fi)= 
Snk(f) if 
.f =fl 
+T, 
(7.1.22) 
0, otherwise 
where Sn, k(f) - an SU (f) denotes the evolutionary diagonal spectra of {Xn, } at time n, 
which are formed by modulating the diagonal spectra of {U, } with ate. 
Note that the zeroth term in (7.1.19)-(7.1.22) are equivalent to Priestley's evolution- 
ary theory for uniformly modulated stationary processes, defined by (7.1.4)-(7.1.6). The 
k=1, ---, T-1 terms are additional in this representation and arise for uniformly 
modulated cyclostationary processes only. 
Proof 2 Using (7.1.13) yields 
8n n+. r = 
E{Xn, Xrt+rl 
T-1 1/2 
=p Pi27rfrSk. (f ')d Ci27rkn/T n nkr 
k_o " -1/2 
as required. Results (7.1.22) and (7.1.20) follow from the definition of the Loeve spectrum 
(7.1.15) and (7.1.19), when. T=0. 
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7.2 Modelling Cyclostationary Time Series 
Recall from section 5.1 that a time series {X, } is cyclostationary if its first and second 
order moments are periodic, with a fixed period T such that T>1. In this section, we 
outline a general linear, non-stationary and time-varying volatility model. 
7.2.1 Motivation 
The proposed time-varying volatility model is motivated by the following example of a 
cyclostationary process given by Hurd (1997): 
Consider a sample cyclostationary process {X, }, n=0, -, N-1 specified by X, _ 
a1zZý,, where fa ,j is scalar and periodic with period T i. e. Vn, an+T = or,, and 3ni, n, 2, 
such that a,,, a,,,, and {Z, } is an uncorrelated N(0,1) sequence. Then the mean of 
{X,, } is given by E{X, } =u E{Zn} = 0, and the variance of {X,, } is periodic and 
denoted by 
var{Xn, } = cov{Xn, Xn} = Qn var{Z, z} = Qn+T var{Z, Z+r} = var{X. n,, +T}, 
(7.2.1) 
since the standard deviation fa j is periodic. Note that the returns series r,,, can be 
considered to have the same properties as this special cyclostationary process, because it 
displays a strong intraday volatility pattern, and its mean and covariance for T0 are 
close to zero, refer to Chapter 2. This example of a cyclostationary process is a special 
case of the general linear periodically time-varying filtering operation, which is given by 
00 
Xn = Qn b1U 1, (7.2.2) 
l=o 
where {Q, z} are T-periodic such that Qn = an mod T, and 
{bi} is a real valued filter. Note 
that the standard deviation {a0 } can change rapidly in n, i. e. within in the periods, but is 
constant across the periods m say. When the input {U, } is stationary or cyclostationary 
the output {X, } is cyclostationary (Wang et a1.2005, Gardner et al. 2006). If for 
example, we do not insist that {X, n} is cyclostationary, and permit a,, then 
fa, } can change rapidly within its periods and vary slowly across its periods. 
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7.2.2 General Model 
Consider a process {X,, } that is defined by a uniformly periodically modulated process 
with mean E{ Xn, } = p, =0 and variance var{X, 2} = Qn c oo that varies with time n, 
i. e. 
Xn = 17, nUn, nEZ, 
(7.2.3) 
where the standard deviation {o,, } is a sequence with period PQ, that varies rapidly 
with n, but varies slowly over its periods, i. e. On QnmodT and {U,, } is a zero mean 
cyclostationary process with period PU. The sequence {Q, } is defined formally as a 
uniformly almost periodic sequence, see definition 7.2.1. 
Definition 7.2.1 (Uniformly Almost Periodic Sequence) A sequence {cri,, } is called 
uniformly almost periodic (Besicovitch 1954, Herbst 1963a) if for any c>0, the set of 
all translation numbers of the sequence {Q,,, } belonging to c, denoted by 
{T EZ: 1 Un+T - Onj < E} (7.2.4) 
is a relatively dense set in 7G, i. e. there exists an interval of length LF >0 that contains 
at an integer TE A{E, a, } such that 
Un T- anI <C for all nEZ. (7.2.5) 
Note that T is called the `e-translation number' or `e-almost period' (Huang, Wang & 
Goo 2006). We simply refer to T as the quasi-period of the almost periodic sequence. Al- 
most periodic sequences are a generalisation of (purely) periodic sequences. Bohr (1951), 
Besicovitch (1954) and others developed the theory of almost periodic functions. For a 
specialisation of this theory to the case of almost periodic sequences, see Herbst (1963a). 
The non-stationary model (7.2.3) includes locally stationary, locally cyclostationary., 
cyclostationary and almost cyclostationary processes (class A& class B), see Table 7.1. 
An almost cyclostationary process is a generalisation of a cyclostationary process, see 
definition 7.2.2. Note that we refer to the class of uniformly periodically modulated 
stationary processes and the class of uniformly periodically modulated cyclostationarv 
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processes as class A and class B respectively. 
Class A processes are almost cyclostationary, because the volatility {or,, } is almost 
periodic with quasi-period PQ. While class B processes can be interpreted in terms of the 
almost periodic volatility {o,,,, } with quasi-period PQ and a Pu-dimensional stationary 
vector series, since {U0} is cyclostationary. This makes class B processes more amenable 
to the estimation of the volatility. Note that for the class B case PU and PQ need not 
be the same, so one can take the least common multiple of PU and PQ, as in Wang 
et al. (2006), and denote it by T. For example, if PU =4 and Po =2 then T=4, 
while if PU =3 and Pa =4 then T= 12. Notice that a,,, in (7.2.3) need not be only 
approximately equal to Q,,, +1, but Q,,, an mod T. 
Definition 7.2.2 (Almost Cyclostationarity) A second-order stochastic process {X, } 
with zero mean is called an almost cyclostationary process (Gardner et al. 2006, Dehay 
Hurd 199/x, Hurd 1991) if its aces sý n+T - 
b,,, is an uniformly almost periodic se- 
quence of n, i. e the aces is the limit of a uniformly convergent sequencer of trigonometric 
polynomials in the variable n, such that for each fixed r the sequence br,, T has the Fourier 
series 
býýT = s'n n+r =y 
6"Ti27ran (7.2.6) 
aEA 
whose Fourier coefficients are determined by 
T-1 
hý T= lim - b., ý Teiz 
a' (7.2.7) 
r xT It-0 
The quantity ba, r is known as the cyclic autocovariance at cycle frequency a and the set 
A- {a E [0,1) : b,,, T 54 0 for some T} is countable. In other words, we may group 
together any cycle frequencies a that lie between 0 and 1. Note that if A- {" =k IT: k= 
0, """, T- 1}, for some integer T, the autocovariance sequence is (purely) periodic in T, 
and {Xn} is cyclostationary. It then follows that {X, } is stationary if T=1. 
Suppose S is a set and f S-R are real valued functions. A sequence {f,, } is said to converge 
uniformly to a function f if and only if. given an e>Q. there exists a natural number N- N(c) such 
that n> N(() I f,, (a) -f(., z )I <e for all aES (Knopp 1996. p. 71-73). Note that N depends one and 
the same N works for every rcS. 
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Ute, is cyclostationary 
with Pv =1 
Uz is cyclostationary 
with PU >1 
cr, is slowly varying in n locally stationary locally cyclostationary 
with P, =1, 
Q,, is almost periodic with P. >1 almost cyclostationary almost cyclostationary 
i. e rapid variation in n and slow (class A) (class B) 
variation across the periods 
Table 7.1: Subclasses of the general model defined by (7.2.3). 
7.2.3 Uniform Periodic Modulation of Stationary Processes (Class A) 
Definition 7.2.3 (Class A) A uniformly periodically modulated process {X,, } with mean 
E{X,, } = fa, n =0 and variance var{Xn} = an that varies with time n, is given by 
X, ý = or, u', ' nE 
7G, (7.2.8) 
where the standard deviation {c, } is almost periodic with quasi-period PQ = T, {U} 
is a second order stationary process with spectral representation U, =f 21 e22afndZu(f) 
2 
and { ZU (f) } is an orthogonal incremental process on the interval The standard 
deviation with quasi-periods m=1, """, M and season t=0; """, T-1 is denoted by 
{U(Z_1)T+t} and is allowed to vary rapidly for fixed in (i. e. within the periods). For 
fixed t, the standard deviation has a Fourier transform whose modulus has an absolute 
maximum at the origin, which ensures that the standard deviation is a slowly varying 
. sequence in m 
(i. e. across the periods). 
Note that when T=1, the model above reduces to the non-stationary class of uniformly 
modulated stationary time series, which are locally stationary and have been studied by 
Priestley, see section 7.1. When T>1 then {X, } is almost cyclostationary. If a, = Qn+T 
and T>1 then {X} is cyclostationary. 
Main characteristics : 
"{U, } is stationary. 
" Uniform modulation is applied to {U, z} using an almost periodic {a }, i. e. un '7,,. +T. 
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7.2.4 Uniform Periodic Modulation of Cyclostationary Processes (Class 
B) 
Definition 7.2.4 (Class B) A uniformly periodically modulated process {X., z} with, mean 
E{X1z} = µ, =0 and variance var{X, n, 
} = an < oo that varies with timen is given by 
Xn, = QnU7 ,nEZ, (7.2.9) 
where the standard deviation fan} is almost periodic with quasi-period Pa = T, {U} 
is a zero mean second order cyclostationary process with period PU =T and spectral 
representation Un, _ J'ý, ei2'rfhdZu(f), where {Zu(f)} is complex valued measure on 
z 
the interval with increments dZ(f') and dZ(f) which are only correlated for 
distinct f and f' satisfying f- f' = k/T for hE {O, +1, -, ±T- 1} (Gladyshev 1961). 
The standard deviation with quasi-periods in = 1, ""-, M and season t=0, """, T-1 
is denoted by {°(m_i)T+t} and is allowed to vary rapidly for fixed in (i. e. within the 
periods). For fixed 1, the standard deviation has a Fourier transform whose modulus has 
an absolute maximum at the origin, which ensures that the standard deviation is a slowly 
varying sequence in m (i. e. across the periods). 
Note that when T=1, class B reduces to the class of uniformly modulated stationary 
processes, which are locally stationary and have been studied by Priestley, see section 
7.1. When T>1, {X, } is almost cyclostationary. Note also that the general class B 
model mentioned in section 7.2.2 has been simplified above by making the period PU 
and PP the same. If Qa = Un+T and T>1 then {X,,, } is cyclostationary. 
Definition 7.2.5 (Class C) A class C process {X.,, } is a class B process, where {U,, } 
is defined by a periodic moving average process of order q (PMA(q)), which is denoted 
by 
4 
Un = Ori. Ti 
Zn. 
-Ti , 
(7.2.10) 
T]=0 
where 8.,,, r, is periodic in n, with the same period T for all Ti such that 8,, ;, = Bn+T, T,, 
B, ýý = 1. and x=o B,,, T, <x for all n. (Anderson 0 Meershaert 1997). Note that 
using a PMA instead of a PARMA allows as to use relatively few parameters and eases 
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estimation (Vecchia 1985)2. The process {Zn} in (7.2.10) represents a sequence of white 
noise rvs, which are uncorrelated with first moment zero and second, moment 0< c3-7 < 
c. 
For the PMA(q) process defined in (7.2.10), the acvs of the white noise rvs at lag T 
is given by 
s2 - cov{Z,,, Zn+T} Gz6T (7.2.11 
where 
1 1, for T=0, ST = (7.2.12) 
0, for T ýz 0, 
is the Kronecker delta function. The acvs of the PMA(q) process is given by 
S7LUn+T 
= 
COV 
{U, UU+T } 
4q 
COV 
E 
076 
Tl Gn-T]) 
Bn+T, 
T2 
Zf+T-T2 
71 =0 T2=O 
qq 
_ 
0rc, 
7-1 
Z e'2+7-, 
T2 COV{Zn-T1, 
Zn-FT-T2I 
T]=0 T2=n 
qq 
= 076, Tien+TT2.3 +Ti_T2 
(7.2.13) 
T =0 72 =0 
Note that by (7.2.11), contributions are obtained in the above equation when the lag 
T+ Ti - Tr2 = 0, such that 
q 
U_Z ý7rý 
ýSn, n+T 
B, 
n, Tl 
B'2+T, 
T1+, r, 
50 
(1 
. G. 
14) 
Tj 
The variance of {U1, } is given by the above equation when T=0 and is written as 
4 
var{U,, } = Ü. n - orZ 
Bn, 
TI 
(7.2.15) 
Ti -0 
-Also note that a PMA can represented by a stationary vector A1A process. see Vecchia (1985). 
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The variance (TU is periodic and has a Fourier series expansion, because of the period- 
icity of B, T, . 
To emphasise the seasonality of the PNIA(q) process, it is expressed as follows, 
q 
U(7n-i)T+t = Z(m-1)+t + Of, T, Z(m-i)T+t-T1) (7.2.16) 
T, =1 
where season t=0, -"", T-1, period m=1, ---, Al and Bt, i, "--, Bt, q are the moving 
average model coefficients for season t (Lund, Shao & Basawa 2006). Note that we 
can model the PMA(q) process as a multivariate time series, where U(m_i)T+t for t= 
0, """ , 
T- 1 are denoted by 
Ut = U(,,, _i)T+t, 
7.2.17 (1n) ) 
and form the elements of the rnth seasonal vector U('of {U,, } (see (6.1.1)). Note 
also that it is possible to vary q with the season t in (7.2.16), but here we assume 
without loss of generality (Basawa & Lund 2000) that q is constant during the tth season 
of period m, i. e. q= maxl<t<7T qt and Ot, T, =0 
for Tl > q. The sequence of zero 
mean rvs {Zt} is periodic white noise with var{Z(m_1)T+t} = QZ for all seasons t. 
The marginal series {U(, n_i)T+0m_1 
for fixed season t follows a MA(q) process, which 
is always stationary. To estimate the parameters of these MA(q) processes maximum 
likelihood estimation (MLE) is commonly used. The likelihood of {U(rn-l)T+t}, is given 
in terms of the likelihood function of {Z(m. _I)T+t} 
(Vecchia 1985, Basawa & Lund 2000). 
Since there are qT moving average parameters and T white noise parameters in the 
model, the MLE computations are time consuming for reasonably large T. 
Main characteristics : 
" {CI, a} is cyclostationary and is 
defined by a PMA(q). 
9 Uniform modulation is applied to {U,, } using almost periodic {a }, i. e. (7a ti (77z+T. 
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7.2.5 Special Case of Class A and Class B 
A special case of class A and class B is when {U, } is just a stationary MA(q) process. 
i. e. 
9 
Xn = Qri Br, Zn _r, ,nEZ, 
(7.2.18) 
rl =0 
where Qý = Qn mod T 
is the variance of {X. 0 
} which fluctuate periodically with time. 
Naturally, this occurs in the class B model when the parameters of the PMA(q) process 
are only dependent on the lag, such that B,,, T, = BT, . 
For example, when 
1, Vt and Tj = 0, ý7 lgý Bt,,, _ 
0, Vt and Tl > 0. 
in (7.2.16), we obtain the motivating example of a cyclostationary process given at the 
beginning of section 7.2. 
Periodic functions have Fourier series representations and the Fourier series expansion 
of {Q, }, where o_ an+T, is given by 
T-1 
ýn =0E Tke' 
fkn0 7.2.20) 
k=0 
for Y: ° 
c), ) 
Ian 2< °°' fk k/(TO), n=0, ±1, +2, ... and 
T-1 
'rk = TA 
Z 
Q, ae-i2 
fkn0. (7.2.21) 
n=O 
The standard deviation at time 'n., (7 ,, is given by the Fourier series representation of a 
periodic function and Tk is called the kth Fourier coefficient of a. The inverse discrete 
Fourier transform of Tk and the DFT of Qn define a, and Tk respectively, so {Tk} and 
{a,, } are a DFT pair. Note that {a,,. } and {Tk} are periodic sequences with period T, 
and by introducing this device we are assured to have valid cyclostationary processes. 
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Main characteristics : 
" {U, ) is a stationary MA(q) process. 
" Uniform modulation is applied to {U} using periodic {Q,,, }, i. e. Q,,, _ ýn+T 
7.2.6 Harmonic Series Representation of PC Process 
Gladyshev (1961) connects PC processes with vector stationary processes, and here we 
briefly summarise his harmonic series representation (HSR)3, where a PC process is 
represented by a sum of products of harmonically spaced complex exponential with 
components from a T-dimensional stationary vector process. 
Gladyshev (1961) showed that a PC time series {Xn}, n=0,.. .. 
AIT -1 with period 
T can he expressed as a set of jointly stationary processes {Ak, n}, such that 
T-1 
Xn =L 
1` Ak nei2nkn/T nEZ, 
(7.2.22) 
k=O 
where An, = [Ao,, """, AT-1, n] is a T-dimensional second order stationary sequence, 
defined by 
T-1 
Ak, n =TE p«n-PITI 
)e-i2lrkp/T, (7.2.23) 
P=o 
where 
T-- I 
y([n-v/T1) = Ak nez27rkp/T 
(7.2.24) 
P 
k-0 
and Y('n) are the elements of the seasonal vector Y('m) constructed from {Xr, }. Note that 
the components in the sequence of discrete rvs {Ak. fe22"kf/T 
} are individually second 
3This term is mainly used in the electrical engineering and signal processing literature (Dehay & 
Hurd 1994, sec. 4.1) and Flanks & Gardner (1975). 
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order stationary. Substituting (7.2.23) into (7.2.22) yields 
T-1T-1 ([n -p/T1) 
Xn = 
EI: 
YP 
ýi2nk(ra P)ýT 
T 
k-0 p=0 
T-1 Y([n-p/Ti) T-1 
p 
_T 
°n 
p, mT 
p=0 k=0 
= 'n- T=r mo dT 
(7.2.25) 
where ö is the Kronecker delta function. Note that m= (n - p)/T, for 0<p<T-1 
is a rational number, i. e. in E Q, where Q denotes the set of rational numbers. This 
means that the parameter m can be treated like a continuous parameter, since Q is a 
countable set and it is always possible to find a rational number in between any two 
rational numbers. Rationals numbers are also dense in the real numbers, which means 
that any real number can be well approximated by a rational number. 
The covariance matrix of the T-dimensional vector stationary random sequence A, 
is a measure of the dependence between observations in the same component series and 
observations in different component series. The elements of the covariance matrix of A, 
can be represented as 
1/2 
cov{Ak, n, Aj,,,, +T} = ezaýfTdSýkýý. f) (7.2.26) 
f 
1/2 
where S (f) for j, k=1, T-1 are the cross-spectral distribution functions of the 
jointly stationary sequences {Ak n} and 
{Aj_, 
n, 
} for nEZ, and Sek = Sk_j((f - j)/T) 
(Hurd 1989). Recall that Sk(f) denotes the complex valued density components of the 
L6eve spectrum of a PC process. 
Gardner (1986a, section 12.6) and Gardner et al. (2006) view {X, } as a bandlimited 
stationary process in the frequency domain and represent Ak_n directly in terms of X, 
by filtering the complex demodulation of X, with the sinc function as follows: 
(Xn(-i2rko/T) * 1/n = 
1/2T 
v(f - l)P. 
i2rnf/Txnjlf 
1/2T 
= Ak. n 
(7.2.27) 
where v,, - i. sinc(ii/T) = ý'°1ý"DTI is a ideal low pass filter with Iýas5band j. /< 1/27', T TR 
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and the (normalized) sine function is defined by sinc(x) = sin(7rx)/7rx. The above 
equation can be interpreted in the frequency domain as partitioning the Fourier transform 
of {X, } into T consecutive subintervals of length 1/T. This can been seen by using the 
spectral representation of a harnionizable process, as follows (Dehay & Hurd 1994), 
T-1 (k+l)/T 
Xn =Z ei2n, 
ftdZ(f) 
k=o 
fk/T 
T-1 1/2T 
e(i27rft+i27rkt/T)dZ(. f + k/T) 
k=O -1/2T 
Z ez2nftdZ(f + k/T) 
T-1 f1/2T 
k=O 1/2T 
T-1 
Z 
e12nkt/TAk n, 
(7.2.28) 
k=0 
where 
Ak n_ 
ý112T 
ei21rftdZ(f + k/T) =J1 
/2 
ei21rftd2k(f1), (7.2.29) 
1/2T 1/2 
and the mutually orthogonal measures are given by 2k([a, b)) = Z([a/T, bIT + k/T]). 
This shows that the PC process is related to the the harmonizable representation of any 
rv, but with restriction of the frequencies to the interval [a/T, b/T + k/T]. 
7.3 Statistical Properties of the Class A and C Models 
In this section, we shall look at the time and frequency domain properties of the class 
A and class C models. To capture the physical characteristics of the time series {X. }, 
n=0,.. ", MT - 1, it is more convenient to model the second order periodic covari- 
ance/correlation of the time series with respect to each seasonal vector Y("') of length 
T, which makes up the multivariate time series {Y(')}. The elements of the 'nth sea- 
sonal vector Y("') of a univariate time series {X, } (see (6.1.1)) are given by 
y t(m) = x(ri-i)T+t 7.3.1) 
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where E{X(,, _i)T+t} = µ(,, _i)T+t 
for t=0, """, T-1 and m= 17. "" , 1ti1, 
denotes the 
elements of the mean seasonal vector. For class A and class C processes {X, }, the mean 
and covariance structure of {Yt(. ") are given by 
E{Yt(m)} = 11(m-1)T+t =0 (7.3.2) 
and 
covYtýMl) y(M2) = cov QUU {}{ (ml-i)T+tl(mal-1)T+tli (erz-i)T+tz (Tnz-i)T+tz} 
07W 7t2 COV { U(m i_ 1)T+t i> 
U(m21)T2} 
U (7.3.3) atlat2s(, m, i-1)T+tI, (m2-i)T+t2 
since we assume in the models that 
U(m-i)T+t at 
for0<t<T-1. 
7.3.1 Statistical Properties of the Class A Model 
Time Domain Properties of the Seasonal Vectors 
(7.3.4) 
For a class A process X, =u U7z, where {U} is a zero mean stationary process, the 
periodic covariance structure of {Y(m)} is given by 
COV{Ytinti) ytýTn2)) ti Qti(7t2S(mi 1)I'+ti, (2 1)T+t2 
U Ut25(m2- 1)T+t2-(MI -1)T+tz' 
7.3.5) 
where sý2_Z1T+t2-(m, -i)T+t, 
is a function of the lag (m2 - 1)T + t2 - (mi - 1)T + ti 
only. 
Consider (7.2.19), the special case of {X,, } when {U, } is just a white noise sequence 
{Z,, } with mean 0 and variance u7. It then follows from (7.3.1) that for t=0, """, T -1, 
yýzý _ (7-rn, - i)T+r7(ß I)T+t = Ot2(z- 1)7'+r7 
(7.3.6) 
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and the relationships between the rvs Y, 
(m) 
at different ins and t's, are expressed by 
(7.3.5) as 
cov{Yt( ') Yt(2"z)} UtIUt2SZ 
-1)T+t2 -(ml-1)T+ti 
Qt Qz, if rtt = mi = m. 2 and t= ti = t2, 
0, otherwise. 
(7.3.7) 
Frequency Domain Properties of the Seasonal Vectors 
The frequency domain equivalent of the acvs of {Yt(m) } is given by substituting (7.3.1) 
into (7.1.13), such that 
st t+Y; ýn = 
E{Yt(ý"')Yt(+) } 
x s(m-1)T+t, (m 1)T+t+T 
T-1 1/2 z27rf7- i27rb((m-1)T+t)/T 07(m-1)T+t7(, ß, -i)T+t+T 1/2 
e Sk(. f )df 
k=o 
T-1 1/2 
EI et27fTSk(f)df ei27rkt/T sY (7.3.8) atat+T t, t+T 
k-0 1/2 
since {X,, } is almost cyclostationary for T>1. The corresponding variance of {Yt(m)} 
is given by 
var{Yt m} = var{X(m_1)T+t} 
z'-1 1/2 
2 127rk((m-I)T+t)/T 
ý(m-1)T+t Sk(. l)df e 
k=O 
I 
1/2 
T-1 1/2 
at 
ESk (f) df ei2 
kt /T 
k=0 
llJ 1/2 
I 
1/2 1/2 T-1 
Sty(f)df +f atSk(f)ei27rkt/T df 1/2 1/2 k-1 
T-1 
ý 1/2 
S(f)d[ +ý 
1/2 
Sr k(f-)C127rkt/T (If 
1/2 1/2 
(k- 
I 
(7.3.9) 
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where St. k(f) - Qt Sk (f ). Thus the variance of {Yti- } is modulated by crt and de- 
composed into contributions at the harmonic frequencies k/T. Note that the index t 
is retained in the above equations, as {Ytý 
d}, t=0, ---T1 is not assumed to be 
stationary. Note that if Q(,,, _i)T+t = at, 
then we replace the approximations signs in the 
above equations (in this section) with equalities and {X.,, } is cyclostationary. 
When T=1, cr, .;: an. +, and {X} is locally stationary. The acvs and variance of 
the seasonal vectors {Yt('n) } are then defined in a local neighbourhood of a time instant 
n, and given by Priestley's spectral representation for uniformly modulated stationary 
processes, sec (71.4)-(7.1.6) respectively. 
7.3.2 Statistical Properties of the Class C Model 
The class C for Yt(m) is given by (7.2.9) as follows 
t(m) _O (m-1)T+tU(m-1)T+t 
9 
8(m-1)T+t, 
-ri 
z'(m-1)T+t-ri 
T1 =O 
Q 
at Z Bt, Ti Z(m-1)T+t-Ti , 
(7.3.10) 
Y1 =o 
where for t=0, --- ,T-1, 
{U(m_1)T+t} is a PMA(q) process, and the parameter 
= ©t,,, is periodic in t with period T for all Ti. The sequence {Z(,,,, _i)+t} 
represents a sequence of white noise rvs that are uncorrelated with first moment zero 
and second moment 0<o, z< co. 
Time Domain Properties of the Seasonal Vectors 
The relationships between the rvs Yt(m) at different rn's and is can be written as 
cov{Ytinal) YtýTn2)) QtiQt2s( 
i-1)T+t1. (raý-1)T+t2 
(7.3.11) 
where sý rý _i)T+tI 1z i)ý'+tz 
is defined by (7.2.13) for lag T= (m2 - 1)T + t2 - (mi 
1)T-tl, as 
94 
cov{YtYtý Bt1. r1 HC., sý (7.3.12) r2' (ßn2 1)T+i2 r", (ný 1ý7 ti+7ý' 
71-0-r2-0 
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This equation can also be found using (7.3.1)-(7.3.10). It is assumed that 0<q<T, 
so that summing occurs within the seasonal vectors. By (7.2.13), contributions are 
obtained in cov{Ytý0 1), Yt(nn2) when (-rn2 - mi )T + t2 - 72 - ti + Tl = 0, since {Z, } is 
an uncorrelated sequence. 
Case I 
If m=mi=rn, 2, then the lag r=t2-ti and by (7.2.14) 
q 
cov{Yt("'), Yt2m)} at1at2UZ 
Z Bt,, 
T, 
B(m-1)T+t2, 
T, +tz-tl. 
(7.3.13) 
Ti =O 
If ti t2 in the above equation, correlations can occur between the rvs for 0< t2-ti < q, 
where lt2 - ti <T and 0<q<T. When t= ti = t2i equation (7.3.13) reduces to 
q 
var{Yt(r 
)} 
ataz 
ý B2 
T1 
T] =O 
2Ü 
ýt S(m-1)T+t, (m-1)T+t 
Y 
5(m-1)T+t, (m-1)T+tý 7.3.14 
where sný_iýT+t, (m 1)T+t is 
defined by (7.2.15) and sým_i)T+t; (, -i)T+t 
is the variance 
of {Yt(m) } for t=0, ---, T-1. The variance of {Yt(') } is expressed as 
q 
29229 
var{Yt } Qt uz Bt,, Tý _ at au, t = ay, t; 
0.3.15) 
rl=O 
where (72 is also periodic with period T and QYt is the variance of {Yti-)}. 
Case II 
If MI ý m2, then the lag T= (m2 - mi)T + t2 - tl and by (7.2.14), 
q 
cov{Yti(Oll) Yt2m2)} C7ti(7t2 
Y- Oti, 
ri0t2, Ti+("12-nii)T+t2-ti(7Z = 
0, (7.3.16) 
r1=0 
since for t1 ý 12 and I= tl = t2 respectively, 71 + (1112 iu )T + t2 - ti >q and 
7-1 + (7112 - ini)T > q, where It, - t1 < T, 0< Ti <q and 0<q<T. 
In other words, 
due to the PIIA(q) process where 0<q<T, observations that are one period (7o) or 
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more apart are not correlated, see Ghysels & Osborn (2001). 
Frequency Domain Properties of the Seasonal Vectors 
The frequency domain equivalent of the acvs of {Yt(m) } is defined for m. = ml = m, 2 and 
t= tl = t2 using (7.1.13) for T>1, such that 
St t+T; m = 
E{Yt(m)Yt+m) } 
T-1 1/2 
etiz7rfTSU d ei27rk((m-1)T+t)/T _Q 
Y- 
k 
k=O - 1/2 
T-1 1/2 
QtQt+T ei27 frs (f)df ez27rkt/7 
k=O 
I 
1/2 
Y 
'StJ+T 1 (7.3.17) 
where Su(f) are the diagonal spectra that define the Loeve spectrum of the cyclosta- 
tionary process {Un}. The corresponding variance of {Yt("'")} is given by 
var{Y m t}= var{X(,,,, _1)T+t} 
T-1 1/2 
OF -i)T+t 
f 
Su (. f )df Pizýý((ý -1)T+t)/T 
k=o 1/2 
T-1 1/2 
Olt 
Ef Sk (f ) df eza7rkt/T (7.3.18) 
k=o 1/2 
Thus the variance of {Yt(" } is modulated by at and decomposed into contributions at 
the harmonic frequencies k/T. Note that if Q(, n_i)T+t = at, then we replace the ap- 
proximations signs in the above equations (in this section) with equalities and {X, } is 
cyclostationary. When T=1, the acvs and variance of the seasonal vectors {Yt(m) } are 
defined in a local neighbourhood of a time instant n, and given by Priestley's spectral rep- 
resentation for uniformly modulated stationary processes, see (7.1.4)-(7.1.6) respectively. 
Notice that (7.3.17) and (7.3.18) are representations that describe the dependencies of 
class B cyclostationary processes in terms of {Qt} and the diagonal spectra Su(. ). 
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7.4 Statistical Properties of the Wavelet Coefficients ob- 
tained from the Cyclostationary Models 
In this section, we shall concentrate on the class A and class C cyclostationary models. 
Recall from section (6.2.2) that a time series is cyclostationary if and only if its wavelet 
transform is stationary across in for any fixed scale j and time t. Let 
L; -1 
W3, t =E Iaj, lX2; (t+l)-1-t 
l-0 
(7.4.1) 
denote the stochastic process obtained by filtering a discrete parameter real valued 
stochastic process {Xn :n=---, -1,0,1, -"-} with the DWT wavelet filter {hß, 1}. 
The theoretical stochastic process {X,,, } is defined over all integers, but in practise {X, } 
is a size N sample from a single realisation of {X7z}. When determining the statistical 
properties of the wavelet coefficients Wý, t 
) from the sample time series {X,,, }, prac- 
titioners often have to take into account the effect that circular filtering has on the 
wavelet coefficients and disregard boundary coefficients, see Percival & Walden (2000, 
p. 306). A periodic extension of the wavelet transform with respect to t (the time in- 
tervals within the period T) will be used here, because due to cyclostationarity, the 
assumption of circularity for the seasonal vectors is appropriate. Filtering at the bound- 
aries of {Yt(m)}, t=0, .. ", T-1 assumes that {Yt(ý")} is a periodic sequence with period 
T and has the same second order structure as {Xj see (7.3.4). For more information 
on periodic wavelet transforms refer to Mallat (1998, section 7.5). The DWT wavelet 
coefficients of the sampled time series {X(, m_i)T+t} 
for t=0, """T-1 are denoted by 
Lj-1 
W (M) - hj, t 21(t+1)-1-1, mop T 
1=o 
T-1 
hý, i zi (t+i)-i-rmod T 
l=0 
T-1 
hß_2 (t+ 1) - 1-1 mod 7' 1 
1-0 
(7.4.2) 
where {hß. 1, l=0, -""T 1} and {h., iI=0, "--T 1} are the jth level wavelet filter 
and periodized wavelet filter respectively, (see section 6 1). Notice that this equation 
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involves circularly filtering a finite sequence, while (7.4.1) involves the filtering of an 
infinite sequence, refer to Percival & Walden (2000, p. 296). 
The second order structure for the sampled time series and the theoretical stochastic 
process are the same. In general, the boundary wavelet coefficients for the sampled time 
series can differ from those obtained from the theoretical stochastic process (Craigmile 
& Percival 2005), which are defined in (7.4.1). In addition, Wý, t = Wj(n) for the non- 
boundary wavelet coefficients given by 
W, t 
>t=I 
... Tj - 1, (7.4.3) 
for Tý Tý - Li >0 and Tj = T/23, where Li [(L - 2) (1 - 
2ý )] is the number of 
wavelet coefficients W(t) that are directly affected by circularity at the beginning of the 
sequence (Percival & Walden 2000, p. 146,370), and [x] denotes the smallest integer 
greater than or equal to x. In the subsequent theoretical development, equation (7.4.2) 
will be used. 
The first and second order properties of W(') are j; t 
T-1 
(m) E{Wi Eh' 
2; (t+1)-1-1 inoa TE{Y 
}=0 (7.4.4) 
c=0 
and 
cov{W(i ti), W 
zm2)} 
T-1 T-1 
= cov h° rn, ) o y(m2) ýj, 2jl (t1+1)-1-11 mod Ty(li h ' ý2,2J2 (t2+1)-1-12mod T 12 
l1=0 12=o 
T-1 T-1 
('mi) 2) hji, 
2u1 (ti+1)-1-li mod Thj2,212(t2+1)-1-12 mod T 
COV{yli 
,y 
((m } 
I1=0 12-0 
(7.4.5) 
where by (7.3.3), 
COV{Y, 
m" 
'Yzm2)} =Ql, ia/9s(rni-1)T+li. ('na2-1)T+12 
See sections 7.3.1 and 7.3.2 for more details on cov Y 
("11) y(m2) } for class A and class li lz 
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C processes respectively. For processes of class C, the equation (7.4.5) reduces to 
cov{W("1`) W('"`2)} =0( il. tl I j2 t2 `7,4.6) 
for any ji, j2, t1, t2 and mi m2. The wavelet coefficients are correlated in time, when 
(7.4.5) is non zero. Note that (7.4.6) is true for class A processes if {U, z} is a linear pro- 
cess. The equation is not valid in general, since cov{Y, 
(7n1) Y,, (m2)} for class A processes 
is a function of the lag (m2 - 1)T + t2 - (mi - 1)T + ti, see (7.3.5). In the following sub- 
sections, the statistical properties of the wavelet coefficients obtained from both classes 
will be investigated. 
7.4.1 Wavelet Covariance Properties of Class A 
For stationary {U(m_1)T+t}, t=0, "T-1 the acvs is a function of the lag and the 
covariance of W(n) 
) is defined by 
W(M1) (n12) } cov{ 7141 'W 72, t2 
T-1 T-1 
_ooU h71,2J1(t1+1)-1-1i 
mod Thj2,2j2(t2+1)-1-12 modTo'llUl2S(mz-1)T+12-(mi-1)Tli, 
11=012=0 
(7.4.7) 
for any ji, j2, ti, t2 and M1, M. 2- Setting m= ml = 7712 in (7.4.7) gives the following time 
domain expression 
T-1 T-1 
{ (m) (m)} = 
\)ý c COV W7i, tl' 
Wj2, 
t2 LI 
h71,2ui 
(ti+1)-1-1i mod Th'32,2J2 (t2+1)-1-12 mod T(711 U12'St2-11 
11=012=0 
T-1 T-1 
E hji, 
h 
h2 
, 
12a231 (ti+1)-1-1i mod Ta2J2 (t2+1)-1-12 mod T 
11=012 =0 
U 
X 52J2(t2+1)-12-2i1 (ti+1)+li mod T' 
(7.4.8) 
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where sý7_12 represents the acvs of {Uýn_iýl+t} at lag 11 - 12. For the special case 
U(m-1)r+t = Z( z-i)T+ti the acvs at 
lag 1,1 - 12 is equal to Qz6j, 121 
fit, t2 
1, for 11 = 12, 
= 
0, for l1 54 12 . 
(7.4.9) 
where 81,, 12 is the Kronecker delta function. Recall that {Ut} is periodic with period T, 
because {X} is cyclostationary, so a2;, (tj+i)-1-z, rood T= U2J1(t, +1)-l-11 for 0<t< 
T-1. Concentrating on the non-boundary wavelet coefficients ensures that the modulo 
operations are eliminated from all the terms in (7.4.8) to yield 
Cov{W 
) Witz} 
T-1 T-1 
__ 
oo jJ h 
7, li 
h7,127211(ti 
+1)-1-li a232 (t2+1)-1-12 s2i(t2+1)-12 -23i (t1+1)+li . h=012=0 
(7.4.10) 
This equation can be interpreted as summing down each row of a symmetric TxT 
matrix. When tl = t, t2 =t+r and j= jl = j2 an expression of the acvs is obtained 
by summing the diagonals of the matrix, such that 
cov{W(-), W( 
) 
T-1 T-Idl-1 
E 
s2 T-d U2J(t+1)-1-11x2j(t+1)-1-i, -Idlh", 11, 
hjz, 11+ldl. 
(7.4.11) 
d=-(T--1) li=o 
This equation shows that for fixed scale j, linear dependence potentially occurs between 
wavelet coefficients in time, if t= Lj, """, Tj and 
Lj 
-Tj > 0, i. e. excluding the boundary 
wavelet coefficients. The general equation for the variance var{Wý t'ý} is given by 
T-1 T-IdI-1 
var{Wýa) }= >I sU-d hj, 1a2ý(t+1)-1-ihj, 1+IdJU2j(t+1)-1-1-Idli (7.4.12) 
d--(T-1) 1=0 
where su = sd 
For the special case U(l _I)T+t = Zi, . _1ýl+r 
(see (7.4.9)), the variance var{Ti's ,} is 
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defined by 
132 
T-1 
var{ ,, 
t) }= sýz h, ý 1rr2; (t+i)--1-l hý, r. ý2ý (t+1)-1-1 
l=0 
T-1 
222 (7.4.13) OrZ (jL7, l) ý2i(t+l)-1-1 mod T 
l=0 
which involves downsampling the output obtained from circularly filtering the variance 
{Qt } with the squared periodized wavelet filter {(hj" i)2}. The wavelet covariance proper- 
ties of a uniformly periodically modulated white noise process can then be summarised 
for j= il = j2 as 
() (-)T ýz 01(hý, i)2ýij(c+i)-i-i mod T' 
if T=0 
cov { Wjt' , 
Wj }_ 
0, if Tý0. 
The correlation properties between the wavelet coefficients for jl ý j2 can be examined by 
evaluating (7.4.10) over a grid of ti and t2 for a given jl and j2 (Percival & Walden 2000, 
p. 346). Note that contributions to (7.4.10) for U(m_ l)T+t = Z(m_l)T+t have the potential 
to occur when 2i (t2 + 1) - 12 - 231(ti + 1) + 11 = 0. 
To obtain an equivalent frequency domain version of (7.4.8), we use the frequency 
domain representation of the acvs s2 _l such 
that 
cov{Wim) , W(-) 
T-1 T-1 1 
QQ ei2vrf(l2-l1)S df hjo hj 
-z 
1,2j(tl+l)-1-11 modT2,2j(t2+1)-1-h mod T ll l2 1 
Uýfý 
l1=012=0 ,z 
fl 
T-1 T-1 
2 
0 -7.27r 
f ll 0 127 l 
1 
ollhji, 2i(t1+1)-1-l1 modTP '7h1"jz, 2j (tz+l) 1-12 modTe 
fz 
z li=0 12-0 
x Su(f)df. 
Note that the complex exponentials are periodic with period T, so carrying out a change 
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of variable gives 
COV { W3() 
jj7(T t) } 
(T-1 
-i27rf(211(t1+1)-1-1i) _ 
r-i 
X (Tzjz(tz+i) i izhý2, ize-iznf(212(t2+i)-1-12) Su(f)(If 
120 
fl 
i'-1 
20 
227f f LI 
_ ý231(t, +i) i-11 
hjý, l, e 
2 11-0 
133 
I jT-i o -izir fa2T 
c2 O 
x e-i27rf(2dI (ti +i)-2J2 (t2+1)) SU (f) df 
(7.4.14) 
To simplify the above equation, we use the fact that a T-periodic standard deviation 
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sequence {a2)(t+1)-1-1} has a Fourier representation (see (7.2.20)). This yields 
cov{W(i r) , 
W(2 ')2} 
T-1 T-1 
2 i27rki(2J(t1+1)-1)IT 
c-i27ri1(f+k1/T) Tki 0 h7oi, 1, i I 
z kl_O 11=0 
(T-1 T-1 
xET Pizýkz(2. 
ý(tz+i) i)/T E /ýo (, -izni2(f+k2/T) k2 ' . 7i, li 
k2--o 12=0 
X e-t27rf(2'i(tl+i)-232(12+i))SU(f)df 
1 T-1 T-1 
2r 
cz27rk, (23(t, +i)-i)/T hi ý-22irtl (f+kl IT) k1 ii, li 
k_o 11=0 
T-1 
x rk2ei27Tk2(23(t2+1)-1)/T E Ji 11 e-z27rlz(f+k2/T) 
k2=0T-I 12=0 
x e-i21rf(2'](tß+i)-232(t2+1))Su(. f)df 
T-1 
2 Tk ei27rk, (2'(t, +l)-1)/TH. (f + ki/T) 
J-' 
2 kl_O 
l-1 
xE Tkýet2ýk2(23(tz+i) i)/THjz(f + k2/T) 
k2=0 
x SU(f)e- i2n f(221(ti +1)-2i2 (t2+1))d f 
(7.4.15) 
where Hj(") is the transfer function for the jth wavelet filter {hß. 1}. The equation above 
expresses the correlation between two wavelet coefficients on possibly different scales 
as an integral. The integral is written in terms of the sdf of the stationary process 
{U(,, 
_Z)T+t} 
for t=0-"", T-1, and the convolution of the wavelet frequency domain 
filter Hj(. ) at each scale with 7k., the standard deviation transfer function obtained from 
{X(,,, 
_i)T+t}. 
Note that as the width of the wavelet filter L increases, the correlations 
across scales decreases, because {hj,, l} and {hj2.1} become better approximations to 
band-pass filters (Percival & Walden 2000, p. 348). To simplify (7.4.15), let 
T-1 
(j. t(f) =E TkCiz7rk(2J(t+i)-i)ITH. ý (f + k/T), (7.4.16) 
k-0 
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so that 
I 
cov [ý2 (f) (f)Se-i27rf(2'I (t1+1)-212(t2+i)) { I-/ I' 
jza2} (j2, t2 . auf) 
d. (7.4.17) 
' -z 
Recall that for a white noise process U(. fl_i)T+t = Z(m_i)T+t, the spectrum Su (f) = 
Sz(f) is constant for If < such that Sz(f) = so = 4z. The frequency domain 
equivalents of(7.4.11) and (7.4.12) are denoted by 
cov{W(t 
)W 
, 
+T} 
= (j, t(f)(ý, t+T(f)SU(f)ei2ý2ýfTdf (7.4.18) 
2 
and 
I 
tear{w(')} IK,, t(. f)12Su(f)df (7.4.19) 2 
respectively. 
Although we have obtained expressions for cov {W(t), W 
(; +7 } in the class A cyclo- 
stationary case, we cannot interpret (7.4.18) and (7.4.19) with the same ease as can 
Craigmile & Percival (2005), who look at the wavelet properties of stationary fraction- 
ally differenced processes on different scales and write cov{W(j) , 
W(t+ in terms of a 
sdf and transfer function Hj("). This is not possible in our case, because of the term Tk, 
which is a component of (j. t (f ). We shall not look at the corresponding wavelets prop- 
erties of the class B cyclostationary model, because the expression cov{Wý. m), W( 
+T} 
for the class A model is impenetrable and establishing cov{ Wý t), Wý 
+T } for the class 
B cyclostationary model is difficult and would involve substituting (7.3.17) into (7.4.5). 
7.4.2 Wavelet Correlation Matrices of some Simulated Time Series 
Here, we examine the correlation structure of three simulated seasonal time series in 
the wavelet domain. In the subsequent analysis, we carry out wavelet decompositions 
of the seasonal time series (refer to Chapter 6) using a level Jo =5 partial DWT and 
the LA(8) wavelet filter. The wavelet correlation matrices of the simulated time series 
are also compared to that of returns series r,. The three simulated time series have zero 
mean and are : 
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1. The white noise sequence defined by X(.,,,. -, ),, +t = Z(. iii-1)T+t, 
where Z(tn_i)T+t - N(0,1) for rn = 1, --- AI and t=0, ---, T-1= 287. 
2. The MA(1) sequence defined by X(, li_i)T+t = Z(, n_i)T+t + 0.8Z(,, z_i)T+t-1, 
where Z(m_1)T+t - N(0,1) for in =1, -.. Al and t=0, .. ", T-1= 287. 
3. The jump sequence defined by X, where 
0,0<n<143+(m, -1)T, 
Xn = 1/2, n= 144 + (rn - 1)T, (7.4.20) 
1,145+(m-1)T<n<T+(m-1)T, 
where T= 288 and m. = 1, , 
Al. 
Recall from Chapter 6, that {W('n>}M 1 is a T- dimensional stationary DWT vector 
sequence of a PC process across 'm,, such that 
W(m) _ 
wpm) 
(m 
WkT 
For any fixed ki (or j, t), we have a second order stationary process across M. Due 
to stationarity, the first and second order moments of the time series {W (m) }mi are 
independent of in, such that 
p(m) - E{W('"z)} 
T 
= [Pkl, Pk2,... Ilk, ] 
=µ Val, (7.4.2 1) 
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and 
F(m + h, m) _ {(wý, n+h> µýý+hý)(ý'ýmý µýýý>ýh} 
= E{(W(ýýz+h. ) _µ)(W(ß) _ lý)T} 
= COV {W ("a) , W(m+h, 
) } 
= F(h, ). (7.4.22) 
Note that E{WW") }= µk, for fixed i and equivalently E{W 
(t )I 
= µß, t for fixed j, t. The 
elements of this covariance matrix are written as 
COV{Wki"), W(r"+h)} coV{WkT 
), Wkm+h)} COV{W( 
), h)} Wks 
cov W km) ka ' W 
ý'+h) } ki cov {WýT') , z W 
(m+h") } kz cov { Wým) 
+ 
W (""+h) } k j ýitý _ z T 
cov{WkT Wkr»+h)} cov {Wý Wiz +h)} "_. cov { Iv(m) I 
Wks +h) } 
(7.4.23) 
The following notation condenses the elements of the matrix above, such that 
711(h) 'Y12 (11) 71T(h) 
F (h) _ (7.4.24) 
7T1(h) 7T2(h) .. 'YTT(h) 
where 7 (h) = cov{Wkn)) Wpm+h)} denotes the covariance between two series {W 
i") IM k,. m=1 
and {Wk" 
i}i, 
where i and j are fixed. For i=j and i5j respectively, we have the 
cross-covariance function yzj (") and autocovariance function ryij("). Note that if {W(m)} 
is stationary with covariance matrix function F(. ), then for each i, {W( "`) }11 k, m-1 
is sta- 
tionary with covariance function -yii("). For example, if {W(")} has covariance matrix 
F(h = 0) then for fixed i, the series {Wkmi}Aý i has variance -yzj(0). The elements off 
the diagonal are the measures of dependence between the non-lagged (since h= 0) ob- 
servations in the different series. The correlation matrix function for the vector process 
{W (m) } is defined by 
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Pil (ha) Pi2(11) ... P1T(h0 
R(ta) _ (7.4.25) 
PT1(h) PT2(h) PTT(h) 
where 
p. Lj (h) _ 
2ij (h) (7.4.26) 
Yzz (0) Yj 
-1 
(0) 
As in the univariate case (see section 3.4), a natural estimate of the covariance matrix 
F(h) is given by 
M-i zmý-i (W(in+h) - µ) (W(m) -, for 0<<M-1, t) 
T 
(h) -m 
-i i-m-i (W(n+h) _ µ) 
(W(m) 
- µ)T for -M +1<h<0 
(Brockwell & Davies 1991, p. 405). The basic properties of ['(h) are: 
1. F(h, ) = ]FT (-h) 
2. It follows from the Cauchy-Schwartz inequality that -yjj(O)j <[ yý, z(0) yzý(0)], for 
i=I,... 'r, 
3. 'yjj(") is an autocovariance function, i=1, """1r, 
4. The covariance function is positive semidefinite for all n>1, for any set of time 
points mi, rn2i -" rn,,, and for any nonzero real vectors a1, a2, """, a, E IR7 , 
i. e, 
aýP(mi-mj)ak>0 
j=1 k=1 
(Brockwell & Davies 1991, p. 430). The properties listed above for the covariance matrix 
also hold for the correlation matrix R(h), but with the additional property 
1)ß(o)=1. 
As expected the correlation matrix JR(0)1 of the first simulated process X = Zr,, for 
u=0, """, 74879 (Figure 7.1) does not display any significant contributions off the main 
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(a) Estimated variance of 
{W( )I plotted against k, 
i=1, -- - , 
T=288. 
(b) Absolute values of correla- 
tion matrix R(O) greater than 
zero, where the x and y axes 
represent k,: ,i=1, 
T= 
288. 
Figure 7.1: Plot (a) and plot (b) are the variance var{ W (m) } and correlation matrix 
R(O)j >0 obtained from the zero mean white noise process. Plot (b) does not display 
any significant contributions off the main diagonal. The different levels of the DWT are 
separated by dotted lines. 
diagonal. In contrast, the correlation matrix (R(0)j of the second simulated process 
X, z = Z,,, - 0.8Z, _i, 
for n=0, ---, 74879 (Figure 7.2) displays clustering behaviour. 
Clustering occurs when wavelet coefficients are correlated in time for fixed scale j i. e. 
large/small wavelet coefficients tend to be followed by large/small wavelet coefficients 
(Crouse, Nowak & Baraniuk 1998). Notice the correlations (lines) off the main diagonal. 
The correlation matrix R(0)j of the third simulated time series (Figure 7.3) shows 
persistence4. Persistence occurs when large/small values of the wavelet coefficients tend 
to propagate across scales for fixed t (Crouse et al. 1998). Note that jumps that occur 
in the simulated series appear as peaks in the plot of var{ W (m) } and as large dots in 
I R(0)1. This is to be expected, as wavelet decompositions represent jumps as peaks (large 
values) that propagate over the scales. The location over which this occurs is known as 
the cone of influence, see Dragotti & Vetterli (2003). 
The correlation matrix IR(0)J of the returns series r, exhibits clustering and per- 
sistence behaviour. The clustering behaviour in plot (b) of Figure 7.4, resembles the 
clustering behaviour that was obtained by specifying the correlation in the time series 
{? C,, } by a TN1A(1) process, see Figure 7.2. Large correlations only occur at the fixed 
'Note that this notion of persistence is different to that of Li & Hinich (2002) 
CHAPTER 7. MODELLING PERIODIC CORRELATION 140 
vnI Yi I 
I 
(a) Estimated variance of 
{W("')} plotted against k;,, 
i=1, - -- , 
T=288. 
(b) Absolute values of correla- 
tion matrix R(O) greater than 
zero, where the x and y axes 
represent k, ,i=1, ,T= 
288. 
Figure 7.2: Plot (a) and plot (b) are the variance var{ W (m) } and correlation matrix 
R(0)j >0 obtained from the simulated zero mean MA(1) process. Plot (b) shows 
clustering off the main diagonal, i. e. for fixed scale j, there are correlations in time. The 
different levels of the DWT are separated by dotted lines. 
points t= 72, t= 180, t= 189, """, etc, where large wavelet coefficients (dots) are 
propagating across the scales. For example, the peak that occurs in the middle of the 
level 1 coefficients propagates across the other scales and indicates that there is a jump 
occurring in the middle of the day in plot (b) of Figure 7.4. Notice that the dots are 
more pronounced than those found in Figure 7.3. Apart from the persistence and clus- 
tering, most of JR(0)t resembles the correlation matrix of a white noise time series. This 
suggests that the time-varying volatility model Xn, = Q,,, U,,,, where {or,, } is a T-periodic 
sequence and {U,, } is a stationary MA(q) is appropriate for modelling the returns series 
r,,. By specifying the correlation structure and the time-varying volatility within the 
time series or seasonal vectors, we introduce correlations in time between the wavelet 
coefficients for fixed scale j and persistence in the wavelet coefficients for fixed time t. 
In Chapter 8, we model and simulate the financial returns using a proposed procedure 
in the wavelet domain. The first step involves isolating the persistence behaviour found 
in Figure 7.4, by detecting and removing days on which jumps occur from r,,. 
7.4.3 Distribution of the sample of rvs {W)n}om i 
It is difücult to estimate the variance of the cyclostationary process {X }, since it is non- 
stationary and its T-periodic variance {Qt 1 is different for each t, where t=0. T- 
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(a) Estimated variance of {W'} 
plotted against k1, i=1, T= 
288 
141 
,e. -:: ,:: ýý 
(b) Absolute values of correlation 
matrix R(O) greater than zero, where 
the x and zj axes represent k, i= 
1, - , 
T=288. 
Figure 7.3: Absolute values of R(0) obtained using the simulated time series with jumps 
defined by (7.4.20). The jump (dots) propagates across the scales. The different levels 
of the DWT are separated by dotted lines 
1. So, the component-wise representation of the wavelet transform combined with the 
periodic structure will be used to perform the estimation. To obtain a good estimate 
of var{X(m, _l)T+t} _ at, 
information will be used from Al realisations of the seasonal 
vectors, rather than just from the single realisation {X, } at each given time point. 
Consider the random sample of rvs, {W} i having a probability distribution 
with mean E{W 
(t) }pt and variance var{ W 
(t') } for 
t 
for fixed j, t, because the 
right hand side of (7.4.12) is not dependent on m. Since {Xr1} is cyclostationary if and 
only if the wavelet transform W ('m) is stationary, the assumption of ergodicity is used to 
provide an estimate of the mean and variance of the random sample. The sample mean 
and variance calculated with respect to all the periods in and fixed j, t are denoted by 
M 
µß, e = NI j, r, 
7n=1 
and 
(7.4.27) 
1 
All 
ýý t=M 
(IV3', t - (7.4.28) 
m-1 
respectively for j=1, ... , 
Jo and t=0; "" Tj - 1. Recall that for the class C cyclosta- 
tionary model, cov{TH 
(I'll ), Wýtýý ý }=0 if rn1 m2. So, it is appropriate to assume that 
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(a) Estimated variance of {W'} 
plotted against ki, i=1, ,T= 
288. 
(b) Absolute values of correlation 
matrix R(O) greater than zero, where 
the x and y axes represent k. e, i= 
1, - , 
T=288. 
(c) Absolute values of correlation 
matrix R(O) greater than 0.2, where 
the x and y axes represent k,,, i= 
1, ""-, T=288. 
Figure 7.4: Absolute values of R(O) obtained from the zero mean DM-$ return series are 
plotted. Clustering is seen in plot (b) & (c), while evidence of persistence is more clearly 
seen in the thresholded JR(0)1. The different levels of the DWT are separated by dotted 
lines. 
the rvs {W( 
)1 "' 
i are an i. i. d. sample from an unknown distribution. 
Distribution of the sample mean µß, t 
According to the law of large numbers the estimate µß_t converges to µß, t almost surely 
as Al -f oo if and only if {W(t`)} is an uncorrelated sequence, and E{T4 tý0} < oo. In 
addition, the central limit theorem states that the sample mean of a random sample of 
i. i. d. rvs {LV(T), n 1 taken from any distribution with mean µß. t and finite variance ýý t, 
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can be approximated by a normal distribution with mean 
nr 1 nor 
EJ W(týý =M E{Wt 
)} (7.4.29) 
m=i m=1 
and variance 
var 
1E 
W(r") varIWjý')} ý't (7.4.30) MjM t2 ,t Al In=1 Tn 1 
see Feller (1970, Chapter. 10) and Mood, Franklin & Boes (1974, Chapter. 6). As 
Al -> oc, var{, icj, t} -- 0, which shows that as the sample size M increases the variance 
decreases and µß, t becomes a more accurate estimate of µß, t. Note that 
/(µß, 
t-µß, t) - 
N(0, ° t) in distribution and for general linear processes M(fb, t-µß, t) - N(0, Sj, t(0)), 
where Sj, t(0) is the spectral density of the general linear process at frequency zero (Li & 
Hinich 2002, Brockwell & Davies 1991). 
Distribution of the sample variance Q2 j ,t 
The law of large numbers ensures that &ý t- Qý t in probability (Li & Hinich 2002). The 
Qý sample variance t has a chi-squared distribution, such that 
Mä 2 j ,t 
2 All-i, (7.4.31) orj, t 
where XM_1 is a chi-square distribution with M-1 degrees of freedom, see Mood et al. 
(1974). 
7.5 Summary 
In this Chapter: 
" We extend the evolutionary spectral theory of Priestley (1965) from the notion of 
local stationarity to local cyclostationarity using Gladysliev (1961). 
9 We introduce a new general linear, non-stationary and time-varying volatility 
driven model, which includes the subclasses: locally stationary, locally cyclosta 
tionary, class A cyclostationary, class B cyclostationary and class C cyclostationary 
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processes. 
" We examine and obtain expressions for the statistical properties of class A and 
class C processes in the time, frequency and wavelet domains. Note that due to 
the dependencies of class B processes, the cyclostationary class C model will be 
used to model financial returns in Chapter 8. 
Chapter 8 
Modelling Returns using 
Wavelets and Cyclostationarity 
In this Chapter, we attempt to model and simulate high frequency financial returns time 
series using a cyclostationary and wavelet based approach. The DWT and the class C 
model for cyclostationary processes introduced in Chapter 7 form an intrinsic part of the 
methodology. 
Section 8.1 summarises the motivations for introducing a new modelling approach for 
high frequency financial returns series that uses cyclostationarity and wavelet analysis. 
Section 8.2 introduces our modelling framework for financial returns, which is based on 
the fact that cyclostationary time series can be represented as stationary across periods, 
but non-stationary within periods. To enable the analysis of this non-stationarity and 
to uncover multiscale structure wavelet analysis is used. Finally, section 8.3 proposes 
and implements a general algorithm for simulating the correlation and distributional 
properties of log absolute returns, based on its multiscale structure. 
8.1 Motivation 
The motivation for introducing a new modelling approach for high frequency financial 
returns series using cyclostationarity and wavelet analysis are as follows: 
1. Linear stationary models do not adequately capture the well known empirical fea- 
tares of financial time series. Non-linear stationary models such as GARCH and 
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SV do capture the empirical features of daily and lower frequency returns series. 
Some authors such as Mandelbrot (1963) argue that non-stationary models should 
be used instead of these models, because prices inherently vary with time. None of 
the models mentioned above take into account the intraday seasonalities that occur 
in high frequency FX returns time series. Andersen & Bollerslev (1998b) introduce 
a model for high frequency FX returns series, but their model has a large number 
of parameters, see section 4.2 for an outline of the model. For example, there 
are indicator variables that represent regular dummy variables (holiday and week- 
day effects) or a pre-specified volatility pattern associated with a calendar-related 
characteristic or announcement. For instance, a linear volatility decay is used to 
account for the drop in volatility during the lunch hour in Tokyo, and the volatility 
decay pattern following announcement is restricted to last one hour, except for the 
Employment report pattern, which lasts two hours. 
2. The underlying process generating the financial returns is argued to have multi- 
scale structure, since the FX market is a heterogeneous market. Wavelet analysis 
is a suitable multiscale analysis tool that can be used to gain insights into the 
behaviour at different time scales, see section 3.5 for more information. Note that 
the distinction between high frequency and lower frequency behaviour in financial 
time series is well documented in the literature. 
3. The returns and absolute returns series are cyclostationary, see the discussions 
in Chapters 5 and 7. A cyclostationary process is non-stationary and can be 
represented as a stationary T-dimensional vector process. This enables us to model 
the dynamics of the returns across trading days as stationary and within days as 
non-stationary. Wavelets are able to deal with non-stationary data, unlike Fourier 
analysis. Wavelet analysis should enable us to reduce the number of parameters 
needed to model the T vector process that we are modelling as a consequence of 
cyclostationarity. 
4. The proposed approach of Li & Hinich (2002) for modelling seasonal time series us- 
ing cyclostationarity and wavelet analysis has also been shown to be unsatisfactory 
in Chapter 6. They use their notion of persistence to reduce the dimensionality of 
the corresponding T-dimensional vector time series. Therefore a new approach is 
CHAPTER 8. MODELLING RETURNS USING WAVELETS AND 
CYCLOSTATIONARITY 147 
required, albeit using the same tools. 
Our modelling framework for high frequency financial time series is based on the fact 
that it is reasonable to assume that the time series can be represented as stationary 
across periods, but non-stationary within periods. To enable the analysis of this non- 
stationarity and to uncover multiscale structure wavelet analysis is used. In subsequent 
sections, we attempt to model and simulate typical days of the log absolute returns series. 
Simulation is an important tool in economics and finance, as well as other fields, such 
as geophysics, oceanography and meteorology. It is vital in understanding the dynamics 
and behaviour of the returns over different time scales. Different market participants also 
rely on such information to construct and refine their trading strategies. For example, 
market participants could use the information at different time scales to obtain good 
volatility estimates or forecasts, according to their trading time horizon or characteristic 
dealing frequency. 
8.2 Modelling High Frequency Financial Returns 
In this section, we attempt to model typical trading days of the log absolute returns 
series using multiscale analysis and cyclostationarity. 
8.2.1 Detecting Jumps 
High frequency returns are affected by short lived calendar and announcement effects, 
see section 4.2.1. It has been documented in the financial literature that these effects 
produce especially low and high returns, which occur as jumps and are not representative 
of a typical day (Andersen & Bollerslev 1998b). So the first step in the new procedure is 
to remove the days that jumps occur from the dataset, before taking logs and carrying 
out a wavelet decomposition of the seasonal time series. 
To detect jumps that occur in the dataset, results in Barndori-Nielsen & Shephard 
(2004a) will be used. These authors provide non-parametric statistical tests (linear, ratio 
and adjusted ratio) to detect the contribution that jumps make to the overall variation of 
high frequency time series. based on the quadratic variation (QV) theory of semimartin- 
gales (Back 1991). Empirical analysis carried out by the authors on DM-$ and $-Yen 
FX returns for the ten year period from ist December 1986 till 30th November 1996 un- 
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covered jumps. Some of these jumps were attributed to macroeconomic announcements 
made by Government agencies. 
Theory for Detecting Jumps 
Barndorff-Nielsen & Shephard (2004a) assume that the log asset price Pu for continuous 
time u>0 is a semimartingale process, which is made up of a continuous and a purely 
discontinuous process. The QV process of the log prices series over a single time interval 
from 0 to T is denoted by 
[P]T = [PC]T + [Pd]T, (8.2.1) 
where 
M-1 
PIT - Plim (Pt; +1 - P02 (8.2.2) M-00 ý j_o 
for any sequence of partitions to =0< tl <"". < tM =T with sups {tj+1 - tj} -> 0 as 
Nl - oc (Jacod & Shiryaev 1987, p. 55), and 
[pd]T =w (8.2.3) 
0<v<T 
where OP.,, = P,, - P, for 0<v<T denote the jumps that occur in the price series 
in the interval from 0 to T and P2, _ 
denotes the limit from the left at each point u. 
Note that plim denotes the probability limit of the sum, and that [PC] & [Pd] in (8.2.1) 
represent the QV due to the continuous and discontinuous parts of the log price process 
respectively. Note also that log price increments Ptj+i - Pty are returns over the time 
interval 0 to T, and that the estimator E 1(Pt; +i - Pt; )2 in equation (8.2.2) is realized 
volatility, which has been discussed in section 4.1.2. 
It is assumed that the underlying log asset price P,, for continuous time 2i, >0 is a 
special case of the (continuous) Brownian semi-martingale plus jump (BSM. 1) class, such 
that 
Pu =f( cls +J ýSdWs + cj, u>0, (8.2.4) 
0o i=i 
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where a is the constant drift or mean, the volatility process {o, ", u> 0} is chdlhgl, 
locally bounded away from zero2, and stochastically independent of the Brownian motion 
process {Wu, u> 0}. The cg's are non-zero rvs and the sequence N- {N,,, it > 0} which 
is assumed to finite for all u, is a simple counting process that satisfies (Crowder 2001, 
sec. 8.5): 
1. N,, is a non-negative integer; 
2. N, 3<Nufors<u; 
3. ON,, = N,, - Nz_ is either 0 or 1; 
4. E{Nu} < oc, 
where normally No = 0. Note that when N -- 0 in (8.2.4), Pti reduces to a SV plus 
drift model, i. e. Pv, E BSM, where the P,,, is the unique solution of following stochastic 
differential equation (SDE), 
dPu =a du + udWW (8.2.5) 
(B arndorff- Nielsen & Shephard 2001). Note also that the second term of (8.2.4) is called 
a stochastic integral. The stochastic spot volatility is known as the integrand and the 
Brownian motion, which allows the SV to vary over time, is known as the integrator. 
Stochastic integration was introduced by Ito, and is often referred to as Ito Calculus. 
For more information on stochastic integrals and SDEs, see Protter (1990). 
Over an interval time length of 6>0 returns are defined as 
rj = pbj - P((j-1)6), j=1,2, ... (8.2.6) 
and this implies in the SV plus drift model framework that 
rj I (Tj - N(ab, (rý) (8.2.7) 
'A function is chdlag if for all aE (a, b] the function is right continuous and has a left limit (note 
that any continuous function is cädläg)(Schoutens 2003. p. 14). 
2This assumption allows the spot volatility to have deterministic diurnal effects, jumps. long memory. 
breaks or be non-stationary (Barndorff-Nielsen &. Shephard 2001). 
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where 
2 2+ 2* 2« 2 07 i= (7j6 - 17(j_1)6, and Qu = ads. (8.2.8) 
The quantities a2* and Qý are known as the integrated variance and the actual variance 
over the jth interval of length 6 respectively. Note that the second order properties of 
the actual variance are completely determined by the second order properties of the spot 
variance Q,, in (8.2.8) (Barndorff-Nielsen & Sheppard 2001). Note also that to obtain 
(8.2.7), it is not necessary to know the stochastic process that governs the stochastic 
volatility Qu in the SV plus drift model (8.2.5), since it is assumed that fa,, } is indepen- 
dent of the Brownian motion {W, } in (8.2.4). 
It is well known in the financial economics literature that the QV process of SV plus 
drift models over the interval 0 to T is equal to the integrated variance, such that 
T 
[PIT= J 07sds-0, T, 0 
(8.2.9) 
where P. E BSM 4* denotes the integrated (cumulative) variance over the interval 0 
to T and 4* < oc for all T< oc. Equation (8.2.9) and (8.2.2) show in theory that 
realized volatility is a consistent estimator of integrated variance and that in theory the 
estimation error of the realized volatility decreases as the sampling frequency increases 
(Zhang, Mykland & Ait-Sahalia 2005), but recall from section 4.1.2, that in practise we 
need to pick a sampling frequency that balances theoretical and practical considerations. 
Using (8.2.1) the QV process of PE BSMJ over an interval 0 to T, is given by 
NT 
[P]T = [P`I T+ [Pd]T = QT + cý (8.2.10) 
j-1 
where NT denotes the total number of jumps that occur over the interval 0 to T. 
Barndorff-Nielsen & Shephard (2004b) show that the 1,1-order bipower variation process 
LT/h] 
{P}T" = plim 
E lrj_i llrjl (8.2.11) 
6-- 0( j-2 
of the log price process calculated over single interval from 0 to T can be used to ob- 
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tain these continuous and discontinuous components of QV given by [PCIT and [2dIT 
respectively. They show that 
{, p}Ti'i1 = wI T= uI [PC] T, (8.112) 
and substituting this equation into (8.2.10) yields, 
NT 
[PIT - Iii 
2{P}Tl'1ý cý = [PdIT, (8.2.13) 
j=1 
where p, = f1V--7T 0.79788. Barndorff-Nielsen & Shephard (2004a) estimate [P]T 
and {P}T'" respectively using realized QV also known as realized volatility (RV), and 
realized BPV as follows: 
LT/6J 
Vm r2 (8.2.14) 
j=1 
LTISJ 
vin = 1rm, j Tm, jJ, (8.2.15) 
j=2 
where r,, j is the jth return constructed over the fixed interval 6 on day rn, using 
rj- Pay+(m-i) - P6(j-l)+(, n-i) 
for days m=1, ---M. Recall that returns are time additive, this means for example that 
we can create ten minute high frequency time series from a five minute high frequency 
time series, by consecutively summing over returns that are spaced a fixed interval b=2 
apart. 
To detect jumps in the underlying log asset prices P,,, Barndorff-Nielsen & Shephard 
(2004a) test the hypothesis that the log asset price series has continuous sample paths, 
i. e. P,, E BSM1 over intervals of length 0 to T. To construct daily linear and ratio 
, 
jumps tests, asyniptotic theory, realized quadpower variation and the realized quantities 
/I vý '[)III and /1 12z, ß/11, obtained from (8.2.12)-(8.2.15) are used. Realized quadpower 
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variation is a consistent estimator of integrated quarticity, such that 
LTl51 T 
1) jp1i111 Q-na d1 Irrn, j-3II rrnj-21 I rrn, j-1II rrn,. j = lý1 J 
Q8ds, (8 2.16 
b-0 j_4 0 
where q7z denotes the daily realized quadpower variation and J 'T aids denotes the in- 
tegrated quarticity. Integrated quarticity is needed to compute the daily linear and 
ratio jump tests and is consistent under both the null and alternative hypotheses of the 
following daily jump tests statistics: 
6-112(Gil 2v7 - vm) (8.2.17) 
iý-44m 
Ö-1/2 
l2 H6,,,, = z 
(8.2.18) 
4ýýfv'. } \ vm 
b-1/2 2vTn 
(8.2.19) Jbn, = 
max(T-1,4nzý{ýýz}2) vn 
1 
where Gsm,, fIm and '8m are the linear, ratio and adjusted ratio jump test statistic 
respectively. Under the null hypothesis Pu, E BSM there are no jumps and the test 
statistics in (8.2.17)-(8.2.19) have an asymptotic distribution of N(0,0.6090) with p 
0.6366 (Barndorff-Nielsen & Shephard 2004a). The null hypothesis is rejected if the test 
statistics are significantly negative, since if PE BSMJ, then for each day in 
NT 
plim (Al c, ý <0 (8.2.20) 
6-0 j-1 
and 
NT 2 
plirn 
(Pý 7T 
-T 
ýý-i ci 
0 (8.2.21) 
6-0 Vm 
. 
IO QS(, ýS+EN1Cý 
see (8.2.12) and (8.2.13). Note that Barndorff-Nielsen & Sheppard (2004a) obtain the 
adjusted ratio test using the ratio test (8.2.18) and the fact that J- (rsds/(f( ails)2 > 
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1/T. 
Detecting Jumps in Simulated Time Series 
Figure 8.1 plots 100 days of simulated Brownian motion {B.,, } and a Gamma process 
{G,, }. The Brownian process in plot (a) was simulated using 
Bn, o = B(, -, ), A + 
0V, n>1 (8.2.22) 
(Schoutens 2003, p. 101), where Bo = O, A=1 is the sampling interval and 1/ - 
NID(0,1) for n=0, """, 28799. Note that NID stands for normally and identically 
distributed. The increments of B, o are stationary and independent, and for .s>0, 
Bn+s - 13n - NID(0, s). The Gamma process {C, } in plot (b) has stationary and 
independent Gamma distributed increments, such that G, - Gamma(an, b) distribution. 
The process {G, } was simulated for n=0, -"-, 28799 using 
Gnp = G(, n, _1)0 
(8.2.23) 
where Go = 0, {g,,, n> 1} are independent Gamma(a. An, b) random numbers generated 
with a=2, b=5 and Johnk's Gamma generator (Schoutens 2003, p. 108). Notice that 
{G,,, } has nine jumps and has 288 observations within a day. The Gamma and Brownian 
processes are plotted separately in Figure 8.2 and together in Figure 8.3 using dots so 
that it is possible to see some of the jumps. 
To get reasonable results from the daily QV, BPV, QPV estimators, and to detect 
(large and rare) jumps within the simulated time series, A4 = 288 (b = 1) samples per 
day are used as in Barndorff-Nielsen & Shephard (2004b). To begin, we plot estimates of 
the daily QV i, and BPV multiplied by a constant /j, i 2ü,,,, obtained from the Gamma 
plus Brownian motion series in Figure 8.4. Plot (a) displays the daily realized QV of the 
Gamma plus Brownian process, while the line plot indicates the true daily integrated vari- 
ance gym, m=1, Al, obtained by computing the daily realized QV of the Brownian 
motion process. Plot, (b) displays an estimate of the daily integrated variance obtained 
by applying the BPV estimator, i. e. µ1 z2ýý to the Gamma plus Brownian motion process 
as crosses. The line plot indicates the true daily integrated variance ýn1, In = 1, . 
al, 
which is obtained by computing the daily realized BPV of the Brownian motion process. 
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Notice that the estimates of the daily integrated variance obtained for the Brownian 
motion plus Gamma series in Figure 8.4 using the realized QV and BPV estimators 
differ greatly at the four points where large jumps occur. The BPV estimator performs 
better than the realized QV, because the gap between the true and estimated integrated 
variance is much smaller at the four points where large , 
jumps occur. In Figure 8.5, we 
use a line plot to display the true QV of the Gamma jump process, which is computed 
using the daily realized QV of the Gamma process. We then plot an estimate of the 
QV of the Gamma process with crosses using the Brownian plus Gamma series and the 
estimator f,, - p, 
2bM, which is the BPV multiplied by a constant and subtracted from 
realized QV. Notice that the estimator is reasonably accurate and that small jumps are 
not easily seen in this plot. For example there is a small bump just around day 50. 
To detect jumps in the Brownian plus Gamma process the linear, ratio, and adjusted 
ratio tests defined in (8.2.17)-(8.2.19) are computed at the one percent significance level 
a for each of the trading days, as in Barndorff-Nielsen & Shephard (2004a). Note that 
this is a multiple testing problem, as each jump test involves conducting 100 separate 
hypothesis tests. For example, if the probability of falsely rejecting the null hypothesis 
for any one test is less than or equal to a, then the chance of at least one false rejection 
is much higher. A simple and well known technique used to deal with this problem is 
the Bonferroni method. The Bonferroni method involves adjusting the significance level 
for each hypothesis test to a/7n separately, so that the overall significance level for the 
multiple comparison test is a (Wasserman 2004, p. 166). However, we choose not to 
use this method, because it is conservative. For example, if a=0.01 and we have 100 
comparisons then the significance level for each test is 0.01/100 = 0.0001. Hence, for 
any daily jump test with p-value less than 0.0001, we reject the null hypothesis, which is 
too stringent in practice. It has also been shown that the Bonferroni method will result 
in a true significance level less than 0.01 when the test statistics are highly dependent, 
see Sidak (1968). 
The results of the jump tests for the Brownian plus Gamma process can be seen in 
Figure 8.6 - Figure 8.8. The linear and ratio tests detect seven jumps, three of which are 
incorrect. The three incorrect jumps occur just before a large correct jump is detected 
and this is due to the estimation procedure. The adjusted ratio test in Figure 8.8 provides 
the best results and detects all four large jumps that occur in the Gamzua series. The 
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Figure 8.1: 100 days of (a) simulated Brownian motion and (b) a Gamma process. The 
Gamma process has nine jumps and there are 288 observations within a day. 
Figure 8.2: 100 days of simulated Brownian motion and a Gamma process. 
small jumps that occur in the Gamma process are not detected. For example, nothing 
appears just after 50. 
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Figure 8.3: Simulated Brownian motion plus Gamma process plotted using dots, so that 
it is possible to see some jumps. 
Detecting Jumps in DM-$ Time Series 
As above M= 288 (S = 1) is used in the subsequent analysis, and the five minute DM-$ 
intraday returns time series r,,,,, t , where t=0, """, 287 and m=1, ""-, 260 is examined. 
Figure 8.9 and 8.10 display estimates of the daily QV i m,, and BPV v, rn multiplied by 
1 2, computed using the returns rm,, t. Figure 8.11 plots the estimate of the QV of the 
jump process obtained from the return series r,,, z, t using the estimator v, m, - µi 
2v 
, z. As 
you can see, the estimate has negative values which does not agree with the assumption 
of the BSMJ model that the estimator vm, - , ui 
2, ü, n is non-negative, see (8.2.20). So, 
Barndorff-Nielsen & Shephard (2004b) use the estimator max (vm - [ti 
2m, 0), which 
suggests using min (uim, ii 2vm) as an estimate of daily integrated variance a n. Using 
these estimators respectively in Figure 8.12 and Figure 8.13, we obtain daily estimates 
of the continuous and discontinuous components of the QV for the (BSMJ) returns r, t. 
Note that the the large spikes in Figure 8.12 indicate days on which jumps occur. 
Using the adjusted ratio test of Barndorff-Nielsen &° Shephard (2004a) at the one 
percent significance level for each of the 260 trading days, we detect 25 days on which 
, 
jumps occur, see Figure 8.14. Although more than one jump may occur per day. we 
reasonably assume that one jump occurs per clay and is indicated by the largest absolute 
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Figure 8.4: Plots (a): The crosses indicate the realized QV v77z of the Brownian plus 
Gamma process plotted against the days in = 1, ---, 100. The line plot is the true daily 
integrated variance which is computed by applying the realized QV estimator to the 
Brownian motion process; Plot (b) displays the estimate of the daily integrated variance 
obtained using the BPV estimator it, 2v, and the Brownian motion plus Gamma process 
as crosses. The line plot shows the true daily integrated variance, which is computed 
using the BPV estimator and the Brownian motion process. 
return or change in log prices. For a complete list of the jumps detected and a plot of 
the largest five jumps that occur, see Table 8.1 and Figure 8.15 respectively. Note that 
only reasonably large steps changes in the log prices are viewed and detected as jumps. 
If there are a number of large positive returns that occur rapidly in a sequence then 
a jump is not detected, see Figure 5 of Barndorff-Nielsen & Shephard (2004a). Using 
the subjective list of Andersen & Bollerslev (1998b) that indicates whether political 
and economic events appear to contribute to the 25 largest absolute returns in the 
dataset, we attribute the largest eight jumps detected to the following macroeconomic 
announcements: the Employment Report, the Producer Price Index (PPI), Retail Sales, 
Housing Starts, Industrial Output, Durable Goods estimates, and revisions to quarterly 
Gross Domestic Product (GDP) and Jobless Claims, and Exchange Rate Mechanism 
(ERM) Turmoil, see Table 8.2. 
Note that the removal of the jumps from the data set. should make the dynamics 
of the absolute returns R,,,,. t look more consistent with an assumption of stationarity 
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Figure 8.5: The crosses represent an estimate of the QV of the Gamma process, which is 
obtained by using the Brownian plus Gamma series and the estimator 'm - µi 
1v, (the 
BPV multiplied by a constant and subtracted from realized QV). The line plot indicates 
the true QV of the Gamma process, which is the computed realized QV of the Gamma 
process. 
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Figure 8.6: Results of the linear test using the Brownian plus Gamma process plotted 
against the days to = 1.100. The solid line is the one-sided 99% critical value of the 
test. 
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Figure 8.7: Results of the ratio test using the Brownian plus Gamma process plotted 
against the days m=1,100. The solid line is the one-sided 99% critical value of the 
test. 
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Figure 8.8: Results of the adjusted ratio test using the Brownian plus Gamma process 
plotted against the days in = 1,100. The solid line is the one-sided 99% critical 
value of the test. 
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Figure 8.9: Daily realized QV vm, of the DM-$ returns series 
as mentioned in section 2.4. For example, the apparent outlier that occurs around 
220 in Figure 2.6, is not present in Figure 8.16, since the days with jumps have been 
removed. Also note that Figure 8.17 is a plot of the absolute wavelet correlation matrix 
that is defined in Chapter 7 by (7.4.25), and obtained using the returns series with the 
jumps removed. Notice that there is no evidence of persistence, i. e. evidence of jumps 
propagating across scales. This is in contrast to what we obtain for the original series in 
section 7.4.2. 
8.2.2 Missing Data 
Due to computer failure, high frequency returns series often contain missing values, which 
are not representative of typical trading days. These missing values are replaced with 
zeros. We simply remove days on which the run of zeros account for more than twenty 
percent of the data. For our dataset, this criterion is only satisfied by day 57, which 
has the longest run of zeros, see Figure 8.18. Note this day is noticeable around day 60 
in the plot of the data set given in Figure 2.1. In the subsequent analysis, the data set 
consisting of 234 days will be used. 
50 100 150 200 250 
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Figure 8.10: Realized BPV estimator of daily integrated variance µl 2i3m applied to the 
DM-$ returns. 
0.5 
0.4 
0.3 
0.2 
0.1 
0 
-0.1 
50 100 150 200 250 
days 
Figure 8.11: Estimated daily increments of the jump component of QV computed for 
the DM-$ returns using the estimator vz - pj 
2v,,. 
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Figure 8.12: Estimated daily increments of the jump component of QV computed for 
the DM-$ returns using the estimator max -It 
wß, 0). 
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Figure 8.13: Estimated daily increments of the SV component of QV or daily integrated 
variance u,, ý  no = 
1, Al computed using the estimator min (ü , ppi ý). 
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Figure 8.14: Adjusted ratio test of DM-$ returns 
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Figure 8.15: The five days on which the largest jumps occur, plotted against the five 
minute intervals t=0, ---, T-1= 287. 
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Figure 8.16: The tt1' observation on each trading day obtained using the returns without 
the jump days. 
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Figure 8.17: This is a plot of the absolute wavelet correlation matrix that is defined in 
Chapter 7 by (7.4.25), and obtained using the returns series with the jumps removed. 
The x and ;j axes denote I,,, where i=1, ---. T= 288. Notice that there is no evidence 
of persistence, i. e. evidence of jumps (large dots) propagating across scales. This is in 
contrast to what we obtain for the original series in section 7.4.2. 
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Figure 8.18: Day 57 of the DM-$ return has the longest run of zeros. 
Jump Day Time Interval t Jump height 
1 2 150 1.2446 
2 5 193 0.40427 
3 14 97 0.25706 
4 32 162 0.24849 
5 33 99 0.17438 
6 36 162 0.64831 
7 37 
, 
101 0.52923 
8 50 98 0.23523 
9 62 283 0.097741 
10 66 68 0.15468 
11 78 204 0.31608 
12 80 256 0.18067 
13 87 162 0.52762 
14 138 1 0.12488 
15 144 150 0.15496 
16 145 198 0.19731 
17 164 83 0.2091 
18 177 150 0.8967 
19 182 150 0.57952 
20 218 0 0.43362 
21 224 180 0.16348 
22 239 150 0.49411 
23 242 150 0.58088 
24 251 159 0.49844 
25 255 85 0.19265 
Table 8.1: The 25 jumps detected in the DM-$ series 
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Jump Height Day Time Interval Event 
1.2446 2 150 Employment Report 
0.8967 177 150 Employment Report 
0.6483 36 162 Jobless Claims, Housing Starts 
0.5809 242 150 Employment Report 
0.5795 182 150 Retail Sales, PPI 
0.5292 37 101 ERM Turmoil 
0.5276 87 162 Durable Goods 
0.4941 
0.4984 
239 
251 
150 
159 
GDP 
ýý Industrial Output 
0.4336 218 0 GDP 
Table 8.2: The ten largest jumps detected in the DM-$ series 
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8.2.3 The Model 
The class C model for cyclostationary time series introduced in section 7.2.4 provides a 
suitable description of the dependencies in financial returns. The model is given by 
rn -E {r, n} = (T 
U ncZ, (8.2.24) 
where the returns rT,, are strictly cyclostationary (see definition 5.1.1) and are assumed to 
be ergodic in the mean with E{r, }= E{rn+T} = p, {U4 is a zero mean cyclostationary 
PMA(q) process with period T and the standard deviation or volatility {Qn} is periodic 
with period T. 
To emphasise seasonality, this model is expressed as 
Yt(m) = 0-tu; 
ým> 
> 
(8.2.25) 
where Yt(7") = r(m_l)T+t - FL(m-1)T+t for t=0, ,T-1 are the elements of the mth 
seasonal vector Y(""), {Qt, } is periodic with period T and Ute') = U(,,,, _i)T+t 
is a PMA(q) 
process given by 
q 
Utm) = Z(n, -1)T+t 
+ Bt, 
rrl 
Z(m_1)T+t-T, 
, (8.2.26) 
where {Z(r, L_1)T+t} 
is a zero mean white noise process with variance QZ for all seasons 
t. Note that for each fixed season t and varying m of the PMA(q) process, we have 
a stationary MA(q) process with parameters Bt. i, -"-, Bt, q. However, for fixed m and 
varying t, non-stationarity is allowed. Note also that the standard deviation {at} is 
allowed to vary rapidly within periods, but is constant across periods. By squaring both 
sides of (8.2.25) and taking logs, we obtain the model in the form, 
log lyt(nl ) l= log Utl + log lU(m) (8.2.2 7) 
where lYt( ') I for t=0, --, T-1 represents the ttl' absolute return that occurs on 
day na. Note that the instantaneous transformations, {jYt("`)J} and {log jYt(' } are 
cyc lost at ionary, since the returns r are strictly cyclostationary and have a distribution 
function that changes with period T over time. 
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To enable the analysis of the non-stationarity within the model and to uncover mul- 
tiscale structure, we apply the DWT to the model (8.2.27) to yield the following wavelet 
and scaling coefficients: 
t= 
W6 t+ wÜ 
t, WQ j 
, ,, , 
Vy Jo, t = Vo, J0, t + VU, Jo, t 
(8.2.28) 
where for j=1, Jo, WYE 
t, Wu, t, W 
, 
',, t, are the wavelet coefficients and VY "jo t, 
Vu" ro, t, 
Rý jo, t are the scaling coefficients of 
{log lYt("") 11, {log IQtd} and {log JU(m) 11 re- 
spectively. Note that m is not used in Wa. j, t, since {0t} is assumed to be periodic. The 
wavelet domain model (8.2.28) is stationary across m for fixed j and t, since log IYt(m) 
is cyclostationary, see Theorem 1 of section 6.1.2. For fixed rn, (8.2.28) is allowed to be 
non-stationary, but there is no fixed time ordering, since time only flows in one direction 
for fixed j, see section 6.2.2. 
8.2.4 Estimating the Time-Varying Standard Deviation of the Model 
The model (8.2.27) can be interpreted as a signal plus noise model, where {log jutI } 
is a deterministic signal and {log IU(m_1)T+tI} is a stochastic noise process. Equation 
(8.2.27) can also be written as the following signal plus noise model for any fixed m: 
log 4Y (m) log I(7o 1 log I U(m-I)T I 
log yj(-) log 10'11 
+ 
log I U(m_1)T+i I 
(8.2.29) 
log YT(--) 11 
[logaT_1I 
log I U(-m-i)T+T-1 
which can be simplified to 
A("') =B+ C('), (8.2.30) 
where A(') - log IY('n) 1, B- log Jul is the signal vector and C(") -- 
log JU("') I is the 
noise vector. Wavelet analysis of the model yields 
WA(N) = WB + WC(), (8.2.31) 
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where W is an orthonormal TxT real-valued matrix defining the DWT. The above 
equation can also be written as 
ý, WY W, +"U (8.2.32) 
where WYm) - WA(m) denotes mth DWT transform of log IY('"ý) ý with elements WYm 
t 
and -()t; W(, n) - vc rni denotes the mth DWT transform of log I U(m) I with elements 
WÜý t and VÜ j0 t; and 
WQ - WB denotes the DWT transform of log Jo with elements 
W", t and V 
(jo 
t. 
Note that the following two T-dimensional vector series: 
W(1) W(2) ýTy 1) 
YY 
(1) W(2) (i) W- W W- (Al) 8 2 33 , , U . . 
are stationary across rn. 
Given the wavelet coefficients W log IY(m) I in (8.2.31) our aim is to distinguish be- 
tween the wavelet coefficients that are due to the noise log JU (m) l and the signal log I°i for 
each fixed m,. Recall from section 3.5 that the main advantages of using wavelet analysis 
over other orthonormal transforms (Percival & Walden 2000, p. 41) is that it can detect 
patterns and features occurring over different time scales and is localised in both time 
and frequency. In addition, the vanishing moments property of wavelet filters, where a 
Daubechies' filter of length L has L/2 vanishing moments and removes polynomial up to 
order L/2 -1 means that it is possible to produce stationary wavelet coefficients from 
non-stationary time series. It is also possible to represent and approximate sequences in 
a sparse manner, since wavelet coefficients computed where the time series is smooth are 
close to zero, while wavelet coefficients computed at irregularities such as sharp spikes, 
cusps and discontinuities are significantly different form zero, see section 3.5. 
To estimate the signal Wlog IaI in (8.2.31), we shall average the wavelet coefficients 
W log IY(m) I across rn, i. e. 
W log 1Q1 =W log lYI, (8.2.34) 
where VV log Y denotes the average of the wavelet coefficients VV logI Y("') I across in. 
Averaging the wavelet coefficients W log IY(". ) Ishould attenuate and reduce the influence 
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of the noise log JU(m)1, because noise is represented by small wavelet coefficients. An 
estimate of the log volatility log lal is then constructed by applying the inverse wavelet 
transform to the estimate W log joj. 
Note that it is standard practise to use absolute (or squared) returns to estimate 
volatility in the finance literature. For example, Andersen & Bollerslev (1998b) average 
over (intraday) log absolute returns to estimate (intraday) log volatility. Note also 
that the wavelet coefficients W log I Y(11) represent the wavelet coefficients obtained 
from the log transform of the series {IYt(m) }, which means that by examining its first 
order properties, we are also examining the second order properties of the original series 
(m) { Yt I. 
8.2.5 Reducing the Dimensionality of the Model 
For high frequency times series, the parameter T of the seasonal vectors Y (m) can be 
reasonably large. To reduce the dimensionality of the model and its corresponding vector 
series (8.2.33) 
WY(1) ýyY2) WYM) 
which is non-stationary for fixed m, but stationary for varying rn in the wavelet domain. 
We propose modelling the vector series with respect to fixed scale3 j. In particular, we 
shall use the periodicity of the wavelet coefficients of each seasonal vector {WYE 
t} 
with 
respect to fixed level j to create Jo +1 new periodic series as follows: 
m =1 m= 2 """ """ m= M 
Wy k 
... [ [7y1ý 71 
N1y2ý 
... 
Wý2ý 
. 
Ts 1 ... ... 
WyMÖ 
... ; 
WY 
Tý -1 
where j=1, """, Jo, and 
8.2.35) 
ný=1 m, =2 in=Al 
Yý 
Jo 
0 ... ; 
y, 
Jo, T, 1 
VY, 
Jo. o:... 
V 
Jo. Ij-1 
VY'' 
Jo 0 
j% 
Yo. T, -1 
(8.2.36) 
; Note that this approach of modelling the wavelet coefficients from different scales separately has also 
peen carried out in the literature by Ramsey k Lancpart (1998a. 1998b) and is due to the orthogonality 
property of the D" T. 
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Notice that the time series (8.2.35) is created by combining the level j wavelet coef- 
ficients from each period m, and can be written as fl -( 
)]T }niwhere WY i denotes 
the vector of jth level DWT wavelet coefficients obtained from log IY(m) . 
Recall that the 
DWT wavelet coefficients at each level are obtained by circularly filtering the T-periodic 
seasonal vector sequence {Y(m)}. This procedure dramatically reduces the length of the 
DWT vector series of the model (8.2.33) from T, which is an integer multiple of 2, J° to 
just JO + 1. Note also that for fixed j the parameters t and m are now both flowing in 
the same direction. By subtracting WQ from W. (see (8.2.32)), we obtain 
in= 1 m= 2 ... ... m = Al 
WU, 
j, 0, ... U, j, T! -1 U7,0> U, j, Tj-1 U, j, O U, 7, Tj 1 
where 
S. 2.37) 
(-) 
- 
WY. 
i(-, 
)t (8.2.38) wUJ't - Wý, 7, t, 
and Wj, t represents the elements of the vector W log la , which 
is estimated using 
(8.2.34). 
To model and simulate the time series created in (8.2.37) in subsequent analysis, we 
assume that for fixed j and rn, {WÜýt} is stationary. This is a reasonable assumption, 
because of the vanishing moments property of wavelet filters. This also means that 
the time series (8.2.37), which can also be written as {(WÜý)]T}M_1 is stationary for 
varying t and rn, and that for fixed j the parameters t and m. are both flowing in the 
same direction. 
8.3 Multiscale Simulation of High Frequency Log Absolute 
Returns 
To capture and simulate the correlation and distributional properties of the log absolute 
returns series, we propose fitting parametric models to the JO stationary series given by 
(8.2.37) in the wavelet domain, using the AR1\IA modelling framework of Box & Jenkins 
(1976) with non-Gaussian innovations. The scaling coefficients of the log absolute series 
are not modelled parametrically, because they capture the overall low frequency trend of 
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the series. Note that setting the scaling coefficients to zero, removes the the underlying 
seasonality in the log absolute series, which are believed by Gencay et al. (2001a) to 
induce distortions in the estimation of volatility. To obtain a time domain estimate of 
the log absolute return series, the inverse DWT is applied to the wavelets coefficients 
generated by the parametric models and the observed scaling coefficients. In this section, 
we shall set the scaling coefficients of the absolute returns to zero, and simulate the 
corresponding filtered absolute returns. Note that in the subsequent analysis Jo =3 and 
the LA(8) wavelet filters are used. 
Figure 8.19 displays the three stationary time series defined by (8.2.37) and obtained 
using the log absolute return series. The level j=1, level j=2 and level j=3 time series 
are of lengths 33696,16848 and 8424 respectively. Autocorrelation sequences for these 
series are plotted in Figure 8.20. To determine whether the the sample autocorrelations 
are effectively zero after lag 1, we also plot Bartlett's 95% confidence interval for the 
estimated acs of a normal stationary MA(1) process, which is given by ±1.96N- 
2 [1+2p1], 
where pi denotes the estimated acs at lag 1. The fact that the sample autocorrelations 
lie within these bounds suggests that each of the series given by (8.2.37) can be modelled 
well by a MA(1) process. To estimate the parameters of these MA(1) processes, we can 
use maximum likelihood estimation or simply equate the theoretical acs pl = -0/1 + 82 
and the estimated acs pl (Box & Jenkins 1976). The MA(1) parameters for the level 
j=1, j=2 and j=3 series are 0.0235,0.0362, and 0.0468 respectively. 
To show that the three stationary time series defined by (8.2.37) follow a non- 
Gaussian distribution, we produce quantile-quantile4 (Q-Q) plots. Q-Q plotting is a 
graphical method for determining whether a sample of data is from a specified distri- 
bution. To construct a Q-Q plot, we plot the ordered sample (from smallest to largest) 
against the theoretical quantiles 
F-1((i - 0.5)IN), i=1, --. N (8.3.1) 
where F-'(p1) is the inverse cumulative theoretical distribution function of the specified 
distribution and pi -- (i - 0.5)/N are a set of specified probabilities. A linear Q-Q plot 
'The pt. h quantile of a distribuI ion of a rv X, is defined as a value a. such that F(x) = P(X < x) < p. 
i. e. a- = Ir_ I (P) 
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Figure 8.19: Stationary time series given by (8.2.37) in the wavelet domain. The top, 
middle and bottom plots display the level 1, level 2 and level 3 time series respectively. 
indicates whether the samples are compatible with the specified distribution up to a 
rescaling and location shift. In Figure 8.21, we plot the three ordered time series against 
the quantiles from a standard normal distribution. Notice that the three ordered time 
series have tails that are much larger than the the normal distribution. 
8.3.1 Matching the Correlation and Distributional Properties 
To simulate the main features of the log absolute returns series, we concentrate on 
replicating the correlation and distribution structure (up to the fourth order moment) 
of the unwrapped stationary time series given by (8.2.37) for fixed scale j. This is 
achieved by modelling the unwrapped series as an ARMA model with non-Gaussian 
innovations, as in Walden (1993). In particular, we generate non-Gaussian innovations 
that produce the same mean, variance, skewness (third moment divided by the standard 
deviation cubed) and kurtosis (the fourth moment divided by the variance squared) of 
the unwrapped series. Note that the distribution of the innovations series needed to 
generate a given distribution is as of yet unknown in the literature. 
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(c) Acs of the level 3 time series 
Figure 8.20: Autocorrelation sequences of the Jo =3 stationary time series given by 
(8.2.37). 
ARMA Modelling with Non-Gaussian Innovations 
Let the ARMA(p, q) process {X,,, } be denoted by 
Xn - 014-1 _ ... _ 0pXn-n = fn + BiE77, -1 + ... + 
Bq(n-Q, (8.3.2) 
where {c.,,, } is a sequence of independently identically distributed innovations with mean 
zero, variance a, skewness S(E, ) and kurtosis K(c,, ). Davies, Spedding & Watson 
(1980) investigated the links between the skewness and kurtosis of {X} and {E,, }. They 
discovered that for large p, q the skewness and kurtosis relationships are analytically 
intractable, but on the other hand are readily attainable for small p, q. For example, to 
produce an ARMA(1,1) series {Xr, } with mean zero, variance (7, -V, skewness S(,,, ), and 
kurtosis K(X, ), we need to generate {e,, } with mean zero, variance (T,, skewness S((, ) 
and kurtosis K(E,, ) that satisfy the following relations: 
(a) Acs of the level 1 time series (b) Acs of the level 2 time series 
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// 
(a) Q-Q plot of the level 1 time series (b) Q-Q plot of the level 2 time series 
(c) Q-Q plot of the level 3 time series 
Figure 8.21: Q-Q plots created by plotting the ordered stationary time series against 
sample quantiles from a normal distribution 
S(X) = 
[1 - 0](302 - 306 + 02)(1 - 02) 
3 
(8.3.3) 
[1-O(20-0)]2(1-p3) 
x xý) - 
[(1 
- 04) + 
(o 
- 8)4] 
(1 - 02) K(f) + 6(o - 
0)2(1 - (p4) + 02(o - 8)4 (8.3.4) ( 
[I 
- (p2 + 
(ý 
- 0)212(1 - 02) 
[1 
- 02 + 
(o 
- 0)22(1 + (a2) 
and variance oX given by Box & Jenkins (1976) as 
2 1+B2-2ßB 2 
(7x =1 ¢2 Qa 
(8.3.5) 
To simulate the three NIA(1) series plotted in Figure 8.19, we follow Walden (1993) 
and use his start up procedure that ensures that the initial output values are stationary. 
This means we save computer time and unlike other traditional simulation methods, we 
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1. To simulate a MA(1) time series {X, } with parameter 0, mean zero, 
variance ax, skewness S(X,, ), and kurtosis K(X,, ), obtain the initial 
conditions X1, Ei and ¬2 using 
Xi = Qxei 
Cl = ((y1lax)ei + [a - (a4/aX2 ))e2; (8.3.6) 
where {E,,, } are from a chosen innovations distribution with parameters 
appropriate to the required variance Qf = ax/(1+9), skewness S(en, ) _ 
(1 + 0)3(l + 03) 1S(X, n) and kurtosis K(En) = (K(X,, 
) - 692(1 + 
B2)-2)/(1+04)(1+82)-1. The sequence {en, } are also from the chosen 
innovations distribution, but are scaled to have a variance of one. 
2. Generate X1, """X, using 
Xi = Ei+ O(i_i; i=1, --., n (8.3.7) 1 
Taking 101 <1 means the generated sequence will be stationary. 
Table 8.3: Algorithm: Simulate a MA(1) time series {X,, } with mean zero, variance ax, 
skewness S(X,, ), and kurtosis K(X, ). 
do not need to discard initial samples. The simulation procedure is outlined in Table 
8.3. 
Simulation using Innovations from Johnson's Distributions 
To simulate a MA(1) time series {X} with parameter 0, mean zero, variance ox, skew- 
ness S(X, ), and kurtosis K(X1-) using the algorithm Table 8.3, we choose to use inno- 
vations from Johnson's system of distributions (Johnson 1949) with mean zero, variance 
a,, skewness S(En, ), and kurtosis K(¬ ). 
Johnson's system of distributions allows us to match any first four feasible moments 
of a time series and model a wide variety of distributional shapes. Johnson's flexible 
system of distributions is defined by 
Z=7+d loý. f (? /), y= (x - A, (8.3.8) 
where z is a standard normal variable, -} and 6 are shape parameters, S is a location 
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Time Series mean variance skewness kurtosis 
observed 0 1.33 -0.63 5.29 Level 1 Series 
simulated 0 1.32 -0.62 5.58 
observed 0 1.49 -0.29 4.43 Level 2 Series 
simulated 0 1.50 -0.23 4.14 
observed 0 1.80 -0.30 4.34 Level 3 Series 
simulated 0 1.33 -0.28 4.39 
Table 8.4: Statistical properties of the observed and simulated time series given by 
(8.2.37) 
. 
parameter, A is a scale parameter, and f (") is one of the following four transformations: 
y the SL (lognormal) family, where x>, 
f(y) _y+ 
y-2 +1 the Su (unbounded) family, where -oo <x< +oo, () 
- 8.3.9 
Y 
the SB (bounded) family, where <x<ý+A, 
exp(y) the SN (normal) family, where -oc <x< +oo. 
For Johnson's system of distributions and a rv variable X the cdf is the form 
Fx(x; 'Y, 6, A, ý) = 
{-y 
+6log fIxA 
)}' 
(8.3.10) 
where ýDO denotes the cumulative distribution function of a standard normal distribu- 
tion. 
To fit a Johnson's distributions to any set of data, we need to first determine which 
of the four families given in (8.3.9) should be used and then estimate the parameters 
-y, ö, A and ý. For Johnson's system of distributions the skewness and kurtosis denoted 
by /31 and /32 respectively, determine the parameters 'y and 6 and the family choice. 
There is a unique family of distribution for all points in the (ßl, ß2) plane that satisfy 
the feasibility condition (32 - 0i -1<0. The (ß1, , 
32) points of the lognormal family lie 
on a line and the SN family lies at the point (i3 = 0,82 = 3) , where the 
lognormal line 
crosses the y-axis. The Sv, family lies on the (, d1,32) plane between the lognormal line 
and the boundary 02 - ßi -1=0, see DeBrota, Roberts, Swain & Venkatraman (1988) 
for a diagram. All the points (31,32) below the lognormal line lie in the Su family. 
To estimate the parameters of the fitted Johnson's distribution, we implement the 
method of mornent$ algorithm of Hill, Hill kc Holder (1976) in the R package Suppllists, 
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Time Series ry fi ý A 
Level 1 Series 0.5118 1.8128 0.2831 1.6994 
Level 2 Series 0.3233 2.2612 0.1956 2.4728 
Level 3 Series 0.3404 2.1172 0.2226 2.4668 
Table 8.5: Parameters of the fitted SU Johnson distributions 
which solves the system of r non-linear equations that result from matching the estimated 
and theoretical moments given respectively by 
it, = E{(Xi - µ)T'}, 2<r<4, (8.3.11) 
for i=1, --. N, where µ= E{X} and 
N 
µT = 
E(Xi 
- µ)r, 2<T<4, (8.3.12) 
i=l 
where N-1 1 X. The parameters -y and 6 are determined first. Any mean 
and variance can then be obtained for a fitted Johnson distribution by adjusting the 
parameters A and e (Johnson 1949). Note that the moment estimators are considered to 
perform adequately for reasonably large samples sizes (Wheeler 1980). To generate rvs 
from a Johnson distribution, we generate random numbers and evaluate Fi (x; y, 6, . A, 
where P -i (x) denotes the inverse cdf of the Johnson's family. 
Now consider the three MA(1) series plotted in Figure 8.19. To simulate these series 
we use innovations from Johnson's SU family and the simulation algorithm outlined in 
Table 8.3. The statistical properties of the observed and resulting simulated time series 
are given in Table 8.4. We list the mean, variance, skewness and kurtosis of all three 
observed and simulated time series. Note that the mean of a simulated series cannot be 
exactly zero, but that the mean of the simulated series is adjusted to match that of the 
observed time series, which is very close to zero. 
To examine the goodness of fit of each series, we plot the ordered simulated and 
observed time series against quantiles sampled from Johnson's Sir family in Figure 8.22, 
see Table 8.5 for a list of the parameters used. In each of the Q-Q plots, there is a 
number points in the tails that do not follow the ideal straight line, but these points 
only account for a small proportion of the total. In plot (h), there are departures from 
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the ideal straight between the values -2 and -6. In plot (d) on the other hand, the SU 
family provides a, reasonable fit to the observed level 2 data. For the level 3 data in plot 
(f), the Sv Johnson's distribution provides a very good fit. 
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Figure 8.22: Q-Q plots of the simulated and observed time series. Plots (a), (c), (e) 
are quantiles from the simulated level j series plotted against quantiles from the fitted 
Johnson's Su distributions. Plots (b), (d), (f) are the quantiles from the observed level j 
series plotted against quantiles from the fitted Johnson's Sri distributions. The straight 
lines are estimated from the first and third quantiles of the corresponding fitted Johnson 
distribution. 
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Figure 8.23: Autocorrelation sequences of the simulated and observed time series. Plots 
(a), (c). (c), (1ý), (d), (f) are obtained from the observed and simulated level 1 to level 3 times 
series respectively. Plots (g) and (h) are obtained from the observed and simulated log 
absolute returns series respectively. 
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Figure 8.24: Empirical density function of the simulated and observed level j time series. 
Plots (a)-(d) are obtained using the level 1, level 2, level 3 and log absolute returns series 
respectively. The solid and dotted lines correspond to the empirical density functions of 
the observed and simulated time series respectively. 
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In plots (a)-(e) of Figure 8.23, we verify that the simulated and observed level 1,2, 
and 3 series are well modelled as MA(1) processes. In plots (a)-(c) of Figure 8.24, we 
display the empirical density functions (smoothed histograms) of the level 1,2 and 3 
time series respectively. These are estimated using Gaussian kernel density estimation 
in R, see Silverman (1982), Silverman (1986) and Jones & Lotwick (1984). Note that the 
same bandwidth is used in all the plots and that the bandwidth controls the smoothness 
of the empirical density plots. The empirical density of the level 1 simulated series in 
plots (a) is more peaked than the observed series. In the plot (c) the empirical density 
function of the simulated and observed level 3 data are very similar. To model the peak 
in plot (a), we propose using the simulation algorithm in Table 8.3 and a mixture model, 
which consists of the Johnson (Su) distribution and a point mass defined at zero. 
Simulation using Innovations from a Mixture Model 
To simulate a MA(1) time series using the algorithm of Table 8.3, we propose using 
innovations from Johnson's system of distributions and a point mass distribution at 
zero. For our mixture model, the probability density function of a rv X is denoted by 
ix (x; P, `Y, b, A, ý) = (1 - P)8(x) + Pjx (x; `Y, b, A, ý), (8.3.13) 
where 0<p<1, b(x) denotes the Dirac delta function, and f x(x) denotes a probability 
density function from Johnson's system of distributions with cdf given by (8.3.10). The 
corresponding cdf of the mixture model is given by 
FY(x) = (1 - p)H(x) + pFX (x), (8.3.14) 
where H(x) is the Heaviside function defined by 
x. x>0 
II (x)= 2 x=0 (8.3.15) 
0 x<0 
and Fl (, c") denotes a cdf from Johnson system of distributions. To estimate the pa- 
rameters of this mixture model, we first pick p, then implement the method of moments 
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algorithm of Hill et al. (1976) in the R package SuppDists, which solves the system of r 
non-linear equations that result from matching the estimated and theoretical moments 
given respectively by 
µ/P =µ 
and 
ýrlP ý Pr- 
For example, it follows from (8.3.13) that 
Ef{X} =. x[(1 - p)b(x) +pfx(x)]dx =pJ xf, (x)dx = pEf{X} 
and 
Ef{x2 } =1 x2[(1-n)6(x) +p. fx(x)]dx = p1 x2fx (x) dx = pEf{X2}. 
(8.3.16) 
(8.3.1 7) 
To generate rvs from this mixture model, we simply generate uniform random numbers. 
If the values of the uniform random numbers are between 0 and p, then the rv is obtained 
by evaluating P-1 (x; . y, b, . y, ý), where F-1(x) denotes the inverse cdf of Johnson's system 
of distributions. If not, then the value of the rv is zero. Note that when p=1, the mixture 
model just reduces to Johnson system of distributions. 
In Figure 8.25, we plot the empirical density function of the observed level 1 series 
and the simulated level 1 series obtained using p=0.96, p=0.97, p=0.98 and the 
mixture model. Notice that the parameter p=0.97 in plot (b) provides a distribution 
that best matches the peak in the observed distribution. When p=0.96 and p=0.97, 
the peaks of the simulated distribution are lower or above that of the observed series 
respectively. In plot (b) both the empirical density functions are peaked at zero, but 
the empirical density of the observed series has a heavier right tail. There seems to be 
a trade-off between matching the peakedness and heavy tails of the empirical density 
from the observed time series. We obtain a better fit at peak zero using the mixture 
model, but notice that the variance, skewness and kurtosis differ from the results that 
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(a) p=0.96 (b) p=0.97 
(c) p=0.98 
Figure 8.25: Empirical density function of the observed and simulated level 1 time series 
obtained using the mixture model. The solid and dotted lines correspond to the empirical 
density functions of the observed and simulated time series respectively. 
we obtain in Table 8.4. The variance decreases, while the skewness and kurtosis increase. 
This problem seems to be due to the fact that the Johnson's distribution in the mixture 
model is skewed. For a list of the statistical properties of the observed and simulated 
level 1 series, see Table 8.6. Note that the mean of a simulated series cannot be exactly 
zero, but that the mean of the simulated series is adjusted to match that of the observed 
time series, which is very close to zero. 
8.3.2 Simulation Algorithm for the log absolute returns series 
In this section, we attempt to capture and simulate the correlation and distributional 
properties of the log absolute returns series, as outlined at the the beginning of section 
8.3. The algorithm used is given in Table 8.7 and Table 8.8. 
To begin, we carry out a simulation of the log absolute returns series using innovations 
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Time Series mean variance skewness kurtosis 
observed 0 1.33 -0.63 5.29 level 1 Series 
simulated 0 1.18 -1.05 5.98 
Table 8.6: Statistical properties of the observed and simulated level 1 time series given 
by (8.2.37) and obtained using the mixture model. 
from Johnson's system of distributions in step 6 of Table 8.8. Plots (g) and (h) of Figure 
8.23 display the acs of the simulated and observed log absolute return series respectively. 
Notice that the algorithm produces a simulated time series with a correlation structure 
that is similar to that of the observed time series. In plots (a)-(d) of Figure 8.24, we 
plot the empirical density functions of the level 1 to level 3 time series obtained in steps 
5-6, and the empirical density functions of the corresponding simulated and observed log 
absolute returns respectively. In plots (a) and (b) the empirical densities of the observed 
time series are more peaked that those obtained from the corresponding simulated time 
series. The effects of this can be seen in the plot of the simulated and observed log 
absolute returns series in plot (d). Although, plot (d) does not provide an exact match 
between the empirical densities obtained from the observed and simulated time series, 
note that the empirical density of the simulated series is non-Gaussian, highly peaked, 
skewed and heavy tailed. 
We shall now carry out a simulation of the log absolute returns series using inno- 
vations from the mixture model consisting of Johnson's system of distributions and a 
point mass distribution at zero. In plot (a) of Figure 8.26, we plot the empirical density 
functions of the level 1 simulated time series obtained in steps 5-6 using innovations from 
the mixture model with p=0.97. Plots (b) and (c) of Figure 8.26 display the empirical 
densities of the level 2 and level 3 time series obtained in steps 5-6 using Johnson's system 
of distribution. Plot (d) of Figure 8.26 displays empirical density function of the corre- 
spending simulated log absolute returns series. Notice in plot (a) that the peaks of the 
empirical density functions are closely matched, but that the empirical density function 
of the observed time series is heavier tailed than that of simulated level 1 series. Plot 
(d) still does not provide an exact match between the empirical densities obtained from 
the observed and simulated log absolute return time series, but the empirical density of 
the simulated series is non-Gaussian, highly peaked, skewed and heavy tailed. 
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8.4 Conclusion 
In this Chapter, we have proposed a new methodology for capturing and simulating the 
correlation and distributional properties of (typical) log absolute returns, based on the 
tools of wavelet analysis and cyclostationarity. Our model is volatility driven, periodic, 
linear and non-stationary. Its representation in the wavelet domain allows us to reduce 
the dimensionality of the model and simulate the log absolute returns according to its 
multiscale structure. This involves constructing Jo univariate stationary time series in 
the wavelet domain, which are then simulated using ARMA modelling and non-Gaussian 
innovations. Our proposed general algorithm is outlined in Table 8.7 and Table 8.8. 
We have applied the algorithm to the data set. Typical log absolute returns were 
obtained by detecting and removing days on which jumps occur from the data set, using 
results in Barndorff-Nielsen & Sheppard (2004a). Days on which the run of missing 
values (zeros) account for more than twenty percent of the data were also removed. Our 
simulations reveal that our algorithm is successful in matching the autocorrelation struc- 
ture of log absolute returns, but we experience limited success when trying to match the 
distributional properties of the log absolute returns series. We have demonstrated that 
the J0 univariate time series can be modelled as simple MA(1) processes and that distri- 
butional properties of the level 3 univariate time series can be simulated very well using 
innovations from Johnson's SLi family. However, it has proved difficult to simultaneously 
match the heavy tails and leptokurtic features of the level 1 and level 2 univariate time 
series and the corresponding simulated log absolute returns series. 
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Given the cyclostationary returns r, a with period T: 
1. Compute log jr, µ, l , where µ, = µ. n+T is estimated by averaging the 
returns over its periods. 
2. The model for log ýrn - ii is given by, 
log e rn - µn I= log lQ? 2 I+ log S U. 1, (8.3.18) 
where {Qt} is periodic with period T and {U, } is a PMA(q) process 
with period T. In seasonal vector notation, this model can be written 
as 
log I YtI-I I= log I+ log ); 
where I Yt("t) I represents the tth absolute return that occurs on day m, 
see (8.2.27). 
3. Compute the DWT decomposition of {log jYt(r)j}, where t= 
0, ""-, T-1 and m=1, "-, M, which is denoted by , 
Wlog ly(m)I=Wlog j°1+Wlog ýU(m) 
refer to (8.2.31). 
4. To obtain the estimate W log Io- I use (8.2.34) and average across m, 
i. e. 
WlogJul = WlogjYI, 
where W log IYj denotes the average of the wavelet coefficients 
W log I Y(") I across m. 
5. Compute estimates of W log JU(") I using 
I- (m) vu, 
-- Wjj, 'j. t Y. j. t 
see (8.2.38). 
Table 8.7: Algorithm: Simulation of log absolute returns time series 
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5. Reduce the dimensionality of the model by constructing the following 
stationary time series for fixed scale j: 
m= 1 m= 2 "..... m= M 
1122 NI M WU, ý, 01 ... , 
WU, 
j, T 
WUj, o' ... , 
WUJ, T WuJ. o, ... , 
WU, ", T. 
refer to (8.2.37). 
6. Simulate the correlation and distributional properties of the time series 
created in step 5, using the algorithm in Table and innovations from 
Johnson's system of distributions or the mixture model outlined on 
page 183. Adjust the means of the simulated series so that they match 
that of the observed series. 
7. Reconstruct seasonal vectors from the simulated time series, then apply 
the inverse wavelet transform to obtain a simulation of the log absolute 
returns in the time domain. 
Table 8.8: Algorithm: Simulation of log absolute returns time series (cont'd. ) 
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Figure 8.26: Empirical density functions of the simulated and observed time series. Plots 
(a)-(d) are obtained using the level 1, level 2, level 3 and log absolute returns series 
respectively. The clotted and solid lines correspond to the empirical density functions of 
the observed and simulated time series respectively. 
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Chapter 9 
Conclusions 
9.1 Original Contributions and Findings 
This thesis has developed a new modelling approach for high frequency seasonal time 
series using cyclostationary processes and wavelets analysis. We now conclude by sum- 
marising the original contributions and findings in this thesis, Chapter by Chapter. 
Chapter 2: Time Series Analysis of Financial and Econometric Time Series 
We empirically demonstrate that the behaviour of the absolute returns appear non- 
stationary within the days and stationary across days. 
Chapter 5: Loeve Spectral Analysis 
We detect the cyclostationary period of the absolute returns series. We adapt the algo- 
rithm of Hurd & Gerr (1991) by using multitaper analysis to estimate the Löeve spec- 
trum. Observing lines parallel to and including the main diagonal in the Löeve spectrum 
shows that a process is cyclostationary. We find that the use of the biperiodogram of 
Hurd & Gerr (1991) is more attractive in practice, when estimating the Löeve spectrum. 
This is because the biperiodograin is less computationally expensive and its undesirable 
blocking effects actually make the correlations in the Loeve spectrum more visible. 
191 
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Chapter 6: Wavelet Decomposition of a Cyclostationary Process 
We outline the wavelet decomposition of a seasonal time series introduced by Li & Hinich 
(2002). We provide a proof of the necessary and sufficient condition for a time series 
{X,, }, n=0, """, N-1 to be cyclostationary. A process 
{X, } is cyclostationary if and 
only if the vector process {W(m) } in the wavelet domain is stationary. We discuss the 
seasonal model of Li & Hinich (2002) and argue that their criterion for selecting persistent 
waveforms is unsatisfactory, because of the vanishing moments property of wavelets. We 
demonstrate that the model of Li & Hinich (2002) is unsuitable for modelling the financial 
returns series. 
Chapter 7: Modelling Periodic Correlation 
We extend the evolutionary spectral theory of Priestley (1965) from the notion of local 
stationarity to local cyclostationarity using Gladyshev (1961). We introduce a general 
linear, non-stationary and time-varying volatility driven model, which includes locally 
stationary, locally cyclostationary, class A cyclostationary, class B cyclostationary and 
class C cyclostationary processes (see Chapter 7 for a definition of class A, class B and 
class C). We examine and obtain expressions for the statistical properties of class A 
and class C processes in the time, frequency and wavelet domains. We find that class 
B cyclostationary processes provide a suitable description of the dependencies in the 
financial returns series. 
Chapter 8: Modelling Returns using Wavelets and Cyclostationarity 
We remove days on which jumps occurs from the data set using the jump removal 
algorithm of Barndorff-Nielsen & Shephard (2004a). We develop a general modelling ap- 
proach for modelling financial returns or seasonal time series using our proposed class B 
cyclostationary model and a data reduction technique in the wavelet domain. We propose 
a multiscale algorithm to model and simulate log absolute returns. The algorithm at- 
tempts to match the correlation and distributional properties of the log absolute returns 
series. The algorithm uses AR1MMA modelling with non-Gaussian innovations sampled 
from a Johnson distribution or a Johnson plus point mass distribution. Our simula- 
tions reveal that our algorithm is successful in matching the autocorrelation structure 
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of log absolute returns, but we experience limited success when trying to match the 
distributional properties of the log absolute returns series. 
9.2 Recommendations For Further Research 
Cyclostationary processes and wavelet analysis are not widely used to model high fre- 
quency seasonal time series in the literature, so there is substantial scope for future 
development. 
In this work, we use the discrete wavelet transform to analyse the non-stationary 
behaviour that occurs within the periods of a cyclostationary process. In particular, we 
use Daubechies' least asymmetric filters of length eight on the FX returns series. We 
could apply this methodology to cyclostationary time series from other fields, such as 
geophysics, climatology, and meterology. Another step would be to investigate the use 
of other wavelet transforms, such as the packet transform to better isolate the periodic 
structure, or the MODWT, as well as the choice of wavelet filter. 
We have developed a general non-stationary and linear model that includes locally 
stationary, locally cyclostationary and cyclostationary processes. Further research could 
determine other larger classes of models that contain this model. This could be achieved 
by firstly investigating the periodic time-varying filtering of locally stationary processes, 
and subsequently slow or time-invariant filtering of cyclostationary processes. This in- 
formation could then be used to develop and represent a general theory for certain 
non-stationary processes with pseudo-periodic structure. 
Before we apply our multiscale and simulation algorithm we remove the days on 
which jumps are detected, using a jump detection algorithm based on diffusion theory. 
Another direction for research could look into using wavelet based methods to detect the 
jumps and remove them, without having to remove whole days from the data set. 
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