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Deductive verification techniques, based on program logics (i.e., the family of Floyd-Hoare logics), are a pow-
erful approach for program reasoning. Recently, there has been a trend of increasing the expressive power
of such logics by augmenting their rules with additional information to reason about program side-effects.
For example, general program logics have been augmented with cost analyses, logics for probabilistic com-
putations have been augmented with estimate measures, and logics for differential privacy with indistin-
guishability bounds. In this work, we unify these various approaches via the paradigm of grading, adapted
from the world of functional calculi and semantics. We proposeGraded Hoare Logic (GHL), a parameterisable
framework for augmenting program logics with a pre-ordered monoidal analysis. We develop a semantic
framework for modelling GHL such that grading, logical assertions (pre- and post-conditions) and the under-
lying effectful semantics of an imperative language can be integrated together. Central to our framework is
the notion of a graded category which we extend here, introducing graded Freyd categories which provide a
semantics that can interpret many examples of augmented program logics from the literature. We leverage
coherent fibrations to model the base assertion language, and thus the overall setting is also fibrational.
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1 INTRODUCTION
The paradigm of grading is an emerging approach for augmenting language semantics and type
systems with fine-grained information [Orchard et al. 2019]. For example, gradedmonads provides
a mechanism for embedding side-effects into a pure language, exactly as in the approach of mon-
ads, but where the types are augmented (“graded”) with information about what effects may oc-
cur, akin to a type-and-effect system [Katsumata 2014; Orchard et al. 2014]. As another example,
graded comonadic type operators in linear type systems can capture non-linear dataflow and prop-
erties of data use [Brunel et al. 2014; Ghica and Smith 2014; Petricek et al. 2014]. In general, graded
types augment a type system with some algebraic structure which serves to give a parameteris-
able fine-grained program analysis capturing the underlying structure of a type theory or seman-
tics. Much of the work in graded types has arisen in conjunction with categorical semantics, in
which graded modal type operators are modelled via graded monads [Fujii et al. 2016; Gibbons
2016; Katsumata 2018; Milius et al. 2015; Mycroft et al. 2016], graded comonads (often with ad-
ditional graded monoidal structure) [Brunel et al. 2014; Ghica and Smith 2014; Katsumata 2018;
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Petricek et al. 2013, 2014], graded ‘joinads’ [Mycroft et al. 2016], graded distributive laws between
graded (co)monads [Gaboardi et al. 2016], and graded Lawvere theories [Kura 2020].
So far grading has mainly been employed to reason about functional languages and calculi, thus
the structure of the λ-calculus has dictated the structure of categorical models (although some
recent work connects graded monads with classical dataflow analyses on CFGs [IvaškoviÄĞ et al.
2020]). We investigate here the paradigm of grading instead applied to imperative languages.
As it happens, there is already a healthy thread of work in the literature augmenting program
logics (in the family of Floyd-Hoare logics) with analyses that resemble notions of grading seen
more recently in the functional world. The general approach is to extend the power of deductive
verification by augmenting program logic rules with an analysis of side effects, tracked by com-
posing rules. For example, work in the late 1980s and early 1990s augmented program logics with
an analysis of computation time, accumulating a cost measure [Nielson 1987; Nielson and Nielson
1992], with more recent fine-grained resource analysis based onmultivariate analysis associated to
programvariables [Carbonneaux et al. 2015]. As another example, the Union Bound Logic of Barthe et al.
[2016a] defines a Hoare-logic-style system for reasoning about probabilistic computations with
judgments ⊢β c : ϕ ⇒ ψ for a program c annotated by the the maximum probability β that ψ
does not hold. The inference rules of Union Bound Logic track and compute this upper bound
alongside the standard rules of Floyd-Hoare logic. Lastly, the Approximate Relational Hoare Logic
of [Barthe et al. 2016b, 2013; Olmedo 2014; Sato 2016] augments a program logic with measures of
the ϵ-δ bounds for differential privacy. Thus, program logics augmented with some fine-grained
quantitative reasoning have been around since at least the 1980s and are becomingmore prevalent.
In this work, we show that these disparate approaches can be unified by adapting the notion of
grading to an imperative program-logic setting, for which we propose Graded Hoare Logic (GHL):
a parameterisable program logic and reasoning framework ‘graded’ by a pre-ordered monoidal
analysis. The core contribution is GHL’s underlying semantic frameworkwhich integrates grading,
logical assertions (pre- and post-conditions) and the effectful semantics of an imperative language.
Graded models of functional calculi tend to adopt either a graded monadic or comonadic model,
depending on the direction of information flow in an analysis. We use the opportunity of an imper-
ative setting (where the λ-calculus’ asymmetrical ‘many-inputs-to-one-output’ model is avoided)
to consider a more flexible semantic basis of graded categories. Graded categories generalise graded
(co)monadic approaches, providing a notion of graded denotation without imposing on the place-
ment (or ‘polarity’) of grading.
Contributions and outline. We begin (Section 2) with an overview of the approach, focusing
on the example of Union Bound Logic and highlighting the main components of our semantic
framework. The next three sections then provide the central contributions:
• Section 3 defines GHL and its associated ‘assertion logic’ which provides a flexible, parameter-
isable program logic for integrating different notions of side effect reasoning, parameterised
by a pre-ordered monoidal analysis. We instantiate the program logic to various examples.
• Section 4 explores graded categories, an idea that has not seen much exploration in the litera-
ture, and for which there exist various related but not-quite-overlapping definitions. We show
that graded categories can abstract over graded monadic and graded comonadic semantics. We
then extend graded categories to Freyd categories (generally used as a more flexible model of
effects than monads), introducing the novel structure of graded Freyd categories.
• Section 5 develops the semantic framework for GHL, based on graded Freyd categories in a fi-
brational setting (where coherent fibrations [Jacobs 1999] model the assertion logic) integrated
with the graded Freyd layer. We instantiate the semantic model to capture the examples pre-
sented in Section 3 and others drawn from the literature mentioned above.
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The result provides a new technique for developing denotational models of (imperative) programs
that are refined by the assertions of program logic and grading at the same time.
2 OVERVIEW OF GRADED HOARE LOGIC AND PROSPECTUS OF ITS MODEL
We begin with an informal overview of our contributions. As we discussed in the introduction,
several works have explored the use of Hoare logics combined with some form of implicit or
explicit grading, in order to analyze program behavior. Here we want to study them in a uniform
way. Let us start with an example which can be derived in the Union Bound logic [Barthe et al.
2016a]:
⊢0.05 {true} do v1 ← Gauss(0, 1); dov1 ← Gauss(0, 1);v := max(v1,v2) {v ≤ 2}
In this judgment we see several important components. First, we have primitives for procedures
with side-effects such as do v1 ← Gauss(0, 1). We can think about this procedure as generating
a random variable accordingly to the standard normal distribution with mean 0 and variance 1
and store its result in the variable v1. This kind of procedure with side effects differs from a reg-
ular assignment such as v := max(v1,v2), which is instead pure. We then have a grading ‘0.05’
which expresses a bound on the probability that the postcondition is false, under the assumption
of the precondition, after executing the program; we can think about it as the probability of failure
in guaranteeing the postcondition. Let us call the program from the previous example P . In our
example, since the precondition is true, this can be expressed as:
Pr
JPK(m)
[v > 2] ≤ 0.05
where JPK(m) is the probability distribution generated in executing the program. The grading for
the program P in this logic is derived using three components. First, sequential composition:
⊢β {ψ } P1 {ψ1} ⊢β ′ {ψ1} P2 {ϕ}
⊢β+β ′ {ψ } P1; P2 {ϕ}
which sums the probabilities of failure. Second, the following axiom for the Gaussian distribution:
⊢0.025 {true} do v ← Gauss(0, 1) {v ≤ 2}
with a basic constant 0.025 which comes from the property of the Gaussian distribution we are
considering. Third, by the following judgment which is derivable by the assignment and the con-
sequence rules, which are the ones from Hoare Logic with a trivial grading 0 which is the unit of
addition.
⊢0 {v1 > 2 ∨v2 > 2} v := max(v1,v2) {v ≤ 2}
Judgments for more complex examples can be derived using the rules for conditional and loops.
These rules also consider grading, and the grading can depend on properties of the program. For
example the rule for conditionals is:
⊢β {ψ ∧ eb = true} P1 {ϕ} ⊢β {ψ ∧ eb = false} P2 {ϕ}
⊢β {ψ } if eb then P1 else P2 {ϕ}
This allows one to reason also about the grading in a conditional way, through the two assumptions
ψ ∧ eb = true andψ ∧ eb = false (we will seem more examples later).
Other logics share a similar structure as the described above for the Union Bound logic, for
example the relational logic apRHL [Barthe et al. 2016b], and its variants [Sato 2016; Sato et al.
2019], for reasoning about differential privacy. Others again use a similar structure implicitly, for
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example the Hoare Logic to reason about asymptotic execution cost by Nielson [1987], Quantita-
tive Hoare Logic [Carbonneaux et al. 2015], or the relational logic for reasoning about program
counter security presented by Barthe [2020].
In order to study the semantics of these logics in a uniform way, we first abstract the logic
itself. We design a program logic, which we call Graded Hoare Logic (GHL), which contains all the
components discussed above. In particular, the language is a standard imperative language with
conditional and loops. For simplicity, we avoid using a ‘while’ loop, using instead a bounded ‘loop‘
operation (loop e do P)—we leave the study of while and partiality to future work. This language is
parametric in the operations that are supported in expressions—common in several treatments of
Hoare Logic—and in a set of procedures and commands with side effects, which are the main focus
of our work. GHL is built over this language and an assertion logic which is parametric in the basic
predicates that can be used to reason about programs. GHL is also parametric in a pre-ordered
monoid of grades, and in the axioms that are associated with basic procedures and commands
with side effects. This generality is needed in order to capture the different logics we mentioned
before.
GHL gives us a unified syntax to work with, but our real focus is the semantics. To be as general
as possible we turn to the language of category theory and study a categorical framework for GHL.
In particular, we focus on designing a framework where we can capture different computational
models and side effects with denotations that are refined by predicates and grades describing pro-
grams behaviours. As a high-level overview, our categorical framework relates different categories
(modelling different aspects of GHL) as summarized by the following diagram:1
P
p

ÛI // E
q

V
I
// C
(1)
The category V models values and pure computations, the category C models impure computa-
tions, P is a category of predicates, and E is a graded category, whose hom-sets are indexed by
grades, that is elements of a pre-ordered monoid. The presentation of graded categories is new
here, but has some relationship to other structures similarly named (Section 4).
This diagram echos the principle of refinement as functors proposed by Melliès and Zeilberger
[Melliès and Zeilberger 2015]. The lower part of the diagram offers an interpretation of the lan-
guage, while the upper part offers a logical refinement of programs with grading. However, our
focus is to introduce a new graded refinement view. The ideas we use to achieve this are to interpret
the language using a Freyd category I : V→ C (traditionally used to model effects) with countable
coproducts, the assertion logic with a coherent fibration p : P → V, and GHL as a graded Freyd
category ÛI : P→ E with homogeneous coproducts. In addition, the graded category E has a func-
tor2 q into C which erases assertions and grades and extracts the denotation of effectful programs,
in the spirit of refinements. The benefit of using a Freyd category as a building block rather than
another structure is that Freyd categories are more flexible when one wants to construct models of
computational effects [Power and Thielecke 1997; Staton 2014]. For instance, in the categoryMeas
of measurable spaces and measurable functions, we cannot have state monads since there are no
exponential objects. However, we can still have a model of first-order effectful computations using
Freyd categories [Power 2006].
1This diagram should not be understood as a commutative diagram in CAT as E is a graded category and hence not an
object of CAT.
2 precisely this is not quite a functor because E is a graded category; see Definition 10 for the precise meaning.
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Graded Freyd categories are a new categorical structure that we designed for interpreting GHL
judgments (Section 4.2). The major difference from an ordinary Freyd category is that the ‘target’
category is now a graded category (E in the diagram). The additional structure provides what we
need in order to interpret judgments including grading.
To show the generality of this structure, we present several approaches for instantiating the cat-
egorical framework for GHL’s semantics, showing constructions via graded monads and graded
comonads preserving coproducts.Moreover, we show that other constructions, such as the coupling-
and-span based models of relational Hoare logic studied by Sato et al. [2019] (see Example 14),
which do not arise from a graded monad or a graded comonad, fit well in our framework.
Part of the challenge in designing a categorical semantics for GHL is to carve out and implement
the implicit assumptions and structures used in the semantics of the different Hoare logics. A
representative example of this challenge is the interpretation of the rule for conditionals in Union
Bound Logic that we introduced above. We interpret the assertion logic in (a variant of) coherent
fibrations p : P→ V, which model the ∧∨∃=-fragment of first-order predicate logic [Jacobs 1999].
In this abstract set-up, this rule for conditionals becomes unsound. The reason is that in relation-
like fibrations, expressions eb of type Bool, which are interpreted as coproducts 1 + 1, may yield
a value that is neither true nor false; for instance this happens when V = Set2. We resolve this
problem by introducing a side condition to guarantee the decidability of the boolean expression:
⊢m {ψ ∧ eb = true} P1 {ϕ} ⊢m {ψ ∧ eb = false} P2 {ϕ} ψ ⊢ eb = true ∨ eb = false
⊢m {ψ } if eb then P1 else P2 {ϕ}
This is related to the synchronization condition appearing in the relational Hoare logic rule for
conditional commands. Another challenge in the design of the GHL is how to assign a grade to the
loop command loop e do P . We may naively give it the grademl ,
∨
i ∈ωm
k , wherem is a grade of
P , because P is repeatedly executed some finite number of times. However, the grademl is a very
loose over-approximation of the grade of loop e do P . Even if we obtain some knowledge about
the iteration count e in the assertion logic, this can not be reflected in the grade. To overcome this
problem, we introduce a Hoare logic rule that can estimate a more precise grade of loop e do P ,
provided that the value of e is statically determined:
∀0 ≤ z < N . ⊢m {ψz+1} P {ψz } ΓMem | ψN ⊢ en = ⌈N ⌉
⊢mN {ψN } loop en do P {ψ0}
This rule ties up the assertion language and the grading system, creating a dependency from the
former to the latter, but it also gives us the structure we need to define our categorical model.
3 LOOP LANGUAGE AND GRADED HOARE LOGIC
After introducing some notation and basic concepts used throughout, we outline a core imperative
loop language, parametric in its set of basic commands and procedures (Section 3.2).We then define
a template of an assertion logic (Section 3.3), which is the basis of GradedHoare Logic (Section 3.4).
3.1 Preliminaries
Throughout, we fix an infinite set Varl of variables which are employed in the the loop language
(as the names of mutable program variables) and in logic (to reason about these program variables).
A many-sorted signature Σ is a tuple (S,O,ar ) where S,O are sets of sorts and operators, and
ar : O → S+ is a function assigning argument sorts and a return value sort to operators (where S+
is a non-empty sequence of sorts, i.e., an operation with signature (s1× . . .×sn) → s is summarized
as 〈s1, . . . , sn, s〉 ∈ S+). We say that another many-sorted signature Σ′ = (S ′,O ′,ar ′) is an extension
of Σ if S ⊆ S ′ and O ⊆ O ′ and ar (o) = ar ′(o) for any o ∈ O .
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Let Σ = (S, · · · ) be a many-sorted signature. A context for Σ is a (possible empty) sequence of
pairs Γ ∈ (Varl × S)∗ such that all variables in Γ are distinct from each other. We then regard Γ
as a partial mapping from Varl to S . The set of contexts for Σ is denoted by CtxΣ. For s ∈ S and
Γ ∈ CtxΣ, by ExpΣ(Γ, s)we mean the set of Σ-expressions of sort s under the context Γ. This set is
inductively defined as usual.
An interpretation of a many-sorted signature Σ = (S,O,ar ) in a Cartesian category (V, 1,×)
consists of an assignment of an object [[s]] ∈ V for each sort s ∈ S and an assignment of a morphism
[[o]] ∈ V([[s1]] × · · · × [[sn]], [[s]]) for each o ∈ O such that ar (o) = 〈s1, . . . , sn, s〉. Once such an
interpretation is given, we extend it to Σ-expressions in the standard way (see, e.g. [Crole 1993;
Pitts 1995]). First, for a context Γ = x1 : s1, · · · , xn : sn ∈ CtxΣ, by [[Γ]] we mean the product
[[s1]] × · · · × [[sn]]. Then we inductively define the interpretation of e ∈ ExpΣ(Γ, s) as a morphism
[[e]] ∈ V([[Γ]], [[s]]).
Throughout, we will give bullet-pointed lists marked with ⋆ for all the mathematical data that
is used as parameters to the Graded Hoare Logic (introduced in Section 3.4).
3.2 The loop language
We introduce an imperative language called the loop language, with a finite looping construct. The
language is specified by the following data:
⋆ a many-sorted signature Σ = (S,O,ar ) extending the following signature for essential con-
stants:
({bool, nat}, {true : bool, false : bool} ∪ {⌈k⌉ : nat | k ∈ ω}).
bool is used for branching control-flow and nat is used to control loops (whose syntactic
constructs are given below). We write ⌈k⌉ to mean the syntactic embedding of a semantic
natural number.
⋆ a sort cell ∈ S , representing the type of mutable variables in a memory.
⋆ sets CExp and PExp of commands and procedures, respectively;
⋆ a finite subset Var ⊆ Varl of program variables.
We define ΓMem : Var → S to be a context assigning the sort cell to all program variables in Var.
We define the set of programs by the following grammar:
P ::= P ; P | skip | v := ec | do f | do v ← p | if eb then P else P | loop en do P
where, v ∈ Var are program variables, ec ∈ ExpΣ(ΓMem, cell), eb ∈ ExpΣ(ΓMem, bool), and
en ∈ ExpΣ(ΓMem, nat), are expressions producing cell, boolean, and natural number results, and
commands and procedures f ∈ CExp,p ∈ PExp.
Thus, programs can be sequentially composed via ; with skip as the trivial program which acts
as a unit to sequencing. An assignment v := ec assigns ‘cell’ expressions to a program variable v .
Commands can be executed through the instruction do f , executing this instruction yields some
side effects but it does not return any value. Procedures can be executed through a similar instruc-
tion do v ← p. However, they yield some side effect and they also return a value which is used
to update v . Finally, conditionals are guarded by a boolean expression eb and the iterations of a
looping construct are given by a natural number expression en (which is evaluated once at the
beginning of the loop to determine the number of iterations).
This language is rather standard, except for the treatment of commands and procedures of which
we give some examples here.
Example 1. Cost Information: a simple example of a command is tick, which yields as a side effect
the recording of one ‘step’ of computation. We will see how to use this command to reason about
cost and relational cost.
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The set FmlΣl (Γ) of formulas under Γ ∈ CtxΣl is inductively defined as follows.
(1) p ∈ Pl and parl (p) = s1 · · · sn and ti : ExpΣl (Γ, si ) (1 ≤ i ≤ n) implies p(t1, · · · , tn) ∈ FmlΣl (Γ)
(2) For any s ∈ Sl and t ,u ∈ ExpΣl (Γ, s), t = u ∈ FmlΣl (Γ).
(3) For any finite family {ϕi ∈ FmlΣl (Γ)}i ∈Λ, we have
∧
ϕi ∈ FmlΣl (Γ).
(4) For any countable family {ϕi ∈ FmlΣl (Γ)}i ∈Λ, we have
∨
ϕi ∈ FmlΣl (Γ).
(5) For any ϕ ∈ FmlΣl (Γ, x : s), we have (∃x : s . ϕ) ∈ FmlΣl (Γ).
Fig. 1. Formula formation rules
Control Flow Information: other two simple example of commands are cfTrue and cfFalse, which
yields as side effects the recording of either true or false. We will see how to use these commands
to reason about control-flow security.
Probability Distributions: a simple example of a procedure is дauss(x ,y), which yields as side
effect the introduction of new randomness in the program, and which returns a random sample
from the Gaussian distribution with mean and variance specified by x ,y ∈ Var. We will see how
to use this procedure to reason about probability of failure and about differential privacy.
Concrete instances of the loop language typically include some conversion functions between
the different data types bool, nat, cell in Σ, e.g., so that programs can dynamically change the con-
trol flow depending on values in program variables. Similarly, in some instances we may consider
program variables holding only natural numbers (as is common in CFG formulations of programs
in static analysis) thus cell = nat. In other instances we may have a language that manipulates
richer data types, e.g. real numbers, or lists, which we assume are all contained within cell.
3.3 Assertion Logic
We use an assertion logic to reason about properties of basic expressions. We regard this reasoning
as a meta-level activity, thus the logic is allowed to have more sorts and operators than the one
for the loop language. Thus upon the data specifying the loop language, we build formulas of the
assertion logic by the following data.
⋆ a many-sorted signature Σl = (Sl ,Ol ,arl ) extending Σ.
⋆ a set Pl of atomic propositions and a function parl : Pl → S∗l assigning sorts to them. We then
inductively define the set FmlΣl (Γ) of formulas under Γ ∈ CtxΣl as in Figure 1.
⋆ a CtxΣl -indexed family of subsets Axiom(Γ) ⊆ FmlΣl (Γ) × FmlΣl (Γ).
The assertion logic is a fragment of the many-sorted first-order logic over Σl -terms admitting
1) finite conjunction, 2) countable disjunction, 3) existential quantification and 4) equality predi-
cates. Judgements in the assertion logic have the form Γ | ψ1, · · · ,ψn ⊢ ϕ where Γ ∈ CtxΣl and
ψ1, · · · ,ψn ,ϕ ∈ FmlΣl (Γ). The inference rules of this logic are fairly standard and we omit them
here; see e.g. [Jacobs 1999, Section 3.2, Section 4.1].
In some of our examples we will use the assertion logic to reason about programs in a relational
way, i.e. to reason about two executions of a program. In order to do this with the assertion logic
we present here, we need basic predicates to manage expressions representing pairs of values. As
an example, we could have two predicates eqv〈1〉 , eqv〈2〉 , that can assert the equivalence of the left
and right components of the interpretation of an expression to some value, respectively. That is,
the formula eqv〈1〉(eb , true), which we will write using infix notation eb 〈1〉 = true, asserts that the
left component of the interpretation of the boolean expression eb is equal to true.
3.4 Graded Hoare Logic
We finally introduce Graded Hoare Logic (GHL). It is specified by the following data:
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⊢1 {ψ } skip {ψ }
⊢m {ψ } P1 {ψ1} ⊢m′ {ψ1} P2 {ϕ}
⊢m ·m′ {ψ } P1; P2 {ϕ} ⊢1 {ψ [e/v]} v := e {ψ }
f ∈ Cc (ψ ,m)
⊢m {ψ } do f {ψ }
p ∈ Cp (ψ ,m,ϕ)
⊢m {ψ } do v ← p {(∃v . ψ ) ∧ ϕ[v/r ]}
∀0 ≤ z < N . ⊢m {ψz+1} P {ψz } ΓMem | ψN ⊢ en = ⌈N ⌉
⊢mN {ψN } loop en do P {ψ0}
⊢m {ψ ∧ eb = true} P1 {ϕ} ⊢m {ψ ∧ eb = false} P2 {ϕ} ΓMem | ψ ⊢ eb = true ∨ eb = false
⊢m {ψ } if eb then P1 else P2 {ϕ}
ΓMem | ψ
′ ⊢ ψ m ≤ m′ ΓMem | ϕ ⊢ ϕ
′ ⊢m {ψ } P {ϕ}
⊢m′ {ψ ′} P {ϕ ′}
Table 1. Graded Hoare Logic Inference Rules
⋆ a pre-ordered monoid (M , ≤, 1, ·) (pomonoid for short) (where · is monotonic with respect to
≤) for the purposes of program analysis, where we refer to the elementsm ∈ M as grades;
⋆ two functions which define the grades and pre- and post-conditions of commands CExp and
procedures PExp:
Cc : FmlΣl (ΓMem) ×M → 2
CExp
Cp : FmlΣl (ΓMem) ×M × FmlΣl (r : cell) → 2
PExp
.
where r is a distinguished, fixed variable not in Var. The function Cp takes the precondition
of the procedure, the grading, and the postcondition of the return value, and it returns a set of
procedure symbols satisfying these specifications. Similarly, Cc takes the precondition of the
command and the grading, and returns a set of command symbols satisfying these specifica-
tions.
From this structure we define a graded program logic by judgments of the form:
⊢m {ϕ} P {ψ }
denoting a program P with precondition ϕ ∈ FmlΣl (ΓMem), postcondition ψ ∈ FmlΣl (ΓMem) and
analysism ∈ M . Graded judgments are defined inductively via the inference rules given in Table 1.
Ignoring grading, many of the rules are fairly standard for a Floyd-Hoare program logic. The
rule for skip is standard but includes grading by 1 of the monoid since 1 represents the unit (trivial)
grade. Similarly, assignment is standard, but gradedwith 1 since we do not treat it specially in GHL.
Sequential composition takes the monoid multiplication of the grades of the subterms. The rules
for commands and procedures use the functions Cc and Cp we introduced above. Notice that the
rule for commands uses as post-condition the pre-condition, since commands have only side effects
and they do not return any value. The rule for procedures combines the pre- and post-conditions
given by Cp follow the style of Floyd’s assignment rule [Floyd 1967].
The shape of the loop rule is slightly different from the usual one. It uses the judgment ΓMem |ψN ⊢
en = ⌈N ⌉ to express the assumption that en evaluates to ⌈N ⌉. Under this assumption it uses a fam-
ily of assertions indexed by the natural numbers 0, 1, . . . ,N to conclude the postconditionψ0. This
family of assertion play the role of the classical invariant in the Floyd-Hoare logic rule for while.
Assuming that the grade of the loop body ism, the grade of the loop command is thenmN , where
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m0 = 1 andmk+1 = m ·mk . By instantiating this rule with ψz = θ ∧ en = ⌈z⌉, the loop rule also
supports the following derived rule which is often preferable in examples:
∀0 ≤ z < N . ⊢m {θ ∧ en = ⌈z + 1⌉} P {θ ∧ en = ⌈z⌉}
⊢mN {θ ∧ en = ⌈N ⌉} loop en do P {θ ∧ en = ⌈0⌉}
The consequence rule allow similar reasoning as the usual rule, and in addition it allows the as-
sumption on the grade to be weakened according to the ordering of the monoid.
The rule for the conditional is standard except for the condition ΓMem |ψ ⊢ eb = true∨eb = false.
While this condition may seem obvious, it is actually important to make our logic GHL sound in
various semantics. As an example, when we use GHL on expressions denoting pair of values, the
conditional rule will correspond morally to the following synchronous rule which has been used
in other relational logics such as apRHL [Barthe et al. 2013]:
⊢m {ψ ∧ eb 〈1〉 = true ∧ eb 〈2〉 = true} P1 {ϕ} ⊢m {ψ ∧ eb 〈1〉 = false ∧ eb 〈2〉 = false} P2 {ϕ}
ΓMem | ψ ⊢ (eb 〈1〉 = true ∧ eb 〈2〉 = true) ∨ (eb 〈2〉 = false ∧ eb 〈2〉 = false)
⊢m {ψ } if eb then P1 else P2 {ϕ}
3.5 Example instantiations of GHL
Example 2 (Simple cost analysis). We can use the command tick discussed in Example 1 to instru-
ment programs with cost annotations. We can then GHL to perform cost analysis. To do this, we
instantiate it with the additive natural number monoid (N,+, 0, ≤) and we consider tick ∈ Cc (ϕ, 1).
This means that we can form judgments of the shape ⊢1 {ϕ} do tick {ϕ} which account for cost via
the judgment’s grade. Sequential composition accumulates cost and terms like skip and assign-
ment have a cost of 0.
Example 3 (Program Counter Security). We can use the commands cfTrue and cfFalse discussed
in Example 1 to instrument programs with control flow annotations. GHL can then be used to rea-
son about program counter security [Molnar et al. 2005][Barthe 2020, Section 7.2] of instrumented
programs. This is a relational security property similar to non-interference (requiring that private
values do not influence public outputs) but where only programs with the same control flow are
considered. In order to do this, any conditional statement if eb then Pt else Pf in a programneeds
to be elaborated in a statement if eb then (cfTrue; Pt ) else (cfFalse; Pf ). We can then instantiate
GHL with a monoid of words over {true, false} with pre-fix order: 2∗ , ({true, false}∗, ·, ϵ, ≤)
and we consider cfTrue ∈ Cc (ϕ, true) and cfTrue ∈ Cc (ϕ, false). This means that we can form
judgments of the shape ⊢true {ϕ} do cfTrue {ϕ} and ⊢false {ϕ} do cfFalse {ϕ} which account for
control flow information (forming paths) via the judgment’s grade. Sequential composition con-
catenates control-flow paths and terms like skip and assignment do not provide any control-flow
information, i.e. ϵ .
We also assume that the assertion logic supports reasoning in a relational way, i.e., expressions
represent pair of values. In particular, we consider a predicate eqPub asserting that the two com-
ponents of the pair corresponding to a given expression are equal. That is, if e is interpreted in
a pair (v1,v2) then eqPub(e) is true if and only if v1 = v2 (we could also write it using the more
conventional syntax e〈1〉 = e〈2〉). This predicate can be used to tag public values, which following
the tradition in reasoning about non-interference need to be equal. Private data instead are inter-
preted in a pair of arbitrary values. As an example, one can prove the following judgment where
x is a public variable and y is a private one, and b ∈ {true, false} and x 〈1〉 = b is a notation for
the predicate eqv〈1〉(x ,b) we defined before:
⊢b {x 〈1〉=x 〈2〉 ∧ x 〈1〉=b} if x then (cfTrue; x=1;y=1) else (cfFalse; x=2;y=2) {x 〈1〉=x 〈2〉}
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This judgment shows the program is non-interferent, since the value of x is independent from the
value of the private variable y, and secure in the program counter model, since the control flow
does not depend on the value of y. Conversely, the following judgment is not derivable for both
b = true and b = false:
⊢b {x 〈1〉=x 〈2〉 ∧ y〈1〉=b} if y then (cfTrue; x=1;y=1) else (cfFalse; x=1;y=2) {x 〈1〉=x 〈2〉}
This program is non-interferent but is not secure in the program counter model because the control
flow leaks information about y which is a private variable.
Example 4 (Dataflow-aware Bounded Reading). Via our grading, we can implement classical-
style dataflow analyses. For simplicity, we consider a counting analysis akin to the usage analysis
in Bounded Linear Logic [Girard et al. 1992], where instead of counting the number of times a
variable is used, we count the number of times that variables are read from, in a dataflow-aware
fashion.
Consider an instance of GHL with expressions comprising program variables, integer constants,
and binary arithmetic operators, i.e., Exp
Σ
:= vi | c | e1 op e2. Given N program variables, we de-
fine an expression analysis count : Exp
Σ
(ΓMem, cell) → N
N which computes an N -vector whose
elements correspond to the number of times that each program variable is read by an expression:
count(vi ) = 〈i | count(c) = 0¯N count(e1 op e2) = count(e1) + count(e2) (2)
where vi is the ith variable in the program and 〈i | computes a single-entry vector where 〈i | j = 1
if i = j otherwise 〈i | j = 0. For example, in a program with three variables x , y, and z (taken in that
order for the analysis), then count(x + y + y) = 〈1, 2, 0〉.
We define a dataflow-aware analysis by grading GHL with a preordered monoid M of square
matrices N × N with the all-zeros matrix 0¯N×N as the unit, preordering ≤ pointwise on N, and
multiplication:
A # B = (B ∗ A) +A + B
To integrate the analysis to GHL, we analyse assignments via procedures such that do v ← #(ec )
denotes the assignment of an expression ec to variable v incurring an analysis in the GHL:
PExp ::= #(e) where #(e) ∈ Cp (ψ , 〈i |
T ∗ count(e), r = e)
where the analysis of an assignment tovi of expression e is given by the grade 〈i |
T∗count(e)which
multiplies the transpose of the single-entry basis vector for i with the analysis count(e), yielding
an N × N data flow matrix. For example, take the program do x ← #(y + 2); do z ← #(x + y). The
first assignment has grade:
〈x |T ∗ count(y + 2) =

1
0
0
 ∗
[
0 1 0
]
=

0 1 0
0 0 0
0 0 0

The resulting matrix can read as follows: the columns correspond to the source of the dataflow
and the rows the target, thus in this case we see that y (second variable) is used once to form x
(first variable). The second assignment has the analysis:
〈z |T ∗ count(x + y) =

0
0
1
 ∗
[
1 0 1
]
=

0 0 0
0 0 0
1 1 0

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Taken together using # from the sequential composition, the full program then has the analysis:
0 1 0
0 0 0
0 0 0
 #

0 0 0
0 0 0
1 1 0
 =

0 0 0
0 0 0
1 1 0
∗

0 1 0
0 0 0
0 0 0
 +

0 1 0
0 0 0
0 0 0
 +

0 0 0
0 0 0
1 1 0
 =

0 1 0
0 0 0
1 2 0

Thus, y flows once to x and twice to z and x flows once to z. The analysis of each assignment gives
an adjacency matrix for the dataflow graph of the statement and # computes the two-hop paths
between two dataflow graphs (B ∗A) plus the original adjacency/flowsA and B for each statement.
Example 5 (Union Bound Logic). Wehave already discussed theUnion Bound logic byBarthe et al.
[2016a]. This logic embeds smoothly into GHL by using a preorderedmonoid (R≥0, ≤, 0,+) and pro-
cedures of the form sampleD(ec ) as samplings from a probabilistic distributionD(ec ) parametrised
over the syntax of cell expressions ec of GHL. Following Barthe et al. [2016a] we could consider a
semantically defined set
Cp (ϕ, β,ψ ) = {(sample D(ec )) | ∀m.m ∈ [[ϕ]] =⇒ Prm′←Jsample D(ec )K(m)[m
′ ∈ [[¬ψ ]]] ≤ β)}
and require sample D(ec ) ∈ Cp (ϕ, β,ψ ). This allow us to consider different properties of the dis-
tribution D(ec ).
4 GRADED CATEGORIES
Graded monads provide a notion of sequential composition for morphisms of the form I → Tm J ,
i.e., with structure on the target/output capturing some information by the gradem; dually, graded
comonads provide composition for DmI → J , i.e. structure on the source/input with gradem. We
avoid the choice of whether to associate grading with the input or output by instead introducing
graded categories, which are agnostic about the polarity (or position) of any structure and grading.
Throughout this section, we fix a pre-ordered monoid (M , ≤, 1, ·) (with · monotonic wrt. ≤).
Definition 1. AnM-graded category C consists of the following data:
• A class Obj(C) of objects, ranged over by I , J ,K , where I ∈ C denotes I ∈ Obj(C).
• A homset C(I , J )(m) for each object I , J ∈ C andm ∈ M . If f ∈ C(I , J )(m) then we often write
f : I →m J , and callm the grade of f ;
• A family of upcast functions ↑nm : C(I , J )(m) → C(I , J )(n) for eachm and n wherem ≤ n. They
satisfy the composability:
↑mm f = f , ↑
n
m(↑
m
l f ) = ↑
n
l f (l ≤ m ≤ n).
• Identity morphisms idI ∈ C(I , I )(1) for all I ∈ C;
• Composition ◦ : C(J ,K)(n) × C(I , J )(m) → C(I ,K)(m · n)
Graded categories satisfy the usual categorical laws of identity and associativity, and also the
commutativity of upcast and composition, corresponding to monotonicity of · with respect to ≤:
↑n
′
n f ◦ ↑
m′
m д = ↑
m′ ·n′
m ·n (д ◦ f ).
An intuitive meaning of a graded category’s morphisms is: f ∈ C(A,B)(m) if the value or the price
of a morphism f : A→ B is at mostm with respect to the ordering ≤. We do not yet give a polarity
or direction to this price, i.e., whether the price is consumed or produced by the computation.
Remark 1. Graded categories are an instance of enriched categories. For the enriching category,
we take the presheaf category [M , Set], together with Day tensor product. The object part of the
monoidal structure is given by the following coend:
I = M(1,−), (F ⊗ G)(m) =
∫ p,q∈M
M(p · q,m) × Fp ×Gq.
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This fact is not used elsewhere in the paper, but is included for completeness and to draw the
readers attention to alternate constructions for this notion.
Remark 2. Our definition of an M-graded category here differs to the notion of a graded cate-
gory given by Zhang, which comprises a functor S : M → [C,C] mapping from a monoid M to
endofunctors on C such that S1 = Id and SдSh = Sдh and Sд is a full and faithful functor for every
д ∈ M [Zhang 1996, Definition 3.2]. This notion matches more closely the idea of a graded monad,
which can be presented as a lax monoidal functor on S : M → [C,C]. Zhang’s graded categories
are then strict monoidal functors—a kind of ‘more strict’ graded monad.
As described at the start of this section, graded categories give a non-biased view of grading;
we need not specify whether grading relates to the source or target of a morphism.
A convenient way to create a graded category is via a functor. Recall that the pre-orderedmonoid
(M , ≤, 1, ·) yields the one-object 2-category, written B(M), whose 1-cells are the elements ofM and
whose 2-cells correspond to the preordering.
Proposition 1. Let C be a category and a functor cost : C → B(M) giving costs to each mor-
phisms. Then there is anM-graded category Cˆ defined:
Cˆ(I , J )(m) = { f ∈ C(I , J ) | cost(f ) ≤ m}
Proof. Identity follows by the cost(idI ) = 1 and thus idI ∈ Cˆ(I , I )(1) = { f ∈ C(I , I ) | cost(f ) ≤
1}. Compositional follows by cost(д ◦ f ) = costf · costд. 
Note that the above construction yields a downwards closure of all morphisms with at most
cost m. We can similarly generate graded categories which capture only those morphisms with
the exact costm or with at least costm, i.e., we can form the upwards closure.
Example 6. A major source of graded categories is via graded monads and graded comonads.
Let (M , ≤, 1, ·) be a preordered monoid, regarded as a monoidal category. A graded monad on a
category C (or more specifically an M-graded monad) is a lax monoidal functor of type (T ,η, µ) :
(M , ≤, 1, ·) → ([C,C], Id, ◦). Concretely speaking, it specifies:
• a functorT : (M , ≤) → [C,C] from the preordered set (M , ≤) to the endofunctor category over
C. For an ordered pairm ≤ m′ in M then T (m ≤ m′) : Tm → Tm′ is a natural transformation;
• a unit η : Id → T1 and a multiplication µm,m′ : Tm ◦Tm′ → T (m ·m′), natural inm,m′ ∈ M .
They satisfy the graded version of the monad axioms:
TmX
TmηX
//
▼▼
▼▼
▼▼
▼▼
▼▼
▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
ηTmX

Tm(T1X )
µm,1,X

Tm(Tm′(Tm′′X ))
µm,m′,Tm′′X
//
Tmµm′,m′′,X

T (mm′)(Tm′′X )
µmm′,m′′,X

T1(TmX )
µ1,m,X
// TmX Tm(T (m′m′′)X )
µm,m′m′′,X
// T (mm′m′′)X
Graded comonads are dually defined; it is a graded monad on Cop .
By mimicking the construction of Kleisli categories, we can construct graded categories from
categories with graded monads. LetT be anM-graded monad on a category C. We then define the
M-graded category CT (we call it the Kleisli graded category ofT ) by the following data3:
• Objects and homsets are defined by Obj(CT ) , Obj(C) and CT (X ,Y )(m) , C(X ,TmY ).
• Upcasts are defined by: for f : X→m Y and n such thatm ≤ n, we define ↑
n
m f ,T (m ≤ n)Y ◦ f .
3This should not be confused with the Kleisli category of graded monads studied in [Fujii et al. 2016].
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• Identity and composition are defined by: idX , ηX : X →1 X and д ◦ f , µm,n,Y ◦Tmд ◦ f for
f : X →m Y and д : Y →n K .
The dual construction is also possible. Let D be anMop-graded comonad on a category C. We then
define CD by CD (X ,Y )(m) = C(DmX ,Y ); the rest of data is similar to the case of graded monads.
This yields anM-graded category CD .
Since graded categories provide a view which is agnostic to the position of the graded struc-
ture, we can abstract over situations where there are equivalences between graded monads and
comonads.
Proposition 2. Given anM-gradedmonadT and anMop-graded comonad D such thatDm ⊣ Tm
for eachm ∈ M , we have an isomorphism:
CD (X ,Y )(m) = C(DmX ,Y ) ≃ C(X ,TmY ) = CT (X ,Y )(m).
Example 7. Let E : (M , ≤, 1, ·) → (Set, 1,×) be a colax monoidal functor. ThenTmI = Em ⇒ I is
a graded monad, DmI = Em × I is a graded comonad and we have Dm ⊣ Tm.
For example, take the additive monoid (N, ≥, 0,+) of natural numbers, with the opposite order.
Fix a set A (of elements in lists). Define Em = Am . Then we have c : E0  1 and cm,n : E(m + n) 
Em × En. This induces the graded monad TmI = Em ⇒ I and graded comonad DmI = Em × I .
Either structure yields a model of computations which consume, or depend on, lists of A values of
lengthm.
4.1 Homogeneous Coproducts in Graded Categories
Coproducts provide a model for boolean values and branching behaviour. We thus define what it
means for a graded category to be equipped with coproducts. We first see the binary case.
Definition 2. Let C be an M-graded category. A homogeneous binary coproduct of X1,X2 ∈ C
consists of an object Z ∈ C together with injections ι1 ∈ C(X1,Z )(1) and ι2 ∈ C(X2,Z )(1) such
that, for anym ∈ M and Y ∈ C, the function on homsets:
λf . (f ◦ ι1, f ◦ ι2) : C(Z ,Y )(m) → C(X1,Y )(m) × C(X2,Y )(m)
is invertible. The inverse is called the cotupling and denoted by [−,−]. It satisfies the usual law of
coproducts (i = 1, 2):
[f1, f2] ◦ ιi = fi , [ι1, ι2] = idZ , д ◦ [f1, f2] = [д ◦ f1,д ◦ f2], [↑
n
m f1,↑
n
m f2] = ↑
n
m[f1, f2].
When homogeneous binary coproducts of any combination of X1,X2 ∈ C exists, we say that C has
homogeneous binary coproducts.
The difference from coproducts in ordinary category theory is that the cotupling is restricted to
take morphisms having the same grade. A similar constraint is seen in some effect systems, where
the typing rule of conditional expressions requires each branch must have the same effect.
The definition of homogeneous binary coproduct easily extends to coproducts of arbitrary fam-
ily of objects. An object 0 in a graded category is initial if for any objectX andm ∈ M , there exists
a unique morphism !X ,m ∈ C(0,X )(m). This especially implies ↑
n
m(!X ,m) = !X ,n for anym ≤ n.
Proposition 3. Let C be a category and {ιi ∈ C(Xi ,Z )}i ∈I be a coproduct in C.
(1) Suppose thatT is anM-gradedmonad on C. Then {ηZ ◦ιi ∈ CT (Xi ,Z )(1)}i ∈I is a homogeneous
coproduct in CT .
(2) Suppose that (D, ϵ, δ ) is an Mop-graded comonad on C such that each Dm : C → C preserves
the coproduct {ιi }i ∈I . Then {ιi ◦ ϵI ∈ CD (Xi ,Z )(1)}i ∈I is a homogeneous coproduct in CD .
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4.2 Graded Freyd Categories
We introduce the central categorical structure employed for the semantics of the loop language
and GHL: graded Freyd categories with homogeneous countable coproducts.
Definition 3. AnM-graded Freyd category consists of the following data:
• A cartesian monoidal category (V, 1,×, l , r ,a).
• A graded category C such that Obj(C) = Obj(V). We thus let O = Obj(C) below.
• A function IV ,W : V(V ,W ) → C(V ,W )(1) for each V ,W ∈ O .
• A function (∗)V ,X ,W ,Y : V(V ,W ) ×C(X ,Y )(m) → C(V ×X ,W ×Y )(m) for eachV ,W ,X ,Y ∈ O
andm ∈ M .
We usually omit the subscript of I and (∗), and write (∗) as an infix operator. They satisfy the
following equalities:
I (idX ) = idX , I (д ◦ f ) = Iд ◦ I f , I (f × д) = f ∗ Iд,
idV ∗ idX = idV ∗X , (д ◦ f ) ∗ (i ◦ j) = (д ∗ i) ◦ (f ∗ j), f ∗ ↑
n
mд = ↑
n
m(f ∗ д)
f ◦ I (lX ) = I (lX ) ◦ (id1 ∗ f ), I (aX ′,Y ′,Z ′) ◦ ((f × д) ∗ h) = (f ∗ (д ∗ h)) ◦ I (aX ,Y ,Z )
We often use the following ‘push’ operation to structure interpretations of programs and GHL
derivations. Let δX ∈ V(X ,X × X ) be the diagonal morphism δX , 〈idX , idX 〉. Then push is:
push : C(X ,Y )(m) → C(X ,X × Y )(m), push(f ) , (X ∗ f ) ◦ IδX .
When viewing X as a stack, push(f ) may be seen as the operation that executes an effectful pro-
cedure f and put its return value at the top of the stack.
A Freyd category typically arises from a strongmonad on aCartesian category [Power and Thielecke
1997]. We give here a graded analogue of this fact. First, we recall the notion of strength for
graded monads [Katsumata 2014, Definition 2.5]. Let (C, 1,×) be a cartesian monoidal category.
A strong M-graded monad is a pair of an M-graded monad (T ,η, µ) and a natural transformation
stI, J ,m ∈ C(I × TmJ ,Tm(I × J )) satisfying the graded version of four coherence laws in [Moggi
1991, Definition 3.2]. We can similarly define a costrong M-graded comonad (D, ϵ, δ , st) to be the
M-graded comonad equipped with the costrength csI, J ,m ∈ C(Dm(I × J ), I × DmJ ). This concept
coincides with a strong M-graded monad on the opposite monoidal category (C, 1,×)op .
Proposition 4. Let (C, 1,×) be a cartesian monoidal category.
(1) Let (T ,η, µ, st) be a strong M-graded monad on it. The Kleisli M-graded category CT , together
with the following data forms anM-graded Freyd category (below V ,W ,X ,Y ∈ C andm ∈ M).
IV ,W : C(V ,W ) → CT (V ,W )(1) (∗)V ,X ,W ,Y ,m : C(V ,W ) × CT (X ,Y )(m) → CT (V × X ,W × Y )(m)
I f = ηW ◦ f f ∗ д = stW ,Y ◦ (f × д)
(2) Let (D, ϵ, δ , cs) be a costrong Mop-graded comonad D on C. Then the coKleisli M-graded cat-
egory CD together with I f = f ◦ ϵV and f ∗ д = (f × д) ◦ csV ,X forms an M-graded Freyd
category I : C→ CD .
We next introduceM-graded Freyd categories with countable coproducts.
Definition 4. AnM-graded Freyd category (V, 1,×,C, I , ∗) has homogeneous countable coproducts
iff (below A is a countable set):
(1) V has countable coproducts and V × − : V→ V preserves them.
(2) C has homogeneous countable coproducts.
(3) For any countable coproduct {ιi ∈ V(Xi ,Y )}i ∈A, {I (ιi ) ∈ C(Xi ,Y )(1)}i ∈A is a homogeneous
countable coproduct.
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(4) For any homogeneous countable coproduct {ιi ∈ C(Xi ,Y )(1)}i ∈A and V ∈ V, {idV ∗ ιi ∈
C(V × Xi ,V × Y )(1)}i ∈A is a homogeneous countable coproduct.
When the grading pre-ordered monoidM is trivial, C becomes an ordinary category with count-
able coproducts. We therefore simply call it a Freyd category with countable coproducts. This is
the same as the distributive Freyd category introduced in [Staton 2014].
Proposition 5 (ContinuingProposition 4). Let (C, 1,×) be a cartesian monoidal category with
distributive countable coproducts.
(1) Let (T ,η, µ, st) be a strong M-graded monad on C. The Kleisli M-graded category CT , together
with the data given in Proposition 4 forms an M-graded Freyd category with homogeneous
countable coproducts.
(2) Let (D, ϵ, δ , cs) be a costrongMop-graded comonad on C such that eachDm preserves countable
coproducts. The co-KleisliM-graded category CD , together with the data given in Proposition 4
forms anM-graded Freyd category with homogeneous countable coproducts.
4.3 Semantics of the loop language in Freyd Categories
Towards the semantics of GHL, we first give a more standard, non-graded categorical semantics
of the loop language. We first prepare the following data.
⋆ A Freyd category (V, 1,×,C, I , ∗)with countable coproducts.
⋆ Coproducts {true, false ∈ V(1,Bool)} and {⌊k⌋ ∈ V(1,Nat)}k ∈ω in V.
⋆ An interpretation [[−]] of Σ in V such that
[[bool]] = Bool [[nat]] = Nat
[[true]] = true ∈ V(1,Bool) [[false]] = false ∈ V(1,Bool) [[⌈k⌉]] = ⌊k⌋ ∈ V(1,Nat).
For convenience, below the object [[cell]] is denoted by Cell. This models values of a single
mutable variable.
We define a V-objectMem ,
∏
Var Cell, being the product of Var-many copies of Cell, and write
πx ∈ V(Mem,Cell) for the projection morphism associated to a variable x ∈ Var.
We next provide the interpretations of pure expressions and impure commands / procedures.
The former is interpreted as V-morphisms, while the latter as C-morphisms.
⋆ A morphism [[f ]] ∈ C(Mem, 1) for each f ∈ CExp.
⋆ A morphism [[p]] ∈ C(Mem,Cell) for each p ∈ PExp.
We move to the interpretation of programs. We set-up some auxiliary morphisms. For v ∈ Var,
we define updv ∈ V(Mem×Cell,Mem) to be the unique morphism satisfying 1) πv ◦updv = π2 and
2) πw ◦updv = πw ◦π1 for anyw ∈ Var such thatv , w . We also define sub(v, ec ) ∈ V(Mem,Mem)
by sub(v, ec ), updv ◦ 〈idMem, [[ec ]]〉. For the interpretation of conditional and loop commands, we
need coproducts over Mem. Since V is distributive, the following form coproducts in V:
{〈idMem, true◦!Mem〉, 〈idMem, false◦!Mem〉 ∈ V(Mem,Mem × Bool)},
{〈idMem, ⌊k⌋◦!Mem〉 ∈ V(Mem,Mem × Nat) | k ∈ ω}.
We name injections of the above coproducts ,ff and [k], respectively. Since the condition 3 of
Definition 4, these coproducts are mapped to coproducts in C:
{I (), I (ff) ∈ C(Mem,Mem × Bool)}, {I ([k]) ∈ C(Mem,Mem × Nat) | k ∈ ω}.
The cotuplings of these coproducts will be used at the interpretation of conditional and loop.
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Wegive the interpretation of a programP of the loop language as amorphism [[P]] ∈ C(Mem,Mem).
[[P ; P ′]] = [[P ′]] ◦ [[P]]
[[skip]] = idMem
[[v := ec ]] = I (updv ) ◦ push(I [[ec ]]) (= I (sub(v, ec)))
[[do f ]] = I (π1) ◦ push[[f ]]
[[do v ← p]] = I (updv ) ◦ push[[p]]
[[if eb then P else P
′]] = [ [[P]], [[P ′]] ] ◦ push(I [[eb ]])
[[loop en do P]] = [ [[P]]
(k) ]k ∈ω ◦ push(I [[en]])
Thus, the semantics of loop is such that, if the expression en evaluates to some natural num-
ber ⌈k⌉ then loop en do P is equivalent to the k-times sequential composition of P . Particularly,
(loop ⌈0⌉ do P) ≡ skip and (loop ⌈k + 1⌉ do P) ≡ (P ; loop ⌈k⌉ do P).
5 MODELLING GRADED HOARE LOGIC
We now define the categorical model of GHL, building on the non-graded Freyd semantics of
Section 4.3. Section 5.1 first models the basis assertion logic, for which we use fibrations, giving an
overview of the necessary mathematical machinery for completeness. Section 5.2 then defines the
semantics of GHL and Section 5.3 instantiates it for the examples discussed previously (Section 3).
5.1 Interpretation of the Assertion Logic using Fibrations
Our assertion logic (Section 3) has logical connectives of finite conjunctions, countable disjunc-
tions, existential quantification and an equality predicate. A suitable categorical model for this
fragment of first-order logic is offered by a coherent fibration [Jacobs 1999, Def. 4.2.1], extended
with countable joins in each fibre. We recap various key definitions and terminology due to Jacobs
[1999].
5.1.1 Fibrations. In the following, let P and V be categories and p : P→ V a functor.
We can regard functor p as attaching predicates to each object in P. When pψ = X , we regard
ψ ∈ P as a predicate over X ∈ V. When f ∈ P(ψ ,ϕ) is a morphism, we regard this as saying that
p f maps elements satisfying ψ to those satisfying ϕ in V.
Parallel to this view of functors assigning predicates, is the standard terminology that entities
in P are ‘above’ those in V when they are mapped to by p:
Definition 5 (‘Aboveness’). An object ψ ∈ P is said to be above an object X ∈ V if pψ = X .
Similarly, a morphism4 Ûf ∈ P(ψ ,ϕ) is said to be above a morphism f in V if p Ûf = f ∈ V(pψ ,pϕ).
A morphism in P is vertical if it is above an identity morphism.
Given ψ ,ϕ ∈ P and f ∈ V(pψ ,pϕ), then we denote the set of all morphisms in P above f as
Pf (ψ ,ϕ) = { Ûf ∈ P(ψ ,ϕ) | p Ûf = f }.
Definition 6 (Fibre category). A fibre category over X ∈ V is a subcategory of P consisting of ob-
jects above X and morphisms above idX . This subcategory is denoted by PX , and thus the homsets
of PX are PX (ψ ,ϕ) = PidX (ψ ,ϕ) (the set of morphisms above idX in the notation of Def. 5).
We are ready to introduce the central concept in fibrations, namely cartesian morphisms.
4The dot notation here introduces a new name and should not be understood as applying some mathematical operator on
f .
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Definition 7 (Cartesian morphisms). A morphism Ûf ∈ P(ψ ,ϕ) is cartesian if for any ρ ∈ P and
д ∈ V(pρ,pψ ), the post-composition of Ûf in P, regarded as a function of type
Ûf ◦ − : Pд(ρ,ψ ) → Pд◦p Ûf (ρ,ϕ),
is a bijection. This amounts to the following universal property of cartesian morphism: for any
Ûh ∈ P(ρ,ϕ) above д ◦ p f , there exists a unique morphism Ûд ∈ P(ρ,ψ ) above д such that Ûf ◦ Ûд = Ûh.
Intuitively, Ûf represents the situation where ψ is a pullback or inverse image of ϕ along p Ûf , and
the universal property corresponds to that of pullback. When Ûf1, Ûf2 are cartesian morphisms such
that p Ûf1 = p Ûf2, then dom( Ûf1)  dom( Ûf2), and this isomorphism is vertical.
Definition 8 (Fibrations and posetal fibrations). Finally, we say that the functor p : P → V is a
fibration if for any ψ ∈ P, X ∈ V, and f ∈ V(X ,pψ ), there exists an object ϕ ∈ P and a cartesian
morphism Ûf ∈ P(ϕ,ψ ) above f , called the cartesian lifting of f with ψ .
We say that a fibration p : P→ V is posetal if each PX is a poset. When ψ ≤ ϕ holds in PX , we
denote the corresponding vertical morphism in P asψ ր ϕ.
Posetal fibrations are always faithful. The cartesian lifting of f ∈ V(X ,pψ ) with ψ uniquely
exists. We thus write it by fψ , and its domain by f ∗ψ . It can be easily shown that for any morphism
f ∈ V(X ,Y ) in V, the assignmentψ ∈ PY 7→ f ∗ψ ∈ PX extends to a monotone function f ∗ : PY →
PX . We call it the reindexing function (along f ). Furthermore, the assignment f 7→ f ∗ satisfies
the (contravariant) functoriality: id∗X = idPX and (д ◦ f )
∗
= f ∗ ◦ д∗. To summarize, any posetal
fibration p : P → V induces a contravariant functor Id(p) : Vop → Pos given by Id(p)(X ) = PX
and Id(p)(f ) = f ∗. A fibration is a bifibration if each reindexing function f ∗ : PY → PX for
f ∈ V(X ,Y ) has a left adjoint, denoted by f∗ : PX → PY . f∗ψ is always associated with a morphism
f ψ : f∗ψ → ψ above f , and this is called the opcartesian lifting of f with ψ . For the universal
property of the opcartesian lifting, see [Jacobs 1999, Definition 9.1.1].
5.1.2 Fibrations for our Assertion Logic. It is widely known that fibrations that are suitable for
interpreting the ∧,∨,∃,=-fragment of the first-order predicate logic is coherent fibration; this is a
well-studied notion and a good reference is Chapter 4 of [Jacobs 1999]; its definition is in [Jacobs
1999, Definition 4.2.1]. Based on this fact, we introduce a class of fibrations that are suitable for
our assertion logic - due to the countable joins of the assertion logic we modify the definition of
coherent fibration accordingly.
Definition 9. Let V be a Cartesian category with a distributive countable coproducts. A fibration
for assertion logic over V is a posetal fibration p : P→ V such that:
(1) Each fibre poset PX is a distributive lattice with finite meets⊤X ,∧ and countable joins⊥X ,∨.
(2) Each reindexing function f ∗ preserves finite meets and countable joins.
(3) The reindexing function c∗X ,Y along the contraction morphism cX ,Y , 〈π1, π2, π2〉 ∈ V(X ×
Y ,X × Y × Y ) has a left adjoint EqX ,Y ⊣ c
∗
X ,Y . This satisfies Beck-Chevalley condition and
Frobenius property [Jacobs 1999, Definition 3.4.1]:
EqZ ,Y ◦ (f × Y )
∗
= (f × Y × Y ) ◦ EqX ,Y (f : X → Z )
EqX ,Y (c
∗
X ,Yψ ∧ ϕ) = ψ ∧ EqX ,Yϕ (ψ ∈ PX×Y×Y ,ϕ ∈ PX×Y )
(4) The reindexing function w∗X ,Y along the weakening morphism wX ,Y , π1 ∈ V(X × Y ,X )
has a left adjoint ∃X ,Y ⊣ w∗X ,Y . This satisfies Beck-Chevalley condition and Frobenius property
[Jacobs 1999, Definition 1.9.1, 1.9.12]:
∃X ,Y ◦ (f × Y )
∗
= f ∗ ◦ ∃Z ,Y (f : X → Z )
∃X ,Y (w
∗
X ,Yψ ∧ ϕ) = ψ ∧ ∃X ,Yϕ (ψ ∈ PX×Y×Y ,ϕ ∈ PX×Y )
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This is almost the same as the definition of coherent fibration [Jacobs 1999, Definition 4.2.1];
the difference is that 1) the base category V has countable coproducts 2) we require each fibre
to be a poset; this makes object equalities hold on-the-nose, and 3) we require each fibre to have
countable joins. Theywill be combinedwith countable coproducts ofV to equip Pwith a countable
coproduct (see Proposition 6 point 5 below).
Example 8. A typical example of a fibration for assertion logic is the subobject fibration p :
Pred → Set; the category Pred has objects as pairs (X ,ψ ) of sets such thatψ ⊆ X , and morphisms
of type (X ,ψ ) → (Y ,ϕ) as functions f : X → Y such that f (ψ ) ⊆ ϕ. The functor p sends (X ,ψ ) to
X and f to itself. More examples can be found in [Jacobs 1999, Section 4].
Following [Jacobs 1999, Notation 3.4.2], for a parallel pair of morphisms f ,д ∈ V(X ,Y ), we de-
fine the equality predicate object Eq(f ,д) ∈ PX by Eq(f ,д), 〈idX , f ,д〉∗EqX ,Y (⊤X×Y ). Intuitively,
x ∈ X satisfies Eq(f ,д) iff f (x) = д(x) holds. We formally state various known facts in coherent
posetal fibrations:
Proposition 6. For any morphism f ,д ∈ V(X ,Y ), the following holds.
(1) [Jacobs 1999, Proposition 3.4.6] Eq(f ,д) = Eq(〈id, f 〉, 〈id,д〉).
(2) [Jacobs 1999, Lemma 3.4.5] For anyψ ∈ PY , f
∗ψ ∧ Eq(f ,д) 6 д∗ψ .
(3) [Jacobs 1999, Notation 3.4.2] For any h ∈ V(Z ,X ), h∗Eq(f ,д) = Eq(f ◦ h,д ◦ h).
(4) [Jacobs 1999, Example 4.3.7] For f ∈ V(X ,Y ), the function f∗ : PX → PY defined below is a
left adjoint to the reindexing function f ∗ : PY → PX (hence p is a bifibration).
f∗ψ , ∃Y ,X ((π
′
Y ,X )
∗ψ ∧ Eq(f ◦ π ′Y ,X , πY ,X )). (3)
(5) [Jacobs 1999] The category P has finite products and distributive countable coproducts that are
strictly preserved by p.
Proof. We briefly prove point (5). Let {ψi }i ∈ω ∈ P. For a countable coproduct {ιi : pψi → X }i ∈ω
in V, the following family is a countable coproduct in P above coproduct {ιi }i ∈ω :
{ ψi
ιi (ψi )
// (ιi )∗ψi
ր
//
∨
i ∈ω (ιi )∗ψi }i ∈ω

In the Example sections, we introduce several fibrations for assertion logic using the following
change-of-base construction.
Proposition 7. LetV,W be cartesian categories with distributive countable coproducts,p : P→ V
be a fibration for assertion logic, and F :W→ V be a functor preserving finite products. Then the leg
q : Q→W of the pullback of p along F is a fibration for assertion logic.
Q //
q

❴
✤ P
p

W
F
// V
5.1.3 The Semantics of Assertion Logic. We move to the semantics of our assertion logic in a fi-
bration p : P → V for assertion logic. The basic idea is to interpret a formula ψ ∈ FmlΣl (Γ) as
an object in P[[Γ]] , and entailment relation Γ | ψ ⊢ ϕ as the order relation [[ψ ]] ≤ [[ϕ]] in P[[Γ]]. The
semantics is given by the following interpretation of the data specifying the assertion logic:
⋆ A fibration p : P→ V for assertion logic.
⋆ An interpretation [[−]] of Σl in V that coincides with the interpretation [[−]] of Σ in V.
⋆ An object [[P]] ∈ P[[par (P )]] for each atomic proposition P ∈ Pl .
⋆ We demand that for any Γ ∈ CtxΣl and (ψ ,ϕ) ∈ Axiom(Γ), [[ψ ]] ≤ [[ϕ]] holds in P[[Γ]] .
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The interpretation [[ψ ]] ofψ ∈ FmlΣl (Γ) is inductively defined as an object in P[[Γ]]:
[[P(t1, · · · , tn)]] = 〈[[t1]], · · · , [[tn]]〉
∗[[P]] [[t = u]] = Eq([[t]], [[u]])
[[
∧
ψi ]] =
∧
[[ψi ]] [[
∨
ψi ]] =
∨
[[ψi ]] [[∃x : s . ψ ]] = ∃[[Γ]], [[s]][[ψ ]]
5.2 Interpretation of Graded Hoare Logic
We finally introduce the semantics of Graded Hoare logic. This semantics interprets derivations
of GHL judgement ⊢m {ψ } P {ϕ} as grade-m morphism in a graded category. Moreover, it is built
above the interpretation [[P]] ∈ C(Mem,Mem) of the program P in the non-graded semantics
introduced in Section 4.3. The underlying structure is given as a combination of a fibration for
assertion logic and a graded category over C, as depicted in (1) (p. 4).
Definition 10. A logical structure with respect to a Freyd category (V, 1,×,C, I , ∗)with countable
coproducts and a fibration p : P→ V for assertion logic consists of the following data:
• AnM-graded Freyd category (P, Û1, Û×,E, ÛI , ⊛) with homogeneous countable coproducts.
• A function qψ ,ϕ,m : E(ψ ,ϕ)(m) → C(pψ ,pϕ). Below we may omit writing subscripts of q.
They satisfy the following properties:
q(idϕ ) = idpϕ , q(д ◦ f ) = qд ◦ q f , qψ ,ϕ,n(↑
n
m f ) = qψ ,ϕ,m f
q( ÛI f ) = I (p f ), q(f ⊛ д) = p f ∗ qд
Further conditions are:
• For any homogeneous countable coproduct {ιi ∈ E(ψi ,ϕ)(1)}i ∈Λ, {qιi ∈ C(pψi ,pϕ)}i ∈Λ is a
countable coproduct.
• q⊥X ,ϕ,m : E(⊥X ,ϕ)(m) → C(X ,pϕ) is a bijection. We call this ex falso quodlibet.
The last statement asserts that if the precondition is the least element⊥X in the fibre overX ∈ V,
which represents the false assertion, we trivially conclude any postcondition ϕ and gradingm for
any morphisms of type X → pϕ in C.
We move to the semantics of the graded Hoare logic. We specify a graded Freyd category with
countable coproducts, and morphisms in the graded category guaranteeing the soundness of ef-
fectful primitives.
⋆ A logical structure (P, Û1, Û×,E, ÛI , ⊛,q) with respect to the Freyd category (V, 1,×,C, I , ∗) with
countable coproducts and the fibration p : P→ V for assertion logic.
⋆ For each f ∈ Cc (ψ ,m), a morphism 〈f 〉 ∈ E([[ψ ]], Û1)(m) such that q〈f 〉 = [[f ]].
⋆ For each p ∈ Cp (ψ ,m,ϕ), a morphism 〈p〉 ∈ E([[ψ ]], [[ϕ]])(m) such that q〈p〉 = [[p]].
We interpret the derivation of a graded Hoare logic judgement ⊢m {ϕ} P {ψ } as a morphism
[[⊢m {ϕ} P {ψ }]] ∈ E([[ϕ]], [[ψ ]])(m) such that q[[ϕ ]], [[ψ ]],m[[⊢m {ϕ} P {ψ }]] = [[P]].
The constraint will be guaranteed as the soundness of the interpretation (Theorem 1). From the
viewpoint of the functor-as-refinement [Melliès and Zeilberger 2015], the interpretation [[⊢m {ϕ} P {ψ }]]
witnesses that [[P]] respects refinements ϕ and ψ of Mem, and additionally it witnesses the grade
of [[P]] beingm.
, Vol. 1, No. 1, Article . Publication date: July 2020.
20 M. Gaboardi, S. Katsumata, D. Orchard and T. Sato
We first cover easy cases of the interpretation of Graded Hoare Logic derivations:
[[⊢1 {ψ } skip {ψ }]] = id[[ψ ]]
[[⊢m1m2 {ψ } P1 ; P2 {ψ }]] = [[⊢m2 {θ } P2 {ψ }]] ◦ [[⊢m1 {ψ } P1 {θ }]]
[[⊢1 {ψ [ec/v]} v := ec {ψ }]] = ÛI (sub(v, ec )[[ψ ]])
[[⊢m {ψ } do f {ψ }]] = ÛI (π1) ◦ push〈f 〉
[[⊢m {ψ } do v ← p {(∃v . ψ ) ∧ ϕ}]] = ÛI (updv ([[ψ ]] Û× [[ϕ]])) ◦ push〈p〉
[[⊢m′ {ψ
′} P {ϕ ′}]] = ÛI ([[ϕ]] ր [[ϕ ′]]) ◦ ↑m
′
m [[⊢m {ψ } P {ϕ}]] ◦ ÛI ([[ψ
′]] ր [[ψ ]])
The morphisms with upper and lower lines are Cartesian liftings and op-Cartesian liftings in the
fibration p : P → V of the assertion logic. The codomain of the interpretation of the procedure
call do v ← p is equal to [[(∃v . ψ ) ∧ ϕ]]. The interpretation of conditional and loop commands
requires some reasoning.
Conditional. First, let p1,p2 be the interpretations of each branch of the conditional command:
p1 = [[⊢m {ψ ∧ eb = true} P1 {ϕ}]] ∈ E([[ψ ∧ eb = true]], [[ϕ]])(m)
p2 = [[⊢m {ψ ∧ eb = false} P2 {ϕ}]] ∈ E([[ψ ∧ eb = false]], [[ϕ]])(m).
We consider the cocartesian lifting 〈idMem, [[eb ]]〉[[ψ ]] : [[ψ ]] → 〈idMem, [[eb ]]〉∗[[ψ ]]. We name its
codomain Im. Next, consider the following diagram in P:
∗Im
(Im)
// Im ff∗Im
ff(Im)
oo (4)
This is above the coproduct diagram Mem
 // Mem × Bool Mem
ffoo in V. Then the inter-
pretations of the preconditions of P1, P2 are inverse images of Im along ,ff : Mem → Mem×Bool:
Lemma 1. [[ψ ∧ eb = true]] = 
∗Im and [[ψ ∧ eb = false]] = ff
∗Im.
The side condition of the conditional rule ensures that (4) is a coproduct in P:
Lemma 2. ΓMem | ψ ⊢ eb = true ∨ eb = false implies Im = ∗
∗Im ∨ ff∗ff
∗Im.
Therefore the image of (4) by ÛI yields a homogeneous coproduct in E. We take the cotupling
[p1,p2] ∈ E(Im, [[ϕ]])(m)with respect to this homogeneous coproduct. We finally define the inter-
pretation of the conditional rule to be the following composite:
[[⊢m {ψ } if eb then P1 else P2 {ϕ}]] = [p1,p2] ◦ ÛI (〈idMem, [[eb ]]〉[[ψ ]]) ∈ E([[ψ ]], [[ϕ]])(m).
Loop. Fix N ∈ ω, and suppose that ⊢m {ψi+1} P {ψi } is derivable in the graded Hoare logic for
each 0 ≤ i < N . Let pi ∈ E([[ψi+1]], [[ψi ]])(m) be the interpretation [[⊢m {ψi+1} Pi {ψi }]]. We then
define a countable family of morphisms (we here use ex falso quodlibet):
bi =
{
q−1
⊥Mem, [[ψ0]],mN
([[P]](i )) ∈ E(⊥Mem, [[ψ0]])(m
N ) (i , N )
p0 ◦ · · · ◦ pN ∈ E([[ψN ]], [[ψ0]])(m
N ) (i = N )
Let θi , cod(bi ). Then
∐
i ∈ω θi =
∨
i ∈ω [i]∗θi = [N ]∗[[ψN ]] because [i]∗θi is either ⊥Mem×Nat or
[N ]∗[[ψN ]]. We then send the coproduct θi →
∐
i ∈ω θi by ÛI and obtain a homogeneous coproduct
in E. By taking the cotupling of all bi with this homogeneous coproduct, we obtain a morphism
[bi ]i ∈ω ∈ E([N ]∗[[ψN ]], [[ψ0]])(m
N ).
Lemma 3. ΓMem | ψN ⊢ en = ⌈N ⌉ implies 〈idMem, [[eN ]]〉∗[[ψN ]] = [N ]∗[[ψN ]].
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We then define
[[⊢mN {ψN } loop en do P {ψ0}]] = [bi ]i ∈ω ◦ ÛI (〈idMem, [[en]]〉[[ψN ]]).
Theorem 1 (Soundness of Graded Hoare Logic). For any derivation of a graded Hoare logic
judgement ⊢m {ϕ} P {ψ }, we have q[[ϕ ]], [[ψ ]],m[[⊢m {ϕ} P {ψ }]] = [[P]].
Proof. By induction over the interpretation. 
5.3 Instances of Graded Hoare Logic
We now instantiate our model to several examples, including those of Section 3.5. We first in-
troduce a construction which is useful for constructing instances of the model. The following
is a graded version of the concept of monad lifting [Filinski 1996; Goubault-Larrecq et al. 2008;
Katsumata et al. 2018].
Definition 11 (Graded Liftings of Monads). Consider two cartesian categories E and C and a
product-preserving functor q : E→ C. We say that a strongM-graded monad ( ÛT , Ûη, Ûµm,m′, Ûstm) on
E is anM-graded lifting of strong monad (T ,ηT , µ, st) on C along q if
q ◦ ÛTm = T ◦q, q( Ûηψ ) = ηqψ , q( Ûµm,m′,ψ ) = µqψ , q( ÛT (m1 ≤ m2)ψ ) = id, q( Ûstψ ,ϕ,m) = stψ ,qϕ .
Theorem 2 (Logical Structures induced by Graded Liftings of Monads). Let V be carte-
sian category with distributive countable coproducts, and let p : P → V be a fibration for assertion
logic. Let T be a strong monad on V and ÛT be an M-graded lifting of T along p. Then the M-graded
Freyd category (P, 1, Û×, P ÛT , J , ⊛) with homogeneous countable coproducts, together with the function
qψ ,ϕ,m : P ÛT (ψ ,ϕ)(m) → VT (pψ ,pϕ) defined by qψ ,ϕ,m(f ) = p f is a logical structure with respect to
(V, 1,×,VT , I , ∗) and p.
P
(J ,⊛)
//
p

P ÛT
q

V
(I,∗)
// VT
Proof. Checking the equalities in Definition 10 is routine. We only check the ex-falso-quodlibet.
For all ϕ andm, the mapping q⊥X ,ϕ,m : P ÛT (⊥X ,ϕ)(m) → VT (X ,pϕ) is bijective:
P ÛT (⊥X ,ϕ)(m) = P(⊥X ,
ÛTmϕ)  V(X ,Tpϕ) = VT (X ,pϕ).
Notice that the functor ⊥(X ) , ⊥X is a left adjoint to p. 
Before seeing examples, we introduce a notation and fibrations for assertion logic. Letp : P→ V
be a fibration for assertion logic. Below we use the following notation: for f ∈ V(I , J ) andψ ∈ PI
and ϕ ∈ PJ , by f : ψ Û→ ϕ we mean the statement “there exists a morphism Ûf ∈ P(ψ ,ϕ) such that
p Ûf = f ”. Such Ûf is unique due to the faithfulness of p : P→ V. Using Example 8 and Proposition
7, we derive fibrations for assertion logic by change-of-base:
ERel //
e

❴
✤ BRel
r

Set
diagonal
// Set × Set
BRel //
r

❴
✤ Pred
p

Set × Set
× // Set
Pred(Meas) //
pMeas

❴
✤ Pred
p

Meas
|− |
// Set
Example 9 (Example 5: Union-Bound Logic). To derive the logical structure suitable for the se-
mantics of the union bound logic discussed in Example 5, we invoke Theorem 2 with:
• The fibration for assertion logic is p : Pred → Set.
• The monad is the subdistribution monad D.
, Vol. 1, No. 1, Article . Publication date: July 2020.
22 M. Gaboardi, S. Katsumata, D. Orchard and T. Sato
• The strong (R≥0, ≤, 0,+)-graded lifting is given byUδ (X , P) = (D(X ), {d | d(X \ P) ≤ δ }).
The induced logical structure is suitable for the semantics of GHL for Union Bound Logic in Ex-
ample 5. The soundness of inference rules follow from the logical structure as we have showed in
Section 5.2. To complete the semantics of GHL for the Union Bound Logic, we give the semantics
〈p〉 of procedures p ∈ Cp . Example 5 already gave a semantic condition for these operators:
Cp (ϕ, β,ψ ) = {(sample D(ec )) | ∀m.m ∈ [[ϕ]] =⇒ Prm′←Jsample D(ec )K(m)[m
′ ∈ [[¬ψ ]]] ≤ β)}
= {(sample D(ec )) | [[sampleD(ec )]] ∈ PredU([[ϕ]], [[ψ ]])(β)}
For any (sample d(ec )) ∈ Cp (ϕ, β,ψ ), the interpretation 〈sample D(ec )〉 is [[sample D(ec )]].
Example 10 (Example 2: Simple Cost analysis). We introduced a cost counting with a natural-
number monoid and the tick command graded by 1 ∈ N. To obtain a logical structure suitable for
the GHL for cost counting, we invoke Theorem 2 with:
• The fibration for assertion logic is p : Pred → Set.
• The monad is the natural-number writer monad (W ,η, µ) on Set whereWX = X × N.
• The strong N-graded lifting ÛW is given by ÛWn(X , P) = (WX , {(x ,m) ∈WP | m ≤ n})
The derived logical structure is suitable for the GHL for simple cost analysis. To complete the
semantics of the GHL, we give the semantics of the tick command. Semantics [[tick]] : ψ Û→1 Û1 in
Pred ÛW of the tick command is defined by [[tick]](ξ ) = (∗, 1) for every ξ ∈ Mem, and we have the
soundness of the axiom ⊢1 {ψ }do tick{ψ } for every ψ .
Example 11 (Example 3: Program Counter Security). To derive the logical structure suitable for
the GHL for program counter security. We invoke Theorem 2 with:
• The fibration for assertion logic is e : ERel → Set.
• The monad is the writer monadWsX = X × {true, false}∗ with the monoid of bit strings.
• The strong 2∗-graded lifting ofWs is given by ÛWsσ (X ,R) = (WsX , {((x ,σ ′), (y,σ ′)) | (x ,y) ∈
R ∧ σ ′ ≤ σ }).
The derived logical structure is suitable for the semantics of GHL in Example 3. To complete
the structure of the logic, we need to interpret two commands cfTrue, cfFalse ∈ CExp and set
the axioms of commands Cc . First [[cfTrue]], [[cfFalse]] : [[Mem]] → 1 in ERel ÛW are defined by
[[cfTrue]] ≡ (∗, true) and [[cfFalse]] ≡ (∗, false). Finally, we define Cc by
Cc (ψ ,σ ) = {cfTrue|true ≤ σ } ∪ {cfFalse|false ≤ σ }.
Remark that the graded lifting ÛWsσ relates only the pair of (x ,σ ′) and (y,σ ′) with common
string of control flows. Hence, the derivation of proof tree of this logic forces the target program
to have the same control flow under the precondition.
Example 12 (Example 4: Dataflow-aware Bounded Reading). LetM be the set of functions Var×
Var → N, regarded as a square matrix overN. We define a binary operation # onM by (A#B)(x ,y) =
A(x ,y)+B(x ,y)+
∑
z∈Varl
A(x , z) ·B(z,y). The operation # is associative, and everywhere-0 matrix ∅
is the unit of this operation. The componentwise numerical order between matrices makes (M , ≤
, ∅, #) a partially ordered monoid. We invoke Theorem 2 with:
• The fibration for assertion logic is p : Pred → Set.
• The monad is theM-valued writer monadWM = (− ×M) on Set.
• The strongM-graded lifting ÛWM is given by ÛWM (A)(X , P) = (WMX , {(x ,B) ∈WMP | B ≤ A}).
Using the semantics of GHLwith this logical structure, we develop a program logic for verification
of dataflow-aware reuse bounds. Expressions with reuse bounds are given as procedures.
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For each expression e , we define a function #e : Var → N of counts of usage of variables induc-
tively. We introduce assign(e) ∈ PExp which is interpreted as a function [[(assign(e))]] : Mem →
WM (Mem) defined by [[(assign(e))]] = ([[e]],Ae )whereAe is defined byAe (y, z) = #e(y) ·dx (z). We
then define Cp by
Cp (ϕ,A,ψ ) = {(assign(ec )) | [[(assign(ec ))]] ∈ Pred ÛWM ([[ϕ]], [[ψ ]])(Ae),Ae ≤ A}.
Example 13 (Logical Structure for Product Comonad). In the category Set, the functorC = (−×N)
also forms a comonad (called product comonad). The counitCX → X is projection π1 : X ×N→ X ,
the coKleisli-extension f♯ : CX → CY of f : CX → Y is 〈f , π2〉.
We give a (N,max, 0, ≤)-graded lifting of the comonadC along the fibration p : Pred → Set by
ÛCn(X , P) = (CX , {(x ,m) ∈ X × N|x ∈ P,m ≥ n}). Then we give a logical structure.
Pred
(J ,⊛)
//
p

Pred ÛC
q

Set
(I,∗)
// SetC
Here, I : Set → SetC is defined by I (f ) = f ◦π1; ∗ : Set×SetC → SetC is defined by f ∗д = (f ×д) ◦
〈π1 ◦ π1, 〈π2 ◦ π1, π2〉〉; the pair (I , ∗) forms a Freyd category. Similarly, we give an (N,max, 0, ≤)-
graded Freyd category (J , ⊛) induced by the graded lifting ÛC .
By instantiating GHL with the above logical structure, we obtain a program logic useful to rea-
son about security levels. For example, when program P1 requires security level 3 and P2 requires
security level 7, the sequential composition P1; P2 requires the higher security level 7 (= max(3, 7)).
We give a simple structure for verifying security levels determined by memory access. Fix a
function VarLV : Var → N assigning security levels to variables. For any expression e , we define its
required security level SecLV(e) = sup{VarLV(x)|x ∈ FV(e)}. Using this, we introduce secure(e) ∈
PExp which is interpreted as a function [[(secure(e))]] : CMem → Mem defined by (below, cτ is a
fixed constant having the same type as e .)
[[(secure(e))]](n, ξ ) =
{
[[e]](ξ ) n ≥ SecLV(e)
cτ otherwise
.
We define Cp by
Cp (ϕ, l ,ψ ) = {(secure(e)) | [[(secure(e))]] ∈ PredC ([[ϕ]], [[ψ ]])(l), SecLV(e) ≤ l}.
Remark that the pre-ordered monoid (N,max, 0, ≤) in the above model can be replaced with a
join semilattice with the least element (Q,∨,⊥, ≤), and redefine C = (− ×Q).
Example 14 (Span-apRHL for Relaxations of Differential Privacy). GHL allows the flexibility of
separating the model of logical assertions from the one of judgments. We demonstrate this flex-
ibility by instantiating it to capture span-apRHL [Sato et al. 2019], a variant of the continuous
apRHL useful to formally reason about relaxations of differential privacy. In this logic, assertions
are modeled as binary relation, while judgments are modeled as morphism between spans, which
are richer than just relations. The semantic models of span-apRHL given in [Sato et al. 2019] can
be regarded the following logical structure.
BRel(Meas)
(J ,⊛)
--
K
//
rMeas

Span(Meas)|BRel(Meas)
( Jˆ , ⊛ˆ)
//
pˆ |Span(Meas)|BRel(Meas)

Span(Meas)(−)♯(−,−)∆ |BRel(Meas)
q=qˆ |Span(Meas)
(−)♯(−,−)∆
|BRel(Meas)

Meas ×Meas Meas ×Meas
(I,∗)
// Meas ×MeasG×G
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Here, rMeas : BRel(Meas) → Meas × Meas is a fibration for assertion logic; Span(Meas) is the
category of measurable spans (X ← R → Y ); pˆ : Span(Meas) → Meas×Meas is a functor sending
(X ← R → Y ) to the underlying spaces (X ,Y ); (−)♯(−,−)∆ is an approximate span-lifting for anM-
graded family ∆ = {∆m}m∈M of reflexive composable divergences. The approximate span-lifting is
a strongM ×R-graded lifting of the product monad G×G along pˆ, where G is the subprobabilistic
variant of the Giry monad [Giry 1982].
The functor K : BRel(Meas) → Span(Meas) embeds binary relations (X ,Y ,R) to measurable
spans (X ← R → Y )where R is regarded as the subspace ofX ×Y . This functor preserves products
and coproducts strictly. The codomain of K can be restricted to the image Span(Meas)|BRel(Meas),
the subcategory whose objects are restricted to binary relations embedded by K .
TheM ×R-graded category Span(Meas)(−)♯(−,−)∆ |BRel(Meas) is the restriction of the Kleisli graded
category Span(Meas)(−)♯(−,−)∆ of approximate span-lifting whose objects are restricted to binary
relations embedded by K .
The Freyd category (I , ∗) with product is induced from the structure of strong monad G × G.
TheM ×R-graded Freyd category (J , ⊛) with homogeneous coproducts is given by composing the
embedding K and theM ×R-graded ( Jˆ , ⊛ˆ) with homogeneous coproduct induced by the structure
ofM×R-gradedmonad (−)♯(−,−)∆ on Span(Meas). Namely, we define J = Jˆ ◦K and f ⊛д = (K f )⊛ˆд.
It is straightforward to check the conditions of the logical structure.
By instantiating GHLwith this logical structure, we obtain a part of span-apRHL for a divergence
∆. We can introduce distributions as procedures, e.g. PExp ::= Gauss(eµ , eσ ) | Laplace(eµ , eλ) | · · · ,
and give the following partial definition ofCp as follows (f is called witness function):
Cp (ϕ, (m, δ ),ψ ) = {p |∃f s.t. ([[p]], f ) ∈ (Span(Meas)(−)♯(−,−)∆ |BRel(Meas))([[ϕ]], [[ψ ]])(m, δ )}.
6 RELATED WORKS
Several works have studied abstract semantics of Hoare Logic. Martin et al. [2006] give a categor-
ical framework based on traced symmetric monoidal closed categories. They also show that their
framework can handle extensions such as separation logic. However their framework does not
directly model effects and it is not graded. Goncharov and Schröder [2013] study a Hoare Logic to
reason in a generic way about programs with side effects. Their logic and underlying semantics is
based on an order-enriched monad and they show a relative completeness result. Similarly, Hasuo
[2015] studies an abstract weakest precondition semantics based on order-enriched monad. A sim-
ilar categorical model has also been used by Jacobs [2015] to study the Dijkstra monad and the
Hoare monad. In the logic by Goncharov and Schröder [2013] effects are encapsulated in monadic
types, while the weakest precondition semantics by Hasuo [2015] and the semantics by Jacobs
[2015] have no underlying calculus. Moreover, none of them is graded. Maillard et al. [2019] study
a semantics framework based on the Dijkstra monad for program verification. Their framework en-
ables reasoning about different side effects and it separates specification from computation. Their
Dijkstra monad has a flavor of grading but the structure they use is more complex than a preorder
monoid. Maillard et al. [2020] focus on relational program logics for effectful computations. They
show how these program logics can be derived in a relational dependent type theory, but their
logics are not graded.
As we discussed in the introduction, several works have used grading structures similar to the
one we study in this paper, although often with different names. Katsumata [2014] studied monads
graded by a preordered monoid as a semantic model for effects system. A similar approach has also
been studied by [Mycroft et al. 2016; Orchard et al. 2014]. Formal categorical properties of graded
monads are pursued by Fujii et al. [2016]. As we showed in Section 4, graded categories can be
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constructed both by monads and comonads graded by a preordered monoid, and it can also capture
graded structures that do not arise from either of them. Milius et al. [2015] also studied monads
graded by a preordered monoid in the context of trace semantics where the grading represents
a notion of depth corresponding to trace length. Exploring whether there is a generalization of
our work to traces is an interesting future work. Gibbons [2016] also uses monads graded by a
preordered monoid in the context relational databases, to express properties of partial maps.
Brunel et al. [2014]; Ghica and Smith [2014]; Petricek et al. [2014] all study comonads graded
with a semiring structure as a semantic model of contextual computations captured by means of
type systems. In contrast, our graded comonads are graded by a preordered monoid. The additive
structure of the semiring in those works is needed to merge the gradings of different instances of
the same variable. This is natural for the λ-calculus where the context represent multiple inputs,
but there is only one conclusion (output). Here instead, we focus on an imperative language. So,
we have only one input, the starting memory, and one output, the updated memory. Therefore, it
is natural to have just the multiplicative structure of the semiring as a preordered monoid. The
categorical axiomatics of semiring-graded comonads are studied in Katsumata [2018] from the
double-category theoretic perspective.
Apart from graded monads, several generalizations of monads has been proposed. Atkey [2009]
introduces parameterized monad and corresponding parameterized Freyd categories. He demon-
strates that parameterizedmonads naturallymodels computational effects involving preconditions
and postconditions of computations. Productors in [Tate 2013] are a generalization of monads, and
the composability of effectful computations can be controlled by effectors. It is an interesting fu-
ture work to combine these general models of computational effects and Hoare logic. Relatedly,
Orchard et al. [2020] define a notion of category-graded monad generalising graded and parame-
terised monads via lax functors and sketching a model of Union Bound Logic in this setting (but
with predicates and graded-predicate interaction not modelled, as they are here).
7 CONCLUSION
We have presented a Graded Hoare Logic as a parameterisable framework for reasoning about
programs and their side effects, and studied its categorical semantics. The key idea we have been
following is that grading can be seen as a refinement of effectful computations. This has brought us
naturally to graded categories but to fully internalize this refinement idea we further introduced
the new notion of graded Freyd categories. To show the generality of our framework we have
shown how different examples are naturally captured by it. We conclude with some reflection on
possible future work.
Extended resource bounds. Carbonneaux et al. [2015] present a quantitative verification approach
for amortized cost analysis via a Hoare logic augmented with multivariate quantities associated
to program variables. Judgments are of the form ⊢ {Γ;Q}S{Γ′;Q ′} where Γ and Γ′ are pre- and
post-conditions andQ andQ ′ are potential functions. Their approach can be mapped to GHL with
a grading monoid representing how the potential functions change. However, the multivariate na-
ture of the analysis requires a more fine-grained connection between the structure of the memory
and the structure of grades, which have not been developed yet. We leave this for future work.
Graded comonadic reasoning and models. The setting of graded categories in this work subsumes
both graded monads and graded comonads and allows flexibility in the model. However, most of
our examples in Section 5.3 are related to graded monads. The literature contains various graded
comonad models of data-flow properties: like live-variables analysis [Petricek et al. 2014], sensi-
tivities [Brunel et al. 2014], timing and scheduling [Ghica and Smith 2014], and information-flow
, Vol. 1, No. 1, Article . Publication date: July 2020.
26 M. Gaboardi, S. Katsumata, D. Orchard and T. Sato
control [Orchard et al. 2019]. Future work is to investigate how these structures could be adopted
to GHL for reasoning about imperative programs.
2-categorical categorisation. A central concept in this work is the one of graded Freyd categories.
We can also give an alternative, abstract definition ofM-graded Freyd category using 2-categorical
language. A graded Freyd category is an equivariant morphism in the category of actions of a
cartesian category to M-graded categories. This conceptual formulation yields Definition 4. We
leave a full development of this idea to future work.
Further integration between grades and predicates. GHL allows us to capture the dependencies be-
tween assertions and grading that program logics usually use. However, some graded systems [Barthe et al.
2015] use more explicit dependencies by allowing grade variables—which are also used for grading
polymorphism. We plan to explore this direction in future work.
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A PROOFS FOR SECTION 4 (GRADED CATEGORIES)
Proof. (Proof of Proposition 3) (1) Let Y ∈ CT and fi : Xi →m Y be I -indexed morphisms. Then
the cotupling [fi ]i ∈I taken in C is a morphism of type Z →m Y in CT . It is easy to verify that
{ fi }i ∈I 7→ [fi ]i ∈I is the inverse of λh . (µ1,m,Z ◦T1h ◦ ηZ ◦ ιi )i ∈I .
(2) This case can be proven similarly, using the fact that Dm preserves coproducts. 
B COHERENCE LAWS OF STRENGTH
1 ×TmX //
&&◆
◆◆
◆◆
◆◆
◆◆
◆◆
Tm(1 × X )

TmX
X × (Y ×TmZ ) //

X ×Tm(Y × Z ) // Tm(X × (Y × Z ))

(X × Y ) ×TmZ // Tm((X × Y ) × Z )
X × Y //
%%▲
▲▲
▲▲
▲▲
▲▲
▲
X ×T1Y

T1(X × Y )
X ×Tm(Tm′Y ) //

Tm(X ×Tm′Y ) // Tm(Tm′(X × Y ))

X ×T (mm′)Y // T (mm′)(X × Y )
Proof. (Proof of Proposition 4) Thanks to the strong graded monad structure of T , we easily
satisfy the equalities forM-graded Freyd category.
I (idX ) = η
T
X = idX , I (д ◦ f ) = (η
T ◦ д)♯ ◦ (ηT ◦ f ) = Iд ◦CT I f ,
idV ∗ idX = st
T
V ,X ◦ (idV × η
T
X ) = η
T
V×X = id
CT
V×X
,
(д ◦ f ) ∗ (i ◦CT j) = stT ◦ (д ◦ f × i♯ ◦ j) = (stT ◦ (д × i))♯ ◦ stT ◦ (f × j) = (д ∗ i) ◦CT (f ∗ j),
f ∗ ↑nmд = st
T ◦ (f ×T (m ≤ n) ◦ д) = T (m ≤ n) ◦ stT (f × д) = ↑nm(f ∗ д),
I (lX ) ◦
CT (id1 ∗ f ) = T (lX ) ◦ st
T ◦ (id1 × f ) = lTY ◦ (id1 × f ) = f ◦ lX = f ◦
CT I (lX )
I (aX ′,Y ′,Z ′) ◦
CT ((f × д) ∗ h) = T (aX ′,Y ′,Z ′) ◦ st
T
X ′×Y ′,TZ ′ ◦ ((f × д) × h)
= stTX ′,Y ′×Z ′ ◦ (idX ′ × st
T
Y ′,TZ ′) ◦ aX ′,Y ′,TZ ′ ◦ ((f × д) × h)
= stTX ′,Y ′×Z ′ ◦ (idX ′ × st
T
Y ′,TZ ′) ◦ (f × (д × h)) ◦ aX ,Y ,Z = (f ∗ (д ∗ h)) ◦
CT I (aX ,Y ,Z )
I (f × д) = ηT ◦ (f × д) = stT ◦ (f × ηT ◦ д) = f ∗ Iд,

Proof. (Proof of Proposition 5)We next suppose that the underlying categoryC has coproducts.
Then, the Kleisli grade categoryCT has homogeneous coproducts. From the coprojections ιi : Xi →∐
i ∈A Xi inC, The tuple ofmorphisms I (ιi ) : Xi →1
∐
i ∈AXi inCT forms a countable homogeneous
coproduct.
[fi ]i ∈A ◦
CT I (ιi ) = [fi ]
♯
i ∈A
◦ (ηT∐
i∈I Xi
◦ ιi ) = [fi ]i ∈A ◦ ιi = fi
[I (ιi )]i ∈A = η
T∐
i∈I Xi
◦ [ιi ]i ∈A = η
T∐
i∈A Xi
= idCT∐
i∈A Xi
,
h ◦CT [fi ]i ∈A = h
♯ ◦ [fi ]i ∈I = [h
♯ ◦ fi ]i ∈A = [h ◦
CT fi ]i ∈I ,
[↑nm (fi )]i ∈A = [T (m ≤ n) ◦ fi ]i ∈A = T (m ≤ n)[fi]i ∈A =↑
n
m [fi ]i ∈A.
From the construction of the homogeneous coproducts and the unit law of the tensorial strength
(stTX ,Y ◦ (idX × η
T
Y ) = η
T
X×Y ), I preserves the distributivity. Hence, idV ∗ I (ιi ) = I (idV × ιi ), where
idV × ιi : V ×Xi → V ×
∐
i ∈A Xi are coprojections. Hence (idV ∗ I (ιi ) : V ×Xi →1 V ×
∐
i ∈A Xi )i ∈A
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also forms a countable homogeneous coproduct. Since homogeneous coproduct are unique up to
isomorphisms, we then conclude that (C, 1,×,CT , I , ∗) has homogeneous countable coproducts.

C PROOFS FOR SECTION 5 (MODELLING GRADED HOARE LOGIC)
Proof. In this proof [[ψ ]], [[eb ]] are abbreviated to ψ , eb respectively. First, we obtain one direc-
tion:
ψ ∧ Eq(eb , true ◦ !)
Proposition 6-1 = ψ ∧ Eq(〈id, eb 〉,)
6 〈id, eb 〉
∗Im ∧ Eq(〈id, eb 〉,)
Proposition 6-2 6 ∗Im.
We show the other direction ∗Im 6 ψ ∧ Eq(eb , true ◦ !).
∗Im
Pushforward (3) = ∗(π ′)∗(π
∗ψ ∧ Eq(〈id, eb 〉 ◦ π , π
′))
Beck-Chevalley = (π ′)∗(Mem × )
∗(π ∗ψ ∧ Eq(〈id, eb 〉 ◦ π , π
′))
= (π ′)∗((Mem × )
∗π ∗ψ ∧ (Mem × )∗Eq(〈id, eb 〉 ◦ π , π
′))
PBEQ = (π ′)∗(π
∗ψ ∧ Eq(〈id, eb 〉 ◦ π , ◦ π
′))
= (π ′)∗(π
∗ψ ∧ Eq(〈π , eb ◦ π 〉, 〈π
′
, true ◦ ! ◦ π 〉))
Proposition 6-1 = (π ′)∗(π
∗ψ ∧ Eq(eb ◦ π , true ◦ ! ◦ π
′) ∧ Eq(π , π ′))
= (π ′)∗(π
∗ψ ∧ Eq(eb ◦ π , true ◦ ! ◦ π ) ∧ Eq(π , π
′))
PBEQ = (π ′)∗(π
∗ψ ∧ π ∗Eq(eb , true ◦ !) ∧ Eq(π , π
′))
Proposition 6-2 = (π ′)∗((π
′)∗ψ ∧ (π ′)∗Eq(eb , true ◦ !))
6 ψ ∧ Eq(eb , true ◦ !).

Proof. In this proof we abbreviate [[ψ ]], [[eb]] to ψ , eb respectively. The direction ∗∗Im ∨
ff∗ff
∗Im ≤ Im is immediate.We thus show the converse. Assumeψ 6 Eq(eb , true◦!)∨Eq(eb , false◦!).
This is equivalent to
ψ = (ψ ∧ Eq(eb , true◦!)) ∨ (ψ ∧ Eq(eb , false◦!)).
By applying 〈id, e〉∗ both sides, which preserves joins, we obtain
Im = 〈id, eb 〉∗ψ = 〈id, eb 〉∗(ψ ∧ Eq(eb , true◦!)) ∨ 〈id, eb 〉∗(ψ ∧ Eq(eb , false◦!));
From this, we aim to show
〈id, eb 〉∗(ψ ∧ Eq(eb , true◦!)) 6 ∗
∗Im;
the case for false and ff is similar. Using the adjoint mate, the goal is equivalent to
ψ ∧ Eq(eb , true◦!) 6 〈id, eb 〉
∗∗
∗〈id, eb 〉∗ψ .
, Vol. 1, No. 1, Article . Publication date: July 2020.
Graded Hoare Logic and its Categorical Semantics 31
Then we proceed as follows.
ψ ∧ Eq(eb , true◦!)
Proposition 6-1 = ψ ∧ Eq(〈id, eb 〉,) ∧ Eq(, 〈id, eb 〉)
6 〈id, eb 〉
∗〈id, eb 〉∗ψ ∧ Eq(〈id, eb 〉,) ∧ Eq(, 〈id, eb 〉)
Proposition 6-2 6 ∗〈id, eb 〉∗ψ ∧ Eq(, 〈id, eb 〉)
6 ∗∗
∗〈id, eb 〉∗ψ ∧ Eq(, 〈id, eb 〉)
Proposition 6-2 6 〈id, eb 〉
∗∗
∗〈id, eb 〉∗ψ .

Proof. Assume [[ψN ]] ≤ Eq([[en]], ⌊N ⌋). Then we proceed as follows:
[[ψN ]] = [[ψN ]] ∧ Eq([[en]], ⌊N ⌋)
Proposition 6-1 = [[ψN ]] ∧ Eq(〈idMem, [[en]]〉, [N ])
≤ 〈idMem, [[en]]〉
∗〈idMem, [[en]]〉∗[[ψN ]] ∧ Eq(〈idMem, [[en]]〉, [N ])
Proposition 6-2 ≤ [N ]∗〈idMem, [[en]]〉∗[[ψN ]].
We thus conclude [N ]∗[[ψN ]] ≤ 〈idMem, [[en]]〉∗[[ψN ]]. We obtain the other direction similarly. 
Example 15 (A continuous model of the Union Bound Logic.). We can also define a continuous
model of the Union Bound Logic. Let G be the subprobabilistic variant of the Giry monad (called
the sub-Giry monad) [Giry 1982] on the category Meas of measurable spaces and measurable
functions. In a similar way as U, we also define a strong ([0,∞],+, 0, ≤)-graded lifting V of G
along the fibration pMeas : Pred(Meas) → Meas for assertion logic.
Vδ (X , P) = (G(X ), {µ ∈ G(X )|∀A ⊆measurable X . P ⊆ A =⇒ µ(X \A) ≤ δ }) (L1’)
=
⋂
{(f ♯)
−1
(Sδ
′
+δ )| f : (X , P) Û→ Sδ
′
measurable, δ ′ ∈ R≥0} (L2’)
[(L1′) ⊆ (L2′)] Suppose µ ∈ (L1′). For any measurable f : (X , P) Û→ Sδ
′
, we should have P ⊆
X \ f −1([δ ′, 1]). Therefore µ(f −1([δ ′, 1])) ≤ δ . Hence f ♯(µ) ≤ µ(f −1([δ ′, 1])) + δ ′ ≤ δ + δ ′. Hence,
µ ∈ (L2′). [(L1′) ⊇ (L2′)] For any measurable subset A with P ⊆ A, define a measurable function
fA : (X , P) Û→ S
0 by f (x) = 0 when x ∈ A and f (x) = 1 otherwise. We then have δ ≥ f ♯A (µ) =
µ(X \ A).
Technically, we handle X and [0, 1] as a measurable space and a standard Borel space respec-
tively, and we apply the graded version of codensity lifting [Katsumata et al. 2018; Sato 2016]
instead of the graded ⊤⊤-lifting to constructV. At all, we obtain a logical structure induced from
V , G and pMeas : Pred(Meas) → Meas. Instantiating GHL with this structure yields a continuous
version of Union Bound Logic.
(Logical structure on Example 13)
Lemma 4. (1) the tuple (Set, 1,×, SetC , I , ∗) induced by C forms a Freyd category with coproduct;
(2) the tuple (Pred, Û1, Û×, Pred ÛC , J , ⊛) induced by the graded lifting ÛC forms an (N,max, 0, ≤)-graded
Freyd category with homogeneous coproduct; (3) they form a logical structure.
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Proof. (1) We need to show the equalities on J and ∗. From the counit law of comonad, we have
I (idX ) = idX and I (д ◦ f ) = Iд ◦ I f . We also have:
idV ∗ idX = (idV × π1) ◦ 〈π1 ◦ π1, 〈π2 ◦ π1, π2〉〉 = 〈π1 ◦ π1, π2 ◦ π1〉 = π1 = idV ∗X
(д ◦ f ) ∗ (i ◦ j) = (д ◦ f ) × (i ◦ 〈j, π2〉) ◦ 〈π1 ◦ π1, 〈π2 ◦ π1, π2〉〉
= (д × i) ◦ 〈f ◦ π1 ◦ π1, 〈j, π2〉 ◦ 〈π2 ◦ π1, π2〉〉
= (д × i) ◦ 〈f ◦ π1 ◦ π1, 〈j ◦ 〈π2 ◦ π1, π2〉, π2〉〉
= (д × i) ◦ 〈π1 ◦ (f × j) ◦ 〈 π1 ◦ π1, 〈π2 ◦ π1, π2〉〉, 〈π2 ◦ (f × j) ◦ 〈 π1 ◦ π1, 〈π2 ◦ π1, π2〉〉, π2〉〉
= (д × i) ◦ 〈 π1 ◦ π1, 〈π2 ◦ π1, π2〉〉 ◦ 〈 (f × j) ◦ 〈 π1 ◦ π1, 〈π2 ◦ π1, π2〉〉, π2〉
= (д ∗ i) ◦ (f ∗ j),
f ◦ I (lX ) = f ◦ 〈π2 ◦ π1, π2〉 = π2 ◦ π1 ◦ 〈 (id1 × f ) ◦ 〈 π1 ◦ π1, 〈π2 ◦ π1, π2〉〉, π2〉 = I (lX ) ◦ (id1 ∗ f ),
I (aX ′,Y ′,Z ′) ◦ ((f × д) ∗ h) = aX ′,Y ′,Z ′ ◦ (f × д) × h ◦ 〈 π1 ◦ π1, 〈π2 ◦ π1, π2〉〉
= aX ′,Y ′,Z ′ ◦ (f × д) × h ◦ aX×Y ,Z ,N = f × (д × h) ◦ (idX × aY ,Z ,N) ◦ aX ,Y×Z ,N ◦ (aX ,Y ,Z × idN)
= (f ∗ (д ∗ h)) ◦ 〈aX ,Y ,Z ◦ π1, π2〉 = (f ∗ (д ∗ h)) ◦ I (aX ,Y ,Z )
I (f × д) = (f × д) ◦ π1 = (f × д ◦ π1) ◦ 〈π1 ◦ π1, 〈π2 ◦ π1, π2〉〉 = f ∗ Iд
Next, we show the coproducts in SetC . For coprojections ιi : Xi →
∐
i ∈I Xi , we define I (ιi ) : CXi →∐
i ∈I Xi . For given fi : CXi → X (i ∈ I ), we define [fi ]
∗
i ∈I = [fi ]i ∈I ◦ dist : C(
∐
i ∈I Xi ) → X where
dist : (
∐
i ∈I Xi )×N→
∐
i ∈I (Xi ×N) is the inverse of [〈ιi ◦π1, π2〉]i ∈I . We show that I (ιi ) and [fi ]
∗
i ∈I
satisfy the conditions of coprojections and cotuplings:
[fi ]
∗
i ∈I ◦ I (ιi ) = [fi ]i ∈I ◦ dist ◦ (ιi × idN) = [fi ]i ∈I ◦ ιi = fi
[I (ιi )]
∗
i ∈I = [ιi × idN]i ∈I ◦ dist = id(
∐
i∈I Xi )×N
д ◦ [fi ]
∗
i ∈I = д ◦ 〈[fi ]i ∈I ◦ dist, π2〉 = [д ◦ 〈fi , π2〉]i ∈I ◦ dist = [д ◦ fi ]
∗
i ∈I
Hence, (Set, 1,×, SetC , I , ∗) is a Freyd category with products.
(2) Since ÛC is a lifting of C , we inherit the structure of the Freyd category with products (The
mapping J and ⊛ are the same as I and ∗, as mappings of arrows). We need to check that the
gradings of J and ⊛ are well-defined, and the mappings ⊑m≤n : ÛCn → ÛCm behave well.
First, we check that we have I (f ) : ÛC0(X , P) Û→ (Y , P) for given f : (X , P) → (Y ,Q). Let (x ,m) in
the predicate part of ÛC0(X , P). We then have x ∈ P andm ≥ 0. Since f : (X , P) → (Y ,Q), f (x) ∈ Q .
Hence I (f )(x ,m) = f ◦ π1(x ,m) = f (x) ∈ Q . This implies I (f ) : ÛC0(X , P) Û→ (Y , P).
Next, for all f : (X , P) Û→ (X ′, P ′) and д : ÛCm(Y ,Q) → (Y ′,Q ′), we have f ∗ д : ÛCm((X , P) Û×
(Y ,Q)) Û→(X ′, P ′) Û×(Y ′,Q ′). Let ((x ,y),n) in the predicate part of ÛCm((X , P) Û×(Y ,Q)), that is, x ∈ P ,
y ∈ Q and n ≥ m. Since f : (X , P) Û→ (X ′, P ′) and д : ÛCm(Y ,Q) → (Y ′,Q ′), we have f (x) ∈ P ′ and
д(y,n) ∈ Q ′. Hence (f ∗ д)((x ,y),n) = (f (x),д(y,n)) ∈ P ′ ×Q ′.
We can inherit the conditions of coprojections and cotuplings on C to ones for homogeneous
coproducts, but we need to check the gradings of coprojections and cotuplings. It is easy to see
that I (ιi ) : CXi →
∐
i ∈I Xi forms I (ιi ) : ÛC0(Xi , Pi ) → Û
∐
i ∈I (Xi , Pi ). Next, we show that when
fi : ÛCm(Xi , Pi ) Û→ (X , P) (i ∈ I ), we have [fi ]∗i ∈I :
ÛCm( Û
∐
i ∈I (Xi , Pi )) Û→ (X , P). Let (x ,n) in the predi-
cate part of ÛCm( Û
∐
i ∈I (Xi , Pi )). Then, n ≥ m and there is a unique i ∈ I such that x ∈ X and x ∈ Pi .
Hence [fi ]∗i ∈I (x ,n) = fi (x ,n) ∈ P .
Finally, we check the law of homogeneous coproduct on ⊑m≤n : ÛCn → ÛCm. We first have
dist : ÛCm( Û
∐
i ∈I (Xi , Pi )) Û→
Û∐
i ∈I
ÛCm(Xi , Pi ). To show this, we need to check
[〈ιi ◦ π1, π2〉]
−1
i ∈I (
ÛCm(
Û∐
i ∈I
(Xi , Pi )) ⊆ (
Û∐
i ∈I
ÛCm(Xi , Pi )).
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Let (x ,n) ∈
∐
i ∈I (Xi × N) with x ∈ Xi . We have [〈ιi ◦ π1, π2〉]i ∈I (x ,n) = (ιi (x),n). If (ιi (x),n) ∈
ÛCm( Û
∐
i ∈I (Xi , Pi ), x ∈ Pi and n ≥ m. Then (x ,n) ∈ Û
∐
i ∈ICm(Xi , Pi ). Next, we show dist◦ ⊑
m≤n
=
Û∐
i ∈I ⊑
m≤n ◦dist. To show this, it suffices to check⊑m≤n ◦[〈ιi◦π1, π2〉] = [〈ιi◦π1, π2〉]◦ Û
∐
i ∈I ⊑
m≤n ,
but it is straightforward. Then we can check the remaining law of homogeneous coproduct:
[↑nm fi ]
∗
i ∈I = [fi◦ ⊑
m≤n]i ∈I ◦ dist = [fi ]i ∈I◦ ⊑
m≤n ◦dist = [fi ]i ∈I ◦ dist ◦
Û∐
i ∈I
⊑m≤n=↑nm [fi ]
∗
i ∈I
Therefore, (Pred, Û1, Û×, Pred ÛC , J , ⊛) forms a Freyd category with homogeneous coproducts.
(3) The functor q : Pred ÛC → SetC is defined by f 7→ p f . The ex falso quodlibet is obvious. The
rest of proof is straightforward. 
Example 16 (A Program Logic for Differential Privacy). Program logics for reasoning about dif-
ferential privacy can be seen as instantiations of GHL with a relational model. For example, the
continuous version of the logic apRHL by Sato [2016] is based on the strong [0,∞]×[0,∞]-graded
lifting G⊤⊤ of G×G, which is a graded extension of the codensity lifting given in [Katsumata et al.
2018, Section 4.3.2]:
G⊤⊤(ε,δ )(X ,Y ,R) = (G(X ),G(Y ), {(µ1, µ2)|∀A ∈ ΣX ,B ∈ ΣY . R(A) ⊆ B =⇒ µ1(A) ≤ e
ε µ2(B) + δ })
=
⋂
{(f ♯ × д♯)
−1
(Sε+ε
′,δ+δ ′)| f : (X ,Y ,R) Û→ Sε
′,δ ′, measurable, ε ′, δ ′ ∈ [0,∞]}
where Sε,δ = ([0, 1], [0, 1], {(r , s)|r ≤ eεs + δ })
along the fibration rMeas : BRel(Meas) → Meas×Meas for assertion logic defined by the following
change-of-base
BRel(Meas) //
rMeas

❴
✤ BRel
r

Meas ×Meas
( |− |, |− |)
// Set × Set
Thus, we have a logical structure corresponding the semantic model of continuous apRHL:
BRel(Meas)
(J ,⊛)
//
rMeas

BRel(Meas)G⊤⊤
q

Meas ×Meas
(I,∗)
// Meas ×MeasG×G
We can introduce distributions as procedures, e.g. PExp ::= Gauss(eµ , eσ ) | Laplace(eµ , eλ) | · · · ,
and give the following partial definition ofCp corresponding the [rand] rule in [Sato 2016]:
Cp (ϕ, (ε, δ ), x 〈1〉 = y〈2〉) = {p |[[p]] : [[ϕ]] Û→(ε,δ ) [[x 〈1〉 = y〈2〉]]}
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