Individuals form teams to produce an output. The quality and quantity of a team's output depends on the ability and the effort level of its members. The ability of individuals as well as their work ethic is however imperfectly known. In such an environment, individuals wishing to form a new team can get information about each other from the network of past collaborators. The paper carries out an empirical examination of the existence and magnitude of this network effect.
Introduction
We consider the following matching environment: there is a group of people who collaborate in teams to produce an output. The quality and quantity of a team's output depends on the knowledge, the ability and the effort level of its members. There is some public information available on the attributes of group members, but this information is incomplete. In such a setting it is reasonable to expect that the structure of personal relations among the members of group will play an important role in conveying useful individual information.
To make this idea more precise, suppose that two individuals i and j are linked if they have been a member of the same team at some point. We can define a network of links based on team membership. We will say that i and j are at distance 2 from each other if they have not worked with each other but have worked with someone in common, k. It is reasonable to suppose that i and j can both get information about each other via k. This information may be conveyed through a number of possible channels. One possibility is that k personally introduces i and j or k talks to i about j and to j about i. Another possibility is that i organizes a professional event, such as a conference, in which he invites a selected group of people who then get an opportunity to spend an extended period of time together (and thereby learn about each other). Information about team members will also be conveyed indirectly; for instance k may discuss i's attributes with j who may then discuss them with one of her team partners l, and so on. Similarly, i and j may meet at a conference and when i organizes an event, she may invite some of her past team members along with j whom she met at an event organized by k. This will facilitate the meeting of team mates of i with team mates of k, and so on. Thus the existing pattern of team memberships can convey valuable information directly as well as indirectly about individuals.
It is reasonable to expect that the quality of information that is being conveyed will decay as it passes -indirectly -through more members of the group. In other words, individuals i and j are likely to know more about each other if they are closer in the network of ties. Since this information is critical to their decision on forming a team, we conjecture that the probability of i and j forming a team is falling in the distance between i and j in the network of social ties.
The main objective of this paper is to test this conjecture.
We develop this argument in a specific empirical context: the formation of new coauthor teams in economics. We examine data on co-authorship over a 30 year period from 1970 to 1999.
Using this data we can construct, for any year, the network of coauthor relations. 1 We then examine how the likelihood of the formation of a new coauthor tie between any two individuals is related to their location in this network.
Our principal finding concerns strong proximity effects. We find robust evidence that a new collaboration emerges faster if the two group members are "closer" in the existing network.
Moreover, we show that this proximity effect extends quite far in the network; there is a statistically significant effect of proximity until distances up to 11 degrees of separation. The effect of proximity is quite powerful: being at a network distance of 2 instead of 3, raises the probability of initiating a collaboration by 29 percent. Similarly, the probability of two persons forming a link increases by 11% if they are at a network distance of 8 instead of 10.
Perhaps the simplest way to understand the effects of proximity at large distances is in terms of a model of social acquaintances. Information about coauthors is conveyed along via the co-author network; but this information also flows along other social connections which are not co-author ties. For small co-author distance values the co-author distance is a good approximation of the distance between two researchers in the overall social network. As distance in the co-author network grows alternative shorter paths between researchers will emerge and so the co-author network distance becomes a noisier signal of the true social distance. This in turn means that at high distance levels a change in distance has a smaller effect on true social proximity, and hence a smaller effect on the probability of forming new ties. Figure 1 (below) relates co-author network distance to distances in an acquaintance network to illustrate this idea.
The estimation of network effects on the formation of new ties is difficult since the link formation process is driven by a number of individual and pairwise variables which are not observed by us. Unobserved factors such as common language, geographical proximity or the help of an advisor creates effects that might be misunderstood as network referral effects. In our testing strategy, we therefore control for pair-wise fixed effects and rely solely on time-varying changes in the network to identify factors that affect the likelihood of co-authorship. Although this methodology controls for factors such as culture, language, gender and graduate school education, the changes in the network may still reflect time-varying attributes of individuals such as changing productivity, changing research interests, or a change in affiliation. We, therefore, include control variates in our analysis, and we find that the network proximity effect remains significant even after controlling for these time-varying factors.
We interpret the above evidence for network proximity effect as saying that the coauthor network acts as a conduit for valuable information concerning authors skills and abilities. To substantiate this interpretation, we carry out a regression for the effects of proximity on probability of repeat co-authorship after the first coauthored publication. The idea is that if proximity influences first collaboration because of a "referral" effect, then there should be no positive effect of network proximity on subsequent or repeated collaboration. We estimate the probability of repeat probability: our finding is that network proximity does not have a positive effect. This paper is a study of the role of social networks in economic activity. Sociologists and anthropologists have long incorporated networks in their conceptual toolbox. 2 In recent years a growing and influential body of empirical work in economics argues that individual behavior is shaped by the patterns of social interaction. This body of work makes the following substantive point: a significant part of the variation in behavior across individuals who are faced with similar incentives is due to their being a member of one group rather than another. For example, Glaeser, Sacerdote and Scheinkman (1996) argue that social interaction effects within a geographical neighborhood help explain variations in criminal activity. Bertrand, Luttmer and Mullainathan (2000) show that ethnicity is important in understanding differences in participation in welfare programmes. Banerjee and Munshi (2004) argue that membership of a community influences rates of capital investment, while Duflo and Saez (2003) argue that social interaction affects the choice of pensions policy. 3 The focus of this body of work is therefore on explaining differences across well defined groups.
Our point of departure is the idea that, within a group, individuals are likely to have different patterns of interaction and this may affect their behavior. This motivates the principal innovation of the present paper: we look at differences in social connections within a group to understand differences in individual behavior. Moreover, we identify the effects of social networks by explicitly relying on the changes in the network over time. This is the second point of departure from existing work, which looks at contexts in which group membership of individuals does not change.
Traditionally in economics, the formation of production teams has been studied within a search and matching framework. In this framework potential teams mates are anonymous and optimizing actors who are searching for the best match. The essential trade-off here is that greater search is costly in terms of effort and time spent while it generates benefits in terms of a better quality match. This approach has been studied extensively and has generated a number of insights; for recent surveys of this line of research see e.g., Mortenson (2003) and Rogerson, Shimer and Wright (2005) . Asymmetric information with regard to skills and effort greatly reinforces the traditional matching and search frictions. It is natural to ask if informal institutions, such as social networks, play an important role in resolving these information problems. Figure 2 (below) illustrates the ideas of this paper in a simple way. In a world where network proximity did not gave a significant effect on the formation of new ties, the probability distribution of distance among new matches should roughly mirror the probability distribution of distances among the authors. However, as Figure 2(b) shows the former distribution places much more probability on close by others as compared the latter distribution. This proximity effect may be due to a number of factors, including unobserved heterogeneity across persons.
Our econometric work shows that the pictures in Figure 2 reflect a robust proximity effect on the formation of new ties, after we control for such unobserved heterogeneities. Moreover, this proximity effect is due to information transmission in the informal social network of the coauthors.
Recent papers which examine the information sharing aspects of social networks include human capital formation and criminal activity. To the best of our knowledge, the present paper is the first attempt in economics at empirically assessing the importance of information sharing in social networks for the formation of new ties. 4 Our paper is also related to the emerging body of work on the theory of network formation. 5 In a recent paper Jackson and Rogers (2006) (building on the work of Vázquez, 2003) , propose a dynamic model of network formation with the following feature: new players form links at random with a set of existing players and then form a set of links with a subset of the neighbors of their initial connections. Our findings may be seen as providing an empirical foundation to the assumption of local linking which is implicit in their model. 6 4 For a study of the formation of inter-firm networks in organization theory and sociology, which shares some common features with our work, see Gulati and Gargiulo (1999) . There are a number of methodological differences between the two papers; they use random logit model while we estimate a fixed effects logit model. The findings are also different: they highlight the role of centrality in the network, while our results emphasize the role of network proximity in shaping the probability of new tie creation. Krishnan and Sciubba (2006) study the formation and productivity of labor sharing teams using data from rural Ethiopia. Their interest is in the role of endowment heterogeneity in shaping the architecture of labor sharing networks. By contrast, the focus of our paper is on the role of information transmission in existing social networks in shaping the formation of new ties. 5 Early work in this area includes Aumann and Myerson (1988) , Bala and Goyal (2000) , Jackson and Wolinsky (1996) , and Kranton and Minehart (2000) . 6 An early paper by Montgomery (1991) presents a model of the role of referrals in shaping equilibrium wages and inequality in the presence of asymmetric information on worker ability. The present paper provides robust evidence for the existence of such referral effects and we also show that even indirect referrals have significant effects.
The rest of the paper is organized as follows. Section 2 presents our conceptual framework and discusses our testing strategy. Section 3 defines the relevant variables and presents the descriptive statistics, and Section 4 presents the econometric results. Section 5 concludes.
Conceptual framework and testing strategy
We wish to understand how scientific collaborations are formed. We start with the observation that researchers come up with ideas, which they want to work out and develop into articles which are published in due course. When researchers have an idea, they can either work it out individually or they can collaborate with someone else and work out the idea jointly. Researchers have some information about each other, based on their knowledge of each other's work and general reputation (which is partly captured in the curriculum vitae). However, there remains significant residual uncertainty about the ability, work ethic, and personal style of individual researchers. There is also a risk of free riding or breach of promise, one author failing to provide sufficient input into the research venture. Because it is difficult if not impossible for an external party to assess researchers' input, joint research contracts are basically unenforceable by courts.
A number of mechanisms -formal as well as informal -have been developed to mitigate the effects of asymmetric information. In this paper the interest is in the role of interpersonal relationships as a conduit for valuable information. The present section develops a simple model of information transmission via social networks.
Let us start by noting that it is always possible for a researcher to publish alone. Since collaboration is voluntary, parties to a scientific collaboration must expect more from working together than what they could achieve in isolation. Thus researchers collaborate only if it is in their mutual interest at the time. We postulate that B ij , the benefit to an author i of collaborating with j relative to working alone, is a function of the effort {e i , e j } and ability {q i , q j } of i and j, and an idiosyncratic stochastic term ij that is unknown to i and j. Naturally, given the authors' abilities both authors strategically choose an effort level that maximizes their benefit.
Let m ij = Pr[B ij > 0 and B ji > 0|q i , q j ] denote the probability that this benefit is positive for both authors in case i and j have perfect knowledge of each other. The relation of m ij to the ability of i and j is ambiguous. If effort is irrelevant, for example because B ij does not depend on e i and e j , then we expect researchers of similar ability to work together. In other words, we expect m ij to decrease with the ability differential ∆q ij = |q i − q j |. This is because high ability researchers only tend to collaborate if the partner is herself of high ability. Otherwise a high ability research could as well work on her own. On the other hand, if effort matters as well, dissimilar matching can arise whereby a researcher with high ability teams up with a less able researcher who provides much of the effort. In that case it is possible that ability differentials ∆q ij may increase incentives to collaborate. These relationships are developed in detail in Appendix A. We formalize our ideas of referral in terms of the following simple model. Let S t be the set of active researchers at time t. For the purpose of this paper, a researcher is considered active from the moment of his or her first publication. Some pairs of researchers have coauthored with each other, some have not. We describe the pattern of coauthorship as a network in which each author is a node and each mutual acquaintance is a link between two nodes. The set of all i ∈ S t and coauthor ties l ij t forms the network G t . Because authors enter and exit and links are added as a result of joint publication, the network changes over time.
Consider two authors i and j. Suppose that authors i and j share a common coauthor k.
The network distance (or shortest path) d ij t between i and j in the coauthorship network is equal to 2. Assume that with probability b < 1 author k "refers" i and j to each other. Conditional on having been introduced, the researchers collaborate with probability m ij t ≤ 1. The probability P ij t of observing a collaboration between i and j at time t is thus:
This idea can be generalized with respect to distances and multiple paths. The total probability of observing a collaboration between i and j at t can be written as:
where C ij t (d) denotes the number of paths of length d between i and j. In practice, calculating all possible paths at all distances is an extremely time consuming process for a network as large as the one we are studying. In what follows we therefore consider only the shortest paths between two researchers in the network. Applying this idea we can approximate P ij t as:
where we have defined c If coauthorship networks serve to introduce potential coauthors to each other -directly or indirectly -we should observe a relationship of the form depicted by (3) . Equation (3) is estimated using logit. It is then useful to derive the logit functional form that best corresponds to (3). The logit regression takes the form:
We want to know how to write βX ij t . We begin by noting that, for P ij t small -as is the case in our data -equation (4) is approximatively equal to:
Taking logs, we obtain:
We thus need to estimate a logit model in which the regressors are the length of the shortest path, which enters linearly, the number of shortest paths, and log m ij t . The dependent variable takes value 1 if i and j collaborate and 0 otherwise. Equation (6) predicts that the coefficient of d ij t is the log of unknown probability b (a negative number since b < 0) and the coefficient of log c ij t should be 1.
The acquaintance network
So far, in the formal model, we have assumed that information about author ability and personal attributes travels via coauthor ties only. As the discussion preceding the model suggests, information about coauthor ability and other attributes is likely to circulate more broadly within the personal acquaintance network of researchers. In this network, a link exists between i and j if i and j know each other well enough to transmit accurate and trustworthy information about other researchers' type. This network is denser -i.e., has more links -than the coauthor network but, and this is the important point, the acquaintance network includes the coauthor network since people who have coauthored a paper together know each other. 8 We have seen that the probability that two researchers are referred to each other is a decreasing function of the network distance between them. Let d This is illustrated with a simple computer experiment, in which we first generate a random 'acquaintance network' of 1000 nodes and 2500 links between randomly chosen pairs of nodes. Figure 1a shows a histogram of this simulated acquaintance network. Next, we randomly select 1000 links from the 'acquaintance network' to obtain a simulation of the 'coauthor network'. As the coauthor network is a subgraph of the acquaintance network, the distance in the acquaintance network between two nodes is bounded from above by the distance in the coauthor network.
We then analyze the relation between d a and d c in the simulated networks. Figure 1b If, however, referrals only circulate via the coauthorship network, then equation (6) is the correct model and there is no attenuation bias as d c increases. This suggests a way of testing whether referrals only circulate in the coauthorship network: add an interaction term of the form d c × log c c to equation (6) . If the coauthorship network is embedded inside a denser acquaintance network, attenuation bias implies that the coefficient of the interaction term is negative: log c c becomes a worse proxy for log c a as d c increases. If referral circulates only in the coauthorship network, then the interaction term is non-significant.
Testing strategy
Having presented the theoretical framework of our analysis, we now turn to our strategy to test our predictions. Our strategy fully exploits our availability of a panel data set of research collaborations. In short, we pursue the following strategy. First, we split up the data in order to perform two regressions. On the one hand, we analyze the probability of initiating a new collaboration. On the other hand, we analyze the probability of continuing an existing collaboration. The purpose of this is explained below. Second, we perform fixed effects logit regressions to control for pairwise unobserved heterogeneity that does not vary over time. Third, we include important control variates in the regression to take care of pairwise unobserved effects that do change over time.
For the purpose of estimation, we consider a researcher active from the moment of his or her first publication. At time t, each researcher i ∈ S t can potentially coauthor an article with any other researcher j ∈ S t . Let y ij t be a dichotomous variable taking value 1 if authors i and j publish a article together in year t, and 0 otherwise. We split this panel data to perform two regressions, one on the probability to initiate a collaboration, and the other on the probability to continue a collaboration. This strategy is motivated by our interpretation of the proximity effects as driven by 'referrals'. Before the first collaboration authors do not have complete knowledge of each other's abilities. However, two authors that are closer in the coauthorship network will know more about each other and this is the reason for the greater likelihood in the formation of a new tie. On the other hand, if network proximity is a significant determinant of first collaboration because of a "referral" effect, we would expect network proximity not to be significant for subsequent collaborations: since the two authors have published a paper together, they no longer need information about each other. 
with ∂f /∂d < 0 and ∂f /∂c < 0. If the coefficients have these signs, then we will say that there exist proximity effects in the formation of new coauthor ties.
For subsequent collaborations, we write: 9
Pr(y ij t = 1|y
If network effects capture referral, we expect that ∂g/∂d = 0 and ∂g/∂c = 0 since referral is no longer necessary once two researchers have collaborated. Estimating equations (7) and (8) is the objective of this paper.
For estimation of (7) and (8) . Our biggest concern is unobserved heterogeneity. Collaboration depends on many factors that are not observed by us. For example, researchers choose to work together because they share common interests or complementary abilities. Also, researchers tend to collaborate more with colleagues within a department than outside. Unfortunately, many of these factors may lead to spurious 'network effects', unless they are appropriately controlled for.
A simple example clarifies this problem. Suppose that our conjecture of a network proximity effect is false, and instead the only factor that is relevant for collaborating is affiliation. In particular, suppose that the probability of collaborating with a researcher at the same department is p H , and the probability of collaborating with a researcher at a different department is p L << p H . Consider i and j being at the same department. If p H is very high, then i and j are likely to start a collaboration. But both are also likely to have a collaboration with k who is also at the same department. Therefore, there is a high chance that the distance between i and j is very short. On the other hand, if i and j are at different departments then the probability of starting a collaboration is low. Moreover, i is unlikely to have ties with a collaborator of j as well, and therefore the distance between i and j is likely to be high. Viewing the above, we notice a relation between network distance between i and j and their probability to collaborate.
However, we have assumed that there is no network effect. This illustrates that not controlling for unobserved heterogeneity may lead to false network effects.
In the presence of unobserved heterogeneity, meaningful inference requires that we control for a pairwise-specific fixed effect µ ij . The models to be estimated are thus of the form:
Pr(y
where µ ij is a fixed effect corresponding to each researcher pair. We estimate equations (9) and (10) using a fixed effect logit model. However, splitting the data in order to analyze first and subsequent collaboration separately, raises an estimation problem, most notably in the estimation of initiating a collaboration. To understand the problem, assume that both authors begin publishing at time t 0 and coauthor their first paper together at time t 1 . This means that y ij t = 0 for all t ∈ [t 0 , t 1 ) and y ij t = 1 for t = t 1 . Thus for each pair ij the time sequence of dependent variables takes the form y ij = {0, ..., 0, 1}. The only thing that varies across pairs is the number of 0 observations. Therefore, equation (9) is equivalent to a single-spell duration model with fixed effects, except that they are estimated in discrete time. Doing so raises a well known identification problem. It is well known that in single spell duration models, duration dependence and fixed effects cannot be separately estimated. Nonetheless, it is still possible to identify and consistently estimate coefficients of regressors in the model of (9) , as has been shown by Allison & Christakis (2005) . However, in order to do so, one needs to assume that these regressors do not contain a trend. Trending regressors mechanically generate spurious correlations between the dependent variable and any regressor that exhibits a time trend. The nature of the problem is illustrated in Appendix B using a Monte Carlo simulation; see also Allison & Christakis (2005) .
Unfortunately, almost all our data display trending behaviour. In particular, network distance between i and j tends to become smaller over the years, as both i and j become better connected. The solution we adopt for this problem is to eliminate any time trend in the regressors by de-trending them. This is achieved by first regressing each regressor on a pairwise-specific fixed effect and a linear time trend. Residuals from this regression are then used in (9) in lieu of the original regressors. 10 In Appendix B we show that this method yields consistent estimates.
Control variates. The fixed effects capture many individual or pairwise factors that might affect the likelihood of forming a scientific collaboration, such as having gone to the same graduate school, having similar abilities, or sharing common interests. However, research interests, individual network connections, and professional affiliation, are likely to change over time and these changes may be correlated with changes in network distance. Thus the proximity effect on formation of new coauthor ties may actually reflect these changes rather than changes in the transmission of information. This section proposes a number of control variables as a way to address these concerns.
We start by discussing the propensity to collaborate. To the extent that this trait is timeinvariant, it is captured in the fixed effect. But a researcher's propensity to collaborate may also vary over time: as authors build up coauthoring links with a large number of other authors, new collaboration opportunities probably arise at a higher rate. A researcher's network of past collaborators may thus measure a time-varying propensity to collaborate. Because authors with many collaborators have a higher degree in the coauthorship network, their distance to other authors is on average smaller. This may generate a spurious correlation between changes in network distance and coauthorship. To control for this effect, we calculate the total number of coauthors an author had in the recent past. A researcher who recently had many collaborators is likely to have a higher propensity to collaborate.
We now turn to the relation between network distance and research overlap. The distance between researchers in the coauthorship network may reflect proximity in research interests and so changes in the distance may be a measure of how their interests have changed. We control for this possibility by defining an index ω ij t of research overlap between any two researchers. Recent work on cognitive distance (Wuyts et al., 2005) suggests that this variable affects the probability to collaborate in two ways. On the one hand, the analysis in Appendix A shows that collaboration is only attractive when the researchers involved have complementary knowledge or skills. This suggest that collaboration is unlikely when the research overlap is too large. On the other hand, one must have some common ground in order to collaborate. Hence, research overlap cannot be too small. This suggests an inverted U-curve relation between collaboration and research overlap, and we therefore include a quadratic term (ω ij t ) 2 as well.
Finally, we turn to the role of professional affiliations. The propensity to collaborate may increase with common departmental affiliation. If researchers collaborate primarily with departmental colleagues then network proximity may simply capture common affiliation. It is therefore important to control for affiliation.
Even though we include pairwise fixed effects in the regression model as well as some timevarying control variates, one might still be concerned about spurious network proximity effects, in particular because the control variates are difficult to measure and likely to be inprecise.
However, we can convincingly close our testing strategy by referring back to the separated analysis of first and subsequent analysis. We conjectured that our network referral mechanism creates a correlation between network proximity and collaboration in the first collaboration regression, but not in the subsequent collaboration regression. On the other hand, suppose that referrals are irrelevant, but that some unobserved heterogeneity creates spurious network proximity effects. In that case we would observe a spurious correlation not only in the regression for first collaboration, but also in the regression for subsequent collaboration. This difference is crucial as it allows us to identify a true network referral effect.
A description of the data
The data used for this paper come from the Econlit database, a bibliography of journals in economics compiled by the editors of the Journal of Economic Literature. From this database we use information on all articles published between 1970 and 1999. We first define all the variables we will use in our study and also describe how we measure them in the context of our data set and then we present descriptive statistics from our data set. 11 
Definition of variables
We first turn to the definition of the dependent variable. Consider the analysis of initiating a coauthor tie. For this analysis the coauthorship variable y ij t is defined as follows. Suppose authors i and j coauthor their first paper together in year t ij 1 . We create a variable y ij t that takes value 1 at t = t We next consider the definition of the explanatory variables. We construct network distance d ij t as follows. We start by constructing the coauthorship network G t using authors as nodes and coauthorship as network links and including all publications from year t − 9 until t. The reason for combining 10 years of publications is that the relation that is formed by coauthoring a paper does not die off instanteneously. As a consequence, we lose the first 10 years of the sample as starting values. Our analysis therefore only considers articles published between 1980 and 1999. 12 
By construction, p ij t varies between 0 and 1/2. It is 0.5 if i and j share a common coauthor and it is 0 if i and j are unconnected. 13 Variable p ij t is the distance measure used in the estimation of equation (9) and (10).
We turn next to the measure of productivity, q ij t . We would like a system of assessment which takes into account the quality as well as the quantity of work. A standard method for assessing research work combines quality and quantity of work in the following way: there is a quality parameter which is based on the number of citations and a quantity measure which is based on the number of pages. Our aim is to use a simple scheme which captures these ideas and which uses recent citations ranking of journals. These considerations led to use the quality weighting 12 We experimented with different time lags and found a 10 year window to yield stable results. The lag is long enough to allow memory but at the same time it is sufficiently short to ensure enough observations to allow estimation. 13 Since own link is ignored in the computation of d The 'category value' is as follows: a journal in category AA yields four points, while a journal in category A yields 2 points and a journal in category B yields 1 point. 15 We mimic this process for all authors in our database. For each author variable q i t is simply the number of points author i has earned in year t.
Research output q i t is author-specific. To create a pair-specific variable we compute the average productivity of i and j as
and the absolute difference in productivity as
We next turn to a number of control variables that are used. We define the number of coauthors n i t of author i, computed over the ten years preceding time t, and similarly for author j. We transform n i t and n j t in the same fashion as we did for q i t and q j t , that is, we compute their mean n ij t and absolute difference ∆n ij t .
Next we define the research overlap between the research of i and j. Here we use the JEL classification codes contained in the EconLit database to define an index of overlapping interests ω ij t . We categorize articles into 19 subfields according to the first digit of the JEL codes. 16 If for an article multiple JEL codes are given, then this article is 'divided' and assigned proportionally to the corresponding fields. 17 We then consider the cosine similarity measure as a measure of field overlap between i and j in year t. This measure is computed as follows. Suppose that x i t,f is the fraction of articles written by i in field f in the period from t − 10 to t − 1 (such that f x i t,f = 1). Then 15 In 1999, 113 out of 687 journals listed in EconLit were classified by the Tinbergen Institute. See http://www.tinbergen.nl/research/admission.html for a full description of the TI point system. Journals which are not classified yield zero points. 16 The JEL classification changed in 1991. For articles before 1991 we matched old JEL codes to new JEL codes on the basis of the code descriptions. A correspondence table between old and new JEL codes can be obtained from the authors on request. 17 To give an example, if for one article the JEL codes A10, A21 and B31 are given, then 2/3 of the article is assigned to field A, while 1/3 of the article is assigned to field B.
The cosine similarity measure is a standard measure used by computer scientists to match text documents in, for example, a search engine; see Salton and McGill (1983) . It ranges from 0 if i and j did not write any paper in the same field, to 1 if i and j wrote in exactly the same fields and in exactly the same proportion.
Finally, we define common professional affiliations. The JEL database contains information about author affiliation, but only after 1989 and occasionally in 1988. Moreover the data is spotty and incomplete. It is nevertheless informative to test whether our results are robust to the inclusion of affiliation data. 18 We construct a common affiliation variable as follows. Let A i t be the set of all affiliations of author i that are mentioned in i's articles published in year t. Note that A i t is empty if i did not publish in year t or if no affiliations were mentioned. To fill these empty gaps, we definẽ 
Descriptive statistics
We have over 25,000 co-author pairs ij in the database. For each of them, we construct a sequence of y ij t from the time they first publish independently until their first collaboration. This results in over 160,000 observations. For each of these observations, we compute the various explanatory variables as described in the previous section. Summary statistics on these 18 Affiliation data is recorded as strings and considerable care is needed in cleaning the data, for instance to correct spelling mistakes, and differences in language, and irrelevant name variation -e.g., U Harvard or University of Harvard. The bulk of our data cleaning effort was devoted to ensure that individuals coming from the same university are identified as having the same affiliation.
variables are shown in Table 1 . The time elapsed from the first publication until ij publish their first joint article is 6 years on average.
Before the first collaboration, the probability that i and j are directly or indirectly connected via the coauthorship network is 42%. If connected, the average network distance d ij t between them is around 7. This is a remarkably short distance. For instance, Goyal et al. (2006) find, over the same time period, that the average degree of separation between all the connected pairs of authors in the Econlit database is between 9 and 12. Network distance is thus smaller for pairs that eventually start a collaboration, suggesting that collaboration is associated with 'closeness' in the network.
To illustrate this further, we plot in Figure 2 the histogram of network distances in the entire author network and compare it with that of network distances for collaborating pairs. 19 It is clear that coauthors are on average much closer to each other than pairs of authors taken at random. Dividing one set of frequencies by the other yields a non-parametric measure of the probability of an ij tie conditional on network distance. The result of this calculation, displayed in the last panel of Figure 2 , shows a clear monotonic decline with distance.
Productivity and connectedness variables are shown next in Table 1 . We see that the productivity differential is quite large relative to average productivity. This indicates that, at the time of first collaboration, authors differ widely in terms of productivity. This can be interpreted as prima facie evidence of dissimilar matching.
Statistics on field overlap and common affiliation appear next in Table 1 . The field overlap index ω ij t is around 50%, indicating that economists typically collaborate with someone in their field. Close to 40% of coauthor pairs had a common affiliation prior to their first collaboration.
Similar statistics are reported in Table 2 for subsequent collaborations. We have close to 15,000 coauthor pairs who published together in more than one year. For each of these pairs we construct a sequence of y ij t from the year following their first joint publication until the year of the last publication. This gives a little over 105,000 observations. We see from Table 2 that once a collaboration has been successfully initiated, it tends to be repeated: conditional on publishing more than once together, on average a pair of authors publishes jointly in one year out of four.
If we compare Table 2 with Table 1 we see that authors who continue collaborating tend to get closer in the author network. Field overlap increases as well.
Econometric results

The role of network proximity
We now present the econometric estimation of the models presented in Section 2. We begin with equation (9) which analyzes the determinants of the first collaboration between a pair of researchers. The basic regression model is of the form:
where λ(.) denotes the logit function. Equation (11) is estimated using conditional logit to eliminate the fixed effect µ ij . As detailed in Appendix B, all regressors are detrended to eliminate spurious correlation with the dependent variable. 20 Results are reported in column (1) of Table 3 . The results show a strong positive effect of network proximity p ij t : the magnitude of the coefficient is large and the z-statistic is highly significant. 21 This suggests that network proximity plays an important role in research collaborations.
We wish to ascertain whether this result is driven by a local effect over very short network distances, or whether it is a more diffuse effect extending to long network distances, as predicted by our model. To investigate this idea, we replace p ij t with network distance dummies and reestimate model (11) . Coefficient estimates for distance dummies are presented in Figure 3 ; the dashed lines delineate the 95% confidence interval.
Results shows that network effects are not limited to short distances: distance dummies have a significantly negative coefficient for distances up to 11 degrees of separation. They also indicate that the quantitative impact impact of proximity on the probability of coauthorship is large. Using the approximation of the logit equation given in (5), we see that being at a network distance of 2 instead of 3, raises the probability of initiating a collaboration by 29 percent.
The effect remains noticeable at larger distances. For example, being connected at a network distance of 8 instead of 10 implies that the probability of forming a link is 11 percent higher.
At first glance these striking findings appear too good to be true: the likelihood that two authors be introduced to each other by a chain of 11 co-authors appears fairly remote. Perhaps the best way to make sense of these findings is in terms of the social acquaintance network model presented in section 2.1. Information about coauthors is conveyed via the coauthorship 20 It is essential to detrend regressors using only observations entering in the estimation of (13) . So detrending is redone each time the inclusion of a new regressor, such as common affiliation, results in a loss of valid observations. 21 At short distances, the implied value of b is around 0.71. To confirm this interpretation, we look for indirect evidence of the existence of an acquaintance network. In Section 2.1, we have argued that one way to test for this is to introduce an interaction term p × log c, i.e., proximity times the number of shortest paths. If there is no acquaintance network, the number of shortest paths in the coauthorship network is measured accurately even at large network distances. But if there is an acquaintance network, log c becomes an increasingly inaccurate proxy for the number of shortest paths in the acquaintance network. This leads us to estimate the following regression.
If referral takes place through an acquaintance network, then γ 2 > 0. Results are shown in column (2) of table 3. We see that the coefficient γ 2 of the interaction term is positive and significant. This suggests that coauthorship referrals circulate in an unobserved acquaintance network that is denser than the observed coauthorship network.
Changing research interests and affiliation
We have seen that, controlling for pairwise fixed effects and for changes in research productivity, the probability that two researchers i and j start publishing together is related to their proximity in the existing coauthorship network. We have interpreted this as implying that the coauthorship network acts a conduit for valuable information concerning researchers attributes. Table 3 . They show that our main results are unaffected by the inclusion of these additional controls: network proximity remains significant, and so is the cross term p × log c.
The coefficients of control variables are interesting in their own right. Average productivity appears with a significant negative sign: researchers are more likely to coauthor when their productivity is flagging. We also see that the coefficient of ∆q ij t is positive and significant, indicating that two authors are more likely to collaborate when their productivity differs. This is suggestive of dissimilar matching.
As anticipated, the likelihood of initiating collaboration increases with the average number of coauthors n ij t : the more coauthors researchers have, the more likely they are to collaborate with each other. The difference in the number of collaborators has a negative sign and is significant as well. We expected the effect of field overlap on coauthorship to follow an inverted-U curve: Finally we turn to the effect of common affiliation. As researchers join the same department or institute, they may be more inclined to work together. This local in-breeding effect may generate a spurious relationship between network proximity and coauthorship. To investigate this possibility, we re-estimate the model with the joint affiliation variable a ij t . As pointed out earlier, affiliation information is only available after 1988. This means that including a ij t in the regression leads to a massive loss of observations -more than half.
Since we lose so many observations, we first repeat the estimation of models (11), (12) and (13) for this smaller sample before including a ij t . The results, presented in Table 4 , show that the reduction in the number of observations weakens the results markedly. Most variables are not significant anymore, except for network proximity which remains positive and significant.
Contrary to expectations, common affiliation has a negative effect on the likelihood of initiating a first collaboration. When interpreting this finding, it is important to remember that our estimation controls for pairwise fixed effects. This means that identification is obtained only from pairs of authors who sometimes have a common affiliation, and sometimes not, either because they joined the same university or because they moved away from each other. A negative sign means that researchers are more likely to start collaborating after moving apart.
A possible explanation is the following: there are significant lags in economics and so it is quite possible for productive authors to start work when they have a common affiliation but that this works comes out in print after they move on to new affiliations.
Subsequent collaboration
We have found that proximity in the existing co-authorship network shapes the formation of new coauthor ties. We have interpreted this finding as evidence that the co-authorship network acts as a conduit for valuable information concerning authors skills and abilities. We now test the validity of this interpretation as follows.
As discussed in section 2.2, if proximity influences collaboration because of a "referral" effect, we should expect network proximity not to be significant for subsequent collaborations. This is because once two researchers have worked together, they no longer need a referral for each other. It follows that if we regress repeat co-authorship on network proximity, we should observe no effect. In contrast, if proximity influences collaboration because of, say, an inherent in-breeding bias, then it should remain significant for subsequent collaborations as well. The same observation applies if network proximity proxies for unobservable effects that happen to be correlated with network proximity.
To investigate these ideas, we re-estimate equations (11), (12) and (13) using data on subsequent collaborations. Results are summarized in Table 5 . We find that network proximity no longer has a positive effect on co-authorship. This finding is consistent with the referral interpretation. It also provides further reassurance that the positive network effect on first collaboration is unlikely to be the result of omitted variable bias. Indeed, this would require that the omitted variable only affects the likelihood of first collaboration, something we find improbable.
However, Table 5 says that that network proximity now has a significant but negative coefficient. To investigate why this is the case, we re-estimate model (13) with distance dummies instead of p ij t . Results, presented in Figure 4 , show that the only negative and significant dummy is for distance 2 -that is, for authors who have one or several common coauthors; other distance dummies are not significant. Our explanation for this finding is in terms of time/capacity constraints of authors. 22 Recall, that in our framework proximity effects are identified by changes in the levels of proximity. Prior to first collaboration, note that as two authors move closer to a distance of 2, there are two effects at work: one, they are likely to get better information about each other, and two, at least one of them have started a new collaboration and this means that they have less time for an additional new collaboration. The former effect has a positive influence while the latter has a negative effect on the probability of formation of a new tie. Our results on first collaboration suggest that the positive effect dominates. Once i and j have collaborated, there are no informational advantages to be gained from proximity and so the negative effect prevails dampening the probability of repeat collaboration. 23 
Conclusions
We have examined an environment in which individuals form teams to produce an output.
The quality and quantity of a team's output depends on the ability and the effort level of its members, but individual ability and work ethic are imperfectly known. In such an environment, individuals wishing to form a new team can get information about each other from the network of past collaborators. The paper investigated the existence and magnitude of this network effect.
This investigation was carried out within a specific empirical context: the formation of coauthor relations among economists over a twenty year period from 1980 to 2000. Our principal finding is that a new collaboration emerges faster among two researchers if they are "closer" in the existing coauthor network. This proximity effect is positive and robust and extends quite far in the network. Moreover, we found that network proximity does not have such a positive effect on prospects of repeat collaboration.
Our interpretation of these findings is that, in an environment characterized by pervasive asymmetric information on individual ability and working styles, informal institutions, such as social networks, convey valuable information which facilitates the formation of new collaboration ties. The coauthor network among economists provides us with information on the actual social network and this explains why on the one hand, coauthor network proximity effects extend quite far into the network and on the other hand, it also explains why this effect tapers off at high network distances.
In recent years, the effects of social networks on economic outcomes has been the subject of a large and influential literature. This literature has focussed on explaining how differences in outcomes across groups may be an outcome of group level social interaction effects. The present paper departs from this tradition and the concern here has been in showing how network differences within a group help explain differences in individual behavior. The formation of production teams is a central aspect of the functioning of an economy and we hope that our findings will motivate further empirical study of the role of referral networks in labor markets.
Appendix A
This appendix develops a simple model of scientific collaboration to explore the relative role of ability and effort sharing in determining incentives for collaboration.
In economics, scientific collaboration towards publication in a refereed journal takes the form of a work team created for a specific task. Success depends on the type of each researcher -their ability, experience, availability, and willingness to exert effort -and on the complementarity in their skills and interests. Since scientific collaboration is voluntary, it is natural to assume that two researchers collaborate if it is in their mutual interest.
To illustrate the factors influencing the decision to collaborate, we construct a simple model of research collaboration. We begin by postulating a research production function that relates the anticipated quality of joint research output R ij to the effort e and ability a of researchers i and j:
We assume that function r(.) is a strictly continuous increasing function in all its arguments and concave in e i and e j .
Each researcher is assumed to derive utility (and possibly other compensation in the form of salary or job promotion) from the quality of his or her research output. The utility derived by i from a collaboration with j is thus: where E is the total effort/time available to i, and a i is his ability. Then researcher i chooses effort e i in a joint project with j to solve:
which yields a first order condition of the form: 24
Equation (14) implicitly defines an optimal choice of effort given respective abilities and the effort provided by the coauthor. Combining first order conditions for the two coauthors defines the Nash equilibrium level of collaborative effort e * i and e * j .
We now consider a number of special cases to illustrate some important factors affecting the decision to collaborate. The central concern of our analysis is the determinants of collaboration.
An important determinant of collaboration is clearly the ability of the potential collaborator.
We focus on the interaction between effort and ability in shaping the collaboration decision.
Collaboration among authors of similar ability: If the abilities of individuals improve the quality of research, there is a natural pressure towards individuals wanting to collaborate with others of higher ability. The following example illustrates this intuition. Suppose research output takes the form r = (a i + a j ) and R = a i . This corresponds to the case where pooling abilities raises the quality of the research project. Here effort does not matter and can thus be ignored.
In this setting an individual either chooses to work with j or to take an outside option given by a i . Author i prefers to collaborate whenever:
and similarly for author j. If authors are of equal ability, i.e. if a i = a j , collaboration is optimal
. This is intuitive: since pooling abilities raises research quality, it is optimal for researchers to collaborate as long as they receive sufficient credit for their joint work.
If authors are of unequal ability, collaborating is always attractive for the weaker author but need not be in the interest of the more able author. For instance, if a j = 0, then i prefers not to collaborate for any k < 1. In general collaboration is optimal if and only if:
For instance, if k = 2/3, then j's ability must at least be equal to half of i's. In such a world, there is assortative matching: collaboration takes place between authors of similar ability level.
So far we have assumed that authors are fully complementary so that there is no overlap in their abilities. To allow for overlap, let each individual ability be made of two components:
one that is shared by both authors, denoted a ij , and one that is specific to each author. The condition for i's collaboration now is:
which is satisfied whenever:
It follows that if author j brings no special ability to the collaboration -i.e., if a j = 0 -then the higher ability author i refuses to collaborate for an k < 1. This is also true even if author i has no special ability either -i.e., if a i = 0. This shows that collaboration is more likely between authors whose abilities are complementary, that is, for whom the overlap in competence a ij is a small component of their total ability.
To summarize, we have shown that if research output depends only on ability, collaboration is most likely between authors of a similar level of ability (assortative matching) but with nonoverlapping competence (complementarity in competences). The above argument suggests that we should not expect to see much collaboration between researchers of very different abilities.
We now examine whether this conclusion is also valid if we incorporate effort levels in the model.
Collaboration among authors with dissimilar ability:
The example below explores the following idea: collaboration between high and low ability authors can arise if the low ability author provides more effort. In this manner the time-constrained high ability author can produce more research while the low ability researcher produces better quality output.
Suppose that research output takes the simple form:
where a ij , as before, represents overlapping ability and we assume decreasing returns to effort,
i.e., r < 0. Suppose also that (a i + a ij )R(e i ) is the return from allocating effort e i ∈ [0, E] to research with others, withR < 0. To simplify the exposition we assume that author j has no special ability -a j = 0.
We begin by showing that, compared to i, author j allocates more effort to joint research than to own research. This is because effort on the joint research project is more productive for j thanks to i's high ability. Formally, when the authors collaborate we have first order conditions of the form:
from which we obtain:
Equation (15) shows that the marginal return to allocating effort to alternative projects is lower for i than for j. This implies that E − e i > E − e j , and hence e i < e j sinceR < 0 by assumption. We also see that the ratio
is increasing in a i : the larger the ability gap between the two authors, the more unequally effort is divided between them. Using the first order conditions, it can also be shown that e * i is decreasing in e j : author i provides less effort if j provides more.
We now ask whether collaboration takes place. The high ability author prefers to collaborate if there exists an effort level e i ∈ [0, E], such that
The low ability author prefers to collaborate so long as there exists an effort level e j ∈ [0, E],
It is immediately clear that as long as e j > 0 condition (16) is satisfied for e i small enough:
author i gets the benefit of an additional output without having to invest much effort. Clearly, the low ability author will prefer collaboration to the outside option for small values of a ij .
Furthermore, from the first order condition (15) we see that e j increases in a i , and so from equations (16)- (17) it follows that the likelihood of collaboration increases in a i . Given that a j = 0 this means that the likelihood of collaboration increases in the ability difference between the two authors.
We summarize our findings as follows. Let m ij denote the likelihood that i and j collaborate given their type. If only ability matters, we expect assortative matching with researchers of similar quality working together: m ij is decreasing in the absolute difference between the ability of researchers i and j. If effort matters as well, dissimilar matching can arise whereby a researcher with high ability -or experience -teams up with a less able or less experienced researcher who provides much of the grunt work. In that case, m ij is increasing in the absolute difference between their abilities.
with ε x it ∼ N (0, 100) and ε x it ∼ N (0, 100). A latent variable y * it is then generated as: (18) with ε it ∼ N (0, 400). The dichotomous dependent variable is defined as y a it = 1 if y * it > 0, 0 otherwise. Since z it does not enter equation (18) , any correlation observed between z it and y a it must be regarded as spurious. We then define y it = y a it except if y a it−s = 1 for any s > 0, in which case y it is defined as missing. Variable y it thus has the same form as the dependent variable in the first collaboration case: a series of 0 ending with a single 1.
We generate 1000 samples of y a it , y it , x it and z it , each with t = {1, ...20} and i = {1, ...100}. We begin by regressing y a it and y it on x it and z it using fixed effect logit. In the case of y a it , the dependent variable switches back and forth from 0 to 1 with no clear trend. The fixed effect logit regressor therefore yields consistent coefficient estimates and correct inference. In the case of y it , however, for each i, the sequence of dependent variables ends with a 1. This creates a spurious correlation with any regressor that includes a trend component. As a result, variable
x it may erroneously test significant, leading to incorrect inference.
Results are shown in Table 6 . The % significant column gives the percentage of Monte Carlo replications in which the coefficient is significantly different from 0 at the 5% level. As anticipated, the fixed effect logit applied to the full data y a it yields a consistent 0 coefficient for z it . Moreover we see that the z it coefficient is found significant only in 5% of the regressions, a proportion commensurate with the 5% significance level used for the test. In contrast, results for y it yield noticeably different coefficients for z it and x it . Since coefficients estimates for y a it are consistent, this indicates that the coefficients of both x it and z it are inconsistently estimated by applying fixed effect logit to first collaboration-style data. Moreover, we see that in 28% of the simulations we reject the (correct) null hypothesis that the coefficient of z it is 0. In contrast, when we perform this simulation without trend in x it and z it , results show no bias. The trend element included in the regressors is what generates inconsistent estimates and incorrect inference.
This simple observation suggests that removing the trend in x it and z it should get rid of the problem. The reader may worry that detrending the regressors would lose valuable information that is essential to estimation. While this may be true in general, it is not the case here because we are implicitly estimating a fixed effect duration model in which duration dependence cannot be estimated independently from the fixed effect. Put differently, we cannot estimate the time dependence of the hazard. Consequently, it is intuitively clear that the trend information contained in the regressors provides no information that is useful in identifying coefficients. For this reason, partialling out the effect of time is a valid solution to our inconsistent estimation problem.
To test that this is indeed the case, we estimate the following regressions: Table 7 . They show that detrending eliminates the bias in both coefficients in the y it -i.e., first collaboration -regression while keeping things basically unchanged in the y a it -i.e., repeated collaboration -regression. There is of course a large loss of precision between the y a it regression and the detrended y it regression, but this is due to the massive loss of observations that results from throwing away all observations of y a it after the first 1 realization. There is also a slight loss of efficiency when applying detrending to the repeated collaboration data. What these results show is that detrending regressors ensures consistent estimates and correct inference in the first collaboration regression while it still ensure consistent results in the repeated collaboration regression. Note: Acquaintance network is a simulated Erdős-Renyi graph with 1000 nodes and 2500 links. The coauthor network is simulated by taking a random subgraph with only 1000 links of the simulated acquaintance network. 
