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Resum 
 
El objetivo de este proyecto consiste en el diseño e implementación de un 
sistema Grid para llevar a cabo la transcodificación (o cambio de formato) de 
ficheros de vídeo y audio. 
 
La utilización en paralelo de la capacidad computacional de los diferentes 
sistemas que conforman un Grid permite realizar el proceso de compresión de 
ficheros multimedia mucho más rápido que si de un único ordenador se 
tratara. Con la finalidad de reducir el tiempo de transcodificación de este tipo 
de archivos, se han desarrollado una serie de servicios Grid que corren sobre 
Linux.  
 
De esta forma, hemos descubierto que hay un número importante de variables 
a tener en cuenta para implementar futuros sistemas Grid eficientes en la 
compresión de material audiovisual. 
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Overview 
 
The goal of this project is to design and implement a Grid system to carry out 
video and audio transcodifications (or format changes). 
 
The use in parallel of the Grid systems computational capacity allows to speed 
up the multimedia file compression process much faster than a single 
computer. With the aim of reducing transcodification time of this kind of files, 
several Grid services have been developed under Linux. 
 
By this way, we’ve found out there’re several important issues to be considered 
in order to implement efficient Grid systems for audio-visual compression. 
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INTRODUCCIÓN 
 
 
El objetivo de este proyecto consiste en el diseño de un sistema Grid para 
llevar a cabo la transcodificación (o cambio de formato) de ficheros de vídeo o 
audio. Un sistema Grid puede entenderse, en una primera aproximación, como 
un conjunto de equipos informáticos geográficamente distribuidos que 
colaboran de forma conjunta para obtener un fin común. 
 
La transcodificación de ficheros de vídeo y audio puede, a día de hoy, ser 
llevada a cabo por un único ordenador que invierte un determinado tiempo en 
este proceso. No obstante, la finalidad de este proyecto consiste en acelerar la 
compresión de estos ficheros mediante la utilización en paralelo de la 
capacidad computacional de los diferentes sistemas que conforman el Grid. 
 
Para ello, se ha implementado un servicio Grid que corre sobre múltiples PCs 
Linux. Un servicio Grid no es más que una aplicación (desarrollada en Java, en 
este caso) que funciona como un servicio tradicional más, pero que está 
preparada para recibir y ejecutar órdenes dentro de un contexto determinado. 
En el ámbito de este proyecto, cuando el servicio Grid es invocado de forma 
remota, éste llama a un programa de libre distribución, denominado transcode, 
que se encarga de llevar a cabo la compresión del fichero propiamente dicha. 
 
Para una mayor comprensión, este trabajo ha sido dividido en 5 partes. En la 
primera de ellas se revisa de forma más extensa el concepto que subyace tras 
el término Grid, así como todas aquellas ideas que lo envuelven y que son 
necesarias conocer para entender el presente documento. En la segunda y 
tercera parte, se realiza una descripción detallada del diseño y la 
implementación de la solución llevada a cabo en este proyecto. Y, finalmente, 
en la cuarta y quinta parte se describen las pruebas a las que ha sido sometido 
el sistema Grid implementado, así como los resultados y conclusiones que de 
ellas se desprenden. 
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CAPÍTULO 1. CONCEPTOS CLAVE 
1.1. ¿Qué es un sistema Grid y para qué sirve? 
 
El término Grid fue acuñado en mitad de los años 90 para referirse a aquella 
infraestructura tecnológica puesta al servicio de la ciencia e ingeniería 
avanzada. Un sistema Grid puede entenderse como un conjunto heterogéneo 
de equipos informáticos geográficamente dispersos que comparten sus 
recursos y que colaboran de forma conjunta para obtener un fin común. Estos 
recursos pueden pertenecer a empresas diferentes y su ubicación geográfica 
puede variar sustancialmente, pero pueden considerarse sistemas del mismo 
Grid equipos separados unos pocos metros u otros localizados en extremos 
opuestos del planeta.  
 
Por lo descrito en el párrafo anterior, la definición varía poco respecto a los 
tradicionales y ampliamente conocidos sistemas distribuidos. No obstante, esto 
no nos debe llevar a engaño. Uno de los valores diferenciales de los sistemas 
Grid es el término “recurso”, que va más allá de la simple compartición o 
intercambio de ficheros entre equipos. Abarca el acceso directo a ordenadores, 
CPU, software, datos, sensores, redes o cualquier otro elemento disponible y 
siempre dentro de una estrategia colaboradora con el fin de solucionar un 
problema concreto. El uso compartido de estos recursos que pertenecen a 
diferentes compañías da lugar a lo que se conoce como organizaciones 
virtuales.  
 
Otra gran ventaja de este tipo de sistemas es que disponen de mecanismos de 
seguridad y autenticación integrados, con lo que una simple validación en una 
máquina otorga acceso, potencialmente, a todos los recursos disponibles del 
Grid. 
 
En resumen, podemos definir un Grid a través de las siguientes características: 
 
a) Sistema altamente flexible que permite coordinar el acceso a cualquier 
tipo de recurso distribuido. 
b) Proporciona control total sobre qué se comparte y cómo se comparte, 
permitiendo, por ejemplo, la tarificación del uso de este recurso. 
c) Permite una comunicación fácil y segura. 
 
 
En el ámbito de este proyecto, la implementación de un transcodificador de 
vídeo basado en Grid nos ha permitido, tras una única autenticación, utilizar los 
recursos computaciones de múltiples PCs ubicados en diferentes edificios de la 
UPC. 
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1.1.1. Arquitectura de un sistema Grid 
 
Se entiende por arquitectura de un sistema Grid la tecnología necesaria para 
establecer, administrar y explotar la compartición de recursos que forman el 
mismo. Pretende identificar los componentes fundamentales del sistema, 
especificar el objetivo y las funciones de dichos componentes e indicar cómo 
interactúan los unos con los otros. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.1 Arquitectura de un sistema Grid 
 
 
De manera somera, podemos explicar las funcionalidades de las diferentes 
capas que forman la Fig. 1.1:  
 
• Recurso: Físico o lógico (CPU, dispositivo de almacenamiento, catálogo, 
etc.) al que el protocolo Grid media para acceder.  
• Conectividad: Define los protocolos de comunicación y autenticación 
necesarios entre usuario final y recurso. 
• Gestión de recurso: Define los protocolos, APIs y SDKs necesarios para 
una comunicación segura y para la administración de los recursos 
individuales (que incluye inicialización, monitorización, control y 
facturación de los mismos).  
• Colectiva: Así como la capa anterior se encarga de gestionar un recurso 
concreto, la función de la capa colectiva es administrar las múltiples y 
simultáneas peticiones de uso que un recurso cualquiera pueda recibir. 
• Aplicación: Permite desarrollar el software necesario (a través de APIs y 
SDKs) para poder acceder a al recurso final.  
 
 
Como se verá en el siguiente apartado, este proyecto se ha centrado en la 
elaboración de una aplicación (o servicio) que, gracias a la utilización de un 
Recurso 
Conectividad 
Gestión de recurso 
Colectiva 
Aplicación 
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software (el GT3) que implementa el resto de las capas intermedias, permite 
lanzar un programa remoto de transcodificación que hace uso, básicamente, 
del recurso CPU para comprimir ficheros de vídeo. 
 
 
1.2. OGSA, OGSI y GT3 
 
La OGSA (Open Grid Services Architecture), desarrollada por el Global Grid 
Forum (GGF), es un estándar que tiene por función definir una arquitectura 
abierta y común para todas las aplicaciones basadas en Grid. La Fig. 1.1 
recoge parte del trabajo elaborado por el GGF y plasmado en la OGSA. El 
objetivo de esta última es estandarizar prácticamente todos los servicios que se 
pueden encontrar en una aplicación Grid (servicios de gestión de recursos, 
servicios de seguridad, etc.) especificando un conjunto de interfaces para estos 
servicios. Tras analizar las diferentes posibilidades existentes, el GGF decidió 
que la tecnología en la cual estarían basadas las aplicaciones Grid serían los 
servicios Web. Y así quedó reflejado en la OGSA.  
 
Algunas de las ventajas de los servicios Web son: 
 
• Independencia de la plataforma sobre la que corren y del lenguaje de 
programación en el que están creados (basados en XML). Esta 
característica es básica, pues las organizaciones y los sistemas 
informáticos que las componen son, a priori, muy heterogéneos y no 
hemos de olvidar que deben colaborar entre ellos. 
• Mensajes (de petición y respuesta, p.e.) basados en HTTP, el más 
extendido de los protocolos de la red. 
 
Y, como se verá más adelante, un servicio Grid no es más que un servicio Web 
al que se le han añadido una serie de funcionalidades que lo convierten en 
idóneo para crear aplicaciones basadas en Grid.  
 
No obstante, OGSA simplemente se limita a señalar, de forma genérica y poco 
profunda, qué debe tener un servicio Grid que un servicio Web no tiene. Es por 
ello que el GGF creó otro estándar llamado OGSI (Open Grid Service 
Infraestructure) [4] en el que se detallan con todo lujo de detalles las 
especificaciones técnicas y formales que debe cumplir un servicio Grid 
(protocolos, interfaces, atributos, etc.). En otras palabras, OGSA define lo que 
es un servicio Grid y OGSI lo especifica.  
 
Y una vez especificado, la tercera versión del Globus Toolkit  (GT3, 
desarrollado por The Globus Alliance), lo implementa. GT3 proporciona un 
conjunto de herramientas software para programar aplicaciones basadas en 
Grid, así como para descubrir, monitorizar y administrar recursos de forma 
segura. GT3 implementa por completo la pila de protocolos definida en la Fig. 
1.1 (excepto, evidentemente, “Recurso”), proporcionando las API y SDK 
necesarias para construir los servicios Grid deseados.  
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Fig. 1.2 Arquitectura GT3 
 
 
La figura anterior muestra la arquitectura del GT3. A continuación, se explican 
superficialmente las capas que lo componen: 
 
• Núcleo: Es la completa implementación de las especificaciones 
detalladas en la OGSI.  
• Servicios de seguridad: GT3 proporciona una capa de seguridad 
adicional mediante la utilización  de SSL o certificados X.509. Una vez 
autenticados con estos certificados, podremos acceder a todos aquellos 
recursos para los que tengamos permiso. 
• Servicios base: Son un conjunto de servicios de gran utilidad, entre los 
que se encuentra un servicio de administración de trabajos, otro de 
indexación o varios de transferencia de ficheros (RFT, GridFTP). 
• Servicios de datos: Incluye servicios de replicación de ficheros. 
• Otros servicios Grid: No incluidos por defecto en GT3, pero que pueden 
funcionar en la parte superior de esta arquitectura. Aquí se encuentra, 
por ejemplo, este proyecto de fin de carrera.  
 
Como se ha podido comprobar, GT3 no es sólo una implementación de las 
especificaciones de la OGSI. Además, proporciona una serie de funciones 
añadidas de gran valor para el programador. 
 
 
1.3. ¿Qué es un servicio Grid? 
 
Como se ha mencionado en el apartado anterior, un servicio Grid es 
simplemente un servicio Web al que se le han añadido un conjunto de 
extensiones que lo convierten en idóneo para crear aplicaciones basadas en 
Grid. 
Núcleo 
Servicios de seguridad 
Servicios base 
Servicios de datos 
Otros servicios Grid 
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Es por ello que se convierte en preceptivo un mínimo conocimiento de los 
servicios Web para poder llegar a entender cómo funciona un servicio Grid y, 
por extensión, la implementación de este proyecto. 
 
 
1.3.1. Características de un servicio Web 
 
Desde un punto de vista muy simple, un servicio Web no es más que otra 
tecnología para trabajar en computación distribuida (como pudiera hacerlo 
CORBA o RMI) y que nos permite crear aplicaciones cliente/servidor. La 
ventaja fundamental de los servicios Web frente a otras tecnologías distribuidas 
es que los primeros se adaptan mucho mejor a los requisitos que debe cumplir 
toda aplicación que desee funcionar con éxito a lo largo y ancho de Internet 
(independencia de plataforma, ligereza,…). 
 
Es de vital importancia no confundir lo que es un servicio Web con lo que es un 
servidor Web o website. La información de los servidores Web está dirigida a 
ser entendida por humanos, mientras que la información de los servicios Web 
está destinada a ser manipulada por programas, nunca directamente por 
personas. Aunque los servicios Web dependen en gran medida de las 
tecnologías Web existentes (como el HTTP), no tienen nada que ver con el 
HTML o los navegadores de Internet.  
 
En los siguientes subapartados, se verá con más detalles qué protocolos 
utilizan los servicios Web (y Grid), así como un ejemplo de invocación típico 
entre cliente y servidor. Ambos puntos son pilares importantes para la 
comprensión de la tecnología que sustenta este proyecto. 
 
 
1.3.1.1 Arquitectura de los servicios Web 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.3 Arquitectura de los servicios Web 
 
Transporte 
HTTP 
Invocación 
SOAP 
Descripción 
WSDL 
Descubrimiento 
UDDI 
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• Transporte: La transmisión de los mensajes de las capas superiores se 
lleva a cabo a través del protocolo HTTP, que es el utilizado para 
acceder a las páginas Web de Internet. Este es el único punto en común 
que tiene los servicios Web (cuya información procesan los programas) 
y los servidores Web (cuya información es procesada por personas). 
• Invocación: El formato de los mensajes que intercambian cliente y 
servidor está definido en el protocolo SOAP (Simple Object Access 
Protocol). 
• Descripción: Este es uno de los puntos más interesantes y útiles para el 
programador de los servicios Web, ya que contienen una auto-
descripción de ellos mismos. Esta información describe qué acciones 
puede llevar a cabo este servicio y cómo llamarlo; en otras palabras, 
detalla su interfaz (este término se empleará ampliamente en los 
siguientes capítulos). De este aspecto se encarga el documento 
elaborado en WSDL (Web Service Description Language). 
• Descubrimiento: Esta parte de la arquitectura permite descubrir qué 
servicios Web cumplen ciertos requisitos o pueden llevar a cabo ciertas 
acciones. De esta labor se encarga habitualmente UDDI (Universal 
Description, Discovery and Integration). Aunque GT3 no incluye UDDI ni 
esta capa entra a formar parte explícitamente de este proyecto, el 
objetivo es poder integrar el servicio implementado de transcodificación 
dentro de un proyecto conjunto entre MediaCAT  y GridCAT que sí 
contemple el descubrimiento automático de servicios. 
 
Esta arquitectura es común tanto para los servicios Web como para los Grid.  
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1.3.1.2 Invocación de un servicio Web. 
 
El siguiente diagrama muestra cómo entran en juego los elementos descritos 
en el apartado anterior. 
 
 
 
Fig. 1.4 Diagrama de invocación de un servicio 
 
 
En la figura anterior aparecen 2 conceptos que no han sido explicados 
previamente. El primero de ellos es el término contenedor de servicios Web y 
se refiere a la aplicación dentro de la cuál están disponibles los diferentes 
servicios. GT3 viene, por defecto, con un contenedor denominado Apache Axis 
que es capaz de interpretar las peticiones SOAP. El otro concepto que no ha 
sido explicado con anterioridad es el término stub. Podemos definirlo como una 
pieza de software en la que delegan tanto cliente como servidor para dar el 
adecuado formato SOAP a sus peticiones y respuestas. Los stubs del servidor 
se generan a partir de la descripción WDSL, previamente definida. En 
consecuencia, el programador de un servicio Web/Grid se desentiende 
totalmente de las capas de transporte e invocación de la Fig. 1.3. 
 
Las comunicaciones entre cliente y servidor siguen el siguiente protocolo: 
 
1) Cuando una aplicación cliente necesita invocar un servicio Web, llamará 
al stub de cliente. Éste se encargará de dar el adecuado formato SOAP 
a la petición. 
Cliente 
Servidor 
Contenedor de servicios Web
Stub 
de 
servidor 
Implementación 
del 
servicio 
Aplicación 
cliente 
 
WSDL 
Stub 
de 
cliente
6 
1 
2
3 
4 
5
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2) La petición SOAP es enviada a través de la red mediante el protocolo 
HTTP. El contenedor de servicios Web recibe la petición SOAP y la 
reenvía al stub de servidor. Éste convertirá la petición SOAP en algo que 
la implementación del servicio (desarrollado en algún lenguaje de 
programación) pueda entender.  
3) La implementación del servicio recibe la petición del stub de servicio y 
lleva a cabo su trabajo. 
4) El resultado de este trabajo se envía al stub del servidor, que le da un 
formato SOAP a la respuesta 
5) La respuesta SOAP viaja, vía HTTP, de vuelta al cliente, cuyo stub 
transforma en algo que la aplicación pueda entender. 
6)  La aplicación cliente recibe el resultado de la invocación del servicio 
Web. 
 
 
1.3.2. Características de un servicio Grid 
 
Todo el apartado 1.3.1 es perfectamente válido para definir las características 
básicas de un servicio Grid. No obstante, por sí solas, resultan insuficientes 
para poder llevar a cabo todas las funciones y prestaciones para las que está 
pensado un sistema Grid. De ahí, la necesidad de añadir algunas extensiones 
a los servicios Web para adaptarlos a los requisitos del Grid. 
 
Algunas de estas extensiones, propias de los servicios Grid y que no poseen 
los Web, son: 
 
• Memoria de estado: Permite almacenar el último resultado de una 
invocación, que puede ser utilizado por otro cliente. De esta manera se 
ahorra tiempo y trabajos redundantes. 
• Servicios potencialmente transitorios: Los servicios Grid permiten utilizar 
el modelo fábrica/instancia. Una fábrica no es más que un servicio Grid 
que puede crear otros servicios Grid (instancias) cuya vida no está 
vinculada a la del contenedor que los alberga (son transitorios). La 
fábrica puede controlar el ciclo de vida de sus instancias. 
• Notificaciones: Se pueden programar cliente y servidor para que 
determinados cambios en este último sean notificados al primero (por 
ejemplo, los progresos que realiza el servidor en un trabajo que ha 
enviado el cliente). 
• Datos de servicio: Esta potente característica permite tener un conjunto 
estructurado de información asociada al servicio Grid. Esta información 
puede ser de estado (resultado de las operaciones, del tiempo de 
ejecución, etc.) o del propio servicio (interfaces soportadas, coste del 
servicio, etc.). Los elementos que contienen datos de servicio reciben el 
nombre de SDEs (Service Data Elements). 
• Extensión de la interfaz: Gracias a esta característica, un servicio Grid 
puede llevar a cabo múltiples funciones de una manera sencilla: 
extendiéndose a partir de una o varias interfaces previamente 
existentes. Por ejemplo, un simple servicio Grid puede convertirse en 
fábrica y en fuente de notificaciones agregando únicamente unos 
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términos en la línea portType (que define la interfaz)  del documento 
WSDL. 
 
Es por todo ello que podemos pensar en los servicios Grid como servicios Web 
de características mejoradas. Como se verá en el siguiente capítulo, muchas 
de estas extensiones han sido empleadas en el diseño e implementación del 
proyecto de transcodificación. 
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CAPÍTUL0 2. DISEÑO 
 
2.1. Requisitos y condiciones del diseño 
 
A la hora de plantear el diseño del sistema de transcodificación se tuvo en 
cuenta los siguientes aspectos y requisitos: 
 
a) Los esfuerzos del proyecto se centrarían exclusivamente en la 
implementación de un sistema Grid que llevara a cabo la 
transcodificación de vídeo y audio. De este modo, queda fuera del 
ámbito de este proyecto profundizar en las diferentes técnicas de 
compresión multimedia y desarrollar programa alguno para tal fin. En 
consecuencia, el responsable último del proceso de transcodificación 
propiamente dicho debía ser un programa ya elaborado o externo a 
cualquier aplicación desarrollada por nosotros. 
b) Dado que el presente trabajo está enmarcado en un proyecto de 
colaboración entre GridCAT y MediaCAT, debe primar la calidad del 
vídeo resultante sobre cualquier otro factor posible. Así, por ejemplo, se 
descartará cualquier método de transcodificación más rápido si sus 
resultados son visiblemente peores. 
c) También queda fuera del ámbito de este proyecto el descubrimiento 
dinámico de recursos Grid (capa UDDI de la Fig. 1.3), ya que en otros 
proyectos de colaboración entre GridCAT y MediaCAT se está 
trabajando en este punto. En consecuencia, los trabajos de compresión 
los realizarán nodos del sistema Grid previamente conocidos. 
d) El fichero de vídeo que se desea comprimir debe soportar ser dividido, 
física o lógicamente, en múltiples partes (tantas como equipos del Grid 
puedan participar en el proceso de transcodificación). Cada una de estas 
divisiones debe ser asignada a un nodo partícipe para que lleve a cabo 
su labor. De esta manera, la transcodificación en un sistema Grid será 
más rápida que si fuera llevada a cabo en un único equipo, pues el 
trabajo estará repartido entre todos los nodos. 
e) El sistema estaría basado en servicios Grid (GT3), frente a versiones 
anteriores del Globus Toolkit que no soportan las características 
descritas en el apartado 1.3.2. Este criterio de diseño es fundamental 
pues las factorías, las notificaciones y los datos de servicio desempeñan 
un papel importantísimo que se detallará en el siguiente apartado. 
f) El cliente se implementará en modo texto con el fin de concentrar toda la 
energía en el desarrollo del sistema Grid y no en la creación de una 
interfaz gráfica. 
g) Todo el proyecto debe estar basado en software libre. 
 
Dado que en las especificaciones anteriores se ha hecho especial hincapié en 
focalizar el trabajo en la arquitectura y desarrollo del sistema Grid (en 
detrimento del método de transcodificación) es conveniente que expliquemos 
con más detalle algunos de los criterios de diseño empleados en este proyecto. 
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Especialmente, los relacionados con el servicio Grid implementado (frente a la 
aplicación cliente también creada). 
 
 
2.2. Factorías, notificaciones y SDEs 
 
Trabajar con servicios Grid y, en particular, con GT3 ha proporcionado al 
proyecto una gran flexibilidad a la hora de su diseño e integración en proyectos 
de mayor ámbito. La posibilidad de implementar las tres características que 
titulan este apartado ha permitido realizar el diseño que se empieza a detallar 
en el siguiente párrafo. 
 
Se ha creado una factoría responsable del ciclo de vida de todas sus instancias 
transitorias. Una factoría no es más que un servicio Grid capaz de generar, 
agrupar y destruir otros servicios Grid, denominados instancias. La fábrica las 
crea en función de la petición de un cliente y las destruye una vez han llevado a 
cabo su cometido (la compresión de un vídeo). Así, en teoría, una misma 
factoría puede crear un número indeterminado de instancias y, en 
consecuencia, un único cliente puede pedir a la misma fábrica tantas 
transcodifcaciones como esta sea capaz de soportar (acción poco eficiente 
pues los procesos de transcodificación son computacionalmente muy 
intensivos y no tiene sentido tener más de uno por equipo Grid). La ventaja 
principal de esta aproximación respecto a trabajar directamente con múltiples 
instancias (sin necesidad de tener una factoría) es que ésta supone un nexo 
natural  común a todas las instancias. A través de la factoría, pues, se puede 
guardar información del número de transcodificaciones totales realizadas por 
múltiples instancias, el tiempo total invertido en las compresiones o el tamaño 
de los ficheros cuyo formato ha cambiado. Y toda esta información se 
almacena en los SDE de la factoría. 
 
En función del tipo de servicio Grid implementado (instancia o factoría), se han 
definido una serie de SDEs para sacar el máximo partido a esta valiosa 
prestación. Los SDEs de factoría se han creado con el objetivo de concentrar 
información que permita (a otros proyectos en GT3 llevados a cabo por 
GridCAT) consultar estos datos en la implementación de una capa de 
descubrimiento (o UDDI), tal y como consta en la Fig. 1.3. La consulta de esta 
información podrá determinar, por ejemplo, si un determinado trabajo de 
transcodificación debe ser enviado a un nodo en concreto, en función de las 
prestaciones o características que este ofrezca en sus SDEs. 
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Fig. 2.1 SDEs de factorías e instancias 
 
 
Así, por ejemplo, se puede consultar el atributo cpuSpeed (velocidad del 
procesador sobre el que corre el servicio Grid) para enviar un trabajo urgente a 
los nodos más rápidos. O mirar el atributo numOps (número de operaciones 
realizadas por el nodo) para enviar el trabajo al equipo más fiable. La siguiente 
es una breve descripción de los atributos definidos en los SDEs que se 
muestran en la figura 2.1:  
 
1. SDE de factoría que proporciona información general del sistema: 
 
a) osName: Nombre del sistema operativo (Linux, Microsoft, etc.). 
b) osVersion: Versión del sistema operativo. 
c) numberOfCPUs: Número de CPUs del equipo.  
d) cpuType: Tipo de CPU.  
e) cpuSpeed: Velocidad de la CPU.   
f) totalMemory: Memoria total disponible. 
g) freeHD: Espacio libre en disco. 
 
2. SDE de factoría que proporciona información sobre el propio software de 
transcodificación: 
 
h) tcProduct: Nombre del software libre empleado en la 
transcodificación. Dado que este proyecto pretende ser altamente 
flexible, se puede dar el caso de que diferentes nodos del Grid estén 
trabajando con diferentes productos de transcodificación, por una 
cuestión de rendimiento o prestaciones. 
Factoría
osVersion
osName
SDE Sistema
numberOfCPUs
cpuType 
cpuSpeed 
totalMemory
freeHD
tcProduct
SDE Producto TC
tcVersion
tcLocation
tcVideoCodecs
tcAudioCodecs
gridServiceLife 
SDE Servicio
fileSizeArray
timeArray
numOps 
jobPercentage 
SDE Progreso
Instancia
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i) tcVersion: Versión de la herramienta de transcodificación instalada en 
ese equipo. Complementa al anterior apartado. 
j) tcLocation: Path hacia el fichero ejecutable de compresión.  
k) tcVideoCodecs: Codificadores/Decodificadores de video soportados 
en el equipo.  
l) tcAudioCodecs: Codificadores/Decodificadores de audio soportados 
en el equipo. La información de los codecs puede ayudar a 
determinar a qué nodo del Grid enviar el trabajo en función del 
formato de vídeo que se desee a la salida (puede que algún nodo no 
tenga el codec necesitado). 
 
3. SDE de factoría que proporciona información sobre las prestaciones del 
servicio: 
 
m) gridServiceLife: Indica el tiempo que lleva funcionando esa factoría. 
n) fileSizeArray: Vector que contiene el tamaño de los diferentes 
ficheros transcodificados.  
o) timeArray: Vector que contiene el tiempo que tardó en 
transcodificarse cada uno de los ficheros del fileSizeArray.  
p) numOps: El número total de ficheros que ha transcodificado ese 
servicio Grid. 
 
4. SDE de instancia que indica el progreso actual: 
 
q) jobPercentage: A partir del número de frames  comprimidos por un 
nodo sobre el total de los asignados al mismo, se puede conocer el 
punto en el que se encuentra el proceso de transcodificación (en 
tanto por ciento).  
 
Este último atributo es utilizado, además, como fuente de notificaciones 
periódicas al cliente. De esta manera, la aplicación que ha enviado un trabajo a 
transcodificar conocerá en todo momento el estado del mismo (si se ha colgado 
o no, cuánto lleva comprimido, etc.). 
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2.3. Arquitectura funcional 
 
Con todo lo descrito en los anteriores apartados del presente capítulo, 
podemos realizar un esquema con todos los actores y procesos que entran en 
juego en este proyecto. 
 
 
 
 
Fig. 2.2 Esquema del funcionamiento 
 
 
Lo primero que destaca en la anterior figura, es que el cliente dispone de 2 
funciones claramente diferenciadas:  
 
a) Lanzador del trabajo de transcodificación: Esta parte del cliente se 
encarga de contactar directamente con las factorías previamente 
conocidas y les envía la parte del trabajo de transcodificación 
correspondiente. 
b) Oyente del proceso de compresión: Una vez que cada trabajo ha sido 
enviado y empieza a ser procesado por una instancia creada a tal fin, 
ésta se encarga de enviar las notificaciones de progreso al cliente. Es 
por ello que debe haber una parte del mismo que se encargue de 
escuchar las notificaciones que le envían las múltiples instancias. 
Esto permite monitorizar, durante la vida del proceso (y, por 
extensión, de la instancia), cómo avanza la compresión de cada una 
de las partes asignadas. 
 
Por razones que se explicarán en el apartado 3.1. Implementación, la 
transcodificación del vídeo y del audio se llevan a cabo en procesos separados. 
Además, dado que el objetivo de este proyecto no es el descubrimiento 
dinámico de recursos Grid, se deben enviar los trabajos de transcodificación de 
vídeo a nodos conocidos de antemano, pues el trabajo debe ser repartido entre 
ellos por las razones que se exponen en el punto c) del apartado 2.1.  
Oyente 1 
Oyente 2 
… 
Oyente n 
FACTORÍA 1 Instancia 1 
Lanzador 
FACTORÍA 2
FACTORÍA N
Instancia 2 
Instancia n 
SW 
TransCod
SW 
TransCod
SW 
TransCod
Cliente 
1 
2 3 
4
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El proceso de transcodificación de vídeo implementado en este proyecto sigue 
los siguientes pasos: 
 
0) Se inicializa adecuadamente el entorno del cliente para poder llevar a 
cabo el trabajo (variables y contexto de seguridad). 
1) La parte lanzadora del cliente envía el trabajo de transcodificación de 
vídeo a una factoría previamente conocida y se pone a la escucha de los 
futuros progresos que le serán enviados.  
2) La factoría recibe una petición de transcodificación y crea una instancia 
para que lleve a cabo el trabajo solicitado. 
3) La instancia invoca al programa externo (software libre) responsable de 
realizar la transcodificación solicitada. 
4) La instancia envía las notificaciones de progreso al cliente a medida que 
el programa externo va avanzando en la compresión. 
 
Los últimos 4 pasos se ejecutan de forma simultánea para cada uno de los 
nodos que participan en el proceso de transcodificación de vídeo. Una vez ha 
terminado una instancia, ésta envía un resumen estadístico de todo el proceso 
(tiempo invertido, número de frames comprimidos, etc.) al cliente, que da por 
terminado esa parte del trabajo. La factoría, para optimizar los recursos del 
sistema, destruye la instancia y actualiza el SDE de las prestaciones de 
servicio con la información pertinente: tamaño del fichero transcodificado, 
tiempo invertido en el proceso e incremento en el número de operaciones 
realizadas por ese nodo. 
 
Cuando todas las instancias han terminado de comprimir su parte del vídeo, es 
el mismo equipo cliente el que se encarga de transcodificar todo el audio de 
una sola vez. Este hecho responde a las siguientes razones: 
 
a) Todas las partes del vídeo deben estar transcodificadas (y juntadas) 
antes de cambiar el formato al audio. (ver causa en apartado c)), ya 
que el proceso de transformación del audio lee el contenido sonoro 
del fichero original y lo vuelca, ya cambiado, sobre el fichero  de 
vídeo ya juntado y transcodificado. 
b) La velocidad de compresión del audio es considerablemente más 
rápida que la del vídeo (entre 10 y 100 veces más, en función del 
hardware) y siempre, en todos los casos, es más rápido cambiar el 
formato del audio en el cliente que enviar ese trabajo por red a un 
nodo distinto (se perdería gran cantidad de tiempo en la simple 
transmisión de esa información). 
c) Al evitar partir el audio en múltiples trozos para ser transcodificado 
por los correspondientes nodos, se produce una continuidad auditiva 
en el fichero resultante que hace imperceptible interrupción sonora 
alguna. Este hecho es de gran importancia, pues cumple con el 
requisito expuesto en el punto b) del apartado 2.1 (primacía de la 
calidad en el resultado obtenido). 
 
Desde un punto de vista funcional, la figura 2.2 puede mostrarse como el 
siguiente diagrama de flujo: 
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Fig. 2.3 Diagrama de flujo funcional 
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CAPÍTUL0 3. IMPLEMENTACIÓN 
 
 
3.1. Selección de los componentes 
 
Una vez definido el diseño del sistema de transcodificación, el siguiente paso 
consiste en buscar, seleccionar y/o desarrollar las herramientas y programas 
adecuados para poder implementarlo de la manera más eficiente y fiel a la 
propuesta original. Todo este trabajo se ha agrupado en 2 grandes bloques: 
 
a) Por una parte, se han identificado y seleccionado todas aquellas 
herramientas basadas en software libre necesarias para llevar a cabo 
el proyecto. La siguiente lista muestra qué necesidades se han tenido 
que cubrir, entre las cuales destaca, sin duda, el programa de 
transcodificación (auténtico corazón de la calidad visual de los 
resultados obtenidos): 
• Elección del sistema operativo en el que basar el proyecto. 
Este punto condiciona, como es evidente, todos los demás. 
• Selección del software reproductor de vídeo  en el que 
comprobar la calidad de los resultados obtenidos. 
• Selección de una herramienta adecuada para fraccionar y unir 
ficheros de vídeo. 
• Selección de un programa de transcodificación. 
 
b) Por otra parte, se han desarrollado los servicios Grid que dan sentido 
a este proyecto y que son específicos y necesarios para arropar al 
programa de compresión empleado. Los aspectos que se han 
considerado en este apartado son los que constan a continuación: 
• Selección del software Grid que cumpla con las 
especificaciones de la OGSA y de la OGSI, además de ofrecer 
APIs y SDKs para el desarrollo de servicios. 
• Determinación del lenguaje de programación a emplear en la 
creación de esos servicios. 
• Elección del mejor método de transferencia de ficheros entre el 
cliente y los nodos del sistema. 
 
Todos estos aspectos se tratan con más detalle en este capítulo. Para las 
diferentes selecciones de los siguientes subapartados, el orden de los mismos 
no atiende a la agrupación realizada en los anteriores puntos a) y b), sino que 
responde al peso específico de cada uno de ellos dentro del proyecto (de 
mayor a menor). 
 
 
3.1.1 Selección del software Grid 
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Este es, junto al programa de transcodificación, uno de los 2 pilares 
fundamentales que sustentan el proyecto. A día de hoy, en el mercado, hay 
muy pocas implementaciones de los estándares definidos en la OGSA y en la 
OGSI. De entre ellos, destacan los elaborados por Sun (Sun Grid Engine) y por 
IBM (IBM Grid Toolbox). No obstante, se da la circunstancia de que por lo 
menos uno de estos productos de pago (el del gigante azul), está entera y 
abiertamente basado en el Globus Toolkit (de Globus Alliance), al que le han 
añadido –según ellos- algunas mejoras. 
 
En consecuencia, los criterios que han decantado la selección del software Grid 
por el elaborado por Globus han sido los siguientes: 
 
• Es de libre distribución.  
• Se ha convertido en el estándar de facto de la implementación de la 
arquitectura OGSA, por lo que está ampliamente extendido.  Este hecho 
lo convierte en el software con mayor soporte no comercial 
(básicamente, a través de listas de distribución) de este campo. 
• Ofrece APIs y SDKs muy completas, lo que lo convierte en ideal para 
desarrolladores. Además, la versión 3 del producto (GT3) dispone de 
una de las mejores guías del mundo para crear servicios Grid ([2]). 
• También presenta una serie de funciones adicionales de gran utilidad 
(son los servicios base y servicios de datos que se representan en la 
Figura 1.2). Entre ellos, destacan el GridFTP o el RFT.  
• Uno de los creadores y fundadores de los sistemas Grid, convertido en 
referencia mundial en este campo, Ian Foster,  forma parte del equipo de 
trabajo de Globus. 
• Funciona sobre Linux. 
 
Respecto a la selección de la versión de Globus elegida para trabajar, en el 
momento de inicio de este proyecto (Junio de 2004) estaban disponibles tanto 
la versión 2 como la 3. La 2 no ofrecía la posibilidad de desarrollar servicios 
Grid ni trabajar con SDEs, por ejemplo, por lo que fue rápidamente descartada. 
La versión 3 (GT3) estaba suficientemente madura, tanto que ya estaba 
anunciada la aparición para finales de 2004 de la versión 4 alfa (como así ha 
sido), muy inestable todavía para trabajar con ella.  
 
Aunque la documentación y el soporte exento de pago que ofrece GT3 son los 
mejores que se pueden encontrar en esta materia, eso no significa 
necesariamente que sean muy buenos. La documentación de la API, por 
ejemplo, aunque muy completa en cuanto a funciones no está muy detallada en 
cuanto a uso. 
 
 
3.1.2 Selección del software de transcodificación 
 
Este es, junto con la selección del software Grid, el otro gran pilar del proyecto, 
ya que la calidad del video comprimido depende única y exclusivamente del 
programa elegido para este fin. Y no hemos de olvidar que la calidad del fichero 
resultante es uno de los factores que más ha primado en este trabajo.  
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El descubrimiento de la existencia del programa elegido fue la consecuencia de 
la búsqueda de otra herramienta necesaria (quizás la más crítica de todas) 
para el proyecto: la utilidad que permitiera fraccionar y unir ficheros de vídeo 
con una calidad razonable. Aunque partir ficheros (incluidos los multimedia) es 
una tarea relativamente sencilla (puede incluso realizarse con los comandos 
estándares del shell de Linux), no ocurre lo mismo con la unión de ficheros de 
vídeo fraccionados y, después, transcodificados. Tras consultar múltiples 
páginas Web especializadas en la manipulación de vídeo y audio, todas ellas 
hacían referencia al único producto que, al parecer, garantizaba los resultados 
con mayor probabilidad (ninguna aplicación gratuita ofrecía el 100% de 
garantías en lo que se refiere a la calidad del resultado de unir ficheros de 
vídeo): la herramienta denominada transcode.  
 
Fraccionar o, mejor dicho, dividir el trabajo (como se verá más adelante, la 
repartición del trabajo no tiene porqué coincidir con la partición física o lógica  
del fichero) es un requisito importante en este proyecto, pues es la única 
manera de sacar partido al sistema Grid que deseamos implementar: enviando 
en paralelo pequeñas fracciones del vídeo original a los nodos colaboradores 
para que éstos le cambien el formato e invirtamos menos tiempo que si todo el 
proceso lo hiciera un único ordenador. Pero si fraccionar es importante, 
muchísimo más lo es poder unir los ficheros comprimidos. Éste es el aspecto 
más crítico de todos, pues tiene una repercusión directa sobre la calidad final 
del vídeo transcodificado. Si el software es capaz de unir los trozos del vídeo 
de forma imperceptible para el usuario, el proyecto será un éxito. Pero por el 
contrario, si el usuario final percibe empíricamente los puntos de unión al 
visualizar el fichero transcodificado, el proyecto será un fracaso en cuanto a la 
calidad del resultado obtenido, indigno de ser ofrecido por MediaCAT. 
 
Bajo esta premisa, se probaron varios programas que ofrecían, a priori, 
prestaciones similares de transcodificación: 
• VLC v0.7.2 (VideoLAN Client): Reproductor de vídeo con potentes 
funciones de compresión incorporadas, muy completo en cuanto a 
formatos  de entrada y codecs soportados. 
• Mencoder v1.0pre5: Transcodificador de vídeo incluido en el reproductor 
MPlayer (quizás, el más extendido de la red para Linux, pero sin duda, el 
mejor documentado). 
• Transcode v06.12: Programa dedicado específicamente a la compresión 
de vídeo. No incluye reproductor multimedia. 
 
En comparación con MPlayer, VLC ofrece una serie de funciones más 
completas y flexibles para transcodificar vídeo (especialmente flujos). No 
obstante, demostró tener un comportamiento muy inestable en los procesos de 
compresión (bajo Red Hat Linux 8.0), por lo que fue desechado tras múltiples e 
intensas pruebas [13]. Además, la propia documentación de MEncoder [10] 
(junto con otras fuentes [14]) menciona a transcode como la única herramienta 
capaz de unir, con ciertas garantías, ficheros de vídeo fraccionados. 
 
Tras el análisis más detallado de esta herramienta, se puede afirmar que es la 
más idónea de las encontradas, pues presenta las siguientes características: 
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• Es la única capaz de poder unir ficheros previamente partidos (criterio 
básico para poder llevar adelante este proyecto). 
• Todas las acciones se llevan a cabo desde línea de comandos (no tiene 
ni necesita interfaz gráfica). En consecuencia, puede ser invocado 
directa y fácilmente por otro programa (un servicio Grid desarrollado a tal 
efecto, en nuestro caso). 
• Presenta una serie de herramientas adicionales de gran utilidad, que 
permiten, entre otras acciones, comprobar el estado de un fichero, 
extraer sus datos, volcar información o, como no, unir ficheros. 
• Dispone de un completo número de codecs y de gran facilidad para 
añadir otros al producto, lo que lo convierte en muy flexible a la hora de 
seleccionar el formato del fichero de salida. 
• Incorpora una  prestación de gran valor (el modo de trabajo en cluster) 
que permite dividir un trabajo (no necesariamente partir un fichero) entre 
múltiples equipos para acelerar el proceso de transcodificación del 
mismo. Esta prestación es fácilmente extrapolable y adaptable a las 
necesidades y requisitos de un sistema Grid. 
 
Por todo ello, transcode parece la mejor herramienta para cubrir la función de 
transcodificación necesaria en este proyecto. Además, con ella, se matan 2 
pájaros de un tiro: por un lado, lleva a cabo la compresión de vídeo 
propiamente dicha y, por el otro, ofrece la herramienta necesaria para unir 
ficheros fraccionados. 
 
 
3.1.3 Selección del método de transferencia de ficheros 
 
La selección del método de transferencia de cada una de las fracciones del 
fichero original desde el cliente a cada uno de los nodos que forman el sistema 
Grid es un factor clave, sobre todo, para el rendimiento global del proyecto.  No 
obstante, no sólo determina el rendimiento, sino que también puede afectar a la 
calidad sonora y visual de los resultados obtenidos, como se explicará en este 
apartado.  
 
Existen multitud de métodos que se pueden emplear para tal fin. Entre ellos, se 
han valorado los siguientes: 
 
 
Tabla 2.1. Comparativa de los métodos de transferencia 
 
Método Descripción Ventajas Inconvenientes 
NFS Compartición de 
archivos en red. 
 
Forma parte del 
sistema 
operativo. 
Es la implementación 
más sencilla de todas 
para el programador, 
pues los nodos 
remotos tratan los 
ficheros como si 
fueran locales una vez 
Requiere 
configuración del 
sistema por parte de 
un administrador 
(creación de 
volúmenes NFS). 
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montado el volumen 
correspondiente. 
 
NFS se encarga de 
dejar directamente las 
fracciones 
comprimidas en el 
cliente, de forma 
desatendida para el 
programador. 
 
La calidad obtenida 
en la transcodificación 
es excelente, pues no 
se necesita partir 
ningún fichero. Lo que 
se hace es dividir el 
trabajo entre los 
nodos que tienen 
acceso al fichero. 
 
Está pensado para el 
trabajo en intranets, 
por lo que muchos 
firewalls de 
empresas capan este 
tráfico, lo que limita 
la colaboración entre 
ellas (espíritu del 
Grid). 
 
Para optimizar los 
resultados de la 
transferencia de 
ficheros, se requiere 
un ajuste fino de este 
servicio [12]. 
 
GridFTP Extensión del 
FTP, optimizada 
para Grid. 
 
Incluido en el 
paquete básico 
de GT3 [17]. 
Ya implementado por 
GT3, lo que supone 
un ahorro de tiempo 
para el programador. 
 
Al estar basado en 
FTP, es ideal para la 
transferencia de 
ficheros entre 
diferentes compañías 
(es más estándar, 
más conocido, más 
usado). 
Requiere partir el 
fichero original en 
tantas fracciones 
como nodos 
participen. Los 
procedimientos que, 
físicamente, dividen 
los ficheros ofrecen 
peores resultados 
visuales, pues 
ningún software de 
transcodificación 
exento de pago 
manipula 
perfectamente la 
unión de las 
fracciones 
comprimidas. 
RFT Basado en 
GridFTP. 
 
Servicio 
complementario 
del GT3 [17]. 
Ya implementado por 
GT3, lo que supone 
un ahorro de tiempo 
para el programador. 
 
Los mismos que el 
GridFTP. 
 
Requiere instalación 
de programas 
adicionales para su 
funcionamiento. 
RLS Servicio de 
réplica de 
ficheros. 
 
Ya implementado por 
GT3, lo que supone 
un ahorro de tiempo 
para el programador. 
Todavía está en 
versión alfa 
(altamente 
inestable). 
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Servicio 
complementario 
del GT3 [17]. 
  
Optimizado para la 
réplica de 
información, no para 
la transferencia 
puntual de la misma. 
 
Requiere instalación 
de programas 
adicionales para su 
funcionamiento. 
Java Empleo de clases 
propias de este 
lenguaje de 
programación 
(Jakarta Net o 
sun.net.ftp). 
El programador tiene 
control total sobre el 
proceso de 
transferencia de 
ficheros y puede 
particularizarlo a sus 
necesidades. 
Costoso en tiempo 
para el programador, 
que debe centrarse 
en la implementación 
del sistema Grid y no 
en la creación de un 
servicio FTP en 
Java. 
 
 
De la tabla anterior, se desprende que los 2 métodos más interesantes para 
emplear en este proyecto son, por diferentes razones, el NFS y el GridFTP. El 
primero, por la calidad de los resultados obtenidos y el segundo, por su 
capacidad para intercomunicar diferentes empresas de una manera fácil y 
sencilla. 
 
No obstante, como se ha ido repitiendo a lo largo de este documento, el 
objetivo último de este proyecto es obtener resultados de calidad multimedia 
indiscutibles. Parece obvio, pues, que el método de transferencia escogido 
haya sido el NFS.  
 
Sin embargo, se ha quedado en el tintero poder hacer pruebas adicionales con 
GridFTP, pero sin partir el fichero original. La idea sería aprovechar todo el 
ancho de banda que ofrece la red para transmitir el fichero íntegramente (sin 
fraccionar) a todos los nodos que forman el sistema y que éstos devuelvan al 
cliente sólo la pequeña parte que les corresponde transcodificar. El cliente 
uniría los diferentes trozos y comprimiría el audio, como hasta ahora. Se 
trataría de determinar si aún así es más rápida la transcodificación en Grid que 
la que pueda realizar un único ordenador. 
 
 
3.1.4 Selección del sistema operativo 
 
El sistema operativo en el que se ha desarrollado el proyecto es Linux y, en 
concreto, su distribución Red Hat 8.0. Aunque la selección de la distribución no 
responde a ningún requisito específico (podría haber sido cualquiera de la 
familia Linux), son varias las razones que han llevado a la elección de esta 
plataforma. La primera de ellas es su gratuidad, por estar sujeto a los términos 
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de la licencia GNU. La segunda es su alta flexibilidad y capacidad para ser 
adaptado, prácticamente, a cualquier necesidad.  
 
Dado que los programas con mayor peso específico de este proyecto (GT3 y 
transcode) funcionan sobre Linux (y es en esta plataforma en la que ofrecen 
más soporte), parece evidente la selección de este sistema operativo.  
 
 
3.1.5 Selección del lenguaje de programación 
 
La selección del lenguaje de programación en el que se han implementado los 
servicios Grid está condicionada por los lenguajes de las APIs y los SDKs que 
Globus ofrece. En concreto, se puede elegir entre desarrollar en Java o en C.  
Se ha decidido desarrollar en Java por las siguientes razones: 
 
• Existe mejor y más extensa documentación en Java  para crear servicios 
Grid [2]. 
• Quizás por el punto anterior, hay muchos más desarrolladores en este 
lenguaje de programación, lo que a su vez repercute en un mayor 
soporte. 
• Java es multiplataforma (“Write Once, Run Anywhere”), lo que lo 
convierte en ideal para un sistema Grid, pues la heterogeneidad de los 
equipos que lo forman está garantizada. Así pues, un servicio Grid 
escrito en Java puede funcionar sobre una plataforma Linux o Microsoft 
sin cambiar una sola coma del código fuente. No obstante, este punto 
fuerte del Java no puede ser aplicado en nuestro proyecto pues los 
servicios Grid invocan a programas que dependen fuertemente del 
sistema operativo (como, p.e., transcode). 
 
 
3.1.6 Selección del software reproductor de vídeo 
 
Este parece, a priori, un aspecto menor ya que simplemente se necesita una 
aplicación de este tipo para comprobar el resultado de la transcodificación 
llevada a cabo por el sistema Grid. Sin embargo, no es asunto baladí pues a lo 
largo del proyecto de ha podido comprobar que algunos ficheros 
transcodificados por determinadas herramientas no son correctamente leídos 
por ciertos reproductores. Esto puede ser debido a 2 razones: 
 
a) El reproductor puede que no disponga del codec con el que la 
herramienta ha transcodificado el vídeo. 
b) En el caso de que sí lo disponga, o bien la herramienta de 
transcodificación o bien el reproductor no trabajan con versiones 
estándares del mismo codec. 
 
Así pues, es necesario contar con una herramienta ampliamente soportada y 
probada. Es por ello que decidimos probar 2 de los productos más extendidos 
en la red: el VLC y el MPlayer. Tras someter dichos programas a una batería 
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de pruebas [13], se determinó emplear MPlayer por su mayor capacidad para 
leer múltiples formatos. 
3.2. Desarrollo de los servicios Grid 
 
Una vez seleccionados e instalados todos lo componentes necesarios, se 
desarrolló en Java el auténtico corazón del sistema Grid de este proyecto: sus 
servicios de transcodificación (y, evidentemente, el cliente que los ejecutara). El 
objetivo de este apartado no es realizar un análisis exhaustivo de la 
implementación de los mismos (para tal fin se ha incluido el código fuente en el 
CD-ROM que acompaña a este documento). No obstante, sí que se darán unas 
leves pinceladas que ayuden a comprender cómo se ha intentado dar vida, de 
la forma más fidedigna posible, al diseño llevado a cabo en los apartados 2.2 y 
2.3. Dado que, como se desprende de estos mismos apartados, el mayor peso 
del diseño del servicio ha recaído en la factoría, será en ella en la que nos 
centremos. 
 
La creación de una simple factoría no supone, de por sí, mayor problema. Una 
implementación sencilla y genérica de las mismas está muy bien documentada 
en [2]. El problema surge cuando, como en nuestro caso, queremos realizar 
una implementación particularizada a nuestros deseos y necesidades. En 
concreto, queríamos desarrollar una factoría con SDEs propios (y distintos a los 
de sus instancias, tal y como se ve en la Fig. 2.1) y la única documentación 
disponible para tal fin es la que tan escasamente proporciona Globus [15]. 
Siguiendo esa línea de trabajo, se implementó el siguiente código: 
 
 
package org.gridcat.transcoder.services.core.logging.impl; 
import org.gridcat.transcoder.services.core.notifications.impl.TranscoderImpl; 
//Otros imports 
… 
//Definición de la clase factoría 
public class LoggedCustomFactory extends GridServiceImpl  implements 
FactoryCallback,  TranscoderLoggedCustomFactoryPortType 
{ 
  //Métodos varios 
   … 
  //-------------------------------------------------------------------------------------------------------- 
 //Metodo de la interfaz FactoryCallback , que se llama al crear nuevas instancias    
 //----------------------------------------------------------------------------------------------------------   
public  GridServiceBase createServiceObject(ExtensibilityType 
creationParameters,  ExtensibilityTypeHolder extensibilityOutput) throws 
GridServiceException  
   {         
       logger.info("Creamos un nuevo servicio"); 
       // Creacion de la instancia        
       return new TranscoderImpl(); 
   } 
} 
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Fig. 3.1 Retazo del código fuente de la factoría 
Con estas líneas, se ha logrado llevar a cabo una factoría que gestiona 
perfectamente los ciclos de vida de las instancias encargadas de transcodificar 
el vídeo y que éstas sean fuente de notificaciones para el cliente. Es decir, se 
ha cumplido el objetivo primordial de toda factoría y todos los requisitos de 
diseño previamente establecidos para las instancias. Sin embargo, por alguna 
razón que no se ha podido concretar a lo largo de este proyecto 
(probablemente un bug de Globus), no se ha conseguido que la factoría pueda 
actualizar los valores de los atributos de sus SDEs. A través de la herramienta 
globus-service-browser (propia de Globus y que permite ver el diseño de todos 
los servicios Grid incluidos en el contenedor de GT3), podemos comprobar que 
los SDEs sí que aparecen en la factoría (ver Fig. 3.2), pero no así sus atributos. 
 
 
 
 
Fig. 3.2 Detalle de SDEs implementados en la factoría 
 
 
Para intentar dar solución a este problema, se ha recurrido al mejor y más 
amplio medio de soporte de Globus: su lista de discusión [16]. Se ha reportado 
esta incidencia en ella, pero no ha habido ninguna respuesta satisfactoria. Por 
lo visto en la lista, hay muy pocas personas en el mundo que hayan 
desarrollado factorías personalizadas y, mucho menos, con SDEs propios y 
diferentes a los de las instancias. 
 
En consecuencia, la parte más interesante del diseño no ha podido ser 
implementada adecuadamente. 
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CAPÍTUL0 4. PRUEBAS Y RESULTADOS 
 
 
4.1. Objetivo de las pruebas y escenario de referencia 
 
El objetivo de las pruebas ha sido doble. Por un lado, se han realizado una 
serie de pruebas funcionales para determinar la correcta implementación de los 
servicios Grid desarrollados (ver 4.2 Pruebas funcionales). Y por el otro, se ha 
llevado a cabo un juego de pruebas de desempeño para determinar la 
eficiencia ofrecida por el sistema de transcodificación basado en dichos 
servicios (ver 4.3 Pruebas de desempeño). En este proyecto, el término 
eficiencia (o rendimiento) hace referencia al tiempo invertido por el conjunto del 
sistema en cambiar el formato de un fichero multimedia. Así pues, el sistema 
será más eficiente cuanto menor tiempo invierta en la compresión del vídeo.  
 
La medición del rendimiento se ha estimado, como es evidente, siempre con el 
mismo fichero de pruebas, cuyas características se describen en la siguiente 
tabla: 
 
 
Tabla 4.1 Características del fichero de pruebas 
 
Tamaño original: 50 MB 
Tamaño comprimido: 14 MB 
Número de frames : 1796 
Duración: 68 s 
Vídeo: MPEG-2 Formato 
original 
(DVD) 
Audio: AC-3 
Vídeo: MPEG-4 (códec xvid4) Formato 
comprimido 
(DivX) 
Audio: MPEG-3 
 
 
El fichero se extrajo de un DVD (mediante una de las utilidades de transcode) 
y, en las diferentes pruebas, el proceso de compresión siempre consistió en 
cambiar el formato única y exclusivamente a DivX. No se contempló la 
posibilidad de comprimir a otros formatos de salida, pues no es el objetivo de 
este proyecto profundizar en las prestaciones de los diferentes codificadores-
decodificadores existentes. 
 
El escenario en el que se han desarrollado las pruebas del sistema de 
transcodificación basado en Grid ha estado formado por los siguientes 
elementos: 
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RED
 UPC
i2cat.net
upc.es
dummy.net
Router
ADSL
faust
Pentium IV
1500 MHz
mario
Pentium IV
3000 MHz
pcmartino
Pentium III
800 MHz
sonic
Pentium II
300 MHz
Cliente
Servidor
luigi
Pentium IV
3000 MHz
Servidor
Desarrollo
Auxiliar
 
 
Figura 4.1 Esquema simplificado del escenario de pruebas. 
 
 
Aunque una de las prestaciones de transcode permite balancear la carga de 
trabajo, de tal manera que un nodo más rápido lleve a cabo más parte del 
trabajo que otro más lento, el volumen de faena asignado a cada nodo partícipe 
fue idéntico, con independencia de sus recursos hardware. 
 
Además, en los diferentes equipos del escenario de referencia, el tiempo de 
CPU libre destinado a las pruebas siempre ha sido, como mínimo, del 90% (es 
decir, no ha habido otros procesos importantes corriendo en las máquinas que, 
potencialmente, limitaran el desempeño de los servicios Grid). De esta manera 
se ha podido controlar con exactitud el consumo de este recurso por parte, 
única y exclusivamente, de los servicios Grid. 
 
 
4.1. Pruebas funcionales 
 
Las pruebas funcionales constituyen, lógicamente, el pilar sobre el que 
descansan las pruebas de desempeño y no por sencillas, evidentes o triviales 
deben ser ignoradas. Si los servicios Grid no trabajan de forma adecuada y 
coherente, no podremos determinar en el siguiente apartado la eficiencia que 
presenta el sistema de compresión de vídeo. La confirmación del correcto 
funcionamiento de los servicios Grid implementados se ha llevado a cabo, 
sobre todo, desde línea de comandos, debido a la condición de diseño 
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impuesta en el punto f) del apartado 2.1. Una descripción más detallada de 
dichos comandos y del resultado de los mismos puede encontrarse en el Anexo 
A.2. A través de dichos comandos, se ha podido verificar que la factoría crea 
correctamente los servicios Grid encargados de la transcodificación y que éstos 
llevan a cabo, sin problemas, la función para la que han sido diseñados. 
 
Sin embargo, tal y como se ha introducido en el apartado 3.2, Globus tiene 
incorporada una potente herramienta denominada globus-service-browser que 
permite comprobar de una sencilla forma gráfica si el diseño llevado a cabo por 
el programador es el que realmente se ha plasmado en GT3. Con esta 
herramienta hemos verificado: 
 
a) Que el contenedor de GT3 presenta la factoría encargada de las 
transcodificaciones. 
 
 
 
 
Fig. 4.2 Servicios del contendor GT3 
 
 
b) Que se puede acceder al contenido de la factoría. 
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Fig. 4.3 Factoría para la transcodificación 
 
c) Que la factoría presenta los SDEs adecuados, pero no sus atributos. 
 
 
 
Fig. 4.4 SDEs de la factoría 
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d) Que la factoría crea instancias correctamente. 
 
 
 
Fig. 4.5 Factoría para la transcodificación, con una instancia activa 
 
 
e) Que estas instancias son accesibles y funcionales 
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Fig. 4.6 Instancia de transcodificación creada por la factoría 
 
f) Que las instancias presentan los SDEs y atributos adecuados 
 
 
 
Fig. 4.7 SDE de progreso de la transcodificación de una instancia 
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4.2. Pruebas de desempeño 
 
Con la finalidad de aislar y determinar por separado la repercusión de cada uno 
de los posibles factores que pueden afectar al rendimiento global del sistema, 
se ha ejecutado el siguiente juego de pruebas de desempeño en el escenario 
de referencia: 
 
• Prueba A: Invocación directa de la herramienta transcode desde el shell 
del sistema operativo de un nodo. Con ello, se pretende medir la máxima 
velocidad de compresión, en frames por segundo (fps), que tiene un 
equipo que no usa servicios Grid. 
 
 
Tabla 4.2 Resultados Prueba A 
 
Equipo Fichero 
pruebas 
fps Observaciones 
50 MB 7’12 - faust 50 MB 6’9 - 
50 MB 3’54 99% CPU 
7% RAM 
50 MB 3’79 99% CPU 
7% RAM 
50 MB 3’44 99% CPU 
7% RAM 
mario 
50 MB 3’63 99% CPU 
7% RAM 
50 MB 3’6 99% CPU 
7% RAM 
50 MB 3’64 99% CPU 
7% RAM luigi 
50 MB 3’3 99% CPU 
7% RAM 
50 MB 2’10 - 
50 MB 1’8 - pcmartino 
50 MB 2’05 - 
sonic 50 MB 1’1 - 
 
 
• Prueba B: Llamada remota al servicio Grid implementado para que éste 
transcodifique localmente (sin transferencia de datos entre cliente y 
servidor) el fichero de pruebas (ver Tabla 4.1) sito en su disco duro. De 
esta forma, se pretende observar el rendimiento ofrecido exclusivamente 
por el servicio Grid de compresión de vídeo, sin tener en cuenta 
consideraciones referentes al método de transferencia de ficheros. 
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Tabla 4.3 Resultados Prueba B 
 
Cliente Servidor Fichero 
pruebas 
Método 
transferencia 
fps Observaciones 
Ejecuciones simples  
mario pcmartino 50 MB Ninguno 2’13 > 95% CPU servidor 
< 6% RAM servidor 
mario pcmartino 50 MB Ninguno 2’03 > 95% CPU servidor 
< 6% RAM servidor 
mario pcmartino 50 MB Ninguno 2’11 > 95% CPU servidor 
< 6% RAM servidor 
mario luigi 50 MB Ninguno 3’90 > 99% CPU servidor 
< 7% RAM servidor 
mario luigi 50 MB Ninguno 3’90 > 99% CPU servidor 
< 7% RAM servidor 
mario luigi 50 MB Ninguno 3’79 > 99% CPU servidor 
< 7% RAM servidor 
pcmartino mario 50 MB Ninguno 3’74 > 99% CPU servidor 
< 7% RAM servidor 
pcmartino mario 50 MB Ninguno 3’79 > 99% CPU servidor 
< 7% RAM servidor 
pcmartino mario 50 MB Ninguno 3’88 > 99% CPU servidor 
< 7% RAM servidor 
pcmartino mario 50 MB Ninguno 3’90 > 99% CPU servidor 
< 7% RAM servidor 
pcmartino luigi 50 MB Ninguno 3’79 > 99% CPU servidor 
< 7% RAM servidor 
pcmartino luigi 50 MB Ninguno 3’92 > 99% CPU servidor 
< 7% RAM servidor 
pcmartino luigi 50 MB Ninguno 3’80 > 99% CPU servidor 
< 7% RAM servidor 
luigi pcmartino 50 MB Ninguno 2’18 > 95% CPU servidor 
< 6% RAM servidor 
luigi pcmartino 50 MB Ninguno 2’10 > 95% CPU servidor 
< 6% RAM servidor 
Ejecuciones simultáneas 
luigi 25 MB Ninguno 3’91 > 99% CPU servidor 
< 7% RAM servidor 
> 48% CPU cliente 
< 7% RAM cliente pcmartino mario 25 MB Ninguno 3’83 > 99% CPU servidor 
< 7% RAM servidor 
> 48% CPU cliente 
< 7% RAM cliente 
pcmartino 
luigi 25 MB Ninguno 3’8 > 99% CPU servidor 
< 7% RAM servidor 
> 48% CPU cliente 
< 7% RAM cliente 
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 mario 25 MB Ninguno 3’8 > 99% CPU servidor 
< 7% RAM servidor 
> 48% CPU cliente 
< 7% RAM cliente 
luigi 25 MB Ninguno 3’91 > 99% CPU servidor 
< 7% RAM servidor 
> 48% CPU cliente 
< 7% RAM cliente pcmartino Mario 25 MB Ninguno 3’79 > 99% CPU servidor 
< 7% RAM servidor 
> 48% CPU cliente 
< 7% RAM cliente 
 
 
• Prueba C: Transmisión de datos entre cliente y servidor(es) mediante el 
empleo de algunos de los posibles métodos de transferencia de ficheros. 
Así se pretende determinar cuál de los sistemas elegibles es el más 
rápido. 
 
 
Tabla 4.4 Resultados Prueba C 
 
Origen Destino Fichero 
pruebas
Método 
transferencia 
Tiempo 
 invertido *  
(s) 
Tasa  
de 
Transf.. 
(KB/s) 
Transferencias simples vía SCP 
mario pcmartino 50 MB SCP 148 346 
mario luigi 50 MB SCP 7 7314 
pcmartino mario 50 MB SCP 66 776 
pcmartino luigi 50 MB SCP 66 776 
luigi mario 50 MB SCP 8 6400 
luigi pcmartino 50 MB SCP 146 351 
Transferencias simultáneas vía SCP 
luigi 50 MB SCP 115 445 pcmartino mario 50 MB SCP 113 453 
luigi 50 MB SCP 120 426 
mario pcmartino 50 MB SCP 120 426 
Transferencias simples vía SFTP 
pcmartino mario 50 MB SFTP 47 1090 
pcmartino luigi 50 MB SFTP 47 1090 
mario pcmartino 50 MB SFTP 63 813 
luigi pcmartino 50 MB SFTP 64 800 
Transferencias simultáneas vía SFTP 
mario 50 MB SFTP 82 624 pcmartino luigi 50 MB SFTP 85 602 
mario 50 MB SFTP 110 465 
luigi pcmartino 50 MB SFTP 112 457 
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Transferencias simples vía GridFTP 
pcmartino mario 50 MB GridFTP 63 813 
pcmartino luigi 50 MB GridFTP 62 826 
mario pcmartino 50 MB GridFTP 122 420 
luigi pcmartino 50 MB GridFTP 122 420 
Transferencias simultáneas vía GridFTP 
mario 50 MB GridFTP 108 474 pcmartino luigi 50 MB GridFTP 109 470 
mario 50 MB GridFTP 166 308 
luigi pcmartino 50 MB GridFTP 166 308 
 
 
• Prueba D: Transcodificación del fichero de pruebas vía NFS. Con ello, 
se pretende evaluar el comportamiento real y el rendimiento global del 
sistema definitivamente implementado. 
 
 
Tabla 4.5 Resultados Prueba D 
 
Cliente Servidor Fichero 
pruebas 
Método 
transferencia 
fps Observaciones 
mario 50 MB NFS 3’57 pcmartino luigi 50 MB NFS 3’44 
mario 50 MB NFS 3’41 pcmartino luigi 50 MB NFS 3’62 
Compresiones 
no finalizadas 
por completo. 
 
 
A modo de resumen, la siguiente tabla muestra someramente las 
características hardware y prestaciones de los equipos que han formado parte 
de este escenario de pruebas, así como el resultado medio de las mismas.  
 
 
Tabla 4.6 Resumen de resultados y características de los equipos de pruebas  
 
Nombre 
del 
equipo 
Tipo  
CPU 
Velocidad 
CPU 
(MHz) 
Resultado
Prueba A 
 (fps) 
Resultado
Prueba B 
 (fps) 
Resultado 
Prueba D 
(fps) 
faust P-IV 1500 7 7 S.P. 
mario P-IV 3000 3’6 3’82 3’57 
luigi P-IV 3000 3’51 3’85 3’44 
pcmartino P-III 1000 2 2’11 Cliente 
sonic P-II 300 1 S.P S.P. 
 
 
Las casillas marcadas como “S.P.” indican que esos nodos no participaron en 
las pruebas correspondientes. 
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4.3. Método de cálculo del número de nodos necesarios 
 
Aunque es un ejercicio de obligado cumplimiento, es difícil dar una fórmula 
matemática concisa que resuelva cuántos nodos se necesitarán para que un 
sistema Grid sea más eficiente que un solo ordenador, ya que hay múltiples 
factores que intervienen en esta ecuación. Para buscar una fórmula lo más 
exacta posible habría que tener en cuenta, sobre todo: 
 
a) La velocidad del procesador del cliente. 
b) La velocidad del procesador de cada potencial nodo. 
c) Las velocidades de transmisión y recepción de datos de cliente y 
servidores. 
d) El tamaño del fichero original a transcodificar. 
e) El tipo de codificador/decodificador empleado, pues en función del 
mismo variará el tamaño del fichero comprimido, que posteriormente 
será enviado al cliente. 
f) La capacidad, tráfico y/o topología de las diferentes redes en las que 
están los nodos que forman el sistema. 
 
Y un sinfín de otras cuestiones importantes (tiempo de CPU libre que pueda 
dedicar un nodo a la transcodificación si ya está llevando a cabo otros 
procesos, si pasamos por redes con calidad de servicio, etc.). Todo, como se 
ve, realmente difícil de contemplar en una única ecuación. 
 
 
4.3.1 Sin fraccionar el fichero original 
 
No obstante, gracias a los datos de desempeño recogidos en las tablas del 
apartado 4.3, podemos inducir una fórmula que estime de manera grosera el 
tiempo total que se invertirá en una transcodificación en función de algunos de 
los parámetros mencionados anteriormente. Sean: 
 
Vtc [fps]: Velocidad de transcodificación de un nodo. A diferencia del escenario 
de referencia (en el que pcmartino es sensiblemente más lento que luigi y 
mario, tal y como se muestra en la Tabla 4.2) y con el fin de comparar equipos 
de iguales prestaciones, la supondremos idéntica para cliente y servidores.  
Vtx [MBps]: Velocidad máxima de envío de datos por parte de un cliente a un 
único servidor. Dependerá del protocolo de transferencia utilizado.  
Vrx [MBps]: Velocidad máxima de recepción del cliente cuando los datos son 
enviados por un único servidor. Dependerá del protocolo de transferencia 
utilizado. 
S [MB]: Tamaño del fichero original a transcodificar. 
F: Número de frames  totales del fichero original. 
N: Número de nodos partícipes en el sistema. 
α , β  (f(N)): Coeficientes de penalización en envío (α ) y recepción ( β ) 
simultáneo de datos. Están en función de N y también dependen del método de 
transferencia empleado. La Tabla 4.4 demuestra claramente que las 
transmisiones simultáneas consumen más tiempo que las transferencias 
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simples. Para N=2 en SFTP, α ≈ β ≈1’75, por lo que podemos aproximar 
α ≈ β ≈N. 
γ : Coeficiente de compresión del fichero transcodificado (dependerá del códec 
utilizado). 
 
En consecuencia, podemos hallar el tiempo total invertido en una 
transcodificación que no fraccione el fichero original como: 
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De forma genérica, del primer y tercer sumando de la fórmula se desprende 
que el sistema será más lento en el envío y recepción de la información 
cuantos más nodos tenga a los que trasmitir los datos de forma simultánea (lo 
que cuadra con la información de la Tabla 4.4), pero que, por el contrario, la 
transcodificación de los frames (segundo sumando) será más rápida, 
lógicamente, cuantos más nodos disponibles haya. De forma particular, de las 
tablas de desempeño se desprende que Vtc=3’6 fps, Vtx=0’8 MBps y Vrx=0’6 
MBps (media de los diferentes métodos de transmisión), F=1796 frames , S=50 
MB, α ≈ β ≈N y γ =0’28 (obtenemos siempre un fichero resultante de 14 MB). 
Aplicando estos valores a la fórmula 4.1, obtenemos la siguiente tabla para 
diferentes valores de N: 
 
 
Tabla 4.7 Relación entre el número de nodos (N) y el tiempo total invertido para 
la fórmula 4.1 
 
Número de nodos 
disponibles (N) 
Tiempo total invertido 
(s) 
0* 499 
1 584 
2 398 
3 377 
4 398 
5 435 
   (*): Transcodificación directa del cliente 
 
Podemos comprobar que un único cliente tardará unos 8 minutos en comprimir 
un vídeo de forma local, mientras que para N=2 el tiempo total invertido en la 
transcodificación es de, aproximadamente, unos 6 minutos. Es decir, sólo con 2 
nodos disponibles ya merece la pena enviar el fichero a comprimir al sistema 
Grid. No obstante, también observamos que el empleo de más nodos no 
implica directamente un mayor rendimiento en nuestro escenario de referencia. 
Una vez superado el número óptimo de nodos (N=3, en este caso), el sistema 
se vuelve ineficiente. Esto es debido a que el primer sumando de la fórmula 
envía a la red α  veces S MB, lo cual ralentiza el sistema de transcodificación 
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considerablemente. La consecuencia directa de este hecho es que si queremos 
evitar el cuello de botella que supone el envío del fichero de vídeo, estamos 
obligados a fraccionar el archivo original en N trozos y nunca enviar más de S 
MB al sistema de compresión. Y fraccionar el archivo original supone, como 
hemos mencionado ampliamente a lo largo de este documento, un detrimento 
de la calidad audiovisual del fichero resultante. Así pues, se demuestra una vez 
más el delicado equilibrio existente entre la calidad deseada en el resultado y la 
eficiencia del sistema de transcodificación. 
 
 
4.3.2 Con el fichero original fraccionado en partes iguales 
 
No obstante, supongamos ahora que disponemos de un software de 
transcodificación capaz de manejar correctamente ficheros partidos, 
comprimidos y unidos posteriormente ofreciendo una calidad audiovisual 
excepcional en el resultado final. En consecuencia, podríamos enviar a la red, 
sin ningún tipo de problema, sólo la fracción del fichero original que necesite 
cada nodo. Bajo esta premisa, la fórmula que permitiría calcular el tiempo total 
invertido en el sistema de transcodificación podría ser: 
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Si sacamos factor común a N, simplificamos la fórmula de la siguiente manera: 
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Para diferentes valores de N, hallamos los siguientes resultados: 
 
 
Tabla 4.8 Relación entre el número de nodos (N) y el tiempo total invertido para 
la fórmula 4.3 
 
Número de nodos 
disponibles (N) 
Tiempo total invertido 
(s) 
0* 499 
1 584 
2 335 
3 252 
4 210 
5 177 
10 136 
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20 110 
100 91 
1000 86 
   (*): Transcodificación directa del cliente 
 
 
Comprobamos, pues, que de cara a la eficiencia del sistema, es mucho mejor 
trabajar con ficheros fraccionados, aunque la calidad del resultado obtenido 
sea, a día de hoy y con el software de transcodificación empleado, mucho peor. 
 
 
4.3.3 Con el fichero original fraccionado proporcionalmente 
 
Dado que, normalmente, un sistema Grid es heterogéneo en su composición, 
es altamente improbable que todos los equipos que forman el mismo tengan la 
capacidad de transcodificar a la misma velocidad. En consecuencia, no resulta 
eficiente asignar a nodos de diferentes prestaciones computacionales el mismo 
volumen de datos a comprimir. Lo más inteligente es distribuir el trabajo total 
proporcionalmente a las características de cada nodo (más a los equipos más 
rápidos y menos a los más lentos). De esta manera, el tiempo total invertido en 
la transcodificación se minimiza, pues todos los nodos terminan en el mismo 
momento.   
 
Es por ello que también resulta interesante calcular qué fracción de vídeo debe 
ser asignada a cada nodo partícipe con la finalidad de minimizar el tiempo total 
de transcodificación. Si definimos nS  como la fracción del fichero original que 
debe transcodificar el nodo n del sistema Grid, el tamaño a asignar a cada 
nodo es fácilmente calculable con el siguiente sistema de ecuaciones de primer 
grado completamente determinado: 
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Evidentemente, todos los valores nVtx , tcnV , nVrx , nα  y nβ  necesitan ser 
previamente conocidos a través de las oportunas pruebas de carga llevadas a 
cabo a tal efecto. Estos valores formarán parte de la “ficha técnica” de un nodo 
del sistema Grid y deberían ser consultables, vía SDE, por un cliente para 
poder seleccionar los equipos con mejores prestaciones. 
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CAPÍTUL0 5. CONCLUSIONES Y POSIBLES MEJORAS 
 
 
5.1. Conclusiones 
 
Tras múltiples transcodificaciones en el escenario de referencia, se han 
extraído las siguientes conclusiones: 
 
 
5.1.1 Respecto al diseño e implementación de los servicios Grid 
 
a) El cliente Java implementado funciona perfectamente y la factoría es 
capaz de crear y destruir instancias transcodificadoras sin problemas. 
No obstante, por razones que no se han podido determinar 
(probablemente un bug no confirmado) y a pesar del tiempo invertido en 
ello, los SDEs de la factoría nunca han llegado a actualizarse 
dinámicamente con la información proporcionada por las instancias, 
mientras que los SDEs de estas últimas lo hacen sin problemas. En 
consecuencia, hemos perdido la funcionalidad más interesante del 
diseño de este sistema Grid. 
b) Un factor que penaliza el rendimiento del sistema es la periodicidad con 
la que el cliente muestra por pantalla las notificaciones de progreso que 
le envía una instancia. Aunque, a priori, parece buena idea tener 
informado en todo momento al cliente sobre en qué punto se encuentra 
el trabajo enviado (por ejemplo, cada 1%), las pruebas dictaminan que, 
para una mayor eficiencia, esta periodicidad debe ser mayor (por 
ejemplo, cada 10%). Este simple incremento en el tiempo transcurrido 
entre notificaciones mejora el rendimiento del sistema, en el peor de los 
casos, un 10% y, en el mejor, hasta un 50%. 
c) La invocación del transcode realizada por un servicio Grid (o programa 
Java, en general) no penaliza el rendimiento de este software de 
compresión (o de cualquier otro de la misma índole). De hecho, la 
comparación de los resultados de las pruebas de desempeño A y B 
demuestra incluso que la velocidad de transcodificación es ligeramente 
superior (entre un 10 y un 20%) si el proceso de cambio de formato se 
realiza mediante un servicio Grid. 
 
 
5.1.2 Respecto al proceso y al sistema de transcodificación 
 
d) La calidad audiovisual de los resultados obtenidos está fuertemente 
condicionada al software de transcodificación empleado y no a la 
implementación de los servicios Grid. No se ha encontrado software libre 
en el mercado que sea capaz de partir y unir ficheros de vídeo con 
calidad aceptable. En consecuencia, la calidad del resultado ofrecido por 
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este tipo de sistemas Grid no dependerá de cómo esté implementado 
éste, sino de la existencia o no en el mercado una herramienta capaz de 
manipular adecuadamente ficheros de vídeo y audio.  
e) La participación de un gran número de nodos en el sistema Grid no 
garantiza necesariamente un mayor rendimiento del mismo. Las tablas 
4.7 y 4.8 demuestran la existencia de un número óptimo de nodos a 
partir del cual el sistema se vuelve claramente ineficiente (N=3 para la 
Tabla 4.7) o no merece la pena superarlo (la Tabla 4.8 muestra que 
pasar de 100 a 1000 nodos sólo reduce un 5% el tiempo total de 
transcodificación). 
f) Paradójicamente, no tiene por qué existir una relación directa entre la 
velocidad teórica de la CPU de un equipo y la velocidad de compresión 
del mismo, como demuestra el caso de los PCs denominados mario, 
luigi y faust. Los equipos nominalmente más potentes no representan 
necesariamente a los nodos más eficientes del sistema Grid. En 
consecuencia, para optimizar el rendimiento de un sistema Grid se 
requieren unas pruebas de carga previas que ayuden a determinar qué 
nodos son los más rápidos para, posteriormente, enviar a ellos mayor 
volumen de trabajo. 
g) El sistema ha demostrado ser eficiente en cuanto a la compresión 
multimedia se refiere. Con los codificadores seleccionados y tal como se 
muestra en la Tabla 4.1, el fichero resultante tiene un tamaño un 72% 
menor que el vídeo original 
h) No tiene sentido enviar más de un trabajo de transcodificación a 
servidores con un único procesador, ya que los procesos de compresión 
son computacionalmente muy intensos. Un único trabajo consume, en 
exclusiva,  más del 90% de la CPU (ver detalles en Tablas 4.2 y 4.3) y 2 
trabajos, en el mismo nodo, también consumen, entre ambos, más del 
90% de la CPU. En consecuencia, no ganamos tiempo enviando más de 
un trabajo a una máquina monoprocesador. 
i) La ejecución del transcode, tanto directamente desde el shell como 
previa invocación del servicio,  consume, aproximadamente, un 7% de la 
memoria RAM del equipo. 
j) El consumo de RAM y CPU descrito en los 2 apartados anteriores es 
producido exclusivamente por la herramienta transcode. El contenedor 
de GT3 utiliza, aproximadamente, un 10% de memoria RAM mientras 
está activo y los recursos utilizados por factoría e instancias 
transcodificadoras son prácticamente despreciables. 
 
 
5.1.3 Respecto al método de transferencia 
 
k) La eficiencia de este sistema de transcodificación depende 
tremendamente del ancho de banda disponible en la red. No tiene 
ningún sentido que un cliente intente utilizarlo a través de, por ejemplo, 
una línea ADSL ya que la mayoría del tiempo del proceso sería 
consumido en la transmisión de la información y no en la compresión de 
la misma. 
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l) Además, la gestión de la cola de la tarjeta de red (es decir, la tasa de 
transferencia a la que envía y recibe paquetes con independencia del 
ancho de banda de la red a la que está conectada) supone un auténtico 
cuello de botella y factor crítico en el sistema de transcodificación. La 
Tabla 4.4 muestra cómo las transferencias simultáneas de datos 
penalizan considerablemente el rendimiento total del sistema. En 
consecuencia, la transmisión del fichero original debería realizarse 
desde un equipo que no sea el cliente y que esté especialmente 
optimizado para la rápida transferencia de datos (por ejemplo, un 
repositorio destinado a tal fin en una red de alta velocidad). 
m) En general, el método de transferencia más rápido ha sido el SFTP. En 
nuestro escenario de referencia, la recepción por parte del cliente 
basada en GridFTP es entre un 35 y un 50% más lenta que la realizada 
vía SFTP. Además, la transmisión del fichero de pruebas por parte del 
cliente a los nodos servidores es un 25% más lenta si se realiza vía 
GridFTP que si se lleva a cabo con SFTP. Sin embargo, el GridFTP 
tiene la gran ventaja de integrar la autenticación del usuario, pues el 
cliente de GT3 debe haber inicializado un entorno seguro antes de 
utilizar cualquier aplicación basada en Grid (son los servicios de 
seguridad de la Fig. 1.2 cuya aplicación práctica se muestra en el Anexo 
A.2). 
n) Para nuestro escenario de referencia, con independencia del método 
elegido de transferencia, la recepción de información (simultánea o no) 
por parte del cliente siempre es más lenta que el envío (simultáneo o no) 
de la misma a los servidores. Según los datos recogidos en la Tabla 4.4, 
la recepción puede ser entre un 25 y un 50% más lenta que la 
transmisión, en función del método de transferencia elegido. 
o) La utilización de GridFTP condiciona considerablemente la calidad 
audiovisual del resultado obtenido, por lo que se descartó. Cualquier 
método basado en FTP requiere, a priori,  dividir el fichero original en 
múltiples fracciones que serán posteriormente enviadas a los diferentes 
nodos que forman el sistema Grid. Este hecho no es una limitación 
impuesta por el Grid (que tiene facilidades para llevar a cabo estas 
acciones), sino por el propio software de compresión. Ningún programa 
de transcodificación probado en este proyecto (ni siquiera transcode) es 
capaz de manipular adecuadamente archivos partidos, que tras un 
cambio de formato, han sido vueltos a unir. 
p) La transcodificación basada en NFS en nuestro escenario de referencia 
introduce una penalización de alrededor de un 10% respecto a una 
compresión realizada de forma local por un servicio Grid (comparar 
resultados prueba B y D en Tabla 4.6).  
q) La utilización del protocolo NFS limita considerablemente la ampliación 
de este sistema Grid a nodos fuera de la UPC (y, por tanto, la 
colaboración entre diferentes entidades), ya que hay que lidiar con la 
seguridad impuesta por los firewalls de cada empresa. Los resultados de 
la Tabla 4.5 muestran que la prueba D nunca acabó por completo, 
debido a diferentes problemas de red. Por consiguiente, se desaconseja 
el uso de NFS en el sistema Grid, si éste ha de cooperar con máquinas 
fuera de una Intranet. 
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r) El montaje automático, en tiempo de arranque, de volúmenes NFS 
puede llegar a impedir que un nodo Grid se inicie correctamente., 
perdiendo así su necesaria aportación. 
 
 
5.2. Posibles mejoras 
 
De las conclusiones anteriormente expuestas, así como de la experiencia 
adquirida en la elaboración de este proyecto pero no reflejada directamente en 
el presente documento, podemos proponer una serie de mejoras y aspectos a 
tener en cuenta en el diseño e implementación de futuros sistemas Grid 
dedicados a la compresión de ficheros multimedia: 
 
• Las conclusiones muestran que hay un claro compromiso entre la 
calidad del resultado obtenido y la eficiencia (o rapidez) del sistema. Si 
queremos vídeos comprimidos de excelente calidad, no podemos partir 
(tal y como son las herramientas actuales) el fichero en múltiples trozos 
para que éstos sean transferidos a los nodos partícipes. Pero si 
queremos que el sistema comprima más rápidamente que un único 
cliente, nos vemos obligados a partir el fichero y a asignar cada fracción 
a un servidor. En consecuencia, un buen compromiso para obtener 
ficheros transcodificados de gran calidad puede consistir en enviar a 
cada uno de los nodos una parte adecuada del fichero original (algo más 
que la justa fracción que les toca por pura división matemática) y que 
estos devuelvan sólo la parte que les ha tocado comprimir (mucho 
menor que la original), ya que el transcode cliente podrá unir sin 
problemas estas fracciones. El número de nodos necesarios para llevar 
a cabo estas compresiones de forma eficiente será mucho mayor, pero 
la calidad del vídeo resultante será excelente. Esta debe ser la línea de 
trabajo a seguir en futuros proyectos de este tipo y evitar trabajar con 
NFS, ya que este protocolo, por estar pensado para compartir archivos 
en una LAN, limita el espíritu de colaboración entre entidades que 
fomenta el Grid. 
• Dado que el transcode, en su modo de trabajo basado en NFS, ofrece 
un resultado audiovisual de calidad excelente, se debería estudiar su 
código fuente y adaptarlo para que disponga de las mismas altas 
prestaciones con métodos basados en FTP. Aunque esta mejora se 
pueda encontrar fuera del ámbito de un proyecto puro de Grid (por su 
potencial volumen de trabajo y temática), su contribución al mismo sería 
de un valor incalculable, pues rompería el compromiso existente entre 
calidad y eficiencia tan ampliamente mencionado en este documento. 
• Dada la cantidad de variables que condicionan la eficiencia de un 
sistema de este tipo (vistas en el apartado 4.3), sería muy interesante 
poder desarrollar un algoritmo que, gracias a la información 
proporcionada por el UDDI, fuera capaz de determinar dinámicamente el 
número de nodos necesarios para comprimir un fichero de forma más 
rápida que el ordenador desde donde se está ejecutando el cliente. Sólo 
esta posible mejora puede suponer trabajo para todo un TFC/PFC. 
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• Además del número de nodos, habría que ponderar la carga de 
transcodificación de cada nodo. Así, se dará más trabajo a los nodos 
más rápidos y menos a los más lentos, para equilibrar el tiempo total 
dedicado a la compresión. Esta idea es la que se ha plasmado 
matemáticamente en la fórmula 4.4, cuya implementación en futuros 
proyectos habría que llevar a cabo de manera ineludible de cara a una 
mayor eficiencia del sistema. 
• De las conclusiones k) y l) se desprende que la infraestructura de red es 
un factor clave para el óptimo desempeño del sistema de 
transcodificación. Es por ello que recomendamos, en la medida de lo 
posible y de cara a la implementación real de un servicio de este tipo, 
disponer de un repositorio de vídeos optimizado para la rápida 
transferencia de datos a los nodos servidores. Sería ideal que tanto 
repositorio como nodos servidores pertenecieran a una misma red de 
alta velocidad, ya que el sistema de transcodificación basado en Grid no 
resultará eficiente si las máquinas que lo componen se encuentran 
dispersas a lo largo y ancho del mundo. 
• Sería también conveniente implementar múltiples métodos de 
transferencia de ficheros. Así por ejemplo, podría utilizarse NFS en 
sistemas Grid de una Intranet y GridFTP en redes WAN. Este diseño 
daría mayor flexibilidad y polivalencia al proyecto. 
• En relación con los puntos anteriormente mencionados, en función del 
número de nodos disponibles y de la topología de red en la que están 
ubicados, el cliente debería determinar automáticamente qué método de 
transferencia de ficheros sería el más eficiente utilizar. 
• Para el empleo óptimo de volúmenes NFS, se debería hacer un estudio 
detallado de la velocidad de transferencia de ficheros entre nodos [12], 
que en este proyecto no se ha realizado.  
• Implementar servicios Grid seguros, que se ejecuten si y sólo si ha 
habido una autenticación previa [2]. 
• Se debe mejorar la interfaz de usuario, de tal manera que permita, entre 
otras cosas: 
 
a) Seleccionar múltiples dispositivos de entrada (no sólo un fichero, 
sino también DVDs o flujos, por ejemplo) de los que obtener la 
información a comprimir. 
b) Especificar el formato de salida del vídeo (códecs a emplear, 
velocidades, etc.) 
c) Inicializar automáticamente el entorno e integrar la seguridad 
necesarios para enviar los trabajos.  
d) Seleccionar manualmente (si no se pudiera hacer de forma 
automática) el método de transferencia de ficheros. 
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Anexos 
 
 
A.1 Proceso de transcodificación desde shell 
 
 
  METODO DE EMPLEO EN MODO GRID 
 
 
*Verificamos el correcto estado del vídeo origen 
 
[javi@faust Prueba3]$ tcprobe -i /dev/dvd -T 5,2 
libdvdread: Using libdvdcss version 1.2.8 for DVD access 
[tcprobe] DVD image/device 
libdvdread: Using libdvdcss version 1.2.8 for DVD access 
(dvd_reader.c) mpeg2 pal 4:3 U0 720x576 video    <<=========||| 
(dvd_reader.c) ac3 es drc 48kHz 2Ch      <<=========||| 
(dvd_reader.c) ac3 en drc 48kHz 2Ch  <<=========||| 
(dvd_reader.c) subtitle 00=<es> 
(dvd_reader.c) DVD title 5/8: 3 chapter(s), 1 angle(s), title set 1 
(dvd_reader.c) title playback time: 00:42:25.00  2546 sec 
(dvd_reader.c) [Chapter 01] 00:00:00.000 , block from 1862575 to 2287112 
(dvd_reader.c) [Chapter 02] 00:20:55.800 , block from 2287113 to 2499392 
(dvd_reader.c) [Chapter 03] 00:30:59.640 , block from 2499393 to 2738825 
[tcprobe] summary for /dev/dvd, (*) = not default, 0 = not detected 
import frame size: -g 720x576 [720x576] 
     aspect ratio: 4:3 (*) 
       frame rate: -f 25.000 [25.000] frc=3 
      audio track: -a 0 [0] -e 48000,16,2 [48000,16,2] -n 0x2000 [0x2000] 
      audio track: -a 1 [0] -e 48000,16,2 [48000,16,2] -n 0x2000 [0x2000] 
[tcprobe] V: 63650 frames , 2546 sec @ 25.000 fps 
[tcprobe] A: 39.78 MB @ 128 kbps 
[tcprobe] CD:  650 MB | V:  610.2 MB @ 2010.6 kbps 
[tcprobe] CD:  700 MB | V:  660.2 MB @ 2175.3 kbps 
[tcprobe] CD: 1300 MB | V: 1260.2 MB @ 4152.2 kbps 
[tcprobe] CD: 1400 MB | V: 1360.2 MB @ 4481.7 kbps 
 
 
*Copia del capitulo deseado del DVD al HD 
 
[javi@faust Prueba3]$ tccat -i /dev/dvd -T 5,2 > capitulo.vob 
libdvdread: Using libdvdcss version 1.2.8 for DVD access 
libdvdread: Attempting to retrieve all CSS keys 
libdvdread: This can take a _long_ time, please be patient 
libdvdread: Get key for /VIDEO_TS/VIDEO_TS.VOB at 0x0000012c 
libdvdread: Elapsed time 0 
libdvdread: Get key for /VIDEO_TS/VTS_01_0.VOB at 0x00008dcb 
libdvdread: Elapsed time 0 
libdvdread: Get key for /VIDEO_TS/VTS_01_1.VOB at 0x00011f91 
libdvdread: Elapsed time 0 
libdvdread: Get key for /VIDEO_TS/VTS_02_0.VOB at 0x00384cff 
libdvdread: Elapsed time 0 
libdvdread: Get key for /VIDEO_TS/VTS_02_1.VOB at 0x00384d04 
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libdvdread: Elapsed time 0 
libdvdread: Get key for /VIDEO_TS/VTS_03_0.VOB at 0x00389b44 
libdvdread: Elapsed time 0 
libdvdread: Get key for /VIDEO_TS/VTS_03_1.VOB at 0x00389b49 
libdvdread: Elapsed time 0 
libdvdread: Found 3 VTS's 
libdvdread: Elapsed time 0 
 
 
*Verificamos el correcto estado de la copia del HD 
 
[javi@faust Prueba3]$ tcprobe -i capitulo.vob 
[tcprobe] MPEG program stream (PS) 
[tcprobe] summary for capitulo.vob, (*) = not default, 0 = not detected 
import frame size: -g 720x576 [720x576] 
     aspect ratio: 4:3 (*) 
       frame rate: -f 25.000 [25.000] frc=3 
                   PTS=1256.1673, frame_time=40 ms, bitrate=9300 kbps 
      audio track: -a 0 [0] -e 48000,16,2 [48000,16,2] -n 0x2000 [0x2000] 
                   PTS=1255.9033, bitrate=192 kbps 
                   -D 6 --av_fine_ms 24 (frames  & ms) [0] [0] 
      audio track: -a 1 [0] -e 48000,16,2 [48000,16,2] -n 0x2000 [0x2000] 
                   PTS=1255.9033, bitrate=192 kbps 
                   -D 6 --av_fine_ms 24 (frames  & ms) [0] [0] 
detected (1) subtitle(s) 
 
*Creamos una estructura de directorios funcional 
 
[javi@faust Prueba3]$ ls -hal 
total 798M 
drwxrwxr-x    4 javi     javi         4.0K sep 13 13:04 . 
drwxrwxrwx   10 root     root         4.0K sep 20 12:22 .. 
-rw-rw-r--    1 javi     javi         412M sep 13 10:55 capitulo.vob 
drwxrwxr-x    2 javi     javi         4.0K sep 13 10:58 fracciones <<<<==========||| 
-rw-rw-r--    1 javi     javi         135M sep 13 13:06 movie.avi 
drwxrwxr-x    2 javi     javi         4.0K sep 13 11:04 nav_file   <<<<==========||| 
-rw-rw-r--    1 javi     javi          63M sep 13 12:34 parte-0.avi 
-rw-rw-r--    1 javi     javi          62M sep 13 12:59 parte-1.avi 
-rw-rw-r--    1 javi     javi         125M sep 13 13:02 tmp_movie.avi 
 
Directorio "fracciones": En el se guardarán los diferentes pedazos de 
video/audio creados ANTES de la transcodificación (este directorio es opcional) 
Directorio "nav_file": En el se guardará un fichero de navegación que es el que 
utilizarán los diferentes nodos del Grid para saber qué rango de vídeo debe 
transcodificar cada uno de ellos. Este fichero debe estar, obligatoriamente, en 
un directorio separado de los videos. 
 
Copiamos el video a transcodificar en el directorio "fracciones" 
 
 
[javi@faust Prueba3]$ cp capitulo.vob fracciones/ 
[javi@faust Prueba3]$ ls -hal fracciones/ 
total 413M 
drwxrwxr-x    2 javi     javi         4.0K sep 13 10:58 . 
drwxrwxr-x    4 javi     javi         4.0K sep 13 10:54 .. 
-rw-rw-r--    1 javi     javi         412M sep 13 10:59 capitulo.vob 
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*Creamos el fichero de navegación 
 
[javi@faust Prueba3]$ tccat -i fracciones/ | tcdemux -W > /usr/Videos/Prueba3/nav_file/navfile 
(seqinfo.c)    15096 video frame(s) in unit 0 detected 
 
 
Y comprobamos su contenido 
 
 
[javi@faust Prueba3]$ head /usr/Videos/Prueba3/nav_file/navfile 
 0      0     0     0      0   0 
 0      1     0     0      0   1 
 0      2     0     0      0   2 
 0      3     0     0      0   3 
 0      4     0     0      0   4 
 0      5     0     0      0   5 
 0      6     0     0      0   6 
 0      7     0     0      0   7 
 0      8     0     0      0   8 
 0      9     0     0      0   9 
[javi@faust Prueba3]$ tail /usr/Videos/Prueba3/nav_file/navfile 
 0  15086  1317  1317 210844   5 
 0  15087  1317  1317 210844   6 
 0  15088  1317  1317 210844   7 
 0  15089  1317  1317 210844   8 
 0  15090  1317  1317 210844   9 
 0  15091  1317  1317 210844  10 
 0  15092  1317  1317 210844  11 
 0  15093  1318  1317 210844  12 
 0  15094  1318  1317 210844  13 
 0  15095  1318  1318 211007   2 
 
La primera columna es la unit (0) y la segunda son los video frames  (15095, en 
total). 
 
 
*Transcodificamos la primera mitad del video (sin audio) 
 
 
Para todo el ejemplo del presente documento, supondremos que sólo 2 nodos 
están disponibles para la transcodificación. 
 
La elección del número de nodos que participaran en el proceso de 
transcodificación basta con fijarlo en el segundo parámetro del comando -W. Si, 
por ejemplo, sabemos/queremos que participen 8 nodos en la transcodifcación, 
deberíamos especificar simplemente: 
 
-W 0,8,/usr/Videos/Prueba2/nav_file/nav_file (en el primero nodo) 
-W 1,8,/usr/Videos/Prueba2/nav_file/nav_file (en el segundo nodo) 
-W 2,8,/usr/Videos/Prueba2/nav_file/nav_file (en el tercer nodo) 
. 
. 
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-W 7,8,/usr/Videos/Prueba2/nav_file/nav_file (en el octavo nodo) 
 
La transcodificación del audio se debe realizar con 
 
-W 8,8,/usr/Videos/Prueba2/nav_file/nav_file 
 
en cualquiera de los nodos una vez finalizado el proceso de transcodificación 
de video en TODOS los nodos. 
 
No es necesario que el contenido del directorio "fracciones" este partido en 8 
trozos para que participen 8 nodos en la transcodificación. Se puede trabajar 
con un fichero integro, ya que cada nodo partícipe sabe hasta donde llega su 
trabajo gracias al fichero de navegación creado. 
 
Interpretación de los comandos: 
----- 
-i fracciones/ : El directorio del cual los diferentes nodos leerán los trozos de 
video (o un único video sin partir). 
-W 0,2,/usr/Videos/Prueba3/nav_file/nav_file: Transcodificar primera mitad del 
video leyendo el fichero de navegación. 
-W 1,2,/usr/Videos/Prueba3/nav_file/nav_file: Transcodificar segunda mitad del 
video leyendo el fichero de navegación. 
-W 2,2,/usr/Videos/Prueba3/nav_file/nav_file:Transcodificar el audio al final del 
proceso. 
-o parte-0.avi : Ficheros parciales de salida (parte-1.avi, parte-2.avi, etc...), que 
más tarde se unirán en uno solo. 
-x vob,null :  Formato del fichero de entrada (video:vob, audio:null) 
-y xvid4,null: Formato del fichero de salida (xvid4, audio:null). Implica que el 
audio se transcodificará por separado al final del proceso. 
-z : Rota el video (si no, en mi caso, los personajes salen cabeza abajo) 
----- 
 
[javi@faust Prueba3]$ transcode -i fracciones/ -W 0,2,/usr/Videos/Prueba3/nav_file/nav_file -o 
parte-0.avi -x vob,null -z -y xvid4,null 
transcode v0.6.12 (C) 2001-2003 Thomas Oestreich, 2003-2004 T. Bitterberg 
[transcode] (probe) suggested AV correction -D 6 (240 ms) | AV 264 ms | 24 ms 
[transcode] auto-probing source fracciones/ (ok) 
[transcode] V: import format    | MPEG-2  (V=vob|A=null) 
(split.c) reading auto-split information from file "/usr/Videos/Prueba3/nav_file/nav_file" 
(split.c) done reading 15096 entries 
(split.c) chunk 0/1 PU=0 (-L 0 -c 0-7554) mapped onto (-L 0 -c 0-7554) 
(split.c) video mode 
[transcode] V: AV demux/sync    | (1) sync AV at initial MPEG sequence 
[transcode] V: import frame     | 720x576  1.25:1  encoded @ 4:3 
[transcode] V: flip frame       | yes 
[transcode] V: bits/pixel       | 0.174 
[transcode] V: decoding fps,frc | 25.000,3 
[transcode] A: import format    | 0x2000  AC3          [48000,16,2]  192 kbps 
[transcode] A: export           | disabled 
[transcode] V: encoding fps,frc | 25.000,3 
[transcode] A: bytes per frame  | 7680 (7680.000000) 
[transcode] A: adjustment       | 0@1000 
[transcode] V: IA32 accel mode  | sse2 (sse2 sse mmxext mmx asm) 
[transcode] V: video buffer     | 10 @ 720x576 
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[import_null.so] v0.2.0 (2002-01-19) (video) null | (audio) null 
[import_vob.so] v0.6.0 (2003-10-02) (video) MPEG-2 | (audio) MPEG/AC3/PCM | (subtitle) 
[export_null.so] v0.1.2 (2001-08-17) (video) null | (audio) null 
[export_xvid4.so] v0.0.5 (2003-12-05) (video) XviD 1.0.x series (aka API 4.0) | 
(audio) MPEG/AC3/PCM 
 
[import_vob.so] tccat -i "fracciones/" -t vob -d 0 -S 0 | tcdemux -s 0x80 -x mpeg2 -S 0,0-665 -M 
1 -d 0 | tcextract -t vob -a 0 -x mpeg2 -d 0 | tcdecode -x mpeg2 -d 0 
(demuxer.c) seeking to sequence 0:0 ... 
[export_xvid4.so] Neither './xvid4.cfg' nor '~/.transcode/xvid4.cfg' 
[export_xvid4.so] found. Default settings will be used instead. 
[encoder.c] Delaying audio (0)],  12.21 fps, EMT: 0:00:00, ( 0| 0| 1) 
[encoder.c] Delaying audio (0)],  13.81 fps, EMT: 0:00:00, ( 0| 0| 0) 
encoding frames  [000000-007553],   6.19 fps, EMT: 0:05:02, ( 0| 0| 9) 
clean up | frame threads | unload modules | cancel signal | internal threads | done 
[transcode] encoded 7554 frames  (0 dropped, 0 cloned), clip length 302.16 s 
 
 
Verificamos el contenido de la primera parte transcodificada: 
 
 
[javi@faust Prueba3]$ tcprobe -i parte-0.avi 
[tcprobe] RIFF data, AVI video 
[avilib] V: 25.000 fps, codec=XVID, frames =7552, width=720, height=576 
[tcprobe] summary for parte-0.avi, (*) = not default, 0 = not detected 
import frame size: -g 720x576 [720x576] 
       frame rate: -f 25.000 [25.000] frc=3 
   no audio track: use "null" import module for audio 
           length: 7552 frames , frame_time=40 msec, duration=0:05:02.080 
 
El video se ve bien (como siempre, sin sonido), aunque con algunos frames  
verdes al principio de todo. 
 
*Transcodificamos la segunda mitad del video (sin audio) 
 
[javi@faust Prueba3]$ transcode -i fracciones/ -W 1,2,/usr/Videos/Prueba3/nav_file/nav_file -o 
parte-1.avi -x vob,null -z -y xvid4,null 
transcode v0.6.12 (C) 2001-2003 Thomas Oestreich, 2003-2004 T. Bitterberg 
[transcode] (probe) suggested AV correction -D 6 (240 ms) | AV 264 ms | 24 ms 
[transcode] auto-probing source fracciones/ (ok) 
[transcode] V: import format    | MPEG-2  (V=vob|A=null) 
(split.c) reading auto-split information from file "/usr/Videos/Prueba3/nav_file/nav_file" 
(split.c) done reading 15096 entries 
(split.c) chunk 1/1 PU=0 (-L 0 -c 7554-15096) mapped onto (-L 105306 -c 12-7554)(split.c) 
video mode 
[transcode] V: AV demux/sync    | (1) sync AV at initial MPEG sequence 
[transcode] V: import frame     | 720x576  1.25:1  encoded @ 4:3 
[transcode] V: flip frame       | yes 
[transcode] V: bits/pixel       | 0.174 
[transcode] V: decoding fps,frc | 25.000,3 
[transcode] A: import format    | 0x2000  AC3          [48000,16,2]  192 kbps 
[transcode] A: export           | disabled 
[transcode] V: encoding fps,frc | 25.000,3 
[transcode] A: bytes per frame  | 7680 (7680.000000) 
[transcode] A: adjustment       | 0@1000 
[transcode] V: IA32 accel mode  | sse2 (sse2 sse mmxext mmx asm) 
[transcode] V: video buffer     | 10 @ 720x576 
[import_null.so] v0.2.0 (2002-01-19) (video) null | (audio) null 
[import_vob.so] v0.6.0 (2003-10-02) (video) MPEG-2 | (audio) MPEG/AC3/PCM | (subtitle) 
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[export_null.so] v0.1.2 (2001-08-17) (video) null | (audio) null 
[export_xvid4.so] v0.0.5 (2003-12-05) (video) XviD 1.0.x series (aka API 4.0) | 
(audio) MPEG/AC3/PCM 
[import_vob.so] tccat -i "fracciones/" -t vob -d 0 -S 105306 | tcdemux -s 0x80 -x mpeg2 -S 0,0-
658 -M 1 -d 0 | tcextract -t vob -a 0 -x mpeg2 -d 0 | tcdecode -x mpeg2 -d 0 
[export_xvid4.so] Neither './xvid4.cfg' nor '~/.transcode/xvid4.cfg' 
[export_xvid4.so] found. Default settings will be used instead. 
(demuxer.c) seeking to sequence 0:0 ... 
skipping frames  [000000-000011],  42.02 fps, EMT: 0:00:00, ( 0| 0| 0) 
[encoder.c] Delaying audio (0) 
[encoder.c] Delaying audio (0)],  22.43 fps, EMT: 0:00:00, ( 0| 0| 0) 
encoding frames  [000012-007552],   6.05 fps, EMT: 0:05:02, ( 0| 0| 0) 
clean up | frame threads | unload modules | cancel signal | internal threads | done 
[transcode] encoded 7541 frames  (0 dropped, 0 cloned), clip length 301.64 s 
 
Verificamos el contenido de la segunda parte transcodificada 
 
 
[javi@faust Prueba3]$ tcprobe -i parte-1.avi 
[tcprobe] RIFF data, AVI video 
[avilib] V: 25.000 fps, codec=XVID, frames =7539, width=720, height=576 
[tcprobe] summary for parte-1.avi, (*) = not default, 0 = not detected 
import frame size: -g 720x576 [720x576] 
       frame rate: -f 25.000 [25.000] frc=3 
   no audio track: use "null" import module for audio 
           length: 7539 frames , frame_time=40 msec, duration=0:05:01.560 
 
 
*Unimos los trozos de video (sin audio) transcodificado 
 
[javi@faust Prueba3]$  avimerge -o tmp_movie.avi -i parte-* 
scanning file parte-0.avi for video/audio parameter 
[avilib] V: 25.000 fps, codec=XVID, frames =7552, width=720, height=576 
merging multiple AVI-files (concatenating) ... 
file 01 parte-0.avi 
[parte-0.avi] (000000-007551) (302080.00 <-> 0.00) 
file 02 parte-1.avi 
[parte-1.avi] (007552-015090) (603640.00 <-> 0.00) 
... done merging 2 files in tmp_movie.avi 
[avilib] V: 25.000 fps, codec=XVID, frames =15091, width=720, height=576 
 
 
*Transcodificamos el audio y lo unimos directamente al video ya juntado 
 
[javi@faust Prueba3]$ transcode -p fracciones/ -W 2,2,/usr/Videos/Prueba3/nav_file/nav_file -i 
tmp_movie.avi -P 1 -x avi,vob -y raw -o movie.avi -u 50 
transcode v0.6.12 (C) 2001-2003 Thomas Oestreich, 2003-2004 T. Bitterberg 
[transcode] (probe) suggested AV correction -D 0 (0 ms) | AV 0 ms | 0 ms 
[transcode] auto-probing source tmp_movie.avi (ok) 
[transcode] V: import format    | XviD RIFF data, AVI (V=avi|A=vob) 
(split.c) reading auto-split information from file "/usr/Videos/Prueba3/nav_file/nav_file" 
(split.c) done reading 15096 entries 
(split.c) chunk 2/1 PU=0 (-L 0 -c 0-15096) mapped onto (-L 0 -c 0-15096) 
(split.c) audio mode 
[transcode] V: pass-through     | yes 
[transcode] V: import frame     | 720x576  1.25:1 
[transcode] V: bits/pixel       | 0.174 
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[transcode] V: decoding fps,frc | 25.000,3 
[transcode] A: import format    | 0x2000  AC3          [48000,16,2]  192 kbps 
[transcode] A: export format    | 0x55    MPEG layer-3 [48000,16,2]  128 kbps 
[transcode] V: encoding fps,frc | 25.000,3 
[transcode] A: bytes per frame  | 7680 (7680.000000) 
[transcode] A: adjustment       | 0@1000 
[transcode] V: IA32 accel mode  | sse2 (sse2 sse mmxext mmx asm) 
[transcode] V: video buffer     | 50 @ 720x576 
[import_vob.so] v0.6.0 (2003-10-02) (video) MPEG-2 | (audio) MPEG/AC3/PCM | (subtitle) 
[import_avi.so] v0.4.2 (2002-05-24) (video) * | (audio) * 
[export_raw.so] v0.3.12 (2003-08-04) (video) * | (audio) MPEG/AC3/PCM 
[import_vob.so] tccat -i "fracciones/" -t vob -d 0 -S 0 | tcdemux -a 0 -x ac3 -S 0,0-1321 -M 1 -d 0 
| tcextract -t vob -a 0 -x ac3 -d 0 | tcdecode -x ac3 -d 0 -s 1.000000,1.000000,1.000000 -A 0 
[import_avi.so] codec=XVID, fps=25.000, width=720, height=576 
Audio: using new version 
Audio: using lame-3.87 (beta 1, Aug 11 2004) (static) 
[export_raw.so] codec=XVID, fps=25.000, width=720, height=576 
(demuxer.c) seeking to sequence 0:0 ... 
encoding frames  [000000-015088], 102.73 fps, EMT: 0:10:03, ( 0| 0| 2) 
clean up | frame threads | unload modules | cancel signal | internal threads | done 
[transcode] encoded 15089 frames  (0 dropped, 0 cloned), clip length 603.56 s 
 
[tcprobe] RIFF data, AVI video 
[avilib] V: 25.000 fps, codec=XVID, frames =15089, width=720, height=576 
[avilib] A: 48000 Hz, format=0x55, bits=16, channels=2, bitrate=128 kbps, 
[avilib]    15089 chunks, 9655947 bytes, CBR 
[tcprobe] summary for movie.avi, (*) = not default, 0 = not detected 
import frame size: -g 720x576 [720x576] 
       frame rate: -f 25.000 [25.000] frc=3 
      audio track: -a 0 [0] -e 48000,16,2 [48000,16,2] -n 0x55 [0x2000] (*) 
                   bitrate=128 kbps 
           length: 15089 frames , frame_time=40 msec, duration=0:10:03.560 
 
 
*Proceso finalizado 
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A.2 Proceso de transcodificación con servicios Grid 
 
*Inicializamos el entorno 
 
GT3 debe estar arrancado y con los servicios Grid de transcodificación 
corriendo en los nodos partícipes. 
 
 
jgalera@luigi:/grid/GLOBUS/3.2.1$ globus-start-container -p 8081 & 
[1] 4881 
jgalera@luigi:/grid/GLOBUS/3.2.1$ [02/01/2005 18:08:08:713 ] 
org.globus.ogsa.impl.base.providers.servicedata.impl.HostScriptProvider [run:618] ERROR: 
Execution error: Invalid byte 2 of 4-byte UTF-8 sequence. while processing 
/grid/GLOBUS/3.2.1/libexec/grid-hostinfo-soft-posix 
[02/01/2005 18:08:09:962 ] org.globus.ogsa.server.ServiceContainer [run:582] INFO: Starting 
SOAP server at: http://84.88.32.101:8081/ogsa/services/ 
With the following services: 
 
http://84.88.32.101:8081/ogsa/services/core/admin/AdminService 
http://84.88.32.101:8081/ogsa/services/core/management/OgsiManagementService 
http://84.88.32.101:8081/ogsa/services/core/registry/ContainerRegistryService 
http://84.88.32.101:8081/ogsa/services/core/jmsadapter/JMSAdapterFactoryService 
http://84.88.32.101:8081/ogsa/services/core/logging/OgsiLoggingManagementService 
http://84.88.32.101:8081/ogsa/services/core/notification/httpg/NotificationSubscriptionFactorySe
rvice 
http://84.88.32.101:8081/ogsa/services/core/ping/PingService 
http://84.88.32.101:8081/ogsa/services/samples/registry/VORegistryService 
http://84.88.32.101:8081/ogsa/services/samples/counter/notification/CounterService 
http://84.88.32.101:8081/ogsa/services/samples/counter/notification/JMSCounterFactoryService 
http://84.88.32.101:8081/ogsa/services/samples/counter/notification/CounterFactoryService 
http://84.88.32.101:8081/ogsa/services/samples/counter/encoded/CounterFactoryService 
http://84.88.32.101:8081/ogsa/services/samples/counter/persistent/CounterFactoryService 
http://84.88.32.101:8081/ogsa/services/samples/counter/basic/CounterFactoryService 
http://84.88.32.101:8081/ogsa/services/samples/counter/basic/CounterFactoryFactoryService 
http://84.88.32.101:8081/ogsa/services/samples/counter/delegation/CounterFactoryService 
http://84.88.32.101:8081/ogsa/services/samples/counter/routable/MasterRedirectedCounter 
http://84.88.32.101:8081/ogsa/services/samples/counter/routable/LocalCounterFactoryService 
http://84.88.32.101:8081/ogsa/services/samples/counter/generate/CounterFactoryService 
http://84.88.32.101:8081/ogsa/services/samples/counter/deactivation/CounterFactoryService 
http://84.88.32.101:8081/ogsa/services/samples/counter/soap-secure/CounterFactoryService 
http://84.88.32.101:8081/ogsa/services/samples/counter/logging/CounterFactoryService 
http://84.88.32.101:8081/ogsa/services/samples/notification/SinkListenerFactoryService 
http://84.88.32.101:8081/ogsa/services/samples/exception/ExceptionFactoryService 
http://84.88.32.101:8081/ogsa/services/samples/weather/WeatherFactoryService 
http://84.88.32.101:8081/ogsa/services/samples/google/GoogleSearchFactoryService 
http://84.88.32.101:8081/ogsa/services/samples/any/AnyFactoryService 
http://84.88.32.101:8081/ogsa/services/samples/servicedata/ServiceDataService 
http://84.88.32.101:8081/ogsa/services/samples/array/ArraySampleFactoryService 
http://84.88.32.101:8081/ogsa/services/samples/chat/ChatFactoryService 
http://84.88.32.101:8081/ogsa/services/gridcat/notifications/TranscodeService 
http://84.88.32.101:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService 
http://84.88.32.101:8081/ogsa/services/ogsi/NotificationSubscriptionFactoryService 
http://84.88.32.101:8081/ogsa/services/ogsi/HandleResolverService 
http://84.88.32.101:8081/ogsa/services/base/gram/ResourceInformationProviderService 
http://84.88.32.101:8081/ogsa/services/base/gram/ForkManagedJobFactoryService 
http://84.88.32.101:8081/ogsa/services/base/gram/MasterForkManagedJobFactoryService 
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http://84.88.32.101:8081/ogsa/services/base/cas/CASService 
http://84.88.32.101:8081/ogsa/services/base/index/IndexService 
http://84.88.32.101:8081/ogsa/services/base/servicegroup/ServiceGroupFactory 
http://84.88.32.101:8081/ogsa/services/base/servicegroup/ServiceGroupService 
http://84.88.32.101:8081/ogsa/services/base/streaming/FileStreamFactoryFactoryService 
http://84.88.32.101:8081/ogsa/services/base/multirft/MultiFileRFTFactoryService 
http://84.88.32.101:8081/ogsa/services/gsi/AuthenticationService 
http://84.88.32.101:8081/ogsa/services/gsi/SecureNotificationSubscriptionFactoryService 
http://84.88.32.101:8081/ogsa/services/gsi/SecureNotificationSubscriptionFactoryService/hash-
12744885-1107277688711 
 
 
*Verificamos que el container está arrancado 
 
jgalera@luigi:/grid/GLOBUS/3.2.1$ netstat -petuna |grep -i 8081 
 
(Not all processes could be identified, non-owned process info 
 will not be shown, you would have to be root to see it all.) 
tcp        0      0 0.0.0.0:8081            0.0.0.0:*               LISTEN     1005       32059      4881/java 
 
 
*Inicializamos el entorno del cliente 
 
[jgalera@pcmartino src]$ source /aplic/GLOBUS/3.2/etc/globus-devel-env.sh 
[jgalera@pcmartino src]$ grid-proxy-init 
Your identity: /O=GridCat-I2Cat/OU=ca-gridcat.upc.es/OU=upc.es/CN=Javier Galera 
Enter GRID pass phrase for this identity: 
Creating proxy .............................................. Done 
Your proxy is valid until: Wed Feb  2 06:10:19 2005 
[jgalera@pcmartino src]$ source /aplic/GLOBUS/iniglobus3.2 
***** Definicio de l entorn 
***** Informacio de proxy d Usuari: 
subject  : /O=GridCat-I2Cat/OU=ca-gridcat.upc.es/OU=upc.es/CN=Javier 
Galera/CN=1145349253 
issuer   : /O=GridCat-I2Cat/OU=ca-gridcat.upc.es/OU=upc.es/CN=Javier Galera 
identity : /O=GridCat-I2Cat/OU=ca-gridcat.upc.es/OU=upc.es/CN=Javier Galera 
type     : Proxy draft compliant impersonation proxy 
strength : 512 bits 
path     : /tmp/x509cp_jgalera_grim 
timeleft : 11:59:51 
[jgalera@pcmartino src]$ 
 
 
*Creamos un servicio remoto y un oyente para el trabajo a enviar 
 
[jgalera@pcmartino src]$ java -classpath ./build/classes/:./build/stubs/:$CLASSPATH -
Dorg.globus.ogsa.schema.root=http://luigi.i2cat.net:8081/ 
org.gridcat.transcoder.clients.TranscodeService_sd_notif_fac.FactoryClient -s 
http://luigi.i2cat.net:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService 
Numero de argumentos: 2 
Args[0]: -s 
Args[1]: 
http://luigi.i2cat.net:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService 
FactoryClient.CreateServiceAndListener --> GSH de la factoria: 
http://luigi.i2cat.net:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService 
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FactoryClient.CreateServiceAndListener -->Servicio creado (Grid Service Handle): 
http://84.88.32.101:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService/hash-
28693170-1107278774042 
FactoryClient.ClientListener --> Subscribimos este cliente al SDE  CurrentResultSDE 
FactoryClient.ClientListener --> Esperando notificaciones de progreso de la instancia 
http://84.88.32.101:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService/hash-
28693170-1107278774042 
FactoryClient.ClientListener --> Para mandar el trabajo de transcodificacion y ver su progreso, 
abra otra ventana y ejecute 
FactoryClient.ClientListener -->  java -classpath ./build/classes/:./build/stubs/:$CLASSPATH -
Dorg.globus.ogsa.schema.root=http://127.0.0.1:8080/ 
org.gridcat.transcoder.clients.TranscodeService_sd_notif_fac.FactoryClient 
http://84.88.32.101:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService/hash-
28693170-1107278774042 0 2 /usr/Videos/FaustVideoSource 
 
 
*Lanzamos el trabajo de transcodificación de vídeo a un nodo y observamos su 
progreso 
 
[jgalera@pcmartino src]$ java -classpath ./build/classes/:./build/stubs/:$CLASSPATH -
Dorg.globus.ogsa.schema.root=http://luigi.i2cat.net:8081/ 
org.gridcat.transcoder.clients.TranscodeService_sd_notif_fac.FactoryClient 
http://84.88.32.101:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService/hash-
28693170-1107278774042 0 2 /usr/Videos/LuigiVideoSource 
Numero de argumentos: 4 
Args[0]: 
http://84.88.32.101:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService/hash-
28693170-1107278774042 
Args[1]: 0 
Args[2]: 2 
Args[3]: /usr/Videos/LuigiVideoSource 
FactoryClient.VideoHandle--> Lanzamos el trabajo de transcodificacion a la instancia 
http://84.88.32.101:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService/hash-
28693170-1107278774042 
 
 
Hemos de volver al punto anterior para observar el progreso de la 
transcodificación: 
 
 
[jgalera@pcmartino src]$ java -classpath ./build/classes/:./build/stubs/:$CLASSPATH -
Dorg.globus.ogsa.schema.root=http://luigi.i2cat.net:8081/ 
org.gridcat.transcoder.clients.TranscodeService_sd_notif_fac.FactoryClient -s 
http://luigi.i2cat.net:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService 
 
Numero de argumentos: 2 
Args[0]: -s 
Args[1]: 
http://luigi.i2cat.net:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService 
FactoryClient.CreateServiceAndListener --> GSH de la factoria: 
http://luigi.i2cat.net:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService 
FactoryClient.CreateServiceAndListener -->Servicio creado (Grid Service Handle): 
http://84.88.32.101:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService/hash-
28693170-1107278774042 
FactoryClient.ClientListener --> Subscribimos este cliente al SDE  CurrentResultSDE 
FactoryClient.ClientListener --> Esperando notificaciones de progreso de la instancia 
http://84.88.32.101:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService/hash-
28693170-1107278774042 
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FactoryClient.ClientListener --> Para mandar el trabajo de transcodificacion y ver su progreso, 
abra otra ventana y ejecute 
FactoryClient.ClientListener -->  java -classpath ./build/classes/:./build/stubs/:$CLASSPATH -
Dorg.globus.ogsa.schema.root=http://127.0.0.1:8080/ 
org.gridcat.transcoder.clients.TranscodeService_sd_notif_fac.FactoryClient 
http://84.88.32.101:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService/hash-
28693170-1107278774042 0 2 /usr/Videos/FaustVideoSource 
FactoryClient.ClientListener -->Progreso actual: Iniciando proceso de transcodificacion. Por 
favor, espere... 
FactoryClient.ClientListener -->Progreso actual: Iniciando proceso de transcodificacion. Por 
favor, espere... 
FactoryClient.ClientListener -->Progreso actual: 10% (90/898) 
FactoryClient.ClientListener -->Progreso actual: 20% (180/898) 
FactoryClient.ClientListener -->Progreso actual: 30% (270/898) 
FactoryClient.ClientListener -->Progreso actual: 40% (360/898) 
FactoryClient.ClientListener -->Progreso actual: 50% (449/898) 
FactoryClient.ClientListener -->Progreso actual: 60% (539/898) 
FactoryClient.ClientListener -->Progreso actual: 70% (629/898) 
FactoryClient.ClientListener -->Progreso actual: 80% (719/898) 
FactoryClient.ClientListener -->Progreso actual: 90% (809/898) 
FactoryClient.ClientListener -->Progreso actual: 100% (898/898) 
FactoryClient.ClientListener -->Progreso actual: 
Proceso finalizado. Por favor espere... 
------------------------------------------ 
Analisis de datos: 
------------------------------------------ 
Numero de frames  transcodificados: 899 reales de 898 teoricos (Proceso finalizado por 
completo) 
Velocidad media de transcodificacion (fps): 3,91 
Duracion del video:  0:00:35 
Tiempo total invertido: 0 horas 4 minutos 9 segundos 
 
FactoryClient.ClientListener --> Proceso finalizado 
FactoryClient.ClientListener --> Dejamos de escuchar 
FactoryClient.ClientListener --> Destruimos la instancia 
http://84.88.32.101:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService/hash-
28693170-1107278774042 
 
 
*Lanzamos el trabajo de transcodificación de vídeo a tantos  nodos como sea 
necesario y observamos su progreso 
 
 
[jgalera@pcmartino src]$ java -classpath ./build/classes/:./build/stubs/:$CLASSPATH -
Dorg.globus.ogsa.schema.root=http://mario.i2cat.net:8081/ 
org.gridcat.transcoder.clients.TranscodeService_sd_notif_fac.FactoryClient -s 
http://mario.i2cat.net:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService 
 
Numero de argumentos: 2 
Args[0]: -s 
Args[1]: 
http://mario.i2cat.net:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService 
FactoryClient.CreateServiceAndListener --> GSH de la factoria: 
http://mario.i2cat.net:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService 
FactoryClient.CreateServiceAndListener -->Servicio creado (Grid Service Handle): 
http://84.88.32.99:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService/hash-
31940233-1107280885057 
FactoryClient.ClientListener --> Subscribimos este cliente al SDE  CurrentResultSDE 
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FactoryClient.ClientListener --> Esperando notificaciones de progreso de la instancia 
http://84.88.32.99:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService/hash-
31940233-1107280885057 
FactoryClient.ClientListener --> Para mandar el trabajo de transcodificacion y ver su progreso, 
abra otra ventana y ejecute 
FactoryClient.ClientListener -->  java -classpath ./build/classes/:./build/stubs/:$CLASSPATH -
Dorg.globus.ogsa.schema.root=http://127.0.0.1:8080/ 
org.gridcat.transcoder.clients.TranscodeService_sd_notif_fac.FactoryClient 
http://84.88.32.99:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService/hash-
31940233-1107280885057 0 2 /usr/Videos/FaustVideoSource 
 
Lanzamos el trabajo de transcodificación de vídeo: 
 
[jgalera@pcmartino src]$ java -classpath ./build/classes/:./build/stubs/:$CLASSPATH -
Dorg.globus.ogsa.schema.root=http://mario.i2cat.net:8081/ 
org.gridcat.transcoder.clients.TranscodeService_sd_notif_fac.FactoryClient 
http://84.88.32.99:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService/hash-
31940233-1107280885057 1 2 /usr/Videos/MarioVideoSource 
Numero de argumentos: 4 
Args[0]: 
http://84.88.32.99:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService/hash-
31940233-1107280885057 
Args[1]: 1 
Args[2]: 2 
Args[3]: /usr/Videos/MarioVideoSource 
FactoryClient.VideoHandle--> Lanzamos el trabajo de transcodificacion a la instancia 
http://84.88.32.99:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService/hash-
31940233-1107280885057 
 
Observamos el progreso de transcodificación de vídeo: 
 
FactoryClient.ClientListener -->Progreso actual: Iniciando proceso de transcodificacion. Por 
favor, espere... 
FactoryClient.ClientListener -->Progreso actual: Iniciando proceso de transcodificacion. Por 
favor, espere... 
FactoryClient.ClientListener -->Progreso actual: 10% (90/898) 
FactoryClient.ClientListener -->Progreso actual: 20% (180/898) 
FactoryClient.ClientListener -->Progreso actual: 30% (270/898) 
FactoryClient.ClientListener -->Progreso actual: 40% (360/898) 
FactoryClient.ClientListener -->Progreso actual: 50% (449/898) 
FactoryClient.ClientListener -->Progreso actual: 60% (539/898) 
FactoryClient.ClientListener -->Progreso actual: 70% (629/898) 
FactoryClient.ClientListener -->Progreso actual: 80% (719/898) 
FactoryClient.ClientListener -->Progreso actual: 90% (809/898) 
FactoryClient.ClientListener -->Progreso actual: 100% (898/898) 
FactoryClient.ClientListener -->Progreso actual: 
Proceso finalizado. Por favor espere... 
------------------------------------------ 
Analisis de datos: 
------------------------------------------ 
Numero de frames  transcodificados: 906 reales de 898 teoricos (Proceso finalizado por 
completo) 
Velocidad media de transcodificacion (fps): 3,81 
Duracion del video:  0:00:36 
Tiempo total invertido: 0 horas 4 minutos 6 segundos 
 
FactoryClient.ClientListener --> Proceso finalizado 
FactoryClient.ClientListener --> Dejamos de escuchar 
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FactoryClient.ClientListener --> Destruimos la instancia 
http://84.88.32.99:8081/ogsa/services/gridcat/LoggedCustomFactory/TranscodeService/hash-
31940233-1107280885057 
[jgalera@pcmartino src]$ 
 
 
*Transcodificamos el audio en el nodo cliente 
 
[jgalera@pcmartino src]$ java -classpath ./build/classes/:./build/stubs/:$CLASSPATH -
Dorg.globus.ogsa.schema.root=http://pcmartino.upc.es:8080/ 
org.gridcat.transcoder.clients.TranscodeService_sd_notif_fac.FactoryClient -a 2 
/usr/Videos/MartinoVideoSource 
 
Numero de argumentos: 3 
Args[0]: -a 
Args[1]: 2 
Args[2]: /usr/Videos/MartinoVideoSource 
Ficheros encontrados: /usr/Videos/MartinoVideoSource/parte-0.avi 
Ficheros encontrados: /usr/Videos/MartinoVideoSource/parte-1.avi 
OK. El numero de ficheros encontrados coincide con el numero de nodos 
****Uniendo ficheros... 
Ejecutando comando: avimerge -o /usr/Videos/MartinoVideoSource/tmp_movie.avi -i 
/usr/Videos/MartinoVideoSource/parte-* 2>/dev/null 
scanning file /usr/Videos/MartinoVideoSource/parte-0.avi for video/audio parameter 
[avilib] V: 25.000 fps, codec=XVID, frames =898, width=720, height=576 
merging multiple AVI-files (concatenating) ... 
file 01 /usr/Videos/MartinoVideoSource/parte-0.avi 
file 02 /usr/Videos/MartinoVideoSource/parte-1.avi 
... done merging 2 files in /usr/Videos/MartinoVideoSource/tmp_movie.avi 
[avilib] V: 25.000 fps, codec=XVID, frames =1791, width=720, height=576 
***Transcodificando audio... 
Ejecutando comando: transcode -p /usr/Videos/MartinoVideoSource/fracciones/ -W 
2,2,/usr/Videos/MartinoVideoSource/nav_file/navfile -i 
/usr/Videos/MartinoVideoSource/tmp_movie.avi -P 1 -x avi,vob -y raw -o 
/usr/Videos/MartinoVideoSource/movie.avi -u 50 
[transcode] (probe) suggested AV correction -D 0 (0 ms) | AV 0 ms | 0 ms 
[transcode] auto-probing source /usr/Videos/MartinoVideoSource/tmp_movie.avi (ok) 
[transcode] V: import format    | XviD RIFF data, AVI (V=avi|A=vob) 
(split.c) reading auto-split information from file "/usr/Videos/MartinoVideoSource/nav_file/navfile" 
(split.c) done reading 1796 entries 
(split.c) chunk 2/1 PU=0 (-L 0 -c 0-1796) mapped onto (-L 0 -c 0-1796) 
(split.c) audio mode 
[transcode] V: pass-through     | yes 
[transcode] V: import frame     | 720x576  1.25:1 
[transcode] V: bits/pixel       | 0.174 
[transcode] V: decoding fps,frc | 25.000,3 
[transcode] A: import format    | 0x2000  AC3          [48000,16,2]  192 kbps 
[transcode] A: export format    | 0x55    MPEG layer-3 [48000,16,2]  128 kbps 
[transcode] V: encoding fps,frc | 25.000,3 
[transcode] A: bytes per frame  | 7680 (7680.000000) 
[transcode] A: adjustment       | 0@1000 
[transcode] V: IA32 accel mode  | sse2 (sse2 sse mmxext mmx asm) 
[transcode] V: video buffer     | 50 @ 720x576 
[import_vob.so] tccat -i "/usr/Videos/MartinoVideoSource/fracciones/" -t vob -d 0 -S 0 | tcdemux 
-a 0 -x ac3 -S 0,0-168 -M 1 -d 0 | tcextract -t vob -a 0 -x ac3 -d 0 | tcdecode -x ac3 -d 0 -s 
1.000000,1.000000,1.000000 -A 0 
encoding frames  [000000-000001],  45.07 fps, EMT: 0:00:00, ( 0| 0|48) 
encoding frames  [000000-000002],  54.84 fps, EMT: 0:00:00, ( 0| 0|49) 
encoding frames  [000000-000003],  64.56 fps, EMT: 0:00:00, ( 0| 0|49) 
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encoding frames  [000000-000004],  65.29 fps, EMT: 0:00:00, ( 0| 0|49) 
encoding frames  [000000-000005],  72.80 fps, EMT: 0:00:00, ( 0| 0|49) 
encoding frames  [000000-000006],  79.03 fps, EMT: 0:00:00, ( 0| 0|49) 
. 
. 
. 
encoding frames  [000000-001780], 131.60 fps, EMT: 0:01:11, ( 0| 0|10) 
encoding frames  [000000-001781], 131.60 fps, EMT: 0:01:11, ( 0| 0| 9) 
encoding frames  [000000-001782], 131.61 fps, EMT: 0:01:11, ( 0| 0| 8) 
encoding frames  [000000-001783], 131.65 fps, EMT: 0:01:11, ( 0| 0| 7) 
encoding frames  [000000-001784], 131.65 fps, EMT: 0:01:11, ( 0| 0| 6) 
 
clean up | frame threads | unload modules | cancel signal | internal threads | done 
 
 
Proceso terminado 
[jgalera@pcmartino src]$  
 
