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The plasma-facing materials of future fusion reactors are exposed to high doses of radiation. The
characterization of the radiation damage is an essential part in the study of fusion relevant materi-
als. Electron microscopy is one of the most important tools used for characterization of radiation
damage, as it provides direct observations of the microstructure of materials. However, the char-
acterization of defects from electron microscope images remains difficult. Simulated images can be
used to bridge the gap between experimental results and models.
In this thesis, scanning transmission electron microscope (STEM) images of radiation damage were
simulated. Molecular dynamics simulations were employed in order to create defects in tungsten.
STEM images were simulated based on the created systems using the multislice method. A data-
base of images of 〈001〉 dislocation loops and defects produced from collision cascade simulations
was generated. The simulated images provide insight into the observed contrast of the defect
structures. Differences in the image contrast between vacancy and interstitial 〈001〉 dislocation
loops were reported. In addition to this, the results were compared against experimental images
and used in identification of a dislocation loop. The simulated images demonstrate that it is feasible
to simulate STEM images of radiation damage produced from collision cascade simulations.
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Plasmariktade material i framtida fusionsreaktorer är utsatta för höga strålningsdoser. Karakteris-
ering av strålningsskador är en grundläggande del i forskningen av fusions relevanta material. Elek-
tronmikroskopi är ett av de viktigaste verktyg som används i karakterisering av strålningsskador,
på grund av att metoden ger direkta observationer om materialets mikrostruktur. Trots detta
är karakteriseringen av defekter från elektronmikroskop bilder utmanande. Simulerade bilder kan
användas för att sammankoppla experimentella resultat med modeller.
I denna avhandling simulerades transmissions svepelektronmikroskop (STEM) bilder av strål-
ningsskador. Molekyldynamiska simuleringar användes för att skapa strålningsskador i volfram.
STEM bilder skapades på basis av dessa system, med hjälp av månglager metoden. En databas
genererades med bilder av 〈001〉 dislokationsslingor och defekter genererade från simuleringar av
kollisionskaskader. Resultaten ger oss insikt i den observerade kontrasten av defekterna. Skillnader
mellan vakans och interstitial 〈001〉 dislokationer rapporterades. Utöver detta, jämfördes resultaten
med experimentella bilder och användes för att identifierar en dislokationsslinga. De simulerade
bilderna demonstrerar att det är framkomligt att skapa simulerade STEM bilder av strålningsskador
producerade med kollisionskaskadsimuleringar.
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Kumpulan tiedekirjasto
Fuusioreaktoreiden plasmavastaiset materiaalit altistuvat korkeille säteilyannoksille. Säteilyvau-
rioiden karakterisointi on oleellinen osa fuusiorelevanttien materiaalien tutkimusta. Elektron-
imikroskopia on yksi tärkeimmistä menetelmistä joita käytetään säteilyvaurioiden karakterisoin-
tiin, sillä se mahdollistaa materiaalin mikrostruktuurin kuvantamisen. Kuitenkin vaurioiden karak-
terisointi elektronimikroskooppikuvista on haasteellista. Simulaatioiden avulla voidaan paremmin
yhdistää kokeelliset tulokset malleihin.
Tässä tutkielmassa simuloitiin pyyhkäisy-läpivalaisuelektronimikroskooppi (STEM) kuvia säteily-
vaurioista. Säteilyvaurioita luotiin volframiin hyödyntäen molekyylidynamiikka simulaatioita.
STEM kuvia simuloitiin luotujen systeemien pohjalta, hyödyntäen moniviipale menetelmää. STEM
kuvista luotiin tietokanta. Simuloidut kuvat antavat viitteitä säteilyvaurioiden muodostamasta
kontrastista. Interstitiaali ja vakanssi dislokaatioiden välillä havaittiin eroavaikuusia kuvien kon-
trastissa. Tämän lisäksi simuloituja kuvia vertailtiin kokellisiin tuloksiin ja niiden avulla pystyttiin
tunnistamaan dislokaatio. Simulaatiot osoittivat, että törmäyskaskadisimulaatioista tuotettujen
säteilyvaurioiden STEM simulointi on toteutettavissa.
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Radiation damage causes changes to the mechanical properties of materials [1]. In ap-
plications where materials are exposed to high doses of radiation, the understanding of
damage mechanisms is of consequential importance. Prolonged exposure to high radia-
tion doses causes changes such as swelling and void formation [2, 3]. These effects can
have fatal consequences on the structural integrity of the material. Due to this, there is a
significant amount of research interest into radiation damage in plasma facing materials
used in future fusion reactors [4, 5]. Tungsten is one of the main candidates for the use
in such components [6].
The characterization of defects is an essential part in the study of radiation damage.
Electron microscopy has become one of the most important tools for the characterization
of defects. It allows for direct observations of the microstructure of a material, providing
evidence for different damage mechanisms. However, the characterization of the defects
from images produced by electron microscopes remains challenging [7]. Several methods
have been developed for the characterization of defects such as dislocations and voids using
transmission electron microscopes (TEM) [8]. However, the visibility of smaller defect
clusters is a major limitation of TEM [9]. Scanning transmission electron microscopy
(STEM) can be used to overcome this limitation [10].
Simulated images are sometimes necessary in order to interpret images obtained from
electron microscopes. Studies have been conducted on the characterization of dislocations
using simulated TEM images [9, 11]. In these studies several computer generated images
are used to determine properties such as size and orientation of dislocations. Recently,
dislocations have been studied using diffraction contrast image simulations and comparing
these to experimental images [12, 13]. STEM image simulations have also been used to
study defects [14, 15]. Furthermore, Phillips et al. have investigated diffraction contrast
STEM simulations of dislocations [16].
In this thesis, STEM images were simulated of radiation damage in tungsten. Molec-
ular dynamics (MD) simulations were used to create systems containing various types of
defects. STEM images were simulated based on the created systems. The theory behind
the methods for both the simulation of radiation damage and STEM images is presented.
The observed contrast caused by the defects is presented and discussed.
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2. Radiation damage in tungsten
Tungsten is going to be used in structural components such as divertors in future fusion re-
actors [17]. This is due to its suitable mechanical properties such as its high melting point
and ability to resist erosion [18, 19]. However, the longterm changes to the mechanical
properties of tungsten, due to extended periods of radiation, is a major concern. Neutron
irradiation causes void formation, dislocation loops and swelling in tungsten [2, 20, 21].
The characterization of these defects is of paramount importance for the study of radi-
ation damage accumulation. The extreme environments existing in fusion reactors are
experimentally inaccessible, hence a significant amount of effort has been made towards
the modeling and simulation of damage processes in these environments [22].
2.1 Lattice defects
Materials such as tungsten have a regular crystal structure, which can mathematically be
described using a Bravais lattice [23]. This means that each atom in the structure can
be defined by a linear combination of basis vectors. Essentially, lattice defects can be
thought of as deviations from this ideal structure. The lattice structure of tungsten is
the body centered cubic (BCC) structure. Point defects are the simplest form of defects
that can be defined in a lattice. Vacancies can be thought of as empty lattice sites which
would normally be occupied by an atom. Interstitials on the other hand are atoms which
are located between filled lattice sites. Another important defect type is the dislocation.
There are two main types of dislocations. Firstly, we have screw dislocations, where a
helical path can be traced around the dislocation line. Secondly, we have edge dislocations,
where an extra atom plane is either removed or added in between the atomic planes of
the lattice. Edge dislocations can form loops where the dislocation line connects back
on itself. Dislocation loops are classified by the direction of the normal vector of the
dislocated plane. This vector is called the Burgers vector. In figure 2.1 we have the
two different types of dislocations present in tungsten. Figure 2.1a shows the 〈100〉 -loop,
where the Burgers vector is oriented in the 〈100〉 direction in Miller index notation. Figure
2.1b shows a 〈111〉 -loop, where the whole system is rotated so that we are looking at the
lattice from the 〈111〉 direction. Dislocations compress and stretch the lattice, introducing
3
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strain on the neighboring atoms. In addition to this, point defects can congregate together
forming defect clusters. Figure 2.1c shows an illustration of a vacancy cluster (void).
(a) 〈100〉 loop (b) 〈111〉 loop (c) Vacancy cluster
Figure 2.1: Illustration of different vacancy type defects. Blue spheres represent atoms with their
local environment identified as BCC, white atoms have no identified lattice structure, magenta line is a
dislocation loop oriented in the 〈100〉 direction and green line is a dislocation loop oriented in the 〈111〉
direction.
Besides the defects described, radiation damage can manifest as more complex defect
structures. In this thesis we considered both systematically created defects as well as
defect structures produced from simulations of collision cascades.
2.2 Collision cascade
The deuterium-tritium reactions in fusion reactors produce ∼ 14 MeV neutrons which
are not contained by the magnetic field of the reactor [4]. These neutrons can cause high
energy recoils resulting in collision cascades. The initial recoil atom is called the primary
knock-on atom (PKA). The PKA starts to collide with its surrounding environment,
transferring its kinetic energy in the process. Subsequently the neighboring atoms collide
with other atoms and so forth, causing a collision cascade. Figure 2.2 shows the typical
stages of a collision cascade. Firstly, the PKA initiates the collision cascade, where
colliding atoms produce a region with an underdense core and dense fringes [24]. The
atoms in this stage are in a disordered state and can essentially be considered being in a
liquid phase. This process is usually referred to as a thermal spike or heat spike. After
the expansion, the dense outer regions start to recrystallize back into the low density core
left behind. During the recrystallization some defects remain in the system. These defects
are called primary radiation damage, which will continue to evolve due to thermal effects.
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(a) ≈ 100 fs (b) ≈ 1000 fs
(c) ≈ 2000 fs (d) ≈ 10000 fs
Figure 2.2: Example cascade in pure tungsten with 30 keV PKA-energy, red spheres represent intersti-
tials and blue spheres represent vacancies.
Primary radiation damage has been studied extensively using MD [24]. These MD
studies typically have been performed with the perfect crystal as the initial state. In real
world applications with high radiation doses, such as in future fusion power plants, there
is a higher probability that a collision cascade occurs in regions with pre-existing defects.
The effects of this cascade-defect overlap is an expanding area of research. There are
different methods of simulating cascade overlap effects. We can perform multiple cascades
on the same region and look at the resulting damage from consecutive cascades [25, 26].
Alternatively, we can produce simulations where predetermined defects are created and
then cascades are performed on these systems [27, 28]. In this thesis we employ cascade-
overlap simulations of the latter kind, with a focus on vacancy type defects.

3. Molecular dynamics simulation of
radiation damage
3.1 Molecular dynamics
Molecular dynamics (MD) is a simulation method that involves solving the equations
of motion for atomistic systems. MD was developed in 1957 and was initially used to
simulate vibrating molecules [29]. The basic structure of a MD algorithm is as follows:
Define the initial condition of the system,
i.e. atom coordinates ri and velocities vi.
Calculate the forces Fi(ri) between the
atoms using a defined interaction model.
Solve the equations of motion with a given timestep, for all atoms.
Update atom positions and advance time t→ t+∆t.
(optional) Temperature and pressure control.
Calculate physical properties of the system.
Repeat until some exit condition is fulfilled.
The initial condition of the simulation is defined by the atom positions ri and the
velocities vi, which can be set to correspond to the temperature distribution of the system.
There are significant physical differences between surfaces and bulk materials [30]. In order
to simulate bulk properties a very large number of atoms is required. In practice this is
7
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achieved by the use of periodic boundary conditions (PBC), where an atom crossing the
border of the simulation cell is then transferred to the opposite side.
The familiar Newton’s equations of motion are presented in equation 3.1, where mi
and ai are the mass and acceleration of the ith atom . Using the interatomic potential V ,
the forces Fi(ri) can be calculated.
Fi(ri) = miai = −∇riV (ri) (3.1)
There are multiple different approaches to numerically solving the equations of mo-
tion of a given system. Common methods include velocity verlet, leap frog and predictor-
corrector methods such as Gear5 [31]. The trade-off between these methods comes down
to computational efficiency and the accuracy of the calculation. All of these methods rely
on knowing the acceleration of each individual atom, which in turn is solved from the
equations of motion. As a consequence, the interatomic potential becomes paramount for
the accuracy of MD.
3.2 Interatomic potentials
Ideally, the interatomic forces would be calculated from quantum mechanical models, but
these become very quickly computationally cumbersome. To create an efficient MD model
the potential needs to be simultaneously as simple as possible while not compromising
the physical accuracy of the effects that it is used to describe.
A common model for describing metals is the so called embedded-atom method
(EAM). EAM models describe positive ionic cores that are bound to the local negative
electron density in addition to a simple pair-potential [32]. The potential energy of the
EAM model is described in equation 3.2, where Vi is the pair-potential and Gi is the













The embedding function G can have different expressions and these are generally
fitted to data obtained using quantum mechanical methods such as density functional
theory. Short-range interactions can be implemented in the pair-potential with a screened
Coulomb potential. Equation 3.3 shows the commonly used Ziegler-Biersack-Littmark
(ZBL) potential [33].










Here, Z1 and Z2 represent the atomic numbers, a0 is the Bohr radius and φ is the fitted
universal screening function shown in equation 3.4.
φ(x) = 0.1818e−3.2x + 0.5099e−0.9423x + 0.2802e−0.4029x + 0.02817e−0.2106x (3.4)
EAM potentials don’t take into account directional bonding, limiting their use for
materials with covalent bonds. In these cases bonding order potentials such as the Tersoff
potential are more suitable [34].
3.3 Timestep
A collision cascade is a highly non-equilibrium process. Initially, energies in the system
are very high, meaning that a small timestep is needed to uphold conservation of energy.
The very small timestep is essential in the early phases of the cascade, whereas a larger
timestep would be sufficient for the later stages. Simulating the whole collision cascade
process with a timestep required for the early stage is very resource intensive. An adaptive
timestep can be implemented to overcome this limitation. This means that the timestep
is scaled according to system properties. The simulation code PARCAS [35] used for the












where the timestep is determined by proportionality constants kt and Et in addition to
the maximum velocity and force F in the system. The timestep is also limited so it can’t
increase more than 10 % at a time.
3.4 Electronic stopping
At higher energies, electronic effects become relevant and have to be taken into account
when modeling collision cascades. The energy loss of an ion per unit length traveled
can be defined by a quantity called stopping power [33]. In the case of ion irradiation,
stopping power can be described consisting of three parts.
S = −dE
dx
= Se + Sn + Sreactions (3.6)
Electronic stopping Se can be described as a friction force between the projectile
and the electrons in the material. Sn represents the nuclear stopping that is the energy
loss experienced by the collisions between atoms and the projectile. Additionally, there
can be stopping caused by nuclear reactions which become relevant at very high energies.
The effects of electronic stopping become relevant to cascade simulations due to the high
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energy of the recoiling atoms. In PARCAS, the electronic stopping experienced by the
atoms is taken into account as a friction force represented in equation 3.7, where the




3.5 Temperature and pressure control
Collision cascades introduce a significant amount of energy to the simulated system. In
order to model the thermal diffusion of the cascade region into the surrounding mate-
rial, temperature control can be applied for the border atoms of the simulation. This is
usually modeled by introducing a coupling with an external heat-bath. One method of
temperature control is the Berendsen method [37], where the velocities are scaled by a
factor λ given in equation 3.8. T0 represents the target temperature, ∆t is the timestep








Pressure control can be applied in order to avoid the pressure wave produced by
the cascade from self-interacting over the periodic boundaries. Similarly as in the case
of temperature control we can use a scaling factor µ that scales the simulation cell size





β[P − P0] (3.9)
In addition to the coupling factor τP we also have the isothermal compressibility of
the system β. The Berendsen method is a quite naive scaling method and is by no means
suitable for all applications. There are multiple different approaches to temperature and
pressure control. A couple notable examples are the Nosé-Hoover method [38], Andersen
method [39] and Parrinello-Rahman method [40].
4. Electron microscope image
simulation
4.1 The electron microscope
In the 1920s, the French physicist Luois de Broglie proposed that particles of matter can
exhibit wave-like properties [41]. The wavelength of these ”matter waves” in the case
of accelerated electrons was estimated to be five orders of magnitude shorter than light
waves [42], which in turn allows the electron microscope to have superior resolution com-
pared to conventional light microscopes. The first electron microscopes were developed in
the early 1930s [43, 42]. Conventional transmission electron microscopes (CTEM) work
on the basis of accelerated electrons that penetrate a specimen, after which the trans-
mitted electron beam is focused using magnetic lenses, forming an image. Shortly after
the development of CTEM, the scanning transmission electron microscope (STEM) was
invented [44]. STEM works similarly to CTEM, but for STEM the accelerated electrons
are focused before the specimen. The focused electron beam is scanned across the surface
of the specimen, forming the image pixel by pixel. In practice, there are always going to
be some distortions in the final image that do not represent the real structure of the spec-
imen. Deviations from the ideal image are called aberrations. Aberrations are one of the
major limiting factors on the resolution of an electron microscope. This is why aberration
correction is in itself a significant field of research in electron microscopy [45]. Figure 4.1
shows a simplified schematic of an aberration corrected scanning transmission electron
microscope. At the top of the illustration we have the electron gun, which produces the
electron beam. The electrons are accelerated to the target energy and in some cases passed
through a monochromator. The monochromator filters the electron beam’s energy distri-
bution. This narrows the energy spread of the electron beam, improving resolution. The
electron beam is then condensed by the condenser lens and passed through the aberration
corrector. The objective lens focuses the beam on the specimen, forming a probe with a
given convergence angle (probe semi-angle). Scanning coils move the focused probe across
the specimen in a raster fashion. The beam passes through the specimen, scattering and
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interacting in the process. The outcoming beam is then measured using detectors. A
bright-field (BF) detector can be used to measure the intensity of the electron beam that
is on the optical axis of the microscope. Annular dark-field (ADF) detectors can be used
to measure the intensity of scattered electrons. The variation in the measured intensities










Figure 4.1: Simplified schematic of a scanning transmission electron microscope with an aberration
corrector.
The purpose of aberration correction is to identify the aberrations present in the
system and mitigate their effects. In practice this is done by using magnetic lenses that
produce new aberrations that counter the aberrations previously present. Aberrations
can be mathematically represented using an aberration function [46]. The theoretical
resolution of an electron microscope is mainly limited by the spherical aberrations of the
system [47].
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4.2 STEM image simulation
On a fundamental level, STEM image simulation reduces to the modeling of the scattering
of fast moving electrons in a material. Ideally this could be achieved by solving the
Schrödinger equation for a fast moving electron. However, the electrons in STEM can be
accelerated to several hundreds of keVs, meaning that relativistic effects have to be taken
into account. In theory, the Dirac equation provides a framework for solving relativistic
wave equations, but is considerably more computationally cumbersome. The models used
in STEM simulations therefore use the Schrödinger equation with relativistic corrections
to the mass and wavelength of the electrons [46].
There are multiple different approaches to solving the Schrödinger equation for a
fast moving electron. One approach is to use the so called Bloch wave method, where the
electron wave function is represented by Bloch waves which have built in the periodicity of
the lattice. Using this Bloch wave representation one can solve the Schrödinger equation,
by reducing the equation to an eigenvalue problem. A more detailed description of this
method can be found in [46]. This method assumes a periodic lattice and might therefore
not be suitable for simulation of defects. The multislice method is another method that
can be used to simulate STEM images. This method is computationally more efficient,
which makes it more suitable for larger simulations. The simulations performed for this
thesis are based on the multislice method.
4.3 Multislice method
The multislice method was first devised by Cowley and Moodie in 1957 [48]. Figure 4.2
shows the main idea of the method, where the specimen is divided into thin slices. For
each slice a projected potential is calculated. The wave function is then iteratively trans-
mitted through the potential and propagated to the next slice. The projected potential
is calculated by integrating the atomic potential along the optical axis of the specimen
for each slice. It must be noted that the atomic potential used for the calculation is
distinct from the interatomic potential discussed in section 3.2. The atomic potential can
be parametrized from electron scattering factors produced from relativistic Hartree-Fock
calculations [46].
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Figure 4.2: Illustration of the multislice method.
The mathematical description of the multislice method [46, 49] starts with the wave
equation of a fast moving electron.
∂Ψ(x, y, z)
∂z




B = iσV (x, y, z)
(4.1)
Here, A and B are noncommuting operators and Ψ is the electron wave function. λ
is the wavelength of the incident electron and σ is an interaction parameter σ = 2πmeλ
h2
.
A solution of equation 4.1 for a thin slice can be found in equation 4.2 where v∆z is the
projected potential shown in equation 4.3.





xy + iσv∆z(x, y, z)
]
Ψ(x, y, z) (4.2)
v∆z(x, y, z) =
∫ z+∆z
z
V (x, y, z′)dz′ (4.3)
From this, the general multislice equation can be derived using a lowest order fac-
torization.







exp[iσv∆z(x, y, z)]Ψ(x, y, z) +O(∆z2) (4.4)
The expression exp[iσv∆z(x, y, z)] can be interpreted as the transmission function







can be interpreted as the propagator
function p(x, y,∆)⊗ with a two-dimensional convolution in x and y. Using this, the
equation can be rewritten in a cleaner form.
Ψ(x, y, z + ∆z) = p(x, y,∆z)⊗ [t(x, y, z)Ψ(x, y, z)] +O(∆z2) (4.5)
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The numerical efficiency of the multi-slice equation 4.5, can be further improved by
the use of Fourier transforms. Equation 4.6 describes the wave function at the nth slice
in this form.
Ψn+1 = FT−1{pn(x, y,∆zn)FT [tn(x, y, z)Ψn(x, y, z)]}+O(∆z2) (4.6)
There are multiple other considerations when it comes to the simulation of STEM
images. A simplified description of the multislice method used to simulate STEM can be
defined as follows:
Define the initial condition of the system, i.e
atom coordinates and microscope parameters.
Divide the specimen into thin slices.
Calculate the projected potential v∆zn for each slice.
Calculate the transmission function tn for each slice.
Calculate the probe wave function for a given probe position.
Transmit and propagate the wave function
through the whole specimen using equation (4.6).
Integrate the outcoming intensity over
the portion that falls on the detectors.
Calculate next probe position.
The incident probe at position xp can be calculated from
ψ(x,xp) = ApFT−1{exp[−iχ(k) + 2πik · xp]A(k)} (4.7)
Where k represent the reciprocal space coordinates, χ is the aberration wave function,
Ap is a normalization constant and A(k) is the aperture function
A =
1 if a ≤ amax0 otherwise (4.8)
16 Chapter 4. Electron microscope image simulation
where the function is zero when the angle is greater than the maximum semi-angle allowed
by the aperture.
Thermal diffuse scattering is taken into account by using the so called ”frozen
phonon” approximation [50]. The basic idea is that the atoms are randomly displaced
by the root mean squared (RMS) displacement for a given temperature. Multiple dif-
ferent configurations with random displacements are simulated and the final intensity is
calculated as the average intensity from the individual simulations [46].
The simulation code PRISMATIC [51, 52] was used for the STEM image simula-
tions in this thesis. PRISMATIC includes a multi-GPU implementation of the multislice
method for the simulations of STEM images.
5. Construction of defects
For this thesis, several different kinds of defects were considered. The primary focus was
on 〈001〉 -loops created in different orientations. In addition to this, systems were created
with cascade damage produced with MD simulations.
The sample thickness ranged from 20-30 nm, which corresponds to a thin experi-
mental sample. Most of the simulations were done with 20 nm sample thickness due to
simulation time constraints. The other dimensions of the simulation cell had to be chosen
so that the defect is fully contained inside the simulation cell. Furthermore, there needs
to be a sufficiently large buffer-zone at edges. Otherwise wrap around errors might be
introduced, causing distortions and artefacts.
5.1 〈001〉 dislocation loops
Initially, large simulation cells with pure tungsten were created. Interstitial and vacancy
type dislocation loops were created in the 〈001〉 direction. Vacancy loops were created
by removing a plane of atoms with a given radius from the center of the cell. Conversely,
interstitial loops were created by the addition of a plane of atoms. These dislocations
had a diameter of 3 nm (137 interstitials or vacancies). The large initial simulation cells
containing the dislocations were thermalized to 300 K. Thermalization was carried out in
PARCAS by running a MD simulation during which the temperature and pressure were
controlled with a Berendsen thermo- and barostat. The MD code LAMMPS [53] was
used to perform energy minimization on the thermalized systems. Energy minimization
was performed in order to ensure that the atoms are located at their low energy positions.
Otherwise the thermal displacements of the thermalization is compounded with the RMS
displacements used for the frozen phonon sampling, which might exaggerate the thermal
effects. For both simulations the Finnis-Sinclair EAM potential by Ackland et al. [54]
modified by Zhong et al. [55] was used. The thermalized and minimized cells were rotated
into different orientations and cut to final size. The simulation cell size chosen was 8 ·8 ·20
nm. The cut systems were then converted to the PRISMATIC format. The different
orientations correspond to the different beam directions considered, these are listed in
table 5.1.
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Beam direction 〈001〉 〈010〉 〈011〉 〈110〉 〈111〉
Table 5.1: simulation cell orientations (beam directions) used for 〈001〉 -loop simulations.
In figure 5.1, some of the considered systems are illustrated using OVITO [56]. The
atoms in the middle are removed for the illustration in order to reveal the orientation of
the dislocation loop in the simulation cell.
(a) Beam direction= 〈001〉 (b) Beam direction= 〈010〉
(c) Beam direction= 〈011〉 (d) Beam direction= 〈111〉
Figure 5.1: Interstitial 〈001〉 -loops in different orientations. Atoms from the middle are made trans-
parent in order to reveal orientation of the dislocation represented by the magenta loop.
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5.2 Cascade defects
The different cascade damage systems that were created for STEM image simulations are
shown in figure 5.2. These systems were chosen from a previous study on the effects of
cascade overlap between collision cascades and vacancy type defects [27]. The systems
in figure 5.2 are from 30 keV cascade simulations with a pre-existing void containing
Nvac = 259 vacancies. These simulations were performed by first cutting out a void in the
middle of the simulation cell and then thermalizing the system to 300 K. A random atom
was chosen a given distance away from the center of the simulation cell. This PKA-atom
was given 30 keV kinetic energy towards the center of the cell. A cascade simulation was
then initiated and the final configuration was stored after the system had cooled down
to approximately the initial temperature of 300 K. The resulting defect structures were
analyzed using OVITO’s [56] Wigner-Seitz (WS) analysis, where the resulting system is
compared to a reference system without defects. The WS analysis works by dividing the
system into WS cells. The WS cell defines a region of space that is closer to a specific
lattice site than to any other lattice site. An empty site is considered a vacancy, while
sites containing more than one atom are classified as interstitial atoms. Dislocation loops
and loop segments could be identified from the systems using DXA-analysis [57]. In the
cascade overlap study it was reported that dislocation loops can form when a cascade
overlaps with a pre-existing vacancy cluster [27]. The systems illustrated in figure 5.2 are
all of this type, containing both vacancy clusters and dislocations. In addition to this, the
systems contain point defects and smaller clusters (both interstitial and vacancy type).
The cascade damaged systems were energy minimized and cut to the cell dimensions of
8 · 8 · 20 nm.
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(a) (b)
(c)
Figure 5.2: Cascade damage from 30 keV cascades overlapping with pre-existing voids. Blue spheres
represent vacancies, red spheres represent interstitials and magenta lines represent dislocation loops in
〈100〉 directions.
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A larger defect structure containing multiple different regions with defects was also
simulated. The system was chosen from a study by Sand et al. [58], where 150 keV cascades
were performed in tungsten. At this PKA-energy dislocation loops and more complex
defect structures are formed quite frequently. Figure 5.3 shows the system chosen for the
STEM simulation. Multiple different sizes and orientations of dislocations are present in
the system as well as other defect clusters. Energy minimization was performed on the
system. The final systems were cut from the larger minimized simulation cell so that the
dimension of the cell was 16 ·16 ·30 nm. Simulation cells in multiple different orientations
were created.
Figure 5.3: Cascade damage from a 150 keV cascade in tungsten. White regions illustrate defect




6.1 Convergence testing and simulation parameters
A significant amount of testing was performed to determine optimal simulation parame-
ters. There were three main considerations when it came to the STEM image simulations.
Firstly, there were memory limitations on the specific hardware that the simulations were
run on. Secondly, the simulation time was a significant limiting factor. Finally, the fi-
delity and accuracy of the final data had to be demonstrated. Convergence tests were
performed to validate the simulation parameters used. Rather than simulating the whole
STEM image, a thin region could be simulated, allowing for multiple simulations to be
run quickly. Figure 6.1 shows an example convergence test, where a thin section from the
center of a larger system was simulated. This section was chosen so that the defect and
pristine crystal is included in it. The intensity profile along a row of pixels (illustrated by
the dark line in fig. 6.1) was compared between the different simulation parameters used.
Figure 6.1: Example convergence simulation: Interstitial 〈001〉 -loop, beam direction 〈100〉 , beam
energy 100 keV, semi-angle 30 mrad and detector angle 60-80 mrad. The image represents the pixels
from a thin slice simulated from the complete system. Atom columns are visible in the image. The
darker region to the left is the pristine crystal, while the saturated bright region to the right is where the
dislocation is located.
Parameters such as slice thickness and potential bound have an impact on the cal-
culated projected potential. Ideally slice thickness should be as thin as possible, so that
a single atom plane is contained within a slice. This is particularly important in samples
with defects. The potential bound is a cut-off parameter for the distance up to which the
potential is calculated from each atom. It should be sufficiently large so that changes to
the final image become negligible. For all simulations the potential bound was set to 2 Å.
Figure 6.2 shows the intensity line profiles between runs with different slice thicknesses.
In this case we can see that slice thickness 2.6 Å and 2.74 Å seem to diverge from the rest.
Slice thickness roughly corresponding to atom plane separation is advisable. Naturally
this depends on the crystal orientation and was tested separately for each beam direction.
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Int,<001>-loop, beam direction <010>, Detector angles: 60-80 mrad
Slice Thickness : 1.0 Å
Slice Thickness : 1.5 Å
Slice Thickness : 2.0 Å
Slice Thickness : 2.2 Å
Slice Thickness : 2.6 Å
Slice Thickness : 2.74 Å
Slice Thickness : 3.0 Å
Slice Thickness : 4.4 Å
Figure 6.2: Interstitial 〈001〉 -loop in beam direction 〈010〉, 100 keV probe and semi-angle 30 mrad.
comparison of intensity between different slice thicknesses. Intensity is in arbitrary units and the position
represents the index of the pixel along the line profile.
In addition to slice thickness, the number of frozen phonon configurations used,
was tested for all beam directions. The number of frozen phonon configurations deter-
mines how accurately the average intensity is calculated when simulating thermal diffuse
scattering [50]. However, increasing the number of configurations has a significant com-
putational cost. Figure 6.3 shows the intensity line profile for simulations with different
number of frozen phonon configurations. In this case it was determined that 20 frozen
phonon configurations was sufficient for a converged intensity. It should be noted that a
number that is sufficient for 100 keV and semi-angle 30 mrad might not be adequate for
higher energies and semi-angles. The parameters used for the simulations in this thesis
are given in table 6.1.
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Int <001>-loop, beam direction <010>, Detector angle: 60-80 mrad
Frozen phonon count: 1
Frozen phonon count: 2
Frozen phonon count: 4
Frozen phonon count: 8
Frozen phonon count: 16
Frozen phonon count: 20
Figure 6.3: Interstitial 〈001〉 -loop in beam direction 〈010〉with 100 keV probe and semi-angle 30 mrad.
Comparison of intensities between different number of frozen phonon configurations. Intensity is in
arbitrary units and the position represents the index of the pixel along the line profile.
Energy / Semi-angle Frozen phonon count Slice thickness [Å] probe step [Å]
100 keV /30 mrad 20 1.5a 2.2b 2.0c 0.2
100 keV /35 mrad 30 1.5a 2.2b 2.0c 0.2
100 keV /50 mrad 30 1.5a 2.2b 2.0c 0.2
100 keV /70 mrad 50 1.5a 2.2b 2.0c 0.2
200 keV /70 mrad 30 1.5a 2.2b 2.0c 0.2
a Beam direction: 〈001〉, 〈010〉,
b Beam direction: 〈011〉, 〈110〉
c Beam direction: 〈111〉
Table 6.1: Simulation parameters used for STEM image simulations.
Table 6.1 lists the simulation parameters used for different energies and probe semi-
angles. For the 200 keV beam energy the frozen phonon count of 30 was deemed sufficient,
while also reducing the computational cost significantly. The probe step determines the
real space size of the pixels in the final image. For all simulations this was set to 0.2
Å. The scanning window parameter was set to 0.1-0.9 for both axis. This means that
the edges of the simulation cell were not simulated. This was done in order to speed
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up the simulation by leaving the buffer region at the edges out of the final image. In
PRISMATIC the maximum scattering angle αmax is determined by equation 6.1, where





The wavelength λ is determined by the beam energy of the probe. For the 100 keV
probe, p was set to 0.0881, which corresponds to a maximum scattering angle of slightly
above 100 mrad. For the 200 keV probe, p was set to 0.00598, which corresponds to a
similar maximum scattering angle. In addition to this, the RMS displacement was set to
0.045491595 Å and the third- and fifth order spherical aberration constants were set to
13.92 µm and −13.12 mm respectively.
6.2 STEM simulation methods
For each simulation, several 2-dimensional intensity arrays are stored in the PRISMATIC
output. These arrays correspond to the integrated intensities for specific detector angles.
The detector angles of the final image can be specified after the fact by combining the
intensities from a given range of angles. Using the probe defocus we can focus the beam
at different depths in the specimen [59]. Series of images with different defocus values
were performed for each 〈001〉 system. The defocus values chosen for the series were
0,−50,−75,−100,−125,−150 and −200 Å.
Simulating the large defect structures with the multislice method quickly becomes
very computationally expensive and memory intensive. Due to hardware limitations the
whole 16 · 16 · 30 nm large simulation cells could not be simulated in a single run. This
limitation was circumvented by running each individual frozen phonon configuration sep-
arately and then averaging the intensities from the different runs after the fact. For each
individual configuration a new random seed was given, so as to not simulate the same
configuration multiple times. This method was tested by running the frozen phonon con-
figurations both separately and in a single run for one of the smaller systems. It was
found that this did not significantly change the observed contrast and the variation be-
tween the methods could be accounted for by the different seed values for the random
number generation.
7. Results and discussion
For this thesis, several hundreds of individual STEM simulations were performed using
the systems specified in chapter 5. These simulations were used to create a database
of STEM images in different orientations and conditions. The images can be compared
against experimental results and used to characterize defects. Additionally, the differ-
ent orientations and configurations could assist experimentalists in finding the optimal
microscope settings in regards to imaging defect structures with atomic resolution. Fur-
thermore, the simulated cascade defects provide indications of the contrast observed from
more complex defect structures.
7.1 〈001〉 dislocation loops
Figure 7.1 shows a STEM image simulation of an interstitial 〈001〉 -loop with different
detector angles. The contrast of the final image is highly dependent on the detector angles
used. Low collection angles are more sensitive to effects caused by phonons or strain
fields [60]. This can clearly be seen in the image produced with 40-60 mrad detector
angles. On the other hand, the contrast for higher angles can be thought of as coming
from scattered electrons, essentially excluding the signal of the transmitted beam [61].
Subsequently, the contrast of high angle images is more dependent on the atomic structure.
As a result, the underlying atomistic structure is clearer in the images produced with
higher detector angles. Additionally, the overall intensity is significantly smaller for the
higher detector angles.
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(a) 40-60 mrad (b) 60-80 mrad (c) 80-100 mrad
Figure 7.1: STEM image simulation in different detector angles of an interstitial 〈001〉 -loop, simulated
in 100 keV with semi-angle 30 mrad. Beam direction 〈010〉 and defocus 0 Å.
For each simulated system a defocus series was produced. Figure 7.2 shows the full
defocus series of an edge on interstitial 〈001〉 -loop. Different parts of the specimen are in
focus with different defocus values. From the images we can see that at the extremes of
the defocus range the defected region looks blurry and out of focus. With defocus value
−100 Å the defect region shows the sharpest focus, which seems sensible as the defect is
in the middle of the simulation cell that was 200 Å thick.
All the different 〈001〉 -loops were simulated in the microscope conditions listed in
table 6.1. Figure 7.3 shows the total image intensity as a function of the detector angle
for the different beam conditions. The peak of the total intensity is dependent on the
probe semi-angle used. For higher semi-angles the intensity is shifted towards the higher
detector angles. In addition to this, the 200 keV probe follows a similar curve to its 100
keV counterpart, but has higher overall intensity. Figure 7.4 shows the simulated images
of the edge on 〈001〉 -loop in the different beam energies and semi-angles. The images
are shown with detector angles 60-80 mrad in order to highlight the differences illustrated
in figure 7.3. From the simulated images we can see that the lattice structure is more
pronounced in the 200 keV beam. Furthermore, the images with larger probe semi-angles
are more saturated. The difference in the image contrast is significantly smaller with
80-100 mrad detector angles for the different semi-angles at 100 keV.
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(a) defocus = 0 Å (b) defocus = -50 Å
(c) defocus = -75 Å (d) defocus = -100 Å
(e) defocus = -125 Å (f) defocus = -150 Å
(g) defocus = -200 Å
Figure 7.2: Defocus series of an interstitial 〈001〉 -loop, beam direction 〈010〉, 100 keV, semi-angle 30
mrad with detector angle 80-100 mrad.
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<001>-loop,  beam direction <010> 
100 keV 30 mrad
100 keV 35 mrad
100 keV 50 mrad
100 keV 70 mrad
200 keV 70 mrad
Figure 7.3: Total intensity as a function of detector angle for an interstitial 〈001〉 dislocation loop in
〈010〉 beam direction for different beam energies and probe semi-angles.
(a) 100 keV, 30 mrad (b) 100 keV, 35 mrad (c) 100 keV, 50 mrad
(d) 100 keV, 70 mrad (e) 200 keV, 70 mrad
Figure 7.4: Interstitial 〈001〉 -loop in beam direction 〈010〉 for different microscope conditions with
−100 Å defocus and detector angle 60-80 mrad.
7.1. 〈001〉 dislocation loops 31
All the different beam directions for both interstitial and vacancy type 〈001〉 -loops
are shown in figure 7.5. In the case where the dislocation is oriented parallel to the optical
axis, the overall contrast of the dislocation is significantly diminished. In experimental
situations where the noise in the data might be higher as well as with thicker samples,
it might be hard to distinguish loops in this orientation due to insufficient contrast or
the signal-to-noise ratio might be too low. Figure 7.6 shows the same systems in 40-60
mrad collection angles where the strain contrast is more discernible. The beam direction
〈010〉 shows differences in the strain contrast between the different loop types. The
interstitial loop has a strain contrast that is bulging outwards from the center. Conversely,
for the vacancy loop the strain contrast curves inwards. This difference in the strain field
could be used for characterization of the loop type.
(a) int 〈001〉 (b) int 〈010〉 (c) int 〈011〉 (d) int 〈110〉 (e) int 〈111〉
(f) vac 〈001〉 (g) vac 〈010〉 (h) vac 〈011〉 (i) vac 〈110〉 (j) vac 〈111〉
Figure 7.5: Comparison between vacancy and interstitial 〈001〉 -loops in different beam directions.
Images simulated with beam energy 200 keV, probe semi-angle 70 mrad, defocus −100 Å and detector
angle 80-100 mrad.
Both types of 〈001〉 -loops in beam direction 〈010〉 are shown with their correspond-
ing atomistic structures in figure 7.7. Looking at the atomistic illustration we can see
perturbations in the positions of the atoms in the columns close to the dislocation, which
are distinct between the two different loop types. These differences can faintly be seen
from the simulated STEM images. Figure 7.8 shows the line profiles over the pixels high-
lighted by the yellow lines in figure 7.7. The interstitial line profile shows smaller peaks
consistently on the outsides of the peaks of the atom columns. In the case of the vacancy
loop, there are similar peaks on the insides of the atom columns. The difference was
quantified by looking at the shape parameters of fitted skewed normal distributions for
each peak separately. This was achieved by first using a rudimentary peak finding algo-
rithm and fitting a skew normal distribution to a range of ±7 pixels for each peak. The
location and the value of the shape parameter was stored for each peak. Figure 7.9 shows
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(a) int 〈001〉 (b) int 〈010〉 (c) int 〈011〉 (d) int 〈110〉 (e) int 〈111〉
(f) vac 〈001〉 (g) vac 〈010〉 (h) vac 〈011〉 (i) vac 〈110〉 (j) vac 〈111〉
Figure 7.6: Comparison between vacancy and interstitial 〈001〉 -loops in different beam directions.
Images simulated with beam energy 200 keV, probe semi-angle 70 mrad, defocus −100 Å and detector
angle 40-60 mrad.
the shape parameter as a function of peak location, where we can see a clear difference
between the two loop types.
(a) Interstitial
(b) Vacancy
Figure 7.7: Comparison between vacancy and interstitial 〈001〉 -loops in beam direction 〈010〉. Image
simulated using 200 keV beam with semi-angle 70 mrad, defocus −100 Å and detector angle 80-100 mrad.
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<001>-loop,  beam direction <010> 200 keV 70 mrad, defocus -100 Å 
Figure 7.8: Line profile of interstitial and vacancy 〈001〉 -loop in 〈010〉 direction in 200 keV, probe
semi-angle 70 mrad and detector angles 80-100 mrad. The x-axis is the index of the pixel along the line
profile. Black crosses represent the peaks identified by the peak finding algorithm.















Figure 7.9: Value of skew normal distribution shape parameter as a function of peak position. The
x-axis is the index of the pixel along the line profile.
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In order to simulate spatial incoherence [62], the final images were convolved with
a Gaussian function with full width half maximum (FWHM) of 0.8 Å. The convolution
was performed in order to simulate the finite size of the illumination source. Figure 7.10
shows the contrast difference caused by the convolution.
(a) No convolution (b) Convolution
Figure 7.10: Beam direction 〈010〉. Image simulated using 200 keV beam with semi-angle 70 mrad,
defocus −100 Å and detector angle 80-100 mrad. Gaussian convolution was applied with 0.8 Å FWHM.
Similar line profiles as shown in figure 7.8 can be drawn for all the different defocus
values and beam conditions on the convoluted images. Figure 7.11 shows the shape pa-
rameters for different defocus values. From the figures it can be seen that the difference
between the interstitial and vacancy loops is dependent on the defocus used. The differ-
ences shown were only noticeable with higher detector angles (> 70 mrad) and using the
200 keV beam.

















(a) Defocus = 0 Å
















(b) Defocus = -50 Å

















(c) Defocus = -75 Å
















(d) Defocus = -100 Å


















(e) Defocus = -125 Å

















(f) Defocus = -150 Å

















(g) Defocus = -200 Å
Figure 7.11: Interstitial and vacancy 〈001〉 -loop in 〈010〉 direction in 200 keV, probe semi-angle 70
mrad and detector angles 80-100 mrad. Gaussian convolution was applied with 0.8 Å FWHM.
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7.2 Comparison with experiment
A set of experimental images were produced by collaborators at the super STEM facility
with a 100 keV Nion UltraSTEM microscope using a 35 mrad probe semi-angle. The
experimental tungsten sample was imaged in the 〈100〉 direction. The simulated images
in all the 〈100〉 directions were compared against the experimental results in order to
identify defects from them. Figure 7.13 shows a collection of simulated 〈001〉 -loops with
the same beam energy and semi-angle as the experimental images. Dislocations in the
〈111〉 direction were also simulated (not by the author) and used for comparisons. The
vacancy and interstitial 〈111〉 -loops are shown in figure 7.14, simulated with 100 keV and
30 mrad. Using these images an edge-on 〈001〉 dislocation could be identified from the
experimental images. Figure 7.12 shows a visual comparison between the experimental
image and a simulated 〈001〉 dislocation loop in 〈010〉 beam direction. The simulated
image is superimposed on top of the experimental so that the underlying lattice structure
is similarly oriented and scaled.
Figure 7.12: Comparison with experiment, 100 keV 35 mrad. Simulated image, interstitial 〈001〉 in
〈010〉 direction, 60-80 mrad detector angle in -100 Å defocus. Gaussian convolution was applied with 0.8
Å FWHM.
The experimental defect could be identified with high confidence by visually ruling
out different defect types and orientations. however, the interstitial or vacancy nature of
the dislocation loop could not be stated. In addition to this, it seems that the experimental
dislocation is similar in size to the 3 nm diameter loop used for the simulations.
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(a) int, 〈001〉, 40-60 mrad (b) int, 〈001〉, 60-80 mrad (c) int, 〈001〉, 80-100 mrad
(d) vac, 〈001〉, 40-60 mrad (e) vac, 〈001〉, 60-80 mrad (f) vac, 〈001〉, 80-100 mrad
(g) int, 〈010〉, 40-60 mrad (h) int, 〈010〉, 60-80 mrad (i) int, 〈010〉, 80-100 mrad
(j) vac, 〈010〉, 40-60 mrad (k) vac, 〈010〉, 60-80 mrad (l) vac, 〈010〉, 80-100 mrad
Figure 7.13: Simulated 〈001〉 -loops in diffrent directions and detector angles imaged in 100 keV, 35
mrad and -100 Å defocus. Gaussian convolution was applied with 0.8 Å FWHM.
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(a) int, 40-60 mrad (b) int, 60-80 mrad (c) int, 80-100 mrad
(d) vac, 40-60 mrad (e) vac, 60-80 mrad (f) vac, 80-100 mrad
Figure 7.14: Simulated STEM images of 〈111〉 -loops in beam direction 〈100〉 with 100 keV, semi-angle
30 mrad and defocus −100 Å. Gaussian convolution was applied with 0.8 Å FWHM.
7.3 Loop sizes and smaller defect clusters
Loop size determination is a major consideration in the characterization of dislocations.
For smaller defects, conventional TEM diffraction contrast imaging is usually used. Meth-
ods such as two-beam imaging and weak-beam diffraction imaging are generally uti-
lized [8]. However, accurate size determination for defects smaller than 5nm, seems to
be difficult using these methods [63]. Weak-beam diffraction images can be simulated by
numerical solutions of electron diffraction theory. Using simulated weak-beam diffraction
images, loop sizes can be determined within about 20 % of the true loop size in the case
of very small defects [9]. These simulations were performed with dislocation loops with a
diameter of 2nm or higher. It is also stated that the elasticity theory approximation used
might not be valid for loops smaller than this [9, 64]. The limited visibility of smaller
defects in TEM [65], makes the accurate estimation of defect counts problematic.
Considering these limitations, STEM images provide an alternative method for ac-
curate size determination for very small defects. Liu et al. [10] reports that number
density estimations in TEM are reliable for clusters larger than 1nm. Additionally, they
conclude that STEM methods should be used for number density estimations for smaller
defect clusters, due to TEMs visibility limit. Figures 7.15 show STEM image simulations
of 〈001〉 -loops of different sizes. These loops were created in similar fashion as the other
dislocations. The resolution provided by STEM allows for direct observation of far smaller
defects in comparison to the weak-beam simulation methods, allowing for distinguishing
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of sub-nanometer defect clusters. Simulations like these could be used for size determi-
nation of dislocation loops and smaller defect clusters. A line profile drawn through a
1nm diameter loop with different detector angles can be seen in figure 7.16. The figure
shows that the different detector angles do not significantly change the observed size of
the defect.
(a) Diameter 4 Å, Nint = 1 (b) Diameter 6 Å, Nint = 5 (c) Diameter 8 Å, Nint = 9
(d) Diameter 10 Å, Nint = 13 (e) Diameter 12 Å, Nint = 21 (f) Diameter 16 Å, Nint = 37
(g) Diameter 20 Å, Nint = 61 (h) Diameter 24 Å, Nint = 89 (i) Diameter 28 Å, Nint = 121
Figure 7.15: Interstitial dislocations of different sizes imaged in 100 keV, semi-angle 30 mrad, probe
defocus 0 Å and detector angles 80-100 mrad. Gaussian convolution was applied to the simulated images
with 0.8 Å FWHM.
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Figure 7.16: Line profile of 1nm diameter interstitial 〈001〉 -loop in 100 keV, semi-angle 30 mrad and
defocus 0 Å in different detector angles.
7.4 Cascade defects
The smaller systems containing cascade damage from section 5.2 were simulated using
a 100 keV beam energy and probe semi-angle 50 mrad. Figure 7.17 shows both the
atomistic view of the defect and the corresponding simulated image. As stated before,
the scanning window was chosen to cut out a small buffer region from the edges of the
images. Unfortunately in this case, some point defects fall into regions which are not
visible in the final image.
Individual interstitial atoms are able to create visible contrast in the images. The
strain contrast from these interstitials is oriented along the 〈111〉 lattice directions, which
is the energetically most favorable lattice direction for interstitial orientation in tung-
sten [66]. Single vacancies on the other hand are not visible, but voids show visible
contrast. Figure 7.18 shows the cascade systems in different detector angles. The charac-
terization of images becomes very precarious in cases where vacancy clusters, dislocations
and interstitials are all in close vicinity or overlapping. Voids for example might smear
the strain contrast of dislocation loops, making characterization of the dislocation very
difficult.




Figure 7.17: STEM image simulations of 30 keV cascade overlapping with vacancy voids. Beam energy
100 keV and semi-angle 50 mrad. STEM images are using detector angle 80-100 mrad and defocus -100 Å.
Gaussian convolution was applied to the simulated images with 0.8 Å FWHM. Blue spheres are vacancies,
red spheres are interstitials and the magenta lines represent dislocations in 〈100〉 directions.
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(a) 40 - 60 mrad (b) 60 - 80 mrad (c) 80 - 100 mrad
(d) 40 - 60 mrad (e) 60 - 80 mrad (f) 80 - 100 mrad
(g) 40 - 60 mrad (h) 60 - 80 mrad (i) 80 - 100 mrad
Figure 7.18: 30 keV cascade damage in 100 keV beam energy and semi-angle 50 mrad with different
detector angles in -100 Å defocus. Gaussian convolution was applied with 0.8 Å FWHM.
Figure 7.19 show the simulated STEM image of the larger cascade systems with
illustrations of the underlying defect structure. These systems were simulated in 100 keV
and semi-angle 35 mrad. The simulated STEM images show the averaged intensity from
30 different frozen phonon configurations. For each different orientation a defocus series
was performed. Figure 7.20 shows a defocus series of one of the simulated orientations.
By comparing the simulated images to the experimental example in figure 7.21, we can
observe that the contrast of the defects in the simulated images have similar characteristics
compared to the experimental example. Further research is needed in order to demonstrate
that simulated images like these could be used to infer properties of more complex defect
structures from experimental images.
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(a) beam direction 〈001〉
(b) beam direction 〈010〉
(c) beam direction 〈100〉
(d) beam direction 〈011〉
Figure 7.19: Simulated STEM image of cascade damage in 100 keV, semi-angle 35 mrad, -150 Å
defocus and detector angles 80-100 mrad. Gaussian convolution was applied with 0.8 Å FWHM. On the
right of the simulated images the underlying structure is visualized. Here, white regions illustrate defect
structures, green lines represent dislocations in 〈111〉 directions and magenta lines represent dislocations
in 〈100〉 directions.
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Figure 7.20: Defocus series of simulated STEM image of cascade damage in 100 keV, semi-angle 35
mrad, beam direction 〈001〉 and detector angles 80-100 mrad. Gaussian convolution was applied with
0.8 Å FWHM.
Figure 7.21: Experimental STEM image at 100 keV and 35 mrad. The image is from the same
experimental dataset as discussed in section 7.2.

8. Conclusions
In this thesis, molecular dynamics simulations were used to create lattice defects in tung-
sten. Scanning transmission electron microscope images were simulated based on the
defected systems. The STEM images were simulated using a multislice implementation.
Various convergence tests were performed to validate the STEM images and optimized
parameters were found.
A database of simulated STEM images of 〈001〉 dislocation loops was created and
ultimately compared to experimental results. Defocus series of 〈001〉 dislocation loops
were created in various beam energies and semi-angles. Our results demonstrate that
the simulated images could be used in the characterization of defects from experimental
data. Furthermore, it was demonstrated that sub-nanometer defects can be distinguished
from STEM simulated images. Observable differences between interstitial and vacancy
loops were found. These differences were dependent on the defocus and were mainly
distinguishable with higher detector angles and with the 200 keV beam.
In addition to this, simulated STEM images of cascade damage from collision cascade
simulations were produced. Individual interstitial atoms could be discerned from the
images. Furthermore, in cases where voids were overlapping with dislocations, the defect
characterization became very difficult. The larger defects produced from 150 keV collision
cascades could not be simulated in a single run, due to computational constraints. In order
to simulate the 16 · 16 · 30 nm simulation cell each individual frozen phonon configuration
had to be simulated separately. The larger system included various different dislocations
and defect clusters. These images demonstrate that STEM image simulations of cascade
damage are feasible. Furthermore, simulated images like these could provide valuable




The simulated STEM images in this thesis were created as a part of a EUROfusion
funded ”Atomic Resolution Advanced Characterisation techniques for Radiation Dam-
age study (AtomCRaD)” project. This work has been carried out within the framework
of the EURO- fusion Consortium and has received funding from the Euratom research
and training programme 2014–2018 and 2019–2020 under Grant Agreement No. 633053.
The views and opinions expressed herein do not necessarily reflect those of the Euro-
pean Commission. Computational resources were provided by the University of Helsinki,
FCGI – Finnish Grid and Cloud Infrastructure [67] and cineca HPC. Experimental STEM
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