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ABSTRACT 
This research project studied the reliability of driven pile foundations subjected to scour, 
gravity loads including dead loads and live loads, and their combinations. The design of the 
foundation followed the procedures of the AASHTO LRFD Bridge Design Specification. The 
design methods were the HEC-18 pier scour equation used to determine the scour depth, and the 
α-Method and Nordlund-Thurman Method used to design the driven pile. The limit state 
considered was the axial bearing resistance of the piles in the soil. The reliability indexes for 
bridges subjected to maximum expected scour depth and gravity loads were found through 
Monte Carlo Simulations.  
 
First, the reliability of the HEC-18 pier scour equation alone was investigated. It was 
found that the uncertainty of the model bias for the HEC-18 equation has a significant impact on 
the reliability index; the reliability index is 1.47 in average when using the NCHRP 489 model 
bias, and 2.32 when using the NCHRP 24-34 model bias. The research found that the upper limit 
provision of the HEC-18 pier scour equation can reduce the reliability index by a significant 
amount. The research also looked into the effect of the channel shape on the reliability index. It 
was found that for a channel with isosceles trapezoidal cross section, the channel side slope has 
negligible influence on the reliability index, while for a channel built by trapezoidal main 
channel with over banks, the reliability index can change when the channel slopes change.  
 
Next, the reliability of the α-Method and Nordlund-Thurman Method for pile analysis 
was evaluated, for the case when the foundation is subjected to gravity loads alone. Two 
different simulation methods were applied to check the reliability index accounting for the 
uncertainties in estimating the foundation capacities and the loads. Simulation Method 1 uses the 
probability that the pile resistance is larger than the applied loads as benchmark; while in 
Simulation Method 2, the probability that the design pile depth selected to carry the design loads 
exceeds the required pile depth needed to carry the expected simulated loads is used to determine 
the reliability index. The two simulations methods produced similar results. For the α-Method, 
the reliability index was found to be 2.26 for the AASHTO resistance factor of 0.35. For the 
Nordlund-Thurman Method, the reliability index was found to be 2.10 for the resistance factor of 
0.45. These results were in agreement with those of the NCHRP 507 report. 
 
Finally, the combined reliability of piles subjected to the combination of scour and 
gravity loads was evaluated base on the Ferry-Borges model. Again, two simulation methods 
were used to check for the reliability index. It was found that the α-Method combined with HEC-
18 equation has a reliability index of 2.22 to 2.24 when Simulation Method 1 is used, and 2.10 to 
2.14 when Simulation Method 2 is used. For the Nordlund-Thurman Method, the reliability 
indexes were 2.04 for Method 1 and 2.22 for Method 2. The scour factor of 1.00, 0.75, 0.50, and 
0.25 were successively applied in the simulations to check for the effects of a scour factor on the 
reliability index. It was found that the reliability index reduced by 0.20 in average for Method 1 
and 0.40 for Method 2 when the scour factor was reduced from 1.00 to 0.25. The sensitivity of 
the reliability to the change in dead and live load factors was also checked. It was found that 
when the live load factor was changed from the current 1.75 to 0.75, the reliability index reduced 
by 0.20; and when the dead load factor was reduced from the current 1.25 to 0.50, the reliability 
index reduces by 1.40 to 1.50 in average. 
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CHAPTER 1   INTRODUCTION    
 
This research investigates the reliability of current practices for designing bridge driven 
pile foundations against the effect of scour. The current practices include the use of HEC-18 pier 
scour equation to predict the scour depth, and the use of AASHTO LRFD Bridge Design 
Specifications, Section 10.7, to design the driven pile foundation for the bridge (AASHTO, 
2012). Specifically, this research is concerned with the axial bearing resistance of the driven pile 
in the soil with consideration to the effect of scour; determined by first using the HEC-18 pier 
scour equations to find the scour depth, and then determine the pile depth using the α-Method for 
cohesive soil and the Nordlund-Thurman Method for cohesionless soil. 
 
It is widely accepted that “a majority of bridges that failed in the United States and 
elsewhere have failed due to scour” (AASHTO, 1994).This is confirmed by Shirole and Holt 
(Shirole & Holt, 1991), who observed that over a 30-year period, more than 1,000 of the 600,000 
U.S. bridges have failed and that 60% of these failures were caused by scour. Of course, there 
are many more bridges that are posted or otherwise taken out of service due to their inadequate 
strengths. Nevertheless, scour is considered to be a critical cause of failure because its 
occurrence often leads to total collapse. For these reasons, developing methods for the design 
and maintenance of bridge foundations for scour is currently considered to be a top priority for 
agencies concerned with the safety of bridges.  
 
The AASHTO design codes require that scour at bridge foundations be designed for the 
100-year flood storm surge tide or for the overtopping flood of lesser recurrence interval. The 
corresponding 100-year design scour depth at bridge foundations is estimated following the 
procedure recommended by FHWA using the manual known as “HEC-18” (Hydraulic 
Engineering Circular No. 18: Evaluating Scour at Bridges, 5th Edition [Arneson et al., 2012]). 
The foundation should then be designed while taking into consideration the design scour depth. 
This is achieved by, for example, placing the footings below the scour depth, ensuring that the 
lengths of piles and pile shafts extend beyond the scour depth, and verifying that the remaining 
soil depth after scour provides sufficient resistance against failures. The Static Analysis Methods 
such as the α-Method and the Nordlund-Thurman Method, specified in the AASHTO design 
codes, can be used to predict the pile resistance. The AASHTO specifies that the foundation 
should be designed for the combination of scour and the factored vertical loads given for 
Strength I limit state. The resistance factors for the different pile analysis methods are provided 
in the AASHTO design codes. The goal of this research project is to use the concept of structural 
reliability to evaluate the safety of bridge foundations designed using the two aforementioned 
Static Analysis design methods, for bridge subjected to the combination of scour and gravity 
loads. 
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1.1 BASIC CONCEPTS OF STRUCTURAL RELIABILITY  
 
The aim of the structural reliability theory is to account for the uncertainties encountered 
while evaluating the safety of structural systems or during the calibration of load and resistance 
factors for structural design codes. The uncertainties associated with predicting the load-carrying 
capacity of a structure, the intensities of the loads expected to be applied, and the effects of these 
loads may be represented by random variables. The value that a random variable can take is 
described by a probability distribution function. That is, a random variable may take a specific 
value with a certain probability, and the ensemble of these values and their probabilities are 
described by the distribution function. The most important characteristics of a random variable 
are its mean value or average and the standard deviation that gives a measure of dispersion or a 
measure of the uncertainty in estimating the variable. The standard deviation of a random 
variable R with a mean 𝑅� is defined as σR. A dimensionless measure of the uncertainty is the 
coefficient of variation (COV), which is the ratio of standard deviation divided by the mean 
value. For example, the COV of the random variable R is defined as COVR such that: 
 
𝐶𝑂𝑉𝑅 = 𝜎𝑅𝑅�                                                                                                                                                 (1.1) 
 
 Codes often specify nominal values for the variables used in design equations. These 
nominal values are related to the means through bias values. The bias is defined as the ratio of 
the mean to the nominal value used in design. For example, if R is the member resistance, the 
mean of R, namely𝑅�, can be related to the nominal or design value Rn using a bias factor such 
that: 
 
𝑅� = 𝑏𝑟𝑅𝑛                                                                                                                                                    (1.2) 
 
where br is the resistance bias and Rn is the nominal value as specified by the design code. For 
example, A36 steel has a nominal design yield stress of 36 ksi (248,220 kPa), but coupon tests 
show an actual average value close to 40 ksi (275,800 kPa). Hence, the bias of the yield stress is 
40/36 or 1.1. 
 
In structural reliability, safety may be described as the situation in which capacity 
(strength, resistance, fatigue life, etc.) exceeds demand (load, moment, stress ranges, etc.). 
Probability of failure (i.e., probability that capacity is less than applied load effects) may be 
formally calculated; however, its accuracy depends upon detailed data on the probability 
distributions of load and resistance variables. Because such data are often not available, 
approximate models are often used for calculation. 
 
 Let the reserve margin of safety of a bridge component be defined as, Z, such that: 
 
𝑍 = 𝑅 − 𝑆                                                                                                                                                   (1.3) 
 
where R is the resistance or member capacity and S is the total load effect. Probability of failure, 
Pf , is the probability that the resistance R is less than or equal to the total applied load effect S or 
the probability that Z is less than or equal to zero. This is symbolized by the following equation:  
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𝑃𝑓 = 𝑃𝑟[𝑅 ≤ 𝑆]                                                                                                                                         (1.4) 
 
where Pr is used to symbolize the term probability. If R and S follow independent normal 
distributions, then: 
 
𝑃𝑓 = Φ�0 − ?̅?𝜎𝑧 � = Φ�− 𝑅� − 𝑆̅�𝜎𝑅2 + 𝜎𝑠2�                                                                                               (1.5) 
 
where Φ = the normal probability function that gives the probability that the normalized random  
 variable is below a given value 
 ?̅? = the mean safety margin, and 
 𝜎𝑧= the standard deviation of the safety margin 
Thus, Equation 1.5 gives the probability that Z is less than zero. The reliability index, β, is 
defined such that: 
 
𝑃𝑓 = Φ(−𝛽)                                                                                                                                               (1.6) 
 
which for the normal distribution case gives: 
 
𝛽 = ?̅?
𝜎𝑧
= 𝑅� − ?̅?
�𝜎𝑅2 + 𝜎𝑠2                                                                                                                              (1.7) 
 
Thus, the reliability index, β, which is often used as a measure of structural safety, gives in this 
instance the number of standard deviations that the mean margin of safety falls on the safe side.  
  
The reliability index, β, defined in Equations 1.6 and 1.7, provides an exact evaluation of 
failure probability if R and S follow normal distributions. If R and S are lognormally distributed 
(i.e., when the logarithms of the basic variables follow normal distributions), it can be shown that 
the reliability index becomes: 
 
𝛽 = ln �𝑅�𝑆̅��1 + 𝐶𝑂𝑉𝑆
21 + 𝐶𝑂𝑉𝑅2
�ln [�1 + 𝐶𝑂𝑉𝑆2��1 + 𝐶𝑂𝑉𝑅2�]                                                                                                  (1.8) 
 
Also, “Level II” methods have been developed to obtain the reliability index for the cases in 
which the basic variables are not normal. Level II methods, often referred to as FORM or first 
order second moment (FOSM) involve an iterative calculation to obtain an estimate to the failure 
probability. This is accomplished by approximating the failure equation (i.e., when Z = 0) by a 
tangent multidimensional plane at the point on the failure surface closest to the mean value. 
More advanced techniques including second order reliability methods (SORMs) have also been 
developed. On the other hand, Monte Carlo simulations can be used to provide estimates of the 
probability of failure. Monte Carlo simulations are suitable for any random variable distribution 
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type and failure equation. In essence, a Monte Carlo simulation creates a large number of 
“experiments” through the random generation of sets of resistance and load variables. Estimates 
of the probability of failure are obtained by comparing the number of experiments that produce 
failure with the total number of generated experiments. Given values of the probability of failure, 
Pf , the reliability index, β, is calculated from Equation 1.6, and is used as a measure of structural 
safety even for non-normal distributions. More detailed explanations of the principles discussed 
in this section can be found in published texts on structural reliability (e.g., Thoft-Christensen 
and Baker, 1982; Nowak and Collins, 2000; Melchers, 1999).  
 
For the purpose of this research, the Monte Carlo simulation method will be used to 
determine the reliability index β. Ten thousand (10,000) cycles of simulation are run to 
determine the number of failure cases. Then, the inverse of Equation 1.6 is used to find the 
reliability index: 
 
𝛽 = − Φ−1�𝑃𝑓�                                                                                                                                         (1.9) 
 
Where Pf = number of failure cases divided by the total number of simulation cycles (10,000). 
 
The reliability index has been used by many code-writing groups throughout the world to 
express structural safety. β in the range of 2 to 4 is usually specified for different structural 
applications (e.g., β  = 3.5 was used for the calibration of the Strength I Limit State in AASHTO 
LRFD specifications). These values usually correspond to the failure of a single component. If 
there is adequate redundancy, overall system reliability indexes will be higher. For example, 
when calibrating the resistance factors for drive pile foundations, the AASHTO LRFD 
specification aims for β  = 2.33 for piles in a group of five or more, as compared to β  = 3.00 for 
single pile foundation. Because the redundancy of a pile group is higher than single pile systems, 
it is permitted to use a lower β to reflect the fact that a systematic failure with such high 
redundancy is unlikely. 
 
1.2 RESEARCH APPROACH 
 
This research was carried out in three phases. The procedures and results are discussed in 
Chapters 2, 3, and 4 of this report. The three-phase procedures are summarized below. 
 
Phase 1. This phase was concerned with the reliability analysis of the HEC-18 pier scour 
equation only. The literature review was performed to survey the analysis done previously on 
this topic. This includes the NCHRP 489, NCHRP 24-34, HEC-18, and related references. Using 
computer codes written in Matlab program language, Monte Carlo Simulation was carried out to 
check for the reliability of the scour equation. First, the simulation results were compared with 
the results in NCHRP 489 and 24-34. The effects of the statistical variables on the reliability 
were analyzed. Then, the effects of the upper limit provision of the scour equation as well as the 
channel shapes were investigated. 
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Phase 2. In this phase, the reliability of the AASHTO specified Static Analysis methods 
were investigated. The effect of scour was not considered in this phase. The literature review 
studied the NCHRP 507, Chapter 10 of AASHTO LRFD Specification, the Design and 
Construction of Driven Pile Foundation Reference Manual by the Federal Highway 
Administration, and related references. Monte Carlo Simulation was performed to check the 
reliability of the α-method and the Nordlund-Thurman method as specified in the AASHTO 
code. The results were compared with the resistance factors currently used by AASHTO, and 
those in the NCHRP 507 report.     
 
Phase 3. In the final phase of the research, the computer programs written in Phase 1 and 
Phase 2 are combined using the Ferry-Borges model to determine the reliability of the pile 
design methods when the scour effect is considered in combination with gravity loads. The 
research experimented with reduction factors applied on the design scour depth, and the results 
were analyzed to study the effect of scour reduction factors on foundation reliability. Lastly, the 
live load and dead load factors were reduced to check the sensitivity of the reliability indexes to 
these factors. 
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CHAPTER 2  RELIABILITY OF THE HEC-18 PIER SCOUR EQUATION 
 
This chapter describes the procedures used to perform the reliability analysis of the HEC-
18 pier scour equation, and discusses the results of the analysis.  
 
2.1 OVERVIEW OF THE HEC-18 PIER SCOUR EQUATION 
 
The HEC-18 is a publication produced by the Federal Highway Administration that 
presents the state of knowledge and practice for the design, evaluation, and inspection of bridges 
for scour. It was a combined research effort by the NCHRP, FHWA, State DOTs, and various 
universities. It provides a comprehensive guide on how to evaluate and design new and existing 
bridges to resist scour. 
 
The HEC-18 separates the total scour of a bridge crossing into three components: 
• Long-term degradation of the river bed 
• Contraction scour at the bridge 
• Local scour at the piers or abutments 
The total scour is then the superposition of the three effects, assuming conservatively that the 
three components are independent of each another. Degradation is a long-term elevation change 
in the streambed of the river or waterway caused by erosion and deposition of material. 
Contraction scour is due to the removal of material from the bed and the banks of a channel often 
caused by the bridge embankments encroaching onto the main channel. Local scour involves the 
removal of material from around bridge piers and abutments. It is caused by an acceleration of 
flow around the bridge foundation that accompanies a rise in water levels that may be due to 
floods and other events. Both local scour and contraction scour can be either clear water or live 
bed. Live-bed conditions occur when there is a transport of bed material in the approach reach. 
Clear-water conditions occur when there is no bed material transport. Live-bed local scour is 
cyclic in nature because it allows the scour hole that develops during the rising stage of the water 
flow to refill during the falling stage. Clear-water scour is permanent because it does not allow 
for a refill of the hole. The focus of this report is on local live-bed scour around bridge piers that, 
because of its cyclical nature, is the most unpredictable type of scour. 
 
The pier scour equation is presented in Chapter 7.2 of the HEC-18. The HEC-18 design 
equation for local scour around bridge piers is a function of the flow depth, the pier nose shape, 
the angle of attack of the flow, the streambed conditions, the soil material size, the diameter of 
the pier, and Froude number. The equation that is intended to predict the depth of maximum 
scour for design purposes is as follows: 
 
𝑦𝑠𝑐 = 2𝑦0𝐾1𝐾2𝐾3 �𝐷𝑦0�0.65 𝐹𝑟0.43                                                                                                         (2.1) 
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where ysc  = scour depth 
y0  = flow depth directly upstream of the pier 
 K1, K2, K3 = coefficient that account for the (1) nose shape of the pier, (2) the angle 
 between the directions of the flow and the pier, and (3) the streambed 
 condition 
 D = pier diameter 
 Fr = Froude Number. 
 
 HEC-18 also provides a “rule of thumb” upper limit to scour depth predicted by Equation 
2.1. For round nose piers aligned with the flow: 
• When Fr ≤ 0.8, ysc cannot exceed 2.4 times the pier width. 
• When Fr > 0.8, ysc cannot exceed 3.0 times the pier width. 
In the present research, the piers under consideration are cylindrical in shape, not round nose. 
However, HEC-18 indicates that the shape factors, K1, are the same and equal to 1.0 for the 
round nose and cylindrical piers. This suggests that the upper limit provision should also apply to 
the cylindrical piers. In this research, this upper limit provision is treated separately in Section 
2.4 to discuss the effect of implementing it. In other sections of this report, the provision is 
ignored. 
 
The Froude Number is defined as: 
 
𝐹𝑟 = 𝑉
�𝑔𝑦0
                                                                                                                                                  (2.2) 
 
where V = mean flow velocity at the pier 
 g = the gravitational acceleration. 
 
The flow depth, y0, and flow velocity, V, are related to the discharge rate, Q, at a given 
point in time and the shape of the channel represented by the cross sectional area of the stream, 
A0. This relationship is given by: 
 
𝑄 = 𝐴0𝑉                                                                                                                                                      (2.3) 
  
Note that the maximum scour depth is a function of two hydraulic variables: the flood 
depth and flow velocity. These two hydraulic conditions can be related and estimated using 
sophisticated approaches, such as the HEC-RAS software model (USACE, 2010); or using a 
simple model such as the Manning’s equation when hydraulic software is not available. In this 
research, Manning’s equation is used. The relationship between the flow velocity, V, and the 
hydraulic radius that is related to the flow depth y0, can be expressed using Manning’s equation: 
 
𝑉 = Φ0
𝑛
𝑅𝐻
2/3𝑆01/2                                                                                                                                  (2.4) 
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where n = Manning roughness coefficient 
RH = the hydraulic radius 
    S0 = the slope of the bed stream 
 𝛷0 = a unit adjustment parameter equal to 1.486 when using U.S. units (ft and sec), and 
 1.0 for SI units (m and sec). 
 
Figure 2.1 presents three cross sections with different shapes and the corresponding 
Manning equations in terms of flow rate Q that will be used in this study. They include a simple 
rectangular cross section, an isosceles trapezoidal cross section, and a cross section with main 
channel with overbanks built-up by isosceles trapezoids. The effects of the channel shape on the 
reliability index are discussed in Section 2.5 of this report.  
 
 
  FIGURE 2.1 Manning Equations for Cross Sections with (a) Rectangular Shape (b) Isosceles Trapezoidal Shape (c) Trapezoidal Main Channel with Overbanks 
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2.2 METHODS OF ANALYSIS  
 
 The goal of the structural reliability theory is to account for the uncertainties encountered 
while evaluating the safety of structural systems. In this case, it is to evaluate the safety of the 
HEC-18 pier scour equation. The uncertainties to be accounting for are the model uncertainties 
and the parameter uncertainties. 
 
The HEC-18 approach has been extensively used for practical design considerations 
although the HEC-18 empirical model provides conservative estimates of scour depths and is 
known to have the following five limitations: 
 
1. The HEC-18 equation is based on model scale experiments in sand. In an evaluation 
against full-scale observations from 56 bridge sites, HEC-18 has been found to vastly 
over-predict the scour depth (Landers & Mueller, 1996). A comparison of the HEC-
18 equation and the measured depths are illustrated in Figure 2.2, which is adapted 
from Landers and Mueller (1996). 
 
 FIGURE 2.2 Comparison of HEC-18 Predictions to Observed Scour Depths  (based on Landers and Mueller, 1996). 
 
2. Once a flood begins, it takes a certain period of time for the full extent of erosion to 
take effect. Thus, if the flood is of a short duration, the maximum scour depth may 
not be reached before the flood recedes. On the other hand, prior floods may have 
caused partial erosions accelerating the attainment of the maximum scour depth. 
HEC-18 does not predict the length of time required for the maximum scour depth to 
be reached and assumes that the maximum depth is always reached independent of 
the flood duration and the level of scour incurred by prior floods.  
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3. The HEC-18 model does not distinguish between live bed scour and clear-water scour 
in terms of the time required to reach equilibrium scour depth and the differences in 
the expected magnitudes of scour depths for these different phenomena (Richardson 
and Davis, 1995). 
4. HEC-18 was developed based on experimental data obtained for sand materials. 
Some work is in progress to study the applicability of HEC-18 for both sand and clay 
streambed materials because it is well known that these materials behave differently 
(Briaud & et al. 1999). 
5. The usual assumption is that scour is deepest near the peak of a flood but may be 
hardly visible after floodwaters recede and scour holes refill with sediment. However, 
there are no known methods to model how long it takes a river to backfill the scour 
hole. Refill can occur only under live-bed conditions and depends on the type and 
size of the transported bed material (sand or clay). Even when refill occurs, it will 
take a considerable length of time for the refill material to sufficiently consolidate and 
restore the pier foundation to its initial strength capacity. Although such information 
is not precisely available, a number of bridge engineers have suggested that periods of 
2 to 3 months are reasonable for sandy materials with longer periods required for 
clays. 
 
 Based on the observations made above, a possible reliability model for the reliability 
analysis of a bridge pier under the effect of scour can be proposed based on the work of Johnson 
(1995). According to Johnson, the average ratio of the observed scour depth compared with the 
HEC-18 predicted depth can be represented by a scour modeling variable, λsc, which is assumed 
to follow a normal distribution. Thus, the true scour value can be represented by an equation of 
the form: 
 
𝑦𝑠𝑐 = 2𝜆𝑠𝑐𝑦0𝐾1𝐾2𝐾3𝐾4 �𝐷𝑦0�0.65 𝐹𝑟0.43                                                                                                (2.5) 
 
 This equation, combined with the Manning’s equation, can be used to perform a 
reliability analysis. The model uncertainties are to be accounted for by the model bias λsc, while 
the parameter uncertainties are to be accounted for by varying the variables in Equation 2.5 and 
2.4 in a Monte Carlo Simulation. A computer code written in Matlab language is used to perform 
the Monte Carlo Simulation for the reliability analysis of the HEC-18 pier scour equation. The 
flow chart of this simulation is presented in Appendix A. The model bias and the parameters 
from two research reports by the National Cooperative Highway Research Program, the NCHRP 
Report 489 (Ghosn & et al. 2003) and NCHRP Project 24-34 (Lagasse & et al. 2013), are used 
respectively as inputs to the Monte Carlo Simulation. The NCHRP 489 and 24-34 reports data 
and parameters are discussed in the following two sub-sections.   
  
2.2.1 NCHRP 489 RESEARCH DATA AND PARAMETERS 
 
Typical values for Manning’s roughness coefficient, n, vary from 0.025 to 0.035 for earth 
(respectively for good condition and for weeds and stones). It is noted that estimating the 
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appropriate Manning roughness coefficient is associated with a high level of uncertainty. 
Researchers at Hydraulic Engineering Center (1986) determined that the roughness coefficient, 
n, follows a lognormal distribution with a COV ranging from 20% to 35% (with an average 
value of 28%). Therefore, in the NCHRP 489 report (Ghosn & et al. 2003),, n is taken as a 
random variable with a bias equal to 1.0 compared with the recommended tabulated values and a 
COV equal to 28%. It is also assumed that the slope S is known and taken to be 0.2%, thus, the 
uncertainties in V are primarily due to the uncertainties in estimating n. 
 
Different researchers and organizations have used different probability distribution types 
to model the discharge rate, Q. Extreme Type I distributions, lognormal distributions, and 
logPearson distributions are most commonly used. In the NCHRP 489 report, by studying 
several probability plots, the maximum yearly discharge rates for different rivers were found to 
follow a lognormal distribution. An example of the fit on lognormal probability paper is 
presented in Figure 2.3 for the Schohaire Creek. Data from five different rivers are also 
summarized in Table 2.1. In NCHRP 489, the raw data that generated the statistics shown in 
Table 2.1 were collected from the USGS website.  
 
 FIGURE 2.3 Representation of Discharge Rate for Schohaire Creek on Lognormal Probability Plot. 
 
Knowing the probability distribution for the yearly discharge rate, the maximum 75-year 
flood discharge has a cumulative probability distribution, FQ75(x), related to the probability 
distribution of the 1-year maximum discharge by: 
 
𝐹𝑄75(𝑥) = 𝐹𝑄(𝑥)75                                                                                                                                   (2.6) 
 
Equation 2.6 assumes independence between the floods observed in different years. This 
assumption is consistent with current methods for predicting maximum floods.  
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The estimation of the mean and standard deviation of the 75-year maximum discharge 
rate (Q75) for each river, as shown in Table 2.1, is associated with some level of uncertainty. 
This level of uncertainty depends on the number of samples available to calculate the means and 
standard deviations. The analysis of the data provided in the USGS website for the five rivers 
analyzed in this report show that the mean values provided in Table 2.1 are within a 95% 
confidence level. For this reason, a modeling variable λQ is used in this report to express the 
variability in the prediction of Q. This modeling variable is thus assumed to follow a normal 
(Gaussian) distribution and to have a bias of 1.0 and a COV of 5%. 
 TABLE 2.1 Probability Models for Five Rivers 
River Log Q Slog Q Dn* Average 75-year 
Q,  Q75 (ft3/sec) 
COV of 
Q75 
Schoharie 9.925 0.578 0.067 85,000 29% 
Mohawk 9.832 0.243 0.068 34,000 12% 
Sandusky 9.631 0.372 0.086 38,000 18% 
Cuyahoga 9.108 0.328 0.065 20,000 16% 
Rocky River 9.012 0.378 0.049 21,000 19% *Dn is the K-S maximum difference between the measured cumulative probability and expected probability value.  More than sixty data points were available for each of the 5 rivers.  The Dn values obtained indicate that the lognormal distribution is acceptable for a significant level α=20 percent.    
 
The average ratio of the observed scour depth compared with the HEC-18 predicted 
depth was found by Johnson (1995) to be about 0.55 (bias value is 0.55). Also, the ratio of the 
true scour value over the predicted value has a COV of 52%.  It should be noted that Johnson 
(1995) also recommends that the factor K3 representing the effect of streambed condition be 
treated as a random variable with a bias equal to 1.0 and a COV equal to 5% to account for the 
possible variability of the streambed between floods. The K1 and K2 are treated as deterministic 
and both equal to 1.0. Table 2.2 summarizes the input data for the random variables appropriate 
for use with Equation 2.5. As indicated above, Q is a time dependent variable while the 
remaining random variables are time-independent. It is noted that Equation 2.5 assumes the 
statistical properties of the modeling variable, λsc, are constant for all floods and rivers.  
 
It is noted that under live bed conditions, the local scour hole is normally assumed to 
refill as the scour-causing flood recedes. However, the available literature does not provide 
precise information on how long it normally takes for the foundation to regain its original 
strength. This is believed to depend on the type of material being deposited by live-bed streams. 
For example, fine sands may tend to regain their strengths within a short period of time (perhaps 
2 to 3 months). On the other hand, cohesive materials such as clays may take much longer to 
consolidate and regain their original strengths. As a compromise, the calculations performed in 
this study will assume that it takes about 6 months (1/2 year) for a foundation to regain its 
original strength. It is further assumed that the scour depth produced by the maximum yearly 
flood will remain at its maximum value for this half-year period. This assumption will also 
indirectly account for the effects of smaller floods within that period of time. The proposed 
model will also assume that the scour depth will be reached instantaneously as the flood occurs 
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and that the flooding period is always long enough for the maximum scour depth to be reached. 
  TABLE 2.2 Input Data for Reliability Analysis for Scour Alone 
Variable Mean Value COV Distribution Type Reference 
Discharge rate, Q From Table 2.1 
From 
Table 2.1 Lognormal Based on USGS web site 
Modeling variable for  Q, 
λQ 
1.0 5% Normal Based on USGS web site 
Modeling variable, λsc 0.55 52% Normal Johnson (1995) 
Manning roughness, n 0.025 28% Lognormal Hydraulic Engineering Center (1986) 
Bed condition factor, K3 1.1 5% Normal Johnson (1995) 
 
Finally, it is noted that the NCHRP 489 uses a simple rectangular channel for analysis. 
The width, b, of the channel is 220 ft (66 m). The report considers two cases: a two-column bent 
and a one-column bent. In the current report, only the one-column bent case is considered, with 
the column diameter, D, taken as 6 ft (1.8 m). 
 
2.2.2 NCHRP 24-34 DATA AND PARAMETERS 
 
 In the NCHRP Project 24-34 report (Lagasse & et al. 2013), three bridge types with 
different sizes are developed for research: a small bridge with the length of 50 ft, a medium 
bridge with the length of 180 ft, and a large bridge with the length of 1,200 ft. The NCHRP 24-
34 report considers a single reach of four cross-sections with HEC-RAS generated upstream and 
downstream sections that can capture the full effect of flow condition at the bridge crossing. In 
the current study, three simple rectangular cross-sections are used in the simulation, with the 
widths b of the three rectangular cross-sections being respectively the lengths of the three bridge 
types. For each bridge type, three pier sizes are considered in NCHRP 24-34; the sizes decrease 
as the bridge sizes decrease. This is summarized in Table 2.3.  
 
The discharge distribution is assumed lognormal and different among the bridge types. 
For each bridge types, three levels of hydrologic uncertainties are considered (low, medium, and 
high). The discharge parameters in natural log space are listed in Table 2.4. Note that the µ and σ 
are respectively the mean and standard deviation in natural log space. The 100-year design flood 
can then be calculated by first inverting the cumulative probability function to obtain 𝑧 =
Φ−1 �
1
100
� = 2.327 ; then, 
 
𝑄100 = exp(2.327𝜎 + µ)                                                                                                                        (2.7) 
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TABLE 2.3 Channel widths and the Pier Diameters Considered 
Bridge Type Rectangular Channel Width (ft) 
Pier Diameter (ft) 
Small Medium Large 
Large 1,200 3 6 9 
Medium 180 1.5 3 4.5 
Small 50 1 2 3 
 TABLE 2.4 100-Year Discharge Parameter for Lognormal Distribution (Natural Log Space) 
Bridge Type µ [ln(Q)] 
σ [ln(Q)] 100-Year Design Flood (ft3/s) 
Hydrologic Uncertainty Hydrologic Uncertainty 
Low Medium High Low Medium High 
Large 11.8791 0.1282 0.1865 0.2448 194,426 222,714 255,119 
Medium 10.3015 0.1111 0.1617 0.2123 38,575 43,402 48,833 
Small 7.5175 0.0811 0.1180 0.1549 2,223 2,422 2,640 
 
 In the NCHRP 489 report, the slope of the stream bed, S0, is deterministic and the value 
0.2% is used in the simulation. In the NCHRP 24-34, the stream boundary friction slope is 
assumed to be normally distributed. Depending on the bridge type, the friction slopes are listed 
in Table 2.5.  
  TABLE 2.5 Friction Slopes Assuming Normal Distribution 
Bridge Type µ COV σ 
Large 0.005 0.1 0.0005 
Medium 0.0024 0.1 0.00024 
Small 0.0048 0.1 0.00048 
 
The manning roughness, n, is also a log-normally distributed random variable. The 
NCHRP 24-34 provided six different distributions. They are listed in Table 2.6. In one Monte 
Carlo Simulation run, the user will need to choose one of the distributions from Table 2.6.  
 TABLE 2.6 Manning Roughness Coefficients Assuming Lognormal Distribution 
Manning n COV µ [ln(n)] σ [ln(n)] 
0.025 0.015 -3.690411607 0.055356174 
0.035 0.015 -3.353672518 0.050305088 
0.045 0.015 -3.102175432 0.046532631 
0.090 0.015 -2.408598260 0.036128974 
0.100 0.015 -2.303181866 0.034547728 
0.120 0.015 -2.120769523 0.031811543 
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 Thus, with three bridge types, each with three hydrologic uncertainties, three prier sizes, 
one slope distribution, and one Manning roughness; the number of permutation is 3 × 3 × 3 ×1 × 1 = 27. In another word, one Monte Carlo Simulation run will yield 27 results. Since one 
run of Monte Carlo Simulation uses one of the six Manning n, by running the simulation six 
times (each time using a different n distribution), the total permutation is actually 27 × 6 = 162.  
 
 The model bias, λsc, used in NCHRP 24-34 is determined through sophisticated analysis 
of laboratory data. The results are listed in Table 2.7. The NCHRP 24-34 uses the live-bed subset 
values. Specifically, the λsc is assumed to be normally distributed with the expected value of 0.68 
and the COV of 0.16 (with outliers removed). In the current study, same values are used. Note 
that this is different from the NCHRP 489 report, which uses 0.55 for the expected value of bias 
with the COV of 0.52. 
 TABLE 2.7 Bias and Coefficient of Variation of the HEC-18 Pier Scour Equation with Laboratory Data 
All Data 
Data Set No. of data points Bias COV 
Percent 
under-
predicted 
Reliability β 
Normal Log-normal 
All data 699 0.80 0.34 20.0% 0.72 0.83 
Clear-water subset 495 0.86 0.34 27.7% 0.48 0.63 
Live-bed subset 204 0.66 0.24 1.5% 2.14 1.87 
With Outliers Removed 
Data Set No. of data points Bias COV 
Percent 
under-
predicted 
Reliability β 
Normal Log-normal 
All data 580 0.82 0.23 17.2% 0.97 1 
Clear-water subset 402 0.88 0.21 24.6% 0.66 0.73 
Live-bed subset 178 0.68 0.16 0.6% 2.92 2.49 
 
2.3 SIMULATION RESULTS WITH NCHRP 489 AND 24-34 REPORTS 
PARAMETERS     
 
The results of the Monte Carlo Simulation are shown in Table 2.8 and 2.9 below. Note 
that in each table, the reliability index β from the NCHRP 489 and 24-34 are respectively 
compared with the β obtained from this research. For the simulation using the NCHRP 489 data, 
the β obtained from this search is very close to that of the NCHRP 489 results. The reliabilities 
are in the range of 1.43 to 1.50. For the simulation using the NCHRP 24-34 data, the β obtained 
through this research is slightly different when compared to the NCHRP 24-34 results. From this 
research, the β is in the range of 2.59 to 2.78; while for the NCHRP 24-34, it is in the range of 
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2.84 to 2.99. The magnitude of the difference is about 0.2 in average. This slight difference is 
due to the difference in the methods used to predict the hydraulic conditions. As discussed in 
Section 2.1, The NCHRP 24-34 uses sophisticated software called HEC-RAS, developed by the 
U.S Army Corps of Engineers, to model the flood depth and the flow rate.  In this research, a 
simple Manning’s equation is used. Also, the cross sections investigated are different. As 
mentioned in Section 2.2.2, the NCHRP 24-34 report considers a single reach of four cross-
sections with HEC-RAS generated upstream and downstream sections that can capture the full 
effect of flow condition at the bridge crossing. In the current study, three simple rectangular 
cross-sections are used in the simulation. With these modeling differences in mind, the 
difference in the β is actually relatively small. 
 
 Between Table 2.9 and 2.10, it is as expected that the model bias λsc has a significant 
impact on the value of β. When the expected value of λsc is taken as 0.68 with the COV of 0.16 
(with outliers removed), the reliability is 2.66 in average Table 2.9. When the λsc is taken as 0.66 
with the COV of 0.24 (all data), a higher uncertainty, the reliability index reduces to 2.03 in 
average among the twenty-seven results in Table 2.10. In Table 2.11, the simulation is performed 
using the parameters from NCHRP 489 report, with λsc taken from both the NCHRP 489 and the 
NCHRP 24-34. Again, the resulting table demonstrates how the reliability index changes with 
regard to the model bias uncertainty. 
 
 Another factor that noticeably influences the value of β is the hydrological uncertainty, 
i.e. the uncertainty of the flood flow rate. In Table 2.11, the hydrological uncertainty SlogQ is 
shown along with the reliability indexes. It can be seen that when the hydrological uncertainty is 
higher, the reliability index is lower, as expected.   
 
 The results in Table 2.9 and Table 2.10 are from simulation using Manning coefficient of 
0.025, with the corresponding lognormal parameters μ[ln(n)] = -3.690411607, σ[ln(n)] = 
0.055356174. As mentioned in Section 2.2.2, there are a total of six sets of Manning coefficient 
parameters provided in NCHRP 24-34, shown in Table 2.6. The six sets of Manning coefficient 
parameters are tested by running the simulation six times. It is found that the Manning 
coefficient has negligible influences on the reliability index. 
 Table 2.8 Simulation Results Using the Parameters from the NCHRP 489 Report 
River 
Design Parameters Monte Carlo Simulation Results 
β from 
NCHRP 
489 
Report    
Design 
100-Year 
Flood 
Discharge 
(ft3/s)  
Design 
Flood 
Depth 
(ft) 
Design 
Scour 
Depth 
(ft) 
Average 
of 75-Year 
Discharge 
(ft3/s) 
Average 
Flood 
Depth 
(ft) 
Average 
Scour 
Depth 
(ft) 
 β 
Schoharie 78,146 20.17 17.21 84,854 20.95 10.07 1.43 1.46 
Mohawk 32,747 11.65 13.92 33,589 11.71 8.00 1.49 1.50 
Sandusky 36,103 12.38 14.26 37,745 12.59 8.24 1.46 1.49 
Cuyahoga 19,299 8.39 12.22 20,106 8.53 7.06 1.47 1.49 
Rocky River 19,693 8.50 12.28 20,633 8.64 7.09 1.50 1.48 
* Model bias is λsc = 0.55 and COV = 0.52, normally distributed. 
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TABLE 2.9 Simulation Results using the Parameters from the NCHRP 24-34 Report, with λ SC  = 0.68 and COV = 0.16 
Input Parameters Monte Carlo Simulation Results 
β from 
NCHRP 
24-34 
Report 
Channel 
Width 
(ft) 
Mean 
Friction 
Slope 
Standard 
Deviation 
of Friction 
Slope 
μ (lnQ) σ (lnQ) 
100-Year 
Flood 
Design 
Flow 
Rate 
(ft3/s) 
Pier 
Diameter  
(ft) 
Average 
of 75-
Year 
Flow 
Rate 
(ft3/s) 
COV of  
75-Year 
Flow 
Rate 
Average 
Scour 
Depth 
(ft) 
Design 
Scour 
Depth 
(ft) 
Reliability 
Index 
β 
1,200 0.005 0.0005 11.8791 
0.1282 194,426 
3 196,566 0.06 6.77 9.93 2.78 2.97 
6 196,676 0.06 10.62 15.58 2.64 2.94 
9 196,635 0.06 13.82 20.28 2.60 2.91 
0.1865 222,714 
3 226,710 0.08 7.02 10.28 2.63 2.99 
6 226,258 0.08 11.01 16.13 2.63 2.93 
9 226,680 0.09 14.31 20.99 2.60 2.84 
0.2448 255,119 
3 261,605 0.11 7.25 10.63 2.64 2.99 
6 261,064 0.11 11.39 16.69 2.61 2.92 
9 261,545 0.11 14.82 21.72 2.61 2.76 
180 0.0024 0.00024 10.3015 
0.1111 38,575 
1.5 38,929 0.05 4.27 6.27 2.64 2.95 
3 38,947 0.05 6.69 9.84 2.68 2.95 
4.5 38,966 0.05 8.73 12.80 2.65 2.89 
0.1617 43,402 
1.5 44,049 0.07 4.41 6.45 2.59 2.99 
3 43,983 0.07 6.88 10.12 2.59 2.99 
4.5 43,995 0.07 9.00 13.18 2.68 2.91 
0.2123 48,833 
1.5 49,872 0.10 4.53 6.64 2.61 2.94 
3 49,844 0.10 7.10 10.42 2.60 2.94 
4.5 49,804 0.10 9.26 13.56 2.54 2.87 
50 0.0048 0.00048 7.5175 
0.0811 2,223 
1 2,238 0.04 2.34 3.43 2.74 2.96 
2 2,237 0.04 3.66 5.39 2.77 2.95 
3 2,240 0.04 4.77 7.01 2.72 2.95 
0.1180 2,422 
1 2,447 0.05 2.39 3.50 2.69 2.96 
2 2,445 0.05 3.74 5.50 2.72 2.95 
3 2,446 0.05 4.89 7.16 2.75 2.94 
0.1549 2,640 
1 2,675 0.07 2.44 3.58 2.77 2.99 
2 2,675 0.07 3.84 5.61 2.76 2.97 
3 2,680 0.07 4.98 7.31 2.69 2.94 
* Manning coefficient is 0.025 for design, and the corresponding lognormal parameter is μ[ln(n)] = -3.690411607, σ[ln(n)] = 0.055356174. 
* Model bias is λsc = 0.68 and COV = 0.16, normally distributed. 
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 TABLE 2.10 Simulation Results using Parameters from the NCHRP 24-34 Report, with λ SC  = 0.66 and COV = 0.24 
Input Parameters Monte Carlo Simulation Results 
Channel 
Width (ft) 
Mean 
Energy 
Slope 
Standard 
Deviation 
of Energy 
Slope 
μ (lnQ) σ (lnQ) 
100-Year 
Flood 
Design Flow 
Rate (ft3/s) 
Pier 
Diameter  
(ft) 
Average 
of 75-Year 
Flow Rate 
(ft3/s) 
COV of  
75-Year 
Flow Rate 
Average 
Scour 
Depth (ft) 
Design 
Scour 
Depth (ft) 
Reliability 
Index 
β 
1,200 0.005 0.0005 11.8791 
0.1282 194,426 
3 196,584 0.06 6.56 9.93 2.06 
6 196,626 0.06 10.33 15.58 2.07 
9 196,526 0.06 13.45 20.28 2.01 
0.1865 222,714 
3 226,668 0.09 6.81 10.28 1.99 
6 226,800 0.09 10.66 16.13 2.11 
9 226,406 0.09 13.88 20.99 2.07 
0.2448 255,119 
3 261,015 0.11 7.05 10.63 1.96 
6 261,449 0.11 11.13 16.69 1.98 
9 261,725 0.11 14.38 21.72 2.00 
180 0.0024 0.00024 10.3015 
0.1111 38,575 
1.5 38,915 0.05 4.15 6.27 2.07 
3 38,927 0.05 6.52 9.84 2.06 
4.5 38,901 0.05 8.48 12.80 2.04 
0.1617 43,402 
1.5 44,023 0.07 4.28 6.45 2.04 
3 44,003 0.07 6.69 10.12 2.05 
4.5 44,056 0.07 8.72 13.18 2.03 
0.2123 48,833 
1.5 49,754 0.10 4.39 6.64 2.07 
3 49,784 0.10 6.90 10.42 2.01 
4.5 49,809 0.10 9.03 13.56 1.99 
50 0.0048 0.00048 7.5175 
0.0811 2,223 
1 2,237 0.04 2.27 3.43 2.04 
2 2,236 0.04 3.56 5.39 2.04 
3 2,238 0.04 4.62 7.01 2.04 
0.1180 2,422 
1 2,445 0.05 2.31 3.50 2.03 
2 2,447 0.05 3.63 5.50 2.05 
3 2,448 0.05 4.73 7.16 2.06 
0.1549 2,640 
1 2,676 0.07 2.36 3.58 2.02 
2 2,677 0.07 3.72 5.61 2.00 
3 2,680 0.07 4.81 7.31 2.03 
* Manning coefficient is 0.025 for design, and the corresponding lognormal parameter is μ[ln(n)] = -3.690411607, σ[ln(n)] = 0.055356174. 
* Model bias is λsc = 0.66 and COV = 0.24, normally distributed. 
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TABLE 2.11 The Effects of Model Bias Uncertainty and Hydrologic Uncertainty on Reliability Index 
River 
λsc = 0.55 
COV = 0.52 
λsc = 0.68 
COV = 0.16 
λsc = 0.66 
COV = 0.24 
Hydrologic 
Uncertainty 
SlogQ 
Average 
Scour 
Depth 
(ft) 
Reliability 
Index 
β 
Average 
Scour 
Depth 
(ft) 
Reliability 
Index  
β 
Average 
Scour 
Depth 
(ft) 
Reliability 
Index  
β 
Schoharie 10.07 1.43 11.96 2.22 11.65 1.76 0.578 
Mohawk 8.00 1.49 9.60 2.45 9.31 1.90 0.243 
Sandusky 8.24 1.46 9.86 2.35 9.55 1.86 0.372 
Cuyahoga 7.06 1.47 8.46 2.27 8.19 1.87 0.328 
Rocky 7.09 1.50 8.47 2.33 8.26 1.83 0.378 
 
2.4 EFFECT OF THE UPPER LIMIT PROVISION 
 
  The effect of the upper limit provision is discussed in this section. As mentioned in 
Section 2.1, the HEC-18 provides the upper limit to the scour depth predicted by Equation 2.1 as 
following: 
• When Fr ≤ 0.8, ysc cannot exceed 2.4 times the pier width. 
• When Fr > 0.8, ysc cannot exceed 3.0 times the pier width. 
The simulation is modified to include this check; both for the design scour depth and the 
simulated scour depth within the simulation cycles. The results are illustrated in Table 2.11. Also 
included are the results without this check. Note that the simulations are done with parameters 
taken from the NCHRP 489 report, except for the model bias, in which the NCHRP 24-34 value 
of  λsc = 0.68 and COV = 0.16 are used. 
                        TABLE 2.12 The Effects of the Upper Limit Provision on Reliability Index 
River 
Simulation Result without the Provision Simulation Result with the Provision 
Design 
Scour 
Depth 
(ft) 
Average 
Flood 
Depth 
(ft) 
Average 
Scour 
Depth 
(ft) 
Reliability 
Index 
 β 
Design 
Scour 
Depth 
(ft) 
Average 
Flood 
Depth 
(ft) 
Average 
Scour 
Depth 
(ft) 
Reliability 
Index 
 β 
Schoharie 17.21 20.95 11.96 2.19 14.40 20.89 10.55 1.75 
Mohawk 13.92 11.72 9.59 2.45 13.92 11.74 9.48 2.45 
Sandusky 14.26 12.56 9.89 2.33 14.26 12.59 9.71 2.44 
Cuyahoga 12.22 8.52 8.42 2.40 12.22 8.50 8.43 2.30 
Rocky  12.28 8.65 8.48 2.34 12.28 8.62 8.50 2.34 
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 The results show that the design scour depth of the Schoharie River is lowered from 
17.21 ft to 14.40 ft due to this provision. Although the average simulated scour depth also 
lowered from 11.96 ft to 10.55 ft, the resulting reliability index is nonetheless lowered by a 
significant amount, from 2.19 to 1.75. Thus, it is shown that the implementation of the upper 
limit provision has an effect of lowering the reliability index by a significant amount. 
 
2.5 EFFECT OF THE CHANNEL SHAPES 
 
The effects of the channel shapes are discussed in this section. Two channel shapes are 
investigated. First, an isosceles trapezoid channel is discussed. Then, the cross section consisted 
of a trapezoidal main channel and a trapezoidal overbank, built symmetrically, is discussed. The 
Figure 2.1 shows the shapes of these two types of cross sections and the corresponding Manning 
equations derived. It is noted that the “main channel slope” and the “overbank slope” mentioned 
in the following two sub-sections are referring to the slope of the two sides of the trapezoid. 
They are not to be confused with the “friction slope”, S0. The simulations are performed using 
the parameters from the NCHRP 489 report, except for the model bias, for which the NCHRP 
24-34 value of 0.68 with the COV of 0.16 are used.  
 
2.5.1 CROSS SECTION WITH TRAPEZOIDAL CHANNEL 
  
 For the isosceles trapezoidal channel, the simulations are performed with six channel 
slopes, varying from a gentle slope of 0.001 to a steep slope of 100. The channel bottom width is 
the same as the rectangular channel, so b1 = 220 ft. The results are illustrated in Table 2.12. It 
can be seen that as the channel slope is changing from a gentler slope to a steeper slope, the 
design scour depths and the averages of the simulated scour depths increase accordingly. When 
the channel slope is gentler, the β is lower. When the channel slope is steeper, the β approaches 
to that of a rectangular channel, shown in Table 2.10. Figure 2.4 is a plot of the average β vs the 
trapezoidal channel slope. Because the change in β is very small comparing to the change in 
channel slope, in Figure 2.4 the horizontal axis has to be shown in logarithmic scale. Thus, it can 
be said that for a trapezoidal channel, the channel slope has negligible influence on the reliability 
index β.  
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TABLE 2.13 Simulation Results for Trapezoidal Channel with Various Channel Slopes 
River 
 Main Channel Slope = 0.001  Main Channel Slope = 0.01  Main Channel Slope = 0.1 
Design 
Scour 
Depth 
(ft) 
Average 
Scour 
Depth 
(ft) 
Reliability 
Index 
 β 
Design 
Scour 
Depth 
(ft) 
Average 
Scour 
Depth 
(ft) 
Reliability 
Index 
 β 
Design 
Scour 
Depth 
(ft) 
Average 
Scour 
Depth 
(ft) 
Reliability 
Index 
 β 
Schoharie 8.81 6.12 2.17 12.32 8.54 2.16 15.84 10.98 2.21 
Mohawk 7.65 5.27 2.27 10.58 7.29 2.36 13.16 9.08 2.37 
Sandusky 7.77 5.37 2.22 10.77 7.45 2.22 13.44 9.30 2.30 
Cuyahoga 7.02 4.85 2.21 9.62 6.65 2.22 11.70 8.06 2.36 
Rocky 7.04 4.88 2.17 9.66 6.69 2.30 11.75 8.10 2.31 
River 
 Main Channel Slope = 1.00  Main Channel Slope = 10.00  Main Channel Slope = 100.00 
Design 
Scour 
Depth 
(ft) 
Average 
Scour 
Depth 
(ft) 
Reliability 
Index 
 β 
Design 
Scour 
Depth 
(ft) 
Average 
Scour 
Depth 
(ft) 
Reliability 
Index 
 β 
Design 
Scour 
Depth 
(ft) 
Average 
Scour 
Depth 
(ft) 
Reliability 
Index 
 β 
Schoharie 17.20 11.96 2.15 17.23 11.95 2.16 17.21 11.96 2.26 
Mohawk 13.92 9.57 2.43 13.93 9.58 2.49 13.92 9.60 2.40 
Sandusky 14.25 9.86 2.35 14.27 9.86 2.33 14.26 9.86 2.33 
Cuyahoga 12.21 8.44 2.38 12.22 8.45 2.38 12.22 8.43 2.32 
Rocky 12.27 8.50 2.30 12.28 8.49 2.25 12.28 8.51 2.27 
 
 FIGURE 2.4 Reliability Index vs Trapezoidal Channel Slope 
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2.5.2 CROSS SECTION WITH TRAPEZOIDAL MAIN CHANNEL AND OVERBANKS 
 
The cross section with trapezoidal main channel and overbanks are now considered. The 
main channel bottom width is 220 ft as before. The main channel height is assumed as h = 10 ft 
in this research. The overbank length is assumed to be 50 ft in each side. Therefore, the length L1 
in Figure 2.1 is dependent on the main channel slope and equal to L1 = 220 + 50 × 2 + 2 × h / 
(main channel slope). The simulation program is modified to include a check, to see if the flood 
depth is above or below the main channel height h. If the flood depth is below h, then the 
Manning equation for trapezoid shown in Figure 2.1-b is to be used. On the other hand, if the 
flood depth is above h, then the Manning equation shown in Figure 2.1-c is to be used. Also, as 
mentioned, the simulations are performed using the parameters from the NCHRP 489 report, 
except for the model bias, for which the NCHRP 24-34 value of 0.68 with the COV of 0.16 are 
used.   TABLE 2.14 Simulation Results for Trapezoidal Main Channel with Overbanks 
 
 The simulation results are shown in Table 2.13 using the same slope for the main channel 
and the overbank, and in Table 2.14 using different slopes. Between Table 2.13 and 2.14, it can 
be seen that the reliability index can change when the channel slope changes. The reliability 
indexes for Mohawk and Sandusky rivers appear to be more sensitive to the changes to main 
channel slope than other rivers: as the channel slope changes from 0.1 to 1, the reliability index 
drops 0.59 for the Mohawk River and 0.24 for the Sandusky River. However, this drop in 
reliability index does not increase when the channel slope further steepens: at channel slope 
equals to 100, the reliability index remains practically the same. For these two rivers, the drop in 
reliability index appears to occur only when changing the channel slope from 0.1 to 1. The 
foregoing analysis shows that for the cross section main channel having overbanks, the shape of 
the channel can have an influence on the reliability index.  
 
River 
Main Channel Slope = 0.1 
Overbank Slope = 0.1 
Main Channel Slope = 1 
Overbank Slope = 1 
Main Channel Slope = 100 
Overbank Slope = 100 
Average 
Flood 
Depth 
(ft) 
Design 
Scour 
Depth 
(ft) 
Average 
Scour 
Depth 
(ft) 
Reliability 
Index 
 β 
Average 
Flood 
Depth 
(ft) 
Design 
Scour 
Depth 
(ft) 
Average 
Scour 
Depth 
(ft) 
Reliability 
Index 
 β 
Average 
Flood 
Depth 
(ft) 
Design 
Scour 
Depth 
(ft) 
Average 
Scour 
Depth 
(ft) 
Reliability 
Index 
 β 
Schoharie 24.73 12.28 8.62 2.07 30.53 13.61 9.53 2.16 32.87 13.65 9.50 2.23 
Mohawk 11.15 13.16 8.74 2.49 14.05 12.58 8.97 1.90 15.02 12.41 8.87 1.87 
Sandusky 12.52 12.61 8.73 2.11 15.87 12.50 8.94 1.87 16.91 12.39 8.83 1.90 
Cuyahoga 7.57 11.70 8.07 2.32 8.54 12.21 8.42 2.37 8.88 12.22 8.39 2.43 
Rocky 7.73 11.75 8.12 2.30 8.74 12.27 8.44 2.32 9.11 12.28 8.44 2.41 
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TABLE 2.15 Simulation Results using Different Channel Slopes 
 
 
 
   
River 
 Main Channel Slope = 1 
Overbank Slope = 10 
 Main Channel Slope = 10 
Overbank Slope = 1 
Average 
Flood 
Depth 
(ft) 
Design 
Scour 
Depth 
(ft) 
Average 
Scour 
Depth 
(ft) 
Reliability 
Index 
 β 
Average 
Flood 
Depth 
(ft) 
Design 
Scour 
Depth 
(ft) 
Average 
Scour 
Depth 
(ft) 
Reliability 
Index 
 β 
Schoharie 30.93 13.64 9.53 2.19 31.94 13.65 9.53 2.14 
Mohawk 14.09 12.55 8.94 1.92 15.00 12.46 8.88 1.87 
Sandusky 15.89 12.48 8.92 1.84 16.74 12.43 8.88 1.88 
Cuyahoga 8.53 12.21 8.39 2.35 8.86 12.22 8.39 2.35 
Rocky 8.75 12.27 8.43 2.32 9.12 12.28 8.44 2.29 
River 
 Main Channel Slope = 1 
Overbank Slope = 0.1 
 Main Channel Slope = 0.1 
Overbank Slope = 1 
Average 
Flood 
Depth 
(ft) 
Design 
Scour 
Depth 
(ft) 
Average 
Scour 
Depth 
(ft) 
Reliability 
Index 
 β 
Average 
Flood 
Depth 
(ft) 
Design 
Scour 
Depth 
(ft) 
Average 
Scour 
Depth 
(ft) 
Reliability 
Index 
 β 
Schoharie 31.38 12.49 8.76 2.13 22.08 13.17 9.29 2.14 
Mohawk 14.68 12.51 8.88 1.86 10.90 13.16 8.78 2.36 
Sandusky 16.54 12.30 8.82 1.78 12.01 12.62 8.81 2.03 
Cuyahoga 8.60 12.21 8.41 2.37 7.61 11.70 8.11 2.27 
Rocky 8.85 12.27 8.40 2.39 7.74 11.75 8.09 2.30 
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CHAPTER 3  RELIABILITY OF THE AASHTO STATIC ANALYSIS WITHOUT 
SCOUR 
 
This chapter discusses the models used to perform the reliability analysis of the 
AASHTO design code and specification regarding the design of deep foundations, specifically, 
the α-Method and the Nordlund-Thurman Method for driven pile foundations.  
 
3.1 OVERVIEW OF THE AASHTO CODES AND RESEARCH LIMITATIONS 
 
According to the AASHTO, deep foundation is defined as “a foundation that derives its 
support by transferring loads to soil or rock at some depth below the structure by end bearing, 
adhesion or friction, or both (AASHTO, 2012).” This refers to driven piles and drilled shafts. 
Driven piles are concrete, steel, or wooden piles driven into the soil with impacting hammers. 
Drill shafts, also known as caissons, are constructed by placing fresh concrete in a drilled hole 
with or without steel reinforcement. The present research effort focuses on the driven pile 
foundation made of cylindrical prestressed concrete. 
 
The AASHTO design code regarding foundation can be found in Section 10 of the code. 
Typically, the design of foundation is controlled by three limit states: 
• Service Limit State  
• Strength Limit State 
• Extreme Event Limit State 
The Service Limit State design criteria are used to determine whether the structure is usable. 
That means whether the foundation design is subject to excessive settlement or horizontal 
movement, or weak overall stability.  The Strength Limit State determines whether the structure 
components can support themselves and the loads they carry. For deep foundations, that means 
the designer shall determine whether the pile foundation can resist axial (both downward and 
uplift) and lateral loads, individually or as a pile group. The Extreme Event Limit State decides 
whether the structure can endure an extreme event such as a 500-year check flood, an 
earthquake, an accident involving vehicle or vessel collision, etc. Each limit state and their sub 
categories can control the design of the structure. The load combinations and their corresponding 
load factors are explained by Section 3.0 of the AASHTO code and summarized in AASHTO 
Table 3.4.1, presented here for convenient as Table 3.1 and Table 3.2.  
 
In this research project, the Strength I Limit State is considered. This limit state governs 
the design for basic load combination relating to the normal vehicular use of the bridge. In terms 
of driven pile foundation, this limit state determines the design of driven piles that can safely 
carry the normal vehicle load and dead load. In AASHTO’s LRFD design code, the design of 
bridge components shall satisfy the following: 
 
�ηiγi Qi ≤ ϕRn                                                                                                                                     (3.1) 
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TABLE 3.1 Load Combinations and Load Factors, from AASHTO Specifications Table 3.4.1-1 
 TABLE 3.2 Load Factors for Permanent Loads, γ p , from AASHTO Specifications Table    3.4.1-2  
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where ηi = load modifier to account for the ductility, redundancy, and importance of the  
 structure 
γi = amplifying load factors specified in Table 3.1 and 3.2, taking into account the  
 uncertainties of the load effects 
 Qi = load effects according to the limit states 
 φ = resistance reduction factor according to the method used to calculate the nominal 
 structural resistance to the load effects, taking into account the uncertainties of the 
 method used to calculate the resistance 
 Rn = nominal resistance. 
  
 When Strength I limit state is considered, where γp = γDC 1.25 and γLL =1.75 and taking η 
= 1.0, Equation 3.1 becomes: 
 1.25DC + 1.75LL ≤ ϕRn                                                                                                                        (3.2) 
 
where DC = the bridge dead loads 
 LL = vehicle live loads. 
 
 Note that in this research, uplift, down-drag, and sideway loads are not considered; the 
bearing capacity of the soil to gravitational axial force is considered. Thus, in terms of pile 
foundation, Equation 3.2 means that the factored resistance of the soil shall be enough to carry 
the total factor weight of the bridge. The vertical load is transferred by the piles to the soil. For 
cohesive soil such as clay, the transfer is through cohesive force of the soil and the toe resistance. 
For cohesionless soil such as sand, the transfer is through skin friction between the soil and pile, 
and the toe resistance. For cohesive soil, there is a possibility that the pile group will fail together 
as a block. AASHTO Section 10.7.3.9 provides design guidance to check this failure mode. In 
this report, block failure is not considered. Thus the nominal resistance is calculated by summing 
the resistance of individual piles in the pile group as following: 
 
ϕRn = ϕstatRp + ϕstatRs                                                                                                                       (3.3) 
 
where φstat = resistance factor for the bearing resistance of a single pile, specified in AASHTO 
  10.5.5.2.3, and presented in Table 3.3 of this report 
 Rp = pile tip resistance  
 Rs = pile side resistance.  
The Rp and Rs are calculated as: 
 Rp = qpAp                                                                                                                                                  (3.4) 
 Rs = qsAs                                                                                                                                                   (3.5) 
 
where qp = unit resistance of the pile tip 
 Ap = surface area of the pile tip 
 qs = unit resistance of the pile side 
 As = surface area of the pile side. 
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 TABLE 3.3 Resistance Factors for Driven Piles, from AASHTO Specifications Table 10.5.5.2.3-1 
 
  
 Generally, the engineers first design the type, location, size, depth, and number of piles 
according to the site investigation and soil parameter testing. The engineers then evaluate the 
design with the Static Analysis methods described in Section 10.7.3.8.6 of the AASHTO code, 
which includes a total of seven (7) methods, depending on the soil and site conditions. Table 3.4, 
adopted from NCHRP 507, lists these analysis methods (Paikowsky, et al., 2004). Then, dynamic 
analysis is done to evaluate the drivability of the pile hammer as well as the adequacy of the pile 
to support the load after pile driving. During the construction, static load tests are performed on 
the selected piles to verify the design capacity of the piles. This research focuses on the Static 
Analysis, with two Static Analysis methods considered. They are the α – method (Tomlinson, 
1980), and the Nordlund-Thurman method (Nordlund, 1963).  
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TABLE 3.4 Summary of Static Capacity Methods for Driven Piles, from the NCHRP 507 Table 6. 
 
 
 The α – method is used for cohesive soil such as clay, and the Nordlund-Thurman 
method is used for cohesionless soil i.e. sandy soil. They are both popular static analysis 
methods, used widely in the engineering community. In a survey done by NCHRP 507 
(Paikowsky, et al., 2004)., which surveyed 45 state and federal highway officials and engineers, 
it is found that 59% use α – method to design piles for clay soil, and 75% of the engineers use 
Nordlund-Thurman’s method to design for cohesionless soil condition.  Also interesting is that 
75% of the respondents uses primarily driven pile foundation; and of those driven piles, 21% use 
concrete piles, and 52% use steel H piles. The detail analysis of these two methods is in Section 
3.2 and 3.3 of this report. Finally, in summary, Table 3.5 is a list of the limitation of this research 
project: TABLE 3.5 Limitations of this Research Project 
Foundation Type Drive piles – reinforced concrete, cylindrical 
Limit State Strength I Limit State 
Loads Gravitational axial forces, including dead and live loads 
Resistance Summation of individual pile bearing resistance 
Soil Layer One homogenous layer 
Static Analysis Methods • α – Method, for cohesive soil 
• Nordlund-Thurman Method, for cohesionless soil 
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3.2 THE α – METHOD 
  
 The α – Method is included in Section 10.7.3.8.6-b of the AASHTO code. The unit side 
resistance, qs, is: 
 
𝑞𝑠 = 𝛼𝑆𝑢                                                                                                                                                  (3.6) 
 
where Su = average undrained shear strength (kip/ft2) 
 α = adhesion factor applied to Su (dimensionless) 
 
The α adhesion factor can be found using the three design curves provided in the Figure 
10.7.3.8.6-b-1 of the AASHTO code, which relates α as a function of undrained shear strength 
and pile depth, and also depending on soil layers penetrated. The curves are adopted from 
Tomlinson (1980) and shown in Figure 3.1 below. As an alternative, another equivalent and 
simpler design curve provided by Tomlinson (1980) can be used. This version can be found in 
the FHWA’s driven pile foundation reference manual, presented in Figure 3.2 (Hannigan & et 
al., 2006). This version takes into account the type of piles used, i.e. whether the pile is made of 
concrete, timber, or steel. Here, in this design curve, the vertical axis is the unit pile adhesion qs, 
which already taken into account the α factor; and the horizontal axis is the average undrained 
shear strength.  
 
Note that in Figure 3.2, D is pile depth and b is the pile diameter. For this research, the 
soil is homogenous in a single layer, and the pile is made of concrete. Thus, once the average 
undrained shear strength is found, the design curve in Figure 3.2 can be used to find the unit pile 
adhesion directly. For computer program adaptation, the solid lines in Fig 3.2 (corresponding to 
concrete pile) is plotted in Microsoft Excel and a regression analysis is performed to obtain the 
equations of the curves, using 6th order polynomials, resulting in Figure 3.3. The equations of the 
curves and the coefficient of determination, R2, are: 
 qs = −0.0763Su6 + 1.0082Su5 − 5.188Su4 + 13.169Su3 − 17.557Su2 + 12.55Su − 2.8061          (3.7)  
 
R² = 0.9984  
 qs = −0.0236Su6 + 0.2633Su5 − 1.0459Su4 + 1.7671Su3 − 1.4565Su2 + 1.4294Su − 0.0077     (3.8) 
 
R² = 0.9989  
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 FIGURE 3.1 Design Curves for Adhesion Factors for Piles Driven into Clay Soils after Tomlinson (1980), taken from AASHTO Specification Figure 10.7.3.8.6b-1 
 FIGURE 3.2 Adhesion Values for Piles in Cohesive Soils after Tomlinson (1980), taken from FHWA’s Driven Pile Reference Manual (2006), Figure 9.18 
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 FIGURE 3.3 Tomlinson’s Pile Design Curves for Concrete Piles in Cohesive Soils, Plotted in MS Excel for Regression Purpose 
 
 The high R2 numbers demonstrate a well fit of the equations. Hence, following steps can 
be used to determine the pile side resistance when Su is known: 
• If Su ≤ 1.0 ksf, qs follows Equation 3.8 regardless pile depth. 
• If Su > 1.0 ksf and D ≥ 40b, qs follows Equation 3.7.  
• If Su > 1.0 ksf and D < 40b, qs is linearly interpolated between Equation 3.7 and 3.8, 
depending on pile penetration depth.    
The pile toe or tip resistance, qp, is defined in Section 10.7.3.8.6-e of the AASHTO code 
and simply as the following: 
 
𝑞𝑝 = 9𝑆𝑢                                                                                                                                                     (3.9) 
 
where Su = undrained shear strength at the pile toe (kip/ft2). 
 
 Note carefully that the Su in Equation 3.9 is different than the Su in Equation 3.6. One is 
the average of the undrained shear strength taken along the pile depth (Equation 3.6); the other is 
the undrained shear strength at the pile toe (Equation 3.9). 
 
 The undrained shear strength is a soil parameter obtained through subsurface exploration 
such as a boring test. In order to carry out this research, the undrained shear strength data are 
taken from two research articles done by Asaoka and Groves (1982), and Pamukcu et al. (1983). 
The two sets of soil data serve as two case studies for the present research effort. The Asaoka 
and Pamukcu’s undrained shear strength soil data can be both found in a research article by Ravi 
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(1992). The detail and treatment of these two data for computer program adaptation are included 
in the following two sections. 
 
3.2.1 CASE STUDY 1 - ASAOKA’S SOIL DATA 
 
 The undrained shear strength data were the results of boring tests done in the West Side 
Highway in the New York City. The soil at this location found to be saturated soft clay. Two 
sites were tested, with two boreholes done in each site. For the present research, the A-1 
borehole of Site A is used. The laboratory analysis result is listed in Table 3.6 and plotted in 
Figure 3.4. 
 TABLE 3.6 Undrained Shear Strength vs Depth, Asaoka’s Data taken from Ravi (1992)  
Depth (ft) Su (ksf) 
22.90 0.42 
26.21 0.42 
29.49 0.39 
32.81 0.58 
35.50 0.71 
38.71 0.68 
41.99 0.74 
45.31 0.72 
48.59 0.77 
51.90 0.62 
55.31 0.74 
58.50 0.98 
61.81 0.79 
65.09 1.33 
68.41 1.35 
71.69 1.37 
75.00 1.11 
78.31 1.12 
81.69 1.06 
85.01 1.14 
88.29 1.47 
     
The undrained shear strengths, Su, are taken at about every 3 feet starting from the depth 
22.90 ft to 88.29 ft. The Su between the 3-feet interval can be piece-wise interpolated. The 
resulting Su vs Depth curve is shown in Fig 3.5. Note that because there is no data before 22.90 
ft, a linear line is assumed. For the Su after 88.29 ft, the program assumes it is constant at 1.47 
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ksf. Thus, the undrained shear strength at every depth is defined and can now be implemented in 
the simulation program to find the pile side and tip resistances at any depth. 
 
 FIGURE 3.4 Plot of Undrained Shear Strength vs Depth for the Asaoka’s Data 
 
 FIGURE 3.5 Case Study 1 - Plot of Undrained Shear Strength vs Depth 
 
3.2.2 CASE STUDY 2 - PAMUKCU’S SOIL DATA 
  
 Similar treatment is done with Pamukcu’s soil data. The undrained shear strength soil 
data were the result of a single borehole test done in the Pass A Loutre of the Mississippi River 
delta. The soil at this location found to be saturated and very soft clay. The undrained shear 
strength vs depth data is shown in Table 3.7 and plotted in Figure 3.6. 
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TABLE 3.7 Undrained Shear Strength vs Depth, Pamukcu’s Data taken from Ravi (1992)  
Depth (ft) Su (ksf) 
0.80 0.11 
6.89 0.17 
9.78 0.13 
12.80 0.17 
24.80 0.16 
30.81 0.21 
39.50 0.19 
43.80 0.28 
53.81 0.25 
63.78 0.30 
103.81 0.20 
113.78 0.15 
123.79 0.19 
153.81 0.25 
193.80 0.36 
233.99 2.14 
353.18 2.99 
 
Again, the undrained shear strength in between the depth interval is interpolated, 
resulting in Figure 3.7. For the Su after 353.18 ft, it is assumed constant at 2.99 ksf. Thus, the 
undrained shear strength at every depth is defined and can now be implemented in the simulation 
program to find the pile side and tip resistances at any depth. 
 
 
 FIGURE 3.6 Plot of Undrained Shear Strength vs Depth for the Pamukcu’s Data 
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 FIGURE 3.7 Case Study 2 - Plot of Undrained Shear Strength vs Depth 
 
3.3 THE NORDLUND-THURMAN METHOD 
 
 The Nordlund-Thurman method is included in 10.7.3.8.6-f of the AASHTO code as 
following: 
 
𝑞𝑠 = 𝐾𝛿𝐶𝐹𝜎𝑣′ sin(𝛿 + 𝜔)cos𝜔                                                                                                                       (3.10) 
 
where   Kδ  = coefficient of lateral earth pressure at midpoint of soil layer under consideration  
 can be found on AASHTO Figure 10.7.3.8.6 f-1 through  f-4 (dimensionless) 
 CF  = correction factor for Kδ when δ ≠ φf , can be found from AASHTO Figure 
  10.7.3.8.6 f-5 (dimensionless); φf  is the soil angle of internal friction 
 σv’ = effective overburden stress at midpoint of soil layer under consideration (KSF) 
 δ    = friction angle between the pile and soil, can be found from AASHTO Figure  
  10.7.3.8.6 f-6 (degree) 
 ω   = angle of pile taper from vertical (degree)   
 
𝑞𝑝 = 𝛼𝑡𝑁𝑞′𝜎𝑣′ ≤ 𝑞𝐿                                                                                                                                (3.11) 
 
where   αt = coefficient found from AASHTO Figure 10.7.3.8.6 f-7(dimensionless) 
 Nq’ = bearing capacity factor from AASHTO Figure 10.7.3.8.6 f-8 (dimensionless) 
 σv’ = effective overburden stress at the pile tip and should be ≤ 3.2 ksf (KSF) 
 qL = limiting unit tip resistance from AASHTO Figure 10.7.3.8.6 f-9 (KSF) 
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 The above mentioned AASHTO design curves are shown in Appendix B for convenient. 
For this research, it is assumed that the soil at the site is medium-dense sand, with the soil 
internal friction angle being φf = 35o, and the saturated unit weight of γs = 0.13 k/ft3. The pile has 
a diameter of 2 ft and cylindrical in shape, which means ω = 0o and the volume of soil displaced 
per linear feet is calculated to be 3.14 ft3/ft.  Using the AASHTO design curves (shown in 
Appendix B) the parameters in Equation 3.10 and 3.11 can be evaluated. Base on AASHTO 
Figure 10.7.3.8.6 f-6, the δ/φf is found to be 0.95, which means δ = 33.25o. From 10.7.3.8.6 f-5, 
the CF is found to be 0.98. From 10.7.3.8.6 f-7, the αt is found to be 0.67. From 10.7.3.8.6 f-8, 
the Nq’ is found to be 65. From 10.7.3.8.6 f-9, the qL is found to be 110 ksf. For the Kδ, instead 
of interpolating between 10.7.3.8.6 f-1 through f-4, an alternative and simple table provided in 
the FHWA’s driven pile foundation reference manual (2006) is used. This table is shown in 
Appendix B for convenient. Kδ is found to be 2.05.  
 
The only variable in Equation 3.10 and 3.11 is the pile depth, which is implicitly related 
through the effective overburden stress σv’ as following: 
 
𝜎𝑣
′ = (𝛾𝑠 − 𝛾𝑤)𝑦                                                                                                                                      (3.12)          
 
where   γs = the saturated unit weight = 0.13 k/ft3 
 γw = the unit weight of water = 0.0624 k/ft3 
 y  = the depth where the effective overburden stress is calculated. 
 
Thus, the pile bearing capacity at every depth is defined and can now be implemented in 
the simulation program. 
 
3.4 BRIDGE CONFIGURATIONS AND GRAVITY LOADS CALCULATION 
 
The basic bridge configuration used in this study consists of a three-span 66-m (220-ft) 
bridge having the profile shown in Figure 3.8. The bridge is also assumed to span over a small 
river that may produce local scour around the bridge columns. The geometric properties of the 
columns for each of the bents considered are shown in Figure 3.8. The bridge has two bents, each 
formed by a single 1.8-m (6-ft) diameter concrete column with concrete strength, f c’, of 28 MPa 
(4,000 psi). The cap beam is 1.5 to 2.1 m (5 ft to 7 ft) deep carrying 6 Type-6 AASHTO girders 
and a 0.25-m (10-in.) deck slab plus wearing surface. The deck is 12-m (40-ft) wide with a 0.9-m 
(3-ft) curb on each side. 
 
 The weight applied on each bent is calculated as follows: 
 
• Superstructure weight per span length = 156 kN/m (10.7 kip/ft); 
• Weight of cap beam = 690 kN (154 kips); and 
• Weight of wearing surface and utilities = 36 kN/m (2.5kip/ft). 
 
Page | 38   
 
 
 
 FIGURE 3.8 Configuration of the Bridge Model used in this Study 
 
The weight of the column above the soil level is 390 kN (88 kips). The analysis of the 
distributed weights will produce a dead weight reaction at the top of the column equal to 5.4MN 
(1,209 kips) from the superstructure plus 690 kN (154 kips) from the cap and 390 kN (88 kips) 
from the column, producing a total weight equal to 6.5 MN (1,450 kips). 
 
The commentary C-10.5.5.2.3 of the AASHTO code suggests that the resistance factors 
provided in Table 3.3 are developed from load tests results obtained on piles with diameters of 2 
feet or less. The commentary cautions the use of the resistance factors with larger diameter piles. 
Therefore, in this report, 2 feet diameter piles are used. Initial trials with the dead load of 1,450 
kips were run to estimate the total number of piles needed. It is found that at least 20 piles are 
needed for the α-method implementation because the Asaoka (Case Study 1) and Pamukcu (Case 
Study 2) soil data are soft and very soft clay. For the Nordlund-Thurman method, because the 
soil is assumed to be consisted of medium-dense sand, much less piles are needed. The Section 
10.5.5.2.3 of the AASHTO code states that if the number of piles is less than 5, the resistance 
factors provided in Table 3.3 shall be reduced by 20% to reflect the reduction in redundancy. To 
avoid this, the number of piles used for the Nordlund-Thurman method is decided to be 6.  
 
The Section 10.7.1.2 of the AASHTO code sets the minimum pile center-to-center 
spacing to be 30 inches or 2.5 times the pile diameter, whichever larger. In this case, it is 5 feet. 
Also, the distance from the side of any pile to the nearest edge of the pile cap must be more than 
9 inches. The pile cap for the 20 piles arranged in 4x5 group is designed to be 19’x24’; and the 
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pile cap for the 6 piles arranged in 2x3 group is going to be 14’x14’. The thickness for both pile 
caps is 2 feet. The weight of the piles with pile cap can be now estimated. For the 20-pile group, 
it is estimated to be 890 kips; and for the 6-pile group, it is estimated to be 260 kips. The pile 
group configurations are shown in Figure 3.9 and 3.10. 
 
 FIGURE 3.9 Pile Group Configuration, for Testing the Reliability of α-Method 
 FIGURE 3.10 Pile Group Configuration, for Testing the Reliability of Nordlund-Thurman 
Method 
 
 An influence line analysis of this bridge configuration is done for the support reaction at 
one of the piers. The result is Figure 3.11. The maximum positive area of this influence curve is 
found to be 95.337. The AASHTO HL-93 design load, consist of a truck with axle weights of 
8kip, 32kip, and 32kips spaced at 14 ft and 14 to 30 ft, can be placed at locations to achieve 
maximum load. Thus, the two 32 kips loads are placed at the location 60 ft and 74 ft respectively 
from the origin; and the 8 kips is placed at 88 ft from the origin. The AASHTO design lane load 
of 0.64 kip/ft should be placed from the origin to 160’ from origin to achieve maximum support 
reaction at the pier. The calculation for the nominal live load is then: 0.64 × 95.337 + 32 × 1 +32 × 1 + 8 × 0.895 = 132 kips/lane. For design, the AASHTO requires a dynamic factor of 
1.33 to be applied on the truck load alone. Also, a reduction factor of 0.9 is to be included for 
multispan bridges. Therefore for design, the live load is 140 kips/lane.    
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 FIGURE 3.11 Influence Line Analysis of the Bridge Model 
 
3.5 SIMULATION METHODS 
 
  
As describe in Equation (1.3), the safety margin can be written as Z = R-S. With this in 
mind, two Monte Carlo Simulation methods can be devised: 
• Method 1 – using resistance as R and load as S.  
• Method 2 – using design pile depth as R and required pile depth as S. 
In both cases, the structure fails when R ≤  S. The two methods are described in the two sub-
sections 3.5.2 and 3.5.3. The biases for the static analysis methods being tested, as well as the 
biases for the live and dead loads, are taken from the NCHRP 507 report. This is explained and 
shown in Section 3.5.1. 
   
3.5.1 NCHRP 507 RESEARCH DATA  
 
 In order to carry out the research, the biases of the two Static Analysis methods under 
consideration need to be known. This is provided in the NCHRP 507 report (Paikowsky, et al., 
2004). In that research, the bearing capacities of driven piles were first determined using various 
Static Analysis methods, and then load tested at actual construction sites to compare the actual 
capacity with the design capacity determined using the Static Analysis methods. The results were 
then analyzed to remove outliers so that those cases within 2 standard deviations of means are 
left. The bias is determined as the ratio of static load test results over the pile capacity prediction 
using the Static Analysis Methods. The result is Table 3.8.  
 
For concrete piles designed using α-method (Tomlinson), 18 cases were tested and the 
mean of the bias is 0.87 with the COV of 0.48. This suggests that in average, the actual load 
capacity of the drive pile is less than the load capacity calculated using the α-method. For the 
concrete piles designed using the Nordlund-Thurman method, 36 cases were tested and the mean 
Page | 41   
of the bias is 1.02 with the COV of 0.48. This suggests that in average, the actual load capacity is 
more than the load capacity determined through the Nordlund-Thurman method.  
 
The resistance factors suggested in NCHRP 507 were calibrated using the First-Order 
Reliability Method (FORM), which is much more involved than the First-Order Second-Moment 
(FOSM) method used in the AASHTO specification. The FOSM equation is provided in the 
NCHRP 507 in the following simplified form: 
 
𝜙 = 𝜆𝑅�𝛾𝐷𝑅𝐷/𝐿 + 𝛾𝐿��1 + 𝐶𝑂𝑉𝐷
2 + 𝐶𝑂𝑉𝐿21 + 𝐶𝑂𝑉𝑅2
�𝜆𝐷𝑅𝐷/𝐿 + 𝜆𝐿� exp{𝛽𝑇�ln��1 + 𝐶𝑂𝑉𝑅2��1 + 𝐶𝑂𝑉𝐷2 + 𝐶𝑂𝑉𝐿2��}                                  (3.13) 
 
where 𝛾𝐷, 𝛾𝐿  = dead and live load factors 
 𝜆𝐷, 𝜆𝐿 = dead and live load bias factors 
 RD/L    = ratio of dead over live load 
 𝛽𝑇      = target reliability index  
 COVD  = coefficient of variation of the dead load  
 COVL  = coefficient of variation of the live load 
 𝜆𝑅       = bias factor for the resistance, taken from Table 3.8 
 COVR  = coefficient of variation of the resistance, taken from Table 3.8 
  
 In the NCHRP 507, the random variables of dead and live loads are assumed to be 
lognormally distributed with the bias and COV as following (Nowak, 1999): 
• 𝛾𝐿 = 1.75       𝜆𝐿 = 1.15       𝐶𝑂𝑉𝐿 = 0.2 
• 𝛾𝐷 = 1.25      𝜆𝐷 = 1.05       𝐶𝑂𝑉𝐷 = 0.1 
The current research uses these biases and COVs for reliability analysis. For the target reliability 
of 𝛽𝑇 = 2.33, the NCHRP 507 suggests the resistance factor to be 0.35 for the α-method in clay 
and 0.40 for the Nordlund-Thurman method, for concrete piles. The current AASHTO code uses 
0.35 for the α-method, but 0.45 for the Nordlund-Thurman method.  
 
The reliability of these resistance factors is analyzed in this research using Monte Carlo 
Simulation. The simulation can be run using two different methods, as described in the following 
two sub-sections. 
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 TABLE 3.8 The Performance of the Driven Piles’ Static Analysis Methods, taken from NCHRP 507 Table 16 
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3.5.2 SIMULATION METHOD 1 
 
 First, the pile depth is determined, by using the AASHTO load combination from 
Equation (3.2), and the static analysis methods described in Section 3.2 and 3.3. Base on this 
design pile depth, the program begins the Monte Carlo Simulation. The resistance R and the load 
S are treated as random variables, using the bias and COV described in Section 3.5.1 of this 
report. Specifically, R is obtained in each simulation cycle by multiplying the nominal resistance 
Rn by the randomly generated bias 𝜆𝑅, which is lognormally distributed with the COV of 0.48 
and the mean of 0.87 if α-method is used, and 1.02 if Nordlund method is used. The S is obtained 
by summing the randomly generated dead and live loads. This is done by multiplying the 
nominal dead and live loads by their respective randomly generated biases, which both are 
lognormally distributed with the mean of 1.05 and COV of 0.1 for dead load, and mean of 1.15 
with COV of 0.2 for live load. The safety margin Z is computed as Z = R – S for each cycle. The 
program counts the failure cases and calculates the percentage failure. The reliability index β can 
be then obtained through Equation 1.9. The program flow chart can be found in Appendix B of 
this report.  
 
3.5.3 SIMULATION METHOD 2  
 
 Again, the program starts by calculating the design pile depth following the AASHTO 
code just like in Method 1. Then, in each Monte Carlo Simulation cycle, the program calculates 
the required pile depth that is needed to develop the resistance to carry the dead and live loads. 
The resistance and the loads are modified by their respective randomly generated biases just like 
in Method 1. The result is a varying required pile depth from cycle to cyle. The safety margin is 
then computed as Z = R – S = ydesign – yrequired. Here, the R is represented by the design pile depth 
ydesign, which is a deterministic value (one number for each river); while the S is represented by 
the required design depth yrequired, which is a random variable (10,000 numbers). The cases 
where Z ≤ 0 are counted to obtained the failure percentage. The reliability index β can be then 
obtained similarly to Method 1 through Equation 1.9. Again, the program flow chart can be 
found in Appendix B of this report. 
 
3.6 SIMULATION RESULT AND DISCUSSION 
 
The Monte Carlo Simulations are run to test the reliability of the α-Method and the 
Nordlund-Thurman Method. For each Static Analysis Methods being checked, four resistance 
factors are tried: 0.25, 0.35, 0.45, and 0.55. For the α-Method, the results are shown in Table 3.9 
and plotted in Figure 3.12. For the Nordlund-Thurman Method, the results are shown in Table 
3.10, and plotted in Figure 3.13. 
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For the α-Method, notice that the simulation results between the two case studies using 
two different simulation methods are very close. Base on this result, the current AASHTO 
resistance factor of 0.35 produces the reliability index in the range of 2.25 to 2.27, with the 
average being 2.26. This is close to the target reliability of 2.33. It is noted that using the FOSM 
equation, Equation 3.13, with a dead load to live load ratio of 5, the resistance factor of 0.35 
produces a reliability index of 2.11, which is slightly lower than the simulation result. The 
NCHRP 507 report, which uses FORM to calculate the resistance factors, found that with the 
resistance factor of 0.36, the reliability index is 2.33. As a result, the NCHRP 507 report 
recommended 0.35 as the resistance factor. TABLE 3.9 Simulation Results for the α-Method 
Soil Data 
Used 
Simulation 
Method 
φ = 0.55  φ = 0.45  φ = 0.35   φ = 0.25   
% 
Failure β 
% 
Failure β 
% 
Failure β 
% 
Failure β 
Case 
Study 1 
(Asaoka) 
Method 1 9.02% 1.34 3.71% 1.79 1.23% 2.25 0.12% 3.04 
Method 2 9.87% 1.29 4.17% 1.73 1.18% 2.26 0.11% 3.06 
Case 
Study 2 
(Pamukcu) 
Method 1 9.76% 1.30 4.03% 1.75 1.16% 2.27 0.13% 3.01 
Method 2 9.22% 1.33 4.09% 1.74 1.17% 2.27 0.12% 3.04  
 FIGURE 3.12 Resistance Factors vs Reliability Index, for α-Method 
For the Nordlund-Thurman Method, again notice the results from the two simulation 
methods are close. The simulation results show that the current AASHTO resistance factor of 
0.45 produces the reliability index in the range of 2.09 to 2.11, with the average being 2.10. Note 
that in the NCHRP 507 report, for the target reliability of 2.33, the recommended resistance 
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factor is 0.40 (not 0.45 as in the current AASHTO cod). In this research, the resistance factor of 
0.40 produces the reliability index in the range of 2.29 to 2.38. Thus, the results from this 
research are in agreement with the results from the NCHRP 507 report.  TABLE 3.10 Simulation Results for the Nordlund-Thurman Method 
Simulation 
Method 
φ = 0.55  φ = 0.45  φ = 0.35   φ = 0.25   
% 
Failure β 
% 
Failure β 
% 
Failure β 
% 
Failure β 
Method 1 4.93% 1.65 1.85% 2.09 0.47% 2.6 0.01% 3.72 
Method 2 4.60% 1.68 1.75% 2.11 0.40% 2.65 0.02% 3.54 
 
 
 FIGURE 3.13 Resistance Factors vs Reliability Index, for the Nordlund-Thurman Method 
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CHAPTER 4  RELIABILITY OF THE AASHTO STATIC ANALYSIS WITH SCOUR 
 
The reliability of the AASHTO Static Analysis Methods with scour is now investigated 
in this chapter, based on the research effort done in Chapter 2 and 3.  
 
4.1 COMBINATION OF EXTREME EVENTS FOR HIGHWAY BRIDGES 
 
 The extreme events of concern in this chapter are the scour and maximum gravity loads. 
Scour itself is not a load; but the effect of scour, which reduces the strength of the pile 
foundation, can be treated as an equivalent load. The gravity loads consist of the dead loads and 
the live loads. Since the variation of dead loads is usually small, the occurrence of maximum 
gravity loads depends on the occurrence of maximum live load events. For the purposes of this 
study and following current practice, it will be conservatively assumed that the intensity of any 
extreme event will remain constant at its peak value for the time duration of the event. The time 
duration of each event will be assumed to be a pre-set deterministic constant value. The 
occurrence of extreme load events may be represented as depicted in Figure 4.1, which shows 
how the intensities may be modeled as constant in time once the event occurs although the actual 
intensities generally vary with time. Methods to study the combinations of the effects of extreme 
events on structural systems have been developed based on the theory of structural reliability. 
Specifically, three analytical models for studying the reliability of structures under the effect of 
combined loads have been used in practical applications. These are (1) Turkstra’s rule; (2) the 
Ferry-Borges (or Ferry Borges–Castanheta) model; and (3) Wen’s load coincidence method (for 
examples, see Thoft-Christensen and Baker, 1982; Turkstra and Madsen 1980; or Wen, 1977 and 
1981). In addition, simulation techniques such as Monte Carlo simulations are applicable for any 
risk analysis study. These methods are intended to calculate the probability of failure of a 
structure subjected to several transient loads and have been used to calibrate a variety of 
structural codes ranging from bridges, to buildings, to offshore platforms, to nuclear power 
plants, to transmission towers, to ships. 
 
This study uses the Ferry-Borges model because it provides a more intuitive approach to 
the load combination problem than does the mathematical formulation of Wen’s load 
coincidence method. The Ferry-Borges model is directly implementable in Level II reliability 
programs as demonstrated by Turkstra and Madsen (1980) and can be modified to account for 
the correlation from the modeling uncertainties using conditional probability distribution 
functions. Similarly, Monte Carlo simulations can be easily applied to use the Ferry- Borges 
model, including the consideration of correlation of load effects from different time intervals. 
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 FIGURE 4.1 Modeling the Effect of Transient Loads  
4.2 FERRY BORGES – CASTANHETA MODEL FOR LOAD COMBINATION 
 
The Ferry Borges–Castanheta model is herein described for two load processes and 
illustrated in Figure 4.2 (Turkstra and Madsen, 1980; Thoft-Christensen and Baker, 1982). The 
model assumes that each load effect is formed by a sequence of independent load events, each 
with an equal duration. The service life of the structure is then divided into equal intervals of 
time, each interval being equal to the time duration of Load 1, t1. The probability of Load 1 
occurring in an arbitrary time interval can be calculated from the occurrence rate of the load. 
Simultaneously, the probability distribution of the intensity of Load 1 given that the load has 
occurred can be calculated from statistical information on load intensities. The probability of 
Load 2 occurring in the same time interval as Load 1 is calculated from the rate of occurrence of 
Load 2 and the time duration of Loads 1 and 2. After calculating the probability density for Load 
2 given that it has occurred, the probability of the intensity of the combined loads can be easily 
calculated. 
 
The load combination problem consists of predicting the maximum value of the 
combined load effect X, namely Xmax,T, that is likely to occur in the lifetime of the bridge, T. In 
the lifetime of the bridge there will be n1 independent occurrences of the combined load, X. The 
maximum value of the n1 possible outcomes is represent by 
 
𝑋𝑚𝑎𝑥,𝑇 = maxn1[𝑋]                                                                                                                                 (4.1) 
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 FIGURE 4.2 Illustration of Combination of Two Loads Effects according to Ferry Borges-Castanheta Model 
 
The maximum value of x2 that is likely to occur within a time period t1 (i.e., when Load 1 is on) 
is defined as x2 max, t1. Since Load 2 occurs a total of n2 times within the time period t1, 
x 2max, t1 is represented by 
 
𝑥2 𝑚𝑎𝑥,𝑡1 = maxn2[𝑥2]                                                                                                                            (4.2) 
 
Xmax,T can then be expressed as  
 
𝑋𝑚𝑎𝑥,𝑇 = maxn1�𝑥1 + 𝑥2 𝑚𝑎𝑥,𝑡1�                                                                                                           (4.3) 
 
or 
 
𝑋𝑚𝑎𝑥,𝑇 = maxn1[𝑥1 + maxn2 (𝑥2)]                                                                                                     (4.4) 
 
The problem reduces then to finding the maximum of n2 occurrences of Load 2, adding 
the effect of this maximum to the effect of Load 1, then taking the maximum of n1 occurrences 
of the combined effect of x1 and the n2 maximum of Load 2. This approach assumes that x1 and 
x2 have constant intensities during the duration of one of their occurrences. Notice that x1 or x2 
could possibly have magnitudes equal to zero. If the intensities of x1 and x2 are random variables 
with known probability distribution functions, then the probability distribution functions of the 
maximum of several events can be calculated using Equation 4.5, in the following paragraph. 
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The cumulative distribution of a single load event, Y, can be represented as FY (Y*). 
FY(Y*) gives the probability that the variable Y takes a value less than or equal to Y*. Most load 
combination studies assume that the load intensities are independent from one occurrence to the 
other. In this case, the cumulative distribution of the maximum of m events that occur in a time 
period T can be calculated from the probability distribution of one event by 
  
𝐹𝑌𝑚𝑎𝑥,𝑚(𝑌∗) = 𝐹𝑌(𝑌∗)𝑚                                                                                                                         (4.5) 
 
where m is the number of times the load Y occurs in the time period T. 
 
Equation 4.5 is obtained by realizing that the probability that the maximum value of m 
occurrences of load Y is less than or equal to Y* if the first occurrence is less than or equal to Y*, 
and the second occurrence is less than or equal to Y*, and the third occurrence is less than or 
equal to Y*, and so forth. This is repeated m times, which leads to the exponent, m, in the right-
hand-side term of Equation 4.5. This approach, which assumes independence between the 
different load occurrences, has been widely used in many previous efforts of calibration of load 
factors for combined load effects. Although the Ferry-Borges model is still a simplified 
representation of the actual loading phenomenon, this model is more accurate than Turkstra’s 
rule because it takes into consideration the rate of occurrence of the loads and their time 
duration. The Ferry Borges–Castanheta model assumes that the loads are constant within each 
time interval and are independent. However, in many practical cases, even when the intensities 
of the extreme load events are independent, the random effects of these loads on the structure are 
not independent. For example, although the wind velocities from different windstorms may be 
considered independent, the maximum moments produced in the piers of bridges as a result of 
these winds will be functions of modeling variables such as pressure coefficients as well as other 
statistical uncertainties that are correlated or not independent from storm to storm. In this case, 
Equation 4.5 has to be modified to account for the correlation between the intensities of all m 
possible occurrences. This can be achieved by using conditional probability functions; that is, 
Equation 1.7 can be used with pre-set values of the modeling factor that are assumed to be 
constant and then by performing a convolution over these correlated variables. 
 
4.3 SIMULATION AND ANALYSIS METHODS 
 
 As discussed in Section 3.5 of this report, the simulation can be done in two ways: 
 
• Method 1 – using resistance as R and load as S.  
• Method 2 – using design pile depth as R and required pile depth as S. 
In the context of this chapter, the two methods of simulation are conducted to include the effect 
of scour in the simulation program. The detail is discussed in the following two sub-sections. 
Both methods are run to determine the reliability of the HEC-18 scour equation discussed in 
Chapter 2 in combination with AASHTO Static Analysis methods as discussed in Chapter 3. The 
parameter used in the simulation to calculate the scour depth is from the NCHRP 489 report, 
except for the model bias for λsc, which is 0.68 with the COV of 0.16 (with outliers removed) 
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from the NCHRP 24-34 report. The model bias with all data (λsc=0.66 with COV=0.24) is also 
tested to check the sensitivity of the reliability index to scour model bias. The rectangular 
channel is used, with the width being 220 ft as in described in Section 2.2.1. The bridge pier 
diameter is 6 ft while the pile diameter is 2 ft, as described in previous chapters. The bridge and 
pile configurations, and the resulting dead and live loads, are in consistence with those calculated 
in Chapter 3.  
 
 FIGURE 4.3 Driven Pile Foundation Model 
 
4.3.1 METHOD 1 
 
The Method 1 described in Section 3.5.2 is now modified to include the effect of scour. 
First the design scour depth ysc,design is determined according to HEC-18 pier scour equation 
discussed in Chapter 2. The design pile depth yr,design is determined by placing the footing (pile 
cap) below the ysc,dsign as shown in Figure 4.3. The pile depth is determined using AAHSTO load 
combination and the Static Analysis methods discussed in Chapter 3. The program then begins 
the Monte Carlo Simulation. Each simulation cycle is acting like a virtual reality, in which a 
bridge with the said design is to be loaded with combine effects of scour and gravity loads for 
75-years. The resistance R is affected by the variation in scour depth each year, while the load S 
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is affected by the variation of the gravity loads. The safety margin Z is calculated each year, and 
the minimum Z is selected out of the 75-year. If the minimum Z is less or equal to zero (i.e. when 
S ≥ R ), then the bridge in this virtual reality fails. The total number of failure cases are counted, 
and the percentage failure is determined as number of failure cases divided by the total number 
of cycle (10,000). The reliability index β is determined using Equation 1.9. 
 
The R and the S are calculated in the similar manner discussed in Section 3.5.2. However, 
since scour is now considered, the nominal resistance Rn is dependent on the scour depth ysc as 
following: 
• If 𝑦𝑠𝑐 ≤ 𝑦𝑠𝑐,𝑑𝑒𝑠𝑖𝑔𝑛 + 𝑦𝑝𝑐, the scour depth is less than the design scour depth in 
that year. The Rn is then calculated using the full design pile length yr,design. 
• If 𝑦𝑠𝑐,𝑑𝑒𝑠𝑖𝑔𝑛 + 𝑦𝑝𝑐 ≤ 𝑦𝑠𝑐 ≤ 𝑦𝑟,𝑑𝑒𝑠𝑖𝑔𝑛, the scour depth is more than the design 
scour depth, but less than the design pile depth. The Rn is then calculated using 
the remaining yr,design.  
• If 𝑦𝑠𝑐 ≥ 𝑦𝑟,𝑑𝑒𝑠𝑖𝑔𝑛, the scour depth is more than the pile depth. In this case, the pile 
loses all strength and Rn = 0.  
It is noted that the above mentioned three cases can be tracked within the computer program, to 
check how many times each case happens. The flow chart of the simulation program described 
above can be found in Appendix A. 
  
4.3.2 METHOD 2 
As discussed in Section 3.5.3, in Method 2, the safety margin is computed as Z = ydesign – 
yrequired, where ydesign is a deterministic value and the yrequired is a random variable. The only 
difference now is that the scour depth is considered in the simulation. Here, the depth y in 
consideration is the overall depth, which includes the scour depth, the pile cap thickness, and the 
pile depth (y = ysc + ypc + yr  in Figure 4.3). Again the flow chart of this method is shown in 
Appendix A of this report. 
 
It is important to note that between the two simulation methods, Method 2 treats the 
effect of scour directly while Method 1 treats it indirectly. For Method 1, the effects of scour are 
considered only when the simulated scour depths are larger than the design scour depths. For 
Method 2, the scour effect is considered in every cycle and is included in the calculation for 
yrequired.  
 
4.3.3 MODELING SOIL STRENGTH AFTER SCOUR 
 For the sandy soil, the soil strength depends on effect stress, as shown in Equation 3.10 
thru 3.12. In another word, the soil strength depends on how much soil is above the depth of 
interest. After scour, the soil strength changes by relocating the position of zero strength (y = 0 in 
Equation 3.12) to the depth of scour. The soil strength after scour is then calculated from that 
new datum.   
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 The same cannot be said to be true for the clay soil. It is unclear how the soil strength 
changes after the loss of soil above due to scour. In this report, two different assumptions have to 
be made and both are tested using the program: 
• The datum reset to scour depth after scour (as in the case of sandy soil). 
• The datum remains unchanged after scour. 
Also, the shear strength profile most likely changes to certain extent after scour. Due to the lack 
of information regarding this change, in this report, it is assumed that the profile remains 
unchanged after scour. 
 
4.4 DISSCUSSION OF SIMULATION RESULTS  
 
 
The results are now discussed in this section. Current AASHTO Specification uses the 
full scour depth calculated by HEC-18 pier scour equation, Equation 2.1, for design. In another 
word, the current code specifies the scour factor to be 1.0. The reliability of the design using full 
scour depth is first checked in Section 4.4.1. In Section 4.4.2, the scour factor of 0.75, 0.50, and 
0.25 are applied to the design scour depth in order to check how it would affect the reliability of 
the design. In Section 4.4.3, the sensitivity of the simulation to live load factor is checked, by 
reducing the live load factor from the current 1.75 to 1.50, 1.25, 1.00, and 0.75 successively. In 
Section 4.4.4, the same is done to the dead load factor, by successively reducing the dead load 
factor from the current 1.25 to 1.00, 0.75, and 0.50. 
 
As a reminder, current AASHTO Specification uses the resistance factor of 0.35 for the 
α-Method and 0.45 for the Nordlund-Thurman Method. The reliability indexes β were found to 
be 2.26 for the α-Method and 2.10 for the Nordlund-Thurman Method, without consideration for 
scour (Section 3.6). Also, the reliability index for scour alone, using the model bias of λsc = 0.68 
with COV =0.16 (outlier removed), is β = 2.32 average among the five rivers, as discussed in 
Chapter 2.  
 
4.4.1 SIMULATION RESULTS WITH FULL DESIGN SCOUR DEPTH 
 
This section reveals the reliability index of current AASHTO design methods, with scour 
factor equals to 1.0, dead load factor equals to 1.25, and live load factor being 1.75. Table 4.1 
and Table 4.2 present the simulation results. The average reliability index for the five river cases 
are calculated and shown in the tables as well. Table 4.1 is obtained using scour model bias 
λSC=0.68 and COV=0.16, while Table 4.2 uses λSC=0.66 and COV=0.24. Note that the average 
reliability indexes revealed in both tables are very close. Thus, the uncertainty in scour model 
bias does not affect the combined reliability index significantly. Note that this is not the case 
when scour alone is considered (see Table 2.11). In the remaining sections of this chapter, only 
the outlier-removed scour model bias (λSC=0.68 and COV=0.16) is used.  
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The tables show that for the α-Method, the current reliability is between 2.22 to 2.24 
when using Simulation Method 1; and between 2.10 to 2.14 when using Simulation Method 2. 
This demonstrates that the results are consistent when the same simulation method is used, 
regardless of the case study (soil strength profile). For the Nordlund-Thurman Method, the 
reliability index is 2.04 when Method 1 is used, and 2.22 when Method 2 is used. 
 TABLE 4.1 Reliability Index for AASHTO Static Analysis Methods with Scour, with Scour Model Bias λ sc =0.68 and COV=0.16  
River 
α-Method Nordlund-Thurman 
Method Method 1 Method 2 
Case Study 1 Case Study 2 Case Study 1 Case Study 2 Method 1 Method 2 
Schoharie 2.30 2.26 2.18 2.11 2.05 2.21 
Mohawk 2.18 2.21 2.16 2.07 2.00 2.24 
Sandusky 2.19 2.21 2.11 2.12 2.05 2.21 
Cuyahoga 2.20 2.32 2.11 2.08 2.06 2.22 
Rocky 2.23 2.23 2.12 2.12 2.03 2.21 
Average 2.22 2.24 2.14 2.10 2.04 2.22 
 
 TABLE 4.2 Reliability Index for AASHTO Static Analysis Methods with Scour, with Scour 
Model Bias λ sc =0.66 and COV=0.24  
River 
α-Method Nordlund-Thurman 
Method Method 1 Method 2 
Case Study 1 Case Study 2 Case Study 1 Case Study 2 Method 1 Method 2 
Schoharie 2.30 2.23 2.18 2.18 2.09 2.3 
Mohawk 2.25 2.24 2.14 2.16 2.05 2.26 
Sandusky 2.22 2.31 2.12 2.21 2.07 2.25 
Cuyahoga 2.19 2.22 2.09 2.19 2.06 2.21 
Rocky 2.27 2.2 2.1 2.18 2.04 2.17 
Average 2.25 2.24 2.13 2.18 2.06 2.24 
 
4.4.2 SIMULATION RESULTS WITH FACTORED DESIGN SCOUR DEPTH 
 
In this section, the simulation is performed with the design scour depth multiplied by a 
reduction factor. The resulting rebility indexes for the Nordlund-Thurman Method (sandy soil) is 
shown in Table 4.3, with the average values plotted in Figure 4.4. For the α- Method (clay soil), 
as discussed in Sectin 4.3.3, the soil strength after scour are modeled for two situation: the datum 
resets to new depth after scour, and the datum remains unchanged after scour. For the former 
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case, the results are shown in Table 4.4 and the average values plotted in Figure 4.5. For the later 
case, the results and figures are in respectively Table 4.5 and Figure 4.6.   
 TABLE 4.3 Reliability Index for Nordlund-Thurman Method with Factored Design Scour Depth 
 
 FIGURE 4.4 Average Reliability Index vs Scour Factor, for Nordlund-Thurman Method 
1.00 0.75 0.50 0.25
Schoharie 2.05 2.00 1.93 1.76
Mohawk 2.00 2.07 1.97 1.84
Sandusky 2.05 2.10 2.01 1.85
Cuyahoga 2.06 2.07 2.01 1.88
Rocky 2.03 2.05 2.01 1.88
2.04 2.06 1.99 1.84
Schoharie 2.21 2.01 1.78 1.64
Mohawk 2.24 2.12 1.87 1.71
Sandusky 2.21 2.05 1.81 1.69
Cuyahoga 2.22 2.06 1.90 1.73
Rocky 2.21 2.03 1.86 1.79
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 TABLE 4.4 Reliability Index for α- Method with Factored Design Scour Depth, Datum Resets to Scour Depth after Scour 
 
 
 FIGURE 4.5 Average Reliability Index vs Scour Factor for α-Method, Datum Resets to Scour Depth after Scour 
1.00 0.75 0.50 0.25 1.00 0.75 0.50 0.25
Schoharie 2.30 2.19 2.24 2.20 Schoharie 2.22 2.21 2.20 2.18
Mohawk 2.19 2.31 2.23 2.13 Mohawk 2.25 2.22 2.30 2.07
Sandusky 2.20 2.23 2.19 2.17 Sandusky 2.19 2.22 2.22 2.13
Cuyahoga 2.21 2.24 2.20 2.27 Cuyahoga 2.22 2.21 2.21 2.16
Rocky 2.25 2.22 2.25 2.15 Rocky 2.28 2.19 2.16 2.16
2.23 2.24 2.22 2.18 2.23 2.21 2.22 2.14
Schoharie 2.45 2.24 2.07 1.95 Schoharie 2.52 2.24 2.03 1.90
Mohawk 2.37 2.21 2.14 2.00 Mohawk 2.39 2.15 2.14 1.94
Sandusky 2.43 2.27 2.12 1.99 Sandusky 2.37 2.24 2.08 1.90
Cuyahoga 2.39 2.28 2.12 2.02 Cuyahoga 2.36 2.21 2.13 2.00
Rocky 2.40 2.27 2.11 2.06 Rocky 2.32 2.21 2.11 1.92
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TABLE 4.5 Reliability Index for α- Method with Factored Design Scour Depth, Datum Remains Unchanged after Scour 
 
  FIGURE 4.6 Average Reliability Index vs Scour Factor for α-Method, Datum Remains Unchanged after Scour 
  
 Figure 4.4 and Figure 4.5 demonstrate that the reliability indexes reduces when the 
design scour depth is reduced. For both the sandy soil and the clay soil, the Simulation Method 2 
registers a steeper reduction than Simulation Method 1. This is because, as discussed in Section 
4.3.2, the Method 2 factors in the scour effect directly while Method 1 does so indirectly. Thus, 
Method 2 is more sensitive to the scour effect. 
1.00 0.75 0.50 0.25 1.00 0.75 0.50 0.25
Schoharie 2.30 2.17 2.23 2.24 Schoharie 2.26 2.24 2.23 2.28
Mohawk 2.18 2.31 2.23 2.23 Mohawk 2.21 2.22 2.19 2.25
Sandusky 2.19 2.23 2.20 2.23 Sandusky 2.21 2.24 2.26 2.27
Cuyahoga 2.20 2.24 2.20 2.32 Cuyahoga 2.32 2.25 2.20 2.27
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Mohawk 2.16 2.12 2.07 2.05 Mohawk 2.07 2.09 2.06 2.11
Sandusky 2.11 2.09 2.11 2.09 Sandusky 2.12 2.03 2.02 2.06
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 Table 4.5 and Figure 4.6 demonstrates what happens when the datum for calculating the 
soil strength remains unchanged after scour. In this extreme case, the reliability index is 
unaffected by the reduction in scour factor.   
4.4.3 SENSITIVITY OF THE RELIABILITY INDEX TO LIVE LOAD FACTOR 
 
In the AASHTO LRFD Specification, the live load factor is taken as 1.75. In this section, 
the live load factor is reduced to check the sensitivity of the combine reliability index to the live 
load factor. The dead load factor remained to be 1.25, and the full scour depth (scour factor =1.0) 
is used. The results are presented in Table 4.6 for α-Method and Table 4.7 for Nordlund-
Thurman Mthod; and plotted in Figure 4.7 and Figure 4.8 respectively.  TABLE 4.6 Reliability Index for α-Method with Different Live Load Factors 
 TABLE 4.7 Reliability Index for Nordlund-Thurman Method with Different Live Load Factors 
 
1.75 1.50 1.25 1.00 0.75 1.75 1.50 1.25 1.00 0.75
Schoharie 2.28 2.18 2.10 2.06 2.08 Schoharie 2.24 2.13 2.21 2.13 2.00
Mohawk 2.17 2.11 2.14 2.10 2.03 Mohawk 2.25 2.19 2.16 2.08 2.00
Sandusky 2.22 2.17 2.15 2.09 2.02 Sandusky 2.21 2.22 2.12 2.11 2.11
Cuyahoga 2.20 2.20 2.09 2.10 1.98 Cuyahoga 2.23 2.19 2.12 2.11 2.08
Rocky 2.20 2.22 2.13 2.09 2.02 Rocky 2.24 2.19 2.12 2.09 2.04
2.21 2.18 2.12 2.09 2.03 2.24 2.18 2.15 2.10 2.05
Schoharie 2.26 2.25 2.19 2.18 2.12 Schoharie 2.22 2.19 2.14 2.09 2.03
Mohawk 2.31 2.15 2.15 2.09 2.08 Mohawk 2.16 2.19 2.12 2.08 2.06
Sandusky 2.26 2.19 2.09 2.14 2.02 Sandusky 2.30 2.18 2.15 2.05 2.04
Cuyahoga 2.25 2.19 2.12 2.12 2.07 Cuyahoga 2.28 2.18 2.11 2.08 2.06
Rocky 2.25 2.22 2.16 2.12 2.04 Rocky 2.19 2.11 2.15 2.10 2.03
2.27 2.20 2.14 2.13 2.07 2.23 2.17 2.13 2.08 2.04
R
iv
er
s
Average
R
iv
er
s
Case Study 1 (Asaoka)
M
et
ho
d 
1
M
et
ho
d 
2
M
et
ho
d 
1
M
et
ho
d 
2
Live Load Factor
Average
Case Study 2 (Pamukcu)
R
iv
er
s
Average
R
iv
er
s
Average
Live Load Factor
1.75 1.50 1.25 1.00 0.75
Schoharie 2.03 1.98 1.95 1.89 1.83
Mohawk 2.07 2.08 1.94 1.89 1.82
Sandusky 2.05 1.98 1.97 1.88 1.84
Cuyahoga 2.04 2.01 1.94 1.83 1.84
Rocky 2.03 1.94 1.96 1.91 1.80
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Sandusky 2.22 2.18 2.16 2.07 2.01
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 FIGURE 4.7 Average Reliability Index vs Live Load Factors, for α-Method  
 FIGURE 4.8 Average Reliability Index vs Live Load Factors, for Nordlund-Thurman Method 
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Following observations are made from the results: 
• The behavior of the reliability index to the reduction in live load factor is 
consistent – as the live load factor reduces, the reliability index reduces. 
• The reduction in reliability is relatively small – the average drop in reliability 
index is 0.20 when the live load factor is reduced from 1.75 to 0.75.  
4.4.4 SENSITIVITY OF THE RELIABILITY INDEX TO DEAD LOAD FACTOR  
In this section, the dead load factor is reduced from the 1.25 specified in the AASHTO 
code. The live load factor is remained to be 1.75, and the full scour depth (scour factor = 1.0) is 
used. The results are presented in Table 4.8 for α-Method and Table 4.9 for Nordlund-Thurman 
Mthod; and plotted in Figure 4.9 and Figure 4.10 respectively.  TABLE 4.8 Reliability Index for α-Method with Different Dead Load Factors 
 Table 4.9 Reliability Index for Nordlund-Thurman Method with Different Dead Load Factors 
 
1.25 1.00 0.75 0.50 1.25 1.00 0.75 0.50
Schoharie 2.30 1.82 1.31 0.66 Schoharie 2.26 1.84 1.31 0.67
Mohawk 2.18 1.80 1.33 0.67 Mohawk 2.21 1.81 1.31 0.67
Sandusky 2.19 1.79 1.30 0.68 Sandusky 2.21 1.80 1.29 0.65
Cuyahoga 2.20 1.79 1.35 0.63 Cuyahoga 2.32 1.80 1.32 0.67
Rocky 2.23 1.83 1.30 0.64 Rocky 2.23 1.85 1.29 0.64
2.22 1.81 1.32 0.66 2.24 1.82 1.30 0.66
Schoharie 2.18 1.89 1.34 0.73 Schoharie 2.11 1.82 1.31 0.69
Mohawk 2.16 1.83 1.36 0.70 Mohawk 2.07 1.82 1.32 0.68
Sandusky 2.11 1.85 1.34 0.68 Sandusky 2.12 1.78 1.34 0.68
Cuyahoga 2.11 1.82 1.30 0.67 Cuyahoga 2.08 1.84 1.34 0.68
Rocky 2.12 1.83 1.34 0.71 Rocky 2.12 1.84 1.30 0.69
2.14 1.85 1.34 0.70 2.10 1.82 1.32 0.68
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 FIGURE 4.9 Average Reliability Index vs Dead Load Factors, for α-Method 
 FIGURE 4.10 Average Reliability Index vs Dead Load Factors, for Nordlund-Thurman Method 
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The results show that the reliability index is very sensitive to the change in the dead load 
factor – as the dead load factor is reduced, the reliability indexes reduce significantly. The 
reduction in reliability index is in the order of 1.40 to 1.50, when the dead load factor is reduced 
from 1.25 to 0.50. This steep drop may be due to the fact that the dead load is significantly 
higher than the live load in the bridge model used in this study. As discussed in Section 3.4, the 
live load is found to be 280 kips (140 kip/lane x 2); while the dead load is calculated to be 2,340 
kips for the 20-pile group (for α-Method), and 1,710 kips for the 6-pile group (for Nordlund-
Thurman Method).  
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CHAPTER 5   CONCLUSION 
 
 This study has looked into the reliability of the AASHTO driven pile foundation design 
methods with consideration to the effect of scour. The limit state considered is the axial bearing 
resistance of the piles in the soil. The design methods investigated are the HEC-18 pier scour 
equation to predict the scour depth, and the use of α-Method for cohesive soil or the Nordlund-
Thurman Method for cohesionless soil to design the pile depth. To achieve the objectives of this 
study, this project first reviewed the reliability methodology used during previous code 
calibration efforts. The computer programs in Matlab language are then developed to perform 
Monte Carlo Simulations to determine the reliability indexes of the design methods. First, the 
scour alone using the HEC-18 pier scour equation is checked in Chapter 2 of this report. Then, 
the AASHTO design methods, the α-Method and the Nordlund-Thurman Method, without 
consideration to scour, are checked in Chapter 3. Finally, in Chapter 4, the Ferry-Borges model 
is used to evaluate the combined reliability of the AASHTO design methods with scour 
considered. The reliability analysis used appropriate statistical data that were assembled from the 
literatures such as the NCHRP 489, 507, and 24-34 reports. The study made the following 
observations:  
 The reliability of HEC-18 pier scour equation alone: 
• The uncertainty of the model bias λsc has a significant impact on the reliability 
index. The hydrologic uncertainty also has an influence on the reliability index, 
although this influence is a lot less than that of the uncertainty of the model bias.  
• The reliability index is found to be 1.47 when using the NCHRP 489 model bias, 
and 2.32 when using the NCHRP 24-34 model bias. 
• There is a possibility that applying the upper limit provision of the HEC-18 pier 
scour equation can reduce the reliability index by a significant amount, render the 
design less safe. 
• For a channel with isosceles trapezoidal cross section, the channel side slope has 
negligible influence on the reliability index.  
• For a channel having a symmetrically built trapezoidal main channel with 
overbank, the reliability index can change when the channel slope change for 
some rivers. 
 
 The reliability of α-Method and Nordlund-Thurman Method, without considering scour: 
• For the α-Method, the reliability index is found to be 2.26 for the AASHTO 
resistance factor of 0.35.  
• For the Nordlund-Thurman Method, the reliability index is found to be 2.10 for 
the AASHTO resistance factor of 0.45. 
• The results of this study are in agreement with NCHRP 507 report. 
 
 The combined reliability of α-Method and Nordlund-Thurman Method, considering 
scour: 
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• For the α-Method, the reliability index is in the range 2.22 to 2.24 for Simulation 
Method 1 and in the range 2.10 to 2.14 for Simulation Method 2. 
• For the Nordlund-Thurman Method, the reliability index is 2.04 for Simulation 
Method 1 and 2.22 for Simulation Method 2. 
• The combine reliability index is not sensitive to the model bias λsc. The reliability 
obtained using λsc with outliers removed and using λsc with all data are very 
close. 
• When the design scour depth is reduced from full scour depth to ¼ of the full 
scour depth, the reliability index reduces by 0.20 in average when Simulation 
Method 1 is used, and by 0.40 in average when Simulation Method 2 is used. 
• When the datum for calculating soil strength after scour is assumed to be 
unchanged after scour, the reliability index is unaffected by the scour factor.  
• When the live load factors are reduced from the code-specified 1.75 to 0.75, the 
reliability index reduces slightly, by 0.20 in average. 
• When the dead load factors are reduced from the code-specified 1.25 to 0.50, the 
reliability index reduces significantly, by 1.40 to 1.50 in average.  
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APPENDIX A – COMPUTER PROGRAM FLOW CHARTS 
For scour alone: 
  
• Count the number of cases where Z ≤ 0. 
• Dividing the number of failure by the number of cycles. 
• Find β through the inverse cumulative probability 
  
End  
Start 
• Assign scour design parameters: s, b, D, K1, K2, K3, n, Q(100-year). 
• Calculate design flood depth y0 using Manning’s equation. 
• Calculate design scour depth ysc,design using HEC-18. 
• Generate random samples for n, K3, λsc, and λq. 
• Calculate flood depth y0 using Manning’s equation. 
• Calculate scour depth ysc,i using HEC-18. 
• Calculate Zi = ysc,design – ysc,i 
Begin 
MCS 
    
Set T=75 
Set j = 1 
Generate a random sample of 
Q based on lognormal 
  
j = 75? 
Choose the maximum (largest) Q 
out of the 75 random samples.  
i = max 
no. of 
  
End MCS  
Set j = j + 
 
N
 
Set i = i + 
 
N
 
Yes 
Yes 
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For AASHTO Static Analysis Method without scour, using Simulation Method 1:
Yes 
Set i = i + 1 
No 
• Count the number of cases where Z ≤ 0. 
• Dividing the number of failure by the number of cycles. 
• Find β through the inverse cumulative probability function.  
End  
Start 
• Assign the pile foundation and soil properties, such as number of 
piles, size of pile and pile cap, undrained shear strength, friction 
angle, unit weight, etc. 
• Assign the nominal dead and live loads on the bridge. 
• Assign the bias and COV for the resistance and loads.  
• Determine the design pile depth ydesign needed so that  
φRn ≥ 1.25DC + 1.75LL. 
 
 
 
Begin MCS 
Set i = 1 
• Generate random samples for biases for the resistance λR and loads 
λD, λL. 
• Multiply λR to the nominal resistance to obtain R. 
• Multiply λD and λL to the nominal dead and live loads to obtain S. 
• Calculate Zi = R – S. 
 
        
 
i = max no. 
of cycles?  
End MCS  
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For AASHTO Static Analysis Method without scour, using Simulation Method 2:  
Yes 
Set i = i + 1 
No 
• Count the number of cases where Z ≤ 0. 
• Dividing the number of failure by the number of cycles. 
• Find β through the inverse cumulative probability function.  
End  
Start 
• Assign the pile foundation and soil properties, such as number of 
piles, size of pile and pile cap, undrained shear strength, friction 
angle, unit weight, etc. 
• Assign the nominal dead and live loads on the bridge. 
• Assign the bias and COV for the resistance and loads.  
• Determine the design pile depth ydesign needed so that  
φRn ≥ 1.25DC + 1.75LL. 
 
 
 
Begin MCS 
Set i = 1 
• Generate random samples of bias for the resistance λR and the 
biases for loads λD, λL. 
• Calculate the required pile depth yrequired needed to develop the 
bearing resistance (multiplied by the λR) to carry the dead and live 
loads (multiplied by λD and λL respectively).   
• Calculate Zi = ydesign – yrequired. 
 
        
 
i = max no. 
of cycles?  
End MCS  
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For AASHTO Static Analysis Method with scour, using Simulation Method 1: 
  
Yes 
Set j = j + 1 
No 
Set i = i + 
 
No 
Yes 
• Count the number of failure cases where Zmin ≤ 0. 
• Dividing the number of failure by the number of MCS cycles. 
• Find β through the inverse cumulative probability function.  
End  
Star
 
• Assign scour design parameters: s, b, D, K1, K2, K3, n, Q(100-year). 
• Assign the pile foundation and soil properties, such as number of piles, size of 
pile and pile cap, undrained shear strength, friction angle, unit weight, etc. 
• Assign the nominal dead and live loads on the bridge, and the corresponding 
load and resistance factors. 
• Assign the bias and COV for the resistance and loads.  
• Calculate design flood depth y0 using Manning’s equation. 
• Calculate design scour depth ysc,design using HEC-18. 
• Calculate design pile depth ydesign needed so that φRn ≥ 1.25DC + 1.75LL, 
using one of the AASHTO Static Analysis Methods 
 
Generate random samples for n, K3, λsc, λq, λD, λR . 
Begin 
MCS 
    
Set j = 1 
• Generate a random sample of Q and λL. 
• Calculate flood depth y0 using Manning’s equation. 
• Calculate scour depth ysc using HEC-18. 
• Calculate nominal resistance Rn base on the scour depth. See Section 4.3.1 
• Calculate resistance R = λRRn 
• Calculate the load S = λDDC + 2λLLL1, where LL1 is the one-lane HL-93 with 
lane load, without impact factor and multiple presence factor.  
• Calculate Zj = R – S. 
j = 75? 
• Choose the minimum (smallest) Z out of the 75. 
• If the Zmin ≤ 0, the bridge fails in the 75-year period. 
i = max no. 
of cycles?  
End MCS  
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For AASHTO Static Analysis Method with scour, using Simulation Method 2: 
 
 
 
 
 
  
Yes 
Set j = j + 1 
N
 
Set i = i + 1 
N
 
Yes 
• Count the number of failure cases where Zmin ≤ 0. 
• Dividing the number of failure by the number of MCS cycles. 
• Find β through the inverse cumulative probability function.  
End  
Star
 
• Assign scour design parameters: s, b, D, K1, K2, K3, n, Q(100-year). 
• Assign the pile foundation and soil properties, such as number of piles, size of 
pile and pile cap, undrained shear strength, friction angle, unit weight, etc. 
• Assign the nominal dead and live loads on the bridge, and the corresponding 
load and resistance factors. 
• Assign the bias and COV for the resistance and loads.  
• Calculate design flood depth y0 using Manning’s equation. 
• Calculate design scour depth ysc,design using HEC-18. 
• Calculate design depth ydesign needed so that φRn ≥ 1.25DC + 1.75LL, using one 
of the AASHTO Static Analysis Methods 
 
Generate random samples for n, K3, λsc, λq, λD, λR . 
Begin 
MCS 
    
Set j = 1 
• Generate a random sample of Q and λL. 
• Calculate flood depth y0 using Manning’s equation. 
• Calculate scour depth ysc using HEC-18. 
• Calculate the load S = λDDC + 2λLLL1, where LL1 is the one-lane HL-93 
with lane load, without impact factor and multiple presence factor.  
• Calculate the required depth yi,required so that λDRn ≥ S 
• Calculate Zj = ydesign – yi,required. 
j = 75? 
• Choose the minimum (smallest) Z out of the 75. 
• If the Zmin ≤ 0, the bridge fails in the 75-year period. 
i = max no. 
of cycles?  
End MCS  
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APPENDIX B – AASHTO AND FHWA DESIGN CURVES AND TABLES 
FOR THE NORDLUND-THURMAN METHOD 
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