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a b s t r a c t
This paper dealswith the problemof diffraction due to an impulse line source by an absorb-
ing half plane, satisfying Myers’ impedance condition (Myers, 1980 [13]) in the presence
of a subsonic flow. The time dependence of the field requires a temporal Fourier transform
in addition to the spatial Fourier transform. The spatial integral appearing in the solution
for the diffracted field is solved asymptotically (Copson, 1967 [15]) in the far field approx-
imation. Finally, a simple procedure is devised to calculate the inverse temporal Fourier
transform.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Transient nature of the field is an important area in the theory of acoustic diffraction and provides a more complete pic-
ture of thewave phenomenon under consideration. Recently, Barton and Rawlins [1] discussed diffraction by a half plane for
both leading edge situations and trailing edge situations. Many scientists have taken into account the effect of the transient
nature of the field, for example, Rienstra [2], Lakhtakia et al. [3–5], Ayub et al. [6], Asghar et al. [7,8] and Ahmad [9], to name
a few. The problem of acoustic diffraction by an absorbing half plane in amoving fluid usingMyers’ condition was discussed
by Ahmad [10]. He considered the diffraction of soundwaves by a semi-infinite absorbing half plane, when thewhole system
was in amoving fluid. Fourier transform,Wiener–Hopf technique and asymptotic approximationswere used to calculate the
diffracted field. In [10], the time dependence was suppressed throughout the analysis, while, in this problem, we have taken
into account the time dependence throughout. We apply the temporal Fourier transform to obtain the transform function
in the transformed plane using the Wiener–Hopf technique [11] and the method of modified stationary phase [12]. When
the transform function is available, an inverse temporal Fourier transform can be applied to obtain the results in the time
domain. We have also shown how the frequency of an incident wave is affected by the amplitude of the diffracted field in
different limiting positions. Also, the effects of different parameters on the field can be seen from the numerical results.
2. Formulation of the problem
Consider a small amplitude sound wave on a main streammoving with a velocity U parallel to the x-axis. A semi-infinite
absorbing half plane is assumed to occupy the position y = 0, x ≥ 0. The equations of motion are linearized and the effects
of viscosity, thermal conductivity and gravity are neglected. The fluid is assumed to have a constant density (incompressible)
and sound speed c . We assume that the plane satisfies Myers’ impedance condition [13],
un =
[
∂
∂t
+ U ∂
∂x
]
g
|∇α| , (a)
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where
∂g
∂t
= − p
za
|∇α| ,
and un is the normal derivative of the perturbation velocity at a point on the surface of the semi-infinite half plane, p the
surface pressure, Za the acoustic impedance of the surface and n a normal vector pointing from the surface into the fluid.
The perturbation velocity u of the irrotational sound wave can be written in terms of the velocity potential φ as u = ∇φ
and the resulting pressure p of the sound field is given by
p = −ρ0

∂
∂t
+ U ∂
∂x

φ, (b)
where ρ0 is the density of the undisturbed stream. The mathematical form of the problemmay be expressed in terms of the
equations satisfied by φ(x, y, t) as follows
∂2φ
∂x2
+ ∂
2φ
∂y2
−

1
c
∂
∂x
+M ∂
∂x
2
φ

= δ(x− x0)δ(y− y0)δ(t), (1)
and subject to the following boundary conditions in time domain[
∂2φ
∂y∂t
∓ βM ∂
2φ
∂x∂t
± βM2c ∂
2φ
∂x2
∓ β
c
∂2φ
∂t2
]
= 0 x < 0, (2)
∂
∂y
φ(x, 0+, t) = ∂
∂y
φ(x, 0−, t)
φ(x, 0+, t) = φ(x, 0−, t)
 x < 0. (3)
In the above equations, k = ωc is the wave number, β = ρ0cZa is the specific complex admittance, M = Uc is the Mach
number. It is assumed that the flow is subsonic, i.e., |M| < 1, and Re β > 0, which is a necessary condition for an absorbing
surface [14]. More details can be found in [10].
3. Temporal transform of the problem
We define a temporal Fourier transform and its inverse by
χ(x, y, ω) =
∫ ∞
−∞
φ(x, y, t)eiωtdt,
φ(x, y, t) = 1
2π
∫ ∞
−∞
χ(x, y, w)e−iωtdω,
(4)
where ω is the temporal frequency. We transform Eqs. (1)–(3) in frequency domain by using Eq. (4), and obtain[
(1−M2) ∂
2
∂x2
+ 2ikM ∂
∂x
+ ∂
2
∂y2
+ k2
]
χ(x, y, ω) = δ(x− x0)δ(y− y0), (5)[
∂
∂y
∓ 2βM ∂
∂x
± ikβ ∓ iβM
2
k
∂2
∂x2
]
χ(x, 0±, ω) = 0 x ≥ 0, (6)
∂
∂y
χ(x, 0+, ω) = ∂
∂y
χ(x, 0−, ω)
χ(x, 0+, ω) = χ(x, 0−, ω)
 x < 0, (7)
with
δ(t) = 1
2π
∫ ∞
−∞
e−iωtdω. (8)
We observe that the mathematical problem expressed in Eqs. (5)–(7) is the same as discussed by Ahmad [10] except that in
our problem k = ωc is not a constant but it is a function of ω. Thus, without going into details, we mention the results only,
i.e.,
χ(x, y, ω) = exp [−iKM(X − X0)]
4π i

(1−M2)
∫ ∞
−∞
eiν(X−X0)+iκ(Y−Y0)
κ
dν
+ exp [−iKM(X − X0)]
8π2

(1−M2)
∫ ∞
−∞
∫ ∞
−∞
G(ν, ξ , ω)eiνX+i
√
(K2−ν2)|Y | e−iξX+i
√
(K2−ξ2)|Y0|dξdν (9)
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where
G(ν, ξ , ω) =
B

K

1+M2+ 2ξM + M2ξ2
(1−M2)K

−√(K − ν)√(K + ξ)sgn(Y )sgn(Y0)
L+(ν)L−(ξ)(ξ − ν)

(K 2 − ν2)(K 2 − ξ 2) (10)
where κ = (K 2 − ν2) is the wave number and v is the Fourier transform variable. Also
κ = κ+(v)κ−(v) =
√
K + v√K − v,
where κ+(v) is regular for Im v > −Im K , i.e., upper half plane and κ−(v) is regular for Im v < Im K , i.e., lower half plane.
Let
χ(x, y, ω) = I ′1 + I
′
2, (11)
where
I
′
1 =
∫ ∞
−∞
eiν(X−X0)+iκ(Y−Y0)
κ
dν, (12)
and
I
′
2 =
∫ ∞
−∞
∫ ∞
−∞
G(ν, ξ , ω)eiνX+i
√
(K2−ν2)|Y | e−iξX+i
√
(K2−ξ2)|Y0|dξdν. (13)
In order to calculate the total field φ(x, y, t), we need to find out the inverse temporal Fourier transform of the above
integrals. Let us first consider I
′
1 which can also be written in the form
I
′
1 =
exp
−iKMR′ cosΘ ′
4π

(1−M2)
∫ ∞
−∞
e−iKR
′ cosh λdλ, (14)
where
X − X0 = R′ cosΘ ′, |Y − Y0| = R′ sinΘ ′, ν = K cos(Θ ′ + iλ).
Taking the inverse temporal Fourier transform and noting that K is a function of ω, Eq. (14) can be written as
I1 = 1
8π2

(1−M2)
∫ ∞
−∞
∫ ∞
−∞
e−iKMR
′ cosΘ ′+iKR′ cosh λe−iωtdλdω,
using
k =

(1−M2)K and k = ω
c
,
we get
I1 = c4πQ
∫ ∞
−∞
1
2π
∫ ∞
−∞
e−iω

t+MR′ cosΘ′Q − R
′ cosh λ
Q

dωdλ,
where
Q = c

(1−M2).
We know that
1
2π
∫ ∞
−∞
e−iωtdω = δ(t).
Thus, using this property of the δ-function, we obtain
I1 = c4πQ
∫ ∞
−∞
δ

t + MR
′ cosΘ ′
Q
− R
′ cosh λ
Q

dλ,
letting R
′ cosh λ
Q = η in the above integral, we get
I1 = c4πQ
∫ ∞
−∞
δ(t ′ − η)
η2 − R′2
Q 2
dη, (15)
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where t ′ = t + MR′ cosΘ ′Q . The integral appearing in Eq. (15) can now be calculated as
I1 = c4πQ
H(t ′ − η)
η2 − R′2
Q 2
 , (16)
where H(t ′ − η) is the usual Heaviside function.
Before finding the inverse temporal Fourier transform of I ′2, we calculate the double integral appearing in the expression
for I ′2. To do so, we introduce the polar coordinates
X = R cosΘ, |Y | = R sinΘ,
X0 = R0 cosΘ0, |Y0| = R0 sinΘ0,
and the transformation ξ = −K cos(Θ0+ ip)which changes the contour of integration over ξ into a hyperbola through the
point ξ = −K cosΘ0 where (0 < Θ0 < π,−∞ < τ < ∞). Similarly, by the change of variable ν = K cos(Θ + iq), the
contour of integration can be converted from ν into a hyperbola through the point ν = K cosΘ . Thus, omitting the details
of calculations using [15], we obtain
I ′2 =
−i

B

1+M2− 2M cosΘ0 + M2 cos2 Θ0(1−M2) − 2 sin Θ2 sin Θ02  eiKM(X−X0)+iκ(R+R0)
16πK
√
RR0

(1−M2)L+(K cosΘ)L−(−K cosΘ0)(cosΘ + cosΘ0)
, (17)
where
R = r
1−M2 sin2 θ
1−M2
 , cosΘ = cos θ
1−M2 sin2 θ
and Θ ≠ π −Θ.
Now taking the inverse temporal Fourier transform of Eq. (17), we have
I2 = − icA
′
2π
∫ ∞
−∞
e
iω
Q (R+R0−MR′ cosΘ ′)
ω
e−iωtdω, (18)
where
A′ =

B

1+M2− 2M cosΘ0 + M2 cos2 Θ0(1−M2) − 2 sin Θ2 sin Θ02 
16π
√
RR0L+(K cosΘ)L−(−K cosΘ0)(cosΘ + cosΘ0) . (19)
Let us take g(ω) = 1
ω
, f (ω) = e iωQ (R+R0−MR′ cosΘ ′) in Eq. (18) and using the convolution theorem, we can write
I2 = −icA′F(t) ∗ G(t), (20)
where
F(t) = 1
2π
∫ iτ+∞
iτ−∞
e
iω
Q (R+R0−MR′ cosΘ ′)e−iωtdω,
G(t) = 1
2π
∫ iτ+∞
iτ−∞
e−iωt
ω
dω,
where τ lies in the region of analyticity such that−Im(K) < τ < Im(K). The asterisk in Eq. (20) denotes convolution in the
time domain. For τ > 0, we can close the contour of integration in the lower half plan. Knowing that ω has a small positive
imaginary part, for τ > 0, we get
F(t) = δ

t − 1
Q
(R+ R0 −MR′ cosΘ ′)

,
G(t) = −i.
Hence
I2 = −cA′
∫ ∞
−∞
δ

t ′ − 1
Q
(R+ R0)

dt,
or
I2 = −2cA′H

t ′ − 1
Q
(R+ R0)

. (21)
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Fig. 1. Steepest descent path in the complex τ -plane.
B
Fig. 2. Amplitude of the diffracted field plotted against the observation angle for different values of the incidence angle θ0 .
Making use of Eqs. (4), (9), (11), (16) and (21), we get
φ(x, y, t) = c
4πQ
H(t ′ − η)
η2 − R′2
Q 2
 − 2cA′H t ′ − 1Q (R+ R0)

, (22)
where A′ is given by Eq. (19).
4. Graphical results
A computer program MATHEMATICA has been used for the graphical plotting of the diffracted field in the time domain
(see Fig. 1). The main features of the graphical results are as follows.
(a) In Fig. 2, the amplitude of the diffracted field is plotted against observation angle for different values of the incident angle
by fixing all other parameters. It is observed that by increasing the incident wave angle, the amplitude of the diffracted
field decreases.
(b) In Fig. 3, the effect of Mach numberM can be seen. By increasing the Mach number, the amplitude of the diffracted field
decreases, i.e., the sound intensity decreases.
(c) In Fig. 4, the amplitude of the diffracted field is plotted against observation angle for different values of the absorbing
parameter B, by fixing all other parameters. It is observed that by increasing the absorbing parameter, the amplitude of
the diffracted field decreases, i.e., the sound intensity decreases.
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Fig. 3. Amplitude of the diffracted field plotted against the observation angle for different values of the Mach numberM .
Fig. 4. Amplitude of the diffracted field plotted against the observation angle for different values of the admittance parameter B.
5. Conclusion
We have obtained an improved form of the diffracted field due to an impulsive line source by an absorbing half plane in
a moving fluid by considering the time dependence. The first term in Eq. (22) represents the field at the observation point
directly coming from the line source, whereas the second term corresponds to the diffracted field from the edge of the half
plane. This field starts reaching the point (x · y) after the time lapse t ′ > 1Q (R + R0). We note that the strength of the field
dies down as 1/
√
R0. The results for the still air can be obtained by puttingM = 0.
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