In this article we shall consider the exponential sum,' for s > 1, s -I *(Cl **,s) = E ap" ind A II a/A ind af;
(1) a,, ..., as -i +(as8) = 1, (la) whereAt = e2iw/mt, i -1,2, .. . s; p -1 O (mod m),p is an odd prime; , = 1,2, . . .,sintegers > 0; ind at is defined byglndaI = a, in a finite field of order p', designated by F(p'), or K; g denotes a generator of the cyclic group formed by the non-zero elements of F(p") under multiplication, Ct p ind (0) -0 for any ,uj, and each as ranges independently over each s-1 element of K, with A = 1-E at.
In the article just cited (relation (17)) a relation was found for the number of solutions in 71, Y2, . * ., of 1+ gEJ + tZt =0
where 'y is in the range 0, 1, ..., (me'-1), with mim1' = pn -1. This result may be regarded as an additive property of the number A. Here we shall be more interested in multiplicative properties of it, particularly its decomposition into factors in various ways. The sum t is an algebraic integer in the field k(a) with a = e2ih/m and m = Pn -1, and from an arithmetic standpoint questions of factorization are often fundamental. The arguments we shall use are, in the main, extensions of known methods for deriving properties of (1) when s = 2. In spite of the fact that our L seems to be quite a complicated number, relations (15), (17) where such is not the case.
For s = 2, the expression (8) reduces to p' ajl-8 id (-1).
For s > 2, recombining the terms in (8) gives, for the right-hand member of (7), The second term is zero unless ,s =_ 0 (mi) for all i; therefore, we may now write, s II r(a(') = pfl (aPi, . . ., a5",,)a1"8 mid (-1) J0, if,sf 0(m1) for some i > 1,
t -(p'_ 1)5 1, if ,t 0(m1) for each i;
where II a1q = 1. For s = 2 we obtain (6), using (la). If we employ
where II at = 1, and As 9 0 (mi) for any i (the proof of this result will appear in a paper to be published later by one of the authors), we then have2 by (9), 
Thus we have, since results (13a), (13b) and (14a) 
the symbols used being defined in (1) and (12).
The condition, ,Ai 00(m1), does not constitute a restriction on the generality of this result since we can reduce a # number for which ,u= 0(m1) for some i's to a # number involving -only those at"" for which gu 0 0(mi). 
From Theorem II we obtain in general a great variety of decompositions of y6 by renumbering the quantities
as, say, o!a,lA I1ot, CA h2, .th . ,AhZ81 the latter being any permutation of the original set, and letting ail be replaced by ahiPhi in the proof of (17); i = 1, 2, ..., s.
The form of (17) 
for pi 0-O (mod mi), i = 1, 2, ..., s, and k is defined as in Theorem II. I Vandiver, these PROCEEDINGS, 36, 144 (1950) , with references there given.
4For n = 1, the nearest approach to the process used here seems to be found in H. J. S. Smith's Report on the Theory of Numbers, Collected Works, Vol. I, 271-272, Oxford (1894); reproduced by P. Bachmann, Die Lehre von der Kreisteilung, 279-281, Leipzig and Berlin (1921) . However, our number yt of (1) for n = 1 is not exhibited explicitly by them in terms of the a's alone, but is defined by means of the T(aA) of our relation (3y.
6Ann. Math., 18, 120 (1917 Communicated by E. C. Kemble, February 9, 1950 The following integral equation arose in an engineering design problem:
The only restriction placed on the function f(u) is that it be analytic. If we assume that f(u) has the form
where F(u) is any given analytic function, then equation ( (4) This quadratic equation in A has two solutions for every given F(u).
We have thus found the expression for A which makes equation (2) become a solution of equation (1).
It is obvious that a solution of Type (2) exists for a much more general type of integral equation than (1). Consider a function 4 which is rational and analytic in f(u) and its various derivatives but does not involve the independent variable u explicitly. The integral equation will have a solution of Type (2), since by substituting equation (2) and its derivatives for f(u) and its derivatives and performing the integrations, we obtain an algebraic equation for A which can be solved at least in principle.
It should be possible to extend these results to still more general types of integral equations. VOL. 36, 1950 
