Abstract. We introduce and analyze BPALM and A-BPALM, two multi-block proximal alternating linearized minimization algorithms using Bregman distances for solving structured nonconvex problems. The objective function is the sum of a multi-block relatively smooth function (i.e., relatively smooth by fixing all the blocks except one [11, 45] ) and block separable (nonsmooth) nonconvex functions. It turns out that the sequences generated by our algorithms are subsequentially convergent to critical points of the objective function, while they are globally convergent under KL inequality assumption. The rate of convergence is further analyzed for functions satisfying the Łojasiewicz's gradient inequality. We apply this framework to orthogonal nonnegative matrix factorization (ONMF) and sparse ONMF (SONMF) that both satisfy all of our assumptions and the related subproblems are solved in closed forms.
Introduction
In this paper, we deal with the structured nonsmooth nonconvex minimization problem minimize x=(x 1 ,...,x N )∈ i n i
where we will systematically assume the following hypotheses (see Section 2 for details): Assumption I (requirements for composite minimization (1.1)). a1 g i : n i → ≔ ∪ {∞} is proper and lower semicontinuous (lsc); a2 f : n → is C 1 (int dom h), which is (L 1 , . . . , L N )-smooth relative to h; a3 h : n → is multi-block strictly convex, 1-coercive and essentially smooth;
a4 the first-order oracle of f , g i (i = 1, . . . , N), and h is available, dom ϕ ⊆ int dom h, ϕ has a nonempty set of minimizers, i.e., arg min ϕ ∅, and n = N i=1 n i . Although, the problem (1.1) has a simple structure, it covers a broad range of optimization problems arising in signal and image processing, statistical and machine learning, control and system identification. Consequently, needless to say, there is a huge number of algorithmic studies around solving the optimization problems of the form (1.1). Among all of such methodologies, we are interested in the class of alternating minimization algorithms such as block coordinate descent [13, 16, 41, 48, 53, 54, 60, 61] , block coordinate [28, 30, 40] , and Gauss-Seidel methods [9, 17, 33] , which assumes that all blocks are fixed except one and solves the corresponding auxiliary problem with respect to this block, update the latter block, and continue with the others. In particular, the proximal alternating minimization has received much attention in the last few years; see for example [4, 7, 8, 5, 6, 14] . Recently, the proximal alternating linearized minimization and its variation has been developed to handle (1.1); see for example [21, 51, 56] .
Traditionally, the Lipschitz (Hölder) continuity of partial gradients of f in (1.1) is a necessary tool for providing the convergence analysis of optimization algorithms; see, e.g., [21, 51] . It is, however, well-known that it is not the Lipschitz (Hölder) continuity of gradients playing a key role in such analysis, but one of its consequence: an upper estimation of f including a Bregman distance called descent lemma ; cf. [11, 45] . This idea is central to convergence analysis of many optimization schemes requiring such an upper estimation; see, e.g., [2, 10, 11, 22, 58, 34, 35, 45, 50] . If N = 2, g 1 = g 2 = 0, h is bi-strongly convex, f ∈ C 2 , and f is (L 1 , L 2 )-smooth, alternating proximal point and alternating proximal gradient algorithms suggested in [42] with saddle-point avoidance guarantee. Further, if the i-th block of f is L i -smooth relative to a kernel function h i (i = 1, . . . , N), a block-coordinate proximal gradient was recently proposed in [64] , which involves only a limited convergence analysis. Beside of these two relevant papers, to the best of our knowledge, there are no more alternating minimization methods for solving (1.1) under relative smoothness assumption on f , i.e., this motivates the quest for such algorithmic development.
1.1. Contribution and organization. In this paper, we propose a Bregman proximal alternating linearized minimization (BPALM) algorithm and its adaptive version (A-BPALM) for (1.1). Our contribution is summarized as follows: 1) (Bregman proximal alternating linearized minimization) We introduce BPALM, a multiblock generalization of the proximal alternating linearized minimization (PALM) [21] using Bregman distances, and its adaptive version (A-BPALM). To do so, we extend the notion of relative smoothness [11, 45] to its multi-block counterpart to support a structured problem of the form (1.1). Owing to multi-block relative smoothness of f , unlike PALM, our algorithm does not need to know the local Lipschitz moduli of partial gradients ∇ i f (i = 1, . . . , N) and their lower and upper bounds, which are hard to provide in practice. Our framework recovers [64] by exploiting a sum separable kernel, and the corresponding algorithm in [42] is a special case of our algorithm if N = 2, g 1 = g 2 = 0, f ∈ C 2 .
2) (Efficient framework for ONMF and SONMF) Exploiting a suitable kernel function for Bregman distance, it turns out that the objective functions of ONMF and SONMF are multi-block relatively smooth with respect to this kernel. Further, it is shown that the auxiliary problems of ONMF and SONMF are solved in closed forms making BPALM and A-BPALM suitable for large-scale machine learning and data analysis problems. This paper has three sections, besides this introductory section. In Section 2, we introduce the notion of multi-block relative smoothness, and verify the fundamental properties of Bregman Proximal alternating linearized mapping. In Section 3, we introduce BPALM and A-BPALM and investigate the convergence analysis of the sequences generated by these algorithms. In Section 4, we show that the objective functions of ONMF and SONMF satisfy our assumptions and the related subproblems can be solved in closed form.
1.2. Notation. We denote by ≔ ∪ {∞} the extended-real line. For the identity matrix I n , we set U i ∈ n×n i such that
The open ball of radius r ≥ 0 centered in x ∈ p is denoted as B(x; r). The set of cluster points of (x k ) k∈ is denoted as
is a subgradient of f at x, and set of all such vectors is called the subdifferential ∂h(x), i.e.
and ∂ f (x) is the set of regular subgradients of f at x, namely
see [55, Definition 8.3 ].
Multi-block Bregman proximal alternating linearized mapping
We first establish the notion multi-block relative smoothness, which is an extension of the relative smoothness [11, 45] for problems of the form (1.1). We then introduce Bregman alternating linearized mapping and study some of its basic properties.
In order to extend the definition of Bregman distances for the multi-block problem (1.1), we first need to introduce the notion of multi-block kernel functions, which will coincide with the standard one (cf. [2, Definition 2.1]) if N = 1. Definition 2.1 (multi-block convexity and kernel function). Let h :
n → be a proper and lsc function with int dom h ∅ and such that h ∈ C 1 (int dom h). For a fixed vector
x ∈ n , we define the function h
(iii) a multi-block kernel function if h is multi-block convex and h i x (·) is 1-coercive for all x ∈ dom h and i = 1, . . . , N, i.e., lim z →∞ . Two important classes of multi-block kernels are sum separable kernels, i.e.,
and product separable kernels, i.e.,
see such a kernel for ONMF in Proposition 4.1.
We now give the definition of Bregman distances (cf. [25] ) for multi-block kernels. Definition 2.3 (Bregman distance). For a kernel function h, the Bregman distance D h : n × n → is given by
Fixing all blocks except the i-th one, the Bregman distance with respect to this block is given by
which measures the proximity between y and x with respect to the i-th block of variables. Moreover, the kernel h is multi-block convex if and only if D h (x + U i (y i − x i ), x) ≥ 0 for all y ∈ dom h and x ∈ int dom h and i = 1, . . . , N. Note that if h is multi-block strictly convex, then D h (x + U i (y i − x i ), x) = 0 (i = 1, . . . , N) if and only if x i = y i .
We are now in a position to present the notion of multi-block relative smoothness, which is the central tool for our analysis in Section 3. Definition 2.4 (multi-block relative smoothness). Let h :
n → be a multi-block kernel and let f :
n → be a proper and lower semicontinuous function. If there exists L i ≥ 0 (i = 1, . . . , N) such that the functions φ i x : n i → given by
Note that if N = 1, the multi-block relative smoothness is reduced to standard relative smoothness, which was introduced only recently in [11, 45] . In this case, if f is L-Lipschitz continuous, then both L /2 · 2 − f and f − L /2 · 2 are convex, i.e., the relative smoothness of f generalizes the notions of Lipschitz continuity using Bregman distances. If N = 2, this definition will be reduced to the relative bi-smoothness given in [42] for h, f ∈ C 2 . We next characterize the notion of multi-block relative smoothness. Proposition 2.5 (characterization of multi-block relative smoothness). Let h :
n → be a proper lower semicontinuous function and f ∈ C 1 . Then, the following statements are equivalent: 
which is a generalization of the classical one using the Bregman distance (2.2) in place of the Euclidean distance; see, e.g., [26] and references therein. We note that
n ; cf. [2] . We next extend this definition to our multi-block setting.
Definition 2.6 (multi-block h-prox-boundedness). A function g : n → is multi-block h-prox-bounded if for each i ∈ {1, . . . , N} there exists γ i > 0 and x ∈ n such that g h /γ i (x) := min
The supremum of the set of all such γ i is the threshold γ h i,g of the h-prox-boundedness, i.e., γ
For the problem (1.1), we have g =
i.e., we therefore denote γ
If g is multi-block h-prox-bounded for γ i > 0, so is for all γ i ∈ (0, γ i ). We next present equivalent conditions to this notion. 
. Then, for all i = 1, . . . , N, it holds that
Notice thatg i is strictly convex and coercive, and as such is lower bounded. Conversely, suppose that
which is finite, owing to 1-coercivity of z →
where the last inequality follows from coercivity of h i x . Since inf z ≤M i g i (z) + r i h i x (z) > −∞ owing to lower semicontinuity, we conclude that g i + r i h i x is lower bounded on n .
Let us now define the function
and the set-valued Bregman proximal alternating linearized mapping
which reduces to the Bregman forward-backward splitting mapping if N = 1; cf. [22, 2] .
Remark 2.8 (majorization model). Note that invoking Proposition
In the next lemma, we show that the cost function ϕ is monotonically decreasing by minimizing the model (2.9) with respect to each block of variables. Lemma 2.9 (Bregman proximal alternating inequality). Let the conditions in Assumption I hold, and let z ∈ T
)
Proof. For i ∈ {1, . . . , N}, (2.10) is simplified in the form
(2.12)
Since f is (L 1 , . . . , L N )-smooth relative to h, it follows from Proposition 2.5(b) for x and y i = z that
giving (2.11).
Recall that a function ϑ : n × m → with values ϑ(x, u) is level-bounded in x locally uniformly in u if for eachū ∈ m and α ∈ there is a neighborhood U ofū along with a bounded set B ⊂ n such that [ϑ ≤ α] ⊂ B for all u ∈ U, cf. [55] . Using this definition, the fundamental properties of the mapping T i h /γ i are investigated in the subsequent result. Proposition 2.10 (properties of Bregman proximal alternating linearized mapping). Under conditions given in Assumption I for i = 1, . . . , N, the following statements are true:
is nonempty, compact, and outer semicontinuous (osc) for all x ∈ int dom h;
Proof. For a fixed γ 0 i ∈ (0, γ h g i ) and a vector x ∈ int dom h, let us define the function
Since f and g i are proper and lsc, so is Φ i on the set (z, x,
≥β Subtracting the last two inequalities, it holds that
, dividing both sides by z k , and taking limit from both sides of this inequality as k → ∞, it can be deduced that
This leads to the contradiction +∞ ≤ 0, which implies that Φ i is level-bounded. Therefore, all assumptions of the parametric minimization theorem [37, Theorem 2.2 and Corollary 2.2] are satisfied, i.e., Proposition 2.
Remark 2.11 (sum or product separable kernel). Let us observe the following.
10) can be written in the form
T i h /γ i (x) = arg min z∈ n i g i (z) + ∇ i f (x), z − x i + 1 γ i (h(x + U i (z − x i )) − h(x) − ∇ i h(x), z − x i ) = arg min z∈ n i g i (z) + 1 γ i (h i (z) − h i (x i ) − ∇h i (x i ) − γ i ∇ i f (x), z − x i ) = arg min z∈ n i g i (z) + 1 γ i D h i (z, ∇h ⋆ i (∇h i (x i ) − γ i ∇ i f (x)) = prox h i γ i g i (∇h ⋆ i (∇h i (x i ) − γ i ∇ i f (x))). (ii) If h is product separable, i.e., h(x 1 , . . . , x N ) = h 1 (x 1 ) × . . . × h N (x N ), then T i h /γ i (x) = arg min z∈ n i g i (z) + ∇ i f (x), z − x i + 1 γ i (h(x + U i (z − x i )) − h(x) − ∇ i h(x), z − x i ) = arg min z∈ n i g i (z) + η i x γ i (h i (z) − h i (x i ) − ∇h i (x i ) − γ i η i x ∇ i f (x), z − x i ) = arg min z∈ n i g i (z) + 1 µ i D h i (z, ∇h ⋆ i (∇h i (x i ) − µ i ∇ i f (x)) = prox h i µ i g i (∇h ⋆ i (∇h i (x i ) − µ i ∇ i f (x))), where µ i := γ i/η i x and η i x := j i h j (x j ) 0.
Multi-block Bregman proximal alternating linearized minimization
In this section, a multi-block proximal alternating linearized minimization algorithm is introduced, and its subsequential and global convergence, along with its convergence rate, will be investigated.
For a given point
i.e., x k,0 = x k and x k,N = x k+1 . Using this notation and (2.10), we next introduce the multi-block Bregman proximal alternating linearized minimization (BPALM) algorithm.
n×n with U i ∈ n×n i and the identity matrix I n . Output A vector x k such that 0 ∈ ∂ϕ(x k ). Initialize k = 0.
1: while some stopping criterion is not met do 2:
3:
end for
5:
We note that each iteration of BPALM requiles one call of the first-order oracle for the information needed in (3.1), and the iteration (3.1) are well-defined by Proposition 2.10. In addition, notice that if N = 1, this algorithm reduces to the common (Bregman) proximal gradient (forward-backward) method [11, 15, 22] ; if N = 2, h, f ∈ C 2 , and g 1 = g 2 = 0, then it reduces to B-PALM [42] ; if N = 2 and
2 , then this algorithm is reduced to C-PALM [56] . Hence, BPALM unifies several class of existing algorithms.
We begin with showing some basic properties of the sequence generated by BPALM, involving a sufficient decrease condition. Proposition 3.1 (sufficient decrease condition). Let Assumption I hold, and let (x k ) k∈ be generated by BPALM. Then, the following statements are true:
(i) the sequence (ϕ(x k )) k∈ is nonincreasing and
where ρ := min
(ii) we have
Proof. Plugging z = x k,i i and x = x k,i−1 into Lemma 2.9, it holds that
Summing up both sides of (3.4) from i = 1 to N, it follows that
giving (3.2). Let us sum up both sides of (3.2) from k = 0 to q:
Taking the limit as q → +∞, (3.3) holds true. Together with D h (·, ·) ≥ 0, this proves the claim.
Let us consider the condition
as a stopping criterion, for the accuracy parameter ε > 0. Then, the first main consequence of Proposition 3.1 will provide us the iteration complexity of BPALM, which is the number of iterations needed for the stopping criterion (3.5) to be satisfied.
Corollary 3.2 (iteration complexity).
Let Assumption I hold, and let (x k ) k∈ be generated by BPALM, and let (3.5) be the stopping criterion. Then, BPALM will be terminated within
Proof. Summing both sides of (3.2) over the first K ∈ iterations and telescoping the right hand side, it holds that
Assuming that for all (K − 1)-th iterations the stopping criterion (3.5) is not satisfied, i.e.,
, giving the desired result.
In order to show the subsequential convergence of the sequence (x k ) k∈ generated by BPALM, the next proposition will provide a lower bound for iterations gap x k+1 − x k using the subdifferential of ∂ϕ(x k+1 ).
Proposition 3.3 (subgradient lower bound for iterations gap). Let Assumption I hold, and let (x k ) k∈ be generated by BPALM that we assume to be bounded. For a fixed k ∈ , we define
with c := max
in which L and L > 0 are Lipschitz moduli of Proof. The optimality conditions for (3.1) ensures that there exists q
On the other hand, owing to [5, Proposition 2.1], the subdifferential of ϕ is given by
i.e., for x = x k+1 ,
). It follows from the Lipschitz continuity of ∇ i f , ∇ i h on bounded sets and the assumption of (
for i = 1, . . . , N − 1, and
Invoking the last two inequalities, it can be concluded that
as claimed.
Next, we proceed to derive the subsequential convergence of the sequence (x k ) k∈ generated by BPALM: every cluster point of (x k ) k∈ is a critical point of ϕ. Further, we explain some fundamental properties of the set of all cluster points ω(x 0 ) of the sequence (x k ) k∈ .
Theorem 3.4 (subsequential convergence and properties of ω(x 0 )). Let Assumption I hold, let the kernel h be locally multi-block strongly convex, and let (x k ) k∈ be generated by BPALM that we assume to be bounded. Then the following statements are true:
is a nonempty, compact, and connected set;
(iv) the objective function ϕ is finite and constant on ω(x 0 ).
follows from the boundedness of this sequence that there exists an infinite index set J ⊂ such that the subsequence (x k ) k∈I converges to x ⋆ as k → ∞. From the lower semicontinuity of g i (i = 1, . . . , N) and for j ∈ J, it can be deduced that
(3.9)
By (3.1), we get
10) This indicates that the distance between two successive iterations goes to zero for large enough k. Since the sequence (x k ) k∈ is bounded, ∇f and h are continuous, substituting k = k j − 1 for j ∈ J, taking the limit from both sides of the last inequality as k → ∞, and (3.10), we come to lim sup
and consequently,
Further, Proposition 3.1(ii) and Proposition 3.3 ensure (ii) ψ is of class C 1 with ψ > 0 on (0, η);
The set of all functions satisfying these conditions is denoted by Ψ η . The first inequality of this type is given in the seminal work of Łojasiewicz [43, 44] for analytic functions, which we nowadays call Łojasiewicz's gradient inequality. Later, Kurdyka [39] showed that this in equality is valid for C 1 functions whose graph belong to an o-minimal structure (see its definition in [63, 62] ). The first extensions of the KL property to nonsmooth functions was given by Bolte et al. [19, 18, 20] .
The following two facts constitutes the crucial steps toward the establishment of the global convergence of the sequence generated by BPALM. Fact 3.6 (uniformized KL property). [21, Lemma 6] Let Ω be a compact set and ζ :
d → be a proper and lower semicontinuous functions. Assume that ζ is constant on Ω and satisfies the KL property at each point of Ω. Then, there exists a ε > 0, η > 0, and ψ ∈ Ψ η such that for u and all u in the intersection Theorem 3.8 (global convergence). Let Assumption I hold, let the kernels h be multi-block globally strongly convex with modulus σ i (i = 1, . . . , N), and let (x k ) k∈ be generated by BPALM that we assume to be bounded. If ψ is a KL function, then the following statements are true:
(i) The sequence (x k ) k∈ has finite length, i.e., (ii) The sequence (x k ) k∈ converges to a stationary point x ⋆ of ϕ.
Proof. Let us define the sequence (S k ) k∈ given by S k := ϕ(x k ) − ϕ ⋆ , which is decreasing by Proposition 3.1(i), i.e., (S k ) k∈ → 0. We now consider two cases: (i) there exists k ∈ such that S k = 0; (ii) S k > 0 for all k ≥ 1. In Case (i), invoking Proposition 3.1(i) implies that ϕ(x k ) = ϕ ⋆ for all k ≥ k. It follows from Proposition 3.1(ii) and multi-block strong convexity of h that
implying x k+1 = x k for all k ≥ k, which leads to Theorem 3.8(i). In Case (ii),it holds that ϕ(x k ) > ϕ ⋆ for all k ≥ 1. From Theorem 3.4(iii), the set of limit points ω(x 0 ) of (x k ) k∈ is nonempty and compact and ϕ is finite and constant on ω(x 0 ) due to Theorem 3.4(iv). Moreover, the sequence (ϕ(x k )) k∈ is decreasing (Proposition 3.1(i)), i.e., for η > 0, there exists a k 1 ∈ such that ϕ ⋆ < ϕ(x k ) < ϕ ⋆ + η for all k ≥ k 1 . For ε > 0, Theorem 3.4(ii) implies that there exists k 2 ∈ such that dist(x k , ω(x 0 )) < ε for k ≥ k 2 . Setting k 0 := max {k 1 , k 2 } and according to Fact 3.6, there exist ε, η > 0 and a desingularization function ψ such that for any element in
the following inequality holds:
Then, it follows from the concavity of ψ and Proposition 3.3 that
Setting c := c /(ρ min {σ 1 ,...,σ N }), the arithmetic and quadratic means inequality, and applying the arithmetic and geometric means inequality, it can be concluded that
(3.13)
We now define the sequences (a k ) k∈ and (b k ) k∈ as
where
According to Fact 3.7, we infer ∞ k=1 a k < ∞, which proves Theorem 3.8(i). By (3.12), the sequence (x k ) k∈ is a Cauchy sequence, i.e., it converges to a stationary point x ⋆ , giving the desired result.
3.2.
Convergence rate under Łojasiewicz-type inequality. We now investigate the convergence rate of the sequence generated by BPALM under KL inequality of Łojasiewicz type at x ⋆ (ψ(s) := κ 1−θ s 1−θ with θ ∈ [0, 1)), i.e., there exists ε > 0 such that
The following fact plays a key role in studying the convergence rate of the sequence generated by BPALM, where its proof can be found in [3, Lemma 1] and [24, Lemma 12] . We next derive the convergence rates of the sequences (x k ) k∈ and (ϕ(x k )) k∈ under an additional assumption that the function ϕ satisfies the KL inequality of Łojasiewicz type. 
Proof. The proof has two key parts.
In the first part, we show that there exists k ∈ such that for all k ≥ k the following inequalities hold for i = 1, . . . , N:
Let ε > 0 be as described in (3.15 ) and x k ∈ B(x ⋆ ; ε) for all k ≥k andk ∈ . By the definitions of a k and b k in (3.14) and using (3.13), we get a k+1 ≤ 1 2 a k + b k for all k ≥k. Since (ϕ) k∈ is nonincreasing,
Together with the arithmetic and quadratic means inequality, ψ(S k ) ≤ ψ(S k−1 ), and Proposition 3.1(i), this lead to
On the other hand, for i = 1, . . . , N, we have
This inequality, together with (3.17), yields 
which has a solution at S k−1 = ( κ /1−θ) 2 2θ−2 . Fork ∈ and k ≥k, we assume that (3.18) holds and
We now consider two cases:
In the second part of the proof, we will show the assertions in the statement of the theorem. For (
as defined in Proposition 3.3, by Proposition 3.1(i), we infer
with c := ρ 2Nc 3.3. Adaptive BPALM. The tightness of the i-th block upper estimation of the function f given in Proposition 2.5(b) is dependent on the parameter L i > 0; however, in general, this parameter is a global information and it might not be tight locally, i.e., one may find a
for all y ∈ B(x; ε 1 ) with a small enough ε 1 > 0. Consequently, the majorization model described by M h /γ may not be tight enough, which will consequently lead to smaller stepsizes γ i ∈ (0, 1 /L i ). In this case and in the case that L 1 , . . . , L N are not available, one can retrieve them adaptively by applying a backtracking linesearch starting from a lower estimates; see, e.g., [1, 2, 47, 49, 59] .
Putting all of above-mentioned discussion together, we next develop an adaptive version of BPALM using a backtracking linesearch.
while some stopping criterion is not met do 2:
end for 10:
We next provide an upper bound on the total number of calls of oracle after k iterations of A-BPALM and those needed to satisfy (3.5). Proposition 3.11 (worst-case oracle calls). Let (x k ) k∈ be generated by A-BPALM. Then, (i) after at most (ii) the number of oracle call after k full cycle N k is bounded by
(iii) the worst-case number of oracle calls to satisfy (3.5) is given by
Proof. According to step 5 and step 8 of A-BPALM, we have
giving Proposition 3.11(i). Hence, the total number of calls of oracle after k iterations is given by
Following the proof of Proposition 3.1, it is easy to see that
On the other hand, step 5 implies that ( 
Following the proof of Corollary 3.2, we have that BPALM will be terminated within k
iterations. Together with Proposition 3.11(ii), this implies that Proposition 3.11(iii) is true.
Choosing appropriate constants L 
Application to sparse orthogonal nonnegative matrix factorization
A natural way of analyzing large data sets is finding an effective way to represent them using dimensionality reduction methodologies. Nonnegative matrix factorization (NMF) is one such technique that has received much attention in the last few years; see, e.g., [27, 31, 32] and the references therein. In order to extract hidden and important features from data, NMF decomposes the data matrix into two factor matrices (usually much smaller than the original data matrix) by imposing componentwise nonnegativity and (possibly) sparsity constraints on these factor matrices. More precisely, let the data matrix be
where each x i represents some data point. NMF seeks a decomposition of X into a nonnegative n × r basis matrix U = [u 1 , u 2 , . . . , u r ] ∈ m×r + and a nonnegative r × n coefficient matrix
where m×n + stands for the set of m × n element-wise nonnegative matrices. Extensive research has been carried out on variants of NMF, and most studies in this area have focused on algorithmic developments, but with very limited convergence theory. This motivates us to study the application of BPALM and A-BPALM for solving variants of NMF, namely orthogonal NMF (ONMF) and sparse ONMF (SONMF).
4.1.
Orthogonal nonnegative matrix factorization. Besides the decomposition (4.1), the orthogonal nonnegative matrix factorization (ONMF) involves an additional orthogonality constraint VV T = I r leading to the constrained optimization problem
where I r ∈ r×r is the identity matrix. By imposing the matrix V to be orthogonal (as well as nonnegative), ONMF imposes that each data points is only associated with one basis vector hence ONMF is closely related to clustering problems; see [52] and the references therein. Since the projection onto the set
is costly, we here consider the penalized formulation 
Then the function f :
(4.5)
, and the Cauchy Schwarz inequality, it can be concluded that
Together with (4.5), this yields
and the definition of directional derivative, we obtain
, basic properties of the trace, the Cauchy-Schwarz inequality, and the submultiplicative property of the Frobenius norm imply
The unconstrained version of the ONMF problem (4.2) is given by
where δ U≥0 and δ V≥0 are the indicator functions of the sets C 1 := {U ∈ m×r | U ≥ 0} and C 2 := {V ∈ r×n | V ≥ 0}, respectively. Comparing to (1.1), the following setting is recognized
, in which both g 1 (U) and g 2 (V) are nonsmooth and convex, and f (U, V) is (L 1 , L 2 )-smooth relative to h given in (4.4); cf. Proposition 4.1. In order to apply BPALM and A-BPALM to (4.6), for given U k and V k , one needs to compute the iterations U k+1 and V k+1 efficiently, which we study next. Theorem 4.2 (closed-form solutions for the subproblem (3.1) for ONMF). Let h 1 :
m×r → and h 2 :
r×n → be the kernel functions given by
For given U k and V k , the problem (4.6), and the subproblem (3.1), the following assertions hold:
F + 1 and µ 1 := γ 1/(β 1 η 1 ), the iteration U k+1 is given by
F + 1 and µ 2 := γ 2/η 2 , the iteration V k+1 is given by
where q k := β 2 2/3 and τ k := −2β
F , it follows from (2.12) that
T , giving (4.7). By setting g 2 := δ V≥0 and invoking (2.12), we infer
Let us consider the normal cone N V≥0 (V k+1 ) = P ∈ r×n | V k+1 ⊙ P = 0, P ≤ 0 (see [57, Corollary 3.5] ), where V ⊙ P denotes the Hadamard products given pointwise by (V ⊙ P) i j := V i j P i j for i ∈ 1, . . . , r and j ∈ 1, . . . , n. The first-order optimality conditions for the latter identity leads to
Combining both cases, we come to the equation
i.e., there exists t k ∈ such that t k V k+1 = Proj V≥0 (G k ) that eventually lead to
, which is a Cardano equation and its solution is given by (4.9).
4.2.
Sparse orthogonal nonnegative matrix factorization. Finding sparse solutions of optimization problems has become a common trend in many fields of applications such as signal and image processing, compressed sensing, and statistics. Several variants of NMF including either sparsity constraints or sparsity regularization have been developed; see, e.g., [21, 36, 38, 46] . We consider the sparse orthogonal nonnegative matrix factorization (SONMF), i.e.,
where the ℓ 0 -norm U 0 counts the number of nonzero elements of the matrix U and s 1 , s 2 ∈ . Sparse ONMF will incite the basis elements to identify more localized features, while sparsity of V allows data points to be assigned to no clusters. This is for example meaningful in the presence of outliers, or in microarray data analysis where one wants the metagenes (corresponding to the rows of V) to contain a few (sparsity) and different (orthogonality) genes; see [29] and the references therein for more details. Let us define
and consider the corresponding indicator functions δ K s 1 and δ K s 2 . Then, there is an equivalent unconstrained form of (4.10) as in which both g 1 and g 2 are nonsmooth and nonconvex, and f (U, V) is (L 1 , L 2 )-smooth relative to h given in (4.4); cf. Proposition 4.1. Hence, BPALM and A-BPALM can be applied to this problem; however, to implement them effectively, one should be able to solve the subproblem (3.1) efficiently, which we study in the sequel. (β 1 η 1 ) , the iteration U k+1 is given by
(ii) For η 2 = β 1 2 U k+1 2 F + 1 and µ 2 := γ 2/η 2 , the iteration V k+1 is given by 13) where
given by (4.9) with q k := β 2 2/3 and τ k := −2β
F /27. Proof. Following the proof of Theorem 4.2(i), we come to
giving (4.12). In the same way as Theorem 4.2(ii), we have
Writing the first-order optimality conditions for the latter identity, we come to
where it is known from [57, Theorem 3.4 ] that N K s 2 (V) = P ∈ r×n | V ⊙ P = 0, P ≤ 0 ∪ P ∈ r×n | V ⊙ P = 0, P 0 ≤ rn − s 2 , with V = V k+1 . Together with (4.14), this implies that Combining both (4.15) and (4.16), we need to solve the equation (4.18), i.e., there exists t k > 0 such that t k V k+1 = Proj A s 2 (Proj V≥0 (G k )) that eventually lead to
2 F = 0, which is a Cardano equation and its solution is given by (4.9).
Summary and future works
In this paper, the minimization of the sum of two nonconvex functions was discussed, where the first one is multi-block relatively smooth and the second one is nonsmooth and nonconvex. To do so, we first introduced the notion of multi-block relative smoothness and verified the fundamental properties of the Bregman proximal alternating linearized mapping. Afterwards, we introduced BPALM, a Bregman proximal alternating linearized minimization algorithm and its adaptive variant A-BPALM. Beside of the subsequential convergence to a critical point of the objective function, the global convergence and convergence rates of the sequences generated by BPALM and A-BPALM were investigated under the Kurdyka-Łojasiewicz property. It turned out that orthogonal nonnegative matrix factorization (ONMF) and its sparse variant (SONMF) satisfy all of our assumptions, and the corresponding subproblems of our algorithms were solved in a closed form.
The current version of the paper includes no numerical results; however, the upcoming variant of our paper will involve an implementation of our algorithms and a comparison with state-of-the-art for both ONMF and SONMF.
