Solving two-spiral problem through input data encoding
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The authors show that the two-spiral problem can he easily solved using a standard back propagation neural network by properly encoding the raw input data. The authors also examine and compare several data encoding schemes for use in neural networks to improve the training efficiency and generalisation property.
Introduction:
The two-spiral problem [I] has become a common benchmark for the connectionist learning algorithms of neural networks, since it was first proposed by Wieland. The task requires ELECTRONICS LETTERS 11th May 1995 Vol. 31 the neural network to learn a mapping that distinguishes between points on two intertwined spirals. This particular problem is difficult for most current algorithms because it requires the neural network to learn the highly nonlinear separation of the input space. reported that a solution could be achieved using a specially designed cascade-correlation learning architecture. Denoeux and Lengelle [4] also managed to achieve an acceptable classification after initialising a 2-20-1 network with prototypes in 1200 epochs. Their method, however, made use of extensive vector quantisation and requires careful preselection of prototypes that correspond to the extrema of the input data. These results exemplify the difficulties encountered by the neural networks in representing the information encoded within the training set. This incapability eventually translates to failures in the processing mechanism of the network. We attempt to overcome these pitfalls by expanding the input dimensional space through various input data encoding schemes [5].
Data encoding schemes:
(i) Binary: The decimal numbers are converted to their binary equivalent. The number of input nodes is expanded and determined by the maximum value.
(ii) Gray code: The Gray code is a special binary code that allows only a single bit change between consecutive numbers (i.e. Hamming distance of I).
(iii) Temperature code: The temperature code is a variant of the unary code. In a cnary code, the magnitude of the number is represented by the number of '1' bits which is, however, non-unique. For uniqueness and to minimise the Hamming distance between consecutive numbers, we adopt the temperature scheme, i.e. adding '1' from the left (like the mercury column in a thermometer). For example, in a 12hit temperature code, 7, , = 0000 0111 1111, and 10,,=0011 1111 1111,. Method: In our study, standard back propagation neural networks using the generalised delta rule learning paradigm [6] were used and only one-hidden-layer fully connected networks were examined. The number of input nodes depends on the encoding schemes used and is shown in Table 1 . 40 hidden nodes, two output nodes, learning rate of 0.1 and momentum factor of 0.9 were used. 194 training points were used in the training. There are two aspects in evaluating the performance, i.e. the training efficiency and generalisation property. In this study, training efficiency is monitored in terms of: root-mean-square (RMS) error (per output node per training sample), maximum (MAX) error (over all output nodes over all training samples), and the number of training epochs. The generalisation performance is evaluated by plotting out the resultant 2-D classification maps.
Results and discussion:
The training performance of the various encoding schemes is summarised in Table 1 . Without explicit input encoding and using two input nodes, each representing the x and y co-ordinates, we failed to train the network even after 30000 epochs (RMS error of 0.4 indicated that the network did not converge). This confirms the result of other researchers. However, we were able to train the network to an acceptable RMS error of less than 0.1 in less than 2000 epochs by encoding the input raw data and expanding the input dimensional space. This reaffirms our earlier work that training time can he cut down drastically by expanding the input dimensional space through proper input encoding [5] . The generalisation performance is evaluated by checking the 2-D classification maps as shown in Fig. la-c for binary, Gray, and temperature encoding, respectively. No spiral could he observed from the 2-D map using binary and Gray encoding. This implies that the generalisation property for binary and Gray encoding is poor although the encoding methods help in training performance. Temperature encoding shows good generalisation with two spirals distinctively segregated.
Froni the results presented, we conclude that input data encoding could be applied in a neural network to solve difficult problems. However, to achieve good training efficiency as well as good generalisation, the encoding schemes must process two factors, namely, high dimensional space and high fidelity. By increasmg the input dimensional space, a seemingly difficult problem could be transformed into one that the networks can grasp and thus could he trained. To obtain good generalisation rather than memorising the training patterns, the encoding scheme must faithfully preserve the meaning and continuity of the input raw data, i.e. high fidelity. A binary scheme encodes a magnitude through a string of 0s and 1s that is positional, i.e. the position at which the bit appeared is significant. Moreover, these significances are 'exponentially' related through the various powers of 2. However, to a neural network, a binary number is just a pattern and it is difficult for the network to capture the positional significance of the bits. Different magnitudes are represented as different patterns. A small difference in magnitude can cause a large difference in the patterns encoded (e.g. 15,, = 01111, and 16,, = 10000,). Gray code encoding is also positional and suffers from the same problem of low fidelity and therefore could not produce good a generalisation result. Temperature encoding possesses both high input dimensionality and high fidelity, and performs best as predicted.
Conclusions:
We have demonstrated how input encoding improves the performance of neural networks. Through proper input encoding, the two-spiral problem can be solved easily. Binary, Gray code, and temperature encoding schemes were examined and compared. From the results presented, we deduce that a good encoding scheme for neural networks should possess both high dimensional space and high fidelity. 
