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Abstract
In this work, we provide the first practical evaluation of
the structural rounding framework for approximation algo-
rithms. Structural rounding works by first editing to a well-
structured class, efficiently solving the edited instance, and
“lifting” the partial solution to recover an approximation on
the input. We focus on the well-studied Vertex Cover
problem, and edit to the class of bipartite graphs (where
Vertex Cover has an exact polynomial time algorithm).
In addition to the na¨ıve lifting strategy for Vertex Cover
described by Demaine et al. in the paper describing struc-
tural rounding, we introduce a suite of new lifting strategies
and measure their effectiveness on a large corpus of synthetic
graphs. We find that in this setting, structural rounding sig-
nificantly outperforms standard 2-approximations. Further,
simpler lifting strategies are extremely competitive with the
more sophisticated approaches. The implementations are
available as an open-source Python package, and all experi-
ments are replicable.
1 Introduction
Approximation algorithms are a crucial tool for navigat-
ing the tradeoff between solution quality and runtime,
yet many approximation algorithms’ quality guarantees
rely on the structure of limited classes of graphs, un-
dercutting the scope of their applicability. Structural
rounding is a recent framework [3] for extending ap-
proximation algorithms for restricted classes to graphs
“near” those classes. The approach consists of three
phases: editing the input graph to have a given struc-
tural graph property (e.g. bounded treewidth), effi-
ciently solving the edited-to instance, then “lifting” the
partial solution to a valid outcome on the original graph.
In this work, we provide the first implementation and
experimental evaluation of structural rounding, using it
to solve Vertex Cover on near-bipartite graphs.
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We chose this problem-graph class pair because of
the famous result of Ko¨nig, that Vertex Cover is
polynomial time solvable on bipartite graphs [14]. This
can be achieved via the Hopcroft-Karp algorithm [8].
The theoretical guarantee of structural rounding in
this setting is considerably worse than that of the
standard 2-approximations (see Section 2.1). However,
we show experimentally that structural rounding is in
fact competitive with (and often much better than) the
traditional approaches despite having weaker theoretical
guarantees.
While many algorithms already exist for the first
two phases of structural rounding, the notion of “lift-
ing” solutions has been relatively unexplored. The orig-
inal structural rounding paper [3] mainly employs na¨ıve
lifting algorithms. For example, in Vertex Cover the
entire edit set is added to the partial solution. We in-
troduce a suite of new lifting algorithms for Vertex
Cover and experimentally evaluate their quality, com-
paring them to one another as well as na¨ıve and greedy
approaches. We provide guarantees on the quality of
these new lifting techniques relative to the optimal lift
for a given partial solution.
Our experiments show that structural rounding
outperforms traditional approximation techniques in a
wide variety of graphs, and na¨ıve and greedy lifting
algorithms are competitive with more sophisticated
methods.
We begin by discussing preliminaries and previous
work, including the structural rounding framework and
existing approaches for approximating Vertex Cover
in Section 2. We then describe the new lifting methods
in Section 3. We highlight interesting details of our im-
plementation in Section 5 and provide our experimental
design and results in Section 6. A complete version of
this paper including information and tables in the ap-
pendix is available on the arXiv1.
1https://arxiv.org/abs/1909.04611
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2 Preliminaries
We use V and E to represent the vertices and edges in
a graph G, and let n = |V | and m = |E|. Much of this
paper pertains to Vertex Cover, which asks for a set
S ⊆ V of minimum size such that every edge in G has
an endpoint in S.
2.1 Structural Rounding The structural rounding
framework is simple: edit the input graph to a target
class, apply an existing algorithm for that class (approx-
imation or exact), and lift the partial solution to be a
valid solution on the original graph. Under relatively
broad assumptions, structural rounding extends algo-
rithmic results for a structural class to graphs which
are near that class. The framework supports arbi-
trary graph edit operations and both minimization and
maximization problems, provided they jointly satisfy
two properties: a combinatorial property called “stabil-
ity” and an algorithmic property called “structural lift-
ing” [3]. Roughly, these properties bound the amount
each edit operation can change the optimal solution,
but are parameterized to enable the derivation of tighter
bounds when the problem has additional structure.
Formally, structural rounding makes use of the
following definitions; we restrict out statements to the
minimization setting.
Definition 1. A graph G′ is γ-editable from a graph
G under edit operation ψ if there is a sequence of
k ≤ γ edits ψ1, ψ2, . . . , ψk of type ψ such that G′ =
ψk(ψk−1(· · ·ψ2(ψ1(G)) · · · )). A graph G is γ-close to a
graph class C under ψ if some G′ ∈ C is γ-editable from
G under ψ.
We follow [3] and use CostΠ to represent the cost
function for a problem Π and OPTΠ(G) for the value of
optimal solution to the problem Π on graph G.
Definition 2. A graph minimization problem Π is
stable under an edit operation ψ with constant c′ if
OPTΠ(G
′) ≤ OPTΠ(G) + c′γ for any graph G′ that is
γ-editable from G under ψ.
Definition 3. A minimization problem Π can be
structurally lifted with respect to an edit operation ψ
with constant c if, given any graph G′ that is γ-editable
from G under ψ, and given the corresponding edit se-
quence ψ1, ψ2, . . . , ψk with k ≤ γ, a solution S′ for G′
can be converted in polynomial time to a solution S for
G such that CostΠ(S) ≤ CostΠ(S′) + c · k.
We can now state the main result of structural
rounding (Theorem 4.1) in [3], which pertains to (Cλ, ψ)-
Edit, finding a smallest set of edits of type ψ for editing
to class Cλ.
Theorem 2.1. Let Π be a minimization problem that
is stable under the edit operation ψ with constant c′ and
that can be structurally lifted with respect to ψ with con-
stant c. If Π has a polynomial-time ρ(λ)-approximation
algorithm in the graph class Cλ, and (Cλ, ψ)-Edit has
a polynomial-time (α, β)-approximation algorithm, then
there is a polynomial-time ((1 + c′αδ) · ρ(βλ) + cαδ)-
approximation algorithm for Π on any graph that is
(δ ·OPTΠ(G))-close to the class Cλ.
We note that an (α, β)-approximation is one which
uses at most α times the optimal number of edits needed
to reach a graph in class Cλ and returns a graph which
is in class Cβλ (i.e. if Cλ is the class of graphs with
treewidth at most λ, the returned graph has treewidth
at most βλ). Demaine et al. demonstrated precisely
how the ingredients of the framework fit together to ob-
tain new approximations [3], and we refer the interested
reader to this work for more details.
We consider Vertex Cover under the edit oper-
ation of vertex deletion. As noted in [3], the stability
constant is c′ = 0 (deleting vertices cannot increase the
size of a minimum size cove), and the lifting constant
is c = 1 for Vertex Cover, since the union of the
deleted vertices and any solution S′ on G′ is a vertex
cover of G. Thus, by Theorem 2.1, Vertex Cover has
a (1 +
√
log(n)δ)-approximation for any graph G with
an edit set of size (δOPTVC(G)).
2.2 Vertex Cover 2-Approximations Vertex
Cover admits two straight-forward 2-approximations.
The best known, referred to here as standard, was dis-
covered by both Gavril and Yannakakis [18], and repeat-
edly selects an arbitrary edge (u, v) in G, places both
endpoints in the cover, and sets G = G[V \ {u, v}]. It is
clear that whenever an edge is removed from G it is inci-
dent to a node which has been added to the cover, thus
every edge is covered. Note that every edge must have
at least one of its two endpoints in the cover. Since ev-
ery edge that we selected is independent from the other
edges selected, any optimal solution must contain at
least one of the two nodes from each selected edge.
The second 2-approximation, which we refer to as
DFS, follows from the work of Savage [20] and constructs
a cover C by taking all of the non-leaf vertices from a
depth-first search tree of the graph. Clearly this is a
vertex cover as every edge touches an internal vertex.
Further, the DFS tree has a matching with at least
|C|/2 edges. Because these edges are independent, at
least one endpoint must be a part of any valid cover,
and thus C is a 2-approximation.
We compare the effectiveness of structural rounding
with both of these 2-approximations. There are also
more complicated methods which yield slightly better
approximation factors; namely a 2 − Θ(1/√log |V |)-
approximation [12] and a 2/(1 + δ)-approximation in
δ-dense graphs [13]. We do not compare against these
algorithms due to their higher complexity.
2.3 Odd Cycle Transversals An odd cycle
transversal is a set of vertices whose removal leaves
a bipartite graph. Thus, graphs with “small” odd
cycle transversals, or OCT sets, are referred to as
“near-bipartite,” and this notion naturally arises in
many applications [7, 17, 21]. We use O to generally
denote an OCT set, and given an OCT set for a
graph G = (V,E), we let B = V \ O. The subgraph
induced on B is bipartite with parts L and R; and we
let nL = |L|, nR = |R|, and nO = |O| for an OCT
decomposition (O,L,R). While finding a smallest OCT
set is NP-hard, efficient parameterized [10, 16] and
approximation [1] algorithms exist. We point out that
the approximation factor in [1] is O(
√
log(n)), and
thus using this as our editing algorithm in structural
rounding leads to an approximation factor which is
Ω(1).
While finding an optimal OCT set is hard, recent
implementations [5] of a heuristic ensemble alongside al-
gorithms from [2, 9] alleviate concerns that finding a
good OCT decomposition creates a barrier to usability.
For the sake of testing the efficacy of structural round-
ing, the OCT sets do not need to be optimal. We make
use of a simple algorithm to find OCT sets: find two
disjoint maximal independent sets and let the remain-
ing vertices be our OCT set. See Section 5.2 for more
details on how we carry out this process.
3 Lifting Algorithms
In this section, we describe different lifting strategies
for using structural rounding on Vertex Cover. To
formalize notation, we let S′ denote the solution on the
edited-to instance G′, and let X be the edit set. We let
the non-selected vertices from G′ be denoted I. Each
lifting strategy finds a set L such that L∪S′ is a solution
on G. Since we work with vertex deletions in this paper,
X ⊆ V (G) and V (G′) ∪ X = V (G). For a given S′,
we use L∗ to denote the optimal lift, which is used to
measure the quality of the various lifting strategies when
appropriate.
3.1 Na¨ıve Lifting The simplest lifting strategy,
naı¨ve (from [3]), is to let L = X. Clearly all edges
in G[I ∪X] have at least one endpoint in X, thus this
is a valid strategy. It also aligns with Theorem 2.1 and
Definition 3 giving lifting constant c = 1. However,
there are no guarantees about the quality of this tech-
nique relative to L∗. Depending on the structure of X,
|L∗| may be Θ(|X|) or Θ(1), meaning that naı¨ve could
be near-optimal, or very far from it.
3.2 Greedy Lifting A simple improvement upon
naı¨ve is to avoid inclusion of unnecessary vertices which
already have all of their neighbors in the cover, which
we refer to as the greedy technique. We achieve this
by iterating over X in an arbitrary order, maintaining a
list of vertices outside the cover U , where initially U = I
and L = ∅. For each vertex v, if it has a neighbor in
U we add it to L, otherwise we add it to U . Thus, in
order for a vertex to be added to L, it must cover an edge
where the other endpoint is not a part of the solution.
Note that this strategy takes O(m) time. While the
returned solution is guaranteed to be no larger than
the solution returned by naı¨ve, it still suffers from not
having any guarantee on solution quality relative to L∗.
3.3 2-Approximation Lifting While the two afore-
mentioned strategies are good candidates for their sim-
plicity and efficiency, we would prefer an approach
with a theoretical guarantee. One natural candidate
for lifting is using one of the Vertex Cover 2-
approximations from Section 2 on G[I ∪X], refered to
as apx. Such a lift is guaranteed to be at most twice the
size of L∗. However, we note this may return solutions
which are larger than X.
3.4 oct-first Lifting A natural extension to run-
ning a 2-approximation on G[I ∪X] is to instead run it
on G[X], obtaining a partial lift solution, L2. Then, if
we let the nonselected vertices from X be denoted as X ′,
G[X ′ ∪ I] is a bipartite graph, and we can exactly solve
in polynomial time [8] and find L1. Note that L2 ∪ L1
form a valid lifting solution. We are able to compute
an approximation factor on the quality of this lift by
comparing the sizes of L1 and L2.
Note that because each edge branched on in
standard (or in the matching if using DFS) is indepen-
dent, at least one vertex per edge must be included as
part of any vertex cover. Thus, any lifting solution must
have size at least |L2|/2. Further, all of these edges are
independent from the edges in G[X ′∪I]. When covering
the edges in G[X ′ ∪ I], no fewer than |L1| vertices can
be used. Thus, any valid lifting solution must contain
at least |L2|/2 + |L1| vertices and |L∗| ≥ |L2|/2 + |L1|.
If we let p be the proportion of vertices added
during Hopcroft-Karp (p = |L1|/(|L1| + |L2|)),
we can rewrite our lower bound on |L∗| as
(|L1| + |L2|)((1 − p)/2 + p) = (|L1| + |L2|)(1 + p)/2.
Thus, 2|L∗|/(1 + p) ≥ |L1| + |L2|, and oct-first
lifting yields a 2/(1 + p)-approximation. Note that the
approximation factor will range from 1 to 2.
3.5 bip-first Lifting A logical alternative to
oct-first lifting is to flip the order of the steps,
and first solve on the bipartite subgraph induced on
the edges between I and X before running a 2-
approximation on the remaining edges. We refer to this
method as bip-first lifting. Once again, we let the
set of vertices which are given by the bipartite (exact)
phase be denoted L1 and the vertices given by the ap-
proximation portion of the algorithm be denoted L2.
Unfortunately, we are unable to obtain an approxi-
mation factor as we did with oct-first lifting. While
it is clear that any lift must contain at least L1, we can-
not make any stronger guarantee. As a simple example,
if the edges between I and X form an even-length cy-
cle and every other vertex on the cycle has a pendant,
Hopcroft-Karp may return the cycle vertices without
pendants. Then, bip-first lifting would select all of
the vertices, which is three times more than was neces-
sary.
If we define p as we did before (p = |L1|/(|L1| +
|L2|)), we can still obtain an approximation factor
better than 2 when p is large, namely 1/p. Thus,
when p > 0.5, we get better than a 2-approximation.
We speculate that this method will still prove useful in
practice as there are likely to be many edges between
I and X when the edit set is found via any reasonable
technique.
3.6 Recursive Lifting One final type of lift comes
from applying structural rounding as the lifting method.
That is, after finding the partial solution in G′, run
structural rounding again. The precise manner in which
this occurs can be done in several different ways. The
first, recursive, is to completely re-run structural
rounding on G[I ∪ X] by finding a new editset on this
subgraph and repeat. The second, recursive-oct, is
to run structural rounding on G[X], after which the
only uncovered edges will form a bipartite graph be-
tween X and I which can be solved exactly. A final
option, recursive-bip, would be to first exactly solve
on the edges between X and I and then run structural
rounding on any uncovered edges in G[X]. For each of
these methods, we use naı¨ve in the structural rounding
component of the approach, but any of the aforemen-
tioned lifting techniques could be used. Further, while
we only do one recursive step, one could recursively use
structural rounding as the lift until exhaustion. It is
worth noting that the approximation factor of these ap-
proaches depends on how well you are able to edit to
the class of interest when rounding.
4 Experimental Setup
In this section, we describe our datasets, along with
how we measure approximation quality, and the hard-
ware used for all experiments. In order to experi-
mentally evaluate the effectiveness of structural round-
ing, we executed each of the aforementioned Vertex
Cover approximation algorithms on a large corpus of
synthetic “near-bipartite” graphs with varied structure
(controlled by generator parameters, see Section 4.1),
as well as a collection of 130 real-world networks.
4.1 Synthetic Data Recall that we use nO, nL, and
nR to denote the sizes of O, L, and R in an OCT
decomposition where O is the OCT set and L and R are
the bipartite parts. For convenience, throughout this
section, we assume nL ≥ nR and let nB = nL+nR. Our
synthetic data was generated using a modified version
of the random graph generator of Zhang et al. [23]
that augments random bipartite graphs to have OCT
sets of known size. The generator allows a user to
specify the sizes of L, R, and O, the expected edge
densities between L and R, O and L ∪ R, and within
O, and the coefficient of variation (cv; the standard
deviation divided by the mean) of the expected number
of neighbors in L over R and in L ∪ R over O. The
generator is seeded for replicability.
Initially, we created graphs with each combina-
tion of nL/nR ∈ {1, 2, 10, 100}, expected edge den-
sity within O ∈ {0.001, 0.01, 0.05}, between O and
L ∪ R ∈ {0.01, 0.05}, and between L and R ∈
{0.001, 0.005, 0.01}, nO/n ∈ {0.01, 0.05, 0.1, 0.25, 0.4},
and cv of the expected number of neighbors in L ∪ R
over O ∈ {0.5, 1.5}. We set nL, nR, and nO based on
the other parameters so that the expected value of m
was 4 million.
We also generated graphs with 40 million and 200
million expected edges after paring down the parameter
space to eliminate variants with little to no impact
on solution quality. We provide more details on the
parameter down-selection in Section 6.1. On the larger
graphs, we only ran the 2-approximations, naı¨ve and
greedy lifting, and the most effective lifts from the 4
million edge data, oct-first and recursive-oct. We
also created a collection of synthetic graphs with 100K
edges over the entire parameter space for the purpose
of testing different implementations.
We further distinguish two scenarios in the 4M
corpus. While each graph has an OCT decomposition
which corresponds to the specified parameters given
by the generator, it does not mean that the OCT
heuristic employed will find this partition. Thus, we ran
our algorithms on the 4 million edge graphs with two
approaches; (i) with the OCT decomposition prescribed
n m avg. degree |O|/n
min 9 8 1.77 0
max 556686 987091 326.851 0.984
median 1104.5 2984 4.867 0.256
mean 18859.164 64881.578 14.092 0.343
Table 1: Summary statistics of real-world corpus.
to be the exact one given by the generator (4M-pre) and
(ii) with an OCT decomposition which is procured by
our heuristic (4M-pro). We observed that differences
in outcomes were minor (see Figure 3) and use only
approach (ii) on the 40M and 200M corpuses because
of it being a more realistic scenario in practice. The
prescribed approach does have the benefit of allowing
us to determine the impact that the different generator
parameters had on the solution quality of each strategy,
which we observe in Section 6.1.
4.2 Real World Data The real world corpus is a
set of 130 graphs from various domains including social
networks, physical infrastructure, biology, diseases, and
compilation dependencies taken from [19]. These net-
works vary widely in size, average degree, and relative
OCT size (see Table 1). We note that despite the vari-
ation in average degree, most of the graphs in the real
world corpus are substantially sparser than any of the
synthetic graphs used.
4.3 Measuring Quality In order to measure the
quality of an approximate solution, we compute the ra-
tio of its size to half of the “worst-case” 2-approximation
(the maximum cover size found by any 2-approximation
run); we refer to this as the approximation ratio. For
example, if some 2-approximation returns a cover of
size 100, we know an optimal solution has at least
50 vertices, and a cover of size 75 is at-worst a 1.5-
approximation.
Method
std-high std-low std-rand DFS
avg. size 3340.617 3647.758 3531.626 3397.374
Table 2: Mean approximation sizes for 2-
approximation variants on the 100K corpus. We employ
three edge selection techniques for standard: incident
to a high-degree vertex (std-high), incident to a low-
degree vertex (std-low), and arbitrarily (std-rand).
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Figure 1: Mean relative OCT sizes for OCT decom-
position algorithms on the 100K corpus, partitioned by
prescribed OCT ratio. Approaches include a BFS-based
technique (bfs), and the construction of two maximal
independent sets with three vertex selection rules: ar-
bitrarily (random), by minimum initial degree (no re-
sort), and by minimum degree with re-sorting (re-sort).
4.4 Hardware All experiments were run on identical
hardware; each server had four Intel Xeon E5-2623 v3
CPUs (3.00GHz) and 64GB DDR4 memory. The servers
ran Fedora 27 with Linux kernel 4.16.7-200.fc27.x86 64.
The code is entirely written in Python 3 and run using
version 3.6.5. Our code is open source under a BSD
3-clause license and publicly available [15].
5 Implementation
In this section, we provide details on algorithm imple-
mentation along with data supporting experimental de-
sign decisions.
5.1 2-Approximation Variants We tested four dif-
ferent 2-approximations for Vertex Cover including
DFS of [20] and three variants of standard over all
of the synthetic graphs with 100K edges in expecta-
tion. Specifically, the three standard variants differed
on how edges were selected. The edge selection tech-
niques tested were random selection, a random edge
incident on a high degree vertex, and a random edge
incident on a low degree vertex which we will refer to
as std-rand, std-high, and std-low respectively. As
seen in Table 2, the best performing 2-approximation
for Vertex Cover was generally to use std-high.
This approach almost always outperformed std-rand
on the synthetic graphs. Conversely, std-low almost
always performs worse, providing us with the highest
possible lower bounds on the optimal solution size. Us-
ing DFS did occasionally produce smaller solutions than
standard. However, in over 50% of parameter settings
it performed worse, and likewise on average, it produced
Figure 2: Distribution of procured OCT sizes relative to
prescribed OCT sizes found on the 100K corpus via the
heuristic OCT algorithm with re-sorting. The mean of
each distribution is given by the orange bars on the plot.
11 outliers were collected and shown at 2.25 in the first
two distributions to preserve the scale. Note that these
values are still considered in the mean. A ratio of 1 or
smaller indicates that the heuristic OCT set approach
found a better OCT set than the one prescribed by the
generator.
larger solutions. Since DFS is also randomized, we chose
to use standard to maximize performance and not re-
quire additional trials for each graph.
5.2 Finding OCT Sets We compared two heuristic
approaches to finding small OCT sets on the 100K cor-
pus. We found that greedily constructing two maximal
independent sets generally outperformed using a BFS-
search, where we fix a BFS-ordering, and greedily add
each vertex in order to the left or right if possible, and
otherwise to the OCT set (see Figure 1). We note that
the performance of the maximal independent set heuris-
tic crucially depends on not only choosing minimum de-
gree vertices first, but also on updating the degree of
each vertex and re-sorting as vertices are added to the
independent set. When the vertices are not re-sorted
or are chosen randomly, we frequently found OCT sets
that far exceeded what we expected based on the gen-
erator’s parameter settings. When testing the BFS-
coloring heuristic, we notice that despite offering a speed
advantage over the re-sorting algorithm, the OCT sets
produced are almost always substantially larger. Fur-
thermore, BFS-search loses its speed advantage when
random vertices are chosen while still producing larger
OCT sets. Since heuristically finding an OCT set is
rarely the bottleneck in a structural rounding approxi-
mation, we opted to use the maximal independent set
strategy with re-sorting.
Even when we use the maximal independent set
heuristic with re-sorting, we have no guarantees that
the algorithm will produce the same OCT set as the
one prescribed by the generator. In Figure 2 though,
we show that in the majority of graphs in the 100K
corpus, the heuristic OCT algorithm finds OCT sets of
comparable size to those prescribed by the generator.
5.3 Converting Maximum Matchings Unlike the
popular NetworkX package in Python, our implementa-
tion for converting a maximal matching found in a bi-
partite graph to a vertex cover is done iteratively and
not recursively, allowing it to be somewhat faster. We
avoid using recursion when possible in all functions in
our codebase, particularly in implementations of depth-
first search.
5.4 Variance Between Runs
We ran each algorithmic component of our frame-
work 50 times on the 100K synthetic corpus to test the
amount of variance in the runtimes. In all cases, the
maximum ratio of variance to mean averaged over the
corpus was at most 0.0004, giving us confidence that a
single trial of each graph-algorithm combination would
result in a representative runtime. We include all of the
variance results in the appendix.
6 Experimental Evaluation
We begin by describing the three key findings from our
empirical evaluation of the structural rounding frame-
work, then discuss in greater detail the impact of struc-
tural variation in the input (as prescribed by generator
parameters, Section 6.1), results in the procured decom-
position setting (Section 6.2), and finally results on the
real-world corpus (Section 6.3).
1. Structural rounding consistently outperforms
traditional approximation techniques. Both standard
and DFS perform considerably worse than structural
rounding-based methods when averaged over our en-
tire corpus of graphs in both the prescribed and pro-
cured settings (left panel of Figure 3). Because struc-
tural rounding is a more involved technique, it tends to
take at least twice as long to run compared to the 2-
approximations (right panel of Figure 3), but absolute
runtimes remain very low and usable in practical set-
tings. The bottleneck for this configuration of structural
rounding is solving vertex cover exactly in the edited
graph which can take up to 30 seconds in the 200M
corpus. Both naı¨ve and greedy lifting finish almost
instantaneously even in the 200M corpus.
2. Naı¨ve and greedy are often comparable with
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Figure 3: Average approximation ratios (left) and relative runtime (right) on the full synthetic corpus, partitioned
by expected number of edges. For 4M edge graphs, we use both procured (“pro”) and prescribed (“pre”) OCT
decompositions. Runtimes are given relative to that of standard, which is fastest on average (mean runtimes:
1.511s on 4M-pro, 1.502s on 4M-pre, 20.551s on 40M, and 136.779s on 200M). For structural rounding approaches,
the time it takes to find the OCT decomposition is accounted for in the runtime (note that for 4M-pre, this
contributes zero since the decomposition is given as input).
more sophisticated lifting approaches. The quality of the
simpler lifts for Vertex Cover are roughly the same
(and sometimes better) than that of the other structural
rounding lifts (left panel of Figure 3). Given the
additional time (right panel of Figure 3) and memory
the more advanced lifts require, greedy combines the
efficiency of traditional techniques and the accuracy of
more sophisticated lifting.
3. There are settings where the more sophisticated
lifting approaches outperform naı¨ve and greedy. In
the procured setting, the smarter lifting techniques
outperform naı¨ve and greedy by the most when the
ratio nL/nR is largest, the cv between O and {L,R}
is largest, the expected edge density in O is smallest,
and the the proportion of the graph in O is largest (see
Figure 4 for examples of the latter two). This behavior
is seen on a lesser scale on the larger graphs. In the
prescribed setting, the difference is less pronounced and
recursive-bip tends to distinguish itself the most from
naı¨ve and greedy, namely when the ratio nL/nR or the
cv between O and {L,R} is largest, or the proportion
of the graph in O is smallest.
We include all of the results from our experiments
in the appendix. Throughout the paper we color our
figures based on the dataset they represent as follows;
blue is an aggregate view of the large data (≥ 4M
expected edges), green is the supplementary data (100K
expected edges), red is the procured setting of the 4M
expected edge data (4M-pro), purple is the prescribed
setting of the 4M expected edge data (4M-pre), orange
is the 40M expected edge data, and grey is the 200M
expected edge data.
6.1 Impact of Generator Parameters
We now discuss how each of the generator parame-
ters impact the various lifting methods. We utilize the
prescribed data (4M-pre) to measure these effects, as
this allows us to isolate the variables.
|L|/|R|. When this ratio is 2, 10, or 100,
recursive-bip lifting is the optimal strategy. However,
when it is 1, it does significantly worse, and greedy is
the best option. It is likely that this is because I, the
set of vertices not selected when solving on the edited-to
graph G[L∪R], is smaller than in the other cases. Then
when recursive-bip solves on the edges between X
and I it picks up most of I, which is unnecessary because
most of these edges will be covered by the solution on
X. When compared to the worst-case 2-approximation,
all of the structural rounding methods do best when
the ratio is 2 and 10. Due to the lack of distinction be-
tween these two settings, we only use ratios of 1, 10, and
100 when generating larger graphs. DFS monotonically
worsens as this ratio increases, and is always worse than
standard.
cv between O and {L,R}. recursive-bip is the
best method in the higher setting, while greedy is best
in the lower setting. In general, the approximation fac-
tors of the structural rounding methods are lower when
the cv is lower. Interestingly, there is no difference be-
tween the settings when using 2-approximation lifting.
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Figure 4: Two settings when more sophisticated lifting
strategies outperform naı¨ve/greedy on the 4M-pro
data. We partition graphs based on two generator
parameters: relative OCT set size (top), and expected
edge density within O (bottom).
Both 2-approximations also do better when the cv is
smaller.
|O |/n. For the four smallest settings (see Fig-
ure 5, top), recursive-bip is among the best ap-
proximations. However, for the largest OCT ratio
(0.4), greedy is the optimal approach, and naı¨ve,
oct-first, and recursive-oct are all more effective
than recursive-bip. This shift is likely due to the edit
set X being larger relative to I, the set of vertices not
selected when solving on the edited-to graph G[L ∪R].
Similar to our observations when varying |L|/|R|, it is
likely that recursive-bip unnecessarily adds a major-
ity of I, inflating its solution size.
Expected edge density in O. recursive is
the best strategy in the highest density setting, while
greedy does best in the two lower settings (see Fig-
ure 5, bottom). In fact, recursive is by far the worst
structural rounding approach for the lowest OCT den-
sity setting. This is likely due to the extreme sparsity in
the edit set in this setting, and thus recursive finds a
large OCT set when re-running structural rounding on
G[I ∪ X], which in turn gets completely added to the
solution due our using naı¨ve for this step. One par-
ticularly interesting observation is that the structural
rounding approaches tend to be split on whether they
are best at higher or lower density settings, and five of
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Figure 5: Impact of the generator parameters on the
various lifting methods. The top heatmap shows the
effect of varying |O|/n and the bottom heatmap shows
the effect of varying the expected edge density within O.
them are worst on the moderate setting. This behav-
ior was only observed for recursive-bip in the pro-
cured setting, and due to the minor difference between
0.01 and 0.05, we only used the two extreme settings
when generating larger graphs. Both 2-approximations
do best when the density is higher.
Expected edge density between O and {L,R}.
In both settings, greedy is the best lifting strategy.
All of the structural rounding approaches have better
approximation factors when this expected density is
smaller, as does DFS. However, standard does better
in the larger density setting. The magnitude of these
differences tends to be small, so we did not vary this
value on the larger graphs.
Expected edge density between L and R.
Once again, greedy is the optimal strategy in all
settings. There is minimal impact of the quality of
structural rounding when compared to the worst-case 2-
approximation, and thus we did not vary this parameter
on the larger graphs. The 2-approximations also did not
vary much based on this density.
6.2 Procured Results While our findings on the
procured data are generally consistent with the pre-
scribed data, we observe the following anomalies. When
nL/nR = 2, recursive-oct does slightly better than
recursive-bip on the 4M edge graphs, while on the
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Figure 6: Correspondence between the size of the procured OCT set and solution quality across 4M-pro (green),
40M (blue), and 200M (red) corpuses; only graphs generated with parameters used in all experiments are included
for consistency. The data is partitioned by prescribed relative OCT size |O|/n, with 0.05 shown at left and 0.25
at right. We observe that performance is most consistent when the procured decomposition has OCT size close
to the prescribed value.
larger graphs oct-first is the optimal approach for
the larger ratio settings. When the expected number of
edges is 40M or 200M, DFS does best when nL/nR = 10.
recursive is the optimal strategy when the cv between
O and {L,R} is 0.5 for the graphs with 4M edges,
while oct-first is preferred in this setting on the larger
graphs. When nO/n = 0.4, the best approach on the
4M edge graphs is via recursive-oct, while oct-first
and greedy perform best on the 40M and 200M edge
graphs under all settings. recursive is not the worst-
performing method on the 4M graphs when the ex-
pected density with OCT is 0.0001, which is likely due to
the observed OCT set not having this extreme sparsity.
There is little difference over the OCT density among
the structural rounding approximations on the 200M
graphs, while oct-first is best on the 40M graphs
when the OCT density is low. recursive-oct is the
best strategy on the 4M edge graphs when expected den-
sity between O and {L,R} is higher, while recursive
is optimal for the lower setting. Regarding the expected
edge density between L and R, recursive-oct is the
best lifting technique under all settings.
We observe similar behavior at all three scales of the
procured data when we distinguish the graphs based on
specific generator parameter values. This is highlighted
in the data in the appendix where we split the data
based on the generator value of nO/n. Generally the
graphs of all three sizes behave comparably when the
observed size of O is close to that of the generator.
When the procured proportion is greater than the
prescribed value, we see more distinction among the
sizes, as generally the found OCT sets are larger in
the 40M and 200M settings (in all but the nO/n = 0.4
setting), resulting in slightly worse solution quality in
the larger graphs.
6.3 Real-world Experiments
Lastly, we ran our collection of algorithms on a
corpus of real-world graphs compiled from various sci-
entific, sociological, and technological domains. Since
these graphs are much sparser than any of the synthetic
graphs we tested (average degree less than 2 in some
cases), finding the OCT set became a bottleneck in a
few of the larger graphs. To remedy this, we used ran-
dom edge selection in the heuristic OCT algorithm to
keep runtimes low. Additionally, since the graphs are
so sparse, this choice had minimal impact on the per-
formance of the structural rounding algorithms. Over-
all, we see that structural rounding outperforms the 2-
approximations.
In Figure 7, we observe that structural rounding
performs better in a large number of graphs across all
sizes. Furthermore, we see that when graphs have small
OCT sets, structural rounding consistently produces
smaller solutions. Even on graphs with large OCT
sets, structural rounding matches the solution quality
of the 2-approximations, delivering well beyond its
comparatively weak theoretical guarantees. Lastly, we
note that the structural rounding algorithms finish
reasonably quickly, taking less than 10 seconds to run
on graphs with nearly a million edges and over half a
million vertices.
6.4 Heuristic Comparison
Figure 7: The best approximation ratios achieved by 2-approximations (in red) versus structural rounding (in
blue) on graphs from the real-world corpus. The ratios are computed by comparing the best 2-approximation or
structural rounding result with the worst 2-approximation. The 2-approximations considered are DFS, std-high,
and std-low. The lifting algorithms used are greedy, oct-first, and bip-first. On the left, we plot these
ratios against the number of edges in the graph on a log scale, while on the right, we plot the ratios against the
proportion of the graph in the OCT set.
Although structural rounding outperforms common
approaches for approximating vertex cover, we also
questioned whether structural rounding would be com-
petitive against state of the art heuristics. In or-
der to compare the performance of structural round-
ing against heuristics, we tested performance against
a simple greedy heuristic which repeatedly adds the
vertex covering the most uncovered edges until every
edge is covered. We ran heuristic on the 4M-procured
data set. In Table 3, we see that heuristic ran in less
time for graphs with small oct sets while producing solu-
tions nearly as small as structural rounding. In graphs
with larger oct sets, heuristic becomes slower than
greedy and naı¨ve lifting, but performs much better
while still running faster than more sophisticated lifting
techniques needed to achieve the best structural round-
ing results. In summary, for use cases where an approx-
imation guarantee is not required, structural rounding
is unlikely to be preferred over simple heuristics due
to the increased runtime. The tradeoff with more so-
phisticated (and thus costly) heuristics is less clear and
requires further experimentation.
7 Conclusion
In this work we provide the first implementation and
empirical evaluation of structural rounding and demon-
strate that structural rounding provides better ap-
proximations for Vertex Cover than traditional ap-
proaches on a large corpus of widely varying graphs.
These results highlight the importance of experimen-
tally evaluating theoretical approaches. While the
structural rounding framework for Vertex Cover un-
der vertex deletion to bipartite graphs has weaker the-
oretical guarantees than the traditional methods, its
practical performance is much stronger. We introduced
a suite of more sophisticated lifting algorithms but
showed that the simple greedy approach was extremely
competitive in most scenarios
While this paper concerns itself with editing to
bipartite graphs and solving Vertex Cover, there is
an abundance of interesting and unexplored directions.
One might consider editing to graph classes other than
bipartite, e.g. classes suggested in [3] including bounded
degeneracy and bounded treewidth. The promise of
more sophisticated lifting approaches on other problems
such as Independent Set, Dominating Set, and
Feedback Vertex Set is also unclear. While we are
interested in finding new lifting algorithms for problems
other than Vertex Cover, the success of naı¨ve and
greedy indicated in this paper leads us to believe that
it is reasonable to anticipate similar results for other
problems. Finally, we would be interested in comparing
the effectiveness of structural rounding when using other
edit types, namely edge deletion and edge contraction,
with that of using vertex deletions.
OCT Ratio
.01 .05 .1 .25 .4
heuristic time 3.37 3.19 3.09 2.93 2.90
sr-greedy time 7.51 4.58 3.37 1.84 0.77
heuristic size 15446 12392 11548 11676 12794
sr-greedy size 15395 12381 11661 12121 15189
sr-best size 15394 12352 11512 11633 12741
Table 3: Comparison of average solution sizes and av-
erage runtimes between the heuristic strategy, struc-
tural rounding with greedy lifting, and the best struc-
tural rounding result.
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A Complete Experiment Results
Here we give the complete results of our experiments, as described in Section 6. We split our data into subsections
based on the parameter which was varied. Recall the color scheme we use for our data; red is the 4M expected
edge data (procured), purple is the 4M expected edge data (prescribed), orange is the 40M expected edge data,
and grey is the 200M expected edge data.
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Figure 8: The mean approximation ratios for each large synthetic expected edge setting, separated by |L|/|R|.
A.2 Coefficient of variation between O and {L,R}
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Figure 9: The average approximation ratios over all synthetic graphs with 4-million expected edges in the
prescribed setting, with 4-million expected edges in the procured, with 40-million expected edges, and with
200-million expected edges separated by the expected cv between O and {L,R}.
A.3 Ratio of OCT to n
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Figure 10: The average approximation ratios over all synthetic graphs with 4-million expected edges in the
prescribed setting, with 4-million expected edges in the procured, with 40-million expected edges, and with
200-million expected edges separated by the proportion of the graph which is in O.
A.4 Expected edge density within OCT
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Figure 11: The average approximation ratios over all synthetic graphs with 4-million expected edges in the
prescribed setting, with 4-million expected edges in the procured, with 40-million expected edges, and with
200-million expected edges separated by the expected edge density within O.
A.5 Expected edge density between OCT and {L,R}
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Figure 12: The average approximation ratios over all synthetic graphs with 4-million expected edges in the
prescribed setting and in the procured separated by the expected edge density between O and {L,R}.
A.6 Expected edge density between L and R
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Figure 13: The average approximation ratios over all synthetic graphs with 4-million expected edges in the
prescribed setting and in the procured setting separated by the expected edge density between L and R.
B Complete Variance Data
Here we include the complete variance data as mentioned in Section 5.4.
module avg. σ2/µ
DFS 2-apx 2.50e-05
Std. 2-apx 2.24e-05
OCT-finding 1.38e-04
bipartite-solve 7.86e-05
naı¨ve lift 4.53e-07
apx lift 1.18e-05
greedy lift 7.55e-07
oct-first lift 1.82e-04
bip-first lift 2.44e-04
recursive lift 3.86e-04
rec-oct lift 4.89e-04
rec-bip lift 2.83e-04
Table 4: We ran our framework 50 times on each graph in our corpus with 100000 expected edges, and for
each component of the framework we computed the variance of its runtimes divided by its mean runtime for each
graph. We report the average of this value over all graphs for each component of the framework.
C Procured setting: analyzing the effect of |O|/n in generator
Here we include figures for each of the five settings of |O|/n in our generator, which capture the observed
sizes of the OCT sets and the corresponding solution quality in the procured data.
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Figure 14: Correspondence between the size of the procured OCT set and solution quality across 4M-pro (green),
40M (blue), and 200M (red) corpuses; only graphs generated with parameters used in all experiments are included
for consistency. The data is partitioned by prescribed relative OCT size |O|/n. We observe that performance is
most consistent when the procured decomposition has OCT size close to the prescribed value.
