A general device is proposed, which provides for extension of exponential inequalities for sums of independent real-valued random variables to those for martingales in the 2-smooth Banach spaces. This is used to obtain optimum bounds of the RosenthalBurkholder and Chung types on moments of the martingales in the 2-smooth Banach spaces. In turn, it leads to best-order bounds on moments of the sums of independent random vectors in any separable Banach spaces. Although the emphasis is put on the infinite-dimensional martingales, most of the results seem to be new even for the onedimensional ones. Moreover, the bounds on the Rosenthal-Burkholder type of moments seem to be to certain extent new even for the sums of independent real-valued random variables. Analogous inequalities for (one-dimensional) supermartingales are given.
, where E j−1 stands for the conditional expectation given F j−1 .
Let M(X ) denote the class of all sequences (f j ) ∈ S(X ) that are martingales and M ind (X ), the class of all sequences (f j ) ∈ S(X ) having independent increments d j 's.
For any two nonnegative expressions E 1 and E 2 , let us write E 1 E 2 (or, equivalently, E 2 E 1 ) if E 1 ≤ AE 2 , and E 1 ≍ E 2 if E 1 E 2 E 1 . Here, A denotes a positive absolute constant.
We assume that inf ∅ = ∞, sup ∅ = 0, j∈∅ u j = 0, j∈∅ u j = 1.
Symbol indicates the end of a proof or a remark.
In section 2, some preliminary results on the 2-smooth Banach spaces and on the martingales in such spaces are given.
In section 3, a device is suggested, which provides for the extension of exponential inequalities for the sums of independent real-valued random variables to those for the martingales in the 2-smooth Banach spaces. In particular, by that means an exponential inequality for the martingales in the 2-smooth spaces optimal in terms of d * ∞ , s 2 ∞ is obtained, which is a generalization of an inequality of Bennett (1962) and Hoeffding (1963) .
In section 4, using methods of Burkholder (1973) and results of section 3, we obtain optimal (to the above defined relation ≍) upper bounds of the Rosenthal (1970 )-Burkholder (1973 type on moments of the martingales in the 2-smooth Banach spaces, i.e., optimal in terms of d * p , s 2 p , for p ≥ 2.
In section 5, via a modification of the martingale decomposition method by Yurinskii (1974) , we apply the inequalities of section 4 to obtain bounds of the Rosenthal-Burkholder type on f n − E f n p , p ≥ 2, for an arbitrary separable Banach space X , but only for f ∈ M ind (X ).
In section 6, we show that the inequalities derived in sections 4, 5 are optimal in the terms used. The key roles in the proof of the optimality are played by the results and methods of Pinelis and Utev (1984) .
In section 7, we obtain bounds on f n p , p ≥ 2, f ∈ M(X ), which are optimal in terms of n and S p p . We refer to them as to bounds of Chung type.
In section 8, inequalities for super-martingales (of course, in X = R) similar to those in sections 3, 4 and certain refinements for real-valued martingales are presented.
In section 9, some details are given. For instance, it is shown that, at least for the sums of independent random vectors, the bounds in Pinelis (1980) are equivalent to those in section 4.
Substantial part of the results was announced in Pinelis (1992) .
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Preliminaries
The definition assumed in this paper is slightly different from that given by Pisier [which required only that (2.1) hold for an equivalent norm], because, in the subsequent account, we would like to follow the dependence of certain constants on D, the constant of the 2-smoothness.
Substituting λx for y in (2.1), where λ ∈ R, one observes that except for
It is easily seen that the condition ( In particular, what is obvious and well-known, if X is a Hilbert space, then it is (2,1)-smooth.
is at least two-dimensional, i.e., if there exist For any Banach space (X , · ), we call a function Ψ:
smooth, D > 0, if it satisfies the conditions: Ψ(0) = 0,
Evidently, a Banach space (X , · ) is (2, D)-smooth if and only if its norm function is (2, D)-smooth.
The results stated in the subsequent sections for the norms of the martingales in the 2-smooth spaces can be extended to those for the (2, D)-smooth functions of martingales in any Banach spaces.
For any (2, D)-smooth function Ψ on a finite-dimensional Banach space (X , · ) and ε > 0, define
where γ is, say, a zero-mean Gaussian measure on X with support(γ) = X .
. . of any order, and the directional derivatives in any direction v ∈ X satisfy the inequalities
for all x ∈ X . Besides, for each x ∈ X , Ψ ε (x) → Ψ(x) as ε ↓ 0. [In this generalized sense, sufficient condition (2.2) is also necessary for a Banach space (X , · ) to be (2, D)-smooth; note that (2.1) may be considered locally -for any two-dimensional subspace containing x and y.]
PROOF. Among the statements of the lemma, only the first of the inequalities (2.4) is comparatively non-trivial. Observe that
One can assume that Ψ ε (x) = 0 for all x ∈ X . Now,
by Schwartz inequality.
We also need the following folklorish lemma.
LEMMA 2.3. Let (f j ) ∞ j=0 ∈ M(X ) be a martingale in a separable Banach space (X , · ) relative to a filtration (F j ) ∞ j=0 . Then for any ε > 0, there exists a martingale (f j,ε ) ∞ j=0 ∈ M(X ) relative to a filtration (F j,ε ) ∞ j=0 such that ∀j = 1, 2, . . . , f j,ε is a random variable having only a finite number of values, (2.5)
where g is any nonnegative convex real function on X .
PROOF. Consider the approximation f j,ε := E(f j |F j,ε ), where F j,ε is the σ-field generated by all the events of the form {f i ∈ B k,ε }, i = 0, 1, . . . , j, k = 1, . . . , k(j, ε), where ({B k,ε : k = 1, . . . , k(j, ε)}) ∞ j=0 is an increasing sequence of sets of balls in X of the radius ε such that k(0, ε) < k(1, ε) < k(2, ε) < . . .
[the existence of such a sequence of sets is guaranteed by the tightness of any probability measure on a separable Banach space].
Then, (2.5) and (2.6) are satisfied. The Jensen's type inequality g(f j,ε ) ≤
REMARK 2.4. Using the standard construction (f j∧n∧τ ) ∞ j=0 , where n = 1, 2, . . ., τ = inf{j: f j ≥ M } with large n and M , we will need only to consider the bounded stopped martingales. By Lemma 2.3 and Lemma 2.2, when proving subsequent results for the martingales in the 2-smooth spaces, we may and shall, without loss of generality, restrict the consideration only to the bounded stopped martingales (0, f 1 , . . . , f n , f n , f n , . . .) with each of f j 's having only a finite number of values in a finite-dimensional Banach space (X , · ) satisfying condition (2.2); for such martingales, we put f ∞ = f n . PROPOSITION 2.5. If f ∈ M(X ) and X is a (2, D)-smooth separable Banach space, then
PROOF. For j = 1, 2, . . ., put
In view of Remark 2.4, we may assume that g
, and so,
2 , j = 1, 2, . . . . It remains to sum up these inequalities.
The upper bounds provided by Theorems 15.1 and 21.1 of Burkholder (1973) can be immediately extended to the martingales in the 2-smooth separable Banach spaces. Let us state this as THEOREM 2.6. If f ∈ M(X ), X is a 2-smooth separable Banach space, a
if, moreover, g is convex, then
here, c 2.9 and c 2.10 depend only on c g .
PROOF repeats that in Burkholder (1973) with the following exceptions: 1) use · instead of | · |, and 2) use Proposition 2.5 instead of the identities (in the notation therein):
It is well-known [see (11.1) in Burkholder (1991) ] that (Ap) p is optimum for c 2.10 at least if X is a Hilbert space. As to optimum bounds like (2.10) for conditionally symmetric martingales, see section 4 below.
3. Exponential bounds on tail probabilities for the martingales in the 2-smooth spaces.
Banach space, and λ > 0 is such that Ee λ dj < ∞ for j = 1, 2, . . . . Then for all r ≥ 0,
We shall obtain this theorem as a particular case of the following result for the (2, D)-smooth functions defined in section 2.
THEOREM 3.2 . Suppose that f ∈ M(X ), X is any separable Banach space, λ > 0 is such that Ee λ dj < ∞ for j = 1, 2, . . . , and a function Ψ is (2, D)-
and Remark 2.4, we may assume that u is Fréchet-differentiable, |u
Consider now ϕ(t) := E j−1 cosh(λΨ(f j−1 + td j )), |t| ≤ 1. In view of (3.3) and Remark 2.4,
is a martingale, and therefore,
(1 + e i ), j = 1, 2, . . . , one has a positive supermartingale. Hence, if τ := inf{j: Ψ(f j ) ≥ r}, then EG τ ≤ EG 0 = 1, and so,
Now, (3.1) follows from Chebyshev's inequality and cosh u > e u /2; (3.2) is elementary.
REMARK. For f ∈ M ind (R), i.e., for the sums of independent zero-mean realvalued random variables, the following is used as a starting point when proving exponential inequalities:
Thus, Theorem 3.1 provides a similar starting point for f ∈ M(X ), X being 2-smooth. [In this sense, it is analogous to the results of Pinelis and Sakhanenko (1985) for the sums of independent random vectors.] A general method of obtaining exact exponential inequalities for the sums of independent real-valued random variables is proposed in Pinelis and Utev (1989) . So, for the martingales in the 2-smooth spaces, these two devices taken together produce analogues of exact "independent real-valued" exponential bounds. For instance, this remark easily leads to the following analogues of classical results of Bernstein and Bennett (1962)-Hoeffding (1963) [cf. Theorem 9 and 3, resp., in Pinelis and Utev (1989) ].
THEOREM 3.3. Suppose that f ∈ M(X ), X is a (2, D)-smooth separable Banach space, and
for some Γ > 0, B > 0 and m = 2, 3, . . . . Then for all r ≥ 0,
PROOF. Under the conditions given,
It remains to minimize the R.H.S. in λ.
Banach space, and
Now Theorem 3.1 yields
and the minimization in λ gives (3.4). Inequality (3.5) is trivial.
In the special case X = L 2 , a bound similar to (3.4), but somewhat weaker, was proved by Kallenberg and Sztencel (1991) ; their method seems to be confined only to Hilbert spaces.
Theorem 3.4 was proved in Pinelis (1992) for X = L p , p ≥ 2; a version for the general 2-smooth spaces was given therein too, but with another, greater constant in place of D.
PROOF is the same as that of Theorem 3 in Pinelis (1992) except that, in view of (3.3), one can use D 2 instead of B therein.
Theorem 3.5 can be improved in the special case of conditionally symmetric martingales.
THEOREM 3.6. Suppose that X is a (2, D)-smooth separable Banach space,
PROOF. Being conditionally symmetric, (f j ) is a martingale also relative to the sequence (G j ), where G j is the σ-field generated by F j and d j+1 ; see, e.g.
Lemma 10.2 in Burkholder (1991) . Now, the proof can be concluded as that of Theorem 3 in Pinelis (1992) : only the conditional expectations given G j 's are taken instead of those given F j 's, and
In the case when X = R and d j 's are simple functions, Theorem 3.6 was given in Hitczenko (1990a) .
An analogous result for sums of independent random vectors in arbitrary separable Banach spaces is given in Pinelis (1990) .
4.
A spectrum of Rosenthal-Burkholder type bounds on moments of the martingales in the 2-smooth spaces.
in particular,
where
Besides,
here, we have applied (3.5) with r = (
PROOF OF THEOREM 4.1. Argument in Hitczenko (1990) shows that we need to consider only the following two cases: 1) the increments d j 's are F j−1 -conditionally symmetrically distributed, and 2) f ∈ M ind (X ). But via the standard symmetrization formula X = X − X ′ , where X, X ′ are independent copies, one can easily reduce case 2) to 1). Thus, one can use Lemma 4.2.
Applying now Lemma 7.1 in Burkholder (1973) with
where ε is given by (4.5). Choose now, for any c ∈ [1, p],
Then β < 3,
thus, (4.1) is proved.
Let c p stand for the unique solution to the equation
The function g(c) :
, where α p := p/ ln(ep). Thus, z α < 2α. Now we see that (4.1) with c = z α yields (4.4).
For X = R, inequalities (4.3) and (4.2) were proved in Hitczenko (1990) and Hitczenko (1991) , resp.
A spectrum of bounds on moments of martingales in Hilbert spaces with bounded second conditional moments was found in Pinelis (1980) . It is essentially equivalent to (4.1) at least in the case of independent increments d j 's (see Proposition 9.2 below) but has a much more cumbersome expression.
The infimum in c of the R.H.S. of (4.1), evaluated in section 6 below, turns out to be an upper bound on f * p optimal in terms of d * p , s 2 p , the optimum choice of c depending, obviously, on .4) are optimal. The issue of optimality is treated rigorously in section 6.
and the increments d j 's are F j−1 -conditionally symmetrically distributed, then
PROOF. Consider f as a martingale relative to the sequence of σ-fields (G j ) defined in the proof of Theorem 3.6. Then s 2 = S 2 . Reasoning as in the proof of Lemma 4.2 but using Theorem 3.6 instead of Theorem 3.4, we see that
. It remains to choose, say, β = 2, δ = (0.1)p −1/2 and apply Lemma 7.1 of Burkholder (1973) .
REMARK. For conditionally symmetric martingales in Hilbert spaces, the exact constant A p in the inequality
was found [see Burkholder (1991, chapter 11) , Davis (1976) , Wang (1991) ]. For any real martingale with independent symmetrically distributed increments, it follows from the result of Whittle (1960) [proved correctly only for p = 2 and p ≥ 3] and of Haagerup (1982) that (4.8) takes place with the exact, in this "independent increments" case, constant A p = ξ p , where ξ ∼ N (0, 1), p ≥ 2.
Since ξ p ≍ √ p, the bound in Theorem 4.3 is optimal (to ≍).
REMARK. Bounds given in Theorems 3.1, 4.1, 4.3 are only possible in the 2-smooth Banach spaces, even if we need a bound like those in Theorem 4.1 for just one particular p. Indeed, all the mentioned here results imply f * p ≤ CD S 2 p for at least one particular p ≥ 2, some C > 0 and all Walsch-Paley martingales in X since, for those martingales, s 2 = S 2 ≥ d * . Thus, one has (4.7) with ε = (CDδ/(β − 1 − δ)) p , and so, f * 2 ≤ C 1 D S 2 2 for some C 1 > 0. It remains now to recall the characterization of the 2-smooth Banach spaces given by Pisier (1975) .
5. Applications: bounds on central moments of the norm of the sum of independent random vectors in arbitrary Banach spaces.
THEOREM 5.1. If f ∈ M ind (X ), (X , · ) is any separable Banach space, p ≥ 2, 1 ≤ c ≤ p, and x is any non-random vector in X , then for all n = 1, 2, . . .,
PROOF. We use the following modification of the method of Yurinskii (1974) , being stated here as LEMMA 5.2. For f ∈ M ind (X ), let F j be the σ-field generated by f 0 , f 1 , . . . , f j ;
is a martingale,
. . , n, and
PROOF can be found in each of the papers of Pinelis (1981 Pinelis ( , 1986 ), Pinelis and Sakhanenko (1985) . Since it is very short, we repeat it here for the reader's
. . , n, in view of the independence of d j 's; hence,
To complete now the proof of Theorem 5.1, apply Theorem 4.1 to the martingale (0, ζ 1 , ζ 2 , . . . , ζ n , ζ n , ζ n , . . .), ζ j 's defined in Lemma 5.2. Using the lemma and the inequalities of Minkowsky and Hölder, we see that
Finally, note that the constant of smoothness D(R) = 1. Now the statement of Theorem 5.1 is evident. -Jørgensen (1974) found the following extension of the Rosenthal's inequality for f ∈ M ind (X ), p ≥ 1:
Hoffmann
with c(p) depending only on p [it can be seen that the best choice of parameters in the method of Hoffmann-Jørgensen gives (5.5) with c(p) ≍ p].
For f ∈ M ind (X ), Pinelis (1978) proved that
which is also a generalization of the Rosenthal's (1970) inequality; the method can actually yield c 1 (
An inequality, implying (5.1), was obtained in Pinelis (1980) Using isoperimetric technique, Talagrand (1989) proved the following version of (5.5):
for f ∈ M ind (X ), p ≥ 1, which was also proved in Kwapień and Szulga (1991) by a different method. The Talagrand Modifications of the method of Yurinskii (1974) for f ∈ M ind (X ), allowing reduction of the problem of upper bounds on the L.H.S. of (5.1) for any separable
Banach space X to that of upper bounds on f n p for f ∈ M ind (R) were proposed in Berger (1991) [for x = 0] and in Pinelis (1992a) [with the best constant, for any x ∈ X ]; actually, instead of the power moment function u → |u| p , one can use any convex function there.
A straightforward application of Theorem 4.1 yields the following bounds in the case of sums of independent zero-mean random variables.
THEOREM 5.3. Suppose that f ∈ M ind (X ), X is a Hilbert space, p ≥ 2,
PROOF, in view of Theorem 4.1 and the equality D(X ) = 1 for any Hilbert space X , consists in the following trivial remarks:
As it was said in section 4, the results of Pinelis (1980) imply (5.1), (5.7);
it was also explained in that paper how to elicit bounds like (5.8) and (5.10) (for α = 4). Nevertheless, it is not obvious how to deduce a general inequality like (5.7) from the spectrum of bounds in Pinelis (1980) (again, we refer to Proposition 9.2). From this point of view, even in the classical case of sums of independent real-valued zero-mean random variables, (5.7) is apparently new.
An inequality similar to, say, (5.9), but with 2 p instead of p/ ln p, was probably first found by Rosenthal (1970) for f ∈ M ind (R), who also obtained a lower bound, which differs from the upper one by at most a factor depending only on p.
Rosén (1970) proved a result for f ∈ M ind (R), which implies the upper Rosenthal's bound for p = 2, 4, 6, . . . [this implication was unnoticed; to demonstrate it, one can put, in the notation of Rosén,
2 )]. Moreover, using some ideas of Dharmadhikari and Jogdeo (1969) , it is possible to deduce the upper bound by Rosenthal for all real p ≥ 2 from the Rosén's result.
A method like just described was used in the student diploma work of Pinelis (1974) to prove an upper bound of the Rosenthal type for f ∈ M ind (R) [via the Marcienkiewicz-Zygmund (1937) inequality, the lower Rosenthal bound was also obtained therein]. While the constants in Pinelis (1974) were implicit, the method could yield (5.9); regrettably, the results of Rosenthal (1970) and Burkholder (1973) had long remained unknown to the author, and so, the problem of the constants was not among the ones considered then by him as most urgent.
Inequality (5.9) for f ∈ M ind (R) and for sums of exchangeable random variables, with the proof that p/ ln p is optimal in (5.9), was first given by Johnson, Schechtman and Zinn (1985) .
A.I. Sakhanenko, a referee of the mentioned diploma work, upon having reviewed it, suggested another approach, giving in effect (5.8), again for f ∈ M ind (R) [see Nagaev and Pinelis (1977) ].
An inequality, similar to (5.10) with α = 4, was found by Sazonov (1974) .
All bounds in Theorems 4.1, 5.1, 5.3 are optimum. We shall prove the optimality in the next section, using results and ideas from Pinelis and Utev (1984) , where, in particular, for any p ≥ 2, sup{ f n p : f ∈ M ind (R), S 2 2 and S p p fixed} was computed up to ≍, which, for instance, implies all inequalities (5.7)-(5.10) for f ∈ M ind (R); also, it was noted in Pinelis and Utev (1984) that bounds like (5.8) and (5.10) [for α ≍ 1] represent in a certain sense the two extreme bounds in the spectrum of all optimal bounds on moments, the optimum value of a "spectrum parameter" depending on S p p / S 2 2 .
6. Optimality of the bounds on moments. Let us consider the following upper bounds for any a 2 > 0, a p > 0, p ≥ 2: We shall show that all the introduced bounds are ≍-equivalent to each of the following:
Theorem 6.1 below principally means that for any pair (a p , a 2 ) of the values of the characteristics used in the bounds (4.1), (5.1) and (5.7) there exists a value of the "spectrum parameter" c providing an optimum bound. Roughly speaking, it means that spectra (4.1), (5.1) and (5.7) are rich enough, so Theorem 6.1 may be called the "spectrum completeness theorem". It also means that it is not essential in this context values of which of the two pairs are fixed: d * p and s 2 p , or S p p and s 2 p .
THEOREM 6.1. For all p > 2, a 2 > 0, a p > 0 and for all separable Banach spaces (X , · ),
Proof is comparatively long and will be given later in this section.
The "spectrum" ca p + √ c e p/c a 2 , 1 ≤ c ≤ p, turns out to be not only "complete" but also "minimal" in the sense that for each c ∈ [1, p], there exist a p > 0, a 2 > 0 such that the "individual" bound ca p + √ c e p/c a 2 is the best possible. Let us now give the rigorous statement.
here any of the other 5 bounds B Proof will be given after that of Theorem 6.1.
The following proposition might seem analogous to Theorem 6.2, but it is less important since, for an "individual" value of α, (pα + 1) Proof will be given after that of Theorem 6.2.
REMARK. It is easy to see that Doob's inequality
(see also (1.4) in Burkholder (1973) ) remains true for all separable Banach spaces X . Therefore, one could replace f * p in the definition of B p by sup n f n p , and statements 6.1-6.3 would hold. This remark can be also deduced from the proof of these statements.
Proof of Theorem 6.1 is based on lemmas 6.4 -6.9 below.
LEMMA 6.4. If p > 2, m is a positive integer, m ≤ p/2, a p > 0, a 2 > 0, then
where B 2m,ind,sym,S may be defined by (6.6), (6.7) below.
, there exists the unique solution t n ∈ (0, n) to the equation g n (t n ) = (a p /a 2 ) p , and t n ↓ t ∞ as n ↑ ∞.
For any p > 0, a p > 0, a 2 > 0, and any integer n > a
Pr (d j = 0) = 1 for j = n + 1, n + 2, . . . , where
Then, for the so constructed f ,
as n → ∞, where
Z is a (symmetrized Poisson) random variable with the characteristic function
Hence, by the analogue of the Fatou lemma for the convergence in distribution [see, e.g., Theorem 5.3 in Billingsley (1968) ],
Consider now, for b 2m > 0, b 2 > 0,
The theorem in Pinelis and Utev (1984) states that 
where Z is defined by (6.4) [note the misprint in formula (7) of Pinelis and Utev (1984) : there must be A
Observe that for the f constructed above in this proof,
Now, (6.2), (6.1) and the inequality S p p ≥ d * p imply (6.9) t 1 2m
But (6.6), (6.7) show that B 2m,ind,sym,S is an increasing function in either of its arguments. Thus, using (6.5), (6.8), (6.9) and (6.3), we deduce
The lower Rosenthal's bound and Hölder's inequality give
Now the statement of the lemma is obvious.
LEMMA 6.5. Under the conditions of Lemma 6.4,
PROOF is similar to that of Lemma 6.4 but easier. In fact, Lemma 6.5 was proved in Pinelis and Utev (1984) .
PROOF. Consider the functions
Then, by the definition ofB p ,
Besides, q p is continuous and increasing and maps [0,1] onto the segment (6.13)
An essential relation between g p and q p is (6.14) g
.
If we have q ∈ I p , take
, and, in view of (6.10), (6.11),
This implies, with c p := pα p + 1, that
Hence, in view of (6.12), if q ∈ I p and c p ≤ p, the lemma is true; if however c p ∈ (p, p + 1], then
by (6.16). Thus, the lemma is true whenever q ∈ I p .
Consider now the two cases when q / ∈ I p .
First, suppose that (6.17) q < min I p = e −p .
Then q < q p (α) for all α ∈ [0, 1], and (6.14) implies g 6.17) . Thus, the lemma is true in the case (6.17), too.
Finally, let
Then q > q p (α) for all α ∈ [0, 1], and (6.11
PROOF. By Lemma 6.4 and the estimate
[see (9) in Pinelis and Utev (1984) ],
p−2 , m is the integer part of p/2. Since j pα j + 1 and j/(2m) ≤ α j /2 + 1/p, one has j 1−j/2m
where g p is defined by (6.10).
Consider first the case q ∈ I p , where q and I p are given by (6.10) and (6.13), resp. We can assume that p > 3, because for p ∈ [2, 3],B p (a p , a 2 ) a p + a 2 B p,ind,0 (a p , a 2 ) in view of the Rosenthal's lower bound. Then,
besides, α m = 1. Note also that q ∈ I p implies | ln q| p. This, along with (6.14), (6.11), leads to |g
and, in virtue of (6.20), (6.21), the lemma is true if q ∈ I p .
Let us now consider the case (6.17). Then, as at the end of the proof Lemma 6.6, we see thatB p (a p , q 2 ) = a p g p (0) = a p , and (6.20) implies the lemma.
Finally, suppose that (6.18) takes place. Then B p (a p , a 2 ) = a p g p (1) = B p (a p , a 2 ), and now (6.20) and (6.21) imply the lemma.
PROOF differs from that of Lemma 6.7 only in that we have to refer to Lemma 6.5 instead of Lemma 6.4.
PROOF. Consider first the case q ∈ I p , where q and I p are defined in (6.10) and (6.13), resp. Then (6.15) implies
where g p is given by (6.10),
In the cases (6.17) and (6.18),B p (a p , a 2 ) equals a p g p (0) = a p and a p g p (1) ≍ √ p a 2 , resp. Taking into account (6.22), (6.23), (6.12), we see that in any case,
It remains to prove thatB p B * p . By Lemma 6.6,
Thus [in view of (6.22), (6.23) for q ∈ I p ], we only need to show that in the cases (6.17) and (6.18),
If (6.17) is true, then, as it was said above in this proof,B p (a p , a 2 ) = a p ; on the other hand, a2 ap = q < e −p , and so, ln 2 + √ p ap a2 
the first inequality in this chain is trivial; then we successively apply Lemma 6.7, Lemma 6.6 and (4.1). Hence,
Note that for any separable Banach space X ,
since R may be isometrically embedded into X and, for f ∈ M ind (R),
It follows from Theorem 5.1 that yield
Analogously,
here, we need to refer to Lemma 6.8 instead of Lemma 6.7 and also to d * p ≤ S p p . It remains to recall Lemma 6.9.
where g p is defined by (6.10). It remains to apply Theorem 6.1 and also to recall that inequalities ( 
where q p (α) is defined by (6.11). Then, putting c = pα + 1, we see that 1 ≤ c ≤ p + 1 and, in view of (6.10), (6.28),
since, in consequence of (6.28), (6.11),
Thus, if the defined above c ≤ p, we see that
so that (6.29) holds. Now it remains to apply Theorem 6.1.
7. Chung type bounds on moments. Consider
PROOF. Let (0, f 1 , . . . , f n , f n , f n , . . .) ∈ M(X ). Using Hölder's inequality two times, we see that and hence, (4.2) and p ≤ 3n yield
p. The inequalities of Minkowsky and Hölder give f n p ≤ n j=1
and p n show that (7.1) holds. It remains to prove that
. . , n. Then the multinomial formula yields
where Γ j,m is defined by (6.7), m = 1, 2, . . . , and (6.19) is used. Let m be the integer part of p/2. If m ≤ n, then (7.3) shows that
which implies (7.2) in the case m ≤ n. If, finally, m > n, then it follows from (7.3) that
so that (7.2) holds. Chung (1951), pp.348-349 , showed that in the case f ∈ M ind (R), the inequality of Marcinkiewicz and Zygmund (1937) , p. 87, implies an estimate like (7.1) but with some C 0 (p) depending only on p, instead of √ p ∧ n. As it was pointed out in Dharmadhikari, Fabian and Jogdeo (1968) , an analogous result for f ∈ M(R) is implied by the generalization of the Marcienkiewicz-Zygmund inequality obtained by Burkholder (1966) , Theorem 9 [see also Burkholder (1973) , Theorems 3.2, 15.1, or (9.2) below]; using Proposition 9.1, one can see that Theorem 15.1 in Burkholder (1973) in fact gives C 0 (p) = p; a constant of the same order p is given in Theorem 3.2 of Burkholder (1973) .
The direct proof due to Dharmadhihari, Fabian and Jogdeo (1968) yields Dharmadhikari and Jogdeo (1969) obtained
For f ∈ M ind (R), the result of Whittle (1960) implies the MarcinkiewiczZygmund inequality with the best constant and, along with the mentioned above
Chung's remark (see also Rosén (1970) ), leads to (7.1) but with √ p instead of √ p ∧ n; so, for n > p, it gives the optimum.
What has been said is a reason for the referring to (7.1) as to an optimum bound on moments of the Chung type.
REMARK. Bounds of the Chung type on central moments of the norm of the sum of independent random vectors in any separable Banach space can be easily derived from Theorem 7.1 (cf. Theorem 5.1).
8. One-sided bounds for the distributions of real-valued (super)martingales.
Let M − stand for the set of all real-valued supermartingales f ∈ S(R). For
THEOREM 8.1. If f ∈ M − and λ > 0 is such that Ee λdj < ∞ for each j, then for all r ≥ 0,
where e j := E j−1 (e λdj − 1 − λd j ).
PROOF follows from the trivial remark that the sequence: G 0 := 1, 
PROOF is quite similar to that of Theorem 3.4.
We use
. . , where µ = inf{j:f j > λ}, ν = inf{j:f j > βλ}, τ = inf{j:s 2,j+1 > δ 1 λ}. Then (h j ) is a supermartingale conditionally on F µ , and
here, we putf * The following is a refinement of Theorem 8.1.
where e j = E j−1 (e λuj − 1 − λu j ). If, besides, E j−1 u j ≥ 0 for all j = 1, 2, . . . , then, moreover,
PROOF is analogous to that in Pinelis and Sakhanenko (1985) but simpler.
The elementary inequalities
imply, resp., that
and, if E j−1 u j ≥ 0, E j−1 e λdj ≤ 1 + e j , j = 1, 2, . . . , if one chooses a = e j , b = λE j−1 u j . Hence,
is a supermartingale and, if E j−1 u j ≥ 0 ∀j, so is
(1 + e i ) −1 , j = 0, 1, 2, . . . .
It remains to use reasoning like that at the end of the proof of Theorem 3.2.
REMARK. Martingales like those in Theorem 8.5 may arise, e.g., as a result of truncating and subsequent centering of the increments of other martingales.
The aim of Theorem 8.5 is to provide for the best constants in exponential inequalities for martingales, which cannot be reached via, e.g., the straightforward estimate |d j | ≤ |u j | + |E j−1 u j |.
As illustration, let us give the following corollaries to Theorem 8.5, which are refinements of Theorems 3.3, 3.4, resp., for the particular case X = R.
PROOF is almost literally the same as that of Theorem 3.3, but rests upon Theorem 8.5, instead of Theorem 3.1.
. ., and 9. Appendix. Here, we find explicitly the best constants in the mentioned in the preceding sections bounds due to Burkholder (1973) obtainable via the methods used therein. Besides, we prove that, at least for the sums of independent random vectors in Hilbert spaces, the bound on moments found in Pinelis (1980) is equivalent to (4.1).
It follows from Theorems 15.1 and 21.1 of Burkholder (1973) that for f ∈ M(R), p ≥ 1,
(C 2 + p) S 2 p ; (9.2) analysis of the proof in Burkholder (1973) shows that one can put
(β − 1 − δ) 2 < 1 , i = 1, 2.
PROPOSITION 9.1. For i = 1, 2, p ≥ 1, one has C i ≍ p.
PROOF. Suppose that β − 1 − δ > 0, δ > 0, iβ p δ 2 /(β − 1 − δ) 2 < 1, i = 1 or 2. Then β p−2 δ 2 < 1, and we see that C 1 > β/δ > β p/2 . If β ≥ 2, then
p. Assume now that β < 2. Put c = pδ, k = (β − 1 − δ)/δ.
Then β = 1 + (k + 1)c/p ≥ e (k+1)c/2p since 1 + α > e α/2 for 0 < α < 1. On the other hand, β ≤ e (k+1)c/p since 1 + α ≤ e α , and so, for k = 3, c = 1/4, one has β ≤ e, 2β p δ 2 /(β − 1 − δ) 2 = 2β p /k 2 ≤ 2e (k+1)c /k 2 < 2/3. Hence, (9.4) C 2 ≤ 3β/δ < 3e/δ = 3ep/c = 12ep.
Note that C 1 ≤ C 2 . Now (9.3), (9.4) imply the proposition.
Finally, we give an interpretation of results of Pinelis (1980) . Let In Pinelis (1980) , bounds on moments of martingales in Hilbert spaces with bounded conditional second moments were found. If applied, in particular, to any f ∈ M ind (X ), where X is any separable Hilbert space, the Corollary in Pinelis (1980) states that f n p ≤ B p,1980 ( S p p , S 2 2 ), p > 0.
In turn, this implies (cf. 1/s ≤ e 1/(ae) for a > 0 and e −α < 1 − α/2 for 0 < α < 1. Thus, (9.17) yields (9.11) if q ∈ I s .
If q < min I s = e −s , then y s = g s (0) = 1, and so that (9.17) once more yields (9.11).
Thus, u(s) and v(s) defined by (9.14) satisfy (9.9)-(9.11).
Let us write E 1 ≪ E 2 if E 1/p 1
