Evolutionary multifractal signal/image denoising Evelyne Lutton and Jacques Lévy Véhel
This chapter investigates the use of evolutionary techniques for multifractal signal/image denoising. Two strategies are considered: using evolution as a pure stochastic optimizer, or using interactive evolution for a meta-optimization task. Both strategies are complementary as they allow to address different aspects of signal/image denoising.
Introduction
We deal with enhancement, or denoising, of complex signals, based on the analysis of the local Hölder regularity. Our methods do not make explicit assumptions on the type of noise nor on the global smoothness of original data, but rather suppose that signal enhancement is equivalent to increasing the Hölder regularity at each point. Such methods are well adapted to the case where the signal to be recovered is itself very irregular, for example, nowhere differentiable with rapidly varying local regularity.
We describe two techniques. The first one tries to find a signal close to the observations and such that its local Hölder function is prescribed. A pure optimization approach is convenient in this case, as this problem does not admit a closed-form solution in general (although attempts have been previously done on an analytical basis for simplified cases [17, 19] ). In addition, the number of variables involved is huge. Genetic algorithms have been found to be efficient in this case, and yield better results than other algorithms. The principles and example results are presented in Section 2.2.
However, it appears that the question of results evaluation is critical: a precise (and general) definition of what good denoising, or enhancement, is, is questionable. Medical doctors indeed may have different opinions on the quality of a given result, as well as remote sensing specialists, or art photographers. The perception of quality is extremely dependent on the end-user, the context, and the type of application. A simple signal-to-noise ratio (when computable) is certainly not able to capture the subtle perceptive judgment of a human end-user.
Applications which require real-time or quasi-real-time processing are more and more frequent in computer vision, as well as in many other application fields, thanks to the continuous increase of computing power available to programmers. However, at the same time, such an increase keeps being challenged by the quantity of data on which applications must be run, which is increasing with a similar, when not faster, trend. An outstanding example of such a situation is offered by the recent advances in image sensors, which has led to an increase in resolution available for digital pictures close to an order of magnitude in the last four/five years.
Therefore, even when algorithms of polynomial (or lower) complexity are used, the need for efficient computing architectures, on the hardware side, or computing paradigms, on the software side, is still a critical problem in most applications.
When the data to be processed or generated are either synthetic images (as in computer graphics) or real-world images (as in image processing and computer vision), SIMD (Single Instruction, Multiple Data) architectures, in which the same instruction is executed in parallel on a large array of data, are often used to dramatically speed up processing time. The ever-growing availability of multimedia applications, even to that huge range of users which typically use low-end PCs, has led the main microprocessor manufacturers to introduce a specific set of instructions, which actually implement the SIMD paradigm, in their mainstream products. This is the case, for example, of Intel and AMD, who have added specific multimedia extensions (MMX and 3DNow!, resp.) to the instruction sets of their PC processors since 1997. Another relevant SIMD architecture which is widely used is the cellular automaton [12, 14, 15] , which has been widely used in several applications, including image processing and analysis, in both software [1, 4, 13] and hardware implementations (e.g., the CAM-8 cellular automata machine [8] ).
Halftone image generation using evolutionary computation
Kiyoshi Tanaka and Hernán Aguirre
Introduction
In this chapter, we focus on halftone image generation using evolutionary computation (EC). Image halftoning is an important technique in the printing and display industry, in which an N-gray tone image must be properly portrayed as an n-gray tone image, where n < N. It is well known that a good halftone image satisfies both gray level precision and spatial resolution without including particular pixel patterns. However, since n is a limited (small) number, it is difficult to generate halftone image satisfying these requirements simultaneously. So far, various approaches have been developed such as ordered dithering, error diffusion, blue noise, and so on [34] , but each scheme has its own advantages and disadvantages. For further improvement, a new attempt that uses genetic algorithms (GAs) to solve such complex image halftoning problem has been reported in two ways. One approach seeks to evolve filters, which are applied to the input N-gray tone image to generate a halftone image [8, 9, 32] . Another approach searches directly for the optimum halftone image having a visually similar appearance to the input N-gray tone image. The latter approach is interesting in the sense that the halftone image itself is directly represented as genetic information and is evolved by evaluation functions designed to generate desirable output images. From this point of view, here we focus on the latter approach.
Kobayashi and Saito [23, 24] first proposed a direct search GA-based halftoning technique to generate bilevel halftone images. This scheme divides the input images into nonoverlapping blocks and uses a simple GA [17, 19] with a specialized two-dimensional crossover to search the corresponding optimum binary patterns. The method's major advantages are that (i) it can generate images with a specific desired combination of gray level precision and spatial resolution, and (ii) it generates bilevel halftone images with quality higher than conventional schemes [34] . In this chapter, we will first explain this basic scheme, and then present some improved and extended schemes of this approach mainly for the reduction of Evolving image operators directly in hardware Lukáš Sekanina and Tomáš Martínek
Some engineering positions, which a certain level of creativity is required for, will probably be replaced by computers in the near future. In this chapter, we will consider an engineer who develops image operators for real-world applications of image processing. In particular, he or she is responsible for designing low-level image filters and operators for smoothing, edge detection, or noise removal [16] . Let us assume that those filters will be utilized in an industrial application to preprocess images coming from, let us say, a camera. These images may be contaminated by a variety of noise sources (e.g., photon or on-chip electronic noise) and also by distortions such as shading, shots, or improper illumination. In order to perform the required preprocessing or to suppress the noise in a given application, a problem-specific filter has to be created. Traditionally, the engineers use a library of various filters and operators and manually tune promising variants of filters for the given application. In the process of tuning, various properties of filters might be optimized: coefficients, structure, size, power consumption, delay, and so forth. Assume that a convolution filter is applied. Therefore, we are interested in the spatial domain where an input image, x, convolves with a filter function, h. In discrete convolution, a kernel is shifted over the image and multiplies its values with the corresponding pixel values of the image. A kernel is a small matrix of coefficients; its members define weights of accounted pixels. The designer has to find these coefficients. He or she has to arrange a set of experiments in which candidate filters (typically developed intuitively) are evaluated on typical images from the application domain. The approach is based on an experimental work with large data sets. This type of work is usually time consuming even if a cluster of processors is used to evaluate candidate filters. The designer is mainly faced with the following problems.
(i) How to invent the required filter which fulfills the objectives.
(ii) How to evaluate the filter in a reasonably short time. A common component of such embedded vision systems is the use of morphological binary image processing. This is dictated by real-time demands and the requirement that the application must often measure or classify the morphological properties of the image. In applications where the image sizes are large, the image processing operators are implemented by passing the entire image, line by line, through a scan-line pipeline [6] . Thus, the time-complexity of an algorithm is typically O(np), where n is the number of lines in the image and p is the number of individual operator applications. Whilst it is not possible to alter n, it is possible to reduce the execution time of an algorithm by combining and reordering the original structuring element operator sequence into a shorter sequence of multiminterm 1 Boolean operators. Shorter sequences not only provide the benefit of shorter execution times but they can also provide a corresponding power saving when used in conjunction with variable frequency clock modes.
Thus, the aim of the optimisation procedure is to map the original filter specification into a reduced sequence of machine specific operators and connectives. The optimisation criterion is specified by the length of the sequence, and the 1 Boolean functions, such as a sequence of structuring elements, can be represented canonically as the disjunction of a series of minterms. A minterm consists of a conjunction of each of the function variables (either complemented, or uncomplemented) where each function variable appears exactly once within a given minterm (e.g., the exclusive or function would be represented as two minterms
Photogrammetry is the science, and art, of determining the size and shape of objects as a consequence of analyzing images recorded on film or electronic media. Computer vision can be understood as the science of obtaining reliable, accurate, and useful information from images in order to execute and complete tasks devoted to perceiving, sensing, and interacting with the world around a machine vision system. It is clear from those definitions that corner detection is a basic operation in photogrammetry and computer vision. A great deal of effort has been spent by the computer vision and photogrammetric communities on this problem [1-3, 6, 8, 11, 13, 15, 16, 18, 19, 21-23, 29-32] and in particular on the problem of edge detection [4, 5, 17] . The problem of detecting the exact point that describes the corner position in the case of a bandlimited system should be approached carefully. This problem is of main concern for high-accurate reconstruction. High-accurate corner extraction is a complex process due to several factors: (1) the attitude, position, and orientation of the camera with respect to the object; (2) the interior orientation of the camera; (3) the fluctuations of the illumination; and (4) the camera optics [26] .
Several approaches to the problem of detecting these feature points have been reported in the literature over the years. Some approaches work within pixel resolution as the Kitchen and Rosenfeld corner detector [16] , the Harris detector [15] , and the interest operator of Moravec [21] . Within the photogrammetric literature, the seminal approach described by Gruen [13] introduces least squares as a general technique for all kind of data-matching problems. This approach works directly on the gray-level image. Rohr [28] studied the displacement of the corner location using an analytical corner model, which is convolved with a Gaussian function in order to model the blur. Deriche and Giraudon [6] have developed a similar analytical study of corner models using the linear Gaussian scale space. They show that the local maximum in the image moves in the scale space along the bisector line that passes through their definition of the exact corner position.
Evolution of an abstract image representation by a population of feature detectors Leonardo Bocchi

Introduction
Image segmentation is an essential step toward image understanding because it allows to decompose the image into a set of units (or regions) representing the actual objects which can be observed in it. In computer vision, segmentation is the step of the elaboration chain where we start to analyze the logical and structural relations between the entities, or the features, which are present in the image and that have been emphasized during the low-level processing steps.
In the simplest case, to segment a (static and nontextured) image means to identify regions composed of pixel having similar grey levels, and, therefore, the boundaries between those regions. In the general case, we are interested in the detection of regions composed of pixels having an homogeneous value of some property, which can be related to texture, color, motion, or whatever else, depending on the actual application.
Region detection can be achieved using different approaches. For instance, one may start the process by identifying the edges between objects and grouping them to form boundaries between regions. In this case, we obtain a boundarybased segmentation. In an opposite way, a region-based segmentation may be achieved by grouping together pixels having similar properties. Both methods may be described using a graph representation, where a set of nodes, associated with the regions detected in the image, are connected by arcs describing the adjacency relationships between regions. In a similar way, the same graph may be realized using a set of arcs, representing boundaries between regions. The arcs connect nodes, which represent the points where more than two regions meet.
In both cases, the method is completely data-driven: the outcome of the segmentation process is determined only by the features (edges or gray levels) present in the image, and the method does not make use of any prior knowledge about the type of objects that are present in the image.
A feasible alternative, which allows to introduce stricter constraints on the kind of regions, or objects, which are identified by the segmentation process, is 9 Genetic snakes: active contour models by genetic algorithms
Lucia Ballerini
Genetic snakes are active contour models, also known as snakes, with an optimization procedure based on genetic algorithms. Genetic snakes are proposed to overcome some limits of the classical snakes, as initialization and existence of multiple minima, and successfully applied to segment different kinds of images. In this chapter, we review and extend the formulation of genetic snakes. New energy functionals are also described. Experimental results on synthetic images as well as on various real images are conducted with encouraging results.
Introduction
The active contour models or snakes [22] are an effective method to detect object boundaries in an image. The widely recognized power of deformable models is that they can exploit constraints derived from the image data along with a priori knowledge about the location, size, and shape of objects to segment. Originally developed for application to problems in computer vision and computer graphics, deformable models have been extensively applied in medical image analysis in problems including segmentation, shape representation, matching, and motion tracking, and have achieved considerable popularity.
However, the application of snakes to extract regions of interest suffers from some limitations. In fact, a snake is an energy minimizing spline and the classical model employs the variational calculus to iteratively minimize energy. There may be a number of problems associated with this approach such as algorithm initialization, existence of local minima, and selection of model parameters. Simulated annealing [18, 33] , dynamic programming [2, 16] , and greedy algorithms [21, 38] have been also proposed for minimization.
However, they are restricted both by the exhaustive searches for the admissible solutions and complicated parameter control and by the accurate initialization they require.
We propose the use of genetic algorithms (GAs) [17] to overcome some of the limits of the snake model. GAs offer a global search procedure that has shown its Visual texture classification and segmentation by genetic programming Vic Ciesielski, Andy Song, and Brian Lam
While there is a considerable history of work on visual texture, the definition of texture is still imprecise. However, it is generally agreed that a texture is spatially homogeneous and contains repeated visual patterns. In synthetic textures, such as horizontal lines, vertical lines, or a checkerboard, the basic structure is repeated exactly. In natural textures, such as grass, wood, sand, or rocks, there is some random variation in size, shape, intensity, or colour in the repetitions of the basic structure. Texture information is potentially very useful in computer vision applications such as image/video retrieval, automated industrial inspection, and robot navigation. However, currently deployed systems do not use texture, primarily because current algorithms result in unacceptably long computation times. Fast and accurate texture recognition could have a major impact on the design of future vision systems.
From the perspective of computer vision there are two main problems relating to texture: classification and segmentation. The classification task assumes we have images of single textures and we are required to distinguish them. For example, if we have images like Figures 10.1(c) and 10.1(d), or subimages cut out from them, we need to identify which are grass and which are sand. In a texture segmentation task, we have images containing several textures and are required to identify the regions in the image occupied by each texture, as shown in Figure 10 .2. The input image contains arbitrary regions of two different textures and the segmented image is a two-color image with one colour used for each texture. A problem in which we are required to retrieve all images containing, for example, a sandy beach are a variant of the segmentation problem in which only one texture is of interest.
Texture classification and segmentation problems can be supervised, where the set of textures is known in advance, or unsupervised, where it is not known. This paper is concerned with supervised situations.
A framework for the adaptation of image operators
Mario Köppen and Raul Vicente-Garcia
Introduction
The automated tuning of image processing operations is an important task for the improvement of the robustness, reliability, and versatility of image processing systems. Nearly every approach in this field is based on the classical image processing chain (IPC), which consists of a sequence of single image processing operations steps that are designed independently. Mostly notable steps here are the image acquisition, the computation of features and their classification. Other steps that might extend the processing chain are image enhancement, region-ofinterest specification or image segmentation before feature computation, feature selection or feature transformation before classification, and semantic processing of images classes or object detection following the classification. Among many textbooks about this field, see especially [15] for an excellent introduction and motivation.
The versatility of the IPC scheme is usually achieved by means of a training procedure (see Figure 11 .1). Given a training set (either labeled data supplied by the user, or unlabeled ones in the so-called unsupervised learning mode), the training scheme may modify some of the internal settings of the steps in the IPC in order to achieve the best mapping function from images to classes. A remarkable issue here is that the single steps in the processing flow consider their input usually as immutable: the feature computation does not modify the image acquisition procedure, the classification does not influence the manner in which the features were computed. The training overcomes this drawback by being given some influence on these settings, like modification of some parameters of the feature computation, or modification of internal parameters of the classification. However, from the fact that each step was designed independently, it follows that training can always be broken into parts, which tune a single step only.
From this description, the most important drawback of the IPC approach becomes obvious: the IPC as a whole cannot perform better than its worst configured part.
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A practical review on the applicability of different evolutionary algorithms to 3D feature-based image registration Oscar Cordón, Sergio Damas, and José Santamaría
Introduction
Image registration (IR) [9, 59] is a fundamental task in computer vision used to finding either a spatial transformation (e.g., rotation, translation, etc.) or a correspondence (matching of similar image entities) among two (or more) images taken under different conditions (at different times, using different sensors, from different viewpoints, or a combination of them), with the aim of overlaying such images into a common one. Over the years, IR has been applied to a broad range of situations from remote sensing to medical images or artificial vision and CAD systems, and different techniques have been independently studied resulting in a large body of research.
IR methods can be classified in two groups according to the nature of images: voxel-based IR methods (also called intensity-based), where the whole image is considered for the registration process; and, on the other side, feature-based methods, which consider prominent information extracted from the images, being a reduced subset of them. The latter methods take advantage of the lesser amount of information managed in order to overcome the problems found in the former when the images present some inconsistences to deal with, for example, regardless of changes in the geometry of the images, radiometric conditions, and appearance of noise and occlusion. These features correspond to geometric primitives (points, lines, surfaces, etc.) which are invariant to the transformation to be considered between the input images. Moreover, the latter methods perform faster than the former ones due to the reduced amount of data they take into account, at the expense of achieving coarse results.
Likewise, IR is the process of finding the optimal spatial transformation (e.g., rigid, similarity, affine, etc.) achieving the best fitting/overlaying between two (or more) different images named scene and model images. They both are related with the latter transformation, measured by a similarity metric function. Such
Image segmentation hybridizing variable neighborhood search and memetic algorithms
Abraham Duarte,Ángel Sánchez, Felipe Fernández, and Antonio S. Montemayor
Introduction
Image segmentation consists of subdividing an image into its constituent regions or objects [10] . The level of subdivision depends on the specific problem being solved. The segmentation result is the labeling of the pixels in the image with a small number of labels. This partition is accomplished in such a way that the pixels belonging to homogeneous regions regarding to one or more features (i.e., brightness, texture, or color) share the same label, and regions of pixels with significantly different features have different labels.
According to Ho and Lee [11] , four objectives must be considered for developing an efficient generalized segmentation algorithm: continuous closed contours, nonoversegmentation, independence of threshold setting, and short computation time. Many segmentation approaches have been proposed in the literature [10, 21, 25] . Roughly speaking, they can be classified as edge-based, thresholdbased, and region-based methods. In this chapter, a method is presented which can be considered as region-based and it pursuits a high-level extraction of the image structures. As a result, the method produces a k-region partition of the scene. We take into account this approach by representing an oversegmented version of an original image as an undirected weighted graph. In this graph, nodes are the image regions and the edges together with their associated weights are defined using local information. A high-quality k-partition that uses a variant of min-cut value (normalized cut [24] ) for the image graph is computed. The application of a low-level [26] hybridization between variable neighborhood search (VNS) [15, 18] and a memetic algorithm [19] to efficiently solve the image segmentation problem is the core of the proposed method.
Many optimization problems are too difficult to be solved exactly in a reasonable amount of time. Due to the complexity of these problems, efficient approximate solutions may be preferable in practical applications. Heuristic algorithms are proposed in this direction. Examples of heuristics are many local search procedures that are problem specific and do not guarantee the optimality.
Model-based image analysis using evolutionary computation Jean Louchet
Artificial evolution provides powerful techniques in model-based image analysis and model identification. In this chapter, we show how evolution strategies can actually widen the scope of Hough transform generalisations and how some of their variants and extensions, in particular the Parisian approach, can efficiently solve real-time computer vision, sensor fusion, and robotics problems with little reference to more traditional methods.
Introduction
Image synthesis: a source of models and heuristics for image analysis
From the seventies, image synthesis has been undergoing a huge development with its own subdomains, and obtained results with high visual quality as needed by the image and film industry. In parallel, efforts were made to make these techniques more affordable, using specialised architectures, simulators, and algorithmic research.
On the other hand, while the image synthesis community showed limited interest in analysis, the machine vision community was increasingly using synthesis as a reference in its own work. Synthesis was first used as a tool to assess the performance of image analysis algorithms and systems, but the influence of the "knowledge-based systems" philosophy soon encouraged the image analysis community to use it as a technique to express and manipulate a priori knowledge on the scene to be analysed, rather than merely a tool to build a posteriori evaluation systems. The status of the vision algorithm has been evolving since, to become an engine to instantiate the parameters of a scene model, using pixel calculation: as computational tools have been developing, synthesis evolved from being a conceptual, indirect reference in vision to an operative reference now using common models and algorithms.
In its early hours, image analysis was widely inspired by signal analysis and its success story can be partly explained now through the relevance of contours as probable projections of 3D edges. Other authors introduced region algorithms
Evolutionary feature synthesis for image databases Anlei Dong, Bir Bhanu, and Yingqiang Lin
The high dimensionality of visual features is one of the major challenges for content-based image retrieval (CBIR) systems, and a variety of dimensionality reduction approaches have been proposed to find the discriminant features. In this chapter, we investigate the effectiveness of coevolutionary genetic programming (CGP) in synthesizing feature vectors for image databases from traditional features that are commonly used. The transformation for feature dimensionality reduction by CGP has two unique characteristics for image retrieval: (1) nonlinearity: CGP does not assume any class distribution in the original visual feature space; (2) explicitness: unlike kernel trick, CGP yields explicit transformation for dimensionality reduction so that the images can be searched in a low-dimensional feature space. The experimental results on multiple databases show that (a) CGP approach has distinct advantage over the linear transformation approach of multiple discriminant analysis (MDA) in the sense of the discrimination ability of the low-dimensional features, and (b) the classification performance using the features synthesized by our CGP approach is comparable to or even superior to that of support vector machine (SVM) approach using the original visual features.
Introduction
In recent years, the rapid advances in digital imaging technology and the low costs of cameras, scanners, and storage devices make large-size image databases possible. With explosive expanding of the Internet, efficient management of such image databases becomes necessary for many multimedia applications in the fields of business, education, and entertainment.
Traditional text-based image retrieval systems have some vital disadvantages. First, manually describing and tagging image contents in terms of a selected set of captions and keywords are too time-consuming, especially for large image databases. Second, textual description method is inadequate to describe image since an image is subjective to different users.
For the above reasons, content-based image retrieval (CBIR) is receiving widespread research interest [2, 5, 26, 29, 37] . Recent years have witnessed a variety of
Discovering of classification rules from hyperspectral images Arnaud Quirin and Jerzy Korczak
Introduction
The emergence and the improvement of remote sensing, aircraft simulation, airborne and spaceborne sensor systems, as well as other kinds of such survey technologies have considerably enhanced our means to explore and to collect data. However, this rapid increase in data results in more time and cost for storage as well as for the data analysis. At the same time, a lot of useless information can hide valuable information. These observations force classification systems to focus on elaborated and sophisticated algorithms to overcome this rapid data growth.
For many years, the design of efficient and robust image classification algorithms has been the most important issue addressed by remote sensing image users. Strong effort has been devoted to elaborate new classification algorithms and improve techniques used to classify remote sensing images using traditional and statistical techniques such as support vector machines [7] or neural networks [16, 21, 22] . But, to our knowledge, relatively few researchers in the evolutionary community have considered how classification rules might be discovered from raw and expertly classified images. Only some works have been done using genetic programming approach [15, 28] , but no papers have been published about the effectiveness of learning classifier systems in this field (this review concerns the main conference on learning classifier systems, IWLCS (International Workshop on Learning Classifier Systems) from 1992 to 2005). To discover classification rules, the unique source of information is a remote sensing image and its corresponding identification is furnished by an expert. Generally the images, registered by various satellites (e.g., SPOT, CASI, Quick Bird), contain voluminous data. Sometimes they are very noisy due to the presence of various details in a high spatial resolution or unfavorable atmospheric conditions at the time the images were acquired. These data can embrace different cameras having various spectral and spatial resolutions [18, 24, 32] . This chapter presents the potential contribution of evolutionary-based techniques to discover the rules. Learning classifier Genetic programming techniques for multiclass object recognition
Mengjie Zhang
Introduction
Classification tasks arise in a very wide range of applications, such as detecting faces from video images, recognising words in streams of speech, diagnosing medical conditions from the output of medical tests, and detecting fraudulent credit card fraud transactions [11, 15, 50] . In many cases, people (possibly highly trained experts) are able to perform the classification task well, but there is either a shortage of such experts, or the cost of people is too high. Given the amount of data that needs to be classified, automatic computer-based classification programmes/ systems are of immense social and economic value.
A classification programme must correctly map an input vector describing an instance (such as an object image) to one of a small set of class labels. Writing classification programmes that have sufficient accuracy and reliability are usually very difficult and often infeasible: human programmers often cannot identify all the subtle conditions needed to distinguish between all instances of different classes.
Genetic programming (GP) is a relatively recent and fast developing approach to automatic programming [4, 23, 25] . In GP, solutions to a problem can be represented in different forms but are usually interpreted as computer programmes. Darwinian principles of natural selection and recombination are used to evolve a population of programmes towards an effective solution to specific problems. The flexibility and expressiveness of computer programme representation, combined with the powerful capabilities of evolutionary search, make GP an exciting new method to solve a great variety of problems. A strength of this approach is that evolved programmes can be much more flexible than the highly constrained, parameterised models used in other techniques such as neural networks and support vector machines. GP has been applied to a range of object recognition tasks such as shape classification, face identification, and medical diagnosis with some success.
GP research has considered a variety of kinds of classifier programmes, using different programme representations, including tree or tree-like classifiers, decision tree classifiers, classification rule sets [25] , and linear and graph classifiers Classification by evolved digital hardware
Jim Tørresen
Introduction
A number of automated procedures suited for design of image and signal classifiers have recently been developed. Some of these are based on evolvable hardware (EHW) and have been applied to a large range of real-world applications. The applications considered in this chapter are prosthetic hand control and traffic sign number recognition.
To enhance the lives of people who have lost a hand, prosthetic hands have existed for a long time. These are operated by the signals generated by contracting muscles-named electromyography (EMG) signals-in the remaining part of the arm [12] . Presently available systems normally provide only two motions: open and close hand grip. The systems are based on the user adapting himself to a fixed controller. That is, he must train himself to issue muscular motions trigging the wanted motion in the prosthetic hand. A long time is often required for rehabilitation.
By using EHW, it is possible to make the controller itself adapt to each disabled person. The controller is constructed as a pattern classification hardware which maps input patterns to the desired motions of the prosthetic hand. Adaptable controllers have been proposed based on neural networks [2] . These require a floating point processor or a neural network chip. EHW-based controllers, on the other hand, use a few layers of digital logic gates for the processing. Thus, a more compact implementation can be provided making it more feasible to be installed inside a prosthetic hand.
Experiments based on the EHW approach have already been undertaken by Kajitani et al. [7] . The research on adaptable controllers is based on designing a controller providing six different motions in three different degrees of freedom. Such a complex controller could probably only be designed by adapting the controller to each dedicated user. It consists of AND gates succeeded by OR gates (programmable logic array). The latter gates are the outputs of the controller, and the controller is evolved as one complete circuit. The simulation indicates a similar
