Abstract. We introduce Θ-positivity, a new notion of positivity in real semisimple Lie groups. The notion of Θ-positivity generalizes at the same time Lusztig's total positivity in split real Lie groups as well as well known concepts of positivity in Lie groups of Hermitian type. We show that there are two other families of Lie groups, SO(p, q) for p = q and a family of exceptional Lie groups, which admit a Θ-positive structure. We describe key aspects of Θ-positivity and make a connection with representations of surface groups and higher Teichmüller theory.
Introduction
A totally positive matrix in GL(n, R) is a matrix all of whose minors are positive. Totally positive matrices arose first in work of Schoenberg [46] and Gantmacher and Krein [19] , and have since become very important in a wide array of mathematical fields, ranging from stochastic processes to representation theory.
In 1994 Lusztig [44] generalized total positivity to the context of general split real semisimple reductive Lie groups. It plays an important role in representation theory with many interesting relations to other areas in mathematics as well as to problems in theoretical physics [18, 1, 36] . A more algebro-geometric approach to Lusztig's total positivity has been developed by Fock and Goncharov [17] , and applied in the context of higher Teichmüller theory.
In this article we describe a generalization of Lusztig's total positivity, which we call Θ-positivity, and which is defined for other semisimple (resp. reductive) Lie groups which are not necessarily split. As a particular example Θ-positivity includes the classical notion of positivity given by certain Lie semigroups in Lie groups of Hermitian type, which are related to bi-invariant orders and causality [5, 33] . The notion of positivity in Lie groups of Hermitian type also played a role in recent developments of higher Teichmüller theory, notably in the theory of maximal representations, see [12, 4, 3] .
We classify semisimple Lie groups admitting a Θ-positive structure, and show that besides split real Lie groups and Lie groups of Hermitian type, there are exactly two other families, namely groups locally isomorphic to SO(p, q), p = q, and the exceptional family of real forms of F 4 , E 6 , E 7 , E 8 , whose restricted root system is of type F 4 . We describe several structure results for Θ-positivity. We propose the notion of Θ-positive representations of surface groups and conjecture that the spaces of Θ-positive representations into the two new families of Lie groups admitting a Θ-positive structure give new examples of higher Teichmüller spaces.
A more detailed account to Θ-positivity including all the proofs will appear in [30] . The conjectures on Θ-positive representations will be addressed in [26] .
Positivity in Lie groups
In this section we shortly review several notions of positivity in Lie groups.
2.1. The positive reals and the order on the circle. Our starting point is the subset R + ⊂ R of positive real numbers. Considering R as a group, the subset R + is a sub-semigroup. Considering R as a vector space, the subset R + is an open strict convex cone. Both viewpoints are important for more general notions of positivity.
The cone R + is closely linked with the orientation on the circle RP 1 . The tangent space of RP 1 to a point x ∈ RP 1 naturally identifies with R, and thus at every point x ∈ RP 1 the cone R + ⊂ R ∼ = T x RP 1 provides a causal structure on RP 1 . A triple of points (x, y, z) on RP 1 is positively oriented if the points are pairwise distinct and read in this order going along the circle following its orientation. Positively oriented triples in RP 1 can be described using the cone R + ⊂ R. For simplicity we assume x = Re 2 and z = Re 1 , where e 1 , e 2 are the standard basis vectors of R 2 . The group SL(2, R) acts transitively on RP 1 . The subgroup U = g ∈ SL(2, R) | g = 1 t 0 1 fixes z and acts transitively on RP 1 \{z}. The group U is a one dimensional Abelian group and can be identified with R. An explicit identification is given by the map R −→ U, t → 1 t 0 1
The cone R + thus defines a subsemigroup U + ⊂ U , given by
Any point y ∈ RP 1 \{z} can be written in a unique way as u y · x: If y is the line spanned by a vector t y e 1 + e 2 , then y = u y · x with u y = 1 t y 0 1 . The triple (x, y, z) is positively oriented if and only if t y > 0, i.e. if u y ∈ U + .
We can go a step further and use the subsemigroup U + to define a subsemigroup of SL(2, R). For this we consider also the group O = g ∈ SL(2, R) | g = 1 0 t 1 and the subsemigroup
, be the subgroup of diagonal matrices, and
which is the connected component of the identity in A.
We define the subset SL(2, R)
One can easily check that SL(2, R) >0 is the set of matrices all of whose entries are positive. From this it is immediate that SL(2, R)
>0 is a subsemigroup of SL(2, R).
The fact that SL(2, R)
>0 is a subsemigroup can also be proved directly showing that the product of two elements in
The main point in this computation is to show that the product of an element of U + with and element of O + is again in O + A
• U + , which can be checked explicitly:
Total positivity.
An n × n-matrix is said to be totally positive if all of its minors are positive (i.e. in R + ). The set of all totally positive n × n-matrices forms a subset GL(n, R) >0 ⊂ GL(n, R). Totally positive matrices have very intriguing properties and have many applications in various areas of mathematics ranging from statistics to representation theory, see for example [1] for a survey.
Totally positive matrices satisfy a decomposition theorem, and form in fact a semigroup. To describe this, let U be the group of upper triangular matrices with ones on the diagonal, O the group of lower triangular matrices with ones on the diagonal, and A the group of diagonal matrices.
Define U >0 ⊂ U , and O >0 ⊂ O to be the subsets of totally positive unipotent matrices, i.e. those matrices of U , where all minors are positive, except those which have to be zero by the condition of being an element of U , similarly for O. Then GL(n, R) >0 satisfies the following decomposition theorem, due to A. Whitney [49] , see also [43] :
where A • is the connected component of the identity in A, i.e. diagonal matrices all of whose entries are positive.
The subsets U >0 and O >0 can be parametrized very explicitly. The group U is generated by elementary matrices
where I n denotes the identity matrix and E i,i+1 the matrix with the single entry 1 in the i-th row and (i + 1)-th column.
The non-negative subsemigroup U ≥0 ⊂ U is the semigroup generated by all u i (t), i = 1, · · · , n − 1 with t ∈ R + . In the case when n = 2 this is already the subsemigroup we are looking for, but for n ≥ 3 the situation is a bit more complicated. In fact, the elements u i (t) ∈ U ≥0 are not contained in U >0 , since they have many minors which are zero, but should not be.
In order to parametrize the set U >0 we use the symmetric group S n on n letters. We denote by σ i , i = 1, · · · n − 1, the transposition (i, i + 1) and by ω 0 be the longest element of the symmetric group, which sends (1, 2, · · · , n − 1, n) to (n, n − 1, · · · , 2, 1). For every way to write
, as a reduced product of transpositions σ i , i = 1, · · · , n − 1, we define the map
An element is in U >0 if and only if it is of the form
and provides a parametrization of U >0 by (R + ) k . There are many different ways to write ω 0 as a reduced product of transpositions, and for two different reduced expression, the change of coordinates is given by a positive rational map.
We illustrate this in the case when n = 3. Here the longest element ω 0 has two reduced expression σ 1 σ 2 σ 1 = ω 0 = σ 2 σ 1 σ 2 . To compute the change of coordinates we consider
and it is easy to see that
Comparing the matrix entries we get explicit transition maps c ′ = This explicit parametrization of U >0 in fact follows Lusztig's approach, who generalized total positivity to arbitrary split real reductive Lie group G [44] . The reader who is familiar with the structure of reductive or semisimple Lie groups and their Lie algebras will see immediately that the one parameter subgroups u i (t) correspond to one parameter subgroups obtained when exponentiating the simple root spaces of the Lie algebra. And the role of the symmetric group S n is in general played by the Weyl group of G. The proof that for a general split real reductive Lie group the changes of coordinates are given by postive rational maps reduces essentially to the above computation for the case when n = 3.
Convex cones and semigroups. The subsemigroup SL(2, R)
>0 ⊂ SL(2, R) has been generalized in a different direction for semisimple Lie groups of Hermitian type, in particular for those of tube type as for example Sp(2n, R), SU(n, n), or SO(2, n). For this generalization we think of R + ⊂ R as a strict convex cone with non-empty interior in the vector space R, which is homogeneous and invariant under the action of GL(1, R), defined by
A Hermitian symmetric space X = G/K is said to be of tube type if it is biholomorphically equivalent to a tube domain T Ω = V + iΩ, where V is a real vector space and Ω ⊂ V is an sharp convex cone. When G = SL(2, R) this tube domain is just the upper half space H = R + iR + . When G = Sp(2n, R) the tube domain is the Siegel upper half-space H n = Sym(n, R) + iPos(n, R), where Pos(n, R) ⊂ Sym(n, R) is the subset of positive definite symmetric matrices.
We focus on the example of G = Sp(2n, R) and describe how the cone Pos(n, R) ⊂ Sym(n, R) gives rise to a semigroup Sp(2n, R) ≻0 ⊂ Sp(2n, R). The construction of the semigroup G ≻0 ⊂ G for a general Lie group of Hermitian type and of tube type is analogous. For this we set
and
where the matrices are written with respect to a symplectic basis.
The subsemigroup Sp(2n, R) ≻0 is defined by
where
and H
• is the connected component of the identity of H. The fact that Sp(2n, R)
≻0
is a subsemigroup follows by a computation similar to the computation given for SL(2, R) at the end of Section 2.1. Since Sp(2n, R) is at the same time a split real Lie group as well as a Lie group of Hermitian type of tube type, we obtain two different subsemigroups, the semigroup Sp(2n, R) >0 defined by Lusztig, and the semigroup Sp(2n, R) ≻0 . Note that Sp(2n, R) is the only simple Lie group which is at the same time a split real Lie group as well as a Lie group of Hermitian type of tube type.
Triple positivity in flag varieties
Similarly to the relation between R + and positively oriented triples on RP 1 , the two notions of positivity reviewed above lead to a notion of positivity of triples in certain flag varieties.
3.1. Positivity in the full flag variety. The subsemigroup of totally positive matrices is closely related to the notion of positivity of triples in the space of full flags of vector subspaces in R n . Let
denote the full flag variety. Two flags F, F ′ are said to be transverse if
Given F we denote by Ω F the set of all flags in F which are transverse to F . Ω F is an open and dense subset of F .
We fix F ∈ F to be the flag generated by the standard basis of R n , i.e. F i = span(e 1 , · · · , e i ), and E ∈ F to be the flag generated by the standard basis of R n in the opposite order, i.e. E i = span(e n , · · · , e n−i+1 ).
Any flag T which is transverse to F , is the image of E under a unique element u T ∈ U . The triple of flags (E, T, F ) is said to be positive if and only if T = u T · E for an element u T ∈ U >0 . If (E, T, F ) is positive, then T is automatically transverse to E. In fact, Lusztig [44] proved that the set {T ∈ F | (E, T, F ) is positive } is a connected component of the intersection Ω E ∩ Ω F . This connected component, which can be identified with U >0 , carries the structure of a semigroup. Since GL(n, R) acts transitively on pairs of tranvserse flags, any two transverse flags (F 1 , F 2 ) can be mapped to (E, F ) by an element of GL(n, R) and we can extend the notion of positivity to any triple of flags.
Remark 3.1. Note that by this extension through the GL(n, R) action, one might loose some of the geometric properties. For example, when n = 2, any triple of pairwise distinct points in RP 1 is positive, since there is an element in GL(2, R) which changes the orientation of RP 1 . If we extend the notion of positivity of triple via the SL(2, R) action we obtain the positively oriented triples discussed above.
In general it turns out to be useful to work not only with positive triples, but with positive four-tuple or more generally postiive n-tuples, see Remark 4.9. The set of positive triples (and more generally n-tuples) of flags admits a very explicit description in terms of projective invariants (triple ratios and crossratios) of flags, see [17] .
In a very analogous way, Lusztig's total positivity in a split real semisimple Lie group G is linked to notion of positivity of triples in the generalized flag variety G/B, where B is the Borel subgroup of G.
Positivity and the Maslov index.
If G is a Lie group of Hermitian type, which is of tube type, the positive structure G ≻0 ⊂ G is also linked with the notion of positivity of triple in the generalized partial flag variety G/Q, which arises as the Shilov boundary of the Hermitian symmetric space. We illustrate this for G = Sp(2n, R) where the relevant partial flag variety is the space of Lagrangian subspaces.
Let ω be the standard symplectic form on R 2n and let {e 1 , · · · , e n , f 1 , · · · f n } be a symplectic basis of R 2n with respect to ω.
be the space of Lagrangian subspaces. Two Lagrangians L and
The symplectic group Sp(2n, R) acts transitively on L and on the space of pairs of transverse Lagrangians. The stabilizer of the two Lagrangian subspaces L E and
hM T h t is positive definite if and only if M T is, we can extend notion of positivity to all triples of Lagrangians using the action of Sp(2n, R).
The notion of positive triples in L is in fact closely related to the Maslov index µ :
In an analogous way, the notion of positivity of a triple of points in the Shilov boundary of a Hermitian symmetric space of tube type can be defined. Positive triples are then characterized by the generalized Maslov index [15, 14] assuming its maximal value.
Remark 3.2. Note that the tangent space at the point L E naturally identifies with Sym(n, R) and the convex cone Pos(n, R) ⊂ Sym(n, R) defines a causal structure on L, see [35] for more details.
Θ-positivity
In the previous section we reviewed classical notions of positivity in semisimple Lie groups and in associated flag varieties and described them in such a way as to underline their similarities. In this section we will show that these notions of positivity in split real forms and Lie groups of Hermitian type are particular cases of a more general notion of positivity, which we call Θ-positivity, where Θ ⊂ ∆ is a subset of simple positive roots. The classification of simple Lie groups admitting a Θ-positive structure includes two more families, the groups SO(p, q), p = q, and an exceptional family.
In order to describe Θ-positivity we will recall some facts about semisimple Lie groups G and the structure of the Lie algebras of parabolic groups P Θ < G defined by Θ ⊂ ∆. The definition of Θ-positive structures will be given in terms of properties of these Lie algebras. However in Theorem 4.8 we deduce a more geometric characterization in terms of the structure of triples of points in the flag variety G/P Θ . We refer the reader not familiar with semisimple Lie algebras to [31] for more background. In Section 4.5 we give a more elementary description in the case when G = SO(3, q), q > 3, which does not require any knowledge about the structure theory of semisimple Lie groups.
4.1. Structure of parabolic subgroups. In order to set notation, let G be a real semisimple Lie group (with finite center), g its Lie algebra, and denote by k the Lie algebra of a maximal compact subgroup K < G. Then g = k ⊕ k ⊥ where k ⊥ is the orthogonal complement with respect to the Killing form on g. We choose a ⊂ g a maximal Abelian Cartan subspace in k ⊥ , and denote by Σ = Σ(g, a) the system of restricted roots. We choose ∆ ⊂ Σ a system of simple roots, and let Σ + denote the set of positive roots, and Σ − the set of negative roots. Let Θ ⊂ ∆ be a subset. We set
, and
Then the standard parabolic subgroup P Θ associated to Θ ⊂ ∆ is the normalizer in G of u Θ . We also denote by P opp Θ the normalizer in G of u opp Θ . The group P Θ is the semidirect product of its unipotent radical U Θ := exp(u Θ ) and the Levi subgroup L Θ = P Θ ∩ P opp Θ . The Lie algebra of L Θ is l Θ . In particular the Lie algebra p Θ of P Θ decomposes as p Θ = l Θ ⊕ u Θ . Note that with our convention P ∅ = G and P ∆ is the minimal parabolic subgroup.
The Levi subgroup L Θ acts via the adjoint action on u Θ . Let z Θ denote the center of l Θ . Then u Θ decomposes into the weight spaces u β , β ∈ z * Θ ,
Note that
There is a unique way to write β ∈ z * Θ as the restriction of a root in a * which lies in the span of Θ to z Θ , so, with a slight abuse of notation we consider β as an element of a * and write:
Any u β is invariant by L Θ and is an irreducible representation of L Θ . The relation [u β , u β ′ ] ⊂ u β+β ′ is satisfied, and the Lie algebra u Θ is generated by the u β with β ∈ Θ. We call u β with β ∈ Θ indecomposable. (4) G is a real form of F 4 , E 6 , E 7 , E 8 , whose restricted root system is of type F 4 , and Θ = {α 1 , α 2 }.
Proof. We make use of necessary and sufficient conditions for the existence of an invariant sharp convex cone in the vector space V of an irreducible representation H → GL(V ) of a connected reductive group H, see for example [6, Proposition 4.7] . Such an invariant cone exists if and only if the representation is proximal, i.e. the highest weight space is one dimensional, and if the highest weight is contained in 2P , where P is the weight lattice. Another equivalent definition is that the maximal compact subgroup of H has a nonzero invariant vector in V . Applying this to the case when H = L
• Θ and V = u β this leads to the following necessary and sufficient criteria for the Dynkin diagram of the system of restricted roots Σ:
(1) ∀β ∈ Θ the root space g β is one-dimensional. (representation is proximal ) (2) ∀β ∈ Θ the node of the Dynkin diagram with label β is either connected to the nodes in ∆ − Θ by a double arrow pointing towards ∆ − Θ, or it is not connected to ∆ − Θ at all. (highest weight is in 2P )
From this we deduce the above list of pairs (G, Θ).
In order to describe the Θ-positive structure in more detail we denote for every β ∈ Θ by c β ⊂ u β the L 
Note that by the classification of Dynkin diagrams there is at most one node in Θ which is connected to ∆ − Θ, we denote this node/simple root by β Θ . For all β ∈ Θ\{β Θ } we then have that u β ∼ = R, and c β ∼ = R + . For β Θ , the vector space u βΘ is of dimension ≥ 2, and c βΘ ⊂ u βΘ is a homogeneous sharp convex cone.
We define the Θ-nonnegative semigroup U
≥0
Θ to be the subsemigroup of U Θ generated by C β , β ∈ Θ. Similarly we consider the cones c (2) Let G be a Lie group of Hermitian type, which is of tube type and Θ = {α r }.
Then G
Θ is the closure of the subsemigroup G ≻0 ⊂ G defined above. Θ . Let G be a semisimple Lie group with a Θ-positive structure. We associate to Θ a subgroup W (Θ) of the Weyl group W . Recall that the Weyl group W is generated by the reflections s α , α ∈ ∆. We set σ β = s β for all β ∈ Θ − {β Θ }, and define σ βΘ to be the longest element of the Weyl group W {βΘ}∪(∆−Θ) of the subrootsystem generated by {β Θ } ∪ ∆ − Θ, i.e. W {βΘ}∪∆−Θ ⊂ W is the subgroup generated by s α with α ∈ {β Θ } ∪ ∆ − Θ.
The group W (Θ) ⊂ W is defined to be the subgroup generated by σ β , β ∈ Θ. It turns out that the group W (Θ) is isomorphic to a Weyl group of a simple root system, in such a way that the σ β correspond to standard generators. If we denote the Weyl group of a root system Σ ′ by W Σ ′ we have:
(1) If G is a split real form and Θ = ∆, W (Θ) = W .
(2) If G is of Hermitian type of tube type and Θ = {α r }, W (Θ) ∼ = W A1 .
(3) If G is locally isomorphic to SO(p, q), p = q, and
(4) If G is a real form of F 4 , E 6 , E 7 , E 8 , whose restricted root system is of type F 4 , and
The group W (Θ) acts on the weight spaces u β , β ∈ span(Θ). Combinatorically this action is the same as the action of the Weyl group W Σ ′ with W (Θ) ∼ = W Σ ′ on the root spaces g ′ α , α ∈ Σ ′ . For any β ∈ Θ we define a map
Let w 0 Θ ∈ W (Θ) be the longest element, and let w 0 Θ = σ i1 · · · σ i l be a reduced expression. We define a map
We just sketch the idea of the proof, which is inspired by the strategy of Berenstein and Zelevinsky [7] to compute the transition functions for total positivity in split real Lie groups. The whole proof is rather involved and will appear in [30] . The explicit formulas for the case when G = SO(3, q), q > 3, are given in Section 4.5.
Proof. Any two reduced expression of w 0 Θ differ by a braid relation in the Weyl group W (Θ). There are three possible braid relations:
Using explicit calculations in the universal enveloping algebra of u Θ we get explicit systems of "polynomial" equations for each braid relation, which combinatorically have the same structure as the polynomial equations described in [7] for the totally positive semigroup in the split real group whose Weyl group W Σ ′ is isomorphic to W (Θ), if the equations are interpreted in the right way, because now some of the variables are not scalars, but vectors.
For the first kind of braid relation, the involved cones c βi and c βj are always R + , and the computation reduces basically to the computation in the SL(3, R)-case discussed above.
For the second kind, which appears for example when G = SO(p, q), one of the cones, say c βj is the cone of positive vectors in a vector space, which is equipped with a quadratic form B of signature (1, q−p+1), whose first component is positive. In this case even powers in the polynomial equation need to be interpreted as v 2k = B(v, v) k , and odd powers as
The computations reduce essentially to the case when (p, q) = (3, q), for which we give the precise formulas in Section 4.5.
For the third kind of braid relation, which appear when G is a real form of F 4 , E 6 , E 7 , or E 8 and Θ = {α 1 , α 2 }, the cone c βj is identified with the cone of positive definite matrices in the vector space of Hermitian 3 × 3 matrices over R, C, H, or O. Here the square of v needs to be suitably interpreted as the Freudenthal product v × v, and the third power v 3 or terms of the form v 2 w as the trilinear form (v, v, w), see e.g. [51] for the definition of the Freudenthal product and the trilinear form. Here the determination of the "polynomial" equations and their solution is much more complicated and will be given in [30] .
Once the explicit system of "polynomial" equations is determined, we prove that starting with variables v i , v j in the cones c 
Θ-positivity of triples.
Let G be a semisimple Lie group with a Θ-positive structure. We consider the generalized flag variety G/P Θ . Given F ∈ G/P Θ we denote by Ω FΘ the set of all points in G/P Θ which are transverse to F .
We fix E Θ and F Θ to be the standard flags such that Stab G (F Θ ) = P Θ and
Theorem 4.7. The set This property can in fact be proven to give a more geometric characterization of a Θ-positive structure on G. We expect that many of the properties which Lusztig proved for totally positivity in split real Lie groups, have an appropriate analogue in the context of Θ-positive, even though Lusztig's proofs sometimes make use of the positivity of the canonical basis for the quantum universal enveloping algebra, for which we do not (yet?) have an analogue here.
For example we conjecture
Θ acts proximally on G/P Θ , i.e g has a unique attracting and a unique repelling fix point in G/P Θ , which are transverse, and such that the action of g on the tangent space at the attracting fix point is strongly contracting, and the action on the tangent space at the repelling fix point is strongly expanding.
From the second conjecture we can deduce the following statement. In the case of Lusztig's total positivity these properties are proven in [44] . For Hermitian Lie groups of tube type the properties can be checked directly and Conjecture 4.12 can be deduced from [11] .
4.5. The positive structure for SO(3, q). Here we describe in detail the Θ-positive structure for the group SO(3, q), q > 3. The general case of SO(p, q), p = q essentially reduces to the computations in this subsection and the computations for SL(3, R).
Let Q be a quadratic form of signature (3, q). We write Q = SO(3, q) . We choose the Cartan subspace a to be the set of diagonal matrices diag(λ 1 , λ 2 , λ 3 , 0, · · · , 0, −λ 3 , −λ 2 , −λ 1 ). We denote by ǫ i : a → R the linear form which sends such a diagonal matrix to λ i . We choose a set of simple roots ∆ = {α 1 , α 2 , α 3 } with α i = ǫ i − ǫ i+1 , i = 1, 2, α 3 = ǫ 3 , and take Θ = {α 1 , α 2 }.
The generalized flag variety G/P Θ is
We consider F = (F 1 , F 2 ) with F 1 = Re 1 and F 2 = F 1 ⊕ Re 2 , and E = (E 1 , E 2 ) with E 1 = Re q+3 , and E 2 = E 1 ⊕ Re q+2 . Then P Θ is the stabilizer of F , and its unipotent subgroup is
Here u α1 is equal to R and u α2 is equal to R q−1 , endowed with the form q J . The maps x α1 : R → U Θ and x α2 : R q−1 → U Θ are given by 
The cone c
• α1 is equal to R + , and the cone c
The group W (Θ) is isomorphic to the Weyl group W B2 of the root sytem B 2 . Let ω 0 Θ = σ 1 σ 2 σ 1 σ 2 = σ 2 σ 1 σ 2 σ 1 be the longest element in W (Θ). Considering the images of the two maps F σ1σ2σ1σ2 (x 1 , v 1 , x 2 , v 2 ) and F σ2σ1σ2σ1 (w 1 , y 1 , w 2 , y 2 ), with x 1 , x 2 , y 1 , y 2 ∈ u α1 ∼ = R and v 1 , v 2 , w 1 , w 2 ∈ u α2 ∼ = R 1,q−2 , we want to understand when
Comparing the entries of the matrices we get the following set of equations.
(1)
which is equivalent to
An explicit solution is given by
It can be easily checked that these equations are well defined as soon as With the above parametrization of U
>0
Θ one can also check directly that Conjecture 4.11 is satisfied in this case: If v = a + w ∈ u α1 ⊕ u α2 , with a ∈ R + , and w ∈ c 
Positivity and Higher Teichmüller theory
Lusztig's total positivity and the positivity in Hermitian Lie group played an important role in recent developments in geometry and low dimensional topology, which led to what now is often called higher Teichmüller theory.
Let Σ g be an oriented topological surface of genus g ≥ 2, and let π 1 (Σ g ) be its fundamental group.
1 Then the boundary ∂π 1 (Σ g ) naturally identifies with RP 1 , and π 1 (Σ g ) acts on RP 1 preserving the orientation. The Teichmüller space T (Σ g ) of Σ g is the moduli space of marked conformal structures on Σ g . By the Uniformization theorem, any such conformal structure can be realized by a unique hyperbolic structure, i.e. a unique metric of constant curvature −1. The holonomy of this hyperbolic structure gives a representation ρ : π 1 (Σ g ) → PSL(2, R), which is faithful with discrete image. In turn any faithful and discrete representation ρ : π 1 (Σ g ) → PSL(2, R) induces a hyperbolic structure on Σ g , identifying Σ g with the quotient of the hyperbolic plane H 2 by ρ(π 1 (Σ g )). The subset of discrete and faithful representations
is a union of two connected components, each of which is homeomorphic to the Teichmüller space of Σ g . Representations in one component induce hyperbolic structures on Σ g with the same orientation as the given one, the representations in the other induce the opposite orientation on Σ g . In particular, there is a connected component of the representation variety Hom(π 1 (Σ g ), PSL(2, R))/PSL(2, R), which consists entirely of discrete and faithful representations, and identifies with the Teichmüller space T (Σ g ) [48] .
In the past 25 years, for two families of Lie groups G -split real forms and Hermitian type -new connected components in Hom(π 1 (Σ g ), G)/G have been discovered, which also consist entirely of discrete and faithful representations and share several properties with representations in Hom df (π 1 (Σ g ), PSL(2, R))/PSL(2, R). These connected components are called higher Teichmüller spaces.
The two known families of higher Teichmüller spaces are the Hitchin components, which are defined when G is a split real semisimple Lie group, and the space of maximal representations, which are defined when G is a Lie group of Hermitian type. These spaces have been defined and investigated by very different methods. It turned out that these two families in fact share many features, and in fact both families can be characterized in terms of positive structures.
Hitchin components.
The Hitchin component has originally been defined by Hitchin using methods from the theory of Higgs bundles [34] . We do not give the original definition here, but a more elementary one. We assume that G is an adjoint split real semisimple Lie group. Let g 0 be a principal three dimensional subalgebra of g [37] . Let π p : SL(2, R) → G be the associated Lie group homomorphism. Fix any discrete and faithful embedding ι :
is defined to be the connected component of Hom(
. Labourie, and Fock and Goncharov [38, 17] established several interesting geometric properties for representations in the Hitchin component, we just mention a few:
(1) Every representation in T H (Σ g , G) is discrete and faithful.
(2) For every γ ∈ π 1 (Σ g ) − {id} the image ρ(γ) is diagonalizable with distinct eigenvalues of the same sign.
is Anosov with respect to the Borel subgroup B = P ∆ .
2
In particular Labourie, Guichard, Fock and Gonachrov established the following characterization. We refer the reader to [39, 40, 41, 27, 29, 9, 45] for more geometric and dynamical properties of Hitchin representations.
Maximal representations.
The space of maximal representations is defined when G is a Lie group of Hermitian type. In this case there is a characteristic number
which is bounded in absolute value by |τ (ρ)| ≤ |χ(Σ g )|rk(G), where rk(G) denotes the real rank of G, and e G is an integer depending on G.
Maximal representations are those that saturate the upper bound:
Since τ is an integer-valued continuous map on Hom( [21, 23] .
Maximal representations have several interesting properties, which have been proved in [12, 10] (1) Any representation in T m (Σ g , G) is discrete and faithful.
(2) Every representation in T m (Σ g , G) is Anosov with respect to the parabolic subgroup P Θ , where P Θ is the parabolic subgroup stabilizing a point in the Shilov boundary.
(3) For every γ ∈ π 1 (Σ g ) − {id} the image ρ(γ) as a unique attracting and a unique repelling fix point in the Shilov boundary; they are transverse to each other.
Maximal representations into Lie groups of Hermitian type which are not of tube type satisfy a rigidity theorem, which essentially reduces their study to the case of maximal representations into Hermitian symmetric spaces of tube type, [47, 32, 12] .
So we assume now without loss of generality that G is of tube type in order to simplify the statement of the characterization of maximal representations in terms of positivity: 
2).
We refer the reader to [12, 50, 29, 13] for more details and further properties of maximal representations. This conjecture will be addressed in forthcoming work of the authors with François Labourie [26] .
A positive answer to the conjecture together with Theorem 4.3 implies 
Connected components of the representation variety.
When G is a compact or a complex simple Lie group, then the connected components of Hom(π 1 (Σ g ), G)/G are in one to one correspondence with elements in π 1 (G), [2, 22, 42] . This is not true when G is a real simple Lie group. In this case there can be additional connected components which are not distinguished by characteristic classes. This phenomenon happens in particular in the case when G is a split real Lie group, and when G is of Hermitian type. In the first case, the Hitchin components give rise to additional connected components. In the second case, the space of maximal representations, which is given as a level set of a characteristic class in H 2 (Σ g , π 1 (G)) ∼ = π 1 (G), splits into several connected components. These additional components can actually distinguished by additional topological invariants, which have been defined one the one hand using the theory of Higgs bundles in [8, 24, 20] , and using geometric consequences of the Anosov property of maximal representations in [28] .
Based on Conjecture 5.4 we make the following conjecture In fact if Conjecture 5.4 holds, then the construction of additional topological invariants to Anosov representations from [28] can be used for Θ-positive representations. These invariants together with the construction of explicit examples of Θ-positive representations will then allow to give a lower bound on the number of connected components of Θ-positive representations.
In some special cases, when G = SO(n, n + 1) Conjecture 5.6 has been partly confirmed in recent work of Collier [16] and in ongoing work of Bradlow, Collier, Garcia-Prada, Gothen, and Oliveira using methods from the theory of Higgs bundles.
