A high-accuracy, batch-equilibration, static-headspace technique for the determination of the fugacity of CO, (fC0,) in discrete water samples is described. The technique was designed for monitoring small changes of CO, in the ocean and has accuracy and precision (< 1% for water samples) comparable to that of the best techniques available. The method uses several novel approaches to maximize accuracy, requires only a small water sample (60 ml), and is very rapid (-2 min per analysis). Precision of the calculated total alkalinity, based on the measured fC0, and C,, is comparable to or better than is generally attained using potentiometric titration. Compared with C,. and total alkalinity measurements, the small sample volume and rapid analysis time makes it practical to perform analysis of multiple replicates in order to improve confidence in the result. The method is readily applicable to experimental studies such as incubations as well as to time-series measurements of in situ biological metabolism. Because the analysis employs gas chromatography, the technique can be acapted to mcasurc simultaneously a suile of gases dissolved in seawater.
To characterize the speciation of inorganic carbon in seawater it is necessary to measure at least two of four measurable parameters: C,. (total dissolved inorganic carbon concentration), pH,fCO, (fugacity of CO,), and total alkalinity. Established methods for the measurement of pH (see Dickson 1993 for review), total alkalinity (e.g. Miller0 et al. 1993) , and C, (e.g. Johnson et al. 1985 Johnson et al. , 1993 Robinson and Williams 1991) are well described in the literature. Note that fC0, at 1 atm total pressure is 0.3-0.4% lower than its partial pressure (pC0,) because of nonideal behavior.
High-accuracy measurements of inorganic carbon in the ocean can potentially be used to determine directly the oceanic uptake of excess, or anthropogenic, CO, from the atmosphere and are powerful constraints for models of this uptake process (e.g. Gruber et al. 1996; Wallace 1995) . Such evaluations of large-scale distributions and long-term changes of CO, concentration in the oceans must be based upon data collected by different measurement groups and cruises and is therefore usually limited by accuracy rather than analytical precision.
Currently, the most accurate measurement is that of C, that can be measured routinely (at sea) to an accuracy of 0.1% using coulometric titration (Johnson et al. 1993 ) and for which certified standards (UNESCO 1991) are now well accepted. Total alkalinity is one of the more commonly measured parameters with a potential measurement accuracy of I Corresponding author.
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There have been relatively few descriptions of methods for the determination of the fC0, of discrete water samples. Notable exceptions include the gas chromatography (GC)-based method described by Chipman et al. (1993) and an infrared detection variant of this described by Wanninkhof and Thoning (I 993) and Chen et al. (1995) . Whereas both methods give good precision and accuracy, they require relatively large (:>0.5 liter) water samples and long (-lo-20 min) analysis times. Both factors can become a problem on oceanographic research cruises where the number of samples that can be ana!yzed is usually a limiting factor, and where the available volume of water from a particular Niskin bottle may be restricte,d.
Here we present an alternative method of measuring the fC0, of small samples (60 ml) with an average analysis time of -2 min per sample. The approach involves off-line equilibration of the sample and an introduced headspace within a small serum bottle, followed by analysis of the mole fraction of CO, in the equilibrated headspace by GC with Aameionization detection (CC-FID). The method is derived from a method initially developed for methane analysis (Johnson et al. 1990) . Because the method uses small serum bottles and GC, it is particularly well suited to experimental studies of metabolism, such as microbiological incubations, and could readily be extended to measure a wide suite of gases in addition to CO,.
Materials and methods
Sampling and headspace introduction-Subsamples are collected in 60-ml serum bottles whose volume has been calibrated gravimetrically (Johnson et al. 1990 ). The bottles are filled using a piece of latex or tygon tubing, being careful to avoid bubbles and overflowing at least one full volume. The sampling tube is carefully withdrawn from the serum bottle while maintaining some flow in order to leave a meniscus of water at the neck of the bottle. The serum bottle is immediately sealed with a 20-mm Teflon-faced butyl rubber septa and aluminum crimp seal (Wheaton, part no. 224168). The sample must be sealed with no air bubbles inside in order that the initial water volume in the serum bottle agrees with the calibrated value. We evaluated several types of septa and determined that this type combined the best sealing qualities together with resistance to leakage after puncturing with a needle.
A headspace is then introduced as follows (see Fig. I ): The septum is pierced with a custom-designed concentric needle comprised of an (inner) long, side-port style needle that is used to remove water from the sample, and an (outer) short piece of needle tubing that is used to introduce headspace gas. When the needle is fully inserted into a serum bottle (Fig. l) , the "gas port" in the outer tubing is located just beneath the septum, such that when water is withdrawn through the long needle ("liquid port"), gas enters through the gas port to form the headspace. Typically 6.0 ml (t0.0005) of water is withdrawn, using a stepper motordriven syringe (Kloehn, model 50100).
Three headspace gases with different CO,-in-air mole fractions (usually 350 X 10pG, 750 X 10-O, and 1,500 X lo-") are stored in 5-liter gas bags (Calibrated Instruments) and connected to the gas port of the needle via a five-port selector valve (Fig. 1) . Gas bags are used in order to ensure that the initial headspace is introduced into the serum bottles at atmospheric pressure, which is recorded. The selector valve is used to select a headspace gas with a fC0, that is close to that expected for the particular water sample being processed. This matching of the water sample and headspace fC0, minimizes the amount of CO, exchanged during the subsequent equilibration (see below). The fourth position on the selector valve is used to flush the valve and needle with distilled water, followed by air. This is performed regularly to prevent salt from accumulating in the tubing.
Equilibration-After all samples from a hydrographic cast have been collected and the headspaces introduced, the samples are equilibrated in a constant temperature bath that is controlled to within -t-0.02"C. A plastic-lined polystyrene beverage cooler is used as the bath, with the bath water circulated directly through a constant temperature circulator (this requires a circulator with both pressure and suction pumps). The bath is mounted on a reciprocating shaker table. The serum bottles are placed in the bath on their sides and shaken along their long axis at a frequency that maximizes the motion of the headspace bubble (Johnson et al. 1990 ). The temperature of the bath is measured by a thermistor with NIST-traceable calibration to an accuracy of 0.005"C. After putting samples in the bath, the temperature stabilizes in <I h. Samples are equilibrated on the shaker for 3-4 h prior to headspace analysis.
Headspace analysis-Following equilibration, sample analysis consists of (1) measuring the pressure of the headspace, (2) displacing some of the headspace into a gas sample loop, and (3) analysis of the contents the sample loop by GC. The shaker is left on throughout the analyses and samples are removed one at a time, using tongs to reduce thermal perturbations of the bath. The elapsed time between when a sample is removed from the bath and the gas sample loop is loaded is about 30 s. Care is taken to avoid agitation and temperature change of the samples following their removal from the bath.
The headspace pressure of the samples is measured with a quartz crystal pressure transducer (Paroscientific, model 216B, that is connected to a fixed, low-deadvolume side-port needle that is pointed downward. The dead volume of the transducer-needle assembly in use with our system was determined to be 290 ~1, compared with a headspace volume of -6 ml, and all hcadspace pressure data have been corrected accordingly. When making a pressure measurement, the sample is held by the lower half of the . Schematic representation of the gas chromatography analytical system, including the subsystem used to transport the equilibrated headspace from the serum bottle to the gas sample loop.
bottle so as not to warm the glass around the headspace. After the needle is inserted through the septum, the pressure reading stabilizes very quickly, and, with practice, a reading can be made in l-2 s. To avoid contamination of the headspace contents during this pressure measurement, there must be a positive pressure in the headspace following equilibration, which implies that seawater samples should be equilibrated at temperatures above their potential temperatures.
Immediately after the pressure measurement, the headspace of the sample is displaced into a gas sample loop using a concentric needle and syringe (as described above) to dispense -4.5 ml of a dense brine solution (-3X seawater salinity) into the bottom of the sample bottle. This forces the gas in the headspace through the short needle and into the gas sample loop (Fig. 2) . The volume of connecting tubing between the needle and the gas sample valve is kept to a minimum (lo-20 ~1). Brine is used so that the introduced liquid remains in the bottom third of the sample bottle, out of contact with the headspace. The brine is prepared from water that has been partially degassed by boiling in order to prevent bubbles from forming in the syringe and the connecting tubing. Addition of a little food coloring to the brine makes it easy to determine whether any mixing takes place during sample introduction.
The equilibrated headspace contains air that is water saturated at the temperature of equilibration. To avoid water vapor condensation within the gas sample loop and connetting tubing, it is important that maintained ,lt a higher temperature temperature.
these components be than the equilibration 1 The plumbing arrangement for the Chromatographic analysis of headspace and other gas samples is shown in Fig. 2 . CO, is chrornatographically separated, followed by catalytic reduction of CO, to methane and detection with a FID. Gases, including calibration standards and air, are injected using the same gas sample loop (-0.45 ml) as is used for the headspace content. When analyzing standards or air samples, the gas source is selected using a lo-position selector valve (Valco), and flow is routed through the gas sample valve by switching the solenoid valve (see Fig. 2 ). Gas is flushed through the loop and vented through the gas port of the concentric needle for 30 s before the solenoid valve is switched back to its "normally open" position. There is then a 6-s delay for pressure equilibration, during which time the loop temperature and atmospheric pressure are measured, before the gas sample valve injects the loop contents onto the GC column.
Separation of CO, from other gases in the sample loop is achieved usirg a 10 ft X I/,,-in. (outer diam) Hayesep N column, operated at 60°C with a carrier flow rate of highpurity N, at --20 ml min-'. Oxygen scrubbers are used on the N, supplies. Column flow is regulated using a mass flow controller (Tylan, model FC-180). Normally, the column effluent is direcl:cd to vent, with the catalyst and detector supplied by an auxiliary carrier gas supply. The CO, peak (retention time of -1.2 min) is "heartcut" by switching a four-port valve (Valco) so that it is eluted through the catalyst and detecr.or. This procedure prevents oxygen and other gases from passing over (and potentially degrading) the catalyst and is carefully timed to ensure that the entire CO, peak passes through the catalyst and detector. The reduction of CO, to melhane is accomplished by mixing the column flow with 30 ml min-' hydrogen gas and passing the mixture over a nickel catalyst at 360°C. The catalyst is purchased prepacked in ):,-in. tubing (Varian). The heartcut switching, data acquisition, and peak integration are all performed using a PC-based c;lromatography software package (Baseline, Waters Assoc.).
Calibration 2nd analysis sequence-Instrument response is calibrated with gaseous standards with an accurately known mole-fraction of CO, that cover the range encountered in the equilibrated water samples. Normally a four-or five-point calibration curve, fiitted to a quadratic function, is used to evaluate the detector response. Atmospheric pressure and sample loop temperature are recorded for each injection. Calibration curves are run at the beginning and end of a series of analyses with instrument response being interpolated between these curves based on pairs of midrange check standards run rl=gularly throughout the series. Interpolation uses either a linear or quadratic function, based on a subjective judgment: of the fit. Typical variation in detector response during ;i series of analyses is -0.3% over 2-3 h. Normally a complete series of analyses would correspond to a hydrographic cast of 24-36 samples with accompanying standards.
Calculation offCO,-The process of equilibrating the water samples with an introduced headspace involves the repartitioning of CO, between the liquid and gas phases. This in turn alters the C, of the water sample and its fC0,. This effect can be corrected for by using a mass balance for inorganic carbon, together with knowledge of the solubility and apparent dissociation constants of CO, in seawater, and by using the constraint that the total alkalinity of the water sample remains unchanged during the equilibration. The motivation for the use of variable headspace gases (see above) was to minimize the magnitude of these corrections by closely matching thefC0, of the introduced headspace to that of the sample. The corrections require knowledge of the salinity and C, of the original water sample from measurements made on separate aliquots of the same water sample.
The total number of moles of inorganic carbon within the serum bottle (I&) immediately after headspace introduction and prior to equilibration (i.e. at t = 0) is calculated from the mass of water in the serum bottle (m,,), its C, concentration prior to equilibration (C,,,), the mole fraction of CO, in the introduced headspace (X,-J, the atmospheric pressure (P,=,), the headspace volume (V,,,,=J, and the temperature (T,=,) immediately after the headspace was introduced. T,=, is generally assumed to be same as the temperature of the water sample. Assuming for this calculation an ideal gas (the effect of nonideality is not significant):
After equilibration, the fC0, (fCOZl,,) can be calculated from measurement of the mole fraction (X,,) of CO, in the headspace together with the headspace pressure measured after equilibration (P,,):
where the subscript "eq" refers to time after equilibration is complete, and the exponential term is a correction for the nonideality of the CO, in air mixture,, which is on the order of 0.996-0.997 for our analyses (B,, is the second virial coefficient of pure CO, and S,, is the cross-virial coefficient for an air-CO, mixture [Weiss 19741) . Note that the GC measurement of the CO, mole fraction in the headspace is made on water-saturated air, and that PC,, can depart significantly from 1 atm because equilibration takes place in a closed system.
The CT of the water after equilibration (C,,) can be calculated from a mass balance for inorganic carbon:
where the volume of the headspace after equilibration (VI& is calculated from the initial temperature, seawater and headspace volumes, the thermal expansion coefficients for glass, and the equation of state for seawater. The total alkalinity of the water (A.,.) is then calculated from fCO,,c,, and C,, using standard equations such as described in DOE (1994) . Note that in regions with very high nutrient concentrations, it may be necessary to incorporate explicitly the contributions of inorganic phosphorus and silicon species to the total alkalinity. The constants used for the calculations in this paper were the CO, solubility (Z&J according to Weiss ( 1974) , the first and second apparent dissociation constants for carbonic acid (K, and K2) of Roy et al. (1993) , and the apparent dissociation constant for boric acid (KJ of Dickson (I 990). The alkalinity contributions of phosphate and silicate, together with K,,,, were taken from Miller0 (1995) as reported in DOE (1994) . The boron concentration of seawater was taken from Uppstrom (1974) . All the equilibrium constants were evaluated on the total hydrogen ion scale, with concentrations in mol (kg seawater)-'. Unit and pH-scale conversions were made as required. These constants are used for all calculations in this paper, Because the total alkalinity of the water sample is conserved during the equilibration, thefC0, of the water sample prior to equilibration, at any temperature, can be calculated with the same standard equations (e.g. DOE 1994) based upon the C, measured prior to the equilibration, and the calculated total alkalinity. The final result is generally reported as the fC0, (patm) at the temperature of equilibration, as well as at some standard temperature (e.g. 20°C used throughout this paper).
Results

Equilibration-
Key issues are (1) the extent to which equilibrium is attained between the gas and liquid phases within the serum bottles, and (2) the extent to which the exchange of CO, during the equilibration is adequately described by the calculation procedures. To examine these issues, a time course of equilibration was monitored for samples with introduced headspaces with fC0, both much higher and much lower than thefC0, of a water sample.
A glass carboy was filled with several liters of HgCl,-poisoned seawater that was driven to a fC0, of -1,000 patm by bubbling a CO,-in-air mixture through the water for several hours with stirring. The gas supply was then rerouted so that rather than bubbling through the water, the gas was continuously flushing the headspace. Samples for fC0, analysis were drawn by siphoning water from the carboy into serum bottles. Samples were drawn in sets of three, and headspaces with CO, in air mole fractions of 26, 972, and 1,954 X lo-" were introduced as described above. Each set of three samples was shaken in the water bath for a different length of time (from 5 s to 1.5 h) prior to being analyzed as described above. Duplicate samples of the water from the carboy were analyzed for C,. by coulometrjc titration. Table 1 and Fig. 3 show that the introduced headspace approached equilibrium with the water in two stages, with most of the equilibration taking place very rapidly (time constant -30 s) but with a slower process (time constant several minutes) making the overall time required for complete equilibration l-l.5 h. The slower equilibration step may reflect the time required to restore a stable waterbath and serum bottle temperature after an initial disturbance associated with adding a batch of samples to the bath. The data also show that the same initial fC0, is calculated, after corrections for the CO, exchanged during the equilibration step, whether the initial headspace fC0, is higher or lower than that of the water. The finding that samples with initial headspaces of much higher (1,954 X lo-"), closely matched (972 X 10 "), and much lower (26 X lO-'j) fC0, levels relative to the water all equilibrated to the same final value within I!Z 1 patm or ir0. 1% strongly indicates that equilibrium was achieved and that the algorithm used to correct for the CO, exchanges during equilibration is appropriate. Fig. 3 shows that the time courses do not extrapolate back to the exact values of the introduced headspace gases at t = 0. This is because during the early stages of headspace introduction the gas port of' the concentric needle is located slightly beneath the water within the serum bottle. The headspace gas is therefore bubbled through a thin layer of water for a short period, which allows some equilibration to take place before headspace introduction is complete.
Precision aE,d accuracy-An extensive f CO, dataset was collected during the cruise of the USCGC Polar Sea to the northeast coast of Greenland in the summer of 1993 (Wallace et al. 1995) . Data from this cruise, acquired over the course of a month, were used to evaluate precision and other aspects of the analysis.
Precision fol-gas samples was assessed by repeated measurements of a single standard, with appropriate corrections for temperature and pressure variations. Based on 178 separate sets of duplicate measurements of a calibration standard with a CO, mole fraction of -350 X IO-+, the relative standard deviation of gas sample analyses, as calculated from the differences between duplicate analyses (DOE 1994), was 0.54%. This reflects the short-term repeatability of the gas chromatograph.
Precision fol* water samples was evaluated on the basis of triplicate analyses. Based on the analyses of 57 sets of triplicate samples collected during the Polar Sea cruise, each set having been collected from an individual Niskin bottle, the pooled rekltive standard deviation was -0.83%. Similarly, on a recent cruise to the South Atlantic Ocean (WOCE A8; Meteor cruise number 28; Johnson and Wallace unpubl. data), 22 duph:ate sets were analyzed. The relative standard deviation calculated from the differences between these duplicate analyses (DOE 1994) was 0.96%.
Overall accuracy of the technique was assessed through 1150 -1000 Ii 1 10 100
Equilibration Time (minutes) Fig. 3 . Time-series plots of the approach to equilibrium between an introduced headspace and a water sample contained within a 60-ml serum bottle. The results of each analysis have been expressed as the apparent fC0, of the water sample at 20°C (i.e. by assuming the headspace had come to equilibrium with the water). In this way, the time course of approach to equilibrium within the serum bottle can be observed by the convergence of the three treatments on a stable and consistent value. (A) All data from the experiment. Arrows denote the fC0, of the three initially introduced headspace gases. (B) Data from the later stages of the experiment, on a greatly expanded vertical scale. Table 2 . Results of discretefC0, analyses on poisoned seawater Table 3 . Comparison of reported discrete fC0, data from three samples used in an interlaboratory alkalinity intercomparison study groups that analyzed aliquots of the same batch of poisoned seaduring 1993. X,,,,=O refers to the mole fraction of CO, in the introwater during an interlaboratory comparison of total alkalinity meaduced headspace. Multiple aliquots were withdrawn and analyzed surement during 1993. Values in parentheses are standard dcviafrom each sample bottle. Total alkalinity was calculated from C, tions. The C, values are based on analyses by coulometric titration and f'C0, (at the temperature of equilibration) using Weiss (1974) prior to equilibration. Group B did not analyze the samples for C, and Roy ct al. (1993b) CO, constants and Dickson (1990) 2,004.04 pm01 kg-I and a salinity of 33.704. The mean and standard deviation of the total alkalinity was 2,262.3 (2 1.06) pmol kg-'. Note that this precision for the calculated total alkalinity is significantly better than the precision of direct total alkalinity determinations using potentiometric titration, which is 2-4 pmol kg- ' (Miller0 et al. 1993 ).
an intercomparison with other investigators. In 1993, Andrew Dickson of the Scripps Institution of Oceanography conducted an intercomparison experiment that involved distribution of poisoned-seawater samples (-500 ml), similar to those used as certified reference materials (CRMs) for C!, analyses (UNESCO 1991), to various groups. Our group and two other groups measured fC0, on these samples. In our laboratory, subsamples were carefully siphoned from each sample into three serum bottles and processed as described above. In order to ensure overpressure in the serum bottle headspace, most of the samples were analyzed at 25°C. Results from these analyses have been corrected to 20°C in order to facilitate comparisons with measurements made by the other two groups who equilibrated their samples at very close to 20°C. A few of our samples were also equilibrated near 20°C and gave identical results to the temperature-corrected values (Table 2 ). The overall mean and standard deviation of these analyses was 401.9 ? 1.8 patm (n = 29; relative SD of 0.45%).
The accuracy of the technique can, at present, only be assessed through comparison with SCO, values determined using the significantly different techniques described by Wanninkhof and Thoning (1993) and Chipman et al. (1993) . These results are presented in Table 3 (R. Wanninkhof et al. pers. comm.) . The mean and standard deviation of the three separate fC0, determinations (corrected to 20°C) was 400.0 (-t-4.7). Hence, it seems that three independent techniques can achieve consistency infC0, determinations to an order of -3 %, which we take to be a measure of accuracy. When the fC0, and TCO, pair is used to calculate the alkalinity for these samples, the calculated total alkalinity ranges from 2,262.0 to 2,266.2. This corresponds to consistency in the calculated total alkalinity, based on three separate techniques of determining the fC!O,, to an order of 0.1%.
Discussion
Factors afleeting the precision and accuracy of fCO,-The gas sample precision of 0.54% Gresented above is random and could likely be reduced through the use of improved Chromatographic technique. An equilibration temperature uncertainty of t0.02"C (given above) creates an uncertainty of 20.08% infC0, because the latter varies by -4% per degree temperature change.
In processing the samples, the total alkalinity was calculated based on the independently measured C, value of Uncertainty for water sample analyses is directly proportional to the precision and accuracy of the headspace pressure measurement (Eq. 2). Because equilibration takes place in a closed system, headspace pressures after equilibration can deviate significantly from atmospheric pressure (see below). Precision of headspace pressure measurements, assessed from differences between measurements made on multiple sets of duplicate samples (DOE 1994) , is -0.5% and can account for -50% of the overall imprecision of water analyses. To check that the headspace pressure mea-surements are accurate and that the septa do not consistently leak, we routinely compare the predicted pressure of equilibration (based on a mass balance for the major gases found in air and water) with that which is measured using the needle probe and pressure sensor.
A mass balance is obtained based on knowledge of the volume, pressure, and composition of the introduced headspace (usually air at atmospheric pressure), together with the water volume and its oxygen, nitrogen, and argon concentrations. Water vapor pressure changes are taken into account and additional corrections are made to account for volume changes of the gas and liquid phases associated with the thermal expansion of water (significant) and glass (almost insignificant) during the equilibration.
The predicted headspace pressure after equilibration (P,,) is given by poq = PNZ + PO, + pftr + pH209 (4) with the equilibrium partial pressures of N,, 0,, and Ar being calculated from P, = NGRTcq
(1 + y)v+'
where P,; is the partial pressure of an individual gas (e.g. N2) after the equilibration, V,,,,eq and Vh,cq are, respectively, the volumes of seawater and headspace after equilibration, R is the gas constant, Tcq is the temperature of equilibration (OK), and L, is the Ostwald solubility coefficient. The latter is equivalent to &(T,,/273.15), where PG. is the Bunsen solubility coefficient of the gas at the sample salinity and the temperature of equilibration (Weiss 1970) . PIIzO at the sample salinity and the temperature of equilibration is calculated using the formula given by Weiss and Price (1980) . NG is the total number of moles of an individual gas contained within the serum bottle and is calculated using a mass balance similar to Eq. 1. The initial oxygen concentration of the water is measured (e.g. by Winkler titration) whereas the concentrations of nitrogen and argon in the water, which are not normally measured, are assumed equivalent to 100% saturation with air at the potential temperature and salinity of the water sample. During the Polar Sea cruise, fC0, samples were equilibrated at temperatures of 17-18°C whereas the original temperatures of the water samples were close to the freezing point of seawater (Fig. 5A) . The major gases in seawater (Eq. 4) are generally present at concentrations that are close to equilibrium with air at the potential temperature and salinity of the sample. Warming of up to 20°C during equilibration in the serum bottles causes outgassing, which, coupled with thermal expansion of the water sample, can create final headspace pressures as high as 1.18 atm (Fig. 5B) . , at 20°C as a function of C,. and total alkalinity. Superimposed on this plot are the C,. and total alkalinity data measured globally during the GEOSECS survey of the Atlantic, Indian, and Pacific Oceans. The C,. and total alkalinity data have been normalized to a constant salinity of 35. Note that the contour interval; arc not constant. Calculations were performed as described in the text. (B) Contours of the sensitivity of the calculated total alkalinity (in pmol kg ') to a 1% uncertainty in fC0, at 20°C. C, and to;al alkalinity space are the same as in A.
overall mean. ,411 of the outliers were positive and are likely a result of se:?tum leakage. Fig. 5b presents the pressure difference plotted against the predicted headspace pressure. Predicted and observed headspace pressures agreed very closely, with the mean difference (predicted -observed), after outlier removal being +0.0045 atm (+0.0079, n = 966). If this difference is the result of error in the headspace pressure measurement, which is not necessarily the case, it would imply a systematic bias on the order of 0.4% in the results of the .jC02 analysis. Note that this finding is based on experimental conditions that led to unusually high overpressures within the serum bottles because of the unusually large sample warming and may therefore represent a worstcase scenario. Negative values of the pressure difference are harder to explain: the four very negative values in Fig. 5 Theta ("C) Vertical profiles of the difference between the "predicted" equilibrium headspace pressure within a serum bottle based upon a mass balance (see text) and that which was observed, or measured, using a barometer. Outliers (see text) are plotted as filled symbols. These data were collected during the Polar Sea cruise to the East Greenland shelf, which sampled in ice-covered waters. Also presented arc profiles of the potential temperatures at which these samples originated; most samples were equilibrated at 17-18°C. (B) Based on the same data as shown in A, the predicted pressure after equilibration is plotted against the difference between measured and predicted values. Outliers are plotted as filled triangles. Control lines are plotted for the mean and standard deviation.
were all collected from the same hydrocast, and it is possible that the temperature of equilibration was incorrectly recorded for these samples.
There was a tendency for near-surface samples to have lower values of the pressure difference. This depth range also exhibited very strong vertical temperature and salinity gradients, to which two factors likely contributed. First, seasonal warming of the upper layers, compounded by strong salinity stratification, may have created in situ nitrogen supersaturation. Our predictions, on the other hand, assumed that both nitrogen and argon were at 100% saturation. Nitrogen supersaturation would tend to create negative values for the pressure difference, with the change in predicted pressure being -0.0012 atm for each percent change in initial nitrogen saturation. Second, an offset between the water temperature, which was recorded by a conductivity-temperature-depth package, and that which was appropriate for the water that was actually trapped within the Niskin bottle when it closed may have been a factor. The extremely steep gradients in these near-surface waters made such offsets like-1Y.
The pressure differences for samples collected from below 200 m were consistently positive and averaged +0.0075. These samples were collected from Arctic intermediate water, which is ultimately derived from North Atlantic surface water that has been strongly cooled. Whereas most oceanic water masses are within a percent or two of equilibrium with atmospheric N, (e.g. Kestcr 1975), undersaturation of nitrogen can be created when the rate of cooling is rapid relative to the rate of air-sea gas exchange, particularly if ice cover restricts gas exchange. Under this scenario, nitrogen undersaturation could be a cause of some (but probably not all) of the observed positive pressure difference. We are not aware of any measurements from this region that can be used to check this hypothesis. In summary, the cl se P, overall agreement between predicted and measured head pace pressures shows that the septa do not leak significantly during the equilibrations and also suggest that the headspace pressure measurement is accurate to <0.7%.
As noted above, the fC0, measured after equilibration (fCO,,,.,,) must be corrected back to a value that the water sample would have had at the temperature of equilibration if no CO, had been exchanged with the headspace (i.e. a nonperturbed value, fCO,(,,). In practice, the correction is applied exactly using the calculation procedures described above; however, its magnitude, expressed as a percentage of SCO,,,,, can be approximated by VI 1oo fC02(eq) -fCO,(,) 2: 1oo Rv$fc02(,,3f=,) -fC%i,) f co,,;,
where Rv is the Revelle (or homogeneous buffer) factor (e.g. Sundquist et al. 1979) and p is the density of seawater. Rv depends upon temperature, salinity, and the total alkalinity and CT of seawater. When evaluated for an equilibration temperature of 2O"C, a salinity of 35, and over the range of total alkalinity and C, found in the ocean (see Fig. 4A ), Rv varies from 8 to 17. Eq. 6 shows that the magnitude of the correction, expressed as a percentage of fCO,,,,, is proportional to Rv, the headspace-to-water phase ratio in the serum bottle, and the mismatch between thefC0, of the introduced headspace and that of the initial water sample, evaluated at Tcq. Hence at 2O"C, for typical C, (2,100 pm01 kg-'), phase ratio (0. l), and for an extreme initial fC0, mismatch of 1,000 patm, Eq. 6 implies a percentage correction equivalent to (0.2 X Rv), or 1.6-3.4%. Note that this represents the magnitude of the correction to fCO,,,,,; the uncertainty of the correction must be very much smaller and, in practice, even the magnitude is minimized through the preselection of headspace gases. Uncertainty in the correction is dominated by uncertainty in the phase ratio. Eq. 6 shows that even a gross error in (VJVJ of 10% would cause a maximum error of 0.34% in the correction and hence infCO,,,,.
Factors affecting the calculation of total alkalinity--It is worth examining the accuracy and precision required of oceanic discrete fC0, measurements to make them of comparable sensitivity to the best available measurements of total alkalinity. Fig. 4A presents the parameter space of C, and total alkalinity in the World Ocean, as measured during the GEOSECS program in the Pacific, Indian, and Atlantic Oceans. Concentrations have been normalized to a constant salinity of 35. On this same figure we superimposed contours of the calculated values of fC0, at 20°C corresponding to this parameter space. Oceanic values of this quantity fall into the range 200-2,000 patm. In Fig. 4% we have contoured the uncertainty in the calculation of total alkalinity that would result from a 1% uncertainty in the measured value of fC0, at 20°C. This figure shows that a 1% relative uncertainty in fC0, translates into a relative uncertainty of between 1.5 and 3 pmol kg-' in the calculated total alkalinity. Uncertainties are smallest at high values of C,. and become larger with decreasing C, and increasing total alkalinity. Note that uncertainties in the constants used for the calculations contribute additional systematic uncertainties to the calculation of the total alkalinity. Summary, future improvements, and extensions--Based on intercomparison studies and analysis of likely sources of systematic bias, the discrete fC0, method seems to be accurate to better than 1%. Measurement of the pressure of equilibration is a key determinant of accuracy with systematic bias in this measurement apparently being 10.7%. Such bias could likely be reduced by equilibration of samples at temperatures chosen to minimize overpressure in the equilibrated headspace. Imprecision of water sample analyses (currently -0.9%) originates largely with the repeatability of the GC analysis (0.54%) and with the headspace pressure measurement (-0.5%). Note that the short analysis time for thefC0, analysis (-2 min) allows multiple replicates to be analyzed efficiently in order to improve overall confidence in a sample analysis. We suspect that one remaining significant source of imprecision, and possibly bias, results from small temper&ure changes and consequent repartitioning of gases that rn02y occur between the time of removal of the serum bottle from the water bath and headspace injection.
Because separation and detection of CO, is achieved by GC, the pote.ltial exists to extend this technique to the simultaneous detection of many other trace gases found in seawater. Use of a related technique for methane analysis has been preliously described (Johnson et al. 1990 ). Additional detectors could be used for the simultaneous analysis of other impcrtant gases such as N,O, N,, 0,, and Ar. Miyajima et al. (1995) recently described a GC with isotoperatio mass spectrometry method for the measurement of carbon isotopes in lake water. The more accurate and controlled equilibration procedures described here could be readily applied to their cletection methodology, allowing measurements offC0, and S'"C to be made with a single analytical system.
