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Cap´ıtol 1
Preliminars
1.1 Introduccio´
1.1.1 Motivacio´
Aquest treball origina`riament va ser motivat per una idea topolo`gica i anal´ıtica que e´s com-
pletar un espai me`tric via successions de Cauchy. Me´s concretament, la curiositat va venir de
voler estudiar el resultat de (donat un nombre primer p) completar el conjunt dels nombres
racionals amb la norma p-a`dica.
1.1.2 Aplicacions
El que n’obtenim de fer aquest proce´s sobre els nombres racionals e´s un cos que anomenem
el conjunt dels racionals p-a`dics, Qp, i que, malgrat que pugui semblar un objecte antinatural,
te´ inacabables aplicacions a la teoria de nombres; a part d’aplicacions a l’a`lgebra, a la geo-
metria algebraica, a la topologia, a la meca`nica qua`ntica, a la dina`mica complexa i segur que
aplicacions a moltes altres branques de la cie`ncia (no nome´s de les matema`tiques) que encara
no hem descobert. A me´s, podem dir que e´s un objecte amb vida pro`pia, ja que sobre ell s’ha
desenvolupat l’anomenada ana`lisi p-a`dica (o, me´s en general, ana`lisi ultrame`trica), teoria de la
integracio´, i recentment s’hi ha comenc¸at a desenvolupar una teoria de sistemes dina`mics.
1.1.3 Origen i principis local-globals
A finals del segle XIX, Hermann Minkowski va tenir la idea d’estudiar les equacions diofan-
tines a partir de reduir-les a Z/mZ per a tot nombre natural m. E´s una afirmacio´ evident que si
una equacio´ diofantina te´ solucio´ en Z, aleshores te´ solucio´ mo`dul m per a tot m ∈ N i en R; e´s,
doncs, totalment natural plantejar-se el rec´ıproc d’aquesta afirmacio´. Si un conjunt d’equacions
diofantines satisfan que aquest rec´ıproc e´s cert, aleshores direm que satisfan el principi local-
global. Amb el seu estudi de les congrue`ncies, Minkowski va aconseguir demostrar el principi
local-global per a les formes quadra`tiques homoge`nies i no degenerades.
Kurt Hensel va introduir els p-a`dics l’any 1897 motivat pels me`todes de Puiseux i Weierstrass
per a se`ries de pote`ncies de funcions algebraiques. Els nombres p-a`dics van acabar sent una
manera co`moda d’expressar totes les congrue`ncies mo`dul pn, n > 1, en un sol objecte; me´s
concretament, una equacio´ diofantina te´ solucio´ en els p-a`dics si, i nome´s si, en te´ mo`dul pn
per a cada n. Gra`cies al teorema xine`s dels residus, l’estudi de les congrue`ncies mo`dul m, es
pot reduir a l’estudi de les congrue`ncies mo`dul pn, p primer. Aix´ı doncs, Hensel va anunciar el
principi local-global aix´ı: es diu que un conjunt d’equacions diofantines satisfa` el principi local-
global quan tenen solucio´ en els nombres racionals Q si, i nome´s si, en tenen en els nombres
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reals R i en Qp per a cada nombre primer p. Me´s tard, Helmut Hasse, un alumne de doctorat de
Hensel, a proposta del seu tutor, va dedicar la seva tesi doctoral a adaptar amb eines p-a`diques
les demostracions del principi local-global per a formes quadra`tiques que va fer Minkowski i,
aix´ı, va acabar donant-hi el nom de teorema de Hasse-Minkowski. Posteriorment, Hasse va fer
un desenvolupament ana`leg del teorema de Hasse-Minkowski per a les extensions algebraiques
de Q on, enlloc de treballar amb Qp, es treballa amb extensions finites de Qp. Per a fer aixo`,
va necessitar construir Qp, la clausura algebraica de Qp, que farem en el cap´ıtol 3.
1.1.4 Resum dels continguts
El treball es dividira` en tres cap´ıtols: en el primer farem la construccio´ anal´ıtica de Qp,
despre´s en donarem una aplicacio´ en el segon cap´ıtol, el teorema de Hasse-Minkowski i finalment,
en el tercer cap´ıtol, farem ana`lisi sobre els nombres p-a`dics per a arribar a demostrar el teorema
de Schnirelmann, l’ana`leg p-a`dic del teorema dels zeros de Hadamard.
En el primer cap´ıtol es comenc¸ara` introduint la me`trica p-a`dica sobre Q. Tot seguit s’enuncia
i es demostra el teorema d’Ostrowski, que ens diu que les u´niques me`triques (de cos) que hi ha en
els nombres racionals Q so´n el valor absolut i la norma p-a`dica, per a cada primer p (llevat d’una
equivale`ncia que definirem). A continuacio´, farem la construccio´ anal´ıtica de Qp, completant Q
amb la norma p-a`dica. Despre´s donarem una interpretacio´ dels elements de Qp en termes dels
d´ıgits, cosa que ens relacionara` la construccio´ anal´ıtica amb la construccio´ algebraica de Qp,
que es fa mitjanc¸ant el l´ımit projectiu del conjunt de les congrue`ncies mo`dul pn. En termes dels
d´ıgits, interpretarem les operacions suma, resta, producte i divisio´ i la immersio´ Z ⊆ Zp; aquests
fets no els he tret de cap llibre, sino´ que els he demostrat. Tambe´ interpretarem els d´ıgits p-a`dics
de Q (dins de Qp). Tot seguit introduirem i donarem algunes propietats de l’anell local (e´s a
dir, amb un u´nic ideal maximal) dels enters p-a`dics, Zp, que e´s el conjunt dels racionals p-a`dics
amb norma ≤ 1 i e´s l’ana`leg en Qp de Z; a me´s, veurem que Qp e´s el cos de fraccions de Zp. Tot
seguit donarem alguns resultats sobre equacions polino`miques sobre els nombres p-a`dics, que
ens les relacionaran amb les equacions polino`miques sobre el conjunt de congrue`ncies mo`dul pn;
el resultat me´s important d’aquesta seccio´ e´s el lema de Hensel, que ens permet trobar zeros de
polinomis en Zp a partir de solucions mo`dul pn amb unes condicions determinades. Finalment,
es donara` l’estructura del grup de les unitats de Zp, a fi de poder caracteritzar els quadrats en
Qp, cosa que sera` essencial per a la demostracio´ del teorema de Hasse-Minkowski en el cap´ıtol 2.
En el cap´ıtol 2 es do´na una aplicacio´ dels nombres p-a`dics: el teorema de Hasse-Minkowski;
afirma que l’equacio´
P (X) = a, on P e´s un polinomi homogeni de grau 2 de coeficients a Q i no degenerat
te´ solucio´ dins de Q si, i nome´s si, te´ solucio´ en el cos Qp per a cada nombre primer p, i en el cos
R dels nombres reals. L’objectiu d’aquest cap´ıtol e´s demostrar-lo, i totes les seccions del cap´ıtol
es fan amb aquest fi. Primer introduirem algunes nocions generals sobre formes quadra`tiques
i obtindrem alguns resultats en relacio´ a aquestes nocions. Tot seguit classificarem les formes
quadra`tiques sobre els cossos finits Fq, q = pn. Despre´s definirem el s´ımbol de Hilbert i donarem
alguns resultats en relacio´ amb ell; aquest s´ımbol e´s una forma bilineal no-degenerada que ens
proporciona un invariant local de les formes quadra`tiques. El s´ımbol de Hilbert ens ajudara` a
classificar les formes quadra`tiques sobre Qp mitjanc¸ant uns invariants; tot seguit classificarem
les formes quadra`tiques sobre R. Finalment, a partir d’aixo` podrem demostrar el teorema de
Hasse-Minkowski, cosa que ens permetra` classificar les formes quadra`tiques sobre Q a partir
d’uns invariants determinats.
En el cap´ıtol 3 pretenem construir Cp, l’ana`leg p-a`dic de C i fer-ne una mica ana`lisi. Co-
mencem donant alguns resultats generals sobre normes de cos, d’espai vectorial i extensio´ de
normes. Tot seguit introduirem un concepte diferent, tambe´ anomenat norma, relacionat amb
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les extensions de cossos, que ens permetra` definir una aplicacio´ Qp → R, on Qp e´s la clausura
algebraica de Qp. A continuacio´, demostrarem que aquesta aplicacio´ e´s una norma de cos que
este´n la me`trica p-a`dica i que segueix sent ultrame`trica. Estudiarem les extensions finites de Qp
i definirem una valoracio´ p-a`dica sobre Qp. La valoracio´ p-a`dica ens donara` la nocio´ de ramifi-
cacio´ sobre aquestes extensions i ens permetra` classificar-les. Tot seguit, demostrarem que Qp
amb la norma que hem definit no e´s un cos complet i a continuacio´ taparem forats completant
Qp via successions de Cauchy per a acabar obtenint el cos Cp. Despre´s demostrarem que Cp e´s
algebraicament tancat. Comenc¸arem la seccio´ d’ana`lisis p-a`dica donant un ana`leg p-a`dic per a
polinomis del teorema de Rouche´ complex. Estudiarem les se`ries de pote`ncies p-a`diques que,
gra`cies a la propietat ultrame`trica tenen unes propietats especials. Definirem la nocio´ de radi
cr´ıtic, veurem que una se`rie de pote`ncies nome´s te´ zeros en les esferes de radi cr´ıtic i donarem
una versio´ p-a`dica del teorema de Liouville. Continuarem introduint les se`ries de Laurent, de-
mostrarem el teorema de Schnirelmann i finalment donarem uns resultats sobre condicions de
racionalitat, en forma de corol·laris del teorema de Schnirelmann.
1.2 Introduction
1.2.1 Motivation
Originally, this project was motivated by the topological and analytical idea of completing a
metric space through Cauchy sequences. More specifically, the curiosity came from a willing to
study the result of (for a given prime number p) completing the set of rational numbers through
the p-adic norm.
1.2.2 Applications
The object that arises from this completion of the rational number field is again a field, which
we will call the field of the p-adic numbers, Qp. Although it can seem that p-adic numbers are
an unnatural construction, their field has endless applications in number theory; a part from
applications in algebra, topology, quantum mechanics, and complex dynamics. These fields
could have many applications in other branches of science (not only in mathematics), which
we still have to discover. Furthermore, Qp is an object with its own mathematics, since it has
been developed a theory of p-adic analysis, p-adic integration and, more recently, a still arising
theory of p-adic dynamics.
1.2.3 Origin and local-global principles
In the late nineteenth century Hermann Minkowski had the idea of studying Diophantine
equations by reducing them in Z/mZ for every m > 1. It is an obvious claim that if a Diop-
hantine equation has a solution in Z, then it has a solution modulus m for each m > 1 and in
the field R of real numbers. Then it is completely natural to wonder whether the converse of
this claim is also true. If a set of Diophantine equations satisfies that the converse is true, then
we say that this set satisfies a local-global principle. Through his study, Minkowsky proved the
local-global principle for homogeneous non-degenerate quadratic forms.
Kurt Hensel introduced p-adic numbers in 1897 motivated by Puiseux and Weierstrass met-
hods of power-series development of algebraic functions. p-adic numbers ended up by being a
simplifying and easy way to express and manipulate all the congruences modulus pn, n > 1,
into an only object; more precisely, it was proved that a Diophantine equation has a solution
modulus pn for each n > 1 if and only if it has a solution in the p-adic numbers. Applying
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the Chinese remainder theorem we conclude that the study of the congruences modulus m can
be reduced to the study of congruences modulus pn, for p prime numbers. Thus, Hensel could
reformulate a local-global principle as follows: it is said that a set of diophantine equations
satisfies a local-global principle when it has a solution in Q if and only if it has a solution in R
and in Qp for each prime number p. Some years later, Hensel suggested to Helmut Hasse, a PhD
student of him, to devote his thesis to adapt and simplify with p-adic tools the local-global prin-
ciple of quadratic forms that had been studied by Minkowski. In this way Hasse-Minkowski’s
theorem arose. Later, Hasse developed an analogous of Hasse-Minkowski theorem for algebraic
extensions of Q, working in finite field extensions of Qp in spite of Qp. For this purpose, we will
construct Qp, the algebraic closure of Qp, in chapter 3 of this project.
1.2.4 Summary of contents
This work is divided into three chapters: in the first one we will perform the analytic
construction of Qp. We will give an application of Qp in the second chapter, namely, Hasse-
Minkowski theorem. And, in the third chapter, we will develop some analysis on the p-adic
numbers in order to prove Schnirelmann’s theorem, a p-adic analogous of Hadamard formula
for the zeros of an analytic function.
In the first chapter we start by introducing the p-adic metric on Q. Then we will formulate
and prove Ostrowski’s theorem, which says that the only existing field metrics on Q are the p-
adic ones for every prime p and the absolute value (up to equivalence). Afterwards, we perform
the analytic construction of the field Qp, by completing Q with the p-adic norm. Subsequently,
we give an interpretation of the elements of Qp in terms of their digits. Thus we will relate
the analytic construction of Qp to its algebraic construction, which is the field of fractions of
the ring Zp, the projective limit of the congruences modulus pn. In terms of digits, we will
also interpret the operations of sum, substraction, multiplication and division of two p-adic
numbers, and the immersion Z into Zp. I have not taken these facts from any source, but I
have proved them as an exercise. We will also interpret the p-adic digits of Q (into Qp). Then
we will give some properties of the local ring (i.e. with an only maximal ideal) Zp, which is the
set of p-adic numbers with norm ≤ 1 and it is the analogous in Qp of Z. Afterwards we give
some important results on polynomial equations on the p-adic numbers, which will be related
to those polynomial equations reduced modulus pn for each n > 1. The most important result
of this section is Hensel lemma, which enables us to find zeros of polynomials in Zp through
zeros modulus pn under certain conditions. To conclude this chapter, we will give the structure
of the group of unities of Zp, which will allow us to characterize the squares in Qp, and this will
be essential for the proof of Hasse-Minkowski theorem in chapter 2.
In the second chapter we give the main application of the p-adic numbers: Hasse-Minkowski
theorem, which is the central point of our work. It claims that an equation
P (X) = a, where P is an homogeneous and non-degenerate polynomial of degree 2
has solution in Qp, for each prime number p and in R if and only if it has a solution in Q. The
aim of this chapter is to prove this theorem and each of its sections is made in order to fulfill
this purpose. First, we introduce some general notions of quadratic forms and results related
to them. After this, we will classify quadratic forms on finite fields Fq, q = pf . Then we define
Hilbert symbol and give some results related to it; Hilbert Symbol is a non-degenerate bilinear
form that provides us a local invariant of quadratic forms on Qp. Subsequently, Hilbert symbol
will help us to classify quadratic forms on Qp through certain invariant numbers; then we will
classify quadratic forms on R. Finally, we will use the previous results to prove Hasse-Minkowski
theorem, which will enable us to classify the quadratic forms on Q, through the invariants of
quadratic forms obtained from the immersion of Q into Qp and into R.
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In the third and last chapter, we aim at constructing Cp, the p-adic analogous of C, and
performing some analysis from it. We start by giving some general results on field and vector
field norms and on extension of norms to algebraic extensions of normed fields. Afterwards, we
introduce a different concept, also called norm, related to the field extensions, through which
we will define a mapping Qp → R, where Qp is an algebraic closure of Qp. Subsequently we
will prove that this mapping yields a field norm on Qp that extends the p-adic metric, being
still ultrametric. We will study the finite extensions of Qp and will define a p-adic valuation on
Qp. This p-adic valuation will give us the notion of ramification and this notion will allow us to
classify finite extensions of Qp. Then we will prove that Qp with this norm is not complete and
subsequently we will fill holes by performing a completion of Qp to obtain the field Cp. After
that we prove that this completion Cp is an algebraically closed field.
We will start the section of p-adic analysis by giving a p-adic analogous for polynomials of
Rouche´ theorem. We will study p-adic power series which, thanks to the ultrametric property
of the norm, will have some special properties, allowing us to detect their convergence in an
easy and fast way. We define the notion of critical radius of a power series, we will see that a
convergent power series only has zeros on the spheres with critical radius and we will give a p-adic
version of Liouville theorem. We introduce Laurent series and finally we prove Schnirelmann
theorem finally we give some results on rationality conditions, which will be a consequence of
Schnirelmann’s theorem.
1.3 Feina feta que voldria destacar
Gairebe´ la totalitat de les demostracions del treball es poden trobar en els llibres [Kob84],
[Rob00], [Ser73] i [Rob73]. Dins la quantitat de treball que cal dedicar quan es llegeix i es
treballa un llibre de matema`tiques, es pot destacar que el llibre [Ser73] exigeix un sobreesforc¸,
perque` les demostracions estan escrites de forma forc¸a sinte`tica, saltant-se a vegades petits
passos, que sempre so´n assequibles per al lector. En el meu treball he este`s les demostracions
del llibre [Ser73] (que es troben al final del cap´ıtol 2 i en la totalitat del cap´ıtol 3 del treball)
per tal que siguin me´s fa`cils d’entendre i a fi que el treball requereixi menys esforc¸ de lectura.
Tambe´ vull destacar que en el decurs d’algunes demostracions del llibre [Kob84] es proposen
exercicis, necessa`ris per al desenvolupament d’aquestes demostracions. Aquests exercicis els he
resolt i inclo`s dins el treball en forma de resultats i exemples. Alguns d’aquests exercicis resolts
so´n: el lema (2.2.5), l’exemple (4.1.3), la proposicio´ (4.1.4), l’apartat 2) del corol·lari (4.1.6) i
la proposicio´ (4.1.15).
Tambe´ he realitzat algun exemple, les operacions en Qp i la caracteritzacio´ de la immersio´
Z ⊆ Zp pel meu compte, sense treure-ho de cap llibre.
1.4 Conclusions
En aquest treball he fet u´s de molts dels conceptes apresos durant la carrera, de manera que
els he pogut repassar i consolidar. A me´s, he entrat en un mo´n nou per mi i amb molt de futur:
el dels nombres p-a`dics. Val a dir que no m’han decebut.
A part de coneixements matema`tics, la realitzacio´ d’aquest treball m’ha perme`s aprendre a
editar textos matema`tics, amb les convencions que hi ha associades a cada detall de l’edicio´ d’un
treball de matema`tiques. Tambe´ m’he hagut de fixar alguns aspectes de l’edicio´ me´s purament
matema`tics, com la cohe`rencia en la ordinalitat dels resultats, per a poder donar validesa a les
demostracions.
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1.5 Agra¨ıments
Tot aixo` ha estat, en gran part, gra`cies al guiatge i a la dedicacio´ i sobretot a l’entusiasme
de la doctora Bayer, la directora del treball qui, a part d’ensenyar-me els coneixements relatius
al treball sempre ha intentat ampliar els meus coneixements amb observacions i explicacions.
Tambe´ vull mencionar la quantitat d’hores que la doctora Bayer ha dedicat a fer correccions de
tot tipus en el treball.
Finalment, vull donar les gra`cies al meu pare per les correccions lingu¨´ıstiques.
Cap´ıtol 2
El cos Qp dels nombres racionals p-a`dics
2.1 Definicions ba`siques
L’objectiu d’aquest primer cap´ıtol e´s construir els nombres racionals p-a`dics, Qp. Per a
fer-ho, els obtindrem a partir de Q i seguirem un proce´s ana`leg a la construccio´ de R a partir
de Q.
Comencem definint el concepte de dista`ncia sobre un conjunt, e´s a dir, un criteri de decisio´
de com a prop estan dos elements d’un conjunt:
Definicio´ 2.1.1. Donat un conjunt X, una dista`ncia e´s una aplicacio´
d : X ×X −→ R≥0
que satisfa` les propietats segu¨ents:
1. Simetria: d(x, y) = d(y, x), per a tot x, y ∈ X.
2. d(x, y) = 0 si, i nome´s si, x = y.
3. Desigualtat triangular: d(x, z) ≤ d(x, y) + d(y, z), per a tot x, y, z ∈ X.
Es diu que (X, d) e´s un espai me`tric i que d e´s una me`trica. Un mateix conjunt X pot donar
lloc a diferents espais me`trics. En cas que X = F on F e´s un cos, definim:
Definicio´ 2.1.2. Una norma e´s una aplicacio´ ‖ ‖ : F −→ R≥0 tal que:
1. ‖x‖ = 0⇐⇒ x = 0.
2. ‖x · y‖ = ‖x‖ · ‖y‖.
3. Desigualtat triangular: ‖x+ y‖ ≤ ‖x‖+ ‖y‖.
Exemple 2.1.3. La norma trivial | |0 e´s la norma definida per |x|0 = 1 si x 6= 0 i |0|0 = 0.
Tota norma ‖ ‖ indueix una aplicacio´ definida per d(x, y) := ‖x− y‖ i e´s fa`cil veure que e´s
una dista`ncia. Aix´ı, tambe´ notarem l’espai me`tric (F, d) com (F, ‖ ‖).
Proposicio´ 2.1.4. Es tenen les propietats segu¨ents:
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1. ‖1‖ = 1.
2. ‖ − 1‖ = 1.
3. ‖ − x‖ = ‖x‖.
4. ‖x−1‖ = ‖x‖−1 si x 6= 0.
Demostracio´. 1. 1 = 1 · 1⇒ ‖1‖ = ‖1‖ · ‖1‖ ⇒ 1 = ‖1‖.
2. (−1)2 = 1⇒ ‖− 1‖2 = ‖1‖ ⇒ ‖ − 1‖ = 1.
3. ‖ − x‖ = ‖ − 1‖ · ‖x‖ = ‖x‖.
4. ‖x‖ · ‖x−1‖ = ‖x · x−1‖ = 1⇒ ‖x−1‖ = ‖x‖−1.
2
Notacio´ 2.1.5. Ara introdu¨ım uns conceptes habituals en tot espai me`tric. Siguin r > 0 i
a ∈ F , definim:
1. Bola oberta de radi r i centre a Br(a) := {x ∈ F | d(x, a) < r}.
2. Bola tancada de radi r i centre a B′r(a) := {x ∈ F | d(x, a) ≤ r}.
3. Esfera de radi r i centre a Sr(a) := {x ∈ F | d(x, a) = r}.
Definicio´ 2.1.6. Donada una norma ‖ ‖, es diu que e´s no-Arquimediana si ‖x+y‖ ≤ max(‖x‖, ‖y‖).
El mateix amb la dista`ncia: una me`trica es diu que e´s no-Arquimediana si d(x, y) ≤ max(d(x, z), d(y, z)).
Tambe´ direm que d (resp. ‖ ‖) e´s una dista`ncia (resp. norma) ultrame`trica.
2.2 Me`triques en Q
Sigui x ∈ Z i sigui p un nombre primer. Aleshores, si x 6= 0 existeix un u´nic n ∈ N ∪ {0} tal
que pn|x i pn+1 - x. Definim la valoracio´ p-a`dica de x com
{
vp(x) = n si x 6= 0,
vp(0) =∞
Sigui, ara, x ∈ Q i escrivim x = a
b
amb a, b ∈ Z, b 6= 0. Estenem la definicio´ anterior sobre
els racionals:
vp(x) := vp(a)− vp(b).
Amb aquesta definicio´, la valoracio´ p-a`dica pren valors en Z. Observem que te´ una certa
similitud amb la funcio´ logaritme, ja que vp(x1 · x2) = vp(x1) + vp(x2).
Definicio´ 2.2.1. Per a cada p primer i x ∈ Q, es defineix el valor absolut p-a`dic sobre els
racionals com a
|x|p = p−vp(x)
on, per conveni, p−∞ = 0.
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Proposicio´ 2.2.2. El valor absolut p-a`dic e´s una norma sobre els racionals.
Demostracio´. La propietat 1 e´s consequ¨e`ncia del fet que la funcio´ f(x) = px no s’anul·la per
a x ∈ R. La propietat 2 deriva de la propietat logar´ıtmica vp(x1 · x2) = vp(x1) + vp(x2). Vegem
la propietat 3.
Si x = 0, y = 0, o be´ x+ y = 0, la propietat e´s immediata; per tant, suposem que no so´n 0.
Prenem x = pn ab i y = p
m c
d , on suposem que n ≥ m so´n enters i que a, b, c, d no so´n mu´ltiples
de p. L’expressio´ x+ y ens queda:
pn
a
b
+ pm
c
d
= pm(pn−m
a
b
+
c
d
) = pm(
pn−mad+ cd
bd
).
Ate`s que p - bd, vp(bd) = 0, tenim que
vp(x+ y) = vp(p
m(
pn−mad+ cd
bd
)) = vp(p
m) + vp(p
n−mad+ cd)− vp(bd) ≥
≥ vp(pm) = vp(y) = min{vp(x), vp(y)}.
Hem vist, doncs, que vp(x+ y) ≥ min{vp(x), vp(y)}. Ara ja ho tenim:
|x+ y|p = p−vp(x+y) ≤ max{p−vp(x), p−vp(y)} = max(|x|p, |y|p) ≤ |x|p + |y|p.2
Cal observar que aquest valor absolut assigna valors als nombres racionals segons criteris de
divisibilitat, mentre que per als ulls del valor absolut habitual, | |∞, sobre els nombres racionals
la divisibilitat no te´ cap mena d’importa`ncia. Observem tambe´ que hem provat que (Qp, | |p)
e´s un espai ultrame`tric.
Observacio´ 2.2.3. Suposem que x, y ∈ Q tenen llargada diferent, |x|p < |y|p. Per tant,
|x− y|p ≤ max(|x|p, |y|p) ≤ |y|p.
D’altra banda, |y|p = |y − x + x|p ≤ max(|x − y|p, |x|p). Com que |y|p > |x|p, concloem que
|y|p ≤ |x − y|p i, per tant, |y|p = |x − y|p. Aquesta propietat es resumeix dient que tots els
triangles so´n iso`sceles.
Direm que dues dista`ncies en X d1, d2 so´n equivalents quan indueixen la mateixa topologia
en X. Dues normes so´n equivalents si indueixen dista`ncies equivalents. El segu¨ent lema ens
do´na una caracteritzacio´ de quines normes so´n equivalents sobre un cos donat.
Observacio´ 2.2.4. La norma trivial indueix la topologia discreta en X. En efecte: per a cada
x ∈ X, la bola Br(x) e´s igual a {x} si r < 1, de manera que cada punt e´s un obert. Com que
la unio´ arbitra`ria d’oberts e´s obert, podem fer unions arbitra`ries de punts per a demostrar que
tot subconjunt de X e´s obert.
Sabem, de topologia general que dues normes so´n equivalents si, i nome´s si per a cara x ∈ X
i per a cada r > 0 existeixen r1, r2 tals que
Br1(x; d1) ⊆ Br(x; d2) i Br2(x; d2) ⊆ Br(x; d1),
on Bε(a; d1) = {x ∈ X | d1(a, x) < ε} i ana`logament Bε(a; d2) = {x ∈ X | d2(a, x) < ε}.
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Lema 2.2.5. Dues normes ‖ ‖1 i ‖ ‖2 sobre un cos F so´n equivalents si, i nome´s si, existeix
un α ∈ R>0 tal que ‖x‖1 = ‖x‖α2 per a tot x ∈ F .
Demostracio´. Suposem que ‖ ‖1 e´s la norma trivial. Afirmem que per a tot x ∈ F − {0}
‖x‖2 = 1. En cas contrari, podem trobar un x ∈ F −{0} amb ‖x‖2 6= 1; suposem que ‖x‖2 < 1
(sino´, prenem 1/x). N’hi ha prou en comprovar que {0} no e´s un obert de (F, ‖ ‖2) per a
concloure que les dues normes no so´n equivalents. Suposem, doncs, el contrari. Aleshores
existira` una bola oberta Br(0; ‖ ‖2) ⊆ {0}, r > 0 (i, per tant, Br(0; ‖ ‖2) = {0}). Tenim que,
per a un j prou gran 0 < ‖x‖j2 < r i, per tant, xj ∈ Br(0‖ ‖2). Com que xj 6= 0, hem arribat a
una contradiccio´.
Ara suposem que ‖ ‖1 no e´s la norma trivial; aixo` implica que ‖ ‖2 tampoc ho e´s. Veurem
que ‖x‖1 < 1 si, i nome´s si, ‖x‖2 < 1. Sigui a ∈ F amb ‖a‖2 6= 1. Suposem que a e´s
de norma < 1. Per la hipo`tesis d’equivale`ncia de les normes, tenim que existeix r > 0 amb
Br(0; ‖ ‖2) ⊆ B1(0; ‖ ‖1). Prenem una pote`ncia j prou gran de manera que ‖aj‖2 < r; aixo`
implica que ‖aj‖1 < 1 i, per tant, que ‖a‖1 < 1.
Com que la norma ‖ ‖2 e´s no trivial, existeix un a ∈ F amb ‖a‖2 > 1. Acabem de veure
que llavors ‖a‖1 > 1 i, per tant, existeix un u´nic α ∈ R>0 amb ‖a‖1 = ‖a‖α2 . Agafem x ∈ F de
norma ‖x‖2 > 1 i posem ‖a‖2 = ‖x‖γ2 . Si m > 0 i n > 0 so´n enters tals que m/n > γ, tenim
que ‖a‖2 < ‖x‖m/n2 i, per tant, ‖xna−1‖2 < 1. Aixo` implica que ‖xna−1‖1 < 1 i, per tant, que
‖x‖1 < ‖a‖m/n1 . De forma semblant, si m/n < γ, tenim que ‖x‖1 > ‖a‖m/n1 ; aixo` ens mostra
que ‖x‖1 = ‖a‖α1 (com a consequ¨e`ncia que` el conjunt dels nombres racionals e´s dens en R). Aix´ı
doncs,
log‖x‖1 = γ log‖a‖1 = γα log‖a‖2 = α log‖x‖2.
E´s a dir, ‖x‖1 = ‖x‖α2 per a tot x ∈ F amb ‖x‖2 > 1; aleshores la mateixa igualtat per a
‖x‖2 ≤ 1 ens resulta evident . 2
Ara enunciarem i demostrarem un resultat important: el teorema d’Ostrowski.
Teorema 2.2.6 (Ostrowski). Tota norma no trivial ‖ ‖ sobre els Q e´s equivalent a | |∞, o be´
a | |p per a algun primer p.
Demostracio´. Separem la demostracio´ en dos casos:
Cas 1. Suposem que existeix un enter n tal que ‖n‖ > 1. Podem suposar que n e´s positiu.
Denotem n0 l’enter positiu me´s petit tal que ‖n0‖ > 1, existeix un nombre real positiu α tal
que nα0 = ‖n0‖. Sigui n > 0 un nombre natural, expressem-lo en base n0,
n = a0 + a1n0 + · · ·+ asns0,
amb 0 ≤ ai < n0 i as 6= 0. Apliquem la desigualtat triangular,
‖n‖ ≤ ‖a0‖+ ‖a1n0‖+ · · ·+ ‖asns0‖ = ‖a0‖+ ‖a1‖ · nα0 + · · ·+ ‖as‖ · nsα0 .
Com que ai < n0, tenim que ‖ai‖ ≤ 1. Per tant,
‖n‖ ≤ 1 + nα0 + · · ·+ nsα0 = nsα0 (1 + n−α0 + · · ·+ n−sα0 ) ≤ nα
∞∑
i=0
n−iα0 ,
ja que n ≥ ns0. Denotem C =
∑∞
i=0 n
−iα
0 , tenim ‖n‖ ≤ Cnα. Sigui N un enter positiu, posem
nN en aquesta desigualtat enlloc de n i prenem arrel N -e`sima. Ens queda
‖n‖ ≤ N
√
Cnα.
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Fem tendir N → ∞ i obtenim la desigualtat ‖n‖ ≤ nα. Mirem de demostrar que ‖n‖ ≥ nα i,
aix´ı, tindrem la igualtat. Tenim que ns+10 > n ≥ ns0. Com que ‖ns+10 ‖ = ‖n + ns+10 − n‖ ≤
‖n‖+ ‖ns+10 − n‖, tenim que
‖n‖ ≥ ‖ns+10 ‖ − ‖ns+10 − n‖ ≥ n(s+1)α0 − (ns+10 − ns0)α = n(s+1)α0 [1− (1−
1
n0
)α] ≥ C ′nα,
on, en el segon pas, hem aplicat que per a tot enter positiu n e´s ‖n‖ ≤ nα. Fem el mateix
procediment que abans: posem nN enlloc de n, prenem l’arrel N-e`sima, fem tendir N a l’infinit
i obtenim que
‖n‖ ≥ nα.
Per tant ‖n‖ = nα per a tot enter positiu; per tant, ‖n‖ = |n|α per a tot enter. Ara, prenent
fraccions, i aplicant una propietat de la norma, obtenim que ‖x‖ = |x|α per a tot x ∈ Q. Pero`
el lema anterior ens diu que aquesta norma e´s equivalent a la norma valor absolut | |∞.
Cas 2. Suposem que ‖n‖ ≤ 1 per a tot enter. Com que suposem que ‖ ‖ e´s no trivial, existeix
un enter n tal que ‖n‖ < 1.
Denotem n0 l’enter positiu me´s petit amb aquesta propietat. Aquest enter n0 ha de ser un
nombre primer. En cas contrari escrivim n0 = n1 · n2, amb n1, n2 < n0 positius. La igualtat
‖n1‖ · ‖n2‖ = ‖n0‖ implica ‖n1‖, ‖n2‖ < 1, pero` n0 e´s el menor enter positiu que satisfa` aquesta
propietat. Per tant, n0 = p e´s un nombre primer.
Sigui q 6= p un nombre primer, afirmem que ‖q‖ = 1. Raonem per reduccio´ a l’absurd, si
‖q‖ < 1 prenem un nombre natural N prou gran tal que ‖qN‖ < 12 . Tambe´ prenem un nombre
natural M prou gran tal que ‖pM‖ < 12 . Com que mcd(p, q) = 1, apliquem la identitat de
Be´zout: existeixen n,m ∈ Z tals que mpM + nqN = 1. Pero`, aplicant la desigualtat triangular
i la hipo`tesi sobre la norma de ‖k‖ ≤ 1 per a tot enter k, obtenim que
1 = ‖1‖ = ‖mpM + nqN‖ ≤ ‖mpM‖+ ‖nqN‖ =
‖m‖ · ‖p‖M + ‖n‖ · ‖q‖N ≤ ‖p‖M + ‖q‖N < 1
2
+
1
2
= 1.
La contradiccio´ ens mostra que ‖q‖ = 1.
Sigui a ∈ Q, factoritzem-lo en primers: a = pα · pα11 . . . pαrr , on α, αi ∈ Z. Aleshores
‖a‖ = ‖p‖α · ‖p1‖α1 . . . ‖pr‖αr = ‖p‖α = ‖p‖vp(a).
El lema (2.2.5) ens diu que aquesta norma e´s equivalent a la norma p-a`dica | |p.2
2.3 El cos Qp dels racionals p-a`dics
2.3.1 Construccio´ anal´ıtica
Ara definirem un concepte ba`sic en l’ana`lisi matema`tica: les successions de Cauchy. Sigui
(X, d) un espai me`tric, una successio´ (xi)i∈N d’elements de X es diu que e´s de Cauchy si per a
tot ε > 0 existeix un n0 > 0 tal que a per tot n,m ≥ n0 d(xn, xm) < ε. E´s a dir, com me´s
endavant estem de la llista, me´s a prop estan entre ells els termes de la successio´.
Es diu que una successio´ (xi) e´s convergent a x ∈ X si per tot ε > 0 existeix un n0 ≥ 0 tal
que per a tot n ≥ n0, d(x, xn) < ε. E´s a dir, que com me´s endavant estem a la llista, me´s a prop
estem de x. Tota successio´ convergent e´s de Cauchy, tot i que en general, no tota successio´ de
Cauchy e´s convergent.
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Quan succeeix que en (X, d) tota successio´ de Cauchy convergeix, es diu que l’espai (X, d) e´s
complet. Definim la complecio´, (X, d) de (X, d) com l’espai me`tric me´s petit que conte´ a (X, d)
i que e´s complet (no demostrem ni la existe`ncia ni la unicitat). Cal observar que la definicio´
d’equivale`ncia entre dues normes te´ relacio´ amb la nocio´ de compleCIO´ ja que donades dues
me`triques equivalents d1 i d2 en un espai X, la complecio´ de (X, d1) i la complecio´ de (X, d2)
coincideixen.
Exemple 2.3.1. L’espai me`tric dels nombres reals (R, | |∞) e´s la complecio´ de l’espai (Q, | |∞),
on | |∞ e´s la norma valor absolut.
Construirem els nombres p-a`dics com la complecio´ de l’espai me`tric (Q, | |p). Considerem
la norma p-a`dica | |p (p 6=∞) sobre els racionals. La idea de la construccio´ de la complecio´ de
l’espai (Q,| |p) e´s construir un espai que resulti d’adjuntar a Q el l´ımit de totes les successions
de Cauchy.
Definicio´ 2.3.2. Definim S el conjunt de successions de Cauchy en Q segons la norma | |p.
Establim el quocient S amb la classe d’equivale`ncia ∼ tal que (ai) ∼ (bi) si limi→∞|ai−bi|p = 0.
Definim Qp := S/ ∼.
La idea e´s pensar que la classe d’una successio´ de Cauchy juga el paper de l´ımit de la successio´
i la relacio´ d’equivale`ncia ens descriu les successions que “tenen el mateix l´ımit”. Els racionals
estan immersos dins de Qp via la identificacio´ de x ∈ Q amb la classe d’equivale`ncia de la
successio´ {x}n∈N. Estenem la norma | |p a Qp: sigui a una classe d’equivale`ncia de successions
de Cauchy i (ai) un representant de a, aleshores definim |a|p := limi→∞|ai|p. Aquest l´ımit
existeix:
1. Si a = 0, aleshores per definicio´ limi→∞|ai| = 0.
2. Si a 6= 0, existeix un ε > 0 tal que per a tot N ≥ 0 existeix un iN > N amb |aiN |p > ε.
Com que (ai) e´s de Cauchy, hi ha un N prou gran tal que per a tot i, i
′ ≥ N , |ai−ai′ |p < ε.
Aleshores |ai − aiN |p < ε i, per tant, |aiN |p > |ai − aiN |p. Aplicant l’observacio´ (2.2.3),
obtenim que |aiN |p = |ai|p per a tot i > N . Per tant, limi→∞|ai|p = |aiN |p.
A me´s, | |p en Qp conserva les propietats de norma ultrame`trica de la norma sobre Q. La
definicio´ de la norma no depe`n del representant escollit: sigui (a′i) un altre representant de la
classe a. Per a tot j ∈ N existeix un Nj ≥ 0 tal que |ai − a′i|p ≤ p−j . Apliquem la desigualtat
triangular: |ai|p = |ai − a′i + a′i|p ≤ |ai − a′i|p + |a′i|p aixo` implica que |ai|p − |a′i|p ≤ |ai − a′i|p.
Ana`logament, |a′i|p−|ai|p ≤ |ai−a′i|p i, per tant, per a tot i ≥ Nj e´s ||ai|p−|a′i|p| ≤ |ai−a′i|p ≤
p−j . En consequ¨e`ncia limi→∞|ai|p = limi→∞|a′i|.
Efectivament, Qp e´s un cos: siguin a, b ∈ Qp, a = [{ai}] i b = [{bi}] i sigui ∗ ∈ {+,−, ·, /},
definim a ∗ b := [{ai ∗ bi}]. Es comprova que les operacions estan ben definides.
En el cas de la divisio´, cal imposar que b 6= 0 i agafar un representant (bi) tal que bi no
s’anul·li per a cap i. Aix´ı doncs, definim (b′i) amb bi = b′i si bi 6= 0 i b′i = p−i, en cas contrari.
Com que bi 9 0, existeix un n0 prou gran tal que per a tot i ≥ n0 e´s bi 6= 0, i per tant,
limi→∞|bi − b′i|p = limi→∞|bi − bi| = 0. Per tant, (bi) ∼ (b′i).
Ens falta veure que Qp sigui complet. Sigui ((aij)j∈N)i∈N una successio´ de Cauchy de nombres
p-a`dics, e´s a dir, que per tot k ≥ 0 existeix un Nk ≥ 0 tal que per tot i, i′ ≥ Nk limj→∞|aij −
2. El cos Qp dels nombres racionals p-a`dics 13
aij′ |p < p−k. Afirmem que (aNjj) e´s el l´ımit d’aquesta successio´: sigui k ≥ 0, aleshores per tot
i ≥ Nk limj→∞|aij − aNjj |p < p−k. Per tant limi,j→∞|aij − aNjj |p = 0.
Amb aquesta construccio´ resulta forc¸a dif´ıcil visualitzar, entendre i treballar amb els nombres
p-a`dics. Igual que passa amb els nombres reals, els nombres p-a`dics tenen una interpretacio´
nume`rica en termes de d´ıgits. Concretament, com a se`rie de pote`ncies
∑+∞
i=m aip
i, on m ∈ Z,
0 ≤ ai < p. El teorema segu¨ent il·lustra aquest fet:
Teorema 2.3.3. Qualsevol classe d’equivale`ncia a de Qp amb norma me´s petita o igual que 1
te´ un u´nic representant (ai) tal que:
1. ai ∈ Z.
2. 0 ≤ ai < pi.
3. |ai − ai+1| ≤ p−i. (Tambe´ ho escrivim ai ≡ ai+1 (mod pi).)
Per a la demostracio´ necessitarem el lema segu¨ent:
Lema 2.3.4. Sigui x ∈ Q tal que |x|p ≤ 1, aleshores per a tot i ∈ N existeix un αi ∈ Z amb
|αi − x|p ≤ p−i i a me´s que satisfa` que 0 ≤ αi < pi.
Demostracio´ (Lema). Sigui x ∈ Q tal que |x|p ≤ 1, x = a
b
amb p - b. Per tant, mcd(b, pi) = 1,
i existeixen n,m ∈ Z tals que bm+ pin = 1. Prenem αi = am. La idea e´s que mb e´s pro`xim a
1, per tant m e´s a prop de
1
b
, i ma e´s a proper a x =
a
b
. Me´s concretament:
|αi − x|p =
∣∣∣am− a
b
∣∣∣
p
=
∣∣∣a
b
∣∣∣
p
|mb− 1|p ≤ |mb− 1|p = |npi|p = |n|p
pi
≤ 1
pi
.
Al nombre αi li podem afegir cp
i, c ∈ Z, tal que 0 ≤ αi + cpi < pi. Aquest nombre seguira`
distant de b p−i o menys. 2
Demostracio´ (Teorema). Existe`ncia. Sigui (bi) ∈ a. Per a tot j existeix Nj tal que per
i, i′ ≥ Nj |bi − bi′ |p ≤ p−j . Observem que |bi|p ≤ 1 si i ≥ N1 perque`, per a tot i′ ≥ N1,
|bi|p ≤ max(|bi′ |p, |bi − bi′ |p) ≤ max(|bi′ |p, p−1)
i |bi′ |p → |a|p ≤ 1 quan i′ tendeix cap a l’infinit. Apliquem el lema per a obtenir una successio´
d’enters aj tals que 0 ≤ aj < pj i |aj − bNj |p ≤ 1/pj . Afirmem que (ai) e´s la successio´ buscada,
o sigui que: aj+1 ≡ aj (mod pj) i (ai) ∼ (bi). Tenim que
|aj+1 − aj |p = |aj+1 − bNj+1 + bNj+1 − bNj + bNj − aj |p ≤
≤ max(|aj+1 − bNj+1 |p, |bNj+1 − bNj |p, |bNj − aj |p) ≤ max
(
1
pj+1
,
1
pj
,
1
pj
)
=
1
pj
,
i la primera part queda demostrada. D’altra banda, si i ≥ Nj :
|ai − bi|p = |ai − aj + aj − bNj + bNj − bi|p ≤
≤ max(|ai − aj |p, |aj − bNj |p, |bNj − bi|p) ≤ max
(
1
pj+1
,
1
pj
,
1
pj
)
=
1
pj
.
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Aleshores limi→∞|ai − bi|p = 0, i d’aquesta manera n’hem provat l’existe`ncia.
Unicitat. Sigui (a′i) una successio´ diferent de (ai) que satisfaci les condicions. Per a algun
i0 e´s ai0 6= a′i0 i, per tant, |ai0 − a′i0 | > pi0 , ja que 0 ≤ ai < pi per a tot i. En consequ¨e`ncia per
a tot i ≥ i0, e´s ai ≡ ai0 6≡ a′i0 ≡ a′i (mod pi0) i, per tant,
|ai − a′i|p >
1
pi0
,
o sigui, que (ai)  (a′i).2
Ara, sigui a ∈ Qp amb |a|p ≤ 1 i {ai} el representat descrit per l’enunciat del teorema. Com
que 0 ≤ ai < pi, existeixen 0 ≤ bj < p per a 0 ≤ j < i, tals que
ai = b0 + b1p+ · · ·+ bi−1pi−1.
A me´s, per la propietat de aj ≡ aj+1 (mod pj), sabem que per a tot j < i, aj = b0 + b1p+ · · ·+
bj−1pj−1. Per tant, podem representar a de la forma:
a = b0 + b1p+ · · ·+ bnpn + . . . , 0 ≤ bi < p
i ho anomenem expansio´ p-a`dica de a.
Si el nostre a te´ norma pm me´s gran que 1, el nombre p-a`dic a′ = apm, te´ norma 1 i podem
considerar la seva expansio´ p-a`dica
a′ = b−m + b−m+1p+ b−m+2p2 + · · ·+ b0pm + b1pm+1 + · · ·+ bnpn+m + . . . .
Multipliquem per p−m als dos costats de l’u´ltima igualtat i obtenim la expansio´ p-a`dica de a:
a = b−mp−m + b−m+1p−m+1 + b−m+2p−m+2 + · · ·+ b0 + b1p+ · · ·+ bnpn + . . . ,
amb 0 ≤ bi < p i b0 6= 0.
En analogia amb la notacio´ en els reals, tambe´ escriurem
a = b−mp−m + b−m+1p−m+1 + b−m+2p−m+2 + · · ·+ b0 + b1p+ · · ·+ bnpn + o(pn+1)
Definicio´ 2.3.5. Considerem el subconjunt dels racionals p-a`dics
Zp := {x ∈ Qp | |x|p ≤ 1} (= B′1(0)).
L’anomenarem el conjunt dels enters p-a`dics.
Una altra manera d’introduir els nombres p-a`dics e´s a trave´s de la construccio´ algebraica que
es do´na en [Sot13], el treball de fi de grau de l’Eduard Soto. Consisteix en fer el l´ımit projectiu
de les congrue`ncies An = Z/pnZ, i definir
Zp = lim←−An.
2.3.2 Aritme`tica en Qp
Ara descriurem les operacions ba`siques en Qp.
Suma. Prenem a =
∑
i≥n aip
i i b =
∑
i≥m bip
i amb n ≤ m. Sigui a + b = c = ∑i≥n cipi,
aleshores ci = ai per a n ≤ i < m, cm = am + bm (mod p) i ci = ai + bi + ri−1 (mod p) si
i > m, on ri−1 e´s el residu mo`dul p de la suma ai−1 + bi−1 + ri−2 i ri = 0 si i ≤ m. E´s a dir,
ai−1 + bi−1 + ri−2 = ci−1 + pri−1.
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Exemple 2.3.6. Si p = 5, a =
∑
i≥0 4 · 5i i b =
∑
i≥0 3 · 5i. Aleshores
c0 = 3 + 4 (mod 5) = 2, r0 = 1.
Per tant, c1 = 3 + 4 + 1 (mod 5) = 3, r1 = 1, c2 = 3 + 4 + 1 (mod 5) = 3, r2 = 1, c3 = 3 + 4 + 1
(mod 5) = 3, 31 = 1, etce`tera. O sigui, que
a+ b = 2 + 3 · 5 + 3 · 52 + 3 · 53 + o(54)
Invers per la suma. Comenc¸arem per escriure −1 p-a`dicament. Sigui αm =
∑m
i≥0(p− 1)pi =
(p − 1)∑mi≥0 pi, com que ∑mi≥0 pi e´s una suma geome`trica, αm = (p − 1) · pm+1−1p−1 = pm+1 − 1.
Fent m→∞, tenim pm → 0 i, per tant,∑
i≥0
(p− 1)pi = limm→∞αm = −1.
Donat a =
∑
i≥n aip
i, an 6= 0, definim σ(a) =
∑
i≥n(p − 1 − ai)pi. Tenim que σ(a) + a =∑
i≥n(p− 1)pi = −pn. Per tant,
−a = σ(a) + pn = (p− an)pn +
∑
i≥n+1
(p− 1− ai)pi.
Producte. El producte es fa com si fos un producte de se`ries, de manera que si d = a · b =∑
i≥n dip
i, aleshores di + pqi =
∑
k+j=i akbj + qi−1, on qi so´n els corresponents residus mo`dul p
(i no necessaria`ment satisfan que 0 ≤ qi < p).
Exemple 2.3.7. Igual que abans, p = 5, a =
∑
i≥0 4 · 5i i b =
∑
i≥0 3 · 5i. El seu producte ens
queda:
· d0 + 5q0 = 3 · 4 = 12 = 2 + 5 · 2, d0 = 2, q0 = 2,
· d1 + 5q1 = 3 · 4 + 3 · 4 + 2 = 26 = 1 + 5 · 5, d1 = 1, q1 = 5,
· d2 + 5q2 = 3 · 4 + 3 · 4 + 3 · 4 + 5 = 40 = 1 + 8 · 5, d2 = 1, q2 = 8,
· d3 + 5q3 = 3 · 4 + 3 · 4 + 3 · 4 + 3 · 4 + 8 = 56 = 1 + 5 · 11, d3 = 1,
· etc.
Per tant la expansio´ p-a`dica del producte e´s a · b = 2 + 1 · 5 + 1 · 52 + 1 · 53 + o(54).
Invers pel producte. Sigui a =
∑
i≥n aip
i ∈ Qp, an 6= 0, si volem trobar a−1 seguirem els
passos segu¨ents
1. Busquem c l’invers mo`dul p d’an (mitjanc¸ant l’algorisme d’Euclides), e´s a dir, un c ∈ Z
anc = 1 + rp.
2. Multipliquem a = pnan + pn+1a
′ per c i trobem
a · c = (pnan + pn+1a′) · c = pn + rpn+1 + pn+1a′c = pn + pn+1x = pn(1 + px),
on |x|p ≤ 1.
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3. L’invers de (1+px) e´s y =
∑
i≥0(−px)i, ja que els canvis de signe provoquen cancel·lacions,
de manera que en el producte y · (1 + px) nome´s sobrevisqui 1. Busquem la seva expansio´
p-a`dica.
4. Tenim que ac · y = pn. Per tant, calculem l’expansio´ del nombre cy i li correm |n| d´ıgits
cap a la dreta o cap a l’esquerra, (e´s a dir, multipliquem per p−n) per a acabar obtenint,
aix´ı, l’invers de a.
Exemple 2.3.8. Prenem a =
∑
i≥0 3 · 5i.
1. a0 = 3. Fent l’algoritme d’Euclides trobem que 3 · (−3) = 1− 2 · 5.
2. El producte c · a e´s igual a
(−3) ·
∑
i≥0
3 · 5i = (−9) ·
∑
i≥0
5i = −
∑
i≥0
4 · 5i −
∑
i≥1
5i = 1 + 3 · 5 +
∑
i≥2
4 · 5.
3. Tenim que x = 3 + 5
∑
i≥0 4 · 5i = 3− 5 = −2, de manera que
y =
∑
i≥0
(−5x)i =
∑
i≥0
2i5i = 1 + 2 · 5 + 4 · 52 + o(53).
4. Finalment, l’invers de a e´s
a−1 = c · y = (−3) · y = −3− 6 · 5− 12 · 52 + o(53) =
= −3− 1 · 5− 3 · 52 + o(53) = −(3 + 1 · 5 + 3 · 52 + o(53)) =
= 2 + 3 · 5 + 1 · 52 + o(53).
2.3.3 Z i Q dins de Qp
Per acabar la seccio´ caracteritzarem els nombres enters i els nombres racionals dins de Qp
en termes dels seus d´ıgits.
Prenem a ∈ Z amb vp(a) = n ≥ 0, i suposem que a e´s positiu. La seva expansio´ p-a`dica
coincideix amb la seva expressio´ en base p dins de Z, a =
∑s
i=n aip
i (on an 6= 0). Si b = −a e´s
un nombre enter negatiu, la seva expansio´ p-a`dica sera`
b =
∑
i≥n
bip
i = (p− an)pn +
s∑
i=n+1
(p− 1− ai)pi +
∑
i≥s+1
(p− 1)pi.
Aixo` ens demostra la proposicio´ segu¨ent.
Proposicio´ 2.3.9. Sigui a ∈ Qp, aleshores a e´s enter positiu si, i nome´s si, vp(a) ≥ 0 i la
seva expansio´ p-a`dica te´ un nombre finit de d´ıgits diferents de 0. D’altra banda, a e´s un enter
negatiu si, i nome´s si, vp(a) ≥ 0 i la seva expansio´ p-a`dica te´ un nombre finit de d´ıgits diferents
de p− 1.
La caracteritzacio´ de la immersio´ Q ⊆ Qp e´s la segu¨ent:
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Proposicio´ 2.3.10. Un nombre p-a`dic a =
∑
aip
i e´s un nombre racional (e´s a dir, x ∈ Q) si,
i nome´s si, la successio´ (ai) e´s perio`dica a partir d’un determinat d´ıgit.
Demostracio´. Si e´s necessari, multipliquem a per una pote`ncia de p adient, i ens redu¨ım al
cas vp(a) ≥ 0. Si (ai) e´s perio`dica a partir d’una posicio´, aleshores a e´s la suma d’un enter i
una combinacio´ lineal (amb coeficients enters) de se`ries de la forma∑
j≥0
ps+jt = ps
1
1− pt .
Aixo` implica que a ∈ Q. Rec´ıprocament, suposem que a ∈ Q∩Qp i, com abans, tambe´ suposem
que vp(a) ≥ 0. Prenem a = x
y
, x, y ∈ Z coprimers i, per tant, y /∈ pZ. Tambe´ suposem que a e´s
positiu (si no ho e´s, li sumem un nombre natural adequat), i agafem x i y positius.
Obtindrem la expansio´ p-a`dica de a en funcio´ de les expansions p-a`diques de x i y. Conside-
rant les expansions p-a`diques de y, a i x, i que y · a = x, obtenim la igualtat
s∑
j=0
yjp
j ·
∑
i≥0
aip
i =
q∑
k=0
xkp
k.
Tenint en compte els residus rl, observem la igualtat terme a terme
y0al + y1al−1 + · · ·+ yla0 + rl−1 = xl + rlp.
Per hipo`tesi, y0 6= 0, cosa que ens permet obtenir a0 i r0 a partir de x0 i y0. Trobem, tambe´,
al i rl a partir de yj , j ≤ l; ai, i < l; xl i rl−1. Per a l > max(q, s), la igualtat queda me´s
simplificada
y0al + y1al−1 + · · ·+ ysal−s + rl−1 = rlp.
Per tant (si l > max(q, s)), podem trobar al i rl en funcio´ de ai, l − s ≤ i < l; yj , 0 ≤ j ≤ s
i rl−1. En el proce´s d’obtencio´ de al, els valors yj sempre so´n els mateixos, i aixo` ens defineix
una aplicacio´
φ : (al−1, . . . , al−s, rl−1) ∈ (Z/pZ)s 7−→ (al, al−1, . . . , al−s+1, rl) ∈ (Z/pZ)s
tal que φt(al−1, . . . , al−s, rl−1) = (al−1+t, . . . , al−s+t, rl−1+t). Ate`s que (Z/pZ)s e´s finit, existira`
un t > 0 tal que
φt(al−1, . . . , al−s, rl−1) = (al−1, . . . , al−s, rl−1),
de manera que φt+N (al−1, . . . , al−s, rl−1) = φN (al−1, . . . , al−s, rl−1). En consequ¨e`ncia, la suc-
cessio´ (ai) sera` perio`dica a partir d’un d´ıgit determinat. 2
2.4 L’anell Zp dels enters p-a`dics
Recordem que Zp = {x ∈ Qp | |x|p ≤ 1}. Les propietats de la norma ultrame`trica ens diuen
que Zp e´s un anell. La descripcio´ dels enters p-a`dics en termes de d´ıgits e´s
Zp = {
∑
i≥0
aip
i | ai ∈ Z, 0 ≤ ai < p}.
Observem que
Qp = Zp[
1
p
],
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i aixo` implica que Qp e´s el cos de fraccions de Zp. Tambe´ tenim l’expressio´ segu¨ent per a Qp,
relacionada amb la darrera igualtat
Qp =
⋃
m≥0
p−mZp.
A me´s, e´s clar que
Zp/pnZp ' Z/pnZ.
Proposicio´ 2.4.1. El grup multiplicatiu Z∗p e´s el conjunt dels racionals p-a`dics de norma igual
a 1,
Z∗p = {x ∈ Qp | |x|p = 1} = {
∑
i≥0
aip
i | a0 6= 0} = Zp \ pZp (= S1(0)).
Demostracio´. Sigui a ∈ Z∗p, existeix b ∈ Zp tal que a · b = 1. Aleshores
1 = |a · b|p = |a|p · |b|p.
Si |a|p < 1, |b|p = 1|a|p > 1, i aixo` implica que b /∈ Zp. Per tant, |a|p = 1. Rec´ıprocament, sigui
|a| = 1, hem de trobar-li un invers a a. Per hipo`tesi a0 6= 0, i podem trobar 0 < b0 < p un
invers mo`dul p de a0, e´s a dir a0b0 = 1 + kp. Escrivim a = a0 + pα i, aleshores,
a · b0 = 1 + kp+ pαb0 = 1 + px.
Si trobem l’invers de 1 + px, tindrem que a · b0(1 + px)−1 = 1, per tant a−1 = b0(1 + px)−1.
Aix´ı doncs, ens redu¨ım al cas a = 1 + px. Prenem y =
∑
i≥0(−px)i. El nombre y no esta` escrit
en la seva expansio´ p-a`dica, tot i que la suma s´ı que convergeix, pel fet que (−px)i → 0 quan
i→∞, i aplicant la desigualtat ultrame`trica. E´s fa`cil veure que (1 + px) · y = 1, ja que tots els
termes del producte es cancel·len amb un altre terme excepte el terme 1. 2
Corol·lari 2.4.2. L’anell Zp te´ un u´nic ideal maximal, l’ideal
pZp = Zp − Z∗p (= B′1/p(0) = B1(0)).
Per tant, Zp e´s un anell local de dimensio´ 1.
Demostracio´. El quocient Zp/pZp e´s isomorf a Z/pZ i aquest u´ltim e´s un cos. Aixo` implica
que pZp e´s maximal. Sigui I  Zp un altre ideal, es te´ que I ∩ Z∗p = ∅, perque` en cas contrari
es tindria que I = Zp. Per tant, I ⊆ pZp. 2
Corol·lari 2.4.3. Es te´ la particio´
Zp − {0} =
∐
k≥0
pkZ∗p
= ∐
k≥0
(S1/pk(0))
 .
Demostracio´. Tenim la particio´ Zp = Z∗p q pZp. Per tant, Zp − {0} = Z∗p q (pZp − {0}) i
pkZp − {0} = pk(Zp − {0}) = pk(Z∗p q (p(Zp − {0}))) = pkZp q (pk+1Zp − {0}). Aquestes dues
igualtats ja ens mostren la particio´ de l’enunciat. 2
El resultat segu¨ent e´s una altra forma d’escriure el corol·lari anterior.
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Corol·lari 2.4.4. Tot a ∈ Zp diferent de 0 s’expressa de forma u´nica com a = pvu, on u ∈ Z∗p
i v = vp(a).
Corol·lari 2.4.5. Els enters (e´s a dir, de Z) invertibles dins de Zp so´n els coprimers amb p i
els racionals (de Q) invertibles dins de Zp so´n les fraccions d’enters coprimers amb p. E´s a dir:
Z∗p ∩ Z = Z− pZ, Zp ∩Q = {
a
b
| (a, b) ∈ (Z− pZ)2}.
Observacio´ 2.4.6. Com que Qp e´s el cos de fraccions de Zp, tot a ∈ Qp, a 6= 0 e´s a = a1
a2
, on
a1, a2 ∈ Zp. Per tant a = a1
a2
=
pv1u1
pv2u2
= pvu, on v ∈ Z i u ∈ Z∗p. Aixo` ens do´na una particio´
per als racionals p-a`dics
Q∗p =
∐
m∈Z
pmZ∗p.
Proposicio´ 2.4.7. L’anell Zp e´s un domini d’ideals principals. Me´s concretament, els seus
u´nics ideals so´n {0} i pkZp, per a k ∈ N.
Demostracio´. Prenem I 6= {0} un ideal de Zp i a ∈ I un element no nul de valoracio´ mı´nima
dins de I. Posem k = vp(a) i a = p
ku, on u ∈ Z∗p. Aleshores pk = u−1a ∈ I i, per tant, pkZp ⊆ I.
D’altra banda, per a tot b ∈ I, se satisfa` que w = vp(b) ≥ k. En consequ¨e`ncia
b = pwu′ = pk · pw−ku′ ∈ pkZp
i, per tant, I ⊆ pkZp. 2
2.5 Equacions p-a`diques
Aquesta seccio´ inclou una motivacio´ per a l’estudi de Zp (i per tant, de Qp): una equacio´
algebraica se satisfa` en Zp si, nome´s si, se satisfa` en Z/pnZ, per a tot n ≥ 1. De fet, Zp e´s
un pur formalisme; nomes e´s una manera co`moda de reunir totes les congrue`ncies mo`dul pn
en un anell, que e´s la idea que ens do´na la construccio´ algebraica com a l´ımit projectiu de
les congrue`ncies mo`dul pn. Per tant, l’anell Zp tambe´ es pot presentar com el l´ımit projectiu
Zn = lim←−An, on An = Z/p
nZ. A partir d’aquesta definicio´ es defineix el cos Qp com el seu
cos de fraccions. E´s fa`cil veure que les dues definicions coincideixen. Malgrat que, a priori, Zp
nome´s sigui un pur formalisme, al final ha acabat tenint una entitat pro`pia i s’han desenvolupat
moltes matema`tiques al seu voltant.
Lema 2.5.1. Sigui · · · → Dn → Dn−1 → · · · → D1 un sistema projectiu de conjunts i sigui
D = lim←−Dn el seu l´ımit projectiu. Si els Dn so´n finits i no buits, aleshores D e´s no buit.
Demostracio´. E´s clar que D 6= ∅ si les aplicacions Dn → Dn−1 so´n exhaustives. En cas
contrari, denotem per Dn,m la imatge de Dn+m dins de Dn. Si deixem la n fixada i fem
augmentar la m, tenim una famı´lia decreixent de conjunts Dn,m finits i no buits; per tant
aquesta famı´lia estaciona per a un m prou gran. Denotem
En = lim←−
m
Dn,m
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el l´ımit projectiu dels Dn,m (deixant n fix i augmentant la m); aquest l´ımit e´s no buit. Ara
tenim un sistema projectiu · · · → En → En−1 → · · · → E1 on les En → En−1 so´n exhaustives;
per tant, lim←−En 6= ∅ i, aixo` implica que D = lim←−Dn 6= ∅. 2
Notacio´: sigui f ∈ Zp[X1, . . . , Xm] un polinomi sobre l’anell dels enters p-a`dics. Denotarem
per fn el polinomi sobre An = Z/pnZ resultat de reduir els coeficients de f mo`dul p.
Proposicio´ 2.5.2. Siguin f (i) ∈ Zp[X1, . . . , Xm] una famı´lia de polinomis. Aleshores, perque`
els f (i) tinguin un zero en comu´ en (Zp)m, e´s necessari i suficient que, per a tot n ≥ 1, els
polinomis f
(i)
n tinguin un zero en comu´ en (An)
m.
Demostracio´. Sigui D (resp. Dn) el conjunt de zeros comuns de f
(i) (resp. f
(i)
n ). Els conjunts
Dn so´n finits i a me´s e´s clar que D = lim←−Dn. Per el lema anterior D e´s no buit si, i nome´s si,
tots els Dn so´n no buits. 2
Definicio´ 2.5.3. Un element x = (xi) ∈ (Zp)m es diu que e´s primitiu si vp(xi) = 0 per a algun i.
E´s a dir, si el mcd1≤i≤n(xi) = 1, ate`s que Zp e´s un domini d’ideals principals o, equivalentment,
si algun xi e´s invertible. Ana`logament, es diu que x ∈ (An)m e´s un element primitiu si algun
dels xi e´s de A
∗
n.
Proposicio´ 2.5.4. Siguin f (i) ∈ Zp[X1, . . . , Xm] un conjunt de polinomis homogenis. Les
condicions segu¨ents so´n equivalents:
1. Els f (i) tenen un zero en comu´ en (Qp)m.
2. Els f (i) tenen un zero en comu´ en (Zp)m que e´s primitiu.
3. Per a cada n > 1, els f
(i)
n tenen un zero primitiu en comu´ dins de (An)
m.
Demostracio´. 1)⇔2). La implicacio´ cap a l’esquerra e´s evident. Rec´ıprocament, si x = (xi)
e´s zero de cadascun dels f (i) en (Qp)m, prenem
h = infi=1,...,m(vp(xi)) i y = p
−hx.
E´s clar que y e´s primitiu i, com que f (i) so´n homogenis, y tambe´ e´s un zero de tots aquests
polinomis.
2)⇔3). Aquesta equivale`ncia ens e´s demostrada en la proposicio´ anterior. 2
2.5.1 Lema de Hensel
L’objectiu d’aquest apartat e´s demostrar el lema de Hensel i mostrar-ne alguna aplicacio´.
E´s una eina imprescindible en els nombres p-a`dics que ens proporciona un me`tode per a trobar
la solucio´ d’una equacio´ polino`mica sobre els enters p-a`dics a partir d’una aproximacio´. Me´s
concretament, el lema de Hensel e´s una versio´ p-a`dica del me`tode de Newton, amb la difere`ncia
que en aquest cas es un me`tode que convergeix en funcio´ de la valoracio´ p-a`dica de les derivades.
Lema 2.5.5 (Lema de Hensel). Siguin f ∈ Zp[X] i f ′ la seva derivada. Suposem que existeixen
x ∈ Zp, n, k ∈ Z tals que 0 ≤ 2k < n i f(x) ≡ 0 (mod pn) i vp(f ′(x)) = k. Aleshores existeix
un y ∈ Zp tal que
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1. f(y) ≡ 0 (mod pn+1),
2. vp(f
′(y)) = k,
3. y ≡ x (mod pn−k).
Demostracio´. Prenem y = x + pn−kz amb z ∈ Zp, aquest y clarament satisfa` la tercera
condicio´ del teorema. La fo´rmula de Taylor ens diu que
f(y) = f(x) + pn−kzf ′(x) + p2n−2ka,
on a ∈ Zp. Per hipo`tesis, f(x) = pnb i f ′(x) = pkc, amb b ∈ Zp i c ∈ Z∗p. Per tant, podem
trobar un z ∈ Zp tal que
b+ zc ≡ 0 (mod p) (2.1)
i, per tant,
f(y) = pn(b+ zc) + p2n−2ka ≡ 0 (mod pn+1),
ja que 2n− 2k > n. Finalment, apliquem la fo´rmula de Taylor a f ′ i obtenim
f ′(y) = f ′(x) + pn−kzf ′′(x) + p2n−2ka′ ≡ f ′(x) (mod pn−k).
Com que n− k > k, concloem que vp(f ′(y)) = vp(f ′(x)) = k. 2
Observem la condicio´ (2.1) de b + zc ≡ 0 (mod p) ens diu que pn−kz ≡ −pn−k b
c
≡ −p
nb
pkc
≡
− f(x)
f ′(x)
(mod p) i, per tant,
y ≡ x− f(x)
f ′(x)
(mod p).
E´s a dir, amb el lema hem obtingut un pas d’iteracio´ (mo`dul p) del me`tode de Newton dins de
l’anell Zp. Aix´ı doncs, el conjunt de solucions y mo`dul pn+1 que compleixin les hipo`tesis que
podrem trobar aplicant el lema sera`
x− f(x)
f ′(x)
+ pZp.
Observem que si enfortim la condicio´ (2.1) imposant que b+ zc = 0, trobarem un pas d’iteracio´
del me`tode de Newton en Zp.
El teorema segu¨ent (en el cas m = 1) ens proporciona la converge`ncia de la iteracio´ (tal que
en el pas l nome´s agafem una solucio´ mo`dul pl+1), i aix´ı acabem trobant un zero del polinomi.
Teorema 2.5.6. Siguin f ∈ Zp[X1, . . . , Xm], x = (xi) ∈ (Zp)m, n, k ∈ Z , tals que 0 ≤ 2k < n
i que
f(x) ≡ 0 (mod pn).
A me´s, suposem que existeix 1 ≤ j ≤ m que satisfaci que
vp
(
∂f
∂Xj
(x)
)
= k,
aleshores existeix un zero y de f dins de (Zp)m congruent amb x mo`dul pn−k.
22 2.5. Equacions p-a`diques
Demostracio´. Suposem, primer, que m = 1. Aplicant el lema anterior, a x(0) = x, obtenim
un x(1) congru a x(0) mo`dul pn−k tal que f(x(1)) ≡ 0 (mod pn+1) i vp(f ′(x(1))) = k. Podem
tornar a aplicar el lema sobre x(1) i n+ 1. Per induccio´, trobem una successio´ d’enters p-a`dics
x(0), x(1), . . . , x(q), . . . , amb la propietat que
x(q+1) ≡ x(q) (mod pn+q−k), f(x(q)) ≡ 0 (mod pn+q).
Aquesta successio´ e´s de Cauchy, perque` tindrem que x(q) ≡ x(q+N) (mod pn+q−k). Sigui y el
seu l´ımit, aleshores f(y) = 0 i, a me´s, e´s clar que y ≡ x (mod pn−k).
Sigui, ara, m > 1, ens reduirem al cas m = 1 i obtindrem la prova del teorema. Con-
siderem f˜ ∈ Zp[Xj ], el resultat de substituir Xi per xi, i 6= j (on j e´s el de l’enunciat, tal
que vp
(
∂f
∂Xj
(x)
)
= k). El polinomi f˜ e´s un polinomi en una indeterminada que satisfa` les
hipo`tesis del cas m = 1. Aix´ı doncs, podem trobar yj ≡ xj (mod pn−k) que satisfaci f˜(yj) = 0.
Finalment, si definim yi = xi si i 6= j, l’element y = (yi) e´s un zero de f congru amb x mo`dul
pn−k. 2
Observacio´ 2.5.7. Si considere´sssim el conjunt de totes les solucions obtingudes a partir de
totes les iteracions possibles obtindro´em un conjunt amb estructura d’arbre.
Definicio´ 2.5.8. Si g(X1, . . . , Xm) e´s un polinomi definit sobre un cos k, es diu que un zero x
de g e´s simple si alguna de les derivades parcials de g no s’anul·la en x.
El corol·lari segu¨ent correspon al teorema anterior en el cas k = 0, n = 1.
Corol·lari 2.5.9. Sigui x un zero simple de f , la reduccio´ mo`dul p de f . Aleshores la solucio´
x ens puja a una solucio´ de f .
Corol·lari 2.5.10. Suposem que p 6= 2. Sigui f(X) = ∑ aijXiXj ∈ Zp[X1, . . . , Xm] una forma
quadra`tica tal que aij = aji i det(aij) e´s invertible. Si a ∈ Zp, aleshores tot zero primitiu de
f − a ens puja a un zero de f − a.
Demostracio´. Tenint en compte el corol·lari anterior, n’hi ha prou a veure que alguna de les
derivares parcials de f no s’anul·la mo`dul p. Les parcials de f so´n ∂f
∂Xi
= 2
∑
j aijXj . Denotem
per φ l’aplicacio´ lineal
φ : (Z/pZ)m −→ (Z/pZ)m
associada a la matriu (aij). Per hipo`tesi, det(aij) 6≡ 0 (mod p), i, per tant, φ e´s un isomorfisme
d’espais vectorials. Tambe´ sabem que xk 6≡ 0 (mod p), per a algun k (per la hipo`tesi que x e´s
primitiu), per tant alguna de les components de φ(x) no s’anul·la mo`dul p. Aquestes components
so´n justament
∑
j aijxj . 2
Corol·lari 2.5.11. Suposem que p = 2. Sigui f(X) = ∑ aijXiXj ∈ Z2[X1, . . . , Xm] tal que
aij = aji. Siguin a ∈ Z2 i x una solucio´ primitiva de f(x) ≡ a (mod 8). La solucio´ x ens puja
a una solucio´ de f(x) = a sempre que alguna de les parcials de f no s’anul·li mo`dul 4; aquesta
u´ltima condicio´ se satisfa` si det(aij) e´s invertible.
Demostracio´. La primera afirmacio´ e´s el cas n = 3, k = 1; la segona es prova de forma ana`loga
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a la demostracio´ del corol·lari anterior, o`bviament tenint en compte el factor 2 que inverte´ en
les derivades parcials. 2
2.6 El grup multiplicatiu Q∗p, unitats i quadrats
Ens disposem a estudiar el grups Q∗p i Z∗p i determinar els quadrats en Qp cosa que, sera`
imprescindible en vistes a la classificacio´ de les formes quadra`tiques sobre Qp en el cap´ıtol
segu¨ent. La particio´ de la observacio´ (2.4.6)
Q∗p =
∐
m∈Z
pmZ∗p,
ens reduira l’estudi de Q∗p a Z∗p i l’estudi de Z∗p ens permetra` determinar els quadrats.
Sigui U = Z∗p. Per a cada n ≥ 1, escrivim Un = 1 + pnZp; aquest e´s el nucli del morfisme
de grups de reduccio´ mo`dul pn, εn : U → (Z/pnZ)∗ i, en consequ¨e`ncia, U/Un ' (Z/pnZ)∗. En
particular, el quocient U/U1 es pot identificar amb el grup F∗p i, per tant, e´s c´ıclic d’ordre p− 1.
Els Un formen una successio´ decreixent de subgrups oberts de U i es te´ que U = lim←−U/Un. Com
que
(1 + pnx)(1 + pny) ≡ 1 + pn(x+ y) (mod pn+1),
l’aplicacio´
(1 + pnx) 7→ (x mo`dul p),
clarament bijectiva, ens defineix un isomorfisme entre (Un/Un+1, ·) i (Fp,+), per tant #Un/Un+1 =
p. Pel tercer teorema d’isomorfia, tenim que U1/Un−1 ' (U1/Un)/(Un−1/Un), i, consegu¨ent-
ment, #(U1/Un−1) =
#(U1/Un)
#(Un−1/Un)
. Per induccio´, veiem que #(Un−1/Un) = pn−1:
#(U1/Un) = #(U1/Un−1)#(Un−1/Un) = #(U1/Un−2)#(Un−2/Un−1) · p = . . .
= #(U1/U2) · pn−2 = pn−1.
Lema 2.6.1. Sigui 0 → A φ−→ E ψ−→ B → 0 una successio´ exacta de grups (amb notacio´
additiva) tal que A i B tenen ordres finits a i b coprimers. Sigui B′ el conjunt dels x ∈ E tals
que bx = 0, aleshores E e´s la suma directa de A i de B′ i B′ e´s l’u´nic subgrup de E isomorf
a B.
Demostracio´. Com que mcd(a, b) = 1, la identitat de Be´zout ens assegura l’existe`ncia de
r, s ∈ Z tals que ar + bs = 1. Si x ∈ A ∩ B′ (on la injeccio´ φ ens identifica A amb la seva
imatge), aleshores ax = bx = 0 i, per tant, x = (ar + bs)x = 0, e´s a dir, A ∩B′ = 0.
A me´s, tot x ∈ E pot ser escrit de la forma x = arx+ bsx. Tenim que ψ(bE) = bψ(E) = 0,
per tant, bE ⊆ ker(ψ) = A i, en consequ¨e`ncia, bsx ∈ A. D’altra banda, com que abE = 0,
tenim que arx ∈ B′ i la igualtat E = A⊕B′ queda demostrada.
Per hipo`tesi, B = ψ(E) = ψ(A ⊕ B′) = ψ(A) ⊕ ψ(B′) = ψ(B′); a me´s ψ∣∣
B′ e´s injectiu, ja
que ker(ψ) = A i A ∩B′ = 0. Per tant B′ ' B.
Rec´ıprocament, sigui B′′ un altre subgrup de E isomorf a B, tenim que bB′′ = 0, per tant
B′′ ⊆ B′, i tenim la igualtat ja que tenen el mateix ordre. 2
Proposicio´ 2.6.2. Es te´ la igualtat U = V × U1, on V = {x ∈ U |xp−1 = 1} e´s l’u´nic subgrup
de U isomorf a F∗p. E´s a dir, tot u ∈ U te´ una u´nica descomposicio´ u = v · u1, on v ∈ V i
u1 ∈ U1.
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Demostracio´. Sigui εn la composicio´ de la projeccio´ de εn (definit al principi de la secci´ıo) al
quocient U/Un amb la reduccio´ mo`dul p, es te´ la successio´ exacta de grups segu¨ent
1→ U1/Un → U/Un εn−→ F∗p → 1.
Com que U1/Un te´ ordre p
n−1 i F∗p te´ ordre p−1, coprimers concloem, despre´s d’aplicar el lema,
que U/Un conte´ un u´nic subgrup Vn isomorf a F∗p. A me´s, tenim que Vn ∩ (U1/Un) = 1, de
forma que la interseccio´ de Vn amb Un−1/Un (que e´s el nucli de U/Un → U/Un−1), e´s 1. Per
tant, la projeccio´
U/Un → U/Un−1
ens envia Vn a un subgrup d’ordre p − 1 de U/Un−1; com que U/Un−1 te´ ordre pn−2(p − 1),
aquest grup ha de ser Vn−1 i, per tant, la projeccio´ ens envia isomo`rficament Vn a Vn−1.
En consequ¨e`ncia, U = lim←−U/Un = lim←−((U1/Un)×Vn) = lim←−(U1/Un)× lim←−Vn i obtenim, fent
pas al l´ımit un u´nic subgrup V de U isomorf a F∗p; de lim←−U1/Un = U1 obtenim que U = U1×V .
La unicitat de Vn ja ens demostra la unicitat de V . 2
Corol·lari 2.6.3. El cos Qp conte´ les arrels (p− 1)-e`simes de la unitat.
El grup V s’anomena grup dels representants multiplicatius de F∗p.
Lema 2.6.4. Sigui x ∈ Un − Un+1, amb n ≥ 1 si p 6= 2 i n ≥ 2 si p = 2. Aleshores
xp ∈ Un+1 − Un+2.
Demostracio´. Per hipo`tesi si x = 1 + kpn, on k ∈ U . Aleshores
xp =
n∑
i=0
(
p
i
)
(kpn)i = 1 + kpn+1 + · · ·+ kppnp.
Si p 6= 2, tots els sumands tret dels dos primers tenen exponent ≥ 2n+ 1, per tant ≥ n+ 2. Si
p = 2, x2 = 1 + k2n+1 + k222n; com que en aquest cas n ≥ 2, es te´ que 2n ≥ n + 2. Per tant,
en tots els casos,
xp ≡ 1 + kpn+1 (mod pn+2),
de forma que xp ∈ Un+1 − Un+2. 2
Proposicio´ 2.6.5. Si p 6= 2, (U1, ·) e´s isomorf a (Zp,+). Si p = 2, U1 ' {±1} × U2 i (U2, ·)
e´s isomorf a (Z2,+).
Demostracio´. Primer suposem que p 6= 2. Escollim un element α ∈ U1−U2; pel lema anterior,
tenim que αp
i ∈ Ui+1−Ui+2. Sigui αn la imatge de α dins de U1/Un, tenim que αp
n−2
n 6= 1 i que
αp
n−1
= 1. Com que #U1/Un = p
n−1, el grup U1/Un e´s c´ıclic generat per α. Aixo` ens permet
considerar un isomorfisme θn,α : z 7→ αzn de (Z/pn−1Z,+) a U1/Un. E´s clar que el diagrama
Z/pnZ
θn+1,α //

U1/Un+1

Z/pn−1Z
θn,α // U1/Un
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e´s commutatiu. D’aqu´ı veiem que θn,α indueix un isomorfisme θ de Zp = lim←−Z/p
n−1Z a U1 =
lim←−U1/Un, i el resultat queda demostrat per a p 6= 2.
Suposem que p = 2 i prenem α ≡ 5 (mod 8). Definim els isomorfismes
θ : Z/2n−2Z→ U2/Un,
de forma ana`loga al cas anterior, de manera que ens indueix un isomorfisme θ entre Z2 i U2. A
me´s, U1/U2 ' Z/2Z ' {±1}; aix´ı que si apliquem el tercer teorema d’isomorfia:
U1 ' (U1/U2)× U2 ' {±1} × U2
i obtenim el resultat en el cas p = 2. 2
Observacio´ 2.6.6. Observem que la proposicio´ anterior ens passa de l’estructura multiplicativa
de U1 si p 6= 2 (resp. U2 si p = 2) a l’estructura additiva de Zp. E´s a dir, l’isomorfisme que ens
do´na el teorema e´s, d’alguna manera, una aplicacio´ logar´ıtmica de U1 (resp. U2) en Zp.
Aixo´ ens permet dir que l’arrel k-e`sima de u ∈ U1 (resp. u ∈ U2) existeix en un costat si, i
nome´s si, la imatge per l’isomorfisme e´s un mu´ltiple de k. En particular, si k e´s invertible en
Zp, aleshores tot element de U1 (resp. U2) te´ arrel k-e`sima.
Teorema 2.6.7. Si p 6= 2, el grup Q∗p e´s isomorf a Z × Zp × Z/(p − 1)Z i Q∗2 e´s isomorf a
Z× Z2 × Z/2Z.
Demostracio´. Cada element x de Q∗p s’expressa de forma u´nica x = pnu, on n ∈ Z i u ∈ U .
Per tant, Q∗p ' Z × U ; la proposicio´ (2.6.2) diu que U ' V × U1, on V ' Z/(p − 1)Z i la
proposicio´ anterior (2.6.5) ens acaba proporcionant el resultat. 2
Teorema 2.6.8. Prenem p 6= 2, i x = pnu ∈ Q∗p, amb n ∈ Z i u ∈ U . L’element x e´s un
quadrat si, i nome´s si, n e´s parell i la imatge u de u dins de F∗p = U/U1 e´s un quadrat. (La
u´ltima condicio´ e´s equivalent a que el s´ımbol de Legendre
(
u
p
)
sigui igual a 1. Escriurem
(
u
p
)
enlloc de
(
u
p
)
.)
Demostracio´. Escrivim u = v · u1 amb v ∈ V i u1 ∈ U1. La descomposicio´ Q∗p ' Z× V × U1
ens demostra que x e´s quadrat si, i nome´s si, v i u1 so´n quadrats i n e´s parell. A me´s, (U1, ·)
e´s isomorf a (Zp,+) i 2 e´s invertible en Zp, de forma que tots els elements de U1 so´n quadrats.
Com que V ' F∗p obtenim el resultat. 2
Corol·lari 2.6.9. Si p 6= 2, el grup Q∗p/Q∗2p e´s isomorf a Z/2Z× Z/2Z. Les classes tenen per
representants {1, p, u, up}, on u e´s un element de U que satisfa` que
(
u
p
)
= −1.
Demostracio´. Tenim que Q∗p ' Z×V ×U1 ' Z×Z/(p−1)Z×U1; d’altra banda, pel teorema
anterior, Q∗2p ' 2Z× 2(Z/(p− 1)Z)× U1. En consequ¨e`ncia,
Q∗p/Q∗
2
p ' (Z/2Z)× ((Z/(p− 1)Z)/2(Z/(p− 1)Z))× (U1/U1) ' Z/2Z× Z/2Z.
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Si prenem u ∈ U tal que
(
u
p
)
= 1, aleshores l’element (0, 0) de Z/2Z× Z/2Z es correspon a 1
en Q∗p/Q∗
2
p , (1, 0) a p, (0, 1) a u i (1, 1) a pu. 2
Teorema 2.6.10. Si p = 2, un element x = pnu de Q∗2 e´s un quadrat si, i nome´s si, n e´s parell
i u ≡ 1 (mod 8).
Demostracio´. Com que U ' {±1}×U2, u e´s un quadrat si, i nome´s si, u ∈ U2 i e´s un quadrat
en U2. Ara be´, pel lema (2.6.4), l’isomorfisme
θ : Z2 → U2
de la proposicio´ (2.6.5) ens porta 2nZ2 a Un+2. Aleshores, si prenem n = 1, U3 es correspon a
2Z2 i, per tant, al conjunt dels quadrats de U2. En consequ¨e`ncia, x e´s un quadrat si, i nome´s
si, u ≡ 1 (mod 8) i n e´s parell. 2
Corol·lari 2.6.11. El grup Q∗p/Q∗2p e´s isomorf a Z/2Z × Z/2Z × Z/2Z. Te´ per representants
de les classes a {±1,±5,±2,±10}.
Demostracio´. Tenim que Q∗2 ' Z×U ' Z×{±1}×U2 i, pel teorema anterior, Q∗
2
2 ' 2Z×U3.
Per tant,
Q∗2/Q∗
2
2 ' (Z/2Z)× {±1} × (U2/U3) ' Z/2Z× Z/2Z× Z/2Z.
Sabem que U/U3 ' Z/8Z; per tant, {±1,±5} es un sistema de representants de U/U3 i
{±1,±5,±2,±10} e´s un sistema de representants de Q∗p/Q∗
2
p . 2
Corol·lari 2.6.12. 1. El grup Q∗2p dels quadrats e´s un obert de Q∗p. Me´s concretament, si
x = pnv ∈ Q∗2p i p 6= 2 (resp. p = 2) aleshores pn(v + pZp) (resp. 2n(v + p3Z2)) e´s un
entorn obert de x contingut a Q∗2p .
2. Per a tot a ∈ Q∗p, el conjunt aQ∗
2
p e´s un obert de Q∗p.
3. En el cas real, R∗/R∗2 te´ {1,−1} per representants i R∗2 i −R∗2 so´n oberts.
Demostracio´. 1) Suposem que p 6= 2. Si x′ ∈ pn(u + pZp), aleshores x′ = pnu′, on u i u′
coincideixen en el quocient U/U1. Com que u e´s un quadrat en U/U1, u
′ tambe´ i, com que n e´s
parell, pel teorema (2.6.8), x′ e´s un quadrat. Si p = 2 i x′ ∈ pn(u+ p3Z2), aleshores x′ = pnu′,
on u i u′ coincideixen en U/U3. Aplicant el teorema (2.6.10) i raonant de forma ana`loga al cas
p 6= 2 veiem que x′ e´s un quadrat.
2) Si Ux ⊆ Q∗2p e´s un entorn obert de x ∈ Q∗
2
p , aleshores aUx ⊆ aQ∗
2
p e´s un entorn obert de
ax ∈ Q∗2p .
3) Immediat. 2
2.7 Espais ultrame`trics
En aquesta seccio´ fem un petit pare`ntesi en el tema dels nombres p-a`dics i pujarem un esglao´
en abstraccio´, per a mostrar algunes de les propietats particulars dels espais ultrame`trics, que
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els fan tan diferents dels espais arquimedians. Per tant, treballarem amb un espai ultrame`tric
(X, d).
Comencem amb una ampliacio´ de la desigualtat ultrame`trica a n elements:
Lema 2.7.1. Siguin x1, . . . , xn ∈ X, aleshores
d(x1, xn) ≤ max(d(x1, x2), d(x2, x3), . . . , d(xn−1, xn)).
Demostracio´.
d(x1, xn) ≤ max(d(x1, x2), d(x2, xn)) ≤ max(d(x1, x2), d(x2, x3), d(x3, xn)) ≤ . . .
≤ max(d(x1, x2), d(x2, x3) . . . , d(xn−1, xn)).
2
Proposicio´ 2.7.2. 1. Tots els punts d’una bola so´n centre de la bola.
2. Propietat de les boles de mercuri: si dues boles tenen un punt en comu´, aleshores una esta`
continguda dins de l’altra.
3. El dia`metre d’una bola e´s me´s petit o igual que el seu radi.
4. Tot triangle e´s iso`sceles. A me´s, els dos costats de dista`ncia igual so´n me´s llargs o iguals
a l’altre.
5. Les esferes i les boles so´n oberts i tancats de l’espai topolo`gic.
Demostracio´. (1) Si b ∈ Br(a), aleshores d(a, b) < r. Tenim que
x ∈ Br(a)⇐⇒ d(x, a) < r,
i, per la desigualtat ultrame`trica,
d(x, a) < r ⇐⇒ d(x, b) < r ⇐⇒ x ∈ Br(b).
De forma ana`loga es prova el resultat per a boles tancades.
(2) Siguin B1, B2 dues boles de radis r, r
′ (no especifiquem si so´n tancades o obertes). Sigui
c ∈ B1 ∩ B2, aleshores c e´s el centre tant de B1 com de B2. Aleshores si r < r′, B1 ⊆ B2, si
r = r′, es te´ alguna de les dues inclusions i si r > r′, aleshores B2 ⊆ B1.
(3) Immediat de la desigualtat ultrame`trica.
(4) Siguin x1, x2, x3 ∈ X i suposem que d(x1, x3) = maxi<jd(xi, xj). Com que
d(x1, x3) ≤ max(d(x1, x2), d(x2, x3)),
aleshores d(x1, x3) = d(xi, xj) per a (i, j) 6= (1, 3).
(5) Com que l’aplicacio´ x 7→ d(x, r) e´s cont´ınua, les esferes so´n tancades. Sigui x ∈ Sr(a) i
sigui x 6= z ∈ Br(x), aleshores d(x, a) = r > d(z, x) i, per (4), d(z, a) = d(x, a) = r. Per tant
Br(x) ⊆ Sr(a), i podem escriure Sr(a) =
⋃
x∈Sr(a)Br(x). Aixo` implica que Sr(a) e´s oberta.
Per tant, B′r(a) = Br(a) ∪ Sr(a) e´s oberta i Br(a) = B′r(a)− Sr(a) e´s tancada. 2
Proposicio´ 2.7.3. Si {xj} e´s una successio´ amb d(xj , xj+1)→ 0, aleshores e´s de Cauchy.
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Demostracio´. Observem que si d(xj , xj+1) < ε per a tot j ≥ N aleshores, per (2.7.1)
d(xj , xj+i) ≤ max0≤k<id(xi+k, xi+k+1) < ε
quan j ≥ N . 2
Proposicio´ 2.7.4. Sigui Ω ⊆ X un conjunt compacte.
1. Per a tot a ∈ X − Ω, el conjunt de dista`ncies {d(x, a)|x ∈ Ω} e´s finit.
2. Per a tot a ∈ Ω, el conjunt de dista`ncies {d(x, a)|x ∈ Ω− {a}} e´s discret.
Demostracio´. (1) De (2.7.2) (4), sabem que si d(x, y) < d(x, a), aleshores d(y, a) = d(x, a).
Si considerem la funcio´
f : Ω −→ R>0, x 7−→ d(x, a),
aleshores per a tot x ∈ f−1(c) tenim que Bc(x) ⊆ f−1(c), i per tant f−1(c) e´s obert. En
consequ¨e`ncia,
⋃
c∈R>0 f
−1(c) forma un recobriment obert de Ω. Com que Ω e´s compacte, ja
hem acabat.
(2) Ara, amb a ∈ Ω, considerem f : x 7→ d(x, a), on x ∈ Ω − {a}. Per (1), si ε > 0,
aleshores f restringida a Ω − Bε(a) pren un nombre finit de valors. Per tant, els conjunts
(ε,∞] ∩ {d(x, a) | x ∈ Ω, x 6= a} so´n finits, aixo` implica que f(Ω) e´s discret. 2
Ara, suposem que X = G, on (G,+) e´s un grup abelia`. Afegim la hipo`tesi sobre la dista`ncia:
d(x+ z, y + z) = d(x, y) (2.2)
i definim ‖x‖ = d(x, 0). Tenim que
1. ‖ − x‖ = d(−x, 0) = d(0, x) = d(x, 0) = ‖x‖.
2. ‖x + y‖ = d(x + y, 0) = d(x,−y) ≤ max(d(x, 0), d(−y, 0)) = max(d(x, 0), d(y, 0)) =
max(‖x‖, ‖y‖).
Aixo` ens implica que les aplicacions x 7→ −x i (x, y) 7→ x + y so´n cont´ınues i que les boles
Br(0) i B
′
r(0) so´n subgrups de G.
Observacio´ 2.7.5. La condicio´ (2.2) ens diu que d e´s una mesura de Haar del grup G.
Proposicio´ 2.7.6. Perque` la se`rie
∑∞
i=0 ai convergeixi e´s necessari que la successio´ (aj) con-
vergeixi a 0. Si G e´s complet, es te´ la suficie`ncia.
Demostracio´. Sigui sj =
∑j
i=0 ai convergent a s, tenim que aj = sj+1 − sj → s − s = 0.
Rec´ıprocament, sn+1 − sn = an → 0 implica que (sn) e´s de Cauchy, per (2.7.3). 2
Cap´ıtol 3
Principi local-global en formes quadra`tiques
L’objectiu d’aquest cap´ıtol e´s determinar les classes d’equivale`ncia de les formes quadra`tiques
definides sobre el cos dels racionals Q, que ens seran caracteritzades per la classificacio´ corres-
ponent sobre els cossos p-a`dics Qp i sobre el cos real R.
3.1 Nocions generals
Aquesta seccio´ te´ per objectiu introduir la nocio´ de forma quadra`tica i conceptes assiociats.
Els resultats que es donin en aquesta seccio´ no es demostraran, ate`s que es poden trobar en el
llibre de Serre [Ser73] en el cap´ıtol 4 i que els conceptes hem vist al llarg de la carrera quatre,
seccio´ 1.
Definicio´ 3.1.1. SiguiR un anell commutatiu i sigui V un mo`dul sobreR, una forma quadra`tica
sobre R e´s una aplicacio´ Q : V −→ R que satisfa` que:
1. Q(ax) = a2Q per a tot a ∈ R i x ∈ V ,
2. La funcio´ (x, y) 7→ Q(x+ y)−Q(x)−Q(y) e´s bilineal.
La parella (V,Q) s’anomena mo`dul quadra`tic. Ens limitarem al cas en que` R = K e´s un
cos de caracter´ıstica diferent de 2. D’aquesta manera, V e´s un espai vectorial sobre K; tambe´
suposarem que V e´s de dimensio´ finita, diguem-li n. Escrivim
x · y = 1
2
{Q(x+ y)−Q(x)−Q(y)};
cosa que te´ sentit, ja que car(K) 6= 2. Aix´ı doncs, l’aplicacio´ (x, y) 7→ x · y e´s una aplicacio´
sime`trica i bilineal, anomenada producte escalar associat a Q. Observem que
x · x = 1
2
(Q(2x)− 2Q(x)) = 1
2
(4Q(x)− 2Q(x)) = Q(x);
aixo` ens proporciona una bijeccio´ entre formes quadra`tiques i formes bilineals sime`triques, en
caracter´ıstica 6= 2.
Si (V,Q) i (V ′, Q′) so´n dos mo`duls quadra`tics, un morfisme me`tric e´s una aplicacio´ lineal
f : V −→ V ′ amb la propietat que f(x) · f(y) = x · y, per a qualssevol x, y ∈ V .
Matriu d’una forma quadra`tica. Sigui e = (ei)1≤i≤n una base de V . La matriu de Q
respecte de la base e e´s la matriu A = (aij), on aij = ei · ej . Aquesta matriu e´s sime`trica. Si
x =
∑
i xiei i y =
∑
i yiei so´n dos elements de V , aleshores, per la bilinealitat, tenim que
x · y =
∑
i,j
aijxiyj = X
tAY,
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on Xt = (x1, . . . , xn) i Y
t = (y1, . . . , yn) i, per la simetria, aij = aji. En consequ¨e`ncia,
Q(x) = x · x =
∑
i,j
aijxixj = X
tAX;
i aixo` ens demostra que Q e´s una forma quadra`tica en el sentit usual de polinomi homogeni de
grau 2.
Considerem una segona base e′ i P la matriu del canvi de base de e a e′. Aleshores la matriu
de Q respecte la base e′ e´s la matriu
A′ = P tAP ; en particular det(A′) = det(A)det(P )2.
Aixo` ens proporciona un element de K∗/K∗2 associat a Q que e´s invariant respecte als canvis
de base. S’anomena discriminant de Q i el denotem per d(Q). Diem que (V,Q) e´s degenerat si
d(Q) = 0; en cas contrari diem que e´s no degenerat.
Diem que dos elements x, y de V so´n ortogonals si x · y = 0. Si H ⊆ V e´s un subespai
vectorial, denotem per H⊥ el conjunt dels elements de V ortogonals a H; e´s a dir, ortogonals
a tots els elements de V . Diem que dos subespais vectorials H1, H2 ⊆ V so´n ortogonals si
H1 ⊆ H⊥2 ; e´s a dir, si per a tot x ∈ H1 i per a tot y ∈ H2 es te´ que x · y = 0. Notem que
aleshores H⊥⊥2 ⊆ H⊥1 ; com que H2 ⊆ H⊥⊥2 tenim que H2 ⊆ H⊥1 i, efectivament, la definicio´ de
H1 ortogonal a H2 e´s sime`trica. Definim el rang de Q com la codimensio´ de V
⊥,
rg(Q) = n− dim(V ⊥).
Tenim que V ⊥ = 0 si, i nome´s si, donat x ∈ V , diferent de 0, tal que que x · y = 0 per a tot
y ∈ V implica x = 0; aixo` e´s equivalent al fet que la matriu A de Q (en una base donada) tingui
rang ma`xim. Per tant, hem provat que Q e´s no degenerada si, i nome´s si, rg(Q) = n.
Siguin U1, . . . , Um subespais vectorials de V . Diem que V e´s la suma directa ortogonal dels
Ui si V =
⊕
i Ui i a me´s els Ui so´n ortogonals dos a dos. Ho escriurem
V = U1 ⊥ · · · ⊥ Um.
Observacio´ 3.1.2. Si x = x1 + · · · + xm ∈ V , on xi ∈ Ui, aleshores Q(x) = Q1(x1) + · · · +
Qm(xm), on Qi e´s la restriccio´ de Q a Ui.
Rec´ıprocament, sigui (Ui, Qi) un mo`dul quadra`tic, per a i = 1, . . . ,m, i sigui V =
⊕
i Ui.
Aixo` ens indueix un mo`dul quadra`tic (V,Q) tal que per a xi ∈ Ui i i = 1, . . .m, la forma
quadra`tica Q es defineix com
Q(x1 + · · ·+ xm) = Q1(x1) + · · ·+Qm(xm).
Es dira` que una base e = (ei) de (V,Q) e´s ortogonal si V =< e1 >⊥ · · · ⊥< en >. Aquesta
condicio´ e´s equivalent a ei · ej = 0 per a i 6= j. Si e e´s una base ortogonal de (V,Q) i ai = ei · ei,
aleshores la matriu de Q en la base e e´s a1 0. . .
0 an
 .
Teorema 3.1.3. Tot mo`dul quadra`tic admet una base ortogonal. 2
3. Principi local-global en formes quadra`tiques 31
Dues bases e = (ei) i e
′ = (e′i) d’un mo`dul quadra`tic es diuen contigu¨es si tenen un element
en comu´.
Teorema 3.1.4. Per a tot parell de bases ortogonals de (V,Q), e i e′, existeix una successio´
finita de bases ortogonals de (V,Q) e(0), . . . , e(m) tals que e(0) = e, e(m) = e′ i e(i) e´s contigua a
e(i+1) per a 0 ≤ i < m. 2
Sigui f(X) =
∑n
i=1 aiiX
2
i + 2
∑
i<j aijXiXj una forma quadra`tica en n variables tal que
aij = aji, tenim que la parella (K
n, f) e´s el mo`dul quadra`tic associat a f (o a la matriu
A). Es diu que dues formes quadra`tiques f i f ′ de rang n amb matrius associades A i A′,
respectivament, so´n equivalents si existeix una matriu P de canvi de base en Kn, tal que
A′ = P tAP . Ho escriurem f ∼ f ′. La condicio´ equival al fet que els corresponents mo`duls
quadra`tics siguin isome`trics (e´s a dir, que hi hagi un morfisme me`tric d’un mo`dul a l’altre que
sigui bijectiu i que la inversa tambe´ sigui morfisme me`tric).
Si f(X1, . . . , Xn) i g(X1, . . . , Xm) so´n dues formes quadra`tiques, denotarem per f + g, la
suma de f i g, a la forma quadra`tica
f(X1, . . . , Xn) + g(Xn+1, . . . , Xn+m)
en n+m variables. Aquesta aplicacio´ te´ per mo`dul quadra`tic associat a (Kn+m, f + g), que e´s
igual a la suma directa ortogonal dels mo`duls quadra`tics (Kn, f) i (Km, g).
Es diu que una forma quadra`tica f representa a ∈ K si existeix un x ∈ Kn diferent de 0 tal
que f(x) = a. Si f representa 0 direm que f e´s iso`tropa.
Proposicio´ 3.1.5. Si f e´s iso`tropa i no degenerada, aleshores representa tots els elements de
K. 2
Proposicio´ 3.1.6. Sigui g = g(X1, . . . , Xn) una forma quadra`tica no degenerada i sigui a ∈
K∗. Aleshores les condicions segu¨ents so´n equivalents:
1. g representa a.
2. g e´s equivalent a h+ aZ2, on h e´s una forma no degenerada en n− 1 variables.
3. La forma f = g − aZ2 representa 0. 2
Proposicio´ 3.1.7. Siguin g i h dues formes quadra`tiques no degenerades de rang ≥ 1 i sigui
f = g − h. Les condicions segu¨ents so´n equivalents:
1. f representa 0.
2. Existeix un a ∈ K∗ representat per g i per h.
3. Existeix un a ∈ K∗ tal que les formes g − aZ2 i h− aZ2 representen 0. 2
El teorema (3.1.3) es pot tornar a enunciar de la forma segu¨ent:
Teorema 3.1.8. Sigui f una forma quadra`tica en n variables. Existeixen a1, . . . , an ∈ K tals
que f ∼ a1X21 + · · ·+ anX2n. 2
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E´s clar que la forma f e´s no degenerada si, i nome´s si, a1, . . . , an ∈ K∗. A me´s, si f e´s
degenerada, aleshores el rang de f e´s igual al nombre de i-s tals que ai ∈ K∗.
Teorema 3.1.9 (Teorema de cancel·lacio´ de Witt). Siguin f = g+h i f ′ = g′+h′ dues formes
quadra`tiques tals que f ∼ f ′ i g ∼ g′, aleshores h ∼ h′. 2
3.2 Formes quadra`tiques sobre cossos finits Fq
Sigui p un nombre primer diferent de 2 i sigui q = pf , denotem per Fq l’u´nic cos de q elements.
A me´s, sabem que e´s el cos de descomoposicio´ sobre Fp del polinomi Xq −X.
Proposicio´ 3.2.1. Una forma quadra`tica f sobre Fq de rang ≥ 2 representa tots els elements
de F∗q. Si f te´ rang ≥ 3 aleshores representa tots els elements de Fq.
Demostracio´. La proposicio´ (3.1.6) ens permet reduir la demostracio´ de la proposicio´ a la
primera part. A me´s, e´s clar que tambe´ ens podem limitar al cas on f te´ rang 2. Aix´ı doncs,
hem de veure que, si a, b, c ∈ Fq so´n diferents de 0, l’equacio´
(∗) aX2 + bY 2 = c
te´ solucio´. Denotem per A (resp. B) el subconjunt de Fq format pels elements de la forma ax2
(resp. c − by2) amb x ∈ F∗q (resp. y ∈ F∗q). Sabem per la teoria de cossos finits que F∗
2
q e´s un
subgrup de F∗q d’´ındex 2; a me´s, les translacions i multiplicacions per invertibles so´n bijeccions
en Fq. Aixo` ens demostra que els dos conjunts A i B tenen q−12 elements. Considerem el conjunt
A′ = A∪ {x′} (resp. B′ = B ∪ {y′}), on x′ (resp. y′) e´s l’element ax2 (resp. c− by2) amb x = 0
(resp. y = 0).
Els conjunts A′ i B′ tenen q+12 elements i com que Fq en te´ q, tenim que A
′ ∩ B′ 6= ∅; aixo`
ens demostra l’existe`ncia d’una solucio´ de la equacio´ (∗) i, per tant, l’enunciat. 2
Proposicio´ 3.2.2. Per a cada n, hi ha dues classes d’equivale`ncia de formes quadra`tiques no
degenerades de rang n. Tenen per representants
X21 + · · ·+X2n i X21 + · · ·+X2n−1 + aX2n,
on a e´s un element de F∗q que no e´s un quadrat. La primera classe consisteix en les formes de
discriminant igual a un quadrat i la segona les formes de discriminant que no e´s un quadrat.
Demostracio´. El resultat e´s clar si n = 1. Si n ≥ 2, la proposicio´ anterior ens afirma que
la forma f representa 1 i, per tant, per (3.1.6), f ∼ X21 + g, on g e´s una forma en n − 1
variables. Apliquem la hipo`tesi d’induccio´ a g, tenim que g ∼ X22 + · · · + X2n o be´ que g ∼
X22 + · · ·+X2n−1 + aX2n i per tant, f ∼ X21 + · · ·+X2n o be´ f ∼ X21 + · · ·+X2n−1 + aX2n. 2
Corol·lari 3.2.3. Dues formes quadra`tiques sobre Fq no degenerades so´n equivalents si, i nome´s
si, tenen el mateix rang i discriminant. 2
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3.3 El s´ımbol de Hilbert
En aquesta seccio´ introduirem el s´ımbol de Hilbert i el calcularem. E´s una forma bilineal
i no degenerada que proporciona un invariant local de certes formes quadra`tiques de rang 3.
A partir d’ell obtindrem invariants locals per a totes les formes quadra`tiques, de qualsevol
rang. Demostrarem la bilinealitat, la no degenerativitat i despre´s en donarem alguns teoremes
relacionats que tambe´ seran necessaris me´s endavant: la fo´rmula de Hilbert del producte i la
existe`ncia de nombres racionals amb s´ımbols de Hilbert donats.
Definicio´ 3.3.1. Siguin K = R, o K = Qp i a, b ∈ K∗. Definim
(a, b) =
{
1 si Z2 − aX2 − bY 2 = 0 te´ una solucio´ en K, (z, x, y) 6= (0, 0, 0),
−1 en cas contrari.
El nombre (a, b) = ±1 s’anomena el s´ımbol de Hilbert de a i b relatiu a K.
Observem que (a, b) e´s sime`tric i que no canvia quan multipliquem a o b per quadrats, ja
que la variable pot absorbir el quadrat. D’aquesta manera, el s´ımbol de Hilbert ens defineix
una aplicacio´
K∗/K∗
2 ×K∗/K∗2 −→ {±1}.
Proposicio´ 3.3.2. Siguin a, b ∈ K∗, on K tambe´ pot ser igual a Q. Denotem Kb = K(
√
b) i
definim NK∗b com el grup multiplicatiu format per les normes dels elements de K∗b . (Com que
la norma e´s multiplicativa, NK∗b e´s un grup.) Aleshores (a, b) = 1 si, i nome´s si, a ∈ NK∗b .
Demostracio´. Si b e´s el quadrat d’un element c ∈ K∗, aleshores (a, b) = 1, ja que la equacio´
Z2 − aX2 − bY 2 = 0 te´ per solucio´ (c, 0, 1). A me´s, tenim que, K∗b = K∗, de manera que en
aquest cas el resultat e´s cert.
En cas contrari, Kb e´s una extensio´ de cossos quadra`tica de K. Fixem K, una clausura
algebraica de K i sigui β ∈ K una arrel quadrada de b. Tot element ξ ∈ K∗b es pot escriure com
ξ = z + βy, amb z, y ∈ K; la norma de ξ e´s igual a z2 − by2.
Si a = z2− by2 e´s la norma d’un element de K∗b , la forma quadra`tica Z2− aX2− bY 2 = 0 te´
per solucio´ a (z, 1, y), de manera que (a, b) = 1. Rec´ıprocament, si (a, b) = 1, aquesta forma te´
un zero (z, x, y) 6= (0, 0, 0). Tenim que x 6= 0, si no, b seria un quadrat; per tant, a = z
2
x2
− by
2
x2
i a e´s la norma de
z
x
+ β
y
x
. 2
Proposicio´ 3.3.3. El s´ımbol de Hilbert satisa` les propietats segu¨ents:
1. (a, b) = (b, a) i (a, c2) = 1.
2. (a,−a) = 1 i (a, 1− a) = 1.
3. (a, b) = 1⇒ (aa′, b) = (a′, b).
4. (a, b) = (a,−ab) = (a, (1− a)b).
Demostracio´. 1) Obvi.
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2) La forma Z2 − aX2 + aY 2 (resp. Z2 − aX2 − (1 − a)Y 2) te´ com a zero (0, 1, 1) (resp.
(1, 1, 1)), de manera que (a,−a) = (a, 1− a) = 1.
3) Per la proposicio´ anterior, si (a, b) = 1, aleshores a ∈ NK∗b . D’aquest u´ltim fet i sabent
que NK∗b e´s un subgrup de K, dedu¨ım que a′ ∈ NK∗b si, i nome´s si, aa′ ∈ NK∗b ; e´s a dir, que
(aa′, b) = (a′, b).
4) De 2) tenim que (−a, a) = 1 (resp. (1− a, a)), cosa que, per 3), implica que (−aa′, a) =
(a′, a) (resp. ((1 − a)a′, a) = (a′, a)); posem a′ = b, aleshores (−ab, a) = (b, a) (resp. ((1 −
a)b, a) = (b, a)). 2
Observacio´ 3.3.4. La fo´rmula 3) e´s un cas particular de
(aa′, b) = (a, b)(a′, b),
i expressa la bilinealitat del s´ımbol de Hilbert.
Definicio´ 3.3.5. Sigui a ∈ Z, definim
ε(a) =
a− 1
2
(mod 2) =
{
0 si a ≡ 1 (mod 4),
1 si a ≡ −1 (mod 4).
ω(a) =
a2 − 1
8
(mod 2) =
{
0 si a ≡ ±1 (mod 8),
1 si a ≡ ±5 (mod 8).
Aquestes aplicacions so´n morfismes de ((Z/4Z)∗, ·) i ((Z/8Z)∗, ·) en (Z/2Z,+).
Teorema 3.3.6. Si K = R, aleshores (a, b) = −1 quan a, b < 0 i (a, b) = 1 en cas contrari.
Si K = Qp, expressem a = pαu i b = pβv, on u, v ∈ U . El s´ımbol de Hilbert es pot expressar
com
(a, b) =
(−1)
αβε(p)
(
u
p
)β (v
p
)α
, si p 6= 2,
(−1)ε(u)ε(v)+αω(v)+βω(u), si p = 2.
on
( )
denota el s´ımbol de Legendre.
Corol·lari 3.3.7. Si p 6= 2 i a, b ∈ U , aleshores (a, b) = 1.
Teorema 3.3.8. El s´ımbol de Hilbert e´s una forma bilineal no-degenerada del F2-espai vectorial
K∗/K∗2 valorada en {±1}. No degenerada vol dir que si b ∈ K∗ e´s tal que (a, b) = 1 per a tot
a ∈ K∗, aleshores b = 1.
Corol·lari 3.3.9. Si b no e´s un quadrat, aleshores NK∗b e´s un subgrup d’´ındex 2 sobre K∗.
Demostracio´ (Corol·lari). Definim un morfisme φb : K∗ → {±1} com φb(a) = (a, b); aquest
morfisme te´ per nucli NK∗b . Com que b no e´s un quadrat i el s´ımbol de Hilbert e´s no degenerat,
existeix un a ∈ K∗ tal que (a, b) = −1; per tant, φb e´s exhaustiu. Pel primer teorema d’isomorfia,
φb indueix un isomorfisme K∗/NK∗b → {±1}. Aixo` ja ens proporciona el resultat. 2
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Observacio´ 3.3.10. Me´s en general, sigui L una extensio´ de Galois finita d’un cos local K amb
grup de Galois G, commutatiu. Es pot provar que K∗/NL∗ e´s isomorf a G i que cone`ixer NL∗
ens permet cone`ixer L. Aquests so´n els dos resultats principals de l’anomenada teoria local de
cossos de classes.
Lema 3.3.11. Sigui v ∈ U una unitat p-a`dica. Si la equacio´ Z2−pX2−vY 2 = 0 te´ una solucio´
no trivial en Qp, aleshores te´ una solucio´ (z, x, y) amb la propietat que z, y ∈ U i x ∈ Zp.
Demostracio´ (Lema). Sigui (z′, x′, y′) una solucio´ de la equacio´ Z2 − pX2 − vY 2 = 0 i n =
min(vp(x), vp(y), vp(z)), aleshores (z, x, y) := (z
′p−n, x′p−n, yp−n) e´s una solucio´ primitiva (e´s a
dir, que z, x, y ∈ Zp i algun dels tres te´ vp = 0).
Afirmem que aquesta solucio´ satisfa` les propietats del lema; en cas contrari se satisfaria que
z ≡ 0 (mod p) o que y ≡ 0 (mod p). Com que z2−vy2 ≡ 0 (mod p), i v 6≡ 0 (mod p), tindr´ıem
que z ≡ 0 (mod p) i que y ≡ 0 (mod p) i, per tant, que px2 ≡ 0 (mod p). Aixo` implica que
x ≡ 0 (mod p) i, per tant, que (x, y, z) no e´s primitiva. 2
Demostracio´ (Teoremes (3.3.6) i (3.3.8)). El cas K = R e´s trivial. Notem que en aquest cas
R∗/R∗2 e´s isomorf a (F2,+), amb 1 i −1 representants de les dues classes.
Suposem, ara, que K = Qp i prenem a = pαu i b = pβv. Com que treballem mo`dul quadrats,
nome´s ens cal considerar els exponents α, β = 0, 1. Primer suposem que p 6= 2, tindrem tres
casos:
1) α = β = 0. Hem de comprovar que (u, v) = 1. Com que totes les formes quadra`tiques de
rang ≥ 3 sobre Fp representen 0, podem trobar una solucio´ mo`dul p de la equacio´
Z2 − uX2 − vY 2 = 0,
i aplicar el lema de Hensel (me´s concretament, el corol·lari (2.5.10)), per a assegurar l’existe`ncia
d’una solucio´ de la equacio´ en Zp.
2) α = 1, β = 0. Ens cal veure que (pu, v) =
(
v
p
)
. Per la propietat 3) de (3.3.3), com que
(u, v) = 1, tenim que (pu, v) = (p, v) per tant, hem de comprovar que (p, v) =
(
v
p
)
. Si v e´s un
quadrat, els dos termes so´n iguals a 1 i, per tant, iguals entre ells. En cas contrari
(
v
p
)
= −1.
Si exist´ıs una solucio´ (z′, x′, y′) de Z2 − pX2 − vY 2 = 0, pel lema anterior, existiria una solucio´
(z, x, y) amb z, y ∈ U i x ∈ Zp. Pero` v no e´s un quadrat mo`dul p, per tant, vy2 tampoc i, del
corol·lari (2.6.12), en dedu¨ım que px2 + vy2 = z2 no e´s un quadrat mo`dul p, i aix´ı arribem a
una contradiccio´; i, per tant, dedu¨ım que (p, v) = −1.
3) α = β = 1. Hem de veure que (pu, pv) = (−1)(p−1)/2
(
u
p
)(
v
p
)
. La fo´rmula 4) de la
proposicio´ (3.3.3) ens diu que
(pu, pv) = (pu,−p2uv) = (pu,−uv)
i aixo` s’ha redu¨ıt al cas anterior, de manera que (pu, pv) = (pu,−uv) =
(−uv
p
)
. Com que el
s´ımbol de Legendre e´s multiplicatiu,(−uv
p
)
=
(−1
p
)(
u
p
)(
v
p
)
= (−1)(p−1)/2
(
u
p
)(
v
p
)
.
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Amb aixo` hem demostrat el teorema (3.3.6) per a p 6= 2. La bilinealitat es dedueix directa-
ment d’aquest teorema i nome´s ens queda per a veure la no degenerativitat. Hem de veure que
si b ∈ Q∗p/Q∗
2
p e´s tal que (a, b) = 1 per a tot a ∈ Q∗p/Q∗
2
p , aleshores b = 1; aixo` e´s equivalent
a veure que per a tot b ∈ Q∗p/Q∗
2
p diferent de 1 existeix un a ∈ Q∗p/Q∗
2
p tal que (a, b) = −1.
Sigui u ∈ U tal que
(
u
p
)
= −1, del corol·lari del teorema (2.6.8) sabem que Q∗p/Q∗
2
p te´ per
representants {1, u, p, up}. Separem els casos:
1. b = u. Tenim que (p, u) =
(
u
p
)
= −1 i, per tant, triem a = p.
2. b = p. Cas sime`tric a l’anterior, triem a = u.
3. b = up. Tenim que (pu, u) =
(
u
p
)
= −1 i, per tant, triem a = u.
Ara ens queda per demostrar el cas p = 2. Tornem a tractar separadament els tres casos:
1) α = β = 0. Hem de veure que
(u, v) = 1 si ε(u)ε(v) = 0 i (u, v) = −1 en cas contrari.
Tenim que ε(u)ε(v) = 0 si, i nome´s si, u ≡ 1 (mod 4) o v ≡ 1 (mod 4); suposem que u ≡ 1
(mod 4). Podem considerar dos casos, si u ≡ 1 (mod 8) o be´ si u ≡ 5 (mod 8). En el primer
cas, el teorema (2.6.10) ens diu que u e´s un quadrat, i aixo` implica que (u, v) = 1. Sigui, ara,
u ≡ 5 (mod 8), com que 4v ≡ 4 (mod 8), aleshores u+4v ≡ 1 (mod 8), de manera que existeix
un w ∈ U que satisfa` que w2 = u+ 4v. Per tant, la forma Z2− uX2− vY 2 te´ un zero no trivial
(w, 1, 2) i, en dedu¨ım que (u, v) = 1.
Suposem que ε(u)ε(v) = 1, aixo` e´s equivalent a considerar u, v ≡ −1 (mod 4). Sigui (x, y, z)
una solucio´ (que podem suposar que e´s primitiva) de la equacio´ Z2 − uX2 − vY 2 = 0; per
hipo`tesi, z2 + x2 + y2 ≡ z2 − ux2 − vy2 ≡ 0 (mod 4), pero` els quadrats mo`dul 4 so´n 0 i 1; aixo`
implica que x, y, z ≡ 0 (mod 4), i aixo` contradiu el fet que (x, y, z) sigui primitiva.
2) α = 1, β = 0. Hem de comprovar la igualtat (2u, v) = (−1)ε(u)ε(v)+ω(v). Comencem
provant que
(2, v) = (−1)ω(v);
o sigui, que (2, v) = 1 e´s equivalent a que v ≡ ±1 (mod 8). Pel lema anterior, si (2, v) = 1,
existeixen x, y, z ∈ Z2 tals que z2 − 2x2 − vy2 = 0 i que z, y ≡ 1 (mod 2). Aleshores, z, y ≡
1, 3, 5, 7 (mod 8) i, en tots els casos, z2, y2 ≡ 1 (mod 8). Per tant,
1− 2x2 − v ≡ z2 − 2x2 − vy2 ≡ 0 (mod 8);
pero`, d’altra banda, els quadrats mo`dul 8 so´n 0, 1, 4 i, per tant, v ≡ ±1 (mod 8). Rec´ıprocament,
si v ≡ 1 (mod 8), v e´s un quadrat i (2, v) = 1; si v ≡ −1 (mod 8), la equacio´ Z2−2X2−vY 2 = 0
te´ (1, 0, 1) com a solucio´ mo`dul 8. Apliquem el corol·lari (2.5.11) a fi d’obtenir una solucio´ en
Z2 i, demostrar aix´ı, que (2, v) = 1.
Demostrarem que
(2u, v) = (2, v)(u, v)
i el cas anterior ens donara` el resultat. Per l’apartat 3) de la proposicio´ (3.3.3), aixo` e´s cert
si (2, v) = 1 o (u, v) = 1. En cas contrari, (2, v) = (u, v) = −1 o, equivalentment, u, v ≡ −1
(mod 4) i v ≡ ±3 (mod 8); e´s a dir, que v ≡ 3 (mod 8) i u ≡ 3,−1 (mod 8). Aplicant el
corol·lari del teorema (2.6.10) i despre´s de multiplicar u i v per quadrats, podem suposar que
u = −1, v = 3 o u = 3, v = −5 i les equacions
Z2 + 2X2 − 3Y 2 = 0 i Z2 − 6X2 + 5Y 2 = 0
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tenen (1, 1, 1) com a solucio´ de manera que (2u, v) = 1 = (1, v)(u, v).
3) α = β = 1. La fo´rmula que s’ha de comprovar e´s
(2u, 2v) = (−1)ε(u)ε(v)+ω(u)+ω(v).
La fo´rmula 4) de la proposicio´ (3.3.3) ens mostra que (2u, 2v) = (2u,−4uv) = (2u,−uv); a me´s,
acabem de veure que
(2u,−uv) = (−1)ε(u)ε(−uv)+ω(−uv).
Se satisfa` que
ε(u)ε(−uv) + ω(−uv) = ε(u)(ε(−1) + ε(u) + ε(v)) + ω(−1) + ω(u) + ω(v) =
= ε(u)(1 + ε(u)) + ε(u)ε(v) + ω(u) + ω(v) ≡ ε(u)ε(v) + ω(u) + ω(v) (mod 2)
i, consequ¨entment,
(2u, 2v) = (−1)ε(u)ε(−uv)+ω(−uv) = (−1)ε(u)ε(v)+ω(u)+ω(v);
per tant, el teorema (3.3.6) queda provat per a p = 2. La bilinealitat es torna a deduir fa`cilment,
ja que ε i ω so´n morfismes; per a la no degenerativitat operarem de forma ana`loga. En aquest
cas, els representants del grup Q∗2/Q∗
2
2 so´n {±1,±5,±2,±10}. Sigui u = ±1,±5, en tots els
casos tindrem que
(5, 2u) = (−1)ε(5)ε(u)+ω(5) = −1;
a me´s, tenim que (−1,−1) = (−1,−5) = −1. 2
Observacio´ 3.3.12. Si escrivim (a, b) = (−1)[a,b], on [a, b] ∈ Z/2Z, aleshores [a, b] e´s una forma
bilineal que pren valors de (K∗/K∗2)× (K∗/K∗2) en Z/2Z. El teorema (3.3.6) ens proporciona
la matriu de [a, b] respecte d’una base donada del F2-espai vectorial K∗/K∗
2
.
1. Si K = R, [a, b] te´ (1) com a matriu associada.
2. En el cas que p 6= 2 i K = Qp, prenem la base {p, u} de Q∗p/Q∗
2
p . La matriu de la forma
[a, b] ens dependra` de la classe de restes de p mo`dul 4. Si p ≡ 1 (mod 4), la matriu sera`(
0 1
1 0
)
i si p ≡ −1 (mod 4) tindrem la matriu
(
1 1
1 0
)
.
3. Suposem que K = Q2 i prenem la base {2,−1, 5}, obtindrem la matriu 0 0 10 1 0
1 0 0
 .
Com que Q esta` immers en Qp i en R, donats a, b ∈ Q∗, podem considerar el seu s´ımbol
dins de Qp, per a cada p primer i dins de R, que no cal que coincideixin. Per a diferenciar-los,
notarem per (a, b)p el s´ımbol en Qp i per (a, b)∞ el s´ımbol en R. Definim V com la reunio´ de
tots els nombres primers juntament amb∞. Usant el conveni de Q∞ = R, tenim que la inclusio´
de Q en Qv e´s densa per a tot v ∈ V .
Teorema 3.3.13 (Hilbert). Siguin a, b ∈ Q∗, tenim que (a, b)v = 1 quasi per a tot v ∈ V (e´s a
dir, en tots llevat d’un nombre finit) i a me´s,∏
v∈V
(a, b)v = 1.
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Demostracio´. La bilinealitat del s´ımbol ens permet reduir la prova als casos a, b = −1, l, on
l e´s primer.
1) a = b = −1. Tenim que (−1,−1)∞ = (−1,−1)2 = −1 i (−1,−1)p = 1; el producte do´na
1.
2) a = −1, b = l, on l e´s primer. Si l = 2, aleshores (−1, 2)v = 1 per a tot v ∈ V . Si
l 6= 2, es te´ que (−1, l)v = 1 quan v 6= 2, l i (−1, l)2 = (−1, l)l = (−1)ε(l); en consequ¨e`ncia,
(−1, l)2(−1, l)l = 1 i el producte e´s igual a 1.
3) a = l, b = l′, on l, l′ so´n primers. Si l = l′, la fo´rmula 4) de la proposicio´ (3.3.3) ens
permet afirmar que (l, l) = (l,−1) i ho redu¨ım al cas anterior. Si l 6= l′, i si l = 2, es te´ que
(l, 2)v = 1 per a v 6= 2, l i
(l, 2)2 = (−1)ω(l), (l, 2)l =
(
2
l
)
= (−1)ω(l), per la llei de reciprocitat quadra`tica.
Si l i l′ so´n diferents i l, l′ 6= 2, aleshores (l, l′)v = 1 per a v 6= 2, l, l′ i
(l, l′)2 = (−1)ε(l)ε(l′), (l, l′)l =
(
l′
l
)
, (l, l′)l′ =
(
l
l′
)
.
Pero` la llei de reciprocitat quadra`tica ens diu que(
l′
l
)(
l
l′
)
= (−1)ε(l)ε(l′),
de manera que el resultat del producte e´s 1. 2
Teorema 3.3.14 (Existe`ncia de nombres racionals amb s´ımbols de Hilbert donats). Sigui
(ai)i∈I ⊆ Q∗ un subconjunt finit i sigui (εi,v)i∈I,v∈V una famı´lia de nombres iguals a ±1. A
fi que existeixi x ∈ Q∗ que satisfan que (ai, x)v = εi,v per a tot i ∈ I i v ∈ V e´s necessari i
suficient que se satisfacin totes les segu¨ents condicions:
1. Quasi be´ tots els εi,v so´n iguals a 1.
2. Per a tot i ∈ I es te´ que ∏v∈V εi,v = 1.
3. Per a tot v ∈ V existeix xv ∈ Q∗v tal que per a tot i ∈ I (ai, xv)v = εi,v (condicio´ local).
Per a la prova del teorema necessitarem els lemes segu¨ents:
Lema 3.3.15 (d’aproximacio´). Sigui S un subconjunt finit de V . La imatge de la inclusio´ de
Q en
∏
v∈S Qv e´s densa (per la topologia producte).
Demostracio´. Sense pe`rdua de generalitat, suposem que S = {∞, p1, . . . , pn}, on pi so´n nom-
bres primers diferents dos a dos; per tant, hem de provar que la imatge de Q e´s densa dins de
A = R×Qp1×· · ·×Qpn . Sigui (x∞, x1, . . . , xn) un punt de A, provarem que esta` a l’adhere`ncia
de la imatge de Q. Despre´s de multiplicar per enters adients, podem suposar que xi ∈ Zpi per
a tot 1 ≤ i ≤ n. Per tant, hem de provar que per a tot ε > 0 i N > 0 enter, existeix x ∈ Q tal
que
|x− x∞|∞ < ε, i vpi(x− xi) ≥ N per a i = 1, . . . n.
Siguin mi = p
N
i , 1 ≤ i ≤ n, i m = m1 · · ·mn, existeixen yi ∈ Z tals que yi ≡ xi (mod mi); el
teorema xine`s dels residus ens assegura l’existe`ncia d’un x0 ∈ Z tal que x0 ≡ yi (mod mi) per
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a tot i = 1, . . . , n i, per tant, vp(x0 − xi) ≥ N . Sigui q ≥ 2 un nombre coprimer amb tots els
pi-s, aleshores el subconjunt dels nombres racionals{
a
pk
| a ∈ Z i k ≥ 0
}
e´s dens en R (aixo` es pot provar usant un procediment semblant al me`tode de la biseccio´
d’intervals, que e´s el cas particular q = 2). Aix´ı doncs, podem triar un u =
a
qk
que satisfa` que
|x0 − x∞ + um|∞ < ε;
en consequ¨e`ncia, el nombre x = x0 + um satisfa` les propietats que vol´ıem demostrar. 2
El teorema segu¨ent, anomenat teorema de la progressio´ aritme`tica i degut a Dirichlet, e´s
un resultat important en teoria de nombres i te´ una demostracio´ que no fa servir cap dels
resultats demostrats en aquest treball i que requereix unes eines pre`vies. En consequ¨e`ncia, no
el demostrarem.
Teorema 3.3.16 (Dirichlet). Siguin a,m ≥ 1 dos enters coprimers i i ∈ N, definim ai = n +
i · m; la successio´ de nombres naturals (ai)i∈N conte´ una infinitat de nombres primers. En altres
paraules, existeix un nombre infinit de primers tals que p ≡ a (mod m). Me´s concretament,
si definim P a,mN = {p | p primer, p ≡ a (mod m) i p ≤ N} i PN = {p | p primer i p ≤ N},
aleshores
lim
N→∞
#P a,mN
#PN
=
1
ϕ(m)
, on ϕ e´s la funcio´ phi d’Euler.
En particular, els nombres primers es reparteixen de forma ide`ntica en les ϕ(m) classes de
restes de (Z/mZ)∗. 2
Demostracio´ (Teorema (3.3.14)). La necessitat de les condicions globals 1) i 2) e´s con-
sequ¨e`ncia de la fo´rmula del producte; la de 3) e´s evident.
Prenem, doncs, (ei,v) una famı´lia de nombres iguals a ±1 que satisfacin les propietats 1), 2),
3). Multipliquem els ai per quadrats de nombres enters adients, per a assegurar-nos que els ai
so´n enters. Definim S com el subconjunt de V format per ∞, 2 i els primers que divideixen
algun dels ai; tambe´ denotem per T el conjunt dels v ∈ V tals que εi,v = −1 per a algun i ∈ I.
Com que I e´s finit, S e´s finit; si apliquem la finitud de I i la fo´rmula del producte, tambe´
concloem que T e´s finit. Separem dos casos:
a) S ∩ T = ∅. Definim
a =
∏
l ∈ T
l 6=∞
l i m = 8
∏
l ∈ S
l 6= 2,∞
l.
Com a que S ∩ T = ∅, els enters a i m so´n coprimers. Pel teorema de Dirichlet, existeix
un nombre primer p ≡ a (mod m) amb p /∈ S ∪ T . Veurem que el nombre x = ap satisfa` la
propietat que volem veure, e´s a dir, (ai, x)v = εi,v per a tot i ∈ I i v ∈ V .
Si v ∈ S, tenim que εi,v = 1, ja que S ∩ T = ∅; per tant, hem de veure que (ai, x)v = 1. Si
v = ∞, aleshores es compleix, ja que x > 0; si v = l e´s un nombre primer, tenim que x ≡ a2
(mod m) (ja que p ≡ a (mod m)), per tant x ≡ a2 (mod 8), (l = 2) i x ≡ a2 (mod l), per a
l 6= 2 (ja que l, 8 | m). Podem aplicar els corol·laris del lema de Hensel (2.5.10) i (2.5.11) per a
acabar concloent que x e´s un quadrat en Q∗l ; aleshores (ai, x)l = 1.
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Si v /∈ S, v = l, ai e´s una unitat l-a`dica, de manera que la fo´rmula per al s´ımbol ens do´na
(ai, b)l =
(ai
l
)vp(b)
, per a b ∈ Q∗l .
Si l /∈ T i l 6= p, aleshores x e´s una unitat l-a`dica; en consequ¨e`ncia, vl(x) = 0 i, pel que acabem
de veure, (ai, x)l = 1; d’altra banda, com que l /∈ T , tenim que εi,l = 1.
Si l ∈ T , tenim que vl(x) = 1. La condicio´ 3) ens permet considerar un xl ∈ Q∗v tal que
εi,l = (ai, xl)l per a tot i ∈ I. Com que els ai so´n unitats l-a`diques i existeix un i ∈ I tal que
εi,l = −1 (perque` l ∈ T ), tenim que vl(xl) ≡ 1 (mod 2) i, per tant, per a tot i ∈ I
(ai, x)l =
(ai
l
)
= (ai, xl)l = εi,l.
Nome´s ens queda considerar el cas v = l = p, que es dedueix dels casos anteriors i de la
fo´rmula del producte:
(ai, x)p =
∏
v 6=p
(ai, x)v =
∏
v 6=p
εi,v = εi,p.
b) Cas general, S∩T 6= ∅. Com que Q∗2v e´s un subgrup obert de Q∗v, pel lema d’aproximacio´,
i pel corol·lari (2.6.12), existeix x′ ∈ Q∗ tal que x
′
xv
e´s un quadrat en Q∗v per a tot v ∈ S i, per
tant,
(ai, x
′) = (ai, xv) = εi,v
per a tot i ∈ I. Si prenem ηi,v = εi,v(ai, x′)v, aleshores per la fo´rmula del producte, la famı´lia
(ηi,v) satisfa` les relacions 1) i 2) de l’enunciat i, com que (ai, xvx
′)v = ηi,v, tambe´ satisfa` la
relacio´ 3. La modificacio´ de (εi,v) per (ηi,v) e´s una reduccio´ al cas anterior, de manera que
existeix un y ∈ Q∗ tal que (ai, y)v = ηi,v per a tot i ∈ I i v ∈ V . Si prenem x = yx′, aleshores
e´s clar que x verifica les propietats. 2
3.4 Formes quadra`tiques sobre Qp
En aquesta seccio´ treballarem amb formes quadra`tiques no-degenerades. Sigui (V,Q) un
mo`dul quadra`tic sobre el cos Qp dels racionals p-a`dics. Sigui e = (e1, . . . , en) una base ortogonal
de (V,Q) i ai = ei · ei, el discriminant de Q, sera` igual a
d(Q) = a1 · · · an.
Definim el nombre de Hasse com
ε(e) =
{∏
i<j(ai, aj), si rg(Q) > 1,
1, si rg(Q) = 1.
L’invariant de Hasse prendra` els valors ±1. L’objectiu d’aquesta seccio´ e´s classificar el
conjunt de formes quadra`tiques sobre Qp en funcio´ de si hi ha un canvi de base que ens porta
d’una a l’altra.
Per a fer-ho, veurem que el nombre ε(e) no depe`n de la base escollida i demostrarem que dues
formes quadra`tiques sobre Qp so´n equivalents si, i nome´s si, tenen el mateix rang, discriminant
(vist dins de Q∗p/Q∗
2
p ) i nombre de Hasse. Finalment, donats d, ε ∈ Q∗p/Q∗
2
p , veurem en quins
casos existeix una forma quadra`tica Q tal que d(Q) = d i ε(Q) = ε.
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Teorema 3.4.1. El nombre de Hasse e´s un invariant de (V,Q). E´s a dir, ε(e) no depe`n de la
base ortogonal escollida.
Demostracio´. Si n = 1, es te´ que ε(e) = 1. Si n = 2, aleshores ε(e) = 1 si, i nome´s si, la
forma Z2−a1X2−a2Y 2 representa 0; aixo` e´s equivalent a que la forma a1X2 +a2Y 2 representi
1. Aquesta u´ltima condicio´ vol dir que existeix un v ∈ V tal que Q(v) = 1, cosa que no depe`n
de la base escollida.
Si n ≥ 3 fem induccio´. Pel teorema (3.1.4), nome´s ens cal provar que ε(e) = ε(e′) quan e
i e′ so´n dues bases contigu¨es (e´s a dir, que tenen un element en comu´). Tenint en compte la
simetria del s´ımbol de Hilbert, ε(e) no varia si permutem la base i, per tant, podem suposar
que e′ = (e′1, . . . , e′n) e´s una base tal que e1 = e′1. Si escrivim a′i = e
′
i ·e′i, aleshores a′1 = a1. Com
que el s´ımbol de Hilbert e´s bilineal i no varia quan multipliquem per quadrats, podem escriure
ε(e) = (a1, a2 · · · an)
∏
2≤i<j
(ai, aj) = (a1, d(Q)a1)
∏
2≤i<j
(ai, aj)
i, ana`logament,
ε(e′) = (a1, d(Q)a1)
∏
2≤i<j
(a′i, a
′
j).
La hipo`tesis d’induccio´ aplicada a l’espai ortogonal a < e1 > ens do´na la igualtat∏
2≤i<j
(ai, aj) =
∏
2≤i<j
(a′i, a
′
j)
i, en consequ¨e`ncia, la igualtat que busca`vem, ε(e) = ε(e′). 2
A partir d’ara escriurem ε(Q) enlloc de ε(e) i l’anomenarem invariant de Hasse de la forma
Q.
Lema 3.4.2. 1. El nombre d’elements del F2-espai vectorial Q∗p/Q∗
2
p e´s 2
r, on r = 3 si p = 2
i r = 2 si p 6= 2.
2. Sigui a ∈ Q∗p/Q∗
2
p i ε = ±1. Definim Hεa com el conjunt dels x ∈ Q∗p/Q∗
2
p tals que
(x, a) = ε. El conjunt H11 te´ 2
r elements i H−11 e´s el buit. Si a 6= 1, aleshores els conjunts
H1a i H
−1
a tenen 2
r−1 elements i so´n disjunts.
3. Siguin, ara, a, a′ ∈ Q∗p/Q∗
2
p i ε, ε
′ = ±1. Si Hεa i Hε
′
a′ so´n no buits, aleshores a fi que
Hεa ∩Hε
′
a′ = ∅ e´s necessari i suficient que a = a
′ i ε = −ε′.
Demostracio´. 1) Fet a la seccio´ (2.6).
2) El cas a = 1, ε = 1 e´s trivial; si a 6= 1, com que el s´ımbol de Hilbert e´s no-degenerat,
el morfisme b 7→ (a, b) te´ per imatge tot el conjunt {−1, 1}. Per tant, el nucli, H1a , d’aquest
morfisme tindra` 2r−1 elements. Trivialment, H1a i H−1a formen una particio´ de Q∗p/Q∗
2
p , aixo`
implica que el nombre d’elements de H−1a tambe´ e´s 2r−1.
3) Suposem que Hεa i H
ε′
a′ so´n no buits i disjunts. Raonem per reduccio´ a l’absurd, suposant
que ε = ε′. Aixo´ implica que
H1a = H
−1
a′ i que H
−1
a = H
1
a′ ,
e´s a dir, que per a tot x ∈ K∗/K∗2 es te´ que (x, a) = −(x, a′) i, per tant, (x, aa′) = −1. En
particular (1, aa′) = −1, cosa que e´s falsa. Per tant ε = −ε′, i consequ¨entment (x, a) = (x, a′)
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per a tot x ∈ Q∗p/Q∗
2
p . Aixo` implica que (x, aa
′) = 1; com que el s´ımbol de Hilbert e´s no-
degenerat, tenim que aa′ = 1 i, per tant, a = a′. 2
Ara denotem per f una forma quadra`tica no degenerada de rang n (sobreQp); tambe´ escrivim
els seus dos invariants de forma abreviada: d = d(f) i ε = ε(f).
Teorema 3.4.3. Perque` f representi 0 (e´s a dir, que sigui iso`tropa) e´s necessari i suficient que
se satisfaci alguna de les condicions segu¨ents:
1. n = 2 i d = −1.
2. n = 3 i (−1,−d) = ε.
3. n = 4 i se satisfa` una de les dues: d 6= 1, o be´ d = 1 i ε = (−1,−1).
4. n ≥ 5 (totes les formes de com a mı´nim 5 variables representen 0).
Abans de demostrar el teorema en donarem una consequ¨e`ncia en el corol·lari (3.4.4).
Suposem que f ∈ K[X1, . . . , Xn], f ∼ a1X21 + · · · + anXn. Siguin a ∈ K∗/K∗
2
i fa =
f − aZ2. Ate`s que fa ∼ a1X21 + · · · + anX2n − aZ2, e´s clar que d(fa) = −ad; a me´s, ε(fa) =∏
i<j(ai, aj)
∏
i(ai,−a) = ε(d,−a).
Per tant, els invariants de fa so´n
d(fa) = −ad, ε(fa) = (−a, d)ε. (3.1)
Notem que f representa a si, i nome´s si, la forma fa representa 0; en consequ¨e`ncia, podem
aplicar el teorema anterior juntament amb les igualtats (3.1) i, despre´s d’algun petit ca`lcul
obtenir el corol·lari segu¨ent.
Corol·lari 3.4.4. Sigui a ∈ Q∗p/Q∗2p . La forma f representa a si, i nome´s si
1. n = 1 i a = d.
2. n = 2 i (a,−d) = ε.
3. n = 3 i se satisfa` alguna de les condicions segu¨ents: a 6= −d o be´ a = −d i (−1,−d) = ε.
4. n ≥ 4.
(Sempre tenint en compte que a i d els veiem com a elements de Q∗p/Q∗
2
p ).
Demostracio´. (Corol·lari)
1) n = 1. −ad = −1 ⇐⇒ a = d.
2) n = 2. (−1, ad) = ε(−a, d)⇐⇒ (−1, d)(−1, a) = ε(−1, d)(a, d)⇐⇒ (−1, a) = ε(a, d)⇐⇒
ε = (−1, a)(a, d) = (a,−1)(a, d) = (a,−d).
3) n = 3. −ad 6= 1 ⇐⇒ a 6= −d. Suposem que a = −d, volem veure que (d, d)ε = (−1,−1)
si, i nome´s si, (−1,−d) = ε. Tenim que (d, d)(−1, d)ε = (d,−d)ε = ε, ja que (x,−x) = 1 per a
tot x ∈ K∗/K∗2 . A me´s, (−1,−1)(−1, d) = (−1,−d). Per tant, per a passar d’una igualtat a
l’altra nome´s cal multiplicar per (−1, d).
4) n ≥ 4 Trivial. 2
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Demostracio´. (Teorema)
1) n = 2. La forma f representa 0 si, i nome´s si,
−a1
a2
e´s un quadrat; pero` (dins de K∗/K∗2)
−a1
a2
= −a1a2 = −d. Per tant, aixo` significa que d = −1.
2) n = 3. La forma f representa 0 si, i nome´s si, la forma
a3f ∼ a3a1X21 + a3a2X22 +X23
representa 0. Aixo` e´s el mateix que dir que
(∗) (−a3a1,−a3a2) = 1.
Expandim la darrera expressio´
1 = (−a3a1,−a3a2) = (−1,−a3a2)(a3,−a3a2)(a1,−a3a2) =
= (−1,−1)(−1, a3)(−1, a2)(a3,−a3)(a3, a2)(a1,−1)(a1, a3)(a1, a2) =
= (−1,−a1a2a3)(a1, a2)(a1, a3)(a2, a3) = (−1,−d)ε(a3,−a3) = (−1,−d)ε.
Aix´ı doncs, (∗) e´s equivalent a (−1,−d)ε = 1 i, per tant, a (−1,−d) = ε.
3) n = 4. Notem que f representa 0 si, i nome´s si existeix un element x ∈ K∗/K∗2 representat
per les formes
a1X
2
1 + a2X
2
2 , i − a3X23 − a4X24 .
Com que ja hem demostrat l’apartat 2) d’aquest teorema, l’apartat 2) del corol·lari anterior te´
validesa i, per tant, les dues formes anteriors representen x si, i nome´s si,
(x,−a1a2) = (a1, a2) i (x,−a3a4) = (−a3,−a4).
Denotem per A i B els subconjunts de Q∗p/Q∗
2
p definits per la primera i la segona condicio´,
respectivament. Demostrarem el negat, e´s a dir, que f no representa 0 si, i nome´s si d = 1 i
ε = −(−1,−1). A fi que f no representi 0, e´s necessari i suficient que A ∩B = ∅. Els conjunts
A i B so´n no buits, ja que a1 ∈ A i −a3 ∈ B. D’aquesta manera, com que
A = H
(a1,a2)
−a1a2 i B = H
(−a3,−a4)
−a3a4 ,
per l’apartat c) del lema (3.4.2), es te´ la condicio´ A ∩B = ∅ si, i nome´s si,
a1a2 = a3a4 i (a1, a2) = −(−a3,−a4).
La primera condicio´ ens diu que d = 1. Si se satisfa`, tenim que
ε = (a1, a2)(a1, a3a4)(a2, a3a4)(a3, a4) =
= (a1, a2)(a1a2, a3a4)(a3, a4) = (a1, a2)(a3a4, a3a4)(a3, a4).
Si fem servir la relacio´ (x, x) = (−1, x), ens queda que
ε = (a1, a2)(a3, a4)(−1, a3a4) = (a1, a2)(a3, a4)(−1, a3)(−1, a4) = (a1, a2)(−a3, a4)(−1, a3) =
= (a1, a2)(−a3, a4)(−1,−a3)(−1,−1) = (a1, a2)(−a3,−a4)(−1,−1).
Ara, si imposem la segona condicio´, (a1, a2) = −(−a3,−a4), obtenim que ε = −(−1,−1). E´s a
dir, obtenim que f no e´s iso`tropa quan d = 1 i ε = −(−1,−1), tal com vol´ıem demostrar.
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4) n ≥ 5. E´s clar que n’hi ha prou a veure el cas n = 5. Per la part 2) del corol·lari anterior,
per a tota forma quadra`tica h de rang 2, el conjunt H
ε(h)
−d(h) e´s el conjunt d’elements representats
per h; aquest conjunt e´s no buit, de manera que l’apartat 2) del lema (3.4.2) ens diu que el
conjunt te´ 2r−1 elements o be´ 2r elements. E´s a dir, tota forma quadra`tica de rang 2 representa
un mı´nim de 2r−1 elements i, consequ¨entment, tota forma de rang ≥ 2 representa com a mı´nim
2r−1 elements. Com que 2r−1 ≥ 2, podem triar a ∈ Q∗p/Q∗
2
p diferent de d i representat per f .
Es te´ que
f ∼ aX2 + g,
on g e´s una forma de rang 4 amb discriminant igual a
d
a
. Com que a 6= d, aquesta forma
te´ discriminant 6= 1 i, per 3) d’aquest teorema, g representa 0. En consequ¨e`ncia, f tambe´
representa 0, tal com vol´ıem veure. 2
Observacio´ 3.4.5. Sigui f una forma quadra`tica que no representa 0. Els resultats anteriors
ens il·lustren que f representa un element de Q∗p/Q∗
2
p si n = 1; 2
r−1 si n = 2; un mı´nim de
2r − 1 si n = 3; i 2r si n = 4.
Teorema 3.4.6 (Classificacio´ sobre Qp). Dues formes quadra`tiques sobre Qp de n variables i
no degenerades so´n equivalents si, i nome´s si, tenen discriminant i invariant de Hasse.
Demostracio´. Per definicio´, si dues formes so´n equivalents, aleshores tenen el mateix rang
i discriminant; l’afirmacio´ que tinguin el mateix invariant de Hasse e´s justament el teorema
(3.4.1). Rec´ıprocament, siguin f i g dues formes quadra`tiques amb els mateixos invariants,
aleshores apliquem induccio´ sobre el seu rang n. Si n = 1, e´s obvi que f i g so´n equivalents. El
corol·lari (3.4.4) ens diu que els elements de Q∗p/Q∗
2
p representats per f i els representats per g
so´n els mateixos. Aleshores, prenem a ∈ Q∗p/Q∗
2
p representat alhora per f i per g, i tenim que
f ∼ aZ2 + f ′ i g ∼ aZ2 + g′,
on f ′ i g′ so´n formes quadra`tiques de rang n− 1 que satisfan que
d(f ′) = ad(f) = ad(g) = d(g′) i ε(f ′) = ε(f)(a, d(f ′)) = ε(g)(a, d(g′)) = ε(g′).
Podem aplicar la hipo`tesi d’induccio´ per a afirmar que f ′ i g′ so´n equivalents i, acabar concloent
que f i g tambe´. 2
Observacio´ 3.4.7. Malgrat se sa`piga que si dues formes quadra`tiques definides sobre Qp siguin
equivalents si, i nome´s si, tenen els mateixos invariants, el fet de trobar el canvi de base entre
aquestes dues formes equivalents no e´s gens trivial i, a la pra`ctica, molts cops no ho sabrem fer.
Exemple 3.4.8. Considerem les formes quadra`tiques sobre Qp segu¨ents
f(X) = X21 +X
2
2 +X
2
3 +X
2
4 − (X25 +X26 +X27 ) i
g(X) = −(Y 21 + Y 22 + Y 23 + Y 24 + Y 25 + Y 26 + Y 27 );
provarem que tenen els mateixos invariants i amb el teorema de classificacio´ sobre Qp conclourem
que so´n equivalents en Qp, per a tot primer p. Efectivament, tenen el mateix rang, el mateix
discriminant, d(f) = (−1)3 = −1 i d(g) = (−1)7 = −1 i, com que (1, 1) = (1,−1) = 1, tenen el
mateix invariant de Hasse, ε(f) = (−1,−1)3 = (−1,−1) i ε(g) = (−1,−1)
∑6
i=1 i = (−1,−1)21 =
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(−1,−1). A me´s, en aquest cas podem trobar un canvi de base; aixo` ens donara` una idea de la
dificultat i la manca de me`todes generals per a calcular-los.
N’hi ha prou de veure que f ′(X) = X21 +X22 +X23 +X24 i g′(Y ) = −Y 21 − Y 22 − Y 23 − Y 24 so´n
equivalents (cas particular del teorema de Witt). Separem casos:
1. p ≡ 1 (mod 4). Tenim que (−1
p
)ε(p)
= 1.
Aix´ı doncs, −1 e´s el quadrat d’un element a ∈ Qp. El canvi de variable Xi 7→ aXi, per a
i = 1, . . . , 4, ja ens passa d’una forma a l’altre.
2. p ≡ −1 (mod 4). En aquest cas, −1 no e´s un quadrat. Com que les formes quadra`tiques
de rang 2 sobre Fp representen tots els elements de F∗p, podem trobar a, b ∈ F∗p amb
−1 = a2 + b2. Aix´ı doncs, gra`cies al lema de Hensel, podem trobar a, b ∈ Q∗p que es
redueixen a a i b mo`dul p tals que −1 = a2+b2. E´s te´ la igualtat (aX+bY )2+(bX−aY )2 =
(a2+b2)(X2+Y 2) = −(X2+Y 2), de manera que la matriu P =
(
a b
b −a
)
ens garanteix
un canvi de base entre X21 +X
2
2 i −Y 21 − Y 22 i entre X23 +X24 i −Y 23 − Y 24 , a fi de trobar
el canvi de base desitjat.
3. p = 2. −1 no e´s un quadrat en Q2, ja que 1 6≡ 1 (mod 8).
La matriu P =

2 −1 −1 −1
1 2 −1 1
1 1 2 −1
1 −1 1 2
, amb determinant igual a 49, e´s invertible sobre
Q2 i, per tant, e´s un canvi de base. La matriu associada a la forma quadra`tica (o forma
bilineal sime`trica) e´s la identitat I4. Apliquem a f
′ el canvi de base que te´ per matriu P ;
e´s a dir, si f ′(X) = X21 +X22 +X23 +X24 = XtI4X en una base donada, en canviar de base
obtindrem una forma h tal que
h(X) = Xt(P tI4P )X = X
t(P tP )X = (2X1 −X2 −X3 −X4)2+
+(X1 + 2X2 −X3 +X4)2 + (X1 +X2 + 2X3 −X4)2 + (X1 −X2 +X3 + 2X4)2.
A me´s, es te´ la igualtat
(2X1 −X2 −X3 −X4)2 + (X1 + 2X2 −X3 +X4)2 + (X1 +X2 + 2X3 −X4)2+
+(X1 −X2 +X3 + 2X4)2 = 7(X21 +X22 +X23 +X24 ).
Com que −7 ≡ 1 (mod 8) i v2(7) = 0, es te´ que −7 ∈ Q∗22 . Per tant, la composicio´ el
canvi de base anterior amb el canvi de base Xi → 1√−7 , amb matriu 1√−7P , ja ens ofereix
el canvi de base que vol´ıem.
Observem que les dues formes no so´n equivalents sobre R i, per tant, no ho so´n sobre Q.
Corol·lari 3.4.9. Llevat d’equivale`ncia, existeix una u´nica forma de rang 4 que no representa
0. Si (a, b) = −1, aquesta forma e´s justament f = Z2 − aX2 − bY 2 + abT 2.
Demostracio´. Pel teorema (3.4.3), aquestes formes so´n aquelles que d = 1 i ε = −(−1,−1); el
teorema anterior ens do´na la unicitat. Es comprova fa`cilment que f satisfa` aquestes propietats.
2
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Observacio´ 3.4.10. Aquesta forma e´s la forma redu¨ıda de l’u´nic cos no-commutatiu de grau 4
sobre Qp; aquest es pot definir com el cos dels quaternions sobre Qp i te´ per Qp-base {1, i, j, k},
on i2 = a, j2 = b, ij = k = −ji i (a, b) = −1.
Proposicio´ 3.4.11. Sigui n ≥ 1, d ∈ Q∗p/Q∗
2
p i ε = ±1. Existeix una forma quadra`tica f tal
que d(f) = d i ε(f) = ε si, i nome´s si, se satisfa` alguna de les propietats segu¨ents:
1. n = 1 i ε = 1.
2. n = 2 i d 6= −1.
3. n = 2, d = −1 i ε = 1.
4. n ≥ 3.
Demostracio´. El cas n = 1 e´s evident. Si n = 2, f ∼ aX2 + bY 2. Es te´ que
si d = −1, aleshores ε(f) = (a, b) = (a,−ab) = (a, 1) = 1.
A me´s, la forma f = X2 − Y 2 satisfa` les condicions d(f) = −1 i ε(f) = 1. Si d 6= −1, existeix
un a ∈ Q∗p/Q∗
2
p tal que (a,−d) = ε i prenem f = aX2 + adY 2; aquesta forma satisfa` que
d(f) = a2d = d i ε(f) = (a, ad) = (a, a)(a, d) = (a,−1)(a, d) = (a,−d) = ε.
Si n = 3, escollim a ∈ Q∗p/Q∗
2
p diferent de −d i, per tant, ad 6= −1; pel que acabem de veure
existeix una forma g de rang 2 amb ε(g) = ad i ε(g) = ε(a,−d). La forma f = aZ2 + g safisfa`
que
ε(f) = ε(g)(a, d(g)) = ε(a,−d)(a, ad) = ε(a,−a) = ε i d(f) = a2d = d;
per tant te´ els invariants que volem. Si n ≥ 4, considerem f = g(X1, X2, X3) +X24 + · · ·+X2n,
on d(g) = d i ε(g) = ε. 2
Corol·lari 3.4.12. Si p 6= 2 (resp. p = 2), el nombre de classes de formes quadra`tiques sobre
Qp de rang n e´s igual a 4 (resp. 8), si n = 1; 7 (resp. 15), si n = 2 i 8 (resp 16), si n ≥ 3.
Demostracio´. Aplicant el teorema i la proposicio´ anteriors, juntament amb el fet que d(f)
pot prendre 4 valors (resp. 8) i ε(f) en pot prendre 2, obtenim el resultat. 2
3.5 Formes quadra`tiques sobre R
Sigui f una forma quadra`tica sobre els nombres reals, no degenerada, sabem que f e´s equi-
valent a
X21 + · · ·+X2r − Y 21 − · · · − Y 2s ,
on r i s so´n enters positius tals que r+ s = n; la parella (r, s) determina la classe d’equivale`ncia
de f ; l’anomenem la signatura de f . Diem que f e´s definida si r = 0 o be´ s = 0, i.e. si f no
canvia de signe. En cas contrari, diem que f e´s indefinida, i es te´ que f representa 0.
L’invariant ε(f) es defineix igual que en Qp. Tenim que
d(f) = (−1)s =
{
1 si s ≡ 0 (mod 2),
−1 si s ≡ 1 (mod 2).
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Ate`a que en R, (−1,−1) = −1, en el producte ∏i<j(ai, aj) tenim ∑1≤i≤s−1 i = s(s − 1)/2
termes iguals a −1 ,i per tant,
ε = (−1)s(s−1)/2 =
{
1 si s ≡ 0, 1 (mod 4),
−1 si s ≡ 2, 3 (mod 4).
Aixo` ens diu que saber la classe mo`dul 4 de s e´s equivalent a saber els invariants d(f) i ε(f)
(en R), i, per tant, d(f) i ε(f) ens determinen f llevat d’equivale`ncia si n ≤ 3 (ja que aix´ı s
podra` prendre com a ma`xim 4 valors).
Es comprova que els apartats 1), 2) i 3) del teorema (3.4.3) so´n va`lids per a R. Com que les
formes quadra`tiques sobre R no representen 0 quan r = 0 i quan s = 0, l’apartat 4) d’aquest
teorema no e´s cert.
3.6 Formes quadra`tiques sobre Q. El teorema de Hasse-Minkowski
En aquesta seccio´, totes les formes quadra`tiques amb les que treballem seran de coeficients
a Q, cosa que no ens impedira` veure-les dins de Qp o R. Denotem per V la unio´ de tots els
nombres primers i∞ i, per comoditat, usarem el conveni de Q∞ = R. Tambe´, si v ∈ V , notarem
per fv la forma quadra`tica vista dins de Qv i, si a, b ∈ Qv, notarem per (a, b)v el seu s´ımbol de
Hilbert dins de Qv.
Sigui f ∼ a1X21 + · · ·+ anX2n una forma quadra`tica sobre Q, no degenerada. Aquesta forma
tindra` associats els invariants segu¨ents:
1. El discriminant d(f) = a1 · · · an ∈ Q∗/Q∗2 , i, per a tot v ∈ V , la seva imatge dins de
Q∗v/Q∗
2
v o, equivalentment, el discriminant de fv.
2. Per a tot v ∈ V , podem considerar l’invariant de Hasse de fv, εv(f) =
∏
i<j(ai, aj)v.
3. La signatura (r, s), de f .
Tambe´ ens referim als invariants dv(f) i dv(g) com els invariants locals de f .
Observacio´ 3.6.1. La fo´rmula del producte ens diu que εv(f) = 1 q.p.t v ∈ V i que∏
v∈V
εv(f) = 1.
Teorema 3.6.2 (Hasse-Minkowski, isotropia). A fi que f representi 0 e´s necessari i suficient
que, per a tot v ∈ V , fv representi 0. E´s a dir, f te´ un zero global si, i nome´s si, f te´ un zero
local a tot arreu.
Demostracio´. La necessitat e´s trivial. Rec´ıprocament, suposem que f te´ un zero local a tot
arreu. Sense pe`rdua de generalitat suposem que
f = a1X
2
1 + · · ·+ anX2n, ai ∈ Q∗,
i, despre´s de multiplicar f per a1, si cal, suposem que a1 = 1. Tractarem els casos n = 2, 3, 4 i
n ≥ 5 de forma separada (si n = 1, aleshores f no representa 0 en Q ni en Qv per a cap v ∈ V ).
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1) n = 2. Escrivim f = X21 − aX22 (a ∈ Q∗); com que f∞ representa 0, tenim que a > 0.
Podem expressar a de la forma
a =
∏
p∈V−{∞}
pvp(a)
i, com que fp representa 0, tenim que a e´s un quadrat en Qp, cosa que implica que vp(a) e´s
parell per a tot p ∈ V − {∞}. Per tant, a = b2 e´s un quadrat en Q i, per tant, f representa 0
en Q amb la solucio´ (b, 1).
2) n = 3 (Legendre). Podem escriure f = X21 − aX22 − bX23 , i, despre´s de multiplicar pels
quadrats adients, podem suposar que a i b so´n enters lliures de quadrats (e´s a dir, vp(a) i vp(b)
so´n 0 o be´ 1 per a tot p). Suposem, tambe´, que |a| ≤ |b|, i apliquem induccio´ sobre el nombre
natural m = |a|+ |b| ≥ 2. Si m = 2, tenim que
f = X21 ±X22 ±X23 .
El cas X21 +X
2
2 +X
2
3 queda exclo`s perque` f∞ no representa 0 i en la resta de casos e´s clar que
f representa 0 en Q (prenent com a solucions (1, 0, 1) o be´ (1, 1, 0)).
Sigui ara m > 2, tenim que |b| ≥ 2; com que b e´s un enter lliure de quadrats, el podem
escriure com
b = ±p1 · · · pk,
on pi so´n primers diferents. Sigui p = pi per a algun i = 1, . . . , k, provarem que a e´s un quadrat
mo`dul p. Si a ≡ 0 (mod p), e´s cert. En cas contrari, a e´s una unitat p-a`dica. Per hipo`tesi,
existeixen (x′, y′, z′) ∈ (Qp)3 que satisfan que x′2 − ay′2 − bz′2 = 0 i, despre´s de multiplicar per
quadrats adequats, podem trobar (x, y, z) ∈ Zp primitiu tal que x2 − ay2 − bz2 = 0. Com que
p | b,
x2 − ay2 ≡ 0 (mod p);
veurem que y 6≡ 0 (mod p), a fi d’acabar concloent que a ≡ x2
y2
(mod p) e´s un quadrat mo`dul
p. Si y ≡ 0 (mod p), tenim que x ≡ 0 (mod p) i que bz2 ≡ 0 (mod p2). Com que vp(b) = 1,
es te´ que z2 ≡ 0 (mod p) i, per tant, z ≡ 0 (mod p), contradient la suposicio´ que (x, y, z) e´s
primitiu. En consequ¨e`ncia, podem concloure que a e´s un quadrat mo`dul p. El teorema xine`s
dels residus ens do´na un isomorfisme d’anells Z/bZ '∏Z/piZ; aixo` ens demostra que a tambe´
e´s un quadrat mo`dul b, de forma que podem trobar enters t i b′ tals que
t2 = a+ bb′;
l’enter t el podem escollir que satisfaci que |t| ≤ |b|
2
.
Siguin K un cos i x ∈ K, recordem que Kx denota el cos K(
√
x) i NK∗x el conjunt de normes
d’elements de K∗x. La igualtat bb′ = t2−a ens diu que bb′ ∈ NK∗a, on K = Q o Qv. Per definicio´
f representa 0 si, i nome´s si, (a, b) = 1 i aixo` e´s equivalent al fet que b ∈ NK∗a (proposicio´
(3.3.2)). Com que sabem que bb′ ∈ NK∗a, aleshores b ∈ NK∗a si, i nome´s si, b′ ∈ NK∗a i, per
tant, f representa 0 en K si, i nome´s si f ′ = X21 − aX22 − b′X23 tambe´. Per tant, per hipo`tesi, f ′
representa 0 en tots els Qv. A me´s,
|b′| = ∣∣ t2 − a
b
∣∣ ≤ |b|
4
+ 1 < |b|, perque` |b| ≥ 2.
Escrivim b′ = b′′u2, on b′′ i u so´n enters i b′′ e´s lliure de quadrats, de manera que |b′′| < |b| i
f ′′ = X21 − aX22 − b′′X23 tambe´ representa 0 en tots els Qv. Podem aplicar la hipo`tesi d’induccio´
sobre f ′′ a fi d’afirmar que f ′′ representa 0 en Q, en consequ¨e`ncia, f ′ tambe´, i aixo` ens demostra
l’enunciat.
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3) n = 4. En aquest cas escrivim f = aX21 + bX
2
2 − (cX23 + dX24 ). Prenem v ∈ V . El fet que
fv representi 0 ens diu que existeix un xv ∈ Q∗v representat per aX21 + bX22 i per cX23 + dX24 . El
corol·lari (3.4.4) ens diu que aquest u´ltim fet e´s equivalent a fer que
(xv,−ab)v = (a, b)v i (xv,−cd)v = (c, d)v.
La forma del producte ens proporciona les hipo`tesis del teorema d’existe`ncia de nombres racio-
nals amb s´ımbols de Hilbert donats, (3.3.14), de manera que existeix un x ∈ Q∗ tal que
(x,−ab)v = (a, b)v i (x,−cd)v = (c, d)v per a tot v ∈ V.
En consequ¨e`ncia, les formes aX21 + bX
2
2 − xZ2 i cX23 + dX24 − xZ2 representen 0 en tots els
Qv i, com que tenen rang 3, acabem de provar que tambe´ en Q. Per tant x e´s representat per
aX21 + bX
2
2 i per cX
2
3 + dX
2
4 en Q; aixo` ja ens demostra que f representa 0 en Q.
4) n ≥ 5. Fem induccio´ sobre n, (on el cas inicial e´s n = 4). Escrivim f de la forma segu¨ent
f = a1X
2
1 + · · ·+ anX2n = h− g,
on h = a1X
2
1 +a2X
2
2 i g = −(a3X23 + · · ·+anX2n) i (despre´s de multiplicar per quadrats adients),
suposem que els ai so´n de Z. Definim S com el subconjunt de V consistent en∞, 2 i els nombres
primers p tals que vp(ai) > 0 per a algun i ≤ 3. Agafem v ∈ S. Com que fv representa 0,
existeix un av ∈ Q∗v representat per h i g en Qv. E´s a dir, existeixen xvi ∈ Qv (i = 1, . . . , n) tals
que
h(xv1, x
v
2) = av = g(x
v
3, . . . , x
v
n).
Sabem que per a tot v ∈ V , el conjunt avQ∗2v e´s un obert de Q∗v (corol·lari (2.6.12)). El lema
d’aproximacio´ (3.3.15) ens diu que la inclusio´ natural de Q dins de
∏
v∈S Qv e´s densa, ja que
S e´s finit. Per tant, podem trobar x1, x2 ∈ Q, a = h(x1, x2), que satisfacin el fet que per a
tot v ∈ S i i = 1, 2 d(xi, xvi ) sigui prou petita per a assegurar que d(a, av) tambe´ s’hi faci, de
manera que a ∈ avQ∗2v . Aix´ı doncs, per a tot v ∈ S,
a
av
∈ Q∗2v .
Ens disposem a demostrar la isotropia de la forma de rang n− 1 f1 = aZ2 − g en cadascun
els Qv; aix´ı podrem aplicar la hipo`tesi d’induccio´ i afirmar que f1 representa 0 en Q. Aleshores
g representara` a en Q i acabarem concloent que f sera` iso`tropa en Q.
Si v ∈ S, com que g representa av en Qv i a
av
∈ Q∗2v , tenim que g representa a en Qv i, per
tant, f1 representa 0 en Qv.
Si p /∈ S, tenim que −a3, . . . ,−an so´n unitats p-a`diques, per tant, (−ai,−aj)p = 1 i, con-
sequ¨entment, εp(g) = 1. Si dp(g) = −a, tenim que εp(f1) = εp(g)(−d(g), a)p = (−d(g),−d(g))p =
1, ja que d(g) e´s una unitat p-a`dica; com que p 6= 2,∞, tenim que (−1,−1)p = 1, de manera
que εp(f1) = (−1,−1)p; en aquest cas el teorema (3.4.3) ens permet afirmar que f1 e´s iso`tropa
en Qp. Si dp(g) 6= −a, aleshores
dp(f1) = −dp(g)a 6= 1
i el mateix teorema ens diu que en aquest cas f1 e´s iso`tropa en Qp, i aqu´ı s’acaba la demostracio´.
2
Corol·lari 3.6.3 (Hasse-Minkowski, representativitat). Sigui a ∈ Q∗, aleshores e´s condicio´
necessa`ria i suficient que f representi l’element a en Q per a que ho faci en cadascun dels Qv.
Demostracio´. S’aplica el teorema anterior a la forma aZ2 − f i s’obte´ el resultat. 2
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Corol·lari 3.6.4 (Meyer). Una forma quadra`tica sobre Q de rang ≥ 5 representa 0 en Q si, i
nome´s si, e´s indefinida (e´s a dir, si representa 0 en R).
Demostracio´. El teorema (3.4.3) ens diu que aquesta forma representa 0 en tots els Qp,
p 6=∞; apliquem Hasse-Minkowski i obtenim l’enunciat. 2
Corol·lari 3.6.5. Sigui f de rang n i suposem que n = 3 (resp. n = 4 i d(f) = 1). Si f
representa 0 en tots els Qv excepte un, com a ma`xim, aleshores f representa 0 en tots els Qv.
Demostracio´. Denotem per v0 l’element de V tal que no sabem si f representa 0 en Qv0 . Si
n = 3, pel teorema (3.4.3), tambe´ aplicat a R, f representa 0 en Qv si, i nome´s si tenim que
(∗)v (−1,−d(f))v = εv(f).
Com que les dues famı´lies (εv(f))v∈V i ((−1,−d(f))v)v∈V satisfan la fo´rmula del producte,∏
v∈V
εv(f) = 1 =
∏
v∈V
(−1, d(f))v =
(−1, d(f))v0
∏
v∈V−{v0}
(−1, d(f))v = (−1, d(f))v0
∏
v∈V−{v0}
εv(f)
i, per tant, (−1, d(f))v0 = εv0(f).
Si n = 4 i d = 1, la demostracio´ es fa igual, canviant la condicio´ (∗)v per (−1,−1)v = εv(f).
2
Observacio´ 3.6.6. En contra del que podria ser intuitiu, el teorema de Hasse-Minkowski (o
principi local-global) no s’este´n sobre polinomis homogenis de grau ≥ 3. Selmer va donar un
contraexemple de grau 3: va demostrar que el polinomi
3X3 + 4Y 3 + 5Z3
te´ un zero no trivial en cadascun dels Qv, pero` no en te´ en Q, tal i com es demostra en [Sot13]
Teorema 3.6.7 (De classificacio´ racional). Dues formes f i f ′ so´n equivalents en Q si, i nome´s
si ho son en cada Qv. En consequ¨e`ncia, la classificacio´ sobre Qp ens diu que les formes f i f ′
so´n equivalents sobre Q si, i nome´s si
d(f) = d(f ′), (r, s) = (r′, s′) εv(f) = εv(f ′) per a tot v ∈ V .
Demostracio´. La necessitat e´s trivial, ja que Q ⊆ Qv. Per a provar la suficie`ncia, apliquem
induccio´ sobre el nombre natural n = rg(f) = rg(f ′). Si n = 0, e´s trivial. Si n > 0, prenem
a ∈ Q∗ representat per f en Q i, per tant, en tot Qv. En consequ¨e`ncia, a tambe´ esta` representat
per f ′ en tot Qv i aplicant el corol·lari (3.6.3), dedu¨ım que f ′ representa a en Q. D’aquesta
manera, f ∼ aZ2+g i f ′ ∼ aZ2+g′, on g i g′ so´n dues formes de rang n−1 que so´n equivalents
sobre cada Qv, pel teorema de simplificacio´ de Witt (3.1.9). La hipo`tesi d’induccio´ ens mostra
que g ∼ g′ sobre Q i, per tant, f ∼ f ′ sobre Q.
Observacio´ 3.6.8. Hem vist que els invariants d = d(f), εv = εv(f) i (r, s) satisfan les condi-
cions segu¨ents:
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1. εv = 1 per a quasi tot v ∈ V i
∏
v∈V εv = 1.
2. En els casos segu¨ents, εv = 1: si n = 1 o si n = 2 i la imatge dv de d dins de Q∗v/Q∗
2
v e´s
igual a −1.
3. r, s ≥ 0 i r + s = n.
4. d∞ = (−1)s (on d∞ e´s la imatge de d en R∗/R∗2).
5. ε∞ = (−1)s(s−1)/2.
Heus aqu´ı el rec´ıproc:
Proposicio´ 3.6.9. Siguin d, (εv)v∈V i (r, s) verificant les relacions anteriors, aleshores existeix
una forma quadra`tica de rang n sobre Q que te´ per invariants d, (εv)v∈V i (r, s).
Demostracio´. Notem per dv el nombre racional d vist dins de Q∗v/Q∗
2
v . Separem la demos-
tracio´ en diferents casos, depenent de la n. En els casos n = 1, 2, 3 no ens hem de preocupar
per la signatura, ja que quan n ≤ 3 els nombres d∞ i ε∞ ens determinen s i, per tant, tambe´ r.
1) n = 1. Es comprova fa`cilment.
2) n = 2. Sigui v ∈ V , afirmem que existeix xv ∈ Q∗v tal que (xv,−dv)v = εv. Si tingue´ssim
que per a tot xv ∈ Q∗v, (xv,−dv)v = 1, aixo` implicaria que dv = −1, ja que el s´ımbol de Hilbert
e´s no degenerat; consequ¨entment, per la relacio´ 2, tindr´ıem que εv = 1 i qualsevol xv ∈ Q∗v
seria va`lid per a la nostra afirmacio´. En el cas que existeixi un y ∈ Q∗v tal que (y,−dv)v = −1,
prendr´ıem xv = y si εv = −1 i xv = 1 en cas contrari.
Combinant el fet que acabem de demostrar i la relacio´ 1, veiem que ens trobem en les hipo`tesis
del teorema d’existe`ncia de nombres racionals amb s´ımbols de Hilbert donats, de manera que
existeix un x ∈ Q∗ tal que (x,−dv)v = εv per a tot v ∈ V . La forma f = xX2 + xdY 2 te´ els
invariants desitjats, ja que
εv(f) = (x, xd)v = (x, x)v(x, d)v = (x,−1)v(x, d)v = (x, d)v = εv, d(f) = x2d = d
i que no ens hem de preocupar per la signatura.
3) n = 3. Denotem per S, S1 i S2 els conjunts d’elements v de V que satisfa` que (−d,−1)v =
−εv, (−d,−1) = −1 i εv = −1, respectivament. Aplicant la fo´rmula del producte, sabem que
S1 i S2 so´n finits i, com que S = (S1 ∪ S2)− (S1 ∩ S2), dedu¨ım que S tambe´ e´s finit. Si v ∈ S,
escollim cv ∈ Q∗v/Q∗
2
v diferent de −dv. Com que S e´s finit, fem servir el lema d’aproximacio´ i el
fet que cvQ∗
2
v e´s un obert de Q∗v, a fi d’afirmar que existeix un c ∈ Q tal que la seva imatge en
cadascun dels Q∗v/Q∗
2
v sigui cv, per .
Afirmem que els nombres dc i ((c,−d)vεv)v∈V satisfan les relacions dels invariants en el
cas n = 2; aix´ı haurem provat l’existe`ncia d’una forma de rang 2 tal que d(g) = dc i per a
tot v ∈ V , εv(g) = (c,−d)vεv. Sigui v ∈ V i sigui cv la imatge de c en Q∗v/Q∗
2
v , si suposem
que dvcv = −1 (tindrem que v /∈ S i, per tant, que (−1,−d)v = εv), aleshores (c,−d)vεv =
(−d,−d)vεv = (−1,−d)vεv = 1. De manera que dc i (c,−d)vεv satisfan la relacio´ 2. E´s obvi
que tambe´ satisfan la resta de relacions. Aix´ı que, sigui g una forma de rang 2 amb d(g) = dc i
εv(g) = (c,−d)vεv, definim f = cZ2 + g. La forma f ja ens satisfa` l’enunciat, ja que
εv(f) = εv(c, d(g))(c,−d) = (c,−c)εv = ε, d(f) = c2d = d
i que la signatura ja ens queda determinada.
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4) n ≥ 4. Apliquem induccio´ sobre n. Suposem que r ≥ 1. Fem servir la hipo`tesi d’induccio´
per a obtenir una forma g de rang n− 1 que te´ per invariants a d, (εv)v∈V i (r− 1, s); la forma
X2 + g ja satisfa` l’enunciat. Si tenim que r = 0, podem trobar una forma h de rang n− 1 amb
invariants d, (εv)v∈V i (0, s− 1); en aquest cas la forma −X2 + h ja funciona. 2
Cap´ıtol 4
Ana`lisi p-a`dica
4.1 Construccio´ del cos Cp
Comencem la seccio´ amb dos resultats ba`sics d’a`lgebra que no demostrem i que es poden
trobar en [Ati69].
Teorema 4.1.1. Tot cos F admet una clausura algebraica, F , que e´s un cos algebraicament
tancat. 2
Teorema 4.1.2. Totes les clausures algebraiques de F so´n F -isomorfes. E´s a dir, per a quals-
sevol F 1, F 2 clausures algebraiques de F existeix un isomorfisme de cossos σ : F 1 → F 2 que
deixa fix F , σ
∣∣
F
= id. 2
Construirem el cos Cp, com a resultat de fixar una clausura algebraica de Qp, Qp, i completar-
la amb la me`trica (e´s a dir, fent el mateix proce´s que hem seguit per a construir Qp a partir de
Q). Per a fer aixo`, construirem una norma | |p sobre Qp que estengui la norma | |p sobre Qp.
4.1.1 Extensio´ de normes
Sigui (X, d) un espai me`tric. Diem que X e´s compacte si tota successio´ en X te´ una parcial
convergent.
Exemple 4.1.3. 1. Vegem que l’anell Zp dels enters p-a`dics e´s compacte. Sigui (xi)i≥0 una
successio´ de nombres p-a`dics. Com que la sucessio´ e´s infinita, hi haura` un a1 = 0, . . . , p−1
tal que la successio´ te´ infinits elements amb el primer d´ıgit igual a a0; prenem, doncs, la
subsuccessio´ (xi1) formada per aquests elements. Raonant de forma iterativa, per a cada
n ≥ 1, podem trobar una subsucessio´ (xin) de (xin−1) amb infinits elements que tenen el
n-e`sim d´ıgit igual a un an = 0, . . . , p−1. La expansio´ p-a`dica dels elements de la successio´
(xin) te´ com a n primers d´ıgits a1, . . . , an.
Definim la successio´ segu¨ent: triem un y1 de la successio´ (xi1); per a n > 1, triem un yn
de la successio´ (xin) diferent de yi, i = 1, . . . , n − 1 (ho podem fer, ja que la successio´ e´s
infinita). Aleshores, la successio´ (yn) efectivament e´s convergent, cap al nombre
∑
n≥1 aip
i
2. L’interval [0, 1] de la recta real e´s compacte. Es prova representant els nombres en una
base m i fent un raonament semblant al que hem fet amb Zp.
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Diem que X e´s localment compacte si tot punt x ∈ X te´ un entorn (e´s a dir, un subconjunt
de X que conte´ una bola oberta centrada en x) que e´s compacte. Per exemple, Qp i R no so´n
compactes, pero` s´ı que so´n localment compactes, ja que tot punt de Qp (resp. R) te´ un entorn
me`tricament isomorf a Zp (resp. [0, 1]).
Sigui ‖ ‖ una norma sobre un cos F i sigui V un espai vectorial sobre el cos F . Una norma
‖ ‖V sobre V e´s una aplicacio´ V −→ F tal que:
1. ‖x‖V si, i nome´s si, x = 0.
2. ‖ax‖V = ‖a‖ · ‖x‖V per a qualssevol a ∈ F i x ∈ V .
3. ‖x+ y‖ ≤ ‖x‖+ ‖y‖ si x, y ∈ V .
Observem que tota norma sobre un cos F e´s norma del F -espai vectorial de dimensio´ igual a 1
F . Igual que en el cas dels cossos, dues normes ‖ ‖1 i ‖ ‖2 sobre V es diuen que so´n equivalents
si indueixen la mateixa topologia en V . Aquesta condicio´ e´s equivalent a que existeixin dues
constants c1, c2 > 0 tals que per a tot x ∈ V , c1‖x‖1 ≤ ‖x‖2 ≤ c2‖x‖1.
Suposem que V e´s de dimensio´ finita sobre F . Sigui v = {v1, . . . , vn} una base de V . Definim
la norma suprem ‖ ‖sup sobre V (respecte la base v i la norma ‖ ‖ sobre el cos F ) com a
‖a1v1 + · · ·+ anvn‖sup = max1≤i≤n(‖ai‖).
Observem que aquesta definicio´ depe`n de l’eleccio´ de la base de V . Es dedueix fa`cilment que
‖ ‖sup e´s una norma, del fet que ‖ ‖ e´s norma sobre F .
Proposicio´ 4.1.4. Sigui F un cos amb una norma ‖ ‖. Sigui V un F -espai vectorial. Aleshores
1. Suposem que V e´s de dimensio´ finita i prenem una base v de V . Si F e´s localment
compacte, aleshores V e´s localment compacte respecte de la norma ‖ ‖sup.
2. L’espai vectorial V amb una norma ‖ ‖V e´s localment compacte si, i nome´s si, la bola
unitat tancada {x | ‖x‖V ≤ 1} e´s compacte. En particular, si V e´s localment compacte
aleshores l’esfera unitat e´s compacte (ja que un tancat que e´s subconjunt d’un compacte
e´s compacte).
Demostracio´. 1) Sigui x = a1v1 + · · · + anvn, prenem un Ki entorn compacte de ai en F
(i = 1, . . . , n). Sigui X =
⊕
i viKi ⊆ V , afirmem que X e´s un entorn compacte de x en V .
Prenem, doncs, una successio´ (xi) ⊆ X i posem xi = a(i)1 v1+ · · ·+a(i)n vn. La successio´ (ai1) e´s de
K1 i, per tant, te´ una parcial (a
(i1)
1 ) convergent; aixo` ens indueix una parcial (xi1) de (xi). Sigui
1 < m ≤ n i suposem que hem constru¨ıt una successio´ (xim−1) tal que les successions (a(im−1)j )
(1 ≤ j < m) convergeixen, aleshores podem trobar una parcial
(a(im)m ) de (a
(im−1)
m ) convergent,
ja que (a
(im−1)
m ) ⊆ Km i que aquest e´s compacte. D’acord amb la construccio´ de (xim) a partir de
(xim−1), la successio´ (xin) satisfa` que (a
(in)
i ) convergeix per a 1 ≤ i ≤ n i, per tant, la successio´
(xin) e´s una parcial de (xi) convergent segons la norma del suprem.
2) Suposem que V amb la norma ‖ ‖V e´s localment compacte. Prenem K un entorn com-
pacte de 0 i Br(0) ⊆ K; com que K e´s compacte, e´s tancat i, per tant, B′r(0) ⊆ K. En
consequ¨e`ncia, B′r(0) e´s compacte. Tenim que una successio´ (xi) de B′1(0) convergeix si, i nome´s
si, (rxi) convergeix. Aixo`, juntament amb el fet que B
′
r(0) e´s compacte ja ens demostra que
B′1(0) e´s compacte. 2
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Teorema 4.1.5. Si V e´s un espai vectorial de dimensio´ finita sobre un cos localment compacte
F amb una norma fixada. Aleshores totes les normes d’espai vectorial en V so´n equivalents.
Demostracio´. Veurem que totes les normes so´n equivalents a ‖ ‖sup. Prenem ‖ ‖V una
norma sobre V . Per a qualsevol x = a1v1 + · · ·+ anvn ∈ V tenim que
‖x‖ ≤ ‖a1‖ · ‖v1‖V + · · ·+ ‖an‖ · ‖vn‖V ≤ n · (max‖ai‖) · (max‖vi‖V ).
Aixo` ens proporciona una acotacio´ ‖x‖ ≤ c1‖x‖sup per a tot x ∈ V , en que` c1 = n ·max‖vi‖V .
Ara ens falta trobar l’altra acotacio´, per a acabar de demostrar que les dues normes so´n equi-
valents. Definim
U = {x ∈ V | ‖x‖sup = 1}
i afirmem que existeix una constant positiva c2 tal que ‖x‖V ≥ c2 per a tot x ∈ U . En cas
contrari, existira` una successio´ (xi) en U tal que ‖xi‖V → 0; la proposicio´ anterior ens diu que
U e´s compacte i, per tant, ens afirma l’existe`ncia d’una parcial de (xij ) convergent a un x ∈ U ,
segons la norma del suprem. Per a cada j,
‖x‖V ≤ ‖x− xij‖V + ‖xij‖V ≤ c1‖x− xij‖sup + ‖xij‖V .
Fent tendir j → ∞, els dos termes de la u´ltima igualtat se’n van a 0; per tant, ‖x‖V = 0 i, en
consequ¨e`ncia, x = 0. Aixo` e´s una contradiccio´, ja que 0 /∈ U . Amb aixo` queda provadal’afirmacio´
i, per tant, per a tot x ∈ U , c2‖x‖sup = c2 ≤ ‖x‖V . Multiplicant per escalars, obtenim la
desigualtat per a tot x ∈ V . 2
Corol·lari 4.1.6. 1. Sigui V = K un cos (e´s a dir, V e´s una extensio´ finita del cos localment
compacte F ). Existeix com a ma`xim una norma de cossos ‖ ‖K que este´n ‖ ‖; e´s a dir,
tal que ‖a‖ = ‖a‖K per a a ∈ F .
2. Si per a cada extensio´ finita K de F existeix una norma de cos, aleshores existeix una
norma de cos en una clausura algebraica de K que este´n la norma sobre F i aquesta norma
e´s u´nica.
Demostracio´. 1) La condicio´ que ‖ ‖K este´n ‖ ‖ ens diu que ‖ ‖K tambe´ e´s una norma de
F -espai vectorial. Per tant, si tenim dues normes ‖ ‖1 i ‖ ‖2 amb aquesta propietat, hauran
de ser equivalents. Suposem que no so´n iguals: existeix un x ∈ V tal que ‖x‖1 6= ‖x‖2; posem
‖x‖1 < ‖x‖2. La condicio´ d’equivale`ncia ens do´na l’acotacio´ ‖ ‖2 ≤ c1‖ ‖1, pero` per a un n
suficientment gran, tenim que c1‖xn‖1 < ‖xn‖2; contradiccio´.
2) Sigui α ∈ F . Definim la norma de α en F com ‖α‖K , on K e´s una extensio´ finita de F
que conte´ α.
Per a veure que esta` ben definida, agafem K1 i K2 dues extensions finites de F amb normes
‖ ‖1 i ‖ ‖2 i prenem la norma del cos K1 ·K2, ‖ ‖. Per unicitat de normes sobre Ki (i = 1, 2),
tenim que ‖ ‖∣∣
Ki
= ‖ ‖i; per tant,
‖ ‖1
∣∣
K1∩K2 = ‖ ‖
∣∣
K1∩K2 = ‖ ‖2
∣∣
K1∩K2 .
E´s a dir, la norma d’un element α ∈ F pren el mateix valor en qualsevol extensio´ finita de F
que el contingui; per tant, esta` ben definida. A me´s, e´s clar que e´s una norma que este´n la de
F .
Si hi hague´s una altra norma sobre F tal que prengue´s un valor diferent sobre un α ∈ F ,
podr´ıem restringir aquesta norma a la extensio´ finita F (α) i trobar una norma diferent. Per
tant, la norma sobre F e´s u´nica. 2
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Hem provat la unicitat d’aquestes normes sobre K, pero` no sabem si n’existeixen. En el cas
F = Qp, provarem que existeix tal norma en una clausura algebraica d’ell mateix.
En el curs de me`todes algebraics en teoria de nombres, es va definir un concepte de norma
associat a les extensions de cossos. Cal tenir en compte que aquest concepte de norma no e´s
el mateix que el que hem definit en aquest treball. Ens disposem a definir aquest concepte:
suposem que K = F (α), on α un element algebraic sobre F , que satista` una equacio´ polino`mica
mo`nica irreductible
0 = Xn + an−1Xn−1 + · · ·+ a1X + a0, ai ∈ F.
Podem definir la norma de α, NK|F (α), de tres maneres diferents:
Proposicio´ 4.1.7. Les tres definicions de NK|F (α) so´n equivalents:
1. Ens mirem K com un espai vectorial sobre F . Multiplicar per α e´s un endomorfisme lineal
de K, amb matriu associada Aα (en una certa base); definim NK|F (α) = det(Aα).
2. NK|F (α) = (−1)na0 (on a0 e´s el terme independent del polinomi mo`nic irreductible).
3. NK|F (α) =
∏n
i=0 αi, on αi so´n tots els conjugats de α sobre F .
Demostracio´. E´s clar que en 1) la norma esta` ben definida perque` els canvis de base deixen
invariant el determinant.
1)⇔2). Prenem {1, α, α2, . . . , αn−1} com a base de K sobre F . La matriu de l’aplicacio´
lineal x 7→ αx en aquesta base e´s
0 0 0 . . . 0 −a0
1 0 0 0 −a1
0 1 0 0 −a2
. . .
...
0 −an−1
0 1 −an−1

,
on hem fet servir que αn = −an−1αn−1−· · ·−a1α−a0. Si expandim per la primera fila, podem
veure fa`cilment que te´ determinant (−1)na0.
2)⇔3). E´s consequ¨e`ncia de la fo´rmula de Vie`te Xn+an−1Xn−1+ · · ·+a1X+a0 =
∏n
i=0(X−
αi). 2
Si β ∈ K (i K e´s una extensio´ qualsevol), podem definir NK|F (β) de dues formes equivalents:
1. El determinant de la matriu de la multiplicacio´ per beta, en K (i en una certa F -base de
K) o be´
2. NK|F (β) = (NF (β)|F (β))[K:F (β)].
Per a veure l’equivale`ncia entre aquestes dues definicions, triem una F (β)-base deK, {v1, . . . , vm}
(m = [K : F (β)]). Tot x ∈ K es pot escriure de la forma x = b1v1 + · · ·+ bmvm, bi ∈ F (β); per
tant, tindrem que
xβ = βb1v1 + · · ·+ βbnvn.
4. Ana`lisi p-a`dica 57
Aix´ı doncs, e´s clar que si escollim {1, β, . . . , βn} (n = [F (β) : F ]) com a F -base de F (β) la
matriu de multiplicacio´ per β en K en la base {βivj | 0 ≤ i < n, 0 < j ≤ m} e´s igual a la
segu¨ent matriu a blocs 
Aβ 0
0 Aβ
. . .
Aβ
 ,
on Aβ e´s la matriu de multiplicacio´ per β en F (β) i esta` posada m = [K : F (β)] vegades.
Aquesta matriu te´ determinant igual a det(Aβ)
[K:F (β)] = (NF (β)|F (β))[K:F (β)], cosa que ens
demostra l’equivale`ncia.
Del fet que el determinant d’un producte e´s el producte de determinants, dedu¨ım que la
definicio´ de NK|F e´s multiplicativa; e´s a dir, que NK|F (αβ) = NK/F (α)NK/F (β).
4.1.2 Extensio´ de | |p a Qp
Fixem Qp, una clausura algebraica de Qp. Un cop fets aquests previs, estem en disposicio´
de definir la norma p-a`dica d’un element de Qp. Encara ens faltara` veure que e´s una norma de
cos, fet no trivial; ho demostrarem primer veient que e´s una norma de cos sobre les extensions
finites de Qp i aplicarem el corol·lari (4.1.6) per a acabar concloent que e´s norma sobre Qp i que
e´s u´nica. A me´s, aquesta norma seguira` sent ultrame`trica.
Definicio´ 4.1.8. Sigui α ∈ Qp, de grau n sobre Qp. Definim la norma de l’element algebraic
sobre Qp, α, com a
|α|p = |NQp(α)|Qp(α)|1/np .
Suposem que α te´ polinomi mo`nic irreductible sobre Qp f(X) = Xn + an−1Xn−1 + · · · +
a1X + a0, i denotem per αi i = 1, . . . , n, els conjugats de α sobre Qp; e´s a dir, les diferents n
arrels de f . Observem que aleshores
|α|p = |a0|1/n = |αi|p per a tot i = 1, . . . , n.
Proposicio´ 4.1.9. Sigui K un cos que contingui totes les arrels conjugades de α (per exemple,
el cos de descomposicio´ de f = Irr(α,Qp)). Suposem que trobem una norma ‖ ‖ sobre K que
estengui | |p (sobre Qp). Aleshores, per a tota αi, arrel conjugada de α, es te´ que ‖α‖ = ‖αi‖.
Demostracio´. Pel corol·lari (4.1.6), aquesta norma e´s l’u´nica norma de cos sobre K que este´n
| |p. Prenem σ ∈ Gal(K|Qp) i definim una aplicacio´
‖ ‖′ : K −→ R
x 7−→ ‖x‖′ := ‖σ(x)‖.
E´s clar que e´s una norma que este´n | |p; per tant, ha de ser igual a ‖ ‖. Aixo` ens diu que
‖α‖ = ‖αi‖, per a i = 1, . . . , n. 2
Suposem que K conte´ tots els conjugats de α ∈ Qp. Com que ‖ ‖ este´n | |p i NQp(α)|Qp(α) ∈
Qp, la proposico´ anterior ens permet fer el ca`lcul segu¨ent:
|NQp(α)|Qp(α)|p = ‖NQp(α)|Qp(α)‖ = ‖
n∏
i=1
αi‖ =
n∏
i=0
‖αi‖ = ‖α‖n,
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on n = [Qp(α) : Qp]. D’aquesta manera,
‖α‖ = |NQp(α)|Qp(α)|1/np = |α|p;
per tant, hem provat que si existeix una norma de cos en K que este´n | |p sobre Qp, aleshores
aquesta ha de ser igual a | |p sobre K.
Aixo` tambe´ e´s cert quan K no conte´ tots els conjugats de α. Per a provar-ho considerem la
norma sobre la clausura normal de K. Hem vist que aleshores, en aquest cos, aquesta norma
coincideix amb | |p; per tant, si la restringim a K obtenim, per unicitat de normes, obtenim
que la norma en K e´s | |p.
Observacio´ 4.1.10. Observem que podr´ıem haver definit ‖α‖ com a
|NK/Qp(α)|1/[K:Qp]p ,
on K e´s un cos qualsevol que conte´ α, ja que NK/Qp(α) = (NQp(α)/Qp(α))
[K:Qp] i que n =
[Qp(α) : Qp] =
[K : Qp]
[K : Qp(α)]
, pel teorema del rang.
En cap moment hem provat l’existe`ncia de tal norma ‖ ‖ sobre K i, per tant, no hem provat
que | |p sigui norma. Povarem, una propietat me´s forta: que e´s norma ultrame`trica. Aixo` sera`
una consequ¨e`ncia del lema segu¨ent.
Lema 4.1.11. Per a tot γ ∈ Qp amb |γ|p ≤ 1 es te´ que |1 + γ|p ≤ 1.
Demostracio´. Sigui K = Qp(γ) = Qp(γ + 1), prenem la base e = {1, γ, γ2, . . . , γn−1} del
Qp-espai vectorial K, on n = [K : Qp].
Considerem la norma del suprem ‖ ‖sup de K respecte a aquesta base. E´s a dir, si α =∑n−1
i=0 aiγ
i ∈ K, aleshores ‖α‖sup = maxi|ai|p. De forma similar, sigui A = (aij) una matriu
n × n de coeficients a Qp, definim la norma suprem ‖A‖sup = maxi,j |aij |p (mirarem aquesta
aplicacio´ com una norma de (Qp)n
2
).
Ara denotem per A la matriu associada a l’endomorfisme de K, α ∈ K 7→ αγ en la base
e. Aleshores, la matriu Ai es correspon a multiplicar per l’element γi, i I + A e´s la matriu
corresponent a multiplicar per 1 + γ. (Me´s en general, si P e´s un polinomi, aleshores la matriu
P (A) es correspon a multiplicar per P (γ).)
Afirmem que la successio´ de nombres reals (‖Ai‖sup)i∈N esta` acotada superiorment. En cas
contrari, podr´ıem trobar una successio´ de nombres naturals (ij)j∈N tals que ‖Aij‖sup ≥ j. Sigui
βj una entrada de la matriu A
ij amb norma ma`xima, |βj |p = ‖Aij‖sup, definim Bj = Aij/βj .
Clarament, es te´ que ‖Bj‖sup = 1. Com que l’espai ((Qp)n2 , ‖ ‖sup) e´s localment compacte, la
bola unitat d’aquest espai e´s compacte; per tant, podem trobar una parcial (Bjk)k∈N convergent
a una matriu B segons la norma suprem, amb norma igual a 1. Mostrarem que B e´s la matriu
ide`nticament igual a 0 i arribarem a una contradiccio´; aixo` provara` que la successio´ (‖Ai‖sup)
esta` acotada. Com que detBj = (detA
ij )/βnj , tenim que
|detBj |p ≤ |detAij |p/jn = |NK/Qp(γ)ij |p/jn = |γ|nijp /jn ≤ 1/jn. (4.1)
Per la definicio´ de converge`ncia en la norma del suprem, cada entrada de la matriu B e´s el l´ımit
quan k →∞ de la corresponent entrada de Bjk . Per tant, detB = limk detBjk i, (per 4.1) aquest
l´ımit do´na 0. Aixo` implica que existeix un element diferent de 0, l ∈ K, satisfent que Bl = 0.
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Com que e = {1, γ, γ2, . . . , γn−1} e´s una base de K i l 6= 0, tenim que e·l := {l, γl, γ2l, . . . , γn−1l}
tambe´ e´s base de K. A me´s, com que B e´s el l´ımit de matrius de la forma Bj = A
ij/βj , tenim
que les matrius A i B commuten; per tant, tenim que Bγil = (BAi)l = AiBl = 0. E´s a dir, que
B envia a 0 tots els elements de la base e · l; aixo` implica que B e´s la matriu 0; contradiccio´.
Per tant, hem provat que la successio´ (‖Ai‖sup) esta` acotada per una certa constant C.
Ara observem que, per la propietat de norma ultrame`trica i per la propietat multiplicativa
de la norma, si expandim el determinant arribem a la conclusio´ que per a qualsevol matriu
D = (dij), |detD|p ≤ (maxi,j |dij |p)n = ‖D‖nsup.
Sigui N > 0, considerem la expansio´ pel binomi de Newton (ho podem fer, ja que les matrius
A i I commuten): (I +A)N = I +
(
N
1
)
A+ · · ·+ ( NN−1)AN−1 +AN ; aleshores
|1 + γ|Np = |det(I +A)N |1/np ≤ ‖(I +A)N‖sup ≤
(
max0≤i≤N
∥∥∥∥(Ni
)
Ai
∥∥∥∥
sup
)
≤
(max0≤i≤N‖Ai‖sup) ≤ C.
En consequ¨e`ncia, |1 + γ|p ≤ N
√
C; fent tendir la N cap a infinit obtenim que |1 + γ|p ≤ 1 (noteu
que aquesta prova te´ certa simililtud amb la del teorema d’Ostrowski (2.2.6)). 2
Teorema 4.1.12. L’aplicacio´ | |p : Qp → R e´s una norma ultrame`trica que este´n la norma
sobre Qp.
Demostracio´. Sigui K una extensio´ finita de Qp. Provarem que | |p e´s norma sobre K. Com
que per a tot a ∈ Qp es te´ que |NK/Qp(a)|1/np = |a|p, l’aplicacio´ | |p sobre K, definida a (4.1.8),
este´n la norma sobre Qp. Siguin α, β ∈ K.
1) Tenim que |α|p = |a0|1/np (n grau de α sobre Qp i a0 terme independent del polinomi
irreductible de α sobre Qp). Per tant, |α|p = 0 si, i nome´s si, a0 = 0; aixo` e´s equivalent al fet
que α = 0.
2) Tenint en compte la observacio (4.1.10), l’aplicacio´ | |p e´s multiplicativa, com a con-
sequ¨e`ncia del fet que l’aplicacio´ NK/Qp ho e´s.
3) Si α = β = 0, la desigualtat ultrame`trica se satisfa`. Suposem que α 6= 0 i que |β|p/|α|p ≤ 1.
Volem veure que |α + β|p ≤ |α|p; aixo` e´s equivalent al fet que |1 + β/α|p ≤ 1. Com que
|β/α|p = |β|p/|α|p ≤ 1, pel lema anterior, aixo` e´s cert.
Ara nome´s ens falta aplicar el corol·lari (4.1.6) a fi d’obtenir l’enunciat. 2
4.1.3 La clausura algebraica de Qp
La proposicio´ segu¨ent ens donara` una versio´ ana`loga de l’anell Zp i de l’ideal pZp dins d’una
extensio´ finita de Qp. Recordem que si K e´s un cos i R e´s un subanell, el conjunt d’elements
de K que so´n zeros de polinomis de la forma
Xm + am−1Xm−1 + · · ·+ a1X + a0,
amb ai ∈ R, e´s un anell. L’anomenem la clausura entera de R en K.
Proposicio´ 4.1.13. Sigui K una extensio´ finita de Qp de grau n. Definim
A = {x ∈ K | |x|p ≤ 1}, M = {x ∈ K | |x|p < 1}.
Aleshores se satisfan:
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1. A e´s un anell i e´s la clausura entera de Zp dins de K.
2. L’anell A e´s un anell local i te´ per u´nic ideal maximal M .
3. A/M e´s una extensio´ finita de Fp de grau f ≤ n. El quocient A/M s’anomena cos residual
de K i f s’anomena el grau residual de K sobre Qp.
Demostracio´. Fent servir les propietats additives i multiplicatives de norma ultrame`trica, es
conclou fa`cilment que A e´s un anell i que M e´s un ideal de A. Ara, sigui α ∈ K i suposem que
α e´s enter sobre Zp: αm + an−1αn−1 + · · ·+ a1α + a0 = 0, ai ∈ Zp. Si se satisfe´s que |α|p > 1,
tindr´ıem que
|α|mp = |αm|p = |an−1αn−1 + · · ·+ a1α+ a0|p ≤ max0≤i≤m−1|aiαi|p
≤ max0≤i≤m−1|αi|p = |α|m−1p
i, per tant, que |α|p = 1, contradiccio´. Rec´ıprocament, suposem que α ∈ K i que |α|p ≤ 1; a
me´s, sabem que |α|p|α1|p, on αi so´n les arrels conjugades de α. Tenim que els coeficients del
polinomi irreductible de α sobre Qp so´n sumes de productes dels αi (els anomenats polinomis
sime`trics en els αi). Per tant, gra`cies a les propietats de norma ultrame`trica, podem concloure
que aquests coeficients tenen | |p ≤ 1. Com que so´n de Qp, concloem que tambe´ so´n de Zp.
Sigui α ∈ A amb α /∈ M . Aleshores, |α|p = 1 i |1/α|p = 1; per tant 1/α ∈ A. En
consequ¨e`ncia, si I e´s un ideal que conte´ α, aleshores I tambe´ conte´ 1 = α · (1/α) i, per tant,
I = A. Aixo` prova que tot ideal I ( A e´s dins de M i per tant, M e´s l’u´nic ideal maximal.
Observem que M ∩ Zp = pZp. L’anell quocient A/M e´s cos, ja que M e´s maximal. Els
elements de A/M so´n de la forma a = a + M , a ∈ A. Si a, b ∈ Zp, aleshores a = b si, i nome´s
si, a − b ∈ M ∩ Zp = pZp. D’aquesta manera, hi ha una inclusio´ natural de Zp/pZp en el cos
A/M donada per a+ pZp 7→ a+M , per a a ∈ Zp. Per tant, A/M e´s una extensio´ de cossos de
Fp = Zp/pZp.
Afirmem que A/M e´s una extensio´ finita de Fp; me´s concretament, que [A/M : Fp] ≤ [K :
Qp] = n. Siguin a1, . . . , an+1 ∈ A/M , volem veure que aquests elements han de ser linealment
dependents sobre Fp. Per a i = 1, . . . , n+ 1, considerem un element ai que es projecta a ai en el
quocient; e´s a dir, ai = ai +M . Com que [K : Qp] = n, dedu¨ım que a1, . . . , an+1 so´n linealment
dependents sobre Qp i existeixen bi ∈ Qp, no tots nuls, tals que
a1b1 + · · ·+ an+1bn+1 = 0.
Despre´s de multiplicar per una pote`ncia adient de p, podem suposar que tots els bi-s so´n de Zp
i que, com a mı´nim, hi ha una i tal que bi /∈ pZp. Podem reduir la equacio´ al quocient A/M ,
a1b1 + · · ·+ an+1bn+1 = 0
Com que algun dels bi no e´s de pZp, aquest bi satisfa` que bi + pZp 6= 0 (en Zp/pZp) i per tant,
bi 6= 0. Aixo` ja demostra que a1, . . . , an+1 so´n linealment dependents i, per tant, l’enunciat. 2
Definicio´ 4.1.14. Sigui K una extensio´ finita de Qp de grau n. Podem estendre la definicio´
de valoracio´ p-a`dica a K. Sigui α ∈ K∗, definim
vp(α) := − logp|α|p = − logp|NK/Qp(α)|1/np = −
1
n
logp|NK/Qp(α)|p =
1
n
vp(NK/Qp(α))
i seguim fent servir el conveni de vp(0) =∞.
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Aquesta definicio´ coincideix amb la que vam donar de vp sobre Qp en el cap´ıtol 1. A me´s, es
te´ que vp(α) = 0 si, i nome´s si, |α|p = 1. Tambe´ observem que la definicio´ de vp no depe`n de la
extensio´ finita K, ja que | |p no hi depe`n; per tant vp e´s una aplicacio´ definida sobre Qp.
Recordem que vp(Qp) = Z; com que NK/Qp(K) ⊆ Qp, aixo` implica que vp(K) ⊆ (1/n)Z =
{x ∈ Q | nx ∈ Z}. Com que la norma e´s multiplicativa, vp(αβ) = vp(α) + vp(β); per tant vp e´s
un morfisme de grups K∗ → (1/n)Z i, en consequ¨e`ncia, vp(K) e´s un subgrup additiu de (1/n)Z.
Per tant, existeix un nombre natural e > 0 tal que vp(K) = (1/e)Z. El nombre e s’anomena
ı´ndex de ramificacio´ sobre K. Si e = 1, diem que K e´s una extensio´ no ramificada; si e = n, es
dira` que K e´s totalment ramificada.
Com que vp(K) = (1/e)Z, podem trobar un element pi ∈ K amb vp(pi) = 1e . Sigui x ∈ K
amb vp(x) =
m
e i m ∈ Z, tenim que vp(xpi−m) = me − me = 0; aixo` ens diu que |xpi−m| = 1. Aix´ı
doncs, hem demostrat que tot element x ∈ K es pot escriure de forma u´nica com
pimu amb m ∈ Z i |u|p = 1.
(De fet, m = e · vp(x).) En el cas de les extensions no ramificades tenim que vp(p) = 1 = 1e i,
per tant, podem triar pi = p. Si K ramifica (e´s a dir, si e > 1), tenim que vp(pi
e) = 1, de manera
que existeix un u ∈ A∗ (o sigui, amb norma 1) tal que pieu = p.
A me´s, es pot veure que vp(Qp) = Q, de manera que |Qp|p = p−Q.
Proposicio´ 4.1.15. Sigui K una extensio´ de Qp de grau n, grau residual f i ı´ndex de ramifi-
cacio´ e. Siguin γ ∈ A/M tal que Fp(γ) = A/M , γ ∈ A∗ que es redueixi a γ en A/M i pi ∈ K
amb vp(pi) =
1
e . Aleshores
E = {γipij | 0 ≤ i ≤ f, 0 ≤ j ≤ e}
e´s una Qp-base de K. En particular n = e · f .
Demostracio´. Sigui u ∈ A. Trobarem una successio´ (ui)i∈N d’elements de A expressats en la
base E convergent cap a u. Aleshores tindrem que ui → u segons la norma del suprem ‖ ‖,
definida respecte la base E , (a causa de la demostracio´ de (4.1.5), ‖ ‖ i | |p so´n equivalents com
a normes d’espais vectorials), de manera que les components de ui respecte a la base e formen
una successio´ convergent vers les components de u. D’aqu´ı en deduirem que tot element de K
s’expressa en la base E .
Comencem denotant w = piep−1. Construirem la successio´ per induccio´:
1. Definim el primer element u1. Sigui u la reduccio´ de u en A/M . El podem expressar de
forma u´nica u = a
(1)
0 + a
(1)
1 γ + · · · + a(1)f−1γf−i, a(1)i ∈ Fp = Zp/pZp. Prenem a(1)i ∈ Zp
que es redueixi a a
(1)
i i, d’aquesta manera, definim u1 = a
(1)
0 + a
(1)
1 γ + · · · + a(1)f−1γf−1.
Aleshores tenim que u− u1 ∈M ,
2. Per a i > 1 fem la divisio´ entera i = qie + ri. Suposem que hem constru¨ıt un ui−1, de
manera que u − ui−1 = piivi = pqiwqipirivi, on vi ∈ M . Expressem la reduccio´ de wqivi a
A/M : wqivi = a
(i)
0 + a
(i)
1 γ + · · · + a(i)f−1γf−1. Prenem a(i)j que es redueixi a a(i)j i definim
ui = ui−1 + pi2(a
(i)
0 + a
(i)
1 γ + · · ·+ a(i)f−1γf−1). Aleshores, tenim que u− ui = pii+1vi+1, on
vi+1 ∈ A.
Ara e´s clar que ui → u, doncs limi→∞ vp(u − ui) ≥ limi→∞ ie = ∞. Sigui x ∈ K. Expressem
x = pawapibu amb b ≥ 0 (on a · e + b = vp(x)). Tenim que wapibu ∈ A de manera que podem
expressar wapibu en la base E ; aixo` implica que x = pawapibu tambe´. 2
62 4.1. Construccio´ del cos Cp
Proposicio´ 4.1.16. Sigui K una extensio´ finita de Qp de grau n. El cos K e´s totalment
ramificat si, i nome´s si, existeix un pi ∈ K satisfent una equacio´ d’Eisenstein:
Xn + an−1Xn−1 + · · ·+ a1X + a0 = 0
amb ai ∈ Zp, ai ≡ 0 (mod p) per a tot 0 ≤ i ≤ n − 1 i a0 6≡ 0 (mod p2). A me´s, tindrem que
Qp(pi) = K i que l’element pi satisfara` que vp(pi) = 1e =
1
n .
Demostracio´. Suposem que K e´s totalment ramificat. Prenem pi ∈ K amb vp(pi) = 1n ;
aleshores, per la proposicio´ anterior, pi tindra` grau n sobre Qp i, per tant, Qp(pi) = K. Denotem
per ai, 0 ≤ i ≤ n− 1, els coeficients del polinomi mo`nic irreductible de pi sobre Qp. Els ai so´n
els polinomis sime`trics elementals en els conjugats de pi i tots aquests conjugats tenen norma
igual a p−1/e < 1. Per tant, |ai|p < 1 i, com que ai ∈ Qp, tenim que ai ∈ pZp. En el cas del a0
tenim, a me´s, |a0|p = |pi|np = (p−vp(pi))n = p−1.
Rec´ıprocament, prenem un pi ∈ K que e´s zero d’un polinomi d’Eisenstein de grau n. Com
que vp(a0) = 1, tenim que vp(α) =
1
nvp(a0) =
1
n , de manera que K e´s una extensio´ de Qp
totalment ramificada. 2
Proposicio´ 4.1.17 (Lema de Krasner). Siguin a, b ∈ Qp i suposem que a e´s me´s proper a b
que als seus conjugats ai; e´s a dir |b− a|p < |ai − a|p. Aleshores Qp(a) ⊆ Qp(b).
Demostracio´. Sigui K = Qp(b), i suposem que a 6∈ K. Aleshores el nombre de conjugats de
ai sobre K e´s [K(a) : K] > 1. Sigui ai un d’aquests conjugats, tenim que [K(ai) : K] = [K(a) :
K] > 1; per tant ai /∈ K i existeix un K-isomorfisme σ : K(a) → K(ai) (e´s a dir, que deixa
fix K). Sabem, per unicitat de normes, que |x|p = |σ(x)|p, per a tot x ∈ K(a). En particular
|b− a|p = |σ(b)− σ(a)|p = |b− ai|p i, aleshores,
|ai − a|p ≤ max(|ai − b|p, |b− a|p) = |b− a|p < |ai − a|p.
Contradiccio´. 2
Es te´ una versio´ me´s general del lema de Krasner: si K e´s una extensio´ finita de Qp i
a, b ∈ Qp so´n tals que |b − a|p < |ai − a|p per a qualsevol ai conjugat de a sobre K ′, aleshores
K ′(a) ⊆ K ′(b). Per a demostrar-la, nome´s cal emprar la mateixa prova substituint K ′ per Qp.
Proposicio´ 4.1.18. Sigui K una extensio´ finita de Qp. Sigui f(X) =
∑n
i=0 aiX
i ∈ K[X] un
polinomi de grau n amb totes les arrels diferents. Per a cada ε > 0 existeix un δ > 0 tal que, si
g(X) =
∑n
i=0 biX
i ∈ K[X] de grau n satisfa` que maxi|ai − bi|p < δ, aleshores per a cada arrel
αi de f existeix exactament una arrel βi de g tal que |αi − βi|p < ε.
Demostracio´. Per a cada arrel β de g(X) tenim que
|f(β)|p = |f(β)− g(β)|p =
∣∣∣∣∣
n∑
i=0
(ai − bi)
∣∣∣∣∣
p
≤ maxi(|ai − bi|p|β|ip) ≤
maxi(|ai − bi|p) ·max(1, |β|np ) < δ ·max(1, |b0|p) = δC.
Fem δ me´s petit, si cal, per a assegurar-nos que C = max(1, |b0|p) no depengui de δ (ho
podem assegurar gra`cies a la propietat dels triangles iso`sceles i a que` |a0 − b0|p < δ). Sigui
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C ′ = min1≤i<j≤n|αi−αj |p; com que les arrels de f so´n diferents, tenim que C ′ 6= 0. Aleshores si
β e´s arrel de g, la relacio´ |β−αi|p < C ′ nome´s es pot tenir com a ma`xim per a un αi, ja que si la
tingue´ssim per a una altra arrel αj 6= αi, tindr´ıem que |αi−αj |p ≤ max(|αi−β|p, |β−αj |p) < C ′.
Tenim que
Cδ > |f(β)|p = |an
∏
i
(β − αi)|p = |an|p
∏
i
|β − αi|p;
per tant, podem fer δ prou petit per a trobar un i tal que l’arrel αi satisfaci |β−αi|p < C ′; aixo`
ja ens assegura la unicitat. A me´s,
|β − αi|p < Cδ|an|p
∏
i 6=j |β − αi|p
≤ Cδ|an|p · C ′n−1 ;
per tant, per a tot ε podem fer δ prou petit de manera que |β − αi|p < ε. 2
Corol·lari 4.1.19. Siugi α ∈ Qp i sigui f(X) =
∑n
i=0 aiX
i el seu polinomi irreductible sobre
Qp. Existeix un δ > 0 prou petit tal que si g(X) =
∑n
i=0 biX
i e´s un polinomi del mateix grau
que f i a me´s maxi|ai − bi|p < δ aleshores existeix una arrel β de g tal que Qp(α) = Qp(β).
Demostracio´. Siguin α = α1, α2 . . . , αn les (diverses) arrels de f . Prenem ε = mini 6=1|αi−α|p.
Existeix un δ, de manera que si maxi|ai− bi|p < δ, aleshores g te´ una arrel β amb |α− β|p < ε.
Pel lema de Krasner, aleshores Qp(α) ⊆ Qp(β). Com que [Qp(α) : Qp] = n = gr(f) = gr(g) ≥
[Qp(β) : Qp], obtenim la igualtat Qp(α) = Qp(β). 2
Corol·lari 4.1.20. Sigui α ∈ Qp. Existeix un β ∈ Qp algebraic sobre el cos dels nombres
racionals Q tal que Qp(α) = Qp(β).
Demostracio´. Com que Q e´s dens en Qp, per a tot δ > 0 podem trobar un polinomi g del
mateix grau que f = Irr(α,Qp), de coeficients a Q i tal que el coeficient de cada monomi de f
disti menys de δ del corresponent coeficient de g. Prenent el δ del corol·lari anterior, podem
afirmar que g te´ una arrel β amb Qp(α) = Qp(α). 2
4.1.4 El cos Cp
Lema 4.1.21. Per a cada ξ ∈ Qp de grau m sobre Qp i per a cada k < m existeix un nombre
natural N > 0 tal que ξ no satisfaci cap congrue`ncia del tipus
αkξ
k + αk−1ξk−1 + · · ·+ α1ξ + α0 ≡ 0 (mod pN ), (4.2)
on (α0 . . . , αk) e´s un element primitiu de (Zp)k+1 (e´s a dir, tal que per a algun 0 ≤ j ≤ k,
vp(αj) = 0)
Demostracio´. Suposem que existeix un k < m tal que per a cada N > 0 ξ se sastisfa` alguna
equacio´ del tipus (4.2). Trobar´ıem una successio´ d’elements primitius αi = (α
i
0 . . . , α
i
k) de
(Zp)k+1 tals que per a cada i, ξ satisfe`s la equacio´ mo`dul pi corresponent a αi. Aleshores
podr´ıem trobar una parcial convergent de (αi); el l´ımit d’aquesta parcial convergent e´s un
element primitiu α = (α0, . . . , αk) de (Zp)k+1 (primitiu, ja que si dos elements so´n prou pro`xims,
aleshores tenen la mateixa norma) i a me´s satisfara` la equacio´
αkξ
k + αk−1ξk−1 + · · ·+ α1ξ + α0 = 0
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en Qp, ja que s’anul·la en totes les congrue`ncies mo`dul pi. Aixo` e´s una contradiccio´, perque` ξ
e´s algebraic sobre Qp de grau m > k. 2
Teorema 4.1.22. Qp no e´s complet.
Demostracio´. Donarem un exemple d’una successio´ de Cauchy (ai) que no convergeix en Qp.
Sigui bi una arrel primitiva (p
2i − 1)-e`sima de la unitat en Qp; i.e, bp
2i−1
i = 1, pero` b
m 6= 1 si
m < p2
i − 1. Observem que bp2
i′−1
i = 1 si i
′ > i, ja que 2i|2i′ implica que p2i − 1|p2i′ − 1. (De
fet, enlloc de 2i podr´ıem posar com a exponent de p qualsevol successio´ creixent de nombres
naturals tals que el seu i-e`sim terme divid´ıs el seu (i+ 1)-e`sim element, per exemple 3i, i!, etc.)
D’aquesta manera, si i′ > i, com que p2i − 1|p2i′ − 1, tenim que bi|bi′ . Sigui
ai =
i∑
j=0
bjp
Nj ,
on 0 = N0 < N1 < N2 < . . . e´s una successio´ creixent, encara per a determinar. Clarament
(ai) e´s Cauchy ja que bjp
Nj → 0 quan j → ∞. Ara escollirem els Nj , j > 0 (N0 = 0) per
induccio´. Suposem que hem definit Nj per a j ≤ i, tal que tinguem el nostre ai =
∑i
j=0 bjp
Nj .
Sigui K = Qp(bi). Tenim que K e´s una extensio´ de Galois no ramificada de grau 2i. Primer
notem que Qp(ai) = K perque` sino`, (per la teoria de Galois) existiria un Qp-autormorfisme de
K σ 6= id que deixaria fix ai. Pero` σ(ai) te´ una expansio´
∑i
j=0 σ(bi)p
Nj sobre Qp i σ(bi) 6= bi,
de manera que σ(ai) 6= ai. Apliquem el lema anterior per a trobar un Nj+1 que, per a n < 2i
(acabem de provar que [Qp(ai) : Qp] = 2i), no se satisfa` cap congrue`ncia
αna
n
i + αn−1a
n−1
i + · · ·+ αia1 + a0 ≡ 0 (mod pNi+1)
amb αj ∈ Zp i no tots divisibles per p. Ara ja tenim la successio´ (ai); nome´s ens falta suposar
que te´ l´ımit en Qp i arribar a una contradiccio´. Suposem que a ∈ Qp e´s el l´ımit de la successio´
(ai). L’element a ∈ Qp satisfa` una equacio´
αna
n + αn−1an−1 + · · ·+ α1a+ α0 = 0,
on podem suposar que αi ∈ Zp i que n’hi ha algun de no divisible per p. Escollim i tal que
2i > n. Com que a ≡ ai (mod pNi+1), tenim que
αani + αn−1a
n−1
i + · · ·+ α1ai + α0 ≡ 0 (mod pNi+1),
de manera que ja hem arribat a la contradiccio´. 2
Ara fem el proce´s de tapar els forats de l’espai me`tric Qp, completant-lo amb els l´ımits de
les successions de Cauchy; e´s a dir, afegint-li a Qp l´ımits de successions com la successio´ no
convergent a Qp que hem donat en la demostracio´ del teorema anterior. A me´s, es pot veure
que aquesta complecio´ de Qp segueix sent un cos i que a me´s e´s complet. Aleshores, si (xi) ⊆ Qp
i x = limi xi, definim
|x|p = lim
i
|xi|p i vp(x) = − logp|x|p.
Per la propietat ultrame`trica (ana`logament a quan vam veure-ho quan constru¨ıem Qp a partir
de Q), e´s fa`cil veure que si x 6= 0, aleshores |xi|p = |x|p per a i me´s gran que un cert N > 0.
Aixo` implica que vp(Cp) = Q i que |Cp|p = p−Q.
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Sigui A = {x ∈ Cp | |x|p ≤ 1}, l’anell de valoracio´ de Cp, sigui {x ∈ Cp | |x|p < 1} el seu
ideal maximal i sigui A∗ = A−M = {x ∈ Cp | |x|p = 1} el conjunt d’elements invertibles de A.
Suposem que x ∈ A∗. Com que Qp e´s dens en Cp, podem trobar un algebraic x′ ∈ Qp tal
que x − x′ ∈ M ; e´s a dir, |x − x′|p = 1. Tindrem que |x′|p = 1 i, per tant, x′ e´s enter sobre
Zp i satisfa` una equacio´ polino`mica mo`nica irreductible amb coeficients a Zp. Reduint aquesta
equacio´ mo`dul M , obtenim que l’element x+M = x′+M e´s algebraic sobre Fp i, per tant, esta`
en Fpf per a algun f ; prenem aquest f de manera que x+M sigui primitiu en Fpf . Ara, sigui
ω(x) una arrel primitiva (pf − 1)-e`sima de la unitat tal que ω(x) +M = x+M . Definim
< x >:=
x
ω(x)
∈ A∗.
Aleshores < x > +M = 1 + M , de manera que < x > esta` en la bola unitat centrada en 1.
En altres paraules, x ∈ A∗ e´s el producte d’una arrel de la unitat per un element de B1(1).
Finalment, del fet que |Cp|p = p−Q, tot element x1 ∈ Cp es pot escriure com pa/bx amb a, b ∈ Z
i x ∈ A∗. Per tant, hem demostrat que tot element de Cp es pot escriure com un producte
d’una pote`ncia racional de p per una arrel de la unitat i un element de B1(1).
Teorema 4.1.23. Cp e´s algebraicament tancat.
Demostracio´. Sigui P (X) =
∑n
i aiX
i un polinomi mo`nic no constant amb coeficients a Cp.
Hem de provar que les arrels de f(X) so´n de Cp. Per a cada i = 0, . . . , n− 1, sigui (ai,j)j una
successio´ d’elements de Qp convergent a ai. Sigui gj(X) = Xn+an−1,jXn−1 + · · ·+a1,jX+a0,j
i denotem ri,j (i = 1, . . . , n) les arrels de gj(X). Fixem un 1 ≤ i ≤ n. Afirmem que per a cada
j podem trobar un 1 ≤ ij ≤ n tal que la successio´ rij ,j sigui de Cauchy. Suposem que tenim
ri,j i volem trobar rij+1,j+1. Aleshores∏
k
|rij ,j − rk,j+1|p = |gj+1(rij ,j)|p =
|gj+1(rij ,j)− gj(rij ,j)|p ≤ maxi(|ai,j − ai,j+1|p) ·max(1, |a0,j |) = δj ·Aj ,
de manera que hi ha com a mı´nim una arrel rij+1,j+1 tal que
|rij ,j−rij+1,j+1 |p ≤ n
√
δj
n
√
Aj .
Com que a0,j , e´s de Cauchy, la norma |a0,j |p estabilitza per a j prou gran, de manera que Aj
e´s constant per a j prou gran; a me´s, per hipo`tesi sabem que δj → 0 quan j → ∞. Amb aixo`
ja hem demostrat que la successio´ (rij ,j) e´s de Cauchy. El seu l´ımit ri existeix perque` Cp e´s
complet. A me´s, ri e´s arrel de f :
f(ri) = lim
j
f(rij ,j) = lim
j
gj(rij ,j) = 0. 2
4.2 Ana`lisi p-a`dica
Comencem la seccio´ amb un ana`leg p-a`dic per a polinomis del teorema de Rouche´.
Teorema 4.2.1. Sigui K una extensio´ fintia de Qp i siguin f, g ∈ K[X] polinomis amb f(0) =
g(0) = 1. Suposem que f te´ n ≥ 1 arrels a l’esfera unitat S = S1(0) de Qp (o de Cp). A me´s,
suposem que |f(x)− g(x)|p < εn per a tot x ∈ B′1(0) (la bola unitat), on 0 < ε < 1. Aleshores
g te´ el mateix nombre d’arrels que f en S i el mateix passa en tota bola Bε(a) continguda en
S; e´s a dir, amb a ∈ S.
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Demostracio´. Enumerem ai, i = 1, . . . , n, les arrels de f en S i ai, i = n+ 1, . . . , n
′, les arrels
de f fora de S i, com que, a me´s, f(0) = 1, descomponem f en un producte de dos polinomis
f(X) =
n∏
i=1
(1−X/ai)
n′∏
i=n+1
(1−X/ai).
Fem el mateix amb el polinomi g
g(X) =
m∏
j=1
(1−X/bj)
m′∏
j=m+1
(1−X/bj).
Observem que per a x ∈ S, i.e. |x|p = 1, tenim, per la propietat dels triangles iso`sceles,
|1− x/ai|p =
{
1 si |ai|p > 1
|x/ai|p = |ai|−1p si |ai|p < 1.
D’aquesta manera, existeixen dues constants A,B ≥ 1 tals que, per a x ∈ S,
|f(x)|p = A
n∏
i=1
|1− x/ai|p i |g(x)|p = B
m∏
i=1
|1− x/bi|p.
Ara mirem les boles Bε(ai) (que so´n disjuntes si so´n diferents), centrades en les arrels de f en
S (i = 1, . . . , n). Sigui
ε < δ < min
d(ai, aj) > ε
i, j ≤ n
(d(ai, aj), 1).
Tenim que dues boles Bδ(ai) i Bδ(aj) (i, j ≤ n) so´n diferents (i, per tant, disjuntes) justament
quan les dues boles B′ε(ai) i B′ε(aj) so´n diferents. Sigui x dins de la regio´ anular D1 = Bδ(a1)−
B′ε(a1) ⊆ S (⊆ Qp o Cp), definida, tambe´, per ε < |x− a1|p < δ. Per tant, si i = 1, . . . , n e´s tal
que B′ε(a1) ∩B′ε(ai) = ∅, aleshores Bδ(a1) ∩Bδ(ai) = ∅ i |x− ai|p ≥ δ > ε. Per tant, en D1
|f(x)|p = A
n∏
i=1
|x− ai|p > Aεn ≥ εn.
Pero`, |f(x) − g(x)|p < εn en el mateix conjunt D1 i, en consequ¨e`ncia, per la propietat ul-
trame`trica, |f(x)|p = |g(x)|p en D1. Me´s concretament, encara en x ∈ D1, si denotem per n1 el
nombre d’arrels de f en B′ε(a1) tenim, aplicant la desigualtat ultrame`trica,
n∏
i=1
|x− ai|p =
∏
ai∈B′ε(a1)
|x− ai|p
∏
ai /∈B′ε(a1)
|x− ai|p = |x− a1|n1p |ai − a1|n−n1p = A′1|x− a1|n1p .
Per tant, existeix una constant A1 tal que |f(x)|p = A1|x − ai|n1p per a x ∈ D1. Prenem
una arrel bj de g en B
′
ε(a1) (podem afirmar-ne l’existe`ncia usant un argument ide`ntic al de
la demostracio´ de (4.1.18)). Observem que aleshores |x − a1|p = |x − bj |p, ja que tot punt
d’una bola e´s centre; raonant de forma similar a abans, dedu¨ım que, per a x ∈ D1, |g(x)|p =
B1|x − bj |m1p = B1|x − a1|m1p , on m1 e´s el nombre d’arrels de g en B′ε(a1) = B′ε(bj). Com que
|f(x)|p = |g(x)|p en D1, tenim que |x− a1|n1−m1 e´s independent de x en D1.
Ara prenem x, x′ ∈ D1 amb dista`ncies a a1, dins de (ε, δ) i diferents (aixo` e´s possible ja que
el conjunt de valors absoluts p-a`dics e´s dens dins de R); aixo` prova que n1 = m1.
De forma me´s general, tambe´ podem deduir que f i g tenen el mateix nombre d’arrels en
totes les boles tancades B′ε(ai) (i = 1, . . . , n). Per a qualsevol altra bola tancada B′ε ⊆ S diferent
d’aquestes boles esmentades, seguirem tenint que |f(x)|p > εn, de manera que tambe´ dedu¨ım
que |f(x)|p = |g(x)|p per a tot x ∈ B′ε. Per tant, ni f ni g tindran arrels en B′ε, cosa que
completa la prova del teorema. 2
4. Ana`lisi p-a`dica 67
4.2.1 Se`ries de pote`ncies p-a`diques
Tot seguit, estudiarem les se`ries de pote`ncies de coeficients en Cp. La propietat ultrame`trica
de la norma p-a`dica ens simplificara` moltes coses; aixo` compensara` dificultat que proporciona
la manca d’intuicio´ que tenim sobre aquest cos. Sigui f ∈ Cp[[X]] una se`rie formal de pote`ncies
f(X) =
∑
n≥
anX
n (an ∈ Cp).
Si
∑
n≥0 anx
n convergeix per a un cert x ∈ C∗p, aixo` vol dir que anxn → 0; e´s a dir, |an|p|x|np → 0
i, consequ¨entment, |an|p|y|np → 0 per a tot y dins de la bola tancada B′|x|p(0) i la se`rie convergira`
en la bola tancada (converge`ncia absoluta en cada punt i uniformement en la bola). Aleshores
f defineix una aplicacio´
f : B′|x|p(0)→ Cp.
Si agafem tots els ai-s i y en una extensio´ finita K de Qp, tenim que f(y) e´s tambe´ de K, ja
que el cos K e´s complet. El punt clau de la teoria e´s que podem determinar el valor |f(x)|p
me´s o menys expl´ıcitament en tot el seu domini de definicio´ excepte quan x e´s en unes esferes
excepcionals que determinarem.
Hem de prestar una atencio´ especial al fet que (per la propietat ultrame`trica), el que de-
termina el mo`dul d’una suma (finita o infinita) e´s el sumand amb norma me´s gran, si s’escau.
Si, a0 6= 0, necessa`riament, |f(x)|p = |a0|p en un entorn prou petit del punt x = 0. Si an e´s
el primer terme de la se`rie diferent de 0, aleshores tindrem que |f(x)| = |an|p|x|np en un entorn
adequat de 0.
Si f(X) 6= anXn (e´s a dir, si hi ha me´s termes diferents de 0), aleshores la mida del terme
amx
m (amb am 6= 0 i m > n) sera` necessa`riament superior a la mida de anxn per a |x|p prou
gran. Aquestes consideracions ens porten a la nocio´ de radi cr´ıtic.
Definicio´ 4.2.2. Suposem que la se`rie de pote`ncies f(X) =
∑
n≥0 anX
n convergeix en la bola
oberta BR = BR(0) (R > 0). Aleshores un radi 0 < r < R s’anomena radi cr´ıtic de f si (com a
mı´nim) hi ha dos ı´ndexs diferents 0 ≤ m < n que satisfan que
|am|prm = |an|prn = max
i
(|ai|pri).
O`bviament, un radi cr´ıtic e´s del conjunt |C∗p|p, ja que
r =
∣∣∣∣aman
∣∣∣∣1/(n−m)
p
i que Cp e´s algebraicament tancat. Ordenem els radis cr´ıtics en una successio´ creixenft 0 < r1 <
r2 < . . . . Si f e´s un monomi, aleshores aquesta successio´ e´s buida; si e´s un polinomi amb me´s
d’un sumand, aleshores la successio´ e´s finita i no buida; i si no e´s un polinomi aleshores tenim
una successio´ infinita. Hi ha una nocio´ forc¸a u´til relacionada amb el radi cr´ıtic.
Definicio´ 4.2.3. Sigui r un radi cr´ıtic de la se`rie de pote`ncies f . Aleshores el corresponent
ı´ndex cr´ıtic nr es defineix com l’´ındex i me´s gran amb |ai|pri = maxj |aj |prj .
Observem que aquest ı´ndex ma`xim existeix, ja que sino´ tindr´ıem una nombre infinit de
sumands amb norma igual a |anr |prnr i, per a |x|p = r, |ai|p|x|ip 6→ 0. Sigui r1, r2, . . . la
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successio´ creixent de radis cr´ıtics, denotem per n1, n2, . . . la corresponent successio´, tambe´
creixent, d’´ındexs cr´ıtics, amb ni = nri . Si tenim que ri < |x|p < ri+1, aleshores el sumand de
la se`rie f(x) =
∑
n≥ anx
n amb norma me´s gran e´s anix
ni , de manera que
|f(x)|p = |ani |p|x|nip per a ri < |x|p < ri+1 (4.3)
i, per tant, la norma de f(x) nome´s depe`n del fet que el mo`dul de x estigui en la regio´ anular
definida entre dos radis cr´ıtics adjacents. Observem que la successio´ |an1 |prn1 , |an2 |prn2 , . . .
tambe´ e´s estrictament creixent. En les esferes de radi cr´ıtic, nome´s podem assegurar una
desigualtat
|f(x)|p ≤ |ani |prni per a |x|p = ri. (4.4)
Aix´ı doncs, hem demostrat la proposicio´ segu¨ent:
Proposicio´ 4.2.4. Sigui f(X) ∈ Cp[[X]] una se`rie de pote`ncies convergent en un disc obert
(centrat en 0) tal que f(0) 6= 0. Aleshores f nome´s te´ zeros en les esferes cr´ıtiques (e´s a dir,
de radi cr´ıtic). 2
A me´s, veurem que f te´ zeros en totes les esferes cr´ıtiques i que en cada esfera cr´ıtica nome´s
en te´ un nombre finit. Una funcio´ entera e´s una funcio´ Cp → Cp donada per una se`rie de
pote`ncies convergent per a tot x ∈ Cp; e´s a dir, so´n les se`ries de pote`ncies tals que per a tot
nombre real r > 0 tenim que |an|p = o(r−n) (o sigui, limn|an|prn ∈ R). Tenim una versio´
p-a`dica del teorema de Liouville.
Proposicio´ 4.2.5. Si f : Cp → Cp una funcio´ entera i acotada aleshores e´s constant.
Demostracio´. Raonem per reduccio´ a l’absurd. Suposem que f no e´s constant. Separem dos
casos:
1. Si f e´s un polinomi amb terme de grau ma`xim an, aleshores per a |x|p prou gran, |f(x)|p =
|x|np |an|p, de manera que f no esta` acotada, ate`s que n > 0.
2. Si f no e´s un polinomi, tenim una successio´ infinita de radis cr´ıtics (ri) que e´s estrictament
creixent i porta associada una successio´ infinita de mo`duls (|ani |prni) estrictament creixent
tal que per a cada i existeix x ∈ Cp amb |f(x)|p = |ani |prni . Amb aixo` concloem que f
no esta` acotada. 2
Proposicio´ 4.2.6. Siguin f una funcio´ entera, N > 0 una constant entera i M > 0 una
constant real. Si tenim la acotacio´ |f(x)|p ≤ M |x|Np per a tot x ∈ Cp, aleshores f e´s un
polinomi de grau ≤ N .
Demostracio´. L’acotacio´ |f(x)|p ≤ M |x|Np en Cp juntament amb la equacio´ (4.3) ens afirma
que f no te´ cap ı´ndex cr´ıtic superior a N . Aixo` implica que ak = 0 per a k > N i, per tant,
l’enunciat. 2
4.2.2 Se`ries de Laurent p-a`diques
Necessitem considerar una situacio´ lleugerament me´s general: les se`ries de Laurent. Sigui
doncs f(X) =
∑∞
−∞ ciX
i una se`rie formal amb coeficients ci = ci(f) i suposem que aquests
4. Ana`lisi p-a`dica 69
so´n d’una extensio´ finita K de Qp (es pot observar que el cos K podria ser reemplac¸at pel cos
Cp si no volgue´ssim provar condicions de racionalitat). Suposem que f convergeix en una regio´
anular no buida i oberta. En aquest cas, el de les se`ries de Laurent, la successio´ de radis cr´ıtics
sera`
· · · < r−1 < r0 < r1 < . . . ;
aquesta successio´ podria ser buida si f fos un monomi. Si hi ha un nombre infinit de coeficients
ci amb i positiu, aleshores la successio´ de radis cr´ıtics no s’acabara` per la dreta i si el el nombre
de coeficients ci amb i negatiu e´s infinit, aleshores la successio´ de radis cr´ıtics sera` infinita per
l’esquerra. Tambe´ tenim la corresponent successio´ d’´ındexs cr´ıtics
· · · < n−1 < n0 < n1 < . . .
que, on, recordem que ni := nri e´s l’´ındex me´s gran amb |ak|prki maximal. Si definim mi com
l’´ındex k me´s petit amb |ak|prki maximal, tenim clarament que mi = ni−1.
4.2.3 El teorema de Schnirelmann
El gruix principal de la demostracio´ del teorema de Schnirelmann recaura` en la proposicio´
segu¨ent.
Proposicio´ 4.2.7. Sigui f =
∑∞
i=−∞ ciX
i una se`rie de Laurent de coeficients en una extensio´
finita K de Qp convergent en una regio´ anular oberta i no buida de Cp. Aleshores:
1. Per a cada radi cr´ıtic r (que podem suposar r = r0, d’acord amb la notacio´ de la subseccio´
anterior) de f amb ı´ndex cr´ıtic nr, f te´ exactament nr zeros (comptant multiplicitats) en
l’esfera cr´ıtica de radi r.
2. Si a∞1 , . . . , a∞nr so´n els zeros de f en l’esfera cr´ıtica de radi r i g(X) =
∏nr
i=1(X − a∞i ),
aleshores g(X) ∈ K[X]; en particular, a∞i ∈ Qp.
3. (Versio´ p-a`dica del teorema de preparacio´ de Weierstrass.) Podem factoritzar f = g · h,
on h =
∑∞
i=−∞ ci(h)X
i e´s una se`rie de Laurent de coeficients a K i sense zeros en l’esfera
de radi cr´ıtic Sr(0) que convergeix en el domini de definicio´ de f i g e´s el polinomi de
l’apartat 2).
Demostracio´. Despre´s d’aplicar el canvi de variableX 7→ r0X, podem suposar que r = r0 = 1.
Multipliquem f per un monomi adient per a poder assumir que
m0 = nn−1 = 0,
de manera que, si denotem n = n0 (on n0 = nr),
c0 = 1, |cn|p = 1, |ci|p ≤ 1,
i la desigualtat e´s estricta si i < 0 o be´ si i > n. Com que n−1 = 0, apliquem (4.3) per a
concloure que
|f(x)| =
{
1 si r−1 < |x|p < 1,
|x|n si 1 < |x|p < r1.
(4.5)
Suposem que f no e´s un polinomi en X i en X−1 i que hi ha algun ck 6= 0 amb k > n, ja que
en cas contrari tindr´ıem casos simplificats de les consideracions que ben aviat farem. Suposem
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que tenim un nombre infinit de digits ci 6= 0 amb i negatiu (en cas contrari, far´ıem el canvi
X 7→ X−1). Prenem les se`ries truncades
fNM (X) =
∑
M≤i≤N
ciX
i, amb M ≤ 0 < n1 ≤ N i cM 6= 0.
Introdu¨ım les arrels ai = ai(M,N) del polinomi f
N
M/cMX
M ,
fNM (X) = cMX
M
∏
(1−X/ai). (4.6)
Com que f i fNM tenen els mateixos coeficients per a 0 ≤ i ≤ n1, els radis cr´ıtics r′i de fNM
satisfan r′−1 = r−1, r′0 = r0 i r′1 = r1; en particular, com que les arrels de f estan en les esferes
cr´ıtiques, les arrels ai que no estan en la esfera unitat satisfan que
|ai|p ≤ r−1 o be´ |ai|p ≥ r1.
Apliquem la desigualtat ultrame`trica i les consideracions que acabem de fer, a la expressio´ (4.6)
i obtenim
|fNM (x)|p =
{
|cM |p|x|Mp
∏
|ai|p<1|x/ai|p si r−1 < |x|p < 1,
|cM |p|x|Mp
∏
|ai|p≤1|x/ai|p si 1 < |x|p < r1.
Podem aplicar (4.3) de la mateixa manera que ho hem fet en (4.5) per a trobar una altra
expressio´ del mo`dul en aquestes dues regions anulars
|fNM (x)|p =
{
1 si r−1 < |x|p < 1
|x|np si 1 < |x|p < r1.
Comparem aquestes dues igualtats:
1. Si r−1 < |x|p < 1, tenim que
|x|Mp
∏
|ai|p<1
|x|p = 1|cM |p
∏
|ai|p<1
|ai|p
i |x|Mp
∏
|ai|p<1|x|p no depe`n de x, de manera que −M = |M | e´s el nombre d’arrels de fNM
amb |ai|p < 1 (recordem que M ≤ 0). A me´s, |cM |p =
∏
|ai|p<1|ai|p.
2. Si 1 < |x|p < r1, tenim que
cMp|x|Mp
∏
|ai|p≤1
|x/ai|p =
∏
|ai|p=1
|x|p = |x|np ,
de manera que n e´s el nombre d’arrels de fNM en l’esfera unitat.
Ara fem tendir −M = |M | i N cap a l’infinit i considerem les variacions de les arrels
ai(N,M). Afirmem que per a cada N i M podem ordenar les arrels ai(N,M), i = 1, . . . , n, de
manera que deixant la i fixada, i incrementant la N i −M es formin successions de Cauchy.
En efecte, sigui ε > 0. Siguin N ′, N ≥ n1 i M ′,M ≤ 0 tals que N ′ > N i M ′ < M i que
a me´s siguin prou grans per a que` |fNM (x) − fN
′
M ′(x)|p < εn per a tot |x|p = 1 (ho podem fer
degut a que limi→∞ ci = limi→−∞ ci = 0). Anomenem simplement a′i les arrels del polinomi
fN
′
M ′ . Fent servir que |cM |p =
∏
|ai|p<1|ai|p, que −M ′ e´s el nombre d’arrels amb |a′i|p < 1 i que
n e´s el nombre d’arrels amb |ai|p = 1, juntament amb (4.6), obtenim
|fN ′M ′(x)|p =
∏
1≤j≤n
|1− x/a′j |p =
∏
j
|x− a′j | per a |x|p = 1.
4. Ana`lisi p-a`dica 71
Podem substituir una arrel ai de f
N
M en l’expressio´ anterior i obtenir
εn > |fN ′M ′(ai)− fNM (ai)| = |fN
′
M ′(ai)| =
∏
1≤j≤n
|1− ai/a′j |p =
∏
1≤j≤n
|ai − a′j |p;
d’aqu´ı dedu¨ım que existeix com a mı´nim un j tal que |ai − a′j | < ε. Per tant, les successions
ai(N,M) (amb i fixat) so´n de Cauchy. Sigui a
∞
i = limN,M→∞ ai(N,M) el l´ımit de totes les
successions. Introdu¨ım els polinomis amb aquestes arrels:
gNM (X) =
∏
0≤i≤n
(1−X/ai(N,M)), g(X) =
∏
0≤i≤n
(1−X/a∞i ).
Ara tenim que
|f(ai(M,N))|p = |(f − fNM )(ai(N,M))|p ≤ max
j ≤M
j ≥ N
|ci(f)|p,
de manera que fent M → −∞ i N →∞ tenim que |ci|p → 0 i, per tant, dedu¨ım que f(a∞i ) = 0.
Amb aixo` l’apartat 1) de la proposicio´ queda demostrat.
Per a cada automorfisme σ ∈ Gal(Qp|K) i per a cada arrel ai de fNM , σ(ai) tambe´ e´s una arrel
del polinomi fNM ∈ K[X]; a me´s, |ai|p = |σ(ai)|p. Aixo` prova que el conjunt d’arrels de l’esfera
unitat e´s invariant sota σ. Com que els coeficients de gNM so´n polinomis sime`trics elementals
en les arrels de gNM , i aquest conjunt d’arrels e´s invariant sota tots els K-automorfismes de Qp,
tenim que els coeficients de gNM so´n fixos per a tot σ ∈ Gal(Qp|K) i, per tant, pel teorema
fonamental del teoria de Galois, so´n de K.
Com que les arrels ai(M,N) de l’esfera unitat formen successions de Cauchy, si tornem a
aplicar les fo´rmules de Vie`te i apliquem que K e´s complet, obtenim que els coeficients de g so´n
tambe´ de K, i l’apartat 2) queda provat.
Ens disposem a demostrar la part 3) i a completar la prova. Escrivim fNM = g
N
M · hNM . Altre
cop per les fo´rmules de Vie`te, dedu¨ım que gNM i g tenen tots els coeficients en l’anell d’enters A
sobre Zp de K (definit per |x|p ≤ 1); a me´s, com que els coeficients de norma ma`xima de fNM so´n
c0(f) i cn(f), de norma igual a 1, els coeficients de f
N
M so´n de A i, en consequ¨e`ncia, els coeficients
de hMN tambe´ (pel lema de Gauss). Per a cada i, els coeficients ci(f
N
M ) i ci(g
N
M ) convergeixen en
A; de manera que els coeficients ci(h
N
M ) tambe´ convergeixen en A. Aixo` demostra que h te´ un
desenvolupament en se`rie de pote`ncies amb coeficients en A.
Reduint els polinomis al quocient A/M (on M esta` definit per |x|p < 1), obtenim la igualtat
f = g · h; pero` f i g so´n dos polinomis de grau n i terme independent igual a 1; aixo` prova que
h = 1 i, per tant, que te´ un u´nic coeficient amb norma igual a 1. Aix´ı doncs, r = r0 = 1 no e´s
un radi cr´ıtic de h i aixo` implica que h no te´ zeros en l’esfera de radi cr´ıtic r.
Podem aplicar el mateix raonament que acabem de fer sobre f
N
M , g
N
M i g
N
M , de manera que
dedu¨ım que gNM te´ dos coeficients de norma ma`xima igual a 1 (ja que aixo` succeeix amb f
N
M ).
D’aqu´ı dedu¨ım que |ci(hNM )|p ≤ |ci+n(fNM )|p si i ≥ 0 i que |ci(hNM )|p ≤ |ci(fNM )|p si i ≤ 0; fent el
l´ımit N →∞ i M → −∞, dedu¨ım la desigualtat
|ci(h)|p ≤ |ci+n(f)|p si i ≥ 0,
|ci(h)|p ≤ |ci(f)|p si i ≤ 0.
Aixo` u´ltim ens prova que la se`rie h convergeix en el domini de definicio´ de f . 2
Ara ja podem provar el teorema de Schnirelmann, un ana`leg p-a`dic del teorema dels zeros
de Hadamard.
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Teorema 4.2.8 (L. Schnirelmann). Sigui f(X) =
∑∞
−∞ ciX
i una se`rie de Laurent de coefi-
cients en una extensio´ finita K de Qp, convergent per a tot x ∈ C∗p. Aleshores, f(X) es pot
escriure com un producte infinit
f(X) = cXk
∏
|α|p<1
(1− α/X)
∏
|α|p≥1
(1−X/α),
on les arrels α ∈ Qp estan en les esferes cr´ıtiques i aquestes esferes contenen un nombre finit i
diferent de zero d’arrels α, c ∈ K i k ∈ Z. La se`rie f tambe´ es pot escriure com un producte
infinit de polinomis
f(X) = cXk
∏
i<0
gˆi(X)
∏
i≥0
gi(X),
on gi(X) ∈ K[X] i gˆi(X) ∈ K[X−1] so´n els polinomis formats per les arrels de f en les esferes
cr´ıtiques de radi ri.
Demostracio´. Podem aplicar la proposicio´ anterior successivament a fi d’anar traien els radis
cr´ıtics de f un a un, a trave´s de dividir f per polinomis en les X o en les X−1 (que so´n els
polinomis amb les arrels en els radis cr´ıtics).
Ara, del fet que per a tot x ∈ Cp, lim|α|p→0(1−x/α) = lim|α|p→∞(1−α/x) = 1, dedu¨ım que
els productes infinits∏
|α|p<1
(1− α/X) =
∏
i<0
gˆi(X),
∏
|α|p≥1
(1−X/α) =
∏
i≥0
gi(X)
convergeixen per a tot x ∈ Cp. Per tant, fent el l´ımit cap a l’infinit, podem escriure f(X) =
h(X)
∏
i<0 gˆi(X)
∏
i≥0 gi(X), on h e´s una se`rie convergent sense radis cr´ıtics; aixo` implica que
h e´s un monomi de la forma cXk amb un cert enter k ∈ Z i una constrant c ∈ K. 2
4.2.4 Consequ¨e`ncies del teorema de Schnirelmann: condicions de racionali-
tat
Siguin f com en el teorema i L una extensio´ finita de K. Per a cada x ∈ L∗, f(x) pertanyera`
al cos complet L. Com que Qp e´s la unio´ de totes aquestes extensions, dedu¨ım que
f(Q∗p) ⊆ Qp.
El teorema prova el rec´ıproc, si a ∈ Qp, les solucions de f(x) = a tambe´ estan dins de Qp, ja que
podem aplicar el teorema sobre K(a) i f − a, que te´ tots els seus coeficients en K(a). Acabem
de provar el corol·lari segu¨ent.
Corol·lari 4.2.9. Sigui f(X) = ∑∞−∞ ciXi igual que abans. Aleshores f deteremina aplicacions
K∗ → K, Q∗p → Qp, C∗p → Cp.
A me´s, f nome´s pot prendre valors algebraics sobre Qp en punts algebraics sobre Qp; e´s a dir,
l’antiimatge f−1(Qp) esta` continguda en Qp. 2
Observacio´ 4.2.10. El corol·lari anterior ens il·lustra una difere`ncia important entre el cos Cp
i el cos dels complexos C ja que, en general, en els complexos moltes funcions transcendents
prenen valors algebraics en arguments transcendents. Per exemple, si prenem la funcio´ f(X) =
eX ∈ C[[X]] (que´ te´ un desenvolupament en se`rie amb tots els coeficients de Q i per tant,
algebraics sobre Q), tenim que 2pii/n e´s transcendent sobre Q, pero` que f(2pii/n) ∈ Q.
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Corol·lari 4.2.11 (Versio´ p-a`dica del gran teorema de Picard). Si f te´ una singularitat es-
sencial a l’origen (e´s a dir, f te´ un nombre infinit de coeficients ci amb i < 0), aleshores f
pren tots els valors a ∈ Qp (un nombre infinit de vegades cadascun d’ells) en totes les boles
Bε(0)− {0} (preses en Qp).
Demostracio´. Amb les hipo`tesis del corol·lari, f te´ un nombre infinit de radis cr´ıtics (ri)i<0
amb ri → 0 quan i → −∞; a me´s, f te´ com a mı´nim un zero de Qp en cada esfera cr´ıtica.
Aleshores el valor 0 es pren infinites vegades. Podem aplicar el mateix argument a f − a per a
cada a ∈ Qp i acabar concloent l’enunciat. 2
Corol·lari 4.2.12. Sigui f una se`rie de Taylor f(X) = ∑i≥0 ciXi amb coeficients ci, conver-
gent en una bola oberta Br(0) ⊆ Cp i amb f(0) = c0 6= 0. Si f no s’anul·la en aquesta bola,
aleshores la se`rie de pote`ncies 1/f tambe´ convergira` en Br(0).
Demostracio´. Pel teorema de Schnirelmann, f no te´ cap radi cr´ıtic en |x|p < r. Per tant, si
assumim que c0 = 1, tenim que |f(x)|p = 1 per a |x|p < r i, per tant,
|ci|pti < 1 per a t < r
Pero` les desigualtats |ci|p ≤ r−i determinen un subgrup de 1+X ·K[[X]]; aixo` es pot comprovar
de forma immediata, usant la propietat ultrame`trica de la norma. 2
Formulem el resultat segu¨ent expl´ıcitament, usat en el decurs de la prova del teorema de
Schnirelman i demostrat en el principi de la seccio´ anterior.
Corol·lari 4.2.13. Si f(X) e´s una se`rie de Laurent convergent en tot C∗p i no te´ cap zero,
aleshores f(X) = cXk e´s un monomi en X. 2
En particular, no hi ha cap funcio´ holomorfa a tot Cp que jugui el paper de l’exponencial
de la teoria de funcions de variable complexa. Malgrat aixo`, e´s possible definir una exponencial
p-a`dica
eX =
∑
i≥0
Xi
i!
amb la propietat formal de eX+Y = eX · eY . Com a consequ¨e`ncia d’aixo`, eX e´s invertible (amb
inversa e−X) per a cada x ∈ Cp en el domini de converge`ncia de la se`rie. Aixo` prova que la se`rie
exponencial no te´ cap zero i, per tant, cap radi cr´ıtic (en particular, no pot convergir en tot Cp).
Es pot demostrar que aquesta funcio´ nome´s convergeix en la bola Brp(0), on rp = p
−1/(p−1).
Definicio´ 4.2.14. Donat un cos K, extensio´ finita de Qp, l’anell HK , de les funcions p-a`diques
holomorfes en C∗p es defineix com el conjunt de se`ries de Laurent convergents de coeficients a
K. Tambe´ es defineix MK , el cos de funcions meromorfes com el cos de fraccions de HK .
Pel teorema de Schnirelmann, una funcio´ meromorfa f ∈ MK nome´s te´ un nombre finit de
zeros i pols en les regions anulars tancades
0 < r ≤ |x|p ≤ r′ <∞,
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contingudes en l’adhere`ncia del domini de definicio´ de f , i les seves multiplicitats estan ben
definides.
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