Discharges and water levels are essential components of river hydrodynamics. In unreachable terrains and ungauged locations, it is quite difficult to measure these parameters due to rugged topography. In the present study an artificial neural network model has been developed for the Ramganga River catchment of the Ganga Basin. The modelled network is trained, validated and tested using daily water flow and level data pertaining to 4 years (2010)(2011)(2012)(2013). The network has been optimized using an enumeration technique and a network topology of 4-10-2 with a learning rate set at 0.06, which was found optimum for predicting discharge and water-level values for the considered river. The mean square error values obtained for discharge and water level for the tested data were found to be 0.046 and 0.012, respectively. Thus, monsoon flow patterns can be estimated with an accuracy of about 93.42%.
Introduction
River transport of materials is an important aspect of continental surface processes involving natural and manmade factors. Rivers support land and aquatic life and variations in river flows have wide implications for the water cycle, climate, crops and the environment. In the evolution of river science, a substantial amount of work has been done on predicting future discharges and water levels. This study is important because river engineering practices, river training, river management, and the design of water constructions as well as power plant intakes are greatly dependent on river flow variations due to many factors, including: climate change (Bronstert 1995) ; land-use and land-cover changes (Kundzewicz 2004, Mazvimavi and Wolski 2006) ; and a range of human activities including construction of dams, manmade reservoirs, deforestation and urbanization (Kundzewicz 2004) .
A number of models have been proposed to predict water discharges and water levels in a river, e.g. River Nile in Egypt, River Wye and River Ouse in the UK, and River Tagliamento in Italy (Atiya et al. 1999 , Campolo et al. 1999 , Abrahart and See 2000 , which show water flow characteristics influenced by climatic factors. Rivers and compound channels have a marked influence on flood studies and in understanding river morphology and therefore have received a substantial amount of attention over the past three decades (Knight and Demetriou 1983 , Knight and Hamed 1984 , Anderson et al. 1996 , Ervine et al. 2000 , Knight and Brown 2001 , BabaeyanKoopai et al. 2002 , Carollo et al. 2002 . The prediction of discharge corresponding to a certain depth is a well-known task for hydraulic scientists, and the accurate estimation of discharge for the overbank stage is very important because of its direct influence on flood-risk mitigation. The estimation, originating for the determination of stage-discharge relationships for in-bank flows, becomes more difficult when the flow goes overbank. The accuracy of the estimations of overbank stage-discharge curves and the subsequent assessments of low, moderate and significant floodplain flood risk affect the drawing up of property insurance premiums, floodplain property values, planning requirements, flood risk maps, infrastructure location and floodplain land use (Wormleaton et al. 1982 , Ackers 1992 , 1993 , Lambert and Myers 1998 , Shiono et al. 1999 , Myers et al. 1999 , Karamisheva et al. 2005 , 2006 .
In this study, artificial neural network (ANN) modelling is carried out for predicting future discharges and water levels at three gauging sites located at Moradabad, Bareilly and Dabri on the Ramganga River, a first major tributary of the Ganga River, India. A map of the Ramganga River is shown in Figure 1 . An ANN model is developed for discharge and water-level prediction based on time series and location analysis of the study area. Finally, a trained neural network is employed for predicting the desired values of the parameters considered at the gauging sites. The ANN model has been optimized for hidden-layer neurons along with training parameters. This optimization is based on a simple enumeration technique with the objective of minimizing the error for both the training and the validation datasets.
Artificial neural network models
An ANN is a type of empirical model that is a computational tool used for data mining and feature recognition for predicting, classifying and reorganizing the data into meaningful information. It is derived from research on the nature of the human brain (Müller et al. 1995) . The ANN tool may prove to be extremely useful in situations in which it is difficult to establish mathematically the relationship between the dependent and independent variables for any physical phenomenon. By using past data, ANNs can produce a relatively accurate prediction of the modelled parameters which may be used as a tool for replicating any physical phenomenon. River flow forecasting and estimation may provide information on problems pertaining to prediction of some important river system variables. ANNs have the ability to simulate nonlinear complex system without any prior assumption about the processes involved (ASCE 2000a (ASCE , 2002b . They provide a promising alternative to the conventional empirical and physical models in sediment, water discharge, water level etc., especially in large catchments. ANNs have recently gained widespread popularity in predicting various parameters related to river modelling and flow (Li and Gu 2003 , Kisi 2005 , Cigizoglu and Kisi 2006 , Zhu et al. 2007 ).
In the past few years ANNs have gained wider acceptability among researchers working in the area of river flow modelling. Useful contributions have been made (Minns and Hall 1996 , Fernando and Jayawardena 1998 , Rajurkar et al. 2002 in predicting rainfall-runoff relationships. Rainfall forecasting based on previous data using an ANN (Cigizoglu 2002 (Cigizoglu , 2003 demonstrated an ANN-based methodology for river runoff forecasting. An ANN model has been employed for drought forecasting in the Cansabati River basin in India (Mishra et al. 2007) , the Fraser River in Colorado, Raccoon Creek in Iowa and the Little Patuxent River in Maryland, USA (Tokar and Markus 2000) . In the field of hydrology, discharge prediction for a tidally affected river using an ANN (Hidayat et al. 2014) for the Mahakam River, Indonesia, revealed that the ANN model can be used as a tool for data gap filling in a disrupted discharge on a time series scale. Govindaraju (2000) suggested that ANNs can be successfully employed for many hydrological processes that exhibit a high degree of nonlinearity, chaos-conflicting spatial and temporal scales, and streamflow estimation for random events governed by a high degree of uncertainty. Recently, Alok et al. (2013) used advanced neural networks with Elman and cascade characteristics for predicting the discharge for the River Brahmani flowing through the Indian subcontinent. ANN modelling of rainfall-runoff for the rivers Amber and Mole, UK (Dawson and Wilby, 1998) showed ANN to be an appealing alternative to conventional lumped or semi-distributed flood-forecasting modelling. Among other problems related to prediction, important contributions were made by stage-discharge relation modelling (Sudheer and Jain 2003, Bhattacharya et al. 2005 ), estimation of ground-level forecasting (Daliakopoulos et al. 2005) , tidal predictions (Lee 2004 , Liang et al. 2008 , sediment transport modelling (Yitian and Gu 2003) and water-level prediction (Chang et al. 2010) .
In the context of India, very few studies have been reported on the Himalayan rivers. The ANN modelling for the Ganga River (Arora et al. 2004 ) was carried out for predicting landslide hazard zonation. The present ANN model has been worked out for the Ramganga River basin, which is an upstream tributary of the Ganga River in the Himalayas.
Feedforward back-propagation algorithm (FFBP)
A neural network (NN) is a dense meshed structure consisting of simple processing units known as neurons or nodes, which replicates the human information processing mechanism. As shown in Figure 2 , typical NN topology comprises an input layer, an output layer and some hidden layers in between the input and output layers. The learning process of the algorithm is based on a gradient search, with the least sum of squares optimality criterion. The learning process begins when the network is fed with input-target pattern pairs from the training dataset. In the back-propagation algorithm, the input layer receives the input patterns directly and the target patterns are associated with output units; the error (target output) is propagated back to the network for readjustment of weights. The number of hidden layers and the neurons associated with each of the layers play key roles in creating an optimal network topology. An enumeration technique is generally applied to decide the number of hidden layers and the corresponding number of neurons associated with these hidden layers for achieving optimum network topology.
The following notation is used in explaining the backpropagation algorithm for a single neuron:
ith input example/dataset of a neuron net weighted sum of a neuron w i ith weight of a neuron w i new ith updated or new weight of a neuron b = x 0 w 0 bias value of a network layer φ(z) activation function ρ learning rate
The weighted sum for any neuron is calculated as:
where w 0 x 0 represents the bias value to the layer. The actual output of any neuron is calculated by applying the activation function:
In general, any nonlinear, differentiable activation function is used. A commonly used activation function is the logistic function, and this has been used for the present problem:
The back-propagation algorithm uses the gradient descent method with the objective of minimizing the error, which is calculated as:
For minimizing the error, the derivative
, which represents the rate of change of error with respect to weights, is calculated. This can be done by applying the chain rule:
where dE dy represents the change in error with respect to output; dy dnet represents change in output with respect to weighed sum; and @net @w i represents the change in weighted sum values with respect to change in weights. The values of these derivatives can be calculated as:
Figure 2. The structure of the artificial neural networks.
[
On substituting these values in Equation (5):
If any different activation function is used in place of the logistic function, the only difference would be that the term y(y -1) would be replaced by the derivative of the newly chosen activation function. For updating the weight w i using the gradient descent technique, one must choose a suitable value of a parameter ρ, known as the learning rate or step size. The value of ρ is important as too small a value of ρ will lead to extremely slow convergence, while for too large values of ρ, error convergence may not occur. The change in weight Δw i after learning is calculated as:
During the training of NN, these weights are updated until a defined stoppage criterion for the algorithm is achieved. The terminating criteria are based on either a threshold error value or a defined number of epochs.
The study area
The Ramganga River is a major tributary joining the Ganga River in the Ganga Plain and originating from the Dudhotali range, in a village named Garsain located in Chamoli District of central Uttarakhand, at an elevation of 2926 m a.s.l. After emerging from a mountain, the river flows south as far as Dhanianghat, where the elevation is 1677 m a.s.l. From there it flows southwest to Burhakedar at 832 m a.s.l. Subsequently, the river flows from north to south to Bhikiasain, at 761 m a.s.l. Finally, the river emerges out of the mountains at Kalagarh, at 262 m a.s.l., where the well-known Ramganga Dam has been constructed. The entire length of the river course up to the dam site is more than 158 km (CWC 2012). In the Ganga Plain, this river flows through the industrialized districts of Uttar Pradesh at Bijnor, Moradabad, Rampur, Bareilly, Shahjahanpur, Hardoi and Kannauj before joining the Ganga River on its left bank in Farrukhabad district.
Hydrogeological parameters of Ramganga Basin

Physiography and relief
The catchment of the Ramganga originates in the middle of the Himalayas in the Chamoli District of Uttarakhand. In the middle and outer Himalayan ranges the catchment is a horseshoe-shaped structure of mountainous terrain, while in the southern Himalayan ranges a portion of the catchment encompasses the Siwalik Hills. The catchment is characterized by steep hills, and deep and narrow valleys (CWC 2012).
Climatic condition
The area studied witnesses three distinct seasons, namely winter, summer and rainy. The winter season starts in November, following a brief spell of autumn beginning in mid-October, when the temperature drops drastically. 
Drainage
Generally, the drainage pattern of the catchment is sub-dendritic and relief excessive. A number of springs and winter snowfall on the high peaks of the region make the river perennial. Forest covers almost 50% of the drainage basin area, cultivation on terraced fields covers 30%, and the remaining area comprises grazing pastures, waste land etc.
(CWC 2012). Figure 4 shows the complexity of the river network in the Ramganga catchment area with the index of stream order ranging from 1 to 6 (Ramganga River before merging into the Ganga River). This drainage map was prepared by using Shuttle Radar Topography Mission-Digital Elevation Model (SRTM-DEM) 90 m resolution data in Arc GIS using the spatial analyst tool, and the method of stream ordering is according to Strahler. According to Strahler (1952) , stream order increases only when streams of the same order intersect. Therefore, the intersection of a first-order and a secondorder link will remain a second-order link, rather than create a third-order link.
Geology of Ramganga River
The Sub-Himalayas and Lesser Himalayas are the two major lithotectonic zones that constitute the entire catchment area. Sandstone, siltstone, clays and boulders are the major components of the Sub-Himalayas, with characteristic molasse sediments of Mid-Miocene to Pleistocene age. The Lesser Himalayas comprise mostly an unfossiliferous sequence of low-to high-grade meta-sediments of Palaeozoic to Mesozoic age (Fig. 5) . Generally, the most important lithologies in the catchment are (1) quartzites (Nagthat and Sandra formations); (2) calcareous shales and siltstones (Blaini/ Infrakrol formations); (3) limestones (Krol and Deoband formations); (4) low-grade metamorphics (phyllites, slates and schists); and (5) high-grade metamorphics (granite gneisses) (Gupta and Joshi 1990) .
After travelling a distance of approximately 158 km in the mountains the river emerges in the Ganga alluvial plain. It is a foreland basin, intimately associated with the enlargement of the Himalaya orogenic belt as shown in Figure 6 . The Quaternary lithostratigraphic sequence established in ascending order comprises (1) Varanasi Older Alluvium with two facies, i.e. sandy facies and silt clay facies, (2) Ganga/ Ramganga Terrace Alluvium and (3) Ganga/Ramganga Recent Alluvium, the last two constitute the Newer Alluvium.
Methodology
The following step-by-step procedure is adopted for the development of a NN model for prediction of discharge and water level.
Data collection
Based on past research, time series data may be used as input to several ANN-based prediction problems. Though the use of time series data as input to ANN for hydrological modelling is very limited, it has been applied to various other ANN models presented for many prediction problems related to physical phenomena. Some of the pertinent works based on time series data as input to ANN include forecast prediction using time series analysis by Zhang (2003) , discharge and flow calculation by Nayaka et al. (2004) , inflow discharge by Raman and Sunilkumar (2009) , prediction for sulphur dioxide and beer consumption by Yolcu et al. (2013) , prediction of enrolment data for the University of Alabama by Egrioglu et al. (2013) and prediction of time series data for four problems named as Passengers, Temperature, Dow-Jones and Quebec by Donate et al. (2013) .
Thus, for the developed ANN model, time series data pertaining to river discharge and water level at a gauging station are used as the input to ANN for training and testing purposes. The daily discharge and water-level data for 4 years (2010 to 2013) are derived from three gauging sites on the Ramganga River located at Moradabad, Bareilly and Dabri. The data collected were used for training, validation and testing the NN models developed.
Normalization of data
It is important to normalize the data so that the input range for each variable should lie within the interval (0, 1). After collecting the data, normalization is carried out for each of the variables, i.e. location, year, month, day, discharge and water level, by using the following equation:
where X norm is the normalized value of the observed variable X i , X min is the minimum value of the variable, and X max is the maximum value of the variable. The subjective data of location are converted into numeric data by simply assigning numerical value 0 to the extreme upstream location and 1 to the extreme downstream location. Any gauging location between these two extreme points can be converted into a real number representation by using the above equation.
Datasets
A set of 3500 examples depicting the location and time series analysis variables is used for training the network. For training, a target output in the form of discharge and water level is provided for each of the examples used for training the network. From this dataset, 200 examples are used for validating the modelled network. The optimization of the network is based on minimizing the cumulative mean square sum of the complete validation dataset. Once an optimized network is achieved, 241 examples are tested for respective discharge and water-level values with this optimized network. These 241 examples are not provided for training purpose and are just used for testing the accuracy of the optimized network.
Modelled NN architecture
In one case, the modelled network for the problem consists of three layers, i.e. an input layer, a hidden layer and an output layer. A four-layered topology is used in a second case where instead of a single hidden layer, two hidden layers are modelled. The input layer consists of four neurons representing the input parameters of location, year, month and day undertaken in the problem. In both cases, the number of neurons varies from 5 to 10 along with a bias signal. The output layer consists of two neurons representing the discharge and waterlevel values. For the training phase, these output values are provided from the data collected at different gauging sites. However, when the model is used as a predictor after the completion of training, these two values are obtained by the network itself when presented with the dataset that is not a subset of training data. The description of each neuron presented to the input layer is shown in Figure 7 .
The data collected are first normalized and then the modelled NN topologies are fed with these normalized values of time series data. The process of normalizing numeric data is sometimes also called data standardization. The technique of normalization transforms the data values within a specified range for all the considered numerical parameters. In many ANN modelling problems it has been shown that, when numeric data values are normalized, NN training is often more efficient, which leads to a better prediction. Basically, if numerical data are not normalized, and the magnitudes of predictors (values of output neurons) are far apart, then a change in the value of NN weights has relatively greater influence on the values with larger magnitude. In other words, it can be said that normalization or standardization of data would lead to much more accurate training of the network. For the present problem, the normalization of all the data presented to the input and output layers is carried out using Equation (13). It is still difficult to find the relationship between the number of datasets presented as the input to an ANN and the corresponding number of hidden layers and neurons in each hidden layer for optimum network topology. In most of the works pertaining to ANN modelling, an enumeration technique based on minimum mean square error (MSE) is employed to find the optimum number of layers and corresponding neurons in each hidden layer; thus, the same technique is employed in the present study. The output layer in a typical ANN architecture represents the desired values of the required prediction parameter for which the modelling is to be carried out.
As far as network parameters are concerned, a sigmoid function is used as the activation function for both hidden and output layers. The enumeration technique is employed to optimize the network in terms of number of hidden layers (either 1 or 2) and corresponding neurons in each hidden layer. Equations (1) to (12) are used to update the values of connected weights both from input to hidden and from hidden to output layers. The learning rate values of 0.01, 0.025, 0.05 and 0.06 are tested and, based on MSE criteria, an optimized network of topology 4-10-2 with a learning rate fixed at 0.06 is found to be better than the other tested network topologies. Detailed results and discussion are presented in the following section.
Results and discussion
For optimal network topology an enumeration technique was applied, and the error values obtained for discharge and water level when compared with observed data are shown in Figure 8 for the validation dataset. As is evident from Figure 8 , the minimum error in discharge values is obtained with a single-layered network topology with 9 or 10 neurons in the hidden layer. Also the minimum error is observed in the water level with 9 neurons in the hidden layer. Till now, no direct relationship has been established to predict the optimal number of hidden-layer neurons and the enumeration technique has to be relied upon for achieving optimal network topology.
Since a topology of 4-9-2 or 4-10-2 is found to be optimal for prediction of discharge and water-level values, this optimal network topology is then tested for varying levels of learning rate values.
Several studies suggest that selection of the proper learning rate is crucial for obtaining global minima for error. In the present study, the optimal network topology is tested under four learning rate values: 0.01, 0.025, 0.05 and 0.06. The variation of error in the validation dataset with these learning rate values is depicted in Figure 9 . As is evident from Figure 9 , the minimum error is obtained from the validation dataset when a learning rate of 0.06 is employed for training the optimal network topology. Also from Figure 9 , it is observed that not much difference is observed in error values when the learning rate is either 0.05 or 0.06. However, for the test dataset, a learning rate of 0.06 is selected.
The results obtained from the validation dataset and their comparison with experimental values for both water level and discharge are shown in Figures 10-13. Figures 10 and 11 represent the comparison between ANN and experimental values for discharge with both 9 and 10 neurons in the hidden layer, while Figures 12 and 13 represent the same for waterlevel values. It is significant that for the validation dataset the pattern obtained using ANN closely matches that of the experimental values. Also, it is evident from these figures that for 10 hidden-layer neurons, closer results are obtained when compared with experimental values for both for discharge and water. This simply demonstrates that adequate training of the network is being carried out.
The test set is then tested for an optimal network topology of 4-10-2 with learning rate value fixed at 0.06 while training the network. The results obtained for discharge values as predicted by ANN along with experimental values are shown in Figure 14 . Similarly, the results obtained from water-level values are shown in Figure 15 . The plots adequately demonstrate that the trend obtained for both values closely matches the experimental results.
The model successfully demonstrates that it may be used effectively for predicting discharge and water level for the Ramganga River. This result is supported by previous work on ANN modelling. The most recent work that closely reflects the present work includes that done on predicting discharge values using ANN for Schoharie Creek, New York (Tsakiri et al. 2014). Also, some extended work based on ANN implementation for measuring suspended sediment concentrations has been carried out by Wang et al. (2008) , Rajaee et al. (2009) and others.
River flow modelling using ANN has been successfully demonstrated by . Work on prediction of river discharge using ANN has been done by Jaafar et al. (2010) for the Tasik Chini catchment, Malaysia. ANN modelling for flow forecasting has been done by Dawson et al. (2002) for the Yangtze River, China.
The present work successfully shows the effectiveness of ANN modelling for any river flowing within the Indian subcontinent. Such a network model can be employed to predict discharge and water-level values for ungauged locations. Further, if the network is trained on a comprehensive database, then the prediction of values for any time series domain can also be done for locations that are difficult to access. The accuracy of the work could be further improved by incorporating more experimental data while training the network.
Conclusion
A network topology of 4-10-2 with a learning rate set at 0.06 successfully predicts the flow rate and discharge values for time-dependent data pertaining to the Ramganga River. Though various network topologies were also modelled and tested, enumeration with minimum MSE criteria is used to select the optimum ANN topology. The proposed topology gives reasonably good results for both extrapolation and interpolation data. This confirms the fact that proper training of the proposed network has been carried out.
The present problem also adds an important aspect of using ANN with time series data as input to ANN for hydrological problems involving such data. The prediction greatly enhances timely remedies pertaining to unusual situations such as heavy or scanty rainfall, floods and other parameters required for harnessing water resources for irrigation and energy generation purposes. The study can be further extended to take into account water quality along with sediment concentration factors. River bed morphology may also be taken into account in predicting discharge and water-level values. Further, various prediction techniques such as fuzzy and neuro-fuzzy could be compared to the ANN technique for such prediction problems.
