Models of dynamical systems based on predictive state representations (PSRs) are defined strictly in terms of observable quantities, in contrast with traditional models (such as Hidden Markov Models) that use latent variables or statespace representations. In addition, PSRs have an effectively infinite memory, allowing them to model some systems that finite memory-based models cannot. Thus far, PSR models have primarily been developed for domains with discrete observations. Here, we develop the Predictive Linear-Gaussian (PLG) model, a class of PSR models for domains with continuous observations. We show that PLG models subsume Linear Dynamical System models (also called Kalman filter models or state-space models) while using fewer parameters. We also introduce an algorithm to estimate PLG parameters from data, and contrast it with standard Expectation Maximization (EM) algorithms used to estimate Kalman filter parameters. We show that our algorithm is a consistent estimation procedure and present preliminary empirical results suggesting that our algorithm outperforms EM, particularly as the model dimension increases.
INTRODUCTION
In many domains of interest, such as speech recognition, robot localization, and the stock market, we are interested in modeling a system that emits continuous observations. Linear Dynamical System models (LDSs), also called Kalman filter models or state-space models, are routinely used in control and prediction tasks in a wide variety of applications spanning many disciplines. While these models are very useful when their parameters are known in advance, these parameters are not easily learned, particularly as the model dimension increases. Because LDSs' state is unobserved (hidden), their parameters are typically learned using the Expectation Maximization (EM) algorithm. However, EM is only able to find parameters that maximize the data's likelihood locally, and may thus learn an inaccurate model.
In contrast, the state of a model based on predictive state representations (PSRs) (Littman, Sutton, & Singh, 2001 ) is a set of statistics defined over future observable outcomes.
1 PSRs have shown advantages over several traditional models: they are more expressive than HMMs (Jaeger, 1997; Singh, James, & Rudary, 2004) , and learning PSRs from data may be more accurate than learning traditional models with hidden state (Wolfe, James, & Singh, 2005 ). An advantage of PSRs over traditional memory-based methods such as autoregressive and history window or k th -order Markov models is that PSRs with a finite set of statistics about the future can model some domains that would require the memory-based models to use infinite memory. However, thus far PSR models are limited to domains with discrete observations. We present a new PSR model class for continuous observations, the Predictive Linear-Gaussian model (PLG), and show that it subsumes classical LDS models (including Kalman filters and ARMA models), while using fewer parameters than an equivalent LDS of the same dimension. We present a learning algorithm that estimates PLG parameters from data traces, and prove that, under certain conditions, these estimators are consistent: As the number of traces increases, the estimated parameters converge in probability to their true values. This is in contrast to the local-optima guarantees of the EM algorithm for LDSs. Our algorithm's stronger guarantees crucially exploit the fact that a PLG's state uses statistics of observable quantities. We also present preliminary results suggesting that as the data set grows, our algorithm learns PLGs that outperform LDSs learned via EM, particularly as the dimension of the models increases.
THE PREDICTIVE LINEAR-GAUSSIAN MODEL
A model of a dynamical system allows one to make predictions about future events given any history. This is the modeling problem: to find and represent structure in the system in order to make predictions. We focus on modeling uncontrolled dynamical systems that emit scalar, real-valued observations at discrete time intervals.
One of the simplest models of this type is the n-dimensional Autoregressive (AR) model, which posits that the observation at any time step is a linear combination of the previous n observations plus an independent noise term. Let Y t be the random variable modeling the observation at time step t (y t will represent a realization of that variable). Then the AR model's dynamics at time t is defined by
where a t ∼ N (0, σ 2 AR ) is the i.i.d. noise term and N (µ, Σ) denotes the Gaussian distribution with mean µ and covariance matrix Σ.
A drawback to the AR model is that it has a finite memory: Given the history of observations up to time t, the observations up to time t − n no longer affect the dynamics of the system. That is, if B is any future event in the system, Pr(B|y 1 , . . . , y t ) = Pr(B|y t−n+1 , . . . , y t ).
The LDS model addresses the finite-memory limitation by adding hidden state to the mix: The (unobserved) state vector at a particular time is a noisy linear function of the previous state vector, and the observation is a noisy linear function of the state. Formally, let X t be the state vector at time t. The initial state is drawn from a normal distribution with mean x − 1 and covariance P − 1 :
The observation at time t is a linear function of the state, plus mean-zero i.i.d. noise:
where H is the linear mapping from the state vector to the observation, and R is the variance of the noise. Finally, the next state is a linear function of the current state, again with mean-zero i.i.d. noise added:
where A is the linear trend in the state space and Q is the covariance matrix of the noise. Because the state vector is unobservable, a distribution over underlying states must be computed; this is accomplished using the Kalman filter (see Our first assumption is that, for some finite n, the distribution of all the future observations is completely characterized by the distribution of the next n observations. That is, the distribution of the n following observations serves as the state of the system; equivalently, this distribution serves as a sufficient statistic for history in this system. Note that this is not the n th -order Markov assumption; state as full distributional information about the next n observations is quite different than state as knowledge of the actual past n observations.
Our second assumption is that all observations are jointly distributed according to a multivariate Gaussian distribution. This an extremely useful restriction. The Gaussian distribution has the conjugacy property; that is, if a set of variables X 1 , . . . , X p are jointly Gaussian and X 1 = x 1 is observed, the new conditional distribution of X 2 , . . . , X p |X 1 = x 1 is also a multivariate Gaussian distribution. In addition, this distribution is completely characterized by its vector of means and its covariance matrix; taken in combination with the previous assumption, we can represent the state of the system at time t by an n-dimensional mean vector µ t and an n × n covariance matrix Σ t . In particular, the first n observations are drawn from a Gaussian distribution specified by the initial state.
T represent the n observations following time t. Then
The first assumption raises an implicit question: Given the distributions of the next n observations, how do we extend that to the (n + 1) st ? If we provide an answer to this question, then we can use the current state to compute the distribution for any future observation given the observations seen so far. The answer is given by our third assumption:
st observation is a weighted sum of the next n observations, plus a Gaussian noise term. However, we do not assume that these noise terms are independent of one another. Formally, at time t,
where η t+n+1 models the noise in the system and g is the ndimensional vector that defines the linear trend in the sys-tem. The proper way to view (5) is as an extension of the look-ahead horizon-µ t and Σ t model the distribution of the next n observations, while (5) allows us to extend the distribution to observations that are further in the future.
We will see that the distribution of η t+n+1 becomes important when we observe y t and wish to update the state.
The fourth assumption is that the distribution of η t+n+1 |h t does not depend upon the value of t, where h t is the history of observations up to time t, i.e. y 1 , y 2 , . . . , y t . That is,
In addition, the covariance of η t+n+1 with the n observations following t is a constant vector C; i.e.
As mentioned in the second assumption above, because the observations are drawn from a multivariate Gaussian distribution, we capture all information about the distribution of the next n observations with the vector of their means,
, and their covariance matrix,
And because the distribution of the next n observations captures all information about the distribution of all future observations, µ t and Σ t are a sufficient statistic for h t ; that is, µ t and Σ t compactly represent all information that is given by observing the system through time t.
We can maintain µ t and Σ t with straightforward update equations, again because of the Gaussian distribution. Given state µ t and Σ t , a history h t , and a new observation Y t+1 = y t+1 , we can compute the new state matrices:
, and (8)
where e i is the ith column of the n × n identity matrix,
C 1 is the is the first element of C, and I n−1 is the (n − 1) × (n − 1) identity matrix. See Appendix A.1 for a proof that these equations are the correct state updates; that is, that
Definition of a PLG With the update equations (8) and (9), we can define the PLG model. The PLG is the model whose state at time t is µ t and Σ t and whose state update equations are (8) and (9). The parameters of a PLG are the initial state (µ 0 and Σ 0 ), the linear trend (g), and the statistical properties of the noise (C and σ 2 ). Note that this is a PSR; the state representation is the mean and variance of future observations (that is, they are predictions about future outcomes given the observations seen so far).
It is instructive to contrast the AR model and the PLG model. The dynamics of the two seem similar (compare (1) and (5)). In fact, if we restrict a PLG such that its noise is i.i.d. (i.e. C = 0) and that its covariance matrix is stationary (i.e. Σ i = Σ j ∀i, j), they are equivalent. While the PLG may seem simple because it contains no "hidden state," it is in fact as powerful as the LDS model, which does have hidden state. The PLG's representational power comes from the fact that its noise terms covary with the data; this gives it the infinite memory of the LDS-an observation can have an effect far in the future through the chain of influence created by the correlation in the noise terms. However, the similarities between PLGs and AR models are as important as their differences. The fact that PLGs are defined exclusively in terms of observation data, as are AR models, allows us to specify a consistent learning algorithm for PLGs (as we shall see in the next section).
Theorem 1 Any LDS with n-dimensional state and scalar observations has an equivalent n-dimensional PLG.
We defer the proof of Theorem 1 to Appendix A.3. Note that an n-dimensional PLG has fewer parameters than an n-dimensional LDS. While x − 1 , P − t , H, and R match up to µ 0 , Σ 0 , g, and σ 2 , Q and A are larger than C. An LDS thus has (3n 2 − n)/2 more parameters than an equivalent PLG.
The AR and ARMA (Autoregressive Moving-Average) models are also widely used to analyze time-series data. These models are strictly subsumed by LDS models, implying that PLGs strictly subsume them too.
LEARNING PLGS
Given a corpus of data generated by a dynamical system, we would like to estimate the parameters of a PLG that models that system. Define a trace to be a sequence of observations emitted by a dynamical system, starting from the initial state. Then we would like to estimate PLG parameters given K traces, with each trace containing N observations. But how shall we go about this?
When it comes to model learning, PLGs have several potential advantages over LDSs. First, PLGs have fewer parameters than LDSs of the same dimension. In addition, the parameters of PLGs have a definite meaning with respect to the data; for example, a PLG's σ 2 is the variance of (Y t+n+1 − g T Z t )|h t . On the other hand, an LDS's Q is the covariance matrix for the latent variables, which is not directly related to the observation data. Finally, there is no inherent symmetry in the PLG parameters; in an LDS, two latent variables can be switched by swapping the appropriate rows and columns in H, Q, A, x − 1 , and P − 1 . This symmetry can cause problems for learning LDS models.
We propose a learning algorithm, which we call the Consistent-Estimation (CE) algorithm, that relies upon the second advantage, the meaning of the PLG parameters. Again, suppose that we are given a dataset composed of K traces, with each trace containing N observations. Let y k t be the t th observation from the k th trace.
Initial State
The initial state matrices, µ 0 and Σ 0 , are just the mean and covariance of the first n observations. Thus, they can be estimated by the sample mean and covariance across all traces of these observations. That is,
Note that these are unbiased estimators for the initial state.
Linear Trend
The linear trend in the data, g, can be estimated by taking advantage of the fact that it is the linear trend. That is,
(note that these are not conditioned on any history). Here we have taken advantage of the fact that
, by the smoothing property of expectations. Regardless of h t 's value, the inner expectation is 0, and so E[η t+n+1 ] = 0. Thus Γg = Λ where
These expectations are not known. However, we can approximate them with sample means of the data. Our estimates of Γ and Λ given the data are then
Substituting these estimates and solving for g, we obtain
The noise terms for each row are not independent of each other, so this is in general a biased estimate of g. However, as we shall see, its bias shrinks as K increases.
The (unestimated) matrix Γ may or may not have full rank. When Γ has full rank, there is a unique linear trend, g, that can produce the means of the system; we say such systems are UMT (Unique Mean Trend). For non-UMT systems, g may behave poorly as the number of traces increases.
Noise Parameters
We estimate C and σ 2 by taking advantage of the fact that they are statistical properties of the noise term, η t+n+1 . Given an estimate of g, we can estimate the noise term using its definition in (5); η
T . Then we can estimate C by the sample covariance of the estimated noise with the n preceding observations; σ 2 can be estimated by the sample variance of the noise estimates. When computing statistics of the noise, we take advantage of the fact that E[η t+n+1 ] = 0 for all t:
, and (13)
These estimators are consistent whenever the system is UMT: As the number of traces increases, they converge in probability to the true parameters. That is, the probability that they differ from the true parameters vanishes:
Definition 1
The sequence x 1 , x 2 , . . . converges to x in probability if lim n→∞ Pr(| x n − x| > ) = 0 for every positive . We write this as " x n − → p x as n → ∞."
The learning algorithm that computes the estimators defined by (10), (11), (12), (13), and (14) is called the Consistent Estimation (CE) algorithm.
Theorem 2 If a dynamical system can be modeled by an n-dimensional PLG, is UMT, and generates a training set whose traces are at least 2n time steps long, then, as the number of traces K grows, the parameters computed by the CE algorithm will converge in probability to the true parameters of the dynamical system's PLG.
Caveats We prove Theorem 2 in Appendix A.4. This is an important result-a consistent estimation procedure enables us to find a model that is arbitrarily close to the true model, assuming one exists and the training set is large enough. However, it has a weakness: It requires that Γ have full rank. This condition could be violated if, for example, µ 0 = 0. Fortunately, this condition is only required to estimate g (see proof); an improved consistent estimator for g would generalize this result to non-UMT systems.
There is an additional caveat to the CE algorithm: while it is consistent and works well with large numbers of traces in its training set, it does not impose constraints on the parameters (i.e. that the variance update of (9) yields a positive semidefinite matrix at each time step). However, this algorithm is the first one suggested by the model. We expect that further development will alleviate this problem. 
EXPERIMENTAL SETUP AND RESULTS
We compare our learning algorithm to the Expectation Maximization (EM) algorithm for LDSs (Ghahramani & Hinton, 1996; Ghahramani, 2002) . To compare them, we randomly generated a series of test systems and generated a dataset for each. We then took various subsets from each dataset and trained models using both algorithms. We found that our PLG learning algorithm outperformed EM for large training sets, particularly as the dimensions of the models increased. Additionally, we present some empirical evidence that the parameters learned by our PLG learning algorithm converge toward the true parameters.
Setup We randomly generated LDSs whose dimensions (n) were 2, 4, and 8 (Appendix A.5 explains the procedure). To generate a dataset, we first computed the equivalent PLG parameters as in the proof of Theorem 1. We then produced 500,000 traces, each with 10n observations, and trained PLGs and LDSs on several subsets of the dataset, running both on 100, 1000, 10,000, 50,000, 100,000, and (except when n = 8) 500,000 traces (K). For each model learned in this fashion, we reported the error lt−la K , where l t was the log-likelihood of the training data given the learned parameters and l a was the log-likelihood of the training data (K traces) given the actual parameters; this is the error in log-likelihood per trace. In each case, the learning algorithms were given n-the dimension of the model learned was the same as the dimension of the generating system.
Results
The results of these experiments are depicted in Figure 1 ; each plot shows results averaged over 26 test systems. The number of traces in the training set is plotted on the x-axis and the error is plotted on the y-axis. Each line is plotted against a slightly perturbed x-axis to prevent overlap of error bars; the error bars show one standard deviation in the errors. Values below the dotted line (y = 0) show a poor fit of the data. These experiments show that the CE algorithm performs very well compared to EM.
In Figure 1(a) , we show the results of the two algorithms when trained on data of dimension 2. Note that the PLG plot starts at K = 1000 instead of K = 100. This is because 1 of the 26 models learned returned illegal parameters, as described in the previous section. When n = 2, the PLG learning algorithm performs comparably to EM when the training set contains 10,000 or more traces, though its variance is greater.
However, when the dimension is 4 (Figure 1(b) ), we see that the PLG algorithm begins to outperform EM on a relatively small data set (K = 1000); on larger data sets, the PLG had less bias and much smaller variance than EM. expect the range to be approximately double, as there are twice as many data points per trace). Here, we can see that EM performed relatively poorly. EM's performance never comes close to that of the PLG algorithm, which is shown in more detail in Figure 1(d) by zooming in on the y-axis.
We can also see evidence corroborating Theorem 2 in Figure 2 (a log-log plot) . This figure shows, for EM and PLG learning, the mean of the L1 norm of the difference between the learned parameters and the true parameter values (divided by the number of parameters) when the dimension was 8. We converted the LDS parameters learned by EM into PLG parameters so that the results are directly comparable. We can see a downward trend (the trendline is plotted in the Figure) in the difference for PLG learning, as the consistency property would lead us to expect.
CONCLUSION AND FUTURE WORK
We have introduced the Predictive Linear Gaussian model, a predictive model for discrete-time, continuous observation systems. We have shown that the PLG subsumes Linear Dynamical Systems (with scalar observations) and requires fewer parameters. We discussed how the use of statistics over a finite number of future observations as state allows a PLG model to retain the infinite memory property of LDS models without positing unobservable state variables. We have also proposed a consistent learning algorithm for PLG models which takes advantage of the fact that its parameters have statistical meanings with respect to the data. Finally, we have compared this algorithm to Expectation Maximization for LDSs, and shown that our algorithm has some empirical advantages over EM, particularly as the model dimension increases. While EM is not the only (or necessarily the best) algorithm for learning LDSs, it is a widely used algorithm for a well-studied class of models. The fact that CE, an early algorithm for a new class of models, is competitive indicates that CE and PLGs are worth further study.
There are several important areas of future work. First, there are some constraints between the parameters of the PLG; Σ 1 , g, C, and σ 2 cannot be specified independently of one another. These constraints must be identified and considered in the learning algorithm. Additionally, maximum likelihood estimation (MLE) should be explored; in cases when few traces are available, our algorithm performs poorly, and MLE may perform better. We are also extending PLG models to allow vector-observations as well as to represent controlled dynamical systems.
Of course, the PLG model cannot completely replace the LDS model. In some applications estimating the value of posited and unobserved state variables is inherently important; for example, a GPS receiver estimates latitude and longitude from satellite signals and reports these estimates to a human user. When this is not the case however, our results indicate that PLG models can be useful because of their potential for more accurate model identification.
The estimator of the initial mean vector is the sample mean of the first n observations across all traces, and the estimator of the initial covariance matrix is the sample covariance of the first n observations across all traces. These estimators are well known to be consistent.
To show that g is consistent we will require Lemma 2. Thus, we first show that g is continuous in y 1 , y 2 , . . . at
It is clear that Γ and Λ are everywhere continuous in these variables. We note that any combination of sums, products, and quotients of continuous functions is continuous in the same variables, except where denominators are zero. Therefore, Γ T Γ and Γ T Λ are everywhere continuous in y 1 , y 2 , . . ..
If X is nonsingular, X −1 can be computed by Gaussian elimination using a combination of sums, products, and quotients of the elements of X; division by zero is never necessary. Since Γ = Γ at y t = E[Y t ] and Γ is fullrank by assumption, Γ T Γ is nonsingular and its inverse is continuous in y 1 , y 
The outer expectation in the penultimate line is over all histories h t ; the inner expectation is C i regardless of h t .
By the same argument (mutatis mutandi), σ 2 − → p σ 2 .
A.5 Generating Random LDSs
We randomly generated LDS parameters (refer to (2), (3), and (4) for an explanation of the parameters). Each element of H, A, and x − 1 was drawn from the uniform distribution U (−1, 1). To avoid systems whose observations would tend toward ±∞, A was normalized so that ρ(A) = λ (where ρ denotes the spectral radius and λ ∼ U (0, 1)).
We then generated a random correlation matrix, Q , by Marshall and Olkin's (1984) algorithm, and a diagonal matrix Σ whose iith element was 2 xi , with x i ∼ U (−1, 1). We computed Q by ΣQ Σ (i.e., Q had variances between 1/4 and 4 with random correlations). P − 1 was drawn like Q, and R was drawn like an element of Σ.
