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Abstract
The geometrical representation of the path integral reduction Jacobian
obtained in the problem of the path integral quantization of a scalar par-
ticle motion on a smooth compact Riemannian manifold with the given
free isometric action of the compact semisimple Lie group has been found
for the case when the local reduced motion is described by means of de-
pendent coordinates. The result is based on the scalar curvature formula
for the original manifold which is viewed as a total space of the principal
fibre bundle.
keywords: Marsden-Weinstein reduction, Kaluza–Klein theories, path integral,
stochastic analysis.
1 Introduction
In a well-known approach to the path integral quantization of the gauge theories
[1], the dynamic of true degrees of freedom, that are given by the gauge invariant
variables, is presented by means of the evolution of the dependent variables
defined on a gauge surface. The action of the gauge group on the space of the
gauge fields, being viewed as a free isometric action of this group on the Hilbert
manifold of the gauge fields, leads to the fibre bundle picture.
The choice of the local coordinates on a total space of the principal fibre
bundle is performed by making use of the gauge conditions by which the local
sections of the principal fibre bundle can be defined. Since in general we cannot
“resolve the gauge” and determine the local coordinates on a gauge surface in
terms of the explicitly definable functions, we are forced to use the dependent
variables for description of the true evolution.
In path integrals, the transition to new variables and the consequent restric-
tion of the evolution to the gauge surface, being the path integral transforma-
tions,1 may not be a quite correct procedure. The reason of it is that at present
∗E-mail adress: storchak@ihep.ru
1These transformations are called the path integral reduction.
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there is no a rigorously defined path integral measure on the space of gauge
fields.
In a finite-dimensional case, the quantum reduction problem in dynamical
systems with a symmetry leads to the analogous path integral transformations.
But in this case, the problem of the path integral reduction can be resolved
[2, 3], since we know (at least for the Wiener path integrals) how to define the
path integral measure and some of its transformations. Being established for
the finite-dimensional dynamical systems, the rules of the path integral trans-
formations in the reduction procedure could be extended to the path integrals
used in gauge theories.
With this end in view, we have studied [3] a finite-dimensional dynamical
system which is close by its properties to the gauge theories. This system
describes a motion of a scalar particle on a smooth compact finite-dimensional
Riemannian manifold with a given free isometric action of a compact semisimple
Lie group.
The path integral reduction procedure was realized as the transformations
of the original Wiener path integral, representing the diffusion (or the “quan-
tum evolution”) of a scalar particle, to the path integral which determines the
“quantum evolution” of a new dynamical system (a reduced one) given on the
orbit space. Our path integral transformations result in the integral relations
between both path integrals. Also, a non-invariance of the path integral measure
under the reduction has been found. The obtained Jacobian gives rise to the
additional potential term in the Hamilton operator of the reduced dynamical
system.
The purpose of the present paper is to find the geometrical representation of
the reduction Jacobian. Our derivation of such a representation will be based on
the formula which expresses the scalar curvature of the Riemannian manifold,
which is a total space of the principal fibre bundle, in terms of the geometrical
data characterizing this bundle. This formula is similar to the formula for
the scalar curvature of the Riemannian manifold with the given Kaluza–Klein
metric.
The paper will be organized as follows. In Section 2, we give the basic
definitions and the brief review of the results obtained in [3]. Besides, in Section
3, by making use of the Itoˆ’s identity, we rewrite the exponential of the Jacobian
to replace the stochastic integral of the Jacobian for the ordinary integral taken
with respect to the time variable.
Next section deals with the derivation of the scalar curvature formula for our
Riemannian manifold. By transforming the original coordinate basis to the hor-
izontal lift basis,2 we calculate the Christoffel coefficients, the Ricci curvature,
and the scalar curvature.
In Section 5, by using the scalar curvature formula obtained in the previouse
section, we rewrite the reduction Jacobian.
A possible application of the obtained geometrical representation of the Ja-
cobian is discussed in Conclusion.
2In this nonholonomic basis the original metric takes the block-diagonal form.
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2 Definitions
In [3], the diffusion of a scalar particle on a smooth compact Riemannian man-
ifold P has been considered. In case of a given free isometric smooth action of
a semisimple compact Lie group G on this manifold we can regard the manifold
P as a total space of the principal fibre bundle pi : P → P/G = M. It means
that on P it is possible to introduce new coordinates that are related to the
fibre bundle.
The original coordinates QA given on a local chart of the manifold P have
been transformed for the special coordinates (Q∗A, aα) (A = 1, . . . , NP , NP =
dimP ;α = 1, . . . , NG , NG = dimG). In order for the transformation to be a
one-to-one mapping, the coordinates Q∗A must be subjected to the additional
constraints: χα(Q∗) = 0. These constraints are chosen in such a way to define
the local submanifolds in the manifold P . We have assumed that these local
submanifolds determine the global manifold Σ. Hence, our principal fibre bundle
P (M,G) is trivial. Since it is locally isomorphic to the trivial bundle Σ×G → Σ,
the coordinates Q∗A can be used for the coordinatization of the manifold M –
the base of the fibre bundle. This transformation is fulfilled at the first step of
the reduction procedure.
In new coordinate basis ( ∂∂Q∗A ,
∂
∂aα ), the original metric G˜AB(Q
∗, a) of the
manifold P becomes as follows:(
GCD(Q
∗)(P⊥)CA(P⊥)
D
B GCD(Q
∗)(P⊥)DAK
C
µ u¯
µ
α(a)
GCD(Q
∗)(P⊥)CAK
D
ν u¯
ν
β(a) γµν(Q
∗)u¯µα(a)u¯
ν
β(a)
)
, (1)
where GCD(Q
∗) ≡ GCD(F (Q∗, e)) is given by
GCD(Q
∗) = FMC (Q
∗, a)FND (Q
∗, a)GMN (F (Q∗, a)),
(e is an identity element of the group G). FA are the functions by which the
right action of the group G on a manifold P is realized, FCB (Q, a) ≡ ∂F
C
∂QB (Q, a).
Kµ are the Killing vector fields for the Riemannian metric GAB(Q). In (1)
they are constrained to the submanifold Σ ≡ {χα = 0}, i.e., the components
KAµ depend on Q
∗.
In (1), an orbit metric γµν is defined by the relation γµν = K
A
µ GABK
B
ν .
The projection operators P⊥ (depending on Q∗) is given by
(P⊥)AB = δ
A
B − χαB(χχ⊤)−1βα(χ⊤)Aβ ,
(χ⊤)Aβ is a transposed matrix to the matrix χ
ν
B ≡ ∂χ
ν
∂QB , (χ
⊤)Aµ = G
ABγµνχ
ν
B.
This operator projects the tangent vectors onto the gauge surface Σ.
The pseudoinverse matrix G˜AB(Q∗, a) to the matrix (1), i.e., the matrix that
satisfy
G˜ABG˜BC =
(
(P⊥)CB 0
0 δαβ
)
,
is (
GEFNCEN
D
F G
SDNCS χ
µ
D(Φ
−1)νµv¯
σ
ν
GCBχγC(Φ
−1)βγN
D
B v¯
α
β G
CBχγC(Φ
−1)βγχ
µ
B(Φ
−1)νµv¯
α
β v¯
σ
ν
)
. (2)
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Here (Φ−1)βµ – the matrix which is inverse to the Faddeev – Popov matrix:
(Φ)βµ(Q) = K
A
µ (Q)
∂χβ(Q)
∂QA
.
In (2), the asymmetric projection operator N ,
NAC = δ
A
C −KAα (Φ−1)αµχµC ,
onto the orthogonal to the Killing vector field subspace, has the following prop-
erties:
NABN
B
C = N
A
C , (P⊥)
A˜
BN
C
A˜
= (P⊥)CB , N
A˜
B (P⊥)
C
A˜
= NCB .
The matrix v¯αβ (a) is inverse to the matrix u¯
α
β(a). The det u¯
α
β(a) is a density of
a right invariant measure given on the group G.
The determinant of the matrix (1) is equal to
(det G˜AB) = detGAB(Q∗) det γαβ(Q∗)(detχχ⊤)−1(Q∗)(det u¯µν (a))
2
×(detΦαβ(Q∗))2 det(P⊥)CB(Q∗)
= det
(
(P⊥)DA G
H
DC (P⊥)
C
B
)
det γαβ (det u¯
µ
ν )
2.
It does not vanish only on the surface Σ. On this surface det(P⊥)CB is equal to
unity.
Note also that the “horizontal metric” GH is defined by the relation GHDC =
ΠD˜D Π
C˜
C GD˜C˜ in which Π
A
B = δ
A
B −KAµ γµνKDν GDB is the projection operator.
An original diffusion of a scalar particle on a smooth compact Riemannian
manifold P has been described by the backward Kolmogorov equation

(
∂
∂ta
+
1
2
µ2κ△P(pa) + 1
µ2κm
V (pa)
)
ψtb(pa, ta) = 0
ψtb(pb, tb) = φ0(pb), (tb > ta).
(3)
In this equation µ2 = ~m , κ is a real positive parameter, △P(pa) is a Laplace–
Beltrami operator on manifold P , and V (p) is a group–invariant potential term.
In a chart with the coordinate functions QA = ϕA(p), the Laplace – Beltrami
operator has the standard form:
△P(Q) = G−1/2(Q) ∂
∂QA
GAB(Q)G1/2(Q)
∂
∂QB
,
where G = det(GAB), GAB(Q) = G(
∂
∂QA ,
∂
∂QB ).
We have used the definition of the path integrals from [4] for representing
the solution of the equation (3). This solution is written as follows:
ψtb(pa, ta) = E
[
φ0(η(tb)) exp{ 1
µ2κm
∫ tb
ta
V (η(u))du}
]
=
∫
Ω−
dµη(ω)φ0(η(tb)) exp{. . .}, (4)
where η(t) is a global stochastic process on a manifold P . Ω− = {ω(t) : ω(ta) =
0, η(t) = pa + ω(t)} is the path space on this manifold. The path integral in
4
measure µη is defined by the probability distribution of a stochastic process
η(t).
Since the global semigroup determined by the equation (4) is defined by the
limit of the superposition of the local semigroups
ψtb(pa, ta) = U(tb, ta)φ0(pa) = limqU˜η(ta, t1) · . . . · U˜η(tn−1, tb)φ0(pa), (5)
we derive the transformation properties of the path integral of (4) by studying
the local semigroups U˜η. These local semigroup are given by the path integrals
with the integration measures determined by the local representatives ηA(t) of
the global stochastic process η(t). The local processes ηA(t) are solutions of the
stochastic differential equations:
dηA(t) =
1
2
µ2κG−1/2
∂
∂QB
(G1/2GAB)dt+ µ
√
κXAM¯ (η(t))dw
M¯ (t), (6)
where the matrix XA
M¯
is defined by the local equality
∑nP
K¯=1
X
A
K¯
X
B
K¯
= GAB.
(We denote the Euclidean indices by over–barred indices.)
A replacement of the coordinates QA for (Q∗A, aα) does not change the path
integral measures in the local semigroups as this transformation is related to
the phase space transformation of the stochastic processes.
The second step of the reduction procedure consists of the factorization of the
path integral measure. The local evolution given on the orbit has been separated
from the evolution on the orbit space and we have come to the integral relation
between the original path integral and the corresponding path integral for the
evolution on the orbit space. The last evolution has been written in terms of
the dependent coordinates.
In particular case of the reduction performed onto the zero–momentum level,
the λ = 0 case of the general formula from [3], the integral relation between the
path integrals for the Green’s functions is
GΣ(Q
∗
b , tb;Q
∗
a, ta) =
∫
G
GP(pbθ, tb; pa, ta)dµ(θ), (Q∗ = piΣ(p)). (7)
The path integral for the Green’s function GP may be obtained from the path
integral (4) by choosing the delta-function as an initial function. The Green’s
function GΣ is presented by the following path integral
GΣ(Q
∗
b , tb;Q
∗
a, ta) =
∫
ξΣ(ta)=Q
∗
a
ξΣ(tb)=Q
∗
b
dµξΣ exp
{ 1
µ2κm
∫ tb
ta
V (ξΣ(u))du
}
× exp
∫ tb
ta
{
−1
2
µ2κ
[
(P⊥)DA G
H
DL (P⊥)
L
B
]
jAII j
B
IIdt
+µ
√
κ GHDL(P⊥)
D
A j
A
II X˜
L
M¯ dw
M¯
t
}
, (8)
where jAII(Q
∗) is the projection of the mean curvature vector of the orbit on the
submanifold Σ. This vector has two equal representations3
jAII(Q
∗) = −1
2
GEUNAEN
D
U
[
γαβGCD(∇˜KαKβ)C
]
(Q∗)
= −1
2
NAC
[
γαβ(∇˜KαKβ)C
]
(Q∗), (9)
3In [3] this vector was written with a wrong sign.
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where
(∇˜KαKβ)C(Q∗) = KAα (Q∗)
∂
∂QA
KCβ (Q)
∣∣∣∣
Q=Q∗
+KAα (Q
∗)KBβ (Q
∗)Γ˜CAB(Q
∗)
with
Γ˜CAB(Q
∗) =
1
2
GCE(Q∗)
( ∂
∂Q∗A
GEB(Q
∗)+
∂
∂Q∗B
GEA(Q
∗)− ∂
∂Q∗E
GAB(Q
∗)
)
.
In the path integral (8), the path integral measure is determined by the
stochastic process ξΣ. Its local stochastic differerential equations are as follows
dQ∗t
A = µ2κ
(
−1
2
GEMNCEN
B
M
HΓACB + j
A
I
)
dt+ µ
√
κNAC X˜
C
M¯dw
M¯
t , (10)
where jI is the mean curvature vector of the orbit space. The Christoffel symbols
HΓBCD in (10) are defined by the equality
GHAB
HΓBCD =
1
2
(
GHAC,D +G
H
AD,C −GHCD,A
)
, (11)
in which by the derivatives we mean the following: GHAC,D ≡ ∂G
H
AC(Q)
∂QD
∣∣∣
Q=Q∗
.
We note that the special form of the stochastic differential equation (10)
results from the fact that the orbit space can be viewed as a submanifold of the
(Riemannian) manifold (P , GHAB(Q)) with the degenerate metric GHAB.
The semigroup determined by the path integral (8) acts in the space of the
scalar functions given on Σ. The differential generator (the Hamilton operator)
of this semigroup is
1
2
µ2κ
{
GCDNACN
B
D
∂2
∂Q∗A∂Q∗B
−GCDNECNMD HΓAEM
∂
∂Q∗A
+
(
jAI + j
A
II
) ∂
∂Q∗A
}
+
1
µ2κm
V˜ . (12)
3 Transformation of the stochastic integral
In the integrand of the path integral (8) there is a term with the Itoˆ’s stochastic
integral. It is not difficult to get rid of this integral by making use of the Itoˆ’s
identity. But first we should rewrite the second exponent function4 standing
at the integrand of the path integral (8). From the properties of introduced
projection operators it follows that this function can be rewritten as
exp
{
−1
8
µ2κ
tb∫
ta
GHCBγ
νσ(∇KνKσ)Cγαβ(∇KαKβ)Bdt
− 1
2
µ
√
κ
tb∫
ta
GHCDγ
νσ(∇KνKσ)CX˜DM¯dwM¯t
}
. (13)
4It is the Jacobian of the performed Girsanov transformation.
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By using the Itoˆ’s differentiation formula from the stochastic calculus, it can
be shown the following equality:
eσ(Q
∗(t)) = eσ(Q
∗(ta))
× e
µ
√
κ
tR
ta
∂σ
∂Q∗C
BC
M¯
dwM¯t +µ
2κ
tR
ta
(
1
2
∂2σ
∂Q∗AQ∗C
BA
M¯
BC
M¯
+ ∂σ
∂Q∗C
aC
)
dt
, (14)
provided that the stochastic variable Q∗t
A satisfies the stochastic differential
equation
dQ∗t
A = aA(Q∗t ) dt+B
A
M¯ (Q
∗
t ) dw
M¯
t .
Eq.(14) leads to the Itoˆ’s identity by which
e
µ
√
κ
tbR
ta
“
∂σ
∂Q∗C
”
BC
M¯
dwM¯t
=(
eσ(Q
∗(tb))
eσ(Q∗(ta))
)
e
−µ2κ
tbR
ta
“
1
2
∂2σ
∂Q∗A Q∗C
BA
M¯
BC
M¯
+ ∂σ
∂Q∗C
aC
”
dt
. (15)
In order that this equality may be applied to our case, i.e., when the stochas-
tic variableQ∗t satisfies the equation (10), the integrand of the stochastic integral
in (13) must be appropriately transformed. It may be done by making use of
the identity
γσµ(∇KµKσ)E(Q∗) = −
1
2
GPENAP
(
γαβ
∂
∂Q∗A
γαβ
)
(Q∗)
and taking into account the following properties of the projection operators:
GHKCG
PC = ΠPK and Π
P
KN
A
P = N
A
K . That is, in (15) we may put
σ =
1
2
ln det γαβ,
and BA
M¯
= NAL X˜
L
M¯
. Also, we note that ∂σ
∂Q∗C
= 12
(
γαβ ∂
∂Q∗C
γαβ
)
.
In our case, on the right-hand side of (15) we have the integral with the
following integrand:
1
4
GA˜B˜NA
A˜
NB
B˜
∂
∂Q∗A
(
γαβ
∂
∂Q∗B
γαβ
)
+
1
2
(
−1
2
GEMNPEN
S
M
HΓAPS + j
A
I
)(
γαβ
∂
∂Q∗A
γαβ
)
. (16)
Since the mean curvature vector jAI of the orbit space is equal to
jAI =
1
2
GB˜D˜NB
B˜
ND
D˜
(
NABD +
HΓABD −NAC HΓCBD
)
,
(NABD ≡ ∂∂Q∗DNAB ), (16) can be transformed into
1
4
GA˜B˜NA
A˜
NB
B˜
∂
∂Q∗A
(
γαβ
∂
∂Q∗B
γαβ
)
+
1
4
GB˜D˜NB
B˜
ND
D˜
(
NABD −NAC HΓCBD
)(
γαβ
∂
∂Q∗A
γαβ
)
. (17)
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In the obtained expression, the second component of the sum may be further
simplified. GB˜D˜NB
B˜
ND
D˜
NABD can be rewritten as
GB˜D˜NB
B˜
ND
D˜
NABD = G
B˜D˜ND
D˜
NA
B˜D
−GB˜D˜KBµ ΛµB˜N
D
D˜
NABD (18)
and
GB˜D˜NB
B˜
ND
D˜
NAC
HΓCBD = G
B˜DNB
B˜
NAC
HΓCBD−GB˜D˜NBB˜KDµ Λ
µ
D˜
NAC
HΓCBD. (19)
By using the identities KBµ N
A
BD = −KBµDNAB and NAC (KCαD +KBα HΓCDB) = 0,
one can show that the last terms of the equalities (18) and (19) are equal. Hence,
they don’t make a contribution to (17). We obtain, therefore, the following
expression for the integrand:
1
4
GA˜B˜NA
A˜
NB
B˜
∂
∂Q∗A
(
γαβ
∂
∂Q∗B
γαβ
)
+
1
4
(
GB˜D˜ND
D˜
NA
B˜D
−GB˜DNB
B˜
NAC
HΓCBD
)(
γαβ
∂
∂Q∗A
γαβ
)
.
Thus, after application of the Itoˆ’s identity in (13), the path integral reduction
Jacobian can be rewriten as follows:
( γ(Q∗(tb))
γ(Q∗(ta))
) 1
4
exp
{
−1
8
µ2κ
tb∫
ta
J˜dt
}
, (20)
where
J˜ =
1
4
GPBNABN
E
P
(
γµν
∂
∂Q∗A
γµν
)(
γαβ
∂
∂Q∗E
γαβ
)
+GA˜B˜NA
A˜
NB
B˜
∂
∂Q∗A
(
γαβ
∂
∂Q∗B
γαβ
)
+
(
GC˜A˜NF
A˜
NB
C˜F
−GA˜C˜NE
A˜
NBM
HΓM
EC˜
)(
γαβ
∂
∂Q∗B
γαβ
)
. (21)
The main task of the present paper is to get the geometrical representation for
the integrand J˜ . It will be done with the formula for the Riemannian curvature
scalar of P .
4 The scalar curvature of the bundle
The scalar curvature of the Riemannian manifold P will be calculated by using
the special nonholonomic basis. This basis generalizes the horizontal lift basis
considered in [5]. It consists of the horizontal vector fields HA and the left-
invariant vector fields Lα = v
µ
α(a)
∂
∂aµ . The vector fields Lα have the standard
commutation relations
[Lα, Lβ] = c
γ
αβLγ ,
where the cγαβ are the structure constant of the group G.
The vector fields HA are given by
HA = N
E
A (Q
∗)
(
∂
∂Q∗E
− A˜αE Lα
)
,
8
where A˜αE(Q
∗, a) = ρ¯αµ(a)A
µ
E(Q
∗). The matrix ρ¯αµ is inverse to the matrix ρ
β
α
of the adjoint representation of the group G, and AνP = γνµKRµ GRP is the
“mechanical” connection defined on our principal fibre bundle.
The commutation relation of the horizontal vector fields are
[HC , HD] = (Λ
γ
CN
P
D − ΛγDNPC )KSγP HS −NECNPD F˜αEPLα,
where ΛγD = (Φ
−1)γµ χ
µ
D. The curvature F˜αEP of the connection A˜ is given by
F˜αEP =
∂
∂Q∗E
A˜
α
P −
∂
∂Q∗P
A˜
α
E + c
α
νσ A˜
ν
E A˜
σ
P ,
(F˜αEP (Q∗, a) = ρ¯αµ(a)FµEP (Q∗) ). In calculation of the commutation relation we
have used the following equality:
Lα A˜
λ
E = −cλαµ A˜µE ,
which comes from the equation satisfied by ρ: Lα ρ
γ
β = c
µ
αβ ρ
γ
µ.
The above commutation relation may be also written as follows:
[HC , HD] = C
A
CDHA + C
α
CDLα,
where the structure constants of the nonholonomic basis are
C
A
CD = (Λ
γ
CK
A
γD − ΛγDKAγC)
and
C
α
CD = −NSCNPD F˜αSP .
In our basis, Lα commutes with HA :
[HA, Lα] = 0.
In the horizontal lift basis, the metric (1) can be written as
GˇAB =
(
GHAB 0
0 γ˜αβ
)
, (22)
with
G˜(HA, HB) ≡ GHAB(Q∗), G˜(Lα, Lβ) ≡ γ˜αβ(Q∗, a) = γα′β′(Q∗) ρα
′
α (a) ρ
β′
β (a).
The dual basis is given by the following one-forms:
ωA = (P⊥)AS dQ
∗S ,
ωα = uαµda
µ + A˜αE (P⊥)
E
S dQ
∗S ,
for which ωA(HB) = N
A
B , ω
α(HA) = 0, and ω
α(Lβ) = δ
α
β .
The pseudoiverse matrix GˇAB to the matrix (22) is defined by
GˇAB =
(
GEFNAEN
B
F 0
0 γ˜αβ
)
,
with
G˜(ωA, ωB) ≡ GEFNAENBF , G˜(ωα, ωβ) ≡ γ˜αβ = γα
′β′ ρ¯αα′ ρ¯
β
β′ , G˜(ω
A, ωα) = 0.
The orthogonality condition is
GˇABGˇBC =
(
NAC 0
0 δαβ
)
.
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4.1 The Christoffel symbols
The computation of the connection coefficients ΓˇDAB in the nonholonomic basis
will be preformed by using the following formula:
2 ΓˇDAB G˜(∂D, ∂C) = ∂A G˜(∂B, ∂C) + ∂B G˜(∂A, ∂C)− ∂C G˜(∂A, ∂B)
−G˜(∂A, [∂B, ∂C ])− G˜(∂B, [∂A, ∂C ]) + G˜(∂C , [∂A, ∂B]), (23)
where the terms of the form ∂AG˜ denote the corresponding directional deriva-
tives.
First we consider the calculation of the coordinate components ΓˇABC . In this
case (23) can be rewritten as
2ΓˇDAB G
H
DC = HAG
H
BC +HBG
H
AC −HCGHAB −GHAPCPBC −GHBPCPAC +GHCPCPAB.
Replacing structure constant CABC by their explicit expressions and performing
the necessary transformations, we get
ΓˇDAB G
H
DC = N
E
A
HΓBEC −NEB HΓACE +NEC HΓABE + HΓACB −HΓBAC , (24)
where
HΓABC = G
H
AC,B +G
H
BC,A −GHAB,C .
Eq.(24) was obtained by making use of the equality GHAPK
P
µC = −KPµ GHAP,C ,
which can be derived by means of the differentiation (with respect to Q∗) of the
relation GHAPK
P
µ = 0.
From the Killing identity for the metric GAB it follows that
KEµ G
H
AB,E = 0.
Taking this equality into account we transform eq.(24) into
GHDC Γˇ
D
AB = N
E
A
HΓBEC .
Multiplying the both sides of this equation on GSFNPS N
C
F and using the identity
GMSNAM
HΓCDS = N
A
S
HΓSCD, we get
NPS Γˇ
S
AB = N
P
KN
E
A
HΓKBE .
Hence, we can write
ΓˇDAB = N
E
A
HΓDBE
(modulo the terms XSABC for which N
P
S X
S
ABC = 0).
The calculation of other non-vanishing coordinate components of the Christof-
fel connection ΓˇDAB on P leads to the following result:
ΓˇµAB = −
1
2
NEAN
F
B F˜µEF ,
ΓˇPαB =
1
2
GPSNFS N
E
B F˜µEF γ˜µα,
ΓˇPAβ =
1
2
GPSNFS N
E
A F˜µEF γ˜µβ ,
ΓˇPαβ = −
1
2
GPSHS γ˜αβ = −1
2
GPSNES D˜E γ˜αβ ,
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ΓˇµαB =
1
2
γ˜µνHB γ˜αν =
1
2
γ˜µνNEB D˜E γ˜αν ,
ΓˇµAβ =
1
2
γ˜µνHAγ˜βν =
1
2
γ˜µνNEA D˜E γ˜βν ,
Γˇµαβ =
1
2
γ˜µν(cσαβ γ˜σν − cσνβ γ˜ασ − cσναγ˜βσ).
In these formulae the covariant derivatives are given as follows:
D˜E γ˜αβ =
( ∂
∂Q∗E
γ˜αβ − cσµαA˜µE γ˜σβ − cσµβA˜µE γ˜σα
)
.
4.2 The Ricci curvature tensor
To evaluate the components RˇAC of the the Ricci curvature tensor of the metric
(22) relative to our nonholonomic basis we make use of the following formula:
RˇAC = ∂AΓˇPPC − ∂P ΓˇPAC + ΓˇDPCΓˇPAD − ΓˇEAC ΓˇPPE − CEAP ΓˇPEC . (25)
For the components RˇAC this formula can be written as
RˇAC = HAΓˇ
M
MC −HM ΓˇMAC + ΓˇKMC ΓˇMAK − ΓˇEAC ΓˇKKE − CKAM ΓˇMKC
+ HAΓˇ
µ
µC − LαΓˇαAC + ΓˇµMC ΓˇMAµ + ΓˇKµC ΓˇµAK + ΓˇνµC ΓˇµAν − ΓˇEAC ΓˇννE
− ΓˇµAC ΓˇKKµ − ΓˇµAC Γˇννµ − CαAM ΓˇMαC . (26)
First of all, let us consider the expression standing at the first line of the
right–hand side of (26). By using obtained Christoffel symbols Γˇ and the coef-
ficients CKAM , we present this expression as follows:
NSAN
E
M
(
∂
∂Q∗S
HΓMCE −
∂
∂Q∗E
HΓMCS +
HΓKCE
HΓMKS − HΓPCS HΓMPE
)
.
It may also be rewritten as
NSAN
E
M
HR MSEC ,
where by HR MSEC we denote the expression which looks like the Riemann cur-
vature tensor of the manifold with the degenerate metric GHAB.
We note that our Christoffel symbols HΓMCS are defined up to the terms T
M
CS
that satisfy the equality GHABT
B
CD = 0. Therefore, we are allowed to neglect the
terms that are directly proportional to KBα . Since in our case
NEM
HR MSEC =
HR MSMC −KEα ΛαM HR MSEC ,
the contribution to the Ricci curvature RˇAC coming from the second term of the
previous expression may be omitted. The first term will give us NSA
HR MSMC .
The remaining terms of RˇAC are presented by the following expressions:
HA
HΓˇννC =
1
2
HA(γ˜
µνHC γ˜µν) ≡ 1
2
NFA
∂
∂Q∗F
(
γµνNEC
∂
∂Q∗E
γµν
)
;
LαΓˇ
α
AC = −
1
2
NEAN
P
C LαF˜αEP ;
11
ΓˇνMC Γˇ
M
Aν = −
1
4
(GMSNEMN
P
S )N
F
CN
Q
A F˜µEF F˜νQP γ˜µν ;
ΓˇKνC Γˇ
ν
AK = −
1
4
(GKSNFS N
R
K)N
E
AN
P
C F˜νPF F˜µERγ˜µν ;
ΓˇµαC Γˇ
α
Aµ =
1
4
(γ˜µνHC γ˜αν) (γ˜
αβHAγ˜µβ)
=
1
4
γ˜µνNEC
(
D˜E γ˜αν
)
γ˜αβNFA
(
D˜F γ˜µβ
)
;
ΓˇEACΓˇ
ν
νE =
1
2
NPA
HΓECP
(
γ˜µνHE γ˜µν
)
.
In derivation of these terms we have used the identity cσσµ = 0, which is valid
for the compact semisimple Lie group.
Collecting the parts of RˇAC , we get
RˇAC = N
S
AN
E
M
HR MSEC −
1
2
NEAN
F
C LαF˜αEF +
1
2
NEAN
F
C F˜αEF Γˇννα
+
1
2
(GMSNPMN
F
S )N
E
AN
R
C F˜αEP F˜µRF γ˜µα −
1
2
NPA
HΓECP (γ˜
µνHE γ˜µν)
+
1
2
HA
(
γ˜µνHC γ˜µν
)
+
1
4
(
γ˜µνHC γ˜αν
)(
γ˜αβHA γ˜µβ
)
. (27)
The components Rˇαβ of the Ricci curvature RˇAC are defined as
Rˇαβ = ∂ˆαΓˇ
K
Kβ − ∂ˆKΓˇKαβ + ΓˇEKβΓˇKαE − ΓˇEαβΓˇKKE − CEαKΓˇKEβ.
In our case Rˇαβ are given by the following formula:
Rˇαβ = R˜αβ +
1
4
(
GESNFS N
B
E
) (
GMQNPMN
A
Q
)
γ˜µβ γ˜να F˜µPF F˜νBA
+
1
2
HM
(
GMSHS γ˜αβ
)− 1
4
(
γ˜σνHM γ˜σβ
) (
GMSHS γ˜αν
)
−1
4
(
GESHS γ˜νβ
) (
γ˜σνHE γ˜σα
)
+
1
2
NQM
HΓMEQ
(
GESHS γ˜αβ
)
+
1
4
(
GESHS γ˜αβ
)(
γ˜µνHE γ˜µν
)
, (28)
in which by R˜αβ we denote the Ricci curvature of the manifold with the Rie-
mannian metric γ˜µν .
4.3 The calculation of the scalar curvature
In the horizontal lift basis the scalar curvature of the original manifold P is
defined by
RP = GA˜C˜NAA˜N
C
C˜
RˇAC + γ˜
αβRˇαβ . (29)
Notice that by the symmetry argument the second and the third terms of (27)
will not make the contributions into RP .
First we consider the contribution to RP which is obtained from the terms
belonging to RˇAC and Rˇαβ that are given with a single multiplier (γ˜
µνD˜Aγ˜µν).
In (27), they are the fifth and sixth terms.
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It can be shown that the sixth term of RˇAC leads to the following contribu-
tion:
1
2
GA˜C˜NE
A˜
NB
C˜
D˜E
(
γ˜µνD˜B γ˜µν
)
+
1
2
GA˜C˜NE
A˜
NC
C˜
NACE
(
γ˜µνD˜Aγ˜µν
)
. (30)
Combining (30) with the contribution of the fifth term to RP , we get
1
2
GA˜C˜NP
′
A˜
NC
′
C˜
(
NAC′P ′ −NAE HΓAC′P ′
)
(γ˜µνD˜Aγ˜µν). (31)
Now we will calculate the corresponding contribution to RP originated from
the terms of Rˇαβ . But before proceeding to calculation these terms must be
transformed. First we rewrite the third term of (28) as
HM
(
GMS
)(
HS γ˜αβ
)
+GMSNEMN
P
SED˜P γ˜αβ +G
MSNEMN
P
S D˜E
(
D˜P γ˜αβ
)
. (32)
Then, differentiating the identity
NAL = G
H
LF
(
GMSNFMN
A
S
)
with respect to Q∗E , we get the following equality:
(
GMS
)
, E
NEMN
A
S =
− (GMSNFMNAS )NEB HΓBFE −GLUNABNEU HΓBLE −GMSNFMENEF NAS .
By making use of this equality, it can be shown that the contribution of (32)
into RP are given by the following expression:
1
2
(−GMSNFMNAS NEB HΓBFE −GLUNABNEU HΓBLE −GMSNFMENEF NAS
+GMSNEMN
A
SE +G
FSNAS N
E
B
HΓBEF
)
(γ˜µνD˜Aγ˜µν). (33)
Using NFM = δ
F
M −KFµ ΛµM for the projector NFM in the first term of (33), we see
that the part of the first term and the last term of this expression are mutually
cancelled. Besides, grouping the third term in (33) with the remnant of the first
term, we also come to zero. It take place because of the identity
NCP (K
P
αE +K
F
α
HΓPFE) = 0
which is derived from the Killing relation for the horizontal metric GHAB :
KEµBG
H
AE +K
E
µAG
H
BE +K
E
µ G
H
AB,E = 0.
Notice that before using the identity in (33), one should make a replacement of
NEF N
F
ME for −NEP KPνEΛνM in the third term.
The second and fourth terms of (33) give us
1
2
GLUNEU
(
NALE −NAB HΓBLE
)
(γ˜µνD˜Aγ˜µν). (34)
The obtained expression is the contribution to RP given by the terms of Rˇαβ .
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Taking a sum of (31) and (34), we get the contribution to RP which is
obained from RˇAC and Rˇαβ :
GA˜C
′
NP
′
A˜
(
NAC′P ′ −NAEHΓBC′P ′
)
(γ˜µνD˜Aγ˜µν)
≡ GA˜C′NP ′
A˜
(
H∇P ′NAC′
)
(γ˜µνD˜Aγ˜µν). (35)
Finally, we consider the contribution to RP which is obtained from the terms
belonging to RˇAC and Rˇαβ , and containing the product of two multipliers of
the aforementioned kind.
The terms of RˇAC give the following expression as the contribution to RP :
1
2
GA˜C˜NE
A˜
NB
C˜
D˜E
(
γ˜µνD˜B γ˜µν
)
+
1
4
GA˜C˜NA
A˜
NC
C˜
(
γ˜µνD˜C γ˜αν
)(
γ˜αβD˜Aγ˜µβ
)
.
The contribution from the terms of Rˇαβ can be presented as follows:
1
2
GMSNEMN
P
S γ˜
αβ
D˜E
(
D˜P γ˜αβ
)− 1
4
GMSNEMN
P
S
(
γ˜νσD˜E γ˜σβ
)(
γ˜αβD˜P γ˜αν
)
−1
4
GESNPS N
R
E
[(
γ˜αβD˜P γ˜νβ
)(
γ˜νσD˜Rγ˜ασ
)− 1
4
(
γ˜αβD˜P γ˜αβ
)(
γ˜µνD˜Rγ˜µν
)]
.
Replacing the first term of the last expression with the help of the equality
γ˜αβD˜E
(
D˜P γ˜αβ
)
= γ˜ασ γ˜βκ
(
D˜E γ˜σκ
)(
D˜P γ˜αβ
)
+ D˜E
(
γ˜αβD˜P γ˜αβ
)
,
we add together the above contributions (from RˇAC and Rˇαβ) and get
GA˜C˜NE
A˜
NB
C˜
D˜E
(
γ˜µνD˜B γ˜µν
)
+
1
4
GESNPS N
R
E
(
γ˜αβD˜P γ˜νβ
)(
γ˜νσD˜Rγ˜ασ
)
+
1
4
GESNPS N
R
E
(
γ˜αβD˜P γ˜αβ
)(
γ˜µνD˜Rγ˜µν
)
. (36)
Using (27), (28), together with (35) and (36), in (29), we obtain the following
representation for the scalar curvature:
RP = GA
′C′NSA′N
C
C′N
E
M
HR MSEC + γ˜
αβR˜αβ
+
1
4
(
GESNFS N
B
E
) (
GMQNPMN
A
Q
)
γ˜µν F˜µPF F˜νAB +GA
′C′NEA′
(
H∇˜E(γ˜µνHC′ γ˜µν)
)
+
1
4
GES
(
γ˜αβHS γ˜νβ
)(
γ˜νσHE γ˜ασ
)
+
1
4
GES
(
γ˜αβHS γ˜αβ
)(
γ˜µνHE γ˜µν
)
. (37)
Here we have used the definition
H∇˜EfC ≡ D˜E fC − HΓMCEfM .
Notice that RP is independent of the point in the fiber where it is evaluated. It
follows from the invariance of the original Riemannian metric on P under the
action of the group G. So, in (37) one can omit the tilde-marks placed over the
letters.
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5 The geometrical representation of J˜
By comparing the expression for J˜ given by (21) and (37), it can be found that
RP has the following representation:
RP = HR+RG+
1
4
F2+ J˜+ 1
4
GESNAS N
B
E γ
α′β′γν
′µ′(DAγν′β′)(DBγµ′α′), (38)
with the evident symbolical notations for
HR ≡ GA′C′NSA′NCC′NEM HR MSEC ,
F2 ≡ (GESNFS NBE ) (GMQNPMNAQ) γµν FµPFFνAB,
and for the scalar curvature of the orbit
RG ≡ 1
2
γµνcσµαc
α
νσ +
1
4
γµσγ
αβγǫνcµǫαc
σ
νβ .
The last term of (38), as it will be shown, is related to the second fundamental
form of the orbit.
It follows from the fact that every orbit of the group action can be locally
viewed as a submanifold in the manifold P . In this case the second fundamental
form of the orbit may be defined as follows:
jCαβ(Q) = Π
C
D(Q)
(∇KαKβ)D(Q),
where by ∇A we denote the covariant derivative determined by means of the
Levy–Civita connection of the manifold P with the Riemannian metric GAB(Q).
We must project the second fundamental form jCαβ(Q) onto the direction
which is parallel to the orbit space. In order to find this projection we should
calculate the following expression:
G˜ABG˜
(
ΠCD(Q)
(∇KαKβ)D ∂∂QC ,
∂
∂Q∗A
)
, (39)
where G˜ is the metric (1) of the manifold P , and where before performing the
calculation, the variables QA in
ΠCA(Q)
(∇KαKβ)A(Q) ∂∂QC =
1
2
ΠCA(Q)
[∇KαKβ +∇KβKα]A(Q) ∂∂QC
must be replaced for (Q∗A, aα).
As a result of the calculation we get
jBαβ(Q
∗, a) =
1
2
ρα
′
α (a)ρ
β′
β (a)N
B
E (Q
∗)
(∇Kα′Kβ′ +∇Kβ′Kα′)E(Q∗).
Moreover, it can be shown that
jBαβ(Q
∗, a) = −1
2
ρµα(a)ρ
ν
β(a)G
PS(Q∗)NBP (Q
∗)NES (Q
∗)
(DEγµν)(Q∗).
After restriction of the obtained expression to the surface Σ by setting a = e,
where e is the unity element of the group G, we come to the following expression
for the second fundamental form:
jBαβ(Q
∗) = −1
2
GPSNBP N
E
S
(DEγαβ)(Q∗).
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Using this expression, one can show that the last term of (38) is the “square”
of the fundamental form of the orbit:
||j||2 = GHAB γαµ γβν jAαβ jBµν .
Thus, the integrand J˜ is given by
J˜ = RP − HR−RG − 1
4
F2 − ||j||2. (40)
Now, we may rewrite the integral relation (7) in the following form:
γ(Q∗b)
−1/4
γ(Q∗a)
−1/4
GM(Q∗b , tb;Q
∗
a, ta) =
∫
G
GP(pbθ, tb; pa, ta)dµ(θ),
where
GM(Q∗b , tb;Q
∗
a, ta) =
∫
dµξΣ exp
{∫ tb
ta
[ 1
µ2κm
V˜ (ξΣ(u))− 1
8
µ2κm J˜(ξΣ(u))
]
du
}
.
The semigroup determined by the Green’s function GM acts in the Hilbert space
with the scalar product (ψ1, ψ2) =
∫
Σ
ψ1(Q
∗)ψ2(Q∗) dvM(Q∗). The measure
dvM is given by dvM(Q∗) = det
1/2
(
(P⊥)DA G
H
DC (P⊥)
C
B
)
dQ∗1 ∧ . . . ∧ dQ∗NP .
If it were possible to find invariant coordinates xi such that χα(Q∗(xi)) ≡ 0,
the measure dvM of the previouse scalar product could be transformed into
the volume measure det1/2hij dx
1 · . . . · dxNM for the Riemannian metric hij =
Q∗Ai (x)G
H
AB(Q
∗(x))Q∗Bj (x) defined on the orbit space M.
The Green’s function GM satisfies the forward Kolmogorov equation with
the operator
Hˆκ =
~κ
2m
{
GCDNACN
B
D
∂2
∂Q∗A∂Q∗B
−GCDNECNMD HΓAEM
∂
∂Q∗A
}
− ~κ
8m
J˜ +
1
~κ
V˜ , (41)
where J˜ is given by (40). The Hamilton operator Hˆ of the corresponding
Schro¨dinger equation can be obtained from (41) as follows: Hˆ = − ~κHˆκ|κ=i.
6 Conclusion
In the paper, it has been shown that the exponential of the path integral reduc-
tion Jacobian can be written in the form of the difference between the scalar
curvature of the original manifold and the following terms: the scalar curvature
of the orbit, the scalar curvature of the reduced manifold, the square of the
second fundamental form of the orbit, and the one fourth of the square of the
curvature of the connection defined on the principal fibre bundle.
In many important cases the local description of the reduced motion is only
possible by making use of dependent coordinates. This is a typical situation
which one meets with in gauge theories. It would be very useful to find an
appropriate generalization of the obtained formula (40) in these cases.
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Besides, the formulae of this kind are necessary for consideration of the
renormalization corrections in case of the rigorous definition of the path integral
measure defined on the space of gauge connections, where the regularization of
the original (weak) metric converts it into the (strong) Riemannian metric [6].
In the paper the geometrical representation of the Jacobian has been found,
in fact, for the case of the local reduction since consideration of [3] has been
done for the trivial principal fibre bundle. An interesting problem would be to
extend the obtained result onto the case of the global path integral reduction in
which the topological questions would be expected to play an important role.
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