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REMARKS ON A TRIPLE INTEGRAL
Bui Van Binh, Vadim Schechtman
To Yuri Ivanovich Manin on his 75-th birthday
§1. Introduction
1.1. The following remarkable integral
IC(σ1, σ2, σ3) =
∫
C3
(1 + |x1|
2)−2σ1(1 + |x2|
2)−2σ2(1 + |x3|
2)−2σ3
|x1 − x2|
−2−2ν3 |x2 − x3|
−2−2ν1|x3 − x1|
−2−2ν2dx1dx2dx3 (1.1.1)
has appeared in [ZZ] in connection with the Liouville model of the conformal
field theory. Here σi ∈ C,
ν1 = σ1 − σ2 − σ3, ν2 = σ2 − σ3 − σ1, ν3 = σ3 − σ1 − σ2
et dx denotes the standard Haar measure on C.
Set
I˜C(σ1, σ2, σ3) =
∫
C2
(1 + |x1|
2)−2σ1(1 + |x2|
2)−2σ2 |x1 − x2|
−2−2ν3dx1dx2 (1.1.2)
To compute (1.1.1) the authors of [ZZ] first note that
IC(σ1, σ2, σ3) = piI˜C(σ1, σ2, σ3) (1.1.3)
This may be proven using an SU(2)-symmetry (cf. 5.1 below). So (1.1.1) and
(1.1.2) converge for ℜσ1,ℜσ2,ℜν3 sufficiently large.
Then the authors give (without proof) the value of I˜C and hence that of IC:
IC(σ1, σ2, σ3) = pi
3Γ(σ1 + σ2 + σ3 − 1)Γ(−ν1)Γ(−ν2)Γ(−ν3)
Γ(2σ1)Γ(2σ2)Γ(2σ3)
(1.1.4)
A proof (somewhat artificial) of (1.1.4) may be found in [HMW]. We propose
another proof in 5.3 below.
1.2. In this note we take the study of the real, q-deformed and p-adic versions
of (1.1.1).
1
2A real version of (1.1.1) is the integral (1.2.1) below, cf. §6. It has appeared
in [BR] in connection with a study of periods of automorphic triple products:
IR(σ1, σ2, σ3) :=
1
(2pi)3
∫ pi
−pi
∫ pi
−pi
∫ pi
−pi
3∏
i=1
| sin(θi − θi+1)|
(νi+2−1)/2dθ1dθ2dθ3 =
=
Γ((ν1 + 1)/4)Γ((ν2 + 1)/4)Γ((ν3 + 1)/4)Γ((
∑
i νi + 1)/4)
Γ(1/2)3Γ((1− σ1)/2)Γ((1− σ2)/2)Γ((1− σ3)/2)
(1.2.1)
The index i under the integral is understood modulo 3. The authors of [BR]
provide an elegant proof of (1.2.1) using Gaussian integrals.
In this note we propose and calculate a q-deformation of this integral (see Thm
1.6 and §4 below); in the limit q → 1 this gives (1.2.1).
Set
ai =
νi − 1
4
Then (1.2.1) rewrites as
J(a1, a2, a3) :=
1
(2pi)3
∫ pi
−pi
∫ pi
−pi
∫ pi
−pi
3∏
i=1
| sin(θi − θi+1)|
2ai+2dθ1dθ2dθ3 =
=
Γ(a1 + 1/2)Γ(a2 + 1/2)Γ(a3 + 1/2)Γ(
∑
ai + 1)
Γ(1/2)3Γ(a1 + a2 + 1)Γ(a2 + a3 + 1)Γ(a3 + a1 + 1)
=
∏
i Γ(2ai + 1)Γ(
∑
ai + 1)
4
∑
ai
∏
i Γ(ai + 1)
∏
i<j Γ(ai + aj + 1)
(1.2.2)
where we have used the duplication formula
Γ(2a+ 1) = 22api−1/2Γ(a+ 1/2)Γ(a+ 1)
Let us suppose that ai are positive integers. After a change of variables yj = e
2iθj
it is easy to see that (1.2.2) is equivalent to
CT
∏
1≤i<j≤3
(1− yi/yj)
aij (1− yj/yi)
aij
=
(a1 + a2 + a3)!
∏3
i=1(2ai)!∏3
i=1 ai!
∏
1≤i<j≤3(ai + aj)!
(1.2.3)
Here aij := ak where {k} = {1, 2, 3} \ {i, j} and CT means ”constant term”.
If a1 = a2 = a3 = a, this gets into
CT
∏
1≤i 6=j≤3
(1− yi/yj)
a =
Γ(3a+ 1)
Γ(a+ 1)3
(1.2.4)
which is the classical Dyson formula for the root system A2, cf. [Dy], (142).
3In §3 below we give an independent proof of (1.2.3).
1.3. The reformulation (1.2.3) allows us to write down a q-deformation of it.
It looks as follows. For a natural a denote as usual
(x; q)a =
a−1∏
i=0
(1− xqi) =
(x; q)∞
(xqa; q)∞
where
(x; q)∞ =
∞∏
i=0
(1− xqi) (1.3.1)
Here q is a formal variable.
Denote
[a]!q =
(q; q)a
(1− q)a
1.4. Theorem. Let a1, a2, a3 be natural. Then
CT
∏
1≤i<j≤3
(yi/yj; q)aij (qyj/yi; q)aij
=
[a1 + a2 + a3]
!
q
∏3
i=1[2ai]
!
q∏3
i=1[ai]
!
q
∏
1≤i<j≤3[ai + aj ]
!
q
(1.4.1)
For a proof see §4 below.
If a1 = a2 = a3 this becomes the (proven) Macdonald’s q-constant term con-
jecture for the root system A2.
In fact, (1.4.1) is in turn a particular case of the following beautiful formula
due to W.Morris.
Theorem (W.Morris). Let a1, a2, a3 be natural and σ ∈ Σ3 be an arbitrary
permutation. Then
CT
∏
1≤i<j≤3
(yi/yj; q)aij (qyj/yi; q)aσ(i)σ(j)
=
[a1 + a2 + a3]
!
q
∏3
i=1[ai + aσ(i)]
!
q∏3
i=1[ai]
!
q
∏
1≤i<j≤3[ai + aj ]
!
q
(1.4.2)
This is the case of the A2-isolated labeling of Morris’ conjecture, cf. [Mo], 4.3.
The proof of (1.4.2) is contained in op. cit. 5.12. The formula (1.4.1) is the case
σ = the identity permutation of (1.4.2). Our proof of (1.4.1) is less involved than
Morris’ proof of the general case.
41.5. Let us generalize Thm. 1.4 to the case of complex ai. To this end we
suppose that q is a real number, 0 < q < 1.
For any x, a ∈ C we define
(x; q)a =
(x; q)∞
(xqa; q)∞
Define as usually
Γq(x) = (1− q)
1−x (q, q)∞
(qx, q)∞
We denote by T 3 the torus
T 3 = {(y1, y2, y3) ∈ C
3| |yi| = 1, 1 ≤ i ≤ 3}
1.6. Theorem. For ℜ(ai) > 0, 1 ≤ i ≤ 3
1
(2pii)3
∫
T 3
∏
1≤i<j≤3
(yi/yj; q)aij (qyj/yi; q)aij
dy1
y1
dy2
y2
dy3
y3
=
Γq(a1 + a2 + a3 + 1)
∏3
i=1 Γq(2ai + 1)∏3
i=1 Γq(ai + 1)
∏
1≤i<j≤3 Γq(ai + aj + 1)
(1.6.1)
For a proof see 4.6 below. Passing to the limit q → 1 gives (1.2.1).
1.7. Let us describe a p-adic version of (1.1.1).
Let p be a prime number; consider the field Qp of rational p-adic numbers. Let
dpx denote the Haar measure on Qp normalized by the condition∫
Zp
dpx = 1
Let
|.|p : Q
×
p −→ R
×
>0
be the standard p adic norm, |p|p = p
−1; we set |0|p = 0.
We have dp(ax) = |a|pdpx, so |a|p is a p-adic analog of |z|
2, z ∈ C (sic!).
Define a function ψp(x), x ∈ Qp, by
ψp(x) = max{|x|p, 1} (1.7.1)
This is an analog of |z|2 + 1, z ∈ C, see 2.5 below.
Set
ΓQp(σ) =
1− p−1
1− p−σ
, σ ∈ C
51.8. The following integrals are p-adic analogs of (1.1.1):
IQp(σ1, σ2, σ3) =
∫
Q3p
ψp(x1)
−2σ1ψp(x2)
−2σ2ψp(x3)
−2σ3
|x1 − x2|
−1−ν3
p |x2 − x3|
−1−ν1
p |x3 − x1|
−1−ν2
p dpx1dpx2dpx3 (1.8.1)
and of (1.1.2):
I˜Qp(σ1, σ2, σ3) =
∫
C2
ψp(x1)
−2σ1ψp(x2)
−2σ2 |x1 − x2|
−1−ν3
p dpx1dpx2 (1.8.2)
1.9. Theorem. (i)
IQp(σ1, σ2, σ3) =
1
Γp(2)
I˜Qp(σ1, σ2, σ3) (1.9.1)
(ii)
I˜Qp(σ1, σ2, σ3) =
ΓQp(σ1 + σ2 + σ3 − 1)ΓQp(−ν1)ΓQp(−ν2)ΓQp(−ν3)
ΓQp(2σ1)ΓQp(2σ2)ΓQp(2σ3)
(1.9.2)
For a proof, see §2 below.
1.10. Let G = PGL(2). The integral IC (resp. IR, IQp) is related to invari-
ant functionals on triple products V1 ⊗ V2 ⊗ V3 where Vi are irreducible G(K)-
representations of the principal series, with K = C (resp. R or Qp), cf. [BR] for
the real case. So its q-deformation (1.6.1) should be related to the same objects
connected with the quantum group Uqg(R) where g = Lie G.
1.11. Notation. N = {0, 1, 2, . . .}.
1.12. Acknowledgement. The second author is thankful to J.Bernstein
and A.Reznikov for inspiring discussions. We thank W.Zudilin for sending the
unpublished dissertation of W.Morris.
§2. The p-adic case
2.1. Notation. Let
vp : Qp −→ Z ∪ {∞}
denote the usual p-adic valuation, i.e. vp(x) = n if x ∈ p
nZp \p
n+1Zp, vp(0) =∞.
For n,m ∈ Z we denote
A≤n = {x ∈ Qp| vp(x) ≤ n}, A≥n = {x ∈ Qp| vp(x) ≥ n},
A[n,m] = A≥n ∩ A≤m, An = A[n,n]
6We also set
ΓQp(∞) := lim
a→∞
ΓQp(a) = 1− p
−1
2.2. A p-adic hypergeometric function. Define
FQp(a, c; y) =
∫
Qp
ψp(x)
a|x− y|cpdpx,
a, c ∈ C; y ∈ Qp.
2.3. Lemma. (i) If vp(y) ≥ 0 then
FQp(a, c; y) = ΓQp(c+ 1)− ΓQp(a+ c+ 1)
(ii) If vp(y) = n < 0 then
FQp(a, c; y) = p
−n(a+c+1)ΓQp(c+ 1)− p
−n(a+c+1)ΓQp(a + c+ 1)
+
p−ncΓQp(∞)
ΓQp(n(a + 1) + 1)
−
p−ncΓQp(∞)ΓQp(a+ 1)
ΓQp(n(a+ 1))
Proof. Let us denote for brevity
f(a, c; x, y) = ψp(x)
a|x− y|cp
(i) Let vp(y) = n ≥ 0. Decompose Qp into the following areas:
Qp = A<0 ∪A[0,n−1] ∪ An ∪A≥n
Then ∫
A<0
fdpx = −ΓQp(a+ c+ 1),∫
A[0,n−1]
fdpx = (1− p
−n(c+1))ΓQp(c+ 1),
∫
A>n
fdpx = p
−n(c+1)−1
To evaluate
∫
An
f(x, y)dpx, we decompose An into two subsets depending on
y ∈ An: An = A
′
n(y) ∪A
′′
n(y) where
A′n(y) = {x ∈ An| vp(x− y) = n}, A
′′
n(y) = {x ∈ An| vp(x− y) > n} (2.3.1)
Then ∫
A′n(y)
fdpx = (p− 2)p
−n(c+1)−1
and ∫
A′′n(y)
fdpx = p
−(n+1)(c+1)ΓQp(c+ 1),
7so that ∫
An
fdpx = (p− 2)p
−n(c+1)−1 + p−(n+1)(c+1)ΓQp(c+ 1).
Adding up, we get (i).
(ii) is proved in a similar manner. Let vp(y) = n < 0. We decompose
Qp = A<n ∪An ∪A[−n+1,−1] ∪ A≥0,
and for y ∈ An
An = A
′
n(y) ∪A
′′
n(y)
as in (2.3.1). Then ∫
A<n
fdpx = −p
−n(a+c+1)ΓQp(a+ c+ 1),
∫
A[−n+1,−1]
fdpx = (1− p
−1)p−nc
−1∑
m=n+1
p−m(a+1),
∫
A≥0
fdpx = p
−nc,
∫
A′n(y)
fdpx = (p− 2)p
−n(a+c+1)−1
and ∫
A′′n(y)
fdpx = p
−(n+1)(c+1)ΓQp(c+ 1)
Adding up, we get (ii). .
2.4. Theorem.
J(a, b, c) :=
∫ ∫
Q2p
ψp(x)
aψp(y)
b|x− y|cpdpxdpy =
=
ΓQp(c+ 1)ΓQp(−a− c− 1)ΓQp(−b− c− 1)ΓQp(−a− b− c− 2)
ΓQp(−a)ΓQp(−b)ΓQp(−a− b− 2c− 2)
(2.4.1)
Proof. By definition
J(a, b, c) =
∫
Qp
ψp(y)
bFQp(a, c; y)dpy
Using Lemma 2.3 we readily compute this integral and arrive at (2.4.1). 
This theorem is equivalent to (1.9.2).
2.5. Proof of (1.9.1). We shall use the same method as in the complex case,
cf. §5 below.
8Let
K = SL2(Zp) ⊂ G = SL2(Qp)
If v ∈ Q2p and g ∈ K then
|v|p = |gv|p (2.5.1)
where
|(a, b)|p = max{|a|p, |b|p}
For
g =
(
a b
c d
)
∈ G, z ∈ Qp
set
g · z =
az + b
cz + d
It follows:
ψp(g · x) =
ψp(x)
|cx+ d|p
, g ∈ K (2.5.2)
We have also for g ∈ G
g · x− g · y =
x− y
(cx+ d)(cy + d)
(2.5.3)
and
dp(g · z) =
dpz
|cz + d|2p
, (2.5.4)
cf. [GGPS], Ch. II, §3, no. 1.
We have
IQp(σ1, σ2, σ3) =
∫
Qp
ψp(x3)
−2σ3
(∫
Q2p
ψp(x1)
−2σ1ψp(x2)
−2σ2
|x1 − x2|
−1−ν3
p |x2 − x3|
−1−ν1 |x3 − x1|
−1−ν2dpx1dpx2
)
dpx3 (2.5.5)
Given y ∈ Qp, set a(y) = y if y ∈ Zp and a(y) = y
−1 if y /∈ Zp; so a(y) ∈ Zp in
any case.
Define a matrix k(y) ∈ K by:
(i) if y ∈ Zp then
k(y) =
(
1 −a(y)
0 1
)
(ii) if y ∈ Qp \ Zp then
k(y) =
(
a(y) −1
1 0
)
9In the internal integral in (2.5.5) let us make a change of variables
xi = k(x3)
−1 · yi, i = 1, 2
Using (2.5.2) - (2.5.4) we get
IQp(σ1, σ2, σ3) =
∫
Qp
dpx3
ψp(x3)2
· I ′Qp(σ1, σ2, σ3)
where
·I ′Qp(σ1, σ2, σ3) =∫ ∫
Q2p
|y1|
−1−ν2
p |y2|
−1−ν1
p ψp(y1)
−2σ1ψp(y2)
−2σ2 |y1 − y2|
−1−ν3
p dpy1dpy2
After one more substitution yi 7→ y
−1
i , i = 1, 2,
I ′Qp(σ1, σ2, σ3) = I˜Qp(σ1, σ2, σ3)
(note that dp(y
−1) = dpy/|y|
2
p). Finally we conclude by the following easily proved
p-adic version of (5.1.6):
2.6. Lemma. ∫
Qp
dpx
ψp(x)2
= 1 + p−1

§3. The real case
3.1. Theorem. If a, b, c ∈ N then
CT(1− y1/y2)
c(1− y2/y1)
c(1− y1/y3)
b(1− y3/y1)
b(1− y2/y3)
a(1− y3/y2)
a
=
(2a)!(2b)!(2c)!(a+ b+ c)!
a!b!c!(a + b)!(a + c)!(b+ c)!
3.2. Lemma (A.C.Dixon’s identity).
∞∑
n=−∞
(−1)n
(
a+ b
a+ n
)(
b+ c
b+ n
)(
a+ c
c + n
)
=
(a + b+ c)!
a!b!c!
(We set
(
a
b
)
= 0 for b < 0.)
See [K], 1.2.6, Exercice 62 and Answer to Ex. 62, p. 490 (one finds also
interesting references there). 
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3.3. Proof of 3.1. The Laurent polynomial on the left hand side is
f(y1, y2, y3) =
∑
i,j,k
(−1)a+b+c−i−j−k
(
2c
i
)(
2a
j
)(
2b
k
)
yb−c+i−k1 y
c−a+j−i
2 y
a−b+k−j
3
whence the constant term corresponds to the values
b− c+ i− k = c− a + j − i = a− b+ k − j = 0
Set n = c− i; then n = b− k = a− j as well, so
CT f(y1, y2, y3) =
∞∑
n=0
(−1)−3n
(
2a
a+ n
)(
2b
b+ n
)(
2c
c + n
)
=
(2a)!(2b)!(2c)!
(a+ b)!(a + c)!(b+ c)!
∞∑
n=0
(−1)n
(
a + b
a+ n
)(
b+ c
b+ n
)(
a+ c
c+ n
)
,
and the application of 3.2 finishes the proof. 
§4. The real q-deformed case
4.1. Notation: [
a
b
]
q
=
[a]!q
[b]!q[a− b]
!
q
If a, b ∈ Z, a ≥ 0, b < 0 we set [
a
b
]
q
= 0
Set
u = x2/x1, v = x3/x2, w = x1/qx3;
a = a3, b = a1, c = a2.
We are interested in the constant term of
Fq(u, v, w) = (qu; q)a(u
−1; q)a(qv; q)b(v
−1; q)b(qw; q)b(w
−1; q)b (4.1.1)
where uvw = q−1.
4.2. Lemma (K.Kadell).
(qx; q)b(x
−1; q)a =
b∑
i=−a
qi(i+1)/2
[
a + b
a + i
]
q
(−x)i
See [Ka], (3.31). 
4.3. Lemma (q-Dixon identity). On has two equivalent formulas:
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(i)
∞∑
n=−∞
(−1)nqn(3n+1)/2
[
a+ b
a + n
]
q
[
b+ c
b+ n
]
q
[
c+ a
c + n
]
q
=
=
[a+ b+ c]!q
[a]!q[b]
!
q[c]
!
q
(4.3.1)
(ii)
∞∑
n=−∞
(−1)nqn(3n+1)/2
[
2a
a + n
]
q
[
2b
b+ n
]
q
[
2c
c + n
]
q
=
=
[2a]!q[2b]
!
q[2c]
!
q[a + b+ c]
!
q
[a]!q[b]
!
q[c]
!
q[a+ b]
!
q[b+ c]
!
q[a+ c]
!
q
(4.3.2)
Cf. [K], answer to Exercice 1.2.6, [C]. 
4.4. Now we can prove (1.4.1). Replace in the product (4.1.1) the double
products like (qu; q)a(u
−1; q)a using 4.2. In the resulting expression the contant
term will be the sum of coefficients at uivivi divided by qi. Thus
CTFq(u, v, w) =
∞∑
n=−∞
(−1)nq−nq3n(n+1)/2
[
2a
a + n
]
q
[
2b
b+ n
]
q
[
2c
c + n
]
q
=
∞∑
n=−∞
(−1)nqn(3n+1)/2
[
2a
a+ n
]
q
[
2b
b+ n
]
q
[
2c
c+ n
]
q
=
[2a]!q[2b]
!
q[2c]
!
q[a + b+ c]
!
q
[a]!q[b]
!
q[c]
!
q[a+ b]
!
q[b+ c]
!
q[a+ c]
!
q
by (4.3.2). This finishes the proof of (1.4.1). 
Let us prove Thm. 1.6. We shall use an idea going back to Hardy, cf. [B], 5.5;
[S]; [M], 17.2.
First (1.6.1) is true if all ai ∈ N — this is Thm. 1.4. Now we shall use
4.5. Lemma. Let f(z) be a function holomorphic and bounded for ℜz ≥ 0
such that f(z) = 0 for z ∈ N. Then f(z) ≡ 0.
This is a particular case of Carlsson’s theorem, cf. [B], 5.3; [T], 5.8.1. 
4.6. Set
Γ˜q(a) =
∏∞
i=1(1− q
i)∏∞
i=0(1− q
a+i)
,
so that
Γq(a) = (1− q)
1−aΓ˜q(a);
Recall that 0 < q < 1.
12
We have
1− |b|qℜs ≤ |1− bqs| ≤ 1 + |b|qℜs, ℜs ≥ 0,
and
1 + t ≤ et, t ≥ 0.
It follows:
|
∞∏
i=0
(1− qa+i)| ≤
∞∏
i=0
(1 + qℜa+i) ≤
∞∏
i=0
eq
ℜa+i
= e
∑∞
i=0 q
ℜa+i
= eq
ℜa/(1−q) ≤ e1/(1−q)
for ℜa ≥ 0.
On the other hand
|
∞∏
i=0
(1− qa+i)| ≥
∞∏
i=0
(1− qℜa+i) ≥
∞∏
i=0
(1− qa0+i)
for ℜa ≥ a0 > 0.
Fix a0 > 0. It follows that there exist constants C1, C2 > 0 such that
C1 ≤ Γ˜q(a) ≤ C2 (4.6.1)
for all a, ℜa ≥ a0.
Consider the right hand side of (1.6.1)
f(a1, a2, a3) :=
Γq(a1 + a2 + a3 + 1)
∏3
i=1 Γq(2ai + 1)∏3
i=1 Γq(ai + 1)
∏
1≤i<j≤3 Γq(ai + aj + 1)
=
Γ˜q(a1 + a2 + a3 + 1)
∏3
i=1 Γ˜q(2ai + 1)∏3
i=1 Γ˜q(ai + 1)
∏
1≤i<j≤3 Γ˜q(ai + aj + 1)
It follows from (4.7.1) that there a constant C3 > 0 such that
|f(a1, a2, a3)| ≤ C3
for all a1, a2, a3 with the real part ≥ a0.
In the same manner we prove that if g(a1, a2, a3; x1, x2, x3) is the expression
under the integral from the left hand side of (1.6.1), there exist a constant C4 > 0
such that
|g(a1, a2, a3)| ≤ C4
for all a1, a2, a3 with the real part ≥ a0 and (x1, x2, x3) ∈ T
3; thus
h(a1, a2, a3) =
1
(2pi3)
|
∫
T 3
g(a1, a2, a3; x1, x2, x3)dx1dx2dx3|
is also bounded by a constant not depending on ai.
13
By Thm. 1.4 we know that h(a1, a2, a3) = f(a1, a2, a3) if all ai ∈ N. Now
applying (3 times) 4.5 we conclude that this is true for all ai with ℜai ≥ a0. This
proves Thm. 1.6. 
§5. The complex case
5.1. Proof of (1.1.3). We give some details because we use exactly the same
argument in the p-adic case, cf. 2.5.
Let
K = SU(2) = {
(
a b
−b¯ a¯
)
| a, b ∈ C, |a|2 + |b|2 = 1} ⊂
⊂ G = SL2(C) (5.1.1)
If v ∈ C2 and g ∈ K then
|v| = |gv| (5.1.2)
where
|(a, b)|2 = |a|2 + |b|2
For
g =
(
a b
c d
)
∈ G, z ∈ C
set
g · z =
az + b
cz + d
It follows:
1 + |g · x|2 =
1 + |x|2
|cx+ d|2
, g ∈ K (5.1.3)
We have also for g ∈ G
g · x− g · y =
x− y
(cx+ d)(cy + d)
(5.1.4)
and
d(g · z) =
dz
|cz + d|4
(5.1.5)
(recall that in real coordinates z = x+ iy we have dz = dxdy).
Using this, let us evaluate
IC(σ1, σ2, σ3) =∫
C
dx3(1 + |x3|
2)−2σ3
(∫ ∫
C2
2∏
i=1
(1 + |xi|
2)−2σi
3∏
i=1
|xi − xi+1|
−2−2νi+2dx1dx2
)
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In the internal integral let us make a change of variables xi = k
−1 · yi, i = 1, 2
with k ∈ K as in (5.1.1) with
a =
1
(1 + |x3|2)1/2
, b = −
x3
(1 + |x3|2)1/2
,
so y3 = k · x3 = 0.
We get
IC(σ1, σ2, σ3) =
∫
C
dx3
(1 + |x3|2)2
· I ′C(σ1, σ2, σ3)
where
I ′C(σ1, σ2, σ3) =∫ ∫
C2
|y1|
−2−2ν2|y2|
−2−2ν1(1 + |y1|
2)−2σ1(1 + |y2|
2)−2σ2 |y1 − y2|
−2−2ν3dy1dy2
After one more substitution yi 7→ y
−1
i , i = 1, 2,
I ′C(σ1, σ2, σ3) = I˜C(σ1, σ2, σ3)
(note that d(y−1) = dy/|y|4).
Passing to polar coordinates we get∫
C
dx
(1 + |x|2)2
= pi, (5.1.6)
cf. Lemma 2.6.
Thus
IC(σ1, σ2, σ3) = piI˜C(σ1, σ2, σ3) (5.1.6)
which establishes (1.1.3). 
5.2. To establish (1.1.4) it remains to compute the integral (1.1.2). Introduce
new parameters ai = −1 − νi, i = 1, 2, 3. In terms of them (1.1.2) becomes
IC;2(a1, a2, a3) :=
∫
C2
(1 + |z1|
2)−2−a2−a3(1 + |z2|
2)−2−a1−a3 |z1 − z2|
2a3dz1dz2.
In view of 5.1, (1.1.4) is equivalent to
5.3. Theorem. For ℜa1,ℜa2,ℜa3 sufficiently large
IC;2(a1, a2, a3) =
= pi2
Γ(a1 + a2 + a3 + 2)Γ(a1 + 1)Γ(a2 + 1)Γ(a3 + 1)
Γ(a1 + a2 + 2)Γ(a1 + a3 + 2)Γ(a2 + a3 + 2)
(5.3.1)
Proof. Let us make a change of variables zk = rke
iφk . If zk = dxk + iyk then
dzk = dxkdyk = rkdφk.
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So we get:
IC;3(a1, a2, a3) =
∫
R2+
(1 + r21)
−2−a2−a3(1 + r22)
−2−a1−a3r1r2
(∫
[0,2pi]2
|r1e
iφ1 − r2e
iφ2 |2a3dφ1dφ2
)
dr1dr2.
We have
|r1e
iφ1 − r2e
iφ2 |2 = (r1e
iφ1 − r2e
iφ2)(r1e
−iφ1 − r2e
−iφ2) =
(r1 − r2e
i(φ2−φ1))(r1 − r2e
−i(φ2−φ1))
Suppose that a3 ∈ N. Note that
1
(2pi)2
∫
[0,2pi]2
(r1 − r2e
i(φ2−φ1))a(r1 − r2e
−i(φ2−φ1))adφ1dφ2 =
CTz(r1 − r2z1/z2)
a(r1 − r2z2/z1)
a
Let us introduce a polynomial
φa(r1, r2) := CTz(r1 − r2z1/z2)
a(r1 − r2z2/z1)
a =
a∑
i=0
(
a
i
)2
r2i1 r
2a−2i
2
Note that
φa(1, 1) =
(
2a
a
)
(this is the simplest case of the Dyson identity).
We get
IC;2(a1, a2, a3) =
a3∑
i=0
(
a3
i
)2 ∫
R2+
(1+r21)
−2−a2−a3(1+r22)
−2−a1−a3r1+2i1 r
1+2a3−2i
2 dr1dr2
We have
I(a, b) :=
∫ ∞
0
(1 + r2)br1+2adr =
(u = r2)
1
2
∫ ∞
0
(1 + u)buadu =
(u = v/(1− v))
1
2
∫ 1
0
(1− v)−b−a−2vadv =
1
2
B(a + 1,−a− b− 1) =
1
2
Γ(a + 1)Γ(−a− b− 1)
Γ(−b)
It follows: ∫
R2+
(1 + r21)
−2−a2−a3(1 + r22)
−2−a1−a3r1+2i1 r
1+2a3−2i
2 dr1dr2 =
16
1
4
Γ(i+ 1)Γ(1− i+ a2 + a3)Γ(a3 − i+ 1)Γ(1 + i+ a1)
Γ(a2 + a3 + 2)Γ(a1 + a3 + 2)
So
IC;2(a1, a2, a3) =
pi2Γ(a3 + 1)
2
Γ(a2 + a3 + 2)Γ(a1 + a3 + 2)
a3∑
i=0
Γ(1− i+ a2 + a3)Γ(1 + i+ a1)
Γ(i+ 1)Γ(a3 − i+ 1)
Note that if a2, a3 ∈ N,
Γ(1− i+ a2 + a3)Γ(1 + i+ a1)
Γ(i+ 1)Γ(a3 − i+ 1)
= Γ(a1 + 1)Γ(a2 + 1)
(
a1 + i
a1
)(
a2 + a3 − i
a2
)
Thus
IC;2(a1, a2, a3) =
pi2Γ(a3 + 1)
2Γ(a1 + 1)Γ(a2 + 1)
Γ(a2 + a3 + 2)Γ(a1 + a3 + 2)
a3∑
i=0
(
a1 + i
a1
)(
a2 + a3 − i
a2
)
(5.3.2)
Next we shall use an elementary
5.4. Lemma. For natural a1, a2, a3,
a3∑
i=0
(
a1 + i
a1
)(
a2 + a3 − i
a2
)
=
(
a1 + a2 + a3 + 1
a3
)
Proof. The case a2 = 0 is a consequence of the identity(
a+ 1
b+ 1
)
=
(
a
b+ 1
)
+
(
a
b
)
.
Suppose that a2 ≥ 1 and make the induction on a3. The case a3 = 0 is clear.
Suppose we have proven the assertion for a3 ≤ n. We have:
A(n + 1) :=
n+1∑
i=0
(
a1 + i
a1
)(
a2 + n+ 1− i
a2
)
=
n∑
i=0
(
a1 + i
a1
)(
a2 + n + 1− i
a2
)
+
(
a1 + n+ 1
a1
)
(∗)
But (
a2 + n + 1− i
a2
)
=
(
a2 + n− i
a2
)
+
(
a2 + n− i
a2 − 1
)
Inserting this into (*) and using the induction hypothesis one finishes the proof.

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Combining (5.3.2) with the above lemma we get the assertion of Thm. 5.3 for
natural ai.
On the other hand, one can verify that both sides of (5.3.1) are bounded when
for one i ℜai → ∞ and the other two aj ’s are fixed. So by Carlsson’s theorem
(cf. Lemma 5.4), the identity (5.3.1) holds true for all ai with ℜai sufficiently
large (so that the integral converges). 
§6. Why the real integral is analogous to the complex one
6.1. Consider a change of variables
x = tanα, y = tanβ, z = tan γ
We have
sin(α− β) = (tanα− tan β) cosα cos β,
1 + x2 = cos−2 α
and
dα =
dx
1 + x2
6.2. Consider the integral (1.2.1)
I(a, b, c) =
∫ pi
−pi
∫ pi
−pi
∫ pi
−pi
| sin(α− β)|2c| sin(α− γ)|2b| sin(β − γ)|2adαdβdγ.
The function under the integral is pi-periodic with respect to each argument. It
follows that
I(a, b, c) = 8
∫ pi/2
−pi/2
∫ pi/2
−pi/2
∫ pi/2
−pi/2
| sin(α−β)|2c| sin(α− γ)|2b| sin(β− γ)|2adαdβdγ =
8
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
(1 + x2)−(b+c+1)(1 + y2)−(a+c+1)(1 + z2)−(a+b+1)
|x− y|2c|x− z|2b|y − z|2adxdydz
We see that this integral is similar to (1.1.1).
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