ABSTRACT
INTRODUCTION
Automatic extraction of semantic relations pairs from various sources is one of the popular topics in natural language processing (NLP).In these studies, corpus, web pages, dictionary definitions etc. are used as source. The main purpose of these studies is to create a structural semantic dictionary in which the words have various relations with each other. Semantic dictionaries are used in many NLP studies such as document classification, information retrieval etc. WordNet [1] is the best example of semantic dictionary for English. There are many semantic relationships in WordNet such as hyponymy, meronymy, synonymy, antonymy etc. The words in noun, adjective, verb, and adverb in the WordNet are clustered together with synonyms of each other called synset. There are about 117,000 synsets in WordNet and these synsets are interconnected by various semantic relations.
Although these dictionaries provide great benefits for NLP applications, their creation by people is very time consuming. Various methods have been proposed for automatic creation of semantic dictionaries using computer programs. The most commonly used method is pattern-based approach. Relation pairs can be easily extracted using some semantic relation patterns. In addition to pattern-based method, corpus statistics and machine learning algorithms are also used to determine semantic relations. In this study, some examples from literature studies about hyponymy, meronymy, and antonymy relations are given.
HYPONYMY RELATION
Hyponymy represents a semantic relationship between a generic and specific term. The generic term is called hypernym and the specific term is called hyponym. Hyponymy relationship can be represented by "X is a kind of Y" pattern. In this pattern, X and Y represent any hyponym and hypernym term such as apple-fruit, dog-animal, respectively. Hyponymy is an asymmetrical relationship. While "each X is a/an Y" condition is true, the reverse (each Y is a/an X) is not true. Therefore, X and Y cannot replace with each other. Hyponymy is a transitive semantic relation. If X is a hyponym of Y, and Y is a hyponym of Z, then X is a hyponym of Z. Given two propositions, "cat is an animal" and "animal is a living creature", "cat is a living creature" can be extracted from combining of these two propositions. Hyponyms and hypernyms can be represented in a tree structure using the transitivity. In the tree structure, while lower levels represent more specific terms, higher levels represent more general terms. In the hierarchical structure, a hyponym can be a hypernym and a hypernym can be a hyponym at the same time. Given two propositions "apple is a fruit" and "fruit is a food", while fruit is hypernym of apple, also fruit is hyponym of food. In the hierarchical structure, same level sub-nodes of given a node are called co-hyponyms. For example, cat, dog, bird are hyponyms for "animal" hypernym, are also co-hyponyms of each other.
Hearst [2] performed first study on extracting hyponym-hypernym pairs from Grolier's American Academic Encyclopedia (Grolier 1990) corpus. Firstly, Hearstmanually determinedhigh frequent hypernymy patterns in corpus, then these patterns were used to generate new hyponym-hypernym pairs. Aim of the study was extracting new pairs which are not exist in human created dictionaries and also enriching the contents of the dictionaries. If we take Hyponym(broken bone, injury) example, while it is very unlikely that the pair is contained in a hand-made dictionary, similar pairs can be easily extracted from the texts using Hearst'spatterns. Using the patterns in Table 1 , hyponym-hypernym pairs were obtained in Hyponym(N 0 , N 1 ) structure. Here, N 0 represents hyponym and N 1 represents hypernym. To measure success of the method, extracted pairs were compared with WordNet (Miller et al., 1990 ) pairs and three possible situations were arisen. Using Grolier's American Academic Encyclopedia, 152 Hyponym(N 0 , N 1 ) relations were extracted. In addition, 46 relationships were found using "New York Times text". Although the number of relations obtained was small when compared with the size of texts used, it was said that results are promising.
Rydin [3] used a compilation of 293,692 Swedish daily news articles to create hyponymhypernym concept dictionary.The corpus used in the study was not limited to a single domain. First, all words in the corpus were tagged (part-of-speech tagged) and lemmatized. Five lexical patterns were identified and these patterns were used to extract noun-noun type hyponymhypernym concept pairs from different domains corpus. Some of the sentences containing 5 patterns were examined and it was observed that 92% of the pairs accurately reflected hyponymy relation. Thus, the reliability of the patterns was shown. Also, it was thought that obtained wrong pairs were caused by some NLP problems such as word sense disambiguation, wrong part-ofspeech tagging etc. 1,000 pairs were selected from generated hierarchical structure, then their accuracy was evaluated by 4 different people as 67.4%-76.6%. Ando [4] automatically extracted hyponym-hypernym pairs from a 32 year Japanese newspaper corpus.The study was conducted in 3 steps. Firstly, various hyponym-hypernym pairs were extracted from the 6 year newspaper corpus. Using these initial pairs, 30 hyponymy patterns were extracted but only 7 reliable and frequent patterns were selected. Examples of unreliable 2 patterns are "A wo hajime B" (A as an example of B) and "A wo fukume B" (B including A). As a result of the experiments, 49%-87% precision was obtained according to different patterns. In addition, when compared with abstract hypernyms, more accurate hyponyms were obtained from concrete hypernyms. Table 3 were applied to 32 year news texts (different from the 6 year newspaper news corpus used to obtain the patterns), then candidate hyponyms were extracted for 130 target hypernyms. For example, to extract hyponyms of yasai (vegetable), "X nado-no yasai (vegetables such as X)" pattern was applied to corpus and tomato was obtained instead of X hyponym. For each of 130 hypernyms, 30 candidate hyponyms extracted from patterns were examined and precisions in the Table 3 were calculated.
In this study, it was shown that higher precision was obtained from general hypernyms (which are in the middle of the Is-A hierarchy) when compared to special hypernyms (which are in the lower part of the Is-A hierarchy). For example, although 80% precision was obtained for the "norimono (vehicle)", "doubutsu (animal)", and "kagu (furniture)" hypernyms which are in the middle of the Is-A hierarchy, less than 50% precision was obtained for "basu (bus)", "inu (dog)", and "isu (chair)" hypernyms which are in the lower part of the hierarchy.
Extracted new hyponyms were compared with hyponyms which are in the associative concept dictionary created by humans. In this way, it is observed that how many new hyponyms are present in the dictionary and how many are not. 55% (442/810) of the hyponyms in dictionary were seen among the hyponyms extracted from the corpus. In addition, 18% (143/786) of correct hyponyms extracted from the corpus were found in the dictionary. As a result, it was shown that popular hyponyms in the relational concept dictionary were also present in the corpus. Also, many hyponyms which were absent in the dictionary were extracted from the 32 year newspaper corpus.
Snow [5] attempted to learn hyponym-hypernym pairs from the six million word text corpus. Snow said that lexical patterns used by Hearst are only a few of all patterns that represent the Is-A relationship. Also, it was proposed that unlike lexico syntactic patterns, there are hidden patterns which are not directly visible between hyponym-hypernym pairs. For this reason, automatically extraction of these patterns (dependency patterns) instead of manually creating patterns was proposed. To extract dependency patterns, firstly, corpus was parsed by MINIPAR tool and all of the dependency patterns for all sentences were extracted. Then, various hyponymhypernym pairs which were prepared from WordNet were searched in the parsed corpus and hyponymy dependency patterns (dependency paths) were extracted. The extracted patterns were used as features to classify noun-noun type hyponym-hypernym pairs. For classification of pairs, 10-fold cross validation and different classification algorithms were used and the best result was obtained from the logistic regression classifier. The classified pairs were compared with WordNet pairs and better results were obtained than the previous studies using lexical patterns. In addition, according to the Hearst's lexical patterns based classifier, the F measurement score increased by 132% relative. Ritter [6] proposed three different ways to extract hyponym-hypernym concept pairs. In HYPERNYMFINDER freq method, a classification was performed using Hearst'spattern frequencies. 117 million web pages were used in the study and candidate hypernyms which match any of Hearst's patterns were extracted. The accuracy of candidate hypernym is usually related to the pattern matching frequency. However, it was seen that even the hypernyms which co-occur high frequency with patterns can be wrong. The reason for this is that the general structure of the patterns is prone to produce erroneous concepts. Hence, it was said that a simple frequency based thresholding is not sufficient to achieve high precision rate. To test the method, 953 noun type hyponyms were randomly selected from 117 million web pages. For each hyponym, top 5 hypernym proposed from the patterns were manually marked as "right", "wrong" or "uncertain".
In the HYPERNYMFINDER SVM method, various features (different pattern frequency, etc.) and SVM classifier were used to classify correct hyponym-hypernym pairs. Because HYPERNYMFINDER freq and HYPERNYMFINDER svm methods use Hearst's patterns, these two methods fail to detect pairs which do not co-occur with patterns. HYPERNYMFINDER HMM method was proposed to solve this problem. The method used hidden markov model to identify the hypernyms which do not co-occur with the patterns. Using the HYPERNYMFINDER HMM method, recall value increased from 80% to 82% for noun type hypernyms and from 65% to 71% for private name hypernyms.
Yildiz [7] extracted hyponym-hypernym pairs using 2 different methods from 500 million words Turkish corpus [8] . In the first method, 4 different hypernymy patterns were used to extract nounnoun type pairs. Although reliable patterns were used in the study, extracted pairs may be wrong. For this reason, it is necessary to eliminate the wrong pairs. To eliminate wrong pairs, "the more general a concept is, the higher the corpus frequency" hypothesis was suggested. In other words, it is expected that the corpus frequency of a hypernym concept must be larger than the corpus frequency of its hyponyms. The hypothesis was applied to 1,066 manually generated hyponymhypernym pairs and 118 pairs did not provide the hypothesis. Thus, it was shown that the elimination method works with nearly 10% error. As a result of the experiments performed, an increase in the precision of pairs was obtained when the elimination method was used. In addition to first elimination, a second elimination method based on statistical similarity was proposed. In this method, semantic similarity between candidate hyponyms and target hypernym was used. Firstly, all neighbor context words of target hypernym were extracted. To find neighbor words, x 2 (chi-square) association score (for 2-gram word associations) was used and 60 neighbors which have the highest x 2 score were selected in total, including 20 "noun", 20 "adjective", and 20 "verb" type. Each candidate hyponym and target hypernym were represented by vectors using cooccurrence frequencies together with 60 selected contex words. Then, the cosine similarity between each candidate hyponym vector and target hypernym vector was calculated. Candidates which have greater score than threshold similarity value were classified as correct, while others were eliminated. Four different target hypernyms, namely "fruit", "vegetables", "country", and "fish" were identified and candidate hyponyms were extracted from the patterns. Thanks to the elimination steps, a significant increase in the mean precision value was obtained by 83%. Apart from the elimination based methods, expansion based a second method was proposed to extract hyponym-hypernym pairs by Yildiz [9] . In this method, a small number of hyponym-hypernym pairs were manually created at the beginning,then existing pairs were expanded by adding 1 new pair at each step. When the target number of pairs was reached, the algorithm was terminated. Total pattern frequency: It was found that how many times each of extracted pairs co-occurred with all the patterns in corpus. These pairs were sorted according to total pattern frequency in descending order and first k pairs were examined visually.
Different pattern frequency:
It was found that how many different patterns co-occurred with each pair. Then, pairs were sorted according to different pattern frequency in descending order and first k pairs were examined visually.
Word2Vec vector similarity: 200-dimensional vector information of each of the corpus words was extracted using word2vec [11] . Cosine vector similarities between candidate hyponyms and target hypernym were calculated. For testing, 15 target hypernyms were identified and candidate hyponyms were extracted. First k sorted hyponyms were examined and labeled according to 3 different methods. 81%(for the total pattern frequency method), 81%(for the different pattern frequency method), and 83%(for the word2vec similarity method) mean precisions were obtained. In this study, word2vec word vector similarities were used for the first time to extract Turkish hyponym-hypernym pairs from corpus and it was experimentally demonstrated that word2vec succeeds in detecting the correct hypernymy pairs. Various Turkish hyponymhypernym pairs ranked according to word2vec similarity score were given in the Appendix. 
HOLONYMY RELATION
Holonymy represents semantic relationship between a whole term and a part term. In this relation, part of a whole is called meronym and whole of a part is called holonym. Holonymy relationship can be represented by "X is part of Y" and "X is member of Y" patterns. In these patterns, X and Y represent any meronym and holonym term such as wheel-car, leaf-tree etc., respectively. As in hyponymy, holonymy is asymmetric and transitive semantic relation. If X is a meronym of Y and Y is a meronym of Z, then X is a meronym of Z. Given two propositions "nail is part of finger" and "finger is part of arm", "nail is part of arm" can be extracted using transitivity.
Sahin [10] , [12] extracted meronym-holonym pairs from Turkish corpus using 5 different patterns. In order to measure success of the system, 18 target holonym concepts were identified and these holonyms were searched together with the patterns to extract candidate meronym concepts. Similar to [10] , total pattern frequency, different pattern frequency and word2vec vector similarity were used in evaluating correctness of candidate meronyms. First 10, 20, 30, 40, and 50 candidate meronyms were ranked according to each scoring method and candidates were visually evaluated. The highest average precision was obtained from the different pattern frequency method with 63%-86%. Unlike antonym pairs, word2vec vector similarity was successful in determining correct meronym-holonym pairs. Various Turkish meronym-holonym pairs ranked according to word2vec similarity score were given in the Appendix.
Yildiz [13] proposed a semi-automatic method for extracting meronym-holonym pairs from Turkish corpus. The methodtakes some initial pairs as input and uses it to extract holonymy patterns. Different association measurement methods (pmi, dice, t-score) were used to determine reliability of patterns and extracted new pairs. Firstly, 200 meronym-holonym pairs were prepared. While 50 out of 200 were used to extract holonymy patterns, remaining 150 pairs were used to determine reliability of the patterns. For all prepared target holonyms, candidate meronyms were extracted using the patterns. All candidates were ranked according to the 3 different reliability score and first 10, 20, and 30 candidates were examined. Pmi, dice, and t-score scores were used to calculate reliability of the patterns. Five target holonym words were identified and candidate meronyms were evaluated after being scored. The highest average precison values were 72% for the first 10 candidates, 67% for the first 20 candidates, and 64% for the first 30 candidates, respectively.
In [14] Espresso algorithm was proposed for extracting various semantic relation pairs. The Espresso first takes very small number of pairs as input and it learns relation patterns to generate more pairs. It performs these operations in 3 stages iteratively.
Extracting of patterns:
At the beginning, a small number of meronym-holonym pairs were given to the system and patterns were extracted from corpus.
Determining reliability of patterns:
While some of extracted patterns may be correct, others may not exactly reflect the relationship. For this reason, it is necessary to select the right relation patterns. Threshold frequency based elimination is a simple method, but not very reliable. When this elimination is used, patterns that are correct but low frequent ones can be eliminated. Instead of raw corpus frequency, pointwise mutual information (PMI) [15] association score between pattern and initial pairs was used to deterimine reliability of the pattern.
(1) was used to calculate reliability of patterns. In (1), r π (p) is reliability score of pattern p and I is number of initial pairs used to produce patters. Max pmi is the maximum pmi value between all patterns and all pairs in the corpus. As i={x,y}, r(i) is reliability score of pair i and pmi(i,p) is pmi score between pattern p and pair i. Since initial pairs were manually generated, all initially r(i) values were equal to 1.
(2) was used to calculate pmi(i,p). In (2), |x,p,y| is co-occurrence frequency of (x,y) pair together with pattern p. |x,*,y| is co-occurrencefrequency of (x,y) pair together with all patterns in corpus and |*,p,*| is co-occurrencefrequency of pattern p together with all pairs in corpus. The result is multiplied by -1 because (2) will produce negative value.
pmi(i, p) = log |x, p, y| |x, * , y|| * , p, * |
The Espresso ranked all patterns by their reliability scores and patterns that were lower than threshold reliability score were deleted. The remaining patterns were used to generate new pairs.
Determining reliability of new pairs:
For new extracted meronym-holonym pairs obtained from reliable patterns, similar reliability score was calculated using (3). In (3), r(i) is reliability score of pair i. |P| is number of reliable patterns found in the previous step and r (p) is reliability score of pattern p.
As a result, meronym-holonym pairs were extracted from TREC-9 [16] corpusconsisting of newspaper news by 80% precision.
ANTONYMY RELATION
Antonymy represents opposite semantic relation between a word and the other word or among words in the same part of speech, such as tall-short (adjective-adjective), quickly-slowly (adverbadverb). In antonymy, words that are opposite of each other are called antonym. Therelationship can be represented by "neither X nor Y" pattern. In this pattern, X and Y represent any antonym pair such as good-bad, big-small, long-short etc. Unlike hyponymy and holonymy, antonymy is symmetrical relationship. X and Y terms can be replaced with each other in the pattern like "neither big nor small" or "neither small nor big".
Lin [17] proposed "patterns of incompatibility" method to distinguish synonyms from other distributionally similar words. In this study, "from X to Y" and "either X or Y" patterns were used and if any X and Y words were seen in at least one of these patterns, it was suggested that these two words are semantically opposite of each other. To prove this hypothesis, co-occurrence frequencies of synonym and antonym pairs with patterns on the web were examined using the AltaVista search engine. Similarity scores were calculated for all prepared synonym and antonym pairs using (4) and pairs with a score greater than 2,000 were classified as synonyms, while others were classified as antonyms. For testing, 80 synonym and 80 antonym pairs were determined from the dictionary. Finally, 86.4% precision and 95.0% recall value were obtained.
In (4), hits(X, NEAR, Y) is the frequency of (X, Y) pair at a certain word distance from each other. In (4) P represents two patterns given before, hits(pat(X,Y)) represents co-occurrence frequency of the (X, Y) pair with the patterns and e represents a small (e = 0.0001) constant used to make the divider nonzero.
Turney [18] classified synonyms, antonyms, and semantically similar words by supervised machine learning methods. Previously obtained patterns were used as feature vectors and cooccurrence frequency of pairs with these patterns in 5x10 10 word corpus was used as feature values as well as. In order to test the system, synonym and antonym pairs were prepared from ESL (English as a second language) questions. Using 10 fold cross validation, 75% accuracy was obtained versus 65.4% majority class accuracy. k * N patterns were used as features to classify synonym and antonym words. There, N represents number of pairs to be classified and k is selected as 20. For example, 20x136 = 2720 patterns were used to classify 136 ESL pairs. As a result of the experiments done, it was seen that selection of different k values did not cause any significant change in the obtained result.
As is known, it is difficult to distinguish synonym and antonym pairs from each other using classical distributional model. Even though antonym words are semantically opposite to each other, surprisingly the neighboring context words are very similar to each other as in the case of synonyms.
Lobanova [19] extracted adjective-adjective type antonym pairs from Dutch corpus. The steps of the process are as follows.
Step 1: Firstly, adjective-adjective type initial pairs (seeds) were prepared.
Step 2: The seeds were searched in corpus and antonymy patterns were extracted.
Step 3: For each antonym pattern, a reliability score was calculated using co-occurrence frequency of patterns with the seeds. Patterns whose reliability score is lower than 0.02 assumed as noisy pattern and these patterns were deleted.
Step 4: Using remaining reliable patterns, new antonym pairs were extracted from the corpus and for each new pair, a reliability score was calculated using (5).
In (5), A i is antonym score of pair i, j is number of reliable antonym pattern, S j is reliability score of pattern j and, C ij is co-occurrence frequency of pattern j with pair i. The algorithm was run through six iterations and only pairs with a antonym score > = 0.9 were used as initial seeds again in the next iteration. At the end of the sixth iteration, accuracy of the extracted pairs was determined by five human using majority voting as "antonym", "co-hyponym", "synonym" or "none". Contrary to expectations, it was seen that most of the new pairs obtained from the patterns were noun-noun type rather than adjective-adjective. In addition, the extracted new pairs were compared with Dutch WordNet and Dutch dictionaries. It was seen that majority of the new pairs were not found in these sources. This demonstrated success of the work being done to produce new antonyms. Scheible [20] shown that German adjective-adjective synonym and antonym pairs can be distinguished from each other using distinctive neighboring words and word space model. As a result of the studies done, against 50% baseline accuracy, 70.6% accuracy was obtained in classifying synonym and antonym pairs. Two different hypotheses were proposed.
Hypothesis A: Context words of adjective-adjective type synonyms and antonyms are not similar.
Hypothesis B: Not all just a few specific neighbors are useful to distinguish synonyms from antonyms.
In Hypothesis B, successes of distinguishing synonyms from antonyms using 4 different type context words, which were adjective, noun, adverb, and verb, were examined. It was shown that words in the "noun" type are not very distinctive, because they can co-occur with both synonym and antonym words.
T: unhappy man, woman, child, ... SYN: sad man, woman, child, ... ANT: happy man, woman, child, ...
As you can see from the example above, the words {man woman, child, ...} co-occurred both "sad" which is synonym of "unhappy" and "happy" which is antonym of "unhappy". On the other hand, it was said that "verb" type context words are more successful than "nouns" to distinguish synonyms from antonyms.
T: unhappy mancry, moan, lament, ... SYN: sad mancry, frown, moan, ... ANT: happy mansmile, laugh, sing, ...
To test the hypothesis, 97 adjective-adjective type synonym and antonym pairs were prepared. "noun" (NN), "adjective" (ADJ), "verb" (VV), and "adverb" (ADV) type neighboring context words which co-occur with pairs were used separately and together (COMB) as feature and obtained classification successes were examined. In order to find co-occurrence frequency of pairs with neighboring words, 880 million word German web corpus was used. Also, LMI (local mutual information) value was used as vector property values instead of raw co-occurrence frequency. Various algorithms in Weka for classification were used with 10-fold cross validation and despite 50% baseline accuracy, 70.6% accuracy was obtained by using "verb" type context words as feature. When the results were examined, it was experimentally shown that antonym and synonym pairs can be distinguished from each other by using beneficial context words. Santus [21] tried to differentiate pairs of synonyms and antonyms using the APAnt (averageprecision-based measure) method. In antonymy relationship, although antonym words are opposite to each other in terms of meaning, it is clearly seen that they share common context words. Cruse [22] explained this situation with the concept of "paradox of simultaneous similarity and difference".
It is difficult to distinguish synonyms from antonyms using classical methods, because both antonym and synonym pairs often co-occur with similar context words. Contrary to the classical view, Santus suggested that synonym and antonym words can be distinguished by using the most common neighbor context words. To confirm the hypothesis, two target words and most associated context words of the targets were identified. Local mutual information (Evert, 2005) [23] value was used to identify neighboring words and 100 context words with the highest LMI value were selected. Santus suggested that synonyms have more common neighbor words than the antonyms. Santus calculated an APAnt score (6) for the given pair by using the number of joint neighbors and order information of the neighboring words. It was suggested that the higher the APAnt score is, the greater degree of antonymy character of the pair.
To test the method, 2,232 pairs consisting of 1,070 antonym and 1,162 synonym pairs were generated. APAnt score was calculated for all pairs and boxplot distributions were examined. The success of the proposed method was compared with baseline method which uses co-occurrence frequency of the pairs. pairs [21] When the boxplot distributions were examined, it was seen that antonym pairs have higher APAnt score distribution than synonym pairs. In this study, it was seen that APAnt method is more successful than baseline method to determine correct antonym pairs.
Alyahya et al. [24] extracted noun-noun type Arabic antonym pairs from corpus. Firstly, 57 antonym pairs were prepared and 10 out of 57 with highest frequency were selected to produce antonym patterns. Patterns which co-occur with at least 3 initial pairs were selected and the others were eliminated assuming they were not reliable. LogDice score was examined for each of 10 pairs and scores were found to be greater than 7. Using the patterns, new antonym pairs were extracted from the corpus. Pairs whose LogDice score>= 7 were classified as antonym. 25 extracted pairs were evaluated visually and 76% precision was obtained. While 19 out of 25 were classified as "antonym", 6 out of 25 were classified as "co-hyponym".
Sahin [10] extracted antonym pairs from Turkish corpus using some patterns. Firstly, antonym patterns were extracted from corpus using various initial pairs. 80 target words were prepared and these words were searched with patterns to extract candidate antonym of the target. Total pattern frequency (method 1), different pattern frequency (method 2) and word2vec vector similarity (method 3) were used in evaluating the correctness of candidates. All candidates were sorted by descending order according to the 3 evaluation methods and only first candidate was examined visually. As a result of the experiments performed, 79% (for method 1), 0.85% (for method 2) and 59% (for method 3) precisions were obtained. Contrary to expectations, it was experimentally shown that word2vec vector similarity was not very successful in determining the correct antonym pairs. 
CONCLUSIONS
This study has summarized some literature studies about hyponymy, holonymy, and antonymy relation pair extraction from various resources.The methods used, the results obtained, the difficulties encountered, and the contributions of the studies have been given comparatively. 
APPENDIX

