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We explore the effect of lattice anisotropy on the charge-ordered superconductor 2H-NbSe2. Using
a novel strain apparatus, we measure the superconducting transition temperature Tsc as a function of
uniaxial strain. It is found that Tsc is independent of tensile(compressive) strain below a threshold of
0.2% (0.1%), but decreases strongly with larger strains with an average rate of 1.3 K/% (2.5 K/%).
Transport signatures of charge order are largely unaffected as a function of strain. Theoretical
considerations show that the change in the behavior of Tsc with strain coincides with a phase
transition from 3Q to 1Q charge order in the material. The spectral weight on one of the Fermi
surface bands is found to change strongly as a consequence of this phase transition, providing a
pathway to tune superconducting order.
Unconventional superconductivity is often found in the
proximity of symmetry-breaking phases. In cuprate and
pnictide high-Tc superconductors there exist multiple
phases that break translational [1–4] and rotational [6–8]
symmetries. Furthermore, rotational symmetry breaking
has been reported in the superconducting state of interca-
lated Bi2Se3 [9, 10], in the heavy fermion superconductor
URu2Si2 [11] and in the recently discovered twisted magic
angle bilayer graphene superconductor [12, 13]. The
broad question of interplay between symmetry breaking
and superconductivity remains the subject of intense de-
bate [14].
Experimentally, application of symmetry-breaking
strains to unconventional superconductors has been a
fruitful line of investigation. In the iron-pnictides,
anisotropic biaxial strain couples directly to the order
parameter of the nematic transition [15] and, for high
strains, acts as a tuning parameter for the transition [16].
A recent inelastic X-ray scattering study on cuprates
showed that a novel charge-ordered phase forms when
samples are put under large uniaxial pressures [17]. In
Sr2RuO4, the effects of anisotropic strain on C4 symmet-
ric superconducting phased are spectacular [18, 19].
The effect of anisotropic strain on the charge ordered
superconductor 2H-NbSe2 is the subject of this letter.
NbSe2 is a BCS, two-gap s-wave superconductor with
Tsc = 7.2 K in which a charge density wave distortion on-
sets below Tcdw = 33.7 K [20, 21]. This (‘3Q’) charge or-
dered phase possesses C3 rotational symmetry and its pe-
riod is ∼ 3×3 lattice constants. The origin of the distor-
tion seems to be strong electron-phonon coupling rather
than by a Fermi surface instability [22–26, 40]. Two re-
cent scanning tunnelling microscopy studies [27, 28] re-
ported evidence of a novel, unidirectional charge ordering
in samples where strain is present. In the current work
we measure the change in the superconducting critical
temperature Tsc in NbSe2 under large, continuously tun-
able uniaxial strain. Our main result is to reveal a large,
negative uniaxial strain effect on Tsc in highly strained
samples. These data can be interpreted in terms of dif-
ferences in Fermi surface competition between supercon-
ductivity and charge order in the C3-symmetric and C3
symmetry-breaking charge ordered phases.
Electrical transport measurements were performed on
high-quality single crystals of 2H-NbSe2. Uniaxial strain
was applied using a piezoelectric strain application device
shown in Figure 1a. The device consists of two stacks
of piezoelectric shear actuators across which a sample is
mounted. Strain is applied in situ by tuning the sep-
aration between the stacks with external voltage. The
temperature dependence of the motion of the piezoelec-
tric stacks was calibrated using a home-built capacitative
sensor, as shown in Figure 1b. Differential thermal con-
traction between components of the device gives a cor-
rection to applied strain (estimated to be about 0.08%
tension at superconducting temperatures), but this cor-
rection is approximately temperature independent in the
range of our measurement (below 85 K). NbSe2 crystals
were mounted with the c-axis perpendicular to the direc-
tion of strain application. Longitudinal resistivity of the
strained crystal was measured in the standard four-probe
geometry, with Rxx measured across the strained region
of the crystal (see Fig. 1a inset). Hall resistivities were
extracted through antisymmetrization of magnetoresis-
tivity measured for the two out-of-plane field directions.
A representative resistivity curve for our NbSe2 samples
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2FIG. 1: (Color online) (a) Schematic illustration of the uniaxial strain device. A pair of stacks of shear piezoelectric actuators
(III) are mounted on a titanium plate (VI). A sample is mounted on rectangular ruby plates (I) which in turn are mounted
on sapphire caps (II) that insulate the sample from the electrical contacts to the piezos. Voltage applied across contacts
(IV-V) continuously tunes the spacing between the stacks, and the corresponding strain applied to the sample. (b) Measured
temperature dependence of the relative displacement of PbZr shear piezoelectric actuators, normalized to motion at 300 K. (c)
Temperature-dependence of resistivity of NbSe2. Inset shows the 5-probe contact geometry (see main text for details).
is shown in Fig. 1c. Clearly observable are an anomaly
around Tcdw = 33.7 K and a sharp superconducting tran-
sition at Tsc = 7.2 K.
Figures 2a and 2b show the temperature dependence of
the resistivity for NbSe2, for a range of tensile and com-
pressive strains. The superconducting transition is ex-
tremely sharp (< 0.1 K width) with no applied strain and
broadens only moderately upon application of the high-
est strains we achieved (< 0.2 K width). At low strains,
below 0.2% tension and 0.1% compression, we did not
find a measurable change in Tsc. At higher strains, Tsc is
depressed until a minimum of 6.5 K (5.5 K) for 0.55% ex-
tension (0.6% compression). We did not observe measur-
able elastoresistance in the normal state up to the high-
est strains we applied. The experiment was repeated for
multiple samples (one additional set of data from Sam-
ple B is shown in Fig. 3) and a consistently large strain
dependence of Tsc was seen.
A natural follow-up question is how Tcdw depends on
uniaxial strain. Previous works have observed a small
signature of the charge density wave transition in the lon-
gitudinal resistivity at Tcdw in the cleanest samples. This
feature is highly dependent on the disorder level of the
samples, since in the presence of disorder the CDW tran-
sition is significantly smeared out [31]. In our samples,
this anomaly in the longitudinal resistivity is extremely
weak. We were not able to reliably measure changes in
this feature as a function of strain. An alternative sig-
nature in transport is provided by the Hall coefficient,
which has been shown to have a sign change at a tempera-
ture a little below the CDW transition. Figure 2c shows
the temperature dependence of the Hall resistance for
sample A, recorded at zero strain and under the applied
tensile strain of 0.4%. We identify Tcdw with the onset
temperature of a downturn in the Hall resistance, which
falls around T = 35 K. Our measurement shows that the
CDW transition temperature does not shift within this
strain interval by more than the sensitivity of this mea-
surement, estimated to be ∆T ∼ 2 K. We note that for
the same change in strain, there is a significant drop in
Tsc (see inset of Fig. 2c). Consequently, the effect of uni-
axial, ab-plane strain on Tcdw in this material is weak
compared to the effect on Tsc. Precise determination of
how strain affects Tcdw will require combining uniaxial
strain with a direct probe of charge order, such as high-
resolution X-ray diffraction or Raman spectroscopy.
The results are summarized in Fig. 3a in the form of
a phase diagram showing the dependence of Tsc on the
tensile and compressive strains. The results are as fol-
lows: 1) Tsc is insensitive to strain within a region cen-
tered around zero strain; 2) beyond this region, Tsc is
significantly suppressed with both tension and compres-
sion; 3) compressive strain has a stronger effect on Tsc
than tensile strain, by about a factor of two. We con-
trast these results of measurements as function of uni-
axial strain with the hydrostatic pressure dependence of
Tsc. We have considered the possibility that small strains
are not properly transmitted to the sample. By measur-
ing the elastoresistance of well-known iron pnictides [15]
at small strains, we have confirmed that strains down
to ¡0.01% are transmitted well to the sample. In Fig. 3b
we summarize the hydrostatic pressure data based on the
previously known pressure dependence of Tsc [29, 30]. In-
terestingly, the sign of the effect is opposite for uniaxial
and hydrostatic pressure: hydrostatic pressure monoton-
ically increases Tsc whereas the strain dependence of Tsc
contains a transition between a region of no dependence
to a region where Tsc is significantly affected. The magni-
3tude of the uniaxial strain effect is much larger (1.8 K at
0.6%) than the corresponding change under hydrostatic
pressure (0.6 K).
We now consider possible theoretical explanations for
our data. Within electron-phonon coupling-based BCS
mechanisms for superconductivity, there are a few pos-
sible explanations for a change in Tsc: changes in the
FIG. 2: (Color online) (a) The superconducting transition
of NbSe2 at different tensile (a) and compressive (b) strains.
c) Temperature-dependent Hall resistance at two different
strains. The inset shows the superconducting transitions cor-
responding to the two Hall curves.
number of states available for pairing at the Fermi level,
changes in the phonon dispersion and in the electron-
phonon coupling, as well as changes in electron-electron
interactions (screening). We first ignore the presence of
the CDW in the material, and ask whether the changes in
these parameters that are caused by uniaxial strain are
sufficient to explain the change in Tsc observed experi-
mentally. We investigated this using density functional
theory (DFT) calculations within the Generalized Gradi-
ent Approximation (GGA)[32]. These calculations were
performed using the Projector Augmented Wave (PAW)
method [33, 34], as implemented in the VASP code [35–
38]. A plane wave basis with a kinetic energy cutoff
of 550 eV was employed. We used a Γ-centered k-point
mesh of 20×20×10. The crystal structure was relaxed,
yielding lattice parameters of ~a1 = a/2(
√
3, 1¯, 0), ~a2 =
a/2(
√
3, 1, 0), and ~a3 = (0, 0, c), where a = 3.5038 A˚,
and c = 13.7213 A˚; while the distance between the Nb
FIG. 3: (Color online) (a) Strain dependence of supercon-
ducting Tsc for two different samples. (b) Comparison be-
tween hydrostatic and uniaxial pressure effects on supercon-
ducting Tsc.
4and Se layers was 1.6734 A˚. The distance measure for all
band structure plots is in lattice coordinates, such that
different strains can easily be compared. The net result
of these calculations shows that the basic electron and
phonon structure do not change with strain in a fashion
that can explain the observed changes in Tsc, especially
the nonlinear behavior of Tsc as a function of strain.
We next consider possible changes to the CDW struc-
ture as a function of strain, and how such changes could
affect Tsc. To do so, we describe charge ordering in
NbSe2 within the random phase approximation (RPA),
that takes into account the momentum dependence of
the electron-phonon coupling as well as the orbital con-
tent of the different bands. This model has been shown
to provide a consistent explanation of the full range of
experimental results in NbSe2 [40–42], including the im-
pact of strain on charge ordering geometries [28]. Our
prior calculations suggest that a transition from the 3Q
to the 1Q phase occurs with increasing strain [41, 42]
and we address the effect of each of these CDW phases
on the superconducting order in the present work. The
simplest way in which CDW order affects superconduc-
tivity is by gapping out parts of the Fermi surface and
thus lowering Tsc. We test this possibility through a cal-
culation of the spectral function A (EF ,k) in each of the
two CDW phases at various strains [44]. Our results are
shown in Fig. 4b for the four relevant cases: zero strain,
with no CDW gap (4a); zero strain, 3Q CDW gap ; 0.6%
compressive strain and 0.6% tensile strain (4d) with 1Q
CDW gap.
To understand these results, we recall that the Fermi
surface (FS) consists of quasi-two-dimensional double-
walled cylinders centered around the K point, and a
three-dimensional pancake band centered around the Γ
point. ARPES measurements have shown that the 3Q
CDW gap opens only on a small area of the FS and
largely on the inner pocket centered around the K point
(dashed red circles, figure 4b, second panel). Further,
low temperature ARPES measurements also place the
dominant superconducting gap on that pocket. Turning
to our data, we note that in the 1Q phase the Brillouin
zone contains two, now inequivalent, inner K-pockets and
that the charge order gap opens on much larger sections
of these pockets in both of the strain geometries. Since
these pockets are where the superconducting gap resides
in the unstrained material, this confirms the idea that
the suppression of Tsc at higher strains is due to compe-
tition with the CDW. Significantly, the two-fold asym-
metry in magnitudes of the slopes of transition lines for
tensile and compressive strains follows naturally from the
model upon assuming the unit cell area is approximately
conserved [41, 42].
In conclusion, we have studied the effect of large, tun-
able uniaxial strain on 2H-NbSe2 single crystals. We
found that the superconducting transition temperature
Tsc is insensitive to uniaxial strains less than 0.2% (0.1%)
tension (compression), but that at higher strains Tsc is
significantly depressed, by up to 25%. We interpret our
data in terms of a strain-driven transition between trian-
gular (3Q) and unidirectional (1Q) charge ordering ge-
ometries and competition for spectral weight between the
1Q CDW and superconductivity at high strains. Future
studies of uniaxial strain effects in this important model
system could focus on obtaining the precise strain depen-
dence of the charge ordering using X-ray diffraction and
of the anisotropies in the superconducting order parame-
ter using probes such as muon spin rotation and scanning
tunneling spectroscopy.
ACKNOWLEDGMENTS
We thank D. Shahar and E. Telford for experimen-
tal help. This work is supported by the National Science
Foundation via grant DMR-1610110. Equipment support
is provided by the Air Force Office of Scientific Research
via grant FA9550-16-1-0601. FF acknowledges support
from the Astor Junior Research Fellowship of New Col-
lege, Oxford. JvW acknowledges support from a VIDI
grant financed by the Netherlands Organization for Sci-
entific Research (NWO). CAM and LF were supported by
the grant de-sc0016507 funded by the U.S. Department of
Energy, Office of Science. This research used resources of
the National Energy Research Scientific Computing Cen-
ter, a DOE Office of Science User Facility supported by
the Office of Science of the U.S. Department of Energy
under Contract No. DE-AC02-05CH11231.
∗ Electronic address: jrw2200@columbia.edu
† Electronic address: apn2108@columbia.edu
[1] J. Tranquada, B.J. Sternlieb, J.D. Axe, Y. Nakamura, S.
Uchida, Nature 375, 561 (1995)
[2] J. Chang, E. Blackburn, A. T. Holmes, N. B. Chris-
tensen, J. Larsen, J. Mesot, Ruixing Liang, D. A. Bonn,
W. N. Hardy, A. Watenphul, M. v. Zimmermann, E. M.
Forgan & S. M. Hayden, Nat. Phys. 8, 871 (2012)
[3] W. Tabis, Y. Li, M. Le Tacon, L Braicovich, A. Kreyssig,
M. Minola, G. Dellea, E. Weschke, M. J. Veit, M. Ra-
mazanoglu, A. I. Goldman, T. Schmitt, G. Ghiringhelli,
N. Barii, M. K. Chan, C. J. Dorow, G. Yu, X. Zhao, B.
Keimer & M. Greven, Nat. Comm. 5, 5875 (2014)
[4] Clarina de la Cruz, Q. Huang, J. W. Lynn, Jiying Li, W.
Ratcliff II, J. L. Zarestky, H. A. Mook, G. F. Chen, J. L.
Luo, N. L. Wang, Pengcheng Dai Nature 453 899-902
(2008)
[5] M. H. Hamidian, S. D. Edkins, Sang Hyun Joo, A.
Kostin, H. Eisaki, S. Uchida, M. J. Lawler, E.-A. Kim, A.
P. Mackenzie, K. Fujita, Jinho Lee, J. C. Samus Davis,
Nature 453, 343-347 (2016)
5FIG. 4: (Color online) (a) Electronic band structure and phonon spectra computed from DFT for different uniaxial strains.
(b) ARPES spectral density at the Fermi level for the unstrained and undistorted material (left panel), the unstrained and
‘3Q’ distorted material (second panel from the left), 0.6% extension and ‘1Q’ distorted (second panel from the right) and 0.6%
compression and ‘1Q’ distorted (right panel). Regions where the spectral density is suppressed due to charge ordering are
highlighted with red circles.
[6] J.-H. Chu, J. G. Analytis, K. De Greeve, P. L. McMa-
hon, Z. Islam, Y. Yamamoto, I. R. Fisher, Science 329,
824826 (2010).
[7] L Zhao, CA Belvin, R Liang, DA Bonn, WN Hardy, NP
Armitage, D Hsieh, Nat. Phys. 13, 3, 250 (2017)
[8] J. Wu, A. T. Bollinger, X. He, I. Boovi, Nature 547,
432435 (2017)
[9] K. Matano, M. Kriener, K. Segawa, Y. Ando, and G.
Zheng, Nat. Phys. 12, 852 (2016)
[10] S. Yonezawa, K. Tajiri, S. Nakata, Y. Nagai, Z. Wang,
K. Segawa, Y. Ando, Y. Maeno, Nat. Phys. 13, 123126
(2017
[11] Scott C. Riggs, M.C. Shapiro, Akash V Maharaj, S.
Raghu, E.D. Bauer, R.E. Baumbach, P. Giraldo-Gallo,
M. Wartenbe, I.R. Fisher Nat. Comm. 6, 6425 (2015)
[12] A. Kerelsky, L. McGilly, D. M. Kennes, L. Xian,
M. Yankowitz, S. Chen, K. Watanabe, T. Taniguchi,
J. Hone, C.R. Dean, A. Rubio, A. N. Pasupathy,
arXiv:1812.08776
[13] Y. Cao, N.F.Q. Yuan, D. Rodan-Legrain, O. Rubies-
Bigorda, K. Watanabe, T. Taniguchi, L. Fu, P. Jarillo-
Herrero, In preparation
[14] B. Keimer, S. A. Kivelson, M. R. Norman, S. Uchida &
J. Zaanen, Nature 518, 179186 (2015)
[15] J.-H. Chu, H.-H. Kuo, J. G. Analytis, I. R. Fisher,
Science 337, 710712 (2012)
[16] M. S. Ikeda, T. Worasaran, J. C. Palmstrom, J. A. W.
Straquadine, P. Walmsley, I. R. Fisher, Phys. Rev. B
98, 245133 (2018)
[17] H.-H. Kim, S. M. Souliou, M. E. Barber, E. Lefranois,
M. Minola, M. Tortora, R. Heid, N. Nandi, R. A. Borzi,
G. Garbarino, A. Bosak, J. Porras, T. Loew, M. Knig, P.
M. Moll, A. P. Mackenzie, B. Keimer, C. W. Hicks, M.
Le Tacon, Science 362, 6418, 1040-1044 (2018)
[18] C. W. Hicks, D. O. Brodsky, E. A. Yelland, A. S. Gibbs,
J. A. N. Bruin, M. E. Barber, S. D. Edkins, K. Nishimura,
S. Yonezawa, Y. Maeno, A. P. Mackenzie, Science 344,
283285 (2014)
[19] A. Steppke, L. Zhao, M. E. Barber, T. Scaffidi, F.
Jerzembeck, H. Rosner, A. S. Gibbs, Y. Maeno, S. H.
Simon, A. P. Mackenzie, and C. W. Hicks, Science 355,
eaaf9398 (2017).
[20] Wilson, J. A., Di Salvo, F. J.Mahajan, S.,
Phys. Rev. Lett. 32, 882885 (1974)
[21] T. Yokoya, T. Kiss, A. Chainani, S. Shin, M. Nohara, H.
Takagi Science 294, 2518-2520 (2001)
[22] D.E. Moncton, J.D. Axe, F.J. DiSalvo, Phys. Rev. Lett.
34, 734 (1975)
[23] S. V. Dordevic, D. N. Basov, R. C. Dynes, and E. Bucher,
Phys. Rev. B 64, 161103(R) (2001)
6[24] Weber, F. and Rosenkranz, S. and Castellan, J.-P. and
Osborn, R. and Hott, R. and Heid, R. and Bohnen,
K.-P. and Egami, T. and Said, A. H. and Reznik, D.,
Phys. Rev. Lett. 107, 10, 107403 (2011)
[25] C. J. Arguello, S. P. Chockalingam, E. P. Rosenthal, L.
Zhao, C. Gutirrez, J. H. Kang, W. C. Chung, R. M. Fer-
nandes, S. Jia, A. J. Millis, R. J. Cava, A. N. Pasupathy,
Phys. Rev. B 89, 235115 (2014)
[26] C.J. Arguello, E.P. Rosenthal, E.F. Andrade, W. Jin,
P.C. Yeh, N. Zaki, S. Jia, R.J. Cava, R.M. Fernandes,
A.J. Millis, T. Valla, R.M. Osgood, Jr., and A.N. Pasu-
pathy, Phys. Rev. Lett. 114, 037001 (2015)
[27] A. Soumyanarayanan, M. M. Yee, Y. He, J. van Wezel,
D. J. Rahn, K. Rossnagel, E. W. Hudson, M. R. Norman,
J. E. Hoffman, PNAS 110 (5) 1623-1627 (2013)
[28] S. Gao, F. Flicker, R. Sankar, H. Zhao, Z. Ren, B. Rach-
milowitz,S. Balachandar, F. Chou, K.S. Burch, Z. Wang,
J. van Wenzel, I. Zeljkovic, PNAS 115, 27, 6986 (2018)
[29] M. Leroux, I. Errea, M. Le Tacon, S.-M. Souliou, G.
Garbarino, L. Cario, A. Bosak, F. Mauri, M. Calandra,
and P. Rodire, Phys. Rev. B 92, 140303(R) (2015)
[30] Y. Feng, J. Wang, R. Jaramillo, J. van Wezel, S. Haravi-
fard, G. Srajer, Y. Liu, Z.-A. Xu, P. B. Littlewood, and
T. F. Rosenbaum, PNAS 109 (19) 7224-7229 (2012)
[31] K. Cho, M. Koczykowski, S. Teknowijoyo, M. A. Tanatar,
J. Guss, P. B. Gartin, J. M. Wilde, A. Kreyssig, R. J.
McQueeney, A. I. Goldman, V. Mishra, P. J. Hirschfeld,
R. Prozorov, Nat. Comm. 9, 2796 (2018)
[32] J. P. Perdew, J. A. Chevary, S. H. Vosko, K. A. Jack-
son, M. R. Pederson, D. J. Singh, and C. Fiolhais,
Phys. Rev. B 46, 6671 (1992)
[33] P. E. Blochl, Phys. Rev. B 50, 17953 (1994)
[34] G. Kresse and D. Joubert, Phys. Rev. B 59, 1758 (1999)
[35] G. Kresse and J. Hafner, Phys. Rev. B 47, 558 (1993)
[36] G. Kresse and J. Hafner, Phys. Rev. B 49, 14251 (1994)
[37] G. Kresse and J. Furthmuller, Computational Materials
Science 6, 15 (1996)
[38] G. Kresse and J. Furthmuller, Phys. Rev. B 54, 11169
(1996)
[39] Rahn, D. J. and Hellmann, S. and Kalla¨ne, M. and Sohrt,
C. and Kim, T. K. and Kipp, L. and Rossnagel, K.,
Phys. Rev. B, 85, 22, 224532, (2012)
[40] F. Flicker and J. van Wezel, Nat. Comm. 6, 7034 (2015)
[41] F. Flicker and J. van Wezel, Phy. Rev. B. 92, 201103(R)
[42] F. Flicker and J. van Wezel, Phy. Rev. B. 94, 32, 235135
(2016)
[43] Weber, F. and Hott, R. and Heid, R. and Bohnen, K.-
P. and Rosenkranz, S. and Castellan, J.-P. and Osborn,
R. and Said, A. H. and Leu, B. M. and Reznik, D.,
Phys. Rev. B, 87, 24, 245111 (2013)
[44] Norman, M. R. and Ding, H. and Fretwell, H. and Ran-
deria, M. and Campuzano, J. C., Phys. Rev. B, 60, 10,
7585 (1999)
[45] Borisenko, S. V. and Kordyuk, A. A. and Zabolotnyy, V.
B. and Inosov, D. S. and Evtushinsky, D. and Bu¨chner,
B. and Yaresko, A. N. and Varykhalov, A. and Follath,
R. and Eberhardt, W. and Patthey, L. and Berger, H.,
Phys. Rev. Lett. 102, 16, 166402 (2009)
[46] Gruner, G., Rev. Mod. Phys., 60, 4 (1988)
