The phase synchronization ͑PS͒ of two Rössler oscillators with time-delayed signal coupling is studied. We find that time delay can always lead to PS even when the delay is very long. Moreover, with the increase of time delay, the coupling strength at the transition to PS undergoes a nearly periodic wave distribution. At some fixed time-delayed signal coupling, a PS region is followed by a non-PS region when the coupling strength increases. However, an increase of the coupling leads to the PS state again. This phenomenon occurs in systems with a relatively large PS transition point.
I. INTRODUCTION
Systems with time-delayed feedback signals are quite ubiquitous in nature. The delay is usually caused by finite signal transmission speed and memory effect. There have been extensive investigations on the influence of timedelayed feedback ͑including synchronization and amplitude death͒ in the context of coupled limit cycle oscillator systems ͓1͔. It has been found that time delay has a significant effect on the characteristics of all the major cooperative phenomena such as frequency locking and phase drift ͓2͔. As many chaotic models developed in physics, chemistry, and biology are formulated in terms of coupled nonlinear oscillators ͓3͔, time delay also plays an important role in the control and synchronization of these chaotic oscillators. It has been reported that a delayed feedback on one of the system variables can control the stabilization of the unstable periodic orbits of chaotic dynamics ͓4͔. In a coupled time-delayed system, complete synchronization can be obtained and applied to communication ͓5͔. The observation of lag synchronization also characterizes constant time delay between two signals ͓6͔.
Recently, the notion of synchronization has been extended to phase synchronization ͑PS͒ in a system composed of two mutually coupled nonidentical self-sustained chaotic oscillators ͓7͔. PS in coupled chaotic system is analogous to the phase locking of periodic oscillators, where the locking itself is the only concern. For a certain coupling strength, phase locking can be observed for two chaotic oscillators while their amplitudes remain chaotic and weakly correlated ͓8͔. This phenomenon has found applications in laboratory experiments such as lasers ͓9͔, circuits ͓10͔, and plasmas ͓11͔, as well as natural systems such as the extended ecological system ͓12͔, magnetoencephalographic activity of Parkinsonian patients ͓13͔, electrosensitive cells of the paddlefish, Canadian lynx-hare populations ͓14͔, and solar activity ͓15͔.
As time delay is generally encountered in signal transmission, it is important to study the characteristics of PS with time delay. A major advantage of delay coupling is that systems separated by a variety of distances can still be synchronized using the phase, even when the signal transmission is slow. Similar to other kinds of physical phenomena with time delay, PS with time delay is also important in engineering and physiological systems, where signal transmission and delayed feedback dynamics play a crucial role ͓16͔. For example, in arrays of semiconductor lasers, synchronizing the lasing elements in phase is of importance in order to obtain a large output power concentrated in a single-lobed far field pattern ͓17͔. The synchronization of arrays of semiconductor lasers by global coupling with time delay has been demonstrated by experiments ͓18͔. In particular, the phase-locked oscillator is found important in the understanding of neural information processing ͓19͔. The investigation of motivated time delay may improve such models. However, in spite of a large body of evidence of PS with time delay in nature, the study of PS phenomenon in a system coupling with timedelay signals is not yet available.
In this paper we show that PS can be obtained with coupling sets at various time delays. With the increase of time delay, a nearly periodic wave distribution of PS transition points is found. At small PS transitions that correspond to the valley of the wave, the PS phenomena are the same as those of traditional coupling with no time delay, where only the unique PS transition is found. However, at large transitions that are near the peak of the wave, there can be two types of PS transitions. One of them is a local PS ͑LPS͒ transition while the other is a global PS ͑GPS͒ transition. We characterize the final PS transition as a GPS transition where phase locking is always maintained even at an increase of coupling strength. In contrast to this, the LPS transition refers to the early transition to PS but then non-PS is observed again at an increased coupling strength. Our simulation results show that time-delayed signal coupling may lead to some special properties of PS that are in contrast to the situation without time delay.
II. GLOBAL PHASE SYNCHRONIZATION
where dots denote temporal derivatives, is time delay, ⑀ represents the coupling strength, and 1,2 ϭ 0 Ϯ⌬ ͑⌬ being the frequency mismatch between the two chaotic oscillators͒. We set aϭ0.165, f ϭ0.2, and cϭ10 so as to make the system generate chaotic dynamics. In what follows we focus our study on the case 0 ϭ1 and ⌬ϭ0.015. When the attractor is oriented so that its projection on the plane (x i ,y i ) exhibits a phase flow circulating the origin, this is the phase coherent attractor. Its phase can be conveniently introduced as
Here the value of tan Ϫ1 is taken to be such that 1 and 2 are continuous in time, i.e., they have no 2 jumps as t varies. With this convention, i increases continuously with t for orbits at the chaotic attractors. The mean frequency of i can be obtained using the formula ⍀ i ϭ͗ i ͘. If ϭ0, the case becomes directional coupling which has been investigated extensively ͓7,8,21,22͔. As ⑀ increases under this situation, the system identifies subsequent transitions from nonsynchronization to GPS. The GPS transition is a function of , denoted as ⑀ c (). With the increase of , ⑀ c () is regular and nearly periodic, as observed in Fig. 1 . We find that ϭ0 is just one of the positions where ⑀ c () is a local minimum. In our simulation, Eq. ͑1͒ is numerically solved using a fourth-order Runge-Kutta method with time stepϭ0.002, the time length of calculation is 4000 after omitting the initial time length of 4000. These simulation settings are used throughout this paper. After simulations with smaller time steps, longer lengths of calculation and initial time, we found that the above conditions are accurate enough to make the simulation results free from computational accuracy.
It is necessary to investigate the relationship between ⑀ c () and as they appear quite regularly. In Eqs. ͑1͒, the delay signals between x i (t) and x i (tϪ) contain the delay phase difference
from the attractors on the (x i ,y i ) plane. Although the two systems in Eqs. ͑1͒ are nonidentical, they have the same mean frequency ⍀Ϸ 0 after PS ͓7͔. As a result, the mean delay phase difference ͗ ͘ after the PS transition can be approximately characterized as
In the following, we simply denote ϭ 0 . To develop an approximate theory of PS with different time delays in Eqs. ͑1͒, we rewrite it in terms of (A i , i ,z i ) variables, where A i ϭͱx i 2 ϩy i 2 is the amplitude,
Substituting i ϭ 0 tϩ i into the equations for 1,2 , averaging the equations over the period 2/ 0 to eliminate some terms, and then subtracting two slow phases with phase difference ϭ 1 Ϫ 2 , we have
where
͑8͒
The process of getting Eq. ͑6͒ from Eqs. ͑5͒ at ϭ0 has been discussed by other researchers in order to obtain a qualitative estimate of ⑀ c (0) ͓6͔. We extend the process to a variety of time delay. It is difficult to estimate the exact value of ⑀ c () at different . Comparing Eqs. ͑9͒ and ͑10͒, it is evident that the PS transition in Eq. ͑10͒ is much larger than that in Eq. ͑9͒ because K Ϫ ϽK ϩ . Furthermore, when transforms from n to (2nϩ1)/2, the factors that mainly determine the value of ⑀ c () change continuously from Eq. ͑9͒ to Eq. ͑10͒. By this means, when we neglect the nonlinear dynamics of sin (cos ) and amplitude fluctuations, we can make a coarse approximation between the two special cases and the local extreme points shown in Fig. 1 . This figure shows that the PS transition in Eq. ͑9͒ corresponds to the local minimum transition i.e., ⑀ c min ϭ⑀ c ()͉ ϭn , and that of Eq. ͑10͒ corresponds to the value near the local maximum transition, i.e., ⑀ c max ϭ⑀ c ()͉ ϭ(2nϩ1)/2 . Here, ϭ / 0 , as obtained from Eq. ͑4͒. In our example, the values of both and are identical because 0 ϭ1. If we select 0 1, the local minimum and maximum points still locate near ϭn and (2nϩ1)/2, respectively. However, in this case. In Fig. 1 , it is found that the values of ⑀ c min are approximately constant at various time delays. Moreover, they are around the positions where Ϸn as estimated from Eq. ͑9͒. On the other hand, the values of ⑀ c max also have similar maximum values at various time delays. Their positions are near ϭ(2nϩ1)/2, as found from Eq. ͑10͒. The dotted line marked in Fig. 1 indicates a clear mismatch between the time delay /2 and ⑀ c max . This is mainly because the value of K Ϫ is sensitive to the amplitude fluctuations, while we neglect the factor in the above analysis.
We try to figure out the PS transition at local minimum ͑maximum͒ points from both Eqs. ͑6͒-͑10͒ and the simulation results. We take a local minimum point, i.e., ϭ3 as an example. The evolution of K ϩ at ⑀ϭ0.0 and 0.03 is shown in Figs. 2͑a͒ and 2͑b͒ , respectively. In Fig. 2͑a͒ , the average value is 2.45, as marked by a horizontal line. In Fig.   2͑b͒ , ͗K ϩ ͘ϭ2.16, which is close to the stable value 2.0.
Therefore this case has a fixed point and the PS transition point can be estimated as ⑀ c min ()Ϸ2⌬ with ͗K ϩ ͘ϭ2.0 ͓21͔.
We take a maximum point in Fig. 1 with ϭ17.55 as another example to show the evolution of K Ϫ at ⑀ϭ0.0 and 0.09. The point is close to 11/2 and the results are shown in Figs. 2͑c͒ and 2͑d͒ , respectively. Comparing with Fig. 2͑c͒ , the relatively large coupling term in Fig. 2͑d͒ 
III. LOCAL PHASE SYNCHRONIZATION
We now study the evolution of the mean frequency difference at various values of ⑀ and . The results of numerical simulations are plotted in Figs. 3͑a͒-3͑d͒. As observed from Figs. 3͑a͒ and 3͑b͒, the difference of mean frequencies ⌬⍀ around ⑀ c min shows similar characteristics at different time delay. Here, ⌬⍀ reduces with ⑀ and at last approaches zero after ⑀ c (). The values of the GPS transition as well as the difference of mean frequencies are the same as those in the special case with ϭ0 ͓21,23͔. However, if ⑀ c () is selected around ⑀ c max , the corresponding phenomena are much different, as observed in Figs. 3͑c͒ and 3͑d͒ . In Fig. 3͑c͒ where is relatively small, with the increase of ⑀, ⌬⍀ reduces at first, but then begins to increase. There is a local minimum at ⑀ Ϸ0.068, where ⌬⍀ is far away from zero. Near the phase transition ⑀ c Ϸ0.09, ⌬⍀ approaches zero rapidly. At large , the local minimum of ⌬⍀ is not fixed and may drop to zero, as observed in Fig. 3͑d͒ . As a result, there is a small LPS region found before ⑀ c (). In this example, it is in the range ⑀͓0.077,0.082͔ and ⑀ c Ϸ0.09. The phenomenon of LPS can always be found around ⑀ c max . As the region of LPS is very small, it is hard to be observed clearly in Fig. 1 . Therefore the two peaks of ⑀ c () shown in Fig. 1 are enlarged and plotted in Figs. 4͑a͒ and 4͑b͒. Figure 4͑a͒ corresponds to a small time delay while Fig. 4͑b͒ is obtained from a comparatively large delay. A clear difference between them is the distribution of LPS. In Fig. 4͑a͒ , the LPS regions are small and distributed in several areas. However, in Fig. 4͑b͒ , they are concentrated at the top with a single and relatively large LPS region. With an increase of time delay, our simulations show that the LPS regions still concentrate at the top of the peak. However, this is not shown in this figure. If the coupling strength increases, the synchronization may change from GPS to phase locking, where the amplitudes of the two interactive oscillators have strong correlation. Notice that in the GPS regions of this figure, we did not identify the boundary between GPS and phase locking.
FIG. 2. ͑a͒-͑d͒
The distributions of non-PS, LPS, and GPS are strongly related to the nonfixed variation of the amplitudes that changes continuously with the coupling strength. In order to show the variation of amplitudes, we simulate the time evolution of x i on the Poincaré intersection y i ϭ0 with different coupling strengths, and the results are shown in Fig. 5 . In this figure, the time delay is ϭ17.55, i.e., the same as that chosen in Fig. 3͑d͒ . The distribution of x i is largely affected by the value of ⑀ c . When ⑀Ͻ0.82, there is a distinguished region where the points of x 2 distribute in two evident narrow bands referred to as LPS. On the other hand, a further increase of coupling strength makes the attractor of x 1 change to a broader distribution shown at 0.82Ͻ⑀Ͻ0.90 in Fig. 5͑a͒ , while the attractor of x 2 remains coherent. This region corresponds to the non-PS part in Fig. 3͑d͒ . After ⑀ у0.9, the attractor turns into a relatively strong coherence again and GPS is obtained.
In Fig. 5 , numerous points of x 1,2 are found near the zero value marked by a dotted horizontal line. However, the corresponding trajectory still mainly encircles the origin. Thus the instantaneous phase as well as the phase transition in this example can still be obtained and analyzed simply from Eq. ͑2͒. We have also employed a more general method, the Hilbert transform method ͓7,8͔, to calculate their instantaneous phases, and obtain the same results.
IV. PHASE DIFFERENCE WITH JAGGED SHAPE
In an attempt to elucidate the time evolution of phase difference before and after the PS transition, different properties are found at various time delays. Investigators have found that the 2 phase slip of is a distinguishing phenomenon before the GPS transition at ϭ0. When ⑀ is far away from ⑀ c (⑀Ͻ⑀ c ), increases in a nearly periodic sequence of 2 phase slips. However, when ⑀ is near ⑀ c , increases with an intermittent sequence of 2 phase slips. After the PS transition is reached, it is basically about /2 with a small highfrequency amplitude fluctuation ͓21,24,25͔. However, for Ͼ0, our simulation results show that only the region around ⑀ c min possesses these properties. In the region around ⑀ c max , no distinguished scales are found. Here we do not show the simulation results of 2 phase slips that are similar to the case for ϭ0. For the region of large GPS transition, 2 phase slips only appear at certain ⑀. The phase difference at certain coupling strengths is shown in Figs. 6͑a͒ and 6͑b͒ , which correspond to the time delay of Figs. 3͑c͒ and 3͑d͒, respectively. Let us first investigate the phase difference at coupling strength far away from ⑀ c . From Fig. 6͑a͒ , there are nearly periodic sequences of 2 phase slips at ⑀ϭ0.087. However, when ⑀ϭ0.068, which corresponds to the local minimum point of ⌬⍀ in Fig. 3͑c͒ , increases linearly. No 2 phase slips can be found although its mean frequency difference is evidently smaller. For ⑀ near the GPS transition, an irregular jagged shape for is observed. An example is given in Fig. 6͑a͒ with ⑀ϭ0 .0895. At ⑀ϭ0.09, GPS is obtained and fluctuates only slightly. However, the fluctuation is also in jagged shape. Similarly, Fig. 6͑b͒ shows that increases with an irregular jagged shape at a value near ⑀ c , e.g., ⑀ϭ0.088. At a value far away from ⑀ c , i.e., near the LPS transition, 2 phase slips are found. They are shown by the curves corresponding to ⑀ϭ0.073 and 0.085. As there is a LPS region before the GPS transition, in this region and in the region after the GPS transition are plotted in the lower part of Fig. 6͑b͒ . The solid line shows in the LPS region at ⑀ϭ0.08 while the dotted line corresponds to that after the GPS transition. We find that the fluctuation of in the former case is similar to the phenomenon when ϭ0 ͓21,24͔. Moreover, the jagged fluctuation of ͑dotted line͒ is just the same as that in Fig. 6͑a͒ . Evidently, in regions just before and after the GPS transitions that are around ⑀ c max , the sequence always appears jagged shape. This phenomenon cannot be found in the region with the LPS transition.
From Eq. ͑6͒, we find that the time evolution of is influenced by . In order to observe the evolution of with the increase of ⑀͑͒, it is plotted at three different coupling strengths 0.08, 0.088, and 0.09 in Figs. 7͑a͒-7͑c͒ when ϭ17.55. At LPS where ⑀ϭ0.08, the distribution of is stable with noise fluctuation, while at ⑀ϭ0.088 and 0.09, the distribution of has occasional jumps. Evidently, the jagged shapes of in Fig. 6͑b͒ correspond to the irregular jumps of . When appears as a stable value with noise fluctuation, as shown in Fig. 7͑a͒ , the corresponding is also stable with a small noise fluctuation, as observed in Fig. 6͑b͒ .
V. IN-CORRELATION AND ANTICORRELATION RELATIONSHIP OF INTERACTIVE SIGNALS
Although the GPS transition is quite large, the amplitudes between two interactive oscillators are still less correlated. This is because the signals for interactive coupling have a certain time delay that reduces the correlation between x 1,2 (t) and x 1,2 (tϪ). The inner plot of Figs. 6͑a͒ and 6͑b͒ are the instantaneous signals at the GPS transition ⑀ c ϭ0.09. They show that the projections of the attractors on the plane "x 1 (t),x 2 (t)… appear distorted, which indicates a relatively weak correlation between the two amplitudes. An interesting phenomenon is the unequal directions of weak correlation between x 1 and x 2 . In the inner plot of Fig. 6͑a͒ , it is in-correlation where the local maxima ͑or minima͒ of x 1,2 are nearly identical. However, in the inner plot of Fig.  6͑b͒ , the two corresponding signals are weakly anticorrelated, where the local minimum of one signal corresponds to the local maximum of the other one. Further simulations show that the regions of in-correlation and anticorrelation appear in turn regularly and are divided by the local maximum of PS transitions. The regions are marked in the upper part of Fig. 1 .
The in-correlation and anticorrelation of two interactive signals are caused by the coupling term in Eq. ͑1͒. We take the equation with coupling term ⑀͓x 2 (tϪ)Ϫx 1 ͔ as an example. With the increase of ⑀, the coupling term always forces the values of x 2 (tϪ) and x 1 (t) approaching each other. By this means, they are always in-correlation after PS and can be denoted as
On the other hand, the relationship between x 2 (tϪ) and x 2 (t) is the same trajectory with time delay in a single attractor. They will appear in-correlation under the following condition:
but appear in anticorrelation under the following condition: These regular in-correlation and anticorrelation are determined by the trajectory of the Rössler attractor, which has a single rotation center. By substituting Eq. ͑11͒ into Eqs. ͑12͒ and ͑13͒, we can determine the correlation directions between x 1 (t) and x 2 (t) under different . The result is just the distribution of in-correlation and anticorrelation shown in Fig. 1 . Similarly, we can also take another equation with coupling term ⑀͓x 1 (tϪ)Ϫx 2 ͔ to analyze their incorrelation and anticorrelation between x 1 (t) and x 2 (t). The same result is obtained.
If we transform Fig. 1 into a circle map, the different correlating directions as well as the PS transition can be considered as the interactive results between two convergent points, as shown in Fig. 8 . They correspond to ϭ2n and (2nϩ1), respectively. At the convergent points, the PS transition is a local minimum. When is far away from either of them, their ⑀ c increases accordingly. At the points with ϭ(2nϩ1)/2, which is the farthest from the two convergent points, their ⑀ c are nearly maximum. The correlating directions of the particular points are also determined by the distance from the two convergent points. When approaches the left convergent point, the case results in anticorrelation. It becomes in-correlation when is close to the right convergent point.
VI. CONCLUSION
In summary, we have studied the PS properties of two mutually coupled Rössler oscillators with a variety of time delay. With the increase of time delay, the GPS transition undergoes a nearly periodic sequence. Two explicit regions of the GPS transition are found. One corresponds to the transition around ⑀ c min . The properties of phase difference are the same as those with zero time delay. The other region corresponds to the transition around ⑀ c max . Before the GPS transition, LPS may exist. In the LPS region, the fluctuation of the phase difference is the same as that in the region with a local minimum GPS transition. However, with the increase of coupling strength, the sequence of the phase difference is quite complicated. Phase slips of 2 can only be found in certain regions of the coupling strength. Near the GPS transition, the 2 phase slips may transform to jagged slips. After GPS, the fluctuation may also appear in the jagged shape. The interaction of coupled signals appears in-correlation and anticorrelation alternately in a variety of time delays. To the best of our knowledge such results have not been reported before and they may benefit the investigation of PS in natural phenomena and complex systems.
