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ABSTRACT
According to article published by NewsUSA on the study conducted by National Institute on
Aging (NIA)14, more than one in three seniors over age 65 fall each year and more than 80 percent
of the falls happen in bathroom. So there is high need for systems that can detect fall and report
it in real time especially inside bathrooms. All the systems that are currently available are either
wearable devices or involve technologies that are either too expensive to install or intrude privacy.
Also, dependency on wearable devices for automatic fall detection greatly limits the quality of life
of older adults. In order to overcome these limitations and improve the quality of life of older
adults, we present a new fall detection system that is wireless, cheap and efficient in detecting falls.
The system we propose in this report is built using Micro-Doppler radar. We utilize the intensity
captured by the Doppler sensor to determine the probability of fall. We developed a machine
learning model that consumes encoding of captured intensities and determines the activity as fall
and non fall. The model determines and reports a possible fall within 1 second. We also tested our
encoding model approach on Android smartphone by capturing accelerometer and gyroscope data.
The results obtained from both the experiments were very promising and encouraging.
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CHAPTER 1. INTRODUCTION
According to study conducted by Centers for Disease Controls4, an estimated number of 234,094
nonfatal bathroom injuries among persons aged more than 14 years were treated in U.S. in Emer-
gency Departments. The report also indicate that injury rates increased with age. According to
National Floor Safety Institute13, about 67 percent of all fatalities are among people aged above 75
years. In an article published by NewsUSA12 on the study conducted by NIA, it is stated that 80
percent of all falls that happen in people over the age of 65 happen inside the bathroom. Multiple
studies11 showed that the delay in medical attention increased the severity of the situation in case
of fall. All these studies and reports indicate that there is a high need for systems that detect and
notify fall as soon as possible.
1.1 Fall detection
The life expectancy is on the rise over the recent decades due to improved medical facilities
and scientific breakthroughs6. Due to this, the necessity to monitor the health of elderly people in
their home environment is therefore becoming a key public problem due to health complications
associated with aging. Falling is one of the primary cause that is responsible for injuries in older
adults. Most of the older adults are unable to get up by themselves after a fall. Half of the
older adults who experienced an extended period of lying on floor in the event of fall died within
six months after the incident1. The need for fall detection systems is on the rise as the older
population of US is on the rise.
1.1.1 Bathroom falls
According to NIA’s report, about 80 percent of all the falls that happen among the older adults
occur inside bathrooms. Also, it is found that the severity of injury increases with the age of the fall
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victim. In order to circumvent the problem of delayed medical attention in case of fall, especially
for older adults who live alone there is a demand for fall detection system that work efficiently
inside bathrooms.
1.1.2 Available technologies
Most of the commercially available devices in the market provide a solution in the form of
wearable gadgets like a pendant, watch etc. The devices catch fall when the person is wearing
them either around their waist, neck or wrist. Once, the device detect fall, it will either trigger a
notification to the care taker/emergency services or the person has to manually request for help by
pressing a ”push button”.
Gadgets that automatically detect fall might be appealing at first, but they come with lot of
restrictions. One of the biggest limitation is that it will only work when the person is wearing the
device. It is not always possible to be wear the device as it might be pose an inconvenience. It
also forces people to always wear and carry it around wherever they go. During nights, it will be
extremely inconvenient and difficult for older adults to wear the device whenever they have the urge
to use the bathroom, which has the highest risk of fall. Moreover it greatly affects their quality of
life and also has psychological drawbacks.
In case of wireless fall detection, most of the recent studies published provide solutions that
use cameras, array of microphones, pressure sensors or IR sensors. The technologies are either too
expensive, intrude privacy, too complex to install or don’t provide high accuracy in detecting fall
8. Although, there are studies6 that provide a novel Micro-Doppler fall detection system using
in-home WiFi, they requires complex setup. Similar conclusion can be drawn about the paper




The problem were are trying to solve is automatic detection of falls that happen inside bathroom,
especially targeted towards elderly adults. The system should be cheap and easy to install and
maintain.
1.2.2 Evaluation Criteria
An ideal Fall Detection System(FDS) should be able to catch a fall with very low rate of false
alarms, cheap, light weight in terms of resource and installation and should pose zero privacy issues.
The fall detection system that we propose will be evaluated against the following criteria.
1. Accuracy




CHAPTER 2. REVIEW OF LITERATURE
In order to obtain better understanding of a fall detection, we go over recent studies, current
devices and technologies available in the market that detect and report fall. The current available
technologies classified into two categories
1. Wearable Devices
2. External Sensors
2.1 General Fall Detection Model
Before diving into details about different systems, lets briefly go over the general design model
of fall detection system. Fig 2.18, shows the most common architecture used by fall detection
models.
Figure 2.1 General Fall Detection Model
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2.1.1 Data Collection
This module is responsible for collecting data in either stream lined manner or at regular
intervals. It is also responsible for filtering data, maintaining the integrity and in some cases even
reducing the noise in the data. In the next step, the gathered data is processed and analysed.
2.1.2 Feature Extraction
The main function of this module is to extract features that have the highest impact in deter-
mining a fall. This is done both for reducing processing power required for analysing the data and
improving the descriptive power of data collected. The feature extraction is commonly divided into
two categories.
1. Feature Selection : This process is responsible for eliminating insignificant and redundant
data. This helps in reducing the time and storage required for processing the data.
2. Feature construction : This process is responsible for transforming and representing data
in a more insightful way. This step helps developing algorithm for determining fall easier.
2.1.3 Learning Module
In step, we use the processed data and try to the find algorithms that best predict falls. Typ-
ically, machine learning algorithms such as KNN, SVM or Neural Networks or Threshold based
algorithms are employed for classification.
2.1.4 Model Evaluation
In the last step, we evaluate our model for accuracy in determining falls, false positives, false
negatives and processing time required, resources required and privacy intrusion.




Wearable Devices typically involve wearing an electronic device around their neck, waist or
ankles. These devices commonly contains multiple small accelerometers. The device collects data
from the accelerometer and employs either threshold based approach or machine learning8.
Most methods in literature and devices use accelerometer data and threshold based algorithms









In the Equation 2.1, ax, ay, az represents the acceleration information obtained from three dimen-
sions of accelerometer. In recent years, the learning module is composed of hybrid approaches like
Neural Networks and Threshold based algorithms.
2.3 External Sensors
External Sensors are sensors that capture information of target of interest and its environment
to determine fall. In contrast to wearable devices, these sensors are not carried by the subject. In
turn, they are placed in specific locations that provide maximum observation and sensing capacity.
2.3.1 Sensor Types
2.3.1.1 Vision Based Sensors
Camera based sensors take advantage of the fact that in the event of fall, the posture of body
goes through drastic changes over very short period of time. The typical range is between 0.45 to
0.85 seconds8.
The Learning Module is trained to analyse and detect change in posture of the subject and
there by determine fall. Processing image data in real time requires high computational proces-
sors and power. This requirement increases the cost of installation and maintenance. Also, the
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biggest problem with cameras is privacy intrusion. Although various methods have introduced to
circumvent privacy issues they still don’t completely eliminate the problem.
2.3.1.2 Ambient Sensors
Ambient Sensors are sensors that monitor subject’s environment instead of the subject directly.
Typical examples of such sensors are pressure sensors, accelerometers and infrared sensors. In case
of pressure sensors, the model tries to determine fall by analysing the change in pressure patterns.
Pyroelectric IR sensors, determine fall by tracking target’s activity and inactivity patterns. Floor
based vibration system determine fall by processing vibration pattern observed to determine a fall
8. In all the fall detection methods mentioned above, we don’t store any direct information related
to the subject.
In the recent years there have been many studies that utilized passive WiFi radar and Range
Control Radars to detect and determine human activity. Passive Wi-Fi Radar is proven to even
have the capability to detect signs of life such as breathing5. In the papers6, researchers used
Doppler shift in WiFi signals to determine falls and human activities. Even though the results
were promising, the systems are complicated to install and maintain. In the study10, researchers
showcased a fall detection system using Range Control Radar. Even though the accuracy achieved
is high, the system doesn’t take the distance dependency into consideration.
2.4 Limitations
The paper8 provides an excellent survey of all the available fall detection systems, their accuracy
and limitations. Although, studies show that Doppler shift can be useful for determining various
human activities, they require complex installation setup. Moreover, the accuracy of WiFi-Doppler
techniques is fairly low6. In conclusion, there is no system that is wireless, cheap, efficient and easy
to install. In the next section, we will be searching for techniques and methods that will help in
overcoming above mentioned limitations.
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CHAPTER 3. METHODS AND PROCEDURES
In order to over come all the limitations listed in the previous section, we borrow techniques
from current researches in wireless human activity recognition and fall detection and extemporize
the detection techniques.
3.1 Inspiration
Human activity recognition is one of the most research topics in the recent years. Due to
both technological advances and scientific breakthroughs like Machine Learning, there has been a
great progress in that field. Most of the technologies employed by the human activity detection
system involve wireless technologies like WiFi, Doppler radars and cameras. Theoretically, the
same techniques can be used to detect a fall. However, vision sensors employed in human activity
recognition pose a very serious privacy concerns. For example, most people strongly oppose the
presence of cameras inside their house, especially inside bathroom and bedroom.
After an extensive research and exploration about sensors that provide wireless interaction
with the environment, we to came to conclusion that Microwave Doppler sensors serve our purpose
effectively. Moreover, Doppler sensors are cheap and don’t pose any privacy issues as they don’t
collect any audio or visual data from their environment.
3.2 Doppler Shift
The Doppler shift can be defined as the change in frequency of observed and transmitted waves
due to the relative motion of observer and wave source. Doppler shift can be most commonly
observed when listening to the sound of a siren either on fire truck or an emergency vehicle. When
the vehicle is approaching the observer, the sound heard will have a higher pitch due to increased
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frequency. When the vehicle is moving away from the observer, the sound will have a lower pitch
due to decrease in frequency.
The reason for Doppler shift is that, when the relative distance between the source and observer
is decreasing, each successive wave emitted from source will be getting closer to the observer. As
a result, the wave takes lesser time to each the observer than its predecessor, thereby increasing
the frequency of the wave. In the case where the relative distance between the observer and source
is increasing, the time taken for the wave to reach the observer increases. This results in wave
growing apart which in turn results in decreasing the frequency of wave observed.
Figure 3.1 Doppler effect Illustration7
From Figure 3.1 it can seen very clearly that the frequency observed by the observers A and
B in the case where Firetruck is at rest is the same. When the Firetruck is moving towards the
observer A, observer B will be observing a lower frequency than the frequency of wave emitted.
Also, the frequency observed by the observer A on the right will be higher than the emitted wave.
It can be noted that the magnitude in change in frequency observed directly proportional to the
relative speed.
In order to develop an FDS that satisfies our evaluation criteria, we can utilize the fact that fall
involves high speed movements compared to other activities. Using the previous fact, we expand on
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our intuition and say that Doppler pattern observed of various activities is distinct. By identifying
the Doppler signature, we should be able to distinguish fall and other activities.
3.3 Hypothesis
The primary hypothesis is that, signature of time series data received from Micro-Doppler sensor
follows a specific pattern depending upon the activity. Also, the pattern obtained is distinct for
each activity. Once, we have established the pattern signatures, we should be able to develop a
system to specifically detect fall.
3.4 Devices Required
3.4.1 Doppler Sensor
For our purpose, we need a sensor that can detect activity in a small confined space like
bathroom. After exploring various sensors, we decided to purchase the HB100 Micro-Doppler
sensor as it is cheap, relatively accurate and has high frequency. High frequency rate helps in
sending large amounts of information over short period. This is extremely useful as falls happen
over very short period and having large amount of information is key in differentiating activities.
3.4.2 Amplifier
As the output of the Doppler sensors is in micro volts, we need an amplifier to amplify the
sensor signal data. In order to detect minute changes in the signal data we need an amplifier. For
this purpose, we selected LM386 amplifier as it is cheap and works well be HB100 sensor.
3.4.3 Data collector
Once, we have the sensor setup, we need a device that can read analog signal from the amplifier
and store it. For this we used Arduino and utilized its analog pins to read data from amplifier.
Arduino sends the data via serial and the data processor i.e., either a laptop or Raspberry Pi can
be used to collect the data.
11
Figure 3.2 Connection Illustration
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CHAPTER 4. HYPOTHESIS EVALUATION
In order to test the hypothesis, we conducted experiments inside Smart Home Lab. The exper-
imental setup will be discussed in the next section.
4.1 Experimental Setup
The sensor was attached to a cardboard board and was placed around an elevation of about 1
m from ground and directed horizontally towards a wall located about 2 meters from the sensor.
We then performed various activities in 2X2 m square block in front of the sensor.
We collected data for about 7 activities and for each activity we collected 10 samples. For each
sample, we collected about 14000 readings from the sensor. It took around 5 seconds on average to
collect 14000 readings. After cleaning and removing noise, we generated various graphs to better
understand the Doppler signature.
4.2 Pattern Recognition
4.2.1 Intensities Captured
Intensity is one of the most important factor that differentiate falls and other activities. As falls
involve rapid movements of body parts, we can say that we can observe high intensity values. We
plotted graph between sampling number and intensity observed in order to evaluate our hypothesis.
The x-axis represents the sampling number for a specific sample (observed over time) and the y-axis
represents the Intensity observed in centivolts. We grouped all the samples of a single activity and
plotted a graph between Intensity and Sampling number.
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Figure 4.1 Intensities observed for falls
4.2.1.1 Falls
From Figure 4.1, we can observe that all the falls follow a specific pattern. All the falls have
sharp increase in intensities and are clustered together and occur over every short duration.
4.2.1.2 Static
Figure 4.2 Intensities observed for static noise
From Figure 4.2, it is very evident that the intensities fall within certain band and the magnitude
of the values is more or less a constant.
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4.2.1.3 Sitting Down
Figure 4.3 Intensities observed for sitting down
From Figure 4.3, it can be observed that the pattern falls is similar to that of a fall. However,
the duration is larger and the magnitude of the values recorded is smaller than the fall intensities.
4.2.1.4 Standing Up
Figure 4.4 Intensities observed for standing up
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From Figure 4.3, we can conclude that standing up follows a pattern quite similar to sitting
down. As both motion have similar movements and speeds but just in opposite direction the
matching of pattern can be rationalised.
4.2.1.5 Standing Infront
Figure 4.5 Intensities observed for standing infront
From Figure 4.5, we can observe that standing infront and static noise follow very similar
pattern with very few spikes in magnitudes.
4.2.1.6 Walking Left
From Figure 4.6, it can be seen that it follows a similar pattern to that of static noise with a
slightly higher magnitude.
4.2.1.7 Walking Right
Figure 4.7 follows almost identical pattern to that of walking left.
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Figure 4.6 Intensities observed for walking left
4.3 Observations
It can be clearly observed that falls have a distinct signal pattern. Although, standing up
and sitting down also have similar pattern, the amplitudes of the intensities are quite low and the
duration of peak is longer compared to fall. Also, it can be observed that performing activities
closer to the sensor have higher intensity values even for walking or standing still.
4.3.1 Conclusion
We have proved our hypothesis that different activities have a distinct signal pattern. Falls
especially standout among all the activities as they involve high velocity motion. The next step is
to develop a system that can recognize fall pattern and report it as soon as possible.
17
Figure 4.7 Intensities observed for walking right
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CHAPTER 5. FEATURE EXTRACTION
The biggest challenge in analysing the data is to find a way to differentiate activities that
happen close to the sensor and away from the sensor. The next step is to transform and encode the
time series data into a more useful representation. This also includes reducing the commonality of
the data received.
5.1 Observations
From the data collected, it can be observed that there is strong relationship between duration
of peaks and troughs, their magnitudes and activity. Also, the activities that happen close to the
sensor generated higher intensity values.
5.1.1 Analysing Peaks
In order to understand the pattern in the peaks in a more comprehensive way, we performed
the same activities at 3 different distances from the sensor.
5.1.1.1 Distance Dependency
The Figure 5.1 tells us the intensities for a fall depends on the distance between the subject
and the sensor.
Similar pattern is observed for other activities as well. From this observation, it is very im-
portant to note that distance plays a very key role in intensities observed. Our algorithm, that
we develop should be able to detect all falls irrespective of the distance between the subject and
sensor.
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Figure 5.1 Intensities observed for falls at various distance
5.1.2 Activity Duration
The next key observation that we can make from the data is the duration of activity. We define
the duration of activity as the duration of intensities that fall outside the static noise range.
From the Figure 5.3, we conclude that the duration of fall in on the lower end and can play a
key role in determining a fall.
5.2 Intensity Division
In order to overcome the problem intensity dependency with distance, we divided the intensity
into multiple categories. We used the data collected for activities that happened around 1 meter
distance from the sensor for intensity partition. The distance 1 meter was selected due to the fact
that the sensitivity of sensor was too low after 1 meter. We selected the intensity divisions based
on the maximum intensity values obtained for various activities.
In order to better differentiate the maximum values obtained for different activities, we scaled
down the intensities. Scaling down here represents removing/subtracting the intensity of static
noise from the observed intensity.
Scaled Down Intensity = Observed Intensity− Static Noise Intensity (5.1)
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Figure 5.2 Intensities observed for all falls
Using the Figure 5.4, we divided the intensities into the following categories as seen in Table 5.2.
5.2.1 Intensity V
Intensities that fall under this category are considered to be normal activities i.e, non falls.
Based on the intensities observed, all the non fall activities that happened around 1 m distance,
have almost all values within this range.
5.2.2 Intensity I
The intensity for this category is selected based on the fall intensities observed at 1 m distance.
Also, non fall activities that happen around less than 60 cm have very high values in this range.
This helps us in determining non falls that happen in less than 60 cm and falls that happen in 1m
distance.
5.2.3 Intensity II
Similar to Intensity I, this range helps us in differentiating non fall activities that happen in
less than 30 cm range and falls happening in less than 60 cm range.
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Figure 5.3 Duration observed for activities
5.2.4 Intensity III
This range is used to categorizing and determine falls that happen within less than 30 cm range.
It also differentiate unusual activities like waving hands, brisk walking, sitting down, getting up,
etc.
5.2.5 Intensity IV
In case of activities that have similar motions to fall, for example sitting down and standing up,
we can see quite a few intensities that fall in this category. This band can be used for differentiating
falls, sitting down and standing up.
5.3 Data Encoding
The next challenge is to represent the time series data obtained in a meaningful way that
completely describes the data. We can use the intensity categorization to encode the time series
data obtained from the sensor.
We capture all the intensities captured during the duration of activity and increment the count
in the respective bucket (Category). Also, we take into consideration the duration of activity.
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Figure 5.4 Max Scaled down intensities observed for different activities
X =
(








In the Equation 5.2, X represents the feature vector, that will be the input vector. ci represents
the total number of readings that fall in the ith intensity division. For example, for an activity, if
the total number of readings that fall in range Intensity I are 100 then c1 will be equal to 100, if
250 readings fall in Intensity II then c2 will be 200 and so on. In Equation 5.3, Y represents output
of our machine learning model. It can will be either 0 or 1, 1 represents a fall and 0 represents non
fall activity.
We collected and generated both X and Y for about 115 activities out which 31 activities are
falls. We also collected data for about 45 activities to test our learning model. The test data set







Intensity I [110, 115)
Intensity II [115, 140)
Intensity III [140,∞)
Intensity IV [0, 100)
Intensity V [100, 110)
Table 5.1 Intensity Categories
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CHAPTER 6. DOPPLER MODEL RESULTS
6.1 Results
After collecting data, we experimented and tested our learning models with different techniques
and data transformations. The primary technique used for data transformation is normalization.
In this, we converted the encoded into percentages. Also, for the feature vector, we also excluded
c5, as the counts are extremely large compared to other ci and there is no clear pattern in the
values.
In each section, we evaluate the model both on test and training set.
6.1.1 Neural Network Classification
The Table 6.1, shows that the best results can be achieved by using raw data. It also shows it
possible to merge two categories and can still achieve good results.
6.1.2 K-Nearest Neighbor Classification
Based on the results in Table 6.2, it is clearly that the performance of KNN is relative poor
to Neural Network. One possible reason could that KNN requires more attributes to give better
performance.
6.2 Model Evaluation
In section, we evaluate our model based on the criteria stated in 1.2.2.
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6.2.1 Accuracy
We got the best performance for our model, when we used Neural Networks for classification.
It is about 93% on Training set and 87% on Test set. Although the accuracy is on the lower side
compared to other methods8 it is still quite good.
6.2.2 Cost and Resource Requirement
In our current setup, the costliest devices are Raspberry PI and Arduino. It can be noted
Arduino can be replaced with a analog circuit to capture sensor. Also, Raspberry PI can be used
for various other activities like sending alerts, controlling lights, localization, etc. Considering all
the factors into account, our model is very cheap. Also, the amount of power required to maintain
the model is also very low. Moreover, the system is very easy to install.
6.2.3 Privacy
Our Model posses almost zero privacy concerns as the model doesn’t capture any information
apart from the bounced wave from the subject.
6.2.4 Detection Time
Since, we are reducing the time series information that contains about 12000 reading into mere
5 variables, the amount of time required to process the data is very low. The system can process
and classify in less than one second even on small processors like Raspberry PI.
6.3 Model Comparison
In order to better evaluate and understand the limitations of our model, we compared the model
with Range Control Radar Model(RCRM)10. RCRM is selected based on the experimental setup,
devices used and techniques used for classification. The RCRM is a Doppler based fall detection
system, it uses two Range Control Radars and classifies a fall based on the frequency signal captured
by both sensors.
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The RCRM has achieved overall classification between 0.91 and 0.97, which is extremely high
compared to our model. However, we need to consider that fact that the experiments conducted
in RCRM10 were under very specific conditions such as distance from senors and direction of
motion. Also, the RCRM involves two Range Control Radars and a highly sophisticated and pricey
instrument NI 9201. All these limitations restrict the usefulness of RCRM, however the RCRM
serves as shining example showcasing the practicality of Doppler effect in detecting falls.
In order to improve the accuracy of our model to something similar to that of RCRM, we believe
HB100 sensor needs to be replaced with more powerful sensor that is capable of detecting both
speed and the distance between subject and sensor. As discussed in the previous sections, HB100
is sensitive to distance and this makes differentiation difficult.There are ways to mitigate this but
the methods will either increase the cost or put very high load on Raspberry PI. From the article
9, we can say that high load increases temperature of CPU and it in turn makes all the processors
relying on Raspberry PI unstable. Another solution would be to install multiple sensors at various
locations and classifying the activity based on the analysis of all the Doppler shifts.
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S.no Feature Vector Data Type Training Data Accuracy Test Data Accuracy
1 X =
(

























c1 c2 + c3 t
)
Normalized 0.87 0.80
Table 6.1 Neural Network Classification Results
S.no Feature Vector Data Type Training Data Accuracy Test Data Accuracy
1 X =
(

























c1 c2 + c3 t
)
Normalized 0.75 0.72
Table 6.2 KNN Results
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CHAPTER 7. SMARTPHONE FALL DETECTION
As discussed in the previous chapter, the Intensity Division based classifier produced very
promising results. The next natural extension of the algorithm is to develop a similar model for
other time series data that can be helpful in detecting fall. The information presented in paper3
shows that only that only 23 percent of American seniors above 65 did not utilize cell phones in
2012 and it is found to be increasing every year. Based on the results obtained in the paper15,
we have selected accelerometer and gyroscope for developing for developing our Encoding based
classifier for smartphones. Also, we have restricted our smartphones to only Android based systems
as it provides the best APIs for collecting sensor data, has very large community size and is the
most relevant operating system3.
7.1 Classifier Outline
In order to develop an Android based classifier using the aforementioned sensors, we employed
the same approach used for the Doppler based fall classifier described in Chapter 5. In the first
step, we developed an Android application capable of monitoring sensor data and a server that
provides an API for interacting with Android application. The android application, collects sensor
data from the phone and transfers it to the server using an HTTP request. The next step is to
perform various experiments for collecting data and recognition of acceleration intensity/magnitude
bands.
7.2 Experiment
The experiments were conducted inside Smart Home Lab, Dell laptop with i7, 8th gen was
used for hosting our server and the smartphone used was Google Pixel 2. From the developer
documentation2, we get units for accelerometer reading as m2/sec and for gyroscope readings
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as rad/sec. We installed our fall detection application and started the data monitoring service.
The smartphone was kept inside the pocket(at around 110 cm from the ground). The Android
application collects the 3D acceleration vectors i.e., x, y, and z of both accelerometer and gyroscope
sensors. It also calculates the duration of the activity and uploads the data to our server. We
collected data for various activities such as walking, holding the phone in hand, sitting down,
standing up, falling down and no activity.
7.3 Experimental Observations
Figure 7.1 Net angular acceleration observed for various activities
From the Figures 7.1 and 7.2, we can observe that falls have higher magnitude values for both
accelerometer and gyroscope readings as expected. Exercising this observation and Figures 7.3 and
7.4, we divided the gyroscope readings into two bands: readings below 3.5, readings greater than
or equal to 3.5. In case of accelerometer data, we divided into three bands: values below 7, values
between 7 and 25, values above 25. Note that the default value for net acceleration is around
9.8m2/s, which arises due to gravity2. As falls can happen in any orientation of the phone/subject
it makes sense to use net acceleration and net angular acceleration for classification of fall.
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Figure 7.2 Net acceleration observed for various activities
7.4 Classification
We collected data for about 112 falls and 209 other regular activities. We performed similar
encoding as done in section 5.3 and using this data, we created a Neural Network Classifier. We
documented the various results obtained from the classifier in the Equation 7.2. From the previous
equation, we obtain the accuracy as 72 percent which is quite low. We believe the reason for
this could be the low sensitivity and limitation of data sampling frequency of the sensors inside
the smartphone. Table 7.1 can be used to understand how to read the confusion matrix and the
accuracy is given by Equation 7.1.
Accuracy =
True Positives + True Negatives
Total Events
(7.1)




In the confusion matrix shown in Equation 7.2, the first row corresponds to non falls and the
second row corresponds to falls. As it can be seen, 54 fall events were classified as non falls, which
is very high compared to true positive number of 74.
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Figure 7.3 Net acceleration observed for falls
7.4.1 Fall and Long Lie Detection
Long lie period refers to 3 seconds duration after a suspected fall event. In the Long lie period,
the generated acceleration values are stable due to inactivity of the fallen subject15. In order to
boost the accuracy of the model, we decided to combine Fall and Long Lie detection method showed
cased in the paper15 and our encoded classifier. We created a classifier very similar to Fall and
Lie Detection model and hosted it inside our Android application. Also, we exposed the encoded
classifier described in the previous section as an API. Every time we detect an activity on our
Android application, we pass the encoded data, duration and the classification result of Fall and
Long Lie model hosted on our application to fall detection API.
7.4.2 Classification Fusion Model
As seen in the Equation 7.2, our encoded model suffers heavily from false negatives. Although,
Fall and Long Lie model has very high accuracy of 93 percent15, it primary limitation is lack of
extensive experimental analysis. Also, the experiments performed were only composed of singleton
activities. Almost all real-life activities and falls are combination of multiple activities. For example,
fall could happen while walking, standing still, jumping or even when sitting down. We combined
both the models in order to extract the best of both the models.
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Figure 7.4 Net angular acceleration observed for falls
The Classification Fusion model generates the final classification by utilizing the information of
both encoded classifier and Fall and Long Lie model. The pseudo code used for our Classification
Fusion model can be seen in the Algorithm 1. In short, we predict an activity as a fall when our
encoded classifier predicts a value ≥ 0.5 or when the Fall and Long Lie classifier predicts as fall
and encoded classifier predicts a value ≥ 0.25. This is done to reduce false negatives generated by
encoded classifier and false positives generated by fall and long lie classifier.
Algorithm 1 Classification Fusion Model
Require: Encoded data, Duration of activity, Long lie classification result from phone
EncodedModel as EM
Long lie classification result as phoneClassification
Duration as duration
Encoded data as data
encodedClassification ← EM(data, duration) # returns a value in [0, 1]
if encodedClassification >= 0.5 then
return true
end if






From the confusion matrix in Equation 7.3, we can conclude the Fusioned classifier produced
an overall better accuracy than using solely encoded classifier. It clearly shows that there is drop
in total number of false negatives there by increasing the accuracy to around 83 percent.





True negatives False positives
False negatives True positives
Table 7.1 Confusion Matrix Labels
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CHAPTER 8. SUMMARY AND DISCUSSION
8.1 Summary
We studied about various technologies both wired and wireless technologies used for detecting
human activities especially falls. We went over there limitations and advantages and tried to
develop a Fall Detection System that works well in a confined space like a bathroom. We adopted
Doppler Shift technology to detect the activity of human. We found the pattern associated with
various activities and then isolated falls. Also, we experimented with falls that happen at various
distances. Using the results obtained from various experiments, we developed various machine
learning models and evaluated their performance and obtained very encouraging results.
Moreover, we employed our encoding technique to determine falls using an android smartphone
and combined it with traditional Fall and Long Lie method approach. The hybrid model developed
by the combined classifier showed high accuracy with fewer false negatives and false positives. We
also developed an API network capable of triggering an alarm in case of fall notification from either
Doppler or Android based detection or from both system. We also conducted a wide range of
experiments in order to capture all aspects of coupling between intensities observed and duration
of activity.
8.2 Limitations
Although our model is meant to be wireless thus convenient, it suffers from various limitations.
The biggest limitation is the sensitivity of the sensor. If the sensor is not sensitive towards catching
small and brief motions, there is a high possibility that the sensor won’t be picking up the movement.
Another major limitation is requirement of clear field of view. If sensor is not directed towards our
field of interest or if there is an obstruction, the sensor performance drops drastically. In case of
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Android fall detection application, the primary drawbacks are the utilization of battery and the
need to always carry the phone.
We can mitigate the Doppler system’s limitations, either by increasing the number of sensors or
by using more powerful and sensitive sensors or both. The drawback would be increase in cost and
power required. In case of Android based fall detection, the utilization of battery can be reduced
by studying the activity pattern for the user.
8.3 Conclusion
We developed a cheap and relatively accurate model using a Doppler based technique and eval-
uated the model’s performance and we also compared the model with other similar models. Based
on our results, we can say that our model will be effective in determining falls inside bathrooms.
Also, the system is very cheap and easy to install and maintain. Although, the accuracy is not
as high as we want, there are ways in which we can improve it. We also developed an Android
application that determines fall by the time series data obtained from gyroscope and accelerometer.
The classification results obtained from the application were very promising.
8.4 Future work
The biggest advantage of Doppler sensors is the wireless interaction with sensors and the subject.
This is opens up lot of possibilities in the field of smarthome technologies. Apart of fall detection,
we can extend this technology to determine the location of subject inside a house by using multiple
sensors. One other application would be the determination of walking speed or stability of subject.
By determining and tracking the stability of subject, we can possibly prevent falls by notifying
appropriate contact whenever we notice drastic decrease or low stability. Similarly, applications can
be employed in case of walking speed. All these applications emphasize the importance of wireless
technologies and the significance of Doppler based approaches in the smart home technologies.
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