Abstract: Given a simple graph G =
Introduction
In this paper we consider only graphs without loops and multiple edges. Let G = (V G , E G ) be a graph, where V G is the vertex set and E G is the edge set. We call n := |V G | the order of G and |E G | the size of G. A mixed graph is a graph where both directed and undirected edges may exist. Thus, a mixed graph, G, is obtained from G, by orienting some of its edges, and we call G the underlying graph of G. For convenience, for a mixed graph G = (V G , E G ), one has V G = V G and the edge set E G is the union of E 0 G and E 1 G , where E 0 G is the set of undirected edges of E G and E 1 G otherwise. This matrix was introduced, independently, by Liu and Li [12] and Guo and Mohar [7] . Since H( G)
is Hermitian, its eigenvalues are real. The H-rank (resp. rank, skew-rank) of G (resp. G, G σ ), denoted by rk( G) (resp. r(G), sr(G σ )), is the rank of H( G) (resp. A(G), S(G σ )).
Recently, the study on the H-rank and the characteristic polynomial of mixed graphs attracts more and more researchers' attention. Mohar [15] characterized all the mixed graphs with H-rank 2 and showed that there are infinitely many mixed graphs with H-rank 2 which can not be determined by their H-spectrum. Wang et al. [20] identified all the mixed graphs with H-rank 3 and showed that all mixed graphs with H-rank 3 can be determined
by their H-spectrum. Liu and Li [12] investigated the properties for characteristic polynomials of mixed graphs and studied the cospectral problems among mixed graphs. For more properties and applications about the H-rank and eigenvalues of mixed graphs, we refer the readers to [1, 7, 8, 16] and the references therein.
Note that, for a mixed graph G, it is possible that
. Hence, both oriented graphs and simple graphs can be seen as the special mixed graphs. Wong, Ma and Tian [21] provided a beautiful relation between the skew-rank of an oriented graph and the rank of its underlying graph, which were extended by Huang and Li [9] . Recently, Ma, Wong and Tian [14] determined the relationship between sr(G σ ) and the matching number m(G), whereas in [13] they characterized the relationship between rank of G and its number of pendant vertices, from which it may deduce the relationship between the skew rank of G σ and its number of pendant vertices. Huang, Li and Wang [10] established the relationship between sr(G σ ) and the independence number of its underlying graph G. Very recently, Chen, Huang and Li [4] studied the relation between the H-rank of a mixed graph and the matching number of its underlying graph.
Motivated from [4, 9, 14, 21] , it is natural and interesting for us to consider the relation between rk( G) and some other parameters of its underling graph. In this paper, we focus our attention on determining the relation between the H-rank of a mixed graph and the rank of its underlying graph. In order to characterize the extremal graphs whose H-rank attains upper and lower bounds in (1.1), we first introduce a graph transformation (see also in [11] and [21] ).
Let G be a graph with at least one pendant vertex. An operation of deleting a pendant vertex and its adjacent vertex from G is called the δ-transformation on G. Let G be a graph whose cycles share no common vertices.
To switch G to an induced subgraph without pendant vertices, a series of δ-transformation is applied to G as follows: If G has no pendant vertices, then itself is as required and we are done; otherwise, applying a step of δ-transformation on G, we obtain an induced subgraph G 1 of G. If G 1 has no pendant vertices, then G 1 is as required and we are done; otherwise, applying a step of δ-transformation on G 1 , we obtain an induced subgraph G 2 of G and so on. We terminate δ-transformations until we obtain an induced subgraph G 0 of G that is has no pendant vertices. The resultant subgraph G 0 is called a crucial subgraph of G.
Recall that the characteristic polynomial of a mixed graph G and its underlying graph G is defined, respectively,
where I n denotes the identity matrix of order n.
Given a mixed cycle C, the signature of C, written as η( C), is defined as |f − b|, where f (resp. b) denotes the number of forward (resp. back) oriented edges on C. (ii) for each mixed cycle C l of G, l ≡ 0 (mod 4) and either η( C l ) is odd or η( C l ) ≡ 2 (mod 4);
(iii) a series of δ-transformations can switch G, the underlying graph of G, to a crucial subgraph, which is the disjoint union of d(G) cycles together with some isolated vertices. (ii) for each mixed cycle C l of G, l ≡ 2 (mod 4) and η( C l ) ≡ 2 (mod 4);
(iii) a series of δ-transformations can switch G, the underlying graph of G, to a crucial subgraph, which is the disjoint union of d(G) induced cycles together with some isolated vertices.
Given a mixed graph
some orientation σ. In this case, H( G) = iS(G σ ), and therefore sr(G σ ) = rk( G).
. . x k x 1 be a cycle of length k. The sign of C σ k with respect to σ is defined to be the sign of (
An even oriented cycle is called evenly-oriented (resp. oddly-oriented ) if its sign is positive (resp. negative).
Together with Theorems 1.1-1.3, we can obtain the following two corollaries, which can be found in [21] and [9] , respectively. (ii) each cycle of G σ is oddly-oriented with order a multiple of 4;
(iii) a series of δ-transformations can switch G to a crucial subgraph of G, which is the disjoint union of d(G)
cycles together with some isolated vertices. The remainder of this paper is organized as follows. In Section 2, we list or give some preliminary results which will be used to prove our main results. In Sections 3, we give the proofs of Theorem 1.1. The proofs of Theorems 1.2 and 1.3 are presented, respectively, in Section 4 and Section 5.
Preliminaries
Given a mixed graph G, we call H an induced subgraph of G if H is an induced subgraph of G and each edge of H has the same orientation (or non-orientation) as that in G. For X ⊆ V G , G − X is the mixed subgraph obtained from G by deleting all vertices in X and all incident edges or arcs. In particular, G − {x} is usually written as G − x for simplicity. For the sake of clarity, we use the notation
We call x a pendant vertex of G if it is a vertex of degree one in the underlying graph G. Similarly, we call y a quasi-pendant vertex of G if it is adjacent to a vertex of degree one in the underlying graph G. For an induced subgraph K and a vertex x outside K, the induced subgraph of G with vertex set V K ∪ {x} is simply written as K + x. An induced mixed cycle of G is called a pendant cycle if in the underlying graph G, this cycle contains a unique vertex of degree 3 and each of its rest vertices is of degree 2.
Some known lemmas
In this subsection, we give some known results, which will be used to prove our main results. The first lemma follows immediately from the definitions of the H-rank and the second lemma follows by the definition of the matching number.
Let G be a graph with pairwise vertex-disjoint cycles and let T G be obtained from G by contracting each cycle into a vertex, which is called the contracted vertex. Then let [T G ] be obtained from T G by deleting all the contracted vertices and the incident edges (see [21] for details). 
Clearly, Lemmas 2.5, 2.6 and 2.7 can be easily deduced, respectively, the corresponding results for undirected graphs (see [11, 5, 3] for details).
The next result characterizes the relation of the dimension of the cycle spaces between G and a subgraph obtained from G by deleting one vertex.
Lemma 2.8 ([21]
). Let G be a graph with x ∈ V G . Then
The following result characterizes the relationship of the ranks between a tree and its subgraph.
Lemma 2.9 ([14]
). Let T be a tree with at least one edge.
(i) r(T 1 ) < r(T ), where T 1 is the subtree obtained from T by deleting all the pendant vertices of T .
(ii) If r(T − W ) = r(T ) for a subset W of V T , then there exist a pendant vertex v of T such that v is not in W.
Lemma 2.10 ([12]
). Let B j be the set of basic graphs with j vertices of G. Then the coefficient a j defined in
where ω( B) denotes the number of components of B and c( B) is the number of cycles in B.
Lemma 2.11 ([2])
. Let H j be the set of elementary graphs with j vertices of G. Then the coefficient c j defined
where c 1 (H) and c(H) denotes the number of components in a subgraph H which are edges and cycles, respectively.
Lemma 2.12 ([20]
). Let C n be a mixed cycle with n vertices. Then
Lemma 2.13 ([6]
). Let C n be a cycle with n vertices. Then r(C n ) = n − 2 if n ≡ 0 (mod 4), and n otherwise.
Lemma 2.14 ( [17, 18, 19] ). Let G be an undirected graph. Then
The left equality in (2.1) holds if and only if all the following conditions hold for G:
(ii) the length of each cycle (if any) of G is odd;
The right equality in (2.1) holds if and only if all the following conditions hold for G:
(ii) the length of each cycle (if any) of G is a multiple of 4;
Our preliminaries
In this subsection, we give some preliminary results, which will be used to prove our main results. Proof. If there exists a quasi-pendant vertex y lying on a mixed cycle of G, let x be the pendant vertex which is adjacent to y and M be a maximum matching of [T G ]. Then it is routine to check that M ∪ {xy} is a matching
Lemma 2.16. Let G be a mixed graph. Then
Moreover, if the right (resp. left) equality in (2.2) holds, then every vertex lying on a mixed cycle of G is not a quasi-pendant vertex.
Proof. First we show that rk( G) 2m(G) + d(G). Let φ( G; λ) = n j=0 a j λ n−j be the characteristic polynomial of G. Then it follows from Lemma 2.10 that a j = 0 for any j > 2m(G) + d(G), which is based on the fact that G contains no basic graphs with j vertices if one has
On the one hand, by the proof as
Consequently, any vertex lying on the mixed cycle of G is not a quasi-pendant of G.
Now we proceed by induction on d(G) to prove the inequality on the left in (2.2). If d(G) = 0, then G is
a forest and the result follows immediately from Lemma 2.5. Suppose that G contains at least one cycle, i.e., d(G) 1, and let x be a vertex on some cycle of G. By Lemma 2.8, we have
By induction hypothesis one has
According to Lemmas 2.2 and 2.7, we obtain
Hence, it follows from (2.4)-(2.6) that
This completes the proof. For "sufficiency", by Lemma 2.10, we have
Since l is odd and m(
Together with (2.9) we obtain that the order of
. Then we have
By Claim 1, we obtain rk( G) = 2m + 1.
For "necessity", in view of (2.8), we have a 2m+1 = 0. Then there exists at least one basic subgraph of order 2m + 1. Note that each basic subgraph of order 2m + 1 must contain the mixed cycle, C l , as its connected component. Thus l is odd and η( C l ) is even.
Next we proceed by induction on
empty, then there exists a pendant vertex x of T G which is also a pendant vertex of G. Let y be the unique neighbor of x and G 0 = G − x − y. By Lemma 2.16, y / ∈ V C l . Together with Lemmas 2.4 and 2.6 we obtain
follows from Lemma 2.4 that
as desired.
Lemma 2.18. Let G be a mixed graph with the unique mixed cycle
Proof. For "sufficiency", we proceed by induction on the order of
Now suppose that |V TG | 2. If T G is empty, then our result holds immediately. Otherwise, there is a pendant vertex of T G which is also a pendant vertex of G. Let x be a pendant vertex and y be the unique neighbor of x, by Lemma 2.15, y is not on any mixed cycle of G. Denote G 0 = G − x − y, then it follows from Lemmas 2.4 and 2.6 that
Note that |V TG 0 | < |V TG | and G 0 is a graph with the unique cycle C l , then by induction hypothesis to G 0 , we
It follows from (2.10) and (2.11) that we have rk( G) = 2m(G) − 2, as desired.
For "necessity", let φ( G, λ) = n j=0 a j λ n−j be the characteristic polynomial of G and m := m(G). By Lemma 2.10, we obtain
where B * 2m denotes the set of all basic subgraphs of order 2m containing C l as its connected component and M is the set of all maximum matchings of G.
Since rk( G) = 2m − 2, we have a 2m = 0. In view of (2.12), we have
is even and |B 2m | = |M | 2 > 0, which implies that η( C l ) is even and η( C l ) ≡ l (mod 4). Consequently, l is even and η( C l ) ≡ l (mod 4). 
Some basic facts
A mixed graph G is called the upper-optimal (resp. lower-optimal ) if rk( G) − r(G) attains the upper bound (resp. lower bound) 2d(G) (resp. −2d(G)). By the definition of the upper-optimal (resp. lower optimal) and Lemma 2.1, the next fact holds immediately.
Fact 1. G is upper-optimal (resp. lower-optimal) if and only if all connected components of G are upper-optimal (resp. lower-optimal).
By Lemmas 2.12 and 2.13, the following fact follows immediately.
Fact 2. For a mixed cycle C l , it is lower-optimal if and only if l ≡ 2 (mod 4) and η( C l ) ≡ 2 (mod 4), whereas it is upper-optimal if and only if l ≡ 0 (mod 4) and either η( C l ) is odd or η( C l ) ≡ 2 (mod 4).
Proof of Theorem 1.1
In this section, we give the proof for Theorem 1.1.
Proof of Theorem 1.1 We proceed by induction on d(G) to show our result. If d(G) = 0, then G is a mixed forest and the result follows immediately from Lemma 2.5. Now suppose that G contains at least one mixed cycle, i.e., d(G) 1, and let x be a vertex on a mixed cycle of G. By Lemma 2.8, we have
Applying the induction hypothesis on G − x yields
and
According to Lemma 2.7, we obtain
Hence, it follows from (3.1)-(3.5) that
Proof of Theorem 1.2
Recall that a mixed graph G is upper-optimal if rk( G) − r(G) attains the upper bound 2d(G). In this section, we first give some fundamental characterization of upper-optimal mixed graphs. Then we give the proof for Theorem 1.2.
Property 4.1. Let x be a vertex of G lying on a mixed cycle. If G is upper-optimal, then
(ii) G − x is upper-optimal;
(v) x lies on just one mixed cycle of G and x is not a quasi-pendant vertex of G.
Proof. Note that G is upper-optimal. Together with the proof of (1.1), each of inequalities in (3.1), (3.3) and (3.5) must actually be an equality. Thus, (i)-(iv) hold.
Now we show (v). In fact, by (iii) and Lemma 2.8(iii)
, we obtain that x must lie on just one mixed cycle of G. If x is a quasi-pendant vertex being adjacent to a pendant vertex y, then by Lemma 2.6, we have r(G − x) = r(G − x − y) = r(G) − 2, a contradiction to (iv). This completes the proof of (v).
Property 4.2. Let G be a mixed graph containing a pendant vertex x with neighbor y. Put G ′ = G − x − y. Then G is upper-optimal if and only if y is not on any mixed cycle of G and G ′ is upper-optimal.
Proof. For "sufficiency", we know that y is not on any cycle of G, by Lemma 2.8,
It follows from Lemma 2.6 that
Combing the upper-optimal condition of G ′ with (4.1) and (4.2), we have
For "necessity", since G is upper-optimal,
Consequently, y is not on any mixed cycle of G and G ′ is upper-optimal.
This completes the proof.
Property 4.3. Let G be a mixed graph containing the unique mixed cycle C l . Then G is upper-optimal if and only if all of the following conditions hold for G :
Proof. For "sufficiency", we proceed by induction on |V TG | to show that G is upper-optimal. If |V TG | = 1, then G ∼ = C l , by Fact 3, it is straightforward to check that rk( G) − r(G) = 2. Now we assume that |V TG | 2, if T G is an empty graph, then G consists of the unique mixed cycle C l and isolated vertices. Thus by Facts 1 and 3, G is upper-optimal.
Now we consider that T G is non-empty. Together with (iii) and Lemma 2.5, we obtain m(T G ) = m([T G ]).
Note that T G contains a pendant vertex, say x. Clearly, it is also a pendant vertex of G. Let y be the neighbor of x. Then, by Lemma 2.15, y is not on any cycle of G.
. Applying the induction hypothesis on G ′ , we have G ′ is upper-optimal.
Combining Property 4.2 yields that G is upper-optimal.
For "necessity", let m = m(G) be the matching number of G. Combining Lemmas 2.14 and 2.16, we obtain 2m − 2 rk( G) 2m + 1 and 2m − 2 r(G) 2m + 1. Note that G is upper-optimal, i.e. rk( G) − r(G) = 2.
Hence, we proceed by considering the following two possible cases.
The first case is rk( G) = 2m+1 and r(G) = 2m−1. In this case, by Lemma 2.17, we have l is odd. Let ψ(G, λ) = (ii) By (i) we know that q is a multiple of 4. Then let C q = xx 2 x 3 . . . x q x. As G is upper-optimal, by Property 4.1 both G − x 2 and G − x are upper-optimal. Together with Fact 1, H is also upper-optimal. Let
Note that x 3 (resp. x 4 ) is the pendant vertex (resp. quasi-pendant vertex) of G − {x 2 }.
Then in view of Lemma 2.6, we have
As G − x 2 is upper-optimal, we obtain
Combining (4.4) and (4.5) with the fact that d(
upper-optimal. Repeating such process, after q−2 2 steps, the resultant graph is G − {x 2 , x 3 , . . . , x q } = K, which is also upper-optimal.
(iii) and (iv) By Lemma 2.6 and Property 4.1, one has
Together with (4.6) and (4.7), (iii) and (iv) hold.
This completes the proof. (ii) for each mixed cycle C l of G, l is a multiple of 4 and either η( C l ) is odd or η( C l ) ≡ 2 (mod 4);
, where C G denotes the set of cycles of G; Then by Property 4.2, y is not on any cycle of G and G ′ is also upper-optimal. Applying induction hypothesis to
Note that each of cycles in G is also that of G ′ . Hence, Assertion (a) implies that each cycle of G satisfies (ii). Clearly, x is a pendant vertex of T G (resp., [T G ]) whose neighbor is y. Remind that
Hence, together with Lemma 2.6 and (b), we have
i.e., (iii) holds. Combining Lemma 2.6 and (c) yields
holds.
Case 2. x lies on a pendant cycle, say C q , of G. In this case, let u be the unique vertex of C q of degree 3. Put H := G − C q and K := H + u. By Property 4.4, (ii) holds, and both K and H are upper-optimal. Furthermore,
Applying induction to K yields
Note that T G ∼ = T K and |V Cq | = q. Combining (4.8) with (4.9) yields
If we apply induction to H, then we see that
By Property 4.4(iii), one has r(K) = r(H). Combining (4.9) with (4.10) produces r(T K ) = r(T H ). Together with
Proof of Theorem 1.2 Now we come back to characterize the sufficient and necessary conditions for the equality holding on the right of (1.1).
For "sufficiency", suppose that G satisfies all the conditions of (i)-(iii). Suppose that we apply, repeatedly, δ-transformations for t times to switch G to a crucial subgraph G 0 , which is consisted of d(G) disjoint cycles and some isolated vertices. Note that each δ-transformation decreases the H-rank of a mixed graph by 2, so does the rank of its underlying graph. Then
By Lemmas 2.1, 2.12 and 2.13, one has
Substituting (4.11) into (4.12) yields rk( G) − r(G) = 2d(G), as desired.
For "necessity", (i) and (ii) follow directly by Property 4.5. Hence, in order to complete the proof, it suffices to show (iii). We proceed by induction on |V G | to prove (iii).
If |V G | = 1, then (iii) holds trivially. Suppose that (iii) holds for every upper-optimal mixed graph G with |V G | < n. Now let G be an upper-optimal mixed graph of order n 2. This completes the proof.
Proof of Theorem 1.3
Recall that a mixed graph G is lower-optimal if rk( G) − r(G) attains the lower bound −2d(G). In this section, we first give some fundamental characterization of lower-optimal mixed graphs. Then we give the proof for Theorem 1.3.
Property 5.1. Let x be a vertex of G lying on a mixed cycle. If G is lower-optimal, then
(ii) G − x is lower-optimal;
Proof. Note that G is lower-optimal. Together with the proof of (1.1), each of inequalities in (3.1), (3.2) and (3.4) must actually be an equality. Thus, (i)-(iv) hold.
Now we show (v). In fact, by (iii) and Lemma 2.8(iii), we obtain that x must lie on just one mixed cycle of G. If x is a quasi-pendant vertex being adjacent to a pendant vertex, say y, then by Lemma 2.6, we have
This completes the proof of (v).
Property 5.2. Let G be a mixed graph containing a pendant vertex x whose neighbor is y.
Then G is lower-optimal if and only if y is not on any mixed cycle of G and G ′ is lower-optimal.
Proof. By Lemma 2.6 one has
For the sufficiency, we know that y is not on any cycle of G, by Lemma 2.8,
Combing the lower-optimal condition of G ′ with (5.1) and (5.2), we have
For "necessity", since G is lower-optimal, we get
Consequently, y is not on any mixed cycle of G and G ′ is lower-optimal.
Property 5.3. Let G be a mixed graph containing the unique mixed cycle C l . Then G is lower-optimal if and only if all of the following conditions hold for G :
Proof. For "sufficiency", we proceed by induction on |V TG | to show that G is lower-optimal. If |V TG | = 1, then G ∼ = C l , by Fact 4, it is straightforward to check that rk( G) − r(G) = −2. Now we assume that |V TG | 2.
If T G is an empty graph, then G consists of the unique mixed cycle C l and isolated vertices. Thus by Facts 2 and 4, G is lower-optimal.
If T G is non-empty, together with (iii) and Lemma 2.5, then we obtain m(T G ) = m([T G ]). Note that T G contains a pendant vertex, say x. Clearly, it is also a pendant vertex of G. Then, let y be the neighbor of x. By Lemma 2.15,
Applying the induction hypothesis on G ′ , we have G ′ is lower-optimal. Combining Property 5.2 yields that G is lower-optimal.
For "necessity", let m = m(G) be the matching number of G. Combining Lemmas 2.14 and 2.16, we obtain 2m − 2 r(G) 2m + 1 and 2m − 2 rk( G) 2m + 1. Note that G is lower-optimal, i.e. rk( G) − r(G) = −2.
The first case is rk( G) = 2m − 1, r(G) = 2m + 1. In this case, by Lemma 2.14, we have l is odd. Let (ii) By (i) we know that q is even. Then let C q = xx 2 x 3 . . . x q x. As G is lower-optimal, by Property 5.1 both G − x 2 and G − x are lower-optimal. Together with Fact 1, H is also lower-optimal. Let
Note that x 3 (resp. x 4 ) is the pendant vertex (resp. quasi-pendant vertex) of G−{x 2 }. Then in view of Lemma 2.6, we have
As G − x 2 is lower-optimal, we obtain
Combining (5.4) and (5.5) with the fact that d(
lower-optimal. Repeating such process, after q−2 (iii) and (iv) By Lemma 2.6 and Property 5.1, one has
Together with (5.6) and (5.7), (iii) and (iv) hold.
Property 5.5. Let G be a mixed graph. If G is lower-optimal, then (i) the cycles (if any) of G are pairwise vertex-disjoint;
(ii) for each mixed cycle C l of G, l ≡ 2 (mod 4) and η( C l ) ≡ 2 (mod 4);
where C G denotes the set of cycles of G;
Proof. This completes the proof.
Proof of Theorem 1.3 Now we come back to characterize the sufficient and necessary conditions for the equality holding on the left hand of (1.1).
For "sufficiency", suppose that G satisfies all the conditions of (i)-(iii). Then we may apply, repeatedly, δ-transformation for t times to switch G to a crucial subgraph G 0 , which is consisted of d(G) disjoint cycles and For "necessity", (i) and (ii) follow directly by Property 5.5. Hence, in order to complete the proof, it suffices to show (iii). We proceed by induction on |V G | to prove (iii).
If |V G | = 1, then (iii) holds trivially. Suppose that (iii) holds for each lower-optimal mixed graph G with |V G | < n. Now let G be an lower-optimal mixed graph of order n 2.
If T G is empty, then G is the disjoint union of d(G) cycles along with some isolated vertices. Then This completes the proof.
