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Al. 捜索空間は離散セル空間 K=\{1, . . . , K\} と,離散時間空間 T= \{1, . . . , T\} から成るもの
とする.
A2. 目標は,初期位置 k_{0}\in K_{0}\subseteq K と初期エネルギー e_{0} \in E_{0} を初期状態としてもつ可能性が
あり,この初期状態の目標を (k_{0}, e_{0}) タイプ目標という.捜索者は,この初期状態 (k_{0}, e_{0}) を
互いに独立な確率分布 \{f (k0), k_{0}\in K_{0}\}, \{g(e_{0}), e_{0}\in E_{0}\} で推定する.この分布は両者にとっ
て既知である.
A3. 目標は捜索空間内を時間と共に移動する.時刻 t にセル i から次時亥 |」 t+1 で移動可能なセ
ル群を N(i, t) , そのとき消費するエネルギーを  $\mu$(i, j) とし,初期エネルギーが尽きた時は
他のセルに移動できない.以上の条件を満たす, (k_{0}, e_{0}) タイプ目標が選択可能なパスの集
合を $\Omega$_{k_{(1}e_{0}} とし,このタイプの目標はその一つを選択して移動する.パス  $\omega$\in$\Omega$_{k_{0}e_{0}} をとる
目標の時点 \mathrm{t} での位置を  $\omega$(t)\in K で表す.
A4. 捜索者は捜索資源のタイプの集合 S のうち,いずれか1つのタイプ  s\in  S を選択して使用





A5. 捜索者は,時刻  $\tau$ 以降の時間帯 \hat{T}=\{ $\tau$,  $\tau$+1, . . . , T\} に,捜索資源を捜索空間内に投入し
て目標を捜索する. s タイプ捜索者の時刻 t での使用可能資源量は $\Phi$_{s}(t) であり,任意に分
割可能である.
A6. セル i に存在する目標に対し, s タイプの捜索資源を x だけ投入したとき,捜索者は確率
1-\exp(-$\alpha$_{i}^{s}x) (1)
で目標を探知する.ここで, $\alpha$_{i}^{s} は s タイプの単位捜索資源をセル i に投入したときの探知
効率を表す非負のパラメータである.
A7. 目標を探知した時点,あるいは最終時点 T でゲームは終了する.目標を探知すると捜索者は
利得1を得て,目標は同量を失う.
前提 A7から,問題は目標探知確率を支払関数とする2人ゼロ和ゲームである.
ここで,プレイヤーの戦略を明確にしておく. (k_{0}, e_{0}) タイプ目標は混合戦略をとるものとし,
パス  $\omega$ \in $\Omega$_{k_{0}e_{0}} を選択する確率を $\pi$_{k_{0}e_{0}}( $\omega$) , その確率分布を $\pi$_{k_{0}e_{0}} = \{$\pi$_{k_{0}e_{0}}( $\omega$) \geq  0,  $\omega$ \in $\Omega$_{k_{0}e_{0}} |
\displaystyle \sum_{ $\omega$\in$\Omega$_{k_{0}\mathrm{e}_{0}}}$\pi$_{k_{0}e_{0}}( $\omega$) =1\} で表す.一方, s タイプの捜索者の捜索資源配分計画を $\varphi$_{s} =\{$\varphi$_{s}(i, t) \geq
 0, i\in K, t\in\hat{T}| \displaystyle \sum_{i\in K}$\varphi$_{s}(i, t) =$\Phi$_{s}(t)\} で表す. $\varphi$_{s}(i, t) は,時刻 t にセル i へ投入する s タイプ
の捜索資源配分量である.
以上の戦略表現を用いて,支払関数である目標探知確率を求めよう.目標が一つのパス  $\omega$ をと
り,  S タイプ捜索者が計画 $\varphi$_{s} をとれば,式(1) から目標探知確率は次式となる.
 R_{s,k_{0}e_{0}}($\varphi$_{s},  $\omega$)=1-\exp ( -\displaystyle \sum_{t\in}テ $\alpha$_{ $\omega$(t)}^{s}$\varphi$_{s}( $\omega$(t), t))
以降では定式化を容易にするため,探知確率ではなく,次式で表される非探知確率を支払関数と
して議論を進めていく.
 Q_{s,k_{0}e_{0}}($\varphi$_{s},  $\omega$)=\exp ( -\displaystyle \sum_{t\in}デ $\alpha$_{ $\omega$(t)}^{s}$\varphi$_{s}( $\omega$(t), t))
この式から, (k_{0}, e_{0}) タイプ目標が混合戦略 $\pi$_{k_{0}e_{0}} をとるときの期待支払は,
Q_{s,k_{0}e_{0}}($\varphi$_{s}, $\pi$_{k_{()}e_{0}})=\displaystyle \sum_{ $\omega$\in$\Omega$_{k_{0}e_{0}}}$\pi$_{k_{0}e_{0}}( $\omega$)Q_{s,k_{()}e}。 ($\varphi$_{s},  $\omega$) (2)
となり, s タイプの捜索者の期待支払は,目標タイプの分布を考慮した
Q_{s}($\varphi$_{s},  $\pi$)=\displaystyle \sum_{k_{0}\in K_{0}}\sum_{e_{(1}\in E_{0}}f(k_{0})g(e_{0})Q_{s,k_{\mathrm{u}}e_{0}}($\varphi$_{s}, $\pi$_{k_{0}e_{\cup}}) (3)
となる.一方, (k_{0}, e_{0}) タイプ目標の期待支払は,式(2) に捜索者のタイプの分布を考慮し,
Q_{k_{0}e}。 ( $\varphi,\ \pi$_{k_{0}e_{0}})=\displaystyle \sum_{s\in S}h(s)Q_{s,k_{(1}e_{(1}}($\varphi$_{s}, $\pi$_{k_{0}e_{0}}) (4)
となる.ここで,各タイプ s の捜索者は式 (3) を最小化しようとし,各タイプ (k_{0}, e_{0}) の目標は式
(4) を最大化しようとするが,これは次式を共通の期待支払として最小化,または最大化すること
と同値である.
Q( $\varphi$,  $\pi$)=\displaystyle \sum_{k_{\cup}\in K_{0}}\sum_{e_{0}\in E_{0}}f(k_{0})g(e_{0})\sum_{s\in S}h(s)Q_{s,k_{0}e_{0}}($\varphi$_{s}, $\pi$_{k_{0}e_{0}})
捜索者は Q( $\varphi$,  $\pi$) を最小化するように,目標はそれを最大化するように行動する.
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3最適戦略の導出
捜索者の最適戦略は Q( $\varphi$,  $\pi$) のミニマックス最適化により得られ,最終的に次の凸計画問題に
定式化される.これを解けば捜索者の最適戦略  $\varphi$* を求めることができる.
(Ps) \displaystyle \min $\varphi,\ \xi$ \displaystyle \sum \displaystyle \sum  f(k_{0})g(e_{0})$\xi$_{k_{0}e_{0}}k_{0}\in K_{0}e_{0}\in E_{0}
\displaystyle \mathrm{s}.\mathrm{t}. $\xi$_{k_{0}e_{\cup}} \geq \sum_{s\in S}h(s)\exp (-\sum_{t\in\hat{T}}$\alpha$_{ $\omega$(t)}^{s}$\varphi$_{s} ( $\omega$(t), t)) ,  $\omega$ \in $\Omega$_{k_{0}e_{\cup}}, k_{0} \in K_{0}, e_{0} \in E_{0},
\displaystyle \sum_{i\in K}$\varphi$_{s}(i, t) = $\Phi$_{s}(t) , t \in \hat{T}, s \in S,
$\varphi$_{s}(i, t) \geq 0, i \in K, t \in \hat{T}, S \in S.
目標の最適戦略は,上で得られた  $\varphi$* を用いて求める.まず,  $\varphi$* に対して最適反応となる目標
の戦略  $\pi$ は,問題 \displaystyle \max_{ $\pi$}Q($\varphi$^{*},  $\pi$) により得られる.また,  $\varphi$* が目標の戦略  $\pi$ に対し最適反応で
あるためには,  $\varphi$_{s}^{*} は凸計画問題 \displaystyle \min_{$\varphi$_{s}} Q_{S}($\varphi$_{s},  $\pi$) の最適解となり,KKT 条件を満たしているは
ずである.以上の2つの条件を組み合わせることにより,目標の最適戦略 $\pi$^{*} を導出する線形計画
問題が以下のように得られる.
(PT) \displaystyle \max_{$\pi$_{)} $\lambda$}\sum_{k_{0}\in K_{0}}\sum_{e_{0\in E_{0}}}f(k_{0})g(e_{0})\sum_{ $\omega$\in$\Omega$_{k_{0}\mathrm{e}_{0}}}$\pi$_{k_{0}\mathrm{e}_{0}}( $\omega$)\sum_{s\in S}h(s)\exp (-\displaystyle \sum_{t\in\hat{T}}$\alpha$_{ $\omega$(t)}^{s}$\varphi$_{s}^{*}( $\omega$(t), t))
\mathrm{s}.\mathrm{t}. $\varphi$_{s}^{*}(i, t) > 0 なる (i, t, s) \in  K \times \hat{T} \times  S に対して,
$\lambda$_{s}(t) = $\alpha$_{i}^{s}\displaystyle \sum_{k_{0}\in K_{\mathrm{O}}}\sum_{e_{0}\in E_{0}}f(k_{0})g(e_{0})\sum_{ $\omega$\in$\Omega$_{ $\iota$ t}^{k_{0}\mathrm{e}0}}$\pi$_{k_{0}e_{0}}( $\omega$)\exp (-\displaystyle \sum_{t'\in}デ $\alpha$_{ $\omega$(t')}^{s}$\varphi$_{s}^{*}( $\omega$(t'), t ,
$\varphi$_{\mathcal{S}}^{*}(i, t) = 0 なる (i, t, s) \in  K \times \hat{T} \times  S に対して,
$\lambda$_{s}(t) \geq $\alpha$_{i}^{s}\displaystyle \sum_{k_{0}\in K_{0}}\sum_{e_{0}\in E_{0}}f(k_{0})g(e_{0})\sum_{ $\omega$\in$\Omega$_{i\mathrm{t}}^{k_{0}e_{0}}}$\pi$_{k_{0}e_{0}}( $\omega$)\exp (-\displaystyle \sum_{t'\in}テ $\alpha$_{ $\omega$(t')}^{s}$\varphi$_{s}^{*}( $\omega$(t'), t ,
\displaystyle \sum $\pi$_{k_{0}e_{0}}( $\omega$) = 1, k_{0} \in K_{0}, e_{0} \in E_{0},
 $\omega$\in$\Omega$_{k_{0}e_{0}}
$\pi$_{k_{0}e_{0}}( $\omega$) \geq  0,  $\omega$ \in $\Omega$_{k_{0}e_{0}}, k。 \in  K_{0}, e_{0} \in  E_{0}.







ルの記号 \# の後ろにセル番号を記しており,その下の数字は捜索資源ごとの探知効率 $\alpha$_{i}^{s} を示して























捜索は時点2から開始できるものとし,捜索時間は \hat{T}=\{2 , 5 \} , 捜索資源のタイプは1また
は2で,目標はこれを確率分布 h(1)=h(2)=0.5 で推定する.探知効率 $\alpha$_{i}^{s} は図1の各セル内に示
しており,タイプ1, タイプ2の $\alpha$_{i}^{s} を上下に併記している.セル 1から5ではどちらのタイプも
探知効率が0.3と同じ能力だが,セル 6以降はタイプ1が0.7, タイプ2が0.5とタイプ1の方が
高い能力をもつ.なお,目的セル 16,17,18では捜索を行わないため探知効率を 0 としている.時
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図3: 目標の初期エネルギー情報の価値






情報の価値は,探知が困難な高機動型の確率が高い g(5)=0.1\sim 0.4 の方が通常型の確率が高
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