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Abst rac t - -We consider a discrete-time Geol, Geo2/G/1 retrial queue with two types of calls. 
When arriving calls are blocked due to the server being busy, Type I calls are queued in the priority 
queue with infinite capacity whereas, Type II calls enter the retrial group in order to try service again 
after a random amount of time. We find the joint generating function of the number of calls in the 
priority queue and the number of calls in the retrial group in a closed form. It is shown that our 
results are consistent with those already known for special cases. 
Keywords--Balance equation, Foster criteria, Markov chain, Retrial queue. 
1. INTRODUCTION 
Retrial queueing systems are characterized by the following feature: arriving calls that find the 
server busy join the retrial group in order to seek service again after random amount of time. 
Retrial queues have been widely used to model many problems in telephone switching systems, 
computer and communication systems. Yang and Templeton [1] and Falin [2] surveyed the retrial 
queueing systems comprehensively. 
In recent years, much attention has been focused on discrete-time queueing systems. An 
investigation of the discrete-time queueing systems is important due to their applications to 
slotted systems such as slotted Aloha and ATM in B-ISDN. The machine cycle time of a processor 
and the transmission time of one cell in ATM are the elementary units of time in the slotted 
systems. 
There are many papers on continuous-time retrial queues, but very little is known about 
discrete-time retrial queues. Recently, Yang and Li [3] considered a discrete-time Geo/G/1 re- 
trial queue and obtained the steady-state queue size distribution. They also obtained recursive 
formulas for the steady-state probabilities. 
In this paper, we consider a discrete-time Geol, Geo2/G/1 retrial queue with two types of calls. 
Calls arrive according to geometric processes and all queueing activities occur at the slot bound- 
aries. Our model is the discrete-time counter-part of the MI, M2/G/I retrial queueing system 
studied by Choi and Park [4]. The queueing model considered in this paper has applications 
in telephone switching systems and mobile cellular systems, where Type I call has priority over 
Type II call with retrial phenomena. 
This work was supported in part by KOSEF, 1995. 
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This paper is organized as follows. In Section 2, we describe the queueing model in detail and 
find the stability condition of the system. In Section 3, we obtain the joint distribution of the 
number of calls in the priority queue and the number of calls in the retrial group. In Section 4, 
we show that our results are consistent with those already known for special cases. 
2. MATHEMATICAL  MODEL 
We consider a discrete-time queueing system where times are divided by slots and all queueing 
activities (arrivals and departures) occur at the slot boundaries. Two types of calls, Type I and 
Type II, arrive according to geometric arrival processes with probability Pl and P2, respectively. 
If a Type II call upon arrival finds the server free, it immediately occupies the server and leaves 
the system after service. Otherwise, it leaves the server temporarily and goes to the retrial group 
in order to try again after a random amount of time (in slots). The call persists this way until 
the call is connected. The retrial time (the time interval between two consecutive attempts) of 
a Type II call is assumed to be a geometric random variable with a probability 1 - r, where 
r = P {a Type II call does not make a retrial in a slot} and is independent of all previous retrial 
times and all other stochastic processes in the system. 
The Type I calls are queued in the priority queue with infinite capacity when the server is 
busy. As soon as the server is free, one of the calls, if any, in the priority queue is served, so the 
Type II calls in the retrial group will be served only when there are no calls in the priority queue. 
According to the above rule, the Type I calls have nonpreemptive priority over the Type II calls. 
Service times are independent and identically distributed with mean E[S] and both types of 
calls have the same distribution. Let sv = P{S  = v}, v = 1, 2, . . . .  We assume 0 _< Pl, P~ < 1, 
and 0 < r < 1. 
At each time slot, the following events occur in sequence; departure if any, arrival if any, and 
retrial if any. If a call arrives (retries) in the n th slot, and the system is empty at the end of 
the n th slot, its service is started at the beginning of the n + 1 st slot. 
If two different types of calls arrive at the same slot when the server is idle, the Type I call has 
priority over the Type II call, so that the Type I call is served and the Type II call goes to the 
retrial group. If more than one Type II call retries at the same slot when the server is idle, any 
one of them is randomly selected to be served and the others must go back to the retrial group. 
For the applications of our model to a telephone switching system and a mobile cellular radio 
communication system, the Type I calls (the Type II calls, respectively) can be regarded as 
outgoing calls (incoming calls, respectively) in the context of the telephone switching system, 
and as handoff calls (originating calls, respectively) in the context of the mobile cellular radio 
communication system. 
We define Nm as the number of Type I calls in the priority queue at time m + and Lm, as the 
number of Type II calls in the retrial group at time m + and Xm, as the remaining service time 
when the server is busy at time m + and Xm - 0, otherwise. 
priority queue 
Typelcall ..~ I I I I I )I I 
Geo(pl) ~ I I l l l l [ l ~  
Type II call o(1-r) 
G e ° ( P 2 ) ~ ~  e 
Figure 1. Mathematical model of queueing system 
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3. STEADY-STATE D ISTRIBUT ION OF {(Xm, Nm, Lm), m >_ 0} 
It can be shown that {(Xm, Nm,Lm),m >_ 0} is a three-dimensional Markov chain. For i, j, 
k > 0, let Pijk be the steady-state probability that Markov chain (Xm, Nm, Lm) is in state (i, j, k). 
Note that the only one arrival of Type I call (Type II call, respectively) in any slot has probability 
p~(1 - P2) (1o2(1 - Pl), respectively), and two arrivals of both types have probability PIP2. For 
convenience of expression, let p = (1 - pl)(1 - P2), P = Pl (1 - P2) + p2(1 - Pl). 
First, we will find the stable condition of the model. For this, Foster criteria is used where the 
choice of test function is a key point. 
THEOREM 1.1. The Markov chain is positive recurrent if and only if p - (Pl + p2)E[S] < 1. 
PROOF. Obviously, p < 1 is necessary for positive recurrent. 
Now assume p < 1. The classic Foster criteria [5,6] is used in order to show that the Markov 
chain is positive recurrent. 
We choose test function as follows: 
( i -1 )+E[S] j+E[S]k ,  i>_1, 
f ( i , j , k )= E[S]j+ E[S]k, i=0 .  
Mean drift function 
Dijk -- E [ f  (Xm+l,Nm+l,Lm+l) - f (Xm,Nm,Lm) I (Xm, Nm, Lm) = (i,j,k)] 
is given by 
-1  + (Pl + p2)E[S], i _> 2, 
Dijk= (p l+P2) (E [S] - I )+p lp2-~,  i=1 ,  j>0 ,  
(p~ +p2) (E[S] -1 )+p~-p(1 - r~) ,  i=0,1, j =0. 
Let e = (1 - p)/2. Then for all states with i = 1, j > 0, and i > 2, we have Dijk = -2e  <= -e.  
limk--.oo Di0k = -1  + (Pl + p2)E[S] < -e,  for i = 0, 1. Hence, except finite subset of the state 
space of {Xm, Nm, Lm}, we have Dijk < -e.  By the Foster criteria, we see that the chain is 
positive recurrent. 
Now we will find the joint probability generating function of P~jk. By usual method, we obtain 
the following balance quations, with convention Pi,j,-I = O, 
Pooh = PrkPook + PrkP1ok, k >_ O; 
Piok =/~Pi+l,O,k + p2(1 - pl)Pi+l,0,k-1 q- 138iPook 
+ p(1 - r  k+l) s,Po,0,k+l +/~(1 - r  k+l) s,Pl,o,k+l + Ps,Plok 
+ ~s~P11k + p2(1 - Pl)s~PI,I,k-1 + Plp2SiPo,o,k-1 
+ plP2SiPl,0,k_l, i ~ 1, k ~_ 0; 
P~jk ----- PP~+I,j,k + pl(1 - P2)Pi+I,j-I,k + p2(1 - pl)SiPl,j+l,k-1 
+ pl(1 - p2)SiPljk + p2(1 -- Pl)Pi+l,j,k-1 + ~siPl,j+l,k 
+PlP2P~+I,j-I,k-1 +Plp2S~PI,j,~-I, i > 1, j > 1, 
(1) 
(2) 
k > o; (3) 
and the normalizing equation 
EEEa  =I. 
i--O j~-O k----O 
(4) 
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To solve the above system of linear equations, we introduce generating functions 
oo  oo  
= ,o,', 
i=1 k=O 
oO OO 
i--1 
O0 
P(x,y,z) =- E Ps(X'z)YJ" 
5=o 
Q(Y, ~) = ~ Pu(~)¢, 
5=1 
By multiplying equation (1)-(3) by z k and summing over k, we have 
Poo(z) = ~Poo(rz) + ~Plo(rz); 
Rio(z) = (~ + p2(1 - pl)z) Pi+l,o(z) + psi(z - 1) Poo(z) 
z 
+ ~ + pz siPlo(Z) + (~ + p2(1 - pl)z) siPn(z) 
z 
+ plp2sizPlo(z) + plp2sizPoo(z) 
PlP2Si P00(z), i > 1; 
z 
Pis(z) = (/~ + p2(1 - pl)z) Pi+lj(z) + (/5 + p2(1 - pl)z) siPIj+I(z) 
+ pl(1 - p2)Pi+ld-l(z) + pl(1 - p2)SiPlj(Z) 
+ plp2zPi+lj-l(Z) + plp2sizPlj(z), i > 1,j :> 1. 
(2) 
(8) 
(T) 
Multiplying both sides of (6) and (7) by x', and summing over i, and then rearranging the 
terms, we obtain 
z -~-~(1  -p~)z  
X 
Po(~,~) = 
P~(~,z) = 
p(z - 1) S(x)Poo(Z) + S(x..__~) (~ + pz) Plo(z) 
z z 
- (/~ + p2(1 - pi)z) Plo(z) + (~ + p2(1 - pl)z) S(z)Pn(z) 
z 2 
+ plp2zS(x)Plo(z) + - 1 plp2S(x)Poo(Z); (8) 
z 
/5 + p2(1 - pl)z [ps(x, z) - P15(z)x] 
x 
+ (/5 + p2(1 - pl)z) S(x)P1d+l(z) + pl(1 - p2)S(x)Pu(z) 
+ plp2z [pj_ 1 (x, z) - P1 d-1 (z)x] + plp2zS(x)Plj (z) 
x 
+ pl(1 -P2) [Pj-l(x,z) - P1j-I(z)x], j _> 1. (9) 
x 
Next, by multiplying both sides of (9) by yJ and adding up, we obtain after some manipulations 
that 
z-¢(y,z) ~ ,  p~(x,z)y5 = Q(y,z)  s (z )  ¢(y'z)  ¢(y,z) 
x y 
+ pl(1 - P2)Y + plP2YZ Po(x, z) - ply(1 - P2 + p2Z)Plo(z) 
x 
- (~ + p2(1 - p l )z)  s(z)Pn(z), 
(1o) 
where  
~b(y, Z) = p "4- p2(1 -- p1)Z q- ~1(1 -- P2)Y "b plP2YZ. 
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Choosing x = ¢(y, z) in (I0) yields the left-hand side to be zero, and hence, 
O(y,z)¢(y,z) [1 S (¢(y,z))] ply(1 - p2 -}- p2z,) 
y = ¢(y, z) P0 (¢(Y, z), z) 
- ply(1 - p~ + P2z)Plo(z) i l l )  
-- (/3 + p2(1 -- p l )Z) S (¢(y,  Z)) P11(z). 
Now consider the following function: 
f (y,  z) - y - s (¢(y, z)) .  
For each fixed z with 0 _< z <_ 1, regard f(y, z) as a function of y. By intermediate value theorem 
and convex property of S(x), there is a unique solution y = ¢1(z) of the equation f(y, z) = O. 
Thus, 
¢1(z) = S {t3 + p2(1 - pl)z + pl(1 - P2)¢l(Z) + plp2¢l(z)z} 
- S (¢(z)), (12) 
where 
¢(z) = ¢ (¢1(z), z) =/3 + p2(1 - Pl)z + Pl (1 - P2)¢1 (z) + PlP2¢l (z)z. 
The first and the second derivative of ¢1 (z) at z = 1 is necessary for later use. 
LEMMA 1.2. 
d p~E[S] 
¢l(z)lz=l = 1 - piE[S]' 
= [ E [__S(_S: + 2p, 
dz 2 ¢1(z)1,=1 (1 -p iE [S ] )  2 [ 1-p iE[S]  
PROOF. Differentiating (12) yields 
d el(Z) = 8 ! (/3 n'- p2(1 - pl)z + pl(1 - p2)¢l(Z) + plP2¢l(Z)Z) 
x (p2(l - pl) + p l (1 -  p2) d ¢l(z) + plP2¢l(z + p,p2zJ-~ ¢l(z)) . 
Thus, ~'i~¢l(Z)lz=l - E[S ](P2 + Pl d ¢l(Z)lz=l) = O. Therefore, 
d p~E[S] 
d--~ ¢l(Z)lz=l - 1 - piE[S] 
Differentiating (15) yields 
. [ dz~ ¢~ (z) = S" (9 + ~ (1 - pl)z + pl (1 - ~)¢1 (z) + p1~¢1 (z)~) 
x p2 + pl ~ ¢~(z) 
rs, (¢ + ~(1 _ pl)z + p1(1 _ p2)¢l(z) + plp~¢l(z)~) + 
, )] x pl-~z 2 ¢1(z) + 2p lp~ ¢~(z) . 
Letting z = 1 in (16) yields 
,, (, )' 
dz2 ¢1(~)1,___1 = S [S(S - 1)1 ~ + p l~ ¢1(1) 
+ E[S] (Pl d-~ ¢I(1) + 2plp2d ¢I(1)) • 
By solving above equations for ~¢l (Z) lz=l ,  we obtain (14). 
(13) 
(14) 
(15) 
(16) 
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LEMMA 1.3. 
(1) The inequality z >_ 8(z) holds for 0 < z < 1. 
(2) S(¢(z)) - z > 0 holds forO <_ z < 1, if p -  (Pl +p2)E[8]  < 1. 
PROOF. 
(1) By convex property of 8(z), we easily see that z >_ 8(z) holds for 0 < z < 1. 
(2) From the definition of el(z) and ~b(z), we have ¢(1) = 1, thus we obtain 8(¢(0)) > 0 and 
8(¢(1)) = 1. 
If (Pl + p,2)E[8] < 1, we have 
d p2E[S] 
d"-z S(O(z))lz=l = 1 -piE[S] < 1. 
By combining the above facts and convex property of 8(z), we see that S(¢(z)) - z > 0 for 
0<z<l .  
Now we return to the equation (11). By setting y = el(Z) in (11), we have from (12) that 
Pl (1 - P2 + p2z) Po (¢(z), z) - pl(1 - P2 + p2Z)P lo (z )  - (p + p2(1 - Pl)Z) Pll (z) = 0. 
¢(z )  
By setting x = ¢(z) in (8), and dividing both sides by el(z), we have 
pi(1 -P2  +p2z) B0 (¢(z),z) -- p(z - 1_______) Boo(z) + ~ +pz R10(z) 
¢(z )  z z 
(p + p2(1 -- pl)Z) 
-- el(Z) Rio(z) + (~ +p2(1 -pl)z)P11(z) 
+ plP2ZPlo(z) + PiP2(Z2 - 1) Boo(Z). 
z 
By eliminating P0(¢(z), z) from the above two equations, we have 
[ ~  +PlP2(Z2--1)] POO(z )z  +,+.pZz Plo(z) - (io + p2(l(~l( z ) -P l )Z)P10(z)=pl(1-P2)P10(Z)"  
By solving the above equation for Plo(z), we obtain 
P10(z) = [p(1 - 2:) + PiP2 (1 - z2)] S (¢(z)) 
[S(~b(z)) - z] [~+p2(1 -p l ) z ]  Boo(z). (17) 
To find Boo(z), we substitute Plo(rz) into (5) and we obtain 
Boo(z)= 
S (¢(rz)) [1 - pl(1 - p2)rz - plp2r2z 2] - ~ + p2(1 - pl)rz] rz  
[S(¢(rz) - rz] ~ + p2(1 - pl)rz] 
x Boo(rz) = G(rz)Poo(rz), 
(18) 
where  
c(z )  = s (¢ (z ) )  [1 - p i (1  - p~)z - p lp~z  ~] - [~ + ~(1  - p i )z ]  z 
[8 (¢(z ) )  - z] [~ + p2(1 - pi)z] p. (19) 
Recursively applying (18) leads to 
B00(z ) = II~°=1G (rkz) R00(0). (20) 
We need to show that the infinite product in (20) is convergent if p < 1. For this purpose, 
G(z) is rewritten as 
G(z) = 1 + F(z), (21) 
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where 
F(z) = pz [~ + io2(1 - pl)z - S(¢(z))(1 - Pl)] 
[S(¢(z)) - z] ~ + p2(1 - pl)z] 
plp2z ~ + p2(1 - pl)z - S(¢(z)) (/~z + p~(1 - Pl))] + 
[S(¢(z)) - z] ~ + p2(1 - pl)z] 
The coefficient of pz and the coefficient of plp2z axe positive, because 
/3 + p2(1 - pl)z - S (¢(z)) ~z + p2(1 - Pl)] >/~ + p2(1 - pl)z - S(¢(z))(1 - Pl) 
> ~(z)  - s (¢ (z ) )  > 0. 
With Lemma 1.3 and the above equations, it can be shown that F(z) > 0 for 0 < z _< 1 if 
p < 1. From (21), we can rewrite the infinite product as 
II~= I G (rkz) = FIk~__1 [1 + F (rkz)]. (22) 
Infinite product in (22) converges if the series ~--~°=1 F(rkz) is convergent. The convergence of
the latter is obvious since 
lim F (rk+lz) = r < 1. 
k~ F (rkz) 
Now we return to the equation (8), we substitute P10(z) into (8) and we obtain 
x - /~ - p2(1 - pl)z Po(x, z) = pl(1 - P2 + p2z)S(x)Plo(z) 
:7:, 
S(x) - S (¢(z)) [p(1 - z) + PiP2 (1 - z2)] Poo(z) (23) + ~ ¢ ~  
+ (i~ + p2(1 - pl)z) S(x)Pn(z).  
On the other hand, we obtain from (8) and (17) that 
pl(1 - p2 + p2z)Plo(z) + (~ + p~z(1 - pl)z) Pll(Z) 
= [p(1 - z) +PIP2 (1 - z2)] [S(¢(z)) - S( f i+p2(1 -pl)Z)]Poo(z)" (24) 
(s (¢(z ) )  - z) s (~ +p2(1 - pl)z) 
By substituting (24) into (23), we obtain 
Po(x, z) = x (p(1 - z) + pip2(1 - z2)) S (¢(z))IS(x) - S (/~ + pa(1 -pt )z ) ]  
Ix - ~-  p~(1 - pl)Z] [s(¢(z))  - z] s (~ + p20 - pl)Z) Boo(Z). 
Finally, substituting Q(y, z), Po(x, z), Plo(z), and Pn(z) into (10), we obtain after tedious 
5(~,~)~?  = • [p(1- ~) +p,~ O-  ~)] 
j=l  x - ¢(y, z) [s(¢(z))  - z] 
f y [sc¢(y, ~)) - s ( . ) ]  + s (~(~))  [s(~) - y] 
X / s(O(y, z)) - y 
+ •-  ~-  p~(~ -pl)~ \s(~ +v~(~ -;~) 
- -p ly (1 - -p2+paz) )}  xPoo(z). 
The joint generating function, P(x, y, z) =- Po(x, z) + ~"]~ffil Pj(x, z)y/, is obtained from the 
above two equations. Thus, we have the following theorem. 
calculations that 
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THEOREM 1.4. If p < 1, then 
P(x, y, z) = 
= (p(1 - z) + i~,p~ (1 - z')) 
(x - ¢(y, z)) (¢~(z) - z) 
x (S (¢(y, z)) - S(x))(y - el(z))Poo(z). 
(s (¢(y, ~)) - y) 
(2s) 
The joint probability generating function P(1, y, z) of the number of calls in the priority queue 
and the number of calls in the retrial group when the server is busy is given by 
P(X,y,z) = (p(1 - z) + PiP2 (1 - z2)) 
(1 - ¢(~, z) ) (e l (Z)  - z) 
x (S (¢(y, z) - 1)) (y - ¢1(z)) Boo(z). 
(s  (¢(y, z)) - ~) 
The probability generating function of the number of calls in the retrial group when the server 
is idle is given by 
n~o__, a (~z) 
Boo(Z)- - ( I -p)  ~(-~)  . (26) | 
From above our main theorem, we obtain following results. The marginal generating function 
of the number of calls in the retrial group when the server is busy is given by 
P(1, 1, z) = (p + pip2(1 + z)) (1 - 
P2 (el(z) - z) ¢I(Z)) P°°(z)" 
The marginal generating function of the number of calls in the priority queue when the server 
is busy is given by 
P(1, y, 1) = (Pl + P2) [1 - pIE[S]] [1 - S(1 - pl + ply)] 
pl (S(1 - Pi + PlY) - Y) 
The probability that the server is busy is 
P(1, 1, 1) -- (Pl +p2)E[S]Poo(1)" 
1-p  
From normalizing equation (4), P(1, 1, 1) + P00(1) = 1. Hence, 
P00(1) = 1 - p, P(1, 1, 1) = p. (27) 
COROLLARY 1.5. The mean queue sizes in each group are given by 
oo  
E(L; idle) = P~o(1) = (1 - p) E G' (r k) .k k=l a ( rk )  7 
d P(l,l,Z)lz= I E(L; busy) = ~zz 
(Pl + P2)P2 {(E  [S(S - 1)1/1 - p lE IS ] )  + 2p IE2[S]}  + 2plp2E[S ](1 - p) 
+ i _---~P pP~o(1). 
d P ( I ,y ,  1) Iz ,=~ E(N; busy) = ~yy 
= (Pl + p2)plE [S(S - 1)] 
2 (1 - v lE [S] )  
2(i -p )  
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Hence, 
(Pl + P2)P2 {(E[S(S - 1)1/1 -p iE [S] )  + 2p1E2[S]} + 2plp2E[S](1 - p) 
E(L) = 2(1 - p) 
+ 1--1 pB~0(1). 
E(N) = (p l  + p2)plE [S(S - 1)] 
2 (1 - piE[S]) 
4. SPECIAL CASES 
(a) When Pl = 0, our model becomes a discrete-time Geo/G/1 retrial queue [3]. In this case, 
el(z) -- S(1 -P2 +p2z) and N = 0. Equations (25) and (26) are reduced to 
xp2(1 - z) S(x) - S(1 -P2  + p2z) 
P(x , l ,Z )=x_( l _p2+p2z)  S (1 -p2+P2Z) -Z  
~=lG(rkz) 
Boo(z)=(1 -p) n----~_~(--~) ' 
Boo(z), 
where 
so  - p~ + p2z)  - [1 - p2 + p2z]z  (1 -p2). 
which agrees with [3, Theorem 1]. The generating function of queue length in the system 
is Boo(Z) + zP(1, 1, z) which equals 
(1 - z)S(1 -p2+p2Z)Poo(z). 
S(1 -p2+p2z) -  z 
This result agrees with [3, Theorem 2]. 
(b) When/)2 -- 0, our model becomes a discrete-time Geo/G/1 queue. In this case, L -- 0. 
Equation (25) and (26) are reduced to 
P(x,y,  1) = xpl(1 -p )  S(x) - S(1 -P l  +ply)(1 - y) 
x - (1 - P l  + PlY) 
Poo(1) -- ( i  - p), 
S(1 - Pl + PlY) - Y 
which agrees with [7, equation (1.74a)]. The generating function of queue length in the 
system is (1 - p) + yP(1, y, 1), which equals 
(1 - p)S(1 -P i  + ply)(1 - y) 
S(1  - p l  + p ly )  - y 
This result agrees with [7, equation (1.10b)]. 
(c) When r = 0, our model becomes a discrete-time Geo/G/1 priority queue with two types 
of calls. In this case, G(rkz) = 1 for k _> 1 and Boo(z) = P0oo = 1 - p. Hence, E(L) 
and E(N) in Corollary 1.5 agree with [8, equation (4.15)]. 
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