Introduction
Research on the impacts of IT usually starts with the basic assumption that computers enhance productivity. The available evidence is mixed. Brynjolfsson 1 and Hitt (1996) , Siegel and Griliches (1992) , Greenan and Mairesse (1996) and Lichtenberg (1995) present evidence supporting a positive productivity impact of IT. Landauer (1995) argues the evidence in favour of productivity effects is weak and that existing studies suffer from severe measurement problems.
Yet, information technology has become an important field of corporate investment in all sectors. For example, the German IT market was valued at about 37 billion ECU in 1994 or about 4.5 percent of Germany's GDP. Most of these goods and services are demanded by firms. The fact that companies continue to invest in IT suggests that there must be positive impacts.
In Germany, investment in IT is especially important in the service sector, as it is in other countries too. This observation is supported by the sector-specific absolute amounts of money invested as well as the shares of IT-investment relative to other investment. In the most dynamic service industries, investment in IT is said to be larger than in manufacturing. Looking at the total IT-investment in the economy, service industries are responsible for the largest and ever growing share of total expenditure on IT in the economy. Yet, productivity growth seems to be slower in these service industries. Landauer (1995, p. xii) states that "for the jobs most people do in service enterprises, most computer applications make work only a little more efficient." Some scholars such as Gordon (1996) argue that the structural shift towards service industries is at least partly responsible for our inability to measure positive productivity effects of IT. Quality aspects of technical change are hard to assess, especially in services. Based on new data for Germany we try to show that this is a significant problem for empirical research on the effects of IT.
We use new data to assess the importance of certain problems concerning the measurement of IT productivity effects. This is the first study on this topic using mismeasurement, input mismeasurement of IT, and the endogeneity of computer capital and other inputs. Nevertheless we are able to offer some interesting stylized facts. Also, we demonstrate that it is important to distinguish between different types of IT investment. Considering the enormous variety of computer equipment ranging from personal computers to mainframe computers, one should not be surprised to find that aggregation of computer capital matters.
We proceed as follows. In section 2 we briefly describe the theoretical background of productivity analysis in the service sector. In section 3 we assess the impact of IT on innovation in services using data from the Mannheim Innovation Panel for the Service Sector (MIP-S). Section 4 analyzes the impact of the structure of IT investment on labour productivity using data from International Data Corporation Deutschland (IDC). We present regression results of a Cobb-Douglas model that allows for the IT-structure. Section 5 summarizes the empirical results from both data sets and draws conclusions.
A short survey of the recent empirical literature
The problem of measuring productivity in the service sector has received considerable attention recently (see, for instance, Griliches 1992 ). Therefore we only provide a brief summary of related literature.
One possible way to analyze these effects is to separate computer-capital from non-computer capital as Brynjolfsson and Hitt (1996) did. They found that computer capital shows a higher rate of return. Constructing a capital stock in computers as they did, however, assumes that the utility derived from an investment only depends on the nominal value. We would expect that there are differences in the productivity impact of various types of IT equipment.
There have been other approaches to trying to explain the productivity paradox that have focused on the importance of correct price index series for the inputs and outputs. One possibility is that the productivity paradox is due to the use of deflators that do not truly capture quality changes. During the last decades, the capacity and performance of computer hardware and software have dramatically improved. At the same time, nominal prices have either decreased slightly or just maintained their level. Recent studies on the decline of qualitycontrolled prices for personal computers (PCs) (e.g. Gordon 1990 , Berndt and Griliches 1993 , Nelson, Tanguay, and Patterson 1994 , and Berndt, Griliches and Rappaport 1995 have found quality-adjusted prices for PCs declined on average by 25-30 percent per year in recent years. The growth of nominal investment in the presence of a decrease in quality-adjusted prices allowed the acquisition of large IT related capital-stocks in many firms. We should expect to find stronger positive impacts of this recent IT investment on productivity in the present, since users now can get the same utility at considerably lower prices.
Moreover, modern IT equipment can be more easily combined with other assets of a firm since computer skills have become more widespread. This has made modern IT-equipment more of a general purpose technology. If this is 2 important, more recent data should show stronger IT-effects than analyses that use data of the eigthies. However, IT-effects of this sort would also reflect complementary assets. Moreover, the compatibility of software and hardware has been increasing since personal computers became the leading IT-technology. This is confirmed by a recent study of Harhoff and Moch (1996) . This too suggests that there should be larger IT-productivity gains today than in the past.
Impacts of IT in services -some assessments using data on innovation activities in services
3.1 Data on innovation in the service sector The first part of our empirical analysis draws on the Mannheim Innovation Panel for the Service Sector (MIP-S). These data stem from a mail survey on the innovation behaviour in the service sector carried out in 1995-1996. The first 3 author was responsible for the design and implementation of the survey. Summary statistics for the MIP-S data set are given in appendix 1.
The MIP-S extends the concept of innovation surveys in manufacturing as summarized in OECD's Oslo-Manual (1997) to the service sector. Topics covered in the questionnaire include (1) general information about the firm (size, industry, sales, number of employees, labour costs, exports, strategic management objectives, customers and product characteristics), (2) the human capital of the firm, and (3) investment in new physical assets and in information technologies. Special attention was paid to the innovative activities of firms with questions on R&D personnel, the acquisition of knowledge, co-operative innovation activities, linkages to public R&D institutions, the importance of various new technologies and the impacts of innovation. Firm investments in IT are seen as a by-product of innovation and not a main focus of this survey.
The survey covers all service sector firms with more than four employees contained in the records of CREDITREFORM, Germany's largest credit-rating agency. This source provides data on the number of employees, industry and the 4 addresses of firms. This information was used to stratify the sample by sector and firm size as well as former West-Germany and East-Germany. The MIP-S is restricted to marketed services and, therefore, only includes firms from wholesale and retail trade, transport, traffic, banking, insurance, software, technical consultancy, marketing and other business services.
About 2,800 firms participated in this voluntary survey. The overall response rate was about 26%, which is in line with the response rates for other voluntary mail surveys in Germany. The response rate was above average for the firms in the banking sector and for the firms in technological services and software firms (around 30%), and it was below average for the firms in wholesale and retail trade (around 24%). Participation slightly increased with firm size. 5 Before considering the role of IT in service innovation we examined some basic results on innovation activities in the service sector. In particular, we examined the weighted shares of firms with five or more employees that reported 6 product, process or organizational innovations. Product innovations are defined as new or improved services which are offered to customers. Process innovation refers to improvements in the 'production process' applied internally in the firm.
Organizational innovation encompasses significant changes in the organizational structure (for example, changes in the number of hierarchical layers) or in basic organizational patterns (such as in the introduction of total quality management procedures). Product innovations were found to dominate. However, in many cases innovations cannot be clearly categorized as product or process. This problem is illustrated by the introduction of 24 hour-cash-dispensers. The lengthening of access to banking services can be regarded as a product innovation, although the actual banking product being dispensed through the machine, the transfer of money, remains unaltered. On the other hand, since this service is not rendered through personal contact at the counter but rather by customer self service, this could also be viewed as a process innovation. We refrain from using the selfassessed differentiations for product and process innovations.
Further problems arise from the definition and interpretation of research and development (R&D). What this is for service sector firms is not always compatible with the definition of R&D in official R&D statistics. Nevertheless, we use R&D expenditure as an indicator of a knowledge-intensive input.
Impact of innovation in services
Our inability to measure productivity changes in services owing to the use of new technologies in service sectors may be due to the fact that, unlike the manufacturing case, innovation in services often is neither represented by new services nor by process improvements which increase output or decrease inputs. Innovation in service is often more closely connected to the way products are delivered. For example, technical change is often associated with the number of hours during which a service can be delivered or with improvements in the spatial dimension of the services (e.g. home banking). Measuring innovation outputs by 7 sales shares for new products, as is often done in manufacturing, is not adequate to capture product innovation in services.
As a first step to evaluate the impact of technical change in services, we use a qualitative, multidimensional approach. Firms were asked to rate different dimensions of the impact of innovations on a 5-point scale ranging from 'not at all important' (=1) to 'very important' (=5). These dimensions are given in table 1, which also shows the shares of firms by sector and firm size which evaluate these different dimensions as important (=4) or very important (=5).
Overall, most firms view 'increasing productivity' as important or very important. So, we should expect technical change to be reflected in the traditional (labour) productivity measurement. Other dimensions such as 'increasing flexibility', 'increasing availability in the time dimension', 'increasing availability in the space dimension' as well as 'increasing delivery speed' are found to be nearly as important in the judgement of the respondents. Items reflecting customer benefits such as 'enhancing productivity of customers' or 'well-being of customers' are important for about 40% of the firms. Only a minority view 'regulation aspects' (concerning health care, safety, ecology, etc.) and 'increasing product life-time' (e.g. improving maintenance properties) as important impacts of their innovative activities.
Moreover, it can be seen from table 1 that inter-industry differences seem to be more important than firm size differences. For instance, the majority of firms in the software industry expect their innovative activities to have huge productivity impacts on their customers which will also strengthen the customers' ability to increase their output. This kind of effect is not evident from the firm size distribution. Moreover, if this is the case, the productivity effect of innovations in the software industry should be expected not within the software industry but rather in their downstream industries.
We consider four dimensions of innovation based on a factor analysis of the qualitative assessments reported in table 2. These are: (1) innovations that enhance the quality and the scope of service sector products by increasing delivery speed or the temporal or spatial availability of a service, (2) innovations that increase the productivity of the customers of service firms, (3) technical changes that induce productivity changes within service firms, and (4) innovations that are made to fulfill regulations or standards. Each of the four components covers a different aspect of service innovation and entails different measurement problems with respect to traditional approaches to measuring productivity enhancing technical change in services. For instance, if IT-use enables a firm (and the firm's competitors) to run a 24-hour-service, the volume of sales and its cost of production might be unchanged but customer choice would be expended. Traditional productivity measurement would not reflect these sorts of impacts. Measurement problems may also arise with the elements of dimension (2) which reflect increases in service that enhance the productivity or output levels of customers. Increased competition in the software market and the steep decline of software prices, which is hardly reflected in price indices, will cause measurement problems for this dimension too. Only dimension (3) is easy to assess. Increased productivity of the service generation process and motivation of employees will immediately affect traditional productivity measurements. Dimension (4) is harder to evaluate since fulfilling new legal standards or work place safety regulations will usually not be reflected in increases in sales or lower factor input requirements.
These arguments imply that relating labour (or total) productivity numbers to factor inputs in services is not likely to fully reflect the effect of technological change in services. Rather, productivity effects of physical capital investment
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Assessing the impact of innovation inputs on innovation outputs
As shown by MIP-S, IT technologies represent the most important technologies for the overwhelming majority of firms. Nearly all firms that introduced product, process or organizational improvements view IT as a key instrument for innovative activities (see table 3 ). So, we should expect that the impacts of innovative activities are related to the investment of firms in IT. However, based on the above assessment, it seems reasonable to argue that the missing productivity effect of information technology can be partly explained by 'hidden' output dimensions (see e.g. Griliches 1994) .
To assess the hypothesis of unmeasured output generated by IT, we use the qualitative assessment of the impact of innovative activities and relate these output indicators to input factors. Given the way the question is posed in the questionnaire we have interpreted these qualitative assessments as an indicator of a change in output characteristics rather than in the level of output. We relate this change in output to the change in inputs which is given by the investment in physical capital, investment in information technologies, R&D expenditure, and also investment in the capabilities of employees ('training'). We normalize these different types of input by the number of employees and use additional controls for the level of human capital, industry, firm size, and region. Therefore, our If most of the output of information technology for service industries is unmeasurable, then we might expect to find only a weak correlation, or no correlation, between the dimension of innovation output which refers to the productivity of a firm and IT-investment. Given the qualitative nature of the output dimension (5-point Likert-scale), we use ordered probit models. The results are reported in table 4 where each row represents an ordered probit regression. 11 The results of our exercise are quite robust with respect to the inclusion of additional variables. In particular, we included variables for export shares, ownership and more disaggregated industry classifications. Adding these variables left our basic conclusions unchanged.
In summary, we found significant effects of IT-investment on flexibility in adjusting products to customer needs, user-friendliness of the products, and the temporal availability of services and delivery speed, but only a weak impact of IT-investments per employee on the productivity of the firm. We even found a negative correlation between the maintenance or recycling properties and the intensity of IT-investment. Thus, we conclude that the effects of IT-investment on innovation in services are reflected mainly in product quality improvements.
On the other hand, non-IT physical investment (calculated as total investment minus IT-investment) bears a significantly positive sign when compared to the dimensions of innovation output. Strong associations are found for enhancing the flexibility in adjusting products to customer needs, fulfilling legal standards and regulation, and with respect to the productivity of customers.
Moreover, R&D efforts are relevant to several features of service innovations. R&D enhances the productivity of firms as well as the customers. 12 R&D is associated with unmeasureable components like reliability and the ability to fulfill regulatory requirements. Likewise, expenditures of firms on human capital enhance productivity and the quality of services. We further test the validity of these results by considering potential complementarities between the factor inputs and by taking into account unmeasured input dimensions which could lead to correlations between the error terms in the regression models for different output dimensions. We review these results below.
If there are complementarities between IT-investment on the one hand and non-IT-investment, R&D intensity or human capital intensity on the other hand, our model specification will fail to uncover these effects. To account for this possibility, we also ran regressions with additional interaction terms for ITinvestment and the other forms of investment. Indeed, we find especially strong associations between one of these interaction terms (IT-investment * non-ITphysical investment) and the productivity impact of service innovation. There are also associations, though weaker, with respect to customer's productivity, and to the temporal and spatial availability of service innovations. However, we failed to uncover complementarities between investment in human capital (measured by expenditures on training) and IT-investment. These results highlight another 13 measurement problem: our ability to measure the productivity effects of IT is also affected by the degree of complementarity between physical non-ITinvestment and IT-investment. Hence some productivity effects of IT are probably reflected in the measured effects of non-IT-investment.
To summarize the results so far, we should keep in mind that IT-investment seems to often be associated with quality aspects of service innovations. Therefore, there is the danger that labour productivity or total factor productivity will not adequately reflect the true impact of IT. This suggests that the productivity paradox with respect to IT investments in the service sector can at least partly be attributed to measurement problems.
Productivity effects of information technology

Data on information technology
The second part of our empirical analysis is based on the German Information Technology Survey. This data set contains information on the different kinds of IT capital used by firms. We use only a part of the information that has been provided by International Data Corporation Germany (IDC). About 3800 IT 14 managers or managing directors of establishments from all sectors voluntarily participated in the telephone interviews in January and February 1996.
We use data from the 317 establishments from the manufacturing sector and 15 the 474 establishments from the service sector. We will make extensive use of variables representing the various kinds of computer hardware used. The data distinguish among four different types of computer terminals. There are terminals that are either connected to a mainframe (e.g. IBM 3090) or to a midrange 16 computer (e.g. IBM AS/400). There are also stand-alone UNIX workstations and personal computers that are either IBM-compatible or Apple compatible. We use the number of IT workplaces per employee that existed by the end of 1995 as a proxy for the IT-intensity of a firm. The number of terminals is a better proxy for the real use of IT than aggregations of memory or MIPS installed.
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The data set also contains the number of employees and sales figures. These were used to calculate labour productivity. However the original dataset did not contain information on capital stock and the materials used. We constructed firm specific values of these variables using the disaggregated national accounts data on sector specific ratios of capital stock and materials per employee for 1992. 18 Since the IT-Survey data were collected in telephone interviews, we chose estimation techniques that are robust against outliers. We impose constant returns to scale by setting (á + â + ã = 1). If the 20 aggregation of IT capital does not distinguish between different types, the IT capital variable may not reflect the 'true value' of IT. Our model allows for the possibility of different productivity impacts for different types of IT. In principle, IT investments affect the marginal productivity of all factor inputs. Moreover, expenditures related to IT are 'hidden' in all factor inputs. The book values of IT are included in K, the capital stock variable. The IT expenses on software and services and the leasing rates are included in M. Labour input comprises workers who are and are not able to use computers. Recent empirical work by Autor et al. (1996) points to higher wages for workers who can use
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Innovation and information 375 computers as well as shifts in the skill structure of labour towards more computer skills. Despite these considerations, data limitations force us to follow the common practice of distinguishing IT capital and non-IT capital and neglecting IT shares in the other factors. This may lead to an overestimation of the marginal productivity of IT capital, since all differences between IT users and non-users show up in our empirical model via the capital stock.
There may also be other problems with the capital stock. First of all, it is difficult to assess the IT used by companies. If we take the book value of computers owned, we face a bias arising from different ownership concepts. A company may buy or rent a computer. This is especially a problem with mainframe computers. In the first case we would find the value of the computer in the business records and would count this in the capital variable, whereas in the second case the leasing rates would add to the materials variable as intermediate inputs. Second, we expect the choice of IT-products and IT-brands to have a strong influence on the price and thus on the capital stock figures whereas we expect the productivity of an employee to be independent from the brand chosen. Third, technical change is very fast in the IT industry. Therefore the construction of a computer capital fraction of the capital stock requires quality adjusted price indexes which are hard to obtain for different types of IT equipment. Fourth, it is -at least in Germany -not allowed to carry software and IT services as assets, making it hard to track IT capital over time. 21 The most important problem, however, is that if it is the specific technology used that matters, a disaggregation of production functions by IT-inputs is needed. To deal with some of the problems with the capital stock variable, we also included a variable for IT-equipment: the number of workplaces equipped with access to computing services. We distinguish three types of computing devices. First, there is centralized computing with terminals that usually provide a character based display and that are either connected to a mainframe or to a midrange system. The processing is done centrally in a computing center. Second, there is localized UNIX computing with stand-alone UNIX workstations. These are high powered devices that have proprietary hardware and require administrative services. Third, there are personal computers that are either IBMcompatible or Apple systems that provide local computing power and usually a graphical user interface as well. A wide variety of inexpensive packaged software is available for PCs.
Our empirical model is given by 22
where the symbols are: In addition to the variables for which coefficient estimates are shown in table 5, all regression models include industry dummies and firm size dummies. The regression models for all firms include some zero-expenditure values. In place of the undefined log-values for those cases, we have substituted the lowest positive expenditure values in our sample and an additional dummy variable has been added that takes the value of one in those cases. The proper interpretation of our regression results depends on whether there exists double-counting for IT or not. We will consider two extreme cases: a pessimistic one and an optimistic one. In the pessimistic case there does not exist any double counting. In this case, there is no IT in the capital stock variable K, and the estimated coefficients ë must be significantly greater than á to exhibit i above average productivity gains for IT against other types of capital. In the optimistic case, there is full double-counting of IT. In this case the ë represent i the additional productivity of IT compared to the average capital, and it will be sufficient for ë to be significantly greater than zero for there to be above average i productivity gains for IT.
Strikingly, in both regressions PC equipment shows very large impacts on labour productivity whereas the effect of other IT-equipment is low or zero. Looking only at service sector results, we do not find any significant impacts of terminals and UNIX workstations. So, from the optimistic point of view, we can confirm positive impacts in the service sector for only the PC technology. To explore the pessimistic case, for each type of IT we start with the hypothesis that its impact on productivity is the same as the average impact of capital. This hypothesis can be tested for each type of IT by an F-test. For mainframes, F(1,459)=1.36 is insignificant. We find, moreover, that the productivity impacts of mainframes are lower than for other capital. For PCs the hypothesis is also rejected, with F(1,459)=2.15. The results for the all sectors case point in the same direction with insignificant F(1,773) values of 1.72, 2.08 and 0.83 for PCs, UNIX and terminals, respectively.
One might argue that PC investment may be so large because firms do not recognize the real cost of a PC. Usually, the establishments do not take account of the opportunity costs of time spent by their workforce maintaining their PCs. If this interpretation is true, our estimation results capture not only a PC effect but also the effect of the complementary know-how of employees.
Mainframe environments are complex systems that require big staff and longterm projects. Hence, they exhibit a very conservative influence on the development of organizations. In a world where markets and product cycles are speeding up, they do not allow their users to quickly adapt to different conditions. In contrast PC-users can react very fast to information needs. For example spreadsheets and databases allow user defined data aggregations which, in a mainframe environment, would require either tedious programming or the printing and manual processing of long lists.
Another important explanation of why the influence of PCs is so large is provided by the theory of general purpose technologies (GPT). According to 26 this approach, the knowledge embodied in the product enables productivity gains. The PC is thought to represent more of a GPT than the other types of IT equipment do. We find higher correlation of PCs with labour productivity than with any other type of IT equipment.
Finally, network effects are a very important factor in computer related productivity. Standardization processes lead to network externalities and thus to productivity effects. This hypothesis is also supported by Harhoff and Moch (1996) who find significant price premia for packaged PC database software that are positively correlated with the degree of compatibility.
Summary and conclusions
This study presents some evidence about the use of IT in the service sector and about the effects of IT on the quality of service sector output as well as on productivity. The MIP-S data indicate that information technology has strong impacts on the quality aspect of service innovations. We find plausible correlations between our qualitative output indicators on the one hand and capital investment, R&D, and human capital on the other hand. Contrary to these results, IT seems to affect some quality aspects of service sector products but not productivity. Although a high percentage of innovating firms claim to have realized productivity gains, managers of service firms seem to be less convinced about the productivity benefits of IT investments. In this respect, our results are consistent with pessimistic views on the productivity effects of IT.
It could be, however, that we do not find significant productivity effects using the MIP-S data because we do not consider the type of equipment. Maybe it is more important what type of IT companies use than how much they invest. This argument is supported by the IT-survey data that exhibits large differences in the correlations between each type of IT and labour productivity.
Surely, automation is expected to bring productivity gains. However, we expect much more utility from obliterating business functions. Firms just started restructuring their IT. Most firms move along traditional lines and continue revamping traditional business functions with IT. This may prohibit the industry from reaping the benefits, or might even have negative effects. As Paul David (1991) argues, the real benefits of electric power became visible after we had learned to replace central power distributed with transmission belts by locally powered devices. Therefore, we should expect that the real impacts of IT on productivity and product quality are still to come.
Notes
This paper was prepared for the conference on Service Sector Productivity that was organized by the Centre for the Study of Living Standards in Ottawa, April 12, 1997. We would like to thank the participants for stimulating discussions. We are also very grateful to Alice Nakamura for numerous suggestions that significantly improved our paper. Of course we are responsible for all remaining errors. 1 See Landauer (1995) for a comprehensive survey of studies of the productivity paradox and a collection of arguments suggesting that IT improves productivity. 2 Blechinger and Pfeiffer (1996) show that computer use in the workplace has increased sharply in the last two decades. In 1979, about 6% of employees in Germany used computers. The share of computer users amounted to 17% in 1985 and to 32% in 1991. The recent increase is mainly due to the diffusion of PCs. Black and Lynch (1996) draw similar conclusions. 3 The MIP-S was commissioned by the federal ministry of science and technology (BMBF). Other contributors to this project are the Fraunhofer Institut für System-und Innovationsforschung (ISI) and infas. The concept of the MIP-S and further results are presented in Licht et al. (1997) . 4 This seems to be the best available data source. No official register is available for service sector enterprises. The most recent data from official sources on firm size or industry distribution of service sector firms is for 1987. 5 Another 1,000 firms participated in a short telephone survey of randomly drawn nonrespondents which was conducted to reveal potential non-random selection effects depending on innovation activities. Comparing the results from the mail and the telephone survey we conclude that there seems to be only a small response bias in favour of innovative companies. There seems to be a small over-representation of product innovative firms. Firms with process innovations are slightly underrepresented (cf. Licht et al. 1997 ).
6 Throughout the paper we use as weights the product of the inverse of the inclusion probability and the inverse of the response rate. 7 Recent studies on service sector productivity develop physical output measures (e.g. tons of kilometers for transport services) for specific service sector industries (see van Ark 1996 for further references). Mind that meaningful physical input measurement can only be derived for homogeneous output categories. Given the large heterogeneity of services, the development of physical output indicators is only possible for narrowly defined industries. Developing physical output measures for the different sectors was beyond the scope of the MIP-S. The use of the qualitative output assessment in this study should be viewed as a first step towards more refined quantitative measurement of innovation output in services. 8 Additional controls for export status and the introduction of a full set of interaction terms were added as well in preliminary work but were dropped subsequently. The basic conclusions are unaffected by this. 9 We use four different size classes: 1-19, 20-49, 50-249, 250 or more employees. 10 We distinguish 8 different industries in the service sector: wholesale trade, retail trade, transport, banking and insurance, financial services, software, and consulting. 11 To save space we only report the coefficients and t-values for the variables which are used to test our hypothesis. In additon to the results reported, we find significant interindustry and inter-regional differences. Size class effects play a minor role. 12 Remember that the interpretation of 'R&D' by the responding firms is only partly compatible with the standardized R&D definitions as given in the FRASCATI manual. R&D should be best interpreted here as efforts on near-market product development. 13 When asked for medium term employment expectations by skill level, the respondents reply that they expect larger skill shifts if they invest more in IT. So, complementarities between IT and human capital investment are present in the long-run and with respect to general human capital. Training expenditures that are used here reflect firm-specific human capital investment. 14 We thank the International Data Corporation (IDC) for providing us with the data and helpful information. IDC is conducting market research, analysis and consulting for the information technology industry. 15 This data set provides detailed information about the IT-equipment in use and the IT related expenditures. Unfortunately only about 30% of the companies provide information on their sales. We drop all observations from other sectors and all nonprofit organizations. Appendix 2 shows some descriptive statistics on the service sector firms in the IT-survey. 16 Only terminals connected to a mainframe in the establishment were considered. 17 Million Instructions Per Second (MIPS) is a measure for computing power. 18 Using capital stock of the year 1992 ensures that there is less double counting of ITcapital in the capital stock since the IT-equipment is usually replaced after 3-4 years. 19 Brynjolffson also uses a Cobb-Douglas model to estimate the productivity impacts of IT. 20 Note that the coefficients used here are different from those in the previous section. 21 Due to the prudence concept in German law, it is not allowed to show intangible goods in the balance sheet, if they are self-provided. 22 Please note that the data taken from national accounts (i.e. material and capital intensity by sector) correspond to the year 1992. 23 Labour productivity is defined as log (sales per employee). In banking we use the balance sheet total as output and for insurance companies we use total premia income. 24 Because we have less observations than in the SIAS, we combine the SIAS groups of wholesale trade and resale trade, transport and financial services, software engineering and of consulting. The regression on all sectors includes 3 additional dummies for non-service sector industries. 25 LAD stands for Least Absolute Deviation regression. 26 See Helpman and Trajtenberg (1996) . Mean values for IT-survey data variables: service sector 
