Abstract. We consider operators acting on convex subsets of the unit hypercube. These operators are used in constructing convex relaxations of combinatorial optimization problems presented as a 0,1 integer programming problem or a 0,1 polynomial optimization problem. Our focus is mostly on operators that, when expressed as a lift-and-project operator, involve the use of semidefiniteness constraints in the lifted space, including operators due to Lasserre and variants of the Sherali-Adams and Bienstock-Zuckerberg operators. We study the performance of these semidefinite-optimization-based lift-and-project operators on some elementary polytopes -hypercubes that are chipped (at least one vertex of the hypercube removed by intersection with a closed halfspace) or cropped (all 2 n vertices of the hypercube removed by intersection with 2 n closed halfspaces) to varying degrees of severity ρ. We prove bounds on ρ where these operators would perform badly on the aforementioned examples. We also show that the integrality gap of the chipped hypercube is invariant under the application of several lift-and-project operators of varying strengths.
Introduction
A foundational approach to tackling combinatorial optimization problems is to start with a 0,1 integer programming formulation and construct convex relaxations of the feasible region which leads to a tractable (whether in practice or theory, of course hopefully in both) optimization problem with essentially the same linear objective function but a convex feasible region. Let P ⊆ [0, 1] n denote the feasible region of the linear programming relaxation of an initial 0,1 integer programming problem. In our convex relaxation approach, we are hoping to construct a tractable representation of the convex hull of integer points in P , i.e., the integer hull of P P I := conv (P ∩ {0, 1} n ) .
However, it is impossible to efficiently find a tractable description of P I for a general P (unless P = N P). So, in many cases we may have to be content with tractable convex relaxations that are not exact (strict supersets of the integer hull of P ). Lift-and-project methods provide an organized way of generating a sequence of convex relaxations of P which converge to the integer hull P I of P in at most n rounds. Minimum number of rounds required to obtain the integer hull by a lift-and-project operator Γ is called the Γ-rank of P . Computational success of lift-and-project methods on some combinatorial optimization problems and various applications is relatively well-documented (starting with the theoretical foundations in Balas' work in the 1970's [Bal74] ; appeared as [Bal98] ), and the majority of these computational successes come from lift-and-project methods which generate polyhedral relaxations. While many lift-and-project methods utilize in addition positive semidefiniteness constraints which in theory help generate tighter relaxations of P I , the underlying convex optimization problems require significantly more computational resources and are prone to run into more serious numerical stability issues. Therefore, before committing to the usage of a certain lift-and-project method, it would be wise to understand the conditions under which the usage of additional computational resources would be well justified. Indeed, this argument applies to any collection of lift-and-project operators that trade off quality of approximation with computational resources (time, memory, etc.) required. That is, to utilize the strongest operators, one needs a better understanding of the class of problems on which these strongest operators' computational demands will be worthwhile in the returns they provide.
In the next section, we introduce a number of known lift-and-project operators and some of their basic properties, with the focus being on the following operators (every one of these utilizes positive semidefiniteness constraints):
• SA + (see [Au14, AT16] ), a positive semidefinite variant of the Sherali-Adams operator SA defined in [SA90] ; • Las, due to Lasserre [Las01] ;
• BZ ′ + (see [Au14, AT16] ), a strengthened version of the Bienstock-Zuckerberg operator BZ + [BZ04] . Then, in Section 3, we look into some elementary polytopes which represent some basic situations in 0,1 integer programs. We consider two families of polytopes: unit hypercubes that are chipped or cropped to various degrees of severity. First, given an integer n ≥ 1 and a real number ρ where 0 ≤ ρ ≤ n, the chipped hypercube is defined to be P n,ρ := x ∈ [0, 1] n :
Similarly, we define the cropped hypercube
where [n] denotes the set {1, . . . , n}. These two families of polytopes had been shown to be bad instances for many lift-and-project methods and cutting-plane procedures (see, among others, [CCH89, CL01, CD01, GT01, Lau03, Che07] and more recently [KLM15] ). Moreover, these elementary sets are interesting in many other contexts as well. For instance, note that each constraint defining Q n,ρ removes a specific extreme point of the unit hypercube from the feasible region. In many 0,1 integer programming problems and in 0,1 mixed integer programming problems, such exclusion constraints are relatively commonly used. Herein, we show that these sets are also bad instances for the strongest known operators, extending the previously known results in this vein. In particular, we show the following:
• The SA + -rank of P n,ρ is n for all ρ ∈ (0, 1), and is at most n − ⌈ρ⌉ + 1 for all ρ ∈ (0, n).
In contrast, we show thatLS (a simple polyhedral operator defined in [GT01] that is similar to the LS 0 operator due to Lovász and Schrijver [LS91] ) requires n iterations to return the integer hull of P n,ρ for all non-integer ρ ∈ (0, n − 1).
• The integrality gap of SA k + (P n,ρ ) in the direction of the all-ones vector is
for all n ≥ 2, k ∈ {0, 1, . . . , n}, and ρ ∈ (0, 1). Moreover, we show that this integrality gap is exactly the same, if we replace SA + by an operator as weak asLS.
• The Las-rank of P n,ρ is n for all ρ ∈ 0,
. This strengthens earlier work by Cheung [Che07] , who showed the existence of such a positive ρ but did not give concrete bounds.
• The Las-rank of Q n,ρ is n for all ρ ∈ 0, n+1 2 n+2 −n−3 , and at most n − 1 for all ρ > n 2 n+1 −2 .
• There exist n, ρ where the BZ
, providing what we believe to be the first example where BZ ′ + (and as a consequence, the weaker BZ + ) requires more than a constant number of iterations to return the integer hull of a set. The tools we use in our analysis, which involve zeta and moment matrices, build on earlier work by others (such as [Lau03] and [Che07] ), and could be useful in analyzing lift-and-project relaxations of other sets. Finally, we conclude the manuscript by noting some interesting behaviour of the integrality gaps of some lift-and-project relaxations.
We remark that preliminary and weaker versions of our results on the Lasserre relaxations of P n,ρ and Q n,ρ were published in the first author's PhD thesis [Au14] . During the writing of this manuscript, we discovered that Kurpisz, Leppänen and Mastrolilli [KLM15] had obtained similar and stronger results. In fact, in their work, they characterized general conditions for when the (n − 1) th Lasserre relaxation is not the integer hull. Using very similar ideas to theirs, we have subsequently sharpened our results to those appearing in this manuscript.
Preliminaries
In this section, we establish some notation and describe several lift-and-project operators utilizing positive semidefiniteness constraints.
2.1. The operators LS + and SA + . First, let F denote {0, 1} n , and define A := 2 F , the power set of F. As shown in [Zuc03] , many existing lift-and-project operators can be seen as lifting a given relaxation P to a set of matrices whose rows and columns are indexed by sets in A. For more motivation and details on this framework, the reader may refer to [AT16] .
We first define the operator SA + , which can be interpreted as a strengthened variant of the Sherali-Adams operator [SA90] . Given P ⊆ [0, 1] n , define the cone
where we shall denote the extra coordinate by 0. Next, we introduce a family of sets in A that are used extensively by the operators we will introduce in this paper. Given a set of indices S ⊆ [n] and t ∈ {0, 1}, we define
Note that ∅| 0 = ∅| 1 = F. Also, to reduce cluttering, we write i| t instead of {i} | t . Next, given any integer ℓ ∈ {0, 1, . . . , n}, we define
. . , n| 1 } . Given any vector y ∈ R A ′ for some A ′ ⊆ A which contains F and i| 1 for all i ∈ [n], we let x(y) := (y F , y 1| 1 , . . . , y n| 1 ) ⊤ . Sometimes we may also alternatively index the entries ofx(y) as (y 0 , y 1 , . . . , y n ) ⊤ , when we verify these vectors' membership in K(P ).
Finally, let S n + denote the set of n-by-n real, symmetric matrices that are positive semidefinite, and let e i denote the i th unit vector (of appropriate size, which will be clear from the context). Then, given any positive integer k, we define the operator SA k + as follows:
(1) Let SA k + (P ) be the set of matrices Y ∈ S A k + which satisfy all of the following conditions:
The SA k + operator extends the lifted space of the original level-k Sherali-Adams operator SA k (which are matrices of dimension (n+1)×Θ(n k )) to a set of Θ(n k )-by-Θ(n k ) symmetric matrices, and imposes an additional positive semidefiniteness constraint. Also, LS + , the operator defined in [LS91] that utilizes positive semidefiniteness, is equivalent to SA 2.2. The Lasserre operator. We now turn our attention to the Las operator due to Lasserre [Las01] . While Las can be applied to semialgebraic sets, we restrict our discussion to its applications to polytopes contained in [0, 1] n . Gouveia, Parrilo and Thomas provided in [GPT10] an alternative description of the Las operator, where P I is described as the variety of an ideal intersected with the solutions to a system of polynomial inequalities. Our presentation of the operator is closer to that in [Lau03] than to Lasserre's original description. Given P := {x ∈ [0, 1] n : Ax ≤ b}, and an integer k ∈ [n], 
and impose
For all operators Γ considered in this paper, and for every polytope P ⊆ [0, 1] n , we define Γ 0 (P ) := P .
We note that, unlike the previously mentioned operators, Las requires an explicit description of P in terms of valid inequalities. While it is not apparent in the above definition of the Las operator (as it only uses the variables in the form S| 1 , instead of the broader family of S| 1 ∩ T | 0 as in operators based on SA), we show that Las does commute with all automorphisms of the unit hypercube.
) for all polytopes P ⊆ [0, 1] and for every positive integer k.
Proof. Since the automorphism group of the unit hypercube is generated by linear transformations swapping two coordinates and affine transformations flipping a coordinate, it suffices to prove that Las commutes with each of these transformations. First, we show that Las k commutes with the mappings which swap two coordinates. Without loss of generality, we may assume the coordinates are 1 and 2. Let L 1 denote the linear transformation, where
We also define the map L :
Then we see that Y ′ is Y with some columns and rows permuted, and thus is positive semidefinite too. Next, for each a ∈ R n+1 such that a 0 + n i=1 a i x i ≥ 0 is an inequality in the system describing P , define a ′ ∈ R n+1 where
Then the collection of the derived inequalities
If this is the j th inequality describing L(P ), then
Thus, Y ′j is also Y j with rows and columns permuted, and thus is positive semidefinite. Hence, we obtain thatx(
Next, consider the affine transformations flipping a coordinate (without loss of generality, the first coordinate). So, we define
Also, for every integer ℓ ≥ 1, define
denote the map where
and let
Then we see that Y ′ is a symmetric minor ofȲ = (U (k+1) ) ⊤ Y U (k+1) . Since Y 0, it follows that Y ′ 0 as well. Next, for each a ∈ R n+1 such that a 0 + n i=1 a i x i ≥ 0 is an inequality in the system describing P , define a ′ ∈ R n+1 where
Thus, Y ′j is a symmetric minor of (
, and thus is positive semidefinite. Therefore,
2.3. The Bienstock-Zuckerberg operator. In [BZ04], Bienstock and Zuckerberg devised a positive semidefinite lift-and-project operator (which we denote BZ + herein) that is quite different from the previously (pre-2004) proposed operators. In particular, in its lifted space, it utilizes variables in A that are not necessarily in the form S| 1 ∩ T | 0 , in addition to a number of other ideas. One such idea is refinement. While BZ + is defined for any polytope contained in [0, 1] n , we will restrict our discussion to lower-comprehensive polytopes for simplicity's sake. Let polytope P := {x ∈ [0, 1] n : Ax ≤ b}, where A ∈ R m×n is nonnegative and b ∈ R m is positive (this implies that P is lower-comprehensive; conversely, every n-dimensional lowercomprehensive polytope in [0, 1] n admits such a representation). Given a vector v, let supp(v) denote the support of v.
Next, a subset O of [n] is called a k-small obstruction of P if there exists an inequality a ⊤ x ≤ b i in the system Ax ≤ b where
Observe that, given such an obstruction O, the inequality i∈O x i ≤ |O| − 1 holds for every integral vector x ∈ P . Thus, if we let O k denote the collection of all k-small obstructions of the system Ax ≤ b, then the set
is a relaxation of P I that is potentially tighter than P . The operator BZ + then defines other collections of indices called walls and tiers, and uses these sets to construct the lifted space of P . In some rare cases though, when the system Ax ≤ b does not have a single k-small obstruction, we have the following result that relates the performance of SA + and BZ ′ + (a strengthened version of BZ + defined in [AT16] ):
If P does not have a single obstruction, then O k (P ) = P . Also, the collection of walls generated by BZ ′k + consists of just the singleton sets. Thus, every tier (which is a union of up to k walls) has size at most k. Then it is vacuously true that every tier of size greater than k is P -useless (this concept of P -useless is defined in [AT16] ), and thus by Proposition 4 in [AT16] , we obtain that SA ′k
The operator SA ′ + mentioned the preceding proof is a strengthened version of SA + (with additional constraints that are very similar to those differentiating BZ ′ + from BZ + ). To minimize notation and distraction, we have elected to only state elements of these operators that are crucial for the subsequent results we present. In Figure 1 we provide a comparison of relative strengths of all aforementioned lift-and-project operators, in addition to BCC, a simple operator defined by Balas, Ceria, and Cornuéjols in [BCC93] ; andLS, a geometric operator studied in [GT01] in their analysis of the Lovász-Schrijver operators. Each arrow in the figure denotes "is dominated by", meaning that when applied to the same relaxation P , the operator at the head of an arrow would return a relaxation that is at least as tight as that obtained by applying the operator at the tail of the arrow. While the focus in this paper will be on the performance of SA + , Las and BZ ′ + , some of our results also have implications on these other operators. The reader may refer to [AT16] for the detailed definitions and some more intricate properties of these operators. There are also many other operators whose relative performance can be studied in this wider context of operators. For example, recently Bodur, Dash and Günlük [BDG16] proposed a polyhedral lift-and-project operator calledÑ and showed that
where LS is a polyhedral operator devised in [LS91] that dominatesLS.
Considering Figure 1 , note that every lower bound that we prove on rank as well as integrality gaps for Las and BZ In this section, we consider several polytopes that have been shown to be bad instances for many known lift-and-project operators (and cutting plane schemes in general).
3.1. The chipped hypercube P n,ρ . Recall the chipped hypercube
Cook and Dash [CD01] showed that the LS + -rank of P n,1/2 is n, while Laurent [Lau03] proved that the SA-rank of P n,1/2 is also n. Cheung [Che07] extended these results and showed that both the LS + -and SA-rank of P n,ρ are n for all ρ ∈ (0, 1). Here, we use similar techniques to establish the SA + -rank for P n,ρ . Note that, from here on, we will sometimes use v[i] to denote the i-entry of a vector v (instead of v i ).
Proposition 3. For every n ≥ 2, the SA + -rank of P n,ρ is n for all ρ ∈ (0, 1).
Proof. We prove our claim by showing thatx :
, wherē e denotes the all-ones vector. First,
and sox ∈ (P n,ρ ) I . We next show that this vector is in SA n−1
We claim that Y ∈ SA n−1
. It is not hard to see that Y ≥ 0, as every entry in Y is either 0, ρ nρ+1−ρ or 1 − kρ nρ+1−ρ for some integer k ∈ {0, . . . , n}. Next, we check thatx(Y e β ) ∈ K (P n,ρ ) for all β ∈ A n−1 . Given
is the zero vector whenever |T | ≥ 2, and is the vector
Finally, suppose β = S| 1 for some S ⊆ [n] where |S| = k. Then
Thus,x(Y e β ) ∈ K(P ) in this case as well. Next, it is not hard to see that the entries of Y satisfy (SA + 3), (SA + 4) and (SA + 5). Finally, to see that Y 0, let Y ′ be the symmetric minor of Y indexed by rows and columns from A
Then it can be checked that Y = LY ′ L ⊤ . Hence, we conclude that Y 0 as well. This completes our proof.
We next show that (0, 1) is the only range of ρ's for which the SA + -rank of P n,ρ is n. To do that, it is helpful to introduce the notion of moment matrices. Given an integer k ≥ 0 and vector y ∈ R A + ℓ where ℓ ≥ min {n, 2k}, we define the matrix
Then we have the following: Proposition 4. For every n ≥ 2 and non-integer ρ ∈ (0, n), the SA + -rank of P n,ρ is at most n − ⌈ρ⌉ + 1.
Proof. Let P := P n,ρ . We use the notion of ℓ-establishment (defined in [AT16] ) to prove this claim. First, let ℓ := n − ⌈ρ⌉. 
we conclude that n i=1 x i ≤ ℓ is valid for SA ℓ+1 + (P ), and our claim follows. Thus, we know that the SA + -rank of P n,ρ is exactly n when ρ ∈ (0, 1), and the rank is 1 if ρ ∈ (n − 1, n). When ρ ∈ (n − 2, n − 1), it follows from Proposition 4 that the SA + -rank is at most 2. Since it is not hard to show that SA 1 + (P n,ρ ) = P n,n−1 , we know in this case that the SA + -rank is exactly 2.
Next, we show that for a weaker operator, the rank of P n,ρ is always n if it is not integral and strictly contains the unit simplex. Given integer k ∈ [n] and P ⊆ [0, 1] n , consider the following operator originally defined in [GT01] :
That is, x is inLS k (P ) if and only if for every set of indices S of size k, x can be expressed as a convex combination of points in P whose entries in S are all integral. WhileLS produces tighter relaxations than BCC, it in turn is dominated by SA and several operators devised by Lovász and Schrijver in [LS91] (see, for instance, [GT01] for a discussion on this matter). Then we have the following:
Proposition 5. For every integer n ≥ 2 and for every non-integer ρ ∈ (0, n − 1), theLS-rank of P n,ρ is n.
Proof. Let P := P n,ρ and ℓ := n − ⌈ρ⌉ (so P I = P n,ℓ ). We prove our claim by showing that max ē ⊤ x : x ∈LS n−1 (P ) > ℓ.
First, let S = [n − 1], and define ǫ := min ⌈ρ⌉ − ρ, ℓ n−1 . Also, given T ⊆ S, let χ T denote the incidence vector of T in {0, 1} n−1 . Now consider the point
First, observe thatx is a linear combination of the points whose entries in S are integral. Also, χ T ǫ ∈ P for all T of size ℓ (by the choice of ǫ), and χ T 1 ∈ P for all T of size ℓ − 1 as well.
Furthermore, since ǫ(n − 1) ≤ ℓ, the weights on these points are nonnegative, and do sum up to 1. Thus,x is indeed a convex combination of these points. By the symmetry of P and the definition ofLS, we can expressx as a similar convex combination of points in P for all other sets S of size n − 1. Thus, this shows thatx ∈LS n−1 (P ).
On the other hand, it is easy to check thatx = ℓ(1−ǫ)+ǫ n(1−ǫ)+ǫē , and thusē ⊤x > ℓ andx ∈ P I . Hence, we deduce that P hasLS-rank n.
Thus, we see that when ρ is close to n − 1, the positive semidefiniteness constraint imposed by SA + is in fact helpful in generating the desired facet of the integer hull that can be elusive to a weaker polyhedral operator until the n th iteration.
We next give a lower bound on the SA + -rank of P n,ρ for some cases where ρ > 1, which will be useful when we later establish a BZ ′ + -rank lower bound for some of these polytopes. We first need the following result. Suppose P ⊆ [0, 1] n . Given x ∈ P , let
Also, given x ∈ [0, 1] n and two disjoint sets of indices I, J ⊆ [n], we define the vector x I J ∈ [0, 1] n where
In other words, x I J is the vector obtained from x by setting all entries indexed by elements in I to 1, and all entries indexed by elements in J to 0. Then we have the following useful property that is inherited by a wide class of lift-and-project operators.
Lemma 6 (Theorem 15 in [AT16] ). Let P ⊆ [0, 1] n and x ∈ P . If x I J ∈ P for all I, J ⊆ S(x) such that |I| + |J| ≤ k, then x ∈ SA k + (P ). Using Lemma 6, we have the following for the SA + -rank of P n,ρ :
Proposition 7. For every n ≥ 2, if ρ ∈ (0, n) is not an integer and k < n(⌈ρ⌉−ρ) ⌈ρ⌉ , then the SA + -rank of P n,ρ is at least k + 1.
Proof. First, observe that
Thus, there exists ℓ ∈ R such that (n−k)ℓ+k < n−ρ and ℓ > n−⌈ρ⌉ n . Consider the pointx := ℓē. Since ℓ > n−⌈ρ⌉ n ,x ∈ (P n,ρ ) I . However, for every pair of disjoint sets of indices I, J ⊆ [n] where |I| + |J| ≤ k, we have
by the choice of ℓ. Thus,x I J ∈ P n,ρ for all such choices of I, J. (Note that the first inequality above follows from the fact that
is maximized by choosing I, J where |I| = k and J = ∅.) Thus, it follows from Lemma 6 thatx ∈ SA k + (P n,ρ ). This proves that SA k + (P n,ρ ) = (P n,ρ ) I , and hence the SA + -rank of P n,ρ is at least k + 1.
Using Proposition 7, we obtain a lower-bound result on the BZ ′ + -rank of P n,ρ , establishing what we believe to be the first example in which BZ ′ + (and, as a result, BZ + ) requires more than a constant number of iterations to return the integer hull of a set.
Theorem 8. Suppose an integer n ≥ 5 is not a perfect square. Then there exists ρ ∈ (⌊ √ n⌋ , ⌈ √ n⌉)
such that the BZ ′ + -rank of P n,ρ is at least
Proof. Let P := P n,ρ . First, choose ǫ ∈ (0, 1) small enough such that
and let ρ := ⌊ √ n⌋ + ǫ. Next, let k := √ n−1
2
. Notice that for all n ≥ 5, k + 1 < ρ < n − (k + 1), and so BZ ′k + does not generate any k-small obstructions for P . Thus, we obtain that SA We note that the BZ + -rank of P n,ρ is 1 for every ρ ∈ (0, 1). This is because the set [n] is a k-small obstruction for every k ≥ 1, and so n i=1 x i ≤ n − 1 is valid for O k (P n,ρ ), and the refinement step in BZ + already suffices in generating the integer hull of P n,ρ . More generally, when k +1 ≥ ρ, every subset of set of [n] of size n−k does qualify as a k-small obstruction, and it can be shown that BZ k + (P n,ρ ) = (P n,ρ ) I . On the other hand, since BZ + (and the refined version BZ ′ + ) dominates SA + , Proposition 4 implies that the BZ + -rank of P n,ρ is at most n − ⌈ρ⌉ + 1. This implies that, in contrast with other operators (including SA + and, as we will see, Las), the BZ + -rank of P n,ρ is low both when ρ is close to 0 or n.
We next turn to the Las-rank of P n,ρ . Interestingly, Cheung showed the following in [Che07]:
Theorem 9. (i) For every even integer n ≥ 4, the Las-rank of P n,ρ is at most n − 1 for all ρ ≥ 1 n ; (ii) For every integer n ≥ 2, there exists ρ ∈ 0, 1 n such that the Las-rank of P n,ρ is n. Thus, while the rank of P n,ρ is invariant under the choice of ρ ∈ (0, 1) with respect to all other lift-and-project operators we have considered so far, it is not the case for Las. Next, we strengthen part (ii) of Cheung's result above, and give a range of ρ where P n,ρ has Las-rank n for every n ≥ 2.
Theorem 10. Suppose n ≥ 2, and 0 < ρ ≤ n 2 − 1 2n n+1 − n 2 − 1 .
Then P n,ρ has Las-rank n.
Before we prove Theorem 10, we need some notation and lemmas. Define the matrix Z ∈ R A + n ×A + n where
Z is the zeta matrix of [n] . Note that Z is invertible, and it is well known that its inverse is the
Throughout this paper, we will assume that the rows and columns in Z and M are ordered such that the last row/column corresponds to the set [n]| 1 . Note that, with such an ordering, the last column of Z is the all-ones vector. The following relation between zeta matrices and moment matrices is due to Laurent [Lau03] :
Note that we used Diag(u) to denote the diagonal matrix U where
. Next, the following lemma will be useful for proving Theorem 10, as well as analyzing the cropped hypercube Q n,ρ later on. Note that it uses very similar ideas to that in [KLM15] , where they characterized general conditions for when M n−1 (w) is positive semidefinite, although the proof here is simpler as we are specifically focused on the applications to the sets P n,ρ and Q n,ρ .
Lemma 12. Let θ ∈ (0, 1) be a fixed number. Define
(ii) Given any ρ > 0,
where
Proof. To prove part (i), it suffices to show that M n (y) 0, as M i (y) is a symmetric minor of M n (y) for all i < n. By Lemma 11, Since M n (y) = Z Diag(v)Z ⊤ , where
which is positive for all S ⊆ [n]. Thus, it follows that M n (y) 0. For part (ii), we see that
Also, it is not hard to check that
, and so the last part of the claim follows from Lemma 11. Finally, for (iii), letZ andM , respectively, denote the symmetric minor of Z and M with the row and column corresponding to [n]| 1 removed. We also let u ′ ∈ A n−1 + denote the vector obtained from u by removing the entry corresponding to [n]| 1 . Then by Lemma 11,
Since M n−1 (w) is the symmetric minor of M n (w) with the last row and column removed, we ob-
and thatM is nonsingular (M is the inverse ofZ). Hence, [Diag(u
is nonsingular and [Diag(u
is an automorphism of the underlying cone of positive semidefinite matrices. Therefore, M n−1 (w) ≻ 0 if and only if
is positive definite. Now observe that Y = I − ρθ n ξξ ⊤ , where ξ :
Next, using the fact that (Mē)[
, we analyze ρθ n ξ ⊤ ξ which is equal to:
We are now ready to prove Theorem 10.
Proof of Theorem 10. It is obvious that (P n,ρ ) I = P n,1 for all ρ ∈ (0, 1). Now suppose we are given integer n ≥ 2 and 0 < ρ ≤ n 2 −1 2n n+1 −n 2 −1 . We prove our claim by showing that there exists θ > n−1 n where θē ∈ Las n−1 (P n,ρ ). Let p(n) denote the largest ρ > 0 where M n−1 (y) ∈ Las n−1 (P n,ρ ) for some θ > n−1 n (where y is defined in the proof of Theorem 10). Figure 2 shows the value of log n (p(n)) for some small values of n, as well as the lower bound on p(n) given by Theorem 10.
3.2. The cropped hypercube Q n,ρ . Next, we turn our attention to the cropped hypercube
Observe that, for every S ⊆ [n], its incidence vector violates the inequality corresponding to S in the description of Q n,ρ . Thus, we see that (Q n,ρ ) I = ∅. Independently, Cook and Dash [CD01] and Goemans and the second author [GT01] showed that Q n,1/2 has LS + -rank n. Subsequently, the authors showed in [AT16] that the SA + -rank of Q n,1/2 is also n. In fact, the results therein readily imply that SA k + (Q n,ρ ) = Q n,ρ−k/2 for all ρ ∈ (0, 1/2] and k ∈ [n]. Thus, it follows that Q n,ρ has SA + -rank n for all ρ ∈ (0, 1/2]. 
Lower bound by Thm. 10 Figure 2 . Computational results and lower bounds for p(n).
As for the Las-rank of Q n,1/2 , it is shown to be 1 for n = 2 in [Lau03] , and 2 for n = 4 in [Che07] . While Las depends on the algebraic description of the initial relaxation, the following observation significantly simplifies the analysis of the Las-rank of Q n,ρ .
Proposition 13. Suppose n, k are fixed positive integers and ρ ∈ (0, 1). Define the vector w ∈ R A + n where
Proof. Suppose Las k (Q n,ρ ) = ∅, and let Y ∈ Las k (Q n,ρ ). Notice that every automorphism for the unit hypercube is also an automorphism for Q n,ρ . If we take these 2 n n! automorphisms and apply them onto Y as outlined in the proof of Proposition 1, we obtain 2 n n! matrices in Las k (Q n,ρ ). LetȲ be the average of these matrices. Then by the symmetry of Q n,ρ , we know
By the convexity of Las k (Q n,ρ ),Ȳ ∈ Las k (Q n,ρ ), and thus satisfies (Las 2) for all of the 2 n equalities defining Q n,ρ . In fact, due to the entries ofȲ , the matrixȲ j is the same for all 2 n inequalities describing Q n,ρ . Thus, using the inequality n i=1 x i ≤ n − ρ and applying Lemma 12 with θ = 1 2 , we obtain that
The converse can be proven by tracing the above argument backwards. First, it follows from Lemma 12 thatȲ 0. Then, again, the matrixȲ j is exactly M k (w) for all 2 n inequalities describing Q n,ρ . Since M k (w) 0 by assumption,Ȳ ∈ Las k (Q n,ρ ). Thus, we obtain that 1 2ē ∈ Las k (Q n,ρ ), and so Las k (Q n,ρ ) = ∅.
Thus, computing the Las-rank of Q n,ρ reduces to finding the largest k where the matrix M k (w) defined in the statement of Proposition 13 is positive semidefinite (which would then imply that the Las-rank of Q n,ρ is k + 1). Using that, we are able to show the following:
Theorem 14. For every n ≥ 2, let q(n) be the largest ρ where Q n,ρ has Las-rank n.
Proof. We first prove the lower bound. If we let θ = 1 2 in (1), we obtain that ρ ≤ n+1 2 n+2 −n−3 implies M n−1 (w) 0 where w[S| 1 ] = (n − |S| − 2ρ)2 −|S|−1 , ∀S ⊆ [n]. Thus, the claim follows from Proposition 13.
As for the upper bound, we show that if ρ > n 2 n+1 −2 , then Q n,ρ has Las-rank at most n − 1. , then M n−1 (w) 0, and our claim follows.
On the other hand,
(It is helpful to observe thatē ⊤ x ′ = (−1) n − (−2) n .) Hence, we combine the above and obtain that
which is negative whenever ρ >
. This finishes the proof.
Therefore, akin to what Cheung showed for P n,ρ , there does not exist a fixed ρ where Q n,ρ has Las-rank n for all n. Also, as with P n,ρ , the Las-rank of Q n,ρ varies under the choice of ρ. For instance, Figure 3 illustrates the Las-rank for Q n,ℓ/1000 for ℓ ∈ [500] and several values of n. The pattern is similar for all other values of n we were able to test -the Las-rank is around n 2 when ρ = 1 2 , and slowly rises to n as ρ approaches 0. Recently, related to the Figure 3 , Kurpisz, Leppänen and Mastrolilli [KLM16] proved that the Lasserre rank of Q n,1/2 is between Ω( √ n) and n − Ω(n 1/3 ). Also, recall that we let q(n) be the largest ρ where Q n,ρ has Las-rank n. It follows from Theorem 14 that as many positive semidefiniteness constraints as there are defining inequalities for the given relaxation (which there are exponentially many for Q n,ρ ), the relaxation Las k (Q n,ρ ) is not obviously tractable, even when k is a constant. Now, computing q(n) requires verifying whether Las n−1 (Q n,ρ ) is empty, which by definition of Las is the projection of Las n−1 (Q n,ρ ), a set of matrices of order Ω(2 n ) × Ω(2 n ) with Ω(2 n ) positive semidefiniteness constraints. Instead of solving the feasibility problem of such a large number of variables and constraints, Proposition 13 uses the symmetries of Q n,ρ (as well as the fact that Las preserves symmetries and commutes with all automorphisms of the unit hypercube, as shown in Proposition 1) to reduce this task to checking the positive semidefiniteness of M n−1 (w), a (2 n − 1) × (2 n − 1) matrix with known entries. Furthermore, notice that if M n−1 (w) had an eigenvector x with negative eigenvalue, we could assume that x[S| 1 ] = x[T | 1 ] whenever |S| = |T |, due to the symmetries of the entries in M n−1 (w). Hence, if we define the n-by-n matrix W whose rows and columns are indexed by {0, 1, . . . , n − 1} such that
then it follows that M n−1 (w) 0 if and only if W 0. This reduction allows us to verify if Q n,ρ has Las-rank n by simply checking if the n-by-n matrix W is positive semidefinite. Using the reduction above, we computed 2 n+1 nq(n) to within two decimal places for n ∈ {2, 3, . . . , 16}, as illustrated in Figure 4 .
As for the BZ ′ + -rank of Q n,ρ , it was shown in [BZ04] that Q n,1/2 has BZ-rank 2, where BZ is a polyhedral operator dominated by BZ + and BZ Q n,1/2 is at most 2. However, we remark that, as with the Lasserre operator, the BienstockZuckerberg operators also require an explicitly given system of inequalities for the input set.
In particular, the run-time of these operators depends on the size of the system (which, again, is exponential in n in the case of Q n,ρ ). Thus, BZ k (Q n,ρ ) is not obviously tractable, even for k = O(1). On the other hand, operators such as SA + , SA and BCC are able to produce tightened relaxations that are tractable as long as we have an efficient separation oracle of the input set (which does exist for the cropped hypercube -note that x ∈ Q n,ρ if and only if x ∈ [0, 1] n and
Integrality gaps of lift-and-project relaxations
We conclude this paper by noting some interesting tendencies of the integrality gaps of some lift-and-project relaxations. First, given a compact, convex set P ⊆ [0, 1] n where P I = ∅ and vector c ∈ R n , the integrality gap of P with respect to c is defined to be
The integrality gap gives a measure of how "tight" the relaxation P is in the objective function direction of c. Here, we show that the integrality gap of P n,ρ with respect to the all-ones is invariant under k iterations of several different operators. .
Theorem 15. For every integer n ≥ 2, for every ρ ∈ (0, 1) and for every operator Γ ∈ L S, LS + , SA, SA + , we have
for every k ∈ {0, 1, 2, . . . , n}.
Proof. We prove our claim by showing that
Then the result follows from the dominance relationships between the operators. First, the claim is obvious when k = 0 or when k = n, and thus from here on we assume that k ∈ [n − 1]. Let P := P n,ρ . We first prove the first inequality in (3).
Given θē ∈LS k (P ), we know that there exist coefficients a T and vectors
(Here, χ T is the incidence vector of T in {0, 1} k .) Note that the operatorLS requires that the a T 's be nonnegative and sum up to 1. Also, note that
Due to the symmetry of P , given one convex combination of θē, we could obtain many other convex combinations by applying any permutation on [n] that fixes [k] . If we take the average of all these combinations, we would obtain a "symmetric" one where a T = a ′ T and v T = v ′ T whenever |T | = |T ′ |, and that v T 's are all multiples of the all-ones vector. Thus, we may further assume that there are nonnegative real numbers a i , v i , i ∈ {0, 1, . . . , k} where
such that the a i 's sum to 1, 0 ≤ v i ≤ 1 for all i < k, and 0 ≤ v k ≤ n−k−ρ n−k . Thus, (4) is equivalent to saying that the point (θ, θ) ∈ R 2 is a convex combination of the points in the sets (
. It is easy to see that the convex hull of these points in R 2 form the polytope illustrated in Figure 5 .
Figure 5. Reduction of finding max θ : θē ∈LS k (P n,ρ ) to two dimensions.
Then it is easy to see that the largest θ where (θ, θ) is contained in the convex hull is obtained by the convex combination
This establishes the upper bound on θ.
Next, we turn to show the second inequality in (3) by proving that
. We first show that M n (y) 0. By Lemma 11, we know that M n (y) = Z Diag(u)Z ⊤ where u is the vector with entries
Note that 1 − nρ n−k+kρ ≥ 0 ⇐⇒ (n − k)(ρ − 1) ≤ 0, which does hold as n ≥ k and ρ < 1. Hence, since u ≥ 0, we deduce that M n (y) 0, and in particular
, and it is not hard to see that Y ≥ 0, as every entry in Y is either 0, ρ n−k+kρ or 1 − iρ n−k+kρ for some integer i ∈ {0, . . . , n}. Next, we check that
is the zero vector whenever |T | ≥ 2, and is the vector ρ nρ+1−ρ (ē − e i ) whenever T = {i} for some i ∈ [n]. In both cases,
Thus,x(Y e β ) ∈ K(P ) in this case as well. Finally, it is not hard to see that the entries of Y satisfy (SA + 3), (SA + 4) and (SA + 5). This completes our proof. Figure 6 illustrates the integrality gaps of SA k + (P n,ρ ) for various values of k and ρ in the case n = 10 (the behaviour is similar for other values of n). In general, when ρ is close to 1, the gap decreases at an almost-linear rate towards 1. On the other hand, when ρ is small, the integrality gap of SA k + (P n,ρ ) stays relatively close to 1 + 1 n−1 as k increases to n − 1, and then abruptly drops to 1 at the n th iteration, where we obtain the integer hull. Again, it follows from Theorem 15 that these gaps would be identical if we replaced SA + by any operator Γ where SA + dominates Γ and Γ dominatesLS. We also note that Theorem 15 implies Proposition 3. Moreover, the techniques used for proving the first inequality in (3) can be extended to compute max θ : θē ∈LS k (P n,ρ ) for any non-integer ρ ∈ (0, n), which would imply Proposition 5. While the integrality gap for Q n,ρ is undefined (as its integer hull is empty for all ρ > 0), we see a similar distinction between its SA + and Las relaxations. Note that since all lift-and-project operators we have studied preserve containment, starting with a tighter initial relaxation might offer a lift-and-project operator a head start and yield stronger relaxations in fewer iterations. However, in the case of Q n,ρ , different lift-and-project operators utilize this head start in different ways. As mentioned earlier, we know that SA k + (Q n,ρ ) = Q n,ρ−k/2 for all ρ ∈ (0, 1/2] and for all k = [n]. Thus, given ρ, ρ ′ where 0 < ρ < ρ ′ ≤ 1 2 , SA k + (Q n,ρ ) = Q n,(ρ+k/2) ⊃ Q n,(ρ ′ +k/2) = SA k + Q n,ρ ′ , for all k ∈ [n − 1]. However, they still converge to the integer hull in the same number of steps. On the other hand, as shown in Theorem 13 and Figure 3 , starting with a larger ρ can help Las arrive at the integer hull in fewer iterations, similar to what we saw with P n,ρ .
Thus, at least in the case of P n,ρ and Q n,ρ where ρ ∈ (0, 1), all aforementioned operators that are no stronger than SA + perform pretty much equally poorly, while deploying Las does achieve some tangible improvements in rank (at least when ρ is not extremely small). Granted, since the number of inequalities imposed by most lift-and-project methods are superpolynomial in n after Ω(log(n)) rounds, an operator managing to return the integer hull in, say, Ω( √ n) iterations is already exerting exponential effort. In that case, claiming that this operator performs better than another that requires (say) Ω(n) rounds is somewhat a moot point in practice, at the time of this writing. Of course, there do exist examples where a stronger lift-and-project operator manages to return a tractable relaxation and outperforms exponential effort by a weaker operator: We showed in Propositions 4 and 5 that when ρ = n − O(1), SA + would return the integer hull in O(1) iterations, whileLS requires Ω(n) rounds. Another such instance is the following: Given a graph G = (V, E), consider its fractional stable set polytope, which is defined as FRAC(G) = x ∈ [0, 1]
V : x i + x j ≤ 1, ∀ {i, j} ∈ E .
When G is the complete graph on n vertices, it is well known that for hierarchies of polyhedral lift-and-project relaxations (including SA), the integrality gap (with respect toē) starts at n 2 , then gradually decreases, and reaches 1 after Ω(n) iterations. On the other hand, it takes semidefinite operators such as LS + , SA + and Las exactly one iteration to reach the stable set polytope of K n , and thus the corresponding integrality gaps for these operators would dive from n 2 to 1 in just one iteration.
This raises the natural question of whether, in general, there is some efficient way where we could diagnose a given problem and determine the "best" lift-and-project method for the job. One step in that direction is through studying how various methods perform on different problem classes. Such studies would hopefully provide us better guidance on when it is worthwhile to apply an operator that is more powerful but has a higher per-iteration computational cost.
To take this point further, perhaps one could build a shape-shifting operator that adapts to the given problem in some way. Bienstock and Zuckerberg [BZ04] devised the first operators that generate different variables for different relaxations (or even different algebraic descriptions of the same relaxation). They showed that this flexibility can be very useful in attacking relaxations of some set covering problems. Thus, perhaps tight relaxations for other hard problems can be found similarly by building a lift-and-project operator with suitable adaptations.
