Abstract. We give a detailed and refined proof of the DobrushinPechersky uniqueness criterion extended to the case of Gibbs fields on general graphs and single-spin spaces, which in particular need not be locally compact. The exponential decay of correlations under the uniqueness condition has also been established.
Introduction
A random field on a countable set L is a collection of random variables -spins, indexed by ℓ ∈ L. Each variable is defined on some probability space and takes values in the corresponding single-spin space Ξ ℓ . Typically, it is assumed that each Ξ ℓ is a copy of a Polish space Ξ. In a 'canonical version', the probability space is (Ξ L , B(Ξ L ), µ), where µ is a probability measure on the Borel σ-field B(Ξ L ). Then also µ is referred to as random field. A particular case of such a field is the product measure of some singlespin probability measures σ ℓ . Gibbs random fields with pair interactions are constructed as 'perturbations' of the product measure ⊗ ℓ∈L σ ℓ by the 'densities' exp
where W ℓℓ ′ : Ξ × Ξ → R are measurable functions -interaction potentials, whereas the sum is taken over the set E ⊂ L × L such that W ℓℓ ′ = 0 for (ℓ, ℓ ′ ) ∈ E. The latter condition defines the underlying graph G = (L, E). For bounded potentials, the perturbed measures usually exist. Moreover, there is only one such measure if the potentials are small enough and the underlying graph is enough 'regular'. If the potentials are unbounded, both the existence and uniqueness issues turn into serious problems of the theory.
Starting from the first results in constructing Gibbs fields with 'unbounded spins' [14] , attempts to elaborating tools for proving their uniqueness were being undertaken [5, 8, 17] . However, except for the results of [17] obtained for the potentials and single-spin measures of a special type, and also for
The chromatic number χ ∈ N is the smallest number such that
V j , V j − independent, j = 0, . . . , χ − 1. (2.3)
Obviously, χ ≤ ∆ + 1. However, by Brook's theorem, see, e.g., [16] , for our graph we have that χ ≤ ∆. For a measuarble space (E, E), by P(E) we denote the set of all probability measures on E. All measurable spaces we deal with in this article are standard Borel spaces. The prototype example is a Polish space endowed with the corresponding Borel σ-field. For σ ∈ P(E) and a suitable function f : E → R, we write
For our model, the single-spin spaces (Ξ ℓ , B(Ξ ℓ )), ℓ ∈ L, are copies of a standard Borel space (Ξ, B(Ξ)). Then the configuration space X = Ξ L equipped with the product σ-field B(X) = B(Ξ L ) is also a standard Borel space. Likewise, for a nonempty D ⊂ L, Ξ D is the product of Ξ ℓ , ℓ ∈ D. Its elements are denoted by x D = (x ℓ ) ℓ∈D , whereas the elements of X are written simply as x = (x ℓ ) ℓ∈L . For y, z ∈ X, by y D × z D c we denote the configuration x ∈ X such that x D = y D and Definition 2.1. Given ℓ ∈ L, let π ℓ := {π x ℓ : x ∈ X} ⊂ P(Ξ ℓ ) be such that the map X ∋ x → π x ℓ (A) ∈ R is F ℓ -measurable for each A ∈ B(Ξ ℓ ). A family π = {π ℓ } ℓ∈L of the maps of this kind is said to be a one-site specification. Definition 2.2. A given µ ∈ P(X) is said to be consistent with a one-site specification π in a given D ⊆ L if µ(·|F ℓ )(x) = π x ℓ for µ-almost all x and each ℓ ∈ D. By M D (π) we denote the set of all µ ∈ P(X) consistent with π in D. We say that µ is consistent with π if it is consistent in L, and write just M(π) in this case.
Obviously, µ ∈ M(π) if and only if it satisfies the following equation
which holds for every ℓ ∈ L and A ∈ B(X). Here, for η ∈ Ξ, δ η ∈ P(Ξ) is the Dirac measure centered at η and I A stands for the indicator of A. For a standard Borel space (E, E), let (E 2 , E 2 ) be the product space. For σ, ς ∈ P(E), let ̺ ∈ P(E 2 ) be such that ̺(A × E) = σ(A) and ̺(E × A) = ς(A) for all A ∈ B(E). Then we say that ̺ is a coupling of σ and ς. By C(σ, ς) we denote the set of all such couplings.
For ξ, η ∈ Ξ, we set
which is a measurable function on Ξ 2 since Ξ is a standard Borel space. Then we equip P(Ξ) with the total variation distance
that, by duality, can also be written in the form
In view of the measurability as in Definition 2.1, the map
Then both maps (x, y)
The coupling for which (2.6) holds has the form, see [15, Eq. ( 
, follows by the arguments given above. This yields the proof of claim (a) as B(Ξ 2 ℓ ) is a product σ-field. Let ̟ be the family of ̟ ℓ = {̟ x,y ℓ : (x, y) ∈ X 2 }, ℓ ∈ L, such that each ̟ x,y ℓ is in P(Ξ 2 ℓ ) and, for any B ∈ B(Ξ 2 ℓ ), the map (x, y) → ̟ x,y ℓ (B) is F 2 ℓ -measurable. Then ̟ is a one-point specification in the sense of Definition 2.2, which determines the set M(̟) of ν ∈ P(X 2 ) consistent with ̟. Like in (2.4), ν ∈ M(̟) if and only if it satisfies
which holds for all ℓ ∈ L and B ∈ B(X 2 ).
Proof. The equality µ 1 (A) = ν(A × X), A ∈ B(X), determines a probability measure on X. Thus, for A ∈ B(X), by (2.7) we get
Therefore, µ 1 solves (2.4) and hence µ 1 ∈ M(π). The same is true for the second marginal measure µ 2 .
2.2. The results. Our main concern is under which conditions imposed on the family π the set M(π) contains one element at most. If each π x ℓ is independent of x, the unique element of M(π) is the product measure ⊗ ℓ∈L π ℓ , which readily follows from (2.4). Therefore, one may try to relate the uniqueness in question to the weak dependence of π x ℓ on x, formulated in terms of the metric defined in (2.6). Thus, let us take x, y ∈ X such that x = y off some ℓ ′ ∈ ∂ℓ, and consider d(π x ℓ , π y ℓ ). If this quantity were bounded by a certain κ ℓℓ ′ , uniformly in x and y, this bound (Dobrushin's estimator, cf. [4, pp. 20, 21] ) could be used to formulate the celebrated Dobrushin uniqueness condition in the form
However, in a number of applications, especially where Ξ is a noncompact topological space, the mentioned boundedness does not hold. The way of treating such cases suggested in [8] may be outlined as follows. Assume that there exists a matrix (κ ℓℓ ′ ) with the property as in (2.8) such that, for each ℓ ∈ L, the following holds
for x and y belonging to the set
Here K > 0 is a parameter and h : Ξ → [0, +∞) is a given measurable function. Clearly, if h is bounded, then X ℓ (h, K) = X for big enough K, and hence (2.9) turns into the mentioned Dobrushin condition. Thus, in order to cover the case of interest we have to take h unbounded and π x ℓ -integrable, with an appropriate control of the dependence of π x ℓ (h) on x. Namely, we shall assume that, for each ℓ ∈ L and x ∈ X, the following holds
for some matrix c = (c ℓℓ ′ ), which satisfies
In the original work [8] , the first summand on the right-hand side of (2.11) is a constant C > 0, the value of which determines the scale of K, see (2.10). We thus take it as above for the sake of convenience.
Definition 2.5. Let h, K, κ, and c be as in (2.8) -(2.12). Then by Π(h, K, κ, c) we denote the set of one-site specifications π for which both estimates (2.9), (2.10) and (2.11) hold true for each ℓ ∈ L.
Given µ ∈ M(π), the integrability assumed in (2.11) does not yet imply that h is µ-integrable. For π satisfying (2.11), by M(π, h) we denote the subset of M(π) consisting of those measures for which the following holds
In a similar way, we introduce the set
From now on we fix the graph, the function h, and the matrices c and κ. Thereafter, we set
Theorem 2.6. For each K > K * and π ∈ Π(h, K, κ, c), the set M(π, h) contains at most one element.
An important characteristic of the states µ ∈ M(π) is the decay of correlations. Fix two distinct vertices ℓ 1 , ℓ 2 ∈ L and consider bounded functions
, and let δ denote the path distance on the underlying graph.
Theorem 2.7. Let π and K be as in Theorem 2.6, and M(π, h) be nonempty and hence contain a single state µ. Let also f and g be as just described and · ∞ denote the sup-norm on X. Then there exist positive C K and α K , dependent on K only, such that
( 2.15) 2.3. Comments and applications. Let us make some comments to the above results. For further comments related to the proof of these results see the end of Section 3.
• According to [20, Section 8] . This, in particular, holds if π is a subset of the set of all local kernels Π D defined for all finite D ⊂ L, which determine the states. In this case, Theorem 2.6 yields the existence and uniqueness of the usual states, see [22] .
• The condition in (2.13) is usually satisfied for tempered measures, i.e., for those elements of M(π) which are supported on tempered configurations, cf., e.g., [14] .
• As mentioned above, we do not require that h be compact in the sense of [8] . This our extension gets important if one deals with single-spin spaces which are not locally compact, e.g., with spaces of Hölder continuous functions as in [1, 11, 18] .
• In contrast to [8, Theorem 1] , in (2.14) we give an explicit expression for the threshold value K * , which depends only on the parameters of the underlying graph and on the normsc andκ.
• The novelty of Theorem 2.7 consists in the following. The decay of correlations under the uniqueness condition was proven only for compact single-spin spaces, see [12] , where the classical Dobrushin criterion can be applied. For 'unbounded spins', the corresponding results are usually obtained by cluster expansions, see, e.g., [21] , where the correlations are shown to decay due to 'weak enough' interactions' and no information on the number of states is available.
• The parameters C K and α K in (2.15) are also given explicitly, see (3.24) below. Now we turn to briefly outlining possible applications of Theorems 2.6 and 2.7. A more detailed discussion of this issue can be found in [22] , see also the related parts of [18] . Further results in these directions will be published in forthcoming articles.
By means of Theorems 2.6 and 2.7 the uniqueness of equilibrium states and the decay of correlations can be established in the following models:
• Systems of classical N -dimensional anharmonic oscillators described by the energy functional
• Systems of quantum N -dimensional anharmonic oscillators described by the Hamiltonian
where
ℓ ) is the position operator and H ℓ is the oneparticle Hamiltonian defined on the corresponding physical Hilbert space. States of such models are constructed in a path integral approach as probability measures on the products of continuous periodic functions, which are not locally compact, see [1, 11, 18] .
• Systems of interacting particles in the continuum (e.g. R d ), including the Lebowitz-Mazel-Presutti model [13] , and systems of 'particles' lying on the cone of discrete measures introduced in [10] . Note that to continuum systems the original version [8] of the DobrushinPechersky criterion was used in [3, 19] .
3. The Proof of Theorems 2.6 and 2.7
3.1. The ingredients of the proof. First we introduce the notion of locality. By writing D ⋐ L we mean that D is a nonempty finite subset of
Locality of functions f : X 2 → R is defined in the same way.
Lemma 3.1. Given a one-site specification π and µ 1 , µ 2 ∈ M(π), suppose there exists ν * ∈ C(µ 1 , µ 2 ) such that
Proof. Local sets A ⊂ X are measure defining, that is, µ 1 , µ 2 ∈ P(X) coincide if they coincide on local sets. For A ∈ B(Ξ D ) and the indicator I A , we have
and then
which yields the proof.
The proof of Theorem 2.6 will be done by showing that, for each µ 1 , µ 2 ∈ M(π, h), the set C(µ 1 , µ 2 ) contains a certain ν * such that (3.1) holds. This coupling ν * will be obtained by taking the limit in the topology of local setwise convergence, cf. [9] , which we introduce as follows. Definition 3.2. A net {ν α } α∈I ⊂ P(X 2 ) is said to be convergent to a ν * ∈ P(X 2 ) in the topology of local setwise convergence (L-topology, for short), if ν α (B) → ν * (B) for all local B ∈ B(X 2 ). Or, equivalently, ν α (f ) → ν * (f ) for all bounded local functions. The same definition applies also to nets {µ α } α∈I ⊂ P(X).
Note that the L-topology is Hausdorff, but not metrizable if Ξ is not a compact topological space.
The proof of this lemma is rather obvious. The coupling in question ν * will be constructed within a step-by-step procedure based on the mapping
where ℓ ∈ L, ̺ x,y ℓ is as in (2.6), and f : X 2 → R is a function such that both ν(f ) and the integral on the right-hand side of (3.2) exist.
Lemma 3.4. For each ℓ ∈ L, the mapping (3.2) has the following properties:
Proof. Claim (a) is true since ̺ x,y ℓ ∈ C(π x ℓ , π y ℓ ) for all x, y ∈ X. Claim (b) follows by the fact that the considered f in (3.2) is independent of ξ and η, and that ̺ x,y ℓ is a probability measure.
Given ℓ ∈ L, we set
Proof. If (x 1 , x 2 ) is in Y c ℓ , then υ(x 1 ℓ , x 2 ℓ ) = 1 and υ(x 1 ℓ ′ , x 2 ℓ ′ ) = 0 for all ℓ ′ ∈ ∂ℓ, which follows by the fact that υ takes values in {0, 1}. This means that x 1 ℓ = x 2 ℓ and x 1 ℓ ′ = x 2 ℓ ′ for all ℓ ′ ∈ ∂ℓ. For such (x 1 , x 2 ), the definition of π implies that π x 1 ℓ = π x 2 ℓ , and hence
The proof of Theorem 2.6 will be done by showing that, for each µ 1 , µ 2 ∈ M(π, h), there exists ν * ∈ C(µ 1 , µ 2 ), for wich (3.1) holds. To this end we construct a sequence {ν n } n∈N 0 ⊂ C(µ 1 , µ 2 ) such that
This sequence will be obtained by a procedure based on the mapping (3.2) and the estimates which we derive in the next subsection. The proof of Theorem 2.7 will be obtained as a byproduct.
3.2. The main estimates. In the sequel, we use the following functions indexed by ℓ ∈ L
By claim (b) of Lemma 3.4, we have that
whenever H i ℓ is ν-integrable. We recall that ̺ Lemma 3.6. Let ν ∈ P(X 2 ) be such that the integrals on both sides of (3.2) exist for f = H i ℓ , ℓ ∈ L and i = 1, 2. Then the following estimates hold
Proof. The proof of (3.7) readily follows by Lemma 3.5. Let us prove (3.5). By (2.6) and (3.2), we have
where 1 ℓ is the indicator of the set defined in (2.10). By (2.9), we have
which yields the first term of the right-hand side of (3.5). By (2.10), we have
where I h≤K is the indicator of {ξ ∈ Ξ : h(ξ) ≤ K}. Then the second term of the right-hand side of (3.5) cannot exceed the following
The latter line has been obtained by (3.7). Let us prove now (3.6). By (3.2) and the fact that ̺
where we have used (2.11). To prove (3.8) we employ Lemma 3.5, by which we get
where the latter estimate follows by (3.6).
From the lemma just proven it follows that along with the parameter γ(ν) defined in (3.3) one has to control also the following
where ν ∈ C(µ 1 , µ 2 ), µ 1 , µ 2 ∈ M h (π), and π ∈ Π(h, K, κ, c), see Definition 2.5.
3.3.
The proof of Theorem 2.6. The proof is based on constructing a sequence with the property (3.3). Given µ 1 , µ 2 ∈ M(π, h) with π ∈ Π(h, K, κ, c), we take an arbitrary ν 0 ∈ C(µ 1 , µ 2 ) and construct ν ∈ C(µ 1 , µ 2 ) by applying the mapping defined in (3.2) to the initial ν 0 with ℓ running over the set L. Each time we use the estimates derived in Lemma 3.6. Then the first two elements of the sequence in question are setν 0 = ν 0 andν 1 = ν. Afterwards, we produceν 2 fromν 1 , etc.
Recall that the underlying graph is supposed to have the property defined in (2.1) and χ ≤ ∆ is its chromatic number. Set
Then, for K > K * , see (2.14), the following holds
Lemma 3.7. For K > K * , take π ∈ Π(h, K, κ, c) and
Then for each ν 0 ∈ C(µ 1 , µ 2 ) there exists ν ∈ C(µ 1 , µ 2 ) for which the following estimates hold
The proof of the lemma will be given in the subsequent parts of the paper. Proof Theorem 2.6: As already mentioned, we letν 1 ∈ C(µ 1 , µ 2 ) andν 0 ∈ C(µ 1 , µ 2 ) be the measures on the left-hand sides and right-hand sides of (3.12) and (3.13), respectively. Then we apply toν 1 the same reconstruction procedure and obtainν 2 ∈ C(µ 1 , µ 2 ), for which both estimates (3.12), (3.13) hold withν 1 on the right-hand sides. We repeat this due times and obtain ν n ∈ C(µ 1 , µ 2 ) such that
where M (K) is the matrix defined by the right-hand sides of (3.12) and (3.13). Its spectral radius is
For K > K * , see (2.14), we have r K < 1, which by (3.14) yields (3.3) and thereby completes the proof.
The proof of Theorem 2.7. The proof of this theorem is based on the version of the estimates in Lemma 3.7 obtained in a subset
which is the external boundary of D. For ν ∈ P(X 2 ) such that all H i ℓ , i = 1, 2, ℓ ∈ D ∪ ∂D are ν-integrable, see (3.4), we set, cf. (3.3) and (3.9),
Next, for ℓ 1 as in (2.15) and N = δ(ℓ 1 , ℓ 2 ), we set
Let µ x (·) denote the conditional measure µ(·|F D N−1 )(x). For brevity, we say that ν x ∈ P(X 2 ) is F D N−1 -measurable if the maps x → ν x (B) are F D N−1 -measurable for all B ∈ B(X 2 ). Clearly, ν x 0 = µ x ⊗ µ possesses this property. The version of Lemma 3.7 which we need is the following statement.
Lemma 3.8. Let π, K, and µ be as in Theorem 2.7 and
ν x 0 = µ x ⊗ µ. Then there exist ν x 1 , . . . , ν x N −1 ∈ C(µ x , µ), all F D N−1 -measurable,
such that for the parameters defined in (3.16) the following estimates hold
γ D N−s−1 (ν x s ) λ D N−s−1 (ν x s ) ≤ M (K) γ D N−s (ν x s−1 ) λ D N−s (ν x s−1 ) ,(3.
17)
for all s = 1, . . . , N − 1 and µ-almost all x ∈ X.
Proof of Theorem 2.7:
which yields
For each ν x s , s = 0, . . . , N − 1, as in Lemma 3.8, we then have 20) and hence
Note that the function defined in (3.19) , (3.20 ) is related to the quantity which characterizes mixing in state µ, cf. [12, Proposition 2.5].
Let v s and v s−1 denote the column vector on the left-hand and right-hand sides of (3.17), respectively. Set
and let T be the 2 × 2 diagonal matrix with T 11 = ξ and T 22 = 1. Then the matrix 
Applying this estimate in (3.21) and then in (3.18) we arrive at (2.15) with, cf. (3.15) and (2.13),
Let us make now further comments on the above results and their proof.
• The mapping in (3.2), which is the main reconstruction tool, see Section 4 below, was first introduced in another seminal paper by R. L. Dobrushin [7] . In a rather general context, it was used in [6] . The main feature of this mapping, which was not pointed out in [8] , is the measurability of the coupling ̺ x,y ℓ in (x, y) ∈ X 2 . A similar property of the couplings in Lemma 3.8 was crucial for the proof of Theorem 2.7.
• We avoid using 'compactness' of h, and hence the related topological properties of the single-spin space Ξ, by employing the L-topology, see Definition 3.2.
• In contrast to the estimates obtained in [8, Lemma 5] , our estimate in (3.13) is independent of K. The only constant in (3.12) is given explicitly in (3.10) . This allowed us to calculate explicitly the spectral radius (3.15), which was then used to obtain the decay parameter α K , see (3.24).
• The proof of Lemma 3.8 was performed in the spirit of the proof of Proposition 2.5 of [12] . Our Φ(x) in (3.19) , (3.20) can be used to prove a kind of mixing in state µ. However, here we cannot estimate this function uniformly in x, and hence employ its measurable estimate (3.21) which is then integrated in (3.18).
• The transformation used in (3.22) allowed us to find explicitly the operator norm of M (K) equal to its spectral radius r K . This then was used to find in (3.23) the exact rate of the decay of correlations in µ.
Proof of Lemmas 3.7 and 3.8
For the partition (2.3) of the set of vertices L, which has the property (2.2), we set
The measure ν in (3.12), (3.13) will be obtained in the course of consecutive reconstructions with ℓ ∈ V j . The first step is 4.1. Reconstruction over V 0 . Let {ℓ 1 , ℓ 2 , . . . , } be any numbering of the elements of V 0 . Set
Our first task is to estimate ν
For k ≤ n, by (2.2) and claim (b) of Lemma 3.4, and then by (3.5) and (4.3), we have
see also (2.8), (3.3), and (3.9). Next we turn to estimating ν Lemma 3.4 , and then by (3.6), (3.5), (4.4), and (3.7), we have
For k ≤ n, by (3.8) we have
Next, for m < k ≤ n, by (3.7) and (3.6) we have
Now we consider the case where k ≤ n and ℓ / ∈ V (n) 0 . Then by (3.7) we have
For k ≤ n and ℓ / ∈ V (n) 0 , we also have by (3.6) that
Now let us consider the sequence {ν
. By claim (b) of Lemma 3.4 it stabilizes on local sets B ∈ B(X 2 ), and hence is convergent in the L-topology. Let ν 1 be its limit. By Lemma 3.3 we have that ν 1 ∈ C(µ 1 , µ 2 ). At the same time, by (4.1), (4.3), and (4.4) it follows that
Similarly, by (4.4) -(4.5) we obtain
These estimates complete the reconstruction over V 0 .
4.2.
Reconstruction over V j : Proof of Lemma 3.7. Here we assume that ν j satisfies the following estimates, cf. (4.6), where A is as in (3.10):
And also, cf. (4.7),
(4.9)
Since W ∆−1 = ∅, see (4.1), for j = ∆ − 1 we have just the first lines in (4.8) and (4.9), which yields (3.12) and (3.13), respectively, and thus the proof of Lemma 3.7. Note that (4.6) agrees with (4.8) as ∆ 2 < A, see (3.10) . Also (4.7) agrees with (4.9), which follows from the fact that
see (3.10) and (3.11). Thus, our aim now is to prove that the estimates as in (4.8) and (4.9) hold also for j + 1. Note that the last lines in these estimates follow by claim (b) of Lemma 3.4. As above, we enumerate V j = {ℓ 1 , ℓ 2 , · · · } and set
For k ≤ n, by (3.5) we have, cf. (4.4),
Now we use the assumptions in (4.8) and (4.9) and obtain herefrom
To prove thatκ
A + 2∆ j ∆ 2 j + 2j∆ j ∆ j ≤ A see the first line in (4.8), we use (3.10), take into account that ∆ ≥ 2 (hence, j ≤ ∆ j , j = 1, 2, . . . χ − 1) and obtain
where we have taken into account that j + 2 ≤ χ + 1, see (3.10) . To prove that the coefficient at λ(ν 0 ) in (4.10) agrees with that in (4.8) we use the following estimates
and hence obeys the first line of (4.8). For ℓ ∈ W j , again ν (n) j (I ℓ ) = ν j (I ℓ ) and hence obeys the second line of (4.8).
Here we also used thatc < 1/∆ χ and j + 1 ≤ χ, see (2.12). Thus, (4.8) with j + 1 holds true. Now we turn to estimating ν (n)
In the situation where ℓ, ℓ ′ ∈ U j−1 ∪ W j , we have that ν (n)
and hence obeys (4.9). Let us consider first the cases where only one vertex of ℓ, ℓ ′ lies in V j .
For ℓ ′ ∈ U j−1 and k ≤ n, by (3.7) and the first and third lines in (4.9) we obtain
which yields the first line in (4.9) with j + 1. For ℓ ′ ∈ W j and k ≤ n, by (3.7) and the second and fourth lines in (4.9) it follows that
which agrees with the second line in (4.9).
For ℓ ∈ U j−1 and k ≤ n, by (3.6) and the first and second lines in (4.9) we get
In order for this to agree with the first line in (4.9), it is enough that the following holds
Recall that we assume ∆ ≥ 2. By (3.11) and (2.12) we get that the left-hand side of the first line in (4.11) does not exceed
Likewise, the left-hand side of the second line in (4.11) does not exceed c +c +c∆
For ℓ ∈ W j and k ≤ n, by (3.6) and the third and fourth lines in (4.9) we get
which clearly agrees with the third line in (4.9). Now we consider the cases where both ℓ, ℓ ′ lie in V j . For k < m ≤ n, by first (3.6) and (3.7), and then by (3.5), we have
The next step is to split the sums in (4.13) as it has been done in, e.g., (4.12), and then use (4.8) and (4.9). By doing so we get
In order for this to agree with the first line in (4.9), it is enough that the following two estimate hold
Taking into account thatκ < 1 and (3.11) one can show that the left-hand side of (4.14) does not exceed
To prove (4.15) we use (3.11), (2.12), the inequality ∆ j ∆ j ≤ ∆ 2 /4, and perform the following calculations LHS(4.15) ≤ 2AK −1κ + 1 2
which holds even for j = 1, χ = 2, and ∆ = 2.
Next, for k ≤ n, by (3.8) we have
As above, we split the sums in (4.16) and then use (4.8) and (4.9), and obtain ν (n)
In order for this to agree with the first line in (4.9), it is sufficient that the following two inequalities hold
By means of (3.11) we get LHS(4.18) ≤ ∆ + ∆AK −1 +c∆ j+1 < ∆ + 1 2∆ χ−1 + 1 < ∆ j+1 .
Similarly, LHS(4.19) ≤c∆ j + ∆ j ℓ ′ ∈∂ℓ k ∩U j−1
Now we consider the case where m < k ≤ n. By (3.7), and then by (3.6), we have Again we split the sums in (4.20) and then use (4.8) and (4.9) , and obtain that ν 
