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The following tables are a selection of symbols that are important in more than
one section of the thesis.
Abbreviations
LMI linear matrix inequality BMI bilinear matrix inequality
QMI quadratic matrix inequality SP strictly passive
SPR strictly positive real LTI linear time-invariant
KYP Kalman-Yakubovich-Popov BIBO bounded-input bounded
output
SISO single input single output MIMO multiple input multiple
output




CbI control by interconnection
SOF static output feedback ILMI iterative LMI
SDP semidefinite programming ODE ordinary differential equa-
tion
PDE partial differential equation ISP input strictly passive
OSP input strictly passive VSP input strictly passive
PDI partial differential inequal-
ity
DOF dynamic output feedback
ARE algebraic Riccati equation ARI algebraic Riccati inequal-
ity
Notation
R the set of real numbers R+ the set of nonnegative real
numbers
List of Symbols IX
|x| absolute value of x ∈ C C the set of complex num-
bers
N the set of nonnegative inte-
gers
A> transpose of a matrix A ∈
Cn×m
A¯ conjugate of a matrix A ∈
Cn×m
A∗ conjugate transpose ma-
trix of a matrix A ∈
Cn×m
A > 0 positive definite matrix A ≥ 0 positive semidefinite ma-
trix
In the n× n identity matrix 0n the n× n zero matrix




tr(A) trace of a matrix A
f (t) function in t A† the More-Penrose inverse
of matrix A
∂ f
∂t partial derivative x˙(t) derivative w.r.t. t
s Laplace variable det A determinant of matrix A
Re[ · ] real part Im[ · ] imaginary part
Lp,e extended space associated
with Lp
V(Xp) vertices of a polytope Xp
Lp Lp norm of a signal In a set of the integers
{1, . . . ,n}
dim( · ) dimension of a column vec-
tor
XKurzfassung
Diese Doktorarbeit beinhaltet Beiträge zu einigen relevanten Problemen in den
Feldern der Steuerungstheorie und Steuerungschnologie und zwar im Gebiet der
Passivitätsanalyse und dissipativen Steuerungssynthese für lineare und nichtlin-
eare dynamische Systeme. Der erste meiner Beiträge präsentiert eine Lösung zu
einem Problem, dass seit vielen Jahren ungelöst ist: das Problem der Äquivalenz
zwischen den Begriffe von streng positiver Reelheit und strenger Passivität von
linearen Systemen. Beide Begriffe implizieren die asymptotische Stabilität eines
linearen Systems, obwohl das eine auf einem Frequenzkeitsbereichkonzept und
das andere auf einem Zeitbereichskonzept beruht.
Des Weiteren erörtern wir das gleichermaßen klassische Problem der Sta-
bilisierung von linearen Systemen durch eine statische Ausgangsrückführung,
einem Problem, dessen definitive Lösung noch offen ist. Präsentiert wird eine
neue notwendige und hinreichende LMI-Bedingung für Stabilität basierend auf
dem Begriff strenger Dissipativität und eine neue nicht-iterative Strategie für den
Reglerentwurf, welche durch ein konvexes Optimierungsproblem gelöst wird.
Außerdem beinhaltet diese Arbeit eine neue konstruktive dissipativitätbasierte
Strategie, die den Begriff linearer Linksannihilator und das Finsler’s Lemma
nutzt. Dieser Ansatz erlaubt die Analyse der dissipativen Eigenschaften von ra-
tional nichtlinearen Systemen unter dem Aspekt von einer polytopischen LMI-
Bedingung. Präsentiert wird eine Bedingung für die Stabilisierbarkeit eines Sys-
tems, die anhand des Begriffs der Passivität nicht zulässig ist. Die Methode er-
laubt auch die Bestimmung einer expliziten Formel für den Reglers Durchgriff,
die den weiteren Entwurf wesentlicht vereinfacht, sowohl in dem Fall einer statis-
chen als auch einer dynamischen Ausgangsrückführung.
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Abstract
This thesis contains contributions to some relevant problems in the field of con-
trol theory and controller design technology, namely to the areas of passivity
analysis and dissipative control synthesis for linear and nonlinear dynamical sys-
tems. The first of our contributions consists in presenting a solution to a problem
which had been unsolved for many years: the problem of the equivalence be-
tween the notions of strict positive realness and strict passivity of linear systems.
Both properties imply the asymptotic stability of a linear system, although the
former is a frequency-domain concept and the latter is a time-domain concept.
Subsequently, we approach the equally classical topic of static output feedback
stabilization of linear systems, a problem to which a definite solution remains to
be given. We present a new necessary and sufficient LMI condition for stabiliza-
tion based on the notion of strict dissipativity, and we propose a new noniterative
strategy for controller design which consists in solving a single convex optimiza-
tion problem.
In addition, we also introduce a new dissipativity-based strategy for feedback
stabilization of nonlinear systems using the notion of linear annihilators and the
celebrated Finsler’s Lemma. This approach allows for analysing the dissipativity
properties of rational nonlinear plants in terms of a polytopic LMI condition. A
new stabilizability condition that would not be feasible in the case of a passive
representation of the system is presented as well, making it possible to derive
a closed-form expresion for the controller’s feedthrough term as a direct conse-
quence of the local dissipativity analysis of the plant. This feature simplifies the
remaing steps of the controller design procedure considerably, both in the case
of a static or a dynamic output feedback.

11 Introduction
The field of Control Systems Technology is a remarkably relevant and broad
subject in the realm of the applied sciences. In fact, as the question of how
to act upon a certain system in order to achieve a desired operating behaviour
is a cornerstone of human activity, the idea of automatic control of dynamical
systems came to play a key role in our society. In this regard, the notion of
stability around a prescribed operation/equilibrium point is central and presents
itself as matter of great interest among engineers [2]. Such a desired behaviour
is usually achieved through the interconnection of a feedback controller with
the plant, i.e. a control device which has at least partial access to the system
dynamics and, from this information obtained via measurements, is able to act
upon the system in such a manner that the closed-loop is stabilized around a
desired operating regime.
For a long time already, it is the well-known Lyapunov Stability Theory that
has been playing a major role in the domain of stability analysis of dynamical
systems [7]. Whether one is dealing with open-loop systems or closed-loop sta-
bilization via feedback control, the idea of determining a Lyapunov function for
the system under consideration remains one of the cornerstones in the field of
stability analysis and control [1]. In this context, a concept known as dissipa-
tivity, as well as one of its particular cases known as passivity, are of special
interest. One of the main arguments in favor of a dissipativity-based approach
for stabilization that it is closely related to the energy properties of a dynamical
system, in the sense that it describes the phenomenon of energy dissipation in a
number of physical plants [3].
Originally defined as an input-output property [16], the concept of dissipativ-
ity was unified with the classical state-space perspective through the introduction
of the notion of energy function (storage function) [55]. This input-state-output
framework has proved truly powerful for stabilization of linear and nonlinear sys-
tems. A key feature consists in its direct connection with the classical Lyapunov
theory, as a storage function, under mild conditions, can be used as a Lyapunov
function, which guarantees stability [3]. Another major feature of dissipative
systems is that their interconnection via negative feedback preserves the dissi-
pativity property [53], a fact that has contributed enormously for its widespread
application.
2 1 Introduction
Currently, the area of Dissipative Systems Analysis and Control presents itself
as a vast research topic, where the notion of passivity also plays a particularly rel-
evant role on its own. In the context of linear time-invariant systems, for instance,
the time-domain notion of passivity has a frequency-domain counterpart known
as positive realness, which essentially embodies the same features as passivity,
though in a different domain. Numerous subdivisions of passivity and positive
realness have been introduced in the literature and the study of the relationships
between those classes is another field of intensive investigation, whereas many
problems are still open [19]. Besides, various stabilization strategies for linear
systems have been proposed using the concepts of both passivity and positive
realness [30], [76], [90].
Similarly, a number of dissipativity and passivity-based control strategies have
been introduced for feedback stabilization of nonlinear systems. A common ap-
proach consists in rendering the closed-loop passive subject to the existence of
an appropriate storage function. If this function is positive definite and attains a
strict local minimum at the desired equilibrium point, then it is equivalent to a
Lyapunov function, so that stability is achieved [43]. A further approach regards
the determination of a control law which assigns a port-Hamiltonian structure
(a specific passive structure) [15] to the closed-loop, thus guaranteeing stability
[12] under certain conditions. This port-Hamiltonian approach has been widely
successful in applications, though the need for deriving an Hamiltonian state-
space representation for the plant (or for the closed-loop) might be cumbersome
in some cases.
Despite the number of achievements which have been reported in the field of
dissipative control theory, there still exist many issues that need to be further in-
vestigated. Static output feedback for nonlinear systems, for example, has been
mainly addressed in the context of open-loop stable systems whose stability re-
gion needs to be enlarged. An in-depth treatment of controller design for unstable
plants via dissipativity-based strategies would be helpful from the perspective of
future applications. In addition, with regards to applications of dissipativity the-
ory for state feedback, it is generally assumed that the free system without distur-
bance is asymptotically stable, whereas the main contribution of a dissipativity
analysis consists in rendering the closed-loop from disturbance to the controlled
output strictly dissipative and, as a result, stable [102]. When compared with the
definition of passivity, the notion of dissipativity offers extra degrees of freedom
which are useful for controller design purposes.
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1.1 Objectives
In this work, we are going to approach the following problems:
• The problem of the equivalence between strict positive realness and strict
passivity of linear systems.
• The static output feedback control problem of linear plants.
• Linear static and dynamic output feedback control of rational nonlinear
systems through a polytopic LMI condition.
1.2 Structure and Contributions
The thesis is structured as follows. Chapter 2 contains the mathematical back-
ground necessary for covering the topics approached in this work. It describes
the classes of signals, systems, differential equations and the type of stability
conditions we rely on throughout this thesis. In Chapter 3, the notions of passiv-
ity and dissipativity are described. A broad review with regard to the conditions
under which those properties hold and the variety of manners they can be applied
for controller design are presented. Existing passivity and dissipativity-based
control methods are described, and well-known conditions for stability of inter-
connected nonlinear systems are discussed as well. At this point, the notion of
passivity indices, as a particular case of dissipativity, is also presented.
Chapter 4 consists in our solution to the problem of the equivalence between
two definitions in the field of linear systems theory which were not known to
be fully equivalent yet. We prove that a controllable and observable linear time-
invariant system with possibly nonzero feedthrough term is strictly positive real
if and only if it is strictly passive. Chapter 5 contains a major literature review
over the problem of static output feedback control of linear systems and our con-
tributions to this problem, namely a new necessary and sufficient condition for
stabilization and the respective strategy for controller design. Our strategy is
noniterative and simpler than most of the methods available to date.
In Chapter 6, we address the question of feedback stabilization of nonlin-
ear systems. We introduce a constructive dissipativity-based strategy for con-
troller design using the notion of linear annihilators and the celebrated Finsler’s
Lemma. This approach allows for analysing the dissipativity properties of non-
linear plants in terms of a polytopic LMI condition, a framework to which very
efficient semidefinite programming (SDP) tools can be applied. We present a
procedure which allows to do without port-Hamiltonian representations and also
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apply for nonsquare models. In this chapter, we address both linear dynamic
feedback and linear static output feedback design. Unlike most of the strategies
reported in the literature, neither observer design nor feedback passivation are
necessary for local stabilization. At this point, we restrict the class of systems in
consideration to the class of the rational plants with possibly rational Lyapunov
functions. Furthermore, the proposed strategy provides an alternative to over-
come well-known problems in the field of passivity-based output feedback con-
trol. One could mention, for instance, the so-called dissipation obstacle, which
is a severe impediment for asymptotic stabilization via interconnection of a dy-
namic output feedback (DOF) controller, in case of nonzero equilibrium point in
closed-loop.
Chapter 7 contains our concluding remarks and suggestions for future re-
search.
52 Mathematical Background
This chapter introduces much of the notation, nomenclature and definitions we
will rely on throughout this thesis. Here, we specify the classes of signals and
systems we are going to analyse, and the stability conditions we are going to
apply for investigating open-loop and closed-loop behaviour.
2.1 Normed Spaces and Lp Norms
Let us consider a linear space E defined over a field K ∈ R. A function $ : E 7→
R+ is said to be a norm on E if and only if the relations introduced below hold
[3]
1. x ∈ E and x 6= 0⇒ $(x) > 0, $(0) = 0,
2. $(αx) = |α|$(x), ∀α ∈ K, ∀x ∈ E,
3. $(x+ y) ≤ $(x) + $(y), ∀x, y ∈ E.
In this norm-based framework, a primary assumption throughout this chapter
consists in restricting our analysis to the class of the so-called Lp signals. This is,
indeed, a critical issue, as the notion of Lp norm plays a key role in establishing
stability conditions for nonlinear systems described by input-output representa-
tions [5].
In the following, the standard definition of a norm in a linear space is applied.
Consider a function x : R 7→ R, whose absolute value is indicated by | · |,
whereas the signal x disposed in this section is not necessarily to be taken for the
state variable considered in the remainder of this work. Then, according to [3],
the following norms are of major interest
• L1 norm, defined as ||x||1 ,
∫ |x|dt,
• L2 norm: ||x||2 , (
∫ |x|2dt) 12 ,
• Lp norm: ||x||p , (
∫ |x|pdt) 1p ,
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• L∞ norm: inf {a| |x(t)| < a, a.e.} = supt>0 |x(t)|,
where the integrals are defined on R. We say that a function f belongs to Lp (or
f ∈ Lp) if and only if
• f is locally Lebesgue integrable, i.e. ∫ ba | f (t)|dt < +∞ for any a ≤ b ∈
R, and
• || f ||p < +∞.
Multivariable systems can be handled by this framework as well, if the following
norm for vector functions f : R 7→ Rn is introduced [3]








where fi ∈ Lp, for each component 1 ≤ i ≤ n.
With regard to the definition of anLp norm described previously, the following
results can be presented, whose proofs can be found in [3].
Proposition 2.1. If f ∈ L1 ∩ L∞, then f ∈ Lp for all 1 ≤ p ≤ +∞.
Proposition 2.2. If V : R 7→ R is a non-decreasing function and if V(t) ≤ M
for some M ∈ R and all t ∈ R, then V( · ) converges.
Proposition 2.3. f˙ ∈ L1 implies that f has a limit.
Proposition 2.4. If f ∈ L2 and f˙ ∈ L2, then f (t) → 0 as t → +∞ and
f ∈ L∞.
Proposition 2.5. If f ∈ L1 and f˙ ∈ L1 ⇒ f → 0 as t→ +∞.
From Propositions 2.1-2.5, we notice that the notion of Lp norm is closely
connected with the idea of convergence of trajectories, which justifies the orig-
inal Lp-based approach of dissipativity as an input-output relation. In [16], for
instance, stability conditions for dissipative system could be established relying
firmly in Lp analysis .
Another concept mentioned in the coming sections is the notion of extended
spaces [3], which is related to the previous norms. Consider then a function
f : R+ 7→ R and let 0 ≤ T < +∞. Define the truncation
fT(t) =
{
f (t) if t ≤ T
0 if t > T, (2.1)
and let us introduce the following definitions
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• T : subset of R+,
• V¯ : normed space with || · ||,
• F = { f | f : T 7→ V¯} the set of all functions mapping T into V¯ .
The normed linear subspace L is given by
L , { f : T 7→ V¯ | || f || < +∞} . (2.2)
Associated with L is the extended space Le
Le ,
{
f : T 7→ V¯ | ∀T ∈ T , || fT || < +∞
}
. (2.3)
The set Le (or Lp,e) consists of all Lebesgue functions f such that every trunca-
tion of f belongs to the set Lp itself. Thus, for all f ∈ Lp,e
• The map t 7→ || ft|| is monotonically increasing.
• || ft|| 7→ || f || as t 7→ +∞.




| f (t)|pdt) 1p < +∞, (2.4)
for all compact intervals I ∈ R. Clearly, Lp,loc = Lp,e.
See [3] (Chapter 4) or [31] (Chapter 7) for an in-depth discussion on the ap-
plication of Lp norms in the context of input-output stability conditions and dis-
sipativity theory.
2.2 Lipschitz Continuity
Here, we report on a central issue in the context of existence of solutions of differ-
ential equations, namely the assumption of Lipschitz continuity. The relevance
of this concept is going to be stressed in the next section. At this point, consider
the subsequent set of definitions [3].
Definition 2.1. The function (t,x) 7→ f (t,x) is said to be globally Lipschitz
(with respect to x) if there exists a bounded k ∈ R+ such that
| f (t,x)− f (t,x′)| ≤ k|x− x′|, ∀x, x′ ∈ Rn, t ∈ R+. (2.5)
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Definition 2.2. The function (t,x) 7→ f (t,x) is said to be locally Lipschitz (with
respect to x) if (2.5) holds for all x ∈ K, where K ⊂ Rn is a compact set. Then
k may depend on K.
Definition 2.3. The function (t,x) 7→ f (t,x) is said to be Lipschitz with respect
to time if there exists a bounded k such that
| f (t,x)− f (t′,x)| ≤ k|t− t′|, ∀x ∈ Rn, t, t′ ∈ R+. (2.6)
Definition 2.4. The function f ( · ) is uniformly continuous in a set A if for all
e > 0, there exists δ(e) > 0:
|t− t′| < δ⇒ | f (t)− f (t′)| < e, ∀ t, t′ ∈ A. (2.7)
Any Lipschitz continuous function is uniformly continuous. The converse is
not true. Lipschitz continuity is a standard assumption in the field of smooth
feedback control and will also be considered so in this work.
2.3 Well-posedness of ODEs
The question of the well-posedness of an ordinary differential equation (ODE)
of the form x˙(t) = f (x(t),t) is traditionally approached on the basis of the
following results [3].
Theorem 2.1. ([37]) Carathéodory Conditions. Let x˙(t) = f (x(t),t) and
I = {(x,t) | ||x− x0|| ≤ b, |t− τ| ≤ a, a ∈ R+, b ∈ R+} .
In addition, assume that f : I 7→ R satisfies:
• f (x, · ) is measurable in t for each fixed x,
• f ( · ,t) is continuous in x for each fixed t,
• there exists a Lebesgue integrable function m( · ) on the interval defined
by |t− τ| ≤ a such that | f (x,t)| ≤ m(t) for all (x,t) ∈ I .
Then, for some β > 0 there exists an absolutely continuous solution for x˙(t) =
f (x(t),t) on the interval |t− τ| ≤ β, satisfying x(τ) = x0.
From the classic Carathéodory conditions, one deduces that the absolute con-
tinuity of a solution x(t) implies the fulfillment of the ODE almost everywhere
in the Lebesgue measure [3]. Uniqueness of a particular solution starting at x0
is guaranteed if f ( · , · ) satisfies || f (x,t)− f (y,t)|| ≤ ψ(||x− y||,|t− τ|). The
matters of existence and uniqueness of solutions of an ODE are key issues in the
field of control systems. Consider, then, the following results.
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Theorem 2.2. ([3]) Local Existence and Uniqueness. Let f (x,t) be continuous
in a neighborhood N of (x0,t0) ∈ Rn ×R, and be locally Lipschitz with a Lip-
schitz constant k. Then there exists α > 0 such that the ODE x˙(t) = f (x(t),t)
possesses in the interval I = [t0 − α,t0 + α] one and only one solution x : I 7→
Rn such that x(t0) = x0.
Theorem 2.3. ([3]) Global Uniqueness. Let f (x,t) be locally Lipschitz. Let
I ⊂ R be an interval (I may be open, closed, unbounded, compact, etc). If
x1(t) and x2(t) are two solutions of x˙(t) = f (x(t),t) on I and if they are equal
for some t0 ∈ I , then they are equal on the whole I . If in addition f (x,t) is
continuous in some domain U ⊂ Rn ×R and if (x0,t0) ∈ U , then there exists
a maximum interval J (t0 ∈ J ) in which a solution exists, and this solution is
unique.
Theorem 2.4. ([3])Continuous Dependence on Initial Data. Let f :W 7→ Rn,
W ⊆ Rn an open set, be Lipschitz with constant k. Let x1(t) and x2(t) be
solutions of x˙(t) = f (x(t)) on the interval [t0,t1]. Then for all t ∈ [t0,t1], one
has ||x1(t)− x2(t)|| ≤ ||x1(t0)− x2(t0)||exp(k(t− t0)).
2.4 Dynamical System
Throughout this work, we consider causal nonlinear dynamical systems of the
form (Γnl) : u(t) 7→ y(t), where u(t) ∈ Lp,e is the input and y(t) ∈ Lp,e is the
output, described by an input-affine state-space representation as
(Γnl)
{ x˙(t) = f (x(t)) + g(x(t))u(t)
y(t) = h(x(t)) + d(x(t))u(t)
x(0) = x0,
(2.8)
where x(t) ∈ Rn is the state of the system. Besides, f : Rn 7→ Rn, g : Rn 7→
Rn×m, h : Rn 7→ Rp and d : Rn 7→ Rp×m possess sufficient regularity in such
a manner that the system with input in L2,e is well-posed. Evidently, u(t) ∈ Rm
and y(t) ∈ Rp.
In the following, what we call an admissible input u, simply means that the
ODE (2.8) possesses a unique differentiable solution. Hence, it is sufficient that
the vector field f (x(t)) + g(x(t))u(t) satisfies the Carathèodory conditions of
Theorem 2.1, where u(t) may be a Lebesgue measurable function.
As we are also going to investigate linear systems, we specify the following
(A,B,C,D) representation for this all-important special case of (Γnl),
(Γl)
{
x˙(t) = Ax(t) + Bu(t)
y(t) = Cx(t) + Du(t), (2.9)
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where A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n and D ∈ Rp×m. Setting a specific
representation for (Γl) is meaningful due to the fact that the class of the linear
systems has a whole body of theoretical tools developed specifically for it, as its
practical relevance is unquestionable.
2.5 Lyapunov Stability Theory
Let us consider a dynamical system described by
x˙ = f (x), (2.10)
where x(t) ∈ Rn, x(0) = x0, is called the state variable. Notice that (2.10)
represents a set of first order differential equations and that the existence and
uniqueness of its solutions is guaranteed if f (x) is Lipschitz continuous. This
condition is firmly established in the literature and, throughout this dissertation,
we assume that it is fulfilled. Trivial solutions are provided in case of f (x∗) ≡ 0,
where x∗ is said to be an equilibrium point of (2.10).
Equally relevant, though, is the question of analysing the convergence prop-
erties of a solution x(t) of (2.10) as time evolves, specially in a neighborhood
of an equilibrium point. In the area of state-space analysis, the celebrated Lya-
punov stability conditions are the major paradigm we have at hand. It allows for
investigating the convergence of a solution x(t) without calculating it directly.
Consider, without loss of generality, x∗ = 0 and the following definitions [1].
Definition 2.5. Stability of an Equilibrium. The equilibrium point x∗ = 0 of
(2.10) is
(i) stable (in the sense of Lyapunov) if, for each e > 0, there is δ = δ(e) > 0
such that
||x(0)|| < δ⇒ ||x(t)|| < e, ∀t ≥ 0. (2.11)
(ii) unstable if it is not stable.
(iii) asymptotically stable if it is stable and δ can be chosen such that
||x(0)|| < δ⇒ lim
t→∞ x(t) = 0. (2.12)
In short, Definition 2.5 states that if all solutions starting in a neighborhood
of an equilibrium point stay nearby, then this point is be stable, whereas it is
otherwise said to be unstable. Moreover, an equilibrium x∗ is asymptotically
stable if all solutions starting at nearby points tend to it as t → ∞. Notice that
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asymptotic stability assures not only that state trajectories stay nearby a certain
equilibrium point, but it also guarantees convergence to it as time evolves [1]. In
this work, stability is always referred to as stability of an equilibrium point, and
the Lyapunov theory provides the most celebrated manner of approaching this
question.
Once the concept of stability has been introduced, the question of establishing
conditions for verifying it presents itself. In this regard, the problem of analysing
the stability of a point can be formulated in terms of determining a continuously
differentiable function whose derivative along the system’s trajectory is nonpos-
itive in a neighborhood of this point [1] (see theorem below).
Theorem 2.5. ([1]) Stability. Let x∗ = 0 be an equilibrium point for (2.10) in
a domain X ⊂ Rn containing x∗ = 0. Let V : X 7→ R be a continuously
differentiable function such that
V(0) = 0 and V(x) > 0 in X − {0} , (2.13)
and
V˙(x) ≤ 0 in X . (2.14)
Then, x∗ = 0 is stable. Moreover, if
V˙(x) < 0 in X − {0} , (2.15)
then x∗ = 0 is asymptotically stable.
Theorem (2.5) plays a central role in the field of control theory, not only be-
cause it allows to analyse the stability properties of open-loop systems, but also
because the question of designing a stabilizing feedback controller is frequently
approached as the task of specifying a Lyapunov function to the closed-loop [1].
Theorem 2.6. ([1]) Global Asymptotic Stability. Let x∗ = 0 be an equilibrium
point of (2.10) and let V : Rn 7→ R be a continuously differentiable function
such that
V(0) = 0 and V(x) > 0 ∀x 6= 0, (2.16)
||x|| → ∞⇒ V(x)→ ∞, (2.17)
V˙(x) < 0, ∀x 6= 0, (2.18)
then x∗ = 0 is said to be globally asymptotically stable.
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Global stability consists in a best case scenario, where X = Rn. Nonetheless,
as it might be quite challenging to verify it in practice, one usually has to guar-
antee stability at least in a certain domain broad enough for practical purposes,
a domain of attraction. In this context, the problem of estimating a domain of
attraction constitutes a wide research topic itself and it will not be covered in
details in this work. For more discussions on this issue please refer to [64]-[66],
[113]-[117].
Finally, a remarkable result which guarantees asymptotic stability even if
(2.18) is not fulfilled is presented below, namely the LaSalle’s invariance princi-
ple.
Theorem 2.7. ([1]) LaSalle’s Invariance Principle. Let Ω ⊂ X be a compact
set that is positively invariant with respect to (2.8). Let V : X 7→ R be a
continuously differentiable function such that V˙(x) ≤ 0 in Ω. Let E be the set of
all points in Ω where V˙(x) = 0. Let M be the largest invariant set in E. Then
every solution starting in Ω approaches M as t→ ∞.
This theorem provides a quite different perspective when compared with Theo-
rem 2.5, as V˙ is not required to be negative definite. Numerous control strategies
apply this theory in order to guarantee asymptotic stability for the interconnec-
tion of a controller with a given plant. As a direct consequence of Theorem 2.5,
the following conclusions can be established [1].
Corollary 2.1. Let x∗ = 0 be an equilibrium point for (2.10). Let V : X 7→ R
be a continuously differentiable positive definite function on a domain X con-
taining the origin, such that V˙(x) ≤ 0 in X . Let S = {x ∈ X |V˙(x) = 0} and
suppose that no solution can stay identically in S, other than the trivial solution
x(t) ≡ 0. Then, the origin is asymptotically stable.
Corollary 2.2. Let x∗ = 0 be an equilibrium point for (2.10). Let V : X 7→ R
be a continuously differentiable, radially unbounded, positive definite function
such that V˙(x) ≤ 0 for all x ∈ Rn. Let S = {x ∈ Rn|V˙(x) = 0} and suppose
that no solution can stay identically in S, other than the trivial solution x(t) ≡ 0.
Then, the origin is globally asymptotically stable.
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3 Literature Review
This chapter contains a comprehensive overview of the work that has been done
in the field of passivity/dissipativity analysis and control over the last decades.
The definitions of passivity, dissipativity, passivity indices, for instance, are
introduced, while the theoretical framework for testing whether a certain sys-
tem possesses those properties is also presented. Closed-loop stabilization in
a dissipativity-based framework is discussed in an in-depth manner, so that the
major controller design strategies available in the literature are covered. The
dynamical systems considered in the following are those introduced in Chapter
2, namely nonlinear models of the form (Γnl) as in (2.8), and linear plants (Γl)
as in (2.9). The concepts and theorems introduced in the forthcoming sections
will be referred to throughout this entire dissertation.
3.1 Passivity and Dissipativity Analysis
3.1.1 Dissipative Systems
The notion of dissipativity can be viewed as a phenomenon of loss of energy,
which is widely recognized as a fundamental property of any physical system
[3]. It was introduced in the field of control theory in [16] and has been the
subject of intensive research ever since [20], [23], [26]. Typical examples of
dissipative systems are the electrical circuits, in which the supplied energy is
partially dissipated as heat in the resistors [3], [4]. From a theoretical perspective,
dealing with the notion of dissipativity demands, as a first step, the introduction
of two relevant functions:
• the supply rate w(u,y), that is the rate at which energy flows into the sys-
tem,
• the storage function V(x), which measures the amount of energy stored
inside the system.
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|w(u(τ),y(τ))|dτ < +∞, (3.1)
which means that w is assumed to be Lebesgue integrable independently of the
input and the initial conditions. An admissible input means that the ODE (2.8)
has a unique differentiable solution, for which a sufficient condition is that the
vector field f (x(t)) + g(x(t))u(t) satisfies the Carathéodory conditions (see
Theorem 2.1), where u(t) may be Lebesgue measurable.
The relation between w(u,y) and V(x) is established by the so-called dissi-
pation inequality, which states that along the time trajectories of a dissipative
system the increase in the stored energy is not greater than the supply rate. The
system cannot store more energy than is supplied to it from the outside [3]. In
addition, dissipativity is invariant under parallel and negative feedback intercon-
nection and it is closely related to stability, as a dissipative system with a positive
definite storage function V(x) has, under mild assumptions, a Lyapunov stable
equilibrium at the origin [6], [8], [9].
Definition 3.1. ([3]) Dissipative System. The system (Γnl) is said to be dissipa-
tive if there exists a so-called storage function V(x) ≥ 0 such that the following
dissipation inequality holds




along all possible trajectories of (Γnl) starting at x(0), for all x(0), t ≥ 0.
Definition 3.1, frequently referred to as Willems’s definition, is a very gen-
eral one, which does not require any regularity assumptions. The existence of a
storage function is sufficient for guaranteeing the dissipativity of a given system,
whereas storage functions are defined up to an additive constant [22]. If the sys-
tem is dissipative with respect to supply rates wi(u,y), 1 ≤ i ≤ m, then it is also
dissipative with respect to any supply rate of the form ∑mi=1 αiwi(u,y), where
αi ≥ 0 for all 1 ≤ i ≤ m [3].
As it is going to be shown later in this section and in the remainder of this
thesis, the notion of storage function no longer has to be attached to a physical
interpretation of energy. Although this perspective was dominant at the time
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when this theory was introduced, the concept of storage function has acquired a
much more general meaning with the latest developments in the field.
This approach which connects a supply rate defined in terms of an input-output
relation with a storage function, which is a function of the state variable, has
proven highly successful in the field of control theory. Certainly, it is a major
achievement, as it has allowed for a number of applications and created a whole
new field of investigation. Nevertheless, the first results reported in the realm
of dissipativity theory were based rather on an input-output framework alone,
relying critically on Lp analysis for e stablishing stability results. In this regard,
dissipativity can also be defined as in the classical work of Hill and Moylan [52]
reported below.
Definition 3.2. ([52]) Dissipative System. The system (Γnl) is said to be dissi-
pative with respect to the supply rate w(u,y) if for all admissible u(t) and for all
t1 ≥ t0 one has
t1∫
t0
w(u(s),y(s))ds ≥ 0, (3.3)
with x(t0) = 0 and along trajectories of (Γnl).
This corresponds to imposing that storage functions satisfy V(0) = 0. This
is justified by the fact that storage functions will often, if not always, be used as
Lyapunov functions for studying the stability of an equilibrium of (Γnl)with zero
input u(t). In a slightly more general setting, one may assume that the controlled
system has an equilibrium x∗, correponding to some input u∗, and with
f (x∗) + g(x∗)u∗ = 0, y∗ = h(x∗) + d(x∗)u∗
and
w(u∗,y∗) = 0, V(x∗) < +∞.
Then, changing V(x) to V(x)−V(x∗) one obtains V(x∗ = 0).
Another class of dissipative systems which is frequently referred to, specially
in the realm of control by interconnection, is the notion of cyclo-dissipativity.
Definition 3.3. ([3]) Cyclo-dissipative System. The system (Γnl) is said to be
cyclo-dissipative with respect to the supply rate w(u,y) if
t1∫
t0
w(u(s),y(s))ds ≥ 0, (3.4)
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for all t1 > t0, all admissible u(t) whenever x(t0) = x(t1) = 0.
The difference with regard to Definition 3.2 is that the state boundary condi-
tions are forced to be the equilibrium of the free system: trajectories that start
and end at x = 0. A cyclo-dissipative system abosorbs energy for any cyclic mo-
tion passing through the origin. Cyclo-dissipativity and dissipativity are related
as follows, where a proof of the subsequent theorem can be found in [55].
Theorem 3.1. Suppose that the system (Γnl) defines a causal input-output oper-
ator Hx(0), and that the supply rate is of the form
w(u,y) = y>Qy+ 2y>Su+ u>Ru,
with Q and R symmetric. Suppose further that the system is zero state detectable.
Then, dissipativity in the sense of Definition 3.2 and the cyclo-dissipativity of
(Γnl) are equivalent properties.
3.1.2 Storage Functions
Having in mind this preliminary material, the next natural question is:
Given a system, how can we find V(x)? (3.5)
This question is closely related to the problem of finding a suitable Lyapunov
function, in the Lyapunov second method. As it going to be stated next, a storage
function can be found by computing the maximum amount of energy that can be
extracted from the system.
Definition 3.4. ([3]) Available Storage. The available storage Va( · ) of the
system (Γnl) is given by








where Va(x) is the maximum amount of energy which can be extracted from the
system with initial state x = x(0).
The supremum taken over all admissible u(t), all t ≥ 0, all signals with initial
value x(0) = x, and the terminal boundary conditions x(t) is left free. It is clear
that Va(x) ≥ 0 (take t = 0 to notice that the supremum cannot be negative).
When the final state is not free but constrained to x(t) = 0 (the equilibrium of
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the uncontrolled system), then one speaks of the virtual available storage V∗a ( · )
[55].
Another function that plays an important role in the framework of dissipative
systems, called the required supply. We recall that the state of a system is said
reachable from the state x∗ if, given any x and t, there exist a time t0 ≤ t and an
admissible controller u(t) such that the state can be driven from x(t0) = x∗ to
x(t) = x. The state-space X is connected provided every state is reachable from
every other state.
Definition 3.5. ([3]) Required Supply. The required supply Vr( · ) of the system
(Γnl) is given by
Vr(x) = inf






with x(−t) = x∗, x(0) = x, and it is assumed that the system is reachable from
x∗. The function Vr(x) is the required amount of energy to be injected in the
system to go from x(−t) to x(0).
The infimum is taken over all trajectories starting from x∗ at −t and ending
at x(0) = x at time 0, and all t ≥ 0 (or said differently, over all admissible
controllers u(t) which drive the system from x∗ to x on the interval [−t,0]). If
the system is not reachable from x∗, one may define Vr(x) = +∞. Contrary to
the available storage, the required supply is not necessarily positive. When the
system is reversible, the required supply and the available storage coincide [24].
It is interesting to define accurately what is meant by reversibility of a dynamical
system. This is done thanks to the definition of a third energy function, the cycle
energy.







where the infimum is taken over all admissible u(t) which drive the system from
x(t0) = 0 to x.
The cycle energy is, thus, the minimum energy it takes to cycle a system be-
tween the equilibrium x = 0 and a given state. One has
Va(x) +Vc(x) = Vr(x), (3.9)
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assuming that the system is reachable so that the required supply is not identically
+∞. Then, the following holds.
Definition 3.7. Let a dynamical system be passive, i.e. w = u>y, and let its
state-space representation be reachable. The system is irreversible if Vc(x) = 0
only if x = 0. It is said uniformly irreversible if there exists a class K∞ funcion
α(x) such that for all x ∈ Rn : Vc(x) ≥ α(||x||). the system is said reversible
if Vc(x) = 0 for all x ∈ Rn, i.e. if Va(x) = Vr(x).
Theorem 3.2. ([22],[23]) The available storage Va(x) in (3.6) is finite for all
x ∈ X if and only if (Γnl) in (2.8) is dissipative in the sense of Definition 3.1.
Moreover, 0 ≤ Va(x) ≤ V(x) for all x ∈ X for dissipative systems and Va is
itself a possible storage function.
Therefore, dissipativity can be tested by attempting to compute Va(x): if it
is locally bounded, it is a storage function and the system is dissipative with
respect to the supply rate w(u,y). The idea of determining a storage function for
a certain system, particularly a positive definite function, is a central paradigm in
this thesis and is going to be approached in a variety of manners.
Proposition 3.1. ([3]) Consider the system (Γnl) in (2.8). Assume that it is zero
state observable (u(t) = 0 and y(t) = 0 for all t ≥ 0 imply that x(t) = 0 for
all t ≥ 0), with a reachable state-space X , and that it is dissipative with respect
to w(u,y) = u>y. Let d(x) + d>(x) has full rank for all x ∈ X . Then, Va(x)




g>(x)∇V(x))>(d(x) + d>(x))−1(h(x)− 1
2
g>(x)∇V(x)) = 0.
In the LTI case, and provided the system is observable and controllable, then
Va(x) = x>Pax and Vr(x) = x>Prx satisfy the above PDE, which means that
Pa and Pr are extremal solutions of the Riccati equation A>P + PA + (PB −
C>)(D+D>)−1(B>P−C) = 0. In the realm of the linear plants, the problem
of determining a storage function which could be used as a Lyapunov function is
efficiently solved via LMIs, in a variety of scenarios. In the case of the nonlinear
plants, however, it is a much more complex challenge to succeed in it.
After having introduced the notion of dissipativity and storage function, we
now focus on a particular though remarkably relevant special case of dissipative
systems, namely the passive systems.
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Definition 3.8. ([3]) Passive System. Suppose that the system (Γnl) in (2.8)
is dissipative with supply rate w(u,y) = u>y and storage function V( · ) with
V(0) = 0, i.e for all t ≥ 0:




Then the system is called passive.
Definition 3.9. ([3]) Strictly Passive System. The system (Γnl) in (2.8) is said to
be strictly passive if it is dissipative with supply rate w(u,y) = u>y and storage
function V(x) with V(0) = 0, and there exists a positive definite function S(x)
such that for all t ≥ 0:







if the equality holds in the above and S(x(t)) ≡ 0, then the system is said to be
lossless.
Some authors [7] also introduce a notion of weak strict passivity that is more
general than the strict passivity: the function S(x) is replaced by a dissipative
function D(x,u) ≥ 0, D(0,0) = 0. The notion of weak strict passivity is meant
to generalize WSPR functions to nonlinear systems.
Theorem 3.3. ([22]) Suppose that the system (Γnl) in (2.8) is lossless with a
minimum value at x = x∗ such that V(x∗) = 0. If the state-space is reach-
able from x∗ and controllable to x∗, then Va(x) = Vr(x) and thus the storage
function is unique and given by V(x) =
∫ 0
t1
w(u(t),y(t))dt with any t1 ≤ 0
and u ∈ U such that the state trajectory starting at x∗ at t1 is driven by u(t) to
x = 0 at t = 0. Equivalently V(x) = − ∫ t10 w(u(t),y(t))dt with any t1 ≥ 0
and u ∈ U such that the state trajectory starting at x at t = 0 is driven by u(t)
to x∗ at t1.
Remark 3.1. If the system (Γnl) in (2.8) is dissipative with supply rate w = u>y,
i.e. passive, and the storage function satisfies V(0) = 0 with V(x) positive
definite, then the system and its zero dynamics are Lyapunov stable. This can be
seen from the dissipativity inequality (3.2) by taking u or y equal to zero.
This remark contains an outstanding result, as it connects the concept of pas-
sivity with the traditional Lyapunov stability. This statement is, indeed, a cor-
nerstone of modern control technology and is particularly useful in the context
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of feedback stabilization of nonlinear plants, where a major strategy consists in
determining a control law which renders the closed-loop passive with a positive
definite storage, thus, stable.
In [52], a general supply rate identical to that of Theorem 3.1 was introduced,
and it has proven very suitable to distinguish between different types of dissipa-
tive as well as strictly passive systems.
Definition 3.10. ([3]) General Supply Rate. Let us consider a dissipative system
(Γnl) with supply rate
w(u,y) = y>Qy+ 2y>Su+ u>Ru, (3.12)
with Q = Q>, R = R>. If Q = 0, R = −eIm, e > 0, S = 12 Im, the system is
said to be input strictly passive (ISP), i.e.
t∫
0












If Q = −δIm, δ > 0, R = −eIm, e > 0, S = 12 Im, the system is said to be very
strictly passive (VSP), i.e.
t∫
0







Notice that Definitions 3.9 and 3.11 do not imply in general the asymptotic
stability of the considered system. Then, at this point, it is important to dis-
cuss the circumstances under which dissipativity with (3.12) implies asymptotic
convergence. A well-established approach relies on the relationship between the
finite-gain property of an operator and dissipativity. Assume that (Γnl) is dissi-




[y>(s)Qy(s)) + 2y>(s)Su(s) + u>(s)Ru(s)]ds,
3.1 Passivity and Dissipativity Analysis 21
















so that the operator u 7→ y has a finiteL2-gain with a bias equal toV(x(0)). Dis-
sipativity with supply rates w(u,y) = −δy>y + eu>u will be commonly met
and it is sometimes called the H∞-behaviour supply rate of the system. There-
fore, dissipativity with Q = −δIm and R = eIm and S = 0 implies finite-gain
stability. What about the converse? The following is true [54]:
Theorem 3.4. The system is dissipative with respect to the general supply rate
in (3.12) with zero bias (β = 0) and with Q < 0, if and only if it is finite-gain
stable.
A dynamical system may be dissipative with respect to several supply rates,
and with different storage functions corresponding to those supply rates. Let us
make an aside on LTI systems. We consider a general supply rate with Q ≤ 0
and R¯ = R+ SD+ D>S+ D>QD > 0. We denote S¯ = S+ D>Q. Then










where β( · ) ≥ 0 and β(0). Then
• There exists a solution P ≥ 0 to the algebraic Riccati equation (ARE)
A>P+ PA+ (PB− C>S¯>)R¯>(B>P− S¯C)− C>QC = 0, (3.19)
such that A∗ = A+ BR¯−1(B>P− S¯C) is asymptotically stable, and
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• There exists a solution P¯ > 0 to the algebraic Riccati inequality (ARI)
A> P¯+ P¯A+ (P¯B− C>S¯>)R¯>(B>P¯− S¯C)− C>QC < 0. (3.20)
Conversely, suppose that there exists a solution P ≥ 0 to the ARE (3.19)
such that the matrix A∗ = A+ BR¯−1(B>P− S¯C) is asymptotically sta-
ble. Then the matrix A is asymptotically stable and the system (A,B,C,D)
satisfies (3.18) with the above supply rate.
This theorem establishes a condition for asymptotic stability of free systems.
Later in this work, we are going to approach the problem of how to use the
dissipativity properties of a system, in terms of the matrices (Q,S,R), in order
to guarantee closed-loop stabilizability by feedback control. In that case, the
matrix Q, for example, cannot be assumed to be negative definite, and we have
to investigate alternative conditions for stabilization.
With regards to nonlinear systems, there exist certain algebraic conditions for
dissipativity as well. In order to approach those conditions, though, we have to
consider the following assumptions firstly.
Assumption 3.1. The state-space of system (2.8) is reachable from the origin.
More precisely, given any x1 and t1, there exists t0 ≤ t1 and an admissible
control u(t) such that the state can be driven from x(t0) = 0 to x(t1) = x1.
Assumption 3.2. The available storage Va(x), when it exists, is a differentiable
function of x.
These two assumptions are supposed to hold when it comes to the following
definition.
Definition 3.11. ([3]) QSR-dissipativity. A system is called QSR-dissipative if
it is dissipative with the following supply rate
w(u,y) = y>Qy+ 2y>Su+ u>Ru =
[
y> u>







where Q = Q> and R = R>.
Theorem 3.6. ([3]) Nonlinear KYP Lemma. The nonlinear system (2.8) is dis-
sipative in the sense of Definition 3.2 with respect to the supply rate w(u,y)
in (3.20) if and only if there exists functions V : Rn 7→ R, L : Rn 7→ Rq,
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W : Rn 7→ Rq×m (for some integer q), with V(x) differentiable, such that:
V(x) ≥ 0,
V(0) = 0,






Sˆ(x) , Qd(x) + S,
Rˆ(x) , R+ d>(x)S+ S>d(x) + d>(x)Qd(x). (3.23)
If cyclo-dissipativity is used instead of dissipativity, then the first two con-
ditions on the storage function V(x) can be replaced by the single condition
V(0) = 0 [55]. A linear version of this lemma will be presented in Chapter
4 as a necessary and sufficient condition for passivity and positive realness of
controllable and observable LTI plants.
Corollary 3.1. ([52]) If the system (2.8) is dissipative with respect to the supply
rate in (3.21), then there exists V(x) ≥ 0, V(0) = 0 and some L : X 7→ Rq,
W : X 7→ Rq×m such that
d(V ◦ x)
dt
= −[L(x) +W(x)u]>[L(x) +W(x)u] + w(u,y). (3.24)
Notice that the notion of strict passivity can be introduced as a special case of
Theorem 3.6 for
Q = 0, R = 0, S =
1
2
, d = 0, (3.25)
where (3.22) is reduced to{ ∇V>(x) f (x) = −L>(x)L(x) = −S(x),
g>(x)∇V(x) = h(x). (3.26)
3.1.3 Passivity Indices
An important special case of QSR-dissipativity is the notion of passivity indices
[48], which can be interpreted as an estimate of the level of passivity of a system.
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Definition 3.12. ([48]) Passivity Indices. The system (Γnl) in (2.8) has input
feed-forward passivity index (IFP) ν ∈ R and output feedback passivity index
(OFP) ρ ∈ R if the following holds
V˙(x(t)) ≤ u>(t)y(t)− νu>(t)u(t)− ρy>(t)y(t), (3.27)
∀t ≥ 0, for some function V : Rn 7→ R, V ≥ 0.
If both ρ > 0 and ν > 0, then the system has an excess of passivity. If either
ρ < 0 or ν < 0, then (Γnl) lacks passivity. If ν = ρ = 0, the system is simply
passive, which means that it is stable (if V > 0) and minimum-phase. The OFP
index is a measure of the level of stability of a system and the IFP index is a
measure of the extent that the minimum phase property is present [48].
Before generalizing our results to the case of QSR-dissipative systems, we
have approached the problem of stabilization of nonlinear systems mainly in
the framework of passivity indices [125]-[128]. We proved that, under certain
circumstances, the indices can be used for determining a feedback through a
closed-form expression which allows even for establishing an interval for such
a stabilizing gain. In general, there is a rich literature in the field of controller
design and systems analysis using the concept of passivity indices, embracing a
variety of relevant applications [48], [109], [19], [49].
3.1.4 Stability of Interconnected Dissipative Systems
Throughout this chapter we have considered stability and dissipativity of indi-
vidual systems. Another question of pivotal importance, though, concerns the
stability analysis of interconnections of dissipative systems. An immediate ap-
plication of such a framework lies in the domain of controller design technology,
since a stabilizing controller can be interpreted as another dynamical system con-
nected with the plant in an appropriate manner.
In [52], a general framework to compute storage functions for nonlinear input-
affine systems was introduced. In [53], the stability properties of interconnected
dissipative systems was investigated in terms of the (Q,S,R) matrices of both
systems and their relationships. In the following, we present this important result
which is crucial to our work, specially with regards to the contributions which
we are going to provide in Chapter 6.
Consider, firstly, two subsystems H1 and H2 described by the following state-
space representations based on (2.8)
Hi :
{
x˙i = fi(xi) + gi(xi)ui
yi = hi(xi) + di(xi)ui,
(3.28)
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for i = 1,2. We also assume that the feedback system is well-defined, i.e.
I + d2(x2)d1(x1) is nonsingular ∀ (x1,x2). (3.29)
This guarantees that an extended state [x1 x2]> appropriately describes the dy-
namics of the interconnected system, based on an augmented ODE whose exis-
tence and uniqueness of solutions is assured.
Theorem 3.7. ([53]) Suppose that the two subsystems H1 and H2 are dissipative
with respect to the supply rates
wi(ui,yi) = y>i Qiyi + 2y
>
i Siui + u
>
i Riui, i = 1,2.




Q1 + αR2 −S1 + αS>2
−S>1 + αS2 R1 + αQ2
]
, (3.30)
is negative semidefinite (negative definite) for some 0 < α ∈ R.
Theorem 3.7 provides a powerful framework for stabilization purposes, as
one of its direct applications implies that a dissipative controller with matrices
(Q2,S2,R2) can be designed for compensating for the dissipativity properties of
a plant with (Q1,S1,R1), in order to achieve a stable closed-loop interconnection.
Furtermore, by strengthening the observability requirements, the conditions on
Qˆ can be weakened, as argued below.
Theorem 3.8. ([53]) With the same assumptions as in Theorem 3.7, suppose
that Qˆ ≤ 0 and S1 = αS>2 . Then the feedback system is asymptotically stable if
either
• The matrix (Q1 + αR2) is nonsingular and the composite system H1
(−H2) is zero-state detectable, or
• The matrix (R1 + αQ2) is nonsingular and the composite system H2H1 is
zero-state detectable.
Theorems 3.7 and 3.8 provide stability criteria in terms of general quadratic
supply rates. These theorems are of key importance for this work, as we rely
decisively on them for controller design. Moreover, as previously discussed in
Section 3.1.2, such a general supply rate allows for specifying some subclasses
of dissipative systems, which includes the class of the passive systems, as well
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as ISP, OSP and VSP systems. The illustrative table below summarizes partic-
ular cases of QSR-dissipativity that are of major importance in the literature.
Consider (e,e1,e2) as positive constants defined in R+. See [53] for a detailed
discussion.
Table 3.1: Special supply rates
Supply rate Type of dissipativiity
u>y passive
u>y− eu>u input strictly passive (ISP)
u>y− ey>y output strictly passive (OSP)
u>y− e1u>u− e2y>y very strictly passive (VSP)
According to the type of dissipativity in consideration, a variety of assertions
can be formulated with regard to the interconnection of H1 and H2.
Corollary 3.2. ([53]) If both H1 and H2 are passive, then the feedback system
is stable. Asymptotic stability follows if, in addition, any one of the following
(nonequivalent) conditions is satisfied:
1. One of H1 and H2 is VSP.
2. Both H1 and H2 are ISP.
3. Both H1 and H2 are OSP.
4. H1(−H2) is zero-state detectable, and either
• H2 is ISP or,
• H1 is OSP.
5. H2 H1 is zero-state detectable, and either
• H2 is OSP,
• H1 is ISP.
This corollary contains valuable information as to how different types of feed-
back controllers can be selected in order to guarantee asymptotic stability when
connected with a plant whose dissipativity properties are known or have been, at
least, estimated.
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3.1.5 Locally Dissipative Interconnected Systems
In the previous sections, a variety of conditions for a system to be dissipative
have been introduced. These conditions were considered to be globally valid, i.e.
in the whole domain composed of the state and input variables (x,u). In practical
applications, however, it may not be possible to ensure global QSR-dissipativity
with regards to a certain quadratic supply rate, while local dissipativity, though,
may be achievable. If this property is fulfilled in a domain broad enough for
the specific application, then certain stabilization problems can be eventually
solved through such a local analysis. In [38], the property of local dissipativity
was introduced and conditions for the stability of the interconnection of locally
dissipative nonlinear systems was presented. In our work, we rely heavily on this
results, also presented below.
Firstly, let U be defined as an inner product space whose elements are func-
tions ( · ) : R 7→ R. Furthermore, let Un be the space of n-tuples over U with






Then, as introduced in Chapter 2, for any u ∈ Un and any T ∈ R, a truncation
uT can be defined via
uT(t) =
{
u(t) for t < T
0 otherwise.
In addition, truncated inner product is defined by
〈u,v〉T = 〈uT ,vT〉.
Finally, let us specify an extended space Une = {u | uT ∈ Un for all T ∈ R},
as discussed in Section 2.1. A system with m inputs and p outputs may now be
formally defined as a relation on Ume ×Upe , that is, a pair (u ∈ Ume , y ∈ Upe ).
We assume that there exists a state-space X for the dynamical system.
Definition 3.13. ([38]) Locally Dissipative System. A dynamical system is
called locally QSR-dissipative in a region Ω ⊂ X if
T∫
0
w(u,y)dt = 〈y,Qy〉T + 2〈y,Su〉T + 〈u,Ru〉T ≥ 0,
∀u ∈ Ue and T ∈ R+, such that x(0) = 0 and x(t) ∈ Ω for 0 ≤ t ≤ T.
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Next, consider the following conditions on a system and its local properties
such that it is internally stable. Such properties will be applied below for estab-
lishing stability conditions for interconnections of dissipative systems.
Theorem 3.9. ([38]) Let the dynamical system
(i) Be locally QSR-dissipative in a region Ω ⊆ X .
(ii) Be locally connected in a region Ωc with respect to Ω.
(iii) Be locally uniformly controllable in a region Ωuc with respect to Ω.
(iv) Be locally uniformly zero state detectable in a region Ωz with respect to
Ω.
(v) Be locally Lipschitz continuous in the region Ω.
(vi) There exists a well-defined feedback law u∗( · ) such that w(u∗( · ),y) < 0,
∀y 6= 0, u∗(0) = 0.
Furthermore, suppose that the region Ωs , Ωc ∩ Ωuc ∩ Ωz is nonempty, in
the sense that it contains an open neighborhood of the origin. Then, if Q < 0,
the origin is asymptotically stable.
The Lipschitz continuity arguments employed in Theorem 3.9 are necessary in
order to ensure that the system’s trajectory, when started in a given subset of Ω,
remains inside the domain Ω for a finite time, irrespective of the system stability
[38]. The next theorem extends the content of Theorem 3.9 to the case of a linear
interconnection of N locally dissipative subsystems, where this interconnection
is described by




Hijyj, i = 1, · · · ,n, (3.31)
ui is input to subsystem i, yi is the output, uei is an external input, and Hij are
constant matrices. A compact matrix notation is, with obvious definitions
U = Ue − Hy. (3.32)
Theorem 3.10. ([38]) Let the dynamical system by formed by interconnecting N
subsystems via the interconnection (3.31) and suppose that:
(i) The ith subsystem is locally QSR-dissipative with (Qi,Si,Ri) in a regionΩi
satisfying conditions (i)-(vi) of Theorem 3.9.
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(ii) The interconnection (3.31) is such that the dynamic state-space Xˆ equal
the Cartesian product of the state-space of individual subsystems andΩ =
Ω1 × · · · ×ΩN is a nonempty region containing a neighborhood of the
origin (Ω ⊆ Xˆ ).
(iii) The overall system is uniformly zero-state detectable in a region Ωz with
respect to Ω, where Ωz is a nonempty region containing a neighborhood
of the origin (Ω ⊆ Xˆ ).
(iv) The overall system is locally Lipschitz continuous in Ω.
If Qˆ > 0, then the origin is asymptotically stable, where
Qˆ = SH + H>S> − H>RH −Q, (3.33)
Q = {Q1, · · · ,QN} , S = {S1, · · · ,SN} , R = {R1, · · · ,RN} . (3.34)
Theorem 3.10 provides a powerful framework for local dissipativity and sta-
bility analysis of interconnected nonlinear systems. The idea of estimating the
parameters (Qi,Si,Ri) for each individual subsystem becomes, then, a key prob-
lem to which a number of strategies can be applied. For LTI systems, the problem
can be frequently solved via LMIs. In the domain of nonlinear models, the ques-
tion of determining those matrices and, at the same time the respective storage
functions, is more involved. Polynomial systems, for example, can be investi-
gated through SOS techniques [109], whereas rational models can be dealt with
via polytopic LMI strategies [128], as we are going to show later in this work.
3.2 Dissipative Control Synthesis
Among the classical references in the area of dissipative control systems synthe-
sis one includes the contribution [102], which summarizes the results of [103]
and [104], and introduces new material as well. In those references, the prob-
lem of expressing strict dissipativity as a necessary and sufficient condition for
(asymptotic) stabilizability of a system is addressed. In [102], for instance, the
following class of systems is considered
(Γ)
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where z ∈ Rq is the output to be controlled and d¯ ∈ Rd is a disturbance. In








is used, where the additional assumption that Q ≤ 0 implies
rq(z,0) ≤ 0. (3.37)
As a result, the open-loop system is stable in the sense of Lyapunov, if it is dis-
sipative with a positive definite storage function. In this context, the dissipative
control problem can be formulated as follows
Find u = K(x) such that the closed-loop system is
dissipative with respect to the supply rate rq(z,d¯).
In [102]-[104], the analysis is restricted to the class of the open-loop stable
models. Moreover, the notion of strict dissipativity employed in order to achieve
asymptotic stability was the one introduced in relation (3.18) of Theorem 3.5,
where a function of the input signal is added to the right-hand side of that relation.
The main result with regards to that topic is presented below in terms of solutions
of a PDI.
Theorem 3.11. ([102]) Consider the system (Γ) in (3.35) and the supply rate
rq(z,d¯) satisfying (3.37). Assume that there exists u(x) = k(x) such that the
closed-loop system is dissipative with respect to the supply rate rq(z,d¯). Then





{∇xV(x) · f (x,u,d¯)− rq(z,d¯)} ≤ 0, (3.38)
such that V ≥ 0 and V(0) = 0. Conversely, assume that there exists a smooth
function V solving the PDI (3.38) in the classical sense such that V ≥ 0 and
V(0) = 0. Suppose that the control law u(x) attains the infimum on the left-
hand side of (3.38). Then the closed-loop is dissipative with respect to the supply
rate rq(z,d¯).
The closed-loop is guaranteed to be stable if V is positive definite, so that it
qualifies as a Lyapunov function. Zero-state detectability is the property usu-
ally associated with positive definiteness of storage functions. In [102], another
theorem regarding asymptotic stability is presented, based in a notion of strict
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dissipativity similar to (3.18). In the present work, though, we adopt the follow-
ing definition of strict QSR-dissipativity
V˙ + N(x) ≤ w(u,y), (3.39)
where N is a positive definite function in the domainX . This definition is similar
to that of a strict passive system, approached in Definition 3.9. Furthermore, we
do not consider the presence of a disturbance d¯ or an extra output z, as we address
the problem of stabilization of systems of the form (Γnl) introduced in Chapter
2. Our main results on this topic are provided in Chapter 6, where we adapt this
dissipative control synthesis framework also for the general problem of linear
static and dynamic output feedback stabilization.
3.3 Passivity-based Control
3.3.1 Standard PBC
In this section, we discuss an idea that has been central in the domain of nonlin-
ear control theory, namely the strategy of rendering a certain system passive in
closed-loop by the application of a suitable control law, combined with the spec-
ification of a positive definite storage function. This approach is denominated
Standard PBC and, as classical references in this field, we emphasize [17] and
[51], which addressed the problem of smooth state feedback for general nonlin-
ear square systems.
In [51], a sufficient condition for state feedback asymptotic stabilization of
nonaffine systems was presented, based on the assumption that the open-loop
is locally stable in the sense of Lyapunov and that a Lyapunov function exists.
In [17], it was proven that a system can be rendered passive if and only if it
is weakly minimum-phase and has relative degree 1. The authors also estab-
lished the fact that a passive system can be globally asymptotically stabilized by
pure gain feedback if it is detectable. Subsequently, a number of passivity-based
strategies have been proposed, allowing for numerous applications of passivity,
which is a special case of dissipativity, for feedback stabilization [13].
A control action u = uˆ(x)+ v solves the Standard PBC Problem if the closed-
loop system satisfies the desired power-balance equation
V˙d(x) = v>z− dd(x), (3.40)
where Vd : Rn 7→ R+ is the desired energy function, dd : Rn 7→ R+ is the
desired damping, and z ∈ Rm is a new passive output. The problem above
32 3 Literature Review
has too many degrees of freedom, i.e. Vd, dd, z, uˆ. Selecting various desired
dissipation functions, dd, generates different versions of Standard PBC [10].
Consider the nonlinear system (2.8) in closed-loop with u = uˆ(x) + v. Then,
(3.40) holds if and only if
∇V>d ( f + guˆ) = −dd, (3.41)
z = g>∇Vd, (3.42)
for some function dd : Rn 7→ R+. By specifying the new passive output z via
(3.42), our problem amounts to find (Vd, dd, uˆ) that solve (3.41) for a given triple
( f , g, Vd). If we fix the desired damping dd, then we must be able to define a
control signal uˆ - function of Vd - so that (3.41) becomes a linear PDE in the
unknown assignable energy function Vd.
3.3.2 IDA-PBC
Over the last decades, a particular form of state-space structure known as a port-
Hamiltonian (pH) representation assumed a prominent role in the field of PBC,
as they are natural candidates to describe many physical systems. Unfortunately,
in some engineering applications, physical pH models are too complex for con-
trol design and a reduction stage, which commonly destroys the pH structure, is
usually needed. On the other hand, they yield well-established models that are
widely accepted in practice.
In principle, PBC does not demand the open-loop system to be port-Hamiltonian,
although if this is the case, then certain particular strategies can be applied in or-
der to design a stabilizing controller [45], [46]. A pH model is given by [10]
Σnl
{
x˙ = [J (x)−R(x)]∇V(x) + g(x)u
y = g>(x)∇V(x), (3.43)
where x ∈ Rn, u ∈ Rm, m ≤ n, V : Rn 7→ R is the total storage energy,
J , R : Rn 7→ Rn×n, with J = −J > and R = R> ≥ 0 are the natural
interconnection and damping matrices, respectively, u, y ∈ Rm, are conjugated
variables whose product has units of power and g : Rn 7→ Rn×m is assumed full
rank, a condition that is important for deriving an explicit state feedback control
law. Besides, we define the matrix function F : Rn 7→ Rn×n as follows
F(x) , J (x)−R(x), (3.44)
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which fulfills the inequality
F+ F> = −2R ≤ 0. (3.45)
The open-loop functionV is not assumed to be positive semi-definite nor bounded
from below. Finally, the power conservation property of pH systems is captured
by the power-balance equation
V˙ = −(∇V)>R∇V + u>y. (3.46)
Using the fact thatR ≥ 0, we obtain the relation
V˙ ≤ u>y, (3.47)
which we refer to as cyclo-passivity inequality.
Systems satisfying such an inequality are called cyclo-passive, which should
be distinguished from passive systems where V is positive semi-definite. As
stated previously in this chapter, a system is cyclo-passive if it cannot create
energy over closed paths in the state-space. It might, however, produce energy
along some initial portion of such a trajectory. Clearly, every passive system is
cyclo-passive, whereas the converse is not necessarily true [55].
Based on Hamiltonian representations of a model, a strategy known as IDA-
PBC (Interconnection and Damping Assignment Passivity-based Control) was
introduced in [11] and [12]. The method can be summarized in the following
proposition.
Proposition 3.2. IDA-PBC Strategy. Consider the system
x˙ = f (x) + g(x)u. (3.48)
Assume there are matrices g⊥(x), Jd(x) = −J >d (x), Rd(x) = R>d (x) ≥ 0
and a function Hd : Rn 7→ R that verifies the PDE
g⊥(x) f (x) = g⊥(x)[Jd(x)−Rd(x)]∇Vd, (3.49)
where g⊥(x) is a full-rank left annihilator of g(x), that is, g⊥(x)g(x) = 0, and
Vd(x) is such that
x∗ = arg min Vd(x), (3.50)
with x∗ ∈ Rn the equilibrium to be stabilized. Then, the closed-loop system
(3.48) with u = β(x), where
β(x) = [g>(x)g(x)]−1g>(x)× {[Jd(x)−Rd(x)]∇Vd − f (x)} , (3.51)
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takes the pH form
x˙ = [Jd(x)−Rd(x)]∇Vd, (3.52)
with x∗ a (locally) stable equilibrium. It will be asymptotically stable if, in addi-
tion, x∗ is an isolated minimum of Hd(x) and the largest invariant set under the
closed-loop dynamics (3.52) contained in{
x ∈ Rn | (∇Vd)>Rd∇Vd = 0
}
, (3.53)
equals {x∗}. An estimate of its domain of attraction is given by the largest
bounded level set {x ∈ Rn | Vd(x) ≤ c}.
The key step in IDA-PBC is the solution of linear PDE (3.49). In this regard,
the following assertions hold.
• MatricesJd(x) andRd(x) are free, up to the constraint of skew-symmetry
and positive semidefiniteness, respectively,
• Vd(x) may be totally, or partially, fixed provided we can ensure (3.50), and
probably a properness condition. In this case, the problem would be posed
rather as a set of algebraic equations than as a PDE,
• There is an additional degree-of-freedom in g⊥(x) which is not uniquely
defined by g(x).
3.3.3 Control by Interconnection
In the well-known Control by Interconnection (CbI) strategy [44], [47], the con-
troller is another pH system with its own state variables and energy function, i.e.
a dynamic feedback controller. The overall system is still cyclo-passive with a
new energy function given by the sum of the energy functions of the plant and the
controller [44]. As the closed-loop energy function is not guaranteed to have a
minimum at the desired equilibrium point, it is necessary to relate the states of the
plant and the controller via generation of invariant sets defined by the so-called
Casimir functions.
In its basic formulation, CbI assumes that only the plant output is measurable
and considers the classical output feedback interconnection. Generally formu-
lated, CbI is a dynamic output feedback strategy based on the idea of assigning
a Hamiltonian structure to the closed-loop interconnection, with an appropriate
closed-loop storage function that attains a strict minimum at the desired equilib-
rium point.
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First, let us define the assignable equilibria of the nonlinear system (3.43) as






with g⊥ : Rn 7→ R(n−m)×n a full rank left-annihilator of g, that is, g⊥g = 0
and rank g = n − m. Associated to each x∗ ∈ Ex there is a uniquely defined
constant control
u∗ =, −g†(x∗)F(x∗)∇V(x∗), (3.55)
where g† is the More-Penrose pseudo-inverse of g, which is well-defined since g
is assumed full rank.




yc = ∇Vc(ξ), (3.56)
is usually considered, where ξ ∈ Rm is the state of the controller, uc, yc are its
input and output of the controller, respectively, and Vc : Rm 7→ R is a controller
storage function to be designed. Alternative forms of dynamic are also possible.
In the literature, CbI comes in two basic variants. In the standard version,





















where v is a new virtual input. As the pH structure is invariant under power-





















] ∇VT , (3.58)
with
VT(x,ξ) , V(x) +Vc(ξ), (3.59)
the new total energy.
A new version of CbI has been recently introduced in [12] that, being related
to the power shaping procedure of [14], is called power shaping CbI. In this case,
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F is assumed to be non-singular and a modified port-Hamiltonian system with a
new passive output is generated as
Σps :
{
x˙ = F∇V + gu,
yps = −g>F−T(F∇V + gu). (3.60)
Noticing that yps = −g>F−T x˙ it is easy to show that (3.60) satisfies V˙ ≤








































g> −g>F−Tg] ∇VT , (3.62)
Since Vc can be modified at will, it seems reasonable to use it to shape the total
storage function VT . We are interested in shaping VT along the x coordinates
but, unfortunately, Vc is a function of ξ, so this idea cannot be applied directly.
One way to get around this, is to relate x and ξ in the following manner.
Assumption 3.3. There exist a differentiable mapping C : Rn 7→ Rm, the Jaco-












• (Power shaping CbI) detF(x) 6= 0 and
F∇C = −g. (3.64)
It is assumed that, for the given F and g, a solution of the partial differen-
tial equations (3.63) and (3.64) is known. Also, to simplify the presentation,
it is assumed that F is full rank. In [44], it is shown that condition (3.63)
(resp., (3.64)) of Assumption 3.3 ensures that, for any κ ∈ Rm, the manifolds
Mk = {(x,ξ) | C(x)− ξ = k} are invariant under the flow of the system (3.58)
(resp., (3.62)). This means that the condition C(x(t))− ξ(t) = C(x0)− ξ0 ∀t,
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(x0,ξ0) , (x(0),ξ(0)), needs to be fulfilled, which is a severe restriction to the
application of the method.
The construction of this Casimir function C(x)− ξ is the key step of CbI that
allows to shape the storage function in the state coordinates x. In order to reveal
this property and, at the same time, provide a unified framework to study both







= FT∇VT + gTv,








F −g] , gT , [ I∇C>
]
g. (3.66)
The proposition below opens the possibility of creating appropriate storage func-
tions that can shape along x.
Proposition 3.3. ([12]) The pH system (3.65) is cyclo-passive with storage func-
tion
W(x,ξ) , VT(x,ξ) + φ(C(x)− ξ), (3.67)
for any differentiable φ : Rm 7→ R.
Proposition 3.3 can be used for stabilization of an arbitrary element of the
assignable equilibrium set Ex defined in (3.54). In [47], the authors propose func-
tions Vc and φ and give conditions on C that ensure the stabilization requirement.
As a first step, define the set of equilibria E for the system (3.65) in open-loop
(v = 0). According to (3.65), (3.66)
E = {(x,ξ) | F∇V − g∇Vc = 0} . (3.68)
previously, we have shown that
W˙ = y>T v− dT , (3.69)
with dT ≥ 0. It follows from standard Lyapunov theory that if W has a strict
minimum at a point (x∗,ξ∗) ∈ E and we set v = 0, then (x∗,ξ∗) is stable. Our
goal is thus, to find appropriate φ and Hc, and impose conditions on C, such that
(x∗,ξ∗) = arg min W(x,ξ). (3.70)
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Clearly, negativity of W˙ can be reinforced by setting
v = −KvyT , Kv = K>v > 0. (3.71)
This damping injection is usually adopted in PBC to try to make the equilibrium
asymptotically stable, which is the case if yT is a detectable output. Unfortu-
nately, the latter condition is not satisfied for CbI and we must adopt another
strategies. Recent results in this field can be found in [47], which contain a novel
adaptive approach that can be applied for stabilization of an arbitrary element of
Ex.
In Chapter 6, we are going to approach dynamic output feedback through a
framework similar to that of standard CbI, although we will rely on a dissipativity-
based line of investigation. Neither Hamiltonian representations nor Casimir
function will no longer be a part of the controller design procedure.
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4 On the Equivalence Between
Strict Positive Realness and Strict
Passivity
In this chapter, we restrict our analysis to the case of linear systems, where spe-
cific necessary and sufficient conditions for passivity can be established in terms
of solving algebraic equations of constant matrices. In addition, an equivalent
frequency-domain concept to the notion of passivity known as positive realness
is presented, as well as necessary and sufficient conditions for it to hold. The def-
initions of strict passivity and strict positive realness are also introduced. Indeed,
this chapter contains a solution to an important problem that had been open for
many years in the field of linear systems theory. Although it was well known that
the strict passivity of LTI systems with D = 0 is equivalent to their strict positive
realness [3], [6], a relevant open problem consisted of proving equivalence in the
case of D 6= 0, and that is precisely the question we deal with in this chapter.
We present a proof of this equivalence for the case of controllable and observable
LTI models, see also [124].
The text is organized as follows. We present in Section 4.1 an introduction
to the research topic, and in Section 4.2 a brief review of some relevant known
results. Here, we mathematically define (strict) passivity and (strict) positive re-
alness and provide an overview of the work that has been done concerning the
relationships among these concepts. In Section 4.3 we prove our main results,
demonstrating that in the case of LTI minimal systems strict passivity is equiva-
lent to strict positive realness. Section 4.4 presents a numerical example of our
contribution. Finally, the concluding remarks are provided in Section 4.5.
4.1 Introduction
As stressed in Chapter 3, passivity is a special case of the property of dissipativity
where the supply rate is given by the simplified expression w = y>u. Passivity
applies, then, only to square systems [6]. In this chapter, our focus relies on
linear time-invariant (LTI) passive systems with a state-space representation as
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introduced in Chapter 2 and repeated here for ease of reference [3]
(Γl)
{
x˙(t) = Ax(t) + Bu(t)
y(t) = Cx(t) + Du(t), (4.1)
where x ∈ Rn, u ∈ Rm, y ∈ Rm, A ∈ Rn×n, B ∈ Rn×m, C ∈ Rm×n and D ∈
Rm×m. We assume that (Γl) is controllable and observable, i.e. a realization
(A,B,C,D) is minimal. The respective transfer function matrix is given by
H(s) = C(sI − A)−1B+ D. (4.2)
H(s) ∈ Cm×m, s ∈ C, is considered as rational and proper. A rational transfer
function matrix is proper if all its entries are finite at s = ∞ [30].
In the LTI case, passive systems with positive storage functions are minimum-
phase and have relative degree not greater than one, i.e. the real part of their
transfer function matrices satisfy Re[H(s)] ≥ 0 for all Re[s] > 0 [9]. In short,
the passivity of (Γl) is equivalent to the positive realness of H(s) [3], [6]. In a
Nyquist diagram, it ensures that the poles of H(s) are located in the closed left-
half plane. Thus, the system is stable. Moreover, the feedback interconnection of
positive real systems is also guaranteed to be stable. Furthermore, positive real-
ness and passivity have been extensively applied in the context of robust stability
and robust stabilizability of control systems [30].
While passivity applies both to linear and nonlinear systems, positive realness
is a notion related to linear dynamical systems only. The relationship between
the many subcategories of passivity, a time-domain concept, and positive real-
ness, a frequency-domain notion, is a major field of research in linear control
theory. There still exist many open problems which are worth a deeper analysis.
Beyond passivity and positive realness, we discuss the notions of strict passivity
and strict positive realness. Both properties guarantee asymptotic stability to an
LTI system. We address the question of determining the conditions under which
an equivalence between these concepts arises. Although it is clear that passivity
and positive realness are equivalent, it is not so in the strict sense [3].
Numerous papers have been published concerning this topic, e.g. [19], [32].
A variety of necessary and sufficient conditions for strict positive realness have
been derived [21], [25], [18]. Some of them are frequency-domain conditions,




We adopt the perspective and notation introduced in [21], [23]. Consider then
the LTI system (Γl) introduced in (4.1). According to the theory introduced
in Chapter 3, the system (Γl) is said to be passive (P) if there exists a storage
function V(x) ≥ 0, V(0) = 0, such that the following dissipation inequality
holds [3]




Assuming that the storage function is differentiable, we have the following rela-
tion for a passive system [1]
V˙(x(t)) ≤ u>(t)y(t). (4.4)
If V(x) > 0, the connection with the stability of the free system is a well-known
fact. The necessary and sufficient conditions for the passivity of (Γl) are given
by the Kalman-Yakubovich-Popov (KYP) equations.
Theorem 4.1. ([3]) An LTI system with a minimal realization (Γl) is passive (P)
if and only if the set of equations
A>R1 + R1A = −L>1 L1
C> − R1B = L>1 W1 (4.5)
D+ D> = W>1 W1
is satisfied for some R1 = R>1 > 0, R1 ∈ Rn×n, L1 ∈ Rn×m and W1 ∈ Rm×m.
In this framework, passive LTI systems are stable with a quadratic Lyapunov
function V(x) = 12 x
>R1x. In addition, it is straightforward to ensure that only
systems with a positive semidefinite feedthrough, i.e. D ≥ 0, can be passive,
since D+ D> = W>1 W1 ≥ 0 and D+ D> ≥ 0 ⇔ D ≥ 0 (see Appendix A).
Moreover, if V˙(x) < 0 then (Γl) is asymptotically stable. This is the case of the
strictly passive (SP) systems [1], [17], to which there exists a positive definite
function S(x) such that for all t ≥ 0
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This definition is referred to as state strict passivity in [3] and [4], and can also
be stated as
V˙(x(t)) + S(x(t)) ≤ u>(t)y(t). (4.7)
Following the definition of [1] and [17] we call this kind of passivity as strict pas-
sivity here. The conditions for an LTI system to be SP are given in the following
theorem, in terms of linear KYP Equations.
Theorem 4.2. ([3]) An LTI system with a minimal realization (Γl) is strictly
passive (SP) if and only if the set of equations
A>R1 + R1A = −L>1 L1 − µ1P1
C> − R1B = L>1 W1 (4.8)
D+ D> = W>1 W1
is satisfied for some R1 = R>1 > 0, R1 ∈ Rn×n, P1 = P>1 > 0, P1 ∈ Rn×n,
L1 ∈ Rn×m, W1 ∈ Rm×m and a real parameter µ1 > 0.
This result can be derived from (4.7) and Theorem 4.1, with a function S(x) =
1
2 µ1x
>P1x. SP systems are asymptotically stable. Any SP system is P, but the
converse is not true.
4.2.2 Positive Realness
As reported in [21], the concept of positive realness appears frequently in a vari-
ety of aspects of engineering. Stability theory, in particular, has benefited greatly
from the introduction and further development of this notion. Consider then the
transfer function (4.2) of (Γl) and the following definition.
Definition 4.1. ([3]) A rational and proper transfer function matrix H(s) ∈
Cm×m is said to be positive real (PR) if
• all elements of H(s) are analytic in Re[s] > 0,
• H(s) is real for all positive real s,
• H(s) + H∗(s) ≥ 0 for all Re[s] > 0.
The poles of H(s) are located in the closed lef-half plane, i.e a minimal real-
ization of the system is Lyapunov stable. PR systems are dissipative and phase
bounded [25], [30]. A minimal transfer function matrix that is PR is BIBO sta-
ble, minimum-phase, and has relative degree zero or one [19]. The necessary and
sufficient conditions for positive realness are also provided by the linear KYP
equations.
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Theorem 4.3. ([25],[3]) The rational and proper transfer function matrix (4.2)
is positive real (PR) if and only if there exists matrices R2 = R>2 > 0, R2 ∈
Rn×n, L2 ∈ Rn×m and W2 ∈ Rm×m that fulfill (4.5).
In Theorem 4.3, the matrices R2, L2 and W2 replace, respectively, R1, L1
and W1 of Theorem 4.1. Equations (4.5) connect time-domain conditions for
passivity with frequency-domain conditions for positive realness. Thus, passivity
and positive realness are equivalent features. Strict positive realness is defined as
follows from [3], [4].
Definition 4.2. A rational and proper transfer function matrix H(s) ∈ Cm×m(s)
that is not identically zero for all s, is said to be strictly positive real (SPR) if
H(s− e) is PR for some e > 0.
The definition of SPR implies that the poles of H(s) are in the open left-half
plane, i.e. the system is asymptotically stable [25]. The theorem below provides
the necessary and sufficient conditions for strict positive realness.
Theorem 4.4. ([3]) The rational and proper transfer function matrix (4.2) is
strictly positive real (SPR) if and only if there exists matrices R2 = R>2 > 0,
R2 ∈ Rn×n, L2 ∈ Rn×m and W2 ∈ Rm×m and a real parameter µ2 > 0 such
that
A>R2 + R2A = −L>2 L2 − µ2R2
C> − R2B = L>2 W2 (4.9)
D+ D> = W>2 W2.
Any SPR system is also PR. The converse is not true. Furthermore, a remark-
able difference between (4.8) and (4.9) is that the latter must be satisfied for the
same matrix R2 which appears both on the left-hand and on the right-hand side
of the first KYP equation. That feature seems to turn strict positive realness into
a more restrictive condition than strict passivity.
Based on Theorems 4.1 and 4.3, an LTI system is P if and only if it is PR.
Moreover, if (Γl) is SPR then it is SP. But it is not known whether the converse
is true. Nevertheless, it is a firmly established result that strict passivity implies
strict positive realness if D = 0 [3]. The case in which D 6= 0 remained unsolved
until the present work.
There are in the literature many different and sometimes conflicting definitions
of strict passivity and strict positive realness. The definitions of some special
cases of strict positive realness such as strong and weak strict positive realness,
as well as the nomenclature used, may differ depending on the author. Important
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to emphasize is that it is not only the kind of definitions of SPR and SP systems
that makes for the necessity and sufficiency of Theorems 4.2 and 4.4, but mainly
the fact that the systems are controllable and observable, i.e. minimal. Our
definitions are consistent with [19] , [25], [3] and [6].
In [3], the authors refer to strict passivity as state strict passivity. In [32],
what is termed in [3] and [19] as input strict passivity and strong strict positive
realness is referred to as strict passivity and strict positive realness, respectively.
The authors proved equivalence between those concepts, and the nomenclature
employed may induce the reader to argue that our problem has already been
solved. We need then to stress that the authors have not really dealt with the same
problem as ours. What has been proved in [32] is that input strict passivity is
equivalent to strong strict positive realness, if we intend to be consonant with [19]
and [3]. To the best of our knowledge, we present the first proof of equivalence
between strict passivity and strict positive realness in the general case of nonzero
feedthrough matrices. The following lemma summarizes much of knowledge
available in the literature regarding the equivalences between classes of positive
real and passive systems.
Lemma 4.1. ([18]) Consider an LTI, minimal (controllable and observable)
system (2.9) whose transfer function matrix is given by (4.2), where the minimum
singular value σmin(B) > 0. Assume that the system is exponentially stable.
Consider the following statements:
1) There exist P > 0, P, L ∈ Rn×n, µmin(L) , e > 0, Q ∈ Rm×n, W ∈ Rm×m
that satisfy the Lur’e equations
A>P+ PA = −Q>Q− L (4.10)
B>P− C = W>Q (4.11)
W>W = D> + D. (4.12)
1’) Same as 1) except L is related to P by
L = 2µP, (4.13)
for some µ > 0.
2) There exists η > 0 such that for all ω ∈ R
H(jω) + H∗(jω) ≥ η I. (4.14)
3) For all ω ∈ R
H(jω) + H∗(jω) > 0. (4.15)
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4) For all ω ∈ R




2(H(jω) + H∗(jω)) > 0. (4.17)
5) The system can be realized as the driving point impedance of a port dissipative
network.
6) The Lur’e equations with L = 0 are satisfied by the internal parameter set
(A+ µI,B,C,D) corresponding to T(jω− µ) for some µ > 0.
7) For all ω ∈ R, there exists µ > 0 such that
H(jω− µ) + H∗(jω− µ) ≥ 0. (4.18)
8) There exists a positive constant ρ and a constant ξ(x0) ∈ R, ξ(0) = 0, such
that for all t ≥ 0
t∫
0




9) There exists a positive constant γ and a constant ξ(x0) ∈ R, ξ(0) = 0, such
that for all t ≥ 0
t∫
0
eγsu>(s)y(s)ds ≥ ξ(x0). (4.20)
10) There exists a positive constant α such that the following kernel is positive in
L2 (R+;Rm×m):
K(t− s) = Dδ(t− s) + Ce(A+I)(t−s)BI(t− s), (4.21)
where δ and I denote the Dirac measure and the step function, respectively.
11) There following kernel is coercive in L2 ([0,T];Rm×m), for all T:
K(t− s) = Dδ(t− s) + CeA(t−s)BI(t− s). (4.22)
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These statements are related as follows:
(1)

⇐ (2) ⇔ (8)⇔ (11)
⇒
(i f D > 0)
⇓
⇐ (1′) ⇔ (4)⇔ (5)⇔ (6)⇔ (7)⇔ (9)⇔ (10)
⇒
(i f D = 0)
⇓
(3)
The following picture summarizes the relationships between (strict) passivity
and (strict) positive realness as they are currently known.
Figure 4.1: Relations between P, PR, SP and SPR systems.
4.3 Main Results
The existence of a solution to problem (4.8) is equivalent to the feasibility of the
following LMI [23], [6][
A>R1 + R1A+ µ1P1 R1B− C>
B>R1 − C −(D+ D>)
]
≤ 0. (4.23)
An LTI minimal system is SP if and only if symmetric matrices R1 > 0,
P1 > 0 and a real parameter µ1 > 0 ensures the negative semidefiniteness of
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(4.23). By the same token, an LTI minimal system is SPR if and only if the
following holds [6][
A>R2 + R2A+ µ2R2 R2B− C>
B>R2 − C −(D+ D>)
]
≤ 0, (4.24)
for some symmetric matrix R2 > 0 and some µ2 > 0. (4.9) is equivalent to
(4.24).
In order to solve the LMIs (4.23) and (4.24) we must first of all consider the
conditions for semidefiniteness of a partitioned Hermitian matrix. We accom-
plish this task by presenting the following result due to [27] and [36]. The lemma
presented below states the necessary and sufficient conditions for a partitioned
Hermitian matrix to be positive semidefinite, which can be easily arranged to
prove negative semidefiniteness.














S11 − S12S†22S>12 ≥ 0,
where S†22 is any generalized inverse of S22.
One may state Lemma 4.2 regarding S†22 as the Moore-Penrose pseudoinverse.
Nevertheless, the choice of the generalized inverse is not a key issue, as the rele-
vant terms are invariant with respect to it [27].
We use Lemma 4.2 and the fact that S ≥ 0 if and only if −S ≤ 0 to analyse
the feasibility of the LMIs (4.23) and (4.24). We intend to prove that (4.23) is
true if and only if (4.24) is also satisfied. In other words, the sets of solutions R1
and R2 to problems (4.8) and (4.9), respectively, are the same. We are now in
conditions to state our main result.
Theorem 4.5. The controllable and observable LTI system (Γl) is strictly pas-
sive (SP) if and only if the rational and proper transfer function matrix (4.2) is
strictly positive real (SPR).
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Proof. Sufficiency: This part of the proof is widely known [3], [6]. If the system
is SPR then it is SP. For it is evident that we can arrange
R1 = R2, P1 = R2, µ1 = µ2,
in (4.23) regardless of any condition on D.
Necessity: We consider the general case D ≥ 0, as the system cannot be passive
otherwise (see Appendix A). The case D > 0, i.e. D is positive definite, is a
particular case of the former. A proof for D = 0 can be found in [3].
As a consequence of Lemma 4.2 and (4.23), (Γl) given by (2.9) is SP if and
only if the following holds for some R1 > 0, P1 > 0 and some µ1 > 0
(i) (D+ D>) ≥ 0,
(ii) (B>R1 − C) = (D+ D>)(D+ D>)†(B>R1 − C),
(iii) (A>R1 + R1A+ µ1P1) + (R1B− C>)(D+ D>)†(B>R1 − C) ≤ 0.
Similarly, (Γl) is SPR if and only if the conditions below are fulfilled
(iv) (D+ D>) ≥ 0,
(v) (B>R2 − C) = (D+ D>)(D+ D>)†(B>R2 − C),
(vi) (A>R2 + R2A+ µ2R2) + (R2B− C>)(D+ D>)†(B>R2 − C) ≤ 0.
We set R2 = R1. Then, due to (i) and (ii), conditions (iv) and (v) hold. We
rearrange (vi) as:
(A>R1 + R1A) + µ2R1 + (R1B− C>)(D+ D>)†(B>R1 − C) ≤ 0. (4.26)
What still remains to prove is that (4.26) is fulfilled for some µ2 > 0. We
know from (iii) that
(A>R1 + R1A) + (R1B− C>)(D+ D>)†(B>R1 − C) ≤ −µ1P1 < 0,
so that the matrix on the left-hand side of (4.26) can be presented as a symmetric
matrix M which is the sum of a negative definite matrix
N1 = (A>R1 + R1A) + (R1B− C>)(D+ D>)†(B>R1 − C),
and a positive definite matrix µ2R1
M = N1 + µ2R1. (4.27)
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Both N1 and R1 are symmetric. If the largest eigenvalue of the resulting matrix
M is zero for some µ2 > 0, then M ≤ 0 and µ2 and R2 = R1 are a solution to
(4.24) and (4.9), which ensures necessity to our result.
We deal in this problem with symmetric matrices, i.e. matrices whose eigen-
values are real numbers. In this context, let the eigenvalues of the symmetric
matrix M ∈ Rn×n be
λ1(M) ≥ λ2(M) ≥ · · · ≥ λn(M), (4.28)
where λ1(M) is the largest eigenvalue of the matrix.
We prove at first that λ1(M) is negative for some µ2 > 0. For that, we apply
the property that for two symmetric matrices N1,R1 ∈ Rn×n ([28], p. 396)
λ1(N1 + R1) ≤ λ1(N1) + λ1(R1), (4.29)
and that
λ1(αR1) = αλ1(R1), α ∈ R, (4.30)
thus
λ1(M) ≤ λ1(N1) + µ2λ1(R1). (4.31)
Since λ1(N1) < 0 and λ1(R1) > 0, we obtain
λ1(M) < 0, (4.32)
if




For any µ2 in this interval a matrix M < 0 is obtained, as its largest eigenvalue
is negative.
Second, we prove that there also exists µ2 > 0 such that λ1(M) > 0. With
this aim, we evoke the so-called Cauchy Interlacing Law ([28], p. 396)
λi+1(Mk) ≤ λi(Mk−1) ≤ λi(Mk), 1 ≤ i ≤ k, (4.34)
for all k = 2, · · · ,n, where Mk−1 is the (k − 1) × (k − 1) principal minor of
M. By refering to the elements of M as mi,j, for i,j = 1,2, · · · ,n, we have from
(4.34) that if m1,1 > 0 then λ1(M) > 0. Equivalently, if there exists some
µ2 > 0 such that m1,1 > 0, then λ1(M) > 0. The following relation holds
m1,1 = n1,1 + µ2r1,1, (4.35)
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where ni,j,ri,j, i,j = 1,2, · ,n, are the entries of N1 and R1, respectively. More-






and this is a sufficient condition to obtain
λ1(M) > 0. (4.37)
As λ1(M) is a continuous function of µ2 (see Figure 4.2 below), we deduce
from the Intermediate Value Theorem of ordinary calculus [29] and from (4.36)
and (4.37) that there exists a value of µ2 > 0 such that λ1(M) = 0 and M is
negative semidefinite. This value of µ2 can be determined by the well known
bisection method for finding roots of continuous functions that assume values of
opposite signs on a given closed interval [33].
Figure 4.2: Curve of the highest eigenvalue of a matrix M.
Finally, it is very important to stress that there is no conflict between (4.33)
and (4.36), as these conditions are simply existence results. Because the system
is SP we can always determine a set of values of µ2 in the interval (4.33) such
that (4.32) holds and another set of values (4.36) such that (4.37) is valid. We are
then allowed to apply the Intermediate Value Theorem to solve our problem.
Our framework covers all scenarios of the proposed problem. The existence
result we provide is also constructive, in the sense that we show how a SPR so-
lution can be determined from its SP counterpart. Values of µ2 that ensure oppo-
site signs to λ1(M) can be easily obtained and used as entries to a bisection-like
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method. As long as the system is SP, a SPR solution is guaranteed to exist and
the least conservative value for µ2 can also be determined. Thus, we conclude
that the relationships of Figure 4.1 are actually not the case, whereas Figure 4.3
below contains the actual state-of-the-art in this regard.
Figure 4.3: SP/SPR equivalence.
It is also evident that the method can provide alternative proofs for some equiv-
alence results found in the literature, such as the equivalence between input strict
passivity and strong strict positive realness. This question is addressed in [3],
which presents a solution based on Riccati-like arguments.
4.4 Example

































The respective matrix (4.23) is given by
0 0 0 0
0 −5 0 0
0 0 −4 0
0 0 0 0
 ,
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Condition (4.33) is in this case given by 0 < µ2 < 2 and if, for example,
µ2 = 1.9 then λ1(M) = −0.1. (4.36) is equivalent to µ2 > 2 and, in addi-
tion, λ1(M) = 0.1 if µ2 = 2.1. By applying the bisection method we obtain
λ1(M) = 0 for µ2 = 2, i.e. M is negative semidefinite. We have, thus, a
solution to (4.9)





, µ2 = 2.
The system is SPR and (4.24) assumes the structure below
0 0 0 0
0 −4 0 0
0 0 −4 0
0 0 0 0
 ,













In this chapter, the equivalence of strict passivity and strict positive realness of
a controllable and observable LTI system was proved. Thus, we obtained the
equivalence between a time-domain criteria and a frequency-domain concept.
We regard this result, to the best of our knowledge, as a new contribution in
the field of linear control theory. A simple algorithm for determining the least
conservative value of µ2 such that strict positive realness can be guaranteed, for
the same matrix R1 which proves strict passivity, was provided as well.
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5 On the Application of Strict
QSR-Dissipativity for Static
Output Feedback
In the following, we address another relevant open problem in the field of lin-
ear control theory, namely the static output feedback (SOF) control problem. We
provide a new necessary and sufficient condition for stabilizability of continuous-
time LTI systems by SOF. It consists in solving an ordinary LMI subject to
a quadratic equality constraint, whereas its feasibility also guarantees that the
system is strictly QSR-dissipative. In addition, a stabilizing gain can be de-
termined by a simple closed-form expression. As we are going to show, the
dissipativity-based framework introduced in this chapter allows for analysing this
all-important problem from a very general perspective.
Based on a new stabilizability condition, we propose a new convex optimiza-
tion approach for controller design, which is noniterative and consists in fulfilling
the necessary condition for stabilization in such a manner that it comes as close as
possible to a necessary and sufficient one. Extensions to the H∞ control problem
are provided as well. No restrictions with regard to symmetry of the state-space
matrices or the number of inputs/outputs of the system are involved, i.e. we deal
with the general MIMO case. Numerical examples are also presented in order to
demonstrate the usefulness of our strategy. Pole placement by SOF is not covered
in this work. For a comprehensive discussion on this topic refer to [93], [94].
This chapter is organized as follows. In Section 5.1 and 5.2, the SOF problem
is introduced and mathematically formulated. Relevant feasibility issues and a
few existence conditions are also addressed. In Section 5.3, our main results are
presented, namely: a new necessary and sufficient condition for stabilizability by
SOF, a new noniterative LMI-based strategy for SOF design, and an extension to
the related H∞ control problem. In Section 5.4, a few applications of our method
are provided, which prove that our approach is able to produce better results than
existing strategies, being at the same time considerably simple to implement. Our
concluding remarks are presented in Section 5.5.
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5.1 Introduction
The static output feedback control problem is one of the major open problems
in the field of controller design technology [74]. For many reasons, it has been
attracting considerable attention over the last decades, as its theoretical and prac-
tical relevance remains an indisputable matter. On the one hand, it deals with the
case where a full state feedback cannot be applied, as some components of the
state vector might not be available for measurement. On the other hand, it con-
sists in the simplest feedback strategy one could possibly implement in practice,
where the application of an ordinary static gain is able to stabilize the closed-
loop. The problem can be shortly stated as follows [65], [70]
Given an LTI system, find a static output feedback such that the closed-loop
is asymptotically stable, or prove that such a feedback does not exist.
A first underlying question in this regard comprises the existence conditions for
such a stabilizing gain. At the same time, the issue of how it could be numerically
and efficiently determined is also posed. Let us consider a continuous-time LTI
system given by [65]
x˙(t) = Ax(t) + Bu(t), y(t) = Cx(t), (5.1)
where x ∈ Rn, u ∈ Rm, y ∈ Rp, A ∈ Rn×n, B ∈ Rn×m and C ∈ Rp×n. Next,
apply the following SOF to this plant
u(t) = Ky(t), K ∈ Rm×p, (5.2)
such that the closed-loop is described by
x˙(t) = (A+ BKC)x(t). (5.3)
The fundamental question of the stabilizability of (5.1) by a static gain (5.2) is
still open, although its mathematical formulation is remarkably simple [68]. Nu-
merous necessary and/or sufficient conditions for stabilizability have been pro-
posed, as well as many (computational) strategies for determining a stabilizing
gain [69]. Unfortunately, most of these conditions are either not testable or rely
on numerical methods that have proved quite inefficient [65]. A simple testable
criterion that fails if and only if the system is not stabilizable, finding otherwise
a solution regardless of the particular state-space representation, is not known.
Much of the work available in the literature insists on iterative algorithms in
which a set of LMIs are solved until a certain convergence criterion is reached
5.1 Introduction 55
[68]. These algorithms, however, cannot be proven to be convergent in general
[71]-[73]. A major difficulty involved is that the set of solutions of the SOF
problem is not convex. Among the first iterative algorithms ever published, we
include [59]-[62], whose authors addressed the question of the stabilizability of
(5.1) by solving a min/max optimization problem. In [80], a novel necessary and
sufficient condition was established, as well as an iterative LMI (ILMI) method
for controller design. The introduction of additional variables allows for express-
ing nonconvex conditions for stabilizability as convex quadratic conditions. Nev-
ertheless, feasibility remains dependent on the state-space representation, which
is a major obstacle to the application of the method. In [85], an iterative algorithm
without additional variables was proposed and was also applied to PID control.
The method introduced in [96] is also iterative and demands the intialization of
a number of variables. In [92], an algorithmic procedure based on polynomial
matrix inequalities was presented as well. Another recent advancement in the
field of iterative strategies was presented in [91], where the idea of decomposing
a bilinear matrix inequality (BMI) [112] as the difference between two positive
semidefinite convex mappings was applied for SOF stabilization.
Another major contribution to the field was provided by [83], where a non-
iterative LMI approach was applied for solving the coupled matrix inequalities
that characterize the problem of static gain design. In order to satisfy a sufficient
condition (not necessary) for stabilizability, a change of coordinates is also de-
manded, though. Alternatively, using the fact that the task of designing a stabiliz-
ing gain can be expressed as an LMI subject to a set of quadratic inequality con-
straints, [71] showed that the SOF control problem can be formulated as the min-
imization of a concave function on a convex set. The strategy applies to the class
of the multiple-input single-output (MISO) systems alone, and the algorithm is
not guaranteed to converge to the global solution in general. A further necessary
and sufficient condition computable in terms of a concave programming prob-
lem was provided in [84], where an algorithm for achieving sufficiency was also
presented. A closed-form expression for the feedback gain is given, whereas its
validity is also restricted to a certain class of plants. In [65] and [66], sufficient
convex (LMI) conditions were stated in terms of the so-called W-Problem and
P-Problem, whereas feasibility is dependent on the system’s state-space repre-
sentation. While stabilizability was proven to be equivalent to the existence of a
transformation that leads those problems to be feasible, no procedure for deter-
mining such a coordinate transformation was proposed.
In [95], a novel two-step LMI strategy for controller design was presented.
First, a related state feedback problem is solved via LMIs. Later, the output feed-
back gain is determined via transformation of the LMI variables and the speci-
fication of certain intermediary variables whose choice is a key issue for a suc-
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cessful application of the method. In [63], a noniterative necessary and sufficient
LMI condition was proposed, though limited to the class of the minimum-phase
plants with CB full row rank. The two-step LMI-based strategy introduced in
[79] is quite interesting too, although it is a sufficient (not necessary) condition
which was not extended to H∞ design.
In [68], [86]-[88], new necessary and sufficient conditions for the stabiliza-
tion of state-space symmetric systems were provided through the application of
the concept of strict dissipativity. If a certain BMI condition is fulfilled, then
a closed-form expression for a stabilizing gain exists. Only symmetric systems
were considered and the iterative LMI involved can be efficiently solved only if
certain decision variables are fixed. This is also the case of the necessary and suf-
ficient conditions proposed in [81], which cannot be solved by LMI techniques
directly.
Finally, nonsmooth optimization strategies as the ones introduced in [118]
and [122] changed the way under which SOF was handled, as a considerable
improvement in performance was achieved and many difficult problems proved
feasible via the aforementioned approaches.
In the forthcoming sections, we present a new necessary and sufficient condi-
tion for SOF stabilizability of LTI systems as well as for controller design. Unlike
most of the strategies known in the field, our LMI-based strategy is noniterative,
does not involve any state-space transformations, and can be very efficiently im-
plemented via semidefinite programming (SDP) tools. This feature simplifies
the determination of the stabilizing static gain considerably. We also do not de-
mand the LTI system to be state-space symmetric. In addition, unlike the systems
considered in Chapter 4, the LTI models analysed here are not demanded to be
square.
5.2 Preliminaries
As in [83] and [85], we proceed on the following assumptions with regard to the
linear system (5.1).
Assumption 5.1. (A,B) is stabilizable and (C,A) is detectable.
Having said that, we are now able to present the first fundamental result related
to static output feedback stabilization.
Lemma 5.1. ([80]) A static gain K stabilizes (5.3) if and only if there exists a
symmetric matrix 0 < P ∈ Rn×n such that
(A+ BKC)>P+ P(A+ BKC) < 0. (5.4)
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Unlike the equivalent state feedback problem, (5.4) is not convex and cannot be
easily solved. It is, indeed, a highly cumbersome problem for which a complete
solution is not known. In addition to (5.4), another interesting necessary and
sufficient condition for stabilization if provided in the following lemma.
Lemma 5.2. ([80]) The system (5.1) is stabilizable by static output feedback if
and only if there exists matrices P > 0 and K satisfying the following relation
A>P+ PA− PBB>P+ (B>P+ KC)>(B>P+ KC) < 0. (5.5)
The nonconvex quadratic matrix inequality (QMI) (5.5) cannot be solved di-
rectly using LMIs. However, by introducing an additional variable 0 < X ∈
Rn×n, and using Schur complement, a sufficient convex condition for stabiliz-
ability (a convex QMI) can be formulated [80]. Namely,[




For a fixed X, this is an LMI in the decision variables (P,K), a problem that
can be solved very efficiently using semidefinite programming, though adding
some conservativeness. A further remarkable feature of the SOF control problem
appears in the form of the alternative necessary and sufficient condition presented
below.
Lemma 5.3. ( [83]) The LTI system (5.1) is stabilizable via static output feed-
back if and only if there exist a symmetric matrix P > 0 and positive scalars
(σ1,σ2) such that
A>P+ PA− σ1PBB>P < 0, (5.6)
A>P+ PA− σ2C>C < 0. (5.7)
By multiplication of both sides of (5.6) by P−1 we obtain
P−1A> + AP−1 − σ1BB> < 0, (5.8)
which is an LMI, as (5.7) is. The task of fulfilling (5.7) and (5.8) simultaneously,
however, cannot be handled by conventional LMI tools, as the solution of the
former is the inverse of the solution of the latter. The feasibility of these coupled
matrix inequalities constitutes a challenging problem which can be solved rather
by iterative strategies as in [83], than directly by a simple LMI condition.
As argued before, many different approaches have been taken for addressing
the question of stabilizability by SOF. In this work, we present a dissipativity-
based line of investigation, relying on previous results on this topic [127]. The
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notion of dissipativity generalizes the concept of passivity indices applied in
[127], allowing for less conservative results and for a deeper understanding of
key features of the problem. According to the theory presented in Chapter 3, a
system is said to be QSR-dissipative if the following holds
V˙(x(t)) ≤ y(t)>Qy(t) + 2y(t)>Su(t) + u(t)>Ru(t), (5.9)
for a differentiable storage functionV(x) > 0, ∀x 6= 0 (V(0) = 0), and matrices
Q = Q> ∈ Rp×p, S ∈ Rp×m, R = R> ∈ Rm×m.
In [75], a necessary and sufficient LMI condition for a stable LTI model (5.1)
to be QSR-dissipative was presented, which requires Q ≤ 0. From [52], in
addition, the free system is said to be asymptotically stable if Q < 0 and y(t)
is detectable. In this chapter, though, we suppose an unstable open-loop (5.1) to
which a static gain has to be applied in order to achieve the asymptotic stability of
(5.3). In this context, a slightly different notion of dissipativity is more suitable
for our purposes, namely the concept of strict QSR-dissipativity. To wit, a system
is said to be strictly QSR-dissipative if [77]
V˙(x(t)) + T(x(t)) ≤ y(t)>Qy(t) + 2y(t)>Su(t) + u(t)>Ru(t), (5.10)
where T(x) > 0, ∀x 6= 0 (T(0) = 0), is a continuous function. A simple
sufficient LMI condition for (5.10) is given below.
Lemma 5.4. The LTI plant (5.1) is strictly QSR-dissipative if the following LMI
is fulfilled [




for some S and for symmetric matrices (Q,R), (P,N)> 0.
Proof. Define
V(x) = x>Px, P = P> ∈ Rn×n, (5.12)
T(x) = x>Nx, N = N> ∈ Rn×n, (5.13)
where (P,N)> 0. Condition (5.10) is equivalent to
x>P[Ax+ Bu] + [Ax+ Bu]>Px+ x>Nx
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Clearly, if (5.11) holds, then (5.15) and (5.10) are also verified. Furthermore, if
R > 0, then (5.11) holds if and only if [27]
(A>P+ PA+ N − C>QC) + (PB− C>S)R−1(PB− C>S)> ≤ 0. (5.16)
A necessary and sufficient condition for dissipativity similar to (5.11) was in-
troduced in [77], subject, though, to the constraint Q ≤ 0. An LMI formulation
was used to investigate open-loop stability, whereas the free system cannot be
guaranteed to be stable if Q is assumed otherwise. The problems of state feed-
back and dynamic output feedback were considered, while SOF stabilization was
not discussed. Unlike the case of open-loop stability, which was analysed in
terms of an LMI (noniterative) condition, the whole theory proposed in that pa-
per for controller design consisted in fulfilling a BMI, which is reduced to an
LMI only if certain decision variables are fixed in advance. A slightly different
definition of strict QSR-dissipativity was considered as well, as a positive defi-
nite function of the input is used instead of a function T(x) of the state vector.
Closed-loop stability is achieved by rendering the plant/controller interconnec-
tion strictly QSR-dissipative. In [78], the results of [77] are extended to the case
of LTI systems with time-varying uncertainty.
In general, our approach differs considerably from the ideas employed in the
aforementioned references and in [76] as well. For example, we suppose that the
open-loop is unstable, which means that the restriction Q ≤ 0 is not necessary. In
fact, Q ≤ 0 is not only not necessary, it hinders the feasibility of (5.11) for open-
loop unstable plants. Among the strategies which aim at rendering the closed
loop dissipative by SOF one might also include [89] and [90].
5.3 Main Results
5.3.1 A New Necessary and Sufficient Condition for SOF
Stabilizability
Based on Lemma 5.4 and condition (5.16), we establish the first one of our main
results.
Theorem 5.1. The LTI system
x˙(t) = Ax(t) + Bu(t), y(t) = Cx(t), (5.17)
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is asymptotically stabilizable by static output feedback if and only if it is strictly
QSR-dissipative with
SR−1S> −Q = 0, (5.18)
where R > 0. A stabilizing gain is given by the following analytical closed-form
K = −R−1S>. (5.19)
Proof. Necessity: If (5.17) is stabilizable, then there exist P > 0 and K such that
(5.4) is feasible. As a consequence, there exist N > 0 and 0 < β ∈ R such that
(A+ BKC)>P+ P(A+ BKC) + N + βPBB>P ≤ 0, (5.20)
which is equivalent to
A>P+ PA+ N ≤ −C>K>B>P− PBKC− βPBB>P. (5.21)
Here, without loss of generality, we let it be that R = νI, with 0 < ν ∈ R. Then,
recover that if (5.11) holds with ν = 1β , we have
(A>P+ PA+ N − C>QC) + β(PB− C>S)(PB− C>S)> ≤ 0, (5.22)
and after reorganization of this equation
A>P+ PA+ N ≤ C>QC− βC>SS>C
+βPBS>C+ βC>SB>P− βPBB>P. (5.23)
Stabilizability by SOF implies the feasibility of (5.11) if the right-hand side of
(5.21) is not greater than the expression on the right-hand side of (5.23), i.e.
−C>K>B>P− PBKC− βPBB>P ≤ C>QC
−βC>SS>C+ βPBS>C+ βC>SB>P− βPBB>P, (5.24)
which is satisfied if
PB(K+ βS>)C+ C>(K+ βS>)>B>P+ C>(Q− βSS>)C ≥ 0. (5.25)
Now, let us set
K = −βS> = −R−1S>, which means S = − 1
β
K> = −νK>. (5.26)
Then, if we define
∆ = SR−1S> −Q, (5.27)
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relation (5.25) is reduced to
C>(Q− νK>K)C = −C>∆C ≥ 0, (5.28)
and the inequality holds if Q − νK>K ≥ 0, i.e. ∆ ≤ 0. In short, (5.17) is
stabilizable only if (5.11) is feasible with ∆ ≤ 0. Notice that the assumption of
R = νI is not an impediment to establish necessity.
Sufficiency: Suppose that (5.11) is feasible for (Q,S,R,P,N), R > 0, i.e. (5.17)
is strictly QSR-dissipative. From (5.16), we obtain
(A>P+ PA+ N − C>QC) + PBR−1B>P
−PBR−1S>C− C>SR−1B>P+ C>SR−1S>C ≤ 0, (5.29)
Applying (5.19), we get
(A+ BKC)>P+ P(A+ BKC) ≤ −PBR−1B>P− N − C>∆C, (5.30)
If ∆ ≥ 0, then (5.4) certainly holds and the system is stabilizable. Thus, the
feasibility of (5.11) with ∆ = 0 is a necessary and sufficient condition for SOF
stabilization. The results are also valid if we consider R as a general square
matrix not necessarily given by νI.
Notice that if (5.11) is feasible subject to ∆ ≥ 0, then there exists another
solution with ∆ ≤ 0, as the system is guaranteed to be stabilizable. The converse
is not true. Besides, it is also evident that ∆ ≥ 0 can be a quite conservative
sufficient condition for stabilizability, as one only has to fulfill the following
inequality
PBR−1B>P+ N + C>∆C > 0, (5.31)
which might be solvable even if ∆ < 0, supposing that the other matrices in-
volved compensate for it. Moreover, observe that in order to fulfill (5.22) it is
necessary to satisfy (A>P+ PA+ N − C>QC) < 0, which is very similar to
(5.7), as the latter relation is a special case of the former.
Furthermore, the application of dissipativity-based arguments to the problem
of SOF stabilization of (5.17) allows to approach some interesting features not
covered yet in the literature. For instance, from the definition of strict QSR-
dissipativity given in (5.10), we have
x>(A>P+ PA)x+ 2x>PBu+ x>Nx
−x>C>QCx− 2x>C>Su− u>Ru ≤ 0. (5.32)
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For any R > 0, the left-hand side of (5.32) is a concave function of the control
signal u(t) and its global maximum is attained for
u∗ = R−1(PB− C>S)>x, (5.33)
which is an explicit function of the state. By substitution of (5.33) into (5.32),
we obtain
(A− BR−1S>C)>P+ P(A− BR−1S>C) + PBR−1B>P+ N + C>∆C ≤ 0.
Thus, if the conditions of Theorem 5.1 hold, (5.4) is fulfilled for K = −R−1S>.
The fact to be stressed here is that the full state feedback law (5.33) which maxi-
mizes (5.32) and stabilizes the closed-loop contains the solution to the SOF sta-
bilization problem explicitly.
5.3.2 A Convex Optimization Approach for Controller Design
In order to apply Theorem 5.1 for solving the proposed control problem, we
ought to analyse constraint (5.18) more carefully. The necessary condition of
having strict QSR-dissipativity with ∆ ≤ 0 is convex and equivalent to a simple
LMI, as follows{ R > 0






As a result, we can formulate the following convex optimization problem for
controller design, which can be solved very efficiently using semidefinite pro-
gramming
minimize tr(Xd), (5.35)
subject to (5.11), Xd ≥ 0,
whereas tr(Xd) = 0 ⇔ Xd = 0 [99]. By solving the optimization problem
(5.35), we guarantee that the necessary condition for stabilizability is fulfilled
and, at the same time, we try to come as close as possible to the necessary and
sufficient constraint ∆ = 0. A stabilizing gain is, of course, given by (5.19).
Remark 5.1. An alternative formulation which may result in the feasibility of
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which is equivalent to { R > 0,
∆ = SR−1S> −Q ≤ αI. (5.37)
Then, apply condition (5.35). By minimizing tr(Xd) we may approach the posi-
tive upper bound of ∆ = αI.
Here, it also important to stress that the matrix SR−1S>−Q used in our work
is not related to the one introduced in [81] as a part of another necessary and
sufficient condition for stabilizability. In that work, the authors did not apply any
dissipativity-based arguments, making use of an expression identical to ∆ rather




which means a completely diverse interpretation of ∆. Finally, in [81], no LMI
approach for SOF design was provided and the authors suggested, indeed, the
application of iterative strategies for solving the problem. On the contrary, we
provided a noniterative strategy which consists in solving the simple convex op-
timization problem (5.35) subject to ordinary LMI constraints.
Furthermore, the reader may also argue that our results are similar to those
presented in [102]. Again, we emphasize that our perspective is quite different.
Firstly, [102] deals with open-loop stable systems and state feedback stabiliza-
tion, not covering the SOF control problem. As in [81], an expression similar
to ∆ is employed, whose interpretation is analogous to the one we provide in
our work. The differences appear, though, as [102] assumes that Q ≤ 0, due
to the fact that A is supposed asymptotically stable, which clearly results in the
sufficient condition ∆ ≥ 0.
5.3.3 The H∞ Control Problem
An extension of the previous results to the well-known problem of H∞ control
seems natural, as it can be formulated in terms of solving an ordinary SOF design
problem. In this regard, consider the following continuous-time LTI system given
by [80]
x˙(t) = Ax(t) + B1w(t) + B2u(t),
z(t) = C1x(t) + D11w(t) + D12u(t), (5.38)
y(t) = C2x(t) + D21w(t),
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where w ∈ Rr is the external signal, u ∈ Rm is the controlled input, z ∈ Rq is
defined as the controlled output and y ∈ Rp is the measured output. A ∈ Rn×n,
B1 ∈ Rn×r, B2 ∈ Rn×m, C1 ∈ Rq×n, D11 ∈ Rq×r, D12 ∈ Rq×m, C2 ∈ Rp×n
and D21 ∈ Rp×r. In addition, assumption 5.1 holds for (A,B2) and (C2,A).
The H∞ control problem consists in finding a static output feedback K such
that the (closed-loop) transfer function matrix Tzw from w to z is stable and the
following norm constraint is satisfied [85]
||Tzw||∞ < γ, 0 < γ ∈ R, (5.39)
where γ is a maximum gain in any direction and at any frequency. This holds
true if and only if PAcl + A>clP PBcl C>clB>cl P −γI D>cl
Ccl Dcl −γI
 < 0, (5.40)
where
Acl = A+ B2KC2,
Bcl = B1 + B2KD21,
Ccl = C1 + D12KC2,
Dcl = D11 + D12KD21.
As pointed out in [80], condition (5.40) is equivalent to
P¯B¯KC¯+ (P¯B¯KC¯)> + A¯> P¯+ P¯A¯ < 0, (5.41)
where
P¯ =
P 0 00 I 0
0 0 I
 , A¯ =
 A B1 00 − γ2 I 0





 , C¯ = [C2 D21 0] . (5.42)
One easily deduces that solving (5.41) amounts to solve the SOF control prob-
lem for the state-space representation (A¯,B¯,C¯). Clearly, a solution K to the H∞
control problem can be determined through the application of Theorem 5.1 and
of (5.35).
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Remark 5.2. Notice that even if γ is not fixed, due to the particular structure o
P¯, algorithm (5.35) can still be applied directly. If A is Hurwitz, the following
adaptation of (5.35) can be used for designing an SOF that minimizes the H∞
norm of w to z.
minimize tr(Xd) + γ, (5.43)
subject to (5.11), Xd ≥ 0, γ > 0.
5.4 Examples
In this section, we provide a couple of applications of our method which will
make it clear how straightforward its implementation is and how competitive the
technique is when compared with the existing ones.
5.4.1 Example 5.1
As a first application of our strategy, we consider the following system also found
in [79]
A =















The stabilization problem is solved in a straightforward manner using condition
(5.35) and semidefinite programming1). As a set of initializations necessary for
employing the solver, we assumed P ≥ εP I, N ≥ εN I, Xd ≥ εX I, for εP =






























1)The well-known solver YALMIP [97] can be applied to solve the problem.
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The eigenvalues of the closed-loop (5.3) are given by: (−15.5511, −2.2085,
−1). Moreover, the sufficient matrix condition (5.31) is also satisfied, as its
eigenvalues are: (3.0270, 0.0100, 0.0225). In [79], a stabilizing gain to this sys-
tem was designed in terms of a sufficient condition, whereas our method allowed
for fulfilling both necessary and sufficient conditions for stabilization.
For this system, the optimization problem is also feasible for α = 0.1 in (5.36),
for example, and applying (5.37) in the algorithm. In this case, we obtain





which means that our sufficient condition is also attainable.
5.4.2 Example 5.2
In this second example of SOF design using the framework of Theorem 5.1, we




−0.0266 −36.6170 −18.8970 −32.0900 3.2509 −0.7626
0.0001 −1.8997 0.9831 −0.0007 −0.1708 −0.0050
0.0123 11.7200 −2.6316 0.0009 −31.6040 22.3960
0 0 1.0000 0 0
0 0 0 0 −30.0000 0




0 0 0 0 30 0




0 1 0 0 0 0
0 0 0 1 0 0
]
.
We assume P ≥ εP I, N ≥ εN I, Xd ≥ εX I, where εP = 10−5 and εN = εX =
10−10, for solving (5.35) using semidefinite programming2). Again, the LMI is






2)Again, YAMLMIP can be applied, as in remaining examples later on in this section.
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In the following table, we provide a comparison between the results obtained
through the application of our strategy and the data available in [85] and [80]
regarding to the iterative approaches proposed in these works. Considering that
the system is not trivial in any respects, in fact a six dimensional model, the use-
fulness of our method could be attested, as it provides a noniterative and simple
manner for solving the problem of SOF design with a performance similar to the
results reported in the literature.
Table 5.1: SOF Results - Example 5.2.























Our first application of Theorem 5.1 to H∞ control addresses the following model
found in [80], the model of the longitudinal motion of a VTOL helicopter. See
also [82] for more details with regard to this plant.
A =
−0.0366 0.0271 0.0188 −0.45550.0482 −1.0100 0.0024 −4.02080.1002 0.3681 −0.7070 1.4200
0 0 1 0
 , B1 =
000
0








0.4422 3.5446 −5.5200 0
0.1761 −7.5922 4.4900 0
]>
, C1 = [0 0 0 0] ,




, D21 = 1.
We applied εP = 10−2 and εN = εX = 10−10 to solve the SOF control problem
for the state-space representation (A¯,B¯,C¯) considered in (5.42). It amounts for
applying Theorem 5.1 without any changes rather than this transformation. In
the following table, the best results reported in [80] and [63] are compared with
our solution.
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Table 5.2: SOF Results - Example 5.3.

















Although it is iterative, the strategy proposed in [80] does not provide compet-
itive performance. On the other hand, the noniterative method of [63] is clearly
conservative when compared with our condition, where the H∞ control problem
is proven to be feasible for a fixed γ as small as 0.05.
5.4.4 Example 5.4


































, D21 = 0.
Consider the state-space representation (A¯,B¯,C¯) as in (5.42). We set εP = 1 and
εN = εX = 10−10, and obtained the results presented below.



















In [100] and [101], sufficient dilated LMI conditions were applied for controller
design, a procedure which involved defining extra variables to be used as ad-
ditional degrees of freedom for solving the SOF BMI. Our strategy is, again,
simpler and provides better results as well.
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5.5 Discussion
In this chapter, a new necessary and sufficient condition for the stabilizability of
continuous-time LTI systems by SOF was proposed. We introduced a nonitera-
tive LMI-based procedure for controller design which can also be extended to the
H∞ control problem. A static gain can be determined in a straightforward manner
through a closed-form expression. Numerical applications were also provided in
order to attest the usefulness of our strategy.
We have presented new features of the SOF problem, proving that it is funda-
mentally related to the property of strict QSR-dissipativity. We also discussed
the similarities between our strategy and other results available in the litera-
ture, stressing the novelty of our approach and specifying precisely in which
sense it can be advantageous. We derived a necessary condition for stabilization
which is a simple convex optimization problem subject to LMI constraints and
appears to be less conservative than some existing methods. Then, focusing on
a dissipativity-based approach for SOF could be fruitful from the perspective of
further contributions to the field. An interesting research direction, for instance,
would be an investigation regarding the extent to which the feasibility of our
condition is dependent of the particular state-space representation.
The results presented in this chapter still have to be applied to a collection
of benchmark models as those available in [121]. A comparison between our
strategy and well-established tools as HIFOO [119], [120] and Hinfstruct [123]
is also necessary in order to investigate the full potential of a dissipativity-based
method.
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6 Dissipative Control Synthesis for
Rational Nonlinear Systems
The main subject of this chapter is the application of strict QSR-dissipativity
as a general framework for feedback stabilization of nonlinear systems. This
notion embraces the definition of passivity and the idea of passivity indices as
particular cases. New dissipativity-based conditions for linear output feedback
stabilization are presented, extending our previous results on this topic, where
the concept of passivity indices was applied instead [125]-[128]. One of the
drawbacks of using passivity indices or even the notion of passivity is that they
are restricted to the class of square systems and offer fewer degrees of freedom
than a QSR-dissipativity approach, as we are going to show. State feedback is
addressed superficially here, as it is not the main subject of this work.
6.1 Introduction
A fundamental question in the area of control theory concerns the design of a
controller that asymptotically stabilizes a given nonlinear system at a prescribed
equilibrium point. If any state component is not available for measurement or
observation, then a full state feedback control law can not be specified and, as
a result, an output feedback compensator must be implemented. Stability has to
be guaranteed at least locally and the aforementioned controller can be either a
static or a dynamic one.
In order to solve this import problem, a number of control strategies have been
developed over the last decades [1]. In this context, the so-called passivity-based
control (PBC) plays a major role, as passivity is an inherent property of numerous
physical systems [3], [43], [51]. Simultaneously, alternative methods not based
on passivity or dissipativity theory have been presented as well, see for instance
[56], [50], [40] and [39]. In this regard, observer construction is usually a part of
the controller design procedure even in the case of local stabilization, let alone
for global stability.
In the realm of PBC, one of the most celebrated approaches for output feed-
back stabilization is denominated Control by Interconnection [44], as presented
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in Chapter 3. The method applies for systems with a port-Hamiltonian represen-
tation (not necessarily a passive one) centered at the origin and consists in design-
ing a dynamic output feedback controller which is connected with the plant in a
power preserving way and asymptotically stabilizes the whole interconnection.
It is necessary to assign an energy function for the closed-loop that assumes its
minimum at the desired equilibrium point, playing the role of a Lyapunov func-
tion. As the equilibrium may not be origin, the derivation of Casimir functions
to relate the states of the plant to the states of the controller might be necessary.
This feature of CbI may lead to the so-called dissipation obstacle, a restriction
that can severely hamper the applicability of the method [47].
Here, we present constructive semidefinite procedures for output feedback de-
sign which allow to do without port-Hamiltonian representations and also ap-
ply for nonsquare models. In addition, systems that in the framework of con-
trol by interconnection (CbI) would suffer from the dissipation obstacle may be
asymptotically stabilizable through our strategy even without a redefinition of
their possibly undetectable output variables. In this chapter, we address both
linear dynamic feedback and linear static output feedback design. Unlike most
of the strategies reported in the literature, neither observer design nor feedback
passivation are necessary for local stabilization. The usefulness of our results is
illustrated through a few applications.
6.2 Problem Formulation
Let us consider multivariable input-affine systems (P) of the form (Γnl), whose
state-space equations were given in (2.8) and are repeated below for ease of ref-
erence:
x˙ = f (x) + g(x)u, (6.1)
and
y = h(x) + d(x)u, (6.2)
where x ∈ Rn, u ∈ Rm and y ∈ Rp, with m ≤ n. Functions f : Rn 7→ Rn,
g : Rn 7→ Rn×m, h : Rn 7→ Rp and d : Rn 7→ Rp×m are smooth functions of
the state, whose initial value is given by x(0) = x0.
In the following, we discuss the problem of asymptotically stabilizing the non-
linear plant (P) around an equilibrium point x∗ through the interconnection of a
feedback controller (C), as depicted in Figure 6.1. We approach the classical out-
put feedback control problem, that amounts to design a static or a dynamic output
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Figure 6.1: Feedback interconnection plant/controller.
feedback controller to be connected with the plant. The former is represented by
a static control law u(y), whereas the latter is another dynamical system which
is connected with the plant in such a manner that the closed-loop is stable. A
dynamic controller has its own state-space representation and equilibrium point.
6.3 A Local Stability Condition for Interconnected
Nonlinear Systems
The celebrated references [52] and [53] contain the first results relating dissi-
pativity theory to the stabilization problem of interconnected nonlinear systems.
In the sequel, we present a few adaptations of these well-established results in
the form of a condition for dynamic output feedback design which resembles the
CbI framework, without setting a port-Hamiltonian structure to the closed-loop
dynamics. In the forthcoming sections, variations of these results are going to
be presented for the case of static output feedback, as well as for state feedback
stabilization.
Let us consider a plant (P) described by (6.1)-(6.2) and a dynamic controller
(C) represented by
κ˙ = z(κ) + q(κ)η, (6.3)
and
λ = r(κ) + s(κ)η. (6.4)
Here, κ ∈ Rnκ is the state, η ∈ Rp is the input and λ ∈ Rm is the output of the
controller’s state-space model. Functions z : Rnκ 7→ Rnκ , q : Rnκ 7→ Rnκ×p,
r : Rnκ 7→ Rm and s : Rnκ 7→ Rm×p are smooth functions of the state κ. Then,
we present the following result based on Theorems 3.7 and 3.10. This result is
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not new, it is simply a formulation of the aforementioned theorems in such a
manner that it beomes more explicit for the reader how these framework could
be directly applied for controller design.
Theorem 6.1. Consider the feedback interconnection of Figure 6.1. Then, sup-
pose that a plant (P) described by (6.1)-(6.2) fulfills
V˙ + T ≤ y>Qy+ 2y>Su+ u>Ru+ φ, ∀(x,u) ∈ (X × U ), (6.5)
for matrices (Q,S,R) and functions (V,T) > 0, ∀x 6= x∗, x ∈ X , with
V(x∗) = T(x∗) = 0. Notice that due to (6.2), (6.5) can be interpreted as a
function of (x,u) in the domain (X × U ) ⊂ Rn+m containing the steady-state
values (x∗,u∗). The additional variable φ ∈ R is a constant.
Furthermore, suppose that a controller (C) and matrices (Qc,Sc,Rc) satisfy the
inequality
V˙c + Tc ≤ λ>Qcλ+ 2λ>Scη + η>Rcη − φ, ∀(κ,η) ∈ (K×N ), (6.6)
where (K×N ) ⊂ Rnκ+p is a domain about the steady-state values (κ∗,η∗). In
addition, Vc(κ∗) = Tc(κ∗) = 0 and (Vc,Tc) > 0, ∀κ 6= κ∗, κ ∈ K.
If
Qc = −R, (6.7)
Sc = S>, (6.8)
Rc = −Q, (6.9)
and
λ∗ = −u∗, (6.10)
with
σu = 0 and ση = 0, (6.11)
then ξ∗> = [x∗> κ∗>] is an asymptotically stable equilibrium of the closed-loop
in the following domain of attraction
E = (X ×K) ⊂ Rn+nκ , (6.12)
of the extended state ξ> = [x> κ>]. If X = Rn, K = Rnκ , U = Rm,N = Rp
and the functions (V,T,Vc,Tc) are radially unbounded, then the equilibrium point
is globally asymptotically stable.
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Proof. Define the following functions
VT(ξ) , V(x) +Vc(κ), (6.13)
TT(ξ) , T(x) + Tc(κ), (6.14)
and consider the loop relationships of Figure 6.1
u = σu − λ, (6.15)
η = ση + y. (6.16)
By substitution of (6.13)-(6.16) into (6.5) and (6.6), we derive
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We take σ as the new input, ω as the new output and ξ as the new state of the
interconnected system. From (6.7)-(6.9), we obtain QT = 0. Moreover, it is
evident that VT(ξ∗) = TT(ξ∗) = 0 and (VT ,TT)> 0, ∀ξ 6= ξ∗.
Clearly, VT > 0 (V˙T < 0) is a Lyapunov function to the free system (σ = 0)
[1], as
V˙T(ξ) ≤ −TT(ξ) < 0, ∀ξ 6= ξ∗, ξ ∈ E . (6.18)
From (6.11) and (6.15), u = −λ. Suppose that (C) is designed in such a way that
(6.10) holds, then matching of the desired steady-state values is achieved, which
ensures equilibrium assignment: κ → κ∗, x → x∗ and λ → λ∗, as t → ∞.
As a consequence, ξ∗> = [x∗> κ∗>] is an asymptotically stable equilibrium
of the closed-loop. For any initial state ξ(0) ∈ E , the dynamic controller (C)
asymptotically stabilizes the plant (P) at x∗. If E = Rn+nκ and (VT ,TT) are
radially unbounded functions, then the stability condition holds globally [1].
Notice that the domain (K×N ) must be compatible with the region (X ×U )
established for the plant. As u = −λ, the state of the controller is limited to the
region around κ∗ where u ∈ U . Even if (6.6) holds, in principle, globally for the
controller, the set of actually admissible initial values (K ×N ) is still bounded
if the dissipativity condition (6.5) is fulfilled only locally for the plant.
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Theorem 6.1 applies to the stabilization problem of input-affine systems. After
having determined matrices (Q,S,R), and functions (V,T) that fulfill (6.5) for the
plant (P), a stabilizing controller (C) that verifies (6.6) has to be designed. At
the same time, conditions (6.7)-(6.11) must hold.
In [125], [126], [128], we have applied a similar framework for output feed-
back stabilization of nonlinear systems, with the difference that the notion of
passivity indices was employed instead of QSR-dissipativity. That concept can
be regarded as a special case of dissipativity, in the sense that the systems are
considered to be square (m = p) and S = 12 I, Q = −ρ, R = −ν. As a result,
(6.5) can be rewritten as (with φ = 0)
V˙ + T ≤ u>y− νu>u− ρy>y, (6.19)
in a domain (X × U ) ⊂ Rn+m of (x,u). Similarly, a controller (C) and indices
(νc,ρc) must satisfy the inequality
V˙c + Tc ≤ η>λ− νcη>η − ρcλ>λ, (6.20)
in (K×N ) ⊂ Rnκ+m, which is similar to relation (6.6).
6.4 Strict QSR-dissipativity in a Domain X × U
Although it is possible to specify a combination (Q,S,R,V,T,φ) so that (6.5)
holds globally for a certain system, that might not be the case in general. Thus,
one usually has to search for a local solution, i.e. a solution that guarantees
strict dissipativity in a neighborhood (X × U ) of (x∗,u∗). In this regard, note
that (6.5) is satisfied if the function lp(x,u) introduced below attains a (possibly
local) maximum φ at (x∗,u∗), which means
lp(x,u) = V˙ + T − y>Qy− 2y>Su− u>Ru ≤ φ, (6.21)
∀(x,u) ∈ (X ×U ). Provided that∇lp(x∗,u∗) = 0, this holds true, for example,
if the Hessian matrix with respect to (x,u) is negative definite at the equilibrium,
i.e. if
∇2lp < 0 at (x∗,u∗), (6.22)
which is a sufficient condition for an isolated local maximum lp(x∗,u∗) = φ to
exist, if all second-order partial derivatives are continuous [35]. The same ratio-
nale can be applied to design a stabilizing controller, where a function lc(κ,η)
must admit a maximum −φ at (κ∗,η∗):
lc(κ,η) = V˙c + Tc − λ>Qcλ− 2λ>Scη − η>Rcη ≤ −φ, (6.23)
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∀(κ,η) ∈ (K×N ), whereas if ∇lc(κ∗,η∗) = 0, then
∇2lc < 0 at (κ∗,η∗) (6.24)
is a sufficient condition for the existence of a local maximum.
In Section 6.10, a constructive strategy for determining a local solution of
(6.5) or (6.21) will be introduced, where the notion of a polytopic LMI and the
Finsler’s lemma are applied. This strategy is neither based on linearizations nor
on Hessians, consisting in a completely diverse approach. Though restricted to
the class of the possibly rational systems, the method provides an interesting and
fairly useful way of determining a solution (Q,S,R,V,T) and is able to handle a
number of practically relevant plants.
6.5 Strict QSR-dissipativity in a Domain X ×Rm
The feasibility of conditions (6.5) and (6.6) can be investigated through a variety
of strategies. A possible approach is provided by the following matrix inequality,
which enables us to establish a sufficient condition for dissipativity in terms of
the state x alone.
Lemma 6.1. A plant (P) described by (6.1)-(6.2) is strictly QSR-dissipative in
a domain X ⊂ Rn if[ ∇V> f + T − φ 12∇V>g− h>S










]− [0 00 R
]
= H(x) ≤ 0, ∀x ∈ X , (6.25)
for functions (V,T) > 0, ∀x ∈ X , matrices (Q,S,R), and φ ∈ R as defined in
Theorem 6.1.
Proof. According to (6.5), (P) is strictly QSR-dissipative if
∇V>( f + gu) + T ≤ (h+ du)>Q(h+ du)
2(h+ du)>Su+ u>Ru+ φ, (6.26)
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which is equivalent to[
1
u
]>{[ ∇V> f + T − φ 12∇V>g− h>S
















One easily concludes that (6.25) is a sufficient condition to the validity of the
relation above in a domain X , for all u ∈ Rm.
An interesting feature of condition (6.25) is that it does not dependent on the
control vector u, which means that the existence of a domain of validity for strict
dissipativity can be guaranteed by verifying the state variables alone. In fact,
estimating the size of such a domain X is closely related to the task of estimating
a domain of attraction for asymptotic stability.
Notice thatH(x) ≤ 0 constitutes an infinite dimensional LMI, whose negative
semidefiniteness may be hard to test [34]. Nevertheless, for each value of x,






so thatH ≤ 0 in X if and only if [27]
H22 ≤ 0, (6.28)
H>12 = H22H†22H>12, (6.29)
H11 −H12H†22H>12 ≤ 0, (6.30)
∀x ∈ X , whereH†22 is the generalized inverse ofH22. Besides,
H11 = ∇V> f + T − h>Qh− φ, (6.31)
and
H12 = 12∇V
>g− h>S− h>Qd. (6.32)
Finally, suppose that for a given system (P), the following holds ∀x ∈ X
H22 = −d>Qd− [S>d+ d>S]− R < 0. (6.33)
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This guarantees that (6.28) and (6.29) hold, as the inverse matrix H†22 = H−122
exists. Thus, according to (6.30), (6.25) is fulfilled in a region X ⊂ Rn of the
state-space if
cp(x) = H11 −H12H−122 H>12 ≤ 0, (6.34)
∀x ∈ X . For fixed (Q,S,R,T,φ), relation (6.34) is a nonlinear first-order PDI
and can also be expressed as





gΩg> ≥ 0, Ω = −H−122 , (6.36)
M2 = f − gΩ(d>Q+ S>)h, (6.37)








whereas (Q,S,R,T,φ) must be specified in such manner that the feasibility of the
PDI with respect to V is achieved.
An alternative formulation for condition (6.35) consists in presenting it as the
following PDE
∇V>M1∇V +∇V>M2 +M3 + τ(x) = 0, (6.39)
where τ : Rn → R, τ(x) ≥ 0, is a suitable continuous function. In fact, for
an appropriate combination (Q,S,R,T,τ,φ), (6.39) is a first order nonlinear PDE,
which can be solved for V around an equilibrium point x∗ via the well-known
method of the characteristics [57]. If a solution can be determined, then (6.35) is
also valid.
Again, given that ∇cp(x∗) = 0, a sufficient condition for the local validity of
(6.35) is that the Hessian of cp with regard to x is negative definite at the desired
equilibrium, i.e.
∇2cp < 0 at x = x∗, (6.40)
which means that x∗ is an isolated maximum of cp [35]. In this case, there is a
neighborhood around the equilibrium where this function is strictly negative.
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In the particular case of the LTI systems, where φ = 0 and (x∗,u∗) = (0,0),
a sufficient condition for (6.5) can be formulated in terms of a simple LMI. Con-
sider the following linear model (Γl) introduced in Chapter 3 and repeated below
(Γl)
{
x˙ = Ax+ Bu,
y = Cx+ Du, (6.41)
Assume positive definite functions
V(x) = x>Px, P > 0, P = Rn×n, (6.42)
T(x) = x>Nx, N > 0, N = Rn×n. (6.43)
Lemma 6.2. ([49]) The linear plant (6.41) is strictly QSR-dissipative if[
(A>P+ P>A+ N) (PB− C>S)










]− [0 00 R
]
≤ 0, (6.44)
for (Q,S,R), and (P,N) > 0 as introduced in (6.42) and (6.43).
6.6 Dynamic Output Feedback Design
Once we have solved (6.21) or (6.34) for the (P), we can use this information
to design a stabilizing controller (C). First of all, we fix (Qc,Sc,Rc) according
to (6.7)-(6.9). In the next step, we have to fulfill (6.6), i.e. a local maximum of
lc(κ,η) has to be found. The linear or nonlinear dynamics (z,q,r,s) in (6.3)-(6.4)
and the functions (Vc,Tc) > 0 are parameters to be specified for the controller.
Moreover, the following set of steady-state relations must be verified
0 = z(κ∗) + q(κ∗)η∗
λ∗ = r(κ∗) + s(κ∗)η∗. (6.45)
Alternatively, a sufficient condition similar to that of Lemma 6.1 can be employed
as well, which means[ ∇V>c f + Tc + φ 12∇V>c gc − h>c Sc










]− [0 00 Rc
]
= Hc(κ) ≤ 0, (6.46)
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which is analogous to (6.34) and involves the definition of a function cc(κ) sim-
ilar to cp for the controller. Finally, given (6.11), (6.15) and (6.16), (C) must
be designed in such a manner that (6.45) and (6.10) hold. Then, the conditions
of Theorem 6.1 are satisfied and the interconnected system of Figure 6.1 has an
asymptotically stable equilibrium at ξ∗> = [x∗> κ∗>].
If we restrict our analysis to the case of linear dynamic output feedback, then
we have the following state-space representation for the controller
(C)
{
κ˙ = Acκ + Bcη
λ = Ccκ + Dcη,
(6.47)
where (Ac,Bc,Cc,Dc) are real matrices with compatible dimensions. According
to Lemma 6.2, a sufficient condition for such a controller to be strictly QSR-
dissipative is [
(A>c Pc + P>c Ac + Nc) (PcBc − C>c Sc)














Vc(x) = x>c Pcxc, Pc > 0, Pc = Rn×n, (6.49)
Tc(x) = x>c Ncxc, Nc > 0, Nc = Rn×n. (6.50)
6.7 Static Output Feedback Design
In the following theorem, a simple adaptation of the previous results for the prob-
lem of static output feedback is presented. The proof will be omitted, as it is
almost identical to that of the dynamic output feedback case. The difference is
that, here, we have Vc = Nc = 0, as a static controller does not have a state.
Theorem 6.2. Consider the feedback interconnection of Figure 6.1. Then, sup-
pose that a plant (P) described by (6.1)-(6.2) fulfills
V˙ + T ≤ y>Qy+ 2y>Su+ u>Ru+ φ, ∀(x,u) ∈ (X × U ), (6.51)
for matrices (Q,S,R) and functions (V,T) > 0, ∀x 6= x∗, x ∈ X , with
V(x∗) = T(x∗) = 0. The additional variable φ ∈ R is a constant.
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Furthermore, suppose that a static controller (C) and matrices (Qc,Sc,Rc) satisfy
the inequality
0 ≤ λ>Qcλ+ 2λ>Scη + η>Rcη − φ, ∀η ∈ N , (6.52)
where N ⊂ Rp is a domain of η around the steady-state values η∗. As λ is
considered as a function of η alone, inequality (6.52) can be interpreted as a
function of η in a domain N ⊂ Rp.
If
Qc = −R, (6.53)
Sc = S>, (6.54)
Rc = −Q, (6.55)
and
λ∗ = −u∗, (6.56)
with
σu = 0 and ση = 0, (6.57)
then x∗ is an asymptotically stable equilibrium of the closed-loop in X . If X =
Rn, U = Rm,N = Rp and (V,T) are radially unbounded, then the equilibrium
point is globally asymptotically stable.
This theorem provides a framework for solving the linear static output feed-
back control problem, as a controller of the form λ = Dcη (dc = Dc) can be
applied, where Dc is a constant gain. In this regard, suppose that (6.51) is ful-
filled for the plant, with φ ≥ 0. As a consequence, a necessary condition for
solving (6.52) is given by
Hc = −D>c QcD>c − S>c Dc − D>c Sc − Rc ≤ 0, (6.58)
which is also sufficient if φ < 0. Consider then the following statement regarding
the feasibility of (6.58) in this scenario.
Proposition 6.1. Let us suppose that a plant (P) described by (6.1)-(6.2) fulfills
(6.51) with φ = 0 and matrices (Q,S,R) such that
∆ = SR−1S> −Q ≥ 0, (6.59)
where R = νI, ν ∈ R. Then, by applying relations (6.53)-(6.57), there exist real
gains
Dc1 = R−1(S> − ∆¯ 12 ), Dc2 = R−1(S> + ∆¯ 12 ), (6.60)
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where ∆¯ = SS> − RQ, to which (6.58) is fulfilled with equality. In addition,
if R > 0 (Qc < 0), then any gain in the interval Dc1 ≤ Dc ≤ Dc2 is also a
solution toHc ≤ 0.
Proof. We prove that Dc2 satisfies (6.58). The proof for Dc1 is similar and will
be omitted. As (6.59) holds, there exists a symmetric square root matrix ∆¯
1
2 ≥ 0
[34] and a gain Dc2 as proposed in (6.60). By substitution of Dc2 into (6.58) and
from (6.53)-(6.55), we obtain
Hc = D>c RDc − SDc − S>D>c +Q
= (S> − ∆¯ 12 )>R−1(S> − ∆¯ 12 )− SR−1(S> − ∆¯ 12 )





2 − SR−1S> +Q. (6.61)










= R−1(∆¯− SS>) +Q = 0, (6.62)
which proves that Dc2 is a solution. The same holds true for Dc1.
Then, consider ν > 0 and a convex combination of Dc1 and Dc2 given by
Dα = αDc1 + (1− α)Dc2 = R−1S> + (1− 2α)R−1∆¯ 12 ,
where 0 ≤ α ≤ 1. By substitution of Dα in (6.58) and setting β = 1− 2α, we
have
Hc = R−1(β2∆¯− SS>) +Q = β2∆− ∆.
Since −1 ≤ β ≤ 1 and ∆ ≥ 0, we obtainHc ≤ 0 for any gain Dα.
If (x∗,u∗) = (0,0), then any matrix Dα is a stabilizing gain. If this is not the
case, then we have to determine which value of Dα satisfies (6.56).
Proposition 6.1 is important because it determines whether a system is static
output feedback stabilizable or a dynamic controller is necessary. The latter is
the case if the gain Dc necessary for verifying (6.56) is not inside the interval
defined by Dc1 ≤ Dc ≤ Dc2. It means that ∆ ≥ 0 is a necessary condition
for output feedback stabilization through this framework, though it may not be
sufficient.
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6.8 State Feedback Stabilization
The problem on the existence of a Lyapunov function which guarantees asymp-
totic stability for a dynamical system around a certain equilibrium x∗ is a key
issue in the field of control theory. In the case of linear systems, for instance, it
is a well-known fact that a plant is asymptotically stable if and only if there ex-
ists a Lyapunov function for the closed-loop [80], an issue that we have already
addressed previously in this thesis. In the nonlinear case, though, such an equiv-
alence cannot be as widely established as in the framework of the linear plants,
as Lipschitz continuity of the vector field x˙ = f (x) is required [41], [42]. In this
section, exceptionally, we restrict our analysis to the class of systems to which
this equivalence holds, i.e. we suppose that the following result applies.
Theorem 6.3. Consider a plant (P) described by (6.1)-(6.2). There exists a
feedback control u(x) that asymptotically stabilizes the closed-loop at x∗ in a
neighborhood X ⊂ Rn in such a way that there exists a function V : Rn 7→ R,
with V(x∗) = 0, which is positive definite in X , and the following relation holds
∇V>[ f (x) + g(x)u(x)] < 0, ∀x ∈ X , x 6= x∗. (6.63)
Due to the multiplication between V(x) and u(x), condition (6.63) consti-
tutes a nonlinear design problem. For the plants which fulfill Theorem 6.3, it is
possible to establish dissipativity-based stabilizability conditions similar to those
introduced in Chapter 5 for LTI models. Firstly, consider the following sufficient
matrix condition for local strict QSR-dissipativity obtained from Lemma 6.1 with
feedthrough d = 0:[∇V> f + T − h>Qh 12∇V>g− h>S
( 12∇V>g− h>S)> −R
]
≤ 0, (6.64)
∀x ∈ X , where the function T : Rn 7→ R, with T(x∗) = 0 is positive definite in
X . Then, we present the subsequent result based on Theorem 5.1, though valid
for nonlinear systems and involving sets of linear and possibly nonlinear PDEs
rather than LMIs and SDP conditions.
Theorem 6.4. Suppose that the nonlinear plant (6.1) belongs to the class of
systems covered by Theorem 6.3, i.e. condition (6.63) is feasible. This plant is
asymptotically stabilizable by a certain control law u(x) if it is feedback equiva-
lent to a (locally) strictly QSR-dissipative system whose output is given by (6.2)
(with d = 0), and the following condition holds
∆ = SR−1S> −Q ≥ 0, (6.65)
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where R > 0. A stabilizing state feedback is given by the closed-form expression
u(x) = −R−1S>h(x). (6.66)
Proof. Without loss of generality, we assume R = νI in (6.64), with 0 < ν ∈ R.
And if the inequality holds with ν = 1β , then we have that ∀x ∈ X











Suppose that (6.64) is feasible in X for (Q,S,R), (V,T)> 0, R > 0, i.e. (6.1) is
strictly QSR-dissipative. From (6.67), we obtain







h>SR−1g>∇V + h>SR−1S>h ≤ 0, (6.68)
Equivalently,
∇V>[ f − gR−1S>h] ≤ −1
4
∇V>gR−1g>∇V − T − h>∆h, (6.69)
with ∆ = SR−1S> − Q. If ∆ ≥ 0, then (6.63) certainly holds with the control
u(x) = −R−1S>h(x), and the system is asymptotically stabilizable.
This framework includes systems that are state feedback or linear static output
feedback stabilizable. In the case of state feedback, the stabilization problem
amounts for determining a fictitious output h(x) which makes it possible to ren-
der the closed-loop strictly dissipativity with ∆ ≥ 0. Notice that, as R > 0, it is
necessary to solve the partial differential inequality (PDI) below in order to fulfill
(6.64)
∇V> f + T − h>Qh < 0. (6.70)
The solvability of (6.70) is equivalent to the existence of a positive definite func-
tion τ(x) such that the following linear PDE has a local solution V > 0, with
(Q,h,τ) fixed.
∇V> f + T − h>Qh+ τ(x) = 0. (6.71)
This expression can be used in order to reduce the number of free parameters
we encounter when solving (6.68). A papameterized solution of (6.70) can be
substituted into (6.68), which has to be solved for (Q,S,R). In the context of
SOF, the output h(x) is given and we have to determine matrices (Q,S,R) and a
function V(x) > 0 by solving the respective PDEs.
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6.9 Polynomial Systems - An SOS Approach
If we restrict the systems in consideration to be polynomial, then sum of squares
(SOS) strategies can be employed for dissipativity analysis. A brief introduction
to this topic is provided in Appendix B, and a detailed discussion is available
in [111]. In this context, notice that (6.5) depends affinely on the parameters
(Q,S,R,φ) and on the coefficients of the polynomial functions (V,T). Hence,
there exists no multiplication involving these terms and the question of the feasi-
bility of (6.5) can be approached by a standard SOS optimization problem [106].
Consider, then, polynomial functions Vs(x) > 0 and Ts(x) > 0. A sufficient
condition for (6.5) is given by the following SOS program
find (Q,S,R,V,T,φ), (6.72)
such that V −Vs is SOS,
T − Ts is SOS,
−[V˙ + T − y>Qy− 2y>Su− u>Ru− φ] is SOS,
where the degrees and general structures of (V,T) must be specified in advance.
An implementation of this program with semidefinite programming tools1) is
straightforward. If the optimization problem terminates successfully, then the
coefficients of (V,T), the dissipativity matrices (Q,S,R) and a real number φ are
determined.
Analogously, a sufficient condition for (6.25) can be presented using SOS, as
H(x) ≤ 0 if the following program is feasible
find (Q,S,R,V,T,φ), (6.73)
such that V −Vs is SOS,
T − Ts is SOS,
−b>H(x)b is SOS,
where b ∈ R(m+1) is a vector composed of additional degrees of freedom, i.e.
additional variables, which may depend on the state x. The introduction of b
allows us to preserve the linearity of condition −b>H(x)b ≥ 0 with respect to
(Q,S,R,V,T,φ), which does not apply to (6.34), for instance.
Evidently, it is quite a challenging task to solve (6.72) or (6.73), as they rep-
resent a global optimization problem in (x,u). Thus, a more realistic approach
consists, again, in investigating the possibility of having local dissipativity. In the
case of condition (6.34), for example, cp is a quadratic function in the decision
1)For instance, using MATLAB R© and SOSTOOLS [110].
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variables, which means that conventional SOS strategies cannot be applied in or-
der to determine all parameters (Q,S,R,V,T,φ) simultaneously. Nevertheless, for
fixed values of (Q,S,R,V,T,φ), an estimate of the domain X where (6.34) holds
can be obtained by the program below
max c
subject to (V(x)− c) + ps(x)(−cp(x)) is SOS, (6.74)
where a constant 0 < c ∈ R and a polynomial ps(x) ≥ 0 have to be determined.
If (6.74) is feasible, then a domain X is given by the compact set
X = {x : V(x) ≤ c} .
If c = ∞, then the QSR-dissipativity holds globally.
In [126], a similar local SOS strategy based on the notion of passivity indices
was presented in order to estimate a domain where a given pair of indices hold for
a polynomial nonlinear plant. In [128], an extension of these results for possibly
rational systems was proposed in terms of an LMI condition based on Finsler’s
lemma and linear annihilators, which allows for less conservative estimates of the
domain. Both approaches require, though, the assumption of a fixed Lyapunov
function V, in such a manner that the local validity of the indices is guaranteed by
the existence of a nonempty set X . However, a more realistic scenario comprises
precisely the necessity of determining V and (Q,S,R,T,φ) in a constructive way,
as it might not be a simple task to guess a Lyapunov function in general. This
is the subject of the next section, which contains the main contributions of this
chapter and provides relevant improvements when compared to the framework
introduced in [128], which is not constructive.
6.10 Rational Systems - A Polytopic LMI Condition
Though simple and useful, an SOS approach for local dissipativity analysis usu-
ally provides quite conservative results. Then, in this section, we apply the so-
called Finsler’s Lemma and the notion of linear annihilators for enlarging the
estimates of the domains involved by reformulating the estimation problem as
a polytopic LMI condition. We also extend previous results published in [128],
as the concept of QSR-dissipativity is employed instead of the idea of passivity
indices and a constructive method, which allows for determining all parame-
ters (Q,S,R,V,T,φ) simultaneously, is introduced. We consider the class of the
rational nonlinear systems with possibly rational Lyapunov functions, which in-
cludes polynomial systems as a particular case. Without loss of generality, we
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assume the equilibrium point of (6.1)-(6.2) to be the origin, i.e. (x∗,u∗) = (0,0).
Nonetheless, our results apply for any possible point (x∗,u∗).
Lemma 6.3. ([64]) Finsler’s Lemma. Consider Xp ⊆ Rnp a given polytopic
set. Sˆ : Xp 7→ Rnq×nq and Kˆ : Xp 7→ Rnr×nq are given matrix functions, where
Sˆ is symmetric. The following conditions are equivalent:
(i) ∀xp ∈ Xp the condition that z>Sˆ(xp)z > 0 is satisfied ∀z ∈ Rnq :
Kˆ(xp)z = 0.
(ii) ∀xp ∈ Xp there exists a matrix function L : Xp 7→ Rnq×nr such that
Sˆ(xp) + L(xp)Kˆ(xp) + Kˆ(xp)>L>(xp) > 0.
If Sˆ and Kˆ are affine functions of xp and L is a constant matrix, then (ii) be-
comes a polytopic LMI condition. Although (i) and (ii) are no longer equivalent,
(ii) is still a sufficient condition for (i). Moreover, there are numerically efficient
tools to test condition (ii), while (i) is very hard to test [64].
Definition 6.1. ([64]) Annihilator. Given a function lˆ : Rnq 7→ Rns and a
positive integer nr, a matrix functionNlˆ: Rnq 7→ Rnr×ns is called an annihilator
of lˆ if
Nlˆ(z) lˆ(z) = 0, (6.75)
∀z ∈ Rnq of interest. If in addition Nlˆ is a linear function, then it is said to be a
linear annihilator.
As in [64], which is the main reference of this section, suppose that lˆ(z) = z =
[z1 . . . znq ]
> ∈ Rnq . A linear annihilator Nlˆ ∈ R(nq−1)×nq can be expressed by
Nlˆ(z) =

z2 −z1 0 0 . . . 0







0 0 . . . 0 znq −znq−1
 , (6.76)
which is one of the simplest solutions possible for (6.75). Then, considering all
possible pairs (zi,zj) for i 6= j without repetition, i.e. ∀(i,j) ∈ Inq (j > i), a
general closed-form expression for a linear annihilator can be deduced [64]
Nlˆ(z) =
 Φ1(z) Y1(z)... ...
Φ(nq−1)(z) Y(nq−1)(z)
 , (6.77)
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where
Yi(z) = −zi I(nq−i), i ∈ I(nq−1),





 , i ∈ {2, . . . ,nq − 1} ,
Nlˆ(z) ∈ Rnr×nq with nr = ∑
nq−1
j=1 j.
Our next step consists in connecting Lemma 6.3 and Definition 6.1 to the sta-
bilization framework introduced in the previous sections and based on the notion
of local QSR-dissipativity. Consider, in the following, a possibly rational func-
tion t(xp) whose non-negativeness in a polytopic set Xp is to be investigated. In
Lemma 6.3, xp represents the extended vector [x> u>]>, if we employ condition
(6.21) with φ = 0, which means t(xp) = −lp(x,u). In addition, suppose that
0 = G(xp)xp + F(xp)pi, (6.79)
and the following:
1. xp ∈ Rnp denotes the variable in consideration and Xp is a given polytope
containing x∗p = 0.
2. pi : Xp 7→ Rnpi is a vector of nonlinear functions. It is a basis from which
we can represent the set of nonlinear rational functions of interest. pi is a
function of xp.
3. G : Xp 7→ Rnpi×np and F : Xp 7→ Rnpi×npi are affine matrix functions of
xp.
4. The matrix F(xp) is invertible for all values of xp ∈ Xp. Under this
regularity condition, the decomposition (6.79) of t(xp) in terms of a basis
pi is well-posed as pi(xp) = −(F−1(xp)G(xp))xp is well-defined ∀xp ∈
Xp.
In the sequel, we establish our main result of this chapter, which connects well-
established concepts in the field of LMI feasibility tests to the output feedback
control framework introduced previously. The theorem below provides a con-
structive approach for investigating the local dissipativity of a possibly rational
dynamical system.
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Theorem 6.5. Let xp = [x> u>]> and t(xp) = −lp be a rational function
representing dissipativity condition (6.21) with (x∗,u∗) = (0,0) and φ = 0.
Furthermore, let xp ∈ Xp be a given polytope around (x∗,u∗) and suppose that
t(xp) can be decomposed in the following manner
t(xp) = pi>p Qppip, (6.80)
where Qp is symmetric, independent of xp, and depends affinely on all the un-
kown parameters of (Q,S,R,V,T). Vector pip contains all basis functions (includ-












whereas equation (6.79) defines a basis function pi and Cp is a linear annihilator
of pip. Assume F invertible in Xp. Then, testing whether t(xp) ≥ 0 in Xp can be
rewritten as the following LMI condition, which has to be satisfied ∀xp ∈ V(Xp)
(at the vertices of Xp)
Qp + LpCp + C>p L>p ≥ 0, (6.82)
where Lp is a scaling and constant matrix to be determined, as well as (Q,S,R)
and the coefficients of (V,T). If (6.82) holds at the vertices of Xp, then the system
in consideration is said to be locally strict QSR-dissipative in this domain defined
by this polytope.
Proof. This result is a direct application of the theory presented in [64] and
Lemma 6.3. Function t(xp) can always be decomposed as in (6.80), where Qp
is a symmetric matrix. Besides, Cp is a linear annihilator of pip. Then, according
to [64], t(xp) ≥ 0, ∀xp ∈ Xp, if condition (6.82) if fulfilled at the vertices of
the polytope Xp, by convexity. If φ 6= 0, the theorem is still valid if we consider
xp = [1 x> u>]>, which allows for handling constant terms of t(xp) in this
case. If (x∗,u∗) 6= (0,0), a polytopic condition around this point can be tested
as well.
If condition (6.35) is considered instead of (6.21), we have t(xp) = −cp,where
xp = x. In order to estimate a domain Xp, one has to fix (Q,S,R,V,T,φ), as
(6.35) is not an affine function of those variables. A polytopic LMI condition for
estimatingXp for a fixed Lyapunov function was presented in [128], for instance,
where the notion of passivity indices was employed. In that publication, we com-
pared the SOS approach with polytopic LMI estimates and could verify that the
latter, as expected, provides much less conservative results than the former.
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The core of the proposed approach consists in specifying suitable annihilators
and, in fact, they can be easily obtained and there exist systematic ways to do this.
The following examples borrowed from [64] illustrate the procedure. Consider,
for example, a two-dimensional polynomial system of degree three, with. xp =


























where rowi( · ) represents the ith row of the matrix in the argument. Furthermore,












This is a basis for any polynomial of order not greater than 3. G(xp) and F(xp)
can be generalized to deal with polynomials of any finite order in xp.
Moreover, as the main topic of this paper relies on rational nonlinear systems,





where p¯(0) = 0 and q¯(xp) 6= 0, ∀xp ∈ Xp as in [64]. Assume that the
polynomials p¯(xp), q¯(xp) can be decomposed as p¯(xp) = α1xp + α2pi and
q¯(xp) = β0 + β1xp + β2pi, where αi, βi are given coefficients and pi is given in
( 6.83). Define
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A decomposition of this rational system is as follows.
































and G, F, Φ1(xp) and Φ2 are defined in (6.85), (6.86) and (6.87). As demon-
strated in [64], it is possible to extend the previous expressions to represent any
set of rational functions of xp. The condition det(Fr(xp)) 6= 0, ∀xp ∈ Xp is
equivalent to the aforementioned regularity assumption on the rational function
r¯(xp) = p¯(xp)/q¯(xp) for the values of xp of interest.
As an example of how condition (6.21) can be analysed in terms of the frame-
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where (v1,v2,v3) and (n1,n2,n3) are coefficients to be determined, as well as the
real parameters (Q,S,R). From condition (6.21) and applying t(xp) = −lp, we
obtain the following function whose nonnegativity in a polytopic domain Xp has
to be investigated, whereas xp = [x>1 x
>
2 u
>]> in Theorem 6.5.
t(xp) = t1x21 + t2x1x2 + t3x
2
2 − 2v2x1u+ t4x2u+ Ru2
+t5x21x2 − 3.8v1x31 − 0.2v1
x21
x22 + 1
− 0.2v2 x1x2x22 + 1
,
with
t1 = 2v2 − n1, t2 = 2v3 − 4v2, t3 = Q− 4v3 − n2,
t4 = 2S− 2v3, t5 = 0.2v3 − 4v2.
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2 0 0 0 0 0 0 0 0 0 0 0
−v2 t1
t2




2 t3 0 0 0
t5
2 0 0 −0.1v2 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 −1.9v1
t5
2 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 −0.1v1 −0.1v2 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0

. (6.100)
6.10.1 An SDP Strategy for Linear Output Feedback Design
In contrast to the results of [128], Theorem 6.5 enable us to formulate an al-
gorithm for constructive dissipativity analysis which is analogous to the one
presented in Chapter 5 and applied to the class of the LTI plants. As fully de-
tailed in that chapter and in Section 6.8, an asymptotically stabilizable system
may be locally strictly dissipative with ∆ ≥ 0, which is a condition that can be
relaxed into a simple LMI. In the following, an algorithm for analysing the dis-
sipativity properties of a rational nonlinear system around the origin is presented.
Algorithm 6.1
1. Consider a nonlinear plant described by (6.1)-(6.2). Define a structure
for the possibly rational positive definite functions (V,T), i.e specify their
degrees and assign a set of coefficients to be determined, subject toV(0) =
T(0) = 0.
2. Then, consider condition (6.21) after substitution of (V,T). Set t(xp) =
−lp, xp = [1 x> u>]> and determine a decomposition (6.80), a basis
vector pip and a linear annihilator Cb according to (6.81) and (6.79) .
3. Initialize values 0 < γi ∈ R, i =
{
1, · · · ,np
}
, for all components of xp.
This describes a polytope Xp :
{
xp ∈ Rnp | |xpi | ≤ γi
}
.
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which is equivalent to{
R > 0,
∆ = SR−1S> −Q ≤ αI. (6.102)
5. Solve the following linear semidefinite program ∀xp ∈ V(Xp)
minimize tr(Md), (6.103)
subject to (6.82), Md ≥ 0,
whereas tr(Md) = 0 ⇔ Md = 0. If feasible, this program provides a
solution (Q,S,R,V,T,φ,Lp).
6. Larger domains Xp can be obtained by returning to Step 3 and setting
larger values for γi, i =
{
1, · · · ,np
}
, until Step 5 is no longer feasible.
By applying Algorithm 6.1, we guarantee local QSR-dissipativity in a domain
(X × U ) = Xp and, at the same time, try to ensure stabilizability by fufilling
∆ > 02). If the LMI condition is not feasible with φ = 0, we have to consider
φ > 0 as a new coefficient to be determined. If (x∗,u∗) 6= (0,0), a polytopic
condition around this point can be tested in the same way. If the algorithm is
not feasible even if φ > 0 is added as a new LMI variable, then one may set
functions (V,T) of higher degrees and return to Step 2.
After guaranteeing local dissipativity with (Q,S,R,V,T,φ) and ∆ > 0, we
can use this information to design a stabilizing controller. In this regard, we
analyse the following scenarios, where theorems 6.1 and 6.2 can be applied for
stabilization. In both situations, we suppose that Algorithm 6.1 is feasible with
∆ > 0, (x∗,u∗) = (0,0).
Scenario 1: φ = 0
If φ = 0, then the origin is stabilizable by static output feedback and any gain
inside the interval described by (6.60) is a stabilizing controller.
Scenario 2: φ > 0
If φ > 0, the equilibrium is not stabilizable by SOF under this framework, and
a dynamic controller has to be designed. In this case, a linear controller can be
determined through the application of relations (6.47)-(6.50).
2)The whole procedure can be implemented in MATLAB R© with the SDP tool YALMIP [97] and
the solver SeDuMi [98].
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From the LMI condition, we have lp ≤ φ in Xp, where
lp = V˙ + T − (y>Qy+ 2y>Su+ u>Ru). (6.104)
As ∆ > 0, the matrix Md in (6.101) is indefinite, which means that the function
w(y,u) = y>Qy+ 2y>Su+> Ru assumes both positive and negative values in
Xp. Nevertheless, if we define a new matrix Q¯ = ρQ, with ρ > 1, such that
∆ = SR−1S>− Q¯ = 0, then we have a new suppy rate given by
y>Q¯y+ 2y>Su+ u>Ru ≥ 0. (6.105)
Notice that this function still fulfills lp ≤ φ, as Q¯ > Q. Furthermore, the












which is equivalent to
u = −R−1S>y,
(Q¯− SR−1S>)y = 0.
As ∆ = 0 with Q¯, the second equality holds true, and the first one represents the
expression of an SOF, as we have already discussed previously. As a result, it is
the static gain which minimizes the function w(y,u), whereas w > 0 otherwise.
This means that in case of a dynamic feedback, the suppy rate is zero only at the
equilibrium, since in this case the controller output
yc = Ccxc + Dcuc = −u, (6.107)
with Dc = R−1S>, equals the expression of an SOF only at xc = 0. Notice
that the necessary condition u = −R−1S>y defines a set of points (not only a
single point), where w is zero. As a consequence, a point (x,u) in this set is not
able to compensate for a possible term V˙ + T > 0 (unstable). This is the reason
why a dynamic controller is necessary in this case, as it guarantees that the suppy
rate is zero only at the equilibrium (x∗,x∗c ) to which the interconnected system
asymptotically converges.
For any point (x,u) ∈ Xp, there is combination (µQ¯,µS,µR), µ > 1, such
that V˙ + T − µ(y>Q¯y + 2y>Su + u>Ru) ≤ 0. A stabilizing controller ful-
fills (6.48), where Dc = R−1S>, Cc and Pc have to be specified in advance,
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while (Ac,Bc,Nc) are obtained by solving the resulting LMI. For a certain com-
bination (Ac,Bc,Cc,Dc), expression (6.48) is linear in (Qc,Sc,Rc,Pc). As a re-
sult, for any µ > 1, the inequality is also fulfilled for (µQ¯,µS,µR,µPc). The
same linear controller (Ac,Bc,Cc,Dc) is strictly dissipative for any combination
(µQ¯,µS,µR,µPc), µ > 1, which in turn guarantees that for the plant a domain
around the origin is asymptotically stabilizable. This feature of our dissipativity-
based framework is a quite interesting one: in the case of φ > 0, it is in gen-
eral not possible to use a single combination (µQ¯,µS,µR) in order to guarantee
dissipativity and at the same time stabilizability in a certain domain about the
equilibrium.
Notice that if (x∗,u∗) 6= (0,0), the necessary conditions (6.106) imply that
the following linear constraint must be added to Algorithm 6.1
Ru∗ + S>y∗ = 0, (6.108)
which is automatically fulfilled if the desired equilibrium is the origin. By fufill-
ing this condition, we guarantee equilibrium assignment through Dc = R−1S>,
as ∆ = 0 can be achieved by setting a suitable Q¯ > Q.
In [107] an SOS-based constructive procedure for dynamic output feedback
control of polynomial system was presented. The approach is aimed to achieve
global stabilization, as it relies on an explicit SOS solution. A disadvantage is
that observer design is necessary and the strategy is restricted to square systems.
In this regard, we believe that our method contains relevant improvements when
compared to this framework, as not only polynomial systems can be investigated,
nonsquare models can be handled as well, and local stability can be obtained in
a constructive manner, which also allows for achieving global stabilization, in
principle.
A potential drawback of this polytopic LMI approach is that the number of
monomials in the basis pi increases considerably as the dimension of xp or the
degree of the dynamics (6.1)-(6.2) increases. Nevertheless, in the same sense
that there is a systematic procedure for specifying linear annihilators, there exist
procedures to decrease the number of monomials in pi. In this regard, the so-
called Linear Fractional Transformation (LFT) [67], can be applied in order to
eliminate repetitive terms of pi. It is out of the scope of this work to discuss LFT
in details. At this point, we simply would like to emphasize that constructing lin-
ear annihilators and simplifying basis vectors, as well as solving the respective
polytopic LMIs, are procedures which can be automatically handled and system-
atically carried out. An investigation with regards to reducing the size of the




Let us consider the model of an isothermal nonlinear continuous fermenter with
constant volume and constant physico-chemical properties as described in [58].




µ(x2 + x20)(x1 + x10)−
(x1+x10 )F0
V

















K2x22 + x2 + K1
.
This rational nonlinear process is based on the centered state x = [x1 x2]> =
[x¯1 − x10 x¯2 − x20 ], where x10 = 4.8907 [g/l] and x20 = 0.2187 [g/l] are
the centered biomass and substrate concentrations. The component x1 is the
biomass concentration [g/l] and x2 is the substrate concentration [g/l], defined
as deviations from their respective reference values x10 and x20 . The control
variable is the centered input flow rate given by u = F¯ = F − F0, with F0 =
3.2089 [l/h]. The remaining parameters are presented below.
Table 6.1: Parameters of the fermentation process.
V Volume 4 [l]
F Feed flow rate - [l/h]
SF Substrate feed concentration 10 [g/l]
Y Yield coefficient 0.5 -
µmax Maximal growth rate 1 [l/h]
K1 Saturation parameter 0.03 [g/l]
K2 Inhibition parameter 0.5 [l/g]
Our control objective is to apply Algorithm 6.1 to design a static gain that
asymptotically stabilizes the closed-loop around the equilibrium point (x∗1 ,x
∗
2) =
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(0,0), u∗ = 0. This fermentation process is highly nonlinear and the domain of
stability in open loop is very small, as there is an unstable equilibrium close to the
origin. Thus, the task of broadening the region of stability is a quite challenging
and relevant one.
As a first step towards the application of our control method, we suppose that
V and T are polynomial functions given by (6.95), where n2 = 0. Then, with
xp = [x1 x2 u]>, the rational function t(xp) in (6.80) is described by
t(xp) = t1x22 + t2x2u+ Ru
2 + t3x1u+ t4x21 + t5x1







t11x22 + t12x1x2 + t13x
2








p¯x = ax22 + bx2 + c,
a = K2, b = (2K2x20 + 1), c = K2x
2
20 + x20 + K1,
and































































− 2v1x10x20 , t16 =
2v2
Y
− 2v1, t17 = 2v3Y − 2v2.
Notice that t1 and t2 contain the dissipativity parameters Q and S, respectively,
which we need to determine. All the unknown parameters appear linearly in



























a possible combination (G,F) in (6.81) is as follows
G =

−u 0 0 0
0 −u 0 0
0 0 −u 0
0 0 −x1 0
0 −x1 0 0
0 −x2 0 0
0 0 0 −x1
0 0 0 −x2
0 0 0 0
0 0 0 0
0 0 0 0
 , F =

1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 c 0 0 b ax1
0 0 0 0 0 0 0 c+ b 0 0 ax2
0 0 0 0 0 0 −x1 0 1 0 0
0 0 0 0 0 0 0 −x1 0 1 0
0 0 0 0 0 0 0 −x2 0 0 1

where det(F) = 0.1363x22 + 0.4066, i.e. det(F) 6= 0 everywhere in (x1,x2,u).


































2 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
t8
2 0 0 0 0 0 0 0 0 0
t16
2 0 0 0 0
t9
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0
t10
2 0 0 0 0 0 0 0 0 0
t17
2 0 0 0 0
0 0 0
t15




2 0 0 0
0 0 0
t14




2 t11 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

.
By proceeding so, we are able to apply Algorithm 6.1 for determining a so-
lution (Q,S,R,V,T). A domain Xp can be enlarged by iteratively increasing the
components γi, i = 1,2,3. Indeed, we have in this case
|x1| ≤ γ1, |x2| ≤ γ2, |u| ≤ γ3.
As initial values for the algorithm we used γ1 = γ2 = γ3 = 0.1. Then, for the
nonlinear continuous fermenter, we obtained the following results with φ = 0
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From the values of (Q,S,R), we obtain ∆ = SR−1S> − Q = 4.6170 ×
10−5 > 0. As φ = 0 and ∆ > 0, the origin is stabilizable by SOF and a
stabilizing gain is given by Proposition 6.1, as interval for the controller Dc =
−K. As a result,
Dc1 = 1.3831, Dc2 = 2.4719
in (6.60), where we adopt for example Dc = 2. Notice that as the free system
is atable Dc = 0 is also a admissible gain. Nevertheless, stability cannot be
established in such a broad domain as with Dc = 2.
We were able to stabilize this system in a quite broad domain of attraction
by applying a very simple control law, u = −2x2 (see Figure 6.2, where the
equilibrium is marked in red). The polytopic LMI condition was proven feasible
in the region defined by
Xp = {(x1,x2,u) | |x1| ≤ 2, |x2| ≤ 0.2, |u| ≤ F0} ,
which means that stability is guaranteed in the following domain of attraction
X = {(x1,x2) | |x1| ≤ 2, |x2| ≤ 0.2} ,
Figure 6.2: Phase diagram of the controlled system - Example 6.1
We were able to guarantee a broad region of stability for this complex fermen-
tation process using a simple quadratic Lyapunov function. Rational Lyapunov
functions can also be employed, as well as polynomial functions of degree higher
than two. As a result, the domain of attraction could be further enlarged, although
the complexity of implementing our algorithm would increase.
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κ˙ = −3κ + 0.1η
λ = 0.1κ + 2η,
as condition (6.48) is fulfilled for these parameters.
6.11.2 Example 6.2
In this example we consider the following nonlinear model which was also in-
vestigated in [47]:
f (x) =
























in (3.43)-(3.44). As the function H is not bounded from below, one cannot affirm
that the open-loop equilibrium (x∗1 ,x
∗
2) = (0,0) is stable. Indeed, as reported in
[47], the origin is an unstable equilibrium of the uncontrolled system (u∗ = 0).
Furthermore, this plant suffers from the dissipation obstacle described in Chapter
3, and CbI is able to stabilize it at an arbitrary equilibrium (x∗1 ,x
∗
2) 6= (0,0) only
if its output y is redefined according to (3.60), i.e through power shaping control
by interconnection.
In the following, we apply the dissipativity-based control method introduced
earlier in this chapter to stabilize this plant, though doing without port-Hamiltonian
representations or output shaping. As in [47], we consider (x∗1 ,x
∗
2) = (−1,− 1),
whereas (u∗,y∗) = (−1,− 12 ). In order apply to apply Algorithm 6.1, we con-






















Then, with x>p = [1 x>1 x
>
2 u
>], we have a polynomial function t(xp) in (6.80)
described by
t(xp) = t1 + t2x1 + t3x2 + t4u+ t5x21 + t6x1x2 + t7x1u+ t8x
2
2
−v2x2u+ Ru2 + 2v2x1x22 + t9x22u+Qx1x32 −Qx21x22 + t10x32u
t11x1x22u− 2v2x1x32u− 2v3x42u− 2Qx1x52 +Qx21x42 +Qx62,
where
t1 = φ− 2n, t2 = −2n+ v1 + v2, t3 = −2n− 2v1 − 2v2,
t4 = −v1 − v2, t5 = Q4 + v1 − n, t6 = v2 − 2v1, t7 = v1 − S,
t8 = 2v3 − n, t9 = 2v1 + 2v2, t10 = 2S− 2v3, t11 = 2v1 − 2S.




















and a possible combination (G,F) is as follows
G =
 u −x1 0 −1−u 0 −x1 10 0 −x2 0




1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 −x2 1 0 0
0 0 −x2 0 0 1 0




























2 − v22 R 0 0 t92 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 −Q Q2 t112 −v2 0 Q2




2 0 0 Q
0 0 0 0 0 t112
t10
2 0 0 −v3 0
0 0 0 0 0 −v2 0 0 0 0 0
0 0 0 0 0 0 0 −v3 0 Q 0
0 0 0 0 0 Q2 Q 0 0 0 0

.
By proceeding so, we are able to apply Algorithm 6.1 for determining a solu-
tion (Q,S,R,V,T,φ). A domain Xp can be enlarged by iteratively increasing the
components γi, i = 1,2,3. Indeed, we have in this case
|x1| ≤ γ1, |x2| ≤ γ2, |u| ≤ γ3,
where the polytopic LMI is feasible for values as high as γ1 = γ2 = γ3 = 0.4.
Then, we obtained the following results









> 0, n = 0.1237.




0.2473 −0.6871 1.6113 0.9467 −0.3965 −0.9397 0.4495
0.1378 −0.2914 0.7927 −0.0634 0.0467 −0.8360 0.4803
−0.1296 0.0531 −1.0355 0.6922 −1.0010 0.1843 0.0846
−0.2418 0.4169 −1.0702 −0.1786 0.0645 −0.9162 0.2999
0.3200 0.0096 0.1191 0.4082 −0.1871 −0.1165 0.1222
0.2019 0.9395 −0.7807 −1.0997 0.0093 0.4513 −0.4013
−0.0065 −0.3209 1.0023 0.9358 −0.5574 −0.2626 −0.0743
−0.0810 −0.6282 0.9475 0.6981 −0.0594 1.2017 0.1201
0.0494 0.4506 0.5381 −0.5166 0.6299 0.0238 −0.0598
0.0001 0.1460 −0.2746 0.4645 0.0351 0.4679 −0.1798
−0.1291 −0.2394 0.0114 −0.1835 0.0599 −0.6874 0.7277
 .
From the values of (Q,S,R), we obtain ∆ = SR−1S> − Q = 0.5360 > 0,
and for Q¯ = SR−1S> = 1.4288 we obtain another solution though with ∆ = 0.
According to (6.58) and Proposition 6.1, the following closed-form expression
gives the value of Dc for the case (Q¯,S,R)
Dc = R−1S> = −2.
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The last step of the controller design procedure consits in solving (6.48) for the
controller, subject to (6.49)-(6.50). Notice that Dc has already been determined
from the local dissipativity analysis of the plant. This gain is the one that fulfills
(6.56), which means that if the controller is asymptotically stable and has an
equilibrium at κ∗ = 0, then the gain Dc gurarantees equilibrium assignment.
Next, fix Cc = 1 and a matrix Pc = 1, for example. By setting fxed values
for this parameters, conditions (6.48) becomes a simple LMI on the (Ac,Bc,Nc).




λ = κ − 2η,
where (Ac,Bc,Nc) = (−6.9255,0,0.01). Figure 6.3 contains the phase diagram
for the closed-loop system.
Figure 6.3: Phase diagram of the controlled system - Example 6.2
The polytopic LMI condition was proven feasible in the region defined by
Xp = {(x1,x2,u) | |x1| ≤ 0.4, |x2| ≤ 0.4, |u| ≤ 0.4} ,
which means that stability is guaranteed in the following domain of attraction
X = {(x1,x2) | |x1| ≤ 0.4, |x2| ≤ 0.4} ,
where the controller’s state must be initialized in a certain domain aroud κ = 0,
in order to be compatible with the domain X specified for the plant.
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6.12 Discussion
In this chapter, we introduced new methods for asymptotic stabilization of non-
linear systems using the notion of strict QSR-dissipativity. We applied the no-
tions of Finsler’s Lemma and linear annihilators to enlarge the estimates of the
domains of attraction of rational systems and for controller design. The construc-
tive polytopic LMI condition which we have presented provides extra degrees of
freedom when compared to a passivity-based approach.
The strategy presents itself in an alternative for control by interconnection, as
it allows to stabilize systems that suffer from the dissipation obstacle. In No
port-Hamiltonian representation is needed, and the derivation of Casimir func-
tions is obliterated too. In short, we can affirm that investigating the dissipativity
properties of a plant around a desired equilibrium provides, indeed, valuable in-
formation for controller design purposes. An efficient and simple SDP strategy
is able to cope with complex stabilization problems, involving even undetectable
outputs. Both linear SOF and dynamic output feedback (DOF) can be handled
by the same stabilization framework.
106
7 Conclusion
In this work, we proposed new controller design strategies for both linear and
nonlinear dynamical systems. Indeed, a wide spectrum of the field of passivity
and dissipativity analysis and control was covered.
7.1 Summary
• In Chapter 4, as a first contribution of this thesis, we presented a solu-
tion for a problem that had been open for many years in the field of linear
time-invariant systems: the problem of the equivalence between strict pos-
itive realness and strict passivity. A simple proof of this equivalence was
provided and published in an early stage of this doctorate [124].
• In Chapter 5, a new strategy for the classical static output feedback stabi-
lization problem of linear systems was presented. Our dissipativity-based
strategy is remarkably simple and based on a novel and straightforward
LMI condition. No initializations rather the ones necessary for computa-
tionally implementing the semidefinite program are necessary.
• In Chapter 6, novel constructive methods for controller design based on
local strict QSR-dissipativity were provided. We applied the notion linear
annihilators combined with the Finsler’s Lemma, which allows for for-
mulating the stabilization problem as a simple polytopic LMI condition.
This strategy can be interpreted as a very general approach for handling
rational systems, as the computational power available allows for solving
large-scale LMIs quite efficiently and, in addition, algorithms can also be
applied for reducing the dimension of the monomial bases involved.
7.2 Future Work
• Although we have introduced a new perspective for handling the SOF
problem of LTI systems, a definite solution remains to be found. It is
worth investigating how useful a dissipativity-based approach could be in
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the search for a testable necessary and sufficient condition which is feasi-
ble regardless of the system’s state-space representation. A broader com-
parison of our method with existing strategies (for instance [119], [123])
and on a much more comprehensive group of benchmark models (such
as in [121]) is still necessary. The technique works quite well for small
and middle-sized plants, but it is not clear whether it is capable of solving
large-scale problems.
• The question of the analysing local dissipativity by directly solving the
PDEs involved may constitute a fruitful research line as well. In this case,
the problem of the ever increasing number of LMI parameters to be deter-
mined as the dimension of the plant gets larger may be avoided.
• I would also mention extensions to state feedback as a potential application
of the ideas introduced in this work. Either by solving the PDEs or by
solving polytopic LMI conditions.
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A On The Equivalence:
(D+ D>) ≥ 0⇔ D ≥ 0




(D+ D>) + 1
2
(D− D>), (A.1)
where (D + D>) is symmetric and (D − D>) is skew-symmetric. From [34],
D ≥ 0 if






x>(D− D>)x = 0.
Thus it is evident that
D ≥ 0⇔ (D+ D>) ≥ 0.
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B Sum of Squares
SOS techniques are relaxation methods for testing if a polynomial function is
positive semidefinite. Although the existence of a SOS decomposition is only
sufficient for positivity, testing it is a convex optimization problem to which very
efficient semidefinite programming techniques can be applied [105]. An SOS










niai(x) is SOS, (B.1)
where ni’s are the scalar and real decision variables, wi’s are some given real
numbers, and ai(x)’s are some given polynomials of the variable x (possibly a
state variable) with fixed coefficients [111].
Another very important feature of SOS methods is the possibility of specifying
optimization problems with semidefinite constraints. For instance, the problem
of determining the largest value of a constant c > 0 such that q(x) ≤ c (q(x) ≥
0) implies s(x) ≥ 0, where q(x) and s(x) are given polynomials. This question
assumes the following SOS formulation [108]
max c
subject to (q(x)− c) + p(x)s(x) is SOS, (B.2)
where p(x) ≥ 0 is an unknown polynomial function. The setD = {x : q(x) ≤ c}
is said to be an invariant set.
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