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SINGULAR VALUE DECOMPOSITION IN SOBOLEV SPACES
MAZEN ALI∗ AND ANTHONY NOUY†
Abstract. A well known result from functional analysis states that any compact operator be-
tween Hilbert spaces admits a singular value decomposition (SVD). This decomposition is a powerful
tool that is the workhorse of many methods both in mathematics and applied fields. A prominent
application in recent years is the approximation of high-dimensional functions in a low-rank format.
This is based on the fact that, under certain conditions, a tensor can be identified with a compact
operator and SVD applies to the latter. One key assumption for this application is that the ten-
sor product norm is not weaker than the injective norm. This assumption is not fulfilled in Sobolev
spaces, which are widely used in the theory and numerics of partial differential equations. The aim of
this work is the analysis of the SVD in Sobolev spaces. We show that many properties are preserved
in Sobolev spaces. Moreover, to an extent, SVD can still provide “good” low-rank approximations
for Sobolev functions. We present 3 variants of SVD that can be applied to a function in a Sobolev
space. First, we can apply the SVD in the ambient L2 space. Second, the Sobolev space is an
intersection of spaces which are the product of a Sobolev space in one coordinate and L2 spaces in
the complementary variables, and we can apply SVD on each of the spaces. Third, with additional
regularity, we can apply SVD on the space of functions with mixed smoothness. We conclude with
a few numerical examples that support our theoretical findings.
Key words. Singular Value Decomposition (SVD), Higher-Order Singular Value Decompo-
sition (HOSVD), Low-Rank Approximation, Tensor Intersection Spaces, Sobolev Spaces, Minimal
Subspaces
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1. Introduction. Let T : H1 → H2 be a continuous compact linear operator
between Hilbert spaces. Then, for any x ∈ H1
Tx =
∞∑
k=1
σk 〈x, ψk〉H1 φk,(1.1)
for a non-negative non-increasing sequence {σk}k∈N and orthonormal systems
{ψk}k∈N ⊂ H1 and {φk}k∈N ⊂ H2. The representation (1.1) is known as the singular
value decomposition of T , or SVD for short. It is both a powerful analysis tool and an
approximation tool. Perhaps the most important feature of this decomposition can
be summarized as∥∥∥∥∥T −
r∑
k=1
σk 〈·, ψk〉H1 φk
∥∥∥∥∥ = σr+1 = infrank(A)≤r ‖T −A‖,
where ‖ · ‖ refers to the standard operator norm and where the infimum is taken over
all operators A from H1 to H2 with rank bounded by r. I.e., (1.1) gives both the
optimal approximation with rank ≤ r (for any r), obtained by truncating the SVD,
and the singular values {σk}k∈N provide the best approximation errors.
SVD has many applications in both mathematics and applied sciences. To name
a few: computation of pseudoinverse, determination of rank (and null space, range),
least-squares minimization, principal component analysis, proper orthogonal decom-
position, data compression, quantum entanglement. For recent applications in model
reduction see [10, 4]. The subject of this work is the application of SVD to low-rank
approximation of functions, see [8].
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A function u in the tensor product H1 ⊗ H2 of two Hilbert spaces H1 and H2,
possesses a decomposition
u =
∞∑
k=1
σkψk ⊗ φk,(1.2)
if the norm on the tensor product space is not weaker than the injective norm. This
guarantees that u can be identified with a compact operator and thus (1.1) applies.
These conditions are certainly satisfied for functions between finite dimensional spaces.
There are also important examples of infinite dimensional spaces, where this is satisfied
as well. The most prominent example is the space of square integrable functions
L2(Ω1 × Ω2).
Low-rank approximations are of essential importance when dealing with tensor
product spaces
⊗d
j=1Hj , d≫ 2. There is no known generalization of SVD to d > 2.
However, if we consider the vector space isomorphism (given appropriate norms)
d⊗
j=1
Hj ∼=

⊗
j∈α
Hj

⊗

⊗
j∈αc
Hj

 , α ⊂ {1, . . . , d},
we can apply SVD in the latter tensor space since this is again a two dimensional tensor
product. This is known as the higher-order singular value decomposition (HOSVD),
see [7]. Thus, the theory for d = 2 can be recycled for higher dimensions. This applies
to high-dimensional kernel operators in L2(×dj=1 Ωj).
There are two other works1 that considered the related questions of regularity
and error estimation of the L2-SVD. In [12] the author showed that the L2-SVD
inherits the regularity of the original function. In [9] the author investigated L∞
error control of the L2-SVD for functions with sufficient smoothness by using the
Gagliardo-Nirenberg inequality.
An important example where (1.2) does not apply are multi-dimensional Sobolev
spaces. The Sobolev norm on the tensor product space is not weaker than the injec-
tive norm and thus Sobolev functions can not be identified with compact operators.
Another way of framing this from an approximation standpoint: we can not apply
SVD to functions while controlling the Sobolev norm. However, not all hope is lost,
since Sobolev spaces are “in between” spaces where SVD applies. E.g., the space of
square integrable functions or the space of functions with mixed smoothness. More-
over, Sobolev spaces such as H1(Ω) can be identified with an intersection of tensor
product spaces, where SVD applies in each of the spaces in the intersection.
The purpose of this work is to analyze if and how SVD can be applied to ap-
proximate functions in a Sobolev space. We work with the prototype H1(Ω), which
frequently arises as the solution space of partial differential equations. The paper
is organized as follows. In section 2 we briefly review some of the basics of ten-
sor spaces. In section 3 we discuss approximation properties of low-rank formats in
Sobolev spaces. We take a closer look at minimal subspaces and different versions of
SVDs. In section 4 we discuss other forms of low-rank approximations. In section 5
we show some simple experiments with different types of low-rank approximations.
We summarize and conclude in section 6.
1That we are aware of.
2
2. Preliminaries. We briefly review some of the theory on tensor spaces and
minimal subspaces. Most of the following material can be found in [8], some of it in
[6]. We use the notation
A . B ⇔ A ≤ CB,
for some constant C > 0 independent of A or B. Similarly for &; and ∼ if both .
and & hold. We use ∼= to denote vector space isomorphisms, with equivalent norms
where relevant.
2.1. Algebraic Tensor Spaces. Let V = X⊗aY be an algebraic tensor product
space, where X and Y are vector spaces. Briefly, it is the space of all sums of the
form
v =
r∑
k=1
x⊗ y, x ∈ X, y ∈ Y, r ∈ N,
where the tensor product ⊗ is bilinear on X × Y . See [8, Chapter 3.2] for a precise
definition of the tensor product.
This construction can be extended for more than two vector spaces to obtain the
tensor space
V = a
d⊗
j=1
Xj,
with elements
v =
r∑
k=1
d⊗
j=1
xj , xj ∈ Xj, r ∈ N.
We will sometimes require the isomorphic representations
a
d⊗
j=1
Xj ∼= Xi ⊗a

a⊗
j 6=i
Xj

 ∼=

a⊗
j∈α
Xj

⊗a
(
a
⊗
i∈αc
Xi
)
,
where
α ⊂ {1, . . . , d}, αc = {1, . . . , d} \ α.
2.2. Tensor Norms and Banach Tensor Spaces. If we are given a norm ‖ ·‖
on the vector space V = a
⊗d
j=1Xj , we can consider the completion w.r.t. that norm.
Definition 2.1 (Topological Tensor Product). The space
‖·‖
d⊗
j=1
Xj := a
d⊗
j=1
Xj
‖·‖
,
is called a topological tensor product.
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Let each of the Xj be a normed vector space. Since ‖ · ‖ induces a topology on V
and with the product topology on×dj=1Xj , we can ask if
⊗ :
d×
j=1
Xi → V
is continuous. In fact, many useful properties in the analysis of tensor product spaces
require even stronger conditions. For ease of presentation, we list the definitions for
d = 2.
Definition 2.2 (Crossnorms). A norm on V = X ⊗a Y is called a crossnorm if
‖x⊗ y‖ = ‖x‖X‖y‖Y .
It is called a reasonable crossnorm if it is a crossnorm and
‖x∗ ⊗ y∗‖∗ = ‖x∗‖X∗‖y∗‖Y ∗ , x∗ ∈ X∗, y∗ ∈ Y ∗
where ‖ · ‖∗ denotes the standard dual norm on the topological dual Z∗ of a space Z.
It is called a uniform crossnorm if it is a reasonable crossnorm and
‖A⊗B‖ = ‖A‖‖B‖, A ∈ L(X,X), B ∈ L(Y, Y ),
with the standard operator norms and where L(X,Y ) denotes the space of continuous
linear operators from X to Y .
There are two important examples of reasonable crossnorms which are the strongest
and the weakest crossnorms (see [6, Chapter 1.1.2] for a justification of the terminol-
ogy).
Definition 2.3 (Projective and Injective Norms). The projective norm on V =
X ⊗a Y is defined as
‖v‖∧ := inf
{
m∑
i=1
‖xi‖X‖yi‖Y : v =
m∑
i=1
xi ⊗ yi
}
,
where the infimum is taken over all possible representations of v. The injective norm
on V = X ⊗a Y is defined as
‖v‖∨ := sup
ϕ∈X∗\{0}, ψ∈Y ∗\{0}
|(ϕ⊗ ψ)v|
‖ϕ‖X∗‖ψ‖Y ∗ .
By [8, Proposition 4.68], we have that for any reasonable crossnorm ‖ · ‖
‖ · ‖∨ . ‖ · ‖ . ‖ · ‖∧.
In this work we will frequently require the following definition.
Definition 2.4 (Hilbert Tensor Space with Canonical Norm). Let H = H1⊗aH2
be an algebraic tensor product of two Hilbert spaces H1 and H2. The canonical inner
product (and associated canonical norm) on H is defined such that
〈x1 ⊗ y1, x2 ⊗ y2〉 = 〈x1, x2〉H1 · 〈y1, y2〉H2 .
By linearity this definition extends to any v ∈ H. The canonical norm is a uniform
crossnorm.
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2.3. Sobolev Spaces. For the remainder of this work we will require the spaces
L2(Ω) = L2(
d×
j=1
Ωj), H
1(Ω) = H1(
d×
j=1
Ωj).
We use the shorthand notation ‖ · ‖0 to denote the L2 norm and ‖ · ‖1 to denote the
H1 norm. This notation will be used both for the tensor product space and the one
dimensional components, where the difference should be clear from context. We use
H1mix(Ω) to denote spaces of functions with mixed smoothness with the corresponding
norm ‖ · ‖mix.
We have
L2(Ω) ∼= ‖·‖0
d⊗
j=1
L2(Ωj), H
1
mix(Ω)
∼= ‖·‖mix
d⊗
j=1
H1(Ωj),
where ‖ · ‖0 (resp. ‖ · ‖mix) are uniform crossnorms defined from the norms ‖ · ‖0 (resp.
‖ · ‖1) on the individual spaces L2(Ωj) (resp. H1(Ωj)).
We frequently require spaces of functions differentiable in only one direction
Hek := H1(Ωk)⊗‖·‖ek


a
⊗
j 6=k
L2(Ωj)

,
where for ek = (δ1k, . . . , δdk) being the k-th canonical vector, the norm is defined via
‖v‖2ek := ‖v‖20 +
∥∥∥∥ ∂∂xk v
∥∥∥∥
2
0
.
As in Definition 2.3, we can define the projective and injective norms on
H1(Ωk)a ⊗
(
a
⊗
j 6=k L
2(Ωj)
)
. We denote these norms by ‖ · ‖∧(ek) and ‖ · ‖∨(ek),
respectively. The space H1(Ω) can be identified with the intersection space
H1(Ω) ∼=
d⋂
k=1
Hek ,(2.1)
where the latter is equipped with the intersection norm
‖ · ‖ := max
1≤k≤d
‖ · ‖ek ,
or any equivalent norm. The utility in this representation lies in the fact that ‖ · ‖ek
is the canonical norm on the Hilbert tensor space Hek and thus SVD applies (see
subsection 2.5). For each 1 ≤ k ≤ d, we get a different decomposition.
2.4. Minimal Subspaces and Tensor Formats. For a tensor in the algebraic
tensor space X⊗a Y , with X and Y Hilbert spaces, the SVD gives the representation
v =
r∑
k=1
σkψk ⊗ φk.
Letting
U1 := span {ψk : 1 ≤ k ≤ r} ,
U2 := span {φk : 1 ≤ k ≤ r} ,
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we have the obvious statement u ∈ U1 ⊗a U2. More importantly, these spaces are
minimal in the sense that if u ∈ V1 ⊗a V2, then U1 ⊂ V1 and U2 ⊂ V2. Spaces U1 and
U2 are called the minimal subspaces of u and they can be defined in a more general
setting.
Definition 2.5 (Minimal Subspaces). Let ‖ · ‖ & ‖ · ‖∨ be a norm on V =
a
⊗d
j=1Xj. For any v ∈ V
‖·‖
the j-th minimal subspace is defined as
Uminj (v) := span
{
ϕ(v) : ϕ =
d⊗
k=1
ϕk, ϕj = idj , ϕk ∈ (Xk)∗, k 6= j)
}‖·‖Xj
,
where idj denotes the identity operator on Xj. This definition can be naturally ex-
tended to Uminα (v) for any α ⊂ {1, . . . , d}.
The question whether
v ∈ a
d⊗
j=1
Uminj (v)
‖·‖
(2.2)
is not trivial for topological tensors v ∈ V ‖·‖. A positive answer requires further
structure of the component spaces and the tensor norm.
Definition 2.6 (Grassmanian). Let X be a Banach space. A closed subspace
U ⊂ X is called direct or complemented if there exists a closed subspace W such that
X = U ⊕W is a direct sum. The set G(X) of all complemented subspaces in X is
called the Grassmanian.
Any closed subspace U of a Hilbert space X belongs to G(X). An important
example where (2.2) is satisfied is when all Xj are Hilbert spaces and ‖ · ‖ is the
canonical norm. The Sobolev space H1(Ω) does not have this property. In particular,
‖ · ‖ & ‖ · ‖∨ does not hold. However, H1(Ω) is isomorphic to an intersection of tensor
spaces, where each individual space in the intersection satisfies (2.2). This property
is frequently exploited in our work.
Ultimately we are interested in low-rank approximations. For d = 2, there is only
one choice of a low-rank format. However, for d > 2 there are many possible low-rank
tensor formats. The two most basic tensor formats are the following.
Definition 2.7 (Canonical Format). Let r ∈ N. The r-term (or canonical)
format in V = a
⊗d
j=1Xj is defined as
Rr(V ) :=

v =
r∑
k=1
d⊗
j=1
xkj : x
k
j ∈ Xj

 .
Definition 2.8 (Tucker Format). For r = (r1, . . . , rd) ∈ Nd, the Tucker format
in V = a
⊗d
j=1Xj is defined as
Tr(V ) :=
{
v ∈ V : dimUminj (v) ≤ rj
}
.
2.5. Tensors as Operators and Singular Value Decomposition. Let
F(Y,X) denote the space of finite rank operators from Y to X , K(Y,X) denote the
6
space of compact operators from Y to X and N (Y,X) denote the space of nuclear
operators from Y to X . Then, for any reasonable crossnorm ‖ ·‖ we get the inclusions
(see [8, Corollary 4.84])
N (Y,X) ∼= X ⊗‖·‖∧ Y ∗ ⊂ X ⊗‖·‖ Y ∗ ⊂ X ⊗‖·‖∨ Y ∗ ∼= F(Y,X)
‖·‖X←Y ⊂ K(Y,X).
An important example and the subject of this work is the case when X and Y are
Hilbert spaces. Then, X∗ ∼= X and Y ∗ ∼= Y . This implies that if ‖ · ‖ is a reasonable
crossnorm, then
X ⊗‖·‖ Y ⊂ K(Y,X).
Since we can apply the singular value decomposition in K(Y,X), this gives a repre-
sentation for any v ∈ X ⊗‖·‖ Y
v =
∞∑
k=1
σkψk ⊗ φk,
for a decreasing non-negative sequence {σk}k∈N and orthonormal systems {ψk}k∈N ⊂
X , {φk}k∈N ⊂ Y . Moreover, this provides us with the best low-rank approximations
‖v −
r∑
k=1
σkxk ⊗ yk‖∨ = σr+1 = inf
vr=
∑
r
k=1 xk⊗yk
‖v − vr‖∨,
for any r ∈ N. The rank of v is the smallest r such that σr+1 = 0 (r =∞ if no such
r exists). For the canonical norm on Hilbert tensor spaces we get
‖v −
r∑
k=1
σkxk ⊗ yk‖2 =
∞∑
k=r+1
(σk)
2 = inf
vr=
∑
r
k=1 xk⊗yk
‖v − vr‖2.
The corresponding space is the space of Hilbert Schmidt operators from Y to X
X ⊗‖·‖ Y ∼= HS(Y,X).
A typical example is the space of square integrable functions
L2(Ω) ∼= L2(Ω1)⊗‖·‖0 L2(Ω2),
where we consider product domains Ω = Ω1 × Ω2. The Sobolev space H1(Ω), on
the other hand, is not equipped with the canonical norm. The Hilbert tensor space
that is the tensor product of one dimensional Sobolev spaces with the canonical norm
corresponds to the space H1mix(Ω) of functions with mixed smoothness. The singular
value decomposition does not apply in H1 directly, which is the motivation for this
work.
The above does not extend to d > 2 directly. However, we have the following
vector space isomorphism.
Definition 2.9 (Matricisation). The matricisationMα with ∅ 6= α ( {1, . . . , d}
is the linear map defined by
Mα : a
d⊗
j=1
Xj →

a⊗
j∈α
Xj

⊗a

a ⊗
j∈αc
Xj

 ,
d⊗
j=1
xj 7→

⊗
j∈α
xj

⊗

⊗
j∈αc
xj

 ,
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where the definition can be extended to any x ∈ a
⊗d
j=1Xj by linearity. Moreover,
this definition can be extended to topological tensors, if the norms in the domain and
image of Mα are compatible, i.e., Mα and M−1α are continuous.
Definition 2.10 (HOSVD). Let α be as in Definition 2.9 and let
V = ‖·‖
⊗d
j=1Xj, where all Xj are Hilbert spaces and ‖ · ‖ is the canonical norm.
Then, Mα is an linear isometric isomorphism from V to the Hilbert tensor space
a⊗
j∈α
Xj

⊗‖·‖α
(
a
⊗
i∈αc
Xi
)
,
endowed with the canonical norm ‖ · ‖α. Thus, we can apply SVD for any α. Set
α = {j} and let {ψjk}k∈N ⊂ Xj denote the Xj-orthonormal singular functions obtained
from the SVD of M{j}(x). Then, there exists a unique sequence x ∈ ℓ2(Nd) such that
x =
∞∑
k1,...,kd=1
xk1,...,kdψ
1
k1 ⊗ · · · ⊗ ψdkd .
This representation is called the higher-order singular value decomposition (HOSVD)
of x.
Other types of decompositions can be obtained by considering SVDs of
α-matricisations for all α in a dimension partition tree over {1, · · · , d}. These decom-
positions are called hierarchical HOSVDs. For details and precise definitions see [8,
Sections 8.3, 11.3].
The approximation obtained by truncating the HOSVD is not optimal anymore
but rather quasi-optimal, as recalled in the following theorem. The proof can be found
in [8, Theorem 10.3].
Theorem 2.11 (HOSVD truncation). In the setting of Definition 2.10, let r :=
(r1, . . . , rd) ∈ Nd and let P jrj be the orthogonal projection from Xj onto
U jrj (x) = span
{
ψjk : 1 ≤ k ≤ rj
}
,
where ψjk ∈ Xj are the singular functions obtained via the HOSVD. Then xr := Prx,
with Pr =
⊗d
j=1 P
j
rjx, is called the truncated HOSVD with multilinear (Tucker) rank
r, and the truncation error satisfies
‖x− xr‖2 ≤
d∑
j=1
∞∑
i=rj+1
(σji )
2 ≤ d inf
v∈Tr(V )
‖x− v‖2,
where {σji }i∈N are the singular values of M{j}(x).
Similar statements can be obtained for the hierarchical HOSVD, with different con-
stants.
3. Approximation Properties. Before we continue with our analysis of low-
rank approximations, we clarify what is meant by an algebraic tensor in H1(Ω). So far
we defined algebraic tensors only on tensor product spaces. In the case of intersection
spaces there are several candidates, since there are multiple tensor product spaces
involved. As the following lemma shows, all possible choices lead to the same algebraic
tensor space, as long as we require H1 regularity.
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Lemma 3.1 ([8, Proposition 4.104]).
a
d⊗
j=1
L2(Ωj)
⋂
H1(Ω) = a
d⊗
j=1
H1(Ωj).
Proof. To show how the algebraic tensors in L2(Ω) inherit H1 regularity, we
detail the proof in a more rigorous way than in [8, Proposition 4.104]. The inclusion
“⊃” is obvious. For the inclusion “⊂”, let u ∈ a
⊗d
j=1 L
2(Ωj)
⋂
H1(Ω). For a fixed
1 ≤ k ≤ d, we have
u ∈ L2(Ωk)⊗a


a
⊗
j 6=k
L2(Ωj)

 ∩H1(Ωk)a⊗
j 6=k
L2(Ωj)
‖·‖ek
.(3.1)
Then, there is a number r ∈ N and functions {vl}rl=1 ⊂ L2(Ωk),
{wl}rl=1 ⊂ a
⊗
j 6=k L
2(Ωj) such that
u =
r∑
l=1
vl ⊗ wl.
By [8, Lemma 3.13], w.l.o.g., we can assume {vl}rl=1 and {wl}rl=1 to be linearly inde-
pendent. Thus, we can choose a dual basis {ϕl}rl=1 ⊂
(
a
⊗
j 6=k L
2(Ωj)
)∗
such that
ϕk(wl) = δkl. Note that the mapping
idk ⊗ϕl : H1(Ωk)⊗‖·‖ek


a
⊗
j 6=k
L2(Ωj)

→ H1(Ωk)
is continuous for all 1 ≤ l ≤ r, since ‖ · ‖ek is a reasonable crossnorm.
Moreover, by (3.1), there exist {vml ⊗wml } 1≤l≤m,
1≤m<∞
⊂ H1(Ωk)⊗a
(
a
⊗
j 6=k L
2(Ωj)
)
such that
lim
m→∞
∥∥∥∥∥u−
m∑
l=1
vml ⊗ wml
∥∥∥∥∥
ek
= 0.
Thus, since idk ⊗ϕi is continuous
0 = lim
m→∞
∥∥∥∥∥idk⊗ϕi
(
u−
m∑
l=1
vml ⊗ wml
)∥∥∥∥∥
1
= lim
m→∞
∥∥∥∥∥
r∑
l=1
vlϕi(wl)−
m∑
l=1
vml ϕi(w
m
l )
∥∥∥∥∥
1
= lim
m→∞
∥∥∥∥∥vi −
m∑
l=1
vml ϕi(w
m
l )
∥∥∥∥∥
1
.
And thus
vi ∈ span {vml : 1 ≤ l ≤ m, 1 ≤ m <∞}
‖·‖1 ⊂ H1(Ωk).
Since i and k were chosen arbitrarily, this shows
u ∈
d⋂
k=1
H1(Ωk)⊗a

a⊗
j 6=k
L2(Ωj)

 .
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Finally, by [8, Lemma 6.11]
d⋂
k=1
H1(Ωk)⊗a


a
⊗
j 6=k
L2(Ωj)

 = a d⊗
j=1
H1(Ωj).
This completes the proof.
3.1. Existence of Low-Rank Approximations. First, we address the ques-
tion of existence of low-rank approximations of a function u ∈ H1(Ω). Since for d > 2
and r > 1 the set Rr(V ) is not closed even for the case V = L2(Ω) (see [8, Section
9.4.1]), we only consider Tucker formats.
In analogy to Definition 2.5, for u ∈ H1(Ω) we define the subspace
U j(u) := span
{
ϕ(u) : ϕ =
d⊗
k=1
ϕk, ϕj = idj , ϕk ∈
(
L2(Ωk))
∗, k 6= j)
}
.(3.2)
Note that for u ∈ a
⊗d
j=1H
1(Ωj), U
j(u) is a closed subspace of H1(Ωj) and the
definition coincides with the case u ∈ a
⊗d
j=1 L
2(Ωj). Since in this case u can be
written as
u =
r∑
k=1
d⊗
i=1
vik,
for some r ∈ N, any ϕ from (3.2) applied to u yields
ϕ(u) =
r∑
k=1
vjk

∏
i6=j
ϕi(v
i
k)

 .
And thus
U j(u) ⊂ span
{
vjk : 1 ≤ k ≤ r
}
.
The subspace U j(u) ⊂ H1(Ωj) is finite dimensional and is closed in any norm.
Thus, together with Lemma 3.1, we can define the Tucker manifold for r =
(r1, . . . , rd) and V = a
⊗d
j=1H
1(Ωj) in the same way as in Definition 2.8. This set
remains weakly closed in H1(Ω). To show this, we first require the following lemma.
Lemma 3.2. Tr
(
a
⊗d
j=1H
1(Ωj)
)
= a
⊗d
j=1H
1(Ωj) ∩ Tr
(
a
⊗d
j=1 L
2(Ωj)
)
.
Proof. The inclusion “⊂” is trivial.
For the other inclusion, assume v ∈ a
⊗d
j=1H
1(Ωj) ∩ Tr
(
a
⊗d
j=1 L
2(Ωj)
)
. Since
v ∈ a
⊗d
j=1H
1(Ωj), U
j(v) ⊂ H1(Ωj) and by [8, Lemma 6.11] v ∈ a
⊗d
j=1 U
j(v) ⊂
a
⊗d
j=1 L
2(Ωj). In particular, since v ∈ Tr
(
a
⊗d
j=1 L
2(Ωj)
)
, dimU j(v) ≤ rj for all
1 ≤ j ≤ d. Hence, v ∈ Tr
(
a
⊗d
j=1H
1(Ωj)
)
. This completes the proof.
Theorem 3.3. Tr
(
a
⊗d
j=1H
1(Ωj)
)
is weakly closed and therefore proximinal in
H1(Ω).
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Proof. Let {vn}n∈N ⊂ Tr
(
a
⊗d
j=1H
1(Ωj)
)
satisfy vn ⇀ v in H
1(Ω). Since(
L2(Ω)
)∗ ⊂ (H1(Ω))∗, vn ⇀ v in L2(Ω). By Lemma 3.2,
{vn}n∈N ⊂ Tr
(
a
⊗d
j=1 L
2(Ωj)
)
, i.e., dimU j(vn) ≤ rj for all 1 ≤ j ≤ d. By [8, Theo-
rem 6.24], dimU j(v) ≤ lim infn→∞ dimU j(v) ≤ rj , and thus
v ∈ Tr
(
a
⊗d
j=1H
1(Ωj)
)
. Since H1(Ω) is a reflexive Banach space, the set
Tr
(
a
⊗d
j=1H
1(Ωj)
)
is proximinal.
3.2. Minimal Subspaces. The subspaces from (3.2) inherit H1 regularity.
Lemma 3.4. For u ∈ H1(Ω)
U j(u) ⊂ H1(Ωj).
Proof. Let v ∈ a
⊗d
j=1H
1(Ωj) and
ϕ[j] :=
d⊗
k=1
ϕk, ϕj = idj , ϕk ∈ L2(Ωk)∗, k 6= j.
Clearly, ϕ[j](v) ∈ H1(Ωj). By [8, Lemma 4.97] and [8, Proposition 4.68]
‖ϕ[j](v)‖1 . ‖v‖∨(ej) . ‖v‖ej .
Thus, ϕ[j] :
(
a
⊗d
j=1H
1(Ωj), ‖ · ‖1
)
→ H1(Ωj) is a continuous linear mapping. Since
a
⊗d
j=1H
1(Ωj) is dense in H
1(Ω), ϕ[j] can be uniquely extended to a bounded linear
mapping on H1(Ω) with the same operator norm, i.e., ϕ[j](v) ∈ H1(Ωj) is well defined
for v ∈ H1(Ω) and the statement follows.
Before we proceed, we would like to clarify that there are several possible def-
initions for minimal subspaces when considering u ∈ H1(Ω). First, there are two
possible choices for the dual space leading to
U ja(u) := span
{
ϕ(u) : ϕ =
d⊗
k=1
ϕk, ϕj = id, ϕk ∈
(
L2(Ωk))
∗, k 6= j)
}
= U j(u),
U jb (u) := span
{
ϕ(u) : ϕ =
d⊗
k=1
ϕk, ϕj = id, ϕk ∈
(
H1(Ωk))
∗, k 6= j)
}
.
Second, there are two possible choices for the completion norm, which overall leads
to four possible definitions
U jI (u) := U
j
a(u)
‖·‖0
,
U jII(u) := U
j
a(u)
‖·‖1
,
U jIII(u) := U
j
b (u)
‖·‖0
,
U jIV (u) := U
j
b (u)
‖·‖1
.
The space U jI (u) is the minimal subspace of u as a function in L
2(Ω). For d = 2,
U1II(u) (resp. U
2
II(u)) is the minimal subspace of u as a function in H
(1,0) (resp.
11
H(0,1)), U1III(u) (resp. U
2
III(u)) is the minimal subspace of u as a function in H
(0,1)
(resp. H(1,0)) and U jIV (u) is the minimal subspace of u as a function in H
1
mix(Ω).
Since we want to consider precisely u ∈ H1(Ω), we consider u ∈ H(1,0) and choose the
variant U1II(u) for the left minimal subspace, and u ∈ H(0,1) with the variant U2II(u)
for the right minimal subspace. Analogously for d > 2.
With the preceding lemma we may now define
Uminj (u) = U
j
a(u)
‖·‖1 ⊂ H1(Ωj).
This space differs from U j(u) in case u 6∈ a
⊗d
j=1H
1(Ωj). We want to check if property
(2.2) still holds for H1 functions. To this end, we require the following assumption.
Assumption 3.5. Let Pj : H1(Ωj) → Uminj (u) be an orthogonal projection. We
assume Pj is continuous in L2
sup
vj∈H1(Ωj), v 6=0
‖Pjvj‖0
‖v‖0 <∞.
Remark 3.6. We will frequently encounter Assumption 3.5 in the following sec-
tions. We will discuss sufficient conditions for this assumption to be satisfied (see
subsection 3.5). In Example 3.14 and Example 3.16 we will also see that this as-
sumption is not necessarily satisfied. In fact, we conjecture that there are functions
u ∈ H1(Ω) which do not satisfy the statement of Proposition 3.7. The proof of this,
however, seems to be not trivial.
Proposition 3.7. Let u ∈ H1(Ω) and assume Assumption 3.5 is satisfied. Then,
it holds
u ∈ ‖·‖1
d⊗
j=1
Uminj (u).
Proof. Since u ∈ H1(Ω), by (2.1), u ∈ H1(Ωj) ⊗‖·‖ej
(
a
⊗
k 6=j L
2(Ωk)
)
. The
space Uminj (u) ⊂ H1(Ωj) is a closed subspace of the Hilbert space H1(Ωj). Thus,
Uminj (u) ∈ G(H1(Ωj)). Moreover, ‖ · ‖ej is a uniform crossnorm. This holds for any
1 ≤ j ≤ d and thus by [8, Theorem 6.29] we obtain
u ∈
d⋂
k=1
Umink (u)⊗‖·‖ek


a
⊗
j 6=k
L2(Ωj)

 .
Next, following the arguments of [8, Theorem 6.28], consider the orthogonal
projection P j : H1(Ωj) → Uminj (u). Let Pj := P j ⊗
(⊗d
k 6=j idk
)
. This is a
linear continuous mapping from H1(Ωj) ⊗‖·‖ej
(
a
⊗
k 6=j L2(Ωk)
)
to Uminj (u) ⊗‖·‖ej(
a
⊗
k 6=j L
2(Ωk)
)
, with ‖Pj‖ = ‖P j‖ = 1 (since ‖ · ‖ej is a uniform crossnorm).
Take a sequence {un}n∈N ⊂ Uminj (u)⊗a
(
a
⊗
k 6=j L
2(Ωk)
)
such that
lim
n→∞ ‖u− un‖ej = 0.
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Clearly, Pj(un) = un and
‖u− Pju‖ej ≤ ‖u− un‖ej + ‖un − Pju‖ej = ‖u− un‖ej + ‖Pj(un − u)‖ej
≤ 2‖u− un‖ej .
Taking the limit with n, we obtain u = Pju.
Since this holds for any 1 ≤ j ≤ d, we get
u =

 d∏
j=1
Pj

 u =

 d⊗
j=1
P j

u.(3.3)
Next, we require a separable representation for u that converges in H1(Ω). This is
possible for H1(Ω) by choosing a complete H1(Ω)-orthonormal system of elementary
tensor products (e.g., a Fourier basis) or an H1(Ω) Riesz basis of wavelets. Let
{⊗dj=1 ψjkj : (kj)dj=1 ∈ Nd} be such a system. Then, there exists a sequence u =
(uk)k∈Nd ∈ ℓ2(Nd) such that
u = lim
n→∞
n∑
k1=1
· · ·
n∑
kd=1
uk
d⊗
j=1
ψjkj ,(3.4)
with convergence in ‖ · ‖1. Since
‖ · ‖ej ≤ ‖ · ‖1, 1 ≤ j ≤ d,
(3.4) converges in ‖ · ‖ej for all 1 ≤ j ≤ d as well. Thus, by (3.3) and Assumption 3.5
u =

 d⊗
j=1
P j

 u = lim
n→∞
n∑
k1=1
· · ·
n∑
kd=1
uk
d⊗
j=1
P j(ψjkj ),
for any 1 ≤ i ≤ d and with convergence in H1(Ω). We take
un :=
n∑
k1=1
· · ·
n∑
kd=1
uk
d⊗
j=1
P j(ψjkj ).
Clearly, un ∈ a
⊗d
j=1 U
min
j (u) and by above
lim
n→∞
‖u− un‖1 = 0.
This completes the proof.
3.3. SVD and L2-Eigenspaces. The singular value decomposition can be uti-
lized to obtain spaces Uminj (u) and low-rank approximations therein. Interestingly,
the resulting spaces are not necessarily the same depending on the interpretation of
u ∈ H1(Ω). In the following we restrict the exposition to d = 2.
If we consider u ∈ L2(Ω), then u can be identified with a compact operator from
L2(Ω2) to L
2(Ω1) such that
u[w] =
∫
Ω2
u(·, y)w(y)dy.(3.5)
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for w ∈ L2(Ω2). The adjoint u∗ : L2(Ω1)→ L2(Ω2) is given by
u∗[v] =
∫
Ω1
u(x, ·)v(x)dx,
for v ∈ L2(Ω1). Thus, a left singular vector ψ of u satisfies
uu∗[ψ] =
∫
Ω2
u(·, y)
∫
Ω1
u(x, y)ψ(x)dxdy = λψ,
for some λ ∈ R+, and the accompanying right singular vector satisfies
u∗u[φ] =
∫
Ω1
u(x, ·)
∫
Ω2
u(x, y)φ(y)dydx = λφ.
Since u is a compact operator, we can find an L2-orthonormal system of left and
right singular vectors, which we denote by {ψk}k∈N and {φk}k∈N, respectively, and
the corresponding singular values by {σ00k =
√
λ00k }k∈N, sorted by decreasing values
such that
u = lim
r→∞
r∑
k=1
σ00k ψk ⊗ φk, in ‖ · ‖0.
We have the identities
U1(u) = span
{
ψk : k ∈ N, σ00k > 0
}
,
U2(u) = span
{
φk : k ∈ N, σ00k > 0
}
.
The SVD provides both optimal low-rank approximations of given rank and an error
estimator in the sense that
‖u−
r∑
k=1
σ00k ψk ⊗ φk‖0 = inf
g∈Rr(L2(Ω))
‖u− g‖0,
‖u−
r∑
k=1
σ00k ψk ⊗ φk‖20 =
∞∑
k=r+1
(σ00k )
2.
For the case u 6∈ L2(Ω1)⊗a L2(Ω2), λ00k > 0 for all k ∈ N. Otherwise, we only require
finitely many ψk’s and φk’s. Letting
γk =
1
λ00k
∫
Ω2
∂
∂x
u(·, y)
∫
Ω1
u(x, y)ψk(x)dxdy,
we have that
‖γk‖20 =
1
(λ00k )
2
∫
Ω1
(∫
Ω2
∂
∂x
u(s, y)
∫
Ω1
u(x, y)ψk(x)dxdy
)2
ds
(3.6)
≤ 1
(λ00k )
2
∫
Ω1
(∫
Ω2
∂
∂x
u(s, y)
(∫
Ω1
u2(x, y)dx
)1/2(∫
Ω1
ψ2k(x)dx
)1/2
dy
)2
ds
≤ 1
(λ00k )
2
‖ψk‖20
∫
Ω1
((∫
Ω2
(
∂
∂x
u(s, y))2dy
)1/2(∫
Ω2
∫
Ω1
u2(x, y)dxdy
)1/2)2
ds
=
1
(λ00k )
2
‖u‖20
∥∥∥∥ ∂∂xu
∥∥∥∥
2
0
,
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and for all ϕ ∈ C∞c (Ω1)∫
Ω1
ϕ(s)γk(s) =
∫
Ω1
ϕ(s)
1
λ00k
∫
Ω2
∂
∂x
u(s, y)
∫
Ω1
u(x, y)ϕk(x)dxdyds
=
1
λ00k
∫
Ω2
∫
Ω1
ϕ(s)
∂
∂s
u(s, y)ds
∫
Ω1
u(x, y)ϕk(x)dxdy
= − 1
λ00k
∫
Ω2
∫
Ω1
d
ds
ϕ(s)u(s, y)ds
∫
Ω1
u(x, y)ϕk(x)dxdy
= −
∫
Ω1
d
ds
ϕ(s)
1
λ00k
∫
Ω2
u(s, y)
∫
Ω1
u(x, y)ϕk(x)dxdyds
= −
∫
Ω1
d
ds
ϕ(s)ψk(s)ds,(3.7)
so that γk =
d
dxψk. Analogously for φk,
d
dx
φk =
1
λ00k
∫
Ω1
∂
∂y
u(x, ·)
∫
Ω2
u(x, y)φk(y)dydx.
Thus, ψk ∈ H1(Ω1), φk ∈ H1(Ω2) for all k ∈ N and, consistently with Lemma 3.4,
U1(u) ⊂ H1(Ω1) and U2(u) ⊂ H1(Ω2). The best rank r approximation in L2,
ur :=
r∑
k=1
σ00k ψk ⊗ φk,(3.8)
makes sense in H1 and we can consider the error ‖u− ur‖1.
Theorem 3.8. Let u ∈ H1(Ω) and ur be its best rank r approximation in L2
defined by (3.8). We have
‖ur‖21 =
r∑
k=1
(σ00k )
2
(
1 +
∥∥∥∥ ddxψk
∥∥∥∥
2
0
+
∥∥∥∥ ddyφk
∥∥∥∥
2
0
)
(3.9)
If
lim
r→∞
‖ur‖1 <∞(3.10)
then ‖u− ur‖1 → 0 and
‖u− ur‖21 =
∞∑
k=r+1
(σ00k )
2
(
1 +
∥∥∥∥ ddxψk
∥∥∥∥
2
0
+
∥∥∥∥ ddyφk
∥∥∥∥
2
0
)
.(3.11)
Proof. Clearly, if ur converges to some u˜ ∈ H1(Ω), u = u˜ a.e. by the simple
inequality
‖u− u˜‖0 ≤ inf
r∈N
{‖u− ur‖0 + ‖u˜− ur‖1} = 0.(3.12)
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We have
‖ur‖21 =
∥∥∥∥∥
r∑
k=1
σ00k ψk ⊗ φk
∥∥∥∥∥
2
1
=
r∑
k,l=1
σ00k σ
00
l 〈ψk ⊗ φk, ψl ⊗ φl〉1
=
r∑
k,l=1
σ00k σ
00
l
(
〈ψk ⊗ φk, ψl ⊗ φl〉0 +
〈
d
dx
ψk ⊗ φk, d
dx
ψl ⊗ φl
〉
0
+
〈
ψk ⊗ d
dy
φk, ψl ⊗ d
dy
φl
〉
0
)
=
r∑
k,l=1
σ00k σ
00
l
(
δklδkl +
∥∥∥∥ ddxψk
∥∥∥∥
2
0
δkl + δkl
∥∥∥∥ ddyφk
∥∥∥∥
2
0
)
=
r∑
k=1
(σ00k )
2
(
1 +
∥∥∥∥ ddxψk
∥∥∥∥
2
0
+
∥∥∥∥ ddyφk
∥∥∥∥
2
0
)
.
Thus, (‖ur‖21)r∈N is a positive increasing sequence. If (3.10) holds, then (‖ur‖21)r∈N
converges. Then, for m ≥ r
‖um − ur‖21 = ‖um‖21 − ‖ur‖21,
which proves that ur is Cauchy and therefore converges. Taking the limit and by
(3.12), we obtain ‖u− ur‖1 → 0. The proof of (3.11) follows similarly as above.
Remark 3.9. Equation (3.11) is thus a recipe for constructing low-rank approxi-
mations via the L2-SVD but with error control in H1. Assumption (3.10) particularly
holds when u is a numerical approximation to the solution of a PDE.
We can not expect (3.10) to hold in general. Specifically, in (3.6) we applied twice
the Cauchy-Schwarz inequality, which is known to be sharp. Since λ00k = (σ
00
k )
2, this
would imply that (3.10) is not satisfied and ur diverges in H
1(Ω). On the other hand,
we can think of cases where (3.10) is satisfied, such as in the case of a Fourier basis.
We ask what are the possible conditions on ψk and φk for (3.10) to be satisfied?
Note that this condition is similar to well-known estimates from approximation theory,
specifically approximation via wavelets or, more generally, multi-scale approximation.
There sufficient conditions include the existence of a uniformly bounded family of
projectors that satisfy direct and inverse inequalities.
Translated into our setting, sufficient conditions for (3.10) look as follows. Define
the subspaces
Sl := span
{
ψk : 1 ≤ k ≤ 2l
} ⊂ Umin1 (u), l ∈ N0.
We require the Jackson (direct) inequality to be satisfied
inf
vl∈Sl
‖f − vl‖0 . 2−sl‖f‖1, ∀f ∈ Umin1 (u),
for some s > 1 and the Bernstein (indirect) inequality
‖vl‖1 . 2s¯l‖vl‖0, ∀vl ∈ Sl,
for some s¯ > 1. Analogously for the space generated by the φk’s. For more details we
refer to [11, Theorem 5.12] and [5].
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We conclude this subsection by extending the result to d ≥ 2. Let u ∈ H1(Ω)
with Ω =×dj=1 Ωj , x = (x1, . . . , xd) ∈ Ω. Then, for any 1 ≤ i ≤ d, we can consider
the integral operator
ui : L
2(Ωi)→ L2(×
j 6=i
Ωj),
ui[w] =
∫
Ωi
u(·, . . . , xi, . . . , ·)w(xi)dxi, w ∈ L2(Ωi).
As before, we can consider the singular vectors {ψik : k ∈ N}, and the corresponding
eigenvalues {λik ∈ R+ : k ∈ N}. The derivatives are given by
d
dxi
ψik =
∫
×j 6=i Ωj
∂
∂xi
u(. . . , xi−1, ·, xi+1, . . .)
∫
Ωi
u(x)ψik(xi)dx.
with the familiar estimate ∥∥∥∥ ddxiψik
∥∥∥∥
0
≤ 1
λik
‖u‖0
∥∥∥∥ ∂∂xi u
∥∥∥∥
0
.
The identity
Ui(u) = span
{
ψik : k ∈ N, σik =
√
λik > 0
}
, 1 ≤ i ≤ d,
holds. Define the subspace
Biri := span
{
ψik : 1 ≤ k ≤ ri
}
,
and the corresponding L2-orthogonal projector P iri : L
2(Ωi) → Biri , for 1 ≤ i ≤ d.
Then, for r = (r1, . . . , rd) ∈ Nd, define
Pr :=
d⊗
j=1
P jrj , and ur := Pru.(3.13)
The projection Pr is the HOSVD projection from Theorem 2.11. Before we proceed,
we require the following lemma, which is an extension of Theorem 3.8.
Lemma 3.10. Let u ∈ H1(Ω) and
Pjrj = id1⊗ · · · ⊗ P jrj ⊗ · · · ⊗ idd .
We have
‖Pjrju‖2ej =
rj∑
k=1
(σjk)
2
(
1 +
∥∥∥∥ ddxψjk
∥∥∥∥
2
0
)
.
If
lim
rj→∞
‖Pjrju‖ej <∞,
then ‖u− Pjrju‖ej → 0 and
‖u− Pjrju‖2ej =
∞∑
k=rj+1
(σjk)
2
(
1 +
∥∥∥∥ ddxψjk
∥∥∥∥
2
0
)
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Proof. We consider the matricisation
M{j}(u) : Hej → H1(Ωj)⊗‖·‖(1,0) L2(×
i6=j
Ωi).
This is a linear isometric isomorphism since ‖ · ‖ej and ‖ · ‖(1,0) are canonical norms
(induced by the same norms). The space H1(Ωj) ⊗‖·‖(1,0) L2(×i6=j Ωi) is a Hilbert
tensor space of order 2 equipped with the canonical norm, with the H1 norm on the
left and L2 norm on the right. Thus, we can apply Theorem 3.8 to M{j}(u) and the
statement follows.
For the H1 error we get the following result. Remark 3.9 applies here as well.
Theorem 3.11. Let u ∈ H1(Ω) and ur be defined by (3.13). We have
1
d
d∑
j=1
rj∑
k=1
(σjk)
2 ≤ ‖ur‖21 ≤
d∑
j=1
rj∑
k=1
(σjk)
2
(
1 +
∥∥∥∥ ddxψjk
∥∥∥∥
2
0
)
.(3.14)
Define the constants
Γj(rj) := sup
v∈Bjrj
‖v‖1
‖v‖0 .
If
lim
minj rj→∞
d∑
j=1
rj∑
k=1
(σjk)
2

1 + ∥∥∥∥ ddxψjk
∥∥∥∥
2
0
+
∑
i6=j
Γ2i (ri)

 <∞(3.15)
then ‖u− ur‖1 → 0 and
‖u− ur‖21 ∼
d∑
j=1
∞∑
k=rj+1
(σjk)
2
(
1 +
∥∥∥∥ ddxψjk
∥∥∥∥
2
0
)
.(3.16)
Proof. Let Pjrj be defined as in Lemma 3.10. The projection
∏d
i6=j P iri is orthog-
onal in the ‖ · ‖ej norm. The lower bound in (3.14) is an immediate consequence of
[8, Theorem 10.3]. For the upper bound we get by applying Lemma 3.10
‖Pru‖21 ≤
d∑
j=1
‖Pru‖2ej =
d∑
j=1
∥∥∥∥∥∥

 d∏
i6=j
P iri

Pjrju
∥∥∥∥∥∥
2
ej
≤
d∑
j=1
∥∥∥Pjrju∥∥∥2
ej
=
d∑
j=1
rj∑
k=1
(σjk)
2
(
1 +
∥∥∥∥ ddxψjk
∥∥∥∥
2
0
)
.
Next, observe that we can bound the ‖ · ‖1 norm of P jrj as follows
‖P jrjv‖1 ≤ Γj(rj)‖|P jrjv‖0 ≤ Γj(rj)‖v‖0 ≤ Γj(rj)‖v‖1,
for any v ∈ H1(Ωj). Thus, since ‖ · ‖ej is a uniform crossnorm on Hej , ‖Pjrj‖ej =
‖P jrj‖1, so that we can bound ‖Pjrj‖1 ≤ Γj(rj).
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Let um := Pmu be an HOSVD approximation as in (3.13) with mj > rj for all
j. Then, since
∏d
i6=j P iri is orthogonal w.r.t. ‖ · ‖ej and applying again Lemma 3.10,
we have
‖um − ur‖21 ≤
d∑
j=1
‖(Pm − Pr)u‖2ej
≤
d∑
j=1


∥∥∥∥∥∥(Pjmj − Pjrj)
d∏
i6=j
P iriu
∥∥∥∥∥∥
ej
+
∥∥∥∥∥∥Pjmj

 d∏
i6=j
P imi −
d∏
i6=j
P iri

 u
∥∥∥∥∥∥
ej


2
≤ 2
d∑
j=1
mj∑
k=rj+1
(σjk)
2
(
1 +
∥∥∥∥ ddxψjk
∥∥∥∥
2
0
)
+ Γ2j (mj)
∑
i6=j
mi∑
k=ri+1
(σik)
2.
If (3.15) holds, then ur is a Cauchy sequence in H
1 and by uniqueness of the limit
we must have ‖u− ur‖1 → 0.
Finally, we show the bounds in (3.16). The mapping id =
⊗d
j=1 idj is an or-
thogonal projection in the ‖ · ‖ej norm and Im
(∏d
i6=j P iri
)
⊂ Im (id). Thus, for any
1 ≤ j ≤ d
‖(id− Pr)u‖21 ≥ ‖(id− Pr)u‖2ej =
∥∥∥∥∥∥

id−

 d∏
i6=j
P iri

Pjrj

u
∥∥∥∥∥∥
2
ej
≥
∥∥∥(id− Pjrj )u∥∥∥2
ej
=
∞∑
k=rj+1
(σjk)
2
(
1 +
∥∥∥∥ ddxψjk
∥∥∥∥
2
0
)
,
where the last equality is due to Lemma 3.10. This shows the lower bound in (3.16).
For the upper bound
‖(id− Pr)u‖21 ≤
d∑
j=1
‖(id− Pr)u‖2ej
=
d∑
j=1
∥∥∥∥∥∥(id−
d∏
i6=j
P iri)u
∥∥∥∥∥∥
2
ej
+
∥∥∥∥∥∥
d∏
i6=j
P iri(id− Pjrj )u
∥∥∥∥∥∥
2
ej
≤
d∑
j=1

 ∞∑
k=rj+1
(σjk)
2 +
∞∑
k=rj+1
(σjk)
2
(
1 +
∥∥∥∥ ddxψjk
∥∥∥∥
2
0
)
=
d∑
j=1
∞∑
k=rj+1
(σjk)
2
(
2 +
∥∥∥∥ ddxψjk
∥∥∥∥
2
0
)
.
This completes the proof.
3.4. SVD and H1-Eigenspaces. We consider a function u ∈ H1(Ω) as an
element of the intersection space
u ∈ H(1,0) ∩H(0,1).
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We first consider u as a Hilbert Schmidt operator u : L2(Ω2) → H1(Ω1) defined
by
u[w] =
∫
Ω2
u(·, y)w(y)dy, w ∈ L2(Ω2),
which, at first, is the same as in (3.5). The difference arises when we consider the
adjoint u∗ : H1(Ω1)→ L2(Ω2)
u∗[v] =
∫
Ω1
u(x, ·)v(x) + ∂
∂x
u(x, ·) d
dx
v(x)dx, v ∈ H1(Ω1).
The corresponding left and right singular functions ψ1k ∈ H1(Ω1) and φ0k ∈ L2(Ω2)
are respectively given by
uu∗[ψ1k] =
∫
Ω2
u(·, y)
∫
Ω1
u(x, y)ψ1k(x) +
∂
∂x
u(x, y)
d
dx
ψ1k(x)dxdy = λ
10
k ψ
1
k,
and
u∗u[φ0k] =
∫
Ω1
u(x, ·)
∫
Ω2
u(x, y)φ0k(y)dydx
+
∫
Ω1
∂
∂x
u(x, ·)
∫
Ω2
∂
∂x
u(x, y)φ0k(y)dydx = λ
10
k φ
0
k,(3.17)
with the corresponding singular values σ10k =
√
λ10k sorted in decreasing order. Note
that, unlike in the previous subsection, in general φ0k 6∈ H1(Ω2). To guarantee this we
would have to require u ∈ H1mix(Ω). This means that the sum
ur =
r∑
k=1
σ10k ψ
1
k ⊗ φ0k
does not make sense in H1(Ω) in general, only in H(1,0).
Similarly, we can interpret u ∈ H1(Ω) as a Hilbert Schmidt operator
u : H1(Ω2)→ L2(Ω1) defined by
u[w] =
∫
Ω2
u(·, y)w(y) + ∂
∂y
u(·, y) d
dy
w(y)dy, w ∈ H1(Ω2),
with an adjoint u∗ : L2(Ω1)→ H1(Ω2) given by
u∗[v] =
∫
Ω1
u(x, ·)v(x)dx, v ∈ L2(Ω1).
The corresponding singular functions ψ0k ∈ L2(Ω1) and φ1k ∈ H1(Ω2) satisfy
uu∗[ψ0k] =
∫
Ω2
u(·, y)
∫
Ω1
u(x, y)ψ0k(x)dxdy
+
∂
∂y
u(·, y)
∫
Ω1
∂
∂y
u(x, y)ψ0k(x)dxdy = λ
01
k ψ
0
k,
and
u∗u[φ1k] =
∫
Ω1
u(x, ·)
∫
Ω2
u(x, y)φ1k(y) +
∂
∂y
u(x, y)
d
dy
φ1k(y)dydx = λ
01
k φ
1
k,(3.18)
where σ01k =
√
λ01k are the corresponding singular values, sorted in decreasing order.
We make the following immediate observation.
20
Proposition 3.12. Let u ∈ H1(Ω) and let ∑∞k=1 σ00k ψk ⊗ φk, ∑∞k=1 σ10k ψ1k ⊗ φ0k
and
∑∞
k=1 σ
01
k ψ
0
k⊗φ1k be the SVD of u interpreted as an element of H(0,0), H(1,0) and
H(0,1) respectively. Then, we have for all r ≥ 0
∞∑
k=r+1
(σ00k )
2 ≤
∞∑
k=r+1
(σ10k )
2 ≤
∞∑
k=r+1
(σ00k )
2‖ψk‖21,
∞∑
k=r+1
(σ00k )
2 ≤
∞∑
k=r+1
(σ01k )
2 ≤
∞∑
k=r+1
(σ00k )
2‖φk‖21.
Proof. The first statement is given by
∞∑
k=r+1
(σ10k )
2 = inf
v∈Rr(H1(Ω1)a⊗L2(Ω2))
‖u− v‖2(1,0)
≥ inf
v∈Rr(L2(Ω1)a⊗L2(Ω2))
‖u− v‖2(0,0) =
∞∑
k=r+1
(σ00k )
2,
and
∞∑
k=r+1
(σ10k )
2 = inf
v∈Rr(H1(Ω1)a⊗L2(Ω2))
‖u− v‖2(1,0) ≤
∥∥∥u− r∑
k=1
σ00k ψk ⊗ φk
∥∥∥2
(1,0)
=
∞∑
k=r+1
(σ00k )
2‖ψk‖21.
Analogously for the second statement.
Note that the upper bounds in Proposition 3.12 do not necessarily hold component-
wise, i.e., the inequalities
σ10k ≤ σ00k ‖ψk‖1,
do not hold in general. This is due to the fact that when estimating the injective
norm ∥∥∥∥∥
∞∑
k=r+1
σ00k ψk ⊗ φk
∥∥∥∥∥
∨(H1(Ω1),L2(Ω2))
,
the functions ψk are not orthonormal in H
1(Ω1) and the sequence {σ00k ‖ψk‖1}k∈N is
not necessarily decreasing.
Naturally, we can ask whether we can derive a bound of the sort
∞∑
k=r+1
(σ00k )
2‖ψk‖21 .
∞∑
k=r+1
(σ10k )
2γ(k),
for some sequence γ(k). Though we do not believe this is possible without further
assumptions, we can nonetheless improve the bounds. This indicates that indeed
the quantities σ10k and σ
00
k ‖ψk‖1 are closely related. This will later be confirmed by
numerical observations.
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Theorem 3.13. Let u ∈ H1(Ω) and assume the L2-SVD u = ∑∞k=1 σ00k ψk ⊗ φk
converges in H1(Ω). Then, we have
σ10r = ‖ψ1r‖−1/20
( ∞∑
k=1
(σ00k )
4| 〈ψ1r , ψ0k〉1 |2
)1/4
≥ σ00r
(〈
ψ1r , ψr
〉
1
‖ψ1r‖0
)1/2
,
σ01r = ‖φ1r‖−1/20
( ∞∑
k=1
(σ00k )
4| 〈φ1r, φ0k〉1 |2
)1/4
≥ σ00r
(〈
φ1r , φr
〉
1
‖φ1r‖0
)1/2
.
Proof. We consider the L2-SVD u =
∑∞
k=1 σ
00
k ψk ⊗ φk. u is identified with an
operator u : L2(Ω2)→ H1(Ω1). For any w ∈ L2(Ω2),
u[w] =
∞∑
k=1
σ00k 〈w, φk〉0 ψk,
converges in H1(Ω1) and for any v ∈ H1(Ω1),
u∗[v] =
∞∑
k=1
σ00k 〈v, ψk〉1 φk,
convergences in L2(Ω2). Thus,
uu∗[v] =
∞∑
k=1
σ00k
〈 ∞∑
l=1
σ00l 〈v, ψl〉1 φl, φk
〉
0
ψk =
∞∑
k=1
∞∑
l=1
σ00k σ
00
l 〈v, ψl〉1 〈φl, φk〉0 ψk
=
∞∑
k=1
(σ00k )
2 〈v, ψk〉1 ψk.
On the other hand, utilizing the H(1,0)-SVD of u, we have
uu∗[v] =
∞∑
k=1
(σ10k )
2
〈
v, ψ1k
〉
ψ1k,
and thus
uu∗[v] =
∞∑
k=1
(σ00k )
2 〈v, ψk〉1 ψk =
∞∑
k=1
(σ10k )
2
〈
v, ψ1k
〉
ψ1k.
Substituting v = ψ1r , we obtain
∞∑
k=1
(σ00k )
2
〈
ψ1r , ψk
〉
1
ψ0k = (σ
10
r )
2ψ1r ,
since {ψ1k}k∈N are H1(Ω1)-orthonormal. Finally, taking the L2(Ω1)-norm of both
sides and since {ψk}k∈N are L2(Ω1)-orthonormal, we obtain
∞∑
k=1
(σ00k )
4| 〈ψ1r , ψk〉 |2 = (σ10r )4‖ψ1r‖20.
The statement for σ01r follows analogously by identifying u with an operator from
H1(Ω2) to L
2(Ω1). This completes the proof.
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The factors in the bounds in Theorem 3.13 reflect how ψ1r , normalized in H
1(Ω1),
scales w.r.t. ψr, normalized in L
2(Ω1). For instance, if {ψr}r∈N behaves like Fourier or
wavelet basis, then ψ1r ∼ ‖ψr‖−11 ψr. In this case, the right hand side in Theorem 3.13
evaluates to
σ00r
(〈
ψ1r , ψr
〉
1
‖ψ1r‖0
)1/2
∼ σ00r ‖ψr‖1.
This leads precisely to the upper bound of Proposition 3.12. Analogous conclusions
hold when considering σ00r , φ
1
r and φr.
Extending the results of this subsection to d > 2 using HOSVD singular values
and, e.g., the Tucker format is straightforward. Since we can consider matriciza-
tions w.r.t. to each 1 ≤ j ≤ d separately, the analysis effectively reduces to the case
d = 2. Difficulties arise only when considering simultaneous projections Pr as in
Theorem 3.11. There we require the additional assumption (3.15).
3.5. SVD and H(1,0)/H(0,1) projections. Given the singular functions
{ψ1k}k∈N and {φ1k}k∈N associated with H(1,0) and H(0,1) SVDs of u respectively, we
consider the finite dimensional subspaces
B1r := span
{
ψ1k : 1 ≤ k ≤ r
} ⊂ Umin1 (u),(3.19)
B2r := span
{
φ1k : 1 ≤ k ≤ r
} ⊂ Umin2 (u),
and the corresponding H1-orthogonal projections
Pr : H
1(Ω1)→ B1r ,(3.20)
Qr : H
1(Ω2)→ B2r .
The tensor product Pr ⊗Qr is well defined on H1(Ω1)⊗a H1(Ω2), and on this space
it holds
Pr ⊗Qr = (Pr ⊗ id2)(id1⊗Qr) = (id1⊗Qr)(Pr ⊗ id2).(3.21)
However, the interpretation is problematic when considering Pr ⊗Qr on the closure
of H1(Ω1) ⊗a H1(Ω2) . Take, e.g., the projection Pr ⊗ id2. This is an orthogonal
projection on H(1,0) and we have
(Pr ⊗ id2)u =
r∑
k=1
σ10k ψ
1
k ⊗ φ0k.
But in general
(Pr ⊗ id2)u 6∈ H(0,1),
unless u ∈ H1(Ω1) ⊗a H1(Ω2). Thus, the subsequent application id1⊗Qr does not
necessarily make sense and is not continuous.
Notice the difference with the projections P 1r and P
2
r from (3.13) (for d = 2 and
r1 = r2 = r). First, we had
P 1r ⊗ id2 u = id1⊗P 2r u = P 1r ⊗ P 2r u,
since both the left and right projections already give the best rank r approximation in
L2. Second, we required only L2-orthogonality, thus preserving H1-regularity in the
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image. Thus, P 1r ⊗ P 2r made sense on H1(Ω), although the sequence of projections
does not necessarily converge in H1(Ω). To that end, we had to additionally assume
convergence as in (3.10), or boundedness as in (3.15).
In the present case, although we obtain optimality in the stronger ‖ · ‖(1,0)-norm,
we lose convergence or possibly even boundedness in the ‖ · ‖(0,1)-norm. Thus, we can
ask ourselves if Pr is bounded from L
2(Ω1) to L
2(Ω1), i.e., if
Pr ∈ L
(
L2(Ω1), L
2(Ω1)
)
?
Specifically, what are the minimal assumptions - if any - that we require in order to
achieve this? The next example shows that indeed even for simple projections this
property is not guaranteed.
Example 3.14. Let Ω1 = (0, 1) and consider the space H
1
0 (0, 1). We know
H10 (0, 1) →֒ C(0, 1). Consider g ∈ H10 (0, 1)→ R defined by
g[f ] := f(0.5), ∀f ∈ H10 (0, 1).
Clearly, g is a linear functional. Moreover, since any such f is absolutely continuous,
g is bounded in the ‖ · ‖1-norm. Thus, g ∈ (H10 (0, 1))∗. By the Riesz representation
theorem, there exists a unique g˜ ∈ H10 (0, 1), such that g[f ] = 〈f, g˜〉1, for all f ∈
H10 (0, 1).
Define the one dimensional subspace U = span {g˜}. The corresponding H1-
orthogonal projection P is given by
Pv = ‖g˜‖−21 〈v, g˜〉1 g˜ = ‖g˜‖−21 v(0.5)g˜.
Consider the sequence
vn(x) :=


1 + (n+ 1)(x− 0.5), if 0.5− 1n+1 ≤ x < 0.5,
1 + (n+ 1)(0.5− x), if 0.5 ≤ x ≤ 0.5 + 1n+1 ,
0, otherwise,
n ∈ N. Clearly, vn ∈ H10 (0, 1) for any n ∈ N, ‖vn‖0 ≤
√
2
n+1 −→ 0, and Pvn =
‖g˜‖−21 g˜ 6= 0, for all n ∈ N. Thus, P can not be continuous in L2.
A closer look at the preceding example shows that such a function g˜ ∈ H10 (0, 1)
differentiated twice yields the delta distribution. Therefore, it can not be in H2(Ω1).
On the other hand, if the function has H2-regularity, as the next statement shows,
we can indeed obtain boundedness in L2.
Lemma 3.15. Let u ∈ H1(Ω). In addition, assume the second unidirectional
derivatives of u exist in the distributional sense and are bounded, i.e.,∥∥∥∥ ∂2∂x2u
∥∥∥∥
0
<∞,
∥∥∥∥ ∂2∂y2u
∥∥∥∥
0
<∞.
Finally, assume u satisfies either zero Dirichlet or zero Neumann boundary conditions.
Then, the projections defined in (3.20) can be bounded as
‖Prv‖1 ≤
√
2‖v‖0
(
r∑
k=1
‖ψ1k‖20 +
∥∥∥∥ d2dx2ψ1k
∥∥∥∥
2
0
)1/2
,
‖Qrw‖1 ≤
√
2‖w‖0
(
r∑
k=1
‖φ1k‖20 +
∥∥∥∥ d2dy2φ1k
∥∥∥∥
2
0
)1/2
.
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Proof. One can verify as in (3.7) that ψ1k and φ
1
k are twice weakly differentiable
for any k ∈ N. For any v ∈ H1(Ω1), we can write
Prv =
r∑
k=1
〈
v, ψ1k
〉
1
ψ1k.
The coefficients can be written as〈
v, ψ1k
〉
1
=
∫
Ω1
v(x)ψ1k(x)dx +
∫
Ω1
d
dx
v(x)
d
dx
ψ1k(x)dx
=
∫
Ω1
v(x)ψ1k(x)dx −
∫
Ω1
v(x)
d2
dx2
ψ1k(x)dx,
where the boundary term vanishes due to the boundary conditions. Thus, we get
‖Prv‖21 =
r∑
k=1
| 〈v, ψ1k〉1 |2 ≤
r∑
k=1
(
‖v‖0‖ψ1k‖0 + ‖v‖0
∥∥∥∥ d2dx2ψ1k
∥∥∥∥
0
)2
≤ 2‖v‖20
r∑
k=1
(
‖ψ1k‖20 +
∥∥∥∥ d2dx2ψ1k
∥∥∥∥
2
0
)
.
Analogously for Qr. This completes the proof.
Note that in principle the assumption on the boundary conditions can be re-
placed or avoided, as long as we can estimate the appearing boundary term. The
assumption can be avoided entirely by using an estimate for the L∞ norm via the
Gagliardo-Nirenberg inequality, although this would yield a crude estimate and di-
mension dependent regularity requirements.
Under the conditions of Lemma 3.15, we can assert that Pr ⊗ Qr is indeed con-
tinuous. Since ‖ · ‖(0,1) is a uniform crossnorm
‖Pr ⊗Qr‖(0,1) = ‖Pr‖0‖Qr‖1 ≤
√
2
(
r∑
k=1
‖ψ1k‖20 +
∥∥∥∥ d2dx2ψ1k
∥∥∥∥
2
0
)1/2
,
and similarly for ‖ · ‖(1,0). Thus,
Pr ⊗Qr ∈ L
(
H1(Ω), H1(Ω)
)
.
By density, we can uniquely extend Pr⊗Qr onto H1(Ω) and the identity (3.21) holds.
One might argue that requiring Pr and Qr to be continuous in L
2 is unnecessary,
since we only need that the mappings
Pr ⊗ id2 : H1(Ω)→ H(0,1),
and id1⊗Qr are continuous. The following example shows that indeed Pr ⊗ id2 need
not be continuous even on elementary tensor products, if Pr is not L
2 continuous.
Example 3.16. Take P to be the projection from Example 3.14. Consider the
same sequence {vn}n∈N ⊂ H10 (0, 1) as in Example 3.14. Take another sequence wn ∈
H10 (0, 1) as
wn(y) :=


(n+ 1)−1/2 + (n+ 1)1/2(y − 0.5), if 0.5− n−1 ≤ y < 0.5,
(n+ 1)−1/2 + (n+ 1)1/2(0.5− y), if 0.5 ≤ y < 0.5 + n−1,
0, otherwise.
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Then,
‖wn‖20 ≤ 2(n+ 1)−2,
‖wn‖21 ≤ 2(n+ 1)−2 + 2(n+ 1)(n+ 1)−1 = 2(n+ 1)−2 + 2,
‖wn‖21 ≥ 2.
Thus, since ‖ · ‖(0,1) is a crossnorm
‖(P ⊗ id2)(vn ⊗ wn)‖(0,1) = ‖Pvn‖0‖wn‖1 ≥ 2‖Pv1‖0 > 0, ∀n ∈ N.
On the other hand
‖vn ⊗ wn‖21 ≤ ‖vn ⊗ wn‖2(10) + ‖vn ⊗ wn‖2(01) = ‖vn‖21‖wn‖20 + ‖vn‖20‖wn‖21
≤ [2(n+ 1)−1 + 2(n+ 1)][2(n+ 1)−2] + [2(n+ 1)−1][2(n+ 1)−2 + 2]
= [4(n+ 1)−3 + 4(n+ 1)−1] + [4(n+ 1)−3 + 4(n+ 1)−1] −→ 0.
Hence, P ⊗ id2 is not continuous on H1(Ω) even on H1(Ω1)⊗a H1(Ω2).
To summarize our findings, let us define the finite dimensional subspaces
W 1r := span
{
ψ0k : 1 ≤ k ≤ r
}
,
W 2r := span
{
φ0k : 1 ≤ k ≤ r
}
,
Under the assumptions of Lemma 3.15, W 1r ⊂ H1(Ω1) and W 2r ⊂ H1(Ω2). This can
also be observed by, e.g., considering (3.17) and integrating the second term by parts.
We can estimate the H1 error as follows.
Theorem 3.17. Let the assumptions of Lemma 3.15 be satisfied. Moreover, de-
fine the constants
L(r) := sup
v∈B1r
‖v‖1
‖v‖0 supv∈B1r
‖v‖2
‖v‖1 ,
R(r) := sup
w∈B2r
‖w‖1
‖w‖0 supw∈B2r
‖w‖2
‖w‖1 .
Then, the projection error is bounded as
1√
2
( ∞∑
k=r+1
(σ10k )
2 + (σ01k )
2
)1/2
≤ ‖u− (Pr ⊗Qr)u‖1
≤
( ∞∑
k=r+1
(1 + 2r2R(r)2)(σ10k )
2 + (1 + 2r2L(r)2)(σ01k )
2
)1/2
.
Proof. For the lower bound observe first that
‖u− (Pr ⊗Qr)u‖21 ≥
1
2
(
‖u− (Pr ⊗Qr)u‖2(1,0) + ‖u− (Pr ⊗Qr)u‖2(0,1)
)
.
Since Pr ⊗ id2 u is the optimal rank r approximation in the ‖ · ‖(1,0)-norm, we can
further estimate
‖u− (Pr ⊗Qr)u‖2(1,0) ≥ ‖u− (Pr ⊗ id2)u‖2(1,0) =
∞∑
k=r+1
(σ10k )
2,
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and similarly for id1⊗Qr. This gives the lower bound.
For the upper bound, since Pr ⊗ id2 is orthogonal in the ‖ · ‖(1,0)-norm, we get
‖u− (Pr ⊗Qr)u‖2(1,0) = ‖u− (Pr ⊗ id2)u‖2(1,0) + ‖Pr ⊗ id2[u− (id1⊗Qr)u]‖2(1,0).
To estimate the latter term, recall that (Pr ⊗ id2)u ∈ B1r ⊗a W 2r . Thus, we can find
some {vi}ri=1 in B1r and {wi}ri=1 in W 2r such that
er := Pr ⊗ id2[u− (id1⊗Qr)u] =
r∑
k=1
vi ⊗ wi.(3.22)
Thus, we estimate further
‖er‖2(1,0) ≤
(
r∑
k=1
‖vi‖1‖wi‖0
)2
≤
(
r∑
k=1
L1(r)‖vi‖0‖wi‖1
)2
,
where
L1(r) := sup
v∈B1r
‖v‖1
‖v‖0 .
Taking the infimum over all representations (3.22) of er, we obtain
‖er‖2(1,0) ≤ L1(r)2‖er‖2∧(0,1),
where ‖ · ‖∧(0,1) is the projective norm on L2(Ω1)⊗aH1(Ω2). Let {σek}rk=1 denote the
singular values of er : H
1(Ω2)→ L2(Ω1). Then, since the projective norm corresponds
to the nuclear norm of the operator er (see also [8, Remark 4.116])
‖er‖2∧(0,1) ≤
(
r∑
k=1
σek
)2
≤ r
r∑
k=1
(σek)
2 = r‖er‖2(0,1).
In summary,
‖er‖2(1,0) ≤ L1(r)2r‖er‖2(0,1).
Finally, to bound Pr ⊗ id2, we apply Lemma 3.15
‖Pr ⊗ id2 ‖(0,1) ≤
√
2
(
r∑
k=1
‖ψ1k‖20 +
∥∥∥∥ d2dx2ψ1k
∥∥∥∥
2
0
)1/2
≤ √2
(
r∑
k=1
‖ψ1k‖20 +
∥∥∥∥ ddxψ1k
∥∥∥∥
2
0
+
∥∥∥∥ d2dx2ψ1k
∥∥∥∥
2
0
)1/2
=
√
2
(
r∑
k=1
‖ψ1k‖22
‖ψ1k‖21
)1/2
≤
√
2
√
rL2(r),
since ψ1k are H
1 normalized and L2(r) := supv∈B1r
‖v‖2
‖v‖1 . Thus,
‖u− (Pr ⊗Qr)u‖2(1,0) ≤
∞∑
k=r+1
(σ10k )
2 + 2L1(r)
2L2(r)
2r2‖u− id1⊗Qr‖2(0,1)
=
∞∑
k=r+1
(σ10k )
2 + 2L(r)2r2
∞∑
k=r+1
(σ01k )
2.
Analogously we can estimate the ‖ · ‖(0,1) error. This completes the proof.
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To conclude this section, we extend the preceding result to d > 2. Unfortunately,
unlike in Theorem 3.11, the upper bound will depend exponentially on d. When
performing an L2-SVD in d dimensions, the corresponding one dimensional projectors
are L2-optimal. Thus, when considering the tensor product Pr of the projectors w.r.t.
the ‖ · ‖ej -norm for any 1 ≤ j ≤ d, only one factor in Pr is sub-optimal and yields the
constants in (3.16).
On the other hand, when the corresponding projectors are H1-optimal and we
consider the tensor product Pr of the projectors, all but one factor are sub-optimal,
yielding a constant that scales with an exponent of d− 1. Of course, for d = 2 this is
not obvious.
Before we proceed we introduce some notations to formalize the statement. In
analogy to (3.19), we define the finite dimensional subspaces
Bjr := span
{
ψ1k : 1 ≤ k ≤ r
} ⊂ Uminj (u), 1 ≤ j ≤ d,
where ψjk are the H
1 singular functions in the j-th dimension (left singular functions
of uj : L
2(×k 6=j Ωk) → H1(Ωj)). In principle we can take different ranks r in each
dimension, which only results in a more cumbersome notation for the bound. We
consider the H1-projectors
P jr : H
1(Ωj)→ Bjr ,
and the corresponding tensorized versions
Pjr = P jr ⊗

⊗
i6=j
idi

 .
We introduce the index sets
Ij := {1, . . . , d} \ {j}, 1 ≤ j ≤ d,
and the following sequence of sets
Ij1 = ∅,
Ij ⊃ Iji ⊃ Iji−1, #Iji = #Iji−1 + 1 i = 2, . . . , d.(3.23)
Note that the sets in this sequence are not unique. Apart from the first and the last
sets, there are finitely many possible combinations for the intermediate sets.
Theorem 3.18. Let u ∈ H1(Ω) and the assumptions of Lemma 3.15 hold. I.e.,
we assume u is twice weakly differentiable in each dimension. As before, we introduce
the regularity factors
Cj(r) = sup
vj∈Bjr
‖vj‖1
‖vj‖0 supvj∈Bjr
‖vj‖2
‖vj‖1 .
Take any sequence of sets {Iji }di,j=1 as in (3.23). Then, the H1-error of the HOSVD
projection can be estimated as∥∥∥∥∥∥u− (
d∏
j=1
Pjr )u
∥∥∥∥∥∥
1
≤

 d∑
j=1
∞∑
k=r+1
(σjk)
2

 d∑
i=1
(
√
2r)2(i−1)
∏
l∈Ij
i
Cl(r)
2




1/2
.(3.24)
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Proof. The result can be obtained by “peeling off” projectors. Observe that
similar to Theorem 3.17 we can write∥∥∥∥∥∥u− (
d∏
j=1
Pjr )u
∥∥∥∥∥∥
2
ek
=
∥∥u− Pkr u∥∥2ek +
∥∥∥∥∥∥Pkr [u− (
d∏
j 6=k
Pjr )u]
∥∥∥∥∥∥
2
ek
=
∞∑
m=r+1
(σkm)
2 +
∥∥∥∥∥∥Pkr [u− (
d∏
j 6=k
Pjr )u]
∥∥∥∥∥∥
2
ek
,
for some 1 ≤ k ≤ d. For the latter term we apply the same arguments as in Theo-
rem 3.17 and obtain∥∥∥∥∥∥Pkr [u− (
d∏
j 6=k
Pjr )u]
∥∥∥∥∥∥
2
ek
≤ 2r2Ck(r)2
∥∥∥∥∥∥u− (
d∏
j 6=k
Pjr )u
∥∥∥∥∥∥
2
ei
,
for some i 6= k. Next, we repeat this for i. I.e., for some l 6∈ {k, i}
∥∥∥∥∥∥u− (
d∏
j 6=k
Pjr )u
∥∥∥∥∥∥
2
ei
=
∞∑
m=r+1
(σim) +
∥∥∥∥∥∥P ir[u− (
d∏
j 6∈{k,i}
Pjr )u]
∥∥∥∥∥∥
2
ei
≤
∞∑
m=r+1
(σim) + 2r
2Ci(r)
2
∥∥∥∥∥∥u− (
d∏
j 6∈{k,i}
Pjr )u
∥∥∥∥∥∥
2
el
.
The arbitrary order of choosing i, l, . . . until we are left with just one projector
leads to the arbitrary sequence of sets Iji in (3.24). This completes the proof.
4. Alternative Approaches. In this section we investigate alternative forms
of low-rank approximations with error control in H1.
4.1. Spaces of Mixed Smoothness. Consider again a function u ∈ H1(Ω1)⊗a
H1(Ω2) viewed as an operator
u : H1(Ω2)→ H1(Ω1).
Completing H1(Ω1) ⊗a H1(Ω2) w.r.t. the canonical norm ‖ · ‖mix leads to H1mix(Ω)
(see subsection 2.3). For d = 2 we have the inclusions
H2(Ω) ⊂ H1mix(Ω) ⊂ H1(Ω).
Thus, assuming additionally u ∈ H1mix(Ω) is not a severe regularity restriction. In
particular solutions to elliptic PDEs will often satisfy this assumption. However, for
general d ≥ 2, we have the inclusions
Hd(Ω) ⊂ H1mix(Ω) ⊂ H1(Ω).
As the dimension grows, the regularity restriction becomes more and more severe.
Nonetheless, there are important examples where such assumptions are valid, e.g., for
the solution to the Schro¨dinger equation, see [13, Chapter 6].
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One can ask if we can exploit the SVD w.r.t. the ‖·‖mix-norm in higher dimensions
without assuming dimension dependent regularity. To this end, for general d ≥ 2, we
consider u ∈ H1(Ω) such that all mixed derivatives of order 2 exist, i.e.,
∂2
∂xi∂xj
u, 1 ≤ i, j ≤ d, i 6= j,
exist in the weak sense and are L2 integrable. Define the spaces
Vj := H
1(Ωj)⊗a H1(×
i6=j
Ωi),
with the corresponding norm
‖u‖2mix,j := ‖u‖20 +
d∑
i=1
∥∥∥∥ ∂∂xi u
∥∥∥∥
2
0
+
∑
i6=j
∥∥∥∥ ∂2∂xj∂xi u
∥∥∥∥
2
0
.
A new intersection space is defined via
V :=
d⋂
j=1
Vj ,
‖ · ‖2
V
:=
d∑
j=1
‖ · ‖2mix,j.
In each Vj there exists an optimal rank r approximation w.r.t. the ‖·‖mix,j-norm that
we call ujr. We can define the corresponding minimal subspaces as
M jr := U
min
j (u
j
r) ⊂ H1(Ωj), dimM jr = r.
The H1-orthogonal projection is denoted by
P jr : H
1(Ωj)→M jr .
We consider the HOSVD projection
Pr :=
d⊗
j=1
P jr .
As before, for simplicity we take r constant and independent of j, but in principle the
extension to different rj is straightforward. Before we proceed, we briefly justify why
such a projection makes sense on V.
Lemma 4.1. Let Aj : Xj → Yj be linear and continuous operators between Hilbert
spaces Xj and Yj, 1 ≤ j ≤ d. Define
X := a
d⊗
j=1
Xj
‖·‖X
, Y := a
d⊗
j=1
Yj
‖·‖Y
,
where ‖ · ‖X and ‖ · ‖Y are the canonical norms induced by the Hilbert spaces Xj and
Yj. Then, the operator
A :=
d⊗
j=1
Aj : X→ Y,
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is well defined, i.e., can be uniquely extended to a continuous operator on X. For the
operator norm we get
‖A‖ =
d∏
j=1
‖Aj‖.
Proof. One can follow the same arguments as in [8, Proposition 4.127].
Since P jr : H
1(Ωj) → H1(Ωj) is bounded and by applying the preceding lemma,
we note that
Pjr := P jr ⊗

⊗
i6=j
idi

 : Vj → Vi,(4.1)
is bounded for any 1 ≤ i ≤ d and any 1 ≤ j ≤ d. Thus, the projections from (4.1) are
well defined on V, commute and the composition Pr is well defined as well.
We are now ready to derive an error estimate for the HOSVD projection. Un-
fortunately, we can only slightly improve the bound in (3.24), as the next statement
shows. Once again, we will require the projections above to be bounded in L2. This
will lead to a higher regularity requirement u ∈ H3(Ω).
Proposition 4.2. Let d > 2, u ∈ H3(Ω) and u satisfy Dirichlet or Neumann
boundary conditions as in Lemma 3.15. As before, we define the regularity factors
Dj(r) := sup
vj∈Mjr
‖vj‖2
‖vj‖1 .
Let I = (1, . . . , d) be an ordered tuple with the indexing convention I(j) = j.
Denote by Sd(I) the set of all possible permutations of I
2.
Then, with the shorthand notation jc := {1, . . . , d} \ {j} for any 1 ≤ j ≤ d, we
can estimate the HOSVD projection error as
‖u− Pru‖1 ≤ 2r d−22 min
J∈Sd(I)
d∑
j=1

 maxi∈(J(j))c
∏
k=J(1),...,J(j−1),
k 6=i
Dk(r)

 ·
[ ∞∑
k=r+1
(σ
J(j)
k )
2
]1/2
where {σjk}k∈N, 1 ≤ j ≤ d, are the HOSVD singular values.
Proof. See Appendix A.
The above bound is similar in nature to Theorem 3.18. In both cases the expo-
nential dependance on d arises since d − 1 H1-orthogonal projections involved in Pr
are sub-optimal.
We conclude this subsection by stating an analogue of Theorem 3.8. We derive
the result for d = 2. Unlike in Theorem 3.11, this result does not possess an elegant
generalization to d > 2 for the same reason the statements above introduce factors
depending exponentially on the dimension.
Let d = 2 and {σ11k }k∈N denote the singular values associated with the H1mix-
SVD. Let {ψmixk }k∈N and {φmixk }k∈N denote the corresponding left and right singular
2We use a slight abuse of notation for the permutation group.
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functions. Then, the best rank r approximation w.r.t. ‖ · ‖mix is given by
ur =
r∑
k=1
σ11k ψ
mix
k ⊗ φmixk .
Proposition 4.3. For u ∈ H1
mix
(Ω) we have the following upper and lower
bounds for the H1 error
‖u− ur‖21 ≤
∞∑
k=r+1
(σ11k )
2(‖φ1k‖20 + ‖ψ1k‖20),
‖u− ur‖21 ≥
1
2
∞∑
k=r+1
(σ11k )
2(‖φ1k‖20 + ‖ψ1k‖20).
Proof. The proof follows the same lines as the one of Theorem 3.8.
4.2. Exponential Sums. One can reformulate the problem of low-rank approx-
imations in H1 as a problem on sequence spaces. This point of view is particularly
close to numerical application and, in essence, has already been applied in previous
works, as we will demonstrate below. For ease of exposition we will consider Fourier
bases. But in principle any multiscale Riesz basis could be used, e.g., wavelets.
Let u ∈ H1([−π, π]2) be a 2π-periodic function. Then, u can be expanded in the
Fourier basis as
u(x, y) =
1
2π
∑
k,m∈Z
ckme
ikxeimy,
where we also know that ∑
k,m∈Z
|ckm|2(1 + k2 +m2) <∞.
Since the Fourier basis is orthonormal in L2, performing an SVD of the sequence
{ckm}k,m∈Z, we implicitly obtain an L2-SVD of u. Since the Fourier basis is orthogonal
in H1 as well, we can simply rescale and perform an SVD on the resulting sequence.
However, this time with error control in H1.
More precisely,
u(x, y) =
1
2π
∑
k,m∈Z
ckme
ikxeimy =
1
2π
∑
k,m∈Z
ckm
√
1 + k2 +m2√
1 + k2 +m2
eikxeimy.
Performing the ℓ2-SVD of {ckm
√
1 + k2 +m2}k,m∈Z,
ckm
√
1 + k2 +m2 =
∞∑
l=1
σlv
l
kw
l
m,
we obtain
u(x, y) =
1
2π
∞∑
l=1
σl
∑
k,m∈Z
1√
1 + k2 +m2
vlke
ikxwlme
imy.
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The remaining issue is that the functions∑
k,m∈Z
1√
1 + k2 +m2
vlke
ikxwlme
imy,
are not separable due to the scaling term 1√
1+k2+m2
. On the other hand, the latter can
be approximated to any desired accuracy by exponential sums (see also [8, Chapter
9.7.2]), which in turn are separable. We approximate in the form
1√
1 + k2 +m2
≈
∑
ν∈Z
Eδ(k, ν)Eδ(m, ν),(4.2)
where δ > 0 controls the accuracy of the approximation. Finally, we get the separable
representation
u(x, y) ≈ 1
2π
∞∑
l=1
σl
∑
ν∈Z
(∑
k∈Z
Eδ(k, ν)vlke
ikx
)(∑
m∈Z
Eδ(m, ν)wlme
imy
)
,
where the approximation can be performed to any accuracy δ > 0. A finite represen-
tation involves truncating the Fourier basis representation w.r.t. k and m, truncating
the exponential sum approximation w.r.t. ν, and truncating to a low-rank represen-
tation w.r.t. l. If we denote the number of Fourier basis terms in each dimension
by n, the number of exponential sum terms by p and the rank bound by r, then
the overall complexity for such a representation is O(rn2p), with a rank of the final
representation bounded by rn.
In principle, the same type of SVD was applied in [3]. There the authors con-
structed an adaptive wavelet solver based on inexact Richardson iterations for elliptic
equations. They introduced a separable exponential sum preconditioner, which ap-
proximates the scaling coefficients similar to (4.2). The properly scaled coefficients of
the numerical solution were then truncated via HOSVD. This is implicitly equivalent
to the procedure above.
A similar approach was performed in [2] and [1]. In [2] the authors controlled the
error only in L2 but generally observed convergence in H1 as well. This is consistent
with our analysis in subsection 3.3.
4.3. Sobolev Functions as Operators. Until now we considered low-rank
approximations for u ∈ H1(Ω) by using the L2-SVD, H(1,0)-SVD, H(0,1)-SVD and
H1mix-SVD. In all cases we required additional regularity assumptions and the error
estimates involved singular values and scaling factors. One could ask if there is a
natural interpretation of u ∈ H1(Ω) that fully exploits the intersection space structure
without any additional assumption.
For simplicity we consider the case d = 2 and the space
H1(Ω) ∼= H(1,0) ∩H(0,1),
where on the right hand side we use the intersection norm
‖ · ‖2∩ := ‖ · ‖2(1,0) + ‖ · ‖2(0,1).
The structure of the norm suggests it is more appropriate to consider a direct sum
space. Thus, we define
H2D := H
(1,0) ×H(0,1),
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with the corresponding natural norm
‖ · ‖22D := ‖ · ‖2(1,0) + ‖ · ‖2(0,1).
We can continuously embed H1(Ω) into this space via the linear isometry
H1(Ω) →֒ H2D, u 7→ (u, u), ‖u‖1 ∼ ‖(u, u)‖2D.
The space H1(Ω) represents the “diagonal” of H2D. To see how u can represent an
operator, we further embed H2D into a space of Hilbert Schmidt operators
HS
(
L2(Ω2)×H1(Ω2), H1(Ω1)× L2(Ω1)
)
,
by identifying (u1, u2) ∈ H2D with a map
(u1, u2)[(w, v)] := (u1[w], u2[v]), ‖(u1, u2)‖2D = ‖(u1, u2)‖HS.
To see the norm identity, consider again the H(1,0)- and H(0,1)-SVDs
u1 =
∞∑
k=1
σ10k ψ
1
k ⊗ φ0k, u2 =
∞∑
k=1
σ01k ψ
0
k ⊗ φ1k.
Since {φ0k}k∈N and {φ1k}k∈N are complete orthonormal systems for L2(Ω2) and
H1(Ω2), respectively, {(φ0k, 0), (0, φ1k)}k∈N is a complete orthonormal system for
L2(Ω2) × H1(Ω2). Analogously for {(ψ1k, 0), (0, ψ0k)}k∈N. Applying (u1, u2) to this
orthonormal system we get
(u1, u2)[(φ
0
i , 0)] =
( ∞∑
k=1
σ10k
〈
φ0i , φ
0
k
〉
0
ψ1k, 0
)
= σ10i (ψ
1
i , 0),
(u1, u2)[(0, φ
1
i )] =
(
0,
∞∑
k=1
σ01k
〈
φ1i , φ
1
k
〉
1
ψ0k
)
= σ01i (0, ψ
0
i ).
Let {σ∪k }k∈N represent the sorted union of the singular values {σ10k }k∈N and {σ01k }k∈N.
Then, by the above, the SVD of (u1, u2) is given by
(u1, u2) =
∞∑
k=1
σ∪k ψk ⊗ φk,
where
ψk ⊗ φk =
{
(ψ1l , 0)⊗ (φ0l , 0), if σk = σ10l ,
(0, ψ0l )⊗ (0, φ1l ), if σk = σ01l .
The extension to d > 2 is straightforward. In summary, H2D seems like a natural
space for low-rank approximations for u ∈ H1(Ω) and in which u can be interpreted
as a Hilbert Schmidt operator without any additional assumptions.
The issue remains, however, that low-rank approximations in H2D involve a pair
of approximations: one for the left and one for the right derivative. If we require a
single low-rank approximation, we would have to project onto the “diagonal” of H2D.
This essentially involves the application of the inverse of the Laplacian, which is not
separable.
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A general approach might be to reformulate a problem given in H1(Ω) into a
problem in H2D and solve the latter in a low-rank format to obtain a solution being
a tuple of low-rank approximantions. In a last step, one could apply an approximate,
efficient and problem independent projection onto the diagonal to obtain a low-rank
approximation ur ∈ H1(Ω). Though natural, it is unclear to us if and how the
interpretation as u ∈ H2D is of practical use.
5. Numerical Experiments. In this section we verify our findings with a few
toy examples. First, we consider a function u ∈ H1([−π, π]2), expand this function
in Fourier bases and truncate the expansion
u(x, y) =
1
2π
∑
k,m∈Z
ckme
−ikxe−imy ≈ un(x, y) = 1
2π
n∑
k=−n
n∑
m=−n
ckme
−ikxe−imy.
Then, we perform an SVD of un. This situation is prototypical for a numerical
method, where the current numerical approximation un (with possibly high ranks)
is truncated to a low-rank approximation u˜n. We are particularly interested in the
behavior of the singular values and comparisons with L2 and H1 errors.
We consider two functions. First,
u(x, y) = (x2 + y2)0.3,
which has a singularity in the derivatives at x = y = 0. Second,
u(x, y) = |x+ y|0.6,
which has a singularity along the anti-diagonal x = −y. The results are displayed in
Figure 5.1.
The singular values of the first function decay faster. For the second function,
since the singularity is not axis aligned, we expect bad separability. We plot both
the L2 and H1 errors of the L2-SVD. We also plot the H1-error of the projection
(Pr ⊗Qr)u from (3.21). In both cases (Pr ⊗Qr)u does not improve the error of the
L2-SVD.
Moreover, we also compare this with the best possible approximation in the fol-
lowing sense. We take the eigenfunctions generated by all SVDs: L2-eigenfunctions
of the L2-SVD, H1-eigenfunctions of the H(1,0)-, H(0,1)-SVDs and L2-eigenfunctions
of the H(1,0)-, H(0,1)-SVDs. Then, we perform an H1-orthogonal projection onto the
space of tensor products spanned by all possible combinations of these eigenfunctions.
Of course, such a procedure is not feasible in higher dimensions, it serves merely to
illustrate our point. We denote this by “H1 error optimal approximation”.
As can be seen in the plot for the second function, all possible projections are
the same as the best possible one. This is consistent with expectation. In fact, all
of the eigenspaces mentioned above are the same, i.e., the eigenfunctions are linearly
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dependent. Recall the definition of the three possible eigenspaces:
U jI (un) := span
{
ϕ(un) : ϕ =
2⊗
k=1
ϕk, ϕj = idj , ϕk ∈ (L2(Ωk))∗, k 6= j)
}‖·‖0
,
U jII(un) := span
{
ϕ(un) : ϕ =
2⊗
k=1
ϕk, ϕj = idj , ϕk ∈ (L2(Ωk))∗, k 6= j)
}‖·‖1
,
U jIII(un) := span
{
ϕ(un) : ϕ =
2⊗
k=1
ϕk, ϕj = idj , ϕk ∈ (H1(Ωk))∗, k 6= j)
}‖·‖0
.
Since un ∈ H1(Ω1)⊗a H1(Ω2), by Lemma 3.1 (see also [8, Remark 6.32]), U jI (un) =
U jII(un) = U
j
III(un). From a theoretical perspective, the truly difficult cases are
when u ∈ H1(Ω) but is not in H1(Ω1) ⊗a H1(Ω2). Only in such cases the minimal
subspaces depend on the topology of the ambient space. In particular, this means that
if u ∈ H1(Ω) is a numerical approximation, most of the assumptions in the previous
section hold3.
We use an error estimator for the H1-error
e(r) =
(
n∑
k=r+1
(σ10k )
2 + (σ01k )
2
)1/2
,(5.1)
where {σ10k }k∈N and {σ01k }k∈N are the singular values from Proposition 3.12. The
projections Pr, Qr are from subsection 3.5. As can be seen in both plots, this error
estimator lies perfectly on the H1-error. This is consistent with Theorem 3.8 and
Theorem 3.13.
These findings suggest that we can compute a low-rank approximation for un by
performing an L2-SVD and truncating based on the error estimator in (5.1) to control
the error in H1. In the following we do just that. We consider the weak formulation
of the Poisson equation
−∆u = f.
We compute a Galerkin approximation un ≈ u, and truncate this approximation to
u˜n such that
‖u− un‖1 ≤ ‖u− u˜n‖1 ≤ 2‖u− un‖1.
We increase the discretization size n, i.e., the number n2 of basis functions. The
results are displayed in Figure 5.2. The plotted errors are approximations to the
exact errors ‖u−un‖1 and ‖u− u˜n‖1. In both cases the error bounds are fulfilled and
the rank of u˜n remains below 5.
6. Conclusion. We proposed and analyzed several variants of low-rank approxi-
mations of functions in Sobolev spaces. Sets of functions with bounded Tucker (multi-
linear) rank in Sobolev spaces are weakly closed. Sobolev functions can be shown to
be in the tensor product of their minimal subspaces under certain conditions, such as
additional regularity. However, we do not believe that this holds in general.
3With sufficient regularity of the basis functions, all assumptions hold.
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Fig. 5.1: Low rank approximations for truncated Fourier series of u(x, y) = (x2+y2)0.3
(top), u(x, y) = |x+ y|0.6 (bottom).
The L2-SVD preserves regularity of the decomposed functions and, under certain
conditions, we can quantify the H1 error in terms of the rescaled singular values. We
show that the singular values of different SVDs are closely related. Lower and upper
bounds are obtained by simple scalings.
We also analyze H1 minimal subspaces. The SVD in H(1,0) does not preserve
regularity and H1 bounds require additional smoothness. The resulting bounds are
worse than that of the L2-SVD. Similar bounds apply to spaces of lower order mixed
smoothness for d > 2. This indicates the L2-SVD performs better for low-rank ap-
proximations than variants of SVDs involving Sobolev spaces.
Numerical experiments are consistent with the analytical findings. Differences
between minimal subspaces w.r.t. to different norms arise only when considering func-
tions in Sobolev spaces that are not in the algebraic tensor spaces. For constructing
low-rank approximations of numerical solutions, the different types of minimal sub-
spaces do not add information. However, the singular values of H(1,0)-, H(0,1)-SVDs
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Fig. 5.2: Galerkin solutions for reference functions u(x, y) = exp(cos(x) cos(y)) (top)
and u(x, y) = |1− (x2 + y2)|0.95 (bottom).
are better suited to estimate the H1 error and, for numerical purposes, it seems the
best recipe are low-rank approximations built from L2-SVDs but with H(1,0), H(0,1)
singular values for H1-error control.
Finally, we briefly mentioned alternatives. Exponential sums are a well known
technique already utilized in previous works. On the other hand, if one pursues the
viewpoint of Sobolev spaces being intersection spaces, a natural approach would be
to consider direct sum spaces. We briefly introduced this viewpoint.
There are a few immediate open questions that arise in conclusion of this work.
It would be interesting to consider how the above analysis extends to hierarchical
tensor formats. Numerical experiments for high-dimensional problems with a fine or
adaptive discretization should shed more light on the performance of SVD in Sobolev
spaces.
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Appendix A. Proof of Proposition 4.2.
Proof. I. To begin, we consider the statement for J = I = (1, . . . , d). We have
‖u− Pru‖1 =
∥∥∥∥∥∥

id− d∏
k=1
P kr
⊗
i6=k
idi

 u
∥∥∥∥∥∥
1
=
∥∥∥∥∥∥
d∑
j=1
j−1∏
k=1
P kr
⊗
i6=k
idi
(
u− Pjru
)∥∥∥∥∥∥
1
≤
d∑
j=1
∥∥∥∥∥∥
j−1∏
k=1
P kr
⊗
i6=k
idi
(
u− Pjru
)∥∥∥∥∥∥
1
≤
d∑
j=1
∥∥∥∥∥∥
j−1∏
k=1
P kr
⊗
i6=k
idi
(
u− Pjru
)∥∥∥∥∥∥
mix,j
=
d∑
j=1
∥∥(P 1r ⊗ · · · ⊗ P j−1r ⊗ idj ⊗ · · · ⊗ idd) (u− Pjru)∥∥mix,j
Thus, we need to bound the norm of the operator
P 1r ⊗ · · · ⊗ P j−1r ⊗ idj ⊗ · · · ⊗ idd : Vj
‖·‖mix,j → Vj‖·‖mix,j .
Since ‖ · ‖mix,j is a uniform crossnorm on Vj‖·‖mix,j , we only need to bound
P 1r ⊗ · · · ⊗ P j−1r ⊗ idj+1⊗ · · · ⊗ idd : H1(×
k 6=j
Ωk)→ H1(×
k 6=j
Ωk).
II. To that end, we first check if P jr is bounded in L
2. In order to describe the
space M jr , we consider again the SVD of the operator u : H
1(Ωj) → H1(×k 6=j Ωk).
To shorten notation, we use x∧j := (x1, . . . , xj−1, xj+1, . . . , xd) and x
∨
j := (. . . , xj , . . .).
We have
u[v] =
∫
Ωj
u(x∨j )v(xj)dxj +
∫
Ωj
∂
∂xj
u(x∨j )
d
dxj
v(xj)dxj ,
and
u∗[w] =
∫
×k 6=j Ωk
u(x1, . . . , xj−1, ·, xj+1, . . . , xd)w(x∧j )dx∧j
+
∑
i6=j
∫
×k 6=j Ωk
∂
∂xi
u(x1, . . . , xj−1, ·, xj+1, . . . , xd) ∂
∂xi
v(x∧j )dx
∧
j .
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The singular functions ψjk ∈ H1(Ωj) satisfy
u∗u[ψk] =
∫
×k 6=j Ωk
u(x1, . . . , xj−1, ·, xj+1, . . . , xd)
∫
Ωj
u(x)ψjk(xj)dxjdx
∧
j
+
∫
×k 6=j Ωk
u(x1, . . . , xj−1, ·, xj+1, . . . , xd)
∫
Ωj
∂
∂xj
u(x)
d
dxj
ψjk(xj)dxjdx
∧
j
+
∑
i6=j
∫
×k 6=j Ωk
∂
∂xi
u(x1, . . . , xj−1, ·, xj+1, . . . , xd)
∫
Ωj
∂
∂xi
u(x)ψjk(xj)dxjdx
∧
j
+
∑
i6=j
∫
×k 6=j Ωk
∂
∂xi
u(x1, . . . , xj−1, ·, xj+1, . . . , xd)
∫
Ωj
∂2
∂xi∂xj
u(x∨j )
d
dxj
ψjk(xj)dxjdx
∧
j
= λjkψ
j
k,
where λjk = (σ
j
k)
2. Since u ∈ H3(Ω), differentiating twice we get
λjk
d2
dx2j
ψk =
∫
×k 6=j Ωk
∂2
∂x2j
u(x1, . . . , xj−1, ·, xj+1, . . . , xd)
∫
Ωj
u(x)ψjk(xj)dxjdx
∧
j
+
∫
×k 6=j Ωk
∂2
∂x2j
u(x1, . . . , xj−1, ·, xj+1, . . . , xd)
∫
Ωj
∂
∂xj
u(x)
d
dxj
ψjk(xj)dxjdx
∧
j
+
∑
i6=j
∫
×k 6=j Ωk
∂3
∂x2j∂xi
u(x1, . . . , xj−1, ·, xj+1, . . . , xd)
∫
Ωj
∂
∂xi
u(x)ψjk(xj)dxjdx
∧
j
+
∑
i6=j
∫
×k 6=j Ωk
∂3
∂x2j∂xi
u(x1, . . . , xj−1, ·, xj+1, . . . , xd)
∫
Ωj
∂2
∂xi∂xj
u(x∨j )
d
dxj
ψjk(xj)dxjdx
∧
j .
Thus, we can apply Lemma 3.15 and conclude
‖P jr v‖1 ≤
√
2rDj(r)‖v‖0, v ∈ H1(Ωj).
III. With the above we estimate further
‖ (P 1r ⊗ · · · ⊗ P j−1r ⊗ idj+1⊗ · · · ⊗ idd) v‖21
≤
∑
l 6=j
‖ (P 1r ⊗ · · · ⊗ P j−1r ⊗ idj+1⊗ · · · ⊗ idd) v‖2el
≤
∑
l 6=j
∏
k=1,...,j−1,
k 6=l
‖P kr ‖2H1←L2‖v‖2l
≤ 4rd−2max
l 6=j
∏
k=1,...,j−1,
k 6=l
Dk(r)
2‖v‖21.
IV. The last term in the error is simply
∥∥u− Pjru∥∥2mix,j =
∞∑
k=r+1
(σjk)
2.
Since the ordering J ∈ Sd(I) can be chosen arbitrarily, the statement follows.
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