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Abstract
Ultra-High Field (UHF) Magnetic Resonance Imaging (MRI) has flourished during the
last 20 years. With field strengths up to 9.4T, a roughly threefold increase to high end
clinical systems, new opportunities and challenges manifest for imaging of the human
brain. This thesis addresses several of those challenges with a focus on the radiofre-
quency chain problems. Following a theoretical introduction into MRI an overview of
the characteristics of UHF MRI is given. A detailed description of the available mea-
surement setup, a 9.4T scanner with an 8-channel parallel transmit (pTX) system and
positron-emission-tomography (PET) insert, is presented.
Based on state-of-the-art methodology a dedicated 3D calibration procedure for map-
ping of the radiofrequency and static magnetic field during in vivo measurements is
developed. Characterisation of all 8 channels covering a head-sized volume is achieved
in 5 minutes.
For the acquisition of T1 weighted images an MP2RAGE sequence is combined with
e cient hyperbolic secant N (HSN) inversion pulses. The increased power e ciency of
the HSN pulses provides improved imaging results compared to conventional HS pulses
while conforming with SAR limits. Further processing can be utilised to combine several
acquisitions to further improve the resultant image and mitigate residual inhomogeneity
related artefacts to yield high quality images of the human brain.
A novel multi-mode travelling wave antenna, which utilises the TE11 and TM01 mode
of the scanner waveguide, is investigated using B1 mapping methodology and simulated
EM field data. Good agreement is found between measurements and simulation. RF
shimming is performed to exploit the individual field patterns of the antenna to optimise
the homogeneity for a phantom experiment. The in vivo application is simulated - here
RF shimming is capable of a distinct steering of the transmit field.
Finally, the e ects of gradient switching and RF irradiation are investigated on a
PET insert within a 3T system. It is found that dedicated gradient intensive synthetic
MR sequences can have severe impact on the apparent PET count rate. The origin are
distortions picked up by the PET detector electronics. A similar e ect is observed with
real MR protocols - though smaller in magnitude (up to 3% drop). This e ect should
be considered in the design of combined MR-PET studies.
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Zusammenfassung
Die Ultra-Hochfeld (UHF) Magnetresonanztomographie (MRT) hat sich in den letzten
20 Jahren stetig weiterentwickelt. Mit statischen magnetischen Feldern von bis zu 9.4T
im Forschungsumfeld, eine mehr als Verdreifachung verglichen mit modernen klinischen
Systemen, haben sich neue Möglichkeiten und Herausforderungen für die Neurobildge-
bung ergeben. Diese Arbeit behandelt verschiedene dieser Herausforderungen mit Fokus
auf die Probleme der Radiofrequenzanregung. Nach einer theoretischen Einführung in die
MRT Bildgebung beschreibt diese Arbeit die Unterschiede und Probleme die sich durch
das erhöhte statische magnetische Feld und die entsprechend erhöhte Larmor Frequenz
ergeben. Es folgt eine detaillierte Beschreibung der verwendeten Messsysteme, einem
9.4T Human MRT Scanner mit einem 8-Kanal parallelen Sendesystem sowie einem zu-
sätzlichen Positronenemissionstomographen (PET). Ausgehend vom aktuellen Stand der
Technik wird eine dedizierte 3D Kalibrierungsmethode entwickelt die die Messung der
Radiofrequenz- und statischen Magnetfelder während in vivo Messungen erlaubt. Ei-
ne komplette Charakterisierung eines Messvolumens von der Größe eines menschlichen
Kopfes kann somit in ca. 5 Minuten gewonnen werden. Für die Akquisition von T1 ge-
wichteten Bildern wurde eine MP2RAGE Sequenz mit e zienten Hyberbolic-Secant-N
Inversionspulsen ausgestattet. Die bessere Inversionse zienz dieser Pulse bei geringe-
rer benötigter B1 Feldamplitude erlaubt eine homogenere Inversion, die sich in einem
verbessertem Bildkontrast widerspiegelt, während die Pulse zugleich den SAR Grenz-
werten entsprechen. Durch die weitere Nachverarbeitung (Kombination verschiedener
Akquisitionen) konnten verbleibende Artefakte weiter reduzieret werden. Dies ermög-
licht hochqualitative Aufnahmen des menschlichen Gehirns. Eine neuartige Travelling
Wave Antenne, die sowohl den TE11 als auch den TM01 mode des Scanner waveguides
verwendet, wird mittels B1 mapping Verfahren vermessen und mit EM Simulationsda-
ten verglichen. Es wird eine gute Übereinstimmung zwischen Simulation und Messung
gefunden. RF Shimming wird verwendet um das Gesamttransmitfeld zu optimieren. Des
Weiteren wird ein simulationsbasierter Ausblick auf die Leistungsfähigkeit für in vivo
Anwendungen gegeben. Abschliessend behandelt diese Arbeit die Auswirkungen der ak-
tiven MR Messung auf einen integrierten PET Detektor. Die Ergebnisse zeigen eine MR
induzierte Beeinflussung der gemessenen PET Zählrate. Die Ursache dafür sind Störun-
gen die durch die PET Detektor Elektronik aufgenommen werden. Ein vergleichbarer
E ekt, jedoch mit reduzierter Magnitude, wird bei realistischen MR Protokollen beob-
achtet und sollte im Design von kombinierten MR-PET Studien beachtet werden.
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1. Introduction
MRI – History and State-of-the Art Starting with the initial experiments by Rabi [1],
Purcell [2], Bloch [3] and Hahn [4] leading to the discovery and elementary progress of
nuclear magnetic resonance (NMR), magnetic resonance imaging (MRI) evolved during
the 1970s initiated and driven by the work of the nobel laureates Paul Lauterbur [5]
and Peter Mansfield [6] and others1. It has, in the meantime, become one of the most
important modalities for medical imaging and is outstanding as it is by far the most ver-
satile of all imaging techniques allowing a large number of di erent applications, without
necessarily requiring contrast agents and avoiding the use of radioactive substances or
ionising radiation. The diagnostic capabilities of MRI are strongly determined by the
strength of the static magnetic field – resulting in the pursuit of devices operating at the
highest possible field strengths.
Since 1990 3T whole-body MR scanners have been established as the top-of-the-line
equipment for clinical applications. Starting from the beginning of the new millennium
several 7T and a few 9.4T systems have been set-up worldwide as research devices, which
represent, so far, the most sophisticated MR devices in operation. Future developments
aim on the installation of MRI system with a static filed of up to 11.7T. Experimental
evidence at 7T has by now already shown that those Ultra-High-Field (UHF) imaging
systems can also benefit clinical applications [7]–[9] and not only research operation.
Recent studies also confirmed the high subject acceptance of the strong magnetic field
[10]–[12], showing that UHF MRI is a viable technique for routine medical examinations.
Prospects for MR-PET Imaging at 9.4 T Strong magnetic fields not only improve
already established MR-based imaging modalities but pave the way for novel imaging
biomarkers that allow access to direct metabolic information [13], [14]. This is primarily
enabled by the higher SNR that first allows e cient application of non-proton MRI - ac-
quisitions that are even more hampered by the insensitivity of MRI. Those x-nuclei based
measurements give access to information such as intra- and extracellular sodium content
1It is not attempted to give a complete review about the historical development (or historical literature)
of MRI here, but a rather subjective selection.
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which is a marker for the functional integrity of human cells. Further examples are
imaging of phosphorous and oxygen-17. Furthermore, imaging at 9.4T provides large
benefits for imaging modalities based on susceptibility di erences, such as functional
MRI (fMRI) and susceptibility weighted imaging (SWI), as well as increased separa-
tion of the individual linewidths of chemical species - allowing for superior spectroscopy
(and spectroscopic imaging) applications that can provide in-depth information on, e.g.
tumour metabolism. Especially fMRI has been very successful at high field strengths
and is expected to prosper further [15]. First investigations have also been carried out
to perform magnetisation transfer (MT) [16] and chemical exchange saturation transfer
(CEST) MRI [17], [18] which allows direct observation of distinct chemical processes.
Complimentary to the trend toward higher field strengths, multimodal imaging, i.e., the
combination of multiple imaging system, is an inspiring topic. The attributes of MRI
for metabolic imaging discussed above have been extended further by the unique setup
available at the author’s institution which incorporates a brain Positron Emission To-
mography (PET) insert in the bore of an MRI scanner. PET complements MRI with
the high specificity of PET that, via specifically engineered nuclear tracers, can allow
insights into tumour metabolism and is known to provide one of the few noninvasive
biomarkers for the detection of Alzheimer’s disease by employing the so-called Pitts-
burg Compound B (PiB) tracer. This unique feature of (UHF) PET-MRI can be even
further extended by the integration of electroencephalography (EEG)[19], [20], allowing
observation of human brain activity with a very high time resolution, which comple-
ments the capabilities of MRI which o ers a high spatial resolution in that regard. The
combination of those di erent techniques, with the versatility and high spatial resolu-
tion of MRI at its core, may generate new insights at the molecular level of the human
(patho-)physiology.
Challenges at Ultra High Field Strengths above 7T UHF MRI, especially in conjunc-
tion with an additional PET component, opens new possibilities for the investigation
of the human brain. Those benefits cannot be exploited straightforwardly by direct
adaptation of methods originally developed for imaging at lower field strengths as the
experimental conditions change radically with the more than threefold increase in field
strength compared to high-end clinical systems.
The main issue that a ects all MR-based applications is the dramatically increased in-
homogeneity of the radiofrequency (RF) excitation field, usually denoted as B1. This
inhomogeneity manifests itself in an unwanted flip angle distribution over the human
brain and leads to sensitivity variations, alterations of the image contrast or even lo-
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calised signal cancellation. Especially a ected are the, most abundant, proton-based
MRI examinations (due to the high gyromagnetic ratio of protons) and all sorts of ap-
plications requiring high intensity RF pulses - e.g. inversion recovery based sequences,
turbo spin echo and spectroscopy sequences. As those are a prerequisite for successful
multi-modal (metabolic) MR imaging, the inhomogeneity of the RF field can compro-
mise the utility of high field scanners for e cient imaging of metabolic processes. The
B1 inhomogeneity is caused by the increase of the Larmor frequency and the associated
reduction of the RF wavelength. As the wavelength approaches the typical dimensions
of the human body (or head respectively) complex interaction of the incident RF ir-
radiation with the structure become a dominant e ect and the RF irradiation is no
longer homogeneous over the whole volume. To mitigate those e ects one requires en-
hanced control of the excitation field [21]. This can be achieved by multiple individual
transmitter channels – a technology named parallel transmit (pTX). Detailed knowledge
about the spatial variation of the magnetic fields generated by each single transmitter
is necessary to exploit this technology. In addition, those need to be available in short
measurement times, suitable for the in vivo application. This is complicated by the more
than ninefold increase of deposited power. This so called specific absorption rate (SAR)
furthermore gets more localised making it even more di cult to handle. This limits the
choice of methods and restricts e cient sequence timing.
The main challenge for successful multimodal imaging (at UHF), therefore, lies in a
thorough characterisation of the transmit chain and using this knowledge to counteract
inhomogeneities by proper design of the excitation process in dedicated MRI pulse se-
quences. Furthermore, the analysis of mutual influences of the individual components
of a multi-modal imaging system is necessary to fully unravel their potential.
This Thesis thoroughly discusses the physical e ects encountered when increasing the
static magnetic field to 9.4T. This is complemented by first images acquired with the
unique measurement setup. The main issue, caused by the high Larmor frequency, is
identified to be the strong inhomogeneity of the RF excitation field that comprises image
contrast and may even lead to complete signal drop o s (Chapter 3). While this can
be alleviated by parallel transmit technology - this mandates an e ective calibration
scheme.
Therefore, a robust 3D calibration protocol was devised (Chapter 4) that allows ac-
curate calibration of the pTX system in vivo in acceptable measurement times. This
measurement setup includes the acquisition of the individual coil sensitivities over the
whole imaging volume (the human head), measurement of the inhomogeneity of the
13
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static magnetic field and also provides an anatomical brain mask that can be used to
automatically select a volume-of-interest for e.g. RF shimming.
Subsequently, this calibration scheme is utilised to allow e cient 3D T1 weighted anatomic
imaging (Chapter 5) - clearly a prerequisite of a multitude of advanced neuroimaging
approaches, and valuable in itself, e.g. to monitor brain atrophy, a biomarker for sev-
eral neurological diseases. This is achieved by optimising the RF field to yield good
homogeneity (RF shimming) and is further complemented by an optimised MP2RAGE
sequence - which further eliminates sources of image artefacts. These two techniques
employed together allow for e ective 3D imaging of the whole human brain.
As an alternative to conventional resonator coil designs a multi-mode travelling wave
antenna is investigated in detail to analyse its suitability for human applications (Chap-
ter 6). RF field measurements were based on the aforementioned calibration protocol.
Phantom measurements are used to validate full wave electromagnetic simulations and
successful RF shimming is demonstrated. An extrapolation to in vivo applications is
devised, based on simulation data. Finally, to complete the analysis of the multi-modal
and metabolic UHF MR scanner the mutual influences of both systems are analysed
(Chapter 7). Emphasis is put on the influence of the MRI system on the accuracy and
quantification of the PET data. In preparation to the installation of the PET insert at
9.4T those experiments are performed at an identical PET insert installed in a clinical
3T system. The expected di erences at 9.4T are thoroughly discussed and conclusions
are drawn for the applicability of MR-PET imaging at UHF.
14
2. Theory of Magnetic
Resonance Imaging
This chapter outlines the basic theoretical consideration behind magnetic resonance
imaging. This chapter was influenced by several sources. The theoretical part was
mainly adapted from [22] while the methodological description of MRI was adapted
from the diploma thesis of the author [23].
2.1. Basic physics and principles
2.1.1. Spin and Associated Magnetic Moment
Single atomic nuclei are characterised by quantum numbers associated to corresponding
quantum mechanical properties. A particularly important property is the spin angular
momentum Sˆ = ~Iˆ. Here Iˆ is the spin operator and ~ = h/2fi is Planck’s constant.
Nuclei with an even number of both neutrons and protons have a nuclear spin quantum
number, I, equal to zero. All other nuclei have an integer or half-integer I. Via the spin
angular momentum the spin is associated with a nuclear magnetic dipole moment,
µˆ = “Sˆ = “~Iˆ . (2.1)
Combining both equations one obtains the quantitised magnetic moment of the nuclei.
The factor of proportionality “ is the nucleus-dependent gyromagnetic ratio and is related
to its fundamental properties, g, the landé factor, q, the charge of the particle and its
mass, m, by
“ = g q2m . (2.2)
The phenomenon of NMR is exhibited by a variety of di erent nuclei (cf. [24]). A total
nuclear spin ”= 0 is required for a nucleus to be NMR active. 1H is regarded as the most
important nucleus for MRI because as it is the most abundant in biological tissue and
will, therefore, give rise to the highest signal. Anyways, other nuclei such as 23Na,31P
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and many more are used for imaging and spectroscopy studies in vivo. The gyromagnetic
ratio for protons is given by “H = 2.675 · 108rad/sT.
2.1.2. Isolated Spin in a Magnetic Field
Nuclear magnetic spins will exert coupling to an external magnetic field, without loss of
generality given as
B = B0zˆ. (2.3)
The Hamilton operator
Hˆ = ≠µˆB0 = ≠µˆzB0 = ≠~“IˆzB0 , (2.4)
returns the energy levels for di erent spin quantum numbers, Iz. Due to the space
quantisation of the angular momentum operator, I, those are analogous to a fixed set
of orientations of the magnetic moment to the field. For the case of a spin 1/2 particle,
such as the hdyrogen nuclei, those are parallel and antiparallel to the field. According
to Eq. (2.4), the projection of the spin operator on the z-axis, Iz, commutes with the
Hamiltonian,
Ë
Hˆ, Iˆz
È
= 0. Hence, the eigenstates of the Hamiltonian probed in NMR
are eigenstates of the spin projection,
Iˆz|mÍ = m|mÍ ,where m = ≠I,≠I + 1, . . . , I ≠ 1, I (2.5)
This is also referred to as anomal zeeman splitting. For a spin 1/2 particle the nucleus
no longer possesses a single (degenerate) energy eigenstate, but two separated by an
energy di erence
 E = “~B0
Due to the two separate energy eigenstates the nuclei can emit or absorb photons with
angular frequency1,
Ê0 =
 E
~ = “B0 . (2.6)
Dividing Ê0 by 2fi and considering the gyromagnetic ratio, “, for protons one obtains
the Larmor frequency,
‹l
B0
= “2fi = 42.57
MHz/T . (2.7)
RF irradiation on-resonance with the Larmor frequency can manipulate the nuclear
1Neglecting multiple quantum interactions
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magnetisation, whereas the complete spin dynamics can not be understood only by
consideration of Eq. 2.6 but requires consideration of the transverse elements of the
angular momentum.
2.1.3. Nuclear Magnetisation
The actual spin of a single nucleus is described by the general spin state | Í =qm am|mÍ
with complex coe cients, am. The observable spin angular momentum is given by its
expectation value. As an example, the longitudinal projection observable is discussed
here. Due to the eigenvalue equation (2.5) the matrix representation of Iˆz is diagonal
and consequently
ÈIˆzÍ = È |Iˆz| Í =
ÿ
m,mÕ
amamÕ
úÈmÕ|Iˆz|mÍ =
ÿ
m
m|am|2 . (2.8)
The real number |am|2 can be interpreted as the probability to detect the eigenvalue m
in a quantum mechanical measurement of a single spin. For a spin 1/2 nucleus, such as
the proton, the equation has the explicit shape
ÈIˆzÍ = 12
1
|aø|2 ≠ |a¿|2
2
, (2.9)
where ø and ¿ represent eigenvalues m = ±12 .
In an actual macroscopic NMR experiment ensemble averages of a mixture of di er-
ent sub-ensembles, | Í, are measured. If each state is assumed to have the classical
probability, p , the ensemble average is given by
ÈIˆzÍ =
ÿ
 
p È |Iˆz| Í =
ÿ
 
p 
ÿ
m
m|a( )m |2 =
ÿ
m
m|am|2 . (2.10)
The averaged coe cients |am|2 =q  p |a( )m |2 represent the normalised populations of
the energy-levels associated to the spin states |mÍ. For a spin 1/2 nucleus the ensemble
averaged expectation value,
ÈIˆzÍ = 12
1
|aø|2 ≠ |a¿|2
2
, (2.11)
represents the population di erence between lower and higher energy level, i.e. the
polarisation of the ensemble [22].
The spin components perpendicular to Iˆz are not diagonal in the basis of |mÍ. For
a spin 1/2 nucleus the ensemble averaged expectation value, for example of Iˆx, is given
17
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by ÈIˆxÍ = 12
!
aøúa¿ + aøa¿ú
"
, which describes the dephasing of the ensemble. These
coe cients represent the phase coherence between spin up, | øÍ, and spin down, | ¿Í,
states [22].
The macroscopic magnetisation vector is given by the ensemble averaged spin compo-
nents:
M = NÈµÍ = N“~
Qcca
ÈIxÍ
ÈIyÍ
ÈIzÍ
Rddb . (2.12)
Here, N denotes the number of nuclear spins in the sample volume.
2.1.4. Precession in the Quantum Mechanical Picture
The nuclear magnetisation performs a precessional movement around the axis of the
static magnetic field. The equation of motion for an ensemble of spins is described based
on the density operator description. For a spin state | Í, the density operator is fl =
| ÍÈ |. The expectation value of an observable, such as Iˆx, is given by ÈIˆxÍ = Tr
1
flIˆx
2
,
where Tr denotes the trace of the operator. The equation of motion (evolution) under
the influence of the Hamiltonian Hˆ is described by the Liouville-von-Neumann equation,
i~ˆfl(t)
ˆt
= [Hˆ, fl(t)] (2.13)
For an explicitly time independent Hamiltonian (such as Eq. 2.4), the solution of Eq. 2.13
is
fl(t) = Uˆ(t)fl(0)Uˆ≠1(t) = e≠iHˆt/~fl(0)eiHˆt/~ , (2.14)
where Uˆ is the propagator [22]. The latter follows from the time-dependent Schrödinger
equation, i~ˆ| (t)Íˆt = Hˆ| (t)Í, which is solved by | (t)Í = Uˆ(t)| (0)Í with Uˆ(t) =
e≠iHˆt/~.
In case of the Hamiltonian, Hˆ = ≠~“IˆzB0 (Eq. 2.4), and with the definition of the
Larmor frequency, Ê0 = “B0, the evolution operator becomes
Uˆ(t) = exp
1
iÊ0tIˆz
2
=
A
eiÊ0t/2 0
0 e≠iÊ0t/2
B
=
A
e  0
0 e≠ 
B
. (2.15)
Using the matrix representation of Iˆz in the basis of spin up and spin down states.
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The complete set of matrices for all spin components are known as Pauli matrices:
Iˆx =
1
2
A
0 1
1 0
B
, Iˆy =
1
2
A
0 ≠i
i 0
B
, Iˆz =
1
2
A
1 0
0 ≠1
B
. (2.16)
To evaluate the solution of Eq. 2.14 for a spin 1/2 system in a static magnetic field
assume an initial state of the density operator along the x-axis, fl(0) = Iˆx. Using
Eqs. (2.14) through (2.16) it follows
fl(t) =
A
e  0
0 e≠ 
B
1
2
A
0 1
1 0
BA
e≠  0
0 e 
B
= 12
A
0 e2 
e≠2  0
B
(2.17)
Using Eqns. 2.15 and 2.16 one obtains
fl(t) = Iˆx cosÊ0t≠ Iˆy sinÊ0t . (2.18)
Calculating the expectation value ÈIˆx,y,zÍ = Tr
1
fl(t)Iˆx,y,z
2
using Eq. (2.18) it becomes
evident that the nuclear magnetic moment performs a precession in the transverse plane
as described by
ÈµˆÍ = ~“ÈIˆÍ = ~“2
Qcca
cosÊ0t
≠ sinÊ0t
0
Rddb . (2.19)
2.2. Classical Description of Spin-Dynamics
2.2.1. Precession in the Classical Picture
The equation of motion of a magnetic dipole can be derived by equating the torque of a
magnetic dipole moment, µ = ~“I, in a magnetic field, B, with the time rate of change
of the spin angular momentum, S = ~I:
µ◊B = dSdt =
1
“
dµ
dt ≈∆
dM
dt =M ◊ “B = ≠“B ◊M (2.20)
We find that the equation of motion (2.20) is solved by a left-handed precessional motion
with the precession frequency Ê = “B about the axis of the magnetic field. When
assuming B = B0zˆ then Eq. (2.20) becomes
dMx
dt = “B0My ,
dMy
dt = ≠“B0Mx ,
dMz
dt = 0 (2.21)
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which is solved by
Mx(t) = Mx(0) cosÊ0t+My(0) sinÊ0t (2.22)
My(t) = ≠Mx(0) sinÊ0t+My(0) cosÊ0t (2.23)
Mz(t) = Mz(0) . (2.24)
The magnetisation vector performs a left-handed precessional motion in the transverse
plane with the Larmor-frequency Ê0 = “B0. This is equivalent to the quantum mechani-
cal finding (Eq. 2.19). The classical treatment of nuclear magnetism is often su cient for
the treatment of (proton) nuclear magnetic resonance and will be used in the following
chapters.
2.2.2. The Bloch Equation and Relaxation
The above derivations are direct consequences of the quantum mechanical treatment.
For real NMR experiments one observes e ects that are a direct consequence of several
e ects neglected in the above derivations - i.e. interaction between di erent spins. The
simplest, and most prominent, e ect is relaxation of the magnetisation that leads to a
restoring z-magnetisation and decaying (dephasing) transverse magnetisation.
Bloch added empirical terms to describe this behaviour in his seminal work [3]. Ac-
cordingly the full phenomenological equation describing the temporal dynamics of a
macroscopic spin ensemble in the presence of temporal and spatially varying magnetic
fields is referred to as the Bloch Equation. The evolution of the magnetisation vector,
M , is formulated as a first order ordinary di erential equation
M˙ =M ◊ “B ≠ Mxxˆ+Myyˆ
T2
≠ (Mz ≠Mo)zˆ
T1
. (2.25)
Here, Mo, denotes the equilibrium magnetisation, B, the external magnetic field, T1,
the longitudinal or spin-lattice relaxation time and, T2, the transverse spin-spin relax-
ation time. These time constants describe the return of the magnetisation to thermal
equilibrium (T1) and the loss of phase coherence within an isochromat (T2) where al-
ways T2 Æ T1. T1 relaxation originates from energy exchange with the lattice, i.e. the
surrounding matter. Spin-spin relaxation originates from the fluctuating dipole fields
of the interacting spins propelling a decay of transverse magnetisation. Inhomogeneous
external magnetic fields will also generate additional phase incoherence characterised by
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a shorter relaxation time T ú2 2. Proper design of the MR sequence (cf. Cha. 2.3.3) allows
one to reverse the influence of additional external fields, but not the fluctuating dipole
fields. The detailed physical mechanics of these relaxations shall not be ventured here
but are covered in e.g. [25].
The Rotating Frame
The phenomena of NMR are usually described in a frame rotating around the axis of the
external magnetic field (by convention referred to as z-axis) at Larmor frequency (2.6).
If not mentioned otherwise, the later chapters will employ formulations in the rotating
frame of reference in contrast to the static laboratory frame; Mathematically described
by the coordinate transformation of the position vector
xÕ = RZ(◊)x (2.26)
with the rotation matrix
Rz =
Y__]__[
cos ◊ ≠ sin ◊ 0
sin ◊ cos ◊ 0
0 0 1
Z__^
__\ (2.27)
where ◊ is the time dependent rotation angle
◊(t) = 2fi“B0t (2.28)
Furthermore, descriptions of MR net magnetisation, will be divided into the longitu-
dinal component, parallel to the B0 axis, and the transverse component which is usually
expressed as complex quantity; the transverse magnetisation is commonly rewritten as
Mxy = Mx + iMy . (2.29)
2.3. Concepts of Magnetic Resonance Imaging
Without implying a specific order for MRI image generation it can be divided into five
separate steps, each governed by di erent physical concepts. Polarisation, achieved
by the static magnetic field and described by the laws of thermodynamics, generates
2While T2 decay shows exponential characteristics, T ú2 does not though can to a good degree be ap-
proximated by an exponential.
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the net nuclear magnetisation. The process of excitation, described by the Bloch
equation and Maxwell’s equations in matter, polarises transverse magnetisation that can
be detected as a signal. The sequence, described by the Bloch equations, manipulates
the spins by the application of pulsed magnetic fields with the purpose of encoding
spatial information into the magnetisation. Detection resembles the inverse process
to excitation, converting the oscillating magnetisation back into a detectable voltage
by the use of electronics. Reconstruction processes the signals to compute an image
of the sample. A (semi) classical description of MRI is utilised during this chapter as
there is no doubt that quantum statistics describes MRI completely, yet it provides
little insight into the mechanisms taking place during an MRI experiment. As MRI is
always concerned with macroscopic ensembles of nuclei the quantum mechanic nature of
magnetic resonance vanishes and the classic description may be employed. [26] provides
arguments supporting this picture.
2.3.1. Polarisation
The paramagnetic bulk nuclear magnetisation of a spin ensemble of N particles builds
up as a response to an external polarising field. The physical foundations for this have
been shown in the previous sections. As discussed for spin 1/2 particles there exist two
di erent energy states separated by an energy gap E = ~“B0 of several µeV for magnetic
fields in the order of a few Tesla. Compared to typical thermal energies of 25meV at
room temperature this gap is so small that transitions between the states are sponta-
neously created - this results in a small net magnetisation, as will be discussed now.
The discrete probability distribution of the spin ensemble is given by Boltzmann statis-
tics: |a¿|2/|aø|2 = e≠
 E
kBT . Here, kB ¥ 1.381 · 10≠23J K≠1 denotes the Boltzmann constant
and T denotes the absolute temperature. After all, the population excess in the lower,
more favourable energy state in the order of only 0.001% amounts in a detectable macro-
scopic magnetisation using nuclear magnetic resonance.
For a proton system with m = ±1/2 and the assumption of a small degree of polarisa-
tion, the equilibrium magnetisation is expressed by Curie’s law [27]
Mo =
N
V
“2~2I(I + 1)
3kBT
B0 , (2.30)
with the volume of the sample, V , and and the spin angular momentum, I3.
3I = 1/2 for protons.
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It shall be noticed that the magnetisation induced by the nuclei is much smaller than
the magnetisation stemming from the electron hull but due to di erent masses they
exhibit di erent resonance frequencies (radiofrequency range for nuclei vs. microwave
for electrons) and may, therefore, be manipulated and studied isolated from each other.
The equilibrium magnetisation determines the sensitivity of the NMR experiment and
due to its proportionality to B0 encourages the pursuit of constructing MRI devices
operating at higher magnetic fields and challenging the emerging technical problems at
these field strengths.
2.3.2. Excitation
Exictation refers the process of the interaction of the spin magnetisation with a radiofre-
quency field. Nowadays only pulsed NMR techniques are usually applied. Depending
on the intended use of the pulse they are often distinguished as excitation, refocussing
or inversion pulses. In general the radiofrequency field can be decomposed into two
counterrotating components
B+1 =
B1,x + iB1,y
2 (2.31)
B≠1 =
B1,x ≠ iB1,y
2 (2.32)
where B1,x and B1,y denote the components of the magnetic field in the laboratory sys-
tem. It can be shown that only the left handed component B+1 can e ciently manipulate
the spin magnetisation. The essential reason for this is the fact that in the rotating frame
the spin system sees the right handed component to rotate with twice the resonance fre-
quency. Therefore commonly quadrature coils are applied, where possible, that suppress
the generation of the B≠1 component as this would cause additional RF exposure and
lead to a decreased SNR as part of the transmitter power is lost. Magnetisation tipped
onto the transverse plane generates a changing magnetic flux, detectable as the MR
signal, which is essentially a manifestation of the principle of reciprocity [21] and will be
discussed in more detailed in section 2.3.3.
Non selective excitation
The simplest way to obtain a measurable signal from a sample is to excite the whole
sample volume within the range of the coil. Using the Bloch equation (2.25), ignoring
the relaxation terms (the pulse duration is usually much shorter than the relaxation
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times) and assuming a magnetisation initially positioned along the longitudinal axis one
obtains
M˙ =M ◊ “B (2.33)
considering an on-resonant excitation (i.e. transmitting the RF pulse at Larmor fre-
quency), the excitation will simply rotate the magnetisation by an angle – along the x
axis4, expressed by the rotation matrix Rx(–) yielding a magnetisation
M(t) = Rx
Qa t⁄
0
“B1(·)d·
RbM(0) . (2.34)
The argument of the rotation matrix is called the flip angle,
– = “B1
t⁄
0
f(·)d· . (2.35)
It specifies the amount of magnetisation flipped onto the transverse plane. If we now
consider the import specific case of a rectangular pulse
f(·) =
Y][1 0 < · < t0 otherwise
the integral simply becomes
– = “B1t , (2.36)
which can be used to derive values for the achieved flip angle in dependence of the time
modulation and the pulse amplitude which, for example, yields a value of 11.74µT for
a rectangular pulse of 180 deg flip angle and a duration of 1ms. The amplitude of the
pulse is proportional to the required transmitter voltage and may therefore be, together
with safety concerns (compare 2.3.2), limiting the choice of appropriate pulses.
So far only on resonance behaviour was considered; i.e. the excitation of isochromats
rotating at Larmor frequency. In general o -resonant isochromats are often encountered,
either due to the inherent chemical shift of protons chemically bound to molecules, e.g.
fat, and/or simply due to residual inhomogeneities of the static magnetic field. For
small (on resonance) tip angles the magnetisation response can be described by Fourier
analysis (see following chapter). For rectangular pulses a generic analytic solution is
4Considering only the rotation along the x axis goes without loss of generality due to the free choice of
the coordinate system.
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Figure 2.1.: Schematic representation of selective excitation of a slice with thickness d by an RF pulse with
bandwidth  Ê centered around the the frequency Ê0.
possible [28].
Selective excitation
Excitation of the whole volume enforces the usage of time consuming 3D readouts as
the whole volume contributes to the received signal (cf. section 2.3.3) and the Nyquist
criterion needs to be fulfilled (see following chapters). It is possible to overcome this
limitation by the reduction of the imaging problem for to a two dimensional problem
(slice selective excitation) or by reducing the size of the excited volume (slab selective
excitation). More advanced excitation strategies even allow the excitation of arbitrarily
shaped regions (see e.g. [29]). Selective excitation strategies are in general achieved
by simultaneous emission of radiofrequency and gradient pulses. Probably the most
commonly applied excitation scheme is the
slice selective excitation where a slice with limited thickness is excited and followed by
a 2D image encoding. This is achieved typically by emission of sinc (sin(x)/x) shaped RF
pulses under the presence of a constant slice selection gradient. The e ect of the pulse
to o  resonant spins (whereas this time o  resonance is intended by field gradients)
can be studied by Fourier transforming the excitation pulse in a first approximation.
E.g. assuming a perfect sinc pulse, the pulse would possess a rectangular frequency
spectrum. When the pulse is emitted concurrently with a spatial field gradient (giving a
linear relationship between position and o -resonance) only those spins with frequencies
within the pulse bandwidth will experience an e ective nutation (see Fig. 2.1).
A detailed mathematical description reveals a somewhat more complicated behaviour
of the simultaneous application of gradient and radiofrequency pulses.
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Considering an excitation centred at Larmor frequency and under the presence of mag-
netic field gradient in zˆ direction the Bloch equation neglecting relaxation may be rewrit-
ten as
M˙ =
Qcca
0 “Gzz 0
≠“Gzz 0 ≠“B1(t)
0 ≠“B1(t) 0
RddbM . (2.37)
The interpretation of the above equation is non-trivial and has no analytic solution in
the general case. Using simplified conditions of the Small Tip Angle Approximation
(STA) [30] of
• initially pure longitudinal magnetisation Mz(0) = Mo
• weak RF pulses resulting in flip angles of – < 30¶
• and as a consequence Mz(t) ¥Mz(0)
results in the simplified equation,
M˙ =
Qcca
0 “Gzz 0
≠“Gzz 0 ≠“B1(t)
0 0 0
RddbM , (2.38)
where the equations for longitudinal and transverse magnetisation are decoupled.
Though originally designed for low flip angle excitations the STA handles excitations
with flip angles well above 30 degree with high precision [29]. The equation (2.38) is
solved for the transverse component of the magnetisation for a pulse starting at time, t,
with duration, · , by
Mxy(·, z) = iMo exp
3
≠i“Gzz ·2
4
F
;
“B1
3
t+ ·2
4<
. (2.39)
Therefore the excited magnetisation is given by the gradient amplitude and the Fourier
transform of the RF pulse. The additional phase factor before the Fourier transform
manifests the dephasing of the spins during the excitation due to the slice selection
gradient. Rephasing by the application of a gradient with opposite polarity and halved
moment (as only the half pulse duration does appear in the phase factor) and will refocus
the excited magnetisation.
A rotation of the slice is achieved by a rotation of the gradient system, i.e. by appro-
priately chosen currents driving the gradient coils. An o  centre shift is achieved by
intentionally shifting the centre frequency of the transmitter.
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RF pulses and energy deposition
RF irradiation is associated with energy deposition in the subject caused by the non-zero
conductivity which leads to heating of the irradiated volume, whereas the energy of the
pulse is given as
W = µÊ02
TRF⁄
0
dt
⁄
d3rB1(r, t)Bú1(r, t) . (2.40)
The deposited energy is far lower than the total transmitted energy and exhibits a
quadratic dependence on the Larmor frequency, and therefore B0, as well as a linear
dependence on the local conductivity [27]. The so called Specific Absorption Rate (SAR),
SAR := W
m · t ,
formulates the energy deposited per unit time and mass in units of Wkg . Several legal
restrictions for maximum SAR values exist and since it increases quadratically with
field strength gets much more prominent at higher fields. The dependence of the de-
posited energy on the local electric properties in the subject causes spatially varying
absorption behaviours that are not inferred by security restrictions which are based on
a homogeneous distribution of the excitation field. This assumption fails at high and
ultra-high field strengths. Additionally malfunctioning of a single or several channels
of an parallel excitation system may cause severe RF hotspots within tissue with grave
consequences for the subject. A malfunction can be especially dangerous as heat trans-
port mechanisms of the human body are usually only available in peripheral regions.
SAR monitoring and control is, therefore, of utmost importance for secure operation of
UHF MRI and especially parallel excitation technologies.
2.3.3. The Sequence
Basics
The process of preparation and manipulation of the spin ensemble is typically referred to
as the sequence. It denotes the application of well defined RF pulses (i.e. for excitation)
and gradient pulses to encode spatial information into the magnetisation. Here, the
basic principles of spatial encoding and some basic MRI sequences shall be presented.
For a more complete and elaborate discussion, the reader is redirected to [25], [27], [31].
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Contrast in MRI
Biological tissue consists a of mixture of di erent components with di erent relaxation
times. Depending on the sequence type and sequence parameters, di erent relaxation
parameters as well as di erent proton densities will be visible in the image with di erent
intensities, I1 and I2, giving rise to a contrast
c := |I2 ≠ I1|
I2 + I1
. (2.41)
The most basic contrast mechanism exploit di erences in T1, T2 and proton density.
Proton density is utilised by sequences using long repetition times and short echo times,
whereas the signal intensity is basically the same for all tissue types and is only deter-
mined by the local Mo. T1 contrast is generated by choosing a repetition time in the
order of the expected T1 values, which causes pronounced intensity variations for tissues
with di erent T15. T2 contrast is engaged in a similar manner; i.e. by choosing echo times
in the order of the expected T2 values and a TR long enough to achieve full relaxation
prior to the the next acquisition.
Spatial encoding
Spatial encoding of the MRI signal was first proposed in 1973 [5]. It utilises specifically
designed linearly varying magnetic field gradients of the form
G =
3
ˆBz(x)
ˆx
,
ˆBz(x)
ˆy
,
ˆBz(x)
ˆz
4T
. (2.42)
As each spin experiences a di erent magnetic field the Larmor frequency of a spin at
position x will be shifted by
 Ê(x) = “G · x ‚ (2.43)
this frequency shift gives rise to a spatially dependent frequency and, therefore, phase
evolution. A spatially independent spatial frequency variable, k, at time T and can
generally be expressed for arbitrary time evolutions of the gradient field,
k(T ) = “2fi
T⁄
0
G(t)dt , (2.44)
5This is not reflected in the signal equations (2.49) and (2.50) as they are based on the assumption of
complete relaxation
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which is also called the zero order gradient moment or k-space trajectory. The B≠1 field
induced by the precessing transverse magnetisation, M , from each ensemble of spins at
a position, x, will according to Faraday’s Law give rise to a detectable signal (a detailed
description will follow in Section 2.3.4) which contains contributions from all spins and
is therefore given by the signal equation for imaging
S(t) Ã
⁄
Mxy(x, t)e≠i(k(t)·x)dx . (2.45)
S(t) corresponds to a measurement of the magnetisation density, where a dipole at po-
sition x is weighted by a phase term (2.44). A measurement of the signal for di erent
values of k allows one to reconstruct the magnetisation density from the measured signal,
if the k-space trajectory (2.44) is chosen appropriately - i.e. fulfils the Nyquist criterion.
Generally, the process of encoding spatial information into the signal is divided into two
concepts which are both covered by (2.45), but allow a more straightforward interpreta-
tion.
Frequency Encoding As explained above, a linear gradient will lead to a linear shift
of the Larmor frequency with spatial coordinate. The signal is acquired while the RO
gradient is switched on. The Nyquist theorem sets the restrictions for the sampling
time and the gradient amplitude, as a dephasing of 2fi between the outermost spins of
the Field of View (FOV) has to occur. The time necessary to achieve this dephasing
is linearly dependent on the the gradient amplitude and called the readout time, tr.
The inverse, 1tr , is called the readout bandwidth
6. Provided that the exact value of the
gradient field is known, the frequency spectrum of the signal (2.45) will provide a direct
mapping of the magnetisation density to a spatial position. Due to the fact that the
spin density is projected on the axis of the applied gradient only a 1D representation of
the object will be obtained by the application of only one readout gradient.
Phase Encoding The aforementioned frequency encoding is su cient to separate signal
contributions of the spin density along one direction (usually called x or readout (RO)
direction). To obtain images7 it is necessary to obtain further spatial information. This is
achieved by phase encoding (PE). PE refers to the application of gradient moments prior
6The bandwidth determines the necessary bandwidth of the receiver circuit following the signal acqui-
sition - whereas a higher bandwidth leads to the uptake of additional noise, that is assumed to be
white and therefore equally distributed in each frequency interval.
7which means in this case two or three dimensional representations of the magnetisation
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to the application of the readout gradient. Each new phase encode step has to ensure
a dephasing of 2fi (in the PE direction) in addition to the dephasing of the preceding
phase encode step which will lead to signal cancellation of each n-th spin, i.e. no phase
encode moment will measure all spins, a phase encode of 2fi will only measure the signal
from every second spin, one of 4fi will measure just each 3rd and so on. Phase encoding
extends to three dimensions, where the second phase encode direction is usually referred
to as z or partition encode direction.
The k-space Formalism
Understanding MR sequence design is largely based on the k-space description [32]. The
phase term (2.44) can also be interpreted as a trajectory through the inverse space; also
called k-space. So far continuum equations were used to describe MRI but in reality
MR signal is acquired discretely (digitally). Thus, k-space is discretised into equally
distributed points. The spacing,  k, between this points determines the field of view
FOVx,y,z =
1
 kx,y,z
. (2.46)
If objects lie outside the FOV, they will exhibit aliasing, i.e. be folded back into the image
at a wrong location. Spins outside the FOV will precess at higher spatial frequencies,
leading to a dephasing of more than 2fi of the outermost spins – due to the ambiguity
of the phase the signals are misplaced to a wrong position. While the spacing of the
sample points determines the FOV, the extent of the k-space will determine the spatial
resolution, which corresponds to the highest sampled spatial frequency (usually referred
to as kmax) and, therefore,
”x,y,z =
FOVx,y,z
Nx,y,z
= 1
kmax,x,y,z
. (2.47)
The k-space representation is equivalent to a representation of the object in the real space
and, thus, if all necessary spatial frequencies are acquired it is possible to reconstruct an
image of the object from the k-space data. Hermitian symmetry is a property of k-space,
S(kx, ky) = S(≠kx,≠ky)ú , (2.48)
where ú denotes complex conjugation, if the underlying signal generating magnetisation
is real valued. This symmetry can be exploited to decrease the scan time by partial
sampling of the k-space and reconstructing the missing part appropriately according to
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Eq. 2.48, a method referred to conventionally as partial Fourier acquisition. An the signal
will in most cases a have a non-zero phase (imaginary components) simple reconstruction
using Eq. 2.48 is usually not possible but requires additional phase correction algorithms.
Yet image reconstruction may su er from poorer SNR as well as susceptibility to phase
errors, which in turn, may result in image artefacts. An alternative to partial Fourier
acquisitions for 3D encoding is the, so called, elliptical scanning which samples only the
k-space region within the ellipse with the half axes ky,max and ky,max. In contrast to
partial Fourier this does not increase the vulnerability to phase error but o ers only
a very mild degradation in diagonal resolution. A detailed treatment on the e ect of
partial acquisitions and filter techniques can be found in [33].
Symmetries in the spatial domain are reflected by the same symmetries in the k-space
representation and vice versa. This leads to rotations in one domain to appear as the
same rotation in the other domain. While translations in real space will give rive to a
phase shift to the k-space data. As both spaces are connected via a Fourier transform,
multiplications in one domain will transform to convolutions in the other domain.
Basic Sequence Design
The mathematical foundations of k-space and signal acquisition set the framework of
MR signal acquisition, but measuring the signals has to account for technical limitations
as well as timing constraints. The following examples will present the most basic MRI
sequences and explain their way of k-space coverage. Most sequences will not sample
the Free Induction Decay (FID), the signal generated of freely precessing magnetisation
after being tipped onto the transverse plane, but rather an echo that is generated when
the magnetisation is dephased and intentionally rephased later. Echo acquisition is
necessary as usually some time (in the order of a few hundred micro seconds) is needed
to switch the RF system from transmit to receive mode8. Furthermore, the k-space can
be sampled symmetrically reducing phase errors. The following examples will deal with
2D sequences with a slice selective excitation of flip angle, –, and a repetition time,
TR > 5T1, allowing for complete relaxation of the longitudinal magnetisation.
Spin Echo Sequence Figure 2.2 shows the sequence diagram for a simple spin echo
sequence. The (selective) excitation pulse will tip the slice’s magnetisation onto the
transverse plane. The phase encoding takes place (cf. part 2 in the Figure) to measure
only one line of the k-space. Note that the magnetisation is subject to a decay according
8The same procedure accounts for the usage of di erent transmit and receive coils as the receiver coil
has to be protected against the high power transmission pulses.
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Figure 2.2.: Spin echo sequence utilising 90-180 pulse train to refocus the magnetisation. For readability
reasons RF and data acquisition axis have been fused, whereas the shaded box represents the
area of data sampling.
to T2 already beginning after the excitation. Then a 180 degree pulse will refocus, i.e. re-
verse the phase evolution, of the magnetisation9. Then a readout gradient with constant
amplitude is switched on and data acquisition is undertaken. When the accumulated
gradient moment is equal to the moment of the prephaser gradient, the echo will form
with a signal intensity
S ÃMo · sin(–) exp
3
≠TE
T2
4
. (2.49)
The above process is repeated for all lines and slices to fill the complete k-space with
data to enable image reconstruction.
The Gradient Recalled Echo The basic gradient echo10 experiment utilises only gra-
dients for refocusing the magnetisation and avoids the use of refocussing RF pulses;
depicted in Figure 2.3. The first part is identical to the spin echo sequence, i.e. the
excitation is followed by prephaser gradients (phase encode and readout). The readout
is then performed with a gradient with opposite polarity and double the moment to
record the whole k-space line. This procedure is repeated for each phase encode step to
9Even pulses with a lower flip angle will refocus the magnetisation partially.
10Short form of Gradient Recalled Echo (GRE).
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Figure 2.3.: Sequence diagram of a basic gradient echo sequence.
fill the k-space. The signal intensity of the echo is described as,
S ÃMo · sin(–) exp
3
≠TE
T ú2
4
. (2.50)
whereas T ú2 is the reduced transverse relaxation time, induced by static field inhomo-
geneities (cf. 2.2.2).
Echo Planar Imaging (EPI) While the above mentioned concepts of spin echo and
gradient echo are commonly accepted main building blocks of MR imaging sequences,
they are often used as building blocks for the plethora of imaging techniques. Echo Planar
Imaging (EPI, overview of the historical development in [34]) Fig. 2.4) is a so called
single-shot sequence. The complete k-space is acquired after a single excitation. Than
the signal is acquired under a readout gradient with alternating polarity. Traversal of the
k-space in the phase-encode direction is performed by the application of small consecutive
blips. Correspondingly the echo time, i.e. the time when all k-space coordinates are 0, is
longer than for conventional sequences. EPI o ers extreme short acquisition times in the
order of tenth of milli seconds per 2D slice - or a few seconds for a total brain volume.
This comes at the cost of high sensitivity to o -resonances. Nevertheless, EPI has made
the application of techniques such as di usion MRI or fMRI possible at all. EPI is often
performed with a multitude of technological advances - most notably 3D variants (see
e.g. [35], [36]) and simultaneous multi-slice excitation to further increase the acquisition
33
2. Theory of Magnetic Resonance Imaging
Figure 2.4.: Sequence diagram of an EPI sequence depicting the typical gradients and a representation of
the k-space sampling. The EPI image shows typical EPI artefacts like distortions and additional
complete signal dropout in areas of large susceptibility gradients.
speed. A complete description of modern EPI methods is out of the scope of this chapter
and is, therefore, omitted here.
Fast 3D Gradient Echo Sequences
The previous example considered sequences where after each RF pulse the magnetisa-
tion could fully relax. Given relaxation times in the order of a few seconds this would
hinder e ective MR imaging due to long delay periods. One example to overcome this
problem are fast gradient echo sequences that do not necessitate full relaxation between
consecutive excitations if their special properties are considered.
If a spin ensemble is subject to a periodic train of equidistant RF pulses of flip angle,
–, the magnetisation will develop a dynamic equilibrium. This fact has been utilised in
spectroscopy applications and was finally exploited in MR imaging [37]. Assuming ideal
spoiling, i.e. the complete dephasing of all remaining transverse coherences before each
pulse, the longitudinal magnetisation after the n-th pulse, M+n , is given as11
M+n = M≠n cos– , (2.51)
11The complete derivation follows from the extended phase graph formalism introduced in section 2.3.3
if all transverse coherences are destroyed before the following pulse; for example by a very short T2.
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which will relax to the pre-pulse state
M≠n+1 = MnE1 +Mo(1≠ E1) , (2.52)
where
E = exp
3
≠TR
T1
4
. (2.53)
The former recursion relation yields the Ernst equation by requiring that pre- and post-
pulse magnetisations are ought to be identical, thus
M+n = M≠n . (2.54)
m+n describes the intensity of the steady state building up after a number of pulses
depending on TR, T1 and – as
Mz = Mo
(1≠ E1)
1≠ E1 cos– (2.55)
As this magnetisation is smaller than the equilibrium magnetisation it exhibits a reduced
signal but o ers a big advantage as it is not necessary to await full relaxation of the
magnetisation prior to the next data acquisition, thus, enabling the design of fast pulse
sequences. The Ernst equation (2.55) reveals that there exist optimum combinations of
flip angle and TR with optimal signal, deduced from (2.55) by di erentiating for – to
find the maximum, which yields the Ernst angle
–ernst = arccosE1 . (2.56)
Given that it is unnecessary to wait long periods for magnetisation relaxation, SPGE
sequences facilitate fast 3D readouts with two phase encoding directions as repetition
times in the range of a few seconds become feasible.
Spoiling The Ernst equation (2.55) is only valid when complete spoiling is achieved -
i.e. all transverse magnetisation is completely dephased before the beginning of the next
sequence period. The trivial suggestion of long repetition times, TR, between two RF
pulses will intrinsically reduce the magnitude of transverse coherences, but also enforces
long scan times (which is the limit where a fast SPGE sequence becomes the conventional
GRE). To achieve spoiling usually two mechanisms are combined gradient spoiling and
RF spoiling. Gradient spoiling ensures a dephasing of, at least, 2fi of all isochromats is
to avoid their contribution to the signal for the next sequence interval, still they will be
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refocusing later as a stimulated echo. This spoiling is usually applied along the read (3D)
and/or the slice direction (2D) whereas the exact considerations are out of the scope
of this thesis but are extensively discussed [38]–[41] in the contemporary literature. RF
spoiling refers to advancing the phase of each consecutive pulse following a particular
scheme to make the phase of each new magnetisation component independent of the
pulse number. The applied phase increment is given in dependence of the pulse number,
n, as
Ïn = Ïn≠1 + n · Ï , (2.57)
which corresponds to a quadratic phase increment in reference to the first applied pulse.
Though the linear increasing phase shift does ensure a steady state, i.e. a dynamic
equilibrium will build up, its absolute value determines the spoiling properties, i.e. to
which degree the Ernst equation may be used to describe the received signals. To avoid
artefacts caused by phase jumps in the k-space the receiver phase is accommodated to
the last RF pulse phase at each pulse. Common sequences use numerically determined
phase increments of 50 ¶ or 117 ¶ which have proven to be a robust choice [41]. Still, for
larger flip angles and short repetition times there will be a significant deviation from the
calculated Ernst signal levels.
Mathematical Description of Multipulse Sequences - The Extended Phase Graph
The Bloch-Equations provide a complete framework to describe the time evolution of the
magnetisation subject to time-varying gradient and RF pulses. Often, MRI deals with
the periodic repetition of RF pulses and gradient with well defined (and often constant)
spacings. These cases can be adequately described by the extended phase graph (EPG)
theory (also known as configuration theory [25]). A brief outline of the theory shall be
given here, following the notation given by [40]. For further reading the references [25],
[42]–[45], may be of interest.
Generally the EPG considers the Fourier representation of the magnetisation within
a voxel. The di erent Fourier components of the magnetisation can be identified with
common echoes observed during MR experiments, e.g. the FID, the spin echo and
stimulated echoes (and higher order conponents). The components are generated by
successive application of gradients and RF pulses whereas the gradients are assumed
to cause dephasing of integer multiples of 2fi. The complex amplitude, Fn, denotes an
n-fold dephased magnetisation vector in the x-y plane. The longitudinal magnetisation
can be formulated correspondingly as Zn. In general, a pre-pulse triplet of transverse
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states (Fn and F≠n) and longitudinal state (Zn) can be transformed into its’ post-pulse
state by application of a matrix operation representing an RF pulse.
Qcca
Fn
F ú≠n
Zn
Rddb
+
=
Qcca
cos2 –2 e2i sin2 –2 ≠iei  sin–
e≠2i  sin2 –2 cos2 –2 ie≠i  sin–
≠ i2e≠i  sin– i2e≠i  sin– cos–
Rddb ·
Qcca
Fn
F ú≠n
Zn
Rddb . (2.58)
The application of an RF pulse will generate 3 magnetisation components, which cor-
respond to the empirically known formations of primary and stimulated echoes. It,
especially, illustrates that each pulse with flip angle – > 0 will give rise to a spin echo
component, where the intensity is determined by the flip angle. To complete the de-
scription of magnetisation evolution, relaxation has to be accounted for. Relaxation is
expressed in the transition,
S+n æ Sn+1 . (2.59)
This transition rules for the di erent magnetisation components are given as:
F+n æ Fn+1 = E2F+n ’n (2.60)
Z+n æ Zn = E1Z+n n ”= 0 (2.61)
Z+n æ Zn = E1Z+n +Mo(1≠ E1) n = 0 (2.62)
The above mathematical description is in accordance with the a graphical phase graph
representation, such as depicted in Figure 2.5. An echo is formed each time a state crosses
the F0 line, i.e. this component is completely rephased.
The EPG forms a convenient base to calculate the e ects of mutlipulse sequences. It
can be implemented e ciently and can be used predict to estimate the magnetisation
behaviour of MRI with high accuracy. It can also be utilised to extract information
about the underlying system properties [46]. The EPG formalism can be conveniently
expanded to include di usion terms [43], [47].
2.3.4. Detection and Reconstruction
The precessing magnetisation induces a electromotive force within a coil placed near the
sample and will, according to Faraday’s Law, give rise to an electromotive force,
emf = ≠ ˙ , (2.63)
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Figure 2.5.: Extended Phase Graph (EPG) illustration of a simple three pulse experiment with a constant
gradient moment following each pulse. Population of the di erent states is not shown.
where the magnetic flux,  , penetrating the coil is given by the surface integral,
  =
⁄
coil
BdS . (2.64)
Using the principle of reciprocity the incremental electromotive force, generated by a
sample with volume V ,
demf = d
dt
⁄
V
M(r, t) ·B≠1 (r)d3r , (2.65)
can be calculated. The right handed magnetic field, B≠1 (r), expresses the sensitivity of
the receiver coil at a certain spatial position, r. Which is assumed to be homogeneous
and directed to the transverse plane. Then, the received complex signal is given by,12
s(t) = iÊ0B≠1,xy
⁄
vol
M(r) exp (≠iÊ0t) exp (≠ik(t) · r) , (2.66)
12This expression does not refer to the rotating frame as the detected signal is received in the static
laboratory frame.
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Figure 2.6.: Synthetic phantom image and the corresponding k-space representation obtained by two dimen-
sional Fourier transform. The k-space magnitude is shown with logarithmic scaling.
which shows the the proportionality of the signal to the Larmor frequency, being pro-
portional to B0. This constant gain factor is ignored by now as it is not of significance
for the further derivations. Due to the complex nature of the transverse magnetisation
the received signal is also a complex quantity. To obtain the imaginary and the real part
from the received signal it is splitted, and mixed (multiplicated) once with cos(Ê0t) and
with sin(Ê0t)13 on the other hand. Both signal components are low-pass filtered to only
extract the low-frequent part (removing the baseband), carrying the information from
the MRI experiment. Thus, the signal is equal to,
S(t) =
⁄
vol
M(r) exp(ik · r)d3r = S(k) . (2.67)
s(t) resembles a frequency spectrum representation of the sample and corresponds to
the Fourier transformation of its magnetisation. Therefore an inverse Fourier transform
will reconstruct the samples magnetisation density. Figure 2.6 shows an example of an
image and its k-space representation.
13This procedure is denoted quadrature detection
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3. MRI of the Human Brain at
Ultra-High Field Strengths
3.1. Introduction
MRI of the human brain is well established in clinical diagnostics and research appli-
cations. Starting from magnetic field strengths well below 1T in the beginning of MRI
nowadays whole-body MR scanners with field strengths of 3T are established (high)
clinical standard. The advantages of MRI in comparison to e.g. CT such as better soft
tissue contrast, higher flexibility and the lack of radiation exposure led to an increased
acceptance of MRI-based diagnostics. Research applications have prospered even more
with developments as f(unctional)MRI which allow whole brain localised detection of
brain activity and MRI techniques revealing water di usion which allows the recon-
struction of neuronal fibre pathways in the brain.
Nevertheless, all these applications su er from a fundamental limit of MRI – the insen-
sitivity resulting from the small available net nuclear magnetisation available even at
high field strengths. This results in severely limited SNR - which limits the spatial and
temporal resolution. To compensate these shortcomings there has been a steady strife
for an increased static field strength to maximise the obtainable MR signal.
This resulted in the first installation of a 7T scanner in the 1990s. This was tremen-
dous jump in field strength as before only a few machines with 4T were available. By
almost doubling the Larmor frequency (and the corresponding wavelength decrease) the
problem of B1 inhomgeneities that was visible at 4T became much more prominent
as uniform RF irradiation of a head sized volume was no longer achievable by sim-
ple means [48]. This resulted in inhomogeneous images. Nevertheless the higher fields
opened the possibility for a new quality of MRI examinations. Following the initial ex-
perience with 9.4T research scanners were installed and demonstrated promising results
for neuroscientific applications [13], [49], [50] while the associated problems became even
more pronounced. While in the mean time 7T scanners are available in larger numbers
(around 50 at the time of the writing of this sentence) and have already demonstrated
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their potential for research and (limited) clinical [7] application; 9.4T still remains a
challenging field strength to master. Although, it may provide an unrivaled insight into
human brain anatomy [49], function [36], [51]–[53] and specialised X-nucleus applica-
tions [54].
This chapter describes the e ects of the increased magnetic field on physical properties
governing MR experiments. Further a detailed overview over the available measurement
instrumentation utilised during the remainder of this work is given.
3.2. E ects of the Magnetic Field Strength Increase
3.2.1. Polarisation
The equilibrium magnetisation di erence between the two spin states dictates the total
nuclear magnetisation that is available during the MRI experiment. Following Sec-
tion 2.3.1 the di erence in population between two states is given by the Boltzmann
factor, and it’s low polarisation expansion
e
≠  EkBT ¥ 1≠  E
kBT
(3.1)
Given this expression, with the thermal Energy kBT , the relative polarisation follows
by insertion of fundamental physical constants as
 E = 2gpµBB0 (3.2)
where gp is the Lande-factor for protons and µB Bohr’s magnetom. Assuming room
temperature (T ¥ 300K) there will be only 0.33 ppm protons per Tesla field strength
in excess in the lower energy state, i.e. spins oriented parallel to the field. Corre-
spondingly at a field of 9.4T there will be a total of 3.13 ppm protons in excess in the
parallel orientation. As the number of is directly proportional to the nuclear magneti-
sation a correspondingly increased voltage is induced during the reception process (see
Section 2.3.4).
3.2.2. Signal-To-Noise Ratio
Increasing the main magnetic field is done (mainly) of the motivation to increase the
NMR signal and trade this into higher resolution and better (or novel) contrasts. The
SNR increase is generated by the increase in magnetic polarisation (see above) and the
increase in Larmor frequency (see Theory chapter 2.3.4). A quantitative description of
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field dependent SNR is still debated, mainly due to the fact of di erent origins of noise
(electronics vs. patients). The absolute SNR may be related to the hardware properties
as well as the used sequence. A detailed derivation of a popular SNR nmodel may be
found in [25] and yields the expression:
SNR =
Û
“‰2P
4kBµ0
B30
T
Fixed system parameters (3.3)
·
Ò
QtsdV 2Ve  Coil and sample dependence (3.4)
·
Ò
NmNpNsNaNc Sequence parameters (3.5)
· 10≠”+Fr/20 Receiver figures (3.6)
· F Normalised transverse magnetisation (3.7)
While the SNR itself is a complex measure the important point is the B3/20 dependence.
Correspondingly (ignoring all other e ects) the transition from 3T to 7T will roughly
provide a 3.5 fold SNR gain. Going from 3T to 9.4T is expected to provide up to a 5.5
fold increase. It is of note that usually such simple comparisons cannot be made usually
due to the significant di erences in the RF chain. Particularly not the same RF coil can
be used due to the di erent Larmor frequencies.
3.2.3. Relaxation Times
The MR relevant tissue parameters T1 and T2 are in general dependent on the static
magnetic field [25], [55]. The change with magnetic field will usually depend on tissue
microstructure. Specific materials can even show no increase in T1 (e.g. Cerebrospinal
Fluid, CSF). While the field dependence of both is generally well accepted a quantifi-
cation in vivo is di cult and is usually associated with significant measurement errors.
The longitudinal relaxation time increases nonlinearly with field strengths and for the
transverse relaxation a slight decrease is expected though, to the best knowledge of the
author, no data exist on field dependence of T2 in the human brain, for field strengths
beyond 3T. Given a lack of reliable T1 quantification at 9.4T in the literature the
model from [55] is used to extrapolate relaxation times at 9.4T. According to Rooney
the following equations,
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Figure 3.1.: Longitudinal relaxation time as a function of field strength. While WM and GM relaxation times
show a steady increase with field strength the relaxation of CSF remains constant at 4.3 s (within
measurement accuracy) and is, therefore, not shown in this Figure. Graph is based on fitting
parameters obtained in the study of Rooney et al. [55].
T1WM (B0) = 0.583B0.3820 s (3.8)
T1GM (B0) = 0.857B0.3760 s (3.9)
T1CSF (B0) = 4.3 s (3.10)
are utilised to estimate brain tissue T1. Figure 3.1 illustrates that field dependence
of T1 for human brain tissue and CSF as a function of the static field derived from the
model by Rooney et al. [55]. For 9.4T this gives values of T1 for GM and WM as
T1WM,9.4 = 1.3698 s (3.11)
T1GM,9.4 = 1.9901 s (3.12)
Those values are employed in the remainder of this thesis where assumptions on T1
are necessary.
3.2.4. Magnetic Susceptibility and Chemical Shift
MRI, being a specialised form of spectroscopy, is sensitive to undesired o -resonance
e ects. O -resonance can originate from inhomogeneities of the applied static field and
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is caused by introducing an object into the magnetic field that distorts the external
magnetic field. The magnetic flux density within a medium with relative magnetic
permeability ‰, B is given by
B = µ0H(1 + ‰) (3.13)
with the magnetic field strength H and the vacuum permeability µ0. Correspondingly,
the field di erence caused by the magnetic permeability scales linearly with field strength.
Accordingly the o set in resonance frequency di erence will also scale linearly. This
gives rise to enhanced image artefacts, especially in EPI sequence [56], but can also be
exploited to generate specific susceptibility contrast or quantitative maps of the spatial
distribution of magnetic susceptibility [57], [58].
Another source of o -resonance is the chemical shift, e.g. the shift of proton resonance
frequency generated by its’ electronic environment. The shift of resonance frequency is
described by a shielding constant ‡1 as
 Ê = Ê0(1≠ ‡) (3.14)
a linear relation with B0. This is desirable for spectroscopy applications where this
results in a spread of the peaks which facilitates improved detection of specific metabo-
lites in vivo [50]. For imaging applications the chemical shift can also be a severe factor
generating artefacts. In particular fat, with a chemical shift of roughly -3.5ppm [59] will
cause an o -resonance of 1200Hz at 9.4T which causes severe displacement artefacts,
which are, again, most prominent for EPI based sequences. The challenging increase
in SAR (see below) mandates the use of power e cient fat suppression methods [60] to
mitigate the unwanted fat signal.
3.2.5. E ective Transverse Relaxation Time - T2*
As discussed in the Chapter 2.3.3, especially gradient echo sequences will display a signal
decay that is not only governed by T2 but also residual mesoscopic field inhomogeneities
that are not refocussed during a gradient echo experiment, in contrast to to a spin-echo
experiment. In general it holds that
Rú2 = R2 +RÕ2 (3.15)
1The true interactions are far more complex, but a simple linear relationship is assumed here. More
detailed treatment can be found in [24]
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with R being the relaxation rate 1/T2 and RÕ2 being the contributions of the mesoscopic
field inhomogeneities. Correspondingly Rú2 is always Æ R2. In general the decay induced
by the remaining field inhomogeneities needs not be exponential - but can usually be well
approximated in such a way. Recalling the e ect of the field strength on susceptibility
induced field disturbances directly implicates a corresponding decrease in T ú2 roughly
linear with field strength. While this is problematic, as it may induce rapid signal loss, it
provides a unique contrast only achievable (e ectively) at high field systems. Especially
beneficial is the e ect on the blood oxygenation level dependent (BOLD) contrast utilised
in functional MRI measurements which, together with the SNR increase, allows for high
resolution functional studies at high fields [51], [61]. Theoretical/numerical models can
be used to predict the BOLD sensitivity, supporting the suitability of UHF imaging for
functional experiments [51], [52].
3.2.6. Radiofrequency
The most advantageous and problematic e ect at the same time is the increase in the
necessary Larmor frequency. The Larmor frequency
‹0 =
“
2fiB0 (3.16)
scales linearly with field strength. Reaching a larmor frequency of ¥ 400MHz at 9.4T.
The RF wavelength scales according to
⁄0 =
2fi
“
c
B0
(3.17)
where c is the speed of light which will vary in a medium as
c = c0Ô
‘0µr
(3.18)
with the vacuum speed of light c0. As µr is usually very close to 1 in MRI scenarios
the electric permeability will govern the frequency in the medium. ‘r can range from
roughly 1 (air) to 81 (water). Usually ‘r is frequency dependent whereas the dependence
is almost negligible at field strengths around 120MHz significant e ects can be observed
at 400MHz [62]. Fig. 3.2 shows Larmor frequency and wavelength as a function of B0
in air, tissue and oil.
It is of note that the wavelength does readily approach and decrease below the typical
size of the human body and/or organs at higher fields. This is the initial hint on the RF
e ects observed at UHF. The e ects are in general diverse but are generally expressed
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Figure 3.2.: Radio frequency wavelength as a function of static magnetic and Larmor frequency. Typical
dimensions of the human body are additionally indicated.
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as spatial inhomogeneity of the B1 fields. This is most predominantly shown by a centre
brightening e ect [48], [63] and will also exhibit areas of total signal cancellation at fields
as high as 9.4T. These e ects are of course also present at lower field 3T but much lower
in magnitude [64], resulting in an inhomogeneity of usually less than 10%. The exact
interactions are complex can often only be understood and predicted using simulations
for complex samples, such as the human body [65]. Analytic models that give insight
into the associated phenomena can be found in [21] for simple spherical phantoms.
3.3. Instrumentation
3.3.1. Whole-Body 3T MR Scanner
For standard measurements a state-of-the-art 3T clinical MRI scanner (Siemens TIM
Trio, Siemens Healthcare, Erlangen, Germany) was available. The system contains a
gradient system capable of a maximum combined amplitude of 40 mTm at a maximum
slew rate of 200 mTmms . The RF system is equipped with a 35 kW amplifier driving the
integrated quadrature body coil which can be used for reception and transmission. Most
commonly local coils are used for signal reception. For brain imaging two array coils
with 12 and 32 receive elements respectively are available that provide increased SNR
and the possibility of measurement acceleration. Additionally a one channel TX/RX
coil is available. The scanner runs the Syngo VB17 software version. Another scanner of
that type is available that can optionally be equipped with a PET detector insert named
BrainPET. A more detailed description of this system is given in Cha. 7.
3.3.2. Whole-Body 9.4T MR Scanner
The platform for most measurements was a Siemens Magnetom 9.4T human MRI scan-
ner (Siemens Healthcare, Erlangen, Germany). The gradient system (identical to the
gradients of the 3T system), which has a clear bore of 60 cm, is capable of a maximum
slew rate of 200 mTmms at maximum gradient amplitude of 40 mTm . The diameter of the inte-
grated RF screen is 684mm and extends 1220mm along the z-direction. When speaking
of the physical axes of the MR scanner we will refer to the z-axis as pointing from the
back (service end) of the MR scanner to the front of the MR scanner (patient end). The
x-axis runs from left to right and the y-axis from bottom to top when standing in front
of the scanner.
The scanner features an 8 kW proton RF amplifier that can be driven in a combined
mode for conventional single channel coils or make use of eight independent 1 kW out-
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a b
Figure 3.3.: Photos of the available 9.4T coils. a 16-channel receive and 8-channel transmit coil with a
stacked arrangement for three dimensionally varying intensity profiles. b 8-channel receive and
transmit coil for routine in vivo applications. Both coils consist of a cylindrical former which
holds the coil elements which are then connected to the cylinder of the back of the case that holds
the necessary electronics such as preamplifier boards and system connectors. Photos courtesy
of Kaveh Vahedipour, Forschungszentrum Jülich - with friendly permission.
put stages that can generate individual pulse waveforms for parallel transmit operation.
Additionally a broadband RF amplifier is available for non-proton MRI (e.g. sodium
and other nuclei).
RF Coils and Transmit Chain For human proton whole brain investigations two par-
allel transmit coils are available (Fig. 3.3), both based on a cylindrical design with
rectangular copper loop elements tuned to to the proton resonance frequency [66]. Both
are connected to the system via the vendor provided interface for the receive side and
eight coaxial cables connecting the parallel transmit amplifier via the coil feeder panel
which is placed at the rear of the magnet.
Safety assessment of the coils is based on electrodynamics simulations and where used
to derive a worst-case power limits (Table 3.1) in accordance with the IEC standard
6060601-2-33 which ensures the deposited power in the head does not exceed 3.2W/kg .
During the execution of this work only the eight channel coil was included in the ethical
approval, i.e. the 16ch coil was not applicable for in vivo measurements.
For online supervision of the transmitted and reflected power the system monitors each
of the transmit paths with a directional coupler. This system ensures that the predefined
power limits are met by analysing if the accepted power (i.e. forward power minus
reflected) is below the safety measures. Generally this is a worst-case approximation
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Table 3.1.: Input power limits per channel for the 8-channel pTX coil determined from EM simulations
10 s 6min
Average Power per channel 5.7W 1.8W
as significant part of the energy of the transmission is not deposited in the human
body. While this is a robust measure to ensure patient security it severely hinders
e ective application of otherwise standard MR imaging sequences, such as turbo spin
echo sequences. More e cient usage of this technology mandates proper consideration of
the generated (local) SAR instead of transmitted power. Such methods are meanwhile
developed [67] but were not available with the present measurement setup.
3.4. Ethical Guidelines
The 9.4T scanner can be operated with human subjects within the framework of a
clinical trial at the university hospital Aachen. Studies conducted at field strengths
larger than 7T require a special level of planning and attention. This does especially
apply for the present 9.4T system. According to the ethics approval, scan times per
subject are limited to 60min in general, with a possible extension of up to 90min in
exceptional cases. In addition only one examination may be performed per subject per
year. The total number of subjects within the scope of this clinical trial is limited to 500.
All subjects need to perform a common screening procedure and an additional medical
exam to ensure good health conditions. At least two operators have to be present
during a measurement. One of them must be approved and be explicitly stated in the
ethical approval. It is generally agreed that, when respecting all safety procedures, that
UHF MRI is safe. It has also already been demonstrated for 7T systems that subject
acceptance is high and there are no known adverse e ects associated with the increased
field strength [10], [11].
3.5. Example Images
As aforementioned UHF MRI excels in many disciplines as providing superior resolu-
tion and unique contrasts which allow new levels of insight into human brain struc-
ture and function [13], [68]–[72]. Nevertheless, the strong inhomogeneous static and
dynamic magnetic fields give rise to distinct artefacts that require unique countermea-
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sures. The following Figures represent typical images that can be obtained at those high
field strengths. They illustrate the power and benefits as well as the downsides of high
field MRI.
The excellent T2ú contrast (see Fig. 3.4) achieved at 9.4T provides a detailed depiction
of the human brain. Especially iron rich substructures are well depicted, as the iron
contributes to a decrease in the e ective transverse relaxation time [73], [74].
To conserve an acceptable SNR at the high in-plane resolution of 0.25mm◊ 0.25mm
rather thick slices of 2.5mm had to be acquired. The contrast is achieved by selection
of an echo time of 20ms and a low tip angle SPGE readout.
Fig. 3.5 presents two images of the same slice of the brain of a male volunteer acquired
in the same measurement time. The UHF image (left) illustrates the RF related shading
and signal cancellation artefacts. Nevertheless, strong contrast and a high SNR are
appreciable.
The high intrinsic SNR also allows ultra fine measurements of fixed tissue. The images
in Fig. 3.6 demonstrate acquisitions of a human post mortem brain. The high resolution
was achieved by a long measurement time of approximately one day.
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Figure 3.4.: High resolution anatomical 2D GRE scan (0.25mm in plane at 2.5mm slice thickness) acquired
at 9.4T. Excellent anatomical details can be appreciated due to the strong T ú2 contrast.
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Figure 3.5.: Comparison of images from 3T (left) and 9.4T (right). Echo time for the 3T image was four
time as high as compared to UHF to achieve comparable contrast. Images are shown with
di erent zoom levels.
Figure 3.6.: High-resolution gradient echo images from a post-mortem brain acquired with a travelling wave
antenna at 9.4T. Left: 0.25mm isotropic resolution; Right: 0.5mm isotropic resolution.
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4. A Calibration Protocol for
UHF MRI
4.1. Introduction
As indicated in chapter 3, UHF MRI does not only o er better contrast and higher SNR
but at the same time comes with additional technical challenges associated with the
decreasing radiofrequency wavelength in tissue. Several approaches have been proposed
to counteract the transmit B1 inhomogeneities like B1 insensitive RF pulses [75]–[79]
or multi-dimensional selective excitation with incorporation of the B1 profiles [80]–[85].
While, in general, all of these approaches are usable with single-channel transmit systems
their full potential is only available using multi-channel transmit systems that allow the
tailoring of the excitation field to the particular needs. In the case of selective excitation,
multiple transmit channel systems may become essential as they allow the acceleration
of these RF pulses which may otherwise become prohibitively long for application within
a standard MR sequence.
The most favoured and simplest technique for field optimisation is usually denoted as RF
shimming, in analogy to the shimming, i.e. homogenisation of the static magnetic field.
Basically RF shimming is performed by creating a static superposition of the individual
transmit fields of the single individual transmit channels. This results in a new combined
B1 field pattern that is optimised towards the envisioned application. Common to all of
these techniques is that, in the case of parallel transmit, it is necessary to have a good
knowledge of the local magnitude and phase of each distinct transmit channel. The
process of measuring those is referred to as B1 mapping. One of the major issues at
higher frequencies is the fact that the spatial characteristics of the radiofrequency field
are determined by the electric properties (conductivity and permittivity) of the sample
(or subject). As a result it is not su cient to measure those fields as a calibration
scan, e.g. on a phantom, and reuse them for other measurements as the di erences are
significant even after adapting the size and the material of phantoms.
Hence, in vivo B1 mapping is a standard requirement for UHF MRI. B1 mapping scans
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need to be performed on a per-subject basis, therefore, they must be fast and robust.
Keeping in mind the limited measurement time for subjects, it is required to reduce the
amount of required calibration time to a minimum. As a first step the design of a 5
minute robust calibration protocol is presented here.
In this chapter a complete workflow for the derivation of quantitative B1 maps per
transmit channel is depicted. As a prerequisite the linearity of transmit system is verified.
The workflow itself is based on principle ideas first laid out by van de Moortele et al.
[86]–[88] which uses hybrid acquisitions of quantitative and relative B1 information. We
build on these concepts and introduce a novel robust fully 3D protocol that is suitable for
routine B1 mapping at the present 9.4T scanner. The workflow also includes robust noise
tolerant coil combination schemes, integrated B0 mapping, correction for o -resonance
e ects and the automatic extraction of an approximate brain mask that can be used as
a target volume for excitation optimisation. Parts of this chapter were presented on the
ISMRM Meeting 2013 in Salt Lake City [89].
4.1.1. Transmitter Linearity Measurements
Regarding the necessity of short measurement times for in vivo applications, it is not
feasible to acquire the B1 calibration as a function of the full voltage range which would
reveal potential non-linearities of the transmit chain. The latter should be very small
due to the high quality and robustness of the RF transmit hardware and the routinely
performed tuneup procedures that (should) ensure linearisation of the RF amplifier
output. Nevertheless an a priori investigation was performed to validate the linearity
and phase stability of the transmitter system. For this purpose a dummy load was
connected to one of the transmit channels and then the other end of the dummy load
connected to a fixed channel of the MR receive chain. With this setup the attenuated
transmitted signal could be directly observed with the MR receiver. All eight transmit
channels were investigated with that setup (while connecting to the identical receive
port).
A vendor provided service MR sequence was utilised that generated a rectangular RF
pulse of 1ms duration and repeated for 64 times. The received pulse waveform was
sampled with a total of 256 points. The measurement was repeated for each transmitter
channel with a nominal transmit voltage of 22.2V to 100.0V in steps of 11.1V. For post-
processing the 64 single measurements were averaged. Given this setup and assuming a
linear behaviour of the receiver one obtains
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Figure 4.1.: Schematic of the setup for linearity measurements. Each of the 8 transmitter channels is con-
secutively connected to the same receiver channel. RF pulses of di erent voltages are applied
and their attenuated signal is measured with the MR receiver.
S(U) = crec · catt · U (4.1)
with crec being an unknown constant describing the receiver characteristics and catt
being the attenuation caused by the dummy load. Consequently it is not possible to
make quantitative assumptions of the transmitter voltage if one does not calibrate the
constants. This is however not necessary, as only the linearity of the transmitter is
important and MRI only works with arbitrarily scaled signals. Any scaling factors will
be removed by the B1 calibration performed in advance of each measurement. The
measurements, therefore, allow to trace pulse magnitude and phase over time, which
can be used to assess the behaviour and stability of the transmitter chain.
Results
Figure 4.2 shows the measured signal for channel 1 of the pTX system for varying pulse
amplitudes.
It demonstrates the good reproduction of the prescribed rectangular RF pulse with
the common Gibbs ringing artefact at the edges. The measured pulse amplitude scale
well linearly with the prescribed input voltage. Figure 4.3 demonstrates the trajectory
of the output signal for the individual channels for an output voltage of 100V. Again
the good stability of the system is evident while the di erent gain factors of the channels
can be appreciated. The polar plot further reveals the imminent constant phase o sets
present between the individual channels.
Figure 4.4 shows plots of the amplitude at the middle of the pulse for each of the
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Figure 4.2.: Output signal for di erent transmit voltages on channel 1 (stepped with increments of 11.1 V)
shown for channel 1 of the 8 channel pTX system.
Figure 4.3.: RF pulse trajectories in complex plane for all 8 channels for the highest output voltage of 100V.
High phase stability can be appreciated as well as the di erent gain factors of the channels.
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Figure 4.4.: Linear regression of received signal versus voltage for each of the eight channels (a). The di erent
gain levels can appreciated by the varying slopes of the regression curve. All regressions are in
excellent agreement with the data. Channel five shows a significantly higher gain.
Table 4.1.: Fit parameters for the linear regression of the transmitter dependence.
Channel 1 Channel 2 Channel 3 Channel 4
Slope [1/kV] 0.783± 0.0694 0.775± 0.0775 0.791± 0.06271 0.787± 0.0651
Intercept 0.0008± 0.00073 0.0008± 0.00068 0.0008± 0.00086 0.0008± 0.00085
Channel 5 Channel 6 Channel 7 Channel 8
Slope [1/kV] 0.990± 0.1374 0.789± 0.0629 0.793± 0.0594 0.844± 0.0085
Intercept 0.0010± 0.00151 0.0008± 0.00049 0.0008± 0.00066 0.0008± 0.00148
channels. Linear regression does then reveal the individual gain factors. The regression
results can be found in Table 4.1.
The performed measurements confirm good linearity and stability of the individual
channels of the eight channel system. All channels possess similar, though di erent, gain
factors. Channel 5 shows a high gain compared to the other channels. The origin may
be a slight miscalibration during the system setup. Significant phase o sets between
the channels are evident. However, the pTX calibration protocol will correct those
e ects (gain factor and phase o sets). The results confirm that an estimation of B1
assuming linearity of the transmitter chain is valid. While these measurements confirm
the characteristics of the transmitter chain up to the coil connectors they do not include
the influences of the coil itself which may in the case of malfunction, etc. show nonlinear
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characteristics.
4.2. Methods and Results
4.2.1. B0 mapping
While the static magnetic field of an MR magnet is designed to provide best possible
homogeneity, the introduction of a human body (or phantom) causes deterioration of the
homogeneity due to the local susceptibility variations. The inhomogeneity of the mag-
netic field can be described as a superposition of spherical harmonics whereas specific
coils, namely the shim coils, that can generate specific fields to counteract those inho-
mogeneities are utilised. Technical issues limit the applicable order of harmonics to low
orders (usually 2nd and/or partial 3rd) which will leave a significant degree of spatially
varying o -resonance. The residual spatial o -resonance is an important parameter, for
example, for pulse design procedures and therefore need to be mapped accordingly [90].
Usually gradient echo sequences with two distinct echo times are utilised for this. The
magnitude signal equation for both echoes is dominated by the T ú2 decay and is expressed
as
S(x, TE) ÃM0(x) exp
3
≠TE
T ú2
4
(4.2)
e.g. the exponential decay of the magnetisation for several echo times is an estimate
for T2*. The basis for the B0 mapping instead is the phase evolution that will happen
during the time the magnetisation is precessing in the transverse plane. In general the
accrued phase is given by
  (x, t) =
t2⁄
t1
 Ê(x, t)dt (4.3)
where  Ê(x, t) is the local o -resonance. in the case of stationary o -resonance, as e.g.
introduced by inhomogeneities of the static field, this yields
  (x, t) = “ B0(x) t . (4.4)
Consequently, two echoes with a known echo time di erence do allow an estimation
of the local inhomogeneity of the static magnetic field. The dynamic range that can be
resolved is given by 1/TE. This may not be su cient to resolve severe inhomogeneities
encountered, e.g. near the nasal cavities or the inner ear. During MR exams usually
multiple receive channels are used to cover a larger FOV and retain a high SNR. As each
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Figure 4.5.: B0 map acquired from subject the 9T4_0037 (a) with overlaid brain contour (white). The
distribution of o -resonances of the whole brain (b) indicates a spread of the o -resonances
(approximated by fitting a laplacian) of 52.5Hz with the maximum of the distribution reached
at ≠27.2Hz.
of the receiver channel impose an individual spatially non-uniform complex weighting
factor the reconstruction of the real phase di erences requires specialised algorithms.
In this case we utilise conjugate phase recombination (Eq. 4.20) to derive the phase
di erence. An example of B0 mapping is shown in Figure 4.5 where the B0 map ac-
quired in a human subject (dual echo GRE,  TE = 4.5ms) is visualised together with
the o -resonance distribution within the volume. The distribution reflects residual o -
resonances after the application of the system shimming procedure. The high degree
of residual o -resonance (up to 220Hz) is reflected in the maps. Please note the phase
wraps near the nasal cavities where the aforementioned limited dynamic range is not
capable of resolving the actual field di erence.
As the B0 mapping is based on phase data, it is usually noise insensitive as long as
a minimum SNR is available [91]. For a detailed error discussion the reader is referred
to [91] who demonstrate that given the SNR levels of ¥ 100 (per channel) there is no
danger of introducing relevant errors in the mapping procedure (except of partial volume
e ects).
4.2.2. Relative B1 Mapping
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Linear Signal Model
While the overall aim is to quantify the transmit field spatially for many applications,
it is mostly su cient to acquire only the relative transmit sensitivity which is the per-
centage local contribution of one channel to the combined transmit field. In contrast
to the quantitative B1 mapping sequence the relative transmit sensitivity is usually de-
rived with less e ort. Specifically a low tip angle SPGE sequence is utilised for this
requirement. SPGE sequences excel in the fact that they can operate with very low tip
angles, favourable for UHF MRI due to the reduced SAR. SPGE sequences can very well
be operated with short echo times on the order of a few milliseconds and high band-
widths which reduces geometric distortions and point-spread function induced blurring.
Furthermore they can be extended to utilise multiple echo acquisitions which allow to
derive maps of the static magnetic field and obtain a rough linear estimate of T2* decay
which can be used to derive basic information, usable for tissue discrimination. Data are
acquired in a Cartesian fashion which o ers robustness against many system instabilities
such as gradient timing delays [92].
Ignoring transverse coherences, that will build up during multi-pulse sequences, the
steady-state signal is given by the Ernst equation (cf. 2.3.3)
S = Mo
1≠ E
1≠ E cos– sin– exp
3
≠ TE
T2ú
4
(4.5)
with E = TRT1 . In general this signal behaviour is undesirable to obtain a linear
relationship between flip angle (and consequently B1) and signal. But, considering the
approximation of low tip angles sin– ¥ –, the signal equation becomes
S Ã –M0 sin– exp
3
≠ TE
T2ú
4
. (4.6)
A linear signal model for the SPGE signal. Furthermore, assuming a rectangular pulse
shape1 and expressing the flip angle as a linear function of B1, pulse duration · , and
explicitly writing out the spatial dependence, and considering a further receiver scaling
factor it follows
S(x) Ã B1(x)M0(x) exp
3
≠ TE
T2ú(x)
4
. (4.7)
Therefore, in the low tip angle regime the received SPGE signal is directly proportional
1For non-selective excitations any pulse shape can be handled here without loss of generality. For a
selective excitation this is not necessarily true. See Cha. 2.3.2 for more details.
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Figure 4.6.: Signal behaviour for SPGE depending on di erent TR/T1 ratios corresponding to TR=6ms and
longitudinal relaxation times corresponding to white matter, gray matter and CSF. The inset
shows a magnification for low tip angles up to 3 deg
to the local transmit field amplitude. The remaining constants, like the receive scaling,
M0 and the T2* decay, cannot be quantified and neither be disentangled from each
other, therefore, this method does not allow a direct calculation of B1. The question
arises when this original assumption fails, e.g. when the influence of T1 e ects can no
longer be excluded. Figure 4.6 shows plots of the magnetisation for the three main brain
tissue types (and their corresponding T1 values) for a very short repetition time of 6ms
together with the linear signal approximation. One can appreciate that already at small
tip angles around 1 or 2 degree the validity of the assumption is violated. While this
initially appears as a major restriction it just requires flip angles that are low enough
throughout the whole sample – which is in practice met by utilising low transmitter
amplitudes (chosen based on initial experience). Although this requires that the SNR is
still su ciently high – a prerequisite routinely met with the present measurement setup
(following sections).
Two dimensional measurements with volume coverage, by interleaved multi-slice imag-
ing, constitute the standard for relative B1 Mapping [86] as they allow for longer e ective
repetition times which enlarge the linear signal regime. However they su er from the in-
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trinsic side e ects of slice selective excitations, namely distortions of the slice profile due
to o -resonances, slice cross talk and others. Furthermore the selective pulses usually
require higher peak amplitudes and as only a smaller portion of the spins contributes to
the signal a higher flip angle is again necessary to increase SNR. Also a fully isotropic
volume coverage is not achievable. Experimentally e cient routine 2D protocols could
not be established at our measurement setup due to the strict power limits.
Relative Transmit Phase
The above section detailed in the derivation of a linear approximation of the signal model
to relate the signal to the actual flip angle. Up to this point the relative phase Ïk was
ignored. As soon as the superposition of several transmit field (index k) is present their
local phase can no longer be ignored. In general the channel dependent phase is given
as
Ïk = Ïtx,k + Ïsys (4.8)
i.e. one system dependent term, Ïsys, that encapsulates all system dependent influ-
ences ( B0, phase errors, etc.) and the the channel dependent term, Ïtx,k. In general
it is not possible to fully characterise the system dependent term. Nonetheless, it is not
necessary as the total phase of the RF excitation is usually not of interest. The relative
phase can be regained as
Ïtx,k(x) = Ïk(x)≠ Ïtx,ref(x) (4.9)
where ref indicates an arbitrarily reference phase, which is usually chosen to be the
phase distribution of one channel which implies that one channel has zero relative trans-
mit phase.
SVD-Based Calibration
Given the aforementioned considerations one acquires a set of Nreceive ◊Ntransmit image
volumes for deriving the calibration data. To fully exploit the information in the dataset,
i.e. utilising the SNR benefit from the many acquisitions, a singular value decomposi-
tion (SVD), as described by Brunner et al. [93], can be used. The SVD computes the
decomposition of a matrix M as
M = U V ú (4.10)
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Figure 4.7.: Magnitude of the singular value decomposition results for one channel: receive sensitivity (a),
transmit sensitivity (b) and the reference image (c).
where   is diagonal and contains the so-called singular values, ‡r ordered with respect
to their magnitude. According to Brunner one can formulate the signal equation by
means of linear algebra, obtaining
S = B≠1MB
+,H
1 (4.11)
where each row of B≠1 and B+1 constitute the singular vectors belonging to the cor-
responding singular values. It can be shown that the singular vector belonging to the
maximal singular value, ‡max, which is by definition the first singular value, corresponds
to the receive and transmit sensitivity of each channel respectively. Thus, as a byprod-
uct of to the relative B1 information, relative receive sensitivity maps and an optimally
combined image are calculated. Given that the SVD is a linear operation, it does not
alter the Gaussian noise distribution of MR images, in contrast to a root-sum-of-squares
reconstructions [94].
Recent work [95] also utilises SVD derived relative fields to generate information about
the true physical B1 fields by enforcing consistency with Maxwell’s equations.
4.2.3. Absolute B1 mapping
While relative information of transmit arrays provide important information, the abso-
lute scaling of the excitation field is of utmost importance to calibrate the flip angle and,
therefore, provide the best possible conditions for the MR experiments. A vast number of
di erent methods [96]–[108] have been developed. A comparison a of the performance of
selected methods is given in [109], [110]. Several new methods were developed during the
last 5 years in the advent of UHF MRI systems which particularly su er from enlarged
B1 inhomogeneities. Most of these methods have distinct advantages and drawbacks
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which partially limit their application to specific areas. Here two common sequences
are presented which have gained popularity during the recent years, the Actual Flip
Angle Imaging (AFI) sequence and a GRE based Bloch-Siegert shift sequence (BLS).
Both sequences are not extremely fast but allow for robust 3D acquisitions and their
properties are meanwhile well understood and thoroughly analysed. Correspondingly
those sequences were chosen for the subsequent experiments in this work.
Most sequences can be dramatically accelerated by using more e cient readout schemes,
parallel imaging, partial k-space acquisition, etc. Though those methods allow an in-
crease in the time e ectiveness they make the data prone to corruption by di erent sorts
of artefacts which are not deemed desirable for robust calibration scans. We, therefore,
intentionally excluded all means o  acceleration except elliptical scanning [33], which
was employed for the AFI and BLS acquisition, as it was shown to not disturb the data
as k-space is further sampled symmetrically and only generates minimal reductions in
SNR [33].
Definitions This paragraph introduces a few definitions with regard to RF transmission
in the MRI context. One important term is the reference voltage which determines the
driving voltage of the RF coil that will produce a 180 deg or fi flip of the magnetisation
with a 1ms RF rectangular pulse applied on resonance. Given the linear relationship
between flip angle and B1 amplitude the reference voltage then corresponds to a field
strength of ¥ 11.74µT which in turn corresponds to a Rabi frequency of 0.5 kHz. While
at lower field strengths it is usually possible to define a reference voltage that describes
the complete system behaviour with good precision (less than 10% error), the strong
variations of the B1 field at 9.4T make this infeasible. Reference voltages are then
usually derived for a limited ROI and are thought to be the best approximation for the
largest part of the ROI.
Actual Flip Angle Imaging
The AFI sequence [111] is derived from a SPGE type sequence, where each k-space line is
acquired twice, but with a di erent delay before each acquisition. Those two delay times
are called TR1 and TR2 respectively. As described for the steady state gradient echo
sequences, after a certain number of sequence repetitions, the magnetisation reaches a
steady state with the di erence that the steady state now reveals two distinct magneti-
sation levels. Under the assumption of ideal spoiling, both longitudinal magnetisation
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levels may be expressed as [111]
mz1 = Mo
1≠ E2 + (1≠ E1)E2 cos–
1≠ E1E2 cos2 – (4.12)
mz2 = Mo
1≠ E1 + (1≠ E2)E1 cos–
1≠ E1E2 cos2 – , (4.13)
where
Ei = exp
3
≠TR,i
T1
4
.
After a subsequent pulse the received signal is then determined as
si = mz,i exp
3
≠TE
T2
4
· sin– . (4.14)
The ratio of the two signals,
r := s2
s1
, (4.15)
allows one to obtain an expression for the real flip angle by applying the first order
approximation,
Ei = exp
3
≠TR,i
T1
4
¥ 1≠ TR,i
T1
. (4.16)
Inserting (4.16) into (4.15) and introducing the ratio
n = TR2
TR1
(4.17)
yields the signal ratio
r ¥ 1 + n cos–
n+ cos– (4.18)
deriving the actual flip angle as
– ¥ arccos rn≠ 1
n≠ r . (4.19)
The linear approximation of the longitudinal relaxation term is, in general, justified as
the error of the approximation is small for the useful range of the parameter TR/T1.
As can be appreciated in [111] this error is, in fact, so small that it can be neglected
usually. This is also shown in Fig 4.8 where the induced error for di erent combinations
of repetition and longitudinal relaxation time are shown.
The specific timing scheme of AFI necessitates the adaptation of the RF spoiling
scheme to suppress residual transverse magnetisation that will cause errors in the flip
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Figure 4.8.: Approximation of the induced bias due to the AFI approximation for di erent T1 values corre-
sponding to human gray matter, white matter and CSF at 9.4T. From left to right AFI signal
ratio; estimated and real flip angle; flip angle error.
angle estimation. We adapt the modifications derived by [47], i.e. a RF spoiling phase
increment of Ï = 129.3 deg is chosen in combination with post acquisition spoiler gradi-
ents that are adopted to the repetition time ratio (n = 5 was used for all experiments).
AFI has found wide acceptance for its’ capability to acquire volumetric unbiased flip
angle maps in acceptable measurement times which makes its’ use attractive e.g. for
parameter mapping applications [46], [112].
Dynamic Range Extension AFI raw data processing is performed using the real com-
ponents of the signal. This extends the dynamic range of the AFI sequence as the sign
of the signal is preserved. This is important in case of large flip angle variations, for
instance in the vicinity of the coil elements where strong B1 fields occur. Convention-
ally, the signal magnitude is used as it does not su er from phase errors resulting from
o -resonance or motion. Although the phase data itself is prone to such errors and an
absolute phase cannot be reliably extracted, in this specific scenario the phase di erence
is the important parameter. Consequently, this requires determination of the phase dif-
ference from multiple receive coil datasets, whereas each coil element imposes a spatially
varying phase profile. We resort to the phase reconstruction algorithm proposed by [113]
to calculate the physical phase di erence data : given two complex signals, S1 and S2,
the phase di erence
 Ï = arg
ÿ
k
S1,kSú2,k
‡2k
(4.20)
is determined by the complex signal product weighted by a coil depending weighting
(with q‡2k = 1). In general we assume each coil to be weighted equally and ignore
noise correlations. While this is generally not given due to system imperfections, the
MR signal can always be decorrelated with limited mathematical e ort [114] as it is
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possible to measure the noise covariance matrix with a noise only pre-scan. Since this
functionality is not included in the standard reconstruction chain of the MR system, it is
cumbersome to apply this during standard measurements. Nevertheless, the algorithm
allows easy determination of the true phase di erence of both AFI signals. The signal
ratio is then computed as
r = Re
A
|S2|eiÏ2
|S1|eiÏ1
B
= Re
3 |S2|
|S1|e
i Ï
4
(4.21)
where the correct sign is preserved, allowing a higher dynamic range. The signals S1
and S2 are generated by a standard root-sum-of-squares reconstruction as
S =
ıˆıÙÿ
k
|S2k |
‡2k
(4.22)
The accuracy of the method is shown in Figure 4.9 where a flip angle determination
based on realistic (EPG based) AFI signal simulations is demonstrated. Both recon-
struction schemes are compared and one can see the importance of the real part based
reconstruction. The lowered accuracy at higher flip angles reflects the error as the as-
sumption of spoiled magnetisation is no longer valid.
The application of the real part based AFI mapping is shown in Figure 4.10, highlight-
ing the problematic areas near the coil elements where the conventional signal estimation
would yield erroneous results. As an alternative to the employed SOS and phase dif-
ference method one could also use the derived sensitivity maps to perform a weighted
reconstruction that would then also keep the signal phase. While this is in general ben-
eficial as the linear superposition of the signals, in contrast to the SOS reconstruction,
preserves the Gaussian characteristic of the noise, we did, in practice, observe phase
errors at distinct points of the brain. Therefore the conventional SOS reconstruction
was applied.
Boch-Siegert-Shift Based B1 mapping
In contrast to the AFI sequence which utilises the intrinsic flip angle dependent steady
state signal, the BLS GRE sequence uses an extra B1 encoding mechanism, namely
the Bloch-Siegert-Shift. The Bloch-Siegert-Shift is well known in the context of NMR
and was first described by Bloch and Siegert [115]. Since then it has been utilised for
decoupling applications in spectroscopy. The Bloch-Siegert-Shift describes the phase
accumulation of the net magnetisation vector under the application of an o -resonance
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Figure 4.9.: Flip angle calculation based on real part and magnitude AFI. The real part based AFI performs
as good as the magnitude based one but allows successful determination of flip angles well
beyond 100 deg. Data was derived from realistic EPG based simulations including di usion
e ects. Parameters were TR=100ms, n=5, d=0.2. The increasing error for larger flip angles
is explained by the larger amount of residual transverse magnetisation after each pulse, which
cannot be spoiled e ciently.
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Figure 4.10.: Transverse cross sections of AFI flip maps acquired at 9.4T processed with the signal magnitude
(a) and the signal real part (b). The arrows indicate regions where pure magnitude based
processing yields highly erroneous estimates of the actual flip angle.
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RF pulse. If one assumes a not too large o -resonance the accumulated phase can be
expressed as
   = KBSB21 (4.23)
where KBS is a constant derived from the dimensionless pulse shape, f(t), and dura-
tion as
KBS =
t⁄
0
f2(·)d· . (4.24)
The right choice of the o -resonant pulse is important. It should usually satisfy two
criteria, i.e., it should not create on-resonant excitation but should also be e cient, i.e.
have a large amplitude integral. In the original publication [107] a Fermi function shaped
pulse is utilised, as it gives good sensitivity and has smoother frequency response with less
sideband ripples compared to a rectangular pulse. This pulse is also adapted here because
its ease of application and implementation. The actual pulse shape (dimensionless), as
implemented in our implementation of the sequence, is derived according to [59] as
fFermi(t) =
1
1 + exp
1 |t|≠t0
a
2 (4.25)
for a Fermi pulse centered around t = 0. The plateau width and duration Tp are related
assuming a cut-o  of the pulse at 60 db as
Tp = 2t0 + 13.81a . (4.26)
Given a fixed pulse duration (as required by the pulse sequence) the only free parameter
remaining is the ratio t0/a which is set to 10 [59] in all subsequent measurements. The
o -resonance shift during application of the pulse is performed by modifying the local
oscillator frequency of the spectrometer during pulse execution.
Nevertheless, active research was conducted recently to investigate pulses with time
varying frequency schemes [116]–[118] which drastically reduce SAR and therefore mea-
surement time. Further means of acceleration are possible but compromise on the final
image quality [119]. The Bloch-Siegert shift can also be utilised for the power calibration
in spectroscopy applications [120], [121]. It has also been shown to be e cient for sodium
imaging as was demonstrated in our recent work at 4T [122] and 9.4T [54], [123].
To remove sources of phase errors (static field inhomogeneities, chemical shift, etc.) the
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Figure 4.11.: a Illustration of a non-selective 3D Bloch-Siegert-Shift B1 mapping sequence using an o -
resonance Fermi pulse. b Dual-echo 3D non selective monopolar GRE sequence.
BLS GRE sequence (see also Fig. 4.11a) is conducted in two runs with opposite frequency
o sets for the Fermi pulse. The phase di erence of both then gives the desired B1 related
information. Alternatively a look-up table based reconstruction can be used [117]. Again
we remain with the conventional reconstruction, as in the further measurements the BLS
method is rather used as a quality assurance sequence in cases where the acquisition is
not time critical.
In comparison to AFI the BLS based methods show immunity to relaxation e ects and
relies on less assumptions compared to the AFI approach. Nevertheless, the high SAR
produced by the o -resonant pulses is an extremely limiting factor. E.g. at 9.4T this
results in repetition times of several hundred milli seconds which requires prohibitively
long measurement times up to several tens of minutes for modest resolution in the order
of 5mm isotropic.
Outlook - New Sequences
Interest in B1 mapping has not declined and several new approaches have been developed
which would allow remarkably accelerated mapping procedures. Most sequences separate
the actual readout pulse sequence and a preparation module that is used to generate the
flip angle contrast. One of the most recent approaches is the DREAM sequence [124] that
acquires magnetisation prepared FID and stimulated echo pairs which are used to derive
the magnetisation. As the final processed ratio of both signals is almost completely
free of relaxation e ects there are no restriction on TR which allows extremely short
repetition times enabling reduced acquisition times. As an alternative current research
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Table 4.2.: Summary of the features of the calibration protocol
O -resonance displacement Water-Fat condition Resolvable  B0
< 1 Pixel at < 1 kHz in phase ±220Hz
in e ective o -resonant RF irradation schemes [116]–[118], [125] may optimise Bloch-
Siegert-Shift-based methods further. With reduced SAR those family of methods could
be a viable alternative - especially when a larger SAR budget is available.
4.2.4. Measurement Protocol
From the above discussed sequences the calibration protocol is constituted of one AFI
protocol for the quantitative mapping and one SPGE acquisition per transmit channel
transmitting to obtain a combination of eight relative and one quantitative B1 maps.
Those can further be combined to yield the individual quantitative maps. In addition
to B1 maps the protocol is designed to deliver also B0 maps by a dual echo acquisition
which is realised within the SPGE protocol by a second echo as depicted in Fig. 4.11.
The echo is acquired with monopolar polarity, i.e. the readout gradient amplitude has
identical sign and magnitude for both echoes. This is beneficial as it equalises distortions,
chemical shift artefacts and eddy current e ects between both echoes. The features of
the calibration protocol are summarised in Table 4.2.
All scans are acquired with identical spatial resolution (4.4mm isotropic, 64◊ 56◊ 36
matrix), FOV (280mm◊280mm◊176mm) and a (high) bandwidth of 1560 Hz/Pixel to
minimise distortions, and, if distortions occur, to equalise them between the individual
scans. Echo times of the SPGE and AFI (TE=1.58/3.86ms) acquisitions are addition-
ally chosen to adhere to the water-fat in-phase condition, i.e. if both are present in an
imaging voxel they will simply interact constructively. The repetition time of the AFI
sequence was 100ms (n = 5) and that of the SPGE sequence was 6ms. The total scan
time accumulates to approximately 5 minutes (8 times SPGE plus one AFI). Only ellip-
tical scanning was used for the AFI acquisition for imaging acceleration. The detailed
parameters are again summarised in Table 4.3. The transmit voltages were chose based
on initial experiences to achieve a su ciently high tip angle (at least 15 deg) for the AFI
sequence and very low tip angles (below 1 deg) for the SPGE acquisitions.
To optimise the fidelity of the more critical AFI scan it was acquired with all channels
transmitting in a pseduo CP mode (see 4.2.6) which is derived from the SPGE run. As
such, the SPGE acquisitions are performed first followed by the AFI sequence. The
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Table 4.3.: Sequence parameters for the calibration protocol. Acquisition was performed in full 3D with
volume coverage. The FOV was shifted to accommodate the object. The FOV was not tilted,
i.e. the logical gradient axes coincide with the physical gradient axes. Sagittal readout with two
phase encoding directions was applied.
Sequence TR [ms] TE1/2 [ms] ·p [µs] U [V] FOV [mm] Res. [mm] Time [min]
GRE 6.0 1.58/3.86 300 4.0 280◊ 280◊ 176 4.4 iso 1:56
AFI 100.0 1.58/3.86 1000 70.0 280◊ 280◊ 176 4.4 iso 3:00
Low angle
double echo
GRE
(1 per channel)
AFI
images
SVD
Calibration Rel. TX Maps
Offresonance
correction
Combined image
Receive Maps
Smoothing
(optional)
Brain mask
B1 map
processing
Quantitative
combined map
Phase
adaption Indivdual coil
B1 maps
B0 mapB0 MapCalculation
Figure 4.12.: Schematic representation of the workflow for the calibration procedure.
SPGEs are acquired with only one channel transmitting at a time with no phase o set
specified. The phase di erence between the CP mode and the native phase SPGEs is
accounted for during the calibration workflow.
4.2.5. Workflow
The following sections detail the ingredients necessary for the B1 calibration workflow.
A schematic of the workflow is shown in Fig. 4.12. The data flow, including the pro-
cessing steps and the final results is depicted. A complete execution of the workflow
yields a B0 map, complex B1+ and B1- maps of each transmit/receive channel as well
the aforementioned brain mask and low resolution proton density weighted image. Fol-
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lowing the acquisition the MR raw data are transferred to an o ine computer to allow
processing with in-house developed tools written in Matlab (The Mathworks, USA).
The raw data have the advantage that it is not influenced by (unknown) filters within
the reconstruction chain or discretisation issues that are generated when the images are
cropped to integer range before being output by the scanner software. Before processing
the data is transformed into the image domain by 3D Fast Fourier Transformation (FFT)
and removal of the oversampling area is performed. Before transformation the data are
subject to a Hanning filter to suppress Gibbs ringing e ects caused by the low spatial
resolution. Then, initially the SPGE data are processed. The B0 map is calculated (see
above). The data is additionally subjected to the SVD calibration (see 4.2.5) scheme
which generates the relative receive maps (ignored here), relative transmit maps and a
combined image. The receive maps are ignored from here on but could be utilised for
image reconstruction purposes. The initial relative transmit maps (see 4.2.5) are later
on combined with the absolute B1 map to generate the individual channel B1 maps.
The combined image is used to automatically extract a brain mask for ROI delineation
(see 4.2.5) for shimming applications.
The AFI scan is analysed with techniques outlined in 4.2.3. The determined flip angle
map is then corrected for o -resonance influences utilising the initially computed B0
map (see 4.2.5) and converted into a B1 e ciency map. Subsequently it is optionally
smoothed by a gaussian kernel or an inpainting procedure is applied to remove areas
where no reliable B1 values could be calculated [126]. In the following this step is
skipped if not noticed otherwise as the data quality was su cient. Finally, the absolute
B1 map is combined (see 4.2.5) with the relative B1 maps. In combination, those yield
quantitative B1 maps per channel.
Determination of relative B1 maps
As discussed the SVD calibration introduced by Brunner et al. [93] is utilised to generate
relative B1 maps from the input data. The input data is exemplary depicted here for a
central sagittal slice (out of 36) in Fig. 4.13 for each transmit and each receive channel.
This then yields the relative B1 maps as result.
O -resonance correction
The assumption of linearity between flip angle and time integral of the RF pulse assumes
on-resonance behaviour. Given short (order of 100µs) pulses this is an excellent approx-
imation as their bandwidth (Ã 1/·) is large compared to encountered o -resonances.
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Figure 4.13.: Image montage of all images acquired (central sagittal slice is shown) for the case of one
channel receiving and one transmitting.
Short pulses otherwise are associated with high SAR values as the SAR scales quadrat-
ically with the pulse amplitude and linearly with its duration. In the case of the AFI
sequence, which requires high flip angles, in order to derive the B1 maps in high quality
it is necessary to prolong the pulses up to 1ms to allow high flip angles and confirm
with the restrictive worst-case SAR limits. For hard RF pulses the e ects of the o -
resonance can be described in terms of a reduced e ective flip angle and additional phase
accumulation [28]
cos–e  = cos( ·p) +
3
”Ê0
 
42
[1≠ cos ·p] (4.27)
where   =
Ò
Ê21 + ”Ê20, ·p denotes the pulse duration and Ê1 = “B1 is the Rabi
frequency. The real precession angle is given by
tan ÷ = ”Ê0  tan
 ·p
2 (4.28)
An example of the error induced in the B1 estimation based on the o -resonance is
demonstrated in Fig. 4.14 for two di erent pulse duration corresponding to the pulse
lengths in the examined calibration protocol. One can observe that the error for the
300µs pulse is negligible especially for the low amplitudes utilised here.
As was derived in [127], it is possible to correct for these e ects by a analytic approx-
imation based on a series expansion. Following [127] the expression for the e ective flip
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Figure 4.14.: Relative flip angle error (1 ≠  –) induced by o  resonant excitation as a function of Rabi
frequency and O -resonance for a rectangular pulse with (a) ·p = 300 µs and (b) ·p = 1000 µs.
angle can be rewritten as
–e  = arccos
A
1≠ –
2
2 2 sin
2 
B
(4.29)
where   =  /2, and ” = ”Ê0· . Series expansion up to third order enables to derive
an approximate expression for the equivalent of the on-resonant flip angle
– = –e 
b
+ a –
3
e 
b4 ≠ 3ab–2e 
(4.30)
the true phase
ÏRF = Ïspin ≠ arctan(2  cos , ” sin ) (4.31)
where
a = ”
2
240 (4.32)
and
b =
Û
2≠ 2 cos ”
”2
(4.33)
can also be recovered using this expression.
Thus, it is possible to correct the mismatch of flip angle and B1 at o -resonant exci-
tation. This correction can be applied per imaging voxel when the local o -resonance
has been measured, e.g. by a B0 mapping sequence. Figure 4.15 shows the behaviour of
the correction procedure for B1 amplitudes of 3 µT, 6µT, 9µT and 12 µT. The Figure
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Figure 4.15.: Behaviour of the o -resonance correction as a function of o -resonance for four di erent B1
field strengths up to 11.74 µT. One sees that in case of low B1 field strengths no correction is
necessary while large errors accumulate with increasing B1. The analytic correction performs
well except in cases with high B1 and high o -resonances where a look-up table based correction
is beneficial.
depicts comparison of the B1 estimation derived from the conventional on-resonant ap-
proximation, the approximate correction scheme, and a look-up-table based correction
derived from Bloch simulations.
Although the look-up table based correction outperforms the approximation, the dif-
ference is small except in cases of very large o -resonances. The LUT correction gives
unstable results starting from a given threshold frequency where there is no unique re-
lation between o -resonance and B1. Those results could be potentially improved by
incorporation of additional phase information. Though these cases can be considered
artificial as the resolvable B0 di erence is in practice smaller than the point of break-
down of those. An in vivo example is shown in Fig. 4.16 where the correction is applied
to an AFI calculated flip angle map. While the absolute error is small the relative error
partially exceeds 50% in areas with large o -resonances and low B1 amplitudes, such as
near the nasal cavities.
Brain mask extraction
Successful RF shimming usually requires prescription of a target region. Generally, the
more restricted the target ROI the better and more stable the RF shim calculation will
be. Target prescription can for example be performed drawing by regions of interest
on a reference image. Nevertheless, at least in 3D, this becomes a cumbersome and
error prone procedure. For neuroimaging the brain is usually the desired ROI [80].
For the given protocol a heuristic procedure is applied that does automatically extract
an approximate brain mask from the image data. Extraction of the brain from MR
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Figure 4.16.: O -resonance correction of an AFI map. Though the di erence are not well visible when
comparing the individual maps, the di erence map reveals deviations of up 2 µT. In relative
terms this does represent an error of more than 50% in certain regions, e.g. near the middle
ear.
images is a standard operation that can be performed by many di erent software tools
(e.g. [128]), which are usually tailored towards data with better tissue contrast and
higher resolutions. Furthermore, to avoid data export and reformatting we aim here on
a simplistic procedure that nevertheless yields good quality brain masks with negligible
computational e ort. For this purpose the optimal image that was generated during the
pre scan protocol for both echo times (with signal intensities S1 and S2) is divided. The
corresponding ratio image is then given by
|S2|
|S1| = exp
3
≠ TE
T ú2
4
(4.34)
i.e. the local intensity in the ratio is a function of T ú2 . Looking at head images
one does then observe that this does allow identification of brain tissue. If high noise
levels and partial volume e ects are present in the images, a post-processing based on
morphological operations is applied in order to smooth out edges and remove small holes.
The process is visualised in Figure 4.17.
One appreciates that a good approximation of the brain is derived from the GRE data.
Free parameters remain in the process, namely the threshold for brain discrimination
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Figure 4.17.: Extraction of brain ROI from dual echo data set. The magnitude dual echo data is divided and
the corresponding ratio image is thresholded by an empirically derived threshold. Morphological
operations are applied to remove remaining noise and smoothen the brain mask.
and the amount of edge smoothing achieved by the morphological operations. From our
initial experience those parameters remain stable for identical measurement parameters
and do not need to be varied between subjects.
Combination of data
Creation of single channel transmit maps is finally achieved by combining the relative
maps and the corrected absolute map. As a first step the phase of the single channels
maps is adapted to the phased used to drive the AFI scan by multiplying the specific
phase factor. The relative transmit maps are renormalised by dividing by the magnitude
of complex sum of all relative maps. Those maps are than multiplied by the absolute
B1 map. The phase is preserved from the relative single channel phase di erence. The
results are found in Fig. 4.18 which shows sagittal cross sections of a male subject
measured with the indicated hardware setup and the calibration workflow.
The field intensities are in the regime of 20 nT/V to 70 nT/V depending on the distance
to the respective coil element. A good quality of the B1 maps can be appreciated.
Recasting the initial limitation of the fast mapping protocol that the imaging tip angle is
low enough to allow a linear dependence on T1 one can now verify this by recalculating
the e ective tip angle that was finally applied. For the worst case of an amplitude
of 70 nT/V in the periphery of the head one can obtain the maximum tip angle to
approximately 1.28 deg. Given that the long T1 CSF is rather placed in the centre of the
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Figure 4.18.: B1 maps (sagittal cross sections) of each individual transmit channel at the end of the calibration
protocol. One can appreciate the distinct transmit sensitivity patterns in the volume.
brain this can be regarded as uncritical. Given that the SNR is still more than su cient
a further reduction of the applied flip angle would be possible with mild downsides. The
relative spatial phases of the individual channels with respect to the master channel are
shown in Fig. 4.19.
Strong phase variation dependent on the individual channel is evident.
4.2.6. RF Optimisation
Pseudo CP mode For birdcage coils, which are usually utilised in conventional MRI
systems, the cage structure is driven in quadrature to obtain a most homogeneous field
in the middle of the sample. With pTX arrays, it is complicated as each individual coil
element is driven through a distinct amplifier - creating individual phase and amplitude
variations. To concentrate the RF field at a given location one can revert to a simple
formulation by calculating the channels weights as
wi = exp(≠iÏi(x0)) (4.35)
which then results in the total constructive B1 field
B1(x)|x=x0 =
ÿ
i
B1,i (4.36)
at the optimisation location x0.
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Figure 4.19.: Transmit phase maps of each individual channel. As absolute phase o sets are not meaningful
for e.g. RF shimming applications, the phase is normalised to the master channel (channel 8)
phase.
RF Shimming The knowledge of the transmit profiles allows RF shimming, i.e. the
homogenisation of the excitation field or respectively to tailor the field to the desired
application. In general it is not possible to achieve a completely homogeneous excitation
field at 9.4T. RF shimming is usually performed on a restricted region of interest. The
exact mechanisms of the RF shimming are manifold. In terms of linear algebra the
problem of RF shimming is rewritten as
b = argbmin{ÎAb≠mÎw + —ÎbÎ22} (4.37)
where b is the vector of complex channel weights, A is the encoding matrix of size voxels
◊ channels and m is the desired target field. The subscript w indicated a weighted
matrix that is applied to solve only for a given ROI (e.g. the brain). The Tikhonov
regularisation term Î—bÎ22 is applied to penalise solutions with excessive RF power. This
problem is conveniently solved e.g. by the Penrose-Moore pseudo inverse or e.g. iterative
methods. The optimisation tries to find RF shim weights that try to optimise both
phase and magnitude of the obtained target field. However, usually only the magnitude
of the excitation is of importance. This can be achieved by formulating the optimisation
problem as
b = argbmin{Î|Ab|≠mÎw + —ÎbÎ22} (4.38)
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Figure 4.20.: Comparison of measured (a,b,d,e) and calculated (c,f) RF field distributions in sagittal (a-c)
and axial (d-f) cross section. Good agreement is visible while in certain areas unfavorable signal
characteristics cause significant errors in the maps.
In contrast to Eq. 4.37 this is no longer a convex optimisation due to the magnitude
operation. In general this would therefore require methods of non-linear optimisation
which usually come with high computational e ort and di cult parameter dependencies.
Setsompop [129] employed a specialised magnitude based solution to solve this problem.
While the procedure usually yields high fidelity results, it does not guarantee a global
optimum. In this algorithm the problem Eq. 4.37 is repeatedly solved, but the phase of
the solution is carried over as target phase for the next iteration. This is repeated until
convergence is achieved.
These assumptions allow for a straight forward assessment of information consistency.
That is, if the measurements were correct it should be possible to forward simulate the
expected RF field of a given shim configuration. Figure 4.20 shows the comparison of
a forward computed field distribution and the the subsequent measurement of the same
contribution in a human head.
Excellent agreement is observed between the predicted and the actually measured RF
configuration.
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4.3. Conclusion and Discussion
A dedicated prescan calibration scan for 9.4T human MRI was developed based on
previous work by [86], [88], [130]. The scheme was analysed with regard to its precision
and was found to o er reliable results with an acceptable deviation. The total duration
of the designed protocol is approximately 5 minutes and allows access to maps of the
B0, B1 and estimation of a human brain mask. The method was verified with an RF
shimming experiment, demonstrating that an originally planned field distribution could
be designed a priori. While each of the acquisitions should be robust against motion the
movement between e.g. the low tip angle SPGE and the quantitative mapping may be
a source of error. Note that, due to the large voxel size, movements with displacements
below 4mm should be tolerable. Otherwise, for healthy subjects, which are currently
the main target group of the investigational device, this should allow for reasonable
accurate B1 maps. The measured field data could successfully be exploited to forward
predict RF field distributions in a realistic scenario. For routine applications 5 minutes
can still be considered too long to be practical; though the major focus of the proposed
method is set on robustness and whole brain volume coverage. Further optimisation of
the obtained B1 mapping results could be provided by using interferometric B1 mapping
[131] with optimised choices of channel combinations [132].
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using the MP2RAGE
Sequence
5.1. Introduction
T1 weighted anatomical scans remain one of the major applications for MR imaging of
the brain. The MPRAGE sequence [133] is one of the most used sequences for this pur-
pose, o ering excellent T1 contrast in modest measurement times that are compatible
with clinical needs. MPRAGE has also been used in large-scale neuroscientific studies,
such as the Alzheimer’s Disease Neuroimaging Initiative (ADNI) [134] for brain mor-
phometry. Recently, ultra high field magnetic resonance became more wide-spread in its
use and promises improved T1 weighted anatomical scans. While the increase of the lon-
gitudinal relaxation time actually makes the contrast worse compared to lower fields this
is more than compensated by the increased SNR o ered by the strong static magnetic
field. Unfortunately these high field strengths go hand-in-hand with severe problems
such as increased B1 (transmit and receive) inhomogeneities and high specific absorp-
tion rate (SAR) associated with the increase in Larmor frequency. In 2011, Marques
et al. demonstrated an interleaved MPRAGE sequence, MP2RAGE [135], which allows
the removal of the receive profile in post-processing while preserving the T1 contrast. A
similar approach was developed independently [71]. These sequences were demonstrated
at 7T proving their value for UHF neuroimaging. At even higher fields, such as 9.4T,
one experiences more pronounced problems due to B1 inhomogeneities [130], [136]. This
chapter examines the translation and optimisation of an MP2RAGE sequence suitable for
neuroimaging with a 9.4T whole body system equipped with a parallel transmit (pTX)
array. Complicated RF pulse design strategies [130] are avoided due to the intrinsic bias
field correction properties of the MP2RAGE sequence in conjunction with optimised
inversion pulses. The latter are insensitive to a reasonable range of B1 variations while
still being usable, despite the stringent SAR and peak power limitations encountered
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with the particular setup. The whole workflow of the measurement includes a prescan
session for the acquisition of B1 maps for each of the transmit channels as well as the
MP2RAGE measurement. The basic rationales of T1 weighted anatomy measurement
are explained together with the basics sequence and contrast considerations. The se-
lection of inversion pulses is discussed in depth with simulation data. Finally in vivo
data are presented and a further post-processing step for the combination of MP2RAGE
images is introduced. Parts of this chapter were presented at the ISMRM meeting 2013
in Salt Lake City [137].
5.2. Methods and Materials
This section reviews the basic methodology of inversion recovery techniques, adiabatic
pulses and sequence design for MPRAGE-based T1-weighted neuroimaging sequences.
5.2.1. Sequence Design
Inversion Recovery Magnetisation preparation is commonly employed to alter the mag-
netisation prior to the actual readout module to yield a predefined contrast. One of the
most important applications is magnetisation inversion that inverts the longitudinal mag-
netisation, i.e. will create an Mz = ≠M0 magnetisation (assuming initial equilibrium).
One of the main applications thereof is the enhancement of T1 contrast. In general
inversion can be non-selective or spatially selective for a given restricted volume (usu-
ally a slice). Here, we consider the non-selective case. Given a perfectly homogeneous
excitation field, any constant frequency RF pulse of duration · , fulfilling the condition
fi = “B1
t⁄
0
f(·)d· , (5.1)
will invert the magnetisation. In reality intrinsic inhomogeneities of the B1 field reach
about 10% at 3T over the whole FOV covering the human head. At higher fields, as
9.4T, the B1 field can even vary by one or two orders of magnitude even over restricted
volumes of interest. Additionally, a total cancellation of the field can occur at localised
spots. This results in inhomogeneous inversions which would undesirable be reflected
in unwanted image contrast. These issues can be alleviated by the use of specialised
RF pulses that can compensate the spatial inhomogeneity of the RF field. Notable
examples are binomial pulses and frequency modulated pulses. Adiabatic pulses are
a special class of frequency modulated pulses and are routinely employed to mitigate
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mild B1 inhomogeneity e ects at field strengths below 7T. Adiabatic pulses combine
a given frequency sweep with an amplitude modulation that is chosen to generate a
specific magnetisation response. The rationale of adiabatic pulses is the creation of an
e ective B1 field that varies slowly enough that the magnetisation vector can follow this
driving field. Excellent reviews of adiabatic pulse function are given e.g. in [77], [138].
The specific choice of the inversion pulse is discussed in the remainder of this chapter.
Adiabatic pulses excel in their immunity to RF inhomogeneities, but create high RF
power deposition which renders them not applicable for excitation pulses in short TR
sequences.
For imaging purposes the simplest approach for the generation of T1 contrast is the
application of an inversion pulse followed by appropriate delay times and subsequent
acquisition of the MR signal which is then dependent on the longitudinal relaxation
time. Starting from equilibrium and assuming perfect inversion (i.e. Mz(0) = ≠M0) the
longitudinal magnetisation will be governed by
Mz(t) = M0 ·
3
1≠ 2 exp
3
≠ t
T1
44
(5.2)
assuming instantaneous inversion at t = 0.Given an initial non-equilibrium longitu-
dinal magnetisation, Mz(0) the recovery of the magnetisation after application of an
inversion pulse is given by
Mz(t) = M0 ≠
3
(M0 ≠Mz(0)) exp
3
≠ t
T1
44
(5.3)
The most basic inversion recovery imaging sequence (see Figure 5.1) is composed of
an inversion pulse, a delay period to allow evolution of the longitudinal magnetisation
and an excitation pulse that tips the magnetisation (partially) in the transverse plane.
The k-space signal can then be encoded and acquired out by any MRI readout, e.g. a
gradient echo readout. This inversion-delay-readout scheme is then repeated with a 2D
or 3D phase encoding scheme to fill the whole k-space. In practical situations inversion
RF pulses are accompanied by spoiler gradients, i.e. large moment gradient field pulses
that dephase any accidentally created transverse magnetisation that would otherwise
give rise to image artefacts.
The magnetisation evolution after an inversion pulse is depicted in Figure 5.2 for
di erent relaxation times for to grey matter at di erent field strengths. One can ob-
serve the long period necessary to reach equilibrium again. Di erences in longitudinal
magnetisation give rise to specific tissue contrast which is demonstrated in the second
Figure.
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Figure 5.1.: Sequence diagram of an IR-GRE sequence together with annotations of the relevant timing inter-
vals. The sequence starts with an adiabatic inversion pulse (here a sech pulse with accompanying
spoiler gradient pulse) followed by a delay period, TI, and a subsequent GRE readout module.
Standard slice select and phase-encode gradients are omitted.
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Figure 5.2.: Longitudinal magnetisation evolution following an inversion pulse for human gray matter at
di erent static field strengths. The right plot shows the contrast di erence between gray and
white matter. A slight reduction of the maximum signal di erence is visible with stronger
field strengths which in turn results in a reduced contrast. The resulting CNR, nevertheless, is
improved given the better SNR at higher fields
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MPRAGE The magnetisation prepared rapid acquisition gradient echo (MPRAGE)
[133] sequence is a transient state inversion recovery SPGE sequence commonly used
for brain imaging due to its high acquisition speed. MPRAGE is usually conducted in
3D and allows typical isotropic imaging resolutions in the order of 1mm within typical
acquisition times in the order of ¥ 10min for full brain coverage. When parallel imag-
ing techniques, such as GRAPPA [139], are employed with su cient number of receive
channels, the total acquisition duration can be reduced usually by a factor of two or
three. Allowing whole-brain acquisitions in 4 to 5 minutes.
In general, MPRAGE is an improvement over the standard inversion recovery approaches
which reduces the number of required (high SAR) inversion pulses and significantly low-
ers the acquisition time. However, the approach has negative impact on the point spread
function of the acquisition (see e.g. [140], [141]) as data are acquired during di erent
states of the inversion which e ectively blurs the image. While the contrast is dominated
by the magnetisation during acquisition of the k-space centre, the transient magnetisa-
tion will translate into a k-space filter. Consequently, the degree of blurring is dependent
on the specific order the k-space is acquired and the longitudinal relaxation times of the
sample. Commonly the MPRAGE sequence is applied using a low flip angle excitation
pulse train (usually 9 deg) following the inversion. Usually one complete k-z plane is
acquired per inversion. Conventionally the nomenclature di ers for MPRAGE, i.e. the
repetition time, TR, usually denotes the time between the inversion pulses while the
spacing of the individual GRE readouts is referred to as echo spacing (ES). The inver-
sion time denotes the time after the end of the inversion pulse and the k-space centre.
The exact derivation of the signal equation of the MPRAGE sequence is complex and
can be found in [141]. In summary, before each acquisition block, the sequence will start
from a magnetisation valueM1 and from that will evolve towards a modified steady-state
magnetisation value
Mú0 = M0
1≠ exp(≠ES/T1)
1≠ exp(≠ES/T ú1 )
(5.4)
with a modified e ective longitudinal relaxation time
T ú1 =
1
T1
≠ 1
ES
ln(cos–) (5.5)
where – is the flip angle of the readout RF pulses.
MP2RAGE The trend in MRI to progress to a larger number of receiver channels and
to utilise stronger magnetic field strengths o ers proven benefits regarding the SNR
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but can also degrade the image quality due to a non-uniform weighting caused by the
spatially varying transmit and receive profiles [142]. As mentioned before, advanced
concepts of selective excitation [82]–[85], [129], [143], [144] may be e ective, though
require complex RF pulse design procedures and exquisite control of the MR system,
enforcing long computation time and a large e ort in careful selection of parameters and
acquisition of calibration information. The complexity of those procedures hinders the
routine application of these techniques in vivo. However, it has already been shown that
it is very well feasible [80] and can drastically increase the utility of MPRAGE based
sequences on UHF systems.
Alternatively, modifications of the standard MPRAGE sequence have been proposed that
rely on the division based post-processing that will remove the intrinsic bias-field caused
by receive and (partially) transmit field inhomogeneities. In case of the MP2RAGE
sequence, employed here, a GRE readout is appended following the standard MPRAGE
block. Two images are acquired per inversion, where the second image is almost free
of T1 contrast as it is acquired late on the recovery curve. This e ectively enforces a
prolonged TR to accommodate the second acquisition. The fact that the longitudinal
relaxation times significantly increase with field strength must be considered because it
may enforce longer repetition times for optimal signal strengths. An abstracted sequence
diagram of an MP2RAGE sequence is shown in Fig.5.3.
The second GRE block distinguishes the MP2RAGE from the MPRAGE sequence.
The MP2RAGE signal equation adds a certain time of free relaxation between the ac-
quisition blocks and then again moves towards a modified equilibrium magnetisation.
The full signal equations can be found in [135].
5.2.2. Inversion pulse considerations
Robust inversion of the magnetisation is key to good T1 contrast generation, especially
in MP2RAGE sequences. At lower field strengths (Æ 3T) an adiabatic Hypersecant
shaped RF pulse is used [145]. If properly designed and executed, adiabatic RF pulses
can guarantee nearly perfect inversion of the magnetisation for defined o -resonance
frequencies as long as the adiabatic condition is maintained. The theoretical analysis of
adiabatic pulses can be found in the available literature [77], [138]. In particular, using
adiabatic RF pulses implies that, in contrast to standard RF pulses, there will be no
overflipping, i.e. the magnetisation will not nutate further as soon as it reaches a state
ofMz = ≠M0. The detailed evolution of the magnetisation during the adiabatic passage
can in general only be addressed by performing simulations of the Bloch equations. Even
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Inversion Readout 1 Readout 2
t
TR
TI1
TI2
TD
Figure 5.3.: Schematic depiction of the MP2RAGE acquisition. The inversion pulse is followed by two GRE
readout trains which are separated from the inversion pulse by TI1,2. Times are counted from
the end of the inversion pulse to the center of the readout trains as those are acquired with linear
reordering of partitions. For one k-space line a whole partition is acquired per inversion. Following
the second readout train a dead time TD allows recovery of the longitudinal magnetisation. For
a standard MPRAGE sequence the second readout block is simply omitted.
the final magnetisation cannot easily be inferred.
The Hyperbolic Secant pulse Rewriting the Bloch equation in the Bloch-Ricatti form
yields the hyperbolic secant pulse as a solution [145]. The amplitude modulations as a
function of time is given by
A(t) = A0sech(—t) (5.6)
with the frequency modulation given by
Ê(t) = ≠µ— tanh(—t) (5.7)
The factor — essentially controls the pulse cuto  and is conventionally chosen to a value
of 5.3 [59]. The functions sech and tanh are hyperbolic secant function and hyperbolic
tangent, defined as
sechx = 2
ex + e≠x (5.8)
and
tanhx = 1≠ 2
e2x + 1 (5.9)
HS adiabatic pulses represent the most common of inversion pulses for clinical MRI
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systems as they combine a straight forward implementation with a well behaved fre-
quency response. It is of note that this is one of the few adiabatic pulses that can be
obtained analytically. In depth analysis of the o -resonance tolerance and/or amplitude
requirements are discussed in [146]. For the given measurement setup our experience
showed that the conventional HS pulse does not provide a su cient inversion e ciency
combined with the partially low e ciency of the utilised RF coil array. Additionally the
high required peak voltages could not be applied at our measurement platform as the
measurement was cancelled by the power supervision system.
The Hyperbolic Secant N pulse While HS pulses have found widespread application
in day-to-day use at field strengths up to 3T their usage gets di cult at higher fields,
such as 7T and 9.4T. Reviewing the shape of HS pulses (Fig. 5.4) reveals a large peak
amplitude at the middle of the pulse with rather low RF irradiation at the beginning and
end of the pulse. Correspondingly, the total pulse energy is distributed unevenly over
the pulse period. The large required peak amplitudes (often > 15µT) create two prob-
lems that manifest at UHF. Firstly, the necessary pulse amplitude cannot be reached at
specific locations of the subject - resulting in insu cient magnetisation inversion. Sec-
ondly, they contribute to an increase in SAR. Hyperbolic-Secant-N (HSN) pulses (see e.g.
[138]) address this issue by empirically modifying the pulse shape by introducing an ad-
ditional exponent to the driving function. In the following we present the mathematical
definition of HSN pulses.
Given a dimensionless driving function
f(t) = sech(—tn) (5.10)
where n is an integer exponent usually chosen in the range of 2 to 8. The dimensionless
time dependent amplitude is simply proportional to the driving function
A(t) = A0f(t) . (5.11)
The frequency modulation function for HSN pulses is no longer of closed form but needs
to be calculated by numerical integration
‹(t) =
t⁄
0
f(·)2d· (5.12)
The standard HS pulse is obtained by choosing n = 1. As n increases the pulse will in-
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Figure 5.4.: Normalised amplitude (top) and frequency modulations (bottom) for HSN-pulses of exponents
n = 1, 4, 8. For higher exponents the amplitude modulation HSN pulse degenerates into a
rectangular pulse with linear frequency sweep (a chirp pulse).
creasingly resemble a chirp pulse, e.g. a constant amplitude pulse with a linear frequency
sweep. While those are highly energy e cient they show undesirable o -resonance be-
haviour [138]. Plots of pulse shapes with exponents n = 1, 4, 8 are shown for comparison
in Fig. 5.4
Figure 5.4 directly reflects the main characteristics of the HSN pulses, showing the
smooth distribution of RF energy during the excitation which results in reduced peak
power requirements, assuming a constant total pulse energy and bandwidth.
The practical implementation is done according to the equations given in [147]. Start-
ing with a dimensionless driving function,
fn(t) = sech(—(2t/Tp ≠ 1)n) (5.13)
where Tp is the total pulse duration; the amplitude driving function, Ê1(t), with
amplitude Ê1,max is expressed as
Ê1(t) = Ê1,maxfn(t) (5.14)
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and the frequency modulation
ÊRF (t) = Êc + 2B
A s t
0 f
2
n(·)d·s Tp
0 f
2
n(·)d·
≠ 12
B
(5.15)
with centre frequency Êc and the maximum modulation frequency B (e.g. the nominal
bandwidth will be 2B).
MR spectrometers do not allow direct variation of the frequency over time. Rather
the frequency modulation is expressed as phase modulation according to
 (t) =
t⁄
0
(ÊRF (·)≠ Êc)d· . (5.16)
Within the pulse programme, the pulse shapes were implemented as individual objects
and integrated into the sequence programming framework (Siemens IDEA, VB15/17).
Phase modulation was calculated on-the-fly on the scanner depending on user selected
criteria (bandwidth, amplitude, exponent, etc.).
Again, the pulse amplitude necessary to reach a magnetisation inversion is not straight
forward for HS(N) pulses and, therefore, needs to be determined via Bloch simula-
tions. Alternatively, empirically derived relationships are available [148] that allow, for
a practical range of exponents and desired bandwidths, to determine the necessary pulse
amplitude and frequency sweep. The empirical relations were integrated into the pulse
program to derive the necessary pulse voltage in order to achieve the desired inversion
level. Simulations were conducted to find an optimal inversion pulse with a good o -
resonance behaviour at minimal peak power (which translates to optimised inversion
e ciency). To replicate the findings numerical Bloch simulations were performed with
the predicted parameters. The target was an inversion level, l, of 0.97 for an e ective
bandwidth of  ‹ = 2.0 kHz with an 8ms pulse. The simulation results are shown in
Fig. 5.5. The simulations assumed infinite T1 and T2, i.e. no relaxation.
As predicted by the empirical formalism, all pulses meet the desired inversion criteria.
The more irregular appearance of the o -resonance profile is apparent. The peak power
reduction achieved with higher exponent HSN pulses is significant (almost 50%) while
an exponent (n = 8) that is too high results in poor o -resonance behaviour. From these
results we opted to use a HS6 pulse with the given parameters. A further simulation
was performed to analyse the e ects of short transverse relaxation times, T2, on the
inversion performance. The results of the simulation are depicted in Fig. 5.6. With
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Figure 5.5.: Simulated longitudinal magnetisation after application of di erent HSN pulses for a frequency
range of ±3 kHz. Target parameters were an e ective bandwidth of  ‹ = 2.0 kHz (vertical
lines) at an inversion level of l = 0.97 with a maximum  l = 0.1 (horizontal line). The HS6
pulse requires the lowest amplitude (0.4 kHz) at a modest bandwidth of 3.14 kHz.
regard to T2; for the relevant relaxation times of brain tissue (usually1 T2 ¥ 100ms) the
e ect is basically negligible, hence the inversion pulse will not introduce unwanted T2
contrast into the images.
5.2.3. Post-processing
Post-processing of the MP2RAGE data employed the originally proposed scheme [135].
The complex image data are obtained by copying the magnitude,M1,2, and phase images,
◊1,2. Those define two complex images
I1,2 = M1,2 exp(i◊1,2) (5.17)
The recombined image, I, is calculated using the formula
I = I1I
ú
2
I21 + I22
(5.18)
with ú denoting the complex conjugate. Common proportionality factors cancel out
in Eq. 5.18 - which is the case for receive sensitivity profile and proton density. The
influence of the spatially varying B1 during the readout is also cancelled out in linear
1The author is not aware of proper literature values of T2 at 9.4T
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Figure 5.6.: T2 dependence of adiabatic inversion pulses HS1, HS4 and HS6. The achieved inversion is
reduced with smaller ratios of T2 to pulse duration.
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approximation [135].
Note the limits of this equation, if I1 equals I2 the result will be 0.5, which means that
either T1 was extremely long, or no inversion was achieved.
Combination of multiple datasets While MP2RAGE is e ective in removal of any
kind of multiplicative bias field it cannot restore the contrast loss accrued in brain areas
where the B1 amplitude was not su cient to generate a full magnetisation inversion.
While RF shimming based optimisation of the inversion pulses can reduce the areas
where the adiabatic condition is not met, in case of severe B1 inhomogeneities a good
global inversion may still not be applicable. If two MP2RAGE acquisition with distinct
RF shims are acquired they can be combined to provide an improved image. Here we
combine them by taking the voxelwise minimum of the two images, I = min(I1, I2).
Keeping in mind the limits of the above equations, this removes areas of contrast loss
which appear as bright spots in the image. The downside of this approach is that it does
not increase SNR in areas where both RF pulses inverted the magnetisation equally well,
as it would for an average image.
5.2.4. Human Experiments
Experiments were conducted with two healthy male volunteers. Written consent was ob-
tained and an initial medical examination and subject screening was performed following
the institutional guidelines (see chapter 3). The measurement protocol consisted of fre-
quency adjustment, B0 shimming, a calibration run (cf. chapter 4) and two MP2RAGE
measurements using two di erent RF shim sets. Worst-case power limits were set to
exclude any risk of harming the subject. Due to the highly restrictive power limits
and the lack of a prediction mechanism the pulse voltage of the inversion pulse of the
MP2RAGE sequence had to be adapted until the sequence could run on the system.
The first subject was scanned with a slab selective MP2RAGE sequence with a 0.8mm
isotropic resolution within the oblique axial 120mm slab (covering the whole brain)
with FOV of 220mm ◊ 180mm. The repetition time was 5500ms, TE = 5.0ms, and
7/8 partial Fourier acquisition was applied in both phase encode directions. Three-fold
GRAPPA acceleration in phase encode direction was utilised [139]. For the second set of
experiments a non-selective excitation with a repetition time of 5400ms, TE = 4.8ms,
FOV of 280mm◊280mm◊176mm, an isotropic resolution of 0.9mm isotropic, nominal
flip angle approximately 5 deg2, inversion times TI1=1300ms, TI2=3000ms, and twofold
2The actual flip angle has strong variation over the field of view due to B1 inhomogeneity.
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acceleration in first phase encode direction using the GRAPPA method [139] with 24
fully sampled reference lines around the k-space centre. The inversion and repetition
times were chosen with several considerations. The repetition time was chosen so long as
to reduce the time averaged RF power (and consequently SAR). The actual flip varied
greatly over the imaging volume due to the severe transmit field inhomogeneities. The
measurement was performed twice with two distinct RF shims obtained via the work-
flow described in chapter 4. Both RF shims were additionally mapped using the AFI
protocol. Image data were finally processed and recombined.
5.3. Results
Figure 5.7 shows multiple axial slices from the high resolution MP2RAGE dataset ac-
quired at 9.4T corresponding to the first inversion time (top row) the second inversion
time (middle row) and the resulting MP2RAGE post-processed images (bottom row).
While excellent contrast is observed in areas where the inversion was e ective, the image
quality degrades drastically in the low intensity areas. While the MP2RAGE reconstruc-
tion allows partial alleviation of the shading artefacts, some areas still show unacceptable
image quality. Closer inspection reveals some artefacts that are probably associated with
B0 field fluctuations induced by the patient physiology (see [149]).
The second experiment was performed with a reduced spatial resolution and conse-
quently less challenging acquisition process and duration. As indicated it was repeated
twice with two distinct RF shim settings. Both settings were also measured using an AFI
sequence (for parameters please see chapter 4) to visualise their field distributions. The
obtained B1 maps are displayed in Fig. 5.8 together with the measured B0 o -resonance
map. Using the computationally derived look-up table, the inversion e ciencies were
predicted for both RF shim sets. It is evident that even the most e cient inversion
pulses are not able to produce a good whole-brain inversion with the limited available
power. It is also visible that the areas of insu cient inversion change depending on the
RF shim. Areas of good inversion are located on contra lateral sides of the brain for the
two distinct configurations.
This is mainly caused by the inhomogeneity of the B1 field. The B0 fluctuations stay
well within the e ective bandwidth of the inversion pulse where it guarantees proper
magnetisation inversion. This gives rise to the conclusion that for optimum results a RF
coil with increased B1 e ciency would be necessary.
Four mid-axial slices obtained from the dual MP2RAGE runs for both inversion times
are shown in Fig 5.9. The strongly T1 weighted images, with TI1 = 1300ms, together
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Figure 5.8.: Simulated inversion e ciency for two di erent RF shim configurations (measured B1, a and b)
together with the corresponding inversion e ciencies (d and e) derived from the B0 o -resonance
maps (c) and the simulated B1/B0 lookup table (f).
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ca b d
Figure 5.9.: Raw images (a,c: TI1; b,d: TI2) obtained for the MP2RAGE measurements for two RF shim
settings (shimset 1: a,b; shimset 2: c,d) . The areas of signal dropout coincide with those
predicted by the Bloch simulations utilising the measured B1 and B0 maps.
with the much lower contrast of the second image set (TI2 = 3000ms) are depicted. In
general, strong intensity variations can be seen due to the varying intensity of the B1
fields. Severe contrast loss is visible in the images with T1 weighting due to the imperfect
inversion. In particular the deep grey matter nuclei within the midbrain disappear near
the dark spot of low B1 field intensity as the contrast generating inversion pulse was not
e ective in this area. Note that this spot changes location depending on the shim setting,
as expected. However, the T1 weighted images already exhibit excellent delineation of
the cortex by the strong WM/GM contrast.
Application of the post processing algorithm yields two new sets of images presented in
Fig. 5.10 in sagittal (left), coronal (middle) and axial (right) cross sections. Note that a
tissue mask (obtained from thresholding) was applied to suppress the noise amplification
in the background. The slowly varying intensity profile from Fig. 5.8 is mitigated, as
expected, though the areas of contrast loss appear as hyperintense areas, with intensity
values equal to 0.5, corresponding to the MP2RAGE formula.
The further combination of both images is shown in Fig 5.11. for an axial (a to c)
and a sagittal (d to f) slice. The original image is depicted in a,b and d,e while the
post-processed results are shown in c and f. Both images demonstrate that the contrast
loss in the hyperintense areas is removed, because each image contains complementary
information. Fine details (arrows) are restored by the post-processing steps delineating
the structures of the basal ganglia. Nevertheless, areas with contrast loss still remain.
In principle the technique could be applied with even more images, though this would
mandate a further increase in measurement time.
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a
b
Figure 5.10.: Post processed MP2RAGE images for the two RF di erent shim settings. The RX profile of
the coil is successfully removed while improper inversion is reflected in the bright spots visible.
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Figure 5.11.: Post processed MP2RAGE images for the two di erent RF shim settings in axial (a,b) and sagit-
tal(d, e) view. The final combination of both datasets is shown in c and f. Clear improvements
of the image quality can be appreciated.
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5.4. Conclusion and Discussion
MP2RAGE imaging at 9.4T is a promising and robust approach to mitigate the problems
encountered at ultra-high field strength. It benefits from the inherited robustness of GRE
based sequences and low power requirements. E cient inversion pulses can provide good
contrast even in di cult situations. Nevertheless, residual artefacts and problems could
not be alleviated and even resorting to the combination of several acquisitions does not
allow the complete removal of the bias field. RF design strategies such as the TIAMO
method [150] could serve to directly design the driving functions to generate optimal
complementary shim combinations. It is assumed that advances in coil technology, e.g.
double row transmit arrays [66], dedicated receive arrays [151], and sequence technology
will allow even more detailed and improved imaging of the human brain at such high
field strengths. Combination with advanced k-space trajectories and undersampling
techniques [152] will further enhance the sequence’s e ciency. Further optimisation of
the combined image may be obtained by using a weighted averaging scheme, which may
be based on the simulated inversion e ciencies which directly relate to the quality of
the data at a particular location.
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6. Field Measurements and RF
Shimming for Multi-Mode
Travelling-Wave MRI at 9.4T
6.1. Introduction
Conventionally human MRI makes use of either surface coil (arrays) or volume resonator
coil designs (e.g. the birdcage coil) to either create the RF excitation field, B1+, or to
receive the RF field, B1-, which is emitted by the sample. Although several di erent
design strategies for such coils exist, they all follow the principle of utilising the near-field
of current carrying conductors to create the B1 field. The advent of UHF MRI, with Lar-
mor frequencies well above 150MHz and correspondingly electromagnetic wavelengths
(in human tissue) approaching the dimension of the human body, specific problems of
those excitation strategies were observed [153]. Nevertheless, those problems, namely
the strong inhomogeneity of the B1+ field in the human body, have driven the research
in creating new excitation designs and strategies such as parallel transmit hardware [154]
based on a set of individually controlled RF channels to shape the RF field, to adapt
the resulting B1+ field to the measurement requirements.
One unique strategy was pioneered by Brunner and co-workers in 2009 [155] by the key
concept of utilising eigenmodes of the magnet RF screen for excitation (comparable to
a circular waveguide). To excite those eigenmodes the authors used a patch antenna
that could be placed up to several meters away from the magnet bore and could still
excite and receive the precession of the nuclear magnetisation [155]. This concept, usu-
ally referred to as Travelling Wave MRI (TW MRI), was debated to be not novel in the
context of MRI as it has already been observed in simulation studies [153]. However,
the study by Brunner et al. was the first work to explicitly use this concept. Further
research has adapted those concepts and instrumentalises them for guided transmission
of the RF.
The advantages of Travelling Wave MRI include the fact that all high voltage compo-
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nents can be placed far away from the human subject and a general better homogeneity
of the excitation is achievable. The major disadvantage is the fact, that generally the
excited fields (per unit current) are weaker in magnitude than those created by near field
coils, which is a potential limitation for power intensive MR sequences, such as Turbo
Spin Echo (TSE) sequences. Furthermore, the limited and frequency dependent number
of eigenmodes do not allow straight forward implementation of the nowadays inevitable
method family of partial parallel imaging that results in a significant reduction in scan
time.
Nevertheless, the seminal work of Brunner et al. led to active research in this field and
was followed by a second work detailing the use of multiple resonant modes to utilise
parallel transmission and reception [156]. The parallel travelling wave device presented
in the mentioned study was limited in the way that it required a dielectric medium
(‘r > 1) between the excitation device and the patient. The medium does e ectively
reduce the cut-o  frequency and allows TW propagation within the medium, which is
used to guide the travelling wave to the vicinity of the subject.
This chapter investigates the performance of a multi-mode travelling wave antenna which
uses the property of the available 9.4T MR scanner to natively excite two eigenmodes
of the magnet bore without the need for the dielectric filling. The excitation device is a
modified patch antenna combined with an additional monopole to excite the addition-
ally available TM01 mode [157]. This chapter will shortly review the basic theory of
waveguide modes, introduce methods to measure the fields generated by the antenna,
compare those with simulated data and provide an outlook to in vivo applications using
simulated data. An experiment is presented that shows the feasibility of parallel imaging
accelerated measurements.
The main findings of this chapter were published [157] and presented at several confer-
ences [158]–[160].
6.2. Theory
Electromagnetic theory of wave propagation within hollow structures is well established
and has widespread application in many fields. The RF screen MR scanner (within the
MR bore), can be considered as a cylindrical waveguide1, e.g. a dieletric (in this case
air) surrounded by a perfect electric conductor. This cylindrical waveguide supports a
certain number of eigenmodes. Those modes are usually classified by their corresponding
field pattern of the E and B field. Here a short introduction on the theoretical basis of the
1It is implied that the cylinder long axis corresponds to the z axis of the MR scanner
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calculation of the fields of those eigenmodes is given. Though the implicit assumptions
(empty waveguide) of the solutions are not fulfilled in real experiments MRI, it provides
good insight in the mechanisms of the field generation. More complete derivations and
detailed calculations can be found in the classical literature, e.g. [161].
Assuming time harmonic EM waves, of angular frequency Ê, travelling along the z
axis with the wave number k, the magnetic and electric field, B and E can be expressed
as (without assuming a specific geometry of the waveguide)
B(x, t) = B(x, y)e(kz≠Êt) (6.1)
E(x, t) = E(x, y)e(kz≠Êt) (6.2)
which leaves, due to the known propagation direction, the unknown (time invariant)
spatially dependent amplitudes and wave numbers to be found. In general, two bound-
ary conditions apply as a consequence of the perfect electric conductor that form the
boundaries of the waveguide. Firstly, Ez(x, y) = 0 since the tangential component of
the electric field vanishes at the boundary. Additionally the magnetic field normal to
the boundary, Bn(x, y), needs to be constant. Using the given identities this can be
reformulated as a boundary condition for Bz, specifically
ˆBz
ˆfl
= 0
where normal direction fl equals the radial component of cylindrical coordinates (fl,„, z).
After coordinate transform one obtains for the magnetic fields in polar coordinates (ra-
dial component fl and angular component „)
Hfl = +
i
k2c
3
Ê‘
fl
ˆEz
ˆ„
≠ —ˆHz
ˆfl
4
(6.3)
H„ = ≠ ik2c
3
Ê‘
ˆEz
ˆ„
≠ —
fl
ˆHz
ˆ„
4
(6.4)
and similarly for the electric fields
Efl = ≠ i
k2c
3
—
ˆEz
ˆfl
≠ Êµ
fl
ˆHz
ˆ„
4
(6.5)
E„ = ≠ ik2c
3
—
fl
ˆEz
ˆ„
≠ ÊµˆHz
ˆ„
4
(6.6)
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where k2c = k2≠—2 where — is the complex part of the propagation constant “ = –+i—.
Solving those equation with the given boundary conditions [161] allows to obtain the
eigenmodes of the MR waveguide. The equations show already that it is su cient to
determine Ez and Hz to fully determine the corresponding field patterns. In general one
distinguishes three kinds of solutions (modes).
• TE Modes only having transverse electric field components (consequently Ez = 0)
• TM Modes with only transverse magnetic field components (consequently Hz = 0)
• TEM Modes with non-zero transverse electric and magnetic fields (consequently
Ez = 0 and Hz = 0)
In hollow waveguides TEM modes are no valid solution as they require DC currents
that cannot flow on a single conductor. For TE and TM modes the field patterns are
correspondingly completely defined by either finding Ez or Hz (depending on which
is non-zero). The equations 6.4 lead to Bessel’s di erential equation. The solutions
obtained via Bessel functions, J of order ‹, is
Ez(fl,„, z) = [A sin(‹„) +B cos(‹„)]J‹(kcfl)e≠i—z (6.7)
for the TM mode and
Hz(fl,„, z) = [A sin(‹„) +B cos(‹„)]J‹(kcfl)e≠i—z (6.8)
for the TE mode. Inserting those expressions into the equations for the cylindrical
field components allows the calculation of the cut-o  frequencies, fc. For TE modes
those are determined by the n-th zero of the derivative of the Bessel function, pÕ
fc,‹n,TE =
c
2fi
pÕ‹n
a
(6.9)
For the TM modes the zeroes of the Bessel function itself, p, determine the cut-o 
frequency
fc,‹n,TM =
c
2fi
p‹n
a
(6.10)
In those equation a denotes the diameter of the waveguide. Consequently, besides
constants, only the order of the mode and the waveguide geometry determine the cuto -
frequency, whereas the cut-o  frequency for higher modes is monotonically increasing.
Furthermore, the fact that a TE mode with any mode number that equals zero cannot
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Figure 6.1.: Cut-o  frequency as a function of bore diameter for the TE11 and the TM01 mode. At 9.4T both
modes are propagable while at lower field strengths (7T) only the TE11 mode can propagate.
This serves as the basis for application of multi-mode travelling wave MRI at 9.4T
exists as it is associated with zero frequency (i.e. is a DC current). Consequently the
cut-o  frequencies of the TE11 and the TM01 mode for a bore diameter of 68 cm are
given as
fTM01 = 337.47MHz (6.11)
fTE11 = 258.38MHz (6.12)
and so both can be excited at 9.4T with the Larmor frequency of roughly 400MHz.
The next higher modes with the lowest cut-o  frequencies would be the TM11 and the
TE12 mode with fc = 537.72MHz which would (with the same bore geometry) require
a static magnetic field strength of ¥ 12.7T to allow free space propagation. The cut-o 
frequencies of the TE11 and the TM01 mode as a function of waveguide diameter are
visualised in Fig. 6.1.
Exemplary B1+ field pattern for the TE11 and the TM01 mode are depicted in
Fig. 6.2. One distinguishes the distinct field patterns of the individual modes. The
TM01 mode vanishes of the centre of the waveguide. The TE11 modes show a charac-
teristic shape, which changes orientation (horizontal or vertical) based on the excitation
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a b
c d
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Figure 6.2.: B1+ field associated with the the TE11 mode (x-polarisation shown in a-b and y-polarisation
(c-d and the TM01 mode (e-f )) in an air filled waveguide. Colour map display ranges from blue
(low field magnitude) to red (high field magnitude).
polarisation.
The above derivations and considerations assume the classic example of an empty ideal
waveguide. However, this assumption is, of course, violated as soon as the dielectric
within the waveguide is inhomogeneous. As soon as a load with dielectric properties
di ering from air is introduced into the bore the modes can no longer propagate freely
but will show a more complex behaviour which significantly deviates from the idealised
treatment. Though, as has been shown previously, those modes can still be utilised
e ciently for excitation and reception [156].
6.3. Methods and Materials
6.3.1. Hardware
For the measurements a variant of an antenna developed in [157] was utilised. The patch
antenna was manufactured from copper foil glued on a PMMA substrate and was fed
by two ports corresponding to the two polarisations (x and y) of the TE11 mode. In
addition a monopole was fixed on the antenna that can be used to excite the TM01
mode. The antenna was placed on a PMMA holder which was inserted into the bore of
the MR scanner. While it was shown that the actual positioning e ects the field patterns
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Figure 6.3.: The utilised setup annotated with the most important parts. Inset a shows a detailed view of
the backplane together with the connectors for the monopole (3) and the patch x (2) and patch
y (1) ports. Inset b shows the first antenna design for excitation of the TE11 mode (with fixed
phase between the channels). Photo provided by Dr. F. Geschewski.
[157] the deviations are usually small (if extreme positions are not used). The antenna
is depicted in Figure 6.3 illustrating the necessary hardware parts.
The two patch ports and the monopole were each connected to one channel of the eight
channel parallel transmit system. While this does also allow completely independent RF
waveforms per channel, it restricts the total available power to 3 kW as the other 5
channels were not connected. Each port of the antenna is connected to an individual
transmit/receive switch that is interfaced to the MR scanner by the default system
connector plug as well as three coaxial cable connections to the parallel transmit system.
An additional tuning and matching circuit is connected to the monopole channel while
the feed points for the TE11 mode can be moved. The antenna is placed on a PMMA
stand that is inserted into the bore. Usually at the plane of the termination of the RF
screen. Due to the scanner system architecture which restricts the standard calibration to
be carried out with only one of the transmit channels (the master channel) the monopole
is connected to the master system due to the largest FOV and e ciency.
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Figure 6.4.: Elementary cell for FIM/FDTD simulations according to Yee [163]. Electrical and magnetic field
components are shown. Image from http://en.wikipedia.org/wiki/File:Yee-cube.svg,
Creative Commons license
6.3.2. Simulations
To predict and cross-validate measurements, simulations were conducted using the CST
software suite (CST Microwave studio, CST, Darmstadt, Germany) which is built on
the the so-called Finite-Integration-Thoery (FIT) [162]. The method is closely related to
the Finite Di erence in Time Domain (FDTD) method [163], one of the most successful
numerical techniques for EM-field simulations. The software solves Maxwell’s equations
in the time domain by explicitly calculating the change of the E and B Fields per
incremental time step. It does therefore intrinsically treat impulsive behavior, in contrast
to frequency domain solvers. The simulation domain is generated by creating a grid of
cells with specified conductivity and permittivity. The field components are stored on the
edges and faces of the simulation cell (cf. Fig. 6.4). The simulation domain is generated
via a CAD interface; the generated model is automatically meshed under consideration
of necessary grid placement and size for the subsequent simulation run. Correspondingly
the accuracy of a comparison of simulation and measurement will always be e ected by
the accuracy of the replication of the real problem.
The important case of simulating the electromagnetic fields inside human tissue is
handled by inserting a voxelised representation of the human body into the simulation
domain. The known electric properties and voxel models are usually based on publicly
available databases (e.g [164]). For the present study a cylindrical computational domain
with length 1220mm and diameter of 684mm terminated by perfect electric conductors
(the RF screen) on x and y axes and terminated perfectly matched layers at the end of
the long axis was used.
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6.3.3. MR Based Measurements
For experimental evaluation of the active B1+ field the antenna was interfaced to the
MR transmitter from the rear side of the bore, while connecting the three transmit paths
to one channel of the eight channel amplifier each. Phantom and antenna were placed
on the patient table in a way that the phantom was positioned precisely in the MR
isocentre. Subsequently careful frequency adjustment and multiple iterations of the B0
shimming were performed, to ensure a reproducible measurement environment.
For validation studies a 418mm long cylindrical phantom (diameter 116 cm) was can-
tered at the magnet isocentre. The phantom contained 7l of a saline solution (NaCl,
19.126g). The material parameters of the phantom liquid (as determined by measure-
ment) were ‘R = 80.0, µr ¥ 1, fl = 1000 kgm3 . The DC conductivity was determined to
‡ = 0.573 Sm . The flask material was 1mm thick low density polyethylene (‘r = 2.3,
µr ¥ 1, fl = 925 kgm3 ).
Flip angle maps were acquired with an Actual Flip Angle Imaging (AFI) sequence
with spoiling improvements [47], [111] (see previous chapter). In contrast to the previous
prescan protocol a rather high isotropic resolution of approximately 2.0mm was chosen as
measurement time requirements were not critical. Correspondingly, the repetition time
was increased to 110ms to accommodate the prolonged readout and spoiler gradients.
The measurement parameters are summarised in Table 6.1. Data were processed using
the real part ratio (cf. chapter 4) and the resulting magnitude flip angle maps were
smoothed using a 3x3x3 voxel 3D-median filter to suppress noise and outliers. The
measurement was repeated for each of the three channels. The flip angle maps were
converted to B1 maps by using the relationship
– = “B
+
1
U
·
where U is the transmit voltage and · the pulse duration (assuming a rectangular pulse
shape). To enable comparison with simulation the maps were normalised by the mea-
sured transmitted power.
In general two ways for normalising the B1 maps to the input power exist, depending
on the actual experiment: Firstly, normalisation to the nominal transmitter voltage
which is accessible from the scanner or console or, secondly, normalisation to the accepted
power2 measured by the so called TALES power monitoring units. While the latter
is physically more relevant the first choice is easier to access and has more stringent
2In general a well matched coil will provide accepted power roughly equivalent to forward power
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Table 6.1.: Sequence parameters for the di erent B1 mapping protocols. All images were acquired at the
scanner isocentre.
Sequence TR [ms] TE [ms] ·p [µs] U [V] FOV [mm] Resolution
AFI 110.0 2.5 700 70.0 280◊ 280◊ 176 1.8mm iso
Bloch-Siegert GRE 500.0 10 8000 150.0 280◊ 280◊ 176 4.4mm iso
relationship to the coil voltages that can be directly controlled via the scanner console.
In general for all comparisons simulation vs. measurement the input power will be used.
6.3.4. RF Shimming
Corresponding to the previous chapter the individual control of the modes allows tailor-
ing of the excitation field to desired regions of interest. For this purpose the methods
outlined in 4 were used to optimise the RF field for increased homogeneity. Experiments
were performed on an excised human brain placed in a plastic cylinder filled with for-
malin. Due to the fixation process, the relaxation times of the tissue where reduced to
a point where the AFI method was not suitable any more. Therefore, a Bloch-Siegert
Shift based GRE sequence [107] was employed (Parameters see Table 6.1). The relative
transmit phase data of the individual transmit channels were recorded by an additional
set of low tip angle GRE images. The resulting B1 maps were used to optimise the B1
distribution for the whole cylinder, in terms of MLS B1 shimming [129] as described in
the previous chapter. To assess the performance of the antenna for region based RF
shimming a ROI was created in a thick axial cross section of the cylinder which was
chosen as the target. The measured B1 maps were then superimposed retrospectively to
predict the B1 shimming performance for di erent combinations of the three di erent
modes.
Subsequently simulated data were used to analyse the possibility of shaping the circular
radiofrequency field within a human head. For this the simulated fields were fed ínto
the shimming algorithm and the forward predicted field distributions were visualised.
6.4. Results
A comparison between field mapping and simulated data is shown in Fig. 6.5. The line
profile along the z-axis is displayed in this Figure together with two slices of simulated
and measured field maps respectively.
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Figure 6.5.: Comparison of measured and simulated data for the cylindrical bottle phantom. Fields maps are
displayed in the two insets (left: measurement, right: simulation). Good agreement is observed
while the measurement shows pronounced field values at the irradiated side of the phantom.
Measurement and simulation show a good qualitative as well as quantitative agree-
ment. The measured data shows increased values close to the irradiated side of the
phantom. Reasons for that may include unavoidable errors in the setup of the sim-
ulation domain or wrong assumptions of the material parameters. Magnitude images
recored from a human post mortem brain with the antenna are shown in Fig. 6.6 for
three by three di erent central cross sections, where each triple was acquired with only
one of the three ports transmitting. One observes the distinct field patterns associated
with the transmitting channel especially expressed by areas with almost complete signal
cancellation. The monopole provides the best image homogeneity but has the expected
signal null in the middle.
Figure 6.7 presents slices of the measured B1 map e ciencies of the same setup,
showing the distinct patterns of the individual channels.
In particular the diverse field geometry between the monopole and the two patch ports
can be seen. Those data were used for the RF shimming experiments. Figure 6.8 presents
the results from the homogenisation experiment which aimed at a reduction of the field
variation over the whole volume of interest. It is evident that RF shimming alone is
not capable of completely removing the B1 inhomogeneities encountered, that is not
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Figure 6.6.: Sagittal, coronal and transverse cross sections of a human post mortem brain immersed in fluid
acquired with the multi mode travelling wave antenna used for reception and transmission. For
transmission only one channel was active at a given time. The distinct field pattern is expressed
in di erent positions of the field minima. Note that these images represent the superposition of
reception and transmission sensitivity.
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Figure 6.7.: Field maps (B1 e ciencies) in µT per volt for the individual channels of the antenna shown for
a slice along the middle of the cylinder (long axis running from top to bottom). From left to
right: TE11x, TE11y, TM01.
surprising given the small RF wavelength, which supports enhanced spatial variations
of the B1 field and low number of available transmission channels. Nevertheless the
shimming enhances the e ciency in some distinct areas. The power of the antenna is
better illustrated with the ROI based RF shimming.
The images shown together with the field patterns reflect the properties of the field
maps. Especially the zero locations are shown in the corresponding cross sections.
Figure 6.9 shows the importance of independently driving all three channels. E.g.
only using the patch channels no radial variation of the field can be achieved, this only
possible by including the monopole channel. It is also evident that the combination of all
three channels is only minimally better than just combining patch 2 and the monopole.
This is explained by the spatial distribution of the field patterns as the maxima of patch
2 are present in the chosen ROI. A change in the ROI position would change the results
of the experiments.
Consequently utilising all three channels o ers the best flexibility for ROI shimming.
This may be especially interesting for localised spectroscopic applications [149].
In Vivo Simulations
Due to the experimental nature of the antenna and the status of the scanner in vivo
experiments are yet not permitted. Given the good agreement between simulation and
experiment one can draw conclusion on the in vivo application from simulations. Fig-
ure 6.10 shows the simulated field patterns of each of the channels for a human subject
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Figure 6.8.: RF Shimming experiment targeting at full homogenisation of the sample, a human post mortem
brain placed in a cylinder filled with formalin. a Image obtained without RF shim b Image
obtained after RF shimming c Field distribution before RF shim d Field distribution after RF
shim. One observes that the RF shim is not capable to completely remove the encountered
inhomogeneities but does increase the field, especially in specific areas pointed toby the arrows.
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Figure 6.9.: ROI (dashed rectangle) based RF Shimming simulation based on measured field maps using
di erent combinations of the available modes Patch 1 (P1), Patch 2 (P2), Monopole (M)).
Target field was 11.74 µT, i.e. 0.5 kHz Rabi frequency. Mean and standard deviation within the
ROI are denoted below each experiment. The best solution is achieved with all three modes.
within the MR scanner. The field patterns significantly di er to those previously shown,
compared with e.g. the cylindrical phantoms or the post mortem experiment, which is
a result of the irregular shape of the human body and the varying dielectric properties
inside. Especially interesting is the fact that the maxima of the field are distributed
around the neck of the human model rather than in the brain. This is a consequence of
onset of the shoulders of the human model. The change in electric properties results in a
di erent penetration of the travelling wave into the tissue. This can be appreciated also
in the background field patterns (shown semi transparent). This may be addressed by
the addition of e.g. dieletric pads [165] that can be instrumentalised to focus or smooth
the B1 field distributions when placed appropriately.
Simple phase adjustment to desired locations of interest can be performed to steer
the high e ciency locations of the RF field. This is illustrated in Fig. 6.11. Just
plain summation of the RF fields (driving them without phase o sets) creates a rather
ine cient excitation mode. Focussing the excitation on di erent locations in the brain
creates more e cient and distinct excitation patterns.
6.4.1. Parallel Imaging Performance
Like array coils the multi channel antenna can also be utilised for partial parallel imaging,
e.g. the acceleration of the MR imaging process by reconstruction missing k-space data
119
6. Field Measurements and RF Shimming for Multi-Mode Travelling-Wave MRI at 9.4T
0.05 0.10 0.15 0.20 0.25
a b c
µT W-1/2
Figure 6.10.: Axial cross sections of the simulated B1 field in vivo irradiated by the multi mode antenna. The
TE mode (a and b) in both polarisations shows the common S pattern while the monopole (c)
shows a structure comparable to the fields encountered in phantom experiments. The highest
field strength occurs in the neck where it is usually undesirable. The background is shown
dimmed to better delineate the contours of the human body.
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Figure 6.11.: Axial cross sections of the simulated B1 field e ciencies in uT/
Ô
W irradiated by the multi
mode antenna after phased recombination: recombination without phase o sets (a); (b) and
(c) recombinations targeted at di erent locations in the brain (inidcated by crosses). The ability
to steer the RF field is demonstrated. The background is shown dimmed to better delineate
the contours of the human body.
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R=3 R=2 no PI
PE
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Figure 6.12.: The post mortem sample was imaged using a 2D GRE sequence (axial slices) with acceleration
factor 3,2 and no acceleration. Phase encode direction was varied to top to bottom (top row)
and left to right (bottom row). While an acceleration factor of 2 shows good results strongly
visible artefacts are visible for the R=3 acceleration. Nevertheless the performance is in general
quite good considering that only three channels were used for reconstruction.
by appropriate consideration of additional (spatial) information. Those information
is gained by multiple receive elements with spatially distinct receive sensitivities and
exploited in specific algorithms (e.g. [139], [166]). Here the GRAPPA algorithm [139] was
used. In general, the performance of utilising several receive channels, namely increased
SNR and the possibility of scan acceleration, scales with the number of available receive
channels where a number of three is usually considered low. However, a high diversity
of the associated receive field patterns does improve the performance of the parallel
imaging results. To analyse the performance for the antenna in the parallel receive case
a standard use case based on the scanners image reconstruction was performed. An axial
slice of the phantom cylinder was imaged twice with alternated phase encode direction
and acceleration factors R = 3 and R = 2. Additionally two non-accelerated images
were acquired.
The imaging results are shown in Fig. 6.12 and indicate that that an acceleration
factor of 2 is readily achievable with the 3 channel setup which is quite remarkable as
usually higher numbers of receive channels are required for good quality reconstructions.
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Full exploitation of the diverse sensitivity patterns could be employed by engaging into
more advanced undersampling schemes [167] and/or 3D undersampling.
6.5. Conclusion and Discussion
The multi-mode travelling wave antenna has been characterised and it’s performance
was found to agree well with FIT simulations. The feasibility of acquiring high quality
MR images has been shown and the advantages obtained by the multi-channel system
have been demonstrated. In vivo simulations indicate that the field distribution, in
particular that of the monopole channel, is suboptimal and may need to be modified
e.g. by the application of additional dielectric loads [165], [168], [169] placed on the
shoulders. In comparison to resonator coil designs a travelling wave antenna o ers lower
transmit/receive e ciency at a larger FOV with the advantage of easier handling and
positioning. In general a lower e ciency is predicted for in vivo applications. The
presented setup is limited by the fact that it can only utilise three out of eight transmit
channels which supply only up to 3 kW of RF power. This, may be insu cient for more
demanding applications such as high power inversion pulses or refocussing pulses for
spin echo based MRI. Travelling Wave MRI may be of special interest for applications
which require a large FOV (whole body MRI) or in combination with conventional coil
designs where the travelling wave antenna could provide diverse additional spatial field
variations while keeping the SNR benefits of using multiple small receiver elements [170].
This strategy may even further enhance the parallel imaging capabilities of the isolated
coil designs due to the extreme diversity of the field pattern. The travelling wave concept
was furthermore shown to be an excellent companion system for x-nuclei application.
For example in [171] it was demonstrated that a travelling wave antenna can e ciently
by applied for shimming of the static magnetic field based on the (much more intense)
proton signal in the presence of the sodium coil.
The applications enabled by the travelling wave system require enhances in the available
hardware basis - as all pTX applications it is a strict requirement that online power
management exists that can accurately determine the amount of reflected power and
forward power - a necessary quantity to get a hold on the actually delivered SAR. This
is necessary as to avoid any kind of channel malfunction. In this study the integrated
power monitoring solution (named TALES) provided by the vendor was utilised. While
no in vivo measurements were performed the proper working of system indicates the
feasibility of human imaging with the antenna.
In general SAR is expected to be less critical compared to local coils as the high electric
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currents (as present in the lumped elements on the antenna) are (generally) placed
further away from the human body, yet some additional E fields may be irradiated by
the antenna, a ecting body parts further way. While this amount is expected to be
small safety is the top most concern when engaging into human examinations and this,
therefore, needs to be carefully investigated using simulation studies.
To conclude the multi-mode travelling wave concept o ers an interesting addition to the
vast number of available MR coil designs. While it will probably show not to be su cient
for e cient imaging at UHF alone - it may in conjunction provide a very valuable
addition. Foundation has been laid in this chapter with simulations and measurements
indicating that e cient RF shimming is possible and very accurate simulations (validated
by measurements) can allow appropriate SAR predictions.
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7. MR Influences on
Simultaneous PET
Measurements
7.1. Introduction
Medical imaging modalities such as MRI, CT and PET have become cornerstones of
modern state-of-the art diagnostics and allow for a deep insight into multilevel structure
and function of the human organism. Naturally each of these modalities comes along
with specific strengths and weaknesses, e.g. PET dominates the accessibility of direct
metabolic information, CT o ers the best bone delineation while MRI can provide un-
rivaled soft tissue contrast. Consequently quite early the concept of combined imaging
modalities has been introduced, the direct advantages being inherent temporal and spa-
tial coregistration of the acquired data. The complementary obtained information can
then provide a even deeper insight into the questioned processes. On an economic level
combined imaging modalities also provide a higher patient throughput. A technologically
mature example of this is PET/CT, which has basically completely replaced stand-alone
PET scanners. More recently the interest in combined and hybrid MR/PET led to the
first commercially available solutions [172]–[174]. Further integration of several imaging
modalities (including EEG and UHF MRI) is an ongoing field of research [13].
While the combination of PET and CT applies conventional PET detector technology,
integration of MR and PET is a much more di cult project. First the confined space
within the MR scanner necessitates novel designs of the MR and gradient system to
simply fit into the field of view. Second, the PET detectors are exposed to the static
and time varying (RF and gradients) magnetic fields of the MR system which necessitates
a shielding in the kHz and MHz regime as well as components insensitive to the strong
magnetic fields. This particularly involves the photodetectors which are not compatible
with a strong magnetic field. The combination of both modalities does also enforce
modifications of the MR system, e.g. local MR coils, such as dedicated head coils,
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require adaption to reduce the attenuation of the emitted photons. Though, it is still
necessary to correct for these e ects during postprocessing.
A prototype of a dedicated MR/PET system, based on a PET insert placed a in a com-
mercial MR scanner, has shown the depth of information accessible with this modality
[175]. While this is already a rather advanced system which implements countermea-
sures against a variety of the possible mutual interferences (e.g. temperature, vibration,
etc. [173], [176], [177]) it was observed that during active MR sequences the observed
PET count rate drops by a small though clearly observable amount [178]. It was also
observed that the actual reduction fraction depends on the particular MR sequences
and the specific parameters, such as TR and slice orientation (c.f. Fig 7.1). Similar
observations were reported by Catana et. al [179].
In particular, the MPRAGE sequence (T1 weighted, gradient echo based [180]) did
not exhibit a large count rate drop while the EPI sequence does. As EPI comprises
much stronger and faster switching gradients this implies a dependence on the applied
gradient schemes. The anisotropy of the observed e ect, induced when changing the
slice orientation, also implies a dependence on the gradient direction. While the e ects
do not seem to impact the images in the first place, variations of the measured count
rate could lead to erroneous results, e.g. in neuroreceptor studies [181], [182], which
require a proper and sensitive quantification of the PET signal over time.
In this chapter, following a theoretical introduction into the basics of PET, a detailed
analyses of the relationship between the measured PET count rate and gradient and RF
pulses is investigated. For this purpose custom-made test MR protocols as well as a set
of routinely used clinical protocols are utilised. The used protocols include common MP-
RAGE and EPI sequences. The measurements were performed at the MR-BrainPET
scanner.
The results and methods of this chapter were published [183] and presented at inter-
national conferences [184]–[189].
7.2. Basics of Positron Emission Tomography
Positron Emission Tomography (PET) is a diagnostic method based on the emission of
positrons from a radioactive isotope that is chemically attached to a chemical compound
that takes part in the human metabolism (also referred to as tracer). The tracer is
injected into the human body and is then taken into organism and participates in specific
processes. Depending on the actual metabolic processes the tracer will enrich in the
corresponding areas of the body. An example is the so called 18F-Fluordesoxyglucose
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Figure 7.1.: Initial observations of the PET count rate reduction. (a) Exemplary MR (left) and PET (middle)
images and their fusion (right). Images courtesy of the PET research group, FZ Jülich. [175],
[177] (b) Observation during a standard human MR-PET protocol. The count rate reduction
is dependent on the MR sequence and vanishes almost immediately after the end of the MR
scan. Image reproduced, courtesy of the MR-PET research group of the FZ Jülich [175], [177].
(c) Dependence of PET count rate reduction during EPI runs with di erent slice orientation.
Reproduced from Ka anke et al. [178]
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a b
Figure 7.2.: Illustration of —≠ (a) and —≠ (b) decay. (Illustration modified from http://commons.
wikimedia.org. Original image placed in the public domain.)
(FDG, half life 110min) PET which is taken up by specific tumour cells. Those cells
usually exhibit increased energy consumption which is associated with an increased level
of sugar consumption, which mediates an increased transportation of the tracer. The
complex synthesis of the tracer and the short half life are the most demanding features
of PET as they require dedicated facilities for tracer production and proper logistics to
allow in time delivery of the tracer.
The tracer will decay and positrons that annihilate with electrons in their surroundings
and emit a gamma ray. In contrast to MRI a tomographic reconstruction of reconstructed
decay events can be related to a direct quantification of the tracer concentration within
an imaging voxel. Direct metabolic information can be extracted by kinetic modeling
given appropriate a priori knowledge about biochemical processes involving the tracer.
Specialised PET tracers allow observation of the activity of specific neuroreceptors (e.g.
[181], [182]). For this application PET needs to be extremely sensitive as the investigated
changes of the PET signal are in the low percent range.
7.2.1. Theory
Radioactive Decay
Relevant for PET imaging is the —+ decay, which is typically observed for proton-rich
nuclides. A proton of the nuclide decays to a neutron and emits a positron and an electron
neutrino. Correspondingly the mass number of the nuclide remains constant while the
charge number is decreased by one, i.e. the element transforms to its predecessor in the
periodic table. The —+ and — – decay processes are illustrated in Fig. 7.2
For a large number of correspondingly decaying nuclei the decay law
N(t) = N0e≠⁄t (7.1)
determines the actual number of nuclei, N(t), starting from an initial population N0.
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Figure 7.3.: Illustration of the annihilation prcoess of electron and positron. Image from the wikimedia
commons platform (http://commons.wikimedia.org/wiki/File:Annihilation.png, image
placed in the public domain.)
The nucleus dependent decay constant, ⁄, determines the activity
A(t) = ≠dN
dt
(7.2)
with the unit Becquerel (Bq), i.e. decays per second. Characteristic is the half-life,
T1/2 =
ln 2
⁄
(7.3)
which determines the statistical average of the time necessary for the decay of half
of the present nuclei. PET tracer usually make use of fast decaying isotopes with half
lifes in the order of minutes or hours. This has the advantage, that the radioactive
contamination of the patient naturally vanishes within a short time. This does on the
other hand cause issues with the production as large fractions of the tracer will have
decayed when, e.g. long transportation ways are necessary.
Annihilation
The positrons emitted by the radioactive compound will annihilate with an electron and
emit two photons with an energy of 511 keV, i.e. the sum corresponds basically to the
rest energy of the positronium, which are directed at an angle of almost 180 deg1.
The photons will than travel outwards from their origin location. The “ may then
interact with the surrounding matter which may lead to either reduction of energy and
a change of direction. A detailed description of the interaction processes is out of the
scope of this work, but detailed descriptions of the interaction processes, namely the
photoelectric e ect, the Compton scattering and the pair production may be found
in the literature. The prominent e ect for PET is that the probability of a photon
1The exact angle di ers to 180 deg due to the non-zero transverse impulse, pT , of both particles. The
di erence angle, ◊, is given as tan ◊ = pTmec
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originating from the unknown location x, to the location of the detector x1/2, is given
by
p1 Ã exp
Qa≠ x1⁄
x
µ(l) dl
Rb (7.4)
and correspondingly
p2 Ã exp
Qa≠ x⁄
x2
µ(l) dl
Rb (7.5)
it follows that the probability of both photons hitting the corresponding detector is
given by the product
p = p1p2 Ã exp
Qa≠ x2⁄
x1
µ(l) dl
Rb (7.6)
which does only depend on the line integral of the local attenuation coe cient µ(l).
Given the knowledge of this, generally energy dependent, coe cient (e.g. measured by an
x-ray absorption measurement) one can correct the incident PET count rate, a process
referred to as attenuation correction. While this is, for conventional PET systems,
achieved by an additional x-ray source that measures the corresponding line integral,
combined MR-PET systems require additional information for this, e.g. extraction of
bones from MR scans or CT priors [179], [190].
Detection
The incident “ belong to the XUV radiation range, to facilitate their detection they are
converted into visible photons. PET detectors are usually ring shaped and placed around
the subject to allow the aforementioned coincidence detection. Conventionally the first
stage of the detector is a scintillation crystal. The photons deposit part of their energy
into impact processes with the crystal structure which create excited states. During
relaxation to the ground state the corresponding energy is emitted as visible photons.
The total intensity of emitted light is therefore proportional to the number of scintillation
events. Given the low absolute intensity of the scintillation light a photomultiplier or a
corresponding semiconductor based device (e.g. Avalanche Photo Diodes - APDs [191])
is used to convert the light impulse into a measurable electrical current. MR compatible
detectors employ semiconductor based detectors as photo multipliers are not operational
in the strong magnetic fields of an MRI scanner.
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Figure 7.4.: Illustration of the PET acquisition process. After annihilation of —+ and —≠ two “ are emitted.
Scintillation signals are processed by the coincidence electronics. The measured events are
processed to generate the PET image. Illustration from http://de.wikipedia.org/wiki/
Positronen-Emissions-Tomographie .
Event Qualification Given the uncertainties associated with the PET measurement
processes (for contemporary correction methods see [190], [192]–[194]) it is necessary to
check each event if it is a proper PET decay. This is performed based on a multi-level
approach, verifying the energy of the incident event and checking if the two opposite
detectors register the same event within a short predefined coincidence window which is
dictated by the speed of light and the linear distance between the detectors. Due to the
short distances in the order of 1m this window is usually a few nanoseconds. Recent
advances in PET detector technologies aim at integrating a time-of-flight detection that
would allow the flight time di erence of both photons which can be used for further
optimisation of the resulting data.
Image reconstruction
The tomographic information, represented as the measured line integrals, can be inverted
by applying Filtered-Back-Projection (FBP). FBP is based on the inverse Radon trans-
form. While the FBP allows for a fast image reconstruction, it does not allow for the
straight forward integration of certain corrections. It has, therefore, been replaced in the
majority of applications and/or products by iterative reconstruction methods [195] that
can nowadays operate fast enough on commodity computer hardware. Improvements in
image reconstruction algorithms can be exploited to optimise image quality and resolu-
131
7. MR Influences on Simultaneous PET Measurements
tion [196]. A review on basic and contemporary image reconstruction methods can be
found in [197].
Correction of system imperfections
As mentioned, imperfections in the measurement process require distinct correction pro-
cedures. PET usually involves normalisation of the scintillation crystal e ciencies to
compensate for deviations in the amount of light gained depending on the crystal. A
random correction is performed to reduce or remove the influence of random coincidences
which are generated during the measurement. Accordingly a simulation based scatter
correction is applied that removes the e ects of scattered events from the true events.
Furthermore a deadtime and pileup correction adds correction depending on dead time of
a detector which follows after the detection of an event. Very high count rates can also
express themselves in a saturation of the measured countrate (pile up) - which needs
to be compensated. Finally attenuation correction corrects the X-ray absorption the
photons experience during their way out of the sample. A detailed description of the
correction procedures is out of the scope of this work. The corrections can be applied
directly to the data or are (better) modelled within the image reconstruction framework.
The calibration data for the correction are usually obtained during routine quality assur-
ance measurements. Further corrections can be applied to account for other e ects that
may have a negative impact on PET image quality and quantification. Amongst those
are motion correction (e.g. [198]) and correction of MR based influences as discussed in
this chapter (see also [183]).
7.3. Methods and Materials
7.3.1. Hardware
MR scanner
The MR system is based on a commercially available Magnetom Trio (Siemens Health-
care, Erlangen, Germany) 3T whole body MRI system equipped with a gradient system
capable of a gradient amplitude of 40mT/m at 200mT/mms on each of the physical axes.
The MR system o ers a 60 cm clear bore to accommodate the patient table and the
PET insert. The integrated body coil is deactivated as the RF and shielding of the PET
insert would shield any RF signal to/from the inner volume of the insert. Instead, a
birdcage transmit/receive head coil combined with an eight channel receive array is used
for imaging purposes. The coil is optimised regarding its attenuation characteristics to
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reduce artefacts generated in the PET images. The head coil can also be completely
removed from the MR scanner bore, which allows unbiased PET only measurements.
BrainPET insert
For simultaneous MR-PET measurements BrainPET (Siemens Healthcare, Erlangen,
Germany) inserts [172] are available for the 3T and 9.4T MR scanners. The BrainPET
system consists of 32 copper-shielded detector cassettes (RF and gradient shielding).
The cassettes contain six detector blocks each with a 12 by 12 matrix of lutethium ortho
silicate (LSO) crystals. The crystal matrix is read out by a three by three array of
magneto insensitive Avalanche Photo Diodes (APDs) [199], semiconductor devices that
replace conventional photomultipliers. The pre-amplified analog signals of each detector
cassette are transmitted via shielded cables to the filter plate which isolates the main
PET electronics from the MR cabin. Digitisation and further processing of the PET
signals, energy and position determination of singles, as well as coincidence search is
performed on dedicated hardware mounted outside the MR cabin. An analog pulse
representing a single event that passes signal level discrimination, the constant fraction
discriminator (CFD), is referred to as a CFD single. The CFD single is checked for
its energy (window: 420 keV to 580 keV) and its position (within a certain area of the
detector block), resulting in an XYE qualified single. Only XYE qualified single events
that are detected within a certain timing window (here 12 ns) are taken into account for
coincidence lookup.
Direct signal detection To analyse the direct influence of the MR sequence on the
measurement a dedicated analysis board was connected to four detector blocks. A four
channel Tektronix oscilloscope was connected to this board and the gradient diagnos-
tics output of the MR scanner, which allowed triggered measurements of the apparent
PET signal. To unveil the interactions of the MR system and the PET detector, those
measurements observing the detector output without any phantom positioned in the de-
tector. That removed the necessity to distinguish the unwanted e ects from the counts
experienced by the detector (which are much more pronounced in amplitude, but uncor-
related).
For the presented experiments the 3T MRI scanner and its BrainPET insert were used.
Given that bore size and gradient system of the 9.4T and the 3T scanner are identical
– the only di erence that remains is the stronger magnetic field (and the corresponding
increased RF frequency). As the 3T system provides easier access to the PET system
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and the static magnetic field has less influences on measurement equipment (oscillo-
scope,etc) it was chosen for the subsequent experiment. It is assumed that the results
and procedures can be translated to the UHF scanner without substantial problems.
7.3.2. Phantoms
Unless stated otherwise the PET measurements were performed with a cylindrical phan-
tom (diameter 20 cm, length 20 cm) filled with 68Ge and its’ decay product 68Ga (T1/2)
gel with an activity of 120MBq. The half-life of the 68Ge is approximately 270 days en-
suring a stable activity over the short duration of the experiments. 68Ge decays to 68Ga
which itself emits —+ which undergo the known annihilation with —≠ and generate the
PET detectable pair. This gel is not visible to proton MRI. Specific experiments required
an MR visible phantom to allow automated calibration processes that are executed by
the MR scanner when executing certain sequences. Therefore for specific (indicated)
measurements a cylindrical phantom (diameter 14 cm length 20 cm) filled 18F diluted in
H2O was used instead.
7.3.3. Software
MRI The customised MR sequence was programmed for the Syngo VB13P software
platform using the IDEA framework. The sequence (compare Fig.7.5) individually con-
trolled gradient and RF channels.
Gradients for each axis can be activated or deactivated but where identical (in ampli-
tude and timing) when executed. The gradient featured symmetric ramps at both times,
whereas the slew rate of the ramp was controllable, as well as the flat top duration of
the gradient. Only rectangular RF pulses were examined where duration and driving
voltage could be controlled. The examination is limited to rectangular RF pulses as the
slow amplitude modulation for band-limited pulses is anyways lower frequent compared
to the carrier frequency oscillations. Gradient and RF block (if present) did always start
at the same timepoint. Optionally the trapezoidal gradient could be replaced by an arbi-
trary gradient shape to analyse the e ect of those on the PET system. After completed
gradient (ramp down) and RF events a variable dead time was inserted that did fill up
the timing to a common specified TR interval. The whole process was repeated several
times, usually to obtain a total time of MR activity of approximately one minute (which
did then include several thousands repetitions of the unit block).
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Figure 7.5.: Sequence diagram illustrating the utilised test sequence. Gradient and RF pulses are executed
periodically with a total measurement time in the order of minutes.
PET Acquisition and image reconstruction During the measurement PET data were
acquired in listmode using the vendor provided console computer. Post-processing of the
PET data was performed using the ROOT software framework2 and in-house developed
programmes. This did allow direct access to the PET data of singles at di erent levels of
quantification and coincidence detection. The interesting measure was here mainly the
PET count rate, i.e. total the number of detected events per second. Later measurements
showed it to be su cient to be examining only the total averaged total count rate over
all detector blocks. The reconstruction of PET images (if applicable) is performed
using a vendor-provided implementation of a 3D OP-OSEM algorithm [195]. A variance
reduction method [192] is applied for correction of random coincidences. For attenuation
correction, a template-based approach is applied [190]. Scatter correction is performed
based on a vendor-provided scatter simulation of the detector system [193].
7.3.4. Experiments
Given the known e ect of the count rate reduction, the origin and parameter dependence
was analysed by several experiments. The measurement setup as indicated in Fig. 7.6
was used.
The e ect of gradient and RF pulses is studied independently. For gradient pulses
2http://root.cern.ch
135
7. MR Influences on Simultaneous PET Measurements
Figure 7.6.: Photograph of the measurement setup with the patient table moved to the home position. Please
note that for the experiments that did not require the RF headcoil, the coil was placed behind
the MR scanner, out of the PET field of view.
parameters, such as, TR, rise time, flat top time and dependence on gradient orientation
were checked.
RF influence
The e ect of the radiofrequency pulses was examined by running the test sequence
with RF pulses only. A rectangular RF pulse shape was chosen. For triggering of the
oscilloscope a gradient with a low amplitude of 1mT/m was switched concurrently. To
exclude any e ect of the gradient itself the measurement was subsequently performed
with the gradient pulse only. The RF pulse duration, RF amplitude and repetition time
were varied.
Gradient influence
Influence of the gradient switching on the PET signal levels was systematically analysed
using a set of experiments comprising variation of the rise time of the gradient, the flat
top duration and the amplitude. Additionally it was examined wether the induced count
rate drops add linearly, i.e. if the relative countrate of a combination of gradients on
several axes is equal to the sum of the count rate reduction induced by two gradients
played out individually.
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Figure 7.7.: Alternative gradient shapes (a) together with their slew rate (b) and 0th moment (c).
Non-trapezoidal shapes
Given the association of the observed countrate drop with the gradient ramps motivates
the analysis of the e ects of nonlinearly ramped gradient pulses, i.e. gradient pulses
that have a non-constant slew rate during the approach to their flattop value. The
rational of this is the observed slewrate dependence and the pronounced signal artefacts
encountered at the end of the gradient ramp where there the slew rate suddenly decays
to zero. To investigate the di erent e ects a selection of alternative gradient ramps was
implemented on the MR scanner software platform and integrated in the aforementioned
test sequence. Plots of the gradients (and their derivatives and moments) are shown in
Fig. 7.7.
The experiment was performed in accordance to the prior study; the countrate and
the induced signal distortions were monitored.
E ect on realistic protocols
To complete the measurements the e ect on realistic MR protocols, roughly equivalent
to those performed in [200], was analysed. The performed sequences were
localizer (short overview measurement; 2D GRE; three orthogonal slices, TR/TE=22ms/5ms,
TA=0:20 min)
MP-RAGE (GRE based, TR/TE=2000ms/1.29ms, TA=2:02 min)
UTE (ultra short echo time, T2* weighted image for bone detection, 3D dual-echo
radial center out projection acquisition, TR/TE1/TE2= 200ms/0.07ms/2.46ms,
TA=2:20 min)
EPI (echo planar imaging, applied in fMRI, TR/TE=1450ms/49ms, TA=5:59 min)
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Figure 7.8.: Count rate as a function of gradient amplitude for all three di erent gradient directions. The plot
shows the prompt signal together with CFD and XYE qualified singles. The e ect of gradient
amplitude and direction is evident.
FLAIR (T2 weighted anatomical measurement, 2D spin-echo based TR/TE=9490ms/109ms,
TA=4:27 min)
DTI (di usion tensor imaging; EPI readout with additional (strong) di usion weighting
gradients TR/TE=7900ms/99ms, di usion b-value= 1000s/mm2, TA=4:52 min)
All measurements were conducted with the MR visible FDG phantom to allow the
automatic calibration procedures of the MR scanner to be carried out.
7.4. Results
7.4.1. Gradient influence
Figure 7.8 shows the measured PET count rate as a function of gradient amplitude and
direction for a fixed slew rate of 6.5 us/mT/m. The strongest e ect is observed when the
z gradient is switched while the e ect of both transverse gradients is almost identical.
The induced distortions at the PET detector are visualised in Fig. 7.9. No specific PET
phantom was present in the detector. The measured activity results from the intrinsic
activity of the LSO crystals which contain a small percentage of radioactive LSO that
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Figure 7.9.: Measured PET signal triggered on gradient pulses, averaged multiple time, with 2.5ms TR with
short (top) and long (middle) ramps. One observes that artificial signal voltages are induced at
beginning and start of the gradient ramps. In contrast the execution of RF pulses does not show
any associated signal variations (bottom).
emit 307 keV singles. In contrast, one observes evident signal peaks at start and end
of the gradient ramps, furthermore one observed an increased noise level during the
gradient flat top. it is also evident that the distortions are more pronounced the steeper
the gradient ramp is. It is assumed that this causes the experienced count rate drop,
as e.g. the detected spikes during the gradient onset may generate a change in baseline
signal resulting in a failure of energy detection. This e ect cannot be rejected as scatter
in this case. This hypothesis is supported by the fact that a prolonged gradient flat top
does not influence the count rate statistics, i.e. the increased noise level does not a ect
the acquisition results. When inspecting Figure 7.8 it is also evident that the only the
XYE-qualified and prompt events are e ected by the count rate drop. This underlines
the hypothesis that the MR switching conflicts with the PET processing electronics.
The same trend is observed for the repetition time dependence as given in Table 7.1.
The measured count rate drops (from three experiments) for di erent amplitudes is
detailed in 7.2. The standard deviations indicate the stability of the measurements.
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Table 7.1.: Count rate drop in percent for the di erent gradient axes and repetition times.
TR Gx Gy Gz
20.0ms 0.10± 0.0061 ≠0.09± 0.0016 ≠0.17± 0.018
10.0ms ≠0.16± 0.0021 ≠0.09± 0.009 ≠0.31± 0.007
5.0ms ≠0.19± 0.09 ≠0.19± 0.0078 ≠0.53± 0.0041
2.5ms ≠0.48± 0.13 ≠0.42± 0.0038 ≠1.08± 0.14
1.2ms ≠1.04± 0.17 ≠0.84± 0.121 ≠2.15± 0.41
Table 7.2.: Count rate drop in percent for the di erent gradient axes and amplitudes.
Amplitude Gx Gy Gz
5mT/m ≠0.12± 0.009 ≠0.11± 0.002 ≠0.55± 0.02
10mT/m ≠0.23± 0.013 ≠0.22± 0.0018 ≠1.0± 0.063
15mT/m ≠0.36± 0.014 ≠0.29± 0.015 -1.0± 0.063
20mT/m ≠0.47± 0.028 ≠0.41± 0.012 ≠1.1± 0.11
Evidently the Gz gradient causes the largest e ect. The dependence on the gradient
rise time is given in Table 7.3. While for the Gz gradient there is a monotonic decrease
of the count rate drop e ect this is not the case for the x and y gradient. Here the count
rate drop gets worse at some point. The measurements were repeated several times to
underline this fact.
Finally a linarity check was performed to verify the independence of the e ect caused
by each gradient axis by using gradient pulses on several axes. The results (Table 7.4)
show a good agreement with the assumed linearity of the e ect.
Table 7.3.: Count rate drop in percent for the di erent gradient axes and rise times.
trise Gx Gy Gz
6.5 us/mT/m ≠0.51± 0.011 ≠0.46± 0.018 ≠1.2± 0.078
15 us/mT/m ≠0.22± 0.022 ≠0.23± 0.032 ≠0.31± 0.041
30 us/mT/m ≠0.15± 0.041 ≠0.14± 0.041 ≠0.19± 0.043
50 us/mT/m ≠0.36± 0.038 ≠0.38± 0.021 ≠0.09± 0.007
75 us/mT/m ≠0.26± 0.029 ≠0.26± 0.031 ≠0.07± 0.0039
100 us/mT/m ≠0.21± 0.031 ≠0.17± 0.033 ≠0.06± 0.0079
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Table 7.4.: Linearity of count rate drop for the di erent gradient axes.
Gradient Measured Estimated
Gx 0.41% -
Gy 0.33% -
Gz 0.99% -
Gx+Gy 0.81% 0.74%
Gx+Gz 1.38% 1.40%
Gy+Gz 1.35% 1.32%
Gx+Gy+Gz 1.79% 1.73%
a b c
Figure 7.10.: E ect of alternative gradient shapes on PET output signal measured with an oscilloscope and
measured over several cycles. No PET active phantom was placed in the scanner. The measured
signal should therefore be completely uncorrelated noise. In contrast, clear e ects are visible
during the gradient ramps.
Non-trapezoidal Gradient Shapes
Figure 7.10 show the observed signal fluctuations during application of the alternative
gradient shapes. While the incurred distortions are evidently di erent to those experi-
enced with conventional trapezoidal gradients there is no clear trend towards a smaller
count rate reduction.
An analysis of the actually experienced count rate drop yield results with a non mono-
tonic behaviour on parameters like slew rate and amplitude. A fact that makes usage
of such gradient waveforms unattractive to potentially reduce the adverse e ects expe-
rienced with simultaneous MR measurements.
7.4.2. RF influence
The applied RF irradiation did not show an e ect on the measured PET count rate. No
distortions on any level of the PET signal processing chain could be detected (Fig. 7.9).
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Table 7.5.: Relative countrate drop,  fl in percent, during the realistic MR protocols
Localizer MP-RAGE UTE EPI
≠0.81± 0.02 ≠0.77± 0.017 ≠1.48± 0.13 ≠1.03± 0.081
FLAIR DTI-1 DTI-2
≠0.32± 0.025 ≠1.17± 0.092 ≠0.98± 0.043
No e ect of the RF transmission on the PET detector temperature (continuously mon-
itored during the experiments) could be observed in addition. The RF shielding of the
PET system does, therefore, seem to be absolutely su cient to shield any e ects caused
by the radiofrequency irradiation.
7.4.3. E ects on realistic protocols
The relative count rate reduction during the realistic protocols was assessed. The results
are given in Table 7.5. One observes and confirms the fact that the more gradient
intensive sequences cause the largest degree of count rate drop. This is consistent with
the results obtained from the test sequences performed earlier.
Example plots of the measured count rate are presented in Fig 7.11 for the MPRAGE
and the UTE sequence. One observes the irregular shape of the count rate drop caused
by the UTR sequence, probably caused by the radial k-space sampling. The subfigures
b and c show PET images of data with and without MR activity. The UTE sequence
causes the strongest e ect, probably due to its high gradient utilisation.
The reconstructed images do not show any systematic variations or artefacts. Overall
the count rate reductions remain in the low percentage range. Correction of those
influences is possible to further remove those e ects as outlined in [183]. This finding
strengthens the hypothesis that it is safe to perform concurrent measurements with the
present setup. The residual count rate reductions are small. Further analysis of the
reconstructed images shows that the induced distortions are randomly distributed, e.g.
no systematic deviation is measurable. This is appreciable as the e ect will basically
manifest itself as an increased noise level.
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Figure 7.11.: Count rate as a function of gradient amplitude for all three di erent gradient directions. The
plot shows the prompt signal together with CFD and XYE qualified singles. The e ect of
gradient amplitude and direction is evident.
7.5. Conclusion and Discussion
The influence of MRI on PET during simultaneous measurements with the Siemens 3T
MR-BrainPET has been investigated and described as function of relevant MR parame-
ters. The parameters include the influence of the static B0 field, the RF field as well as
the direction, amplitude, rise time and repetition time of the gradient fields. RF pulses
were found to have no measurable influence of the apparent countrate with the present
detector setup. Though, maximally allowed RF duty cycles were employed to unravel
possible e ects, this supports the thesis of a very thorough RF shielding and a generally
good RF immunity of systems performing the digitisation outside the MR scanner. The
gradient fields were identified as the primary source of the count rate decrease which was
found to be in the range of a few percent during simultaneous MR-BrainPET studies.
The distortion of the analog signals on the PET hardware appears as the reason for those
e ects. This a ects the baseline signal during the ramp periods of the MR gradients.
An anisotropy of the e ect was found between the gradient axes, i.e. the Gz gradient
induced a stronger count rate drop than the Gx and Gy gradient, which showed nearly
identical e ects. The e ect of several gradients acting at the same time was identical to
the sum of the individual interactions, supporting the thesis that the measured e ect is
related to eddy currents induced in the detector hardware.
The opposite e ect, i.e. no gradient but RF e ects, was experienced in [176] where
the signal digitisation is performed directly on the detector.
It could clearly be validated that the MR activity induces measurable artefacts in
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the PET detector system. For correction of these reproducible influences, a look-up-
table-based method is available [183]. With this procedure, an MR sequence induced
influence on the PET study can be corrected. Although, the influences are highly repro-
ducible they are small compared to other e ects experienced during PET measurements,
e.g. imperfect scatter correction and attenuation correction. Nevertheless, during neu-
roreceptor studies where subtle tracer uptake changes of a few percent are measured
the experienced count rate drop must be taken into account to assure accurate results.
Finally, future designs of hybrid MR-PET scanner may further reduce the reported de-
creases of count rate by appropriate changes in detector hard- and/or firmware. The
signal distortions introduced during gradient ramping may guide the design of filter
procedures to accommodate those issues by proper hardware or software filters.
Further studies could target on incorporating those knowledge in the design of MR-
PET systems and/or the adaptation of MR sequences to nullify the detected e ects.
While this study focussed on the influence the MR scanner activity has on the PET
detector there are also influences the other way around. For the specific case of an
additional insert that is placed inside the bore this is discussed here. One objection is
the additional inhomogeneity of the static field generated by placing the insert within the
field. Those e ects can (partially) be compensated by standard shimming procedures for
the MR magnet, which is the placement of small metal elements (the shims) at specific
locations and by the electromagnetic shimming coils that are run individualised on each
new scan. In general this is enough to avoid deviations on the static magnetic field which
would severely a ect the measurement. Other e ects are associated with the switching
of the gradient coils that could induce persistent eddy currents in the copper shielding of
the PET detector. Those eddy currents would then comprise the correct spatiotemporal
encoding essential to MRI. The analysed detector was designed with that in mind and
contains no large continuous conduction structures that could support large, long term
eddy currents. Finally the detector e ectively acts like a RF shield - shielding RF coils
outside from the imaging volume. This leads to the fact that with the present 3T system
the body coil can not be utilised as the detector is placed between body coil and subject.
This mandates the use of specially engineered local transmit/receive coils. Standard coils
would also not work within the insert as the close RF screen detunes the coil, making it
ine cient or even unusable. Considering the RF screen in the design process of the RF
coils allows e cient construction of specialised coils which are as comparably to those
for standard MR system.
It is assumed that all these e ects and analyses can be translated to the identical
PET detector utilised in the 9.4T MR system as the PET component is identical and a
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gradient system with the same specifications is utilised. What changes is the frequency
of the RF component (120MHz to 400MHz), though the RF shielding should be even
more e ective for higher frequencies. The three times increased static magnetic field
remains as a potential source of problems, though initial investigations were performed
and did not show an detrimental e ect on the PET system.
Therefore, it is concluded, that the BrainPET system can be used for human studies in
an UHF MRI system.
145
7. MR Influences on Simultaneous PET Measurements
146
8. Conclusion
UHF MRI o ers novel opportunities and prospects for insights into the structure and
function of the human brain. The main issue that hampers the routine use of these
advanced MRI techniques was identified to be the inhomogeneity of the B1 field (Chap-
ter 3 and 4). While this can be counteracted with multi-channel transmission, an e ective
spatially-resolved B1 calibration scheme is mandatory in order to fully utilise the power
of this approach. An e ective calibration scheme, as presented in this thesis (Chapter 4),
is a first step to routine application. While a full homogenisation of the excitation is sim-
ply not feasible by simple RF shimming, one needs to further employ advanced strategies
for flip angle homogenisation. While the calibration of a pTX system is feasible, the next
big hurdle is the dramatic increase and localisation of the SAR - which poses severe se-
curity risks and mandates restrictive power limitations. The implications of this became
apparent in this work in Chapter 5 where even highly e cient inversion RF pulses in
conjunction with RF shimming are not su cient to obtain a homogeneous inversion of
the longitudinal magnetisation over the full brain. This was due to the fact that the
imposed power limitations did not allow the adiabatic pulse to fulfil the adiabatic over
the full imaging volume. A remedy for these problems can be provided by further refined
engineering of the RF coil arrays - though also here physical limits apply as conventional
loop coils are limited in their penetration depth by their diameter. Simply increasing the
available power is also not a feasible solution as here patient safety is the limiting fac-
tor. Novel excitation devices, such as multi-mode travelling wave antennae (Chapter 6)
present another valuable approach whereby the antenna can be placed remotely to the
patient and therefore move all elements producing strong E-fields (the main contributors
to SAR) far away from the subject. The downside of this approach is the limited number
of individual transmit modes that can be generated (as this is determined by the diam-
eter of the RF shield) and the high amount of power that is necessary to obtain decent
B1 fields. Obviously, both concepts have downsides which became apparent in this work
– nevertheless the combination of both (although technically challenging) may provide
an extremely valuable solution. The travelling wave antenna could provide somewhat
homogeneous excitation/reception fields, roughly comparable to conventional body coils,
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that could complement the highly localised spatial characteristics of transmit (and re-
ceive) arrays. As indicated this could also provide improved reconstruction performance
for parallel imaging due to the di erent coil profiles. Another very valuable approach is
the introduction of online local SAR supervision approaches [67] which permit a model-
based determination of local SAR in realtime. This provides a further increase in the
available power budget - another step in permitting power intensive application, such as
turbo spin echo sequences. Still this novel technology concept adds another complex-
ity level to the already complex MRI system and requires EM field simulations of the
subject under investigation. In case of severe illnesses simulation templates based on an
average anatomy may no longer be adequate and, therefore, pose the risk of erroneous
estimation of SAR. Certainly, this could be cancelled via appropriate safety margins –
but this would again reduce the available power budget. While UHF MRI o ers di -
cult challenges for engineering and sequence design its prospects are so attractive that,
despite the immense costs and technical challenges, it can provide the next step in the
understanding of the human brain. While it is very well possible to extend UHF MRI
scanners with other imaging modalities, such as PET (Chapter 7) without significant
negative influences of the characteristics of the added modality the next consequent step
would be the design and construction of a novel integrated system that is designed a pri-
ori with those requirements in mind. Specifically that would mean the direct integration
of a PET detector within an UHF magnet, TX/RX coil arrays with optimised attenua-
tion properties and a strong gradient system. Such a system would further enhance the
applicability of the vast variety of successful imaging modalities. In combination with
adapted and improved MR sequences, which are designed to tolerate a certain amount
of variation in the achieved flip angle, routine imaging at UHF will be achievable.
To conclude - succesful application of UHF MRI requires sort of a paradigm shift that
a ects all components of an MRI - starting from the hardware but also including post-
processing software that needs to be prepared with increased artefact levels generated
by B1 inhomogeneities and stronger o -resonances induced by the strong magnetic field.
This thesis has outlined strategies to perform the inevitable calibration step (Chapter 4)
of transmitter arrays to allow optimisation of the RF field. An adapted MP2RAGE se-
quence was designed that built onto that concept and allows T1 weighted neuroimaging
at 9.4T even under strictest power limitations. A multi-mode travelling wave antenna,
a concept in that design uniquely applicable to 9.4T, has been investigated as an alter-
native excitation device. The in-depth analysis of MR-induced artefacts on integrated
PET systems showed sources of artefacts and provides an analysis protocol that can be
used to to verify successful system integration. Together, those building blocks provide
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valuable tools and analyses for further enhancements of multi-modality enabled UHF
MR scanners.
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