Using matched employer-employee data on roughly 429,000 workers made redundant from large plant closures or major downsizing in Sweden between 1990 and 2005, this paper analyses the role of the regional industry mix (specialization, related and unrelated variety) in the likelihood of returning to work. The results show that a high presence of same or related industries speeds up the re-employment process, while high concentrations of unrelated activities do not. The role of related activities is particularly evident in the short run and in regions with high unemployment. Consequently, the prospect of successful diversification is enhanced in regions with related industries. KEYWORDS labour market dynamics; redundancies; regional absorptive capacity; plant closure JEL J6, J21, J24 HISTORY
INTRODUCTION
When firms shut down or downsize, the workers made redundant need to find new employment to avoid the demise of the regional economy. Previous studies have provided considerable insights into how individual attributes such as age, education and tenure influence the likelihood of redundant workers becoming re-employed, becoming long-term displaced or even experiencing systematic wage loss (e.g., Eliason & Storrie, 2006; Fallick, 1996; Fredriksen & Westergaard-Nielsen, 2007; Huttunen, Møen, & Salvanes, 2015; Oesch & Baumann, 2015; Tomaney, Pike, & Condford, 1999) . However, it is not only individual factors that are likely to influence the process of 'returning to work'. Bluestone (1984) emphasized the importance of the region's ability to accommodate redundancies by reemploying laid-off workers: the labour market's absorptive capacity.
1 Recently, similar arguments have been made concerning how economic characteristics influence regional re-employment rates (Nyström, 2017) .
Indeed, regional labour markets seem to be endowed with different abilities to absorb redundant workers. However, what the absorptive capacity of regional labour markets actually consists of and how its qualitative characteristics relate to individuals' chances of finding new employment at different points in time after the redundancy are questions that deserve more detailed study (cf., Diodato & Weterings, 2015; Eriksson, Henning, & Otto, 2016; Shuttleworth, Tyler, & McKinstry, 2005; Sunley, Martin, & Nativel, 2001) . In this paper, we test the notion that important aspects of the absorptive capacity of regional labour markets can be found in the industry mix of the region. If this holds true, the extent to which individual skills and experiences match the demands of other industries present in the region should matter for individuals' re-employment chances.
Therefore, we investigate how and when the regional industry mix -conceptualized as the presence of firms in same, related or unrelated industries in the region -influences the probability of individuals returning to work. Empirically, we do this by analysing labour market outcomes for the roughly 429,000 employees who were separated from their jobs following large plant closures or major downsizing in Sweden between 1990 and 2005. We follow the labour market status of the individuals over five years after they became redundant, and record how their re-employment probabilities correlate with the industry mix of their region.
We add to the existing knowledge by stressing the importance of the regional industry structure for reemployment. By controlling for a number of individuallevel variables and regional aggregates, we demonstrate that the presence of related industries plays a significant role in shaping workers' re-employment opportunities. This is important because it reflects the role of the regional industry structure facing workers who become unemployed. By following individuals and their individual-level labour market outcomes over time, rather than relying on aggregate regional re-employment ratios, we can also show that the role of the regional industry-mix varies between those who obtain a new job quickly after becoming redundant and those who face many years of unemployment, and that the role of economic variety depends on the employment rate in the region.
The paper is structured as follows. The next section reviews the previous literature and findings on individual and regional factors influencing redundant labour's way back to employment. The third section presents the data and the empirical strategy, followed by a descriptive overview of the data and analytical results in the fourth section. The fifth section concludes.
REDUNDANCIES, INDIVIDUAL FACTORS AND THE REGIONAL ECONOMIC STRUCTURE
Over a number of decades, a vast body of literature has developed concerning the situation of workers after company closures (e.g., Fallick, 1996) . Typically, a large proportion of workers who lose their job due to a plant closure leave unemployment within the first couple of years (e.g., Eliason & Storrie, 2006; Gripaios & Gripaios, 1994; Huttunen, Møen, & Salvanes, 2011; Oesch & Baumann, 2015; Tomaney et al., 1999) . Nevertheless, the fact that most people subjected to major lay-offs are actually not displaced (i.e., become marginalized in the labour market) does not mean that job-to-job transitions come without costs. Redundant workers generally face adjustment costs in terms of unemployment and/or training or education (Ohlsson & Storrie, 2012) , and they tend to end up at lower occupation levels (Bailey, Chapain, & De Reuter, 2012 ) with a lower standard and wage than in their previous position (e.g., Gripaios & Gripaios, 1994; Jacobson, LaLonde, & Sullivan, 1993; Tomaney et al., 1999) . Also, major lay-offs still significantly increase the probability of workers leaving the labour market altogether (Huttunen et al., 2011) .
On the whole, we have considerable knowledge about how individual factors affect a person's labour market outcome following job loss. Both age and tenure tend to be negatively associated with job separation due to seniority rules (e.g., Eriksson et al., 2016; Pierse & McHale, 2015) , while when actually facing redundancy older workers generally comprise the most vulnerable group (Oesch & Baumann, 2015) . Previous findings have also suggested that education increases the chances of acquiring a new job (Fallick, 1996) , and increases the person's flexibility, allowing more movement between jobs (Tomaney et al., 1999; Wooden, 1988) . Moreover, previous studies have shown a clear gender effect in post-redundancy outcomes, where women are much more likely to end up outside the labour market (Organisation for Economic Co-operation and Development (OECD), 2013). This is usually explained by persistent gender roles in the household (Hanson & Pratt, 1991) .
In contrast to the many studies on person-specific effects, strikingly little attention has been paid to the 'demand side' of the local labour market, and how this influences re-employment possibilities following redundancies. Shuttleworth et al. (2005) argued that focusing on individual attributes only is insufficient if we wish to understand how well redundant workers respond to layoffs. Their findings suggest that more focus needs to be directed at the structure of the local economy. As argued by Sunley et al. (2001) , only focusing on the supply side of the labour market is futile in the absence of sufficient local employment opportunities. For example, it is clear that training in the absence of available jobs to match the increased supply is unlikely to be successful.
Even so, the regional demand for workers and the following local matching potential have not been altogether ignored in the previous redundancy literature. However, the regional impact on re-employment likelihood is often attributed to either regional size (e.g., Puga, 2010) or regional unemployment rates (Bailey et al., 2012; Fallick, 1996) . Some studies have also suggested that the qualitative characteristics of regional industry structures constitute an important aspect of the 'absorptive capacity' of regional labour markets, that is, these markets' ability to re-employ redundant workers (Bluestone, 1984; Dawley, Marshall, Pike, Pollard, & Tomaney, 2014) . Marshall (1890) , who famously emphasized the availability of skills as a main benefit for localized industries, also argued that a skilled worker who loses her job in economically less dense surroundings 'has no easy refuge' (IV.X.9). Following Marshall, it is easy to conclude that a strong regional concentration of economic activities in the same industry will increase the chances of finding a job after redundancy. In a more contemporary interpretation, this is expected because the mechanisms of sharing, matching and learning develop interdependencies between regional actors (Duranton & Puga, 2004) . Because both matching and learning are largely mediated via the workforce, the pool of skilled labour that develops over time can be comparatively easily re-employed in localized industries. While the importance of a specialized pool of labour was initially an essential component in the modern (regional) cluster theory (Lorenzen, 2005; Porter, 1990) , few scientific studies followed Marshall's original intuition, considering clusters from the point of view of job availability for redundant workers. Power and Lundmark (2004) showed, however, how clusters create a localized labour market of their own, with comparatively high labour mobility rates. On the other hand, when regional firms commonly rely on similar human capital resources, a negative dynamic may arise in times of general industry decline. In a very narrowly specialized economy facing an industry-specific crisis, it will be more difficult for laid-off workers to find a new job (Krugman, 1993) . When major redundancies occur, there is a risk of fierce competition for available sameindustry jobs in the region, and strong regional specialization could then lead to a negative competition effect for the redundant workers.
In such cases, for the region to handle structural change and absorb laid-off workers, there is a need for a variety of regional industries. Empirically, there tends to be a close positive relationship between economic variety and urbanization patterns (e.g., Boschma, Eriksson, & Lindgren, 2014) . While it is well established that the chances of becoming re-employed are often higher in large regions due to the availability of a wide variety of economic activities (Puga, 2010) , Boschma et al. (2014) argued that the concentration of related industries increases the quality of regional matching. Contributions by Frenken, Van Oort, and Verburg (2007) , Diodato and Weterings (2015) and Eriksson et al. (2016) have all emphasized the importance of the presence of related regional industries in hampering regional unemployment levels, or improving redundancy outcomes.
Although most employees seem to prefer to take on new work in the same industry they left (Eriksson et al., 2016) , moving to related industries may be a feasible option for many. The reason for this has been theoretically discussed by Neffke and Henning (2013) , who argued that the transfer of workers to skill-related industries reduces the loss of accumulated human capital (which can be at least partially used in the new industry). The empirical evidence on the connection between redundancies and labour market effects induced by related moves is, however, mixed. While both Jacobson et al. (1993) and Eriksson et al. (2016) have found less of a wage decrease for workers who attained a new job in related industries compared with people who moved to industries unrelated to their former industry experience, Neffke, Otto, and Hidalgo (2017) documented no such wage effects and found no positive effects of the regional presence of related industries. However, they did find that presence of related industries reduces the likelihood of regional migration after job loss.
While regional characteristics such as the industry mix may influence individuals' prospects of re-employment (Neffke et al., 2017) , recent contributions have emphasized that re-employment patterns are likely to also be influenced by the strategies individuals chose after becoming redundant as a mean to adjust to economic shocks. These strategy choices are influenced by, for example, individual resources in combination with the regional socio-economic context (cf., MacKinnon, 2017) . Indirect evidence concerning variations in redundancy adjustment costs among labour force groups can also be found in the redundancy literature. For example, because older workers tend to have accumulated more firm-and industry-specific human capital during the course of their careers (Bailey et al., 2012) , younger workers tend to have lower transaction costs for changing industry or migrating, or devoting time to training and education.
There are important time dimensions to the re-employment patterns of redundant workers. However, due to the heavy data demands, few studies to date have investigated these patterns systematically. Analysing the closure of an MG Rover factory in the UK, Chapain and Murie (2008) concluded that the plant closure gave rise to both a long-run quantitative and qualitative mismatch: longterm unemployment spells and increased turnover due to underemployment at the new job respectively. Ohlsson and Storrie (2012) showed that regional labour market policies following large-scale redundancies had two very different effects in the short and long runs. While investments aimed at increasing the basic level of education among employees had a very positive effect both on employment probabilities and on wage developments, they also caused a lock-in effect in the short run due to the time-consuming process of upgrading the workforce. Even though empirical evidence on re-employment patterns over time is only partial, these few studies suggest that re-employment outcomes must be studied over time if we are to cover more fully the major individual-and regional-level factors influencing individuals' re-employment probabilities after redundancy.
DATA AND EMPIRICAL STRATEGY
The present empirical analysis is based on longitudinal matched employer-employee micro-data from Statistics Sweden, covering the entire Swedish workforce. In contrast with most previous studies, this investigation includes all sectors: manufacturing as well as service industries. From this total dataset, and in line with Jacobson et al. (1993) , we constructed a 'major redundancy sample' to identify more closely situations in which the size of the redundancy put severe pressure on the local labour market. This includes individuals from plants that experienced a job destruction of at least 100 employees between two consecutive years, and where these workers constitute at least 50% of the plant's workforce. Because our data do not include information on the decision to change workplace, the substantial changes in plant employment defining our sample are likely to be outcomes of decisions forced upon the workers, and not dominated by voluntary exits.
2 Consequently, our final dataset enables us to follow 428,594 workers, from 14,214 plants, who were made redundant between 1990 and 2005 (9320 firms). We follow these workers over a five-year period after becoming redundant.
Artificially constructed labour mobility resulting from within-firm organizational change may be a major confounding factor in our measures. Therefore, we excluded all observations from plants where at least 75% of all redundant employees are working in the same firm and region the year after the observed job separation. Also, workers who have been given monetary compensation for either retirement or long-term illness that amounts to a sum comparable with the subsistence level were excluded. We find it
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reasonable to expect that these groups are no longer available on the labour market.
To assess the absorptive capacity of the regional labour markets, a number of indicators of the composition, or industry mix, of regional economies were calculated. We use the 72 functional labour market regions (FA regions) defined by the Swedish Agency for Economic and Regional Growth. The advantage of using these spatial units is that they are defined based on inter-municipality commuting patterns and economic coherence.
To quantify the regional industry mix that faces a redundant worker trying to find a new job, we calculate measures of shares of same (Same), related (Rel) and unrelated (Unrel) activities in the region, in relation to the industry in which the individual worked when becoming redundant (year t 0 ). While 'Same' is conventionally the number of people employed in the same four-digit sector in the region, the definition of related and, hence, also unrelated industries vary in the literature. The need to develop a more diverse and dynamic understanding of relatedness has been recognized in several contributions, but recent measures have been focusing on a workercentred definition of relatedness (cf. Bishop & Gripaios, 2010; Boschma et al., 2014; Neffke & Henning, 2013; Wixe & Andersson, 2017) .
In our case, however, the use of a labour-flow-based definition of industry skill relatedness (Neffke & Henning, 2013) runs the risk of circular reasoning as this paper is analysing labour flows and that is their tool of measurement. Hence, rather than focusing on industrial variety as such, we use occupations when defining the extent of inter-industry relatedness. Occupations reflect what people do in their daily work, and are therefore frequently regarded to be a direct proxy for skills and abilities (Autor, Levy, & Murnane, 2003; Wixe & Andersson, 2017) . Also, Huttunen et al. (2011) discuss the possibility of skills being occupation specific, and Wixe and Andersson (2017) argue that contemporary regions tend to specialize in functions rather than industries, which means that the spatial sorting of occupations is more pronounced than that of industries.
Similar to the management literature (e.g., Tankrivedi & Venkatraman, 2005) , we define human resource relatedness based on the co-occurrence of occupations across industries. To establish the 'occupation-based industry relatedness' measure, we use the strategy of Farjoun (1994) . First, we calculate the pooled share of individuals in a specific occupation in each four-digit industry. For each industry, this gives a vector of the shares of each occupational category. Second, pairwise correlations between the industry occupational vectors are calculated for each possible industry combination. Third, we defined two industries as occupational-related (henceforth, 'related') if they have a statistically significant correlation of their occupation vectors of at least 0.75. After applying this procedure, we obtain 2812 links between related four-digit industries in the whole economy.
3 About half are between manufacturing industries, the other half between service industries. Only about 5% are links between service and manufacturing. The measures of unrelated variety (UV) and related variety (RV) are calculated in line with Frenken et al. (2007) . UV is measured using the regional composition of two-digit sectors:
where S i is the share of two-digit sector i employment in a region with n different two-digit sectors. RV is measured in the same way but with the five-digit variety within a twodigit sector in a region. Instead of summing the RV up to the regional level akin to Frenken et al. (2007) and Nyström (2017) , they are kept sector specific (two-digit) in line with Bishop and Gripaios (2010) . The reason is that the mechanisms influencing re-employment is given by the presence of related/unrelated industries in relation to the industry in question, and not the region as a whole. However, it is of course likely that the likelihood of finding a job in the same, a related or an unrelated industry is a function of not only their presence but also their growth. Therefore, absolute growth between t 0 and t + 1 of (1) the same industry as the individual left, (2) related industries and (3) unrelated industries is included in our estimations. Many previous studies (e.g., Fallick, 1996) have tended to proxy the economic state of the regional economy using unemployment shares. Similarly, in our case, the regional share of people of working age who are not employed (Unemployees) is calculated. Regional population size is also included in our regressions, as well as the regional ratio of small and medium-sized enterprises (SMEs), because SMEs are considered important employment contributors (e.g., OECD, 2012). To control for individuallevel effects, we have included variables for age, sex, income and level of education. Finally, an additional control for whether a worker moves from the original home region (t 0 ) is also introduced (see Table 1 for definitions and descriptives).
RESULTS: RETURNING TO WORK
The spatiality of Swedish redundancies and absorption capacity Given experiences of failed efforts to rescue the demising shipbuilding sector through public intervention in the 1970s and early 1980s, the Swedish state has since been reluctant to assist in rescuing specific firms or industries faced with structural problems. Instead, policies have been aimed at the redistribution of redundant workers into other jobs, industries and regions. During the period of redundancies studied here, 1990-2005, the Swedish economy experienced stable periods of growth as well as two major crises. In line with many other Western countries (e.g., Bristow, 2010) , the 1990s marked the start of a shift towards more supply-driven policies supporting knowledge-intensive production (e.g., knowledge-intensive business services -KIBS). The crises, growth and transformation of the Swedish economy during Returning to work: regional determinants of re-employment after major redundancies 771 the 1990s and early 2000s also had a profound spatial bias. Many of the most expanding sectors agglomerated in the largest Swedish regions, leaving the more sparsely populated regions fewer opportunities for renewal and development (Eriksson & Hane-Weijman, 2017; Eriksson & Hansen, 2013; Henning, Lundquist, & Olander, 2016) . All in all, according to our data set, about 79% of the redundant workers found new employment the year after losing their job. This is broadly in line with other studies on redundancies in countries similar to Sweden. Yet the figure is rather high in an international perspective (OECD, 2013) . After the first year, a rather stable share of about 23% of workers not re-employed in previous years become re-employed each consecutive year. Overall, there is a distinct difference in the outcome of redundancies between the first year after job separation (t + 1), which shows a high re-employment rate, and the period t + 2 through to t + 5, which displays much lower re-employment rates for those remaining workers who did not achieve re-employment in year t + 1. Figure 1(b) ). Figure 1(a) shows the rate of redundant workers (through large plant transformation) per capita in each functional region. The top quantiles are situated in the two biggest metropolitan regions, Stockholm in the east and Gothenburg in the west, while the third metropolitan region (Malmö in the south) belongs to the first quantile. Figure 1(b) shows the re-employment rates in the first year following job separation. It reveals some distinct spatial differences in the short run (the region in all maps being the region from which workers became laid-off in year t 0 ), from only 21% up to levels as high as 95%. Similarly substantial spatial variations have been previously found for all displacements (Nyström, 2017; Nyström & Viklund Ros, 2017) . Although there are obvious spatial patterns in the re-employment rates with 'clusters' of regions with similar absorptive capacity, the differences do not seem to follow a clear urban/rural or core/periphery pattern, as also high scores are found in the more sparsely populated regions in the northern inlands and the areas between Stockholm and Gothenburg. As also displayed in Table 1 , the largest regions, with a higher share of highly educated (a bachelor's degree or higher), are found in the fourth quintile on rate of re-employment (i.e., Figure 1(b) ), while the regions with the highest shares of related and unrelated industries are found in quintile group 3. Thus, there are some differences in size and industry mix in different types of regions, while most other variables do not differ a great deal between quintile groups. Indeed, the descriptive spatial variations suggest that a closer look at the regional characteristics would be of interest. Also, we know from previous studies (e.g., Eriksson, Lindgren, & Malmberg, 2008 ) that most Swedish workers are reluctant to change labour market. This is confirmed in our data, as only 16% of all re-employed t + 1 take a job in a labour market outside of their home region. As a vast majority of redundant workers stayed in the same labour market region for the whole period in which we followed them, it is reasonable to assume that the absorptive capacity of the regional labour market in the first year is crucial. Indeed, the spatial pattern of absorptive capacity in the short run (Figure 1(b) ) is more or less the reversed pattern of Figure 1(c) , which shows the rate of workers who end up not becoming re-employed for as long as we follow them in our study.
As a first empirical experiment, we split individuals into groups, separated by the quantiles depending on the industry mix, i.e., the degree of presence of same, related or unrelated industries in the region. In Figure 2 , this is represented by the x-axis, with observations in the group with the lowest concentration of same/related/unrelated industries to the left, and the highest to the right. For each group, the share of individuals who become reemployed in t + 1 is recorded. The regional concentration of workers in the same industry gives some mixed indications, suggesting that these particular results vary between different groups in our sample. Concerning the presence of unrelated industries, the re-employment rates do drop substantially (by more than 5 percentage points) when moving from low to high presence. By far the strongest descriptive indication of the importance of the industry mix is given by the presence of related industries in the region. Moving from the group including individuals with the lowest presence to the second highest group increases re-employment rates by almost 9 percentage points. Even though the rates drop slightly for the highest group, they are still far above the lower groups. The descriptive association between related presence and re-employment in Figure 2 suggests that the regional industry mix is an important component of the absorptive capacity of regional labour markets.
Effects of regional structure on re-employment possibilities Turning to the analytical evidence based on methods that enable us to control for individual-level effects in a more sophisticated way, Table 2 shows the results from nine different logit models on the probability of becoming reemployed (binary ¼ 1 if re-employed, and 0 otherwise), one to five years after redundancy. Because all observations are gathered on an annual basis, data are recorded in discrete time. Hence, performing a standard continuous-time competing-risk model could imply problems estimating the time to re-employment. Instead, we run a discrete-time survival analysis using a logistic regression where the time-toevent becomes the probability of exiting unemployment into a new job. In this way, we can take advantage of our panel-data structure, including all individuals for each year up until they exit through becoming re-employed. The model in simple form:
where the probability of re-employment (Y ¼ 1) in a given year (t) is given by the fact that the worker was not reemployed the previous year. a(t) refers to constraints given by five different year dummies included in the regression to allow different hazard rates for each year. bx j refers to a vector of time-invariant variables; while bx j (t)
is a vector of independent variables that are time variant. All models are estimated with industry-(four-digit level), regional-(functional regions) and year-specific fixed effects to moderate the influence of unobserved heterogeneity. For example, workers might sort in space based on unobserved regional or industry characteristics such as amenities or industry-related life-cycles (cf. Neffke et al., 2017) . All standard errors are clustered at the individual level because we have repeated observations on individuals (it is reasonable to expect correlation within individuals over time). As the industry-mix variables exhibit some correlation (especially related and unrelated activities), we introduce them stepwise in the models. In line with the standard expectation that regional unemployment is an indicator of a labour supply that is already too high compared with the demand (Fallick, 1996) , Table 2 shows that a high rate of people of working age outside employment in the region (Unemployees) decreases the probability of re-employment. However, our results also indicate significant influences of the regional industry mix. A strong regional presence of activities in the same industry in which the worker previously worked does indeed increase the probability of becoming re-employed in the first year (model 1). However, a similar outcome is found from a high regional concentration of related activities based on occupational similarities (model 2). The marginal effects (not reported) indicate similar effects of both variables (0.007). 4 However, as shown in model 3, the likelihood of becoming re-employed significantly decreases with an increasing share of unrelated industries in the region (marginal effect ¼ -0.529).
5 If we assume a 'baseline' probability at the mean of Y ¼ 1 (0.93; Table 1), this implies that the Returning to work: regional determinants of re-employment after major redundancies Note: Figures shown in thousands are denoted with a dagger ( †). Significant at 10% (*), 5% (**) and 1% (***) level. Standard errors (SE) are shown in parentheses. All models include a full set of region, industry and time dummies.
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Emelie Hane-Weijman et al. REGIONAL STUDIES expected probability of both similar and related industries only marginally influences the chance of re-employment (0.94 respectively). However, if the log of UV increases by 1, then the expected probability drops to 0.40, which is a decrease of almost 50 percentage points. 6 When estimating related and unrelated concentrations jointly in model 4 (and hence comparing with the role of same industry concentration), these estimations remain stable and related activities increase the likelihood of re-employment compared with same industries (although with a slightly lower marginal effect of 0.005).
Our findings confirm the notion that the qualities of the regional industry mix significantly influence the probability of re-employment (Diodato & Weterings, 2015; Eriksson et al., 2016; Neffke et al., 2017; Nyström, 2017) . However, how related industries are defined matters a great deal. When comparing the occupation-based proxies of the industry mix with the traditional industry-based classification of related and unrelated industries adopted from Frenken et al. (2007) , we find in model 5 that RV is not significant, and that UV significantly decreases the probability of becoming re-employed (even to a greater extent than occupation-based unrelated industries, as the marginal effect for industry-based unrelatedness is -0.705 compared with the occupation-based counterpart where the marginal effect is -0.529).
Before turning to an expanded set of models, we note that the control variables are, by and large, in line with expectations. Growth in related industries tends to be positively associated with re-employment probabilities, whereas growth in the same or unrelated industries is not. SMEs tend to be important job creators that can absorb some of the shock, and being located in a large region seems to prolong the spell of unemployment. This latter finding might run counter to ideas concerning the benefits of thick labour markets (Duranton & Puga, 2004) . However, previous studies have shown that larger regions are, on average, more expensive to live in. This implies that the reservation wage might be higher, meaning a longer duration of job search (Jones, 1988) . A greater supply of more well-paid jobs in larger regions also makes it possible to extend the unemployment period in search of a 'better' job (Wilkin, 2012) . The search cost can thus be greater, because the utility gain associated with a new job is higher in these regions.
Moreover, the individual controllers are consistent across the models and show the expected signs, with the exception of age. In contrast to previous studies, the results suggest that more senior workers are more likely to be reemployed. However, this result has a clear time dimension. To control for the dynamics of this effect, we introduce an interaction term between time and age, which shows that after year t + 1 people of higher age will have a much harder time returning to work. This corresponds with previous findings indicating tendencies towards a time-sensitive selection process (e.g., Oesch & Baumann, 2015) where the advantage of age is played out after year t + 1.
Given the aggregate findings of Nyström (2017), we expect that the influence of the regional industry mix may have different outcomes depending on the state of the local economy. When interactions between the industry-mix variables and regional unemployment are introduced (t 0 ) in model 6, the rate of unemployment in the region still has a significantly negative influence on reemployment, while the significance of related activities disappears. However, the previously positive influence of related industries is picked up in the interaction effects. This suggests that a regional industry portfolio of industries with related occupations is especially important for the absorptive capacity of regions facing high unemployment. While a high share of unrelated activities has become significantly positive, the interaction term suggests that this positive impact is not present in regions with high unemployment. In relation to the industrybased indicators of Frenken et al. (2007) in model 7, unemployment does not seem to moderate this group of workers' prospects of returning to work. This is in line with more recent contributions arguing for the importance of related industries in facilitating qualitative matching (Boschma et al., 2014) . Conversely, when assessing industry variety in relation to the specific plant subject to closure or major downsizing, UV is mainly a positive feature in already buoyant regional economies where the demand for a variety of skills is high.
When introducing an interaction between the industry mix and time to re-employment, some notable timespecific effects appear. While occupation relatedness (model 8) remains significantly positive, the interaction between time to re-employment and relatedness shows that this positive relationship diminishes over time. The longer the time to re-employment for the individual, the greater the need for a more diverse (unrelated activities) labour market composition. This corresponds to the argument made by MacKinnon (2017), which is that, when regarding how workers adapt to changes in the regional economy, they are more likely to be pushed further away from their core skills the longer the time to re-employment. Still, as shown in model 9, when the industry variety is analysed, the presence of related industries increases the chances of re-employment for the group of workers not instantly re-employed.
Finally, neither subsequent variance inflation factor (VIF) tests nor pairwise correlations showed signs of multicollinearity that might influence the results. 7 To check further for the robustness of these findings, a number of alternative model specifications were estimated. The results of the robustness checks did not lead to any reinterpretations of our main results, and are accounted for in Appendix A in the supplemental data online.
CONCLUSIONS
This paper investigated how regional economic structures influence individuals' post-redundancy re-employment possibilities. Indeed, recent research efforts have emphasized that the prospects of returning to work depend not only on individual attributes, such as education or tenure, but also on regional factors (e.g., Bluestone, 1984; Dawley et al., 2014; Eriksson et al., 2016; Neffke et al., 2017; Nyström, 2017; Shuttleworth et al., 2005) . In theoretical terms, these factors could be considered to form the 'absorptive capacity' of regional labour markets. In line with this emerging literature, but trying to operationalize what absorptive capacity actually consists of, we find that an individual's labour market status after becoming redundant is not solely determined by individual characteristics. The surrounding industry structure -especially the presence and growth of same and related industries -also matters a great deal. In theoretical terms, the absorptive capacity of the regional labour market is thus crucial in forming individuals' post-redundancy experience.
In contrast to previous studies in the field (e.g., Frenken et al., 2007; Nyström, 2017) , however, we found weak support for the notion that a highly diverse regional portfolio of industries is instantly beneficial, irrespective of whether it is defined in terms of occupational relatedness or industry codes. However, the longer the time to re-employment, the more likely that workers will be pushed further away from their core skills when trying to adapt to their new labour market situation (cf., MacKinnon, 2017), which increase the likelihood of beginning to work with unrelated activities. Consequently, when conceptualizing regional absorptive capacity by means of the industry mix, it is essential to consider the skill demand in the plant-specific regional context.
These general results could be further qualified in the context of regional economies. Interestingly, in a recent study on Swedish regions, Nyström (2017) found that variety (both related and unrelated) is primarily important for regional re-employment rates in regions with moderate resilience (i.e., not the highest proportions of regional reemployment rates). Our findings suggest that while having unrelated industries in terms of skill content does not generally positively influence re-employment, it does so in regions where unemployment rates are low. Conversely, the influence of related industries on the individual's chances of getting employed is particularly great in high unemployment regions under circumstances when job competition is relatively high. Thus, the type of variety that may aid workers in their attempts to return to employment depends on the economic situation in the region. Related industries are more beneficial in less buoyant regions, where the skill demands tend to be more specialized (cf. Wixe & Andersson, 2017) , while UV is beneficial in relatively more buoyant regions where workers may more easily find a variety of employment opportunities.
Although the potential influence of spatial sorting of skills has been indirectly assessed in this paper by focusing on occupation-based relatedness rather than industry-specific relatedness, we have not considered in detail the extent to which increasing sorting of skills, driven by the deepened spatial division of labour, influences the chances of re-employment for different groups of workers. For example, as recently argued by Wixe and Andersson (2017) , on the one hand, occupations seems to be a better proxy of what people do, but, on the other hand, they tend to be more subject to spatial sorting due to the functional specialization of regions. While the vulnerability of manual workers in more rural regions may be high, it may actually be easier for them to find new employment locally than someone with an occupation requiring post-secondary education. Similarly, it may be more difficult for manual-skills employees to adapt if being located in one of the metro-regions as the demand for such skills is not as high in these service-specialized regions. Future studies should therefore pay more attention to the role of the industry mix for different groups in the workforce across regional settings. Probing more deeply into the issues of individual industrial mobility and how that is shaped by the surrounding socio-economic context could be instrumental in increasing our understanding of why major redundancies do not need to be disastrous for regional development, but may instead lead to a process of creative destruction.
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NOTES
1. This interpretation of absorptive capacity should not be conflated with the concept as used in the innovation literature for a firm's ability to find, assimilate and apply new knowledge in the organization (cf., Cohen & Levinthal, 1990) . 2. The 'major redundancy' threshold has an impact on the regional data composition. With a minimum of 100 job separations, a large part of the workers are located in the bigger regions, where about 40% of the observations are located in Stockholm (compared with 25% of total employment).
3. We also used three-digit industries when defining same, related and unrelated industries to check for the potential impact of granularity. While the estimates for concentrations of same industries remained stable (and somewhat stronger), the role of related industries became weaker. Hence, using the three-digit level would imply categories that are too broad to separate between same and related industries effectively. 4. A difference of 1 in the respective log value is associated with an increase of 0.007 in the probability of becoming reemployed. 5. The probability of re-employment decreases by 0.529 if the variable increases by 1. 6. Because these are log values, an increase of 1 implies a 172% increase in x (as it multiplies by e ¼ 2.718). Thus, increasing the share of related industries from 10% to 27% in a region increases the probability of re-employment by almost 1%, while increasing the share of unrelated industries in a region from 10% to 27% lowers the probability of re-employment by almost 50%. 7. No individual variable exceeded 1.7 in the VIF test and most variables scored around 1 (a value of 2 is a common threshold). The 1's that did score highly also displayed relatively high significant correlations. These were the unemployment rate and growth of unrelated industries (Unemp and UnrelIndDev ¼ 0.43), the concentration of related and unrelated industries (Rel and Unrel ¼ -0.50), regional size and unrelated variety (RegSize-UV ¼ 0.58), as well as time to re-employment and income (Time and Inc ¼ -0.47). However, removing any of the correlated variables influenced neither the sign nor the significance of any variable. 
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