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Abstract 
The effective dielectric response of nonlinear composites is calculated by the 
method of effective medium approximation applied to the results of perturbation calcu-
lation of local fields within the composites. In the dilute limit, we calculate the effective 
dielectric response and the enhancement of nonlinear coe伍dent at surface plasmon res-
onance; the resonant frequency is determined in a suspension of spherical inclusions and 
single shell spherical inclusions. Moreover, a finite difference scheme is used to calcu-
late the local field numerically at arbitrary nonlinear behaviours. Symbolic simulation 
method is also used to calculate electric potential in various order of the nonlinearity, 
which provide a direct comparison with the perturbation results. The iocai field proper-
ties of an exactly solvable model of composite are studied. Finally, the random resistor 
network model of metals/dielectrics is used to study the AC linear and nonlinear re-
sponse, including the scaling function expansion coefficients using symbolic simulations, 
and the optical transitions in the presence of nonlinearities. 
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The physics of nonlinear materials attracts much attention of physicists these years, 
especially in the studies of nonlinear electromagnetic phenomena in the optical region. 
While the linear description of these materials are highly successful under low electro-
magnetic fields, the invention of laser, v/hich provides high -intensity beams to drive 
the nonlinear characteristics of materials, shows that the linear methods fail to give 
satisfactory description of these materials. 
Application of nonlinear materials are found hence in nonlinear optics, for ex-
ample, as phase-conjugator devices, as thresholding devices, as real-time holographic 
devices (e.g. with, degenerate four wave mixing). In these applications, one uses light 
to control light through the nonlinear medium, whose nonlinearity is strictly intensity 
dependent. The phase-conj ugat or is particularly useful in laser application in the ab-
berration correction of optical signals after optical amplification [1 . 
A common form of nonlinearity is studied, e.g. in dielectric responses, 
D 二 eE + x|E|2E (1.1) 
i.e. the first nonlinear correction term is cubic in the response function. This form 
is valid for homogeneous materials possessing inversion .symmetry, within the electric 
dipole approximation [2]. 
1 
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The order of magnitude of x is usually much lower than e (about 10一 12 ： i). 
With the homogeneous material, only a narrow range of nonlinearity is available. Often, 
desirable properties of nonlinear materials are difficult to obtain in their homogeneous 
form，and the successful application of these materials depends on the availablity of 
them with the desired properties, e.g. the magnitude of the nonlinear coe伍dent, its 
response time, etc. 
Composite media is a class of material which provides the desired adjustability 
of the parameters of nonlinear material. A composite is formed by embedding different 
materials in the form of small particles (usually of nanosizes) into a host homogeneous 
medium. The materials may differ in both their linear and nonlinear behaviours. The 
resulting composite often have linear and nonlinear behaviours drastically different from 
its constituents. Degenerate four wave mixing experiments were performed on these 
materials. The important properties of composite materials found is that the nonlinear 
coefficient are tremendously enhanced (by as much as 10”，and the response time of these 
materials are typically in the subnanosecond range [3], and even in the picosecond range 
4]. These are speculated to be the effect of surface mediated resonance. Meanwhile, 
some investigate the possibility of the effect due to quantum size effect of the particle 
inclusion [5]. However, the exact mechanism is not conclusively known. (Even the 
nonlinear coefficient of the inclusion material is also enhanced when they are in the 
small particle form in the composite as inferred from the experiments) 
Theoretical models were devised to gain understanding of these phenomena. The 
calculation of properties of linear inhomogeneous media is not a new one [6, 7]. Detailed 
review over the topic can be seen in [8, 9j. Popular methods to study the effective 
response of composites includes the effective medium approximations (EMA) [10, 11] and 
its variants. EMA can be extended to the nonlinear case by the so-called nonlinear EMA 
- - • 、样 - . " 
.12，13，14, 15]. The classical method is to calculate the local fields within composite 
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structures and then invoke EMA to obtain the effective response. In nonlinear cases, 
perturbation method [16, 17, 18, 19，20] are applied to calculate the local fields. 
Clustering effects are also investigated in the linear and nonlinear regime [21, 
22, 23，24, 25, 26]. In the linear cases, it aims at giving explanation of enhanced far-
infrared absorption in composites which were treated random (uniform distribution of 
inclusions). There are also differences between the method of handling cases of dilute 
concentration and the percolating cases [27，28, 29，30 . 
Another approach is that of the random resistor network (RRN) modeling of 
inhomogeneous medium [31，32]. Within these models, materials of different linear 
and nonlinear coefficients are represented by bonds of different conductivity coefficients. 
These bonds are randomly assigned between definite lattice, e.g. square lattice, triangu-
lar lattice, etc. These studies are especially important in the simulation aspect because 
it provides convenient 'experiments' of inhomogeneous materials on computers. In these 
simulations and calculations, both DC and AC response [31] are considered. 
Recent considerations extend to nonlinear cases [33, 34]. Progressively, the study 
of RRN is also of interest in itself rather than a mere model of inhomogeneous mate-
rials. e.g. studies of current moments and voltage distribution in these network near 
percolation [35, 36, 37], particularly their scaling behaviour, where a hierarchy of expo-
nents are found. Common techniques in solving the model are matrix inversion, over 
relaxation, and transfer matrix algorithm [38], with their advantages and disadvantages 
over computations time and storage needs. 
With the advent of computer algebraic manipulation packages, symbolic sim-
ulations [39] are also developed, where a parameter of the system is left unspecified, 
and other quantities are expressed as series expansions with respect to this parameter. 
..Generally, the small parameter is chosen, e各 the small nonlinearity coe伍dent.. 
Other areas of studies include those of optical bistability [40, 41, 42, 43] which 
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is important in the realization of optical switching devices, and the making of optical 
computing element. However, in the present studies, we do not claim bistability, but 
we would see that there is discontinuous change in the local field in inclusion particles 
inside the composites, as shown in chapter 5. 
Within the present work, we usually assume the small nonlinearity cases, except 
in chapter 4 where arbitrary and even strongly nonlinear cases can be included. This 
would allow us to treat the nonlinearities as perturbations to the linear responses. In 
the case of strongly nonlinear response, recent development includes analytical approach 
to the problem using variational methods and perturbation methods [44, 45 . 
The layout of tMs work is as follows. In chapter 2, we would use the method of 
EMA to calculate the effective response in the perturbation sheme. (ie. small nonlin-
earity is considered). We would slightly extend to include the fifth order nonlinearities. 
In chapter 3’ the properties of the effective coefficients, especially its enhance-
ment, are studied in relation to the adjustable parameters of the models (single sphere 
and layered sphere inclusion). In chapter 4，a finite difference method is used to numer-
ically solve the nonlinear equation, which gives the idea of accuracy of the perturbation 
calculations performed in chapter 2. Moreover, a model symbolic calculation of the po-
tential is performed, which can be directly compared to the perturbation calculations in 
various orders of the expansion parameter. 
In chapter 5, the local field properties of a special class of inclusion is examined, 
where exact solution to the problem is obtainable. This shows that within the present 
interpretation of the model, the local field exhibits special properties, e.g. triple periods, 
discontinuous change in the local field, etc. 
Finally in chapter 6, the problem of random resistor network is considered. For 
instance, we studied the AC response of nonlinear networks. Both analytical and sim-
ulation methods are used to study and comparison of them is made on the effective 
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response coefficients. Moreover, symbolic simulation is used to obtain the scaling func-
tion expansion coefficients. 
Chapter 2 
Perturbation approach and 
Effective Medium Approximation 
In this chapter, we consider the problem of calculating the effective dielectric response 
of a composite medium which consists of two component materials. They are assumed 
to have the following type of nonlinear response : 
D = (e + x|E|2 + 77|E|4)E (2.1) 
here, D is the electric displacement, E is the local electric field, and the £, x，V are 
the dielectric constant, third and fifth order nonlinear susceptibilities (together we call 
them the dielectric coefficients) of the medium respectively. This form of nonlinearity is 
commonly adopted in the cases of centrosymmetric materials, within the electric dipole 
approximation [2 . 
2.1 Perturbation method of calculating local fields 
First, we use a perturbation approach. [16’ 17] to calculate exactly the electrostatic 
potential in the case of a single spherical inclusion of one type of dielectric in another 
A 
infinite dielectric medium, when they are placed in a uniform applied electric field Eok. 
When the nonlinearities are small, we can use the nonlinear coe伍cients as the expansion 一 
parameters. 
6 
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2.1.1 Formalism 
For instance, we consider the problem in three dimension. A single spherical particle 
of radius p with dielectric coefficients e^ , Xi, Vi is placed in the origin of an infinite 
dielectric medium with the corresponding coefficients e^, Xm, Vm- Together they were 
under a uniform applied electric field, in the sense that 
^limE(r) = ^ok (2.2) 
A 
where k is the unit vector in the +z direction, Eq is the applied field strength. 
By the Maxwell Equations, 
1 
• • D = 0 (2.3) 
V X E = 0 (2.4) 
From (2.4) we can define the electrostatic potential by E = — S u b s t i t u t i n g the 
nonlinear form of D (2.1) into (2.3), with E replaced by — w e have finally the 
nonlinear differential equation that 0 has to satisfy. One finds that in this nonlinear 
equation, the nonlinear terms are proportional to the nonlinear coefficients. Hence, in 
the case of small nonlinearities, they can be treated as perturbations. 
This essentially forms a boundary value problem for the electrostatic potential 
0. Denote the quantities in the host and inclusion regions by the subscripts m and i 
respectively, the following boundary conditions have to be satisfied : 
0m == (k (2.5) 
B i ' h 二 Dm.A (2.6) 
lim (T>m{T) = -EOZ (2.7) 
r—*oo 
In general, the nonlinear equation is not-solvable in closed form. Therefore, we 
seek a series solution of • in the cases that the nonlinear coe伍cients (x and rf) are small. 
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Let the solution have the following form ： 
么 二 嫂)+ A0ii) + 靖 + ... (2.8) 
where a 二 i or m. Here, A is an expansion parameter, which is of the same order of 
magnitude as x. Explicitly, 
p Xa Tja 
么 二 j 7a = p (2.9) 
and Pa and ja would be of order of unity. For the convergence of the series expansion 
(2.8) it is required that 
巡 � 1 and 過 � 1 
色a Ca 
Substituting (2.8) into (2.3), the differential equation for and separating the 
various orders , we have the hierarchy of equations for ： 
二 0 (2.10) 
eaVVi') + W 赠 ) . • � + G^V^W) 二 0 (2.11) 
+ Pa 喊、.VGW + 誓•必)+ + G^V^^U)) 
. + ( G i ⑴ ) � 2 0 們 = 0 (2.12) 
and the boundary conditions becomes 
i = 0 , l ,2 , . . . (2.13)-
and 
e 爪 � = ( 2 . 1 4 ) 
= �+AG!° )Vr4。） (2.15) 
em 诚、+7U 鄉 + 微 Vr 祀 ) ) + 7m(G，2Vr0 � = 
兄 於 ) + 似 •乂⑴ + + (2.16) 
> 
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where 
= 二 + AGii) + + . . . (2.17) 
三 |V<^i�)r + A(2V0W . + A2(2V0i。）. + i V ^ ^ n + ... (2.18) 
Hence, we see from (2.10-2.18) that the nth order solution of the potential 0^ 打）depends 
only on the solution of order less than n. So we can solve them order by order. The 
solution in three dimensions would have the following form (we list only the zeroth, first 
and second order solutions): 
丨 = — + � ( r i ) ) P i ( c o s 約 
+ (們厂 4 + Eg 
m^ J 
- - f ( 6 & - 2 +，/2( i ) (r-i)) iMcos 没） 
+ (6 ;5V_6+A#) ( r l ) )p5 (Cos� l £>o5 (2.19) 
(f)f 二 -cEqt F\(cose) 
⑴ 二 — [C(ilV A(COS")+C(I3V3尸3(cos 叫 绍 
L • 
於）二 - [ ( 4 1 V 一 外 
5ei 
+ + c^^\'Ps{cose)] El (2.20) 
In which. Pi is the Legendre polynomials, fi^\x) are polynomial functions, b?) and cp) 
are constants depending on the dielectric coefficients of inclusion and host. They can be 
solved by matching the boundary conditions (2.14-2.16). In particular, we have 
- £ . 一 ^ 
b 二 c 二 1 一 60, bo 二 / 7 (2.21) 
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2.1.2 Results of the perturbation calculations of potentials 
With the help of computer algebraic manipulation software (e.g. Mathematica), the 
tedious calculations can be done quickly and accurately. We have to calculate these 
coefficients in order to obtain the effective response of the system in the EMA discussed 
below. 
The results of the calculation are listed here for reference : 
6 = Ao, c - l - 6 0 , bo= ' 二 
(^1) 二 (广,“5 + 136�— 366g-86g — 863 ^ c ^ P^  
, 1 \ 15 ' ^ J em 
(^3) 二 ^Pm 知(154 - 198 bo - 165 bl - 34 
1 一 55(7 + 2 6o)e 爪 
c � = P m c { 5 ^ 1 S b o + 6bl + 8bl) piC 各 
c � 二 18"爪 c6g(ll + 46o) 
- 55(7 + 2 6o)p2e^ 
� 二 PWp^ MmC^i^ + l3bo-12bl + 2bl-8bl-6c+lS bpc + 66§c + 8 
(-88935 一 50820 bo + 1954392 bl + 743424 b^ + 1258180 + 323180 b^ 
+66924 bl - 170240 bl - 54208 p^  / [63525(7 + 2 bo)el, 
c^jiP^ (175 + 735 bp - 2730 - 1160 - 2280 一 960 b^  — 464 
6(23) = jS^ (-175104930 - 1067306240 bo + 6077808737 bl + 5419871184 bl + 1904571200 
+510323884 bl 一 525645768 b^ - 401912112 bl - 53018784 bf) p5 / [8933925(7 + 2 bofel] 
bl — 4158 b^  - 2 3 7 6 - 5390c + 13860 boc + 16335 b\c + 6980 hlc + 1020 hlc)p^ 
“ 275(7 + 2 60)24 
6 6O(58310 - 141610 b � - 204085 bl — 122570 — 75344 b^  - 20384 bl)jrnP^ 
+ 2 0 8 2 5 ( 7 + 2 “ 
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5(5) = 8 (54340 - 17290 bp — 29469 - 10621 - 1820 bthmP' 
bo (-12552540 — 18040880 bo + 13421980 bl + 5275996 bl 
-8429065 bt — 5 1 9 8 9 8 6 - 877240 b )^ / [95095(7 + 2 6� ) (11 + 4 6 � ) 4 J 
= 3.0 ( 108 6§(11 + 4 boy c\-5-18bo-6bl-Sb', + 6c + 4boc + 8 hlc) \ 
V275(1 + 2 6O)(7 + 2 j 
-Wl^c (88935 + 376915 & � + 251196 hi + 819346 hi 
+401874 bl + 177804 b^  - 156688 b^  — 54208 b]) / [63525(7 + 2 6 � ) 4 J 
I Pfc" I (175 + 910 bo + 580 bl + 1520 + 800 b^  + 464 b^nm c S 
. 3 4 525e 爪 “ — ^ 
(3) = ^PiPm boc\-1089 bp - 396 + 770c + 640 bpc + 120 
= 275(7 + 2 6o)2p24 
-4/5^ bo (1786785 + 12120745 bo + 9954350 bl + 12847716 bl 
+524180 b^o — 2719640 bl 一 445536 b^) c / [425425(7 + 2 6o)2p24j 
4 6g(1547 + 1428 bp + 1836 bl + 616 
(5) — -2Pi (760760 + 4442504 bp + 1530507 bl - 736190 - 282464 
二 95095(7 + 2 6o)(ll + 4 6o)p44 
36 ^ ?g(304 + 247 bp + 52 6g)C7爪 
+ 1729(11 + 4 
f['\Y) = bY'X ( J + X^bY' 
A ( i ) ( ” 二 -妃 )竹 ( ¥ + 2小 
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5 11 乂 1 V 45 585 ) 
Pm \ 5 245 425 J 
— — _ 116096 3 1432 A 
� V 75 75 5 一 百 A J 
n \ , 1 V 9 63 63 J 
Pm V 7 13 35 133 ； 
！ X - • 2 — 4582 1945 \ 
ovn V 21 21 91 1155 4389 ； 
Before turning to the EMA, there is a special case worth attention. When the host 
medium is linear, then no matter the inclusion is linear or nonlinear, the local field in 
inclusion is uniform. This important property is going to be discussed in Chapter 5 
where a more thorough examination of the local field properties is made. Moreover, 
here we may use this as a check of the validity of the formulation above. 
In this case, the solution is exact : 
(pm = -(For - BT''^) COS e (2.22) 
(t)i 二 —Cr cose — (2.23) 
By the boundary conditions, B and C can be solved : 
E^p - Bp-'' 二 Cp (2.24) 
+ XiC'' + ViC = + (2.25) 
eliminate B, we get 
eC + XiC^ + mC^ 二 3e爪丑0 where e 二 + (2.26) 
From this , C can be expanded as a series in Xi : C 二 C 场 司 c 3 E � 3 + [ 3 ( 司 五 
\ € J \ e J \ € / \ 
… . + [ _ 1 2 ( 司 3 + 8 ( 左 ） （ 对 。 。 . （2.27) 
V e / Ve 乂 \ e 乂」 
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This is exactly what we get when we set Xm = 0 爪二 0) and r^ = 0 (7爪=0) in the 
above perturbation expansion formalism. 
2.2 Effective Medium Approximation (EMA) 
The effective medium approximation is developed for calculating effective response of 
composite media in general containing any number of components. Here we apply it to 
our two component model [18，19 . 
In the effective medium approximation, the effect of interactions between different 
components is approximated by the effect of interaction of a single effective component 
with each individual components, whether it is originally the host or inclusion, when 
we are considering any local properties of the medium. Hence, for example, when we 
want; to calculate the electric field inside a certain component within the composite, 
we treat the problem as equivalent to the problem of that component embedded in 
the effective medium. In this way, we are essentially making the assumption that the 
fluctuation of electric field between different regions of the same component type can 
be ignored. This has also been the basis of the so-called “ non-linear effective medium 
approximation" which invoke a decoupling scheme in calculating the moments of electric 
field to obtain the effective nonlinear coefficient Xe [14]. Within this assumption, a self-
consistency condition can be imposed to find the desired effective dielectric response of 
the medium. This can be seen as the natural requirement that, in such calculation of 
electric fields, the average over different components has to be equal to the field the 
composite (the effective component as a whole) is subjected to. Or equivalently [8], one 
may use the energy dissipation as the quantity to average and hence obtain the desired 
self-consistency condition. Below, we would use the E-field average to define the effective 
- dielectric coefficients. _ -
> 
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2.2.1 Self-consistency conditions 
For an applied field Eq 二 ^ok to the composite, we impose the condition that 
^ / E(r) d'x = Eok (2.28) 
the integral of the local field can be divided into two parts, the inclusion and the host. 
Taking the average value of the field in the two components, we have 
^ / d^x E(r-) (l-p) < � < > (2.29) 
as already pointed out, the quantity < Ee,m > is the spatial average of the local field 
of an inclusion of host material, with dielectric coefficients e^ n, Xm, rjm, in an effective 
host with dielectric coefficients Xe, Ve- The < Ee’i > is similarly calculated, with the 
inclusion material acting as inclusion in the effective host. 
With the perturbation calculation result of last section, we can now calculate the 
effective response. In Eqn.(2.28), we separate various order in the expansion parameter, 
and we have the following equations : 
- E 二 E(o) + A E � + A2E(2) + … (2.30) 
< E ( � ) � 痛 = ^ o k (2.31) 
<E⑴〉ema 二 0 j 二 1,2，3，…. （2.32) 
2.2.2 Results from the self-consistency conditions 
When the corresponding expressions of E � are substituted in and after spatial averaging 
of local fields, they becomes 
I = 1 ( 三 � W 隱 = 0 ) (2.33) 
〈4”〉 二 0 (2.34) 
\ / ema 
• = 。 ( 2 . 3 5 ) 、 
\ / 霞 
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Let's adopt the following notations : after we have replaced the subscript in the co-
efficients by the rule m e, and z a, we add the subscript a to the coe伍cient. 
e.g. 
= (2.36) 
and the averaging notation < to denote 
二 ( 2 . 3 7 ) 
Then the above equations can be expressed as 
I 、键 a = • (2 測 
乂' = l 4 � 丧 〉 。 _ 
” e = -Tj—；- (2.40) 
Wa/a 
where 
5 + I860. + + 川 
‘ 二 (2.41) 
‘ 二 175(6.+ (2.42) 
- 一 (e. + 
+2pl (88935 + 376915 6oa + 251196 h]^  + 819346 b^ ^ 
+401874 b^ + 177804 — 156688 — 54208 bl^) j [21175(7 + 2 boa)ee] 
一 么 ( 1 0 8 6^(11 +4 
V275(l + 2 6oa)(7 + 2 6oa) 
5 — 18 6oa - 6 — 8 + + 4 5oaCa + 8 hl^c^) \ 
+ ~15 ) 
324^.46^(11 +4feoa) (2 43) • 
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The significant of expressing them in this way is that the nth order effective coe伍cients 
is explicitly expressed in terms of effective coefficients of order less than n. (Except the 
zeroth order equation which is implicit, leading to a quadratic equation in e^ ) 
Explicitly, we have from (2.38) the effective dielectric constant 6e, 
a � ^ m e^ ~ Ce 
= 0 (2.44) 
which is a familiar linear symmetric EMA result. 
The higher order coefficients are similarly obtained by solving the equations (2.39) 
and (2.40). Due to the high complication of these expressions, we give only the result 
in series expansion of the inclusion concentration p, up to second order : 
ee = em + Sem boP + 36^ bl{l + 2 bo)p^ + . . . (2.45) 
- ( 12 2 g \ 
Xe = Xm l + p i - l + ^bo + — bl--bl-h-bt) . \ 5 5 5 / 
2 / 1 4 , 2 72 . 174 . 108,5 516 . 32 . 64,7X1 
- + + - + 五 - 元 + ^/o) 
r / 52 2 8 � 1 + x 办— 6 � ) 4 p + p^ boU + — bo--bl + -bl] (2.46) 
. V 0 D 0 / J 
T/e, for simplicity, we only put down the terms linear in rfi and 7]爪： 
「 广 66 ,, 188 144 ,4 48 ,, 464 
” e 二 1 + K — 1 + 6 知 +云站—时 + i 聞 + 云 时 + 时） 
, ^ 183 , 1436 . 31344 . 68328 ^^  
74288 5 108768 ^^  233472 ^ 77696 . , 781056 g 
0 + " ^！^ 0 一 0 ^ ^ 0 
44544 ,0 215296 
〜 ( 6 +芸〜 -豈 6 “尝 “帶切（ 2 . 4 7 ) 
2.2.3 A simplified version of E M A 
Instead of the local field calculations, one may use a somewhat more crude approximation 
to find the effective dielectric coefficients. The method is that at the very beginning, we 
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assume the fields are uniform both in the effective medium (e) and the inclusion particles 
(i or m). Then the spatial averaging of the local field would be bypassed. 
Therefore, the calculations proceeds as follows : Since we are assuming uniform 
fields everywhere within individual components, the nonlinear effect is simply accounted 
for by a shift of the linear dielectric coefficients. Lets denote 
= + (2.48) 
Since the effective medium is experiencing a uniform macroscopic field，we have 
^e^-ee+XelEol' + r/elEol' (2.49) 
For an inclusion of type a ( = i or m) in this effective medium, the dielectric constant is 
given by (2.48) above. In the linear case, the solution of the local field is well known : 
Ea 二 e - n f - D e - Eq (2.50) 
where d is the dimensionality. Now we can use these three equations (2.48-2.50) to solve 
for the local field E^. We do this by an iterative procedure, with the E^ as the iterate 
starting with E^ = Eq, and each time keeping terms up to forth power in Eq, until it 
converges. It should be noted that this is done symbolically. 
With the local field at hand, we would have ef and e"^  when they are in the 
effective medium. Once again by the consistency condition 
nZ _ _ nl 
( l - � ; V l ) � � + V f W = 0 (2.51) 
We have the nonlinear effective dielectric constant. If we expand the ef in powers of 
the applied field Eq, we could get the Ce, Xe, and r^ that we wanted. 
For simplicity, we here quote the result in the series expansion of p up to second 
order, for a comparison with the perturbation calculations performed above : 
ee 二 em + dcm boP + dem bl{l + (d — 1) 6 � ) / (2.52) 
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Xe = Xm{l+p{-l + 4.bo + {d-l)bl) 
4 bo + 2(8 — 3d) bl + 2{d — 1)(6 -d)bl + 3{d — 1)2 b^)) 
+X^{ bo — l)\p + bo{i + 3{d - 1) bo)) (2.53) 
For rje, we only put down the terms linear in r]i and 7]m : 
Ve = r?m(l+p(- l + 6 6 o - bl + dbl) 
bo(-6 + (29 - 8d) bo + 2{d - 1){8 -d)bl + 3{d — 1)2 bl)) 
bo — l)6(p + 6o(6 + 7{d — 1) bo)) (2.54) 
This can be compared with the above EMA results (2.45)-(2.47) by putting d = 3 in 
(2.52)-(2.54). The results are 
ee 二 + boP + bl(l + 2 bo)p^ (2.55) 
Xe 二 X m ( l + P ( _ l + 4 6 。 + 2 63) 
+p\-4bo-2bl + 12bl + 12bt)) 
+Xz(^-1)4(P + / 6 o ( 4 + 10 6。)） - (2.56) 
Ve 二 l + 66o- + 
V 6o(—6+ 56。+ 206^ + 126如 
+Vi{ bo - 1)6(P + / bo{6 + 14 bo)) (2.57) 
In particular, we see that the cJe in both method is the same up to this order of accuracy. 
For the higher order terms Xe and r/e, if we compare the coe伍cients of various powers 
of bo, we will find that they are the same for small power of bo, and are quite near to 
one another for higher powers, although some higher order terms are missing in the 
simplified version results. Therefore, we can see the overall consistency of this simplified 
version of EMA with the perturbation calculations. 
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2,3 Conclusion 
In this chapter, we have done two things : first, a perturbation approach is developed to 
solve for the electrostatic potential in the single nonlinear inclusion in a nonlinear host, 
within the weakly nonlinear conditions. Second, the potential and hence the E-field so 
obtained in various order of the expansion parameter (which is of same order of the weak 
nonlinear coe伍dents) are then used to calculate the effective response of the composite 
within the method of effective medium approximations. The results are shown in the 
dilute inclusion concentration limit p, ie, in series of p. 
Furthermore, as an alternative to the approach of EMA, a simplified version of 
EMA is also used to find the effective coefficients, and the results obtained by this simple 
method can be compared with that of the perturbation calculations. 
However, EMA is not very accurate at small p limit. This is because in the small 
p limit, the variation of E-field in the host component would be far greater, as the field 
around the inclusion would be very different from the field far away from the inclusion 
region. 
In the next chapter, we are going to examine in more details the local fields 
properties, when time vary field is applied to such composites. 
> 
Chapter 3 
Dilute limit : Enhancement due to 
surface plasmon resonance 
In the last chapter, we have presented the calculation of the effective dielectric response 
from the perturbation approach and EMA. However, as pointed out there, the result is 
found not very satisfactory in the small concentration limit in the EMA method applied 
to the perturbation result. Therefore, in this chapter, we would take another approach 
to calculate the effective dielectric response based on the perturbation calculation of 
the electrostatic potential, which is valid in the small concentration limit. To simplify 
the formalism, we assume a linear host material, which is enough in order to illustrate 
the resonance character of the problem. Moreover, complex dielectric functions are 
also allowed in this formalism. For example, with some components metallic, their 
dielectric function would be frequency dependent and assume a complex value. This 
is done for the purpose of examining the frequency response of the composite under 
time varying field, which is useful in optical studies. Here, we would assume the quasi-
static approximations, where the size of the inclusion particle is small compared to the 
wavelength of the EM field applied to the sample. Furthermore, we would like to extend 
the formalism slightly to include single shell structure in the inclusion particle, while the 
formalism to general multi-coated sphere is left to chapter 5. 
20 
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Having the results in small concentration limit, we would look at the response 
function, particularly its frequency dependency, when some of the components are metal-
lic and hence have a complex dielectric response. Here, we would found that the complex 
effective response function has certain plasmon resonance frequency, and the effective 
responses are greatly enhanced. 
3.1 Formalism 
The perturbation calculation of the electrostatic potential is the same as that in chapter 
2. Therefore, we would adopt exactly 'the same convention there. Before considering the 
I 
shell structure case, let's discuss the method to calculate the effective responses using 
the perturbation results. 
The definition of the effective response is : the total energy of the EM field inside 
the effective homogeneous sample with effective coefficients eg, Xe，and rje would be equal 
to that of the composite sample under the same external electric field Eq = EqIl. ie, For 
the effective sample, 
DI = (ee + Xe|EO|' + 77e|EO|')EO (3.1) 
Stotal = [ Di • E* D'X = V Le', + Xe^o + VeE'o + •' •] (3.2) Jv L 
Hence, for the composite sample, the integral of the local field should have the value 
i f D � • E*(x) d'x == eeEl + XeEt + VeE', + …. （3.3) 
V Jv 
We are to evaluate the left side of (3.3) in the low concentration limit. In this 
limit, we can assume the inter particle effect to be negligible. So, every inclusion particle 
is being as if it were surrounded by the host material alone. This is equivalent to the 
reduction to single particle inclusion case. Hence, we simply put the single inclusion 
solution into (3.3), assuming the volume ratio of the inclusion to the host equal to the 
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inclusion concentraion p. We may assume the host to be a large sphere, in which the 
small spherical inclusion is concentrically placed. That is why the same formalism on 
perturbation calculation of single particle inclusion of chapter 2 is to be used here. 
With the G � � d e f i n e d by (2.17) (where the absolute sign is denoting the vector 
magnitude of Ea to be distinguished from the modulus of complex number), we need the 
additional definition of F � � as follows : 
Fa = E , . E： = (V0J . (V0J* 
= i ^ i � ) + Ai^i” + A^F^) + . . . (3.4) 
where 
i^i。）= . E f ) (3.5) 
尸a� 二 . E : � + E i^) • E:(。） （3.6) 
巧 2) = Ei� ) . E f ) + Ei” . E : � + Ei2) . E:(o) etc (3.7) 
Then we can write the energy density as a series in the expansion parameter A : 
二 Da . E : = wi�) + A^ i^” + + … (3.8) 
where 
乂Q) = QFi。） (3.9) 
二 eaFii) + (3.10) 
w�? 二 eaFi2)+/?a(^)Fii) + Gii)Fi�))+7<^(Gi�))2MW etc (3.11) 
Substitute this into the definition of the effective conductivities and separating 
various orders in A, we arrive at 
� = — 釋 
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二 ⑷ 沪 ： （3.12) 
Xe = [ u 巧 1) + zYaCi�)Fi�)] d � 
二由义论)[E，. Ei�)] K . E:(�)] d � (3.13) 
Note that the first term in the integral (3.13) disappears after the integration [46 . 
To second order, 
丨 + ( X � { 2 [Ei�) . Ei”] [Ei�) . E:(�)] + [ e ^ . E : � + E!” . E:(�)] [E^�) . E ^ ] } d'x 
+ l^vix) [Ei�) . Ei�)]2 [Ei�) . E:(�)] d ' x ] (3.14) 
Again, the integral of E^。）• E : � vanishes similarly. 
In this chapter, we would focus on the first two dielectric coefficients. One can 
see that only the linear solution of the potential is required. Therefore, we consider only 
the linear solution of a single shell particle inclusion model. 
Let the radius of the core be ri, the outer radius of the shell be T2- Denote the 
quantities in the core, shell and host region by the subscript c, s and m respectively, the 
solutions of the electrostatic potential for the single shell particle inclusion in different 
regions have the form : 
(t>c 二 —fcEorcosO 0<r<ri 
(t>s 二 —E^fsT — gsr-i^icosO n < r < T2 (3.15) 
(pm = -Eo { r — gmV-^) cos 0 r2< r <oo 
We had simply subpressed the superscript, understanding that they are the linear solu-
tion. (Moreover, the notation is the same as that in chapter 5) 
Solving the boundary conditions, one arrives at -- - - -
- -
r — ^^s^m^ (3 16) 
Ic = Z{2em + 6,)(ee + 2e,) + 2(e, - e^)(€e - e.) • 
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人 = + 6,)+ 2 ( 6 , A ' (3.17) 
^ c^ — J. 3 
9s = ~J^fcrt (3.18) 
9m = ( … ) � + � • (3.19) 
where 
•w Cc — f T”\3 
^ = (3.20) 
C^ + ^^s Vri/ \ ' 
(please refer to chapter 5 on how these are obtained) 
For a single spherical inclusion, the solution is familiar in chapter 2 ： 
(pi 二 -fcEor cos (9 (3.21) 
(pm = -Eo{r - Qmr'^) cos 6 (3.22) 
where 
fc = c = (3.23) 
Cc ~r 丄 tm 
知 厂 —c) 二 (3.24) 
However, as pointed out by Bergman [47], if the host has a large but finite volume 
V == 471"/3, then there will be two types of corrections in the calculation of the integral 
of the fields. These are small corrections of order R"^ and large corrections of order unity 
which appear near the surface of the sample. The correction terms are 
6e 一 ee + 2em9mP (3.25) 
Xe — Xe + 4Xm"m:P (3.26) 
r/e -> Ve + l^m9mP (3.27) 
- - --  - "“ 
These solutions will be used to study the following models. 
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3.2 Models and results 
Three different models are considered. They differ in the metallic and nonlinear prop-
erties of their components. However, we assume the same metallic dielectric response 
throughout the discussion, of the form in Drude Model : 
ul 
d — , : . 、 (3.28) uj[u + 27) \ ’ 
Indeed, Neeves and Birnboim [48] used the Drude Model and the Lorentz model with 
parameters fit to experimental data of silver and gold for a similar calculation of the 
effective nonlinear enhancement. Similarly, we can use the more realistic model if nec-
essary. 
3.2.1 Nonlinear spherical metallic inclusion 
In this model, the spherical inclusion is both metallic and nonlinear. The host is linear, 
and hence Xm = 0，and rim — 0- The field calculations and the integration give the 
effective coefficients in the dilute limit as follows : 
,爪(Cc — €爪) . 2、 /o on� 
ee 二 em + — + 0(P ) (3.29) 
十」€m 
Xe = TO 於 ( 3 . 3 0 ) 
The following parameters are used : 
6e = 1 - , 、 (3.31) 
CJ(CJ + 27) 
e^ - 2,5 (3.32) 
7 二 0.5,0.3，0.2, 0.1 (3.33) 
where u and 7 are in units of Up. 
- Fig.(3.1) shows the results for e^ = 2 and 6m = 5 in various values of 7. In -
particular we have chosen to plot the real part of Xe/pXi and the imaginary part of ee/3p. 
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Here, one can see that the resonance peak in the imaginary part of €e around �=O.bcUp 
in the first case, and around uj = O.Scjp in the second case. This is typical of a metallic 
dielectric response in the Lorentz model. As 7 becomes smaller, the peak becomes higher 
� a n d narrower, as the core metallic sphere becomes less and less dissipative. 
For the nonlinear coefficient, the behaviour is quite peculiar. The nonlinear 
coe伍cient is enhanced by a factor of about 100 in both cases. But the peaks changes 
abruptly from its negative maximum to its positive maximum when the frequency sweep 
across the resonance frequency. 
However, one should bear in mind that within this complex value formalism, the 
effective coefficients are also complex numbers. When the real part of Xe vanishes, the 
imaginary part may not be zero. This can be seen on a plot of the Xe on the complex 
plane in the specified frequency range. These are shown on Fig.(3.2). 
In summary, the effective nonlinear response is greatly enhanced around the res-
onance frequency, by about 100 times. Moreover, its phase is changing rapidly across 
the resonance. 
3.2.2 Shell model with nonlinear core 
In this model, the inclusion particle has a single shell structure. The core material 
is nonlinear, while the shell material and the host are linear. The results of the field 
calculations give 
,o rj (^m + 26,)A： + (65 - O) fo 34� 
Xe 二 PXcf,f: + CKp” (3.35) 
There are two different cases to be considered. 
- - -
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metallic core 
Assuming the same form of metal dielectric response as in the Drude model, the core 
dielectric function e^  is set to (3.28). Again the angular frequency a; and the 7 shown 
are in units of cUp. 
The following set of values are used : 
€m = 2,5 7 = 0.1 
e. - 1 Z 二 20,5,3,1.2 (3.36) 
So, we are trying to see the effect of changing the shell thickness on the resonance 
character of the coefficients. 
( 
Fig.(3.3) and (3.4) shows the results. In the thin limit (Z = 1.2), the result 
for the imaginary part of Ce is very close to the single spherical inclusion model above. 
In thicker cases, the change in the host linear dielectric constant does not affect the 
resonance frequency very much. However, the enhancement of the nonlinear coefficient 
is much greater in the thick shell cases. An enhancement factor of about 1000 can be 
achieved. 
This means that in the thick limit, the field is much more concentrated in the 
core region, because only the core is nonlinear, and so its enhancement is a direct effect 
of the local field enhancement within the core (Eqn.(3.35)). As a result, our graphs 
implies that thicker shell causes larger local field enhancement witMn the core in this 
model. 
For the behaviour of the linear coe伍cient，the resonance peak is higher in the 
thin limit, but lower in the thick limit. The width of the resonance is not much affected 
by the shell thickness. 
- - - • 
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metallic shell 
TMs time the shell is assumed to be metallic, and the other components are dielectric. 
The corresponding parameters are 
m^ — 2,5 7 二 0.1 
= 1 Z 二 20，5，3，1.2 (3.37) 
This time, there appears to be two resonances in the nonlinear coefficient. Math-
ematically, this can be seen as a result of the quadratic dependence of the denominator 
in the core field factor on e, in (3.34). This is less significant in the linear coe伍dent, but 
more prominant in the nonlinear one. These are shown in Fig.(3.5) and (3.6). Again, 
the enhancement is greater in the thick limit of the shell. 
However, for the linear coe伍dent, the dependence is quite on the contrary. The 
peak is much lowered in the thin limit. On the other hand, the peak is much higher in 
the thick limit. 
The effect of e^ i on the resonance frequency is not much affected by the shell 
thickness. 
3.2.3 Shell model with nonlinear shell 
This is similar to the above model, but this time only the shell is nonlinear. The results 
of the field calculations give 一 
,Q 7 (6m + 2es)Pc： + (€5 - em)Z I j � 
二 ^^ + + + + ) (3.38) 
—gg： 一 2(^ 3 巧 巧 + + 响 ( 3 . 3 9 ) 
. Similarly, we consider two different cases. -
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metallic core 
The parameters for the linear coefficients are exactly the same as the above shell model, 
so that a comparison can be made between the two models. They are 
6m = 2,5 7 = 0.1 
= 1 Z 二 20,5,3,1.2 (3.40) 
The results are shown in Fig.(3.7) and (3.8). In particular, we have the same ee 
in both shell models. Therefore, the discussion of e^  above applies here. 
For the nonlinear Xe, it is quite different. In the thin limit, the enhancement is 
far greater than that in the thick limit. Therefore, we see that the field is concentrated 
in the shell as the shell thickness ratio decreases. Combining the argument with the 
above shell model with nonlinear core, we conclude that, in the thin limit, the field is 
strong in the shell but weak in the core, and in the thick limit, the field is strong in the 
core but weak in the shell, when the core is metallic. 
If we compare the two cases on enhancement factor, we see that it is much greater 
in this nonlinear shell case. A factor of about 10000 can be achieved in the thin limit. 
metallic shell 
Again the parameters are chosen to be the same as the above shell model with nonlinear 
core. They are 
e^ n 二 2，5 7 = 0.1 
ec 二 1 Z 二 20,5’ 3，1.2 ^ ^ 
The results are shown in Fig.(3.9) and (3.10). The frequency dependence of Xe 
in both models are similar. The dependence on shell thickness is less obvious. Also, the 
enhancement factor is much larger than the nonlinear core case. 
> 
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3.3 Conclusion 
In summary, the enhancement of nonlinearities are tunable by varying the various pa-
rameters in the models, especially in the shell model. 
In tuning the resonance frequency, one mainly deals with the e^  of the sample. 
Therefore, an estimation of the resonance frequency would be instructive in this inves-
tigation. This is done in the appendix. 
In the single sphere model, one has only the parameters 7 and e^ to tune the 
position of resonance. The effect of tuning 7 has the additional effect of sharpening / 
boardening the resonance. 
In the shell model with metallic core, the situation is similar to the metallic 
single sphere model concerning the resonance frequency tuning. But this time there is 
an additional parameter, namely, the shell thickness. In our graphs, we see that when 
the shell thickness decreases, the dependence of resonance frequency on em is greater. 
In the shell model with metallic shell, there appears to be two resonance frequen-
cies. This time the shell thickness does not affect the em dependence. It seems that the 
same frequency shift occurs in the different shell thickness cases. 
In both shell models, the shell thickness affects the resonance position very much. 
For the magnitude of the enhancement of Xe, one sees that this depends on where 
the field is concentrated. 
In the single sphere model, the core field is higher when the 7 is smaller. An 
enhancement factor of about 100 can be achieved. 
In the shell model with metallic core, the field would be stronger in the core and 
weaker in the shell region when the shell is thick, and vice versa. Therefore, to achieve 
large enhancement, one should use thick shell when the core is nonlinear, but a thin shell 
when the shell is nonlinear. So far, it seems that the nonlinear shell case with metallic 
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core has the largest enhancement among our models, where a factor of about 10000 is 
achieved. 
In the shell model with metallic shell, the field is stronger in the core in thick limit 
and vice versa. However, the field in the shell has less evident strength dependence. That 
is because ultimately, the field concentration is determined by the relative magnitude of 
the dielectric constants involved. Therefore, we can say that to achieve high enhancement 
in this case, we should use thick shell when the core is nonlinear, but no very definite 
conclusion with the nonlinear shell case. 
All these adjustabilities of linear and nonlinear characters provide more feasi-
bilities for experimentalist in devising experiments on nonlinear response of composite 
media. 
- - - • • 
Chapter 4 
Numerical calculations of electric 
potential 
In this chapter, we are going to solve the nonlinear equation of chapter 2 (2.3) numeri-
cally in the general case of cylindrical nonlinear inclusions in nonlinear host using finite 
difference scheme. So far, we have only calculated the electrostatic potential within the 
perturbation scheme. As we shall see, in this kind of numerical scheme, the magnitude 
of nonlinearity is not restricted. Furthermore, the form of nonlinearity is also not re-
stricted. Here, we can consider strongly nonlinear response easily of the following form 
which is difficult and seldom in analytical methods [44, 45]: 
J 二 (x|Ep^)E (4.1) 
Therefore, the calculation below serves two purposes. First, we can use the numerical 
solution in this scheme for a comparison with the results of perturbation calculations. 
This gives us information on the accuracy of perturbation calculations. Second, we could 
get results in large nonlinearities and strongly nonlinear cases, which is not obtained in 
the perturbation calculations. 
Moreover, we would, for the purpose of illustration, also use a combined symbolic 
and numerical method to find the solution in series of the small nonlinear coefficient x， 
32 
Ciiapter 4. Numerical calculations of electric potential 33 
which is developed recently [39]. In this way, the numerical solution of the potential in 
various orders of the expansion parameter can be obtained, which is directly comparable 
with that of the perturbation calculations. 
To simplify the calculations on the boundary, we would use a circular grid to do 
the finite difference scheme. 
4.1 Formalism 
Similar to the set up in chapter 2, we are considering a single cylindrical homogeneous 
inclusion in a homogeneous host, both can be nonlinear, of the following form : 
J = y(|E|2)E 二（C7 + X|E|2/^ )E (4.2) 
under the influence of a uniform applied field Eqi. 
Here, we would consider the conduction problem. Hence, we would calculate the 
effective conductance, analogus to the effective dielectic response in chapter 2. The role 
of D would be played by J here. The resulting equation, namely, the Laplace equation 
for the electrostatic potential, would be the same. — 
For simplicity and comparison, we would first perform calculation in the case 
jS 二 1. Then we would try some other values of P not restricted to integer, in the range 
0<p<l. 
For the electrostatic problem, the electric field E satisfies 
• X E 二 0 (4.3) 
Therefore, there exists a potential • such that 
E 二 一•(/) (4.4) 
The current density J must obey the equation of continuity - • - • -- ' * -
• .J = 0 (4.5) 
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Substituting Eq.(4.2) into Eq.(4.5) and using Eq.(4.4), we arrive at the nonlinear field 
equation: 
= O (4.6) 
On expansion, it is 
+ V J ^ - = O (4.7) 
Divide all through by T � w e have 
V V + (Vliij^). = 0 (4.8) 
Expressed in terms of polar coordinates, 
a y , I 1 a y 1 d\TiTd(t)— 
^ + + + dr + 二 0 (4.9) 
where 
7 … 洲 2 = 〜 { 獻 + 糊 （41。） 
V. y 
The boundary conditions for the continuity of the potential 0 and the current density J 
must be applied on the surface of inclusions : 
(t>m 二 ct>i (4.11) 
A.Jm 二 A.Ji on a (4.12) 
where the subscripts m and i denote respectively the quantities in the host region and 
in the inclusion region and Qi denotes the surface of the inclusion. In terms of 7 and 
0, they are 
_ <t>m = c^ i (4.13) 
{ a m ^ X m l ^ K l ' ) ^ == + 尝 on (4.14) 
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The boundary condition at "infinity", is 
(T>M -EQT COS 9 T — 00 (4.15) 
which is the potential of the uniform applied field. 
Our aim is to solve for the potential 0(r) from Eq.(4.9) subjected to the boundary 
conditions Eqs.(4.13) to (4.15), by a finite difference scheme. In this way, the differential 
operator is replaced by finite differences. The region of interests, namely, the inclusion 
region and the nearby host region, is divided into circular grid points. The values of 
the potential on these points are related by the set of finite difference equations. The 
circular grid is chosen to simplify the resulting difference equation from the boundary 
conditions. 
Therefore, the finite difference scheme is introduced as follows : 
1. The circular grid 
For simplicity, we set the boundary at r 二：L As the electric field becomes the 
applied uniform field only at a large distance, we stop our dividing process at 
a large but finite value of r = R. This region of interest is divided into circular 
regions. Let's denote the radius of successive regions counting from the origin by 
Ti . Define the spacing between them : 
hi = r^ +i - Ti (4.16) 
The circular regions are cut by radial lines at equal angular separation k, as shown 
in Fig.(4.9). If there are Ne angular divisions from 没二 0 to = 7t72, then 
k 二 7r/2/iV0. Due to the symmetry of the problem, we need to consider the first 
quadrant only. Similarly, we denote the successive polar angles of the radial lines 
by Qj. In other words, 
Gj 二 j X k (4.17) 
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The grid points are labelled by indices (i,j) where 0 < 2 < N舰工 (TV舰 , i s the 
maximum value of i related to the value of R chosen) and 0 < j < Nq, The 
potential at the point (i,j) is denoted by (p^ij). 
• � ‘ f ) '•= ^{ri.Oj) 0 < z < Nmax. ^ < j < N e (4.18) 
Under this grid, we are solving for the potentials (/)(r•“ 9j) by solving the difference 
equations relating them. 
In principle, the difference equations are constructed by relating a grid point with 
its four nearest neighbouring points. 
According to the choice of hi, there are actually three different regions, and the 
corresponding difference equations are slightly different : 
(a) Uniform radial spacing 
This region extends from r = 0 to r = 2. If there are Nr divisions from r = 0 
to r = 1 in the radial direction, then 
hi = l/Nr 0 < i < 2iV, (4.19) 
(b) Increasing radial spacing 
This region extends from r 二 2 to r 二 R. The successive spacings are related 
by Fibonacci relation : 
hi = hi-i + hi—2 2Nr + l < i < N^a. (4.20) 
This increasing spacing grid is introduced to reduce the number of computa-
tion of the potential in the region far away from the inclusion. Conversely, 
if we stick to the uniform spacing in： this far region, we would waste most of • 
our time in computing the potential in the region not interested. Moreover, 
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tlie nonuniform mesh introduced in this way do not reduce the accuracy of 
our scheme, as shown below. 
(c) Enhanced region 
This is actually the region between r^-1 and r队+1. Grid points are inserted 
into this region by successive bisecting the region on both side of the boundary 
in the radial direction, but keeping the angular direction unchanged. 
Denote the potential at the enhanced grid points by cp^ e“ ^nd (^ (e-) (and also 
other relevant quantities by the superscripts e^  and e^) in the inclusion and 
host region respectively, they are defined as : 
1 
r 严 = r x —“产； h?) 二每 (4.21) 
r h ) = r队+ /4e) (4.22) 
(f)�ea�{i,f) a 二 i,m (4.23) 
for 0 < 2 < Nbisec Oi 二 z, m. Note that i = 0 is also included for the 
convenience of discussions that follows. 
This enhanced region is introduced in order to preserve the accuracy in the 
calculation on the boundary conditions. This can be seen to be required 
because in the boundary, only one-sided difference can be used to approximate 
the partial derivatives. 
2. The difference equations 
In the different regions introduced above, the resulting difference equations would 
be slightly different. The differential operators are replaced, according to the 
regions, as follows. However, they only differ in the derivatives in radial direction. 
For the angular direction, they have the common replacement 
^ + - 1 ) I ( 4 24) 
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^ “。(约 (4-25) 
恤 7 In 邓 , j + 1)—In 汗 , j - 1 ) … 2 � 
^ r — ~ Y k ~ ^ + 响 (4.26) 
For instance, let's first turn to the calculation of nonlinear conductivities first, 
which is essential in the difference equations : 
(a) Calculation of the nonlinear conductivities 
On the point (i,j), T becomes / ( i , j ) or g{ij) as 
二 q + 0 < 2 < A^ , (4.27) 
‘ •，J) = 0-m + XmlV(/>(i,j)l' Nr<i< N^^x (4.28) 
But the calculation of j ) is more subtle : 
i. Uniform radial spacing (in either / or g) 
譬 州 + 1，气：树卜 1，力 + (D(h2) (4.29) 
CT* Zili 
ii. On the boundary _ 
It can be seen that in the difference equation of both the inclusion and 
the host regions, the boundary values of T is needed, which is not contin-
uous along the boundary. Hence, according to the region of the equation 
under consideration, the partial derivatives in J^  have the values when 
the equation is for (note that 0 is continuous along the boundary) 
A. inclusion region (for / ) 
— 狐 3 、 - 广 霞 們 (4.30) 
彻 ^Nbisec 
B. host region (for g) 
… -—- 竺 - 伙 、 (4.31) 
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iii. increasing spacing (for g only) 
+ 响 (,32) 
iv. enhanced region 
on the inclusion side (for / � )， 
and in the host (for p(e))， 
Now, for the other derivatives, we have 
(b) Uniform radial spacing 
This region is define by the set {0 < z < Nr.Nr < i < Nmax}- At the point 
(i,j), the derivates are approximated by 
尝——乡(“1，力1肩-1’力+响 (4.35) 
- Z 
f —州+ 1，气：树卜 (4.36) 
OT 2 hi 
^ — 1 華 1 ， 气 : 導 (4.37) 
UT /dfli 
(c) Increasing radial spacing 
dr^ M 
丝—州+ 1 � H ( 卜 2 � ) + 响 (4.39) 
dr 2hi 
^ — In乂7 + 1’ J) 一 I n • —2，J) (4.40) 
dr 
- Although- hi increases with i, the coefficient of the first truncation error term 
a40/ar4 decreases as r"^ at large distance. For large h” we must have hi ^ 
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R ~ while & " ( j ) / d r �乂 R-^ at the majdmum radius, the 0 { h ^ ) accuracy 
is therefore preserved. (In other words, the increase in hi is over weighted by 
the decrease in the 4th derivative of the potential.) 
(d) Enhanced region 
Again there are common angular derivative replacements : 
^ J + 1) - + - 1) 
洲 2 — + 0(k')(4Al) 
% — 作 . + 1)2二 ( , ， ” 1 ) + 响 (4.42) 
^ — in 内 a ) ( … D l e i n •^�(,•，广 (4.43) 
i �� 2h\ 
While for the radial derivatives, 
in the inclusion side, 
( h 作 \ J \ J 
f - 糊一 f ; ) ( 卜 1 ， 力 ( 4 . 4 5 ) 
dr 2h�:� \ ) 
^ 一 in 肌 ， 力 - l ; f ) ( b 2 ， 力 + 
dr 2h\e) 
in the host side, 
^ 务 1 务 2<t>M似 + 狐 3 � 2 
dr^ ( / 4 ’ y J K ‘ ) 
丝 — 0 � ( 卜 1 � ) - 事 r ， 力 + 鄉 2 ) (4.48) 
dr 2hr 
^ 一 1”⑷(卜 具力 + ‘2) (4.49) 
dr 2 h r 
(e) Boundary equations 
Similar to the aboves, 
_ J �N �- 料 N b i s e �+ _ … ( 4 . 5 0 ) … 
Ciiapter 4. Numerical calculations of electric potential 41 
^ _ 沪 风 - c , 力 一 0(iVr’ 力丄 , � , a 2 � (� 
dr M + (4.51) 
^Nkisec 
with HNr,j") calculated as two values /(A^,,^') and on the two side 
as stated above. Here we see that, although one sided difference is used, the 
accuracy of 0{h^) is preserved if we have 
" i l e c < hi (4.52) 
This requirs that 
Nbisec > (4.53) 
I 
Having all these replacements put into the original differential equations, we can 
express the potential at the centre point in terms of potential of the four neighbouring 
points. For example, in the uniform spacing regions, 
0(i，j) = [2 (1 + ^ ) ] ' +1, j ) + 4>{i - + J . m + - - i , i ) ] 
... . ( 4 . 5 4 ) 
The equations are solved iteratively, by the Gauss-Siedel over relaxation method. 
In some cases, however, we have to put the acceleration parameter less than unity to 
gain stability. 
4.2 Results 
We choose the parameters cji 二 3，cXm 二 1, 二 1，for a test of our method. The E-field 
along X axis, the conductivity coefficient J^ along x axis and on boundary ( / and g) are 
plotted for a comparison with the perturbation calculations in the four different cases, 
namely, . . -
1. linear inclusion in linear host , = 0，Xm 二 0, shown in Fig.(4.1) 
> 
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2. nonlinear inclusion in linear host，Xi 二 1，Xm 二 0，shown in Fig.(4.2) 
3. linear inclusion in nonlinear host , Xi = 0, Xm = 1, shown in Fig.(4.3) 
4. nonlinear inclusion in nonlinear host , Xi = 1, Xm = 1, shown in Fig.(4.4) 
In case 1 and 2, the results are compared with the exact analytical results, while the 
cases 3 and 4 are compared with the perturbation calculation up to 1st order of the 
expansion parameter. 
For the purpose of reference, we quote here the perturbation calculation results 
for a cylindrical inclusion [16, 17 
r = + + + a = z,m (4.55) 
00 = - c E o r COS0 (4.56) 
4>0 = -Eo (r-br—i) cos 0 (4.57) 
(pi = —(ci r cos ^  + C3 7*3 cos (4.58) 
I L (Tm \ 6 / J 
+ (知厂3 一 厂 1) COS 3没} (4.59) 
where the coefficients are 
c 二 k bo == 1 — c b = bop' = (4.60) 
CTi + CTm 
Ci = - [ x n x (l + 2bo + - Xic'l (4.61) 
CTi + CTm I V �） � 
二 (4.62) 
30, + am) 
b, 二 + —6吕+ l 6 l ， ( l +臺一 (4.63) 
(Ti-^ CTm [ [ b t^m \ 0 / 」 J 
63 = (4.64) 
ai + am V2 3 2amJ 
In Fig.(4:1) and Fig.(4.2), we see the result of our numerical calculations are 
excellent. The dots represent our numerical results, and the solid line shows the exact 
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results. Therefore, the validity of our formalism is established. In particular, we note 
that the core field is uniform throughout the inclusion. 
For the nonlinear host cases, we see that the perturbation calculations deviate 
from the numerical solutions, especially near the boundary x = 1. This may comes from 
two reasons: first，truncation error of the perturbation series (up to 1st order term) is 
serious; second, the nonlinearity we are considering is really not small (comparable to 
the linear coefficient). 
Therefore, for a fair comparison, we should consider smaller Xi and Xm. We 
repeat the cases 3 and 4 with the parameters Xi 二 0.1, Xm = 0.1 in Fig.(4.5). Here, we 
have included the second order term in the perturbation calculation shown as solid line 
in the figure. The results is really much better. This also shows that the perturbation 
results are good even when we only take term up to 2nd order, when xE? is about 10% 
of a. 
For the strongly nonlinear case, we choose jS = 0.35, am = l,Xz = 1 and Xm = 1. 
Two cases are considered : ai = 3 (Fig.(4.6)) and ai = 0 (Fig.(4.7)). The corresponding 
physical quantities plotted can be compared with that of Fig.(4.4). Here, we have no 
analytic results for comparison. 
4.3 Symbolic simulations 
4.3.1 Formalism 
Basically, the formalism is the same as the numerical version above. The difference is 
that, instead of a scalar value of (p at each point of the grid, we use a series expansion 
with A as the expansion parameter which has the same order of magnitude of Xi and 
Xm. Denote 
- • • - - ‘ ’- -
今 a = t,m (4.65) 
A 
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Then /？^  would be of 0{1). 
The potential at each point is a series 
(/) 二如 + A01 + X^(f)2 + 0(A3) (4.66) 
We have truncate the series so that the potential is accurate up to 2nd order in A. In this 
way, by the same finite difference scheme introduced above, we can solve simultaneously 
the potentials of various orders in A, ie (/>•, and 02. 
It turns out that the various order of the potential can be further decomposed as 
follows, 
f 
00 = ih (4.67) 
01 = ft + i^z Pm (4.68) 
02 = iJ^Pi+i^s^iPm + A P l (4.69) 
where ijjj would be scalars depending on cr^ , am, the applied field strength and the radius 
of inclusion only. Therefore, once the V /^s are solved, we may substitute the values of 
Pa to get the values of the potential in various orders. 
This can be done by algebraic manipulation software (e.g. Mathematica) or one 
can write conventional programmes to calculate it which requires the programmer to 
separate the difference equations in various orders first. 
In practice, algebraic manipulation software (Mathematica) turns out to be slower 
than the conventional programme (written in FORTRAN). This is expected since the 
software is written for general purposes rather than solving specifically our finite dif-
ference problem. Hence the results below is obtained from FORTRAN rather than 
Mathematica. 
- - - • - -
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4.3.2 Results 
Again we choose the parameters Xi = 3, Xm - 1 to test our calculations. The potential 
is calculated up to second order. Then the E-field and the conductivity coefficients are 
calculated, and compared to the perturbation calculations (this time up to 2nd order). 
This is shown in Fig. (4.8). 
The agreement is excellent, which is to be expected since in both the numerical 
symbolic calculation and the perturbation, we are obtaining result exact up to 2iid 
order. This demonstrates again the feasibility of combining symbolic and numerical 
calculations. 
4.4 Conclusion 
In this chapter, we have developed a numerical scheme to calculate the potential for the 
nonlinear inclusion problem introduced in chapter 2. The results are compared with the 
perturbation calculations, and excellent agreement are found in cases when the host is 
linear. When the host is nonlinear, the overall agreement is good. 
A special case of a strongly nonlinear response is also investigated. 
Moreover, our model symbolic calculation of the potential is feasible, which can 
be seen from the matching of the results with the perturbation calculations. 
- ^ - • - _ - — — • - _ 
Chapter 5 
Local field enhancement in 
nonlinear composites of multiply 
coated spherical inclusion 
As already pointed out in chapter 2, in composite structures, the exact treatment of the 
problem of electrodynamics is possible only within certain classes of geometry and in the 
limit of low concentration of inclusion. Otherwise, numerical method to approximate 
the solution has to be used, such as the perturbation approach developed in chapter 2; 
that of the random resistor network (RRN) to be discussed in chapter 6，or combined 
numerical and symbolic calculations developed recently [39] which is applied to solve the 
Laplace equation in last chapter. 
In this chapter, we consider the type of spherical inclusion which is solvable 
analytically in closed form. Actually, this forms a standard text book EM problem 
•49] when everything is linear. However, in the nonlinear problem, the equations are 
much more difficult to solve, and most of the time exact solution cannot be obtained 
analytically. But the model we are considering, as to be shown below, is exactly solvable. 
This gives us useful information about nonlinear system, such as the local field properties. 
It is well known that in the nonlinear inclusion composites, the local field is much more - - - . - - - • - . 
enhanced and at the same time the effective nonlinear response is also enhanced. [46 
46 
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Under this model, we would examine the properties of the local field in a single 
nonlinear metallic sphere embedded in linear host when the external field is time varying, 
within the quasi-static approximation. We would see the peculiar behaviour of the local 
field due to the complex nature of the dielectric functions. 
This chapter is orgainzed as follows. First, the general formalism of our model 
in the linear version is presented. Then, it is applied to particular cases of single sphere 
model and the single shell model. Next, we consider a single non-linear spherical in-
clusion, and from that we also obtain the exact result for the whole class of inclusion 
(multiply coated, core nonlinear). With the solution at hand, we try to examine the 
properties of the local field in a single nonlinear metallic sphere embedded in linear host 
when the external field is time varying. 
5.1 Formalism 
We consider a single spherical particle inclusion in a host medium which is assumed 
linear and infinite (to ignore boundary effect of host). The spherical particle has a 
structure of multi-coating by different dielectrics. Each dielectrics, including the sphere 
and the coatings, can be metallic. They are all assumed to have a linear response to the 
electric field : 
D 二 eE (5.1) 
Under a uniform external field Eq, we seek the solution of electric potential definable by 
solving the equation for static field : 
• X E 二 0 (5.2) 
• . D 二 0 - (5.3) 
> 
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in which equation (5.2) enable us to define the electric potential • 
E = (5.4) 
Then we immediately see that 0 satisfied the Laplace equation in different regions. 
V V == 0 (5.5) 
Let us place the particle inclusion in the origin. Let Eq be parallel to the polar axis. By 
azimuthal symmetry, • only depends on 6 and r alone. (0 = 0(r, 9)) 
We label the core-sphere by the subscript 1，and the successive coating shells by 
2, 3, 4, ...., m. Then (f)i has to satisfy the following boundary conditions : 
(J50) ( / )m(r，没）—EQ r cos 6 as r —» oo 
[Bl) (pi = (/)i+i on Hi 
(丑2) eiVr(pi = ei+iVr(t>i+i on Q-i 
where Qi is the spherical boundary of radius 7\. 
Solution of (pi, by (5.5), must have the following form : 
CO 
么(r, e) = Yl — + 树 r 乃 ( c o s 0) (5.6) 
z=o 
being the Legendre polynomial of order /, ^fs, B^s are constant coe伍cients for the 
i th shell, (core when i二 1, medium when i二m) 
For the core sphere, the 13{,s vanishes, while for the host, the Ays vanishes except 
for 二 -EQ , to satisfies the boundary condition (BO). 
Matching the boundary conditions (Bl) and (B2) on Qi, it turns out that, for 
the spherical shells, only 乂i and 5{ remains non-vanishing, ie. 
0介，61) 二 + = (5") 
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Together with the potential for the core and the host of the form 
<^i(r，約=—EofircosQ (5.8) 
= � EQ(r — grnr-2) cose (5.9) 
where the fi and 识，s satisfies the recursion relations 
\ J \ ^j-i 一 ej + ) 乂 乂 、 ) 
where / r. Y 
= ~ j (rVn is artificial. Let r^ = 1) 
’ 9j = 9j r f j = 2,3,..., m 
with 
fm = 1, 9l = 0 
5.2 Single spherical inclusion 
Applying the above formalism to a single spherical inclusion, we put m = 2，and solve 
the recursion relation above : 
\ 92 J V - + 2ei ) \9i ) 
This gives 
/ i 二 二 P r3 A = 梓 r? (5.12) “ 2e2 + ei 362 2e2 + ei 
and so the core electric field has a magnitude of 
Ec � = (5.13) 
€1 十 ^ 62 
This result is well known [49]. The field outside the sphere is just a dipole field. -The 
core field is uniform, in the same direction as the applied field. 
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5.3 Single shell particle inclusion 
In this case, m 二 3, and we have two matrix equation to solve : 
SZaesf M = f + 2Z3(.. - ^s) ] ( h ] 
\ 93 J V 63 + 262 J 乂 §2 J 、 ； 
( A W 秘 + q ) 2Z2(e i -e . ) W A \ 
[92 J [ 6,- 62 62 + 261 a m ( ) 
where we have substituted /s 二 1 and gi = 0. 
From these, we would obtain 
f 二 96263^2 
363 Z2 6\ — 62 
12 二 ；r—iTr where A' = —— (5.17) 
^2(263 + 62) + 2(62 - 61 + 262 
_ 3 
n — 秘 2 -63) + (€3 + 2 幻 ) 3 
力 二 Z2(2e3 + e2) + 2(e2 — 
From this, if we let Z � 1 , the result reduces to 
芒1 一 €3 3 /c on\ 
fi = 二 (5.20) + 263 + 
which is the single spherical inclusion solution given above. 
5.4 Nonlinear problem 
Thus far, we have only considered linear incluisons. The solutions of nonlinear inclusions 
are mucli more attracting and interesting to physicist. The nonlinear response that is 
commonly studied has the following form 
D 二 (e + xE2)E … 、 （5.21)— 
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in which the first non-vanishing nonlinear term is the xE?，valid in centrosymmetric 
materials within the electric dipole approximation [2 . 
It turns out that the nonlinear problem is much more di伍cult to solve that the 
linear one. Methods such as perturbation scheme are applied [19] to study the nonlinear 
effect in the local fields (and also different geometries are considered). In Yu's paper 
46], it was found that a special case of nonlinear inclusion in a linear host is exactly 
solvable : 
The formalism is similar except that the boundary conditions have to be modified 
to the following form 
I 
(BO) (F)2(r, 9) —^  —EQ T COS 6 as R oo 
(Bl) (f>i = 02 on 
(B2) (ei + x|V(/)inV,0i = e2Vr02 on Qi 
The solution has the same form as the linear case 
01 二 - C r COS d (5.22) 
02 二 —(EQT —Br—COS G (5.23) 
By the boundary conditions, we have 
C n 二 JEori- Br :] (5.24) 
= 62 (Eo + 2Br-') (5.25) 
Eliminate B, we get 
XC^ + (€i + 262)C - 362^0 二 0 (5.26) 
We may write 
‘ C ^ Eo (5.27) 
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Hence，we see that the very important property of the solution that enables the problem 
to be exactly solvable is that the central core field is uniform. This makes the nonlinear 
effect to be spatial independent, impling that only a change of the linear dielectric 
constant is effected : 
+ x|V0|2 (= ei + x E l f l in the aboves) (5.28) 
Exactly the same argument can be applied to the multi-coated sphere structure, in which 
we see that the core field is again uniform. Hence, if only the central core sphere is non-
linear, the problem is exactly solvable. The solution is simply obtained by substituting 
ei by ei + x\^<P? in the equations, e.g. in the single shell model, the core field satisfies 
c 二 ^2(263 + 62)(ei + xEl + 262) + 2(62 — + xEl 一 ( ) 
5.5 Core field in the single sphere 
If we consider the case of nonlinear metallic single spherical inclusion, we can use the 
exact result obtained above to see the local core field behaviour. The core field is given 
by 
Ec = 7 .3二、 , Bo (5.30) 
This solution can be used to study the local field properties when it is subjected to 
an input monotonic EM wave. Within the quasi-static approximation (particle size < 
wavelength), we may neglect spatial variation of the input wave across the inclusion, 
and consider the particle actually experiencing a time varying uniform field, (ie time 
variation is retained). 
Eo 二丑oe� ' （5.31) 
On the complex plane, the applied field would be a circle over one period of time. 
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Since we are considering metallic inclusions, the linear part of the dielectric func-
tion ei is complex, giving phase difference between local field and external field. By the 
Drude Model, we set 
… - ^；； ^ ^ (5.32) 
Similar treatment of varying field applied to the composite has been done [48] which use 
Lorentz model fit to silver and gold particle. However, we simply use the Drude model 
to see the qualitative behaviours. One can easily extend the present consideration to 
that of a more realistic model for complex ei. 
• In particular, we have tried the following parameters on the model : 
Eq = 0.1 X 二 0.1 
€2 = 10 7 二 0.01 外 （5.33) 
From the relation of the core field with, the applied field (5.30), one can see that 
for a given applied field, there would be three possible values of the core field which 
can satisfied the equation (for it is a cubic equation in Ec). Hence there would be 
three branches of solution for the core field as the applied field vary over its period. 
Plotting the core field on the complex plane, we see how the three branches look like. 
Under appropriate magnitude of EQ, and near resonance frequency, the three disjoined 
branches of solution would join together, which makes the core field a triple period. 
Otherwise, the three disjoined branches gives three possible values of the core field, and 
in this case the core field in each branch and the applied field would have the same 
period. Let's first give an estimation of the resonance frequency. 
The plasmon resonance frequency can be estimated in the following way (for 
calculations, see appendix): 
- 骑 i + 2 e 2 ] = 0 (5.34) 
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For the above parameters, we have the resonance frequency 
叫 ~ (5.35) 
In Fig.(5.3), we had tried the following values of a; near the resonance frequency 
� I � p 二 0.21 0.2106 0.2106746 
0.2107 0.211 0.215 (5.36) 
Here，we see how the three originally disjoin solution gradually joined together 
in the complex plane as the frequency approaches the resonance frequency. 
In Fig.(5.1), the phase relationship between the core field and the applied field in 
( 
the joined case LO 二 0.215a;p is plotted, in which 0 is the core field phase angle and the Q 
is the applied field phase angle. Clearly, the core field has a period 3 times the applied 
field period. 
Moreover, the local field is enhanced by a factor of about 40 (we see that this is 
roughly inversely proportional to 7). This is in agreement with the static case where 
large enhancment of Xe can be attained [46 . 
Away from the resonance frequency, this behaviour ceases. We have tried uj 二 
0.2ujp < u)r in Fig.(5.2a) and UJ 二 0.25a;p > UR in Fig.(5.2b), where the branch of solution 
surrounding the origin is considered. The core field and the applied field now has the 
same period. 
The magnitude of the applied field has also to be of appropriate order for such 
joining behaviour to occur. Approximately, the condition we find from trial and error is 
XEI ^ C (5.37) 
where C is a constant depending on 62 and 7. In our case, C ^ 10-3. 
Different field strength are therefore tried … …二 一-
二 0.01, 0.05，0.1，1，5 (5.38) 
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Fig.(5.4) shows the ratio of the amplitude of real part of the core field to the ap-
pUed field strength, plotted against the frequency for the different applied field strength. 
In the figure, we see that for certain applied field strength, the gain in the local field 
peaks around the resonance frequency. There is also a discontinuous jump in the am-
plitude，which mark the transition between triple period and single period behaviour. 
Such jumps only occur for appropriate magnitude of applied field given by the estima-
tion (Eqn.(5.37)) above. This is similar to the situation in optical bistablity behaviours 
40, 41，42，43 
In the limiting case of x — 0, a very large magnitude of the applied field is 
needed. (Showing that triple period is strictly a nonlinear effect). This is shown in 
Fig.(5.5a). The value of x is set to lO—n, and Eq = lO ,^ which satisfies (5.37). Here, we 
see the same resonance character occurs. 
Otherwise, there would be three branches, two of which has magnitude approaches 
infinity. So we see that the branch which encircle the origin should be the physical 
solution. In Fig.(5.5b), the central branch is plotted, where Eq 二 100. The joining of 
the solutions does not occur as the frequency goes through the resonance. 
In the limiting case 7 0, the phase relation of the core field and the applied field 
is seen in Fig.(5.6) when away from resonance. Here, we set 7 = and cu 二 0.2a;p 
and cj = 0,25cjp in Fig.(5.6a) and Fig.(5.6b) respectively. They shows that the core field 
is either in phase or tt out of phase with the applied field, as to be expected. 
In the case of single shell model, there would be two resonance frequencies, as to 
be estimated by the followings : 
Rele2 一 a] 二 0 or i?e[e2 — 二 0 (5.39) 
where a and 0 are the roots of the quadratic equation in €2 ： 
^2(263 + e2){ei + 262) + 2(62 一 e3)(ei — e?) 二 0. (5.40) 
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Similar behaviour occurs as in the single sphere case, (again see appendix for the cal-
dilations of the resonance frequency) 
5.6 Summary 
In this chapter, we have explicitly demonstrated that the case of nonlinear core multi-
coated sphere inclusion in linear medium is exactly solvable. From the examination of 
the solution of the core field, we see that the core field behaviour is peculiar when the 
applied varying field has frequency near resonance. As an application of our findings, 
we can apply the solution to find the effective dielectric responses in the dilute limit, 
using the method layout in chapter 3. This is previously done by Gu [20] where they 
had made a study on the dc conductivity of layered inclusion under the Rayleigh model. 
Further investigation is possible if we consider more than one shell's particles. 
Then we can tune different parameters of the model to see their effects on the effective 
responses, such as the metal/non-metal properties of each shell, their volume fractions, 
dielectric constants, etc. where interesting results may be found. In particular, a single 
shell case was investigated in chapter 3 on the enhancement of Xe. 
» 
Chapter 6 
Optical transition and random 
resistor network 
The random resistor network (RRN) model is frequently used to simulate continuous 
mixtures of homogeneous materials. Each kind of the materials in the mixture is repre-
sented by a type of conducting bond within the network, wi th the particular kind of I -V 
response imposed on i t to characterize the material i t is representing. In other words, 
the continuous medium is discretized into lattice, w i th the bonds randomly assigned to 
connect the lattice sites. 
For instance, we are interested in binary mixtures of dielectric and metallic ma-
terials, which, have nonlinear response of the form 
D = 6E + x |E |^E (6.1) 
In the RRN, they becomes the nonlinear I -V response of the form 
/ 二 … ( 6 . 2 ) 
W i t h i n this model, the AC response of the dielectric/conductor composite is 
examined by the AC response of the random resistor network. This kind of RRN is 
previous studied [31], whicli shows that in tKe large Q l imit (Q is the quality factor to 
be defined below), the linear conductivity is affected seriously by the singularities of the 
57 
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linear response. Furthermore, optical transition occurs in these kind of binary mixtures. 
However, only linear response were investigated. Here, we would like to see the effect 
of singularities on the nonlinear effective response using simulations and the effect of 
nonlinearity on the optical transitions within the nonlinear EMA scheme. Moreover, 
the coefficients of the response functions in the small linear conductance ratio expansion 
would be calculated, which gives valuable information on the scaling function of the 
effective response. In the simulations, the effective response is calculated by moments of 
the voltages across the bonds, which is a result within the perturbation scheme. Hence, 




We consider a two dimensional square lattice network of size L x (L + 1), as shown in 
Fig. (6.1). The voltage is applied to the electrodes A and B, where VA = V a.c. of angular 
frequency CJ and VB = 0. Each bond is randomly chosen to be 'dielectric' or 'metallic'. 
Following J.P.Clerc [31]，the 'dielectric' bond is represented by a pure capacitor while 
the 'metallic' bond is represented by a resistor in series with an inductor. Hence, they 
have the following linear conductances : 
(7i 二 ^  l . r 0-2 二 iCu (6.3) 
R + iLuj 
They are both assumed to have nonlinear response of the same form (6.2) wi th the 
nonlinear conductance Xi and X2 respectively. The volume fraction of metallic bond, ie 
type 1 bond, is denoted by p. The ratio of the linear conductance h can be expressed as 
h = i(MR + iLu) = -y^ + iyq (6.4) 
-
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where 
y = i W Y Z 、 q = ^ = (6.5) 
For convenience, we may also express cji and in terms of R, y and q : 
= = 1 明 (6.6) 
We define the effective conductivities of the sample by the condition that the 
to ta l energy dissipation in the RRN is equal to that of the effective sample. When the 
nonlinearities are small, ie, 《 | c r i | and 《 | ( j 2 | , we are wi th in the region of 
val idity of perturbat ion scheme wi th Xi as the expansion parameter [46, 52]. Then the 
effective linear and nonlinear conductivities of the whole sample are given by the second 
and fourth moments of the voltage drop across the bonds where the voltage drop is not 
the actual voltage drop but the voltage drop in the linear limit (ie when x i , X2 both 
tend to zero) : 
〜 《 = 去 + A A E ”！ (6.7) 
^ oc ^ aei ^ pen 
X 广 一 = XI ‘ E X2 ‘ ！ > 》 （6.8) 
^ a ^ ael pen 
where I denote the set of index of metallic bond and II denote the set of index of 
dielectric bonds, and v。denote the voltage across the a th conductor. 
However, we would like to define the effective conductivities in the following 
way : we assume that all the bonds in the samples to be replaced by a single type of 
effective conductors, w i th conductivities cu and Xe. Then, for a simple of size as shown 
in Fig. (6.1)，the sample effective conductivities and the local effective conductivities are 
related by 
C7e = ^ ^jam^le - (6.9)-
Xe 二 x ， 、 ( “ l ) 2 x 严 (6.10) 
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Here we see that, w i th in perturbation scheme, the effective conductances can be 
obtained f rom the linear solution of the network. This greatly simplifies the calculation 
procedures. I t should be mentioned that for higher order effective nonlinearities, higher 
order terms of the voltage drop is involved. Here we would focus our attention on the 
first two conductivi ty coefficients cje and Xe only and leave the higher order terms as 
further investigations. 
6.1.2 Solution of the model 
The potential at each node of the network is obtained by solving the set of linear equa-
tions resulting from Kirchoff 's law applied at each node. This is essentially a matr ix 
equation for the potentials. Label the network node by indices (i,j) where the line i 二 0 
is the electrode B and the line i = L + 1 is the electrode A as shown in Fig.(6.1), and j 
ranges f rom 0 to L. The Kirchoff 's equation at node (i,j) is simply 
4 4 
V ⑷ ) [ g a : I ] v^pa (6.11) 
a=l a=l 
where 
= + (6.12) 
- y { i - l . 3 ) (6.13) 
= V(2，J-1) if i > 0 (6.14) 
Vi 二 + if j <L (6.15) 
While gi would be the linear conductance of the bond connecting node ( i j ) and ( i + l , j ) , 
w i th 仍，gs and similarly defined. In the case of j 二 0’ we simply set 仍二 0 in the 
equation, and similarly, when j 二 L, we set "4 二 0. 
The set of linear equations is collectively expressed as a matrix equation 
Av — a (6.16) 
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^ is the vector whose components are y (z , j ) ' s , A and a are coe伍dents matr ix and 
column vector for a particular sample under consideration, ie. the coefficient matr ix A 
and the vector a depends on the position of the metallic bonds in the network. 
For a n L x ( L + l ) network, there are a total of L x (L + 1) nodes wi th unknown 
potential and hence L x (L + 1) variables to solve. Therefore, A would be a x L^ 
square matr ix , v and a are L爪 by 1 column vector, where Lm = L x (L + l). 
The matr ix equation is solved by direct inversion of the always non-singular 
matr ix A, when h ^ 0. This is because the potential at each point would be well 
defined and hence the solution is unique. Then the voltage drop across each bond can 
be calculated from the solution v which is the potential at each node. Wi th in this 
'matr ix inversion' method, the case of h = 0 would be dealt w i th in the section below 
on symbolic simulation, when the coefficient matr ix A can be singular and the potential 
at some nodes would be undefined (but the effective conductivity is well defined as this 
only occurs inside isolated clusters of non-conducting bonds wi th in the network and does 
not affect the effective conductivities calculated from i t) . This method of numerically 
studying the nonlinear behaviour can be compared wi th that of the matrix algorithm 
by Zhang and Stroud [15 . 
6.1.3 EMA 
Here, we quote the E M A results in two dimension, both linear and nonlinear, for the 
effective conductivities. 
For the linear part, the result is well known 
〜 = + + (6.17) 
A 二（2p - i f a l + (1 — + 2(1 + 4p( l - p))(7ia2 (6.18) 
. - - - -
Note that in the expression, the positive square root is taken (in the complex case, the 
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principal value is taken) in order that the resulting would vary continuously f r o m 。 
to (72 when p varies from 1 to 0. 
For the Xe, again we use the 'nonlinear effective medium approximation', which is 
also called a 'decoupling approximation'. In this method we assume that the nonlinear-
ities are small and that the electric field (or voltage drop across conductors) wi th in the 
same type of materials has l i t t le fluctuation. Then we can 'decouple' the 4th moment 
sum into product of 2nd moment sum, while the 2nd moment sum is related to the 
effective linear conductivity. As a result, we arrive at the following EMA formula for 
nonlinear conductivity (see [14] for details of the method) 
This important formula is going to be used to calculate the effect of nonlinearities 
on the optical transition, to be defined below. 
6.1.4 Optical transition 
The optical transit ion of a random resistor network is defined by the condition that the 
imaginary part of the complex conductivity of the sample under an applied a.c voltage 
of angular frequency tu vanishes. This occur for certain pairs of values (p, u) . Explicitly, 
Im[(j(p, uj)] 二 0 p = (6.20) 
This is analogus to the situation in the optical studies of the metal / dielectric composites 
when i t 's dielectric constant changes from inductive to capacitive (and hence an 'optical 
transit ion' occurs) at certain metal volume fraction p*. 
I n the linear case, the p* can be obtained from the EMA formula quoted above. 
On the other hand, p* can be obtained from RRN simulation. Actually, J.RClerc [31 
‘ h a s shown that each sample individually show optical transitions at (p, u ) values close 
Chapter 6. Optical transition and RRN ^g 
to those predicted by the E M A formula. Unfortunately, the data show large scattering 
around i t . However, we would see below that i f we take the average response over many 
samples, the optical transit ion calculated from the average would be very close to the 
E M A result w i th l i t t le scattering. 
Similarly, we would use the EMA formula for the Xe to calculate its effect on the 
optical transit ion. The calculation of p* wi th in simulation for the nonlinear case present 
some difficulties, since i t requires a large no. of data points be calculated on the (p, cj) 
domain of the conductivities, not to mention the averaging procedure needed afterwards 
over many different samples. Therefore, we would content ourselves wi th the qualitive 
results of the effect of nonlinearities on the optical transition estimated from the EMA 
formula. 
6.1.5 Scaling functions 
I n the large Q l imi t , the optical transition p* would be close to the percolation threshold 
Pc- A t low frequency, h ^ 0. Then we would be in the scaling region of the effective 
conductivity. W i th i n this region, the effective linear conductivity has the scaling form 
ae ^ 力 （6 . 2 1 ) 
where Ap = p — pc, s and t are the universal exponents (independent of the lattice type 
but depends on the dimensionality) and 少士 is the universal scaling functions when p is 
above (<^+，Ap > 0) and below (否—’ Ap < 0) Pc 
In the symbolic calculation, we would t ry to compare the coefficients in various 
order of h obtained from simulation wi th the scaling function expansion. In particular, 
the exponents are examined. 
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6.2 Random resistor network simulation 
6.2.1 One sample frequency dependence 
Below, we would consider a particular sample of random resistor network, and obtain 
its frequency dependence. 
For instance, the frequency affects the conductance through the conductance 




The result is shown in Fig.(6.2)-(6.4). Here, we are using p 二 0.65, and the real and 
imaginary parts of Ze = l /de are in units of R, on a 13 x 14 square network. The 
parameters are chosen in this way so that a comparison wi th the results of J.P.Clerc can 
be made [31 . 
This is exactly as obtained by J.P.Clerc (figures 45, 46 and 47 in [31]), and is 
typical of this kind of RL-C network. The peaks shown corresponds to the resonance 
of the network, which are actually the poles and zeros of the conductivity function on 
the complex h plane. Fig.(6.2) shows the response of the sample when its quality factor 
Q = 2.3. Fig.(6.3), and the rescaled plot Fig.(6.4) shows the same sample but wi th Q 
= 1 0 . One can see the more violent fluctuation in both the real and imaginary parts of 
the linear effective conductivity. The Nyquist plot shows clearly that the linear effective 
conductivi ty is running in more loops in the complex plane. 
When the quality factor Q of the network is large, q would be small and h would 
be ly ing very near to the negative real axis on the complex plane (Eqii.(6.4)), where the 
poles and zeros of the linear conductance of the whole network lies. Indeed, as the scaled 
frequency y increases from zero, h would be going in a parabola close to the negative real 
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axis, as shown in Fig.(6.5). The larger the Q (and hence the smaller the q), the closer 
would this parabola be to the alternating poles and zeros. This explains why the linear 
conductance fluctuate more and more violently for larger and larger Q as the frequency 
of the applied voltage changes. 
W i t h i n E M A , however, such fine structures of resonance is absent. This is shown 
in Fig.(6.6) and (6.7) for small and large Q respectively. But we wi l l see below that the 
resonance structures are properties of a single finite sample in the sense that, when we 
average the response over many samples (which is a way to approach an infinite sample), 
they would be “averaged" out. 
‘ Having the results of the linear conductivity which support the validity of our 
numerical simulations, we proceed to the nonlinear case below. 
Nonlinear case 
The result is shown in Fig.(6.8)-Fig.(6.15). Again, we use two different Q values, Q 二 
2.3 and Q 二 10. 
Indeed, we see more violent fluctuation in the nonlinear response. Here, we are 
showing 
Xei = ^ E ^ ^ (6.22) 
^ aei 
Xe2 J： 4 (6.23) 
x / — 二 X iXe i + X2Xe2 (6.24) 
The rescaled plots (Fig.6.9, 6.11, 6.13，and 6.15) shows the major peaks of the 
response functions Xei and Xe2- They are major in the sense that their magnitude is 
much larger that other peaks. I f we compare the small and large Q cases, we see that 
- these peaks are higher and narrower in the large Q cases. This shows the resonance 
character of these peaks. 
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Compare i t w i th E M A . Again, shown in Fig.(6.16)-Fig.(6.21), the fine resonance 
structures owing to finite size sample is absent. But there are major resonance peaks, 
the character of the real and imaginary parts is quite reversed. 
6.2.2 Sample averages 
One can calculate the optical transit ion for each sample of the RRN. But we take a 
sl ightly different way by first averaging over samples. 
Linear case : calculation of optical transition 
For the purpose of i l lustrat ion of the averaging character of E M A expression, we would 
consider the small Q value Q — 2.3, and the large Q value Q = 10，on the same sample 
size as in the aboves. Let's first discuss the small Q case. 
I n Fig.(6.22), the results from E M A of the calculation of optical transit ion is 
shown as the solid line. For some values of p (0.65, 0.6, 0.55), we average the linear 
effective conduct iv i ty over 1000 samples. The standard error of this averged is also 
estimated form the standard deviation and this gives us some estimate of the error of 
our average. From this averaged response, we find the optical transit ion as the zeros of 
the imaginary part of the linear effective conductivity. I t is found that they are very 
close to the E M A results, shown in Fig.(6.22) as the solid dots. Hence, we see that 
E M A is actually describing the average behavior of RRN, and i t is quite accurate in 
this respect as far as the linear part is concerned. Actually, we can directly compare 
the response function at certain p. In Fig.(6.23) the EMA result lies very close to the 
averaged response in the low frequency range, when p = 0.65, The solid lines in the 
simulat ion data graph indicate the region wi th in one standard error of our estimate of 
the effective conductivity. …… -
However, in high frequency ranges, the deviation is great, but the general trend 
> 
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is qual i tat ively the same. So, in general the agreement is good so far as small Q case is 
concerned. 
I n the large Q case, does the violent fluctuation affects the agreement ？ This is 
shown in Fig.(6.24). Here we see that variance in the real part is greater than that in 
the imaginary part. Nevertheless, both parts show the same qualitive behaviour of the 
effective linear conductance. 
A l l these provide evidence that the linear E M A we are using are describing the 
'average' linear behaviour of the network samples, while in every sample there would be 
fine structures which is sample dependent. 
I 
Nonlinear case 
Fig.(6.25)-(6.26) shows the comparison between the averaged and the EMA nonlinear 
conductivities, both the real and imaginary parts, from simulation data and Eqn.(6.19). 
Note tha t we have divided the Xe of Eqn.(6.19) by (L +1)2 so that we may compare the 
sample nonlinear response to be destinguished from the local nonlinear response. 
Unfortunately, the fluctuations in the nonlinear response of individual samples 
are too violent to be 'averaged' to a smooth functions, even in the small Q case. The 
solid lines in the figure of the simulation graph indicate that a lot more samples must 
be taken to reduce the standard error of the mean we are calculating. Therefore, due to • 
the t ime l im i t of our calculations, we cannot determine the degree of agreement between 
the E M A description and the simulation results. 
6.3 Nonlinear EMA calculations of optical transi-
tion 
In the last section, we see that linear EMA gives us a good description of an averaged 
sample of random resistor network. As pointed out above, the calculation of optical 
» 
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t ransi t ion of nonlinear R R N is practically difficult. So we would give a qualitative 
result based on the nonlinear E M A formula (6.19) to see the nonlinear effect on optical 
transit ion. 
Fig.(6.27)-Fig.(6.33) show the results for a Q value of 5 and both components 
are nonlinear. The solid lines in the figures shows the values of (y, p) pairs where the 
imaginary part of the effective conductance vanishes. In doing the calculations, one has 
to be careful w i t h the magnitude of applied voltage. In the figures, f is the scaled applied 
voltage : 
” = ^ J e + K ' ( X l X e l + X 2 Xe2) (6.25) 
{ 
= ^ J e + /(A:aXel + ( l - A : , ) X e 2 ) (6.26) 
In other words, 
fka 二 K'Xl / ( I - ka) = V^X2 丛 = T T - ^ (6.27) 
X2 (1 - ka) 
Fig.(6.27) shows the linear case, which is equivalent to the / = 0 case. For large 
f, mul t ip le t ransi t ion occurs (Fig.(6.28)). However, this may not be valid in the small 
nonl inearity conditions. We t ry to impose the following constrain : 
, < + (6.28) 
Then, some of the strange transitions disappears (Fig.(6.29)). However, one may sti l l 
consider the applied voltage is st i l l too large. Therefore, to be conservative, we slowly 
increase f f rom zero and finds that the optical transition starts to shift significantly at f 
=0 .001 ’ which is shown in Fig.(6.30). We see that low frequency region is affected most 
seriously. Bu t there is, as in the large f cases, multiple transitions when f = 0.01，which 
is again questionalbe whether i t is consistent w i th the small nonlinear conditions. Again, 
. the above constrain Eqn.(6.28) is applied and some awkward transit ion is eliminated. . 
(Fig.(6.31)) 
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What about the large Q case ？ The behaviour is similar. However, the onset of 
shift ing of optical transit ion seems to be at smaller applied voltage. In Fig.(6.32)，we 
can see that significant changes start to occur at f 二 0.0001 in the low frequency region. 
The corresponding，constrained, result is shown in Fig.(6.33) 
6.4 Symbolic calculation of conductivities in small 
h expansion 
6,4.1 Formalism 
Under the same model introduced above, we have and L x (L + 1) self-dual network. 
The number of potentials to be solved is L^ = L x (L + 1). The formalism is similar 
to the above, except that now the potential at each node becomes a series expansion in 
the conductivi ty ratio h. Then, the matr ix equation (6.16) can be expressed as 
{A^-hB)v = {a^hh) (6.29) 
I f we substitute the series form of v 
( A - t h B ) (vo + hvi + h?V2 + h、3 + ••.) = (a + 6) (6.30) 
Separate the various order, we have the hierarchy of equations 
Avo - = a (6.31) 
Avi = b-Bvo (6.32) 
Avn+i 二 n>l (6.33) 
However, there are cases that A would be singular. This is actully the case where 
some of the nodes has undefined potentials, where they are internal nodes of isolated 
clusters of non-conductors {g2 二 0). One can identify these nodes and eliminate the 
corresponding variables before actually solving the equations. But i t turns out that there 
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is a unique solut ion for ”。which is approach from — 0+. This solution is obtained by 
the requirment of consistency wi th in the set of matr ix equations listed above : 
Let P be the mat r ix that row-reduce the matr ix A to the form that the upper 
n th rows are nonzero, (n is then the rank of A) . Let I be the L爪 by L^ identity matr ix. 
Define square mat r i x U and V by 
TT I 1 i = j < n 
= 1 0 otherwise , V 二 I - U (6.34) 
Mu l t i p l y P to the above equations, we have 
PA 外 = P a (6.35) 
PAv^ = Pb- PBvq (6.36) 
PAvn-^i = 一PBvn n > 1 (6.37) 
Now, i f one mult ipl ies the first equation (6.35) by U, i t is unchanged. But i f V is 
mul t ip l ied to the second equation (6.36), then we have the extra equations that VQ has 
to satisfy, i f these sets of equations (6.31)-(6.33) are consistent : 
UPAvo 二 UPa (6.38) 
Q^VPAvi 二 VPb - VPBvo (6.39) 
Equivalently, 
{UPA + T /PB) TJo = {UPa + VP6) (6.40) 
By similar procedure, we arrive at another hierarchy of matr ix equations : 
(UPA + VPB) vo 二 (UPa + VPb) (6.41) 
(UPA + VPB) vi = . (UPb) - {UPB)vo (6.42) 
{UPA + VPB) Vn+i = -{UPB)vn n > 1 (6.43) 
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w M d i has the same form as the original set, w i th 
A UPA + VPB 
B — UPB 
a — UPa + VPb 
h — UPb 
I f the ma t r i x {UFA + V^PE) is singular, the procedure is repeated again. In actual 
calculations, {UPA + VPB) is non-singular. (No singular case of this matr ix is encoun-
tered) 
The corresponding effective linear and nonlinear conductivities are again calcu-
lated by Eqns.(6.7) and (6.8), with, the series form of v^ substituted. Therefore, the 
effective sample linear and nonlinear conductivities are also in series of h. This is re-
lated to the scaling funct ion expansion coefficients to be discussed below. Before turn ing 
to tha t , we should first consider the finite size scaling of the simulation results. 
6.4.2 Finite size scaling and exponents 
The finite size of the sample affects the estimate of the effective conductivities which is 
defined as tha t of an infinite sample. In practice, we cannot simulate an infinite sample. 
Nevertheless, the conductivities of a finite sample obeys a scaling relation on the linear 
size L of the sample. The scaling form is 
^ L 。 叫 L 小 ( 6 . 4 4 ) 
Xe - L^G{hr) (6.45) 
On expansion about 二 0，we would have 
^ aeo + hdei + h'' ae2 + - " (6,46) 
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二 丑(0) + / iL 时杀丑⑴(0) + 1丄"+2必丑⑵(0) + • •. (6.47) 
Xe ~ XeO + Xel + /l^ Xe2 + • • • (6 .48) 
二 L^G(O) + + ^ L 阳⑵ ( 0 ) + … （6.49) 
Our simulation result for various p values are given in Table (6.1). The effective 
conductances there were averaged over 5000 samples. The network size is constant 
where L = 10. The coefficients of the conductivities of various order are analysed. 
In part icular, we have chosen three cases for further investigations : at p = p。二 0.5, 
sl ightly off Pc at p = 0.55, and away from Pc at p = 0.9. In these cases, sample size ranges 
from L = 4 up to L = 16, and the dependence of conductivities on L is investigated. 
As we vary the linear size, we t ry to keep the number of samples Us taken obeying 
71.5 X L X ( L + 1) 550000 (e.g, when L 二 10，we are averaging over 5000 samples). 
These are shown in Table (6.2)-(6.12). Based on the scaling forms (6.46)-(6.49) above, 
we expect 
logo-eo 二 Ci +Ei l ogL = C i + a l o g L (6.50) 
logo-el 二（72 + ^ 2 l o g L = C2 + ( a + 0 ) l o g L (6 .51) 
logcre2 = CS + ES l ogL =:C3 + {A + 20) l ogL etc (6.52) 
and similarly for the XeO，Xei, Xe2, -.etc. Hence, the exponents of various orders are 
linear in the order : 
En 二 a + ncf) (6.53) 
The exponents a and (p are obtained therefore from a fit of the exponents of various 
orders. 
When p is at Pc^ the f i t t ing of the above scaling form is quite good. The exponents 
for the various order of the de are shown on Table (6.2). Table (6.5) shows the f i t t ing of 
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these exponents and i t is found that 
a = -0.8277, (j^  = 1.717674 (6.54) 
and the qual i ty of the fit can be inferred from the，R Squared' value. They are all very 
close to unity. 
For the Xe, we have two parts to consider, the Xei and Xe2 defined by (6.22) and 
(6.23). We have to be careful w i th the extra L dependence comes from the difference 
between sample and local effective properties of the network. Hence, as we are looking 
at local effective properties, we had mult ip ly the Xei and Xe2 by (L + 1)2 before f i t t ing 
the scaling form of the coefficients. These are shown in Table (6.3) and (6.4) (the column 
local). 
The result ing exponents are, (Table (6.5)) 
0 = -0.79662, 7 - 1.736179 for Xei (6.55) 
p = 2.427337, 7 二 1.793826 for Xe2 (6.56) 
again, f rom the table, we see the fit are quantit ively good from the，R Squared' values. 
When slightly off pc, at 二 0.55, the exponents are, for cTg, 
a 二 一0.50383, (p = 1-436499 (6.57) 
and for the Xei and Xe2, 
p = —0.281000, 7 二 1.584901 for Xei (6.58) 
二 2.283861， 7 二 1.644647 for Xe2 (6.59) 
again the qual i ty of the fitting is high.(see Table (6.6) - (6.9)) 
However, away from Pc, as in the p 二 0.9 case, the finite size scaling effect is very 
small. This is expected because the scaling form is best in the scaling region where p is 
close to Vc and h is small, (see Table (6.10)-(6.12)) 
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6.4.3 Scaling Function expansion coefficients 
From the above coe伍dents, we may estimate the scaling function expansion coefficients. 
The scaling form (6.21) suggest the following Ap dependence of the expansion coe伍cients 
^ ^ l ^ P i W ( O ) + + + . . . (6.60) 
and similarly for Xgi and Xe2 ： 
Xe ~ 妙 + /i|Ap|e2v4i)(0) + 芸 严 必 ) ( 0 ) + … (6.61) 
Hence, we see that the coefficients in various order has a dependence on Ap. Indeed, an 
analytic form of the scaling funtions can be found from the E M A formulae, for both the 
linear and the nonlinear effective conductivity [50 . 
Here we t r y to fit the finite sample (L = 10) results to the aboves which is actually 
for an inf inite sample. The approximation gives the results shown in Table (6.13)-(6.18). 
From this, we find 
t ^ 1.041016, s ^ 1.09632 (6.62) 
where we have chosen t from Table (6.13) and s from Table (6.14) as they are best fit. 
These can be compared wi th the literature values t = 1.299,5 二 1.299 and the EMA 
results t = Ij s = 1. 
The corresponding scaling function expansion coe伍cients are, 
for ae/cTi 
0 ^ ( 0 ) ^ 2.056933 0(—o)(O) « 0 
0(+i)(O) ^ 0.149833 ~ 0.467945 
乡 A o ) ^ -0.07934 2)(0) « -0.03136 . 
- - 0(+3)(o) a 0.085771 3)(0) « 0.01649 … -
> 
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for Xei 
(0) w 0.017969 妙，(0) ^ 0 
w -0.00255 论 ~ 0 
功 i2)(0) a 0.008975 妙 L2)(0) ^ 0 (6.64) 
^ -0.01967 0 
w i th corresponding exponents shown on Table (6.15) and (6.16), 
and Xe2 
功 f ( 0 ) 冗 0.00329 ^ 0.000711 
^ -0.01362 « -0.00027 
功 a 0.059817 功 二2)(0) « 0.000328 (6.65) 
, ^i '^(O) ^ -0.24578 妙 二3)(0) ^ —0.00062 
with, the corresponding exponents shown on Table (6.17) and (6.18). 
I n the cases where the coefficients are small, the result is worst. That is because 
then the stat ist ical error of averaging would be comparable to the mean, and hence the 
relative error would be large. 
Discussion 
In the calculation of the linear solution of the network, the matr ix inversion method is 
used. I t has the advantage that i t is easy to program. But the disadvantage would be 
that the size of the network is l imited by the computer memory available, and also the 
speed of calculation. There are other methods, such as the transfer matr ix algorithms[51 
but quite complicated to implement. Alternatively, one can solve the sets of equations 
by iterations, such as Gauss-Seidel over relaxation employed in chapter 4. But at small 
h，the convergence is very slow. Moreover, in the matr ix inversion method, the correct 
zeroth order potential in the l imi t /i -> 0 can be calculated. 
Appendix 
Estimation of surface plasmon 
resonance frequency 
A.l Single nonlinear metallic sphere 
The core field in this case is proportional to / i , which has a denominator of 6i + 2ei. 
When the real part vanishes, only the imaginary part remains, which is the imaginary 
part of €i and this is proportional to 7. As 7 is small, the magnitude of f i would be 
large and the field enhanced. Also, we see that Xe has a magnitude proportional to the 
fourth, power of that of j \ and therefore also enhanced. 
From the view point of the effective dielectric response, at resonance, the imag-
inary part of Ce would become dominant by the same condition Re[ei + 2e2] = 0 as i t 
shares the same denominator, 
6e = 62 f 1 + (A . l ) 
V ei -f 262/ 
二 1 - , L . 、 (A.2) 
LJ[UJ -f 27) 
where uj and 7 are in units of to p. 
The condition requires that 
— 1 - / I , + 2e2 二 0 (A.3) 
76 , 
Appendix Estimation of surface plasmon resonance frequency 77 
Hence 
叫 = \ l • - 〒 (A.4) 
Then f i would be 
r A = -7(l + 2e2) (A.5) 
A.2 Single metallic shell, nonlinear core model 
In this case, the factor in the denominator is quadratic in the only complex quantity €2. 
We first break the factor into partial fractions : 
丨 1 A B 
^2(263 + 62)(ei + 262) + 2(62 — e3)(ei — e^) = €2 - a + TT^ (A.6) 
Where we see that a and f5 are the roots of the quadratic expression in the denominator. 
I t turns out that the quadratic expression always has two real roots (ie a and 0 must 
be real). Hence we estimate the plasmon resonance frequency as 
Re[e2 - a ] = 0 (A.7) 
Re[e2 —到 二 0 (A.8) 
which gives results similar to that of the single sphere case : 
…二 (A.9) 
… 二 -〒 (A.IO) 
By similar consideration, we see that the core field and the effective nonlinear coefficient 
Xe are enhanced at the same time. 
----- - — ‘ 
* . 
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Figure Caption 
Chapter 3 
Fig.(3.1) The imaginary part of ^ and the real part of 念，for the single metallic 
nonlinear sphere model. The upper two graphs show the e^ ^ 二 2 case. 
The lower two graphs show the e^ ^ 5 case. In each graph, the four lines 
corresponds to 7 = 0.1, 0.2，0.3，0.5 
Fig.(3.2) The i on the complex plane when 7 — 0.1 and the rescaled plot of the real 
part of 念, f o r the single metall ic nonlinear sphere model in the frequency 
range 芸 G (0,1.4). The upper two graphs show the e^ = 2 case. The 
lower two graphs show the = 5 case. 
Fig.(3.3) The imaginary part of and the real part of 念， for the shell model 
w i t h nonlinear core and metallic core. The upper two graphs show the 
€m = 2 case. The lower two graphs show the Cm 二 5 case. In each graph, 
the four lines corresponds to Z = 1.2，3, 5, 20 
Fig.(3.4) The 念 on the complex plane and the rescaled plot of the real part of 念 
when Z = 20, for the shell model w i th nonlinear core and metallic core in 
the frequency range ^ e (0,1.4). The upper two graphs show the 二 2 
case. The lower two graphs show the e爪二 5 case. 
Fig.(3.5) The imaginary part of and the real part of 念， for the shell model 
w i t h nonlinear core and metallic shell. The upper two graphs show the 
err, = 2 case. The lower two graphs show the e^ n 二 5 case. In each graph, 





Fig.(3.6) The 念 on the complex plane and the rescaled plot of the real part of ^ 
PXi 
when Z = 20，for the shell model w i th nonlinear core and metallic shell in 
the frequency range G (0,1.4). The upper two graphs show the e爪 二 2 
case. The lower two graphs show the = 5 case. 
Fig.(3.7) The imaginary part of ^ and the real part o f，， f o r the shell model 
y X.I 
w i t h nonlinear shell and metallic core. The upper two graphs show the 
e爪二 2 case. The lower two graphs show the e爪二 5 case. In each graph, 
the four lines corresponds to Z 二 1.2, 3，5，20 
Fig.(3.8) The 念 on the complex plane and the rescaled plot of the real part of 
‘ PXi 
when Z 二 1.2, for the shell model w i th nonlinear shell and metallic core in 
the frequency range ^ G (0，1.4). The upper two graphs show the e 爪 2 
case. The lower two graphs show the e^ = 5 case. 
Fig.(3.9) The imaginary part of 念 and the real part of 念， for the shell model 
w i t h nonlinear shell and metallic shell. The upper two graphs show the 
Cm = 2 case. The lower two graphs show the e^ = 5 case. In each graph, 
the four lines corresponds to Z — 1.2，3, 5,20 
Fig.(3.10) The ^ on the complex plane and the rescaled plot of the real part of 念 
when Z — 1.2，for the shell model with, nonlinear shell and metallic shell in 
the frequency range ^ G (0,1.4). The upper two graphs show the = 2 
case. The lower two graphs show the e爪二 5 case. 
_ _ _ ' ‘ 
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Chapter 4 
Fig.(4.1) The E-f ield along x-axis, the conductivi ty coe伍cient a + xE^ along x-axis, 
the conduct iv i ty coefficient f and g along the boundary of the inclusion 
are p lot ted in the case a, 二 3, c j爪 = l , X z - Xm - 0. The dots are the 
numerical results f rom the finite difference method. The lines show the 
exact analyt ical results. 
Fig.(4.2) The E-f ield along x-axis, the conductivi ty coe伍cient cr + x五2 along x-axis, 
the conduct iv i ty coefficient f and g along the boundary of the inclusion 
are p lot ted in the case cr, = 3，a爪= l ,Xz = l , X m = 0. The dots are the 
numerical results f rom the finite difference method. The lines show the 
exact analyt ical results. 
Fig.(4.3) The E-f ield along x-axis, the conductivity coefficient cr + x-^^ along x-axis, 
the conduct iv i ty coefficient f and g along the boundary of the inclusion 
are p lot ted in the case (Ji 二 3, ovn 二 1, Xi = 0, Xm 二 1. The dots are the 
numerical results f rom the finite difference method. The lines show the 
results f rom the perturbat ion calculation of the electrostatic potential, up 
to first order in x-
Fig.(4.4) The E-f ield along x-axis, the conductivity coefficient a + x丑2 along x-axis, 
the conduct iv i ty coefficient f and g along the boundary of the inclusion 
are plot ted in the case ai 二 3, cr爪 二 1, Xi 二 l ,Xm 二 1. The dots are the 
numerical results from the finite difference method. The lines show the 
results f rom the perturbat ion calculation of the electrostatic potential, up 
to first order in x-
Fig.(4.5) The E-f ield along x-axis, the conductivity coefficient cr + x五2 along x-axis, 
the conductivi ty coe伍cient f and g along the boundary of the inclusion 
are plot ted in the case di 二 3, (J爪二 l，Xi 二 0.1，Xm 二 0.1. The dots are 
the numerical results from the finite difference method. The lines show the 
results f rom the perturbation calculation of the electrostatic potenticil, up 
to first order in x-
Figure Caption 。亡 oo 
Fig.(4.6) The E-f ield along x-axis, the conductivi ty coefficient cj + x 炉 along x-axis, 
the conduct iv i ty coefficient f and g along the boundary of the inclusion are 
p lot ted in the case (T, : 0, a 爪 = 1 , 二 1, X^n = 1 w i th strongly nonlinear 
response (see the text) where 0 二 0.35. The dots are the numerical results 
f rom the finite difference method. 
Fig.(4.7) The E-f ield along x-axis, the conductivi ty coe伍dent a + x五2 along x-axis, 
the conduct iv i ty coefficient f and g along the boundary of the inclusion are 
p lot ted in the case cr! = 3，(7爪=1, Xi 二 1，Xm = 1 w i th strongly nonlinear 
response (see the text) where P 二 0.35. The dots are the numerical results 
f rom the finite difference method. 
Fig.(4.8) The E-f ield along x-axis, the conductivi ty coefficient cr + x丑2 along x-axis, 
the conduct iv i ty coefficient f and g along the boundary of the inclusion 
are p lot ted in the case a, 二 3, t j 爪二 l，Xi 二 l ,Xm = 1. The dots are 
the numerical results from the finite difference method in the symbolic 
simulation, and the lines are the results from perturbat ion calculation of 
the electrostatic potential up to second order in x . 
Fig.(4.9) Schematic diagram showing the circular grid used in the finite difference 
calculations, the radial spacing in the enhanced region and the increasing 
spacing region. 




I n the fol lowing figures, the parameters are, unless otherwise stated, 
一 …2 
62 二 10, q 二 1 、 ( 二 7 ) , X - 0 . 1 , 7 - O.Olo;,, £；。二 0.1，c^. ^ 0.218U；, 
Fig.(5.1) Phase relationship between the core field phase 0 and the applied field 
phase 0, p lot ted over three periods of the applied field, when uj 二 0.215a;p 
Fig.(5.2) Phase relationship between the core field phase 0 and the applied field 
phase 0, p lot ted over one period of the applied field, when i t is away from 
plasmon resonant frequency cj^, 
, = 0.2cup (cj < uJr), b) uj = 0.25LUp {u > c j J . 
Fig.(5.3) The locus of the core field on the complex plane when the applied field is 
a circle of radius EQ on the complex plane, under different frequencies. 
Fig.(5.4) Ampl i tude rat io of the real part of the core field to the applied field 
strength, against u (in units of Up) for different applied field strength Eq 
—• 
— a) 0.01 b) 0.05 c) 0.1 d) 0.5 e) 1 / ) 5 
Fig.(5.5) The locus of the core field on the complex plane when the applied field is 
a circle of radius EQ on the complex plane, in the case x 二 and 
一 a) EQ 二 104, satisfies Eqn.(5.37). (see text) 
b) EQ 二 102, (small EQ in which the central branch is shown 
for different frequencies as shown in the figures. 
Fig.(5.6) The phase of the core field 0 against the phase of the applied field 0 when 
7 二 10-6，and 
a)uj = 0.2ujp (cj < 0；^), b) u = 0.25up {u > Ur). 
• -
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Chapter 6 
Fig.(6.1) Schematic diagram showing the random resistor network of square latt ice 
form，and the labell ing of the nodes and electrodes A and B. 
Fig.(6.2) The real part , imaginary part, and the Nyquist plot of Z , 二 l /Ve in units 
of R calculated from simulation over the frequency range y e (0,12)，for a 
qual i ty factor of Q = 2.3 at p = 0,65，of one sample of R R N w i th network 
size L = 13. 
Fig.(6.3) The real part , imaginary part, and the Nyquist plot of Ze = l / a ^ in units 
of R calculated from simulation over the frequency range y G (0,12), for a 
qual i ty factor of Q 二 10 at p 二 0.65’ of one sample of R R N wi th network 
size L 二 13. 
Fig.(6.4) Rescaled plot of Fig.(6.3) 
Fig.(6.5) The locus of h on the complex plane when the frequency increases from 
zero, for Q = 2.3 (the upper one) and Q = 10 (the lower one). 
Fig.(6.6) The real part , imaginary part, and the Nyquist plot of Zg 二 l/cJe in units of 
R calculated from E M A over the frequency range y G (0，12), for a quality 
factor of Q = 2.3 at p = 0.65. 
Fig.(6.7) The real part , imaginary part, and the Nyquist plot of Zg 二 l/cTe in units of 
R calculated f rom E M A over the frequency range y e (0，12), for a quality 
factor of Q 二 10 at 二 0.65. 
Fig.(6.8) The real part, imaginary part, and the Nyquist plot of the sample en-
hancement factor Xei calculated from simulation over the frequency range 
y G (0,12), for a quality factor of Q 二 2.3 at p 二 0.65, of one sample of 
R R N w i th network size L == 13. 
Fig.(6.9) Rescaled plot of Fig.(6.8) 
- v." • • • -
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Fig.(6.10) The real part , imaginary part, and the Nyquist plot of the sample en-
hancement factor Xei calculated from simulation over the frequency range 
y e (0，12), for a quali ty factor of Q = 10 at p - 0.65, of one sample of 
R R N w i th network size L = 13. 
Fig.(6.11) Rescaled plot of Fig.(6.10) 
Fig.(6.12) The real part , imaginary part, and the Nyquist plot of the sample en-
hancement factor Xe2 calculated from simulation over the frequency range 
y ^ (0，12), for a quality factor of Q 二 2.3 at p = 0.65, of one sample of 
R R N w i th network size L = 13. 
Fig.(6.13) Rescaled plot of Fig.(6.12) 
Fig.(6.14) The real part , imaginary part, and the Nyquist plot of the sample en-
hancement factor Xe2 calculated from simulation over the frequency range 
y G (0,12), for a quality factor of Q = 10 at p 二 0,65’ of one sample of 
R R N w i th network size L = 13. 
Fig.(6.15) Rescaled plot of Fig.(6.14) 
Fig.(6.16) The real part , imaginary part, and the Nyquist plot of the sample enhance-
ment factor Xei calculated from E M A over the frequency range y G (0,12), 
for a qual i ty factor of Q 二 2.3 at p 二 0.65. 
Fig.(6.17) The real part , imaginary part, and the Nyquist plot of the sample enhance-
ment factor Xei calculated from E M A over the frequency range y G (0,12), 
for a quali ty factor of Q == 10 at p = 0.65. 
Fig.(6.18) The real part, imaginary part, and the Nyquist plot of the sample enhance-
ment factor Xe2 calculated from E M A over the frequency range y e (0,12), 
for a qual i ty factor of Q 二 2.3 at p = 0.65. 
Fig.(6.19) Rescaled plot of Fig.(6.18) 
Figure Caption � ^ oy 
Fig.(6.20) The real part , imaginary part, and the Nyquist plot of the sample enhance-
ment factor Xe2 calculated from E M A over the frequency range y e (0,12), 
for a qual i ty factor of Q = 10 at p = 0.65. 
Fig.(6.21) Rescaled plot of Fig.(6.22) 
Fig.(6.22) Opt ical transit ions of R R N of network size = 13, at Q 二 2.3. The solid 
line show the calculation from E M A formula (6.17). The dots show the 
results f rom averaging (Je over 5000 samples in simulation before calculating 
the optical transitions. 
Fig.(6.23) Comparison between a) the real part, and b) the imaginary part of 
Ze = l/cTe from the E M A formula and the averaged a^ of simulation over 
5000 samples. The solid lines bounding the dots in the simulation graph 
show the region wi th in one standard error of the average. The quality 
factor Q = 2.3 and p = 0.65. 
Fig.(6.24) Comparison between a) the real part, and b) the imaginary part of 
Ze = l/cTe f rom the E M A formula and the averaged (jg of simulation over 
5000 samples. The solid lines bounding the dots in the simulation graph 
show the region wi th in one standard error of the average. The quality 
factor Q = 10 and p 二 0.65. 
Fig.(6.25) Comparison between the real part and the imaginary part of Xgi from the 
E M A formula and the average of simulation over 5000 samples. The solid 
lines bounding the dots in the simulation graph show the region wi th in one 
standard error of the average. Here, p 二 0.65 and the quality factor is a) 
Q 二 2.3 and b) Q 二 10. 
Fig.(6.26) Comparison between the real part and the imaginary part of Xe2 from the 
E M A formula and the average of simulation over 5000 samples. The solid 
lines bounding the dots in the simulation graph show the region wi th in one 
standard error of the average. Here, p : 0.65 and the quality factor is a) 
Q 二 2.3 and b) Q 二 10. 
Figure Caption ^^ 
Fig.(6.27) Opt ica l transit ion in the linear case, when Q = 5，calculated from E M A . 
Fig.(6.28) Opt ical transit ion in the nonlinear cases, for various applied (scaled) volt-
ages f = 0.1, 0.2，0.5,0.8’ when Q = 5 and = 0.5, calculated from the 
nonlinear E M A formula (6.19) wi thout constraint. 
Fig.(6.29) Opt ical transit ion in the nonlinear cases, for various applied (scaled) volt-
ages f = 0.1，0.2, 0.5,0.8，when Q 二 5 and A;。= 0.5, calculated from the 
nonlinear E M A formula (6.19) w i th the constraint (6.28) applied in the 
calculations. 
Fig.(6.30) Opt ical transit ion in the nonlinear cases, for small applied (scaled) voltages 
f = 10-2,10—3’ 10—4,10—5，when Q 二 5 and A;。二 1/3, calculated from the 
nonlinear E M A formula (6.19) without constraint. 
Fig.(6.31) Opt ical transit ion in the nonlinear cases, for small applied (scaled) voltages 
f 二 10-2,10—3，丄0-4，10-5，when Q = 5 and ka 二 1/3，calculated from the 
nonlinear E M A formula (6.19) w i th the constraint (6.28) applied in the 
calculations. 
Fig.(6.32) Opt ical transit ion in the nonlinear cases, for small applied (scaled) voltages 
f 二 10-2,10—3，10—4,10—5’ at large Q 二 20 and ka 二 1/3, calculated from 
the nonlinear E M A formula (6.19) without constraint. 
Fig.(6.33) Opt ical transit ion in the nonlinear cases, for small applied (scaled) voltages 
f 二 10-2，10-3,10-4’ 10-5’ at large Q = 20 and ka 二 1/3, calculated from 
the nonlinear E M A formula (6.19) w i th the constraint (6.28) applied in the 
calculations. 
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List of Tables 
Table (6.1) Expansion coefficients of a,, Xei (shown as chi_l) and Xe2 (shown as 
chi_2), at various p, averaged over 5000 samples. 
Table (6.2) Finite size scaling of the expansion coefficients of cje at percolation 
threshold p ^ 0.5. The regression output fits a linear relation between 
log(L) and log(aeO (shown as Log(sigma」))’ with the slope being the 
exponent required (shown as X Coefficient(s)). 
Table (6.3) Same as Table (6.2) but with Xei replacing Og 
Table (6.4) Same as Table (6.2) but with Xe2 replacing Oe 
Table (6.5) A summary of the exponents found for the expansion coefficients in var-
ious orders of the expansion parameter li，when p — 0.5. The exponents 
are found to increase linearly with the order, and the slope of increase 
are also fitted (shown as X Coefficient(s)) 
Table (6.6) Finite size scaling of the expansion coefficients of a^dXp = 0.55. The re-
gression output fits a linear relation between log(L) and log(aei) (shown 
as Log(sigma」))，with the slope being the exponent required (shown as 
. X Coefficient(s)). 
Table (6.7) Same as Table (6.6) but with Xei replacing cr^  
Table (6.8) Same as Table (6.6) but with Xe2 replacing Oe J 
Table (6.9) A summary of the exponents found for the expansion coefficients in vari-
：； ous orders of the expansion parameter h, when p 二 0.55. The exponents 
! ‘ 
I 
； 9 1 
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List of Tables „ 
k) jL 
are found to increase linearly with the order, and the slope of increase 
are also fitted (shown as X Coefficient(s)) 
Table (6.10) Expansion coefficients of a^ for various sizes of network simulated. 
Table (6.11) Expansion coefficients of Xei and the local X^i for various sizes of net-
work simulated. The local Xei is calculated simply by multiplying the 
sample Xei by { L - ^ l f . 
Table (6.12) Same as Table (6.11) but with X^i replaced by Xe2 
Table (6.13) Expansion coefficients of a^ when p > pc- From this, the scaling function 
expansion coefficients (shown as phi」）are found. Here, 5000 samples 
of 10 X 11 network are averaged. 
Table (6.14) Expansion coefficients of a^ when p < pc. From this, the scaling function 
expansion coefficients (/>(_!) (shown as phi」）are found. Here, 5000 samples 
of 10 X 11 network are averaged. 
Table (6.15) Same as Table (6.13) but with Xei replacing (jg, and V^) (shown as 
psil」）replacing (^ |^!)。 
Table (6.16) Same as Table (6.14) but with Xei replacing (jg, and 妙 ( s h o w n as 
psil」）replacing 小、!). 
Table (6.17) Same as Table (6.13) but with Xe2 replacing a^, and (shown as 
(i) 
psi2」）replacing (t)\'. 






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































O “ / X 
X = 1 
> i Enhanced region : 
inserted points inserted points i 二 1 2 3 3 2 1 
I 1 ~ I 1 .r - 1 Increasing spacing region : 
h . h … h 
1 1+1 i+2 
i i+1 1+2 1+3 
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10x11 network 5000 sample average 
Sigma一 e 
p Sigma一0 s i g m a j sigma一2 sigma 3 
0.9 0.796144 0.511055 -1.23841 5.81433 
0.8 0.588229 1.33986 -7.4841 97.30529 
0.7 0.380612 2.85489 -38.7138 1175.821 
0.6 0.1882 5.70528 -196.714 14548.99 
0.5 0.053072 8.2609 -507.874 62939.12 
0.4 0.004775 5.75802 -257.205 27345.46 
0.3 0.000115 2.82027 —33.5377 1494.419 
0.2 2.7E-13 1.73896 -4.68649 50.68336 
0.1 1.6E-13 1.26492 -0.87863 3.03821 
chi_1 (sample) 
p chi1_0 chi1 J chi1_2 chi1_3 
0.9 0.006354 -0.00406 0.042293 -0.30845 
0.8 0.004579 -0.01134 0.217892 -3.75926 
0.7 0.002876 -0.01992 0.743107 -27.6351 
0.6 0.001316 —0.01921 1.35692 -97.851 
0.5 0.000311 -0.00514 0.611199 -71.6461 
0.4 0.000023 —0.0002 0.036468 -5.07018 
0.3 5.7E-07 - 1 . 2 E - 0 6 0.000278 —0.02776 
0.2 1.9E-26 - 5 . 4 E - 2 1 2.1E-13 -5.2E—12 
0.1 1.2E-26 - 2 . 2 E - 2 1 4.4E-14 - 2 . 4 E - 1 3 
chi_2 (sample) 
p chi2_0 chi2_1 chi2—2 chi2 一 3 
0.9 0.033135 -0.5251一5 8.29138 -113.699 
0.8 0.164308 -6.56796 270.8285 —11498.6 
0.7 0.689906 -62.1818 5321.482 —406833 
0.6 2.56205 -504.473 93916.46 -1.6E+07 
0.5 4.59136 -1462.3 425928.9 - 1 . iE+08 
0.4 1.98426 -571.647 153865.3 -3.6E + 07 
0.3 0.250632 -30.8661 4918.328 —703591 
0.2 0.043986 -0.77239 22.7494 -860.004 
0 1 0.016418 -0.06226 0.457885 -3.92038 
Table 6.2 p = 0.5 
L Sigma—0 s td . err . Log(L) L o g ( s i g m a 0) 
4 0 . 0 9 2 0 5 1 0 . 0 0 0 6 2 4 0 . 6 0 2 0 6 - 1 03597— 
5 0 . 0 7 8 6 9 6 0 . 0 0 0 6 5 1 0 . 6 9 8 9 7 - 1 10405 
‘ = 0 0 6 7 8 0 . 7 7 8 1 5 1 - 1 . 1 6 1 5 8 R e g r e s s i o n O u t p u t : 
I 0 . 0 6 2 7 5 1 0 . 0 0 0 7 0 2 0 . 8 4 5 0 9 8 - 1 . 2 0 2 3 8 C o n s t a n t - 0 5 4 4 8 5 
® 0 . 0 0 0 7 1 7 0 . 9 0 3 0 9 - 1 . 2 4 4 1 4 S td Err of Y Est 0 0 1 2 0 6 9 
9 0 . 0 5 1 6 7 7 0 . 0 0 0 7 2 3 0 . 9 5 4 2 4 3 - 1 . 2 8 6 7 R S q u a r e d o 9 9 4 1 1 2 
10 0 . 0 4 6 6 5 5 0 . 0 0 0 7 3 3 1 - 1 . 3 3 1 1 No. of O b s e r v a t i o n s 13 
11 0 . 0 4 2 8 8 5 0 . 0 0 0 7 4 3 1 . 0 4 1 3 9 3 - 1 . 3 6 7 7 D e g r e e s of F r e e d o m 11 
12 0 . 0 4 0 0 1 4 0 . 0 0 0 7 6 2 1 .079181 —1.39778 
13 0 . 0 3 7 5 9 5 0 . 0 0 0 7 7 2 1 . 1 1 3 9 4 3 - 1 . 4 2 4 8 7 X Coef f i c ien t (s ) - 0 7 9 0 7 7 
14 0 . 0 3 5 5 8 5 0 . 0 0 0 7 6 4 1 . 1 4 6 1 2 8 - 1 . 4 4 8 7 4 S td Err of Coe f . 0 0 1 8 3 5 
15 0 . 0 3 3 8 0 3 0 . 0 0 0 7 9 1 .176091 - 1 . 4 7 1 0 4 
16 0 . 0 2 9 8 4 2 0 . 0 0 0 7 6 8 1 .20412 - 1 . 5 2 5 1 7 
L s i g m a j s td . err. Log(L) Log(s igma—1) 
4 4 . 1 3 6 0 3 0 . 0 1 1 8 0 4 0 . 6 0 2 0 6 0 . 6 1 6 5 8 4 
5 4 . 9 3 4 5 2 0 . 0 1 7 2 9 7 0 . 6 9 8 9 7 0 . 6 9 3 2 4 5 
6 5 . 6 6 7 9 0 . 0 2 3 4 3 1 0 . 7 7 8 1 5 1 0 . 7 5 3 4 2 2 R e g r e s s i o n O u t p u t : 
7 6 . 4 2 6 3 1 0 . 0 3 1 1 0 3 0 . 8 4 5 0 9 8 0 . 8 0 7 9 6 2 C o n s t a n t 0 . 0 9 8 3 4 2 
8 7 . 1 4 0 4 6 0 . 0 3 8 9 5 4 0 . 9 0 3 0 9 0 . 8 5 3 7 2 6 ‘ S td Err of Y Est 0 . 0 0 6 6 5 3 
9 7 . 8 7 6 6 4 0 . 0 4 7 4 5 9 0 . 9 5 4 2 4 3 0 . 8 9 6 3 4 1 R S q u a r e d 0 . 9 9 8 4 2 6 
10 8 . 7 0 0 8 9 0 . 0 5 8 3 0 6 1 0 . 9 3 9 5 6 4 No. of O b s e r v a t i o n s 13 
11 9 . 4 1 9 8 6 0 . 0 6 9 4 2 3 1 .041393 0 . 9 7 4 0 4 4 D e g r e e s of F r e e d o m 11 
12 1 0 . 2 5 7 1 5 0 . 0 8 1 8 9 8 1 .079181 1 .011027 
13 1 1 . 0 4 9 4 0 . 0 9 6 3 5 7 1 .113943 1 .043339 X Coef f i c ien t (s ) 0 . 8 4 4 9 1 4 
14 1 1 . 6 9 7 9 0 . 1 0 8 4 1 1 1 .146128 1 .068108 S td Err of Coe f . 0 . 0 1 0 1 1 5 
15 1 2 . 2 9 1 7 0 . 1 2 2 4 9 1 .176091 1 .089612 
16 1 3 . 4 5 2 0 . 1 4 2 2 1 1 1 .20412 1 .128787 
L s igma—2 s td . err. Log(L) L o g ( s i g m a _ 2 ) 
4 5 7 . 4 9 4 6 0 . 3 7 2 8 1 8 0 . 6 0 2 0 6 1 .759627 
5 1 0 0 . 0 1 7 8 0 . 8 0 2 8 4 6 0 . 6 9 8 9 7 2 . 0 0 0 0 7 7 
6 1 5 3 . 9 5 1 1 .47891 0 . 7 7 8 1 5 1 2 . 1 8 7 3 8 3 R e g r e s s i o n O u t p u t : 
7 2 2 6 . 1 3 4 2 . 5 8 3 7 0 . 8 4 5 0 9 8 2 . 3 5 4 3 6 6 C o n s t a n t 0 . 1 7 9 6 6 7 
8 3 1 3 . 5 7 8 4 . 0 3 5 2 3 0 . 9 0 3 0 9 2 . 4 9 6 3 4 6 S td Err of Y Est 0 . 0 1 6 2 2 5 
9 4 2 6 . 0 6 9 6 . 1 0 7 4 1 0 . 9 5 4 2 4 3 2 .62948 R S q u a r e d 0 .999001 
10 5 6 7 . 6 7 9 9 . 0 5 2 5 2 1 2 . 7 5 4 1 0 3 No. of O b s e r v a t i o n s 13 
11 7 3 5 . 9 7 6 1 3 . 4 1 2 3 1 .041393 2 . 8 6 6 8 6 4 D e g r e e s of F r e e d o m 11 
12 9 3 6 . 4 7 3 1 8 . 1 5 4 5 1 .079181 2 . 9 7 1 4 9 5 
13 1 1 7 8 2 4 . 8 3 3 5 1 .113943 3 . 0 7 1 1 4 5 X Coef f i c ien t (s ) 2 . 5 8 6 9 9 5 
14 1 4 1 6 . 7 2 3 2 . 1 3 4 5 1 .146128 3 . 1 5 1 2 8 4 S td Err of Coe f . 0 . 0 2 4 6 7 
15 1 6 4 1 . 4 5 3 9 . 1 1 3 6 1 .176091 3 . 2 1 5 2 2 8 
16 2 1 1 6 . 2 7 5 3 . 3 5 6 9 1 .20412 3 . 3 2 5 5 7 1 
L s i g m a _ 3 s td . err. Log(L) L o g ( s i g m a _ 3 ) 
4 1 5 4 7 : 3 1 6 . 6 0 3 9 0 . 6 0 2 0 6 3 . 1 8 9 5 7 5 
5 3 9 5 7 9 6 5 3 . 9 7 0 6 0 . 6 9 8 9 7 3 . 5 9 7 4 7 1 
6 8 2 5 0 . 9 1 133 .141 0 . 7 7 8 1 5 1 3 . 9 1 6 5 0 2 Reg ress i on O u t p u t : 
7 1 5 7 0 5 5 3 1 2 5 1 7 0 . 8 4 5 0 9 8 4 . 1 9 6 0 5 2 C o n s t a n t 0 . 5 3 5 0 7 6 
8 2 7 3 1 3 3 5 9 9 5 6 9 0 . 9 0 3 0 9 4 . 4 3 6 3 7 4 Std Err of Y Est 0 . 0 2 4 0 5 
9 4 5 9 0 6 7 1 1 1 0 . 0 7 0 . 9 5 4 2 4 3 4 . 6 6 1 8 7 6 R S q u a r e d 0 . 9 9 9 2 2 5 
10 7 3 5 4 0 7 2 0 3 5 . 6 1 4 . 8 6 6 5 2 8 No. of O b s e r v a t i o n s 13 
11 1 1 6 6 5 6 3 8 5 9 . 2 7 1 .041393 5 . 0 6 6 9 0 7 D e g r e e s of F r e e d o m 11 
12 1 7 0 2 4 3 6 2 6 0 . 1 8 1 .079181 5 . 2 3 1 0 6 9 
13 2 5 0 4 8 5 9 4 0 1 . 3 6 1 .113943 5 . 3 9 8 7 8 2 X Coef f ic ien t (s ) 4 . 3 5 4 1 1 7 14 3 4 6 5 7 3 1 4 2 3 9 . 6 1 . 1 4 6 1 2 8 5 . 5 3 9 7 9 5 S td Err of Coe f . 0 . 0 3 6 5 6 7 
15 4 4 3 0 3 3 19587 .7 1 .176091 5 . 6 4 6 4 3 6 
16 6 6 0 6 9 4 2 8 2 9 0 . 9 1 .20412 5 .82 
Table 6.3 p = 0.5 
L c h i 1 _ 0 loca l std. err. Loq(L) Loa^chi o In rah 
4 0 . 0 0 2 8 6 2 0 .071543 0 .000023 0 .60206 - 1 M 5 4 3 
5 0 . 0 0 1 6 3 3 0 .058792 0 .000016 0 .69897 - 1 _ 2 3 0 6 8 
6 0 . 0 0 1 0 2 4 0 .050152 0 .000012 0 778151 1 9qq7 I D ^ 
7 0 .0007 0 .044621 9 . 2 E - 0 6 a L s i : . Cons tan t ' e g 酬 。 门 〇 一 t : 
= = 二 — 0 0 4 1 0^13 ： 
10 0 0 0 0 2 5 8 0 03117P —二 一 1.4533 R Squared 0.995017 
, ° 72 4 . 7 E - 0 6 1 - 1 . 5 0 6 2 3 No. of Observa t ions 13 
i n n n n ^ ^ 3 . 9 E - 0 6 1.041393 - 1 . 5 4 9 7 8 Degrees of F reedom ? 
12 0 . 0 0 0 1 5 5 0 .026153 3 . 4 E - 0 6 1.079181 - 1 58248 
" " - ^ n n n f 0 .024534 3 . 0 E - 0 6 1.113943 - 1 . 6 1 0 2 3 X Coeff ic ient{s) - 0 94697 
I t n o n n o p i ” 2 2 5 1 8 2 . 5 E - 0 6 1.146128 - 1 . 6 4 7 4 7 Std Err of C o e . 0 .020205 
15 0 . 0 0 0 0 8 4 0 .021622 2 . 3 E - 0 6 1.176091 - 1 6651 
16 0 . 0 0 0 0 6 4 0 .018499 1 . 9 E - 0 6 1.20412 - 1 . 7 3 2 8 5 
I I 
L ch i1_1 loca l std. err. Log(L) L o g ( - c h M local) 
4 - 0 . 0 0 5 8 9 - 0 . 1 4 7 2 3 0 .000082 0 .60206 - 0 . 8 3 2 0 1 
5 - 0 . 0 0 5 8 4 - 0 . 2 1 0 1 9 0 .000092 0 .69897 - 0 . 6 7 7 3 9 
6 - 0 . 0 0 5 4 4 —0.26673 0 .000095 0.778151 —0.57393 Regress ion Outpu t . 
7 - 0 . 0 0 5 2 6 - 0 . 3 3 6 9 6 0 .000105 0 .845098 - 0 . 4 7 2 4 3 Cons tan t - 1 4 9 2 2 7 
8 - 0 . 0 0 4 8 5 - 0 . 3 9 2 9 5 0 .000106 0 .90309 一 0 . 4 0 5 6 7 Std Err of Y Est 0 027508 
9 - 0 . 0 0 4 6 2 - 0 . 4 6 2 4 6 0 .000112 0 .954243 」0.33492 R Squared 0 986267 10 - 0 . 0 0 4 1 2 - 0 . 4 9 8 5 1 0 .00011 1 - 0 . 3 0 2 3 3 No. of Observa t ions 13 
11 - 0 . 0 0 3 8 4 - 0 . 5 5 2 4 1 0.000111 1 .041393 - 0 . 2 5 7 7 4 Degrees of F reedom 11 
12 -0.00351 一 0.59275 0.00011 1.079181 -0.22713 
13 - 0 . 0 0 3 4 2 - 0 . 6 6 9 5 5 0 .000115 1.113943 - 0 . 1 7 4 2 2 X Coeff ic ient(s) 1.175542 
14 - 0 . 0 0 3 1 8 - 0 . 7 1 4 7 8 0 .000114 1.146128 - 0 . 1 4 5 8 3 Std Err of Coef. 0 .041824 
15 - 0 . 0 0 2 9 5 - 0 . 7 5 6 3 6 0 .000115 1.176091 - 0 . 1 2 1 2 7 
16 - 0 . 0 0 2 5 6 - 0 . 7 4 0 4 3 0 .000104 1.20412 - 0 . 1 3 0 5 1 
L c h i 1 _ 2 loca l std. err. Log(L) Log(ch i_2 local) 
4 0 . 2 3 6 9 5 5 5 .923875 0 .002667 0.60206 0 .772606 
5 0 .3024 10.8864 0 .004254 0 .69897 1.036884 
6 0 .347574 17 .03113 0 .005652 0.778151 1.231243 Regress ion Output : 
7 0 .413599 26 .47034 0 .00806 0 .845098 1.422759 Cons tan t 一 0.82051 
8 0 .474708 38 .45135 0 .009879 0 .90309 1.584912 Std Err of Y Est 0.012003 
9 0 .533907 53 .3907 0 .012829 0 .954243 1.727466 R Squared 0.99948 
10 0 .575155 69 .59376 0 .015637 1 1.84257 No. of Observa t ions 13 
11 0 .618263 89 .02987 0 .019066 1.041393 1.949536 Degrees of F reedom 11 
12 0 .640527 108.2491 0.0203 1.079181 2 .034424 
13 0 .707015 138.5749 0 .024813 1.113943 2 .141685 X Coeff ic ient(s) 2 .65483 
14 0 .774266 174 .2099 0 .028104 1.146128 2.241073 Std Err of Coef. 0 .01825 
15 0 .754712 193.2063 0.03181 1.176091 2.286021 
16 0 .79322 229 .2406 0 .033547 1.20412 2.360291 
L c h i 1 _ 3 loca l std. err. Log(L) L o g ( - c h i _ 3 local) 
4 —7.0391—2 - 1 7 5 . 9 7 8 0.111411 0.60206 2.245458 
5 - 1 2 . 7 7 9 9 - 4 6 0 . 0 7 6 0 .251609 0.69897 2.66283 
6 - 1 9 . 2 1 9 6 - 9 4 1 . 7 6 0 .433845 0.778151 2.97394 Regress ion Output : 
7 - 2 9 : 0 7 4 5 - 1 8 6 0 . 7 7 0 .765403 0 .845098 3.269692 Constant - 0 . 3 8 6 6 7 
Q - 4 2 608 - 3 4 5 1 . 2 5 1.21706 0.90309 3.537976 Std Err of Y Est 0.014893 
9 一 5 8 6125 - 5 8 6 1 . 2 5 2 .01474 0.954243 3.76799 R Squared 0.999702 
10 - 7 6 1397 - 9 2 1 2 . 9 2 .87828 1 3.964397 No. of Observat ions 13 
11 - 9 7 077 - 1 3 9 7 9 . 1 4 .64197 1.041393 4.145479 Degrees of F reedom 11 
12 - 1 1 5 536 - 1 9 5 2 5 . 6 5 .00747 1.079181 4.290604 
13 - 1 4 5 * 1 0 6 - 2 8 4 4 0 8 7 .75763 1.113943 4.453941 X Coeff ic ient(s) 4.3472 
14 - 1 8 1 7 3 4 - 4 0 8 9 0 . 2 8 .60102 1.146128 4.611619 Std Err of Coef. 0 .022644 
15 - 1 9 8 73 - 5 0 8 7 4 . 9 12.2702 1.176091 4.706503 
16 - 2 5 5 . 0 4 1 - 7 3 7 0 6 . 8 16.0737 1.20412 4.867508 
Table 6.4 p = 0.5 
^ 0 l o c a l s td . err. Log (L ) L o g ( c h i 0 local ) 
4 2 . 8 7 4 8 1 7 1 . 8 7 0 2 5 0 . 0 1 4 1 9 5 0 . 6 0 2 0 6 1 8 5 6 5 4 9 
5 3 . 2 8 8 9 9 1 1 8 . 4 0 3 6 0 . 0 2 0 4 5 8 0 . 6 9 8 9 7 2 0 7 3 3 6 5 
• l i l f o l l l l Z l = 7 2 5 0 . 7 7 8 1 5 1 2 : 2 5 0 4 9 6 R e g r e s s i o n O u t p u t : 
I 〖 = = = $ 2 5 5 . 1 0 5 3 0 . 0 3 5 5 5 5 0 . 8 4 5 0 9 8 2 . 4 0 6 7 1 9 C o n s t a n t Q 3 6 5 3 8 7 
• l i l T . ' Z o l ' ' 0 . 0 4 4 0 9 5 0 . 9 0 3 0 9 2 . 5 4 1 2 8 S td Err of Y Est 0 0 1 6 9 2 7 
2 4 6 2 . 5 1 2 0 . 0 5 3 0 8 6 0 . 9 5 4 2 4 3 2 . 6 6 5 1 2 3 R S q u a r e d 0 9 9 8 7 6 8 
‘ 6 0 7 . 5 8 9 4 0 . 0 6 4 2 4 4 1 2 .78361 N o of O b s e r v a t i o n s 13 
1 1 7 7 2 . 6 2 1 9 0 . 0 7 5 7 6 8 1 . 0 4 1 3 9 3 2 . 8 8 7 9 6 7 D e g r e e s of F r e e d o m 11 
12 5 . 7 6 8 5 2 9 7 4 . 8 7 9 9 0 . 0 8 8 3 4 3 1 .079181 2 988951 
6 . 1 4 8 8 9 1 2 0 5 . 1 8 2 0 . 1 0 2 5 4 3 1 . 1 1 3 9 4 3 3 . 0 8 1 0 5 3 X C o e f f i c i e n t s ) 2 4 3 0 7 5 6 
14 6 . 3 2 7 9 3 1 4 2 3 . 7 8 4 0 . 1 1 4 5 7 3 1 . 1 4 6 1 2 8 3 . 1 5 3 4 4 4 S td Err of Coe f . 0 0 2 5 7 3 7 
15 6 . 5 5 4 0 5 1 6 7 7 . 8 3 7 0 . 1 2 6 9 6 1 .176091 3 . 2 2 4 7 5 
16 7 . 3 0 3 2 1 2 1 1 0 . 6 2 8 0 . 1 4 9 0 1 2 1 .20412 3 . 3 2 4 4 1 2 
L c h i 2 _ 1 l o c a l s td . err. Log(L ) L o g ( - c h i j loca l ) 
4 - 1 9 2 . 5 2 - 4 8 1 3 1 . 4 7 7 2 3 0 . 6 0 2 0 6 3.68241~6 
5 - 3 2 5 . 6 3 2 —11722 .8 3 . 1 2 8 1 5 0 . 6 9 8 9 7 4 . 0 6 9 0 3 
6 - 4 8 8 . 4 4 7 - 2 3 9 3 3 . 9 5 . 6 6 9 6 4 0 .778151 4 . 3 7 9 0 1 4 R e g r e s s i o n O u t p u t : 
7 - 7 0 1 . 1 8 5 - 4 4 8 7 5 . 8 9 . 7 6 4 9 0 . 8 4 5 0 9 8 4 . 6 5 2 0 1 3 C o n s t a n t 1 104492 
8 - 9 4 8 . 5 1 2 一 7 6 8 2 9 . 5 1 5 . 0 3 7 4 0 . 9 0 3 0 9 4 . 8 8 5 5 2 8 S td Err of Y Est 0 . 0 2 4 2 5 5 
9 - 1 2 6 6 . 5 9 - 1 2 6 6 5 9 22 .46 0 . 9 5 4 2 4 3 5 . 1 0 2 6 3 6 R S q u a r e d 0 .99916 
10 - 1 6 6 7 . 1 2 - 2 0 1 7 2 2 3 3 . 1 1 5 5 1 5 . 3 0 4 7 5 2 No. of O b s e r v a t i o n s 13 
11 - 2 1 4 0 . 8 3 - 3 0 8 2 8 0 4 8 . 7 2 4 4 1 .041393 5 . 4 8 8 9 4 5 D e g r e e s of F r e e d o m 11 
12 - 2 6 9 0 . 2 3 - 4 5 4 6 4 9 6 4 . 8 8 4 4 1 .079181 5 . 6 5 7 6 7 6 
13 — 3 3 5 3 . 9 5 - 6 5 7 3 7 4 8 8 . 3 2 7 1 .113943 5 . 8 1 7 8 1 3 X Coef f i c ien t (s ) 4 . 2 1 9 4 7 4 
14 - 3 9 5 6 . 4 7 - 8 9 0 2 0 6 1 1 2 . 2 6 6 1 .146128 5 . 9 4 9 4 9 S td Err of Coe f . 0 . 0 3 6 8 8 
15 - 4 5 0 2 . 6 6 - 1 1 5 2 6 8 1 134 .682 1 .176091 6 . 0 6 1 7 0 9 
16 一 5876.13 -1698202 184.456 1.20412 6.229989 
L chi2—2 l o c a l s td . err. Log(L ) L o g ( c h i _ 2 loca l ) 
4 1 1 7 5 2 2 9 3 8 0 0 1 3 8 . 5 6 6 0 . 6 0 2 0 6 5 .468052 
5 2 9 3 3 2 . 1 1 0 5 5 9 5 6 4 3 3 . 4 2 2 0 . 6 9 8 9 7 6 . 0 2 3 6 4 6 
6 5 9 8 6 4 . 4 2 9 3 3 3 5 6 1075 .52 0 .778151 6 . 4 6 7 3 6 5 R e g r e s s i o n Ou tpu t : 
7 1 1 2 3 7 4 7 1 9 1 9 3 6 2 5 3 2 . 5 3 0 . 8 4 5 0 9 8 6 , 8 5 6 8 4 6 C o n s t a n t 1 .803415 
8 1 9 0 5 6 5 1 5 4 3 5 7 6 5 4 7 0 7 . 9 4 0 . 9 0 3 0 9 7 . 1 8 8 5 2 8 S td Err of Y Est 0 .031239 
9 3 1 5 5 3 0 3 1 5 5 3 0 0 0 8 5 2 4 . 0 7 0 . 9 5 4 2 4 3 7 .499041 R S q u a r e d 0 .999313 
10 5 0 2 5 1 0 6 0 8 0 3 7 1 0 1 5 6 4 4 1 7 . 7 8 3 9 3 No. of O b s e r v a t i o n s 13 ： 
11 7 9 1 5 5 9 1 .1E + 08 3 0 3 9 6 . 9 1 .041393 8 . 0 5 6 8 4 6 D e g r e e s of F r e e d o m 11 
12 1 1 4 3 4 2 0 1 .9E + 08 4 8 5 6 5 . 4 1 .079181 8 . 2 8 6 0 9 2 
13 1 6 6 9 0 2 0 3 .3E + 08 7 1 1 1 4 . 6 1 .113943 8 . 5 1 4 7 1 8 X Coef f i c ien t (s ) 6 . 0 0 8 1 0 7 
14 2 2 6 2 8 6 0 5 .1E + 08 1 0 4 5 5 8 . 7 1 .146128 8 . 7 0 6 8 4 S td Err of Coef . 0 . 0 4 7 4 9 7 
15 2 8 2 1 3 8 0 7 .2E + 08 1 4 1 7 5 3 1 .176091 8 . 8 5 8 7 0 2 
16 4 2 5 9 7 6 0 1 .2E + 09 2 0 5 3 1 2 1 .20412 9 . 0 9 0 2 8 3 
L c h i 2 _ 3 l oca l s td . err. Log(L) L o g ( - c h i _ 3 local ) 
4 - 6 2 6 7 4 6 - 1 . 6 E + 07 11310 .1 0 . 6 0 2 0 6 7 . 1 9 5 0 3 2 5 — 2 3 1 6 7 6 0 - 8 . 3 E + 07 5 1 8 0 5 . 2 0 . 6 9 8 9 7 7 . 9 2 1 1 8 4 
6 - 6 4 5 7 4 6 0 - 3 2 E + 08 1 7 8 1 7 5 0 .778151 8 . 5 0 0 2 5 8 R e g r e s s i o n O u t p u t : 
7 - 1 6 E + 0 7 - 1 OE + 09 5 9 0 1 6 0 0 . 8 4 5 0 9 8 9 . 0 0 8 4 1 8 C o n s t a n t 2 .433668 
8 — 3 4 E + 07 - 2 7 E + 09 1 2 8 2 4 9 0 0 . 9 0 3 0 9 9 . 4 3 7 3 1 9 S td Err of Y Est 0 .037508 
9 _ 6 9 E + 0 7 - 6 9 E + 09 2 7 9 2 2 9 0 0 . 9 5 4 2 4 3 9 . 8 4 0 0 2 8 R S q u a r e d 0 .999414 
10 - 1 3 E + 08 - 1 6 E + 1 0 6 7 3 3 0 0 0 1 10 .21071 No. of O b s e r v a t i o n s 13 
11 - 2 6 E + 08 - 3 8 E + 10 1 7 3 6 0 4 0 0 1 .041393 10 .57993 D e g r e e s of F r e e d o m 11 
12 - 4 4 E + 0 8 一 7 : 4 E + 1 0 3 9 9 8 6 5 0 0 1 .079181 10 .86809 
q - 7 4 F + 0 8 - 1 4 E + 1 1 5 0 9 0 8 1 0 0 1 .113943 11 .16042 X Coef f i c ien t (s ) 7 . 8 1 3 9 6 5 
4 2 E + 0 9 - 2 6 E + 11 9 2 1 7 9 1 0 0 1 .146128 11 .41673 S td Err of Coe f . 0 . 0 5 7 0 3 
15 - 1 6 E + 0 9 - 4 . 1 E + 11 1.6E + 08 1 .176091 11 .6139 
；6 -2：7£ + 0 9 - 7 . 8 E + 11 2 .1E + 08 1 .20412 11 .89208 
Table 6.5 
p = 0.5 
引gma Regression Output: 
Constant -0.8277 
Std Err of Y Est 0.048218 
. R Squared 0 999685 
o nr T ™ std err R sqr No of Observations 4 
？ :0。2二7 0.01835 0.994112 Degrees of Freedom 2 
1 0.844914 0.010115 0.998426 
I 2.586995 0.02467 0.999001 X Coefficient(s) 1 717674 
3 4.354117 0.036567 0.999225 Std Err of Coef. 0.021564 
c h i J Regression Output: 
Constant -0.79662 
Std Err of Y Est 0.203614 
R Squared 0.994529 
order exponent std err R sqr No. of Observations 4 
0 -0.94697 0.020205 0.995017 Degrees of Freedom 2 
1 1.175542 0.041824 0.986267 
2 2.65483 0.01825 0.99948 X Coefficient(s) 1.736179 
3 4.3472 0.022644 0.999702 Std Err of Coef. 0.091059 
chi_2 Regression Output: 
Constant 2.427337 
Std Err of Y Est 0.006649 
R Squared 0.999995 
order exponent std err R sqr No. of Observations 4 
0 2.430756 0.025737 0.998768 Degrees of Freedom 2 
1 4.219474 0.03688 0.99916 
2 6.008107 0.047497 0.999313 X Coefficient(s) 1.793826 
3 7.813965 0.05703 0.999414 Std Err of Coef. 0.002974 
Table 6.6 p = 0.55 
I" s i g m a _ 0 s td . err. Log{L) L o g ( s i g m a 0) 
4 0 . 1 5 0 5 5 5 0 . 0 0 0 7 0 8 0.60206 -0 8223 
5 0 . 1 3 7 0 9 3 0 . 0 0 0 7 6 3 0 . 6 9 8 9 7 - o 8 6 2 9 8 
‘ 二 = = = = 『 0 7 7 8 1 5 1 - 0 . 9 0 4 1 5 R e g r e s s i o n O u t p u t : 
I 0 . 1 2 4 9 1 5 0 . 0 0 0 8 5 5 0 . 8 4 5 0 9 8 - 0 . 9 0 3 3 9 C o n s t a n t - 0 6 0 7 2 4 
® ' ' • ' l l l l l 0 . 0 0 0 8 7 1 0 . 9 0 3 0 9 - 0 . 9 5 2 6 5 S td Err of Y Est 0 . 0 0 8 0 4 3 
9 0 . 1 0 9 4 3 0 . 0 0 0 9 0 . 9 5 4 2 4 3 - 0 . 9 6 0 8 6 R S q u a r e d o 9 8 7 9 8 6 
10 0 . 1 0 5 8 5 0 . 0 0 0 9 4 4 1 - 0 . 9 7 5 3 1 No. of O b s e r v a t i o n s • 13 
11 0 . 1 0 0 3 4 0 . 0 0 0 9 5 9 1 .041393 -0.99853 D e g r e e s of F r e e d o m 11 
12 0 . 1 0 0 6 3 2 0 . 0 0 1 0 0 8 1 .079181 - 0 .99726 
13 0 . 0 9 5 4 3 1 0 . 0 0 1 0 3 4 1 .113943 - 1 . 0 2 0 3 1 X Coef f ic ien t (s ) - 0 . 3 6 7 8 3 
14 0 . 0 9 3 9 0 5 0 . 0 0 1 0 4 2 1 .146128 - 1 . 0 2 7 3 1 S td Err of Coe f . 0 . 01223 
15 0 . 0 9 2 0 0 8 0 . 0 0 1 0 4 4 1 .176091 - 1 . 0 3 6 1 7 
16 0.089864 0.0011 1.20412 一 1.04642 
L s i g m a j s td . err. Log(L) L o g ( s i g m a _ 1 ) 
4 3 . 7 7 4 0 3 0 . 0 1 1 7 1 7 0 . 6 0 2 0 6 0 .576805 
5 4 . 4 4 8 9 5 0 . 0 1 7 1 9 6 0 . 6 9 8 9 7 0 . 6 4 8 2 5 8 
6 5 . 1 1 8 7 4 0 . 0 2 3 4 5 7 0 . 7 7 8 1 5 1 0 . 7 0 9 1 6 3 Reg ress ion O u t p u t : 
7 5 . 6 6 8 4 1 0 . 0 3 0 6 7 2 0 . 8 4 5 0 9 8 0 .753461 C o n s t a n t 0 . 1 1 7 7 1 5 
0 6 . 4 3 0 3 4 0 . 0 3 9 0 8 3 0 . 9 0 3 0 9 0 .808234 ‘ S td Err of Y Est 0 . 003159 
9 6 . 9 0 3 4 3 0 . 0 4 6 8 6 9 0 . 9 5 4 2 4 3 0 . 8 3 9 0 6 5 R S q u a r e d 0 .999559 
10 7 . 4 5 7 4 9 0 . 0 5 7 4 3 7 1 0 . 8 7 2 5 9 3 No. of O b s e r v a t i o n s 13 
11 8 . 0 9 9 3 3 0 . 0 6 8 9 6 2 1 .041393 0 .908449 D e g r e e s of F r e e d o m 11 
12 8 . 5 9 1 2 7 0 . 0 7 9 7 5 2 1 .079181 0 . 9 3 4 0 5 7 
13 9 . 2 5 4 6 3 0 . 0 9 5 7 1 8 1 .113943 0 .966359 X Coef f ic ien t (s ) 0 . 758819 
14 9 . 7 0 3 1 4 0 . 1 0 5 5 4 3 1 .146128 0 . 9 8 6 9 1 2 S td Err of Coe f . 0 . 004803 
15 1 0 . 2 6 0 0 2 0 . 1 1 7 3 0 4 1 .176091 1 .011148 
16 1 0 . 7 9 5 8 0 . 1 3 7 4 8 4 1 .20412 1 .033255 
L Sigma—2 s td . err. Log(L) Log(sigma—2) 
4 - 4 5 . 1 8 7 0 . 3 0 8 1 2 3 0 .60206 1 .655014 
5 - 7 4 . 8 9 1 4 0 . 6 4 8 5 8 3 0 . 6 9 8 9 7 1 .874432 
6 - 1 1 5 . 9 0 9 1 .19953 0 . 7 7 8 1 5 1 2 .064117 Reg ress ion O u t p u t ; 
7 - 1 5 8 . 5 3 4 1 .96911 0 . 8 4 5 0 9 8 2 .200122 C o n s t a n t 0 .262381 
8 - 2 2 9 . 5 7 4 3 . 2 2 6 5 9 0 . 9 0 3 0 9 2 .360923 Std Err of Y Est 0 .008773 
9 - 2 8 8 . 0 9 3 4 . 5 0 7 8 8 0 . 9 5 4 2 4 3 2 .459533 R S q u a r e d 0 .999633 
10 - 3 6 9 . 1 0 9 6 . 9 1 8 6 7 1 2 .567155 No. of O b s e r v a t i o n s 13 
11 - 4 6 9 . 8 7 7 9 . 4 4 6 9 1 .041393 2 .671984 D e g r e e s of F r e e d o m 11 
12 - 5 5 1 . 8 6 11 .7788 1 .079181 2 .741829 
13 - 7 0 5 . 4 6 7 17 .8692 1 .113943 2 .848477 X Coef f ic ient (s ) 2 .308893 
14 - 8 0 7 . 4 9 3 2 1 . 2 1 4 4 1 .146128 2 .907139 Std Err of Coe f . 0 .01334 
15 - 9 4 2 . 9 9 9 2 5 . 1 2 3 4 1 .176091 2 .974511 
16 - 1 1 0 9 . 0 2 3 3 . 6 9 1 3 1 .20412 3 .044939 
L s i g m a _ 3 s td . err. Log(L) Log (s i gma_3 ) 
4 1038.93 11.8325 0.60206 3.016586 
5 2 4 5 6 16 3 6 . 3 8 4 1 0 .69897 3 .390257 
6 5 1 6 4 9 5 8 9 . 3 2 6 8 0 .778151 3 .713066 Regress ion O u t p u t : 
7 8 7 7 3 3 3 190 94 0 . 8 4 5 0 9 8 3 .943164 C o n s t a n t 0 .665324 
8 1 6 2 1 5 5 3 9 6 3 5 6 0 .90309 4 .20993 Std Err of Y Est 0 . 017587 
Q 2 3 9 2 5 . 1 6 6 8 296 0 . 9 5 4 2 4 3 4 .378854 R S q u a r e d 0 .999484 
10 3 7 8 2 6 2 1443 .05 1 4 ,577793 No. of Obse rva t i ons 13 
11 54945 1 1980.92 1 .041393 4 .739929 Deg rees of F r e e d o m 11 
702629 2526.04 1.079181 4.846726 
^ " , 0 9 5 5 2 7 3 88 1 .113943 5 .045695 X Coef f ic ient (s) 3 . 903808 
4 1 3 8 0 2 6 6 7 8 1 : 5 4 1 . 1 4 6 1 2 8 5 .139961 Std Err of Coef . 0 .026741 
. . 175159 7906.57 1.176091 5.243432 
；6 232919 12569.8 1.20412 5.367205 
Table 6.7 p = 0.55 
4 o n o J p ^ s t d . e r r . Log(L) Log(ch i 0 local) 
t 0 . 0 0 4 9 5 0 .123756 0 .000028 0 .60206 - 0 90743 
I 0 .00002 0 .69897 - 0 . 9 5 8 6 3 
6 0 . 0 0 2 0 0 2 0 .098117 0 .000015 0 778151 . ^ 
7 0 .001532 0 .098054 0 .000013 0 .845098 - 008 3 Cons tan t d e g r e s s i o n Outpu t : 
8 0 . 0 0 1 0 5 7 0 .085597 9 . 8 E - 0 6 0 90309 •二二】QtH ^ w c . —0.66065 
9 0 .000841 0 .084123 8 . 2 E - 0 6 0 954243 ~ 07^nQ 二 [ r r o f Y E s t 0.010464 
10 0 .000664 0 0 8 0 3 8 4 7 oF OR ？ — .07509 R Squared 0.985145 
11 o n 二 二 1 - 1 . 0 9 4 8 3 No. of Observa t ions 13 
1 0 . 0 0 0 5 3 0 .076249 5 . 9 E - 0 6 1.041393 - 1 . 1 1 7 7 7 Deqrees of F r e e d o m ： 
12 0 .000451 0 .07628 5 . 2 E - 0 6 1.079181 - 1 11759 d e g r e e s of F r e e d o m 11 
； ： I Z l T s 0070609 层 ： - 1 彻 XCoefficient ⑶ 一 o . 續 
] Z U.000315 0 .070809 4.1 E - 0 6 1.146128 - 1 . 1 4 9 9 1 Std Err of Coef n m ^ Q i 
15 0 .000271 0 .069474 3 . 6 E - 0 6 1.176091 - 1 15818 0.01591 
16 0 .000233 0 .067277 3 . 3 E - 0 6 1.20412 -彳 .17213 
L chi1—1 loca l std. err. Log(L) L o g ( - c h i 1 local) 
4 - 0 . 0 1 4 0 1 - 0 . 3 5 0 2 0 .00013 0 .60206 - 0 . 4 5 5 6 9 
5 - 0 . 0 1 4 1 4 - 0 . 5 0 8 9 8 0 .000147 0 .69897 - 0 2933 
6 - 0 . 0 1 3 5 3 - 0 . 6 6 3 1 0 .00016 0.778151 —0.17842 Regress ion Ou tDu f 
7 - 0 . 0 1 4 1 3 - 0 . 9 0 4 3 6 0 .000178 0 .845098 - 0 . 0 4 3 6 6 Cons tan t ^ ^ , 3 , 3 3 0 
8 - 0 . 0 1 2 7 9 - 1 . 0 3 6 1 4 0 .000182 0 .90309 D.015417 Std Err of Y Est o o t p Q y ^ 
9 - 0 . 0 1 3 1 9 —1.31894 0 .000199 0 .954243 0 .120225 R Squared 0 9 9 8 1 6 7 
10 - 0 . 0 1 2 3 6 - 1 . 4 9 5 8 9 0 .000203 1 0 .174899 No. of Observa t ions “ 11 - 0 . 0 1 1 6 8 - 1 . 6 8 2 1 1 0 .000205 1.041393 0 . 2 2 5 8 5 4 Degrees of F reedom 11 
12 — 0 .01163 —1.96596 0 .000209 1.079181 0 .293575 
13 - 0 . 0 1 1 0 9 - 2 . 1 7 2 8 2 0.00021 1.113943 0 .337023 X Coeff ic ient(s) 1 526754 
14 - 0 . 0 1 0 7 9 - 2 . 4 2 8 5 6 0 .000226 1.146128 0 .385349 Std Err of Coef 0 0 1 9 7 2 8 
15 — 0 .01072 - 2 . 7 4 4 2 7 0 .000226 1.176091 0 .438427 
16 - 0 . 0 1 0 0 7 - 2 . 9 1 0 6 1 0 .000222 1.20412 0 .463983 
L c h i 1 _ 2 loca l std. err. Log(L) Log(ch i_2 local) 
4 0 . 4 3 9 4 9 3 10 .98733 0 .003862 0 .60206 1.040892 
5 0 .569686 20 .5087 0 .006001 0 .69897 1.311938 
6 0 .681422 33 .38968 0 .008217 0.778151 1.523612 Regress ion Output : 
7 0 .863886 55 .2887 0 .011649 0 .845098 1.742636 Cons tan t - 0 . 7 0 6 4 2 
8 0 .980466 79 .41775 0.01521 0 .90309 1.899918 Std Err of Y Est 0.010078 
9 1 .16856 116.856 0 .019518 0 .954243 2.067651 R Squared 0.999691 
10 1 .2545 151 .7945 0 .022977 1 2 .181256 No. of Observa t ions 13 
11 1 .35779 195.5218 0,02686 1 .041393 2 .291195 Degrees of F reedom 11 
12 1 .50898 255 .0176 0 .031697 1.079181 2 .40657 
13 1 .65389 324 .1624 0 .035673 1.113943 2 .510763 X Coeff ic ient(s) 2 .88922 
14 1 .79386 403 .6185 0 .043657 1.146128 2.605971 Std Err of Coef. 0 .015323 
15 1.9808 507 .0848 0 .050917 1.176091 2.705081 
16 2 .02334 584 .7453 0 .052276 1.20412 2 .766967 
L ch i1_3 loca l std. err. Log(L) L o g ( - c h i _ 3 local) 
4 -11 .663^2 - 2 9 1 . 5 8 0 .148319 0.60206 2 .464758 
5 一 20.5553 - 739.991 0.314944 0.69897 2.869226 
6 - 3 1 . 7 9 0 7 - 1 5 5 7 . 7 4 0 .541825 0.778151 3 .192496 Regress ion Output : 
7 一 50 .8169 - 3252.28 1 .00537 0 .845098 3 .512188 Cons tan t - 0 . 2 0 3 2 
8 - 7 3 . 4 5 6 1 - 5 9 4 9 . 9 4 1.72696 0.90309 3 .774513 Std Err of Y Est 0.016192 9 - 1 0 3 . 4 1 8 - 1 0 3 4 1 . 8 2 .51904 0 .954243 4 .014594 R Squared 0.999656 
10 - 1 2 8 . 9 9 - 1 5 6 0 7 . 8 3 .44068 1 4.193341 No. of Observat ions 13 
11 - 1 6 0 . 4 2 4 - 2 3 1 0 1 . 1 4 .61779 1.041393 4.363632 Degrees of F reedom 11 
12 - 1 9 7 . 9 2 8 - 3 3 4 4 9 . 8 6.27701 1.079181 4 .524394 
13 - 2 5 6 . 4 0 7 - 5 0 2 5 5 . 8 8 .24275 1.113943 4 .701186 X Coeff ic ient(s) 4 .399132 ’ 
14 - 3 0 5 . 1 3 6 - 6 8 6 5 5 . 6 10.7009 1.146128 4 .836676 Std Err of Coef. 0 .024619 
15 -387.605 一 99226.9 15.7118 1.176091 4.996629 
16 - 4 2 6 . 4 1 4 - 1 2 3 2 3 4 16.3235 1.20412 5 .090729 | 
s I 
ft i 
Table 6.8 p = 0.55 
^ ^ loca l std. err. Log(L) Log (ch i 0 local) 
4 2 . 5 4 4 7 4 6 3 . 6 1 8 5 0 .014196 0 .60206 1 .803583 
5 2 . 8 5 4 9 7 102 .7789 0 .020482 0 .69897 2 011904 
I 二 3 154 .7268 0 .027392 0 .778151 2 .189566 Regress ion O u t p u f 
I l i l l l ^ ^ 2 1 3 . 7 3 6 3 0 .035239 0 .845098 2 .329878 Cons tan t ‘ 0 410613 
® 3 0 1 . 6 0 4 3 0 .044273 0 .90309 2 .479438 Std Err of Y Est 0 0 0 9 4 ^ 2 
j 3 . 8 3 1 8 6 383 .186 0 .052352 0 .954243 2.58341 R S q u a r e d 0 99957? 
？ 4 8 5 . 7 4 6 0 .062972 1 2 .686409 No of Obsen /a t i ons 13 
I 4 , 2 9 3 8 8 6 1 8 . 3 1 8 7 0 .075229 1 .041393 2 .791212 Degrees of F r e e d o m 11 
12 4 . 4 3 0 3 4 748 .7275 0 .08537 1.079181 2 .874324 
13 4 . 7 1 8 5 7 924 .8397 0 .101112 1 .113943 2 .966066 X Coef f ic ient(s) 2 288069 
14 4 . 8 4 4 8 6 1090 .094 0 .111261 1 .146128 3 .037464 Std Err of Coef . 0 014295 
15 4 .97661 1274 .012 0 .122842 1.176091 3 .105174 
16 5 . 2 0 8 1 6 1505 .158 0 .142137 1.20412 3 .177582 
L ch i2_1 loca l std. err. Log(L) Log{ch i_1 local) 
4 一 147.851 - 3 6 9 6 . 2 8 1 .23064 0 .60206 3 .567764 
5 - 2 3 8 . 2 0 2 - 8 5 7 5 . 2 7 2 .5606 0 .69897 3 .933248 
6 - 3 6 0 . 0 9 7 - 1 7 6 4 4 . 8 4 .64984 0 .778151 4 .246616 Regress ion Outpu t : 
7 - 4 7 7 . 6 2 2 - 3 0 5 6 7 . 8 7 .55887 0 .845098 4 .485264 Cons tan t 1 189085 
8 - 6 8 1 . 4 1 9 - 5 5 1 9 4 . 9 12.2118 0 .90309 4 ,741899 Std Err o f Y Est 0 013104 
9 - 8 3 0 . 5 9 4 - 8 3 0 5 9 . 4 16 .8574 0 .954243 4 .919389 R Squa red 0 .999717 
10 - 1 0 4 9 . 3 4 - 1 2 6 9 7 0 25 .8134 1 5 .103702 No. of Observa t ions 13 
11 - 1 3 2 4 . 1 7 —190680 34.862 1 .041393 5 .280306 Degrees of F r e e d o m 11 
12 - 1 5 2 4 . 4 - 2 5 7 6 2 4 43.1091 1.079181 5 .410986 
13 - 1 9 4 5 . 0 6 - 3 8 1 2 3 2 65.493 1 .113943 5 ,581189 X Coef f ic ient(s) 3 .925406 
14 - 2 1 8 4 . 3 1 - 4 9 1 4 7 0 77 .0142 1 .146128 5 .691497 Std Err of Coef . 0 .019925 
15 - 2 4 7 6 . 6 8 - 6 3 4 0 3 0 88 .5087 1.176091 5.80211 
16 - 2 9 3 4 . 3 9 —848039 120.281 1.20412 5 .928416 
L c h i 2 _ 2 loca l s td. err. Log(L) Log (ch i _2 local) 
4 7 7 9 3 . 3 6 194834 98 .1997 0 .60206 5 .289665 
5 18096 .6 651477 .6 302 .507 0 .69897 5 .813899 
6 3 7 3 3 1 . 8 1829258 723 .325 0 .778151 6 .262275 Regress ion Outpu t : 
7 6 2 1 9 6 . 8 3 9 8 0 5 9 5 1531.41 0 .845098 6 .599948 Cons tan t 1.923705 
8 113346 9 1 8 1 0 2 6 3127 .17 0 .90309 6 .962891 Std Err of Y Est 0 .021319 
9 162975 16297500 5308 .69 0 .954243 7.212121 R S q u a r e d 0.999627 
10 2 5 7 6 4 3 3 1 1 7 4 8 0 3 11822,2 1 7 .493804 No. of Observa t i ons 13 
11 3 7 0 8 5 8 5 3 4 0 3 5 5 2 15358 1 .041393 7 .72757 Degrees of F r e e d o m 11 
12 468371 7 9 1 5 4 6 9 9 19519 1.079181 7 .898477 
13 7 4 6 4 6 8 1.5E + 08 42165 .4 1 .113943 8 .165267 X Coef f ic ient(s) 5 .566732 
14 9 0 7 3 7 0 2 .0E + 08 53662 .8 1 .146128 8 .309967 Std Err of Coef . 0 .032415 
15 1 1 1 0 4 3 0 2 .8E + 08 57627.5 1.176091 8.453731 
16 1 5 0 7 3 5 0 4 .4E + 08 95653 1.20412 8 .639112 
L c h i 2 _ 3 loca l std. err. Log(L) Log (ch i _3 local) 
4 - 3 6 1 2 5 8 - 9 0 3 1 4 5 0 7187 0 .60206 6 .955757 
5 - 1 2 1 7 8 4 0 - 4 . 4 E + 07 32889 .9 0 .69897 7 .641893 
6 - 3 4 1 0 8 7 0 - 1 . 7 E + 08 98044 .7 0.778151 8.223061 Regress ion Outpu t : 
7 - 7 2 2 9 6 8 0 - 4 . 6 E + 08 291812 0 .845098 8 .665299 Cons tan t 2 .595696 
8 — 1.7E + 07 - 1 . 4 E 4 - 0 9 737032 0 .90309 9 .133303 Std Err of Y Est 0 .036958 
9 - 2 . 9 E + 07 - 2 . 9 E + 09 1595350 0 .954243 9 .456437 R Squared 0.999335 
10 - 6 . 0 E + 07 - 7 . 3 E + 09 5444080 1 9 .860535 No. of Observa t ions 13 
11 - 9 . 3 E + 07 - 1 . 3 E + 10 6674340 1.041393 10.12514 Degrees of F reedom ” 
12 - 1 3E + 08 - 2 . 1 E + 1 0 7944600 1.079181 10.32745 
13 - 2 . 6 E + 08 - 5 . 1 E + 10 24457400 1.113943 10.71042 X Coeff ic ient(s) 7.2231 17 
14 - 3 4E4-08 - 7 . 7 E + 10 34684400 1.146128 10.88833 Std Err of Coef . 0 .056193 
15 - 4 4E + 08 - 1 . 1 E + 1 1 32969400 1.176091 11.0502 
16 - e ' g E + o e - 2 . 0 E + 1 1 7 0 2 3 2 3 0 0 1 .20412 1 1 .30193 
Table 6.9 
p = 0.55 
Sigma Regression Output: 
Constant -0 .50383 
Std Err of Y Est 0.176046 
R Squared 0.994028 
order exponent std err R sqr No. of Observations 4 
0 -0 .36783 0.01223 0.987986 Degrees of Freedom 2 
1 0.758819 0.004803 0.999559 
2 2.308893 0.01334 0.999633 X Coefficient(s) 1436499 
3 3.903808 0.026741 0.999484 Std Err of Coef. 0.07873 
chi一 1 Regression Output: 
Constant —0.281 
Std Err of Y Est 0.196648 
R Squared 0.99388 
order exponent std err R sqr No. of Observations 4 
0 -0 .42972 0.01591 0.985145 Degrees of Freedom 2 
1 1.526754 0.019728 0.998167 
2 2.88922 0.015323 0.999691 X Coefficient(s) 1.584901 
3 4.399132 0.024619 0.999656 Std Err of Coef. 0.087943 
.I ,I 
chi—2 Regression Output: 
Constant 2.283861 
Std Err of Y Est 0.006958 
R Squared 0.999993 
order exponent std err R sqr No. of Observations 4 
0 2.288069 0.014295 0.999571 Degrees of Freedom 2 
1 3.925406 0.019925 0.999717 
2 5.566732 0.032415 0.999627 X Coefficient(s) 1.644647 
3 7.223117 0.056193 0.999335 Std Err of Coef. 0.003112 
Table 6.10 
p = 0.9 sigma_e 
L sigma_0 s i g m a j sigma一 2 sigma一 3 
4 0.795421 0.505851 -1.07687 3.68721 
5 0.795114 0.508135 -1.11223 4.07849 
5 0.794789 0.509147 -1.11053 4.00825 
6 0.803615 0.488436 -1.07498 3.98316 
7 0.797743 0.50905 -1.18244 4.82722 
8 0.79966 0.504805 -1.1896 5.06643 
9 0.79384 0.52158 -1.26605 5.79826 
10 0.79327 0.521846 -1.25039 5.50097 
L std. err. std. err. std. err. std. err. 
4 0.000472 0.001742 0.008417 0.056927 
5 0.000499 0.001941 0.010459 0.079244 
5 0.000495 0.001925 0.010113 0.07276 
6 0.000504 0.002029 0.011213 0.086392 
7 0.000522 0.002258 0.014307 0.124551 
8 0.000536 0.002365 0.015736 0.142109 
9 0.000545 0.002497 0.01913 0.225597 
10 0.000548 0.002479 0.017194 0.16071 
Table 6.11 
P = 0.9 Chi 一 1 
L chi1_0 chi1J chi1_2 chi1 3 
4 0.031523 -0.01676 0.121302 -0.57448 
5 0.021714 一 0.01228 0.098178 -0.5152 
5 0.0217 -0.01224 0.097811 -0.50954 
6 0.016056 -0.009 0.076332 -0.42142 
7 0.012143 -0.0073 0.066947 -0.40887 
8 0.009592 -0.00584 0.05584 -0.36061 
9 0.007682 -0.00494 0.049704 -0.34509 
10 0.006329 -0.0041 0.041939 -0.28991 
local chi—1 
L chi1_0 chi1J chi1_2 chi1_3 
4 0.788063 -0.41895 3.03255 -14.36^9 
5 0.781697 -0.442 3.534412 -18.5471 
5 0.781193 -0.44078 3.5212 -18.3435 
6 0.78672 -0.44089 3.740244 -20.6498 
7 0.777158 —0.4673 4.284595 -26.1674 
8 0.776934 -0.47329 4.523032 -29.2093 
9 0.768152 -0.4939 4.97039 -34.5085 
10 0.765862 -0.49555 5.074583 -35.0795 
L std. err. std. err. std. err. std. err. 
4 0.000022 0.000114 0.000826 0.005781 
5 0.000017 0.000098 0.000853 0.007116 
5 0.000017 0.000098 0.000838 0.006736 
6 0.000013 0.000081 0.000805 0.007236 
7 0.00001 0.000072 0.000804 0.008076 
8 8.3E-06 0.000065 0.000774 0.0087 
9 6.9E-06 0.000059 0.000783 0.010134 
10 5.8E-06 0.000049 0.000668 0.007938 
Table 6.12 
p = 0 .9 Chi—2 
L chi2_0 chi2_1 chi2_2 chi2 3 
4 0.122505 -1.28368 12.1545 - 9 8 2094 
5 0.091302 -1.04745 11.1136 -101 585 
5 0.091548 -1.03826 10.7167 —93 8511 
6 0.067297 —0.79957 8.73748 -81.5593 
7 0.056729 -0.75267 9.43815 -101.483 
8 0.046024 -0.64361 8.63019 - 9 8 9697 
9 0.039366 -0.59157 8.99491 -125 035 
10 0.03255 -0.4768 6.71621 —80.6311 
local chi_2 
L chi2_0 chi2_1 chi2_2 chi2_3 
4 3.062625 -32.092 303.8625 -2455.24 
5 3.286886 -37.7082 400.0896 -3657.05 
5 3.295714 —37.3774 385.8012 -3378.64 
6 3.297573 -39.1789 428.1365 -3996.41 
7 3.630643 -48.1708 604.0416 -6494.94 
8 3.72792 -52.1327 699.0454 -8016.55 
9 3.93655 -59.1572 899.491 -12503.5 
10 3.938514 —57.6932 812.6614 —9756.36 
,i 
L std. err. std. err. std. err. std. err. 
4 0.000859 0.016539 0.280113 3.89726 
5 0.000828 0.018109 0.342369 5.34416 
5 0.000818 0.017396 0.311857 4.56336 
6 0.000718 0.016527 0.332331 5.60054 
7 0.000761 0.020963 0.457037 7.88771 
8 0.000681 0.019213 0.42733 7.20247 
9 0.000666 0.02325 0.72775 19.4171 
10 0.00054 0.016142 0.371948 6.5417 
Table 6.13 
10x11 network 5000 samples 
n o r f S j ? Log(P - pc) Log(sigma—0) Regression Output: 
l i 》 二 二 J — 二 -0-09901 Constant 0.31322 
S ? -^ -^2288 -0.23045 Std Err of Y Est 0.004266 
？ 一 0 . 6 9 8 9 7 -0.41952 R Squared 0.999836 
U.b 0.1882 - 1 -0.72538 No. of Observations 4 
Degrees of Freedom 2 
t phi 一 0 
1.041016 2.056933 X Coefficient(s) 1.041016 
Std Err of Coef. 0.009433 
p s i g m a j Log(p - pc) Log(s igmaJ) Regression Output: 
0.9 0.511055 -0.39794 -0.29153 Constant - o 82439 
0.8 1.33986 -0.52288 0.127059 Std Err of Y Est 0 148148 
0.7 2.85489 -0.69897 0.455589 R Squared 0.927612 
0.6 5.70528 - 1 0.756277 No. of Observations ； 4 
Degrees of Freedom , 2 
—s p h i j 
-1 .65852 0.149833 、X Coefficient(s) -1.65852 
Std Err of Coef. 0.327608 
p Sigma一2 Log(p - pc) Log(sigma—2) Regression Output: 
0.9 -1 .23841 -0.39794 0.092864 Constant -1.10049 
0.8 -7 .4841 -0.52288 0.87414 Std Err of Y Est 0.253504 
0.7 -38 .7138 -0.69897 1.587866 R Squared 0.95201 
0.6 -196.714 —1 2.293835 No. of Observations 4 
Degrees of Freedom 2 
-2s—t phi—2 
-3 .53107 -0.07934 X Coefficient(s) —3.53107 
Std Err of Coef. 0.560588 
p sigma一3 Log(p - pc) Log (sigma—3) Regression Output: 
0.9 5.81433 -0.39794 0.7645 Constant -1.06666 
0.8 97.30529 -0.52288 1.988136 Std Err of Y Est 0,394858 
0.7 1175.821 -0.69897 3.070341 R Squared 0.951003 
0.6 14548.99 - 1 4.162833 No. of Observations 4 
Degrees of Freedom 2 
- 3 s - 2t phi—3 
一 5 4403 0.085771 X Coefficient(s) -5.4403 
Std Err of Coef. 0.873174 
Table 6.14 
10x11 network 5000 samples 
n A r f n n T v ^ ^ Log(pc - p) Log(sigma—0) Regression Output: 
一 1 -2 .32105 Constant - 2 0 6269 
J ， 0 . 0 0 0 1 5 - 0 .69897 -3 .9375 Std Err of Y Est 2 . 7 6 8 ^ 4 
2.7E-13 -0.52288 -12.5641 R Squared o 834252 
0.1 1 . 6 E - 1 3 -0 .39794 -12 .7915 No. of Observations 4 
Degrees of Freedom 2 
t phi_0 
一 19.4265 2AE - 2 1 X Coefficient(s) — 19.4265 
Std Err of Coef. 6.122889 
p s i g m a j Log(pc - p) Log (s igmaJ) Regression Output: 
0.4 5.75802 - 1 0.760273 Constant - 0 3298 
0.3 2.82027 —0.69897 0.450291 Std Err of Y Est 0.011373 
0.2 1.73896 -0 .52288 0.24029 R Squared 0.998949 
0.1 1.26492 -0 .39794 0.102063 No. of Observations 4 
Degrees of Freedom 2 
- s p h i j 
—1.09632 0.467945 , X Coefficient(s) -1 .09632 
Std Err of Coef. 0.025151 
p Sigma一2 Log(pc - p) Log(sigma_2) Regression Output: 
0.4 - 2 5 7 . 2 0 5 - 1 2.410279 Constant -1 .50363 
0.3 - 3 3 . 5 3 7 7 —0.69897 1.525533 Std Err of Y Est 0.209145 
0.2 —4.68649 -0 .52288 0.670848 R Squared 0.974369 
0.1 - 0 . 8 7 8 6 3 -0 .39794 -0 .05619 No. of Observations 4 
Degrees of Freedom 2 
—2s - t phi—2 
- 4 . 0 3 2 7 6 -0 .03136 X Coefficient(s) -4 .03276 
Std Err of Coef. 0.462496 
p sigma_3 Log(pc — p) Log(sigma_3) Regression Output: 
0.4 27345.46 - 1 4.436885 Constant -1 .78279 
0.3 1494.419 -0 .69897 3.174472 Std Err of Y Est 0.423263 
0.2 50.68336 -0 .52288 1.704865 R Squared 0.959734 
0.1 3.03821 -0 .39794 0.482618 No. of Observations 4 
Degrees of Freedom 2 
- 3 s - 2 t phi—3 
- 6 46235 0.01649 X Coefficient(s) —6.46235 
Std Err of Coef. 0.935987 
.1 
Table 6.15 
10x11 network 5000 samples 
0 q 0 r S k ^ Log(P —』c) Log(chi1_0) Regression Output: 
二 -0 .39794 -2.19692 Constant - 1 74548 
g.8 0.004579 -0.52288 -2.33923 Std Err of Y Est q 001 s S 
J S e — • 細 - 2 . 5 4 1 2 R squared 。。：二S 
0.6 0.001316 - 1 -2.88073 No. of Observations 4 
^ Degrees of Freedom 2 
e1 psi1_0 
1.136027 0.017969 X Coefficient(s) 1.136027 
Std Err of Coef. 0.003071 
p chi1_1 L o g ( p - p c ) Log(chi1—1) Regression Output: 
0.9 -0 .00406 -0.39794 -2.39184 Constant —2 59339 
0.8 -0 .01134 -0.52288 -1.9452 Std Err of Y Est 0 231239 
0.7 -0 .01992 -0.69897 -1.70075 R Squared 0 656523 
0.6 -0 .01921 - 1 -1.71653 No. of Observations 4 
Degrees of Freedom 2 
e2 ps i 1J 
-0 .9998 -0.00255 , X Coefficient(s) -0 .9998 
Std Err of Coef. 0.511353 
p chi1 一 2 L o g ( p - p c ) Log(chi1_2) Regression Output: 
0.9 0.042293 -0.39794 -1.37373 Constant -2.04696 
0.8 0.217892 -0.52288 -0.66176 Std Err of Y Est 0.314649 
0.7 0.743107 -0.69897 -0.12895 R Squared 0.850799 
0.6 1.35692 - 1 0.132554 No. of Observations 4 
Degrees of Freedom 2 
e3 psi1_2 
-2 .34979 0.008975 X Coefficient(s) -2.34979 
Std Err of Coef. 0.695802 
p chi1_3 Log(p - pc) Log(chi1_3) Regression Output: 
0.9 -0 .30845 -0.39794 -0.51082 Constant -1.7062 
0.8 -3 .75926 -0.52288 0.575102 Std Err of Y Est 0.448246 
0.7 -27.6351 -0.69897 1.441461 R Squared 0.88762 
0.6 -97.851 —1 1.990565 No. of Observations 4 
Degrees of Freedom 2 
e4 psM 一 3 
一 3 . 9 3 9 6 7 -0.01967 X Coefficient(s) -3.93967 




10x11 network 5000 samples 
n 2 n nnnnoo Log(pc — p) Log(chi1_0) Regression Output: 
0.000023 - 1 -4.63816 Constant —41 8305 
？《E-07 —0.69897 —6.24174 Std Err of Y Est 6 678923 
0.2 1 .9E-26 -0.52288 -25.7233 R Squared 0785803 
0.1 1 .2E-26 -0.39794 -25.91 No. of Observations 4 
Degrees of Freedom 2 
e1 psM—0 
-40 .0066 1 .5E-42 X Coefficient(s) -40.0066 
Std Err of Coef. 14.7695 
p c h i 1 J Log(pc - p) L o g ( c h i l J ) Regression Output: 
0.4 —0.0002 —1 -3.70271 Constant - 3 3 2946 
0.3 - 1 . 2 E - 0 6 —0.69897 -5.90684 Std Err of Y Est 4.707773 
0.2 - 5 . 4 E - 2 1 -0.52288 -20.2651 R Squared 0.821115 
0.1 - 2 . 2 E - 2 1 -0.39794 -20.6674 No. of Observations 4 
Degrees of Freedom 2 
e2 ps i 1J 
-31.5431 - 5 . 1 E - 3 4 , X Coefficient(s) -31.5431 
Std Err of Coef. 10.41058 
p chi1_2 Log(pc - p) Log(chi1_2) Regression Output: 
0.4 0.036468 - 1 -1.43809 Constant -22.0166 
0.3 0.000278 -0.69897 -3.55672 Std Err of Y Est 2.835335 
0.2 2 .1E -13 -0.52288 -12.6681 R Squared 0.857769 
0.1 4 .4E -14 -0.39794 -13.3564 No. of Observations 4 
Degrees of Freedom 2 
e3 psi1_2 
-21 .7754 9 .6E-23 X Coefficient(s) -21.7754 
Std Err of Coef. 6.269946 
p chi1—3 Log(pc - p) Log(chi1_3) Regression Output: 
0.4 -5 .070T8 - 1 0.705023 Constant -21.9126 
0.3 -0 .02776 -0.69897 -1.55654 Std Err of Y Est 3.041117 
0.2 - 5 . 2 E - 1 2 -0.52288 -11.2861 R Squared 0.86434 
0.1 —2.4E-13 -0.39794 -12.6216 No. of Observations 4 
Degrees of Freedom 2 
e4 psi1_3 
-24 .0062 - 1 . 2 E - 2 2 X Coefficient(s) -24.0062 
Std Err of Coef. 6.725005 
Table 6.17 
10x11 network 5000 samples 
n S n L o g 』 P — PC) Log(chi2—0) Regression Output: 
0033135 -0 .39794 -1.47971 Constant - 2 48274 
》8 0.164308 -0 .52288 -0.78434 Std Err of Y Est o 239436 
- 。 細 9 7 -0.16121 R Squared 0.942??8 
••6 2.56205 - 1 0.408588 No. of Observations 4 
Degrees of Freedom 2 
e1 psi2_0 
—3.02097 0.00329 X Coefficient(s) -3 .02097 
Std Err of Coef. 0.529479 
P c h i 2 J L o g ( p - p c ) Log(ch i2J) Regression Output: 
0.9 -0 .52515 —0.39794 -0.27972 Constant -1.8658 
0.8 -6 .56796 -0 .52288 0.81743 Std Err of Y Est 0 373883 
0.7 -62 .1818 -0 .69897 1.793663 R Squared 0.943327 
0.6 -504 .473 - 1 2.702838 No. of Observations , 4 
Degrees of Freedom 2 
e2 psi2_1 
-4 .77039 -0 .01362 . X Coefficient(s) -4.77039 
Std Err of Coef. 0.826789 
p chi2_2 Log(p — pc) Log(chi2_2) Regression Output: 
0.9 8.29138 -0 .39794 0.918627 Constant -1.22318 
0.8 270.8285 -0 .52288 2.432694 Std Err of Y Est 0.509483 
0.7 5321.482 -0 .69897 3.726033 R Squared 0.942776 
0.6 93916.46 - 1 4.972742 No. of Observations 4 
Degrees of Freedom 2 
e3 psi2 一 2 
-6 .46724 0.0598T7 X Coefficient(s) -6.46724 
Std Err of Coef. 1.126651 
p chi2一3 Log(p — pc) Log(chi2_3) Regression Output: 
0.9 -113.699 -0 .39794 2.055757 Constant -0.60945 
0.8 -11498.6 —0.52288 4.060645 Std Err of Y Est 0.666129 
0.7 -406833 -0.69897 5.609416 R Squared 0.938756 
0.6 - 1 . 6 E + 0 7 - 1 7.203359 No. of Observations 4 
Degrees of Freedom 2 
e4 psi2—3 
-8 .156 -0 .24578 X Coefficient(s) -8 .156 
Std Err of Coef. 1.473051 
Table 6.18 
10x11 network 5000 samples 
i S f 』 L o g ( p c - ? ) Log(chi2_0) Regression Output: 
—1 0.297599 Constant - 3 14822 
0-250632 -0 .69897 -0 .60096 Std Err of Y Est o O 8 7 S 
0.2 0.043986 -0 .52288 -1 .35668 R Squared 0 9 9 3 ^ 2 
0.1 0.016418 -0 .39794 -1 .78468 No. of Observations 1 
」 Degrees of Freedom 2 
e1 psi2_0 
- 3 . 4 9 1 9 4 O.OOO7T1 X Coefficient(s) -3 .49194 
Std Err of Coef. 0.193572 
p chi2_1 Log(pc - p) Log(ch i2J ) Regression Output: 
0.4 - 5 7 1 . 6 4 7 - 1 2.757128 Constant - 3 56479 
0.3 -30 .8661 -0 .69897 1.489482 Std Err of Y Est 0 41257 
0.2 - 0 . 7 7 2 3 9 -0 .52288 -0 .11216 R Squared 0 962765 
0.1 - 0 . 0 6 2 2 6 -0 .39794 -1 .2058 No. of Observations 4 
Degrees of Freedom 2 
e2 psi2_1 
- 6 . 5 6 0 7 6 -0 .00027 , X Coefficient(s) 一 6 . 5 6 0 7 6 
Std Err of Coef. 0.912341 
p chi2_2 Log(pc — p) Log(chi2_2) Regression Output: 
0.4 153865.3 - 1 5.187141 Constant - 3 48405 
0.3 4918.328 -0 .69897 3.691817 Std Err of Y Est 0.735643 
0.2 22.7494 -0 .52288 1.35697 R Squared 0.939891 
0.1 0.457885 -0 .39794 -0 .33924 No. of Observations 4 
Degrees of Freedom 2 
e3 psi2_2 
—9.09726 0.000328 X Coefficient(s) -9 .09726 
Std Err of Coef. 1.626772 
p chi2—3 Log(pc — p) Log(chi2一3) Regression Output: 
0.4 - 3 . 6 E + 0 7 - 1 7.550288 Constant -3 .20745 
0.3 —703591 -0 .69897 5.84732 Std Err of Y Est 1.040125 
0.2 - 860 .004 -0 .52288 2.9345 R Squared 0.924196 
0.1 —3.92038 —0.39794 0.593328 No. of Observations 4 
Degrees of Freedom 2 
e4 psi2_3 
- 11 .3579 -0 .00062 X Coefficient(s) -11.3579 
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