Abstract. In this paper we prove a mixed weighted Strichartz inequality for the solution of
Introduction
We consider the Cauchy problem for the Klein-Gordon equation with a nonnegative potential:
{ (a; -Llx + V(x) + l)u(t,x) = F(t,x),

U(O, x) = f(x), UI(O, x) = g(x).
(1.1)
The aim of this work is to establish weighted Strichartz estimates under suitable assumptions on the potential V(x). In the unperturbed case V(x) == 0, such estimates have been studied by Lindblad and Sogge [11) . Among other things, they observe that the dispersive property of the solution is well-exploited by using the foliation of the light cone with hyperboloid instead of the foliation of the whole space by means of hyperplanes {t = const.}. More precisely, for given ( [ 00 proof is based on the Fourier representation of the solution and the invariance of the free Klein-Gordon equation under the hyperbolic rotation. Now we turn our attention to the perturbed Klein-Gordon equation. We immediately lose the favorable properties mentioned above. As for the representation formula of the solution, we make use of the Generalized Fourier Transform related to H = -A + Vex), which is a self-adjoint non-negative operator on L2. In order to introduce the transform, we first consider the Lippmann-Schwinger equation: J ei(I,llx-yl+Nx-y))
co(x,e)=-V(y)(co(y,e)+l)
I I dy,
~ nx-y (1.4) which is the integral equation of the stationary problem corresponding to (1.1) . If
Vex) is a real-valued Holder continuous function decaying faster than Ixl-2 , then
for any e # 0 there is a unique solution co(x, e) of (1.4) such that co(x, e) E ct '(R;) and co(x, e) tends uniformly to 0 as Ixl ---+ +00 (see Theorem 3 of [10] , also [2] ).
Then we are ready to define the generalized Fourier transform related to Hand its inverse as follows:
!Ff(e) = (2n)-3/2 J e-ixo ' (1 + co(x, e) )f(x) dx,
R3 x
We refer to e.g. Theorem 5 of [10] or [1] 
£FIv(t)[g](x) = Sin~) g(x).
In this way we can overcome the difficulty caused by Vex) in the Fourier representation of the solution. On the contrary, the lack of the invariance of the Klein-Gordon equation with a potential Vex) with respect to the hyperbolic rotation is crucial. We extend the definition of the mixed norm (1.2) as follows: (1.6) where 1 ~ q < +00 and sER.
Now we are in a position to state the main result of this paper. with some Co, 0' > O. Suppose that supp Fe {(t,x) / t 2 _/x/ 2 ~ I}, s> 0, 0> 1 and 4 < q < +00. Let u(t, x) be the solution of (1.1) .
whenever the norms on the right side of this inequality are finite. Here
Let us compare this result with the unperturbed case considered in [11] . In our estimate the loss in the weight s and in the derivatives 0 is due to the lack of Lorentzian invariance for the operator a? -L\ + 1 + Vex).
We conclude this introduction comparing our theorem with other works concerning V-Lq estimates for the Klein-Gordon equation with potential. In [14] the one dimensional case is analyzed. On the contrary, in [12] the space dimension is n ~ 4. Finally, Yajima in [15] considers the 3-dimensional case with F = 0 and he gives an estimate for lIu(t, ·)lIv(R3) with the stronger assumption W(x)1 :::;; C(1 + IxD-S -J .
The plan of the paper is the following. In Section 2 we give some preliminary results on oscillatory integrals. Section 3 and Section 4 are devoted to the proof of Theorem 1. In particular, in Section 3 we reduce the inequality (1.8) to an estimate on the unit hyperboloid. This estimate is established in Section 4 by the aid of a stationary phase argument. In the appendix we prove L <Xl and L 2 estimates for the generalized eigenfunction ro(x,~) by modifying the argument used in [4] for the wave equation with potential. The role of such estimates in our proof is crucial. We prefer to separate them since, to our knowledge, they have some interest also independently of this application.
1.1. Notation.
-By f ;:5 g we mean f :::;; Cg where C is a positive constant independent of any variable of the functions f, g. Similarly, f ~ g stands for f = Cg.
-The inner product of ~, x E R3 is denoted by r;. x.
-As usual, for any xER 3 , the symbol <x) stands for VI + Ix12. 
PROOF. Applying Holder inequality, in L~(w), we find
This corresponds to our thesis. 
Then we have
Next, we establish an estimate (2.3) below for an oscillatory integral
where b > 0 and A E R.
for x E R 3 , 11 E R and A =f. O.
PROOF. We can assume A> O. By using the polar coordinates z = reu, we can write the integral as
Changing the variables as s= <X><I1>«r)-I), we have 
Suppose we have found (2.6) Then for k ~ 0, s ~ 0, Lemma 2.3 implies I1»-b, la~(s+b(x,I1»-I-"I;S <11>-k(s+b(x,I1»-I-" . '1) . Therefore we get inductively
Thus we have proved (2.6) . This completes the proof. 
On the contrary, in D2 we get Ixl ~ (z); the previous lemma implies
Combining these estimates we conclude the proof. 
By the choice of ai, the last integrals are bounded and the proof is completed.
o
In [2] , one can also find the following statement.
In the next lemma we see that the case SI + S2 < n can be treated if a term
The thesis follows by using Lemma 2.4, splitting R n into {z: Iz -xl 2! Iy -zl} and {z: Iz -xl ::S;; Iy -zl}· 
Lemma 2.8 implies that last integral is bounded. This concludes the proof. D
Proof of Theorem 1 (I): Duality Argument
In this section we reduce the proof of Theorem 1 to an inequality on the unit hyperboloid. This requires a duality argument. More precisely, our proof is based on the following abstract lemma (see for example [8] ). LEMMA 3.1. Let j'f be an Hilbert space. Let X be a Banach space with dual X*. Let A : X -7 j'f be a linear map and let A * : j'f -7 X* be its adjoint, defined by
Then the following three conditions are equivalent.
The constant C is the same in all three sentences.
By virtue of the Duhamel principle, we can write the solution of (1.1) as u = Uo +~, where Uo solves
hence ~ is a solution of the non-homogeneous problem with zero initial data. 
I+H
In order to prove Let us explain the reason why (3.4) can be deduced from the inequality (3.6) below. For r,s,t5 > 0, by means of the generalized Fourier transform, which is a unitary operator from L2 to itself, we can define an operator Ur,± from L2«-)I+s) to L2 through the following formula: 
Rg R;
Note that the inequality (3.4) is a consequence of (3.5) by taking U = (1 + H) (1+d)/4<f>. In view of Lemma 3.1, we see that this estimate is equivalent to (3.6) We leave the proof of (3.6) to Section 4.
It remains to estimate M which is the solution of (0; 
As we have seen before, if (3.6) holds, then we get (3.3) , and hence (3.8) -$ for any <f> E L2. Let us introduce an operator from Lq'L; to L2:
for any t5 > 0 and f = f(t,x) E Lq'L;. Noting (LqL~s)* = Lq'L;, we can define the adjoint operator A± of A±, which maps L2 into LqL~s as follows: (3.11) Turning our attention back to (3.7), we can write M by using A± and Ai: in two ways: [X,FJ(t, x) . (3.13 ) ± Therefore, thanks to (3.10) and (3.12), we obtain, for t> 0,
On the other hand, thanks to (3.11) and (3.13), we obtain, for t > 0, $IiXtFliv'L; ; $llFliv'L; ' (3.15) ± Summarizing (3.14)-(3.15) and (3.1)-(3.2), we complete the proof of Theorem 1, once we have established the estimate (3.6) . The proof of (3.6) will be the object of the next section.
Proof of Theorem 1 (ll): A Weighted Estimate on the Unit Hyperboloid
In this section we shall prove (3.6). For A> 1, e> 0 and J> 1 we set
[(x-y) . .;±(x)-(y»)(O]
Rg R; 
Following [11] , we consider the distance on the hyperboloid
We take Co > ° and split R; in the regions d(x, y) ~ Co and the remainder. We
With some modification with respect to the local argument in [11] , one finds that for suitable large Co > ° it holds that (4.3) with C independent of l. More precisely, we put Xo = (1,0,0,0) and choose Here and in the sequel of this section, we set x = IIX and f = IITII*. In the unperturbed case V == 0, one can take b = e = 0, hence T disappears. On the contrary, we lose the Lorentz invariance, so we will be careful about the dependence on T.
The euclidean version of (4.5) is obtained by taking P E fi o (R 3 ) such that
P(x) == 1 if «x), x) E Bo and introducing the operator J J e+iA[(x-y).~-«x>-<y»<~» de W;[h](x) = ;t3p(x) _ J P(y)h(y) dy. R;' R~ <TO <0
In particular we have
W;[<f·)-e<-)-IXxl 0 IT*](x) = P(x)wt[PI 0 T-1](TX).
Hence, the inequality (4.5) will be obtained by II W;hlb ~ Cllhlb (4.6) with C independent of ;t and T. Proceeding as in [11] , taking Co in (4.2) appropriately large, we deduce that the operator 
J(A,X,y) = --00 e+Wp(Y,'l)A(-A«y) -l),x,-.,,) drf·
The phase is given by
and it satisfies o~qJ(y,"') = «y) _1)(.,,)-3 and 
[(x-y)-e-±(x)-(y»<Olco(Ay C;)h(Y)~~.
3,±
Ri R; , <y)l+e <01+<5
We start observing that
This means that we can apply Lemma 3.1 with ~=L2(<-)-I-e)=x* and
the duality gives X = L2( <-) -I-e)
and A* = Wt,±. From (4.11) we have IIA*hllx* ;$ -I,kllhllJt'. Hence we conclude that IIAhllJt';$;' kllhllx, i.e., (4.12) holds. The proof of (4.11) is the core of this paper, since the estimates for generalized eigenfunctions come into play. We can write
We reduce our matter to establish that (4.14)
In fact, assuming this inequality and combining Holder inequality with Lemma 2.4, we gain Using once more Lemma 2.4, we obtain (4.11). In order to prove (4.14) we make use of Theorem A.1. Let us recall that the free resolvent operator is given by (4.18) where hex, y) = A 3 f+001l e iApy ''''Ro(p2 + iO) [Vv(·,pO") 
First we evaluate II (x, y) . Recalling that I82 e ix .". dO" ~ Ixl-I sinlxl, the inner integral is explicitly written as
Therefore, by our assumption (1.7) we have
In this estimate the loss of derivatives and the exponent k appear: for the convergence in p we require a > 1 and we pay a factor A. In fact, by using Lemma 2.9, we get (4.19) In order to estimate hex, Y), we employ the following propositions. PROPOSITION 
For any x E R 3 , we have
Here nj,k:= O"jak -O"kaj are the tangential vector fields to the sphere. Besides g : S2 -+ R is a ~ I function such that the right side is finite.
PROOF. We may assume x = (0,0, Ixl) without loss of generality. In the polar coordinates Similarly, in order to establish (4.22) in the case lal = 1, we apply (A.5) when p :s; 1 and (A.6) if p ;;::: 1.
Since IxllyII2 (x, y) ;$ ..l and (4.18) and (4.19) hold, this concludes the proof of (4.14) with k = 1.
Hideo KOBO and Sandra LUCENTE 4.3. The estimate for last term of W A. Here we prove (4.23) where .5) can be found in [5] . In that paper, the author obtains Ic:o(x,e)1 ~ C<e)-l requiring a stronger decay for the potential V(x). We prefer to minimize the assumption on the potential since these estimates are enough to our aim. Besides, we underline that the assumption that V is a non-negative function enables us to avoid any hypothesis about the presence of resonances for the operator H = -/:1 + V(x).
To show the theorem, we study an integral equation related to (1.4) :
where the free resolvent operator has been defined in (4.15) . In Theorem A.2 below we shall find the unique solvability of (4.15) when f E L 2 ( <-) 1+e). In that case we put "'(x) = " ',e,ff1(x) . Moreover we find L oo and weighted L2 estimates for this function. At the end of the appendix, we use these estimates to prove Theorem A.1.
THEoREM A2. Let Vex) be a Holder continuous non-negative function satisfying (Al). Then for all e E R3 and f E L2( <->1+£) with 0 < e ~ J', there is a unique solution of (A7) denoted by "'(x) = "',elff1(x), "'lelff1(x) E L2 ( <->-3-£) .
Moreover there exists a constant C > 0, independent of e and f, such that ""'Ie,ff1loo ~ CIIflb,1+e for e E R 3 , ""'I"ff1lb,-I-e ~ Qer A more general version of (A8) is given in Proposition 6.3 of [4] under stronger decay assumption for the potential V together with its derivatives.
In particular, in that paper, the authors obtain L oo estimates for 0e (e-ilx'iel-ix.em(x, e) ).
In order to prove Theorem A2, we prepare some preliminary results. .12) Moreover there exists a constant C> 0, independent of e and Vo, such that (A 13) PROOF. We pose the problem in an abstract setting. Let Z E C. We define
nx-y'
The relation (A.12) is rewritten as
By using_the assumption (A.I0) and Lemma 2. 
Combining Schwartz inequality and Lemma 2.4, we find u E L <Xl. An application of Lemma 4.4 in [10] shows that u == 0, hence v == O. Making use of the Fredholm alternative, we conclude that any strictly positive number does not belong to C. It remains to prove that 0 ¢ C. Here the resonance assumption (A.ll) comes into play. As before, from vEL 2 we get uEL 2 «->-3-.5') . Moreover from (A.14), Step 2. By the closedness of $ and the continuity of k 1-7 II (I -W (k)) -111, we have that the equi-boundedness of 11 (1 -W (k) ) -J II, for k 2: 0, is a consequence of II W(k) II ~ 0 for k ~ +00. It suffices to prove the punctual limit (A.l6) Since, for any r E R, ~J is dense in L2( <. )') we can use a density argument. We It remains to establish (A18). Since h{y) E ~J, we can integrate by parts with respect to r in (AI7). We get IkIIW(k) [h](x)1 $IJ~~I:I h{x-Tf) dTfl + IJ~;I:ITf' Vh(x-Tf) dTfl $ II <-)l+fhll 00 J ~~-~~: dy+ II <-)2+fIVhl1100 J ~~~:~E dy s C, where C is independent of k and x. Thus we obtain (A18) and conclude the proof. 0
The following result can be established with a proof similar to the previous lemma.
LEMMA A2. Assume A(x) and B(x) are continuous functions on R3 satisfying 0< A(x) :s C(x)-(l+J')/2, IB(x) I :s C<x)-(3+J')/2 (A.19)
for some C, t5' > O. Letting V := AB, we suppose that (All) for any 0 < t50 < 2t5' holds. Then for ~ E R3 and Vo E L2, there is a unique solution v € L2 of (AI2) verifying (Al3).
For completeness we give the proof of the next lemma that enable us to avoid the resonance assumption (All). This type of results has been proved by Georgiev and Visciglia in [7] . LEMMA A3. 
