Abstract. We show that the Bohr radius of the polydisk D n behaves asymptotically as (log n)/n. Our argument is based on a new interpolative approach to the Bohnenblust-Hille inequalities which allows us to prove, among other results, that the polynomial Bohnenblust-Hille inequality is subexponential.
Introduction
Following Boas and Khavinson [5] , the Bohr radius K n of the n-dimensional polydisk is the largest positive number r such that all polynomials α a α z α on C n satisfy sup z∈rD n α |a α z α | ≤ sup z∈D n α a α z α .
The Bohr radius K 1 was studied and estimated by H. Bohr himself, and it was shown independently by M. Riesz, I. Schur and F. Wiener that K 1 = 1/3. For n ≥ 2, exact values or K n are unknown. However, in [5] , the two inequalities
(1) 1 3 1 n ≤ K n ≤ 2 log n n were established. The paper of Boas and Khavinson was a source of inspiration for many subsequent papers, linking the asymptotic behaviour of K n to various problems in functional analysis (geometry of Banach spaces, unconditional basis constant of spaces of polynomials, etc.), we refer to [11] for a survey of some of them. Hence there was a big interest in recent years in determining the behaviour of K n for large values of n.
In [8] , the left inequality of (1) was improved to K n ≥ c log n/(n log log n). In [9] , using the hypercontractivity of the polynomial Bohnenblust-Hille inequality, the authors showed that K n = b n log n n with 1
Our first main result is the exact asymptotic behaviour of K n . More precisely, we prove that K n ∼ +∞ log n n .
The main tool used to prove this, the second main result of this paper, is a substantial improvement of the polynomial Bohnenblust-Hille inequality. Recall that the multilinear Bohnenblust-Hille inequality (see [6] ) asserts that, for any m ≥ 1, there exists a constant C m ≥ 1 such that, for all m-linear forms L : c 0 × · · · × c 0 → K,
L(e i1 , . . . , e im )
The optimal constant C m in this inequality will be denoted by B on C n , 
where P ∞ = sup z∈D n |P (z)|. In turn, the best constant D m in this inequality will be denoted by B pol K,m . These inequalities have been proven to be very useful and powerful in analysis: for instance, to estimate the abscissae of convergence of Dirichlet series (this was the initial goal of Bohnenblust and Hille), to study the behavior of power series in several complex variables (this is the so-called Bohr radius problem mentioned above) or in quantum physics (see [18] ). In these applications, it turns out that having good estimates of the constants B pol K,m and B mult K,m is crucial. There are several proofs of the Bohnenblust-Hille inequalities, some of which are presented in [12] . Very recently, the authors gave in [1] yet another one, based on interpolation. It leads to the following enhancement: if m ≥ 1 and q 1 , . . . , q m ∈ [1, 2] , then the following assertions are equivalent:
(A) There is a constant B K,q1,...,qm ≥ 1 such that
Compared to all previous known proofs of the Bohnenblust-Hille inequality, the proof in [1] is probably the simplest. However, it gives bad constants: indeed, they have an exponential growth in the extremal case q 1 = · · · = q m = 2m m+1 , and this is a little bit disappointing at a first glance, having in mind that the optimal constants of the multilinear Bohnenblust-Hille inequality have a subpolynomial growth (see [20] ).
In this paper we improve the best known estimates on B 
where γ is the Euler-Mascheroni constant (this can be proved by refining the argument used in [20] ).
• for the polynomial case, polarization shows that
.
Avoiding a direct use of polarization, a much better estimate was obtained in [9] (2011):
We show that we can go further: B . Moreover, our proof is rather more elementary than the proof given in [20] .
Many modern proofs of the Bohnenblust-Hille inequalities depend on variants of an inequality due to Blei (see [4] ). The proofs of these inequalities are rather technical. Using interpolation, as in [1] , we shall give (in Section 2) new proofs of these inequalities, providing also improvements of them. These improvements are the basis to our new upper bounds for the Bohnenblust-Hille constants, which can be found in Sections 3 and 5. In Section 4, we show that if (q 1 , . . . , q m ) is close to the extremal exponent ( 2m m+1 , . . . , 2m m+1 ), then the best B K,q1,...,qm in (2) has also a subpolynomial growth. Finally, in Section 6, we apply Theorem 1.1 to obtain the precise asymptotic behaviour of the n-dimensional Bohr radius.
A new interpolative insight of Blei's inequalities
We need to introduce some notations. For two positive integers n, m, we set
We will interpolate between Lorentz spaces. It is well-known (see [1, 3] 
Our second main tool is a consequence of Minkowski's inequality which can be found in, e.g., [13, Corollary 5.4.2]: for any 0 < p ≤ q < +∞ and for any sequence of complex numbers (c i,j ),
In particular, let S ∈ P k (m), let λ ∈ [1, 2] and let q = (q 1 , . . . , q m ) with q i = λ if i ∈ S, q i = 2 otherwise. Then an easy induction shows that, for any family of complex numbers (a i ) i∈M(m,n) ,
Blei's inequality (see [9] ) states that, for all families of complex numbers (a i ) i∈M(m,n) , we have
With our notations,
As an application of our interpolative approach, we generalize this inequality by replacing P 1 (m) by any P k (m), 1 ≤ k ≤ m. This result will be crucial later.
Proof. For S ∈ P k (m), let q S be defined by q . Then for any i ∈ {1, . . . , m},
Indeed, by symmetry, q i = q j for any i = j and for any S ∈ P k (m),
Hence,
Thus, by interpolation,
The left-hand side of this inequality is exactly
whereas, for any S ∈ P k (m),
Remark 2.2. In Theorem 2.1, we can consider other exponents. The same proof shows that, if p, q, s are bigger than 1 with q ≥ s and
then for all families of complex numbers (a i ) i∈M(m,n) , we have
Our interpolation arguments are also useful to prove the following variant of Blei's inequality, which was the starting point of [10] . Theorem 2.3 (Defant, Popa, Schwarting). Let A and B be two finite non-void index sets. Let (a ij ) (i,j)∈A×B be a scalar matrix with positive entries, and denote its columns by α j = (a ij ) i∈A and its rows by β i = (a ij ) j∈B . Then, for q, s 1 , s 2 ≥ 1 with q > max(s 1 , s 2 ) we have
Proof. Let us consider the exponents (q, . . . , q, s 2 , . . . , s 2 ) , (s 1 , . . . , s 1 , q, . . . , q) and (
Note that w (s 1 , s 2 ) is obtained by interpolating (s 2 , q) and (q, s 1 ) with θ 1 , θ 2 , respectively. Then
All that is left to prove is that the order of the last sum can be changed, but this is true because q ≥ s 2 .
The above approach also stresses that these inequalities are just particular cases of a huge family of similar inequalities that can be proved by an analogous interpolative procedure.
The multilinear Bohnenblust-Hille inequalities
We now investigate the multilinear Bohnenblust-Hille inequalities. An important tool to obtain them is Khintchine inequality. Let (ε i ) be a sequence of independent Rademacher variables. Then, for any p ∈ [1, 2], there exists a constant A R,p such that, for any n ≥ 1 and any a 1 , . . . , a n ∈ R,
It has a complex counterpart: for any p ∈ [1, 2], there exists a constant A C,p such that, for any n ≥ 1 and any a 1 , . . . , a n ∈ C,
The best constant A R,p and A C,p are known (see [14] and [17] ). Indeed,
Using Fubini's theorem and Minkowski's inequality (see, for instance, [10, Lemma 2.2] for the real case and [19, Theorem 2.2] for the complex case), these inequalities have a multilinear version: for any n, m ≥ 1, for any family (a i ) i∈M(m,n) of real (resp. complex) numbers,
) are independent sequences of independent Rademacher variables (resp.
, in the complex case).
We are ready to give an inductive formula for B mult K,m . Proposition 3.1. For any m ≥ 2, for any
Proof. We just consider the complex case. Let n ≥ 1 and let L = i∈M(m,n) a i z
im be an m-linear form on C n . By Theorem 2.1, it suffices to prove that, for any S ∈ P k (m),
For the sake of clarity, we shall assume that S = {1, . . . , k}. For any i 1 , . . . , i k ∈ {1, . . . , n}, by the multilinear Khintchine inequality,
But for a fixed choice of z (k+1) , . . . , z (m) , we know that i1,...,i k i k+1 ,...,im
When m is even and k = m/2, we obtain
This formula was used in [20] to obtain the subpolynomial growth of B mult K,m . However, it seems unknown if the sequence (B mult K,m ) is nondecreasing, and the method of [20] was rather involved. Using a better choice of k, we will get a much simpler proof with better estimates. 
Now, Γ(2) = 1 and Γ
This easily yields Proof. The proof is completely similar, using that, for m sufficiently large, The recursive formulas obtained above can be easily written as closed formulas. For instance,
For the real case, mutatis mutandis, a similar formula can be obtained.
Other exponents
In this section, we study the value of the best constant B K,q1,...,qm in (2). A multi-index (q 1 , . . . , q m ) with
will be called a Bohnenblust-Hille exponent.
The essence of Corollary 3.2 is just the following: from the multilinear Khintchine inequality, we know that the constant associated to the Bohnenblust-Hille exponent Proof. There is no loss of generality in working with sufficiently large values of m. Let λ ∈ (0, 1) be such that, for any m ≥ 1 large enough, one can find k in [λm, m] such that
By the multilinear Khintchine inequality, we know that
where, in B C, shows that A
is bounded by some constant which does not depend on m. Hence,
We still keep the same upper bound for every Bohnenblust-Hille exponent (q 1 , . . . , q m ) with q i ∈ 2k k+1 for k values of i and q i = 2 for the (m − k) other values of i. Now, if we interpolate between these exponents, we get B C,q1,...,qm ≤ κm
for every Bohnenblust-Hille coefficient (q 1 , . . . , q m ) with q i ∈ 2k k+1 , 2 . The proposition then follows straightforwardly.
The polynomial Bohnenblust-Hille inequality is subexponential
Let us turn to the polynomial Bohnenblust-Hille inequality. We need a polynomial version of the Khintchine inequality. It can be found in [2, Theorem 9].
We start from P = |α|=m a α z α an m-homogeneous polynomial on C n . We shall also write it
There exists a symmetric m-multilinear form L :
To define L, we need to introduce some standard notations. For indices i, j ∈ M(m, n), the notation i ∼ j means that there is a permutation σ of the set {1, . . . , m} such that i σ(k) = j k for every k = 1, . . . , m. For a given index i, we denote by [i] the equivalence class of all indices j such that j ∼ i. Moreover, let |i| denote the cardinality of [i]. Note that for each i ∈ M(m, n), there is a unique j ∈ J (m, n) with
The symmetric m-multilinear form L is then defined by
The norm of L is controlled by 
Our main step is the following inductive inequality linking B 
Proof. Keeping the same notations,
We then apply Theorem 2.1 to obtain
It is easy to check that for any S ∈ P k (m),
We fix some S ∈ P k (m). As before, we may and shall assume for the sake of clarity that S = {1, . . . , k}. We then fix some i S ∈ M(k, n) and we introduce the following (m − k)-homogeneous polynomial on C n :
. . , e i k , z, . . . , z).
Observe that
. By Lemma 5.1,
This leads to
Now, for a fixed z ∈ T n , we may apply the multilinear Bohnenblust-Hille inequality to the k-multilinear form
Summarizing all the previous estimates, we finally get
When k = 1, we recover the inequality of [9] . Observe also that the case k = m would correspond to a direct use of the polarization inequality. Our task now is to find the best value of k. Proof. Let k ≥ 1 be such that 1 k ≤ ε. Then the result follows from
and m
Corollary 5.4. For any κ 2 > 1, there exists κ 1 > 0 such that
whereas, by Stirling's formula,
6. Application: the exact asymptotic behaviour of the Bohr radius
We now prove that
As we said in the Introduction, in [9] , using (3), the authors show that
Replacing (3) by Corollary 5.3, we obtain (with the same proof) the estimate
Since the proof of (4) is only sketched in [9] , we nevertheless give the details of this estimate. We shall need the following lemma due to F. Wiener (see [9] ):
Lemma 6.1. Let P be a polynomial in n variables and P = m≥0 P m its expansion in homogeneous polynomials.
We begin with a polynomial α a α z α such that sup z∈D n | α a α z α | ≤ 1. Observe that for all z ∈ rD n ,
Let ε > 0 and let m 0 ≥ 1 be very large (its value will depend on ε). We set r = (1 − 2ε) log n n . Using Wiener's lemma, Corollary 5.3, and Hölder's inequality, we obtain The function m → n 1/m m is decreasing until m = log n, where its value is equal to e log n, and increasing after log n. This implies Summing these three inequalities, we have obtained that Hence, K n ≥ (1 − 2ε) √ log n/ √ n provided n is large enough.
That lim sup n→+∞ K n n/ log n ≤ 1 has already been observed in [5] . For the sake of completeness, we recall the method. By the Kahane-Salem-Zygmund inequality, there exist coefficients (c α ) |α|=m with |c α | = We now choose m = log n (not surprisingly, we need the same relation between the number of variables and the degree of the polynomial!) and, then, use Stirling's formula in order to obtain the desired estimate.
