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The simple intramolecular model for gene assembly in ciliates is particularly interesting
because it can predict the correct assembly of all available experimental data, although
it is not universal. The simple model also has a confluence property that is not shared
by the general model. A previous formalization of the simple model through sorting of
signed permutations is unsatisfactory because it effectively ignores one operation of the
model and thus, it cannot be used to answer questions about parallelism in the model, or
about measures of complexity. We propose in this paper a string-based model in which
a gene is represented through its sequence of pointers and markers and its assembly
is represented as a string rewriting process. We prove that this string-based model is
equivalent to the permutation-based model as far as gene assembly is concerned, while it
tracks all operations of the simplemodel. We also consider overlap graphs for these strings
and prove the results with respect to the overlap of markers.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Gene assembly in ciliates has been subject to extensive combinatorial research in recent years, see [3]. Ciliates are
unicellular eukaryotes that organize their genome differently in their two types of nuclei. In micronuclei, genes are split
into blocks (calledMDSs), placed in a shuffled order on the chromosome, separated by non-coding blocks. Moreover, some
of theMDSs are even presented in an inverted form. Inmacronuclei however, genes are contiguous sequences of nucleotides,
with all blocks sorted in the orthodox order. The assembly of genes from their micronuclear to their macronuclear form has
a definite combinatorial and computational flavor: each MDSM ends with a sequence of nucleotides (called a pointer) that
is repeated identically at the beginning of the MDS that should followM in the macronuclear gene.
The exact kineticalmechanisms of gene assembly still remain to be clarified through further laboratory experiments. Two
models have been proposed for gene assembly: an intermolecular one, see [7,8] and an intramolecular one, see [4,10]. The
intramolecular model, that we consider in this paper, consists of three operations: ld, hi, and dlad. For a detailed discussion
of these operations, including their formalization on various levels of abstraction, we refer to [3]. We consider in this paper
the simple variant of the model, in which the sequences manipulated by each operation are minimal, see [5] for a detailed
discussion. It turns out that although not universal, the simple model is capable of correctly predicting the assembly of all
currently available data on genes in stichotrichous ciliates, see [2,6]. Also, the model has an interesting confluence property
that does not hold in the general model, see [9].
The simple model for gene assembly has been investigated in [9] as a process of sorting signed permutations. A major
shortcoming of this formalization is that the ld operations are not explicitly modeled and it is only assumed that they take
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place eventually at some arbitrary moment of time. Although sufficient for the purpose of [9], this formalization does not
allow reasoning about parallelism or complexity of assemblies.
Abstracting the gene to its sequence of pointers has been a solution to this problem in the case of the general model.
In this way, the gene assembly process is formalized through a process of string rewriting. Doing the same in the case of
simple operations does not work, as shown in Example 8 of this paper: the string-based model is not equivalent with the
permutation-based model.
We propose in this paper a simple solution to this problem. Rather than representing a gene only through its sequence of
pointers, we preserve also the beginning and ending markers (starting the first MDS and ending the last MDS, respectively),
thus obtaining an extended string representation of the gene. The overlap structure of this string yields an extended graph
representation of the gene.We compare the relationship of these representationswith thosewhere themarkers are ignored.
We then build a model for simple gene assembly based on the extended string representation. We prove that this model is
equivalent with the permutation-based model in [6,9].
A preliminary version of this paper containing selected results was presented at FCT’07 [1].
2. Mathematical preliminaries
For a finite alphabet A = {a1, . . . , an}, we denote by A∗ the freemonoid generated by A and call any element of A∗ aword.
Let A = {a1, . . . , an}, where A∩A = ∅. For p, q ∈ A∪A, we say that p, q have the same signature if either p, q ∈ A, or p, q ∈ A
and we say that they have different signatures otherwise.
We denote Az = (A∪A)∗. For any u ∈ Az, u = x1 . . . xk, with xi ∈ A∪A, for all 1 ≤ i ≤ k, we denote ‖u‖ = ‖x1‖ . . . ‖xk‖,
where ‖a‖ = ‖a‖ = a, for all a ∈ A. We also denote u = xk . . . x1, where a = a, for all a ∈ A. For two alphabets A, B, a
mapping f : Az → Bz is called amorphism if f (uv) = f (u)f (v) and f (u) = f (u).
A permutation pi over A is a bijection pi : A→ A. Fixing the order relation (a1, a2, . . . , am) over A, we often denote pi as
the word pi(a1) . . . pi(am) ∈ A∗. A signed permutation over A is a string ψ ∈ Az, where ‖ψ‖ is a permutation over A.
For strings u, v over an alphabetΣ , we say that v is a conjugate of u if u = w1w2 and v = w2w1 for some stringsw1 and
w2. For a string u = x1x2 · · · xn with xi ∈ Σ for all i ∈ {1, . . . , n}, we say that v = xnxn−1 · · · x1 is the reversal of u. For a
string u = x1x2 · · · xn with xi ∈ Σ (1 ≤ i ≤ n), the complement of u is x¯1x¯2 · · · x¯n. For strings u and v inΣz, we define u ≈ v,
if u can be obtained from v by a composition of conjugation, reversal and complementation.
A string v ∈ Σ∗ over an (unsigned) alphabet Σ is a double occurrence string if every pointer a ∈ dom(v) either occurs
exactly twice in v, or has no occurrence at all in v. A signed double occurrence string (i.e., a string u ∈ Σz such that ‖u‖
is a double occurrence string) is called a legal string . For a legal string v, we define its domain , denoted by dom(v), as
{a ∈ A | a or a (or both) occurs in v}.
Let a ∈ Σ ∪Σ and let u ∈ Σz be a legal string. If u contains both symbols a and a then a is positive in u; otherwise, a is
negative in u.
Two legal strings, u and v over alphabets A and B, respectively, are said to have the same structure if there is a morphism
f : Az → Bz such that f (u) = v, and is denoted by u ≡ v.
A labeled graph is a 4-tuple G = (V , E, f ,Γ ), where V is a finite set of vertices, E ⊆ {{x, y} | x, y ∈ V , x 6= y} a set of edges,
and f : V → Γ a labeling function.
3. Extended strings and graphs
We introduce in this section our extended formalisms for gene assembly. Unlike in previous formalizations,we keep track
here of all pointers of a gene, aswell as of itsmarkers. Sincemarkers come in pairs, just like the pointers, introducing them in
the structure of (extended) signed double occurrence strings and that of (extended) signed overlap graphs is straightforward.
We prove that the information about themarkers is to a large extent determined by the pointer structure, in case of realistic
strings and graphs.
Genes may be represented as sequences of MDSs. We use the alphabet Πn = {1, 2, . . . , n} to denote MDSs, where the
numbering is given by the order inwhichMDSs are assembled in themacronuclear gene. Thus, amicronuclear genewill be a
signed permutation overΠn and a macronuclear gene will be a sorted signed permutation overΠn. We will define formally
sorted signed permutations in Section 4.1.
It has been observed before, see [3], that one may represent the gene also as a string of pointers, with each pointer
occurring twice in the gene. Though some information is lost about the gene, the notation is elegant and the characteristics
and rules of the model are maintained. In here however, we extend the pointer-based notation to a pointer-and-marker-
based notation as follows.
Let ∆k = {2, 3, . . . , k} be our set of pointers, and M = {b, e} be the set of markers. Let Σ = ∆k ∪ M . We define the
morphism rm : Σz → ∆zk as follows: rm(a) = a, for all a ∈ ∆k ∪∆k, and rm(m) = , for allm ∈ M ∪M .
Definition 1. We say that a string u ∈ Σz is an extended legal string if rm(u) is a legal string and u has one occurrence from
{b, b} and one occurrence from {e, e}.
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To define the extended realistic strings, we consider the transformation from signed permutations to strings, carried out
by replacing each MDS with the pointers or markers at either end of it. We define the morphism ζ : Πzn → Σzn as follows:
ζ (i) = i(i+ 1) for all i ∈ {2, . . . , n− 1}, ζ (1) = b2, ζ (n) = ne, and ζ (i) = ζ (i) for all i ∈ {1, . . . , n}. Thus, e.g., ζ (4) = 45,
ζ (3) = 3 2, and ζ (1) = 2 b (assuming n > 4).
Definition 2. We say that a string u ∈ Σz is an extended realistic string if there exists a signed permutation pi ∈ Πzn such
that ζ (pi) = u.
In this way, extended realistic strings capture the micronuclear forms of genes. We can extend this to intermediate gene
patterns occurring during the transformation of the micronuclear gene to the macronuclear gene. These patterns can be
represented as an extended realistic stringswith ‘gaps’ in the numbering. Thus, b5e757 is such an example, since b2e323 is an
extended realistic string. Formally, these strings are exactly those legal strings u such that fD(u) is an extended realistic string,
where D = dom(u) and fD is the morphism induced by the unique one-to-one correspondence f ′D : D → {2, . . . , |D| + 1}
with f ′D(x) < f
′
D(y) iff x < y for all x, y ∈ D. The results concerning extended realistic strings are also valid for intermediate
gene patterns through this morphism.
Example 1. (i) The string u = b2e2 is an extended realistic string, with u = ζ (12).
(ii) The string v = 2334b245e76765 is an extended realistic string, with v = ζ (2314765).
(iii) The string u = be22 is extended legal but not extended realistic, since it has no ‘‘realistic parsing’’, i.e., there is no signed
permutation which would transform to this extended legal string.
Let Ln = 2345 · · · n, and let Rn = {LnLn, LnL¯n, L¯nLn, L¯nL¯n}. Note that the strings in Rn are realistic strings, which are ex-
tended realistic strings without the markers.
Example 2. The realistic string 23455¯4¯3¯2¯ is in R5.
We describe in the next result the ambiguity (loss of information) yielded by the transition from signed permutations to
extended realistic strings and then on to realistic strings. The result is a consequence of Theorem 8.1 in [3] but for the sake
of completeness, we give it here a direct simple proof.
Theorem 1. (i) For any extended realistic string v, there exists a unique signed permutation pi such that ζ (pi) = v.
(ii) For two distinct extended realistic strings v1, v2, rm(v1) = rm(v2) if and only if rm(v1) ∈ Rn for some n.
(iii) For any realistic string u, there are at most two distinct extended realistic strings v1, v2 such that rm(v1) = rm(v2) = u.
Proof. Claim (i) follows directly from the definition of extended realistic strings. The reverse implication in (ii) can be easily
verified. For instance, if rm(v1) = LnLn, then v1 = ζ (αeαo) and v2 = ζ (αoαe), where αe (αo, resp.) is the ordered sequence
of all even (odd, resp.) integers from 1 to n.
We now prove the forward implication (ii). Using the same argument, claim (iii) also follows. Assume first that u =
rm(v1) contains two occurrences of 2. Since u has two different extended realistic strings, 23 must occur twice in u. Hence
we have u = u123u223u3 for some substrings u1, u2 and u3. Now by iterating this argument, 34must occur twice, etc. Hence
u = 23 · · · n23 · · · nwhere n = |dom(u)| + 1. Consequently, u = LnLn. The other cases, where one (or both) occurrences of
2 is inverted correspond to the other elements of Rn. 
Based on Theorem 1, we may describe a simple procedure to decide whether a given extended string overΣn is realistic
or not. In fact, we can decide whether or not a given extended string over Σn represents an intermediate gene pattern
(allowing ‘gaps’ in the numbering). This is given below. In this algorithm it is convenient to assume that b < 2 and e > n.
Also, we assume that i¯ > j¯ for i, j ∈ ∆n, if and only if i > j.
string u
letter i, j
SET i = b, the beginning marker.
REPEAT
IF i is not inverted THEN
SET j = letter to the right of i.
IF j is not inverted AND j > i THEN
remove the pair i,j from the string.
ELSE
FAIL.
END IF
ELSE
SET j = letter to the left of i.
IF j is inverted AND j > i THEN
remove the pair j,i from the string.
ELSE
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FAIL.
END IF
END IF
IF j = e THEN
EXIT LOOP.
ELSE
SET i = second occurrence of j.
END IF
END REPEAT
IF u = empty string THEN
SUCCESS.
ELSE
FAIL.
END IF
The algorithm simply traverses the pointers from the beginning marker to the end marker in macronuclear order, and
ensures that each pair of pointers is a valid MDS, and that none are skipped. The algorithm obtained by replacing j > i for
j = i + 1 decides whether or not a given extended string overΣn is realistic (without allowing gaps).
Wemovenow to define extended signed overlap graphs. Letu = a1a2 . . . an be an extended legal string,where ai ∈ Σ∪Σ
for each i. For each letter a ∈ dom(u), there are indices i and jwith 1 ≤ i < j ≤ n such that ‖ai‖ = a = ‖aj‖. The substring
u(a) = aiai+1 . . . aj is the a-interval of u. Fixm 6∈ dom(u). Let the m-interval be the substring u(m) = aiai+1 . . . aj of uwhere
‖ai‖, ‖aj‖ ∈ M and i 6= j. Two different letters a, b ∈ dom(u)∪{m} are said to overlap in u if the a-interval and the b-interval
of u overlap: if u(a) = ai1 . . . aj1 and u(b) = ai2 . . . aj2 , then either i1 < i2 < j1 < j2 or i2 < i1 < j2 < j1. Moreover, for each
a ∈ dom(u) ∪ {m}, we denote by
Ou(a) = {b ∈ Σ | b overlaps with a in u}.
We also define Ou(a) = Ou(a).
Example 3. Let u = b2342354e656 be an extended legal string. The 5-interval of u is the substring u(5) = 54e65, which
contains only exactly one occurrence of the pointers 4 and 6 and exactly one marker, but either two or no occurrences of 2
and 3 and so Ou(5) = {4, 6,m}. Similarly,
u(2) = 2342, and 2 overlaps with 3 and 4,
u(3) = 3423, and 3 overlaps with 2 and 4,
u(4) = 42354, and 4 overlaps with 2, 3 and 5,
u(6) = 656, and 6 overlaps with 5,
u(m) = b2342354e, andm overlaps with 5.
Definition 3. Let u be an extended legal string. The overlap graph of u, denoted by γu, is the labeled graph (V , E, σ , {+,−}),
where V = dom(u) ∪ {m}, for p, q ∈ V with p 6= q, {p, q} ∈ E if and only if p and q overlap in u, and σ is defined by: σ(p)
= + if p is positive in u, and σ(p) = − if p is negative in u.
For legal strings we define the overlap graph exactly as for extended legal string except that V = dom(u) (thus without
m).
We have both the notions of extended realistic strings and realistic strings. We have seen in Theorem 1 that there can be
two extended realistic strings v1 and v2 corresponding to the same realistic string. However, we show now that v1 and v2
have the same overlap onm, i.e. Ov1(m) = Ov2(m).
Lemma 2. Let v1 and v2 be extended realistic strings corresponding to the same realistic string u (i.e., rm(v1) = rm(v2) = u).
Then Ov1(m) = Ov2(m).
Proof. By Theorem 1, if u 6∈ Rn, then v1 = v2. Thus, it is sufficient to consider that case where u ∈ Rn for some n and v1 and
v2 are different. By the form of the strings in Rn, Ov1(m) = Ov2(m) = ∅ if n is even, and Ov1(m) = Ov2(m) = dom(u) if n is
odd. 
We now show that for extended realistic strings, the overlap relationship of the markers with the pointers is uniquely
defined by the overlap relationship of the pointers.
Theorem 3. For any two extended realistic string z1 and z2, if γrm(z1) = γrm(z2), then γz1 = γz2 .
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Proof. Let u = rm(z1) and v = rm(z2). By Theorem 10.2 of [3], if γu = γv , then u ≈ v. Thus there is a sequence of conju-
gation, reversal and complementation operations ϕ such that ϕ(u) = v. Now, ϕ corresponds to a sequence of conjugation,
reversal and complementation operations ϕ′ applicable to z1 which simulates the behavior of ϕ on u and keeping substrings
b2 (or its inverse) and ne (or its inverse) together. Then ϕ′(z1) is an extended realistic string with rm(ϕ′(z1)) = v = rm(z2).
By Lemma 2, Oϕ′(z1)(m) = Oz2(m). Since conjugation, reversal and complementation do not change overlap, we have Oz1(m)= Oz2(m). 
As a consequence of Theorem 3 and Theorem 10.2 of [3], we obtain the following result.
Corollary 4. If z1, z2 are extended realistic strings, then γz1 = γz2 if and only if z1 ≈ z2.
4. The extended simple model for gene assembly
Simple operations have previously been defined in terms of signed permutations, see [9]. This formalism was useful for
observing simple operations applied sequentially,with the arrangement of explicitMDSs being clearly visible. However, note
that the ld operations are ignored in the signed permutationsmodel as they do notmove or invertMDSs. This is not sufficient
for studying some aspects of simple gene assembly, and so we now task ourselves with providing a formal framework for
performing simple gene assembly on legal strings . Micronuclear and intermediate genes are represented as a sequence of
pointers and the operations defined as a string pointer reduction system . Moreover, we will show that simple gene assembly
on legal strings is equivalent to that on signed permutations.
Legal strings have been used before to formalize the general operations in [3]. This definition is missing one crucial piece
of information, necessary tomodel simple operations in particular. Namely, the absence ofmarkers indicating the beginning
and end of the macronuclear gene make it necessary to extend the definition.
4.1. Signed permutations
Definition 1. We say that a signed permutation pi is sorted if either:
(i) pi = i(i+ 1) . . . n1 . . . (i− 1), or
(ii) pi = (i− 1) . . . 1n . . . (i+ 1)i,
for some 1 ≤ i ≤ n. If i = 1 we say that pi is a linear permutation. We call pi circular otherwise. In case (i). we say that pi is
sorted in the orthodox order, while in case (ii). we say that pi is sorted in the inverted order.
The term circular in the above definition refers to a gene that gets assembled, say in the form i . . . n1 . . . (i− 1), and then
gets excised from the chromosome by an ld operation applied on the pointer in the beginning of i and its identical copy at
the end of (i− 1).
Given this definition for genes, we may now consider gene assembly as a sorting of signed permutations. We will define
the simple operations as transformation rules for signed permutations in such a way that a simple operation is applicable
on a gene pattern if and only if the corresponding rule is applicable on the associated signed permutation.
As mentioned previously, when using signed permutations to model gene assembly, the ld operation is ignored. Indeed,
ld only combines two MDSs i and (i+ 1) already placed next to each other into a bigger composite MDS. To avoid renaming
the alphabet after each ld operation, we will consider that when i and (i + 1) are placed next to each other, the operation
joining them is already accomplished.
Definition 2. The molecular model of simple hi and simple dlad can be formalized as follows.
(i) For each p ≥ 1, simple hi (shp) is defined as follows:
shp(xp . . . (p+ i)(p+ k) . . . (p+ i+ 1)y) = xp . . . (p+ i)(p+ i+ 1) . . . (p+ k)y,
shp(x(p+ i) . . . p(p+ i+ 1) . . . (p+ k)y) = xp . . . (p+ i)(p+ i+ 1) . . . (p+ k)y,
shp(x(p+ i+ 1) . . . (p+ k)(p+ i) . . . py) = x(p+ k) . . . (p+ i+ 1)(p+ i) . . . py,
shp(x(p+ k) . . . (p+ i+ 1)p . . . (p+ i)y) = x(p+ k) . . . (p+ i+ 1)(p+ i) . . . py,
where k > i ≥ 0 and x, y, z are signed strings overΠn. We denote Sh = {shi | 1 ≤ i ≤ n}.
(ii) For each p, 2 ≤ p ≤ n− 1, simple dlad (sdp) is defined as follows:
sdp(x p . . . (p+ i) y (p− 1) (p+ i+ 1) z) = xy(p− 1)p . . . (p+ i)(p+ i+ 1)z,
sdp(x (p− 1)(p+ i+ 1)yp . . . (p+ i)z) = x(p− 1)p . . . (p+ i)(p+ i+ 1)yz,
where i ≥ 0 and x, y, z are signed strings overΠn. We also define sdp as follows:
sdp(x(p+ i+ 1)(p− 1)y(p+ i) . . . pz) = x (p+ i+ 1)(p+ i) . . . p(p− 1)yz,
sdp(x(p+ i) . . . py(p+ i+ 1)(p− 1)z) = xy(p+ i+ 1)(p+ i) . . . p(p− 1)z,
where i ≥ 0 and x, y, z are signed strings overΠn. We denote Sd = {sdi, sdi | 1 ≤ i ≤ n}.
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We say that a signed permutation pi over Πn is sortable if there are operations φ1, . . . , φk ∈ Sh ∪ Sd such that
(φk ◦ · · · ◦ φ1)(pi) is a sorted permutation. We say that pi is blocked if neither an sh operation, nor an sd one is applicable to
pi and pi is not sorted.
Let φ = φk ◦ · · · ◦ φ1, φi ∈ Sh∪ Sd, for all 1 ≤ i ≤ k. We say that φ is a strategy for pi if φ(pi) is either sorted, or blocked.
In the former case we say that φ is a sorting strategy, while in the latter case we say that φ is an unsuccessful strategy for pi .
If φ = φk ◦ · · · ◦ φ1 is a sorting strategy for pi , we say that pi is Sh-sortable if φ1, . . . , φk ∈ Sh and we say that pi is
Sd-sortable if φ1, . . . , φk ∈ Sd.
Example 4. (i) The permutationpi1 = 21435 is sortable. It has the following sorting strategies: sh1◦sd4◦sh1(pi1) = 12345
and sh1 ◦ sh1 ◦ sd4(pi1) = 12345.
(ii) The permutation pi2 = 25314 is blocked as no operations are applicable and it is not sorted.
(iii) The permutationpi3 = 35124 has two assembly strategieswhich lead to different results: sd3(pi3) = 51234 and sd4(pi3)
= 34512.
4.2. Simple operations on extended strings
Recall that in signed permutations gene assembly was simulated by joining together MDSs to obtain a (circularly) sorted
sequence, the macronuclear gene. With the move to extended legal strings we have now removed all details of individual
MDSs, leaving uswith a string of pointers andmarkers. The goal remains the same though, to remove all pointers bymatching
them together, consequently building the macronuclear gene. We shall now introduce the string pointer reduction system
for simple operations to formalize the three molecular operations ld, hi and dlad.
An extended realistic legal string is considered sorted, once all pointers are removed, leaving us with one of the following
possible sorted permutations: be, eb, eb and be. The first two cases represent linear sortings, and the latter two are considered
circular.
Each of the rules below is mapping extended legal strings to extended legal strings.
(i) The string negative rule snr for a pointer p ∈ ∆k (k ≥ 2) is the equivalent of the ld operation. As with ld, the string
negative rule is always simple, and as such, it is the same for the general and simple model. It can only be applied when
the pointers are adjacent, i.e., not separated by any other pointers. It can be formalized in the following way:
snrp(u1ppu2) = u1u2,
snrp(pu3p) = u3,
where u1, u2 ∈ Σz and u3 contains only markers (boundary case). Let
Snr = {snrp | p ∈ ∆k, k ≥ 2}
be the set of all simple string negative rules.
(ii) The simple string positive rule sspr for a pointer p ∈ ∆k (k ≥ 2) is the equivalent of the sh operation. Recall that in
the simple hi operation the pointers may only be separated by one MDS, and thus only a single pointer or marker. This
gives us the following formalization:
ssprp(u1pu2pu3) = u1u2u3,
where |u2| = 1 and u1, u2, u3 ∈ Σz. Let
Sspr = {ssprp | p ∈ ∆k, k ≥ 2}
be the set of all simple string positive rules.
(iii) The simple string double rule ssdr for pointers p, q ∈ ∆k (k ≥ 2) is the equivalent of the sd operation. Recall that in the
simple dlad operation the first occurrences of p and qmust be adjacent, with the same condition applied to the second
occurrences. This gives us the following formalization:
ssdrp,q(u1pqu2pqu3) = u1u2u3,
where u1, u2, u3 ∈ Σz. Let
Ssdr = {ssdrp,q | p, q ∈ ∆k, k ≥ 2}
be the set of all simple string double rules.
Note that the operations have now become very simple indeed, with only pointers being removed. The sspr operation is
the only one that affects the remaining permutation, inverting the pointer or marker separating the two occurrences.
Example 5. Consider the following signed permutation pi = 12354. It has the following extended realistic legal string u =
ζ (pi) = 2b23345e45, and these simple operations applicable to it.
(i) The snr operation removes two adjacent pointers with the same signature. E.g., snr3(u) = 2b245e45.
(ii) The sspr operation removes two pointers with different signatures, separated by exactly one pointer or marker,
inverting the sequence separating them. E.g., sspr2(u) = b3345e45.
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(iii) The ssdr operation removes two overlapping pointers, where the first occurrences are adjacent, as are the second
occurrences. E.g., ssdr4,5(u) = 2b233e.
Example 6. Let us consider the actin I gene from Sterkiella nova, which has the following signed permutation pi =
346579218. The corresponding extended legal string would be
u = ζ (pi) = 34456756789e32b289.
It has the following assembly strategy using the simple string pointer reduction system.
sspr2(u) = 34456756789e3b89
ssdr5,6 ◦ sspr2(u) = 3447789e3b89
snr4 ◦ ssdr5,6 ◦ sspr2(u) = 37789e3b89
snr7 ◦ snr4 ◦ ssdr5,6 ◦ sspr2(u) = 389e3b89
ssdr8,9 ◦ snr7 ◦ snr4 ◦ ssdr5,6 ◦ sspr2(u) = 3e3b
sspr3 ◦ ssdr8,9 ◦ snr7 ◦ snr4 ◦ ssdr5,6 ◦ sspr2(u) = eb
It is important to note that the naming of simple operations on strings does not follow the same standard as for signed
permutations. On signed permutations an operation was always named by the smallest MDS in the composite involved.
However, on extended legal strings we have lost the information of MDSs, and only remaining pointers are shown. Thus an
operation must be named according to the pointer on which the fold is made. This is illustrated in the following example.
Example 7. Let u = b2452334e5 be an extended realistic string corresponding to the signed permutation pi = 14235. They
have the following equivalent assembly strategies,
snr3(u) = b24524e5, (ld operation is assumed here)
ssdr2,4 ◦ snr3(u) = b5e5, sd2(pi) = 12345,
sspr5 ◦ ssdr2,4 ◦ snr3(u) = be, sh1 ◦ sd2(pi) = 12345.
Let us now show that the operations on extended legal strings are equivalent to those on signed permutations.
Theorem 5. For any signed permutations pi and pi ′, with pi ′ = φm ◦ · · ·φ1(pi), φi ∈ Sh ∪ Sd, let u = ζ (pi) and u′ = ζ (pi ′).
Then τ0(u′) = ψm ◦ τm ◦ · · ·ψ1 ◦ τ1(u), where ψi is the equivalent of φi, and τi is a composition of snr operations.
Proof. Wewill only prove the claim form = 1. In its full generality, the claim can be proved by iterating the same argument.
Case 1: φ1 ∈ Sh. Thenpi is of one of the four forms in Definition 2(i). Assume thatpi = xp . . . (p+i)(p+ k) . . . (p+ i+ 1)y,
as the other cases are completely similar. Then u = ζ (x)p(p + 1)(p + 1) . . . (p + i)(p + i)(p + i + 1)
(p+ k+ 1)(p+ k)(p+ k) . . . (p+ i+ 2)(p+ i+ 2)(p+ i+ 1)ζ (y) and
shp(pi) = xp . . . (p+ k)y,
ζ (shp(u)) = ζ (x)p(p+ 1)(p+ 1) . . . (p+ k)(p+ k)(p+ k+ 1)
(ssprp+i+1 ◦ snrp+1 ◦ snrp+isnrp+i+2 ◦ snrp+ k)(u) = ζ (x)p(p+ k+ 1)ζ (y)
= (snrp+1 ◦ · · · ◦ snrp+k)(ζ (shp(u))).
Case 2: φ1 ∈ Sd. Then pi is of one of the forms in Definition 2(ii). Assume that pi = x p . . . (p+ i) y (p− 1) (p+ i+ 1) z, as
the other cases are completely similar. Then u = ζ (x)p(p+ 1)(p+ 1) . . . (p+ i)(p+ i)(p+ i+ 1)ζ (y)(p− 1)p(p+
i+ 1)(p+ i+ 2)ζ (z) and
sdp(pi) = xy(p− 1)p . . . (p+ i)(p+ i+ 1)z,
ζ (sdp(pi)) = ζ (xy)(p− 1)pp . . . (p+ i+ 1)(p+ i+ 1)(p+ i+ 2)ζ (z),
(ssdrp,p+i+1 ◦ snrp+1 ◦ · · · ◦ snrp+i)(u) = ζ (x)ζ (y)(p− 1)(p+ i+ 2)ζ (z)
= (snrp ◦ · · · ◦ snrp+i+1)(ζ (sdp(pi))). 
Now that we have defined extended legal strings and formalized simple operations on extended legal strings we will
show why it was necessary to introduce the markers in the definition of legal strings in [3]. Consider the definition of the
sspr operation ssprp(u1pu2pu3) = u1u2u3. The operation ssprp may only be applied if |u2| = 1, i.e., it contains a single
pointer or a single marker. As no markers are recorded in the definition given in [3], u2 could in fact contain a pointer and a
marker, thus making ssprp inapplicable. The problem is illustrated in the following example.
Example 8. Let u = 324234 be a legal string (without markers). It would seem that sspr2 should be applicable to u, as they
are separated by only a single pointer. However, u can be obtained from the following signed permutation pi = 2413. It is
clear that sh1 is not applicable to pi because of MDS 4. Since the permutation-based model and the string-based one should
be equivalent, this in turn implies that sspr2 should not be applicable to u.
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4.3. Confluent strategies on extended legal strings
It was shown in [9] that assembly strategies for a given signed permutation using simple operations are confluent: they
are either all successful, or all unsuccessful and moreover, they lead to final results having the same structure. We will now
show that the same applies to extended legal strings. Note that we have no need to define structure for extended legal
strings, as they are in fact isomorphic and thus share the same characteristics and the same operations may be applied to
both. Note also that the results of this section are simpler to prove and more general than the similar results in [9].
We will now show that assembly strategies on extended legal strings are confluent. Lemma 6 will show the case where
one of the operations is an snr operation, Lemma 7 considers two sspr operations, and Lemma 8 considers two ssdr
operations.
Lemma 6. Let u be an extended legal string overΣn and φ,ψ ∈ Snr∪Sspr∪Ssdr be two operations applicable to u. If φ ∈ Snr
or ψ ∈ Snr, then φ ◦ ψ(u) = ψ ◦ φ(u).
Proof. The proof for this is straightforward as the pointers involved in an snr operation must be adjacent, and thus cannot
overlap or affect any other pointers. 
Lemma 7. Let u be an extended legal string overΣn andψ, φ ∈ Sspr be two operations applicable to u. Then either φ ◦ψ(u) =
ψ ◦ φ(u), or ψ(u) ≡ φ(u).
Proof. Let ψ = ssprp and φ = ssprq, for some p 6= q. If pqpq 6≤ u and qpqp 6≤ u, then clearly ssprq ◦ ssprp(u) =
ssprp ◦ ssprq(u).
Now, if pqpq ≤ u or qpqp ≤ u, thenψ(u) = u1qqu2 andφ(u) = u1ppu2 for some strings u1 and u2. Thus,ψ(u) ≡ φ(u). 
Note, however, that after applying one of the sspr operations, an snr operation on the remaining pointer becomes
available, giving us the following:
ssprp(u1pqpqu2) = u1qqu2,
ssprq(u1pqpqu2) = u1ppu2,
snrq ◦ ssprp(u1pqpqu2) = u1u2 = snrp ◦ ssprq(u1pqpqu2),
for some legal strings u1, u2 overΣn.
Lemma 8. Let u be an extended legal string overΣn andψ, φ ∈ Ssdr be two operations applicable to u. Then either φ ◦ψ(u) =
ψ ◦ φ(u), or ψ(u) ≡ φ(u).
Proof. Let ψ = ssdrp,q and φ = ssdrr,s, for some p, q 6= r, s. If they have a different signature, then clearly φ ◦ ψ(u) =
ψ ◦ φ(u). Assume then that p, q, r, s ∈ Σn. The cases when one or more of p, q, r, s are inΣn are completely similar.
Also, if p, q 6= r, s then φ ◦ ψ(u) = ψ ◦ φ(u), so let q = r (the case when p = s is similar). Thus either pqsu1pqs ≤ u
or sqpu1sqp ≤ u. Both operations cannot be applied, but ssdrp,q(u) and ssdrq,s(u) arrive at equivalent results. Indeed,
ssdrp,q(u) = u2su1su3, ssdrq,s(u) = u2pu1pu3 and so, ssdrp,q(u) ≡ ssdrq,s(u). 
We can now extend the results above for strategies using all three operations.
Theorem 9. Let u be an extended legal string over Σn and φ,ψ ∈ Snr ∪ Sspr ∪ Ssdr be two operations applicable to u. Then
either φ ◦ ψ(u) = ψ ◦ φ(u), or ψ(u) ≡ φ(u).
Proof. Based on the previous three lemmata, we only need to prove the claim in the case φ ∈ Sspr, ψ ∈ Ssdr. Now, if
φ = ssprp, ψ = ssdrq,r , and p 6= q, r , then φ ◦ ψ(u) = ψ ◦ φ(u).
Assume then that p = q. Then in ssprp, the occurrences of pmust have different signatures, and in ssdrp,r , all occurrences
of p and r must have the same signature, a contradiction. 
Example 9. Let u = b2345623456e.
(i) Both ssdr2,3 and ssdr5,6 are applicable to u. Moreover, ssdr2,3 ◦ ssdr5,6 and ssdr5,6 ◦ ssdr2,3 are also applicable to u and
ssdr2,3 ◦ ssdr5,6(u) = ssdr5,6 ◦ ssdr2,3(u) = b44e.
(ii) Both ssdr2,3 and ssdr3,4 are applicable to u. Moreover, applying either operation gives an equivalent result:
σ(ssdr2,3(u)) = b456456e ≡ b256256e = σ(ssdr3,4(u)).
We now have the necessary information to show that the result for signed permutations described in [9] also applies on
extended legal strings, namely that simple operations on extended legal strings are confluent.
Theorem 10. Let u be an extended legal string over Σn and φ,ψ be two strategies for u. Then either φ and ψ are both sorting
strategies for u, or they are both unsuccessful strategies. Moreover, φ(u) ≡ ψ(u).
738 R. Brijder et al. / Theoretical Computer Science 411 (2010) 730–738
Proof. Assume that the claim of the theorem is not true and consider an extended legal string u of minimal length such that
φ = φ1 . . . φk is a successful strategy for u, whileψ = ψ1 . . . ψl is an unsuccessful one, φi, ψj ∈ Snr∪Sspr∪Ssdr, 1 ≤ i ≤ k,
1 ≤ j ≤ l.
It follows from Theorem 9 that either φk(u) ≡ ψl(u), or φk ◦ ψl(u) = ψl ◦ φk(u). If they are equivalent, then φk(u) or
ψl(u) would be a smaller counterexample than u contradicting the minimality of u. In the latter case note that due to the
minimality of u, it follows thatφk(u) has only successful strategies andψl(pi) has only unsuccessful strategies. Consequently,
ψl ◦ φk(pi) has both successful and unsuccessful strategies, contradicting the minimality of u. 
Example 10. The legal string u = 45767eb2323456 has several sorting strategies. some of them are shown below.
φ1(u) = snr6 ◦ snr3 ◦ sspr2 ◦ sspr7 ◦ ssdr4,5(u) = eb,
φ2(u) = snr4 ◦ ssdr5,6 ◦ sspr7 ◦ snr2 ◦ sspr3(u) = eb,
φ3(u) = snr6 ◦ ssdr4,5 ◦ sspr7 ◦ snr3 ◦ sspr2(u) = eb,
φ4(u) = snr4 ◦ ssdr5,6 ◦ sspr7 ◦ snr3 ◦ sspr2(u) = eb.
Example 11. The legal string v = b234678e56782345 has several unsuccessful strategies. Some of them are shown below.
ψ1(v) = ssdr6,7 ◦ ssdr2,3(v) = b48e5845,
ψ2(v) = ssdr7,8 ◦ ssdr3,4(v) = b26e5625,
ψ3(v) = ssdr6,7 ◦ ssdr3,4(v) = b28e5825,
ψ4(v) = ssdr2,3 ◦ ssdr7,8(v) = b46e5645.
Note that ψ1(v) ≡ ψ2(v) ≡ ψ3(v) ≡ ψ4(v).
5. Discussion
We investigated in this paper an extended formalism to represent ciliate genes, where markers, as well as pointers are
being represented. This formalism is necessarywhen dealingwith simple operations, especially in connectionwith counting
the number of simple operations involved in various assemblies. We formalized the gene structure through extended
realistic strings and through extended signed overlap graphs, where we explicitly indicate the relationship of the markers
with the pointers.We then formalized the simple operations in the new string-basedmodel and indicated some connections
with previous formalizations where markers were not accounted for.
We did not discuss in this paper a (extended) graph-based formalism for simple operations. Indeed, introducing such a
framework seems problematic because of the very definition of the simple operations. The main ingredient in this notion is
that of linear distance between a pointer and its pair, which has to be minimal in the simple model. However, in the graph-
based model, the main feature (and often the main advantage) is that the linear structure of the string is abstracted from
and replaced with the overlap relationship among pointers and, in the extended formalism, markers.
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