One of the problems arising in the differentiation of functionals of random diffusion processes in domains with absorbing boundaries is to compute parametric derivatives for the functionals containing the first exit time τ from the domain for the underlying diffusion process. Earlier work [S. A. Gusev, Numer. Anal. Appl., 1 (2008), pp. 314-331] proposed a method for solving this problem under some condition of existence of mean square derivatives for τ with respect to the parameter; this condition was restrictive and difficult to verify. In this paper, we show that this condition can be waived under some mild assumptions.
1.
Introduction. Differentiation of functionals of random processes with respect to parameters is commonly used for solving stochastic optimization problems. These problems are complicated for functionals containing the first exit time τ of the random process from a domain. It is known, for example, that the first exit time for a smooth process is not continuous with respect to the small deviations of parameters. On the other hand, there is some pathwise regularity of the first exit times of random diffusion processes [1] , [2] . However, this regularity is insufficient to ensure regularity and existence for the corresponding derivatives of τ .
For diffusion processes, the differentiation of the functionals containing τ is possible in principle through the differentiation of the solutions of the Kolmogorov equations with respect to corresponding parameters. However, practical calculation of these derivatives is difficult.
Currently, there are not many works on the problem of differentiation of a functional containing the first exit time from the domain with respect to parameters. On the other hand, calculation of these derivatives is required in a variety of applications. For example, calculation of parametric derivatives of the solutions of parabolic equations arises in optimal selection of these parameters via gradient methods. For this aim, the probabilistic representation and the differentiation of stochastic processes containing τ can be used. Further, calculation of parametric derivatives for functionals of diffusion processes is used in financial mathematics. For example, evaluation of parametric derivatives of the option prices was studied in [3] , [4] using the Malliavin stochastic calculus. Technically, the functionals considered in these papers were of a different type than those considered below in functional (2), but the task can be reduced to the calculation of (2) for problems of barrier-type options pricing.
In [5] , a representation of the derivatives of functionals containing τ was suggested. This representation was based on Itô's formula applied to the function that vanishes on the boundary along with its first derivatives. This result was obtained under the condition that there exist mean square derivatives of τ with respect to the parameters. This condition is difficult to verify; moreover, we do not know of any examples where this condition is satisfied.
We show in this paper that the formula obtained in [5] is valid without this restrictive condition if coefficients of the equation are sufficiently smooth.
Problem statement.
We assume that we are given a connected bounded domain G ⊂ R d with some regular enough boundary ∂G, a complete probability space (Ω, F, P), and a nondecreasing sequence of σ-algebras Ft ⊆ F, t 0. We are given a d-dimensional Wiener process W that is progressively measurable with respect to Ft; the difference Ws − Wt is independent on σ-algebra Ft for s > t.
Let U ⊂ R m be an open set. For x ∈ G and t ∈ [0, T ), consider a d-dimensional random process Xs = Xs(θ), which depends on a vector parameter θ ∈ U and is described by the stochastic differential equation (SDE)
We assume that the coefficients of (1) satisfy the following condition.
(A) The functions a and σ are bounded. There exists a constant K such that, for all
. . , d}, the following holds:
where ai and σij are components of the vector a and matrix σ. These assumptions on a, σ ensure that, for any θ ∈ U , there exists an Fs-measurable process Xs such that (1) holds for all s 0 with probability 1 (see, e.g., [6] ). Symbol Et,x will denote the expectation relative to the probability measure Pt,x that corresponds to the process outgoing at the time t from the point x. The definition of Pt,x can be found, for example, in [7, p. 381] .
In applications, it is common to consider expectations of the form
where τ = inf{v : v > t, Xv / ∈ G} is the first exit time of the process X out of the domain G, and χA in the indicator function of a set A.
Let QT = (0, T ) × G. It is known that, under some mild restrictions on ϕ and f , the value of (2) at (t, x) ∈ QT coincides with the solution of the following boundary value problem for parabolic equation:
where bij are the components of the matrix B ≡ σσ * . The functional defined by (2) contains τ . In this paper, we study the possibility of differentiating the value (2) with respect to θ. To do this, we need to make the following assumptions in addition to assumption (A).
(B) The matrix B(t, x, θ) = {bij (t, x, θ)} is uniformly nondegenerate, i.e.,
B(t, x, θ) α0I
for some α0 > 0. We denote by G δ the set of all points G located on the distance greater than δ > 0 from ∂G. In [8] , some existence theorems for boundary problems for parabolic equations are given. The type of a functional space containing solutions depends on particular specifications of the boundary value problem. For the purposes of this paper, we need a solution that has continuous derivatives ∂u/∂x at the points of all nonempty sets (0, T − δ) × G δ . For problem (2)- (5), the required property is ensured by [8, Chap. III, Theorem 4.2; Chap. IV, Theorems 5.2 and 9.1] given that free terms of problem (2)- (5) satisfy the conditions listed in these theorems for existence of the solutions.
The main result:
The calculation of ∂u/∂θ. Throughout the paper we assume for simplicity that θ is scalar and U ⊂ R is an interval. Extension on the case of vector valued θ is straightforward.
The formal differentiation of (2) gives
where
(if the limit exists). The process
is the mean-square derivative of ∂X·/∂θ with respect to the parameter of the solution of (1). It is known (see, e.g., [9] ) that the assumptions listed above ensure the existence of the mean-square derivative Zs(θ) = ∂X·/∂θ that can be obtained as the solution of (1) and (8).
To determine the first term in (7), we need to know the process (X·(θ), Z·(θ)), which is Markov, since system (1), (8) satisfies conditions for existence of a strong solution. For a numerical application of the formula obtained below for ∂u/∂θ, the pair (X·(θ), Z·(θ)) can be obtained using numerical methods [5] .
To calculate the second term in (7), we have to consider dependence of τ on θ.
Here the difficulties arise, as was mentioned in the introduction.
Therefore, the key problem in finding the derivative ∂u/∂θ by formula (7) is calculation of Φ(θ). Following [5] , we propose the formula to determine Φ(θ), obtained on the basis of transition to the limit as Δθ → 0. In the present paper, we will not use the value ∂τ /∂θ.
To prove the formula for Φ(θ) given below, we use the estimate [2] for the expectation of the difference of the first exit times of two diffusion processes described by (1) . In [2, Theorem. 2.3], it was shown that, for two different sets of coefficients a (1) , σ (1) and a (2) , σ (2) in SDE (1), given that these coefficients are bounded along with their derivatives with respect to x on the infinite cylinder Q∞ ≡ (0, ∞) × G, the corresponding processes and their first exit times are such that
Here λ > 0 is some constant defined by d, G, sup Q∞ a (k) (k = 1, 2), and α0. For the purpose of our paper, the coefficients a (k) , σ (k) (k = 1, 2) represent the coefficients of (1) for different
is the random process obtained from SDE (1), where a and σ are replaced by a (k) and σ (k) , and τ k is the first exit time for X (k) · from G, and v k denotes the solution of the boundary value problem in Q∞
where L (k) is operator (6) , where the coefficients for the first and second order derivatives with respect to x are components of the vectors a (k) and matrices
For the value under the expectation on the left-hand side of (9), we have, obviously, that
We will use inequalities (9), (13) below, with X
(1)
replaced with the processes X·(θ + Δθ), X·(θ), and with the value max k=1,2 sup (t,x)∈Q∞ |dv k /dx| replaced with the value sup (t,x,θ)∈Q∞×U |dv/dx|, where v is the solution of problem (10)- (12) with operator (6). Lemma 1. For any integer p 1,
Proof. We observe that the solution of SDE (1) is continuous in mean-square in θ. We denote τ (θ, Δθ) = τ (θ) ∧ τ (θ + Δθ). Applying (9) and (13) to X·(θ + Δθ) and X·(θ), we obtain the estimate of the expectation for |τ
This completes the proof of the lemma.
Lemma 2. There exists a constant K > 0 such that, as Δθ → 0,
Proof. We know that the solution of SDE (1) is differentiable in mean-square in θ. Let us divide both parts of inequality (15), where p = 1, by Δθ,
where ΔXτ (θ,Δθ) (θ) = Xτ (θ,Δθ) (θ + Δθ) − Xτ (θ,Δθ) (θ). Further, applying the CauchyBunyakovsky inequality and the mean-square differentiability of X· with respect to θ, we obtain that, as Δθ → 0,
where Z· is the mean-square derivative of X with respect to θ. The value Et,xZ 2 v (θ) is bounded, since the conditions of Theorem 4 from [9, p. 48] holds for (8) . This completes the proof of the lemma.
For an arbitrarily selected function r(x, θ) such that r ∈ C 1 (R d+1 → R), we will use the notation
where ∂X·(θ)/∂θ is the mean-square derivative.
The following theorem presents our main result. Theorem 1. Assume that the coefficients of (1) and functions ϕ and f satisfy conditions (A)-(E). Then formula (9) holds. The limit Φ(θ) exists and can be represented as that vanishes on ∂G along with the first partial derivatives, and such that its second derivatives at the border do not vanish. Such a function can be obtained, for example, as an integer positive power of the distance to the boundary ∂G, which is defined in a neighborhood of ∂G as follows: ρ(x) = min y∈∂G |x − y|. Typically function ρ(x) is defined in such a way that it is positive for the points inside the domain and negative for the points outside the domain. The function ρ(x) can be extended to R d with its smoothness preserved. Construction of functions of this type is described in [10] . Respectively, a function g with the required properties exists under our assumption that the boundary of C 4 -smooth.
Since g vanishes on the boundary, we obtain from the Itô's formula that
Similarly to the proof of Lemma 1, we use the notation τ (θ, Δθ) = τ (θ) ∧ τ (θ + Δθ). Apply-ing (20) for θ and θ + Δθ, we obtain 0 = 1 Δθ
In addition, continuity and boundedness of the derivatives of Lg in G imply that the value (d/dθ)Lg(v, Xv(θ), θ) is bounded. Hence the second term on the right-hand side of (23) converges to zero as Δθ → 0, by Lemma 1:
Let us prove that, as Δθ → 0,
The structure of the integrals in (25) implies that 
