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Abstract
We demonstrate that the global fields of temperature, humidity and geopotential heights admit a nearly sparse
representation in the wavelet domain, offering a viable path forward to explore new paradigms of sparsity-promoting
data assimilation and compressive recovery of land surface-atmospheric states from space. We illustrate this idea using
retrieval products of the Atmospheric Infrared Sounder (AIRS) and Advanced Microwave Sounding Unit (AMSU)
on board the Aqua satellite. The results reveal that the sparsity of the fields of temperature is relatively pressure-
independent while atmospheric humidity and geopotential heights are typically sparser at lower and higher pressure
levels, respectively. We provide evidence that these land-atmospheric states can be accurately estimated using a small
set of measurements by taking advantage of their sparsity prior.
1 Introduction
Earth observations from space are an invaluable component for global circulation models, reanalysis products, and
regional/local predictive models, especially in places where no ground observations are available for model initialization
and/or data assimilation. These spaceborne observations are increasing at an unprecedented rate as new satellites
are launched and new missions planned in the next decade, such as the Global Precipitation Measuring (GPM) mission
whose core satellite was launched in February 2014 [19], the Soil Moisture Active Passive (SMAP) mission to be launched
in late 2014 [15] and a series of other soon-to-follow missions (see, National Research Council report on Earth Science
and Applications from Space, A Midterm Assessment of NASA’s Implementation of the Decadal Survey, 2012). In
this paper we put forward the idea that efficient acquisition, processing and assimilation of the land surface-atmosphere
observations from space can tremendously benefit by exploring their underlying spatial structure via the recent advances
in the theories of sparse approximation and Compressive Sensing [14, 25, and references therein].
A finite dimensional state vector representing a physical process is (nearly) sparse in a certain domain if the am-
plitudes of a large number of its representation coefficients are (nearly) zero in that domain. Thus, a sparse discrete
state vector can be well approximated using only a few of its largest representation coefficients. Fourier and wavelet
transforms (a generalized finite differencing operator) are typically the gateway to reveal sparsity of natural processes
through representing them via a few elementary waveforms.
If the state variable of interest is sufficiently smooth, for example with derivatives of all orders, then the Fourier
decomposition is typically an effective sparsifying transform. However, the Fourier decomposition yields dense represen-
tations with many non-zero coefficients for piecewise smooth states that may contain transients and localized events.
Typically, regularity of these states, can be sparsely captured in the amplitude of their wavelet coefficients [24] and
encoded as a priori knowledge to obtain improved solutions for related inverse problems. Recent and fundamental devel-
opments in the theory of sparse approximation and Compressive Sensing (CS) have offered new directions enabling to
obtain a highly accurate estimate of a sparse state variable only from a small set of incoherent/random samples–much
smaller than were classically required [3, 5, 6, 7, 8]. In other words, rather than densely sampling a sparse state of
interest, the fundamental idea is to design a compressed sampling scheme that allows us to acquire a small number of
samples and then accurately reconstruct the state via a sparsity-promoting convex optimization.
In land surface-atmosphere studies, these developments have inspired recently proposed sparsity-promoting data
assimilation methods to address the analysis of sharp weather fronts [18] and, in a more general setting, to incorporate
the sparsity of the underlying state of interest in a transform domain for geophysical downscaling, data fusion and
assimilation problems [12, 13, 17]. In this paper, we pursue two main goals using the AIRS/AMSU-A retrieval products.
First, we show that the global fields of temperature, humidity and geo-potential heights are sparse in the wavelet domain,
leveraging further developments of the recently proposed sparsity-promoting variational data assimilation approaches.
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Figure 1: Haar wavelet coefficients at a single decomposition level for a three-day average of the AIRS level II standard
retrievals (AIRX2RET) of the surface water vapor mass mixing ratio ws [g/kg dry air] from 09/01 to 09/03/2002–projected
onto a 0.5-degree regular grid. Top panel from left-to-right: low-pass wsA and high-pass horizontal wavelet coefficients wsH .
Bottom panel from left-to-right: high-pass vertical wsV and diagonal wsD wavelet coefficients, where the original moisture field
is ws = 1/2 (wsA + wsH + wsV + wsD) .
Second, owing to the observed sparsity, we provide evidence that these atmospheric and land-surface states may be
recovered from satellite measurements in a compressed form.
2 Evidence of Sparsity
The distribution of energy and mass fluxes across the earth’s surface and its atmosphere is governed by complex physics
that operate at multiple scales of space and time. At the planetary scale, overturning circulation of the tropical
atmosphere gives rise to sharp moisture gradients between the equatorial bands and dry subtropical ridges. In synoptic-
scale weather fronts, air masses differ by sharp transitions in temperature and humidity, where the isolated highs and
lows in temperature-moisture fields are the main drivers of severe convective activities and extreme weather. In high
altitudes, near the tropopause, the presence of jet streams may also give rise to discontinuities and sharp transitions in
moisture and temperature fields. In low altitudes, near the earth surface, the spatial heterogeneity of the earth’s surface
radiative forcing often manifests itself through sharp transitions in surface temperature and moisture fields, especially
over the land-ocean interfaces, vicinity of snow-covered land surfaces and vegetation regime changes. To accurately
capture this multi-scale variability, we traditionally need a dense uniform sampling pattern in space and time that meets
the Nyquist-Shannon sampling theorem. This theorem states that a continuous state variable can be exactly recovered
from a set of uniformly spaced samples at the rate of at least twice the highest frequency content of the state. It is then
important to ask whether the underlying space-time structure of the land surface-atmospheric state variables of interest
admits a sparse representation in an appropriate domain, which can be subsequently exploited for accurate estimation,
assimilation, and speedy retrieval using much fewer samples than those required by the Nyquist-Shannon rate. In this
section, we provide evidence that the spatial structure of the fields of temperature, humidity and geopotential heights is
markedly sparse in the wavelet domain, using the retrievals obtained from the instruments on board the Aqua satellite.
The Aqua satellite, launched in May 2002, carries the Atmospheric Infrared Sounder (AIRS) and the Advanced
Microwave Sounding Unit (AMSU-A) among other instruments. This sensor package is one of the most advanced
integrated spaceborne hyperspectral instruments that scans the thermodynamic structure of the earth’s land-atmosphere
with unprecedented accuracy and space-time resolution [29]. The primary retrieval products of the AIRS/AMSU-A
include twice daily global fields of the atmospheric temperature-humidity profiles among other cloud related variables
[34, 35]. The AIRS/AMSU data have been widely used for studying atmospheric thermodynamics [10, 36, among others],
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Figure 2: Left panel: the empirical probability masses (circles) of the wavelet coefficients for the near surface water vapor
mass mixing ratio (MMR) [g/kg dry air] obtained from 100 randomly sampled days in calendar years 2002-2014, each containing
240 orbital track granules of the standard AIRS level II retrievals (AIRX2RET). The solid and broken lines are the fitted
Generalized Gaussian (GG) distributions with parameter p = 0.61 and p = 2 (Gaussian distribution), respectively. Here,
wsT = [wsH , wsV , wsD] is a vector, which stores all of the Haar high-pass wavelet coefficients at a single decomposition level.
The right panel demonstrates the same on log-probability to contrast better the shape of the probability masses versus the
Gaussian density.
improving operational weather forecasting via data assimilation [22, 31, 32, 33, 37, among others] and monitoring land
surface hydrologic processes [e.g., 16]. In this paper, we confine our consideration to the version 6 of the AIRS standard
level-II retrieval products whose quality control indicators are zero (best) or one (good); see, AIRS/AMSU/HSB Version
6, Level 2 Product User Guide [28]. The daily level II data are stored in 240 granules, each includes 6 minutes of
measurements registered onto 30 footprints across track by 45 lines along track with resolution of 45 km at nadir.
Specifically, we study the temperature-humidity profiles and geopotential heights, at standard pressure levels from the
earth surface up to 200 hPa. Throughout the paper, for illustration purposes, the data granules are projected onto a
regular grid of 0.5-degree resolution.
As explained, the wavelet decomposition provides a suitable transformation that gives rise to a sparse representation
for a state vector with local transitions and singularities. Here, we use the redundant discrete Stationary Wavelet
Transform (SWT) [27]. Owing to its redundancy and translation invariance, the SWT provides a richer representation [2]
for sparse expression of complex processes than the classic orthogonal wavelet decomposition [24]. Figure 1 demonstrates
the wavelet coefficients of a global three-day average product (09/01 to 09/03/2002) of the level-II water vapor mass
mixing ratio (MMR) near the earth’s surface. The three-day integration of data granules allows to obtain an almost
seamless estimate of the global MMR field with minimal averaging on the overlapping grids.
As is evident in Figure 1, the high-pass wavelet coefficients are markedly sparse as most of the coefficients are near
zero. It is seen that the horizontal wavelet coefficients capture the latitudinal moisture variability while the vertical
coefficients mostly encapsulate the sharp zonal moisture transitions across land-ocean interfaces. The large wavelet
coefficients over ocean are mostly influenced by the presence of sharp moisture gradients due to convective updrafts in
the Intertropical Convergence Zone (ITCZ) and downdrafts near the subtropical ridges. Over land, large coefficients of
surface moisture are mainly concentrated near ocean-land interfaces and major mountainous features covered with snow
such as the Himalayas and Andes. In addition, owing to the migration of the ITCZ over land, we see large horizontal
coefficients, for instance over the semi-arid Sahel, where the climate and vegetation regime exhibits a sharp transition.
Isolated moisture highs can also be traced in the coefficients over the boundaries of sufficiently large inland water bodies
such as the Caspian Sea.
To study the presence of sparsity and characterize it as a priori knowledge, we randomly collected a database
containing 100 days of the AIRS/AMSU level II standard retrieval products, from 2002 to 2014 (see Figure A.1 in the
appendix). Figure 2 demonstrates the overlaid probability masses (circles) for the high-pass wavelet coefficients of the
near surface water vapor MMR for all of the samples. We see that the sparsity of the wavelet coefficients manifests itself
as a large probability mass around zero with extended tails much thicker than the Gaussian density. In this figure the
solid line is the fitted Generalized Gaussian (GG) distribution with the following form:
PX (x) = p2σΓ (1/p) exp
(
−
∣∣∣x
σ
∣∣∣p) , (1)
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where the Gamma function is Γ (z) =
´∞
0 e
−t tz−1 dt for z > 0 and the non-negative parameters p and σ determine the
shape and width of the density, respectively [see, 26]. Evidently, this family of distributions is log-concave for p ≥ 1
and contains the well-known Gaussian (p = 2) and Laplace (p = 1) densities as special cases. Here, we consider the
shape parameter p as a measure that characterizes the degree of sparseness, noting that the density tends to the Dirac
delta function with maximum nominal sparsity for p→ 0. It is observed that not only the moisture fields but also the
temperature and pressure fields are sparse in the wavelet domain and can be well explained by the GG density with a
much ticker tail than the Gaussian distribution (Figure A.2-to-A.4 in the appendix). To concisely estimate the shape
parameter and thus the sparsity of the wavelet coefficients, we note that the following ratio of the first and second order
moments
M (p) = m2m 21
= Γ (3/p) Γ (1/p)|Γ (2/p)|2 , (2)
is only a function of the shape parameter in the GG density, where
mn =
ˆ ∞
−∞
|x|n PX(x) dx. (3)
Figure 3: Demonstration of sparsity of the wavelet coefficients of the global fields of geopotential heights [meters], temperature
[Kelvin] and water vapor mass mixing ratio [g/Kg dry air] through a statistical moment diagram. The moments are computed
from 100 randomly sampled days of AIRS level II standard retrievals, from the earth surface up to 200 hPa. Top-to-bottom
panels from left-to-right are: the first (x-axis) and second (y-axis) order moment-pairs of the wavelet coefficients for the fields
of geopotential heights (GP_Height); surface (TSurfStd) and profiles (TAirStd) of the atmospheric temperatures; and surface
(H20MMRSurf) and profiles (H2OMMRStd) of the water vapor mass mixing ratios. The lines with slopeM (p) (see equation 2)
partition the moment space into sparser (p ≤ 1) and denser (p > 1) representations in the wavelet domain. All of the studied
fields exhibit remarkable sparsity in the wavelet domain as in all cases p ≤ 1.
Figure 3 demonstrates the first versus the second-order moments of the high-pass wavelet coefficients of the geopo-
tential heights [meters], temperature [Kelvin] and moisture MMR [g/kg dry air] fields, for all of the retrievals over the
100 sampled days. In this figure, the shaded areas stratify the probability continuum of the GG density for sparser
(p ≤ 1) and denser (p > 1) representation of the wavelet coefficients in terms of the moment ratio in equation (2). We
can see that for all states of interest, the sparsity is measured by p ≤ 1 throughout the studied atmospheric depth (see,
Table A.1 in the appendix). For the geopotential heights, the magnitude of the moment pairs and their spread grow
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almost linearly from high to low pressure levels, while higher pressure fields are slightly sparser than the low-pressure
ones (Figure 3, middle-row panel). The sparseness of the temperature fields is relatively pressure-independent (Figure 3,
top-row panels). As the air temperature contains more frequent sharp transitions near the earth surface, we consistently
see larger moments of the wavelet coefficients at higher-pressure levels. As is evident, surface skin and air temperature
fields are among the sparsest fields with p ∼= 0.5. It is seen that the surface skin temperatures exhibit stronger sparsity
with slightly smaller shape parameter p, compared to the near surface air temperatures. This observation reflects the
fact that the fields of surface skin temperatures contain sharper transitions and thus larger wavelet coefficients, compared
to the surface air temperatures, partly because of the mixing and diffusive effects of the planetary boundary layer. The
moisture fields are also sparse but their sparsity exhibits a notable pressure-dependence (Figure 3, bottom-row panels).
Specifically, it can be seen that moisture fields at higher-pressure levels are less sparse with larger p values than in the
upper atmosphere. In other words, compared to the moist lower atmosphere, it seems that the spatial distribution of
moisture in the dry upper atmosphere is relatively invariant in space, giving rise to a large number of near zero fluctu-
ations captured by the wavelet coefficients. However, the upper atmosphere moisture fields perhaps contain localized
and sharp transitions, partly due to intermittent deep convections and movements of the jet streams, giving rise to a
heavier tail and sparser distribution of the wavelet coefficients.
3 Compressive Sensing of Land Atmospheric States
Owing to the sub-hourly and sub-kilometer evolution of the mesoscale land surface-atmospheric dynamics, spaceborne
remote sensing at the Nyquist-Shannon rate seems costly and often infeasible for now, at least from a hardware per-
spective. In this section, we provide a brief introduction to Compressive Sensing (CS) and then present experimental
evidence that owing to the observed sparsity, the global fields of temperate and humidity can be recovered with sufficient
accuracy using only a few incoherent/random samples.
As previously mentioned, CS is an emerging field in statistical estimation theory that allows to reconstruct sparse
state vectors only from a few randomized measurements. Specifically, for a perfect reconstruction of a continuous state
of interest from its discrete samples, the classic Nyquist-Shannon sampling theorem demands a uniform sampling rate of
at least twice the highest frequency content of the state variable of interest. However, central results of CS suggest that
we can recover a sparse state from a much smaller set of measurements than those required by the Nyquist-Shannon
criterion. In particular, let us assume that the state x ∈ Rm is represented by an m-element vector which has k non-zero
elements, either in the ambient or a suitable transform domain (e.g., wavelet). Furthermore, let us consider that a set
of under-sampled measurements y ∈ Rn, that is n  m, are related to the true state x, through the following linear
model
y =Hx+ v, (4)
where v ∈ Rn represents an error with an n-by-n covariance matrix R ∈ Rn×n, and H ∈ Rn×m denotes a specifically
designed “sensing matrix” that linearly samples the state variable of interest. Notice that rather than sampling the state
uniformly at specific points in time and space, CS "samples" it as inner products between the state of interest and rows
of the linear sensing matrix H. The CS theory proves [see, 4] that we can recover, with high-degree of accuracy, the state
of interest from a few randomly chosen linear measurements y via the `1-norm regularization of a classic least-squares
estimator as follows:
minimize
x
{
‖y−Hx‖2R + λ ‖Wx‖1
}
, (5)
where, the `1-norm is defined by ‖x‖1 = Σmi=1 |xi|, the quadratic norm is ‖x‖R = xTR−1x, W represents a suitable
sparsifying transformation (e.g., wavelet) and λ > 0 is a regularization parameter. Minimization of the `1-norm promotes
sparsity while the quadratic penalty ensures fidelity of the solution to the observations. Note that from the Bayesian
statistical point of view, the `1-norm regularization is equivalent to assuming that the underlying sparsity can be a priori
explained by the GG density with p = 1.
The design of the sensing matrix H plays a critical role in the success of a CS reconstruction. Practically, this matrix
has to sample the underlying state x incoherently to assure a quasi-uniform spreading of the “uncaptured energy” across
the entire field, for avoiding aliasing and blurring artifacts in the reconstruction process [23]. Theoretically, the CS
recovery in problem (5) succeeds with high probability when the matrix HWT (which is the multiplication of H with
the transpose of W) behaves like an orthogonal transformation when operating on a sparse state. Such a behavior
has been precisely characterized by a few mathematical notions, including the Restricted Isometric Property (RIP) by
Candes and Tao [4], and the Spark and Mutual-Coherence by Donoho and Elad [9]. In our analysis, the sensing matrix
H is obtained by random sampling of a few rows of the identity matrix, which is equivalent to obtaining the observations
from a small number of pixels in the satellite field of view. While, CS problem (5) often succeeds with this incoherent
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Figure 4: CS reconstruction of the surface skin temperature [Kelvin] (left column, 01/01/2002) and surface water vapor mass
mixing ratio [g/kg dry air] (right column, 09/09/2002) for all daily ascending orbital tracks. The originally retrieved fields (top
row), the randomly under-sampled fields (middle row), and the CS reconstructed fields (bottom row). The under-sampled fields
only contain 45% of randomly chosen pixels, which are also corrupted with a white Gaussian noise.
sensing matrix, HWT cannot be guaranteed to have the RIP and the theoretical study of similar sampling schemes is
a topic of an ongoing research [21, 30]
The top panels in Figure 4 demonstrate ascending granules of the AIRS/AMSU level II standard retrievals of the
surface skin temperature on 01/01/2002 and near surface water vapor MMR on 09/09/2002, respectively. In these figures,
the data granules are projected onto a regular grid with 0.5-degree resolution using the nearest-neighbor interpolation.
To implement the CS reconstructions, all the pixels of the original fields were first scaled into the range between 0 and
1. Then, we randomly sampled only 45% of the retrieved pixels and added a small zero-mean white Gaussian noise
with standard deviation 10−3 to those samples (Figure 4 middle panels). The results of the CS reconstruction are
demonstrated in the bottom panels of Figure 4. In our experiments, we used the Fast Iterative Shrinkage-Thresholding
Algorithm by Beck and Teboulle [1]. The regularization parameter in problem (5) needs to be determined empirically.
We chose λ = 0.02, which we found to work well for our case studies (see, Kim et al. [20] for feasible ranges of λ).
Note that, owing to the chosen sensing matrix, the initial energy (sum of squares) of the error in these experiments
is approximately 55% of the total energy of the original fields. After CS reconstruction the energy of error is less
than 0.03% and 2% of the total energy in the examined temperature and moisture fields, respectively. Although CS
recovers remarkably well the large-scale features of the moisture-temperature fields, a close inspection shows that some
isolated moisture highs have not been well captured in the reconstruction process (e.g., over the Red Sea), especially
near the swath edges. We empirically observed that under the same sampling scheme, typically, the surface temperature
fields can be recovered with less reconstruction error than that of the moisture fields, which may be partly due to the
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stronger sparsity prior (smaller p values) in the temperature fields (Table A.1 in the appendix). We also found that for a
randomized sample size of more than 50-to-60% of the total pixels, the reconstruction is almost perfect and CS recovers
well even the small-scale features of the moisture fields. Typically, the reconstruction quality severely degrades, and it
may diverge, for sample sizes of less than 20% of the total pixels.
4 Concluding Remarks
We have provided compelling evidence that the spatial structure of the fields of temperature-moisture and geopotential
heights is sparse in the wavelet domain. This result is key for supporting further developments of the recently suggested
sparsity-promoting data assimilation methods. Furthermore, exploiting the sparsity prior, we provided promising results
on the use of Compressive Sensing (CS) theory for efficient reconstruction of these primary state variables from a few
linear random measurements/retrievals. While progress has been made recently in developing sparse digital image
acquisition in visible bands [11], development of sparse-remote-sensing instruments for earth observations from space,
in microwave and infrared wavelengths, remains an important challenge in the coming years. However, our results
suggest that, even under the current sensing protocols, only a few randomly chosen pixel-samples of the primary land-
atmospheric states can be advantageously exploited for a speedy reconstruction of the entire sensor’s field of view
with a notable degree of accuracy. Similar to the prominent applications of CS in rapid Magnetic Resonance Imaging
[23], further research is needed to explore practical randomized scanning strategies, compatible with the currently used
scanning geometries (e.g., conical, across track), to advance applications of CS for more efficient and faster retrievals of
geophysical states from space. Clearly, the implications of such a capability cannot be overstated for real-time tracking
and data assimilation of extreme land-atmospheric phenomena in global early warning systems.
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6 Appendix
This appendix contains some figures and descriptions, which are important for clarity and further support of the
main arguments of the paper. Specifically, using the standard AIRS/AMSU level II retrievals, this document provides
additional evidence supporting the idea that the global fields of temperature-humidity and geopotential heights are sparse
in the wavelet domain. Furthermore, we provide complementary descriptions regarding to the design and interpretation
of the presented Compressive Sensing (CS) reconstruction experiments.
A Evidence of Sparsity
Here, Table A.1 shows the median and 95% confidence bound of the computed shape parameters of the GG distribution,
from the moments shown in Figure 3. Furthermore, supplementary Figure A.1 shows the frequency histogram of the
days for which the standard AIRS level II retrievals are used in this study. Figures A.2, A.3, and A.4 provide further
evidence that the fields of geopotential height, temperature and moisture are sparse in the wavelet domain and their
representation coefficients can be well explained by the Generalized Gaussian (GG) distribution.
GP_Height SurfSkinTemp SurfAirTemp TAirStd H2OMMRSurf H2OMMRStd
Median 0.63 0.50 0.59 0.76 0.61 0.40
CI95 0.51− 0.70 0.48− 0.53 0.54− 0.63 0.64− 0.84 0.56− 0.67 0.33− 0.66
Table A.1: The median and the 95% confidence interval (CI95) for the computed shape parameters of the Generalized Gaussian
density, from the moments of the wavelet coefficients shown in Figure 3. The shape parameters are obtained by solving equation
(2) for p using the bisection method.
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Figure A.1: Annual frequency histogram for 100 sampled days of the AIRS level II standard retrievals in calendar years 2002
to 2014. The sampled data are used to infer sparsity of the fields of geopotental height, temperature and moisture at different
pressure levels.
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Figure A.2: Sparsity in the fields of geopotential height. Left-to-right panels: the overlaid empirical probability masses (circles)
of the wavelet coefficients for the geopotential heights [m] at 500 hPa (left panel) and 1000 hPa (right panel). The results are
obtained from the 100 sampled daily retrievals of the AIRS level II products (see, Figure A.1). Here, ΦT = [ΦH , ΦV , ΦD] stacks
all of the horizontal, vertical and diagonal high-pass wavelet coefficients at a single decomposition level. The solid (black) and
broken (red) lines are the fitted GG and Gaussian distributions, respectively.
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Figure A.3: Sparsity in the temperature fields. The overlaid empirical probability masses (circles) of the wavelet coefficients
for the air temperature [Kelvin] fields at pressure levels 500 hPa (left panel) and 1000 hPa (right panel). Please see caption of
Figure A.2 for relevant explanations.
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Figure A.4: Sparsity in the moisture fields. The overlaid empirical probability masses (circles) of the wavelet coefficients for
the fields of the water vapor mass mixing ratio [g/kg dry air] at pressure levels 500 hPa (left panel) and 1000 hPa (right panel).
Please see caption of Figure A.2 for relevant explanations.
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B Sparsity Prior and Compressive Sensing
In this section, we provide more details on how sparsity can be characterized as a prior knowledge and explain the
statistical interpretation of the CS problem in equation (5). To be more precise, let us assume that a finite dimensional
land-atmospheric state vector x ∈ Rm can be represented by its wavelet coefficients c ∈ Rd obtained through a matrix-
vector multiplication, that is c = Wx, where the rows of W ∈ Rd×m contain the wavelet bases or frames of choice for
which WTW = I, where (· )T denotes transposition. Assuming that the coefficients are independent and can be well
explained by the GG density, it implies that the prior distribution of the state vector of interest admits the following
multivariate form:
log p (x) ∝ −λ ‖Wx‖pp , (S1)
where the `p-norm is ‖x‖pp = Σmi=i |xi|p and λ > 0 collectively encodes the width parameter of the density. Clearly, from
the Bayesian perspective, this a priori knowledge can be used to obtain an a posteriori estimate of the land-atmospheric
state of interest. Specifically, let us assume that a set of under-sampled observations y ∈ Rn are related to the true
state x ∈ Rm, that is n < m, via the following linear model
y =Hx+ v, (S2)
where v ∈ Rn is a length-n error vector of the Gaussian nature with an n-by-n covariance matrix R ∈ Rn×n, and
H ∈ Rn×m denotes the sensing matrix. The linear system of equations in (S2) is under-determined for which the
maximum likelihood estimator does not yield a unique solution. Clearly, given the observation y, the maximum a
posterior (MAP) estimate of the true state can be derived as follows:
xˆMAP = argmax
x
p (x|y)
= argmin
x
{− log p (y|x)− log p (x)} . (S3)
Thus, one can easily see that xˆMAP can be obtained by solving the following minimization problem
minimize
x
{
‖y−Hx‖2R + λ ‖Wx‖pp
}
, (S4)
or alternatively by solving its counterpart in the wavelet domain
minimize
c
{∥∥y−HWT c∥∥2R + λ ‖c‖pp} , (S5)
where ‖x‖2R = xTR−1x. By obtaining the MAP estimate of the wavelet coefficients cˆMAP from problem (S5), obviously
one can compute the state of interest as xˆMAP = WT cˆMAP. A proper choice of the prior term, often called regularization,
may allow us to obtain a unique or stable solution for the under-determined system of equations in (S2). Notice that
the sparsest solution of problem (S5) can be naturally achieved in case of p → 0; however, choices of p < 1 make
this problem non-convex. Therefore, p = 1 is the smallest value of the shape parameter that promotes sparsity while
maintaining the problem in the realm of convex optimization. For the CS experiments, we used the Fast Iterative
Shrinkage-Thresholding Algorithm in [1] to solve the following problem in the wavelet domain:
minimize
c
{∥∥y−HWT c∥∥2R + λ ‖c‖1} , (S6)
and then recovered the state of interest in ambient domain from the estimated coefficients. As explained in the main body
of the paper, for further theoretical explanation of random sampling and it implication for the `1-norm reconstruction,
the reader may refer to the original work by Candes and Tao [4], while more practical applications in the magnetic
resonance imaging can be found in [23].
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