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Abstract. In recent years, the increased use of off-the-shelf components and the large-scale 
adoption of parallel computing have led to a dramatic reduction in the costs associated with 
high-performance computing. This has enabled increased usage of compute-intensive 
methods, such as Direct Numerical Simulation (DNS), for the simulation of turbulent flows. 
We introduce a sophisticated DNS code that incorporates a number of advanced features: 
high-order central differencing; a shock-preserving advection scheme from the total variation 
diminishing (TVD) family; entropy splitting of the Euler terms and the associated stable 
boundary treatment. 
 
A series of test cases was devised in order to test the scalability of the code and the scalability 
of the parallel platforms that were available. The benchmark case considered is based on the 
flow between two infinite parallel plates with isothermal walls driven by a constant pressure 
gradient. Turbulent flow is triggered by constructing disturbances with a combination of 
different wavelengths and with periodic boundary conditions forced in the streamwise and 
spanwise directions.  
 
Performance measurements are presented for a range of parallel systems, including the Cray 
T3E, the SGI Origin 3000 and clusters based on commodity processors and off-the-shelf 
networking components, and show excellent scalability across the range of platforms.
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1 INTRODUCTION 
Substantial progress has been made in advancing the methods used in computational fluid 
dynamics (CFD). However, numerical simulations of complex flow problems, such as 
shock/boundary-layer interactions (SBLI), has frequently led to poor agreement with experiments, 
especially when turbulent flow exists and a large amount of separation occurs. Most turbulence 
models exhibit limitations when applied to practical flows. Significant progress has been made 
recently using large eddy simulation (LES) and direct numerical simulation (DNS).  
We present results for a DNS code applied to a channel flow case in which turbulence is 
triggered by introducing known disturbances into the mean flow field. The code has been written 
using standard Fortran 90 code together with the Message Passing Interface (MPI) in order to be 
efficient, scalable and portable across a wide range of high-performance platforms. Performance 
measurements for this benchmark case are presented for a range of parallel systems, including the 
Cray T3E and clusters based on commodity processors and off-the-shelf networking components.  
2 THE DNS CODE 
The main numerical features were presented in Sandham & Yee1, to which the reader is referred 
for a detailed description of the method, with reasons for its choice. Results from this earlier work 
used a serial code. However the full benefits of the method are expected to appear in the present 
parallel code and the choice of the current method strongly demands the most efficient parallelization. 
The parallel DNS code uses high-order central finite differences for solving the three-dimensional 
compressible Navier-Stokes (NS) equations in generalized co-ordinates. The flow domain is 
mapped into a rectangular computational domain, in which the governing equations are discretized 
and solved. An explicit multi-stage Runge-Kutta algorithm is used for the time advancement. To 
detect the possible discontinuities in the flow field, a shock-capturing method based on the artificial 
compression method (ACM) combined with a total variation diminishing (TVD) scheme is 
employed. The technique of entropy splitting of the Euler terms and corresponding boundary 
treatments is also implemented. The code is designed to simulate a range of different flow problems 
by an appropriate choice of boundary conditions. 
The code has performed well on a series of flow problems, including a spatially-developing 
laminar boundary layer flow and plane channel flows. A more complex flow problem involves an 
incoming laminar boundary layer over a curved bump mounted on a flat plate. For such a 
configuration a shock wave is expected to appear under certain flow conditions, and the flow 
separates due to strong adverse pressure gradient and shock/boundary-layer interactions. Results 
from this broad range of validations show good agreement against theory and other DNS databases. 
Details of these simulations have been presented previously2.  
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3 PARALLEL IMPLEMENTATION  
The computational domain is partitioned in three dimensions. Each sub-domain is allocated 
additional halo points and message passing is used whenever necessary to exchange internal 
boundary data in order to ensure that halo points are kept up-to-date. The width of the halo is 
determined by the size of the finite difference stencil, being larger and necessitating the 
communication of more data for the calculation of higher order terms. Additional code performs 
exchanges for data at the boundaries of the domain, where this is required to satisfy periodic 
boundary conditions. 
Fortran 90 allocatable arrays were used to dynamically allocate array space, allowing different 
problem sizes and processor configurations to be used without re-compilation of the code. However, 
we have found (section 5) that this does not always give the best performance, so the code includes 
the option (via cpp pre-processor directives) of statically allocating arrays at compile-time. 
4 TURBULENT CHANNEL FLOW SIMULATION 
A simulation of compressible turbulent channel flow with isothermal walls has been performed 
using a computational box of 6 x 2 x 3 based on the half-channel height, h. The flow conditions are 
as follows. The Mach number (M ) is 0.095, based on the friction velocity (ut) and the sound speed 
at the walls. The Reynolds number (Re ) is 190, based on h, bulk density3, ut, and the viscosity at 
the walls. The fluid is assumed to be an ideal gas with constant specific heats, i.e. g=1.4, and the 
Prandtl number, Pr=0.7. The power-law dependence used to define the viscosity as m=Tw, with the 
exponential value of w=0.7.  
 
Method Nx*Ny*Nz Lx*Ly*Lz M  Re  Pr dx+ dz+ 
present 60*141*60 6*2*3 0.095 190.0 0.7 19.0 9.5 
 
Coleman et al3 144*119*80 4 *2*4 /3 0.0955 190.7 0.7 16.6 10.0 
 
Table 1.: Comparison of simulation parameters 
Table 1 illustrates the key numerical parameters with comparison to those from another DNS of a 
similar problem3. Nx, Ny and Nz are the number of gridpoints in the streamwise, x, wall normal, y, 
and spanwise, z, directions. Lx, Ly and Lz are the box lengths based on h, and dx+ and dz+ are grid 
resolutions represented in wall units defined in the usual way. The data of Coleman et al3 have been 
converted to the current formulation for comparison.  
The gridpoints are generated uniformly in the streamwise and spanwise directions but stretched in 
the wall normal direction. There are 12 points in the sublayer region (y+<10). The flow is periodic in 
the streamwise and spanwise directions, and the ‘no-slip’ condition is used at the walls in the normal 
direction. The simulation starts with a prescribed turbulent mean flow field with additional artificial 
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fluctuations. A body force is used to drive the flow. This simulation is performed using 32 PEs on a 
Cray T3E-1200E parallel computer. Statistics are generated by averaging over 40 non-dimensional 
time units after the flow has settled down. Figure 1 shows the Favre-averaged mean velocity profile. 
Figure 2 shows the turbulent intensities across the channel height. The dashed lines are results from 
the present simulation and the solid lines are results from Coleman et al3. It can be seen that results 
from the current simulation are in good agreement with those of Coleman et al3. The symmetry of 
both simulations would be improved by longer run times. 
 
 
 
 
  
Figure 1.: The Favre-averaged mean velocity profile from the present simulation (dashed line) compared with data 
from Coleman et al3 (solid line). 
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Figure 2.: The turbulent intensities across the channel height from the present simulation (dashed lines) compared 
with data from Coleman et al3 (solid lines). 
 
5 THE PERFORMANCE BENCHMARKS 
The benchmark case considered is based on the flow between two infinite parallel plates with 
isothermal walls driven by a constant pressure gradient. Turbulent flow is triggered by constructing 
disturbances with a combination of different wavelengths and with a periodic boundary condition 
forced in the streamwise direction. A series of test cases was devised in order to test the scalability 
of the code and the scalability of the parallel platforms that were available. The computational box 
was set to be a cube of n x n x n, where n = {120, 240, 480}, giving small, medium and large test 
cases. The Reynolds number of the flow was scaled with the size of the box, thus Re = {180, 360, 
720}. 
Benchmark 100-iteration runs of the two smaller benchmarks (120-cubed and 240-cubed) have 
been run on the Cray T3E-1200E operated by CSAR at the University of Manchester, UK. 
Performance results for the 240-cubed benchmark, run using statically allocated and using 
dynamically allocated arrays are shown in Fig. 3. Performance is measured in iteration-points per 
second; this being the number of iterations times the number of gridpoints (i.e. a measure of the work 
performed) divided by the elapsed execution time measured using MPI_WTIME(). This benchmark 
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requires about 16 GB of memory, and therefore can not be run on fewer than 64 of the 256-MB 
T3E processors. The scaling for the static case is excellent, with an efficiency of 65% at 768 
processors relative to the 64-processor run.  
The performance in the case of dynamic memory is revealing. For large numbers of processors 
the performance benefit from static allocation is less than ten per cent, but below 128 PEs it is about 
a factor of four. With static allocation, the compiler knows the length of loops at compile-time and is 
better placed to structure the compiled code for optimum cache utilisation. This is important when 
sub-domains are large but the effect almost vanishes when the data for key inner loops fits within 
cache. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.: Performance of the 240-cubed turbulent channel benchmark on the Cray T3E-1200E using static (black 
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diamonds) and dynamic (grey triangles) array allocation. The dashed lines show ideal scaling from the 64-
processor run in each case. 
 
Figure 4 shows the performance (using static memory) of the 120-cubed benchmark on three 
systems, the Cray T3E-1200E, the SGI Origin 3000 (also at CSAR) and the Daresbury Loki 
Cluster. Loki consists of 32 667-MHz Alpha EV67 processors connected by the Quadrics Elan III 
high-performance interconnect and the QNet switch. Loki demonstrates its cost-effectiveness by 
giving more than twice the performance of the T3E on 32 processors, though it remains to be shown 
how well such systems scale to larger numbers of processors.  
The Origin 3000 (with 400 MHz MIPS R12000 processors and SGI’s new NUMAlinkTM 
interconnect) gives 3.5 times the performance of the T3E on 128 processors, but the highly super-
linear scaling shows how badly it is affected by cache misses for smaller numbers of processors. The 
use of dynamic memory on the Origin 3000 is always detrimental, with a performance penalty of as 
much as a factor of 20. Initial performance results for the Origin 3000 using the 240-cubed 
benchmark are inconclusive, as it has been difficult to obtain repeatable timings in a non-dedicated 
batch environment. 
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Figure 4.: Performance of the 120-cubed turbulent channel benchmark on the Cray T3E-1200E (black diamonds), 
the SGI Origin 3000 (grey circles) and the Daresbury Loki cluster (black triangles). 
6 CONCLUSIONS 
We have presented results from a parallel DNS code applied to compressible turbulent channel 
flows. Results published here and elsewhere2 show good agreement against theory and against other 
DNS calculations. 
The code has been designed from the start to exploit to the full the capabilities of today’s state-
of-the-art high-performance parallel systems. Excellent scaling has been achieved using a 240-cubed 
benchmark on up to 768 processors of a Cray T3E-1200E parallel system. The use of Fortran 90 
allocatable arrays to improve ease-of-use of the code has been found to impose an unacceptable 
performance penalty in many cases. Performance of a cluster using commodity-off-the-shelf 
processors and networking components has proved to be highly cost-effective, at least up to 32 
processors. The SGI Origin 3000 has shown performance of 3.5 times the T3E on equivalent 
numbers of processors, but this performance does not appear to scale well with numbers of 
processors or with problem size. 
Future work is planned which will further extend the capabilities of DNS towards more accurate 
simulations and higher Reynolds number flows. We believe that the efficient and cost-effective 
exploitation of current and future high-performance parallel systems is an essential element of this 
work.  
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