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ABSTRACT 
Future mobile broadband communication systems aim to provide a wide range of multimedia services 
(telephony, video conferencing, audio and video broadcasting, etc. ) to a large number of users. fu 
order to achieve a global coverage and reach retnote users, satellite is foreseen to be a key component 
in the development of such networks. When cmnpared to first-generation tnobile satellite 
communication systems, these future satellite networks will need to provide significantly higher data 
rates whilst achieving very low bit error probability values. fu order to keep the mobile user terminal 
as well as on-board processing complexity as low as possible, it is important to reach the required 
quality of service with very low values of the signal-to-noise ratio. Hence, particular attention must be 
paid to the design of the air interface of these future satellite systems. The use of CDMA presents a 
number of advantages for mobile cmmnunication systems, and hence CDMA technology has recently 
received a lot of attention for both second generation and future terrestrial multimedia systems. 
However, less effort has been put into the design of CDMA solutions for satellite communications. 
Moreover, good air interface designs for terrestrial systems do not necessarily translate into efficient 
solutions for the satellite environment. Hence, different techniques aimed at improving the 
petfonnance of CDMA satellite systems are proposed in this thesis. 
First, the perfonnance of S-CDMA, which reduces the level of MAl by co-ordinating the transmission 
of the different users, is analysed in satellite fading channels. Comparisons with the more 
conventional A-CDMA are provided and the impact on the trans1nission quality of imperfect power 
control, synchronisation errors and pulse shaping is assessed. In order to meet the very tight 
requirements set for multimedia services, FEC coding is required. Hence, the performance of S-
CDMA in fading channels is presented for different channel coding techniques. The performance of 
the different schemes is characterised with both power and spectral efficiency and comparisons are 
made. In order to reduce the performance degradation due to the MAl, it is also possible to use multi-
user detection algorithms at the receiver. In this thesis, the performance of MUD algorithms using an 
ANN architecture is analysed in satellite fading channels. Different training strategies and algorithms 
are considered and the performance of the ANN receivers is compared to that of the conventional 
correlator as well as other MUD algorithms. Finally, a number of different multi-rate spreading 
techniques are proposed and their respective cmnplexity is discussed and compared. The power 
fluctuations caused by these different multi-rate spreading techniques are analysed in order to 
evaluate their performance in the satellite non-linear channel. 
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1. INTRODUCTION 
1.1 STUDY BACKGROUND 
The use of Spread Spectrum (SS) signalling for communication systems dates back some 75 years. 
The first patent describing the SS transmission of Amplitude Modulation (AM) signals was filed in 
1924 [Sitnon-85]. In the early days, SS signalling was developed mainly for military applications and 
was based on Frequency Hopping (FH) signals. In this context, military SS has been applied to radar 
systems [Guanella-38], torpedoes and missile guidance as well as anti-jam systems such as Buffalo 
Laboratories Application for Digitally Exact Spectra (BLADES). 
The first systems using Direct Sequence (DS)-SS then appeared in the fifties. Price and Green 
presented a DS-SS system that proved to be more resistant to multipath fading through the use of a 
signal processing algorithm known as a Rake receiver [Price-58]. An anti-jam Direct Sequence (DS)- . 
SS system named ARC-50 was also successfully developed by Magnavox in the late fifties [Taylor-
60]. Finally, during the same period, the satellite radio systems OM-55 and USC-28 were 
iinplemented using DS-SS technology. 
The first commercial applications in the terrestrial environment of Code Division Multiple Access 
(CDMA) came 30 years later. During the late eighties, the Federal ColTilnunications Cormnission 
(FCC) pushed for the development of communication systems using SS technology. This resulted in 
the tnobile colTilnunications Intermediate Standard-95 (IS-95) standard developed by Qualcomm Inc. 
which was adopted in 1993 by the Telecommunications Industry Association (TIA). This system, 
which provides voice and low data rate services, is already operating in a number of countries such as 
the US, South Korea and Brazil. More recently, the standardisation for the h1ternational Mobile 
Telec01nn1unications in the year 2000 (IMT-2000)/ Universal Mobile Telecommunications System 
(UMTS) has produced a large interest in CDMA techniques [Dahlman-98], [Ojanpera-98]. It is 
interesting to note that all the different proposals made by the European Telecommunications 
Standards Institute (ETSI) are based on a CDMA air interface. 
SS signalling has also been present in the satellite area for a long time. In the late sixties, the US 
Department of Defense developed the tactical communication satellite TATS [Drouilhet-69]. In the 
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seventies, the Global Positioning System (GPS) satellites were designed to provide geodesic surveys 
and position location [Spilker-78]. SS and CDMA is also used or being proposed for Satellite 
Personal C01mnunication Networks (S-PCN) systems such as Globalstar [Hirshfield-96], Ellipso 
[Draim-97], Constellation [Constellation] and European land Mobile Services (EMS) [Jongejans-93]. 
Finally, CDMA has also been applied for Very Small Aperture Terminal (VSAT) satellite systems 
such as Equatorial and ARCANET [Gaudenzi-96]. 
1.2 MOTIVATIONS 
As seen in the previous section, CDMA is already in use or is being proposed for a large number of 
communication systetns. With the exception of the third generation mobile systems which are still in 
the process of design and standardisation, these systems are designed to provide voice or low to 
tnedium data rate services. On the other hand, future mobile satellite broadband systems aim at 
providing tnultimedia services with data rates up to a few Mbps to a large number of users. The 
require1nents of these systems are therefore significantly different from those of pre-existing systems 
and a number of issues have to be investigated in order to derive the best possible air interface. 
In CDMA cmmnunication systems, all the users share the same time and frequency channel. Every 
user is assigned a particular waveform to spread the information data. Since the different signature 
waveforms are never fully orthogonal, CDMA systems will suffer from Multiple Access Interference 
(MAl) caused by the users transmitting in the system. The level of MAl is an important factor in the 
determination of the systetn capacity. Assuming a given Quality of Service (QoS), the reduction of the 
MAl level will result in an increase in the system capacity. Moreover, it is important to note that the 
capacity of future broadband satellite systems will need to be significantly higher than that of current 
S-PCN. The capacity of Globalstar satellites is of the order of a few Mbps whereas that of broadband 
satellites is expected to be in the order of the Gbps. Hence, keeping control of the MAl is of utmost 
importance for future broadband satellite systems. In this study, two different techniques aimed at 
reducing the MAl are considered. The first technique, referred to as Synchronous CDMA (S-CDMA), 
improves the discrimination of the users' data streams by ensuring that the cross-correlation between 
the different spreading sequences is kept as low as possible at the receiver. The second approach, 
named Multi-User Detection (MUD), is based on complex signal processing algorithms at the receiver 
which use information on the MAl characteristics. 
For vocoders to offer a good speech quality, Bit Error Rate (BER) values around 10"3 are needed. 
Hence cmmnunication systems providing speech services are designed according to this requirement. 
This required BER value will then drive the whole design of the system (choice of the channel coding 
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technique, required Signal to Noise Ratio (SNR) ... ). On the other hand, when services such as video 
on demand, high quality audio broadcasting are targeted, very low BER values have to be achieved 
(usually between 10-6 and 10-10). In order to keep the User Terminal (UT) and On-Board Processing 
(OBP) complexity within reasonable complexity limits, it is important to reach the required BER 
value with a SNR as low as possible. Hence, it is important to assess the performance of Forward 
Error Correction (FEC) coding schemes which allow the tight requirements set by multimedia 
services to be tnet. 
Finally, the provisiOn of multimedia services implies the transmission of different types of 
information, and hence different associated data rates. Furthermore, in order to keep the system as 
flexible as possible, services with different associated data rates should be mapped onto the same 
frequency bandwidth. This requires multi-rate spreading to be implemented in which the bandwidth 
expansion produced by spreading varies according to the service rate. Since different users and 
different services share the same time and frequency resource, power fluctuations will be 
encountered. These power fluctuations could impact critically on the performance when the non-
linearity of the satellite channel are taken into account. It is therefore itnportant to propose efficient 
ways of 1napping the multimedia services onto the physical layer and assess the conesponding 
petformance in satellite non-linear channels. 
1.3 ORGANISATION OF THE THESIS 
The organisation of the thesis around the three technical issues discussed in the previous section is 
presented in Figure 1-1. 
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spreading 
Chapter 2 describes the framework in which the research presented in this thesis fits. First, the 
technical characteristics of a number of different proposals for future broadband satellite systems are 
detailed. This comparative review is used to establish the assumptions that have been made for the 
work presented in this thesis. It is also proven that delivering multimedia services to compact mobile 
UT is technically feasible and the advantages of so doing using a COMA air interface are highlighted. 
It is however shown that conventional CDMA is potentially less efficient than Time Division Multiple 
Access (TDMA), thus justifying the motivation for this thesis to investigate new COMA receiver 
architectures. 
In chapter 3, the performance of S-COMA in satellite fading channels is analysed. To do so, a 
statistical model for MAl in S-CDMA systems is derived. This S-CDMA model is applicable to 
fading channels and to different two-dimensional modulation schemes. Using this S-CDMA channel 
model, the performance of S-COMA is first compared to that of the more conventional Asynchronous 
COMA (A-CDMA). The impact on the transmission quality of imperfect power control as well as 
synchronisation is assessed. Finally, the performance of S-CDMA is presented for different pulse 
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shaping functions and comparisons between the different schemes in terms of spectral and power 
efficiency are provided. 
h1 order to 1neet the very tight performance requirements set for multimedia services, FEC coding will 
be necessary. Hence, in chapter 4 the performance of S-CDMA in fading channels is presented for 
different channel coding techniques. In order to propose a range of possible solutions as large as 
possible, Convolutional Codes (CC), Trellis Coded Modulations (TCM), Multilevel TCM (MTCM) 
and concatenated coding schemes are considered. The performance of the different schemes is 
characterised with both power and spectral efficiency and comparisons are made. New semi-analytical 
solutions are proposed to evaluate the performance of concatenated coding schemes with either CC or 
TCM inner codes. 
In chapter 3, it is shown that the effect of the MAl on the transmission performance can be greatly 
reduced by synchronising at the receiver the spreading sequences of the different users. In chapter 5, a 
different approach for the reduction of the MAI performance degradation, referred to as MUD and 
based on complex signal processing algorithms, is investigated. The performance in satellite fading 
channels of CDMA with Artificial Neural Network (ANN) receivers is assessed. Different training 
strategies and algorithms are considered and the performance of the ANN receivers is compared to 
that of the conventional correlator as well as other MUD algorithms. 
h1 chapter 6, a number of different multi-rate spreading techniques are proposed and their respective 
complexity is discussed and compared. The power fluctuations caused by these different multi-rate 
spreading techniques are analysed. Then, using an analytical model for the satellite payload non-
linearities, the pmformance of the different schemes is analysed. 
Finally, in chapter 7, the main findings of the thesis are sunnnarised and conclusions are drawn. Areas 
in which further research could be catTied out are also proposed. 
1.4 LIST OF ORIGINAL ACHIEVEMENTS 
The list of original work presented in this thesis is: 
1. A thorough investigation for the first time of the performance of S-CDMA in satellite fading 
channels. h1 order to do so, a statistical channel model for S-CDMA applicable to fading channels 
and different modulation schemes has been developed. Using this model, the impact on the 
5 
Chapter 1: Introduction 
performance of power control and synchronisation errors, pulse shaping as well as that of using 
different tnodulation schemes has been assessed. 
2. The trade-off between spreading and FEC coding has been analysed for S-CDMA transmission 
using both mathematical analysis and simulations. 
3. A thorough investigation of the performance of FEC coding schemes for S-CDMA transmission 
over fading channels. A number of different coding schemes which allow the tight requirements 
set for multimedia services to be met have been proposed. The performance of the different coding 
schemes, which include CC, TCM, MTCM and concatenated coding schemes, have been 
compared for parameters such as power and spectral efficiency. 
4. Two new channel models for inner CC and TCM, to be used in the performance evaluation of 
concatenated coding schemes, have been developed. These models, which use Markov chains, are 
significantly simpler than previously existing models and allow easy evaluation of concatenated 
coding schemes with a very good accuracy. 
5. A new objective function for the training of Multi-Layer Perceptron (MLP) receivers in DS-
CDMA channels has been proposed. This new objective function significantly improves the 
performance of MLP receivers and hence leads to a reduced performance degradation to the Single 
User Bound (SUB). 
6. The performance of different training algorithms for MLP receivers has been assessed for CDMA 
transmission in satellite fading channels. It is shown that convergence can be achieved even in 
time-varying channels with relatively short training sequences. Using the proposed algorithms, it is 
possible to observe significant gains over the conventional correlator receiver as well as other 
known MUD receivers. 
7. Different multi-rate spreading techniques have been proposed and their performance has been 
cmnpared in terms of complexity as well as performance in non-linear satellite channels. 
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2. CDMA FOR BROADBAND SATELLITE 
SYSTEMS 
2.1 INTRODUCTION 
Third generation 1nobile communication systems are aiming to provide a wide range of multimedia 
services (telephony, video conferencing, audio and video broadcasting, ... ) to a large number of users. In 
order to achieve a global coverage and reach remote users, the satellite is foreseen to be a key component 
in the development of such networks. On that note, a number of projects such as the European Advanced 
Comnmnications Technologies and Services (ACTS)-Satellite EHF Communications for Mobile 
Multimedia Services (SECOMS) project [Losquadro-97], trials with the Japanese COMETS satellite 
[Ohuchi-96], [Saito-97] and the Atnerican ACTS satellite [Matzrak.-96], [Abbe-97] have been initiated. 
These projects aim to demonstrate the possibility for satellite systems to deliver broadband services to 
mobile users. h1 this chapter, the framework in which the research presented in this thesis fits will be 
described. The different assumptions on which the work is based will be discussed. fu order to do so, the 
characteristics of a number of planned broadband satellite systems will first be presented. It will also be 
shown that the provision of broadband services to compact mobile UT is feasible. The advantages and 
shortcomings of CDMA for satellite connnunications will also be discussed. 
2.2 FUTURE BROADBAND SATELLITE SYSTEMS 
A number of proposals for cmnmercial broadband satellite systems have already been made. These 
proposals use the knowledge gathered through the experimental1nissions National Aeronautics and 
Space Ad1ninistration (NASA)-Advanced Connnunications Technology Satellite (ACTS) [Naderi-88], 
Agenzia Spaziale Italiana (ASI)-Olympus [Hughes-88] and European Space Agency (ESA)-Italsat 
[Bellacini-91]. Examples of such systems are WEST from Matra Marconi Space [LeStradic-97], 
EuroSkyWay by Alenia Spazio [Losquadro-96], SkyBridge frmn Alcatel [Sorre-97], Spaceway by 
Hughes Communications [Fitzpat.-96], Cyberstar from Space Systems/Loral [Leamon-97], Astrolink 
by Lockeheed Martin [Elizondo-97] and Teledesic [Sturza-95]. The main system characteristics of 
these different systems are presented in the following two tables. The Global Integrated Personal 
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Satellite multimedia Environment (GIPSE) systen1 [Sammut-98], resulting from a study performed by 
Matra Marconi Space, Cable & Wireless, Nortel, Philips, Roke Manor Research and the University of 
Surrey, is also described. 
WEST EuroSkyway Sky Bridge GIPSE 
Frequency band Ka Ka Ku Ka 
Orbit class GEO(+MEO) GEO LEO MEO 
Coverage Global Regional Global Global 
# satellites 12GEO 2 (phase 1) 80 24 
+9MEO + 3 (phase 2) 
#spotbeams 49 over europe 32 over Europe 24 beams > 100 
per satellite 
Payload Regenerative, Regenerative, Transparent Regenerative, 
ATMOBS FPS ATMOBS 
Terminal type Fixed Portable/Fixed Fixed Portable 
Max. Service rate 384 kbps up to 160 kbps up to 2Mbps 144 kbps 
6Mbps 2Mbps 
Access scheme MF-TDMA MF-TDMA CDMA MF-TDMA 
Capacity ｾ＠ 10 Gbps ｾ＠ 9 Gbps ｾ＠ 2. 7 Gbps per N.A. 
per satellite per satellite satellite 
Availability > 99.5% > 99.5% N.A. 99% 
Operational time 2001 2001 2001 >2005 
Table 2-1: European broadband satellite proposals 
Spaceway Cyberstar Astrolink Teledesic 
Frequency band Ka Ku (phase 1 & 3) Ka Ka 
Ka (phase 2) 
Orbit class GEO GEO+LEO GEO LEO 
Coverage Global Global Global Global 
# satellites 9 3 GEO (phase 2) 9 288 
48 LEO (phase 3) + 36 spares 
# spotbeams 48 72 Ka band beams 80 fixed up. 64 
per satellite (2 polarisations) 52 hopping down 
Payload Regenerative, Regenerative, Regenerative, FPS 
ATMOBS FPS ATMOBS 
Terminal type Fixed Fixed Fixed Fixed 
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Max. Service rate 1.544 Mbps 512 kbps up to 384 kbps up to 2Mbps 
6Mbps 2Mbps 
Access scheme MF-TDMA MF-TDMA MF-TDMA MF-TDMA 
Capacity :::::4.4 Gbps :::::9 Gbps 7.7 Gbps N.A. 
per satellite per satellite per satellite 
Availability 99.5% >95% N.A. 99.9% 
Operational time 2002 1998 phase 1 N.A. 2003 
2000 phase 2 
2002 phase 3 
Table ＲｾＲＺ＠ American broadband satellite proposals 
The observation of the above tables provides us with interesting information on the likely components 
of future broadband satellite systems. First, 1nost of the early proposed systems are based on 
Geostationary Earth Orbit (GEO) payloads. Non GEO constellations have a number of advantages and 
are included in later systems. First, the round-trip delay is much less than the 250 ms encountered by 
GEO satellites. This feature can improve the QoS of real-time services. It is also possible to 
implement satellite diversity in order to counteract the mobile propagation effects if 'on the move' is a 
require1nent. It is also often claimed that the use of a Medium Earth Orbit (MEO) or a Low Earth 
Orbit (LEO) constellation leads to reduced power requirements for the UT. This claim is based on the 
fact that the free space loss increases with the square of the propagation path. However, if one 
assu1nes a given beam size on the earth, a higher altitude corresponds to a reduction in the angular 
beamwidth of the satellite antenna and hence to an increased gain. In fact, it can be shown that the 
increase in free space loss is completely compensated by the improvement of the satellite antenna 
gain. Hence, the use of a higher orbit does not necessarily ease the link dimensioning. It should 
however be stressed that there are two limits in the argmnent presented here. First, for parabolic 
reflector antennas the decrease in the angular beamwidth corresponds to a larger antenna size. 
However, at Ka band it is possible to achieve low angular beamwidth with relatively small antennas. 
The second limitation lies in the fact that to provide global communications, GEO constellations have 
to offer a larger coverage due to the reduced nmnber of satellites. Hence, it may not be possible, due 
to limitations in the payload processing capabilities, to have a very low angular beamwidth which 
would then correspond to a large nmnber of spotbeams. It can be stated that the advantage of using 
MEO or LEO orbits does not inherently lie in the reduced free space loss but in the distribution of the 
complexity over all the satellites of the constellation. However, the use of a non GEO constellation 
leads to a number of problems. First, unless the constellation is specifically designed to follow the 
earth, as proposed in [Pennoni-95], or beam scanning is implemented, the satellites will for most of 
the time cover water or low traffic regions. On the other hand, GEO satellite systems can concentrate 
their capacity to high demand regions and thus achieve a better use of the available resources. 
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Moreover, communications with non GEO satellites will suffer from high Doppler shift. This problem 
is particularly itnportant at Ka band where Doppler shifts in excess of 500 kHz can be experienced. 
The high satellite velocity will also result in frequent hand-over which will increase both the 
signalling load and the call dropping probability. It is interesting to note that call dropping was one of 
Iridium's 1najor problems when trials started [Lloyd-98]. The satellite movement also results in the 
need for the UT to petfonn fast tracking of the signal, which will then impact on the antenna 
subsystem cmnplexity. Taking into account all of these considerations, a GEO constellation is 
assumed in this thesis, as the most likely choice for the first generation of multimedia satellite 
systems. 
It can also be seen from the tables that all but one of the proposed systems propose to use a 
regenerative transponder. By so doing, significant improvements in the link dimensioning can be 
achieved. Under certain conditions gains as high as 12 dB can be experienced [Btugel-94]. 
Regeneration of the received signals also tnalces it possible to individually perform the on-board 
routing of the Asynchronous Transfer Mode (A TM) or ATM-like cells. For CDMA signals, the 
signals corresponding to the different users share the same time and frequency medium. Hence, in 
order to efficiently provide direct user-to-user connections with a single hop, on-board regeneration is 
required. This is particularly important when GEO satellites are used and one wants to keep the end to 
end delay as low as possible. Finally, it should be stressed that different levels of on-board 
regeneration can be provided, ranging frmn the relatively simple demodulation/modulation to the full 
decoding and reencoding of the data streams. 
SkyBridge is the only system planning to operate in the Ku band. All the other systems will use the 
Ka band which is characterised by large frequency spectrum availability (500 MHz). The use of the 
Ku rather than Ka band could improve the link quality since it is characterised by lower atmospheric 
loss values. However, the spectrum usage in the Ku band is already high. In fact the Skybridge systetn 
is reusing a frequency band which is co-allocated to other systems. Moreover, the possibility of 
providing mobile services is limited to a secondary allocation between 14 GHz and 14.5 GHz [WRC-
95]. Hence, the choice of the Ka band seems to be the most appropriate. It is also possible to observe 
a growing interest in higher frequency bands such as the EHF. However, advances in technology will 
be required to successfully use these frequency bands for commercial systems. 
Finally, all but one of the proposed broadband satellite systems propose to use a TDMA based access 
scheme. Moreover, one of the main reasons for Sky Bridge to use CDMA is that the spreading 
operation allows the system to reuse the Ku band frequency spectlum already allocated for the feeder 
links of GEO satellites. TDMA is usually preferred due to the larger experience in the application of 
this access scheme to the satellite enviromnent, especially when on-board processing is considered, 
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through experimentaltnissions such as NASA-ACTS and ITALSAT. However, it should be stressed 
that it was shown in [Valadon-99a] that the required on-board processing complexity of a CDMA 
regenerative payload is commensurate with currently proposed technology. Thus in this thesis we 
have investigated further the use of CDMA as its acceptance is likely to be technology driven and in 
future systems it could provide real improvements. 
2.3 CDMA IN THE SATELLITE ENVIRONMENT 
CDMA is the access scheme used in a number of existing or planned S-PCN and VSAT networks 
such as Globalstar [Hirshfield-96], Ellipso [Draim-97], Constellation [Constellation], EMS 
[Jongejans-93] and ARCANET [DeGaud.-96]. These systems can use all the features provided by 
CDMA systems which will be described in the next section. 
2.3.1 Features of CDMA 
• Lower sensitivity to interference and jamming: Since the signals transtnitted by the 
different users are spread, it is possible for CDMA systems to operate with a C// ratio much 
lower than narrowband systems. Hence, CDMA systems will have a lower sensitivity to 
interference. This CDMA feature helps the SkyBridge system in reusing the Ku band 
spectrum already allocated to the feeder links of GEO satellites. Spreading also means that 
CDMA systems are inherently more robust against jamming. 
• Frequency reuse: For TDMA systems, the different spotbeams of the satellite coverage have 
to be grouped into clusters so that the Co-Channel Interference (CCI) is kept below an 
acceptable level. Spotbeams belonging to the same cluster cannot reuse the same frequency 
band. On the other hand, due to their lower sensitivity to intetference, CDMA systems can be 
itnplemented with a frequency reuse factor of one. The use of the same frequency in each 
spotbeam of the coverage will create inter-spotbeam interference, but thanks to the spreading 
operation and to the beam isolation, the random-like self noise from the adjacent beams can be 
maintained below an acceptable level. By so doing, the overall frequency resource 
Inanagement is eased. It should however be noted that the implementation of a frequency 
reuse factor of one puts a burden on a regenerative satellite payload since the whole system 
bandwidth must be processed for each spotbeam of the coverage. Finally, it is possible for 
CDMA systems to use both senses of polarisation in each spotbeam. This scheme referred to 
as frequency reuse by orthogonal polarisation can improve the spectral efficiency of the 
system [Gilhousen-91]. 
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• Soft hand-over: When the system operates with a frequency reuse factor of one, the 
implementation of soft hand-over is eased. Compared to hard hand-over, the use of soft hand-
over will help reduce the probability of call dropping due to users changing spotbeam. The 
iinplementation of soft hand-over is not a specificity of CDMA systems. TDMA based 
systems could also provide soft hand-over. However, since the transmission is performed at 
different frequencies for the two spotbeams/satellites involved during the hand-over, the UT 
needs two Tx and Rx chains, which then leads to a complexity increase. On the other hand, 
this requirement can be avoided for CDMA systems with a frequency reuse factor of one. 
• Diversity: In terrestrial mobile communication systems, the signals corresponding to the 
different multipath echoes can be combined in order to mitigate the fading effect. h1 the 
satellite environment, the delay spread is usually lower than the signalling duration and the 
1nultipath fading components can not be resolved at the receiver. However, when more than 
one satellite is visible from the UT, it is possible to receive replicas of the transmitted signals 
through different propagation paths. This helps combat the effect of both shadowing and 
multipath fading. It should be noted that the effectiveness of satellite diversity to reduce the 
effect of shadowing depends on the azimuth correlation of the propagation environment. 
Similarly to soft hand-over, satellite diversity can be itnplemented for both TDMA and 
CDMA systems. For example, the ICO syste1n provides dual satellite diversity [Ghedia-99]. 
However, the use of CDMA with a frequency reuse factor of one lowers the implementation 
complexity. 
• Soft capacity: For TDMA systems, the capacity directly depends on the number of tilne slots. 
On the other hand, in CDMA systetns, the capacity is dictated primarily by the level of 
interference that can be supported while providing the required QoS. The system requirements 
are therefore calculated for a given traffic distribution over the coverage area. However, if a 
given spotbeam is surrounded by under-loaded spotbeams, the level of interference will be 
lower than the one considered for the link dilnensioning. It will then be possible to support in 
this beam a nmnber of connections higher than the nominal value. Hence, CDMA is flexible in 
accommodating variations in the traffic distribution which corresponds to a given interference 
distribution scenario. Moreover, when the number of users in the system increases, the level of 
interference increases gracefully and it is possible to accept more users than the nominal 
capacity by trading-off the QoS. This can prove interesting when the traffic requirements peak 
for a very short period and one does not want to drop calls. Finally, it should be stressed that 
there still is a hard limit on the capacity of CDMA systems which is set by the number of 
available spreading sequences. Hence the extent to which soft capacity can prove useful 
depends on the set of spreading sequences that is chosen. 
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• Low rate FEC coding: For TDMA systems, the power efficiency has to be traded-off against 
the spectral efficiency. On the other hand, for CDMA systems, the MAl which dictates the 
system capacity adds on a power basis only. Hence, for a given data rate and system 
bandwidth, the use of low rate FEC codes can provide good coding gains without any loss in 
spectral efficiency. This is interesting for multimedia services where the target BER is very 
low. It should however be stressed that the use of low rate channel codes reduces the number 
of available spreading sequences with good cross-correlation properties. 
2.3.2 Challenges of CDMA 
In the previous section, the advantages of using CDMA have been detailed. However, it will now be 
shown with an example that conventional CDMA is usually less efficient than TDMA in terms of 
spectral efficiency as well as power requirements. The link dimensioning of a future mobile 
broadband satellite system will be performed for both CDMA and TDMA access schemes and 
cmnparisons will be made. This exercise will also demonstrate the possibility of providing wideband 
services to compact mobile terminals using the Ka band frequency. 
First, the ditnensioning of CDMA systems will be detailed. The C/No ratio, expressed in dBHz, is 
calculated in the uplink as: 
Cj Noluplink = E/RPUT + G/T.mtl'ilite- L,plink- k (dBHz) (2-1) 
EIRPuT is the Equivalent Isotropic Radiated Power (EIRP) of the UT in dBW. G!T.wrellire denotes the 
figure of merit of the satellite and is expressed in dB/K. L,ptink represents all the losses encountered in 
the uplink transmission, including free space and atmospheric loss. k is the Boltzmann constant and is 
equal to -228.6 dBW/KHz. 
Since the MAl adds on a power basis [Viterbi-85], the interference received at the satellite is equal to: 
I = N E/RPUT X q:,tellite (1 b N ) (1 + XPJ-I J II X X + X spot X 
L,pnnk 2 
(W) (2-2) 
A number of assmnptions have been made in order to calculate the interference. First, the number of 
users in each spotbeam N, is assumed constant over the coverage area. The ratio 
EIRPur x ｇＮｾｲｴＧｬｬｩｲ･＠ / L,plink is also assumed constant. N.,·por denotes the number of spotbeams interfering 
with the wanted spotbeam. b is the beam overlap factor which is calculated as the ratio between the 
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average satellite antenna gain in the interfering beams and the average satellite antenna gain in the 
wanted beam. When the antenna pattern is arranged so that the intersection of adjacent cells is at -3 
dB contour and for a Gaussian antenna pattern, the beatn overlap factor can be found equal to -10.2 
dB [Monsen-95]. Values of the beam overlap factor for MEO and LEO constellations and tapered-
aperture as well as Gaussian antennas can be found in [Lutz-97]. In order to lower the interference, it 
has been assumed that both polarisation senses are used in each spotbeam of the coverage. The XPI 
denotes the Cross Polarisation Isolation (XPI) factor. 
The spreading bandwidth required can then be calculated as: 
(
1 + XP/-1 J N 11 x (1 +b x ｎＮｾｰｯｲ＠ )x 2 
(2-3) 
(Hz) 
It can be seen from the above equation that the required bandwidth is directly proportional to the 
number of user. It can also be seen that the bandwidth requirement depends on the power budget and 
the minimum bandwidth required to operate can be found equal to: 
W.uin = N" X R11 X (1 + b X Nspm) X ( J + x_:r' J X ( ｾｾｾ＠ ) . (Hz) 
(J l'<'tjlllrt·tl 
(2-4) 
The tninimmn bandwidth requirement depends directly on the required Eb/No ratio and hence the 
power efficiency of the modulation and coding sche1ne. Unlike single user communication systems 
where spectral efficiency has to be traded-off against power efficiency, the use for CDMA systems of 
powerful modulation and FEC coding systems eases the bandwidth requirements. 
Siinilar equations can be obtained for the downlink dimensioning. The main difference lies with the 
orthogonality of the signals belonging to the same beam. The dimensioning results will now be 
presented for a GEO system providing multimedia services to compact mobile terminals. The 
different parameters are presented in Table 2-3 and will now be justified. 
The satellite antenna dimneter is equal to 2 111 in Rx and to 3 m in Tx. The SECOMS system provides 
a 32 spotbeam European coverage with antenna diameter values of 1 m and 1.5 m [Losquadro-97]. 
Hence, the number of spotbeams considered in this exercise is approximately equal to 128. This value 
is reasonable in view of some of the already planned systems such as Astrolink. The satellite G/T has 
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been calculated assuming a -3 dB beam pattern crossing point, a Rx loss of 1 dB and a Noise Figure 
(NF) for the Low Noise Amplifier (LNA) of 1.5 dB. As a comparison, the super High Electron 
Mobility Transistor (HEMT) LNA flying in the COMETS satellite has a NF of 3 dB [COMETS] and 
a Pseudomorphic HEMT (P-HEMT) LNA with a NF of 1.4 dB has been reported in [lshikawa-97]. A 
1 dB Tx loss has been included in the downlink satellite antenna gain calculation. 
It is assumed for this link dilnensioning that the UT uses an adaptive array antenna. Adaptive array 
antennas are the best candidates for future broadband mobile satellite systems since they can provide 
fast tracking with a relatively low size. It can be seen from the following four references that the gain 
in dB of such antennas is linearly related to the number of radiating elements [Densmore-94], 
[Erickson-94], [Fujiinoto-94], [Telikep.-95]. Hence, using the results presented in [Huggins-98], the 
gain of a 24X24 ctn antenna with 256 elements can be taken equal to 30.5 dBi at 30 GHz. The CIT has 
been calculated for an antenna noise temperature of 60 K and a NF equal to 1 dB. 
Parmneter 
--------------------------· Satellite capacity 
Satellite G/J' 
Satellite Tx antenna gain 
# spotbeams 
UTG/J 
UT Tx antenna gain 
Uplink free space loss 
Downlink free space loss 
Uplink atmospheric loss 
Downlink atmospheric loss 
Uplink CDMA (CC(Vz, L=7)) Eb/No 
Uplink TDMA (2/3-SPSK, 64 states) Eb/No 
Downlink CDMA (CC(Vz, L=7)+RS(208,192)) Eb/No 
Downlink TDMA (2/3-SPSK, 64 states+RS(208,192)) Eb/No 
TDMA intelference margin 
XPI 
Link tnargin ___ ...., 
" 
Table 2-3: Linlt dimensioning parameters 
Value 
6.5 Gbps 
24.2 dB/K 
50.4 dBi 
128 
5.6 dB/K 
30.5 dBi 
214dB 
210.5 dB 
4.1 dB 
2.7 dB 
6.8 dB 
8.6dB 
3.2dB 
4.7 dB 
1 dB 
6dB 
6 dB 
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Dimensioning is performed for an information rate of 512 kbps. The required end to end BER is equal 
to 10-10• It is also assumed that the data streams are fully regenerated on-board the satellite. The 
CDMA modulation and coding schemes are based on the maximum free distance half rate CC of 
constraint length 7. In order to improve the spectral efficiency, the TDMA system uses the 
Ungerboeck 2/r8PSK TCM with 64 states. The atmospheric loss values have been calculated for a 
European coverage and a link availability of 99% of the year [Paraboni-97], [Valadon-98]. The XPI is 
equal to 6 dB. A 1 dB margin has been included for the TDMA dimensioning to take into account 
CCI. Finally, a link tnargin of 6 dB has been considered for implementation loss and mobile 
propagation channel effects. 
Figure 2-1 presents the results for both CDMA and TDMA uplink dimensioning. The downlink 
dhnensioning requirements are plotted in Figure 2-2. A uniform traffic distribution over the coverage 
area has been assumed. This will favour CDMA since a frequency reuse factor of one has been 
assumed. The TDMA frequency bandwidth requiretnents have been calculated for a frequency reuse 
factor of 4 in both the up and down links. 
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Figure 2-1: Uplink dintensioning 
D CDMA; X TDMA 
Figure 2-2: Downlink dimensioning 
D CDMA; X TDMA 
It can be seen from the above two figures that the link dimensioning leads to reasonable power and 
bandwidth requirements. The UT Radio Frequency (RF) power is higher than the one considered for 
the planned Ka band broadband systems but could most probably be achieved in the near future. 
Similarly, the required satellite RF power is quite high, but should be achieved with the development 
of high efficiency HP A and Lithium Carbon (LiC) batteries [Huggins-98]. It can therefore be 
concluded that the provision of multimedia services to compact mobile tenninals is possible with aKa 
band regenerative payload within the next few years. It can also be seen from the above two figures 
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that CDMA is noticeably less efficient than TDMA. For a given value of the power requirements, the 
spectral efficiency is higher than that of CDMA by a factor equal to 3.5 in the uplink and to 2 in the 
downlink. Hence, proposing techniques to improve the efficiency of CDMA based broadband satellite 
systems is the major aim of this thesis. 
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3. PERFORMANCE ANALYSIS OF 
SYNCHRONOUS CDMA IN THE LAND 
MOBILE SATELLITE CHANNEL 
3.1 INTRODUCTION 
For conventional A-CDMA techniques, the different users start their transmission in a completely 
uncoordinated manner. Hence, their coding waveforms will arrive con1pletely unsynchronised at the 
receiver. In order to recover the information sent by the ith user, the receiver can perform the 
correlation between the received signal and the spreading code used by the ith user. This receiver, 
widely used in CDMA communication systems, is known as the correlator. Since the starting epochs 
of the codes relative to the different users are randomly distributed at the receiver, the cross-
correlation between the received signal and the spreading code of the ith user will be a random 
variable even when the spreading sequences are known. Hence, it is not possible to completely control 
the MAl level through the design of the spreading sequences. 
By synchronising the spreading sequences arriving at the receiver, the MAl level will vary in a 
deterministic way with the spreading codes' cross-correlation. The MAl will only depend on the 
cross-correlation calculated without any delay between the different spreading codes. Hence, it is 
possible to optimise the design of the spreading sequences in order to keep the MAl level as low as 
possible. This technique is referred to as S-CDMA. It was first proposed in [DeGaud.-89], [DeGaud.-
92] as a means to increase the capacity of satellite cmmnunication systems using CDMA schemes. It 
is also interesting to note that this scheme has been tested and validated by ESA for transmissions 
with various bit rates (2.4 Kbit/s to 19.2 Kbit/s) and different chip rates (150 Kchip/s to 1.2 Mchip/s) 
[DeMateo-93]. 
In this chapter we will investigate the performance of S-CDMA in the land mobile satellite channel. 
Synchronisation aspects are not addressed in this chapter as they have been extensively dis_cussed in 
[Soprano-93], [DeGaud.-91]. 
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3.2 CHANNEL MODEL 
In land mobile satellite systems, the variations of the received signal power induced by the 
propagation mediu1n depend on a number of parameters such as the operational environment (open, 
urban, wooded, ... ),the elevation angle as well as the azimuth angle. Nevertheless, in the modelling of 
the channel, two separate processes, namely multipath fading and shadowing, are generally 
considered [Davarian-87], [Lutz-91], [Vucetic-92], [Castro-92]. 
3.2.1 Multipath Fading 
Multipath fading is due to the combination at the receiver of the direct Line of Sight (LOS) 
component (usually present in the satellite environment) with the diffuse paths resulting from 
reflections of the transmitted signals on surrounding objects. 
The selectivity of the fading process in frequency can be characterised by the value of the channel 
coherence bandwidth, or equivalently by the delay spread [Steele-92]. A wideband propagation 
tneasuretnent campaign, recently carried out by the Centre for Communication Systems Research 
(CCSR) at both L and S bands, has shown that the Root Mean Squared (RMS) delay spread can be 
considered to be lower than 100 ns [Parks-97]. Moreover, echoes arriving with a delay greater than 
100 ns have a relative power lower than -20 dB. Hence, it is reasonable to assume the channel to be 
frequency flat, and multipath fading can be tnodelled at base-band level as a simple tnultiplicative 
stochastic process with complex values a(t)x eN<rl. 
The amplitude a can be assumed to have a Ricean distribution with a probability density function 
(pdf) equal to: 
p(a) = 2a · (1 + K) · e-ul(K+IH: • 1., ＨＲ｡ｾＨｋ＠ + 1) · K) ｻ｡ｾ＠ 0} (3-1) 
The Ricean factor K is calculated as the power ratio between the direct and diffuse components of the 
received signal. ]0 is the zero order modified Bessel function of the first kind. The value taken by the 
K factor depends on the close environment of the mobile terminal, as well as the elevation angle. It 
should also be noted that the stochastic fading process has been normalised so that E{a 2 (t)}= 1. This 
implies that the gain of the multipath fading channel is equal to one. Results on the values taken by 
the K factor in different environments can be found in [Jahn-96], [Sumo-98]. The analysis of data 
collected at both L and S bands shows that the Ricean K factor varies from a few dB in the urban, 
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suburban and heavily wooded environments to 10-20 dB in the open and lightly wooded 
environn1ents. 
When transmission is perfonned without LOS, the fading phase is uniformly distributed in the 
interval [0,2n]. But in the presence of a LOS signal, the fading phase is no longer uniformly 
distributed and its pdf can be expressed as [J amali-94]: 
(3-2) 
Where Q is the Gaussian tail function: 
(3-3) 
It should be stressed that the effect of the Doppler shift on the direct path has been ignored in the 
above equation. Nevertheless, this issue will be addressed in the transmission 1nodel presented in 
section 3.3. 
Because of the Inability of the users, the propagation channel is varying with time. In order to assess 
the selectivity in tiine of the multipath fading process, the coherence time is defined as the minimum 
delay for which the square of the autocorrelation coefficient is equal to 0.5. 
For an omnidirectional antenna and received plane waves uniformly distributed in arrival angle, the 
envelope correlation coefficient can be estimated as [Jamali-94]: 
(3-4) 
10 is the zero-order Bessel function of the first kind and ｦｴｾ＠ is the one-sided Doppler bandwidth, also 
refelTed to as maximum Doppler shift and is calculated as: 
f =vxfc tl (3-5) 
c 
where v denotes the relative velocity of the mobile, fc is the carrier frequency and c is the speed of 
light. 
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Figure 3-1 plots the values taken by the square of the autocorrelation function for an uplink frequency 
carrier of 30 GHz and a mobile speed of 30 m.s-1• 
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Figure 3-1 : Envelope correlation vs. time 
It can be seen on the above figure that the coherence time is of the order of 5.1 o-2 ms. The channel can 
therefore be considered to be non-distorting in time for services with bit rates in the excess of 20 
kbps. The values of the multipath fading variable will be taken constant for the duration of one 
information bit. 
3.2.2 Shadowing 
The second fading process affecting the transmission is shadowing which is due to the obsttuction of 
the direct LOS signal by building, trees, etc. 
The amplitude variations of the received signal due to shadowing can be considered to be log-
normally distributed [Davarian-87], [Lutz-91], [Vucetic-92], [Castro-92]. 
The coherence time of the shadowing process is a few magnitudes higher than that of multipath 
fading. When expressed as a distance, it has been shown to be in the order of 10 metres [Taaghol-
97a]. Assuming a mobile speed of 30 m.s-I, this value corresponds to one third of a second. Because 
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the fading rate of the shadowing process is very low, the implementation of tiine-diversity techniques 
to overcmne its impact on the transtnission would not be realistic. To tnitigate the effect of shadowing 
power control and satellite diversity (for N-GSO satellites) [Vojcic-94], [DeGaud.-95a], [Taaghol-95] 
should be employed. Since, the coherence time of the shadowing process is significantly higher than 
the signalling interval, the results presented in this chapter do not explicitly take into account the 
effect of shadowing on the performance. Nevertheless, pelformance in channels affected by 
shadowing could still be obtained from the results presented in this chapter through integration over 
the profile of the average SNR. 
3.2.3 Power Control 
The maxitnum throughput of DS-CDMA is achieved when the received power of the different user 
signals are equal [Gilhousen-91]. Hence, the transmitted powers must be monitored, so that the 
different signals, having encountered propagation losses will arrive at the receiver with relatively 
close powers. The techniques used to control the transmitted power of the different users can be 
divided into two categories: Open-Loop Power Control (OLPC) and Closed-Loop Power Control 
(CLPC). 
In case of an OLPC scheme, the different users autonomously adjust their transmitted power. To do 
so, the satellite transmits a pilot signal with a la1own power to all the mobile users. By measuring the 
received strength of the pilot channel, the 1nobile users will estimate the propagation losses. OLPC is 
used to counteract the slow variations (path loss and shadowing) of the channel. Nevertheless, it 
should be stressed that the accuracy of OLPC techniques relies on the correlation between the losses 
on the up and down links. For future multimedia satellite systems operating atKa band, the frequency 
spacing between the uplink and the downlink will be of the order of 10 GHz, hence the accuracy of 
OLPC sche1nes is expected to be limited. 
When CLPC techniques are applied to the satellite environment, the signal power of the different 
users has to be monitored either by the satellite or the Fixed Earth Station (FES) depending on the 
satellite payload capabilities. The received signal power of the different users are compared to a 
threshold and commands are sent back to the mobile users accordingly. Since the estimation of the 
different user power levels does not rely on the correlation between the up and down links, CLPC 
techniques should outperform OLPC schemes. Nevertheless, CLPC techniques can perform correctly 
only if the coherence titne of the fading process is larger than the propagation delay. Assmning a 
geosynchronous orbit, the propagation delay between the satellite and the user terminal is of the order 
of 120 ms. When LEO constellations are considered, this delay can be reduced to around 10 ms. 
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These values are clearly higher than that of the multipath coherence time. By the time the user 
terminal receives the power adaptation command frmn the satellite, the channel conditions have 
completely changed. In the satellite environment, CLPC techniques can not be employed to overcome 
fast fading. Nevertheless, they can prove useful in estimating the channel variations due to shadowing. 
Results on the performance of CLPC techniques in the non GEO-satellite environment can be found 
in [Monk-95], [Taaghol-97b]. It is shown that the power control error is log-normally distributed. The 
transmission tnodel to be presented in section 3.3 will also incorporate the imperfections of the power 
control techniques. 
3.3 TRANSMISSION MODEL 
In this section, the transmission model used in the chapter is detailed. Using an approach similar to 
that proposed in [DaSilva-94], [Valadon-97a] and extending it to bi-dimensional modulation schemes 
transtnitted over fading channels, a model for the MAl is derived. 
The signalling interval and the chip duration are noted as T and Tc respectively. In order to preserve 
the low cross-correlation properties of the spreading sequences, these two parameters are related 
through: 
T=N·T;; (3-6) 
Where N is the length of the spreading sequences. 
The signal sent by user k can be written as: 
(3-7) 
Ak is the amplitude of the kth user signal. ek is the initial phase of the modulator, and is uniformly 
distributed in the interval [0,2n]. ffi0 is the carrier angular frequency. ｐｾＮＺＨｴＩ＠ and qt(t) are the 
information data streams on the I and Q branches spread by the spreading waveforms c: (t) and cf(t) 
respectively. 
The in-phase spread signal is expressed as: 
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p k (t) ;::; L d: (j). c: (t - j . T) (3-8) 
j=-
The quadrature signal can similarly be written: 
qk(t)= Ld;(j).c;(t- }·T) 
(3-9) 
i=-
{d:(j),d[!(i)} is the set of information sy1nbols sent during the signalling interval jon the I and Q 
branches of the 1nodulator. 
The associated spreading sequences are defined as: 
!c; (t)= ｾ｣［＠ (l)·h(t-l· 7;) N-l cf(t)= Lc;Cl)·h(t-l·TJ /={) 
(3-10) 
h(t) is the chip pulse shaping function and is common to the I and Q branches as well as to the 
different users in the system. 
{ c; (l), CkQ (l)} is the set of spreading symbols used for the chip interval l. 
The energy of the spreading waveforms is identical for the I and Q branches, and is equal to: 
T T 
E.m· = f c: (tY dt = f cf(tY dt (3-11) 
() () 
The values taken by d:(i) and d[l(j) depend on the choice of the modulation. For an M-Phase-Shift-
Keyed (MPSK) signal, the in-phase and quadrature information symbols belong to the following set 
of values: 
(3-12) 
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For an M-ary Quadrature Amplitude Modulation (MQAM), the signal constellation points are defined 
as: 
(3-13) 
The average energy per constellation symbol is equal to one in case of a MPSK modulated signal and 
for a MQAM modulation it can be found equal to: 
Ecs =2 ·(M -1)/3 (3-14) 
The nmnber of information bits per symbol can be calculated as: 
R = log2 (M) bits/symbol (3-15) 
For TDMA and Frequency Division Multiple Access (FDMA) systems, the spectral efficiency is 
directly related to the above parameter. On the other hand, when a CDMA technique is used, the 
bandwidth is calculated so that the spreading gain allows the MAl to be kept below the desired level. 
Since the MAl depends on the power transmitted by the different users, power and spectral efficiency 
are intrinsically coupled [Valadon-97b]. Hence, the number of bits per modulation symbol does not 
directly ilnpact on the spectral efficiency. However, for S-CDMA it will determine the spreading code 
length and will therefore condition the maximum number of users that can be accepted at any given 
titne. 
The received signal is the sum of all the user transmitted signals distorted by the propagation medium 
plus thermal noise: 
r(t) =I, {A; ·a, (t) · (p, (t -'t, )cos(ro.t + 9,)-q1 (t -'t, )sin( ro_r + 9,))} + n(t) 
1=1 
(3-16) 
where 
(3-17) 
N 11 is the number of active users in the syste1n for the duration of the kth user transmission. 
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{1:, ｽ･ｻｴＮｾｎＬｽ＠ is the set of propagation delays associated with the different users. a.; (t) is amplitude of the 
fading process affecting user i and 'V; models the phase rotation induced by the 1nultipath reflections 
of the channel. It is assumed that the random delay and fading affecting the different users are 
independent. This situation corresponds to the link between the mobile users and the satellite. For the 
satellite to mobile as well as the feeder links, the same fading and delay will affect the different users. 
However, the tnobile to satellite link is the 1nost detnanding (synchronisation and power control are 
perfect in the downlink) and is therefore the one considered in this chapter. n(t) is the Additive White 
Gaussian Noise (A WGN) with two-sided power spectral density equal to N,./2 . 
In order for the receiver to demodulate the kth user signal, the received signal will first be transformed 
to base-band and then correlation with the corresponding spreading waveform will be performed. 
Pelfect coherent demodulation is assumed, hence e: = 0 mod [2n] . 
The decision variable corresponding to the in-phase information transmitted by user k during the 
signalling interval 0 can be written in the form: 
I, = H t A,a;(t )(P;(t -'t; )cos(ro,t +S,(t ))}(cos(ro,t )ci (t )) }dt 
-f. { t A;a, (t )( q; (t -'t; )sin( ro.,t +9, (t)) )· (cos(ro.,t )c; (t )) }dt + n; 
n; is a zero 1nean Gaussian random variable with variance equal to NoEsn./4. 
(3-18) 
As already mentioned in section 3.2, the values taken by the random fading processes a.(t)xejlp(r> can 
be assumed to be constant for the symbol duration. It will also be assumed that the Doppler effect on 
the direct path does not induce any noticeable phase rotation over the duration of one information 
symbol. 
Equation 3-18 can then be simplified as: 
N11 T 
lk = (Ak · E_n" ·ak/2)·d: (0)+ I,(A; ·a;/2)·cos(S:)· J P;(t -'t; )c: (t)·dt (3-19) 
i=l (l 
i# 
ｾ＠ T 
- I,(A; ·aJ2)·sin(8;)· J q;(t--r;)c:(t)·dt+n: 
ｾｉ＠ (l 
i,ok 
26 
Chapter 3: Pe1jormance Analysis of Synchronous CDMA in the Land Mobile Satellite Charmel 
The first term in Equation 3-19 corresponds to the information that is to be recovered by the receiver. 
The smn of the second and the third terms, denoted by ci>, represents the MAl due to the non-
orthogonality of the different spreading waveforms. Since this term is the combination of the 
contribution of all the interfering users, it can, according to the central limit theorem, be modelled as a 
Gaussian randmn variable [Papoulis-91]. It can easily be seen that the mean of ci> is equal to zero. 
Moreover, the variance can be calculated as: 
(3-20) 
It should be noted that the expectation is calculated over all the modulator initial phases ｾ＠ , the 
possible information data and spreading waveforms, as well as the relative transmission delays 't;. 
Taking into account the fact that the power of the fading process is equal to one, and after some 
tnanipulation, Equation 3-20 can be simplified as: 
E($')= ｾ＠ ｾＧ＠ { E{(J ｰＬＨｴＭｾｊ｣［ＨｴＩﾷ､ｴｮＫ＠ E{(J. ｱＬＨｴＭｾＬＩＭ｣［ＨｴＩﾷ､ｴ＠ n J (3-21) 
It should be noted that the values of the two integrals in Equation 3-21 depend not only on the 
spreading sequences but also on the modulation scheme as well as the information symbols. 
Since the constellations of the proposed modulation schemes are si1nilar when rotated by 1t/2, the 
values of the two expectation terms on the right side of Equation 3-21 can be expressed in a similar 
way as: 
E{(I p,(t ＭｾＬＩ｣［ＨｴＩ､ｴｮ＠ = ｾｾ＠ { E{(l ｣ＬＧＨｴＭｾＬｽ｣［ＨｴＩ､ｴｮＫｅｻＨＡ＠ c,' (t+ ｔＭｾＬＩ｣［ＨｴＩ､ｴｮ＠ J (3-22) 
Moreover, it can be seen that: 
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(3-23) 
where lxL. is the decimal part coming from the division of x by T. 
It is realistic to assume that the relative transmission delays 'ti are uniformly distributed in the interval 
[ -'t111ax' 'tmax]. For a given value of 'Lmax' the normalised average cross-correlation within the I branch 
code family can be expressed as: 
Y { 'L nmx) = E ( P ｩｾｫ＠ { 't i)) I ｅＮｾＬＮ＠ (3-24) 
with 
T 
P;.k('t,.)= J c:(lt-'t;lT)·c:(t)·dt (3-25) 
() 
Assuming that the spreading sequences used for the I and Q branches belong to the same code family, 
the two expectations terms in Equation 3-21 are identical, thus leading to a simplified expression for 
the MAl variance: 
(3-26) 
Figure 3-2 presents the values taken by y for different lengths of preferentially-phased Gold sequences 
[Gold-67], [Gold-68] versus the maximum time synchronisation error at the receiver. Rectangular 
pulse shaping has been assumed. Figure 3-3 plots the values taken by the parameter 'A= N xy for 
different code lengths and values of 'tmax· 
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It can be seen from Figure 3-3 that when the maximum time synchronisation error can be kept below 
20% of the chip duration, the longer spreading sequences will provide the highest isolation to MAl. 
But, if the maximum ti1ne synchronisation error can not be kept below one chip duration, the values 
taken by A are above 1h. When the transmission is purely asynchronous, A can be assumed to be equal 
to 2/ 3 [Pursley-77]. Hence, if the synchronisation scheme does not make it possible to keep the 
1naximun1 time synchronisation error below one chip duration, S-CDMA will not prove noticeably 
more efficient than conventional A-CDMA. 
Figure 3-4 and Figure 3-5 present the pdf of the MAl term <P calculated from Equation 3-26 and 
comparisons with simulation results are given. The theoretical results are associated with the plain 
lines and the simulations with the symbols. Both AWGN and Rayleigh fading channels have been 
considered as they correspond to the extreme cases K= +oo and K=O respectively. The energy of the 
spreading waveforms has been taken equal to one. In Figure 3-5, Perfect Power Control (PPC) 
conditions have been assumed and in Figure 3-4 the amplitude of the user of interest is equal to half 
the one of the other users in the system. 
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It can be seen from Figure 3-4 and Figure 3-5 that the simulation results and the theoretical analysis 
perfectly match, even when the number of users is low. Hence, the MAl 1nodel presented in this 
section will be used in the performance evaluation of the different coding schemes. 
The average SNR for user k can be expressed after despreading as: 
(3-27) 
where I{. is the average energy per received symbol and is equal to: 
(3-28) 
The combined SNIR can then be calculated: 
SNR 
SNIR = lk 
lk 1 +y ｸｾ＠ x (N, -1)xSNR
1
k 
(3-29) 
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The Average Interference Energy Ratio (AIER) sis defined as: 
ｾ＠ =-1 ·L(A,.:J 
N,-1 i# ａｾＮＭ
(3-30) 
The values taken ｢ｹｾ＠ depend on the accuracy of the power control technique(s). Assuming PPC can 
be achieved, the signals of the different users will arrive at the receiver with identical amplitudes and 
the AIER will be equal to one. On the other hand, under imperfect power control conditions, the 
absolute value of the AIER expressed in dBs will increase with the power control error. 
3.4 PERFORMANCE COMPARISON BETWEEN S-CDMA AND 
A-CDMA 
Using the MAl model described in the previous chapter, it is possible to assess and compare the 
performance of S-CDMA and A-CDMA in Ricean fading channels. For A-CDMA, the cross-
correlation between the received signal and the users' spreading sequences varies with the relative 
time delays as well as the information symbols sent by the different users in the system. Hence, the 
use of specifically designed sequences will not result in a lower MAl level [Hui-84]. However, by 
making sure that the starting epochs of the spreading sequences arrive aligned at the receiver input, 
the use of low cross-correlation sequences for S-CDMA will reduce the effect of MAl on the 
transmission. The nmnber of sequences with a given per user averaged worst cross-correlation value 
over a particular delay span is limited and a modified Welch upper bound can be found in [Massey-
90]: 
(3-31) 
N_,. denotes the maxinmtn number of spreading sequences. cr is the averaged per user worst cross-
correlation parmneter. It should be stressed that the modified Welch bound is an existence bound but 
does not provide any information on how to generate the sequences. When low cross-correlation 
values are to be achieved for delay spans lower than the duration of one chip, the maxiinum number 
of spreading sequences is of the order of the code length. Moreover, in order to preserve the cross-
correlation properties of the sequences, it is required that each modulation symbol be spread by the 
full code length. Spreading over more than one modulation symbol would again randmnise the cross-
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correlation values with the information symbols and would remove any potential gain for S-CDMA. 
Hence, when the service rate and the bandwidth are fixed, there is a hard limit on the number of 
spreading sequences with good cross-correlation values and hence on the number of users that can be 
supported by the system. When multibeam applications are considered, the assignment of a different 
spreading sequence for each individual connection would lead to unrealistic values of the system 
bandwidth. Reuse of codes between different spotbeams is therefore required. 
Two solutions have been proposed in the recent past [DeGaud.-95b]. Both solutions are d1iven by the 
satne rationale. Spreading sequences with good cross-correlation properties are assigned to users 
belonging to the same spotbeam and different code families with pseudo-random cross-correlation 
values are used for the different spotbeams of the satellite coverage. The level of inter-spotbeam 
interference is then similar to that of a fully asynchronous CDMA system but is lowered by the beam 
isolation provided by the satellite antenna gain patten1. The first design proposed in [DeGaud.-92] and 
hnple1nented in the ARCANET and EMS systems [DeGaud.-96], [Jongejans-93] was based on the use 
of preferentially phased Gold codes. By keeping constant one of the two polynomial generators of the 
shift registers and varying the second, it is possible to generate a number of code sets with low cross-
correlation values within one family and with pseudo-randmn properties between different sets 
[Peterson-61]. The second solution proposed in [Qualc.-92] is based on the concatenation of an inner 
Walsh-Hadamard (WH) sequence [Radem.-22] with an outer long Pseudo-Noise (PN) sequence. The 
same PN sequence is used for the whole satellite coverage but different spotbeams are associated with 
different phase offsets, thus randmnising the inter-spotbeam interference. Spreading is provided by 
the orthogonal WH sequences and the multiplication on a chip by chip basis with the long PN 
sequence provides separation between users in different spotbeams. The multiplication of the WH 
codes by the long PN sequences also improves the auto-correlation properties of the spreading 
waveforms and hence eases the signal acquisition. Both preferentially-phased Gold codes and WH 
sequences reach the modified Welch bound and exhibit very similar performance. It will be assumed 
in this chapter that spreading is pelformed with preferentially-phased Gold codes. 
Figure 3-6 and Figure 3-7 present the performance of both S-CDMA and A-CDMA for different 
values of the Ricean [( factor. The use of Gold codes of length 63 with rectangular pulse shaping has 
been assumed. The number of active users is equal to 10. The transmitted information is QPSK 
modulated. The maximum time synchronisation error is one third of the chip duration and it is 
assumed that PPC can be achieved. 
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Figure 3-6 and Figure 3-7 clearly illustrate the superior performance of S-CDMA when compared to 
A-CDMA. For values of the K factor equal to 0 dB and 5 dB, an error floor higher than 10-2 is 
experienced for the A-CDMA transmission. For the same channel conditions, S-CDMA can achieve 
BER values lower than 1 o-3. When the Ricean K factor increases to 20 dB, A-CDMA still suffers from 
an error floor of around 10-3. On the other hand, it is possible to achieve a BER of 10-6 with an Eb/No 
of 11.9 dB when the transmission is synchronous. In this case, the performance degradation to the 
single user bound is limited to 1.4 dB. The improved performance achieved by S-CDMA is due to the 
better interference isolation provided by the synchronised low cross-correlation spreading sequences. 
The use of low cross-correlation sequences leads to reduced values of y. For the case depicted in the 
above two figures, the yfactor is equal to 7.39Xl0-4 for S-CDMA and to 1.06X10-2 for A-CDMA. 
Figure 3-8 and Figure 3-9 present the spreading efficiency achieved by both A-CDMA and S-CDMA 
vs. the Eb/No. The spreading efficiency is defined as the product between the number of users and the 
spectral efficiency of the modulation (defined in bits per modulated symbol) divided by the spreading 
code length. The spreading efficiency represents the information that can be transmitted normalised 
by the bandwidth expansion due to the spreading operation and is the equivalent to the spectral 
efficiency for TDMA and FDMA systems. It has been assumed for the results presented in Figure 3-8 
and Figure 3-9 that PPC could be achieved. Moreover, the maximum time synchronisation error is 
equal to one third of the chip duration. A BER of 1 o-2 has been assumed for the results presented in 
Figure 3-8. In Figure 3-9, the BER has been taken equal to 10-3• 
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It can be seen from Figure 3-8 and Figure 3-9 that S-CDMA is much 1nore bandwidth efficient than A-
CDMA. For a value of the Ricean K factor of 10 dB and an Eb/No equal to 11 dB, S-CDMA achieves 
a spreading efficiency of 55% whereas A-CDMA offers a spreading efficiency of around 4%. 
Moreover, it is not possible to achieve values of the spreading efficiency above 15% for A-CDMA 
even when the Eb/No is increased. This is due to the MAl which limits the performance of A-CDMA. 
This asytnptotic value of the A-CDMA spreading efficiency is even further reduced when the Ricean 
K factor is lowered. On the other hand, it is possible for S-CDMA to achieve a 50% spreading 
efficiency value in all the considered environments with reasonable values of the required Eb/No. It 
should however not be forgotten that there is a hard limit on the spreading efficiency of S-CDMA set 
by the limitation of the available spreading sequences. The spreading efficiency achieved by the 
schemes presented in Figure 3-8 and Figure 3-9 are tnuch lower than the spectral efficiency of a 
TDMA system. h1 fact, in a single beam scenario, both A-CDMA and S-CDMA will prove less 
spectrally efficient than TDMA. The capacity of A-CDMA will be limited by the level of MAl and for 
S-CDMA since the nmnber of spreading codes will not really be higher than the code length the 
overall efficiency can not be higher than that of the modulation. However, CDMA can still prove 
tnore efficient than TDMA when coverage with multiple spot beams are considered [Valadon-99a]. In 
this case, the possibility for CDMA systems to reuse to same carriers in adjacent spotbeams will 
greatly reduce the system overall spectrmn requirements. Hence, even though the spreading efficiency 
values considered in this thesis might seem low in comparison with the spectral efficiency of 
modulation and coding schetnes for the single user channel, it should not be forgotten that the effect 
of frequency reuse will greatly improve the bandwidth efficiency of CDMA systems. 
For TDMA systems, power and spectral efficiency are calculated independently. This is not the case 
for CDMA where the power efficiency has a direct impact on the spreading efficiency. Hence, the use 
of a larger constellation set for the modulation does not necessarily lead to a more efficient use of the 
frequency bandwidth. Figure 3-10 presents the performance of S-CDMA for different modulation 
sets. The Ricean K factor is equal to 10 dB. QPSK, 8PSK and 16QAM signal sets have been 
considered. For the three different modulation schemes, the spreading efficiency has been taken equal 
to 1. Moreover, perfect Channel State Information (CSI) has been assumed for the demodulation of 
the 16QAM. 
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Figure 3-10: Performance of different n1odulation schemes (K=lO dB) 
D QPSK; o 8PSK; <> 16 QAM 
The QPSK 1nodulation offers the best performance. For a Ricean K factor equal to 10 dB arid a target 
BER of 10-3, the transtnission with the QPSK constellation outperforms the schetne using the 8PSK 
set by 3.2 dB. The power saving compared to the 16QAM signal set is equal to 5.2 dB. Hence, as in 
the single user cmmnunication channel, the use of large signal sets reduces the power efficiency. 
Moreover, the increase in the signal constellation does not correspond to a better bandwidth 
efficiency since the spreading efficiency has been taken constant. However, it should be stressed that 
if the use of QPSK leads to the best power efficiency for a given spreading efficiency, the use of 
modulations with larger signal sets can still prove useful to alleviate the capacity limitation due to the 
restricted nmnber of spreading sequences. 
3.5 PERFORMANCE UNDER NEAR-FAR EFFECT CONDITIONS 
The results that have been obtained in the previous section assumed that PPC conditions could be 
achieved. However, as previously mentioned, PPC is impossible to achieve, especially in the satellite 
environment which is characterised by long propagation delays. Using the MAl model derived in this 
chapter, the impact on the transmission of the imperfections of the power control technique(s) can be 
taken into account through the parameter S· Hence, in order to assess the performance degradation, 
this parmneter needs to be characterised. Since the signalling interval is much lower than the 
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coherence time of the shadowing process as well as the power control 1nechanism, it is assumed that 
the amplitude of the user of interest is constant and corresponds to the average I{./ No . Following the 
approach taken in [Monk-95] and [Taaghol-97b], the power control error follows a lognormal 
distribution and the following relation is verified: 
(3-32) 
where X; is a random variable with a Gaussian distribution. The lognormally distributed random 
variables are independent with same mean and variance denoted as mx and O"x respectively. The AIER 
can then be written as: 
1 N,. 
s=--XLeXi 
ｎｾｾＭＱ＠ i=l 
ｩｾｫ＠
The average value of the AIER should be equal to one. Hence: 
(3-33) 
(3-34) 
Using the results on the values of the characteristic function of a Gaussian random variable: 
Equation 3-34 can be found equivalent to: 
0'2 
m +-x =0 
X 2 
(3-35) 
(3-36) 
The value of the variance ｡ｾ＠ is defined by the accuracy of the power control technique. When this 
value is set, the Gaussian variables X; are completely defined. Using the approach followed in 
[Fenton-60], [Schleher-77], [Schwartz-82], it is assumed that the smn of random variables following a 
lognormal distribution can be approximated by a lognormal random variable: 
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(3-37) 
The mmnents of the random variable 3 can be calculated using a mmnent matching approach [Fenton-
60]. The first two 1noments of the AIER random variable can be calculated: 
This system of equations can be solved: 
m0 =hlh)-ln( 1+( ｾＬＺＩＧ＠ J 
cr ｾ＠ = In( 1 + ( ::)' J 
(3-38) 
(3-39) 
The above equations can then be used to characterise the lognormal random variable 3 using only cr ｾ＠
which is defined by the accuracy of the power control: 
(3-40) 
Figure 3-11 presents the pdf of the AIER s and compares it to that of the lognormal 1nodel. N11 has 
been taken equal to 31. The variance cr ｾ＠ is equal to 2 dB. The pdf of the AIER has been estimated 
over 500,000 samples. 
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Figure 3-11: Pdf of the logarithm of the sum of lognormal variables 
D Shnulation; 0 Gaussian model 
It can be seen frmn Figure 3-11 that the log-normal model gives a good fit to the simulated 
distribution. It should also be noted that the paratneters of the log-normal model could also have been 
calculated by matching tnmnents other than the first and second. It was tried to derive the moments of 
the log-normal distribution by matching of the first and third as well as second and third n1oments. 
This did not however prove to give a better tnatch to the simulated distribution. 
When performing the dimensioning of a satellite system and deriving margins for the power control 
error, the large values of the AIER are the ones to take into account since they correspond to the 
worse performance degradation. It can be seen from Figure 3-11 that in this case the lognormal model 
for the AIER is accurate. Using this model, the probability of the AIER not exceeding a given value 
can be calculated: 
(3-41) 
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Using the above equation, the Distribution Function (DF) of the AIER ( P(s >a)) can be calculated. 
Figure 3-12 presents the DF function of the AIER for 16 users. Power control error variance values of 
3 dB and 6 dB have been considered. 
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Figure 3-12: DF of the AIER 
D cr 2 = 3 dB · 0 cr 2 = 6 dB 
X ' X 
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When the DF function of the AIER is known, the AIER to be considered for the system performance 
evaluation can be calculated according to the number of users, the power control error variance and 
the target link availability. Figure 3-13 presents the value of the AIER that is not exceeded for a given 
link availability versus the power control error variance. The number of users N, has been taken equal 
to 16. 
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Figure 3·13: AIER vs. power control error variance 
<> 99% of the time; D 99.9% of the time 
10 
As expected, the AIER to be considered for the performance evaluation increases with the power 
control error variance. Moreover, there is a difference of approximately 1 dB in the AIER value when 
increasing the link availability from 99% to 99.9%. 
Using the model described above, the impact of power control errors on the transmission BER can be 
assessed. Figure 3-14 and Figure 3-15 present the BER for a S-CDMA transmission for both PPC 
conditions and a variance of the power control error of 3 dB. The AIER corresponding to the power 
control error variance has been estimated for a link availability of 99.9% of the time. The spreading 
code length is equal to 63 and the presence of 31 active users has been assumed. A maximum time 
synchronisation error equal to one third of the chip duration has been considered. 
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Figure 3-15: Performance of S-CDMA in near-far effect conditions (K=lO dB and K=20 dB) 
D K=lO dB, PPC; 0 K=20 dB, PPC; * K=lO dB, ＼＾ｾ］Ｓ＠ dB; V K=20 dB, ｣ｲｾ］Ｓ＠ dB 
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For values of the Ricean K factor of 0 dB and 5 dB, the power control error induces an increase in the 
error floor of the transmission. The asymptotic BER is increased by a factor of approximately 2. 
Moreover, assuming a target BER of 10"3, the limitations in the performance of the power control 
technique(s) leads to an increase in the required Eb/No equal to 4.7 dB and 1.5 dB for values of the 
Ricean K factor of 10 dB and 20 dB respectively. 
Figure 3-16 presents the Eb/No required to achieve a BER of 5 x 1 o-3 in a Ricean fading channel with 
a K factor equal to 20 dB versus the power control error variance. The AIER has been calculated for 
both 99% and 99.9% of the time link availability. The spreading code length is equal to 63 and the 
presence of 6 active users has been assumed. 
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Figure 3-16: Eb/No requirement vs. power control error for S-CDMA 
<> 99% of the time; 0 99.9% of the time 
It can be seen from Figure 3-16 that for a link availability of 99% of the time, the increase in power 
requirements when the power control error varies frmn 1 dB to 10 dB is equal to 1.1 dB. For a link 
availability of 99.9% of the time, the increase in Eb/No is equal to 1.5 dB. Hence, the imperfections in 
power control can lead to noticeable performance degradation and adequate link margins have to be 
taken into account when dimensioning the system. However, this performance degradation is much 
less severe for S-CDMA than for A-CDMA. Figure 3-17 presents the effect of power control errors on 
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the BER achieved by A-CDMA. The results have been obtained with assumptions similar to the ones 
made for the S-CDMA case. 
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Figure 3-17: Eb/No requirement vs. power control error for A-CDMA 
<> 99% of the time; D 99.9% of the time 
For a link availability of 99% of the time, the increase in required Eb/No for A-CDMA when the 
power control error varies from 1 dB to 3 dB is equal to 4.9 dB. Moreover, for a link availability of 
99.9% of the time, this increase in power requirements is even more severe and equal to 3.5 dB when 
the power control error varies frmn 1 dB to 2 dB. Hence, the synchronisation at the satellite input of 
the different spreading sequences eases the power control requirements. 
3.6 PULSE SHAPING EFFECTS 
The results that have been presented in the previous sections have been obtained assuming rectangular 
pulse shaping. However, it is possible to use other pulse shaping functions . The choice of the pulse 
shaping function will impact on both the spectrmn of the transmitted signal and the cross-correlation 
values of the users signals. The influence on the transmitted signal of three different pulse shaping 
functions will be assessed in this section. The first pulse shaping function to be considered is the 
rectangular pulse defined by: 
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0 ｾ＠ t<I;_. 
(3-42) 
elsewhere 
It should be noted that the energy of the pulse shaping filter is equal to one. The specttum of the 
rectangular pulse shaping function is equal to: 
( ) 1 sin(n · f · T.) . · IT r;;- ( ) · .rr HI f = fT X ( X e-)trJ'r" = vT.· X sine ｦＮｾ＠ X e-}t'iJ'I" ｶｾ＠ rc. f 
with: 
sinc(x) == ｾｾｩｮＨｲｵＺＩ＠
1tX 
if x==O 
otherwise 
The second pulse to be considered in this section is the cosine pulse [Wei-95] defined as: 
l# . (1t ·t) -xsm --h, (t) = 0 7; 7; 0:::;; t<T.. 
elsewhere 
The spectnnn of the cosine pulse is equal to: 
H 2(f)= fi x(J ｳｩｮＨｾＩ｣ｯｳＨＲＱｴＯｴＩ､ｴＭ jf ｳｩｮＨｾＩｳｩｮＨＲｲ｣ｦｴＩ､ｴｊ＠vr: () r.. () r.. 
After some manipulations, the above equation can be found equivalent to: 
l
. 1
-j·-J2 
H 2 (f)= 2 2·T . 
.J2:r: x 1 x cos(rc · f · T.) x e-Jlf.Jr,. 
1t 1-4/27;_.2 ' 
if /==-1-
27;_. 
otherwise 
(3-43) 
(3-44) 
(3-45) 
(3-46) 
(3-47) 
The final pulse shaping function considered in this section is the Root Raised Cosine (RRC) filter 
defined in the frequency domain by: 
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F 0 ｾ＠ l.tl < (1- ｾ＠ )/2Y:. (3-48) 
H,(f)= ｾＫＭｳｩｮＨ＠ 1t ｾｾ＠ {t- Ｒ ｾＩＩｊ＠ (1- ｾ＠ )/2Y:. ｾｉｴＡ＠ < ＨｉＫｾ＠ )/2Y:. 
0 elsewhere 
ｾ＠ is referred to as roll-off factor. It should also be stressed that the RRC pulse shaping filter satisfies 
the Nyquist condition for no intersymbol interference. 
Figure 3-18 presents the magnitude of the spectlum for the three different pulse shaping functions. 
The rollf-off factor of the RRC shaping pulse has been taken equal to 0.4. 
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Figure 3-18: Spectrum of the different pulse shaping functions 
3 
D Rectangular pulse shaping; <> Cosine pulse shaping; 0 Root raised cosine pulse shaping 
In order to characterise the bandwidth occupancy corresponding to the different pulse shapes, one 
calculates the energy contained in a bandwidth of B Hz: 
.!!._ 
2 
E,(B)= f H(f)x H*(f)xdf 
n 
2 
(3-49) 
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For the rectangular pulse shaping function, the energy contained in a bandwidth B can be calculated 
and is found equal to: 
8 
E., (B)= 'Z x J sine'(!· 'Z )xdf = B.: ·1t, x (cos(n · B · 'Z )+n · B · 'Z xSi(n · B · "Z)-1) 
8 c 
2 
where Si represents the continuous sine integral functions: 
A closed fonn solution can also be found for RRC pulse shaping: 
B·I:. 
1 
- ｾ＠ + B · I:: + ｾ＠ x cos(n · I:. x (!}__- - 1-JJ 
2 2 1t ｾ＠ 2 2·1',_. 
1 
0 ｾ＠ B ｾ＠ (1- ｾＩＯｉＺＺ＠
(1- ｾＩＯｉＺＮ＠ ｾ＠ B ｾ＠ (1 ＫｾＩＯｉＺ Ｎ＠
B '?. (1 ＫｾＩＯｉＺ＠
(3-50) 
(3-51) 
(3-52) 
However, no closed form solution has been found for the energy specttum density of the cosine pulse 
shaping function and the estimation of the energy distribution will be performed numerically. 
Figure 3-19 presents the energy that is left outside a given frequency bandwidth. 
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Figure ＳｾＱＹＺ＠ Energy of the different pulse shaping functions 
D Rectangular pulse ｳｨ｡ｰｩｮｧｾ＠ 0 Cosine pulse shaping; 0 Root raised cosine pulse shaping 
As expected, the rectangular pulse shape has the widest frequency bandwidth occupancy and the RRC 
filter offers the 1nost compact energy in the frequency domain. Table 3-1 presents the frequency 
bandwidth which contains 90%, 95% and 99% of the total energy for the different pulse shaping 
functions. 
Rectangular pulse Cosine pulse RRC 
·---------···-··· 
90% of the total energy 1.61/Tc 1.50/Tc: 0.95/Tc: 
95% of the total energy 3.66/Tc: 1.78/Tc 1.05/Tc 
99% of the total energy 18.7/Tc 2.14/Tc 1.20/Tc 
ｬｯＮＭｾＬＧﾫｾｾｾｾＭＭ
Table ＳｾＱＺ＠ Bandwidth occupancy for the different pulse shaping functions 
The choice of the pulse shaping function not only impacts on the bandwidth efficiency but also on the 
cross-correlation values between the different sequences and hence on the level of MAl affecting the 
system. In order to assess the pulse shaping effect on the BER, the values taken by y have been 
calculated for the three different pulse shaping functions. Figure 3-20 plots the values of y for 
different values of the maximum time synchronisation error and the three different pulse shaping 
functions. The roll-off factor for the RRC filter is equal to 0.4. 
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Figure 3-20: Values taken by y with different pulse shaping functions 
D Rectangular pulse shaping; 0 Cosine pulse shaping; 0 Root raised cosine pulse shaping 
The use of RRC pulse shaping leads to a signal with a lower frequency bandwidth than the 
rectangular pulse, but, as can be seen from Figure 3-20, degrades the cross-correlation properties of 
the spreading waveforms. On the other hand, the use of a cosine pulse provides a more compact signal 
in frequency than the rectangular pulse and improves the signal discrimination provided by the 
spreading waveforms. Hence, the use of a cosine pulse should always be preferred to that of a 
rectangular pulse. 
The spreading efficiency of S-CDMA with RRC and cosine pulse shaping will now be assessed. The 
definition of spreading efficiency given in section 3.4 did not take into account the effects of the pulse 
shaping. Hence, this definition is now rnodified and the parameter referred to as spreading efficiency 
is calculated as: 
S =Nil xlog 2 (M) 
e NxB99 xi: 
(b/s/Hz) 
(3-53) 
B99 is the frequency bandwidth which contains 99% of the energy transmitted on the carrier. The 
bandwidth could be calculated for another ratio to the total energy, however the 99% bandwidth is a 
good indicator for the efficiency of the pulse shaping function. 
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Figure 3-21 presents the spreading efficiency values of S-CDMA for both cosine and RRC pulse 
shaping. The target BER has been taken equal to 1 o-3 and Ricean K factor values of 10 dB and 20 dB 
have been considered. The maximum thne synchronisation error has been taken equal to one third of 
the chip duration. The spreading length is equal to 63. It has been assumed that PPC conditions could 
be achieved. 
0.5 
0.45 
0.4 
'N ｾＰ Ｎ ＳＵ＠
.se 
.0 
-;: 0.3 
0 
c 
Cl) 
:§ 0.25 
= Cl) 
C) 
c 0.2 
:0 
. . . : . . ...... . , .. .. : . . . ... . . .. . . 
. . 
. . 
('11 
f 
ｾＰＮＱＵ＠
0.1 
0.05 . ·:· ....... . .... ·: . . . . . . . . . . . . ! ........... .. ｾ＠ ..... . . . . .. .. :· . . . . . . . . . . . . .. . . . . . . . . . - . 
. . . . . 
. . . . . 
. . . . . 
. . . . . 
. . . . . 
0 
8.5 9 9.5 10 10.5 11 11.5 12 
Eb/No (dB) 
Figure 3-21: Spreading efficiency of S-CDMA with pulse shaping (K=lO dB and K=20 dB) 
D Cosine pulse, K=10 dB; 0 Cosine pulse, K=20 dB; 'V RRC, K=10 dB; * RRC, K=20 dB 
Figure 3-21 shows that the use of cosine pulse shaping allows the achievement of a given spreading 
efficiency value with a lower Eb/No ratio. For a spreading efficiency of 0.5 b/s/Hz, the use of cosine 
pulse shaping leads to a 1 dB saving in power requirements when the K factor is equal to 20 dB. 
When the Ricean K factor is lowered to 10 dB, the advantage of cosine pulse shaping over RRC 
filtering is increased to 1.4 dB. 
For a single carrier transmission, the use of cosine pulse shaping provides better spreading efficiency 
than RRC filtering. However, future broadband satellite systems using CDMA could use a 
tnulticarrier transmission. By so doing, a better utilisation of the satellite resources can be achieved as 
well as a reduction in the mass and power budgets of the payload. The spreading efficiency of a 
multicarrier S-CDMA transmission with both cosine and RRC pulse shaping will now be assessed. 
For a carrier spacing equal to B Hz, the SNIR can be calculated as: 
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(3-54) 
A nmnber of assumptions have been made in order to obtain the above equation. First, uniform 
loading in the different carriers has been assumed. The AIER is constant for all the different carriers. 
It is also assumed that the interference between users in different carriers is asynchronous. This 
assumption stems from the randomisation in the cross-correlation properties of the spreading 
waveforms due to the baseband conversion of the different carriers. Finally, the spacing requirements 
for the edge carriers have not been taken into account. 
Figure 3-22 presents the spreading efficiency values of Multi Carrier (MC) S-CDMA for both cosine 
and RRC pulse shaping. The results are presented for a frequency spacing of 1.2/Tc and 1.4/Tc. The 
spreading code length is equal to 63. The maximum time synchronisation error is equal to one third of 
the chip duration. It has been assumed that PPC could be achieved. The Ricean K factor is equal to 20 
dB and a BER of 1 o-3 has been considered. Finally, the roll-off factor of the RRC pulse shaping is 
equal to 0.4. 
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There is a hard limit on the spreading efficiency set by the number of available spreading sequences. 
Since the transmitted signal is QPSK modulated, this asymptotic efficiency is equal to 5/ 3 b/s/Hz and 
is achieved when the number of users is equal to the code length. It can be seen from the Figure 3-22, 
that for a MC transmission, the use of RRC pulse shaping provides better spreading efficiency than 
that of cosine pulse shaping. For a frequency spacing equal to 1.4/Tc and a spreading efficiency of 1, 
the required Eb/No is 0.7 dB lower for the RRC pulse than for the cosine pulse. It is interesting to 
note that this is the opposite of what has been observed in the single carrier case. This can be 
explained by the fact that the CCI intelference is asynchronous and hence much higher than the 
interference frmn users within one carrier. Hence, it is necessary to have a pulse shaping function 
with a frequency spectrum as compact as possible. This explanation is further confirmed by the 
improved performance of the RRC filtering as the spacing increases. Hence, unlike A-CDMA where 
overlapping of the carriers can lead to capacity increase [Lee-96], it is important for MC-S-CDMA to 
avoid as much as possible CCI. 
3.7 TIME SYNCHRONISATION REQUIREMENTS 
The results that have been presented so far have all been obtained for a time synchronisation error 
equal to one third of the chip duration. The impact on the transmission performance of the accuracy of 
the synchronisation technique(s) will now be assessed. 
Figure 3-23 and Figure 3-24 present the increase in Eb/No required to achieve a given BER due to 
imperfect time synchronisation. The target BER has been taken equal to 1 o-2 for the results in Figure 
3-23 and to 10-3 for Figure 3-24. Both cosine and RRC pulse shaping functions have been considered. 
h1 order to allow comparison between the two pulse shaping functions, the spreading efficiency has 
been assmned constant and is equal to 0.5 b/s/Hz. The results presented in Figure 3-23 correspond to 
values of the Ricean K factor of 0 dB and 5 dB. K factor values of 10 dB and 20 dB have been 
considered for the results of Figure 3-24. The spreading code length has been taken equal to 63 and it 
is assumed that PPC could be achieved. 
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Figure 3-23 and Figure 3-24 clearly show that the use of cosine pulse shaping provides a better 
resistance to errors in the time synchronisation procedure. For the four different values of the K 
factor, no performance degradation can be observed when the synchronisation error is kept below 
40% of the chip duration. RRC shaped signals are much more sensitive to synchronisation errors. h1 
order to keep the increase in Eb/No below 1 dB, the maximum time synchronisation error has to be 
lower than 17% and 28% of the chip duration for K factor values of 0 dB and 5 dB respectively. This 
synchronisation accuracy can be eased to 26% and 35% of the chip duration when the value of the K 
factor is increased to 10 dB and 20 dB respectively. This requirement is nonetheless approximately 
twice as high as than the one set with cosine pulse shaping. 
Figure 3-25 presents the petformance of S-CDMA with power control and synchronisation errors for 
both cosine and RRC pulse shaping. The increase in Eb/No for a BER of 1 o-3 is plotted for a Ricean K 
factor equal to 20 dB. The AIER value has been calculated for values of the power control enor 
variance of 1 dB and 5 dB and a link availability of 99.9% of the time. 
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Figure 3M25: Impact of intperfect time synchronisation and power control 
0 Cosine pulse, cr ｾ＠ = 1 dB; <> Cosine pulse, cr ｾ＠ =5 dB; * RRC, cr ｾ＠ = 1 dB; 0 RRC, cr ｾ＠ =5 dB 
As expected, the imperfections in the power control put even more constraints on the accuracy of the 
tiine synchronisation technique. Assuming RRC pulse shaping and an increase in Eb/No limited to 1 
dB, the maximun1 time synchronisation error has to be lowered from 30% to 18% of the chip duration 
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when the power control variance increases from 1 dB to 5 dB. For cosine pulse shaping, the 
corresponding require1nents for the synchronisation accuracy are 58% and 48% of the chip duration. 
Hence, the performance degradation due to the increase in the power control error variance is not as 
severe when cosine pulse shaping is used. 
3.8 CONCLUSIONS 
In this chapter, the performance of S-CDMA in the land mobile satellite channel has been analysed. In 
order to do so, a model for the MAl has been derived and the impact of effects such as near-far effect 
and pulse shaping has been assessed. On that respect, the following concluding remarks can be made: 
1. By synchronising the spreading sequences of the different users at the receiver input and using 
spreading waveforms with low cross-correlation properties, the level of MAl can be greatly 
reduced. Hence, S-CDMA provides a significantly higher spreading efficiency than conventional 
A-CDMA. 
2. The impact of power control errors on the performance of the trans1nission has been analysed. To 
do so, a log-normal model for the AIER has been proposed. Using this 1nodel, it was shown that S-
CDMA is significantly less sensitive than A-CDMA to the near-far effect. The degradation due to 
power control should however not be overlooked for S-CDMA and adequate link margins should 
be incorporated during the link dimensioning. 
3. The performance of S-CDMA with different pulse shaping functions has been assessed. Cosine 
pulse shaping provides better spreading discrimination as well as bandwidth efficiency than 
rectangular shaping. The use of RRC shaping degrades the cross-correlation properties of the 
sequences but improves the bandwidth efficiency. It was shown that for a single carrier 
trans1nission, cosine pulse shaping outperformed RRC filtering. On the other hand, when MC 
trans1nission is considered, the use of RRC pulse shaping should be preferred. 
4. The requirements for the time synchronisation accuracy have been derived. Assuming RRC pulse 
shaping, this requirement varied from 17% to 35% of the chip duration as the Ricean K factor 
increased from 0 dB to 20 dB and assuming PPC conditions. When the near-far effect is more 
severe, the accuracy of the synchronisation needs to be higher. However, the use of cosine pulse 
shaping greatly eased the synchronisation requirement. S-CDMA with cosine pulse shaping can 
cope with errors of 50% of the chip duration in all the considered environments. 
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4. CHANNEL CODING FOR S-CDMA 
4.1 INTRODUCTION 
When compared to first-generation mobile satellite communication systems such as Globalstar, 
Iridium and ICO, future broadband satellite networks will have to provide significantly higher data 
rates while achieving extremely lowBER values (lower than 10-6). In order to keep the mobile user 
terminal requirements as low as possible, it is essential to reach the QoS with the minimum SNR. 
Hence, the use of powerful channel coding schemes is paramount. In this chapter the performance of 
S-CDMA with CC, TCM, MTCM and concatenated coding schemes will be assessed. It should be 
noted that only FEC codes are considered in this chapter. Automatic Repeat reQuest (ARQ) 
techniques could also be used. However, they would not be suitable for real-time services in the GEO 
satellite environment due to the long propagation delays. 
4.2 S-CDMA WITH CONVOLUTIONAL CODING 
4.2.1 Performance in the A WGN channel 
The performance of S-CDMA with convolutional coding will first be assessed in the Gaussian 
channel for QPSK modulation. By so doing, the theoretical analysis is greatly simplified and first 
conclusions can be drawn. 
The Viterbi Algorith1n (VA) can be used to pelform the Maximum Likelihood Sequence Estimation 
(MLSE) of convolutionally coded data [Viterbi-67]. The complexity associated with the decoding 
operation varies then exponentially with the code memory. For very large constraint length values, 
sequential algorithms such as the Fano algoritlnn [Fano-63] or the stack algorithm [Zigangirov-66], 
[Jelinek-69] may be preferred. However, CC with constraint length values less or equal to nine can 
efficiently be decoded with the VA. Hence, it is assumed in this thesis that decoding is performed 
with the VA. Since CC are linear codes, the derivation of the error probabilities can be performed 
under the assumption that the all zero sequence has been transtnitted. In order to estimate the BER, 
the first-event error probability is calculated. The first-event error probability is the probability that a 
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path in the trellis which differs frmn the all zero path in d bits has a higher metric than the all zero 
path (assuming that the VA outputs the path with the highest metric). The first-event error probability 
for the user k can be expressed as: 
(4-1) 
The yk represent the decision variables that are produced by the despreading and demodulation 
I 
stages of the user of interest and on which the VA will base the 1netric calculation. It has been 
assumed, without any loss of generality, that the bits differing frmn the all zero path have the indexes 
ranging from 0 to d-1. Using the results presented in Section 3, it can be seen that the Random 
Variables (RV) {Yk,· }. are independent identically distributed (iid) and follow a Gaussian 
JE{O, ... ,t/-1} 
distribution. Their first two moments are equal to: 
(4-2) 
The first-event error probability can then be calculated as: 
( ) ( 
dxEJNa J p2 d =Q 
1+"( ｘｾ＠ X (N 11 -l)x EjN, 
(4-3) 
The Ec/No ratio relates to the Eb/No ratio through: 
(4-4) 
where R denotes the FEC code rate. 
In general, the transfer function associated with a CC can be written in the form [Proakis-89]: 
+oo 
T(D,N)= Lat!Dcl Nf(d) (4-5) 
tl=clt,.,e 
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T(D,N) denotes the number of paths in the trellis which diverge from and merge back to the zero state 
with a Hamming distance D and a weight of the input sequence equal to f(d). dfree denotes the 
minimum Hamming distance of the CC. Using these notations, an upper bound on the BER at the 
output of the VA can be found: 
+oo 
ｾﾷ｢＠ ｾ＠ ｌ｡｣ｾ＠ xf(d)x ｾＨ､Ｉ＠ (4-6) 
rl=dfm• 
Using the following approximation of the Q function [Wicker-95]: 
(4-7) 
the following upper bound on the BER of S-CDMA with CC can be found: 
[ 
£ l ｾｸ＠ !•' xrlfrde 
dfn••• x-c " E,. ( ) N(l X e ｬＫｹｸｾｸＨｎｵＭｬＩｸ＠ No X dT D, N N=l .' 
peb ｾ＠ Q 1----,_,::,_--£- d'1t.T l L,. 
r (N 1) _c lY 2""/i;;xrlfru l+yX-:,X ,- XN El' 
0 ｬＫｹｸｾｸＨｎＬＭｬＩｸｎ＠
lJ=e " 
(4-8) 
Another upper bound can be found using the well known upper bound on the complementary error 
function ( elfc( Fx) ｾ＠ e-x ) [Proakis-89]. However, the latter bound was found to be around 0.5 dB 
worse and Equation 4-8 is preferred. 
In order to test the accuracy of the upper bound, the results obtained through analysis will now be 
compared to those achieved by simulation. The comparison between the two approaches is presented 
in Figure 4-1. The dotted lines correspond to the upper bound and the plain lines are associated with 
the simulations. The use of Gold codes of length 31 with rectangular pulse shaping has been assumed. 
The CC is the maximmn free Hamming distance code of rate 1/2 and constraint length 3. This 
constraint length value is very small and practical systems will usually imple1nent codes with larger 
nmnber of states in their associated trellis. However, this value has been chosen in order to reduce the 
computational complexity of the simulations. The simulations have been performed for different 
number of users, AIER values and maximum thne synchronisation error. The signals transmitted by 
the different users are QPSK modulated with a random initial modulator phase uniformly distributed 
in [0, 27t]. The transmission of 104 blocks of 100 information bits has been simulated. In order to have 
an accurate representation of the relative propagation delays, the transmitted chips are over-sampled 
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by a factor equal to 100. The allocation of the spreading sequences as well as the relative transmission 
delays and initial modulator phases is petformed for each modulation block. By so doing, the 
estimation of the bit error probability is improved. Finally, perfect synchronisation as well as phase 
and frequency recovery has been assumed for the user of interest. 
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Figure 4-1: Performance of CC for S-CDMA: comparison between simulation and analysis 
0 20 users, AIER= 3 dB, 't 11wx=Tcl2; D 10 users, AIER= 0 dB, 't111ax=Tcl3; --Upper bound 
It can be seen from Figure 4-1, that the upper bound is in fact very tight. For a BER of 10-2, the Eb/No 
difference between the theoretical bound and the simulation results is lower than 0.3 dB. Moreover, 
for BER lower than 1 o-3, the curves are indistinguishable. Hence, the performance analysis of S-
CDMA with CC in the A WGN channel will be performed using the bound presented in Equation 4-8. 
The upper bound in Equation 4-8 can also be used for A-CDMA transmission. In this case, the value 
of the parameter "A should be set equal to 2/ 3• Figure 4-2 presents the simulated performance of A-
CDMA as well as the corresponding upper bound. Comparison with S-CDMA for a maximum time 
synchronisation error of one third of the chip duration is also provided. The nmnber of users is equal 
to 10 and perfect power control has been assumed. 
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Figure ＴｾＲＺ＠ CC performance con1parison between ｓｾｃｄｍａ＠ and ａｾｃｄｍａ＠
0 A-CDMA, ｳｩｭｵｬ｡ｴｩｯｮｾ＠ 0 A-CDMA, upper bound ; D S-CDMA 
It can be seen from the above figure that the bound in Equation 4-8 is also tight for A-CDMA. It can 
also be seen that, as observed in the uncoded transmission case, S-CDMA is significantly more power 
efficient than A-CDMA. The Eb/No gain is equal to I .8 dB for a target BER of 10-2 and increases up 
to 4.2 dB when a BER of 1 o-4 is to be achieved. 
Figure 4-3 presents the performance of CC for S-CDMA under imperfect time synchronisation. The 
maximum free distance half rate CC of constraint length seven has been used. Perfect power control 
conditions have been assumed and the spreading code length is equal to 31. Both cosine and RRC 
pulse shaping have been considered. The spectral efficiency has been taken equal to 0.25 b/s/Hz. It 
should be stressed that the definition of the spreading efficiency has been modified to take into 
account the effect of the FEC code: 
S = N, xlog 2 (M)xR 
" NxB99 ｸｾＮ＠
(b/s/Hz) 
(4-9) 
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10-4 
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Figure 4-3: Performance of CC S-CDMA under imperfect time synchronisation 
V RRC, 'f.11wx=Tc..!10; 0 RRC, 'tmax=Tc../2; D Cosine pulse, 't11111x=Tcl10; <> Cosine pulse, 't11111_FTcl2 
Figure 4-4: Pe1·formance of CC S-CDMA under imperfect power control conditions 
V RRC, PPC; 0 RRC, ｡ｾ］＠ 5 dB; D Cosine pulse, PPC; <> Cosine pulse, ｡ｾ］＠ 5 dB 
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h1 Figure 4-4, the effect of power control errors is assessed. The maximum time synchronisation error 
is equal to one third of the chip duration. 
It can be seen from Figure 4-3 that S-CDMA with CC is not very sensitive to synchronisation errors. 
For a target BER of 10-6, the Eb/No penalty when the thne synchronisation error increases from one 
tenth to one half of the chip duration is limited to 0.5 dB for RRC pulse shaping and is lower than 0.1 
dB when cosine pulse shaping is implemented. On the other hand, the effect of imperfect power 
control can be more penalising. For a BER of 10-6, a power control error variance of 5 dB leads to an 
increase in the Eb/No of 0.4 dB for cosine pulse shaping and 0.9 dB for RRC pulse shaping. Hence, 
the impact of power control errors should not be overlooked and adequate link dimensioning margins 
should be incorporated. 
For A-CDMA, the level of MAl is proportional to the energy per chip [Viterbi-85]. Moreover, since 
the spreading sequences of the different users arrive with random delays at the receiver, the derivation 
of the MAl can be based on the assumption that the spreading codes are pseudo-randmn and the 
proportionality coefficient is independent of the code length as well as of the selection of a particular 
code family [Hui-84]. The only parameter used to characterise the level of MAl is the processing gain 
which is equal to the product between the spreading code length and the inverse of the FEC code rate 
(assuming that each modulation symbol is spread by the entire code length). Hence, for a constant 
processing gain value, lowering the rate of the FEC code will imply a coding gain without any 
increase in the MAl level. Therefore for MLSE, the lower the FEC code rate is, the better the 
performance will be. When the correlator is used, the spreading code length should not be to small as 
it would degrade the estimates at the input of the FEC decoder. 
On the other hand, the efficiency of S-CDMA lies in the full exploitation of the cross-correlation 
properties of the spreading codes. The use of channel coding will alter the cross-correlation properties 
of the spreading codes and may not prove as beneficial as in the case of A-CDMA. Hence, the trade-
off between spreading code length and the FEC code rate will now be assessed. Figure 4-5, Figure 4-6 
and Figure 4-7 present the performance of two different spreading/coding schemes for different 
channel conditions. The best CC of rate 1h and constraint length 5 used with a Gold spreading code of 
length 63 is compared to the best convolutional code of rate 1A used with a Gold code of length 31. 
Since the Gold code length must be of the form 2"-1, there is a very small difference in the bandwidth 
expansion associated with the two spreading/coding schemes. Hence, in order to allow accurate 
comparisons between the two schemes, the results will be presented for a constant spreading 
efficiency value. 
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In Figure 4-5 and Figure 4-6, cosine pulse shaping is assumed. The maximum time synchronisation 
error is equal to one tenth of the chip duration for the results in Figure 4-5 and to half the chip 
duration in Figure 4-6. RRC pulse shaping with a roll-off factor of 0.4 and a maximum time 
synchronisation of one tenth of the chip duration has been assumed for the results presented in Figure 
4-7. Different spectral efficiency values and power control conditions have been considered. 
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Figure 4-5: Trade-off between spreading and FEC coding (cosine pulse, 'L111ax=Tcl10) 
D N=31, R=1/ 4, Se=0.05 b/s/Hz, PPC; 0 N=31, R=114, Se=0.2 b/s/Hz, ｣ｲｾ］ＱＰ＠ dB 
0 N=63, R= 1/ 2, Se=0.05 b/s/Hz, PPC; \1 N=63, R=1/ 2, Se=0.2 b/s/Hz, ｡ｾ＠ =10 dB 
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Figure 4-6: Trade-off between spreading and FEC coding (cosine pulse, 't111ax=Tcl2) 
D N=31, R=-1/ 4, Se=0.05 b/s/Hz, PPC; <> N=31, R=1/ 4, Se=0.2 b/s/Hz, ｣ｲｾ＠ =10 dB 
0 N=63, R= 1/ 2, Se=0.05 b/s/Hz, PPC; V N=63, R=1/ 2, Se=0.2 b/s/Hz, ｣ｲｾ＠ =10 dB 
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Figure 4-7: Trade-off between spreading and FEC coding (RRC pulse, 'tmax=TcllO) 
D N=31, R=1/ 4, Se=0.05 b/s/Hz, PPC; <> N=31, R=114, Se=0.2 b/s/Hz, ｣ｲｾ＠ =10 dB 
0 N=63, R=1/ 2, Se=0.05 b/s/Hz, PPC; V N=63, R=1/ 2, Se=0.2 b/s/Hz, ｣ｲｾ＠ =10 dB 
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It can be seen from Figure 4-5, Figure 4-6 and Figure 4-7 that when the spectral efficiency is low and 
good accuracy of the power control can be reached, the scheme with the lowest FEC code rate 
achieves the best performance. On the other hand, when the system is heavily loaded and the accuracy 
of the power control is limited, the scheme with the longest spreading code length performs best. It 
can also be seen that the performance crossing point between the two spreading/coding schemes for 
high MAl level conditions depends on the time synchronisation accuracy. As the maximum time 
synchronisation error increases, the tnodulation/coding schemes with the low FEC code rate can only 
prove beneficial for very low target BER. This does not cmne as a surprise since when the 
transtnission is completely asynchronous, the scheme with the lower spreading length will perform 
best. It will now be tried to back these observations with analysis. 
When the level of MAl is low, the following relation holds: 
(4-10) 
The upper bound in Equation 4-8 can then be closely approximated as [Valadon-97c]: 
( 4-11) 
which is the upper bound of a convolutionaly coded single user transmission. Hence, for low values of 
the MAl level and the Eb/No ratio, the coding scheme with the best convolutional code will achieve 
the best performance. 
On the other hand, for larger Eb/No ratios, the bound in [Wicker-95] on the weighted Q function can 
be used to approximate the bit error probability: 
[ 
､ｦｲ･ｾＺ＠ X EcfNo 
ｾＢＺＺ［［＠ Q ( ) 1 +y ｘｾ＠ X N 11 - 1 X Ej No 
(4-12) 
b11.ee is defined by the distance properties of the CC and is equal to: 
(4-13) 
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Let us consider two different spreading/coding schemes C1 (Rh db N1) and 0 2 (R2, d2, N2) • For the 
figures presented above the two codes are defined as C1 ＨｾＬ＠ 7, 63) and C2 ( 1/ 4, 16, 31). At high SNR 
ratios, C 1 outperforms C2 when: 
(4-14) 
The function 11 is defined as: 
(4-15) 
1 + R2 X y ｘｾ＠ X ( N, -1) X x 
In order to determine the conditions for which Equation 4-14 is valid, one needs to examine the 
behaviour of the functions of the type: 
g(x)- xx(-1 - Jl J 
1+x 1+v xx 
(4-16) 
It can be seen that Jl and v are defined as: 
(4-17) 
Hence, f.l is the ratio between the rate-normalised free distance of the two CC and v is the ratio 
between the rate-normalised cross-correlation parameter. It can be seen that the sign of the first 
derivative of g(x) is of the sign of v 2 -l..l . When v 2 - l..l is positive, the function g(x) is increasing 
withxwhen: 
x ｾ＠ (v - 1)J"F - (v - ｾｌＩ＠
v- -l..l 
(4-18) 
In order to assess if the condition in Equation 4-14 is valid, one needs to examine the value of the 
limit of g(x) when x tends to plus infinity. It can then been seen that when v- ｾｬ＠ is negative, the 
condition is never met and the code C2 with the lowest FEC code rate always achieves the best 
68 
Chapter 4: Channel Coding for Synchronous CDMA 
performance. On the other hand, when v- j.l is positive, the condition in Equation 4-14 will be valid 
when the Eb/No is higher than a threshold which varies with the channel conditions. Finally, it can be 
seen that when v - j.l is positive, the parameter v 2 - j.l is also positive. Hence, the trade-off between 
the performance of the two schemes depends on the values taken by v - j.l . Figure 4-8 presents the 
values taken by v - j.l vs. the maxhnum time synchronisation error. The ratio between the BER of the 
two different spreading/coding schemes has also been plotted for a spreading efficiency of 0.2 b/s/Hz, 
an Eb/No value of 10 dB and a power control error variance of 10 dB. Both cosine and RRC pulse 
shaping have been considered. 
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Figure 4-8: Analysis of the trade-off between spreading and FEC coding 
0 RRC, 10x(v- J.L); 0 RRC, log(Berc1/Berc2 ); 
V Cosine pulse, 10 x (v - j.l) ; 0 Cosine pulse, log( Be1c1 / Be1c2 ) 
It can be seen from Figure 4-8, that the sign of v- j.l can be used to accurately predict the relative 
perfonnance of the two different spreading/coding schemes. When the synchronisation error between 
the different users is low, v - j.l is positive and the scheme with the longest spreading code has the 
best performance. On the other hand, if the maximum time synchronisation exceeds 40% of the chip 
duration in the case of RRC pulse shaping or 60% of the chip duration for cosine pulse shaping, the 
spreading/coding scheme with the most powerful FEC code will achieve the best performance. The 
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sign of v - J.l can be used to predict the synchronisation error threshold above which S-CDMA 
behaves shnilarly to A-CDMA with respect to the spreading/coding trade-off. 
The results on the trade-off between spreading and FEC coding can be summarised as follows. When 
good synchronisation accuracy can be achieved, the use of long spreading sequences will prove 
beneficial for high MAl levels. In this case, the use of long spreading codes is important in order to 
improve the SNR at the input of the Viterbi decoder. On the other hand, if the level of MAl is low, or 
the accuracy of the synchronisation technique is low, the use of the low rate FEC coding will provide 
the best pelformance. It should nonetheless be stressed that if reducing the FEC code rate improves 
the quality of the transmission, it will also result in a decrease in the number of available spreading 
codes. It is therefore important to check that the length of the spreading sequences is still high enough 
to support the desired number of users. 
4.2.2 Performance in fading channels 
The performance of CC for S-CDMA will now be analysed for fading channels. Theoretical bonds 
can be derived using Chernoff bounding techniques. These bounds are however usually fairly loose 
and it is preferred to resort to siinulations. Figure 4-9, Figure 4-10, Figure 4-11 and Figure 4-12 
present the BER of the CC (¥2,7) for S-CDMA in Ricean fading channels. The Ricean K factor varies 
from 5 dB up to 20 dB. Symbol block interleaving should be performed between modulation and 
spreading in order to allow the performance of the Viterbi decoding procedures to be as good as 
possible. The depth of the interleaver has to be longer than the fade duration and the length is usually 
taken of the order of the code memory. Moreover, keeping the size of the interleaver as low as 
possible is paramount in the satellite environment where the addition of long propagation delays can 
impact on the QoS. Hence, it is important to optimise the interleaving depth taking into account the 
Level Crossing Rate (LCR) of the channel as well as the modulation rate [Lee-93]. Since the LCR 
depends on the mobile user velocity and the carrier frequency, perfect channel interleaving has been 
assumed in order to keep this study applicable to a wide range of systems. The spreading code length 
is equal to 63 and the spreading efficiency has been assumed equal to 0.45 b/s/Hz. The maximum time 
synchronisation error is equal to one third of the chip duration. The effect of imperfect power control 
conditions as well as that of pulse shaping is also being considered. 
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Figure 4·9: Performance of S·CDMA with CC in Ricean fading channel (K=5 dB) 
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Figure 4·10: Performance of S·CDMA with CC in Ricean fading channel (K=lO dB) 
0 Cosine pulse, PPC; <> Cosine pulse, cr ｾ＠ =5 dB ; V RRC, PPC; 0 RRC, cr ｾ＠ =5 dB 
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Figure 4-11: Performance of S-CDMA with CC in Ricean fading channel (K=15 dB) 
0 Cosine pulse, PPC; <> Cosine pulse, cr ｾ＠ =5 dB; V RRC, PPC; 0 RRC, cr ｾ＠ =5 dB 
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Figure 4-12: Performance of S-CDMA with CC in Ricean fading channel (K=20 dB) 
0 Cosine pulse, PPC; <> Cosine pulse, ｣ｲｾ＠ =5 dB; V RRC, PPC; 0 RRC, ｣ｲｾ＠ =5 dB 
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It can be seen that cosine pulse shaping offers the best performance for all the considered 
environments. Moreover, the performance of CC with S-CDMA in fading channels is much more 
sensitive to power control errors with RRC filtering than with cosine pulse shaping. This is 
particularly visible when the Ricean K factor is low. When the K factor is equal to 5 dB, the 
petformance degradation for RRC pulse shaping is higher than 6 dB. 
Figure 4-13 presents the Eb/No that is required to achieve a BER of 10-6 for the different values of the 
Ricean K factor. 
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Figure 4-13: Power requirentents for CC with S-CDMA in Ricean fading channels 
0 Cosine pulse, PPC; 0 Cosine pulse, ｡ｾ＠ =5 dB; V RRC, PPC; 0 RRC, ｡ｾ＠ =5 dB 
Under PPC conditions, the gain of cosine pulse shaping over RRC filtering varies frmn 0.3 dB up to 
0.8 dB as the Rice an K factor is reduced from 20 dB down to 5 dB. When the imperfections of the 
power control scheme are considered, this gains significantly increases and ranges frmn 1.6 dB (K= 
20 dB) up to 6.6 dB (K= 5 dB). With cosine pulse shaping, the range of the Eb/No is lilnited to 3.4 dB 
assuming PPC and to 3.8 dB when the power control error variance is equal to 5 dB. Hence, the 
system can be designed with relatively low margins and operate in a wide range of propagation 
environments. On the other hand, when RRC pulse shaping is implemented, the Eb/No range is equal 
to 4.1 dB for PPC and to 8.8 dB for a power control error variance of 5 dB. Hence in order to achieve 
the required QoS with different K values, a large implementation margin is required. It is important to 
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stress that this margin only caters for the performance degradation due to the change in the statistics 
of the received signal and not for any power loss which could be due to shadowing. 
Figure 4-14 presents the spreading efficiency achieved by S-CDMA with CC in Ricean fading 
channels for different power requirements. The code length is equal to 63 and a maximum time 
synchronisation error of one third of the chip duration is assumed. The variance of the power control 
error is equal to 5 dB. Both cosine pulse shaping and RRC filtering have been considered. 
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Figure 4-14: Spreading efficiency for CC with SMCDMA in Ricean fading channels 
D Cosine pulse, K=5 dB; 0 Cosine pulse, K=20 dB; \1 RRC, K=5 dB; 0 RRC, K=20 dB 
Since the bandwidth occupancy of the signals with cosine pulse shaping is high, the spreading 
efficiency can not be higher than 0.47 b/s/Hz. On the other hand, RRC filtering leads to signals which 
are more compact in the frequency domain, and hence the maximum spreading efficiency can be 
raised to 0.84 b/s/Hz when K is equal to 20 dB and to 0.54 b/s/Hz when K is equal to 5 dB. However, 
this i1nprovement can only be achieved by increasing the power requirements. Assuming a given 
spreading efficiency of 0.47 b/s/Hz, this increase in Eb/No is equal to 1.6 dB and 7.1 dB for K equal 
to 5 dB and 20 dB, respectively. Hence, the use of RRC pulse shaping can only prove beneficial when 
high spreading efficiency values are targeted and the required power margin is available. 
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4.3 TRELLIS-CODED MODULATIONS FOR S-CDMA 
For A-CDMA, the interference from the active users in the system adds on a power basis and the use 
of very low rate channel codes provides good coding gains without any reduction in spectral or power 
efficiency [Viterbi-79]. Hence for A-CDMA the use of CC proves to be more efficient than that of 
TCM [Boudreau-90]. On the other hand, for S-CDMA each modulation symbol must be spread by the 
entire code length and the use of FEC coding will entail a reduction in the number of spreading 
sequences which is equal to the inverse of the code rate. Since the number of spreading sequences 
with good cross-correlation properties is limited, the use of low rate FEC codes can severely reduce 
the capacity of S-CDMA systems. In order to avoid this limitation the use of TCM has been proposed 
in [DeGaud.-95c]. 
TCM were first proposed in [Ungerb.-82] and allow the achievement of good coding gains without 
any reduction in the symbol duration by introducing memory in the modulation operation while 
expanding the signal set. 
When transmission is performed on the A WGN channel, the pairwise error event probability depends 
on the Euclidean distance between the two corresponding paths. Hence, in order to achieve the best 
pelformance, the minimum Euclidean. distance between paths in the trellis should be maximised. 
Nevertheless, this design criterion is not optimum when the transmission is impaired by fading. The 
Chernoff bound in a Ricean fading channel on the pairwise error probability between two paths in the 
trellis denoted as s1 and s1 which contains l modulation symbols can be expressed as [Divsalar-88]: 
(4-19) 
The upper bound has been obtained under the assumption that the fading amplitude is lmown to the 
receiver as well as perfect interleaving and coherent detnodulation. When the Ricean K factor tends to 
+oo, it can be seen frmn the above upper bound that the log of the pairwise error probability is 
proportional to the sum of the Euclidean distances between modulation symbols in the two paths. This 
justifies the maximisation of the miniinum Euclidean distance for codes to be transmitted on A WGN 
channels. On the other hand, when Ricean fading is present, the above upper bound can be simplified 
at high SNR as: 
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(4-20) 
11 denotes the set of indexes for which the modulation signals differ in the two paths. The number of 
elements in the set is equal to lll and is usually referred to as effective length or symbol Hamming 
distance of the error event. The product distance between the two paths d ｾ＠ (t11 ) is equal to the product 
of the Euclidean distance between symbols that differ in the two paths: 
(4-21) 
In the absence of CSI, a similar Chernoff upper bound can be found [Divsalar-88]: 
(4-22) 
It can be seen frmn Equation 4-19 and Equation 4-22 that in Ricean fading channels the pairwise error 
probability depends mainly on the symbol Hamming distance as well as on the product distance. 
Hence when transmission is performed in Ricean fading channels, it is more important to maximise 
the values taken by these parameters rather than the Euclidean distance. It should be noted that for 
half-rate CC with a Gray coded QPSK modulation, the maximisation of the symbol Hamming 
distance is equivalent to that of the Euclidean distance. Hence, the codes presented in section 4.2 are 
optilnum for both A WGN and fading channels. 
The performance of S-CDMA with both 2/ 3-8PSK TCM and %-16PSK TCM will now be assessed. 
The polynmnial generators for the 2/r8PSK TCM and %-16PSK TCM which maximise the Ininimum 
Euclidean distance can be found in [Ungerb.-87]. These codes will be referred to as U TCM. The 
polynomial generators for the 2/ 3-8PSK TCM designed for fading channels can be found in [Schlegel-
89]. These codes will be referred to as SC TCM. Finally, the polynomial generators for the %-16PSK 
TCM designed for fading channels can be found in [Du-90]. These codes will be referred to as DV 
TCM. 
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h1 the A WGN channel, an upper bound on the BER can be obtained through a weighted summation of 
the pairwise error probabilities [Biglieri-91] . The same technique can be used for performance 
analysis in Rice an fading channels using the Chernoff bound on the pairwise error probability. 
However, the Chernoff bound can be fairly loose and the resulting BER is usually very pessimistic. 
Moreover, this approach requires the derivation of an error-state diagram and can be computationally 
expensive when trellis with large number of states are considered. Hence, the performance analysis of 
S-CDMA with TCM in Ricean fading channels will be performed through simulations. Finally, it is 
interesting to note that an exact expression for the pairwise error probability can be found in [Cavers-
92] but is limited to the Rayleigh fading case. 
Figure 4-15 and Figure 4-16 compare the performance of U and SC 2/ 3-8PSK codes in Ricean fading 
channels. The number of states in the trellis associated with the TCM is equal to 64. The length of the 
Gold sequences is equal to 63. Cosine pulse shaping has been assumed and the spectral efficiency has 
been taken equal to 0.75 b/s/Hz. The maximum time synchronisation error is equal to one third of the 
chip duration and PPC conditions are considered. It is also assumed that the receiver has perfect 
lu1owledge of the amplitude of the multipath fading process. In Figure 4-17 and Figure 4-18, the 
performance of %-16PSK TCM with both U and DV designs are presented. 
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Figure 4-15: Perforntance of U and SC 2/rSPSK TCM (K= 5 dB and K= 10 dB) 
D U, K=10 dB; 0 U, K=5 dB; V SC, K=10 dB; 0 SC, K=5 dB 
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Figure 4-16: Performance of U and SC 2/ 3-SPSK TCM(K= 10 dB and K= 20 dB) 
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Figure 4-17: Performance of U andDV 3/ 4-16PSK TCM (K= 5 dB andK= 10 dB) 
D U, K=lO dB; 0 U, K=5 dB; V DV, K=IO dB; 0 DV, K=5 dB 
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Figure 4-18: Performance of U and DV 3/ 4-16PSK TCM (K= 15 dB and K= 20 dB) 
D U, K=20 dB; <> U, K=15 dB; V DV, K=20 dB; 0 DV, K=15 dB 
For the 2h-8PSK TCM, The SC code design provides better results than the U codes when the Ricean 
K factor is equal to 5 dB and 10 dB. When the Ricean K factor is equal to 5 dB, the hnprovement in 
power requiretnents is approximately equal to 4.5 dB for a BER of 1 o-6• As the channel conditions 
hnprove and the K factor increases up to 10 dB, the Eb!No gain is reduced but is still equal to 0.3 dB. 
Under good channel conditions (K=15 dB and K= 20 dB) both U and SC codes achieve very similar 
performance. Hence for S-CDMA with 2/r8PSK TCM, the SC TCM can be used efficiently in all the 
considered environments. 
For the %-16PSK TCM, it can be seen that when the K factor is equal to 5 dB or 10 dB, the DV code 
provides better pelformance than the U TCM. For a target BER of 1 o-3, the gain in power 
requirements is equal to 11.7 dB and 0.4 dB for a Ricean factor of 5 dB and 10 dB, respectively. 
Moreover, both DV and U codes experience an error floor higher than 10-6• This error floor is caused 
by the MAL On the other hand, when the K factor is equal to 15 dB or 20 dB, the TCM which 
Inaximise the minimum Euclidean distance achieve the best performance. For a BER of 1 o-6' the 
Eb/No gain is equal to 3.3 dB for a K factor of 15 dB and to 3.5 dB when K is equal to 20 dB. Hence, 
for the %-16PSK TCM it is important to match the code design criterion to the channel conditions. 
Figure 4-19 plots the Eb/No required by the different TCM schemes for a BER of 1 o-3 and different 
values of the Ricean K factor. The performance of both U and DV %-16PSK TCM are presented but 
only the SC code has been considered for the 2/ 3-8PSK TCM since it was shown in the above figures 
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that the U design did not provide any noticeable gain in any of the Ricean fading channels. Gold 
sequences of length 63 have been used under the assumption that the maximum time synchronisation 
is equal to one third of the chip duration. Both RRC and cosine pulse shaping have been considered. 
The spreading efficiency is equal to 0.25 b/s/Hz. 
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Figure 4-19: Power requirements of the modulation/coding schemes with Ricean fading 
0 SC 2h-8PSK, cosine pulse; \1 DV%-16PSK, cosine pulse; D U %-16PSK, cosine pulse 
0SC 2/ 3-8PSK, RRC pulse; X DV%-16PSK, RRC pulse; h. U%-16PSK, RRC pulse 
For the 2/r8PSK TCM, the power increase when the K factor is reduced fron120 dB down to 5 dB is 
equal to 2.7 dB for both RRC and cosine pulse shaping. However, the use of cosine pulse shaping 
rather than RRC filtering leads to a 0.3 dB gain in the required Eb/No. For the %-16PSK TCM, the 
D V code provides the best power efficiency when the K factor is lower than 10 dB and the U code 
should be preferred when the Ricean K factor is higher than 15 dB. However, if the same code is to be 
used in a range of different environments where the K factor significantly varies, the DV code should 
be preferred since it shows the lowest range in power requirements. This feature is important in that it 
will help reduce the link dimensioning margin for mobile channels. Assuming RRC pulse shaping, the 
Eb/No range when K varies from 20 dB down to 5 dB is equal to 12.3 dB for the U code but is only of 
3.3 dB with the DV TCM. It can also be seen that cosine pulse shaping provides better power 
efficiency for the values of the K factor and both U and DV codes. The Eb/No gain is equal to 1.2 dB 
for a K factor of 5 dB. 
80 
----------------------------------------·-· ····-·---
Chapter 4: Channel Coding for Synchronous CDMA 
For a given code and spreading efficiency value, cosine pulse shaping leads to lower power 
require1nents. However, since the RRC pulse frequency bandwidth is much lower than that of the 
cosine pulse, the number of available spreading sequences for a given channel bandwidth and 
infonnation rate is larger. Hence, the maximum spreading efficiency could be higher for RRC filtering 
than for cosine pulse shaping. Figure 4-20, Figure 4-21, Figure 4-22 and Figure 4-23 plot the 
spreading efficiency achieved with both RRC and cosine pulse shaping for different values of the 
Eb/No. The performance of the three different coding schemes, i.e. half rate CC, 2/ 3-8PSK TCM and 
%-16PSK TCM, is presented. The use of Gold spreading sequences of length 63 has been assumed. fu 
Figure 4-20 and Figure 4-21, the K factor is equal to 20 dB and the spreading efficiency is presented 
for a target BER of 10·6• In Figure 4-22 and Figure 4-23, the K factor is equal to 5 dB and the 
spreading efficiency has been calculated for a BER of 10·4• 
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Figure 4-20: Spreading efficiency of the different codes (BER=lO "6, K= 20 dB, PPC) 
x CC, RRC pulse;<> 2/r8PSK TCM U, RRC pulse; V %-16PSK TCM U, RRC pulse 
ｾ＠ CC, cosine pulse; D 2h-8PSK TCM U, cosine pulse; 0 %-16PSK TCM U, cosine pulse 
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Figure 4-21: Spreading efficiency of the different codes (BER=l0-6, K= 20 dB, ｣ｲｾ＠ =5 dB) 
X CC, RRC pulse;<> 2/ 3-8PSK TCM U, RRC pulse; V %-16PSK TCM U, RRC pulse 
6 CC, cosine pulse; D 2/r8PSK TCM U, cosine pulse; 0 %-16PSK TCM U, cosine pulse 
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Figure 4-22: Spreading efficiency of the different codes (BER=10"4, K= 5 dB, PPC) 
x CC, RRC pulse; <> 2/ 3-8PSK TCM SC, RRC pulse; V %-16PSK TCM DV, RRC pulse 
6 CC, cosine pulse; D 2/r8PSK TCM SC, cosine pulse; 0 %-16PSK TCM DV, cosine pulse 
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Figure 4-23: Spreading efficiency of the different codes (BER=lO-\ K= 5 dB, cr ｾ＠ =5 dB) 
X CC, RRC pulse; 0 2/r8PSK TCM SC, RRC pulse; \1 %-16PSK TCM DV, RRC pulse 
6. CC, cosine pulse; 0 2h-8PSK TCM SC, cosine pulse; 0 %-16PSK TCM DV, cosine pulse 
Assuming PPC conditions, cosine pulse shaping and a K factor of 20 dB, the best spreading efficiency 
is achieved with the %-16PSK TCM when the Eb/No is higher than 18.5 dB. When the Eb/No is lower 
than 18.5 dB but higher than 7.5 dB, the 2h-8PSK TCM provides the best spreading efficiency. 
Finally, when the Eb/No is lower than 7.5 dB, the half rate CC should be used. Hence, when the 
required power is available, it is possible to use larger constellation sets in order to avoid the 
limitation on the number of spreading sequences and achieve a better spreading efficiency. This is 
similar to what is experienced in TDMA and FDMA systems. However, when RRC filtering is used 
rather than cosine pulse shaping, the best possible spreading efficiency is achieved with the 2/ 3-8PSK 
TCM and not with the %-16PSK TCM, even though the 16PSK scheme will provide a larger number 
of available spreading sequences. This observation is also valid for the results of both RRC and cosine 
pulse shaping presented in Figure 4-21, Figure 4-22 and Figure 4-23. This is due to the fact that the 
high power requirements of the %-16PSK TCM lead to a high level of MAl which then limits the 
number of connections that can be supported. Hence, unlike TDMA and FDMA systems where the 
spectral efficiency can be increased by using a larger transmitted power, the use for S-CDMA of 
larger constellation sets does not necessarily improve the achievable spreading efficiency. 
It can also be seen that the power control error has a significant impact on the spreading efficiency. 
For a Ricean K factor of 20 dB and assuming PPC conditions and infinite available power, the 
asymptotic spreading efficiency is equal to 1.67 b/s/Hz for RRC filtering and to 1.40 b/s/Hz with 
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cosine pulse shaping. However, when the power control error variance is equal to 5 dB, the 
asymptotic spreading efficiency is reduced to 0.83 b/s/Hz for RRC filtering and to 0.93 b/s/Hz when 
cosine pulse shaping is used. This is due to the fact that with power control errors, the potential gain 
in spreading efficiency of using larger signal sets is offset by the increase in the level of MAl Hence, 
it is important to carefully choose the best coding scheme according to the channel conditions, the 
available power and the achievable power control accuracy. 
4.4 MULTILEVEL TRELLIS-CODED MODULATIONS FOR S-
CDMA 
MTCM schemes [Seshadri-93], [Wu-93], where the different bits associated with one constellation 
symbol are encoded separately, have been shown to achieve good petformance in fading channels. 
The minitnum symbol Hamming distances associated with MTCM schemes are significantly higher 
than those of U and even SC codes [Sundbgerg-93]. Figure 4-24 presents the schematic ､ｩ｡ｧｲ｡ｾｮ＠ of 
MTCM with an 8PSK modulation and spreading. 
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Figure 4-24: MTCM and spreading 
The input data stream is first divided into three streams. Each sequence is then encoded with a code 
Ci. The level 1 bits are then interleaved. This interleaving is provided in order to avoid error 
propagation at the receiver. The level 1 bits are used to select one of the two QPSK sub-constellations 
of the 8PSK signal set. When the QPSK sub-constellation has been chosen, the level 2 bits are used to 
select one of the two BPSK sub-constellations. Finally, the 8PSK constellation point to be transmitted 
is decided based on the polarity of the level 3 bit. Figure 4-25 presents the set partitioning used for the 
8PSK MTCM as well as the intra-set (squared Euclidean) distances for the different partition levels. 
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Figure 4-25: SPSK signal set and multilevel partitioning 
The number of states in the maximum likelihood MTCM decoder varies exponentially with the sum 
of the memory of the constituent codes and is therefore much too complex for practical 
implementation. Hence, the Iterative Multistage Detector (IMD) [Seshadri-93] has been used for the 
petformance evaluation of S-CDMA with MTCM. The implementation of the first iteration of the 
IMD algorithm is presented in Figure 4-26. After deinterleaving of the received symbols, the metric 
corresponding to the bits of level 1 are calculated. The metrics have been calculated using the 
Euclidean distance between symbols. This is not the optimum metric [Woerz-90] but is much simpler 
to implement and does not noticeably degrade the performance [Seshadri-93]. Following the metric 
calculation of bits level 1, the VA is used to estimate the transmitted bits. A similar procedure is then 
used for the bits of level 2 and 3. The only difference lies in the use of the bit estimates produced in 
the above partition levels when calculating the metrics. 
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Bits level 1 
Received symbols 
Bits level2 
Figure 4-26: IMD algorithm 
The performance of S-CDMA with MTCM will now be presented. The CC(V2, 5) with the highest free 
distance has been used for the three constituent codes ｃｾ＾＠ C2 and C3• The constraint length has been 
chosen equal to 5 due to the fact that increasing its value would not significantly improve the 
performance but would lead to a higher decoding complexity. The modulated symbols take their 
values from the 8PSK signal set. Two different MTCM schemes with different overall code rates have 
been considered. The first scheme, referred to as MTCM-1, does not employ any puncturing on the 
constituent codes. Hence, the overall code rate of the MTCM-1 scheme is equal to ｾ＠ and the 
associated spectral efficiency to 1.5 b/symbol. The maximum spreading efficiency of MTCM-1 is 
50% higher than that a more conventional V2 rate CC. Puncturing of the constituent codes C2 and C3 
has been assumed for the second MTCM scheme (MTCM-2). The 2X2 puncturing matrix given in 
[Yasuda-84] has been used. The product distance dP of MTCMs is determined by the intra-set distance 
b. associated with the bits corresponding to the constituent code with the lowest Hamming distance. In 
order to keep the product distance has high as possible, puncturing should not be performed on the 
bits with the lowest intra-set distance b.. Hence, puncturing is performed on C2 and C3 but not on C 1 • 
After puncturing, the rate of the constituent codes C2 and C3 is equal to 
2
/ 3 , leading to an overall code 
rate of 11/ 18• The spectral efficiency of MTCM-2 is equal to 1.83 bits/symbols. The size of the 
interleaver 1t has been taken equal to 23X23 bits. This interleaving size has been chosen as it was 
found to provide a good trade-off between performance and delay. Three iterations of the IMD 
algoritlun have been pelformed assuming that perfect CSI is available. 
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Figure 4-27 presents the petformance of the MTCM-1 scheme for different numbers of iterations. 
Gold spreading sequences of length 63 have been used with cosine pulse shaping. The spreading 
efficiency is equal to 0.5 b/s/Hz. The maximum time synchronisation error is equal to one third of the 
chip duration. It is also assu1ned that PPC can be achieved. 
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Figure 4-27: MTCM-1 performance for different iteration numbers 
0 K= 5 dB, 1 it.; D K= 5 dB, 2 it.; h. K-::: 5 dB, 3 it. 
+ K-::: 20 dB, 1 it.; V K= 20 dB, 2 it.; 0 K= 20 dB, 3 it. 
For a BER of 1 o-6, the power gain achieved by increasing the number of iterations from 1 to 2 is equal 
to 2.4 dB and 1.7 dB for values of the Ricean K factor of 5 dB and 20 dB, respectively. On the other 
hand, there is no noticeable power gain when the number of decoding iterations is increased from 2 to 
3. Hence, all the MTCM simulation results to be presented in this study correspond to 2 decoding 
iterations. It can also be seen from the above figure that the performance behaviour of the MTCM 
scheme is noticeably different from that of the U and SC TCM. The BER of the MTCM stays above 
10-1 for a wider range of Eb/No values. Then for Eb/No ratios higher than 6 dB, the slope of the BER 
curves is steeper. This feature of the MTCM schemes can be explained by the propagation of errors 
from one partition level to the others when the Viterbi decoders are operating at low input SNR 
values. 
Because they have different intra-set distance values and can be associated to different constituent 
codes (in case of puncturing), bits corresponding to different partition levels have different 
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performance. Figure 4-28 presents the performance of the bits in different partition levels for both 
MTCM -1 and MTCM-2 codes. The Ricean K factor has been taken equal to 5 dB. 
7 8 9 10 11 12 
Eb/N
0 
(dB) 
Figure 4-28: MTCM performance for different partition levels 
<> MTCM-1, Bit 1; D MTCM-1, Bit 2; 6. MTCM-1, Bit 3 
+ MTCM-2, Bit 1; \1 MTCM-2, Bit 2; 0 MTCM-2, Bit 3 
13 
In both MTCM-1 and MTCM-2 schemes, the bits corresponding to the partition level 3 have the best 
perforn1ance and the bits of level 1 have the worst performance. For the MTCM-2 and a BER of 10-6 
there is a 0.2 dB difference in the power required for the different partition levels. This gap is even 
more important in the MTCM-1 case and is equal to 1.9 dB. This performance variability over the 
partition levels may present some advantages. The different components of certain Intlltimedia 
services may have different BER require1nents. For example the voice component of a video-
telephony transmission can usually operate at higher BER values than the video component. Hence, 
bits with different target BER values could be mapped to different partition levels. The BER results 
for MTCM that will now be presented correspond to the error probability averaged over the three 
partition levels. 
Figure 4-29 presents the Eb/No that is required to achieve a BER of 10-6 in the different fading 
channels. The spreading efficiency is equal to 0.5 b/s/Hz and PPC conditions have been assumed. 
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Figure 4-29: MTCM power requirements 
0 MTCM-1; 0 MTCM-2; D SC-2/r8PSK TCM 
MTCM-2 outperforms MTCM-1 in all the considered environments, the power gain being higher 
when the K factor increases. Hence, MTCM-2 should be preferred over MTCM-1 since the code rate 
is higher and larger values of the achievable maximum spreading efficiency can be reached. When the 
Ricean K factor is equal to or larger than 10 dB, the 2/ 3-8PSK TCM offers a better performance than 
MTCM-2. The power gain is equal to 0.4 dB for a K value of 10 dB and to 1.5 dB when the Rice an K 
factor is equal to 20 dB. On the other hand, when the K factor is equal to 5 dB, the power gain 
achieved by the MTCM-2 over the 2/ 3-8PSK TCM is equal to 2.5 dB. It can also be seen that the 
variations with the K factor of the required Eb/No values are lower for the MTCM than for the TCM. 
As the K factor increases from 5 dB to 20 dB, the Eb/No required by the 2/ 3-8PSK TCM decreases 
from to 14 dB down to 7.3 dB. For the same span of K values the range of required Eb/No ratios for 
the MTCM-2 is only 2.7 dB . This feature could be interesting if the same modulation and coding 
scheme is to be used in a wide range of environments with different K values. The use of MTCM 
would then lead to a reduction in the margin required in the system dimensioning to cope with the 
channel fading. 
Figure 4-30 and Figure 4-31 present the spreading efficiency of S-CDMA in Ricean fading channels 
with a K factor of 5 dB for the different modulation and coding schemes. The spreading code length is 
equal to 63 and the maximum time synchronisation error is equal to one third of the chip duration. 
The spreading efficiency has been calculated for a target BER of 10-6. In Figure 4-30, PPC conditions 
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have been assumed and the results presented in Figure 4-31 correspond to a power control error 
variance of 5 dB. The perfonnance of S-CDMA is presented for both cosine and RRC pulse shaping. 
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Figure 4-31: Spreading efficiency ofMTCM (BER=10"6, K= 5 dB, ｣ｲｾ］Ｕ＠ dB) 
X CC, RRC pulse; 0 2/ 3-8PSK TCM SC, RRC pulse; \1 MTCM-2, RRC pulse 
6. CC, cosine pulse; D 2/r8PSK TCM SC, cosine pulse; 0 MTCM-2, cosine pulse 
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Under PPC conditions and cosine pulse shaping, the use of MTCM-2 provides a power gain of 3.1 dB 
over the 2/ 3-8PSK SC TCM for a reduction in the maximum achievable spreading efficiency which is 
limited to less than 9%. Moreover, when RRC pulse shaping is used or imperfections in the power 
control need to be taken into account, MTCM-2 proves to be more efficient than the TCM for both 
spectral and power efficiency. It can also be seen from Figure 4-31, that the use of cosine pulse 
shaping rather than RRC filtering significantly eases the power requirements. Under PPC conditions, 
the use of RRC pulse shaping proves useful only when the Eb/No is in the region 9.3 dB-12.1 dB. For 
any other value of the Eb/No, it is possible to find a coding scheme with cosine pulse shaping which 
offers better power or spectral efficiency. Moreover, the use of RRC pulse shaping leads to a higher 
sensitivity to power control errors. As a result, when the power control error variance is equal to 5 dB, 
cosine pulse shaping offers a better pelformance for all the Eb/No values. 
4.5 CONCATENATED CODING SCHEMES 
In order to achieve very high power efficiency values, it is possible to serially concatenate the inner 
code, being a CC or a TCM, with an outer block code. RS codes are very interesting candidates to 
perform the outer block coding and such a coding scheme has in fact been proposed for the Digital 
Video Broadcasting (DVB) standard [Dtury-97]. First, RS codes are maximum distance codes 
[Wicker-95]. A RS code denoted as RS(n,k,b) (n is the code length, k is the code dimension and the 
symbols belong to the Galois field GF(2")) is guaranteed to correct up to t = [<n-k)/2] erroneous 
symbols. The length of RS code words which symbols belong to GF(2") is equal to 2b-1. Hence, the 
length of RS codes operating on bytes should be equal to 255. However, in order to reduce the 
decoding delay, shorter codewords are usually considered for the uplink of satellite systems. This can 
easily be achieved for RS codes by introducing zeros at the input of the coder in order to pad the 
information sequence. Since, the codes are systematic, it is then possible to remove the zeros at the 
output of the coder. It should be stressed that shortened RS codes are also maximum distance codes. 
Hence, by shortening the RS codes, it is possible to reduce the decoding delay without any important 
impact on the distance properties of the code. 
Moreover, efficient and relatively low complexity hard-decoding algorithms can be impletnented for 
RS codes [Gorenst.-61], [Forney-65], [Massey-69], [Miyoshi-98] . It is also possible to decode RS 
codes using soft inputs by using the trellis approach proposed in [Wolf-78]. Using such a technique 
can provide noticeable power gains when compared to the more conventional hard-decision decoding. 
Nevertheless, this gain has to be balanced against the increase in the decoding complexity. The 
number of states required in the trellis representing the RS code is equal to the minimum of 2k11 and in· 
kJh. Even-though complexity reduction techniques can be used [Matis-82], [Shin-94], this will limit the 
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implementation of soft-decision RS decoding to codes having a low number of redundancy symbols. 
Hence, only hard-decision RS decoding is considered in this study. 
4.5.1 Concatenated coding schemes with inner convolutional code 
The pmformance of S-CDMA with concatenated CC+RS will be estimated first. The performance 
estimation of concatenated coding schemes is a difficult task. The end-to-end BER does not only 
depend on the BER at the output of the Viterbi decoder but also on the symbol error distribution 
within a frame and on the mapping between incorrect bits and incorrect symbols. Since concatenated 
coding schemes are used to provide very lowBER values (typically in the region 10"6-10.10), the use of 
Monte-Carlo simulations leads to tunning times that can exceed one year and are therefore not a 
practical solution. ltnportance Sampling (IS) techniques [Shanmug.-80], [Jeruchim-84], [Herro-88] 
were thought at first to be a solution to alleviate, or at least reduce, this computation time 
requirement. Important computation savings can be achieved with IS when memoryless channels are 
considered. However, the convolutional encoding procedure introduces correlation between the 
different samples. It was then observed with simulations that the possible savings were negligible and 
that the estimator was usually biased, the bias augmenting with the saving in computation time. On 
the other hand, a fully analytical solution would be difficult to derive without making a large number 
of simplifying assumptions which validity is not necessarily guaranteed for all the considered 
transmission enviromnents. Hence, a semi-analytical method has been preferred. This approach used 
to estimate the perfonnance of concatenated coding schetnes will now be presented. 
The following assumptions can be 1nade for the RS decoder [Bellini-96]: 
1. On average, each RS symbol in error cmTesponds to b/2 bits in error. 
2. When the enor capability of the code is exceeded, the decoder may add up to t erroneous symbols. 
Using these assmnptions the BER at the output of the RS decoder can be estimated: 
P}}:::;;:!, i + t x P(i RS symbols in enor in the codeword) 
i=t+t2· n 
(4-23) 
Moreover, if one assmnes perfect interleaving at the output of the Viterbi decoder, the following 
relation is verified: 
( ) (n) ( ); ( )"-; P i RS symbols in error in the codeword :::: i x ｾＢＢ＠ x 1 - ｾﾷｾ ﾷ＠ (4-24) 
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where ｐＬ｟ Ｚ ｾ＠ is the sy1nbol error rate at the input of the RS decoder. 
Figure 4-32 presents the distribution of the nun1ber of errors in an outer RS codeword for the inner 
CC(¥2,7). Simulation results are compared to the probabilities obtained with the binomial distribution. 
The length of the RS code is equal to 69 and the RS sy1nbols are bytes. 
Figure 4-32: Distribution of the number of errors in the RS codewords 
<> Binomial distribution, Eb/No= 2 dB; D Binomial distribution, Eb/No= 3 dB 
0 Shnulations, Eb/No= 2 dB; \1 Simulations, Eb!No= 3 dB 
It can be seen from the above figure that the distribution of the number of errors is not binomial. The 
probability of having long bursts of error is in fact much higher than what is given by the binomial 
distribution. This can be explained by the correlation in the enors introduced by the Viterbi decoder. 
In order to estimate the performance of the concatenated coding schemes, it is necessary to model this 
correlation in the errors produced by the Viterbi decoder. One approach is to represent the equivalent 
channel with CC as a Gilbert channel [Gilbert-60]. This model is based on a two-state Markov chain 
which states are used to represent correctly and erroneously decoded symbols. Hence, with this 
model, the probability of a RS sy1nbol being incorrectly decoded only depends on whether the 
previous symbol is in error or not. Figure 4-33 presents the probability of a byte being incorrectly 
decoded knowing the number of previous consecutive errors. 
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Figure 4-33: Byte error probability vs. error burst length 
<> Eb!No= 1 dB; D Eb!No= 2 dB; 0 Eb!No= 3 dB 
For the Gilbert model to be applicable, the probability of incorrectly decoding a byte should be 
independent of the number of previous errors. However, it can be seen that a byte is less likely to be 
erroneous when the number of previous errors is equal to or larger than two. On the other hand, the 
probability of incorrectly decoding the byte is very much independent of the error burst length when 
more than one consecutive decoding errors have occurred. Hence, we are proposing to modify the 
Gilbert channel as presented in Figure 4-34. 
p gb1 pb1b2 
ｾｾ＠
pb2b2 
pb2g 
Figure 4-34: Modified Gilbert channel model 
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In the modified Gilbert channel model, a decoding error will occur in both states B 1 and B2 • The 
reason for introducing the second 'bad' state is that is allows us to model the fact that the probability 
of a byte being incorrectly decoded depends not only on whether the previous byte was correctly 
decoded but also on whether the nun1ber of previous consecutive errors is equal or larger than one. 
The transition tnatrix T of the modified Gilbert channel is defined as: 
(4-25) 
According to the definition of Markov chains, the following relations are verified: 
(4-26) 
Hence, the tnodified Gilbert model can be fully characterised when the probabilities Pgb1, Pb1b2 and 
Pb2g are known. Moreover, the steady state probabilities 1tg, 1tb1 and 1tb2 of being in one of the states 
can be calculated as follows: 
(4-27) 
The Symbol Error Rate (SER) at the input of the RS decoder can therefore be expressed as: 
(4-28) 
The BER at the output of the RS decoder can be calculated when the probability of having k errors in 
the codeword is known. In order to calculate this quantity, the Markov chain can be used with the 
approach proposed in [Wolf-98]. The transition matrix of the Markov chain is modified and a counter 
is introduced in order to calculate the number of times the 'bad' state is used: 
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Pcbl xD 
0 
0 
(4-29) 
where Dis dununy variable used to count the number of times the 'bad' state is used. The symbolic 
transition matrix is then raised to the power n to obtain: 
qcbl (D) 
qblbl(D) 
qb2bl(D) 
(4-30) 
where, for example, the coefficient of D; in q8g(D) represents the probability of starting from the 
'good' state and ending after n symbols in the 'good' state with iRS symbols' errors. The probability 
of exactly i errors in a block of n symbols is then given by the coefficient of D; in the polynomial Z(D) 
defined as: 
z (D)= 1t g X ( q gg (D)+ q gb I (D)+ q gb2 (D)) 
+nbl x (qbls (D)+ qblbl (D)+ qt,Jb2 (D)) 
+1tb2 X (qb2g (D)+ qb2bl (D)+qb2b2(D)) 
(4-31) 
The calculation of the BER at the output of the RS decoder is then straightforward using Equation 4-
24. 
Figure 4-35 presents the estimate for the distribution of the number of errors in the RS codeword 
obtained with the modified Gilbert model. The inner code is the CC(¥2,7) and the RS code length is 
equal to 69 bytes. The Eb/No is equal to 3 dB. The results are also compared to those of the Gilbert 
model, the binomial distribution and simulations. fu order to have a good confidence in the simulation 
results, the trans1nission of 3Xl07 bytes has been used. The parameters of the Gilbert model have been 
estimated using the steady-state probabilities as well as the average length of error bursts. 
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Figure 4-35: Distribution of the number of errors in the RS codewords 
\1 Simulation; D Binomial distribution; 0 Gilbert model;-- Modified Gilbert model 
As discussed earlier, the use of the binomial distribution will provide optimistic results which will 
result in the under-estimation of the required transtnission margins. On the other hand, the Gilbert 
model gives pessimistic results and will lead to system overdimensioning. Finally, it can be seen that 
the proposed modified Gilbert model gives an excellent fit to the simulation results. Hence, the 
modified Gilbert model will be used to investigate the performance of concatenated coding schemes 
with inner CC. It is interesting to note that in [Chao-90] the outputs of the VA have also been 
tnodelled with a Markov chain. However, the number of states as well as the number of parameters in 
this model are both equal 2L-J (L denotes the constraint length). In [Chao-93], the outputs of the VA 
are characterised with a hidden Markov model. The number of states is equal to 13 and the number of 
free parameters to 36. On the other hand, the model proposed in this study contains only three states 
and requires the estimation of only 3 parameters. 
Interleaving can be inserted between the RS and Viterbi decoders in order to limit the occurrence of 
error bursts. The use of block interleaving is assmned and the interleaving procedure is presented in 
Figure 4-36. 
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Figure 4-36: Interleaving procedure 
The transition1natrix after interleaving with a depth Lis defined as: 
Pgbl(L) 
ｾｾｾ｢ｩＨｌＩ＠
ｾｾＲ｢ｬＨｌＩ＠
P8,2(L)l 
ｾｾｬ｢Ｒ＠ ( L) 
ｾｾＲ｢ＲＨｌＩ＠
(4-32) 
P88(L) is the probability of starting from the 'good' state and merging back to it after L RS symbols. It 
will now be proven that the transition 1natrix after interleaving is equal to the transition matrix raised 
to the power L. Assume that this assertion is tlue for an interleaving depth of L. Then, 
... 1 
... 
(4-33) 
For clarity reasons, only the first column of the product matrix is presented. It can be seen that the 
entries of the result matrix correspond to the probability of starting from a given state and ending in a 
given state after L+ 1 RS symbols. Since the assertion is clearly verified when L is equal to one, it has 
been recursively been proven that TL is equal to yL_ Hence, in order to assess the performance of 
concatenated coding schemes with an interleaving depth of L, the transition matrix is first calculated 
using the statistics of the Viterbi decoder outputs. This matrix is then raised to the power Land the 
same procedure as used for the non-interleaving case can be applied. 
98 
Chapter 4: Channel Coding for Synchronous CDMA 
The results of the performance assessment of S-COMA with concatenated CC+RS will now be 
presented. The maximum free distance half rate CC with 64 states is used for inner coding. Different 
RS code length values and error correction capability are considered. However, all the results 
presented in this section have been obtained for byte RS symbols and a code dimension (i.e. number 
of information symbols per codeword) equal to 53. The 53 byte dimension corresponds to the 48 byte 
ATM-cell payload plus extra bytes for the satellite specific protocols [Mertzanis-99]. 
Figure 4-37, Figure 4-38, Figure 4-39 and Figure 4-40 present the performance of S-CDMA with the 
CC(V2,7)+RS(69,53,8) in Ricean fading channels. The error correction capability of the RS code is 
equal to 8 bytes. The length of the Gold sequences is equal to 63 and the maximum time 
synchronisation error is equal to one third of the chip duration. It has been assumed that perfect power 
control could be achieved. Pulse shaping is provided with a cosine pulse and the spreading efficiency 
is equal to 1/ 3 b/s/Hz. The performance of the concatenated coding scheme is presented for different 
interleaving depth values. The performance of S-CDMA with only the inner CC has also been plotted 
assmning the same spreading efficiency value. 
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Figure 4-37: Perfonnance of S-CDMA with concatenated CC+ RS (K= 5 dB) 
-- CC; D CC+RS (/=1); \1 CC+RS (/=3); 0 CC+RS (/=10) 
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Figure 4-38: Performance of S-CDMA with concatenated CC+RS (K= 10 dB) 
•• CC; D CC+RS (/=1); V CC+RS (/=3); 0 CC+RS (/=10) 
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Figure 4-39: Perforn1ance of S-CDMA with concatenated CC+RS (K= 15 dB) 
-- CC; D CC+RS (/=1); V CC+RS (/=3); 0 CC+RS (/=10) 
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Figure 4-40: Performance of S-CDMA with concatenated CC+RS (K= 20 dB) 
-- CC; D CC+RS (1=1); \1 CC+RS (1=3); 0 CC+RS (1=10) 
In all 4 considered environments the use of an outer RS code improves the power efficiency, even 
when no interleaving is present between the inner and outer codes. For a BER of 10-6, the power gain 
is equal to 0.7 dB when the K factor is equal to 20 dB and increases up to 1.9 dB when the K factor is 
reduced to 5 dB . Further power gains can be achieved through interleaving of the information 
between the inner and outer codes. Nevertheless it should be stressed that, in the uplit}k particularly, 
this improvement in power requirements must be carefully weighted against the resulting increase in 
transmission delay and on-board buffering requirements. It must be checked that the increase in 
transmission delay, which depends on the service information rate, the frame sttucture and obviously 
the interleaving depth, does not impact on the QoS of real-time services. Hence, it will usually not be 
possible to use interleaving for low data rate services. However, for high rate services, which are the 
1nost power demanding ones, it may be possible to use interleaving between the inner and outer codes 
and still meet the end-to-end maximum delay requirement set for real-time services. 
Figure 4-41 and Figure 4-42 present the performance of S-CDMA with concatenated CC+RS for 
different values of the RS code error correction capability. The Eb/No required to achieve a BER of 
1 o-6 is plotted versus t for an interleaving depth of 1 and 10. The choice of the RS error correction 
capability is important since it impacts on both the power efficiency as well as one the decoding 
complexity, the number of operations to be performed varying approxhnately with the squared value 
oft [Valadon-99b]. 
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Figure 4-42: Performance of S-CDMA with concatenated CC+RS vs. t (K= 15 dB, K= 20 dB) 
<> K= 15 dB, 1=1; X K= 15 dB, 1=10; \1 K= 20 dB, /=1; o K= 20 dB, /=10 
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For a Ricean K factor of 5 dB, the power gain achieved when increasing t from 2 to 4 is equal to 1 dB 
and 0.7 dB for an interleaving depth of 1 and 10, respectively. On the other hand, the extra gain in 
power require1nents when the error correction capability is further doubled to 8 is lilnited to 0.7 dB 
and 0.3 dB for an interleaving depth of 1 and 10, respectively. A siinilar observation can be 1nade in 
all four considered environments. In fact when the K factor is equal to 15 dB or 20 dB, and assmning 
an interleaving depth of 10, the same power efficiency is achieved for both t equal to 4 and 8. Hence, 
an error correction capability of 4 seems to provide a good trade-off between power requirements and 
decoding complexity. Moreover, the use of the outer RS(61,53,8) rather than the RS(69,53,8) provides 
an increase in the maximum achievable spreading efficiency, calculated when the number of users is 
equal to the spreading code length, of 1nore than 10%. 
As stated earlier, interleaving between the inner and outer codes can help lower the power 
requirements but must be used carefully in order not to impact negatively on the QoS of real-time 
services. Figure 4-43 presents the Eb/No required to achieve a BER of 10·6 for different values of the 
interleaving depth. The outer code is the RS(61,53,8) with an error correction capability of 4 bytes. 
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Figure 4-43: Performance of S-CDMA with concatenated CC+RS vs. interleaving depth 
0 K=5 dB; D K= 10dB; V K= 15 dB; o K=20dB 
The use of interleaving with a depth of 3 provides a power gain which varies between 1.6 dB when 
the K factor is equal to 5 dB and 1 dB when the K factor is equal to 20 dB. The gain that can be 
achieved with a further increase of the interleaving depth to 5 is lower than 0.4 dB in all four 
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considered environments. Finally, the use of an interleaving depth larger than 5 does not provide any 
significant power gain. 
The performance results of S-CDMA with concatenated CC+RS that have been presented so far have 
been obtained under the assumption that PPC could be achieved. In Figure 4-44, the impact of 
imperfections in the power control technique(s) on the transmission quality is presented. The outer 
code is the RS(61,53,8) with an interleaving depth of 3. The spreading efficiency has been taken equal 
to 1h b/s/Hz. 
6.5 .... . ........ .. .......... ........ . . 
"' ｾ＠ 6 ......... : ... .. .... .. .. .. 
0 
a: 
w 
ｾ＠ 5.5 
... 
.2 
0 
z 
';a 5 .............. . . .... ..... . 
w 
"tt 
ｾ＠
·:; 
5f4.5 . . ... .. .. ; . . . . . ..... :. 
a: 
. ... ! . ' . ｾ＠ ... . .. ｾ＠ . ... . 
2 3 4 5 6 7 8 
Power control error variance (dB) 
9 10 
Figure 4-44: Perforntance of S-CDMA with concatenated CC+RS and imperfect power control 
0 K= 5 dB; 0 K= 10 dB; 'V K= 15 dB; o K= 20 dB 
S-CDMA with concatenated CC+RS proves to be very resistant to power control errors. For a power 
control error variance of 5 dB, the increase in power requirements is limited to 0.7 dB and 0.4 dB for 
a K value of 5 dB and 20 dB, respectively. Moreover, transmission can still be supported in all the 
considered environments for a power control error variance as high as I 0 dB by including a margin 
which is lhnited to 1.7 dB. 
4.5.2 Concatenated coding schemes with inner TCM 
An approach shnilar to the one used to estinmte the performance of concatenated schemes with inner 
CC will be used for inner TCM. However, the model for the errors produced by the Viterbi decoder 
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needs to be modified. Figure 4-45 presents the probability of a byte being correctly decoded knowing 
the number of previous correct symbols. The TCM used is the 2/ 3-SPSK U TCM with 64 states. 
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Figure 4-45: Probability of correct byte decoding vs. number of previously correct symbols 
<> Eb!No= 3dB; D Eb!No= 4dB 
Both the Gilbert and the modified channel model for CC only have one state to represent the good 
state. Hence, when in the good state, the probability of the next byte being correctly estimated does 
not depend on the number of previous correct symbols. It can therefore be seen from Figure 4-45 that 
these models will not be applicable to the errors produced by the TCM decoder. For TCM, the 
channel model is therefore modified by adding one more 'good' state in the Markov chain (see Figure 
4-46). 
Pg2b1 
Pg1g2 
Figure 4-46: Modified Gilbert channel model for TCM 
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The transition matrix T of the new channel model is defined as: 
[ P,,,, 0 ｐＮＮｾＲ｢ｬ＠
0 l T == Pxls2 pglgl pglbl 0 0 ｾｬｬｧｬ＠ ｾｬｬ｢Ｑ＠ ｾＱ｢Ｒ＠
0 ｾｊＲｧｬ＠ 0 ｾＱＲＱＱＲ＠
The steady state probabilities can be calculated as: 
1t82 = ( P8 18 2 x (1- ｾｾＱＱＱＱＩｸ＠ ｾＬＲ Ｘ ＱＩＯｴ＼ＺＮ＠
1t8 1 = ( p 8 2b1 X (1- ｾｾＱｨＱＩｸ＠ ｾＬＲ Ｘ ＱＩＯｋ＠
1tb1 = ＨｐＮＮｾＲ｢ｩ＠ X (1- ｰｧｬＮｾｬＩｸ＠ ｾｾＲｧｬ＠ )/K 
1tb2 = ( pg2b1 X (1- pglgl) X ｾｾＱ｢Ｒ＠ )/K 
with K:::: pg2bl X (1- ｐＮＮｾｬｧｴＩｸ＠ ＨｾｾＲ Ｘ Ｑ＠ + ｾｾｴ｢ＲＩＫ＠ ｾｾＲＮｾＱ＠ X (1- ｾｾｴ｢ｴＩｸ＠ (Pg2b1 + p 8 182) 
(4-34) 
(4-35) 
The estimation of the parameters for the new channel model is more complex than in the previous 
case and will now be detailed. S1, denotes the state in which the . model is for the n111 RS sy1nbol. s, is 
the corresponding RS symbol estilnated by the Viterbi decoder and s,
1 
is the symbol that has actually 
been transmitted. It is shown in Appendix-A that: 
Ag(n)== Pr(s,+k = s,+k!Sk = Gi'sk+1 = ｳｫＫｩＧＢＢＢＧｾＫＬＭＱ＠ = sk+n-1) (4-36) 
( p - p ) X pn + p X (pn - pu ) 
- glgl g2g2 glgl glg2 glgl g2g2 
( p _ p ) X pn-1 + p X (pu-1 _ pu-1 ) glgl g2g2 glgl glg2 glgl g2g2 
Hence, when P8181 > ｐＮＮｾ ＲＸＲ Ｌ＠ the limit when n. tends to plus infinity of A 8 (n) can be calculated: 
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( 
( p - p ) X pu + p X (Pu - pu )J 
1. A ( ) 1. slsl s2s2 ctct sls2 ctgt g2g2 1m n = 1m 
u-7+oo g ll-7+oo (P _ p ) X pu-1 + p X (pu-1 _ pu-1 ) 
glgl g2g2 glgl glg2 glgl g2g2 
(4-37) 
( p p ) X p + P X p X (1 ( p11 2c2 J" J glgl - g2g2 glgl glg2 glgl -  
gl/11 
= lim 
ll-7+oo 
_ Ｈｾｾｬｳｩ＠ - pg2g2) X ｰｳｩ Ｎ ｾ＠ I + psts2 X pslgl 
- (P8 111 1- P828 2)+ ｐＮｾｉｧＲ＠
Hence the transition probability ｐＮｾ＠ 181 is estimated using the limit value of A 8 (n). It can be seen from 
Figure 4-45 that the quantity ｦｊＮｾ ＱＸＱ＠ converges very rapidly to its limit value. P81b 1 can be estimated 
using: 
(4-38) 
The transition probability P8182 is then calculated with 
(4-39) 
Finally, the last transition probability related to the good states P8282 can be calculated with: 
P ( l- ps I/Jl ) X (A (2) P ) g2g2 = p g - glgl 
glg2 
(4-40) 
Hence, the good states' transition probabilities can be estimated by monitoring the transitions frmn 
the good state following an error. The same approach can be used to calculate the transition 
probabilities related to the bad state. However, simulation results showed that the resulting estimates 
were not very good. Hence, it is preferred to estimate the bad state transition probabilities with: 
(4-41) 
It can be shown using an approach similar to the one used in Appendix-A that: 
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( 
1 (P. /P. )11-1 J 2:(n) = p11-1 X l + P. X - 1J2b2 blbl 
lllhl bi1J2 P. - P. 
blbl b2b2 
(4-42) 
Hence, ｐＬＬ Ｑ Ｌｾ Ｑ＠ can be estimated with: 
(4-43) 
Moreover, when P,, 1" 1 > P,12112 
limf8(n)/P 11-I) = 1 ｉｊＭＩＫｯｯｾ＠ /Jihl (4-44) 
Hence, when n is large enough 8(n) is equivalent to ｐ Ｑ Ｚ［ｾ Ｑ Ｑ＠ and P,11" 1 can be estimated as the slope for 
the curve of the logarithm of 8(n) versus n. Finally, the last two parameters P,J 1" 2 and P,12" 2 can be · 
calculated with: 
(4-45) 
When the transition probabilities have been calculated, the performance of concatenated TCM+RS 
codes can be evaluated using the same 'dummy counter' approach used for inner CC. 
The validity of the new channel model for errors produced by the TCM decoder is verified on Figure 
4-47. The probability of having n incorrect bytes in a 69 symbol fra1ne is presented for Eb/No values 
of 3 dB and 4 dB. Simulation results are compared to that obtained with the new channel model. It is 
important to stress that in all the simulations performed it was observed that the assumptions 
ｐＮＮｾ Ｑ Ｎｾ Ｑ＠ > P82 R2 and P,J 1" 1 > P,/ 2112 were verified. 
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Figure ＴｾＴＷＺ＠ Distribution of the nuntber of errors in the RS codewords for inner TCM 
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It can be seen from Figure 4-47 that the Markov model gives a very good fit to the simulation results. 
Hence, the performance of concatenated coding schemes with inner TCM will now be evaluated using 
the new model that we have proposed. 
Figure 4-48, Figure 4-49, Figure 4-50 and Figure 4-51 present the performance of S-CDMA with the 
concatenated 2/ 3-SPSK SC TCM+RS(69,53,8). The number of states in the trellis associated with the 
TCM is equal to 64. The length of the Gold sequences is equal to 63 and the maximum time 
synchronisation error is equal to one third of the chip duration. It has been assumed that perfect power 
control could be achieved. Pulse shaping is provided with a cosine pulse and the spreading efficiency 
is equal to 1/ 3 b/s/Hz. The performance of the concatenated coding scheme is presented for different 
interleaving depth values. The petformance of S-CDMA with only the inner TCM has also been 
plotted assuming the same spreading efficiency value. 
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Figure 4-48: Performance of S-CDMA with concatenated TCM+RS (K= 5 dB) 
-- TCM; D TCM+RS (l=l); V TCM+RS (1=3); 0 TCM+RS (1=10) 
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Figure 4-49: Performance of S-CDMA with concatenated TCM+RS (K= 10 dB) 
-- TCM; D TCM+RS (l=l); V TCM+RS (/=3); 0 TCM+RS (1=10) 
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Figure 4-51: Performance of S-CDMA with concatenated TCM+RS (K= 20 dB) 
-- TCM; D TCM+RS {1=1); \1 TCM+RS (/=3); 0 TCM+RS {1=10) 
The use of the outer RS code improves the power efficiency in all the considered environments, even 
without interleaving between the inner and outer codes. For a BER of 1 o-6 and a K factor of 20 dB, the 
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power gain is equal to 0.4 dB in the absence of interleaving and to 1.7 dB for an interleaving depth 
equal to 10. When the K factor is equal to 5 dB, these power gain values increase to 3.6 dB and 6.2 dB 
for the non-interleaved and interleaved cases, respectively. Hence, the concatenation of the outer code 
can provide significant gains, especially in adverse channels. 
Figure 4-52 presents Eb/No value required to achieve a BER of 1 o-6 for different error correction 
values. The interleaving depth as been taken equal to 10. 
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Figure 4-52: Perfonnance of S-CDMA with concatenated TCM+RS vs. t 
<> K= 5 dB; X K= 10 dB; \1 K= 15 dB; 0 K= 20 dB 
It can be seen that shnilarly to what was observed for the concatenated CC+RS schemes, an error 
correction capability of 4 bytes provides a good trade-off between performance and decoding 
complexity. When the Ricean K factor is equal to 20 dB, the power gain achieved by increasing the 
error correction capability from 2 to 4 is equal to 0.3 dB. However, using a RS code with an enor 
correction capability of 8 does not provide any further power gain. For a K factor of 5 dB, the use of a 
RS code with an error correction capability of 4 eases the power requirements by 0.8 dB when 
cmnpared to the case of an error correction capability of 2. The gain achieved by further increasing 
the error correction capability to 8 is limited to 0.3 dB. 
Figure 4-53 presents the petformance of the concatenated TCM+RS vs. the interleaving depth. The 
error correction capability of the RS code is equal to 4 bytes. 
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Figure 4-53: Performance of S-CDMA with concatenated TCM+RS vs. interleaving depth 
0 K=5dB; D K=lOdB; \1 K=l5dB; O K=20dB 
The use of interleaving is required in order to take full advantage of the RS error correction capability. 
For a Ricean K factor of 5 dB, a power gain of 1.3 dB can be achieved by increasing the interleaving 
depth from 3 to 10. The corresponding power gain for a K factor of 20 dB is equal to 0.7 dB. These 
improvements in the power requirements should however be balanced against the induced increase in 
end-to-end transtnission delay and on-board buffering requirements. 
Figure 4-54, Figure 4-55, Figure 4-56 and Figure 4-57 present the spreading efficiency of S-CDMA 
with concatenated CC+RS and TCM +RS. The spreading code length is equal to 63 and the use of 
cosine pulse shaping has been assmned. Different values of the K factor have been considered and the 
effect of itnperfect power control has also been taken into account. 
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The use of an outer RS code can significantly lower the power requirements with a very limited 
reduction in the maximum achievable spreading efficiency. For a K factor equal to 5 dB and PPC, the 
use of the outer RS(61,53,8) lowers the power requirements by 3.2 dB for the CC case and by 6.5 dB 
for the inner TCM with a reduction in the maximum spreading efficiency of 15%. Moreover, the 
addition of the outer RS code provides a better resistance to power control errors. When the power 
control error variance is equal to 5 dB, it is possible to achieve a spreading efficiency of 0.81 b/s/Hz 
for an Eb/No of 10.8 dB with the TCM+RS(61,53,8). On the other hand, when the outer RS code is not 
iinplemented, the maximum spreading efficiency is equal to 0.56 b/s/Hz. 
4.6 CONCLUSIONS 
In this chapter, the performance of S-CDMA with FEC coding has been analysed. A large number of 
different modulation and coding schemes has been considered and includes CC, TCM, MTCM as well 
as concatenated coding sche1nes. Using the results of this study, the following conclusions can be 
drawn: 
I. The trade-off between spreading and FEC coding has been analysed both mathematically and 
through simulations for CC. When good synchronisation accuracy can be achieved and for high 
number of users and large power control errors, the use of long spreading sequences proves to be 
beneficial in order to improve the SNR at the input of the Viterbi decoder. On the other hand, when 
the nun1ber of users is low and the power control accuracy good, better performance can be 
achieved with powerful low rate FEC codes. Finally, if the synchronisation accuracy can not be 
kept below 40% of the chip duration for RRC filtering and 60% of the chip duration for cosine 
pulse shaping, S-CDMA performs similarly to A-CDMA with respect to spreading and FEC 
coding, i.e. low rate channel codes lead to the best performance. 
2. The performance of S-CDMA in satellite fading channels has been assessed for both RRC and 
cosine pulse shaping. Cosine pulse shaping proves to be more power efficient and more resistant to 
errors in the power control. However, RRC pulse shaping leads to signals more compact in 
frequency and hence to a better spreading efficiency. 
3. In order to increase the maxiinum number of users that can be supported by S-CDMA, coding 
schemes more spectrally efficient than CC should be used. Hence, the performance of S-CDMA 
with TCM has been assessed for different spectral efficiency of the TCM as well as different 
design criterion. It was shown that even-though the %-16 PSK TCM has a better spectral efficiency 
than the 2/r8PSK TCM, the spreading efficiency that can be achieved by S-CDMA is higher with 
the 2/ 3-8PSK TCM than with the %-16 PSK TCM. This is due to the lower power efficiency of the 
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%-16 PSK TCM which leads to higher levels and MAl and limits the maxhnum number of users 
that can be supported. It was also shown that with RRC pulse shaping, power control errors had a 
significant impact on the spreading efficiency of S-CDMA. On the other hand S-CDMA with TCM 
and cosine pulse shaping proved to be resistant to the near-far effect. 
4. MTCM achieve very high values of the symbol Hamming distance. Hence the performance of S-
CDMA with two different MTCM schemes has been analysed and compared to that of the TCM. It 
was shown that MTCM should be preferred to the 2/r8PSK TCM when either the same coding 
scheme is to be used in various transmission environments with different values of the Ricean K 
factor, or when the K factor is lower than 10 dB. Moreover, the variation of the MTCM BER with 
the partition level could prove useful to achieve unequal error protection of the different 
components of n1ultimedia services. 
5. Finally, the performance of S-CDMA with concatenated CC+RS and TCM+RS schemes has been 
assessed. In order to do so, two new channel models for inner CC and TCM decoded with the VA 
have been developed. These models, which use Markov chains, are significantly simpler than 
previously existing models and allow easy evaluation of concatenated coding schemes with a very 
good accuracy. The trade-off between performance and interleaving as well as RS error correction 
capability has been investigated. It was shown that S-CDMA with concatenated CC+RS schemes 
could achieve the very low BER required by multimedia services with low values of the SNR, even 
with imperfect power control conditions. Concatenated CC+RS are very efficient in terms of power 
efficiency but the maximum number of users that can be supported is limited by the low coding 
rate. Concatenated TCM+RS schemes can alleviate this limitation while still providing a good 
power efficiency. In fact, concatenated TCM+RS schemes can outperform single CC for both 
power and spectral efficiency. 
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5. NEURAL NETWORK RECEIVERS FOR 
MULTIUSER DETECTION 
5.1 INTRODUCTION 
It was shown in the Chapters 3 and 4 of this thesis that the MAl due to the non-orthogonality at the 
receiver of the spreading sequences of the different users has an impact on the transmission quality. 
Moreover, under near-far effect conditions, the peiformance degradation can become extremely 
penalising. This calls for the implementation of very accurate power control techniques. However, as 
already mentioned, the effectiveness of power control techniques for future broadband satellite 
systems is expected to be limited. 
Nevertheless, it is important to note that the near-far effect is not a flaw of CDMA communications, 
but is the result of the correlator's inability to exploit the MAl characteristics. It has been thought for 
a long time that the correlator, achieving optimum performance in the A WGN channel, would 
minimise the error probability even in the presence of interfering users. Such a belief was motivated 
by the fact that MAl can be modelled as an additive white Gaussian noise. This model accurately 
represents the overall MAl but does not express the respective contribution of the different users, 
neither the importance of the spreading sequences or of the power control error. Therefore, when 
using this model to derive a receiver, important information on the interference characteristics is 
ignored. Multi User Detectors (MUDs) take into account these interference characteristics in order to 
present near-far resistance properties. 
Over the past few years, the design of MUDs has attracted a lot of attention. This thesis is not aimed 
at giving a full overview of the different design architectures and the interested reader is referred to 
[Verdu-94], [DuelHal.-95], [Moshavi-96]. 
In this chapter, the performance of ANN based MUD will be assessed. In order to design receiver 
architectures less sensitive to the near-far effect, a new channel model will first be developed. The 
derivation of the MLSE and decorrelating receivers for the proposed channel is then presented. The 
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analysis and comparison of their performance is used to justify the investigation of ANN based 
receivers. A brief overview of ANN is provided to the reader . Then, the performance of the 
feedforward MLP in the CDMA channel is analysed considering a number of different training 
algorithms. 
5.2 TRANSMISSION MODEL 
In order to reduce the simulations' computational complexity, it is assumed in this chapter that the 
information data stream is BPSK modulated. Extension to the case of a QPSK modulation is 
straightforward. The notations used for the chapters 3 and 4 of this thesis are still valid. Hence, the 
signal sent by the user k is expressed as: 
(5-1) 
Ak is the amplitude of the kth user signal. 000 is the carrier angular frequency. When cmnpared to the 
channel model presented in Chapter 3 of this thesis, it can be seen that the modulators' initial phase is 
now assumed to be null. It should be stressed that this assmnption has been made in order to simplify 
the notations used in this chapter but does not in any way impact on the reasoning. pit) represents the 
spread data stream defined as: 
Pk(t)= L,dk(j)·ck(t- jT) 
(5-2) 
ｩ］ｾ＠
dlj) is the information symbol (E { -,1,1 }) sent by user k during the signalling interval j. cit) denotes 
the spreading wavefmm allocated to user k and can be expressed as: 
N-J 
ck (t)= I, Ck(l) · h(t -l· J:.) (5-3) 
/=0 
h(t) is the pulse shaping function and is common to all the users. Cll) (E {-1,1}) is the lth spreading 
symbol of the kth user spreading sequence. 
The received signal is the sum of all the user transmitted signals plus the1mal noise: 
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N., 
r(t)= L,Ak xpk(t-'tk)xcos(root)+n(t) (5-4) 
k=I 
{ 't' k }. { } is the set of propagation delays corresponding to the different users. n(t) is the real ke I. .. ,N11 
A WGN component with two-sided spectral density equal to N/2. N, represents the number of 
transmitting users. It is now assmned, as it is reasonable to do, that the spreading code length N is 
larger than the nmnber of users N11 • 
It is assumed in this chapter that the transmission is synchronous. Hence, the propagation delays 'tk are 
all taken equal to zero. It is important to note that this assumption does not induce a restriction in the 
field of applications of the proposed receivers since the A-CDMA channel can be modelled as aS-
CDMA channel with an increased number of users [Lupas-90]. 
5.2.1 Single-user detection channel 
It is assumed in this section that the receiver is aimed at recovering the information of one particular 
user. Hence, the spreading sequences of the other users is unknown to the receiver. In order to recover 
the information transmitted by the different users, the received signal is first translated to base-band 
and then chip-matched filtered: 
g(t) = (r(t) x cos(ro,,t )) ® h(- t) (5-5) 
The above equation can be developed to give: 
l N 11 co N-1 
g(t)=-L,Ak L,dk(j)· L,ck(t)x [h(t- j · T-l· ｾＩﾮｨＨＭｴＩ｝＠
2 k:ol ｪＺｯｾ＠ 1=0 
(5-6) 
1 N 11 oo N-l 
+-L,Ak L,dk(j)· L Ck (l) x [(h(t- j · T -l· ｾＩﾷ＠ cos(2 ·root))® h.(- t)] 
2 k=l j=-oo 1=0 
+ [ ( n(t) · cos( ro "t)) ® h(- t)] 
The first term of the above equation is made of the information transmitted by the different users. 
Moreover, it can easily be seen that the second term is null. Hence, assutning that the sampling is 
performed at the correct instants and that the chip pulse shaping filter verifies the Nyquist criteria, the 
following relations can be obtained: 
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. 1 Nrr • • g(JT+Lr:.)je{-oo, ... ,+oo} =-LAk ·dk(J)· Ck(l)+n(J,l) 
tefll, ... ,N-1} 2 k=l 
(5-7) 
n(j, l) is a zero mean Gaussian randmn variable with variance equal to N/4. It is now assumed that the 
information sent during the signalling interval zero is to be recovered. It can be seen from Equation 
5.7 that all the related information is contained in the observation vector: 
r = (g(O),g(r:.), ... ,g((N -1)r:.)f (5-8) 
where the superscript T denotes the transposition operator. It can easily be seen that the following 
formula is verified: 
r=CxWxD+N (5-9) 
Cis the NXN11 matrix defined by: 
(C); .j = C. (i - 1) ie{I, ... ,N} J 
je{l , ... ,N11 } 
(5-10) 
W is the following N11 XN11 diagonal matrix: 
1 (W)u =-·A; 
ie{I, ... ,N11 } 2 
(5-11) 
D is the N 11Xl dimensional vector made of the transmitted information bits: 
(5-12) 
N is a white Gaussian. noise vector with zero mean and variance equal to N/4. 
5.2.2 Multi-user detection channel 
Assu1ning that the receiver has the knowledge of the spreading sequences of all the different users, it 
is possible to calculate the outputs of all the code-matched filters: 
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(5-13) 
1 N-1 
+- x Ln(O,l) x C; (t) 
N l=o 
The vector Cm is defined as: 
Cm = ( Cm(l), ... ,Cm(N,))T (5- 14) 
The vector Cm verifies the following equation: 
1 Cm;::;-X CT xr ;::;R x W xD+N' (5-15) 
N 
R is the NuXN11 matrix containing the cross-correlation values between the different users: 
(5-16) 
It can easily be seen from the above equation that the cross-correlation matrix R is symmetric. 
N' is the N 11Xl Gaussian noise vector with zero mean vector and covariance matrix ｾ＠ x R . 
4xN 
It is proved in Appendix-B that the vector Cm is a sufficient statistic for the vector of transmitted bits 
D. Hence, the estimation of the transmitted bits can be performed on the chip-matched filter outputs 
and the dimension of the input space can be reduced from N to N11 without any loss of infonnation. 
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5.3 MULTI-USER DETECTION 
In order to provide the reader with some insight on MUD, the derivation of some well-known 
algorithms will be given in this section. This will also help justify the choice made for the ANN 
architectures studied in this chapter. 
5.3.1 MLSE in the S-CDMA channel 
The MLSE for the A-CDMA channel can be found m [Verdu-86]. The derivation of the 
corresponding receiver in the S-CDMA channel is straightforward and will now be given. According 
to Equation 5.15, and assuming that the cross-correlation matrix R and the amplitude matrix W are 
known, the likelihood of observing the chip-matched filter outputs Cm when the vector of transmitted 
bits D is known is equal to: 
exp(- N x(Cm-R xWxD)' xR-1 x(Cm-RxWxn)) 
P(Cm!D)= 2 N ､･ｴＨｒＩｸＨｾＯｎＩＢ＠
(5-17) 
The MLSE detector provides the estimate D of the transmitted bits which satisfies: 
(5-18) 
After elimination in Equation 5.18 of the terms which do not depend on the vector of possible 
transmitted bits fi , the MLSE criterion is found equivalent to: 
D = argmin(fiT x W xR x W xfi -2 xfiT x W x Cm) 
DE{ -I, I} Nu 
(5-19) 
Hence, the optimum detector for the S-CDMA channel outputs the vector which minimises the 
quadratic form in the above equation. 
This brief derivation of the MLSE for the S-CDMA channel is interesting in that it provides some 
insight on MUD. First, Equation 5.19 indicates that the optimum detector is non-linear. Hence, any 
linear algorithm will correspond to a sub-optimum solution. Moreover, it can be seen that the 
complexity of the MLSE receiver grows exponentially with the number of users. 
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Upper as well as lower bounds of the bit error probability of the MLSE MUD can be found in [Poor-
95]. It can be seen using these bounds that the optimum MUD presents near-far resistance properties 
and significantly outperforms the conventional conelator. 
5.3.2 The decorrelating detector 
The decorrelating detector, also referred to as decorrelator, is a sub-optimum and linear receiver 
[Lupas-89]. The decorrelating detector estimates the transmitted bits through multiplication of the 
vector of the chip-matched filter outputs by the inverse of the cross-correlation matrix: 
f> = sgn(R - t x Cm) = sgn(w x D + N) (5-20) 
The existence of the inverse matrix R-1 is discussed in Appendix-C. It is shown that, unless the 
spreading sequences are very badly designed, the cross-correlation matrix R can be inverted. N is the 
N 11Xl Gaussian noise vector with zero mean vector and covariance matrix ｾ＠ x R -I • It can be seen 4xN 
frmn the above equation that the decorrelating receiver removes all the MAl from the decision 
variables. Moreover, the decmTelating receiver does not require the la10wledge of the amplitude 
matrix W to recover the trans1nitted information. 
The petformance of the decmTelating detector can easily be analysed. The SNR for the user k can be 
found equal to: 
SNR = AJ xN 
k N x(R-1) 
() k.k 
Moreover, the energy per bit is equal to: 
Hence, the bit error probability can be calculated: 
(5-21) 
(5-22) 
(5-23) 
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The above equation indicates that the performance of the decorrelating detector is independent of the 
power of the interfering users. Moreover, it was proved that when users' energies are not known and 
the objective is to optimise pelfonnance for the worst case MAl scenario, the decorrelating algorithm 
is the optimum receiver [Lupas-89]. However, it can be seen that the multiplication by the inverse 
matrix R-1 enhances the noise power. 
Figure 5-1 plots the performance of the MLSE and decmTelating detectors. The presence of four 
active users in the system has been assumed. The cross-correlation value between different users has 
been taken equal to 0.4. The SUB is also plotted for comparison purposes. 
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Figure 5-l: Performance of MLSE and decorrelating receivers 
\1 Single user bound; 0 MLSE receiver; D Decorrelating receiver 
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The performance of the MLSE receiver corresponds to the upper bound derived in [Poor-95] . 
Asymptotically, the SUB and the BER curve of the MLSE receiver are indistinguishable. On the other 
hand, the performance degradation of the decmTelating receiver is approximately 1.3 dB. It should be 
stressed that the correlation matrix that was considered for the results presented in Figure 5-l 
corresponds to a very severe MAl scenario. When spreading sequences with reasonably good cross-
correlation values are considered, the performance of the decorrelating receiver is much closer to the 
SUB. However, this example is useful in highlighting the necessity to design an algorithm with non-
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linear decision boundaries in order to achieve the best performance. In that context, it should be 
pointed out that a nonlinear version of the decmTelating detector has been proposed in [DuelHal.-93]. 
5.3.3 Motivation for the use of neural networl\:s 
ANN can be defined as a large number of units, referred to as neurons, organised in different layers 
that are interconnected. Neurons are principally nonlinear functions which map an input vector to a 
single output. Hence ANN are intrinsically nonlinear processing algorithms. This feature is highly 
interesting for detection of code division multiplexed signals where, as proven in section 5.3.1 , the 
optimmn decision boundary is nonlinear. 
Moreover, thanks to their topology, ANN can easily be implemented using massive parallel 
processing. An important research effort is devoted world-wide to Very Large Scale Integration 
(VLSI) implementation of ANN [Hammer.-90], [Arima-92]. Since the topology of ANN is regular and 
the nodes are to perform relatively simple arithmetic operations, the design and layout of VLSI 
circuits is greatly simplified [Haykin-94] and high computational speeds can be achieved. Table 5-1 
presents some cormnercial implementations of ANN with MLP and Radial Basis Function (RBF) 
architectures [Lindsey-94]. 
Name Implementation Architecture #Neurons Speed 
-·····-· ·-----·- -···-··--··-····-···-·-··---···---·---··-·------··-·-·-·--·--.. ｾＭﾷﾷﾷｾＭﾷＭＭＭＭＭ ﾷ＠ ....... ··-------·--.................. , _, _________ ____ 
l.MCE Digital MLP 8 32MCPS 
MTI90003 
2. Micro Devices Digital MLP 8.9 MCPS 
MD-1220 
3. Philips Digital MLP 26 MCPS 
Lneuro-1 
4.IBM Digital RBF 36 
ZISC036 
5.AT&T Hybrid MLP 256 2.1 GCPS 
ANNA Analog-Digital 
6. Mesa Research Hybrid MLP 6 21 GCPS 
N euroClassifier Analog-Digital 
7. Ricoh Hybrid MLP 16 3.0GCPS 
RN-200 Analog-Digital 
Table 5-1: Hardware implementation of ANN 
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The Connection Per Second (CPS) is defined as the rate of 1nultiply and accumulate operations 
performed during the recall process. It can be seen that hybrid analog-digital implementations allow 
the achievement of processing power values well above the Giga CPS (GCPS). Moreover, when fully 
digital solutions are preferred, it is possible to design large networks through the integration of a 
number of chips. To give an idea of the cost of such a solution, the Micro Device MD1220 chip, 
which was probably the first commercial neural network chip, can be acquired for less than 50$ 
[Lindsey-94]. A discussion on the different possible implementations of ANN, including analog 
electronic circuits as well as Application Specific Integrated Circuit (ASIC) and Field Programmable 
Gate Array (FPGA) chips, can be found in [Kung-93]. It is interesting to note that neural networks' 
imple1nentations using optical technology have also been repmted [Wagner-87]. 
ANN can provide an attractive architecture for the implementation of the computationally demanding 
MUD algorithms. In this context, the application of ANN to the estimation of signals in the CDMA 
channel was first proposed in [Aazhang-92]. The proposed ANN receiver was based on a fully 
interconnected MLP and its petformance has been assessed in a two-user multi-user detection 
channel. Results on the pelformance of the MLP in the CDMA channel can also be found in 
[ElKhamy-96]. However, the results presented in this paper should be taken with great care since it is 
claimed that the proposed MLP algorithm outperforms the MLSE receiver. In [He-97], A MUD 
algorith1n was designed by concatenating a decorrelating receiver with a MLP. 
The application of ANN based on a RBF architecture has also been studied and results can be found 
in [Mitra-94] and [Mulgrew-95]. The annealed ANN based detector for detection of CDMA signals 
has been proposed in [Yoon-97] and in [Miyajima-93], [Kechriotis-96] the use of recurrent ANN was 
considered. Finally, interference cancellation for DS-CDMA systems using a decision feedback 
functional link equaliser is investigated in [Das-98]. 
5.4 NEURAL NETWORKS 
In this section, the fundamental characteristics of ANN are briefly presented. This introduction is 
focused on the multi-layer perceptron, as this architecture will be used throughout this chapter. For a 
more in-depth presentation of the different neural network architectures, the interested reader will be 
referred to [Lippman-87], [Cichocki-93], [Hush-93], [Haykin-94], [Picton-94], [Bishop-95], 
[Hassoun-95]. 
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5.4.1 Artificial neural networl{s' definition 
ANN, cmnmonly referred to as neural networks, can be defined as a large number of units (also called 
neurons) organised in different layers that are interconnected. The units are simple processors which 
operate only on their local data and on the inputs they receive via the connections. It is interesting to 
note that this tnodel stems from the recognition that the brain operates in a completely different 
manner than conventional digital computer. The analogy between ANN and the human brain has been 
smnmarised in [Haykin-94] as follows: 
A neural network is a massively parallel distributed processor that has a natural propensity for 
storing experiential knowledge and m.aking it available for use. It resembles the brain in two aspects: 
1. The knowledge is acquired by the network through a learning process. 
2. Interneuron connection strengths known as synaptic weights are used to store the 
knowledge. 
Figure 5-2 presents the n1odel of a neuron. 
Bias 
Fixed input x(l-1) = 1 ＭＭｾ＠
0 ｾ＠
Input 
signals 
cmning form 
the previous 
layers 
Synaptic 
weights 
Figure 5-2: Neuron Inodel. 
Activation 
function 
ｸｾｴＩ＠ Output, 
r connected to j(.) 
t (1) 
i + 
Error eP) 
the neurons 
in the next 
layer 
The activation function f is nonlinear and neurons are principally nonlinear functions that map an 
input vector to a single output. The synaptic weights allow the connection between the different layers 
of the neural network and are adapted with a learning algorithm, in order for the neural network to 
perfmm a given task. 
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Figure 5-3 presents a schematic representation of ANN. 
Input layer First hidden layer Second hidden layer Output layer 
Figure S-3: Model of an artificial neural network 
The input layer corresponds to the input of the neural network and takes the data to be processed. The 
output layer will give the result of the processing algorithm performed by the network. The hidden 
layer(s) is made of neurons and connects the input layer to the output layer. It should also be noted 
that the network can have more than one hidden layers. A discussion on the optimum number of 
hidden layers will be presented in section 5.4.6. 
The high interest recently generated by neural networks in the field of pattern recognition is due to 
their capability to perform a huge number of very simple tasks in parallel [Lippmann-87]. Neural 
networks are powerful tools when a huge amount of processing is required which can not be offered 
by conventional digital computers. Neural networks are well suited for the resolution of complex 
optimisation problems and are therefore an attractive alternative to conventional signal processing 
techniques for multi-user detection in the CDMA environment. 
5.4.2 The perceptron 
The perceptron is the simplest and the best known model of neural network. It was conceived in 1958 
by Rosenblatt [Rosenblatt-58]. The perceptron is made of a single neuron with adjustable weights and 
bias as depicted in Figure 5-2. The operation performed by the perceptron can be expressed by the 
following set of equations: 
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(5-24) 
y<l) is the internal activity level of the neuron and x<l) is the perceptron's output. w and ｾｃｯＩ＠
correspond to the vector notation of the synaptic weights and the neuron inputs respectively. 
The activation function considered in the model defined by Rosenblatt is the hard-lhniting non-
linearity defined by: 
J(y )= ｻｾ＠ ｹｾｏ＠ y<O (5-25) 
The perceptron has marked an important step in the development of artificial neural networks for two 
main reasons. First, learning algorithms allowing the training of the neural network to partition the 
input space into two regions were found. Moreover, Rosenblatt [RosenBlatt-58] proved that when the 
training examples belong to two linearly separable classes, the perceptron algorithm would always 
converge and draw the decision smface in the form of a hyperplane between the two classes. 
5.4.3 Activation functions 
The perceptron model developed by Rosenblatt used the hard-limiting non-linearity as the neuron 
activation function. Nevertheless, when perceptrons are cascaded to MLP, as described in the next 
section, it is more efficient to use functions that are differentiable. The use of differentiable functions 
is important in order to derive gradient search algorithms to train networks with more than one layer. 
The sigmoid function is the most common form of activation function for artificial neural networks. 
Sigmoid functions are defined by the following characteristics [Haykin-94]: 
1. strictly increasing functions. 
2. Asymptotically limited. 
3. Sn1oothness. 
Two sign1oid functions are of particular interest for neural network implementations. First, the logistic 
function which is plotted in Figure 5-4 and is expressed as: 
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1 f (X)- ------,-----,-
-l+exp(-x) 
Moreover, the logistic function can be approximated by [Tveters]: 
1 X;;;:: 4.1 
x ( abs(x)J 0.5+-· 1---
4.1 8.2 
-4.1 <X< 4.1 
0 X::::; 4.1 
Figure 5-4 plots the logistic function and compares it to its quadratic approximation. 
1 . . . .. . .. . . . . . . ......... ...... . 
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Figure 5-4: Logistic function. 
-Logistic function;-. Quadratic approximation 
10 
(5-26) 
(5-27) 
The hyperbolic tangent function tanh is also important for neural networks. The tanh function is 
defined by: 
1-exp(- x) ｴ｡ｮｨＨｸＩ］ＭＭＮＮＮＮＺＮＮＮＮＮＭｾ＠
1+exp(-x) 
A numerically simpler approximation to the tanh function can be found in [Tveters]: 
(5-28) 
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0.96016 
0.96016- 0.26037 * (X -1.92033 y 
0.26037*(x-1.92033Y -0.96016 
-0.96016 
ｘｾ＠ 1.92033 
0 < X $; 1.92033 
0> X> -1.92033 
ｘｾ＠ -1.92033 
(5-29) 
Both functions are differentiable and their derivatives can easily be computed as a product of the 
initial function. 
[Haykin-94] reports that the MLP trained with the back-propagation algorithm, described in section 
5.5.1, may learn faster if the activation function used in the neurons building the network is an odd 
function. Hence, throughout this chapter the tanh function will be preferred to the logistic function. 
5.4.4 Multilayer perceptron 
It has been shown in section 5.4.2 that the perceptron could only design linear decision boundaries. 
This might prove extremely restrictive for a wide range of problems. Some problems can involve 
classes that are not linearly separable and as an example the optimal decision boundary for multiuser 
detection is non-linear. Nevertheless, by creating a network made of neurons organised in different 
layers, as depicted in Figure 5-3, it is possible to implement complex decision boundaries [Lippmann-
87]. 
Figure 5-5 presents the decision boundaries that can be produced using the perceptron and the MLP 
with one and two hidden layers and two inputs. 
Figure 5-5 indicates that the perceptron can only draw linear decision boundaries. When one hidden 
layer of neurons is added, it is then possible to implement arbitrary complex convex decision 
boundaries [Lippmann-87]. It was shown later that neural networks with only one hidden layer are 
able to create regions arbitrarily close to any nonlinear decision boundary [Makhoul-89]. Finally, with 
two hidden layers it is also possible to design any decision boundary [Lippmann-87]. Moreover, 
certain problems can be solved with a small nutnber of neurons and two hidden layers, whereas a 
network with only one hidden layer would require an infinite number of neurons. The choice of the 
number of hidden layers in multilayer perceptrons is generally an open problem. Nevertheless, some 
issues related to the applications of neural networks to signal processing will be presented in section 
5.4.6. 
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(a) (b) (c) 
Figure 5-5: Capabilities of multilayer perceptrons to design complex decision boundaries. 
(a): single perceptron; (b) multilayer perceptron with one hidden layer 
(c) multilayer perceptron with two hidden layers 
5.4.5 Learning modes of the neural network 
One of the main advantages of neural network receivers is their intrinsic adaptability achieved by 
modifying the synaptic weights. This will prove to be an interesting feature for mobile radio-
communications, where the propagation channel varies in time. Moreover, section 5.4.1 indicates that 
the knowledge acquired by the neural network is actually stored in the synaptic weights. Hence, a 
training procedure must be applied for the neural network to perform the task at hand. Several 
learning algorithms have been developed for the MLP and two of them will be presented in this 
chapter Nevertheless, it is important to point out that all the learning algorithms used to adapt the 
weights of the MLP belong to the class of supervised learning algorithms. Hence, the neural network 
is presented with a given number of target outputs which are used to adapt the weights. Two 
techniques can then be adopted. For the first one, referred to as batch learning, the learning process of 
the neural network takes place only after presentation of the entire set of examples. On the other hand, 
pattern learning, also known as on-line learning, implies that the weight adaptation procedure is 
performed for each training example. 
In the case of multiuser detection, as well as for any real time signal processing algorithm, the pattern 
mode is usually preferred to the batch mode. First, pattern learning requires less storage for the neural 
133 
- -- - ------------
Chapter 5: Neural Network Receivers for Multiuser Detection 
network. Moreover, assuming a random training sequence, the use of this training 1node reduces the 
risk of the set of weights converging to a local minima [Haykin-94]. Finally, by choosing the pattern 
mode, it is possible to efficiently perform the weight update in two successive modes. First, a training 
sequence known by the receiver will be sent in order to ensure a good convergence of the weights. 
Then, the weights in the network can be continuously adapted using a decision-directed mode. 
5.4.6 Generalization 
After the presentation of the training set to the neural network, it is hoped that the weights have 
converged to a point allowing a good operation when the unknown data set is presented. The ability of 
the network to operate on unknown data is referred to as generalisation. Generalisation mainly 
depends on three parameters [Haykin-94]: 
1. The training process (Number of training examples and the extent to which they represent 
the classes to be classified). 
2. The network architecture (number of hidden layers and neurons). 
3. The complexity of the problem to be solved. 
Point three is obviously independent of the receiver implementation. On the other hand, points one 
and two are parameters which are ilnportant to consider when designing the best neural network for a 
given application. 
The proble1n of the network architecture, i.e. the number of hidden layers will first be addressed. In 
section 5 .4.4, it has been shown that neural networks with both one and two hidden layers were able 
to perform any complex pattern classification. Nevertheless, the choice of the network architecture 
impacts on the training procedure. h1 [Hush-89], it is shown that a small number of training examples 
would hnply better performance when only one hidden layer is considered rather than two. This is due 
to the high flexibility and large number of free parameters associated with three-layer neural 
networks, which then call for a long training procedure in order to converge. h1 the case of multiuser 
detection, the length of the required training sequence is a critical parameter, as it directly relates to 
the spectral efficiency of the system. It is therefore hnportant to keep it as low as possible and neural 
networks with only one hidden layer will be considered throughout this chapter. 
The influence of the number of neurons in the network and the number of training samples on the 
generalisation capabilities of the neural network are closely linked. [Huang-91] has proved that, for a 
given size of the training sample, the number of neurons in the network necessary to implement the 
training data is of the order of the nmnber of training examples. Actually, if the network is oversized, 
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the training data will be memorised and generalisation will not be possible. Hence, the neural network 
should be complex enough in order to be able to draw decision boundaries complex enough to solve 
the problem at hand. Nevertheless, as the number of neurons increases, the length of the required 
training sequence will increase. It is therefore important to keep the size of the network as low as 
possible in order to reduce the transmission overhead induced by the training sequence. 
5.5 MULTILAYER PERCEPTRON TRAINED WITH THE 
GRADIENT-BACK PROPAGATION ALGORITHM 
In the previous section, a general presentation of ANN has been given. It has been shown that ANN 
are adaptive algorithms and therefore require a training algorithm to adapt their synaptic weights. The 
derivation of the Back Propagation (BP) algorithm [Rumelhart-86] marked an important point in the 
development of ANN. Using this algorithm made it possible to efficiently perform the weight 
adaptation of MLP and widened the range of possible areas of applications for ANN. The training 
algorithm is in fact performed in two separate steps. First, the derivative of the error function to be 
minimised is calculated with respect to the weights of the neural network. This procedure corresponds 
to the propagation of errors backwards in the network and is the BP algorithm itself. Then, these 
derivatives can be used in conjunction with some other algorithm, such as Gradient Descent (GD), to 
update the weights of the network. 
5.5.1 The Back-Propagation algorithm 
Some notations need first to be presented. A fully connected multilayer perceptron consisting of N L 
layers is considered. Each layer l of the neural network is made of ｎＬｾｬＩ＠ neurons. The internal activity 
level and the function signal of the ith neuron in layer l are noted respectively y}l)(n) and x}l)(n). 
The internal activity level and the function signal in each neuron are calculated according to the 
following equations: 
N(l-1) 
y}l)(n) = ! ｷｾｬＩ＠ · xy-l)(n) (5-30) 
j=O 
(5-31) 
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WJl) is the synaptic weight connecting the ith neuron in layer l to the jth neuron in layer l-1. f is the 
nonlinear activation function of the neuron that maps the intetnal activity level to the output. 
The error function to be minimised is written as E and it is assumed that it can be written as a sum of 
etTor functions over the number of training samples in the following form: 
(5-32) 
II 
Moreover, the error function E 11 is assumed to be differentiable with respect to the outputs of the 
network {x;(NL) }
1
;. Hence, using activation functions that are differentiable, as the sigmoid functions 
are, ensures the derivability of the error functions En with respect to the weights in the network. 
Using the chain rule for partial derivatives, the following equation can be written: 
Hence: 
a Ell s: (/) <t-l) a ｷｾｬＩ＠ =u; ·xj 
I) 
with 
s: <n _ a E,1 
U; - (l) a Y; 
(5-33) 
(5-34) 
(5-35) 
The coefficients 8;(1) are referred to as local errors [Bishop-95] and are the only parameters to 
estimate in the network in order to calculate the whole set of derivatives. For the output layers, they 
can easily be computed through the following fmmula: 
(5-36) 
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For the hidden layers, the chain rule for partial derivatives is used again: 
":\ E Nl+l ":\ E ":\ (l+l) 8 (l) - _a_,_l - """' a " a y k 
i - a yfl) - f:t a Yil+l) a Yin 
(5-37) 
which then leads to: 
Nt+t 
()_{I) = """' o (L+I) • ｷＨｾＩ＠ . f ＧＨｹｾｴＩＩ＠
I L..J k k1 I 
(5-38) 
k=l 
Equation 5-38 allows the computation of the derivatives with respect to all the weights in the neural 
network, starting from the output layer and processing backward through the hidden layers. 
5.5.2 Training multi-layer perceptrons using the gradient-descent 
Back-Propagation algorithm 
The BP algorithm makes it possible to compute the derivatives of the error function to be minimised 
with respect to the weights for the whole network. Knowing these derivative values, it is then possible 
to update the weights using a simple GD algorithm: 
(5-39) 
where !l is the adaptation step. 
In order to improve the convergence of the gradient-descent BP algorithm, it is possible to add a 
momentum term to the weight update equation leading to [Haykin-94]: 
(5-40) 
Q is referred to as n1omentum constant. The introduction of the momentum term in the adaptation 
algorithm makes it possible to speed up the convergence while preventing the network from becoming 
unstable. 
The error function to be minimised by the BP-GD algorithm is usually taken as: 
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(5-41) 
where {t; }I ie{t .... ｎＬｾＧ ﾷ ｽ＠ is the set of desired outputs used during the training procedure, and pis the size 
of the sample data. The gradient values in the output layer can therefore be calculated with: 
(5-42) 
5.5.3 Performance in the A WGN channel 
The performance of the MLP-BP-GD receiver is first analysed in the AWGN channel. The number of 
active users is assumed to be 4. This nmnber may seem to be low, nevertheless it is hnportant not to 
lose sight that implementation of ANN with high computational speed can only be achieved through 
parallel processing. Hence, analysis with high number of users on standard computers turns out to be 
very time demanding. The cross-correlation matrix is defined as: 
[ 
ＰｾＲ＠
R= 
-0.3 
0.2 
0.2 -0.3 0.2] 
1 0.1 -0.5 
0.1 1 0.1 
-0.5 0.1 1 
(5-43) 
The cross-correlation values are very high and the performance of the correlator receiver is expected 
to be limited even under pelfect power control conditions. 
h1 order to ease the simulation requirements, it is assumed that detection is performed in the multi-
user detection channel. However, since it was proven in Appendix-B that the outputs of both the 
single-user and multi-user detection channels brought the same information on the transmitted bits, it 
is expected that the performance should not be affected by this choice. 
Following the discussion presented in section 5 .4.6, the neural network is built with only one hidden 
layer. The nmnber of neurons in the input layer is equal to the number of matched-filter outputs. The 
hidden layer is made of 4 neurons and the ANN is designed to output the information bit of the user of 
interest. The training sequence used during the learning process only contains the bits transmitted by 
the user of interest. Similarly to what is proposed in [Aazhang-92], [ElKhamy-96], [He-97], the ANN 
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is trained to minimise the sum of the squared difference between the transmitted bits and the outputs 
of the ANN (it is assumed that the user of interest has the index 1): 
1 Nr 2 
E =-X ｌＨｸｾＨｮＩＭ､ Ｑ ＨｮＩＩ＠
2 11=1 
(5-44) 
Nr denotes the number of training samples. 
Figure 5-6 plots the performance of the MLP-BP-GD algorithm under perfect power control 
conditions. The training length has been taken equal to 10000 bits and the adaptatiop parameters J.l 
and Q are equal to 0.02 and 0.04 respectively. The performances of the correlator and the 
decorrelating receivers are also presented. The SUB has also been plotted. It should be stressed that 
the performance of the decorrelating receiver has been obtained with Equation 5-23. This equation 
has been obtained under the assmnption that the inverse cross-correlation matrix was known by the 
receiver. In real communication systems, this matrix would need to be estimated using training 
sequences transmitted within the inf01mation data stream. Hence, perfonnance degradation due to the 
errors in the inverse cross-correlation matrix will be experienced. This pelformance degradation will 
depend on the algorithm used for the estimation, on the length and frequency of insertion of the 
training sequence as well as on the changes in the active users. Finally, it should be stressed that the 
ANN is only trained while the training sequence is being received. It would be possible to extend the 
training cycle by switching to a decision-directed tnode following reception of the entire training 
sequence. This could prove beneficial to the performance but was not considered in this thesis as it 
would also considerably increase the computational complexity. 
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2 3 4 8 9 10 
Figure 5-6: Performance of the MLP-BP-GD algorithm under perfect power control conditions 
\1 SUB; D MLP; 0 Decorrelating receiver; <> Correlator 
It can be seen from Figure 5-6, that the bad isolation between the different users' spreading sequences 
highly degrades the performance of the correlator. Assuming a target BER of 10-2 , the performance 
degradation to the SUB is higher than 6 dB. The performance of the decorrelating receiver is clearly 
superior. However, the noise power enhancement due to the multiplication by the inverse of the cross-
correlation matrix hnplies a performance degradation to the SUB of 1.6 dB. The MLP-BP-GD 
receiver exhibits the best performance. For a BER of 10-3, the Eb/No gain of the MLP-BP-GD 
algorithm over the decorrelating receiver is of the order of 0.3 dB. Hence, as expected, the use of a 
nonlinear algorithm provides better resistance to MAl However, it should be stressed that the MLP-
BP-GD algorithm still suffers from a 1.3 dB petformance degradation when compared to the SUB. 
Figure 5-7 presents the Mean Square Error (MSE) at the output of the ANN receiver for different 
values of the Eb/No ratio. It is clear from this picture that the algorithm only starts to converge after 
the processing of over 1000 training samples. 
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Figure 5-8 (above), presents the performance of the MLP-BP-GD for different values of the 
adaptation constants !l and .Q . It is assumed that the ratio between Jl and .Q stays constant and is equal 
to 0.5. The Eb/No ratio for the user of interest is equal to 8 dB. Figure 5-9 plots the corresponding 
MSE. The training sequence consists of 10000 bits for all the simulations. It should be stressed that 
since the output layer of the neural network is nonlinear, the lowest possible value of the MSE does 
not directly depend on the thermal noise power. 
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Figure 5-9: MSE for different values of the adaptation constant 
0 Jl=0.02; <> Jl =0.05; D Jl=0.2 
The best performance is obtained for a value of the gradient-descent step Jl equal to 0.2. For lower 
values, the training speed is reduced and the convergence of the algorithm within the 10000 training 
bits degrades. On the other, when values of Jl above 0.02 are considered, the convergence is faster. 
This is however obtained at the expense of the performance. This is similar to what is obtained with 
the conventional Least Mean Square (LMS) algorithm. It is also very interesting to note that the value 
taken by the MSE and the BER are not necessarily positively correlated. The MSE achieved after the 
processing of the whole training sequence is equal to -16.9 dB for a Jl value of 0.2 and increases to-
7.4 dB when Jl is equal to 0.02. Hence, it could be expected that the receiver trained with a gradient-
descent step equal to 0.2 would provide the best performance. In fact is turns out that the BER for an 
Eb/No ratio of 8 dB is almost twice as high. It can be concluded that lowering the value of the MSE 
does not necessarily provide better petformance. 
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All the results that have been presented so far have been obtained for a length of the training sequence 
equal to 10000 bits. The transmission of such a long training sequence would significantly impact on 
the overall system performance and is not realistic for a commercial system. Hence, Figure 5-10 plots 
the petfmmance of the MLP-BP-GD algorithm for different values of the length of the training 
sequence. It is assumed that perfect power control can be achieved and the Eb!No ratio of the user of 
interest is taken equal to 8 dB. The pelfmmance of the decmTelating receiver has also been plotted in 
order to make some comparisons. It was assumed that the decorrelating receiver has perfect 
knowledge of the inverse of the cross-correlation matrix, hence the performance of the decorrelating 
receiver stays constant when the training length varies . 
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Figure 5-10: BER for different values of the training length 
0 Decorrelating receiver; D MLP-f..l=0.02; <> MLP- f..l=0.05 
When the adaptation step f..l is taken equal to 0.02, the MLP-BP-GD algorithm offers better 
performance than the decorrelating receiving only if the training sequence contains tnore than 5000 
bits. When the adaptation step is increased to 0.05, this requirement can be lowered to around 2500 
bits. However, in this case, the gain of the MLP-BP-GD algorithm over the decorrelating receiver for 
long training sequence is reduced. 
The performance of the MLP-BP-GD significantly degrades when the training length is lowered. It 
would however be interesting to know whether this is due to a slow convergence of the algorithm, or 
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if by reducing the number of training samples the capability of the ANN to provide good 
generalisation is degraded. In order to have some insight on this problem, the ANN was trained with 
varying lengths of the training sequence but with a constant learning cycle. Hence, when the training 
length is shortened, the training sequence is processed more than once in order to keep the nu1nber of 
learning iterations constant. Figure 5-11 presents the results that have been obtained. The Eb/No ratio 
has been taken equal to 7 dB and the total number of bits processed during the learning cycle is equal 
to 10000. The performance of the decmTelating receiver has also been plotted. 
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Figure 5-11: BER vs. number of information bits in the training sequences 
0 DecmTelating receiver; D MLP-J..L=0.02; <> MLP- J.!=0.05 
For a gradient-descent adaptation constant equal to 0.02, the same performance is achieved with both 
a training sequence of length 5000 and 10000 bits. Hence, assuming that the processing speed is not 
the limiting factor, it is possible to halve the training overhead by performing the training operation 
twice. When the length of the training sequence is further reduced, the pelformance slightly degrades 
but is still far better than what is presented in Figure 5-12 . Hence, the training length requirement can 
be traded-off against the processing complexity. 
The optimisation of the number of neurons in the hidden layer is important as it directly impacts on 
the processing complexity. Figure 5-12 presents the BER achieved with an Eb/No ratio of 8 dB for 
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different values of the number of neurons in the hidden layer. The adaptation constants J-l and Q have 
been taken equal to 0.02 and 0.04 respectively. The training sequence consists of 10000 bits . Figure 5-
13 presents the corresponding MSE. 
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Figure 5-13: MSE for different number of neurons in the hidden layer 
0 2neurons; 0 4 neurons; \1 16 neurons; 0 32 neurons 
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In the considered simulation environment, the optimum performance is obtained when the number of 
neurons in the hidden layer is equal to the nmnber of active users in the system. This is similar to 
what has been observed in [Aazhang-92]. It can also be seen that as the number of hidden neurons is 
increased from 4 to 16 and 32, the convergence of the algorithm becomes slightly faster. Hence, it 
would be possible to reduce the training overhead by increasing the number of neurons in the hidden 
layer and accepting a slightly degraded performance. 
All the results presented so far have been obtained with a nonlinear output layer. Under perfect power 
control conditions, the performance would be similar with a linear output layer. However, under near-
far effect conditions the performance differs slightly. Figure 5-14 presents the BER achieved with an 
Eb/No equal to 7 dB for different values of the AIER and both linear and nonlinear output layers . 
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Figure 5-14: BER under near-far effect conditions 
<> Correlator; V MLP-linear output layer; D MLP-nonlinear output layer 
Under near-far effect conditions, the ANN receiver achieves better performance when the output layer 
is linear. It can also be seen that the performance does not stay constant when the AIER varies but 
slightly degrades. However, the performance degradation is not as important as in the case of the 
correlator. 
All the simulation results presented have been obtained by training the neural network to output the 
transmitted bits. A new error function is now proposed: 
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1 ｾ＠ 2 
E =- x L(xf3)(n)- (Cm1(n)- d 1(n))) 
2 n=l 
(5-45) 
CmJ(n) is the output of the code-matched filter associated with user 1 at the iteration n. The neural 
network is in fact trained to learn the characteristics of the noise, including both MAl and thermal. 
The transn1itted bits can then be recovered through: 
' (5-46) 
It is obvious that when the new error function is considered the target values of neural network are not 
binary valued anymore. Hence, the output layer is assumed to be linear. 
Figure 5-15 presents the performance of the MLP-BP-GD algorithm for both error functions. The 
receiver trained to minimise the error function in Equation 5-44 is referred to as MLP-metric 1. When 
trained with the new error criteria, the ANN receiver is denoted as MLP-metric 2. The GD step and 
the tnomentum have been taken equal to 0.07 and 0.14 respectively. The training sequence is 10000 
bits long. It has also been assumed that petfect power control was achieved. 
2 3 4 8 9 10 
Figure 5-15: Performance of the MLP-BP-GD with the new metric 
\1 SUB; D MLP-metric 1; 0 MLP-metric 2; 0 Decorrelating receiver; X Correlator 
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It can be seen from the above figure that training the ANN with the new n1etric clearly improves the 
performance. For a BER of 10·\ the improvement in the required Eb/No is of the order of 0.9 dB. 
When trained to minimise the objective function presented in Equation 5-45, the MLP algorithm 
outperforms the decorrelating receiver by 1.2 dB. Moreover, the performance degradation to the SUB 
has been reduced to only 0.4 dB. 
Figure 5-16 presents the performance of the new algorithm for different values of the training length 
and the gradient adaptation step f..L. The value of the momentum constant Q has been taken equal to 
twice that of f..L. The Eb/No ratio for the user of interest is equal to 8 dB. The performance of the 
decmTelating receiver has also been plotted . 
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Figure 5-16: BER of the MLP-1netric 2 for different values of the training length 
0 Decorrelating receiver; D MLP-J..L=0.07; 0 MLP-J..L=0.2 
The ANN outperforms the decorrelating receiver when the training length is larger than 400 bits for 
both values of the gradient adaptation step. When trained to output the estimates of the transmitted 
bits, the ANN required more than 2500 training bits in order to offer hnproved performance over the 
decorrelating receiver. As already observed, increasing the adaptation step leads to faster 
convergence. This has to be balanced against the poorer performance obtained for long training 
sequences. When the adaptation step is taken equal to 0.07, the performance does not improve when 
the nmnber of bits in the training sequence is larger than 3000. It can also be seen that for an 
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adaptation step of 0.2, the best performance is achieved for a training length of 1000 bits and larger 
training sequences will lead to performance degradation. 
Figure 5-17 presents the performance of the new ANN algorithm under near-far effect conditions. The 
Eb/No ratio of the user of interest has been assumed equal to 7 dB. The adaptation constants Jl and .Q 
have been taken equal to 0.07 and 0.14 respectively. The performance of the correlator, as well as that 
of the decorrelating receiver, have been plotted . 
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Figure 5-17: BER of the MLP-metric 2 under near-far effect conditions 
<> Correlator; 0 Decorrelating receiver; D MLP-3000 training bits; V MLP-1000 training bits 
It has been shown that, under perfect power conditions, training the ANN to minimise the objective 
function of Equation 5-45 leads to improved performance when compared to that obtained with the 
neural network trained to directly estimate the transmitted bits. Figure 5-17 also indicates that the new 
algorithm is significantly less sensitive to power control errors. When trained to output the estimates 
of the transmitted bits, the ANN will suffer from a small performance degradation as the received 
power of the interfering users increases. On the other hand, the new objective function means that the 
pelfotmance of the ANN receiver slightly improves as the AIER increases. 
MLP receivers trained with the new objective function can provide important performance gains over 
the decorrelating receiver. It was also shown in Figure 5-16 that training the ANN receiver with the 
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new objective function leads to improved convergence speed. However, the training sequence 
requirement is still too high and can not be considered realistic for implementation. A large number of 
algorithms aimed at reducing the convergence of MLP ANN have been proposed over the past years 
and a fairly cmnplete review of them can be found in [Moreira-95], [Riedmil.-94]. However, it should 
be stressed that most of these algorithms (Conjugate-Gradient techniques, SuperSAB, QuickProp, 
Rprop) can only be applied to batch learning. When on-line learning is considered, as it is in this 
thesis, only a small subset of these algorithms can be considered. The Search-Then-Converge (STC) 
algorithm proposed by [Darken-91] is one of them. This technique is based on the adaptation of the 
gradient adaptation step according to: 
(5-47) 
According to this 1ule, lean1ing will take place in two different phases. When n is lower than the 
parmneter nm the adaptation step remains almost constant and equal to }.!0 • This last parameter is 
usually chosen large enough so that the neural network will scan a wide range of possible weight 
values. This is the search part of the algorithm. Then when n becomes larger than n01 the gradient 
adaptation step decreases exponentially with the iteration number. This will allow the neural network 
to achieve accurate values of the weights and therefore good performance. The derivation of this 
algorithm can be justified by observing the results presented in Figure 5-16 where it is shown that 
large adaptation step values perform well for short training sequences and that small adaptation steps 
are required for accurate convergence. A slightly modified adaptation rule can be found in [Darken-
92]: 
(5-48) 
It should be stressed that no momentum term is included in the weight update algorithm. It can also be 
mentioned that an algorithm based on a similar approach can be found in [Kwen-95]. 
Figure 5-18 presents the performance of the ANN receiver trained with the STC algorithm and 
compares it to the fixed step adaptation receiver. A training sequence of 500 bits has been used for the 
MLP-STC receiver. Adaptation of the learning rate has been performed using Equation 5-47. It should 
however be stressed that the choice of the learning rate adaptation formula did not seem to impact on 
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the performance. The initial step ｾｴｯ＠ and the convergence parameter n0 have been taken equal to 0.2 
and 100 respectively. It has also been assumed that perfect power control conditions could be 
achieved. 
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Figure 5-18: Performance of the MLP-BP-GD with the STC algorithm 
V SUB; 0 Dec on-elating receiver; 0 MLP-1 0000 training bits; 0 MLP-STC 500 training bits 
It can be seen from the above figure that the use of the STC algorithm makes it possible to reduce the 
length of the training sequence without any performance degradation. In fact, for target BER lower 
than 10-4, the STC with 500 training bits even outperforms the conventional BP-GD algorithm training 
with a sequence of 10000 bits. Figure 5-19 presents the performance of the STC algorithm for 
different values of the training sequence length. The Eb/No of the user of interest has been taken 
equal to 8 dB. Both perfect power control conditions and imperfect power control conditions with an 
AIER of 3 dB have been considered. The performance of the decorrelating receiver has also been 
plotted. 
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Figure 5-19: BER of the MLP-STC algorithm for different values of the training length 
0 Decorrelating receiver; D MLP; 0 MLP-STC, AIER=O dB; x MLP-STC, AIER=3 dB 
The MLP using the STC algorithm to adapt the gradient step clearly outperforms the conventional 
BP-GD algorithtn. By adapting the gradient step, the MLP achieves a performance very close to its 
optiinmn with training sequences containing less 500 bits. Moreover, the MLP-STC receiver can 
outpe1form the decorrelating receiver even with a training sequence equal to 100 bits. It can .also be 
observed that the performance of the MLP-STC receiver improves as the AIER increases from 0 dB to 
3 dB. 
The STC improves the convergence speed of the MLP receiver by global adaptation of the gradient 
step. In [Jacobs-88] an algorithm based on the local adaptation of the gradient step values has been 
derived. The proposed algoritlun is based on the following heuristics: 
Each weight is associated with its own learning rate ｾ［ｾＧＩ＠ . 
The learning rates are adapted during the learning process on the basis of gradient 
information. 
When the gradient a Eja ｷｾＧＩ＠ has the smne sign for several iterations, the corresponding 
learning rate ｊｬｾ Ｑ Ｉ＠ is increased by a constant. 
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When the sign of the gradient changes, the learning is decreased through multiplication by 
a constant lower than one. 
The aim of this algorithm, named Delta-Bar-Delta (DBD), is to provide the ANN with large learning 
rate values when the position in the weight space is far from the minimum and to reduce the 
adaptation steps when converging to the 1ninimum in order to achieve accurate convergence. 
The learning rate ｾｾＧＩ＠ is adapted at iteration n according to: 
ｾｾＧｽＨｮＭｬＩＫ｡＠ if a E, X x\') (n -1) > 0 a ('} lJ 
wij 
(5-49) 
if a En x X ｾＮ Ｑ ｽ＠ (n - 1) < 0 a ｗｾＮＯＩ＠ IJ 
lJ 
0 otherwise 
where 
X,\') (n) = (1-V )x: ＺＮｾ［Ｉ＠ +V X X,\'1(n -1) 
IJ 
(5-50) 
Hence, the quantity ｘｾ Ｑ Ｉ＠ (n) is an exponential average of the current and past gradient components. 
Figure 5-20 presents the performance of the MLP receiver trained with the DBD algorithm and 
cmnpares it to that of the decmTelating algorithm as well as the conventional BP-GD receiver. The 
Eb/No of the user of interest has been taken to 8 dB. Both perfect power control conditions and 
imperfect power control conditions with an AIER of 3 dB have been considered. The learning rate 
additive constant a and the 1nultiplicative constant b have been taken equal to 5Xl o-3 and 0.86 
respectively. The exponential average gradient parameter v has been assumed equal to 0.5. However, 
it should be stressed that simulations have shown that perfonnance is highly insensitive to its value. 
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Figure 5-20: BER of the MLP-DBD algorithnt for different values of the training length 
0 Decorrelating receiver; D MLP; <> MLP-DBD, AIER=O dB; x MLP-DBD, AIER=3 dB 
It is clear from the above figure that the DBD algorithm speeds up the convergence of the MLP 
receiver. Near optimum performance of the MLP is achieved for training lengths lower than 500 bits. 
Moreover, the MLP-DBD algorithm clearly outperforms the decorrelating receiver, even for training 
sequence of 100 bits. Both STC and DBD algorithms improve the convergence speed of the MLP 
receiver. Their performance will now be compared assuming values of the training length that are 
commensurate with practical implementations. 
Figure 5-21 presents the performance of the MLP receiver for training sequence lengths lower than 
300 bits and compares it to that of the MLP-STC and MLP-DBD receivers. The Eb/No of the user of 
interest is equal to 8 dB. 
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Figure 5N21: BER of the MLPNDBD algorithm for different values of the training length 
D MLP; <> MLP-DBD ; X MLP-STC; 0 DecmTelating receiver 
For training sequences with less than 300 bits the decorrelating algorithm outperforms the MLP 
trained with the conventional BP-GD algorithm. However, when the STC algorithm is implemented in 
order to reduce the convergence time, the ANN receiver offers better performance than the 
decmTelating receiver for values of the training sequence length higher than 60 bits. If the DBD 
algorithtn is preferred to the STC algorithm, improved performance over the decorrelating receiver 
can be achieved with as little as 30 training bits. 
Figure 5-22 plots the gain in Eb/No for a BER of 1 o-3 of the MLP-STC and MLP-DBD receivers over 
the decorrelating algorithm for different values of the training length. 
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Figure 5-22: Eb/No gain of the MLP-STC and MLP-DBD receivers 
over the decorrelating algorithm 
0 MLP-DBD; <> MLP-STC 
For a length of the training sequence equal to 60 bits, the Eb/No gain of the MLP-STC receiver is 
equal to 0.05 dB and the MLP-DBD algorithm outperforms the decorrelating receiver by over 0.2 dB. 
If the length of the training sequence is increased to 100 bits, the Eb/No gain over the decorrelating 
receiver is equal to 0.6 dB for the MLP-STC algorithm and to 0.5 dB for the MLP-DBD. Finally, for a 
training length of 300 bits, gains as high as 1.2 dB can be achieved with the MLP-STC algorithm. It is 
interesting to remember that the performance of the decmTelating receiver corresponds to that 
obtained under the assumption of perfect knowledge of the inverse cross-correlation matrix. If this 
matrix was to be estimated using a training sequence within the stream of transmitted bits, the 
performance would degrade. Moreover, this degradation would depend on the algorithm used for the 
estimation as well as the length of the training sequence. 
It was seen earlier that, when trained with the conventional BP-GD algorithm, the MLP receiver 
achieved its best performance with four neurons in the hidden layer. The validity of this result when 
the MLP is trained with the STC algoritlun will now be assessed. Figure 5-23 presents the 
performance of the MLP receiver trained with the STC algorithm for different values of the number of 
neurons in the hidden layer. The Eb/No of the user of interest has been taken equal to 7 dB. The 
learning rate adaptation constants ｾｴｯ＠ and ko are equal to 0.1 and 100 respectively. It has been assumed 
that perfect power control conditions could be achieved. 
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Figure 5-23: Performance of the MLP-STC algorithm 
for different values of the number of neurons in the hidden layer 
o Decorrelating receiver; 0 MLP-STC, 100 training bits; D MLP-STC, 200 training bits 
It is clear from the above figure that the best performance is achieved when the number of neurons in 
the hidden layer is equal to the number of users in the system, i.e. four. This result can be used in 
order to estirnate the complexity of possible implementations. 
5.5.4 Performance in dynamic satellite channels 
The performance results that have been obtained so-far correspond to a transmission in the A WGN 
channel. This channel is relevant to geostationary systems transmitting to fixed or portable terminals. 
However, when mobility is introduced, this model is not relevant any more. In line with the approach 
taken in Chapter 3, a flat-fading channel is now considered. It should be stressed that only the 
multipath component of the fading process will be simulated. Using the results presented in [Taaghol-
97], it can be seen that the coherence time of the shadowing process is of the order of 20 meters when 
it is expressed as a distance. Assuming a velocity of 30 m.s-1, the coherence time of the shadowing 
process can be found equal to 2/ 3 of a second. For a transmission rate of 64 kbps, this value 
corresponds to around 43000 bits. Shadowing is a very slowly varying process and will not impact on 
the convergence of the different adaptive algorithms. 
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The multipath fading process is modelled as a simple multiplicative random variable with Ricean 
distribution. The pure multipath component of the fading variable has been obtained through filtering 
of white Gaussian random variables. The spectlum of the Gaussian variables has been taken equal to 
[Mason-87]: 
S(f)= 1 2 FUJ 
(5-51) 
The filtering of the white Gaussian stream has been implemented using the overlap-and-save method 
[Proakis-92]. It is worth noting that a different method based on a joining scheme between 
independent streams has been proposed in [Zhang-94]. 
The following four figures present the performance of the MLP receiver in Ricean fading channels for 
different values of the K factor. It has been assumed that the training of the MLP receiver is 
performed in two different phases. First, the receiver is pre-trained using a known training sequence. 
Then, it is assumed that a short training sequence is inserted in every transmitted frame of 
information. The results presented in the next four figures have been obtained for a pre-training length 
of 500 bits. The frame length consists of 450 bits of information with a preamble of 50 training bits. 
The MLP receiver has been trained with the GD-BP-DBD algorithm. The SUB, obtained through 
simulations, as well as the BER of the correlator have also been plotted. The performance of linear 
filters trained by the LMS and Recursive Least Square (RLS) algorithms to minimise the mean square 
error and the exponentially weighted mean square error have also been obtained through simulation. 
The forgetting factor of the RLS algorith1n has been taken equal to 0.95 and the adaptation step of the 
LMS algorithm has been assumed equal to 0.02. The Doppler frequency and the information rate are 
equal to 100 Hz and 144 kbps respectively. Simulations have been performed for an uplink scenario 
(or retun1 link for a transparent payload), hence the fading processes affecting the different users are 
completely independent. Morever, it has been assumed that the power values of these randmn 
processes are all equal to one. 
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Figure 5-24: Performance in Ricean fading channel with [(factor equal to 5 dB 
V SUB; X Correlator; 0 LMS; D RLS; 0 MLP 
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Figure 5-25: Performance in Ricean fading channel with [(factor equal to 10 dB 
V SUB; x Correlator; 0 LMS; D RLS; 0 MLP 
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Figure 5-27: Performance in Ricean fading channel with Kfactor equal to 20 dB 
V SUB; X Correlator; 0 LMS; D RLS; <> MLP 
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It is clear that the three different MUD algorithms are achieving good convergence in the different 
dynamic channels and that they significantly outpe1fonn the conventional correlator. Moreover, it can 
be seen that for all but one environment, K factor equal to 5 dB, the MLP receiver exhibits the best 
performance. The next figure presents the performance degradation of the different MUD algorithms 
over the SUB for a target BER of 10-3• 
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Figure 5-28: Perforntance comparison between the different MUD algorithms 
<> MLP; D RLS; 0 LMS 
The linear filter trained by the LMS algorithm offers the worst performance of the three algorithms. 
The performance degradation to the SUB can be as high as 7.7 dB in fading channels with Ricean K 
factors of 5 dB. The relative performance of the LMS algorithm improves as the K factor increases, 
however the performance degradation still remains above 2 dB for a K factor equal to 20 dB. The 
performance of the RLS trained linear filter is very much independent of the value of the Ricean K 
factor. The performance degradation to the SUB is reduced from 2 dB to just above 1.6 dB as the [( 
factor increases from 5 dB to 20 dB. It is interesting to note that the 1.6 dB performance degradation 
corresponds to the noise enhancement value obtained when inverting the cross-correlation matrix. 
Finally, for [(values above 10 dB, the best performance is achieved by the MLP receiver. For a K 
factor value of 15 dB, the performance degradation to the SUB is equal to 0.7 dB and an Eb/No gain 
over the RLS trained linear filter of 0.9 dB is achieved. 
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The results presented in the five above figures have been obtained for a low Doppler frequency and a 
high data rate. Hence, the channel variations are not very fast. The next figure assesses the impact of 
faster channel variations on the convergence of the three receivers. Figure 5-29 plots the BER versus 
the information rate normalised Doppler frequency. The Ricean K factor has been taken equal to 15 
dB and the Eb/No of the user of interest is assmned equal to 10 dB. 
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Figure ＵｾＲＹＺ＠ Performance in dynamic channels with varying Doppler frequency 
0 MLP; 0 RLS; 0 LMS 
The performance of the linear filters does not vary with the Doppler frequency. The MLP receiver is 
more sensitive to faster fading, however the performance degradation as the Doppler frequency is not 
very significant. Moreover, the MLP receiver provides the best performance for all the values of the 
Doppler frequency. 
The optimisation of the length of the training sequences is important as it can impact on both the 
power and spectral efficiency. Figure 5-30 presents the BER of the MLP receiver trained with both 
the BP-GD-STC and BP-GD-DBD algorithms for different values of the initial training sequence 
length. The frame length has been taken equal to 500 bits and both the cases of 20 and 50 training bits 
per frame have been simulated. The data rate normalised Doppler frequency has been taken equal to 
10-2 b-1• The Eb/No of the user of interest and the Ricean [(factor have both been taken equal to 10 
dB. 
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Figure 5-30: Influence of the training length on the performance 
'V MLP-STC & 20 training bits; 0 MLP-STC & 50 training bits 
o MLP-DBD & 20 training bits; D MLP-DBD & 50 training bits 
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It is obvious from the above figure that the MLP receiver trained with the BP-GD-DBD algorithm is 
less sensitive to the training length values than that trained with the BP-GD-STC algorithm. For an 
initial training length of 200 bits and 20 training bits per information frame, the performance of the 
MLP receiver trained with the BP-GD-DBD algorithm is identical to that obtained with 500 initial 
training bits and 50 training bits per information frame. Hence, the MLP receiver can be implemented 
in dynamic satellite channels with reasonable training overhead and outperform other MUD 
algorithms. 
5.6 MULTI-LAYER PERCEPTRON TRAINED WITH THE RLS-
BACK PROPAGATION ALGORITHM 
5.6.1 The Back-Propagation Recursive Least Square algorithm 
A fast training algorithm for the multilayer perceptron was proposed in [Scalero-2], and its 
application to adaptive channel equalisation has shown promising results [Miyajima-94]. 
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The neuron model has been slightly modified with regards to the one presented in Figure 5-2 and is 
presented in Figure 5-31. 
Fixed input ｸｾｲＭｴＩ＠ = 1 
Input 
signals 
coming form 
the previous 
layers 
Bias 
Synaptic 
weights 
d (l) 
i + 
1(/) Error e; 
Activation 
function 
Output, 
connected to 
ＱＭＭＭＭＱｾ＠ the neurons 
in the next 
layer 
Figure 5-31: Neuron1nodel used for the derivation of the RLS-BP algorithm. 
Moreover, for the training algorithm to have tracking capabilities, the cost function to be minimised 
by the neural network has been taken as the exponentially weighted sum of the squared errors in the 
output layer: 
N l. 1 I' II 2 
E =-· ｌＬＡＮｊＧＭｾｾｌＨｙ［Ｈｎ Ｑ ＮＩＨｮＩＭ､［ＨｮＩＩ＠
2 n=O i=l 
. (5-52) 
The desired targets d;(n) can be calculated from the lean1ing patterns t;(n) through: 
(5-53) 
Taking the partial derivatives of Equation 5-52 with respect to the weights and setting them equal to 
zero leads to the following set of equations [Miyajima-94]: 
p I, A,P-11 e;<n . xy-l>(n) = 0 (5-54) 
11=0 
The error functions in the output layer can easily be calculated using Equation 5-53. Moreover, error 
functions corresponding to neurons in the hidden layers can be recursively updated using the error 
back propagation algorithm as: 
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N(l+I) 
e;<0 (n) = f'(y;<n(n))!, ｷｪｾＫｬＩＨｮＩ＠ · e;(l+l)(n) (5-55) 
j=l 
For both the output and hidden layers, the error functions can be written as the difference between the 
desired and actual output: 
N(l-ll 
e;<n(n) = d;(l)(n)- !, WJl)(n) · x)l-l)(n) 
j=O 
(5-56) 
Replacing Equation 5-56 in Equation 5-54 leads to a set of normal equations. This set of normal 
equations can be solved with the RLS algorithtn [Haykin-96], thus giving rise to the algorithtn 
allowing the update of the weights in the neural network. 
The training algorithm for feedforward multilayer perceptron using the BP and the RLS algorithms 
can now be summarised as follows: 
1. Initialisation 
The weights connecting the different neurons are initialised with ve1y small random values 
uniformly distributed. The inverse correlation matrices P(i) associated with the different layers 
are initialised to identity matrices. 
2. Forward computation 
Compute the function signal and the internal activity level of each neuron by propagatin.g through 
the network Equations 5-30 and 5-31 from the input layer to the output layer. 
3. Update the Kalman gain and the correlation matrices 
For each ｬ｡ｹ･Ｑｾ＠ calculate the Kalman gain: 
(5-57) 
where X(.;)(n) is the vector made of the outputs of all the neurons in the layer j at iteration 
number n. The superscript T denotes the transposition operator. 
Update the inverse correlation matrix of each layer with: 
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(5-58) 
1. Compute the error signals 
In the output ｬ｡ｹ･Ｑｾ＠ the error signals are defined as: 
(5-59) 
The error signals are then propagated backward in the hidden layers using the recursion fonnula 
in Equation 5-56 given by the BP algorithm. 
1. Update the weights 
The RLS algorithm is then applied to pelform the weights' adaptation in the neural network. The 
synaptic weight connecting the ith neuron in layer l to the jth neuron in layer l-1 is updated 
according to: 
ｷｾＩＨｮ＠ + 1) = ｷｾ Ｐ ＨｮＩＫ＠ k ｾ Ｐ ＨｮＩ＠ · 8 _(I) (n) I) I) ' ) . I . (5-60) 
5.6.2 Performance in the A WGN channel 
The performance of the ANN receiver trained with the BP-RLS algorithm is first assessed in the 
AWGN channel. The smne cross-correlation matrix as the one presented in section 5.5.3 is considered 
in this section. 
Figure 5-32 presents the performance of the ANN trained with the BP-RLS algorithm and compares it 
to that achieved with the BP-GD-STC training algorithm. It is assumed that perfect power control can 
be achieved. The ANN receivers are trained to minimise the error function presented in Equation 5-
45. The length of the training sequence used for the BP-RLS algorithm is equal to 500 bits and the 
forgetting factor 'A has been taken equal to 0.99. The SUB as well as the performance of the 
correlating and decorrelating receivers has also been plotted. 
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Figure 5-32: Performance of the BP-RLS algorithm under perfect power control conditions 
\1 SUB; D BP-RLS, 500 training bits; <> BP-GD-STC, 1000 training bits 
0 Decorrelating receiver; X Correlator 
Figure 5-32 shows that both neural receivers trained with either the BP-GD-STC algorithm of the BP-
RLS algorithm achieve similar performance and clearly outperform the correlator as well as the 
decorrelating receiver. 
Figure 5-33 presents the performance of the BP-RLS algorithm under near-far effect conditions. The 
Eb/No of the user of interest is equal to 7 dB. The training length has been taken equal to 500 bits for 
both the ANN receiver trained with the BP-GD-STC algorithm and the ANN receiver trained with the 
BP-RLS algorithtn. 
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Figure 5-33: Performance of the BP-RLS algorithm under hnperfect power control conditions 
D BP-RLS; \1 BP-GD-STC; 0 Decorrelating receiver; <> Correlator 
The MLP receiver trained with the BP-RLS algorithm clearly presents near-far resistance 
characteristics. When the AIER increases the performance of the MLP receiver slightly hnproves. 
Moreover, for high values of the AIER, the MLP receiver trained with the BP-RLS algorithm achieves 
a marginally better pelfonnance than the ANN receiver trained with the BP-GD-STC algorithm. 
Figure 5-34 presents the Eb/No gain of the MLP receiver trained with the BP-RLS algorithm over the 
decorrelating receiver. Different lengths of the training sequence, all commensurate with practical 
ilnple1nentation requirements, have been considered. It has been assumed that perfect power control 
conditions could be achieved. 
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Figure 5-34: Eb/No gain of the MLP-BP-RLS receiver over the decorrelating algorithm 
0 BP-RLS; <> MLP-STC; 0 MLP-STC 
The MLP receiver trained with the BP-RLS algorithm outpelforms the decorrelating receiver for all 
the considered training sequence length values. Even with a training sequence of 20 bits, the MLP-
BP-RLS algorithm can outperform the decorrelating receiver by almost 0.1 dB. For a training 
sequence length of 60 bits, the Eb!No gain over the decorrelaing receiver is above 1 dB. Moreover, for 
values of the training length higher than 80 bits, the performance gain increases up to 1.2 dB. It can 
also be seen that for training length values between 60 bits and 200 bits the MLP receiver trained with 
the BP-RLS algorithm clearly outperforms ANN receivers trained with either the BP-GD-STC or BP-
GD-DBD algorithms. 
5.6.3 Performance in dynamic satellite channels 
The performance of the MLP receiver trained with the BP-RLS in time-varying channels will now be 
assessed. The following four figures present the BER achieved by the algorithm in Ricean fading 
channels for different values of the K factor. The forgetting factor of the MLP-BP-RLS algorithm has 
been taken equal to 0.99. The same frame stlucture as the one described in section 5.5.4. has been 
used. The Doppler frequency and the information rate are equal to 100Hz and 144 kbps, respectively. 
The SUB has been plotted and the figures also present the pelfonnance of the MLP-BP-DBD receiver 
as well as that of linear filters trained by the LMS and RLS algorithms. 
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Figure SN35: Performance in Ricean fading channel with K factor equal to 5 dB 
V SUB; 0 LMS; 0 RLS; 0 MLP-DBD; X BP-RLS 
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Figure 5-36: Performance in Ricean fading channel with K factor equal to 10 dB 
V SUB; 0 LMS; 0 RLS; 0 MLP-DBD; X BP-RLS 
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Figure 5-37: Performance in Ricean fading channel with [(factor equal to 15 dB 
V SUB; 0 LMS; D RLS; 0 MLP-DBD; X BP-RLS 
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Figure 5-38: Performance in Ricean fading channel with [(factor equal to 20 dB 
V SUB; 0 LMS; D RLS; 0 MLP-DBD; X BP-RLS 
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It is clear from the above figure that in all but one considered enviromnents (K=5 dB), the MLP 
receivers outperform the linear MUD. It can also be seen that training the ANN receivers with the BP-
DBD algorithtn leads to slightly better results than the BP-RLS algorithm. The next figure presents 
the performance degradation of the different MUD algorithms to the SUB of a target BER of 1 o-3 . 
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Figure 5-39: Performance comparison between the different MUD algorithms 
0 LMS; D RLS; <> MLP-DBD; X BP-RLS 
The performance degradation of the MLP receiver trained with the BP-RLS algorithm to that of the 
MLP-BP-DBD receiver varies between 0.2 dB and 0. 45 dB. However, for values of the K factor 
larger than 5 dB, the MLP-BP-RLS receiver still outpetforms the linear filter trained with the RLS 
algorithm by tnore than 0.5 dB. Figure 5-40 presents the performance of the different MUD receivers 
for different values of the Doppler frequency. The Ricean K factor has been taken as 15 dB and the 
Eb/No of the user of interest is equal to 10 dB. 
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Figure 5-40: Performance in dynamic channels with varying Doppler frequency 
0 LMS; D RLS; 0 MLP-DBD; X BP-RLS 
It can be seen from the above figure that the perfonnance of the MLP receiver trained with the BP-
RLS algorithm does not vary noticeably with the normalised Doppler frequency. 
Figure 5-41 presents the BER of the MLP receiver trained with the BP-RLS algorithm for different 
values of the initial training sequence length. The frame length has been taken equal to 500 bits and 
both the cases of 20 and 50 training bits per fratne have been shnulated. The data rate normalised 
Doppler frequency has been taken equal to 1 o-2b-1• The Eb/No of the user of interest and the Ricean K 
factor have both been taken equal to 1 0 dB. 
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Figure 5-41: Influence of the training length on the performance 
0 50 training bits per frame; D 20 training bits per frame 
It can be seen from the above figure that when 50 training bits per frame are transmitted, the 
performance is not very sensitive to the length of the initial training sequence. However, when the 
training length per frame is reduced to 20 bits, the receiver is significantly more sensitive to the initial 
training length value. In order to achieve a good performance, the training sequence should comprise 
at least 400 bits. 
5.6.4 Discussion on complexity issues 
The implementation cmnplexity of the MUD algorithms is an important factor to take into account 
when choosing one of them. Table 5-2 presents the number of operations to be performed during the 
training process by the different MUD considered in this chapter for the estimation of one transmitted 
bit. The complexity estimation has been performed for the joint detection of N,, users. It has also been 
assumed, in line with the results presented in the previous sections, that the neural network receivers 
had one hidden layer with N,, neurons. The multiply-accumulate operations have been considered 
equivalent to a multiplication. It has also been assumed that the operations to be performed with the 
activation function or its derivative are implemented with a look-up table. 
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ｾＭＬｾＭＬＭＧＱＭＭｾＭｾｾＭｾＭＭＭｾＭｾＭＭＭｾＭＭｾ Ｍ
#add. 
#tnul. 
#table look-up 
#div. 
LMS filter RLS filter MLP-GD-STC 
ＲｎＬｾ＠ +N11 +2 
ＲｎＬｾ＠ ＴｎＬｾ＠ +7N11 +2 
2N, 
1 
MLP-RLS 
ＴｎＬｾ＠ +7N, +2 
ｓｎＬｾ＠ +liN, +2 
2N, 
2 
Table 5-2: Complexity estimation for the different MUD algorithms 
The exact calculation of the complexity is difficult to perform since it is very implementation 
dependent. However, in order to allow comparison between the different MUD algorithms, the 
Complexity Unit (CU) is defined as follows: 
Addition: 
Multiplication: 
Division: 
1 cu 
2CU 
4CU 
Using these assumptions, the number of CU required by the different algorithms is presented in 
Figure 5-42. 
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Figure 5-42: Complexity comparison of the different MUD algorithn1s 
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It can be seen from the above figure that the MLP receivers are more complex than the linear filter 
trained with the LMS algorithm but present a lower complexity than the linear filter trained with the 
RLS algorithm. This is due to the fact that the computations pelformed in the hidden layer are shared 
by the different users. 
Moreover, taking into account the fact that the ANN can be implemented with high computational 
speed thanks to their highly parallel architecture, it can be concluded that the use of feedforward MLP 
to petform the estimation of signals in the DS-CDMA channel provides an interesting alternative to 
the use of algorithms derived from the statistical signal processing theory. 
5.7 CONCLUSIONS 
In this chapter, the performance of ANN receivers using a MLP architecture has been assessed. 
Different training algorithms have been considered and simulations in both the A WGN channel as 
well as time-varying satellite channels have been performed. The performance of the neural network 
receivers has been compared to that of other MUD algorithms, and the following conclusions can be 
drawn: 
1. Receivers using a MLP architecture can estimate transmitted signals in the DS-CDMA channels 
and their performance is better than that of both the conventional cmTelator as well as the 
decorrelating receiver. Moreover, no performance degradation is incurred when perfect power 
control conditions cannot be reached. 
2. By training the neural network to learn the error between the transmitted bit and the received 
signal rather than the transmitted bit, significant gains can be achieved. In this case the 
performance degradation to the SUB was found to be lower than 0.5 dB for the proposed 
simulation enviromnent. 
3. When the BP-GD algorithm is used to train the ANN, large training sequences are required. This 
requirement precludes imple1nentation for any realistic communication system. However, the 
convergence speed can be significantly increased by using algorithms such as the STC or the DBD 
algorithms. In the AWGN channel, gains larger than 0.5 dB can be achieved over the decmTelating 
receiver with training sequences of less than 100 bits. 
4. The BP-RLS algorithm can also be used to train the neural network with fast convergence. Using 
this algorithm, it is possible to outperform the decmTelating algorithm by over 1 dB with training 
sequences comprising less than 80 bits. 
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5. The performance of the MLP receiver trained with the different algorithms has been assessed in 
time-varying channels. It was shown that convergence could be achieved with relatively short 
training sequences. The MLP algorithms outperformed the linear filter trained with the LMS 
algorithm in all the different environments as well as the linear filter trained with the RLS 
algorithm in 1nost of the tested environments. 
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6. MULTIRATE SPREADING IN 
NONLINEAR SATELLITE CHANNELS 
6.1 INTRODUCTION 
The provision of multimedia services hnplies the transtnission of different types of information, and 
hence different associated data rates. Moreover, certain services such as movies on demand and 
distant learning require the transmission of different kinds of information (sound, images, moving 
images ... ) with variable data rates. It is therefore important to find the optimum method of mapping 
these different data rates onto the physical layer. In order to keep the system as flexible as possible, 
services with different data rates should be mapped onto the same frequency bandwidth. This requires 
multi-rate spreading to be implemented in which the bandwidth expansion produced by spreading 
varies according to the service rate. Moreover, since different users and different services share the 
satne tilne and frequency resource, power fluctuations will be encountered, even when constant 
envelope modulation schemes are chosen. Since the satellite power amplifiers exhibit nonlinear 
characteristics, these power fluctuations could impact critically on the performance of the system. In 
this chapter, a number of multi-rate spreading techniques are presented. Using the Saleh model for 
High Power Amplifiers (HP A), the performance of these different multi-rate spreading techniques is 
assessed and comparisons are provided. 
6.2 MULTIRATE SPREADING 
6.2.1 Bit repetition 
The first approach is derived frmn the USA digital CDMA IS-95 standard designed by Qualcomm Inc. 
for cellular radio communications. For the IS-95 system, the forward traffic frame duration has been 
fixed to 20 ms. Such a frame can convey a number of infmmation bits varying between 192, 96, 48 
and 24. This corresponds to information data rates ranging from 1.2 kbps up to 9.6 kbps. The 9.6 kbps 
speech data is convolutionally encoded with a half rate code, thus leading to a coded data rate of 19.2 
kbps. Information streams with lower data rates are replicated in order to achieve a constant coded 
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data rate. Moreover, bits corresponding to lower data rates are transmitted with a lower power. Table 
6-1 shows the energy per coded bit for the different information data rates. 
Data Rate Repeats/frame Energy per coded bit 
.-. .-.... ._... ........ "" ......... _______________ 
9.6 kbps 0 Ec 
4.8 kbps 1 Ec/2 
2.4 kbps 3 Ec/4 
1.2 kbps 7 Ec/8 
Table 6-1: Energy per coded bit for the different information data rate. 
Transmitting the lower data rate user's bit stream with a lower power will reduce the MAl level. 
Then, the coded symbols with the constant rate of 19.2 kbps are spread by a PN sequence. 
Such a solution could be foreseen for future broadband satellite systems. Information bits with a lower 
data rate could be duplicated in order to achieve a constant data rate. As for the IS-95 system, they 
would be transmitted at a lower power level in order to mitigate the interference between the different 
users. The data stream would be coded and spread in a manner independent of the information rate of 
the different bits. 
This solution is obviously very simple but does not seem to be the most efficient for future broadband 
systems. To recover the transmitted information, IS-95 receivers have to perform the demodulation 
several times in order to find the approptiate repetition factor. Since only four different data rates can 
be transmitted, the number of operations is limited. On the other hand, the range of bit rates to be 
supported by multimedia user terminals could be relatively high. In this case, it is important to 
transmit signalling bits to inform the receiver of the actual repetition factor. This signalling 
information will then reduce the spectral efficiency of the system. Moreover, unlike the IS-95 
standard where the different users can transmit in a completely asynchronous manner, the use of S-
CDMA would prove useful for future broadband satellite systems in order to achieve a good spectral 
efficiency. To keep the low cross-correlation properties of the spreading codes, the code length must 
be equal to the ratio between the spread signal rate and the constant rate obtained before spreading. 
Hence, the use of repeating bits in order to achieve a constant data rate will imply a reduction of the 
code length. This will then translate in a reduction of the number of spreading codes which would 
drastically lin1it the system capacity. 
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6.2.2 Multi processing gain spreading 
One of the most natural way to perform multirate spreading would be to vary the processing gain with 
the service rate. This technique has been proposed for the European Research and Development in 
Advanced Cmmnunications Technologies in Europe (RACE) project UMTS Code Division Testbed 
(CODIT) [Baier-94], and is presented in Figure 6-1. 
Information bits 
2*Rkbps Rkbps 
___ n ______ J l __ _ 
ＭＭＭＭＭｾＭＭＭＭＭ ＭＭＭＭＭｾＭＭＭＭＭ
Spreading sequences 
Spread sequences 
Figure 6-1: Multi processing gain spreading 
For this technique, the chip rate is independent from the bit rate. Hence, if the spreading code 
allocated to a given user is used to spread each bit of the data stream, the spreading code length varies 
with the service rate. Data streams with high bit rates will be allocated spreading codes with lower 
period than services with low data rate. However, it is also possible to use a constant code length by 
spreading the signal with only part of the spreading sequence. Finally, the cross-correlation properties 
of spreading codes can only be controlled if the spreading code length is assumed constant. Hence, 
this scheme is not suitable for S-CDMA. On the other hand, if A-CDMA is chosen, this scheme offers 
more flexibility than bit repetition and should be preferred. 
6.2.3 Multi-Code spreading 
The Multi-Code (MCo) spreading scheme lowers the highest data rates in order to bring them equal to 
a lower constant reference rate [ChiLin-95]. Figure 6-2 illustrates the MCo transmission scheme. The 
single lines correspond to scalar values whereas the double lines are associated with complex 
numbers. The operation referred to as modulation on the diagram corresponds to the modulation of 
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the complex signal onto the carrier frequency. The mapping of the information bit into the complex 
constellation set is referred to as signal 1napping in order to avoid confusion. The multiplication 
operator presented in Figure 6-2 does not represent the complex multiplication but the 1nultiplication 
of the sequences within the I and Q branches. 
Spreading Modulation 
Input Signal 
ＭＭＭＭＭＭｬｾｬ＠ Serial/Parallel 
kx8 kbits/s f 
Figure 6-2: Multi-Code spreading 
In order to explain the operation of MCo spreading, it is now assumed that the lowest information 
data rate is equal to 8 kbps and that all the data rates are multiple integer of this rate. Then, data 
streams with a rate of kX8 kbps will go through a serial to parallel converter in order to obtain k 
streams of 8 kbps. Each 8 kbps data stream is then mapped onto the complex signal constellation. 
Following spreading with the complex sequences, the signals are modulated onto the carrier 
frequency. 
It is important point out that, unlike the bit repetition scheme, MCo spreading does not reduce the 
number of spreading codes with good cross-correlation properties. The number of codes to be 
assigned to each user is increased by the serial to parallel conversion. However, this increase in the 
nu1nber of codes to be allocated is compensated by the higher spreading length on the different 
branches. Moreover, the code length used to spread the parallel stream of data is higher than the 
length of the code that would be used if the conversion had not been performed. This will help the 
synchronisation acquisition. Nevertheless, since the decrease in the bit rate on each channel is 
compensated by a higher spreading code length, this scheme does not help for the time 
synchronisation between the different users, which is important in the case of S-CDMA. 
This technique can be used with preferentially phased Gold codes or WH codes. This solution is 
therefore very efficient if S-CDMA is to be used by future broadband satellite systems. It is however 
more complex to implement than the first two. First, each connection has to be assigned k different 
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spreading codes. Each terminal must be able to simultaneously multiply the received signal with the k 
different spreading codes it has been assigned. Moreover, the receiver has to perform the parallel to 
serial conversion of the despread signal in order to recover the initial information. Finally, the 
transmission of k signals in parallel will induce important envelope variations which could prove 
detrimental to the efficiency of the power amplifiers. 
6.2.4 Multi-Carrier spreading 
This scheme is in fact very similar to the scheme presented in the previous section. The difference lies 
in the MC operation of the modulator. When in the previous scheme the modulation was performed 
on only one carrier, the signals spread by the different codes will now modulate different carriers. 
Figure 6-3 presents the 1nulticarrier spreading scheme. It is worth noting that, on Figure 6-3 each 
parallel data stream is assigned a different carrier. This can be seen from the fact that the same 
spreading code is used on all the branches. However, it is possible to think of hybrid schemes 
(MCo/MC spreading) where a certain nmnber of parallel streams could modulate the same carrier. 
This would reduce the number of required modulators, and hence reduce the system complexity. 
Moreover, the MC modulation/demodulation operations can be performed using Fast Fourrier 
Transform (FFT) and Inverse Fast Fourrier Transform (IFFT) processors, as done for Orthogonal 
Frequency Division Multiplex (OFDM) communication systems. Both preferentially phased Gold 
codes and WH codes can be used for the spreading operation. 
Input Signal 
------1.,.1 Serial/Parallel 
kx8 kbits/s 
Spreading 
Signal mapping 
Signal mapping 
cj 
Figure 6-3: Multicarrier spreading 
Multi carrier 
modulation 
Multirate signal 
This scheme is relatively complex to implement but presents two advantages. First, the MC ｾｰ･ｲ｡ｴｩｯｮ＠
is well suited to counteract propagation impairments due to frequency selective channels. 
Nevertheless, since it has been demonstrated in a recent wideband channel1neasurement campaign 
[Parks-97] that the delay spread encountered in land-mobile satellite channels has an average value of 
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less than lOOns, this property is not going to prove useful for the design of satellite systems. The main 
advantage of this technique then lies in the reduced chip rate transmitted on each carrier. Since the 
input signal is sent on k carriers, the chip duration on each of this carrier is increased by a factor of k. 
Hence, if S-CDMA is to be used, this scheme will improve the accuracy of the synchronisation 
procedure between the different users. Finally, similarly to the MCo scheme, this spreading technique 
will suffer from high envelope variations. 
6.2.5 Multi-Stage spreading 
In order to provide multi-rate spreading, it is possible to spread the information bits in successive 
steps [Coakley-95]. Figure 6-4 illustrates the Multi-Stage (MS) spreading operation. 
Input 
signal,.-----""' 
Serial to 
Parallel 
8 kps 32 kbps 128 kbps 4.096 Mcps 
Modulation 
Figure 6-4: Multi-Stage spreading 
For this spreading technique, a constant chip rate is achieved by successively increasing the chip rate 
of the lowest data rate services. A serial to parallel conversion is needed in order to accommodate 
information data rates that do not correspond to the chip rate achieved by one of the spreading stages. 
For exarnple, and following the schematic diagram of Figure 6-4, a data stream with a data rate of 144 
kbps would be split in two data streams of 8 kbps plus one of 128 kbps. The 8 kbps data streams will 
go through the three stages of spreading whereas the 128 kbps stream will only be spread by a factor 
equal to 32. 
Shnilarly to the MCo and MC spreading techniques, MS spreading is well suited to S-CDMA 
transtnission. First, the nutnber of available spreading sequences with low cross-correlation properties 
is not reduced as it is for the bit repetition scheme. Moreover, the orthogonality between the data 
streams with different data rates is retained thanks to the properties of the different spreading stages. 
The number of spreading sequences allocated to a given connection will be lower than in the case of 
MCo or MC spreading. However, since the input to the last spreading stage corresponds to data 
183 
Chapter 6: Multirate Spreading in Nonlinear Satellite Channels 
streams with high data rates, the last spreading factor has to be kept relatively low. This might reduce 
the accuracy of the synchronisation acquisition procedure. Both preferentially phased Gold and WH 
codes can be used for the spreading operation. Nevertheless, the spreading factor in the different 
stages is usually low in order to limit the number of parallel branches which then favours the use of 
WH sequences. 
6.2.6 Slotted-CDMA 
The last solution, well suited to S-CDMA, is to multiplex the different services in time, leading to a 
slotted CDMA design, as presented in Figure 6-5. 
n slots <=> n x 8 kbps 
8 kbps 
! 
Signal mapping 
c. ｾﾮ＠ ......... ®······· .................................................. ® 
ｾ＠ ｾ＠ ｾ＠
! Output signal 
Figure 6-5: Slotted CDMA 
Spreading 
Modulation 
The 144 kbps data stream will be divided into 18 slots, each corresponding to an information rate of 8 
kbps. After complex signal mapping, the information in the different time slots are spread using the 
same spreading code and the resulting signal is modulated onto the carrier frequency. The time 
multiplexing of the different services does not induce a reduction in the nmnber of available spreading 
sequences. The orthogonality between spreading sequences is also retained which is very important 
for S-CDMA. This solution is similar to the TDMA approach and therefore inherits its flexibility in 
handling tnultimedia traffic. Moreover, when S-CDMA access scheme is used there is no need for any 
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extra synchronisation algorithm. Assuming a spreading code length of 16, a maximum S-CDMA 
synchronisation error of ±30% of the chip duration corresponds to a timing jitter lower than ±2% of 
the information bit duration between the different time slots. One major drawback of TDMA is the 
increased maximum power requirement due to the discontinuous nature of the transmission. However, 
this problem can be avoided if the frame sttucture is designed so that time multiplexing is only 
petformed for data rates lower than the maximum rate supported by the terminals. 
6.3 NONLINEAR SATELLITE CHANNEL MODEL 
One of the main functions of the satellite payload is the amplification of the signal power level. The 
input-output characteristic of an ideal amplifier is merely a coefficient of proportionality. In practice, 
the output voltage, particularly at high level, does not vary in proportion to the amplitude of the input 
signal. HPA generally exhibit two kinds of nonlinearities. First, there is a nonlinear input-against-
output-power (AM/AM) relationship. Secondly, a nonlinear output-phase-against-input-power 
(AM/PM) relationship can be observed. These payload nonlinearities will distort the transmitted 
signal and hence will result in a performance degradation. It should be stressed that this performance 
degradation is usually higher for CDMA access techniques than TDMA or FDMA ones. This is due to 
the fact that the user signals are added together and transmitted on the same time-frequency medium. 
This results in important power fluctuations which impact on the petformance quality. 
The assessment of the payload nonlinearities on the transmission quality calls for the use of HPA 
mathematical models. Over the past years, a number of HPA modelisation techniques have been 
proposed. Hetrakul proposed in [Hetrakul-75] a Travelling Wave Tube Amplifier (TWTA) model 
using Bessel functions. h1 [Benedetto-79], the AM/ AM and AM/PM characteristics of the satellite 
HPA is characterised using Volterra series. A simpler model, based on ratio of polynomials, has been 
derived by Saleh [Saleh-81]. Finally, it is worth mentioning that the application of ANN for HPA 
characterisation has also been proposed in [Bouchired-97], [Ibnkahla-97]. 
It is proposed that the evaluation of the performance degradation due to the payload nonlinearities be 
performed with the Saleh model. The reason for this choice lies in the good accuracy of the model and 
its simplicity of implementation. 
For a signal catTier transmission, the input signal can be written as: 
x(t):::; r(t )cos(roJ +'V (t )) (6-1) 
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C00 is the carrier frequency and r(t) and \If( f) are the modulated envelope and phase, respectively. 
The corresponding signal output can be expressed as: 
y(t) = A[r(t) J cos( co (,t +\If (t) + <!> [r(t) ]) (6-2) 
A(r) is an odd function of r, with a linear leading term representing the AM/AM conversion, and <j>(r) 
is an even function of r, with a quadratic leading term representing the AM/PM conversion. The Saleh 
model represents these two quantities through: 
(6-3) 
Note that for very large r, A(r) is proportional to 1/r and <j>(r) approaches a constant. Table 6-2 
presents the parameters of the Saleh model corresponding to the Hughes 261-H tube used in the 
INTELSAT IV transponder. The associated input and output saturation levels are equal to 4X10-3 V 
and 3.5 V respectively. Figure 6-6 plots the AM/AM and AM/PM conversion of the Hughes 261-H 
tube. 
Parameter I'V r:l I'V r:l v.a JJa v.'i> 1-'¢ 
Value 1.6623x 103 5.52x 104 1.533x 105 3.456x 105 
ｾＭＭｾ＠ - ＢＧＢＢＧＧＢＢＧｾＬＭｾｾＭｾＭＢＢＢＢＧｾ＠
Table 6-2: Hughes 261-H tube model 
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Figure 6-6: HP A AM/ AM and AM/PM cbaractersitics 
\1 Power, D Phase 
It is obvious from Figure 6-6 that when operated close to saturation, the power at the output of the 
TWTA does not vary linearly with the input power. Moreover, a phase shift is applied to the signal. 
p(t) = P[r(t)] x cos( Wi +'If (t)) 
ｾ＠
P(r) I 
!I 
y(t) = p(t) + q(t) 
+ 
ｾ ｭ＠
ｾ ＭＭＭＭＭﾷ＠ｾ＠
ｾ＠ ｾ＠1t ｾ＠ Q(r) +- I r 2 
x(t) = r(t) X cos( ro i +'If (t)) q(t) = -Q[r(t)] x sin( OOJ +'If (t)) 
Figure 6-7: Saleh quadrature model 
A quadrature 1nodel for the TWT A nonlinearity has also been proposed by Saleh. This model is 
depicted in Figure 6-7. The signal at the output of the TWTA is expressed as: 
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y(t)= p(t)+q(t) 
with 
{
p(t) = P[r(t)] x cos( OOJ + 'Jf (t)) 
q(t) = -Q[r(t)] x sin( roat + 'Jf (t)) 
Saleh proposes the following equations for the transformation P( r) and Q( r): 
Moreover, it can be seen that: 
This property can prove useful to derive Q(r) when P(r) is already implemented. 
(6-4) 
(6-5) 
(6-6) 
(6-7) 
6.4 PERFORMANCE OF MULTI-RATE CDMA IN NONLINEAR 
SATELLITE CHANNELS 
The pelformance of MCo, MS, and slotted CDMA will now be assessed and comparisons between the 
different schemes will be given. The signals of the different users are assumed to be synchronised at 
bit as well as chip level. This assumption is relevant to both the downlink of a regenerative payload 
and the forward link of a transparent repeater, which are the most demanding links with respect to 
on board satellite power efficiency. Since, the user signals are synchronous, bit repetition and multi-
processing gain spreading have not be considered. MC spreading has not be simulated since the 
expected synchronisation gain is low compared to the increase in complexity. In order to allow 
comparisons, the use of WH sequences has been assumed for all three schemes. The minimum 
information rate and the rate granularity are both equal to 8 kbps. The maximum information rate has 
been taken as 144 kbps. The presence of 65 users has been considered and the data rate of the 
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reference u er is 144 kbps. For the interfering users, the following traffic distribution is considered: 
10 users with five different data rates (144 128, 64, 32 and 16 kbp ) and 14 users with a data rate of 8 
kbp . The aggregate traffic is therefore 4.096 Mbp . In order to allow fair comparison to be made 
the overall bandwidth expansion, calculated with respect to the in-phase and quadrature QPSK 
modulated treams of 4 ksps, is equal to 1024 for each of the schemes. For the simulation of the MCo 
technique, spreading sequence of length 1024 were used. Three tages are considered for the MS 
scheme with code length values of 4, 4 and 64, re pectively. In order to obtain the arne spreading 
condition , it is assumed that the time slots used for the lotted CDMA cheme comprise 32 8 kbp 
cell each a sociated with a spreading factor of 32. The Saleh model for the Hughes 261-H TWT A 
has been u ed for the simulation . The phase of the signal is pre-compen ated before amplification. 
The pha e hift that is applied depends on the operating point of the amplifier. 
Figure 6-8 and Figure 6-9 present the scatter diagram of the MCo constellation before the TWT A. The 
Input Back-Off (ffiO) is equal to 20 dB for the results presented in Figure 6-8 and to 0 dB in Figure 6-
9. 
2.5,----r--.----r--.----r--..-----r--..-----r--. 
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:! 0 + + 
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Figure 6-8: Scatter diagram for ffiO= 20 dB 
ｾｌＭ ｾ ｾＭｾＭｾＭＭｏｌＭｾＭｾＭｾ Ｍ ｾ＠
Real part 
Figure 6-9: Scatter diagram for ffiO= 0 dB 
By comparing the scatter diagrams of the two figures, the distortion induced by the power amplifier 
can easily be seen. When the mo is equal to 0 dB, the points in the constellation corresponding to 
high power are con den ed at the output of the TWT A. 
Figure 6-10 presents the BER achieved with MCo spreading for different values of the mo. The SUB 
has also been plotted. 
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Figure 6-10: BER of multi-code spreading 
D SUB; \1 IB0=10 dB; 0 IB0=4 dB;<> IBO=O dB 
The performance degradation due to the payload nonlinear effects can clearly be seen in Figure 6-10. 
For a target BER of 10-3 and an lBO of 0 dB, the Eb/No degradation to the SUB is equal to 9.4 dB. 
When the IBO is increased to 4 dB, the increase in the required power is lowered and equal to 2.2 dB. 
Finally, for an lBO of 10 dB, the performance degradation is limited to 0.4 dB. Hence, when 
dimensioning a CDMA multimedia system it is important to take into account the nonlinear effects of 
the HP A. Moreover, the choice of the operating point of the HP A is very important and has to be done 
carefully. 
Figure 6-11 and Figure 6-12 respectively present the performance of the MS spreading and slotted 
CDMA schemes. 
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Assuming a target BER of 10"3 and MS spreading, the Eb/No degradation to the SUB is equal to 7.6 
dB and 0.5 dB for IBO values of 0 dB and 10 dB respectively. When the use of slotted CDMA is 
considered, a BER of 10"3 can not be achieved with an IBO of 0 dB. The increase in required power is 
then equal to 2.9 dB and 0.4 dB for IBO values of 4 dB and 10 dB respectively. 
For a given value of the IBO, slotted CDMA is more sensitive to the nonlinear effects of the amplifier 
than MS and MCo spreading. This can be explained by the lower spreading factor provided by slotted 
CDMA compared to the MS and MCo schemes. However, since the data rates are multiplexed in 
ti1ne, the envelope fluctuations may not be as severe and the Output Back-Off (OBO) corresponding 
to a given mo may be lower for slotted CDMA than for MS and MCo spreading. In order to assess 
the power fluctuations of the three different multirate spreading schemes, the maximum to mean 
power as well as the ratio between the power variance and the squared mean power have been 
calculated. The results are presented in Table 6-3. 
ＭＭＭＭｾｾ ＭＭ ＭＭＭｾｾｾｾｾｾＭＭｾＭＭＭＭＭＭ Slotted CDMA Multi-code CDMA Multi-stage CDMA 
w ... _u•- •- ••-••••-•••• .. ｾＭＭＬＮＭ•ＬＮＬＮＮ＠ .. ,,,_,,,,.,,,..._.,,,,, .... , .. ｾ Ｌ＠ .... ,, .. ,_,,, .. , .. ,,, .. ,,,._ , .. , .. ,,,.,_ .. .,..,,...,,....,.,,, _ _. .. ,, .. ,.,, .. _, .. , .. ..,.,,., ... ,....., _ _ __ ,,., .. ,, .. ｾ＠ .. - •-••••--••- - •-- •" ---••-- •-••-•••••-••••-•-•-••----- ----•-- -
max power 10.97 dB 12.28 dB 12 dB 
mean power 
2 
0' power -0.28 dB -0.01 dB -0.11 dB 
(mean power Y 
Table 6-3: power variations of the multi-rate spreading techniques (QPSK modulation) 
It can be seen from Table 6-3 that slotted CDMA has the lowest level of power fluctuations. MCo and 
MS spreading have similar levels of power fluctuations, the MCo scheme being slightly worse. 
In order to provide fair and accurate comparisons between the three different 1nultirate spreading 
schemes, the sum of the Eb/No required to achieve a given BER and the OBO has been calculated for 
a set of IBO values. The sum of the Eb/No and the OBO is a good parameter to assess the efficiency 
of the different 1nultirate schemes since it combines the degradation due to the nonlinear effects with 
the power loss due to the back-off of the mnplifier. Using this parameter, it is then possible to derive 
the optimum IBO operating point of the amplifier for the three different multirate spreading 
techniques. The results of the evaluation of the above parameter are presented in Figure 6-13 and 
Figure 6-14. The target BER has been taken equal to 1 o-2 in Figure 6-13 and to 1 o-3 in Figure 6-14. 
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For a target BER of 1 o-2, the optimum operating point of the amplifier corresponds to an IDO of 4 dB 
for all three schemes. It can be seen that MS spreading achieves the best performance. For an IBO of 
4 dB, the Eb/No plus OBO is equal to 7.5 dB. This corresponds to a pelformance degradation to the 
SUB of 3.2 dB. The performance of MCo spreading is very similar to that of MS spreading, the power 
requirement being approximately 0.1 dB higher. Finally, slotted CDMA exhibits the worst 
performance. For the optimum ffiO of 4 dB, the degradation of slotted CDMA compared to MS 
spreading is equal to 0.7 dB . When the target BER is lowered to 10-3, similar results can be observed. 
MCo and MS spreading have similar performance whereas slotted CDMA exhibit the worst 
performance. The difference in power requirements between slotted CDMA and MCo spreading is 
equal to 0.3 dB for the optimum IBO of 6 dB. 
The results that have been presented so far have been obtained under the assumption that two 
different spreading codes were allocated for the I and Q branches. By so doing, the discrimination 
when the signal phase is modified by the amplifier is improved. However, when the number of 
spreading sequences limits the syste1n capacity and one wants to increase the throughput without 
resorting to longer spreading sequences and hence further bandwidth expansion, it is possible to 
allocate the same spreading sequence to both branches of the modulator. Figure 6-15 presents the 
performance of MS spreading and slotted CDMA for the two different in-phase and quadrature 
spreading techniques. 
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Figure 6-15: In-phase and quadrature spreading technique with phase pre-compensation 
-one code for I&Q spreading;-. two codes for I&Q spreading; 0 Slotted CDMA; <> MS CDMA 
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When MS spreading is implemented, the use of the same spreading sequence for both branches of the 
1nodulator does not result in any performance degradation. On the other hand, the performance of 
slotted CDMA slightly degrades when spreading is performed with only one code. The corresponding 
increase in the required Eb/No is equal to 0.5 dB . Figure 6-16 presents the performance of the two in-
phase and quadrature spreading schemes when no phase-precompensation is performed prior to 
amplification. 
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Figure ＶｾＱＶＺ＠ ｉｮｾｰｨ｡ｳ･＠ and quadrature spreading technique without phase ｰｲ･ｾ｣ｯｭｰ･ｮｳ｡ｴｩｯｮ＠
-one code for I&Q spreading;-. two codes for I&Q spreading; D Slotted CDMA; <> MS CDMA 
In the absence of phase precompensation prior to amplification, the use of only one spreading 
sequence per cmnplex signal results in significant performance degradation. Assuming a target BER 
of 10-3, the corresponding increase in the required Eb/No is equal to 3.7 dB forMS spreading and to 
4.4 dB for slotted CDMA. 
Sin1ulations have so far been performed for a QPSK modulation. However, in order to achieved good 
coding gains without any reduction in the number of available spreading sequence, TCM could be 
used. This means that 1nodulations with larger signal sets will be implemented. This in turn will have 
an effect on the power fluctuations as well as on the performance degradation due to the HP A. Table 
6-4 presents the power fluctuations characteristics for slotted CDMA and MCo spreading with an 
8PSK Inodulation. 
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Slotted CDMA Multi-code CDMA 
max power 
mean power 
2 
(j power 
(mean powerf 
11.22 dB 
-0.28 dB 
_______ , ｾＭＭＭＭＭＭＭＭｾＭ
13.02 dB 
-0.01 dB 
Table 6-4: power variations of the multi-rate spreading techniques (SPSK modulation) 
It can be seen frmn Table 6-4 that the 8PSK signal set leads to an increase in the maximum to mean 
power ratio . However, the ratio between the power variance and the squared mean power is left 
unchanged. 
Figure 6-17 presents the performance of the 2/r8PSK TCM with MCo spreading. The considered 
TCM is the Ungerboeck code with 16 states. In the simulations, the trellis corresponding to the TCM 
was forced to end in the zero state. By so doing, the increase in the BER at the end of the transmission 
block is avoided. This was implemented using a simple search algorith1n over the possible transmitted 
codewords. Comparisons with the uncoded QPSK are also presented. 
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Figure 6-17: Performance of Multi-code CDMA with 2/ 3-SPSK TCM 
<> QPSK, IBO=O dB; D 8PSK, lBO= OdB; 0 QPSK, IB0=6 dB; \1 8PSK, ffi0=6 dB 
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It can be seen from Figure 6-17, that the use of the TCM improves the perfmmance of the MCo 
spreading transmission. With the TCM, it is possible to achieve a BER of 1 o-3 with an Eb/No lower 
than 10 dB even when the IBO is equal to 0 dB. When the IBO is equal to 6 dB, the use of the TCM 
provides an Eb/No gain equal to 2.4 dB. 
Figure 6-18 presents the perfmmance of the TCM scheme for slotted CDMA . 
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Figure 6-18: Performance of Slotted CDMA with 2/ 3-SPSK TCM 
<> QPSK, IBO=O dB; D 8PSK, IBO= OdB; 0 QPSK, IB0=6 dB; \1 8PSK, IB0=6 dB 
Similarly to what was observed for MCo spreading, the TCM eases the power requirements of slotted 
CDMA. With the TCM, it is possible to achieve a BER of 10-3 even when the amplifier is operated at 
saturation. Moreover, the Eb/No gain for an IBO of 6 dB and a BER of 10-3 is equal to 2.4 dB. 
Figure 6-19 presents the sum of the Eb/No required to achieve a BER of 1 o-3 with the OBO for both 
slotted CDMA and MCo spreading and the two different modulation schemes. 
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Figure 6-19: Performance of the multirate spreading techniques with 2/rSPSK TCM 
0 Multi-code spreading; D Slotted CDMA; -. QPSK; - 8PSK 
When the TCM is implemented, the optimum operating point of the HPA corresponds to an mo of 4 
dB. Hence, the use of the TCM allows a reduction in the mo of 2 dB. The power gain at optimum 
operating point provided by the TCM is equal to 2.7 dB for MCo spreading and to 2.6 dB for slotted 
CDMA. It is interesting to note that on the A WGN channel the Eb/No gain of the 2/ 3-8PSK TCM 
achieved over uncoded QPSK is equal to 1.9 dB for a BER of 10-3. Hence, the gain provided by the 
TCM is in fact higher in the nonlinear HP A channel than in the A WGN channel. This may seem 
surprising since, as shown earlier, the use of the TCM lead to slightly worse power fluctuations. 
However, this can be justified by the fact that in adverse channels, the diversity provided by the 
coding schemes gives higher gains. When the TCM is used, the Eb/No gain of MCo spreading over 
slotted CDMA is equal to 0.5 dB at the optimum 4 dB IBO operation point. 
6.5 CONCLUSIONS 
In this chapter different 1nultirate spreading techniques to map multhnedia services onto the physical 
layer have been presented and their performance in the nonlinear satellite channel investigated. The 
results show that the following conclusions can be drawn: 
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1. The nonlinearities of the payload can lead to significant performance degradation. Hence, the 
choice of the operating point of the amplifiers should be done carefully with the knowledge of this 
performance degradation and adequate link margins should be included in the system 
dimensioning. 
2. Even though the power fluctuations suffered by slotted CDMA are lower than in the case of MCo 
or MS spreading, slotted CDMA offers the worst performance in the nonlinear satellite channel. 
This is justified by the reduction in the spreading factor due to the time multiplexing of the 
different data rates. MCo and MS spreading have been shown to achieved similar pe1formance. 
3. When phase pre-compensation is performed prior to amplification, it is possible to use the same 
spreading sequence for both branches of the modulator without any significant performance 
degradation. Compared to I and Q spreading with two different codes, this will help alleviate the 
capacity limitation which can be caused by the restricted number of spreading sequences. The 
performance degradation is the highest with slotted CDMA but is still limited to 0.5 dB. When no 
phase pre-compensation is used, the performance degradation is well in the excess of 3.5 dB for all 
the different multi-rate spreading sche1nes. 
4. The use of channel coding is effective in limiting the performance degradation due to the payload 
nonlinear effects. The simulations showed that the gain provided by a 2/r8PSK over an uncoded 
QPSK is higher in the HPA channel than in the A WON channel. This improved gain is achieved 
even though the use of a larger modulation set lead to an increase in the maxitnum to mean power 
ratio. 
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7. CONCLUSIONS 
7.1 CDMA RECEIVERS FOR SATELLITE COMMUNICATIONS 
The use of CDMA presents a number of advantages for mobile communication systems. This explains 
the recent interest that CDMA technology has received for both second generation and future 
terrestrial multimedia systems. However, less effort has been put into the design of CDMA solutions 
for satellite cmmnunications. It is important to note that good air interface designs for terrestrial 
systems do not necessarily translate into efficient solutions for the satellite environment. Hence, 
different techniques which improve the performance of CDMA satellite systems have been proposed 
in this thesis. 
By synchronising the spreading sequences of the different users at the receiver input and using 
spreading waveforms with low cross-correlation properties, the level of MAl can be greatly reduced. 
Hence, S-CDMA provides a significantly higher spreading efficiency than conventional A-CDMA 
and is less sensitive to power control errors. However, a good synchronisation accuracy is required in 
order to take full advantage of the cross-correlation properties of the spreading sequences. This 
requirement depends on the pulse shaping function as well as on the propagation channel. It was 
shown that the use of Cosine pulse shaping greatly eases the synchronisation requirement. S-CDMA 
with cosine pulse shaping can cope with errors of up to half the chip duration, whereas the use of 
RRC pulse shaping calls for a synchronisation accuracy higher than 20% of the chip duration. 
h1 order to meet the very low BER required by multimedia services, FEC coding needs to be present 
in the transmission link. Hence, the petformance of S-CDMA with different modulation and coding 
schemes has been assessed. When the number of available spreading sequences is the main limiting 
factor for the systetn capacity, coding schemes with high spectral efficiency such as TCM should be 
used. The highest spreading efficiency value is achieved with the 2/3-8PSK TCM, and it was shown 
that the use of TCM schemes with a higher spectral efficiency in fact leads to a reduction in the 
spreading efficiency of S-CDMA. The use of MTCM should be preferred to that of TCM when the 
value of the Ricean, K factor is low or when the same coding scheme is to be used in various 
transmission environments with different values of the K factor. Finally, concatenated coding schetnes 
allow the tight BER requirement of multimedia services to be met with very low values of the SNR. 
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With inner CC, the use of an outer RS code helps reduce the power requirements by as much as 3 dB 
with interleaving between the inner and outer codes. In the absence of interleaving, coding gains of 2 
dB can still be provided with a reduction in the maximum spreading efficiency equal to 25%. 
Concatenated TCM +RS can be used to provide a good trade-off between spectral and power 
efficiency. In fact, concatenated TCM+RS can outperform single CC for both power and spectral 
efficiency. 
MUD is a very efficient means for reducing the impact on the transmission of MAl. It has been shown 
in this thesis that ANN provide a very attractive architecture for the implementation of the 
computationally demanding MUD algorithms. Thanks to their topology, ANN can easily be 
implemented using massive parallel processing and provide very high processing speeds. Since they 
are nonlinear processing algorithms, they can outperform the conventional correlator receiver as well 
as other la1own linear MUD. h1 the AWGN channel, the power requirement of the proposed ANN is 
more than 1 dB lower than that of the deem-relator. The main limitation for the use of ANN in 
cmmnunication systems is that the convergence usually requires the transmission of long training 
sequences. However, by using the convergence-enhancement algorithms presented in this thesis, it is 
possible to train the ANN with reasonable sequence lengths, even in time-varying propagation 
channels. In the dynamic satellite fading channels, the ANN receiver can outperform linear MUD 
algorithms by more than 1 dB with an overhead for the training sequence limited to 10%. 
Finally, different techniques to efficiently map multimedia services with different data rates have been 
proposed. The performance of these different multirate spreading schemes has been assessed in 
nonlinear satellite channels. MS and MCo both outperform slotted CDMA and achieve a similar 
performance. Moreover, the use of channel coding proves very efficient in the nonlinear satellite 
channel and provides gains higher than those achieved in the A WGN channel. 
7.2 FUTURE WORK 
The work presented in this thesis is by no means exhaustive and a number of issues could be 
investigated further in order to provide efficient CDMA solutions for satellite multimedia 
communications. 
First, a number of different tnodulation and coding schetnes, which allow the tight requirements set 
for multimedia services to be met, have been proposed. Nevertheless, one important class of coding 
schemes, turbo codes, has not been considered. Turbo codes are a new class of coding schemes which 
exhibit extremely good performance. As an example, the first turbo code to be designed was shown to 
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be only 0.7 dB away from Shannon's limit. Even though the very high power efficiency of turbo 
codes is interesting for multimedia applications, a number of issues will need to be resolved before 
they can be practically implemented in commercial systems. First, interleaving is required for the 
turbo codes to achieve good performance (an interleaving block of 256X256 bits was used for the first 
turbo code). The delay introduced by the interleaving procedure will impact on the QoS provided to 
real-time services. Hence, it is very important, especially for the GEO satellite environment, to derive 
turbo coding schemes with interleaving depths as low as possible. Moreover, the efficiency of turbo 
codes rely on iterative decoding with soft-output decisions. The resulting decoding complexity is 
therefore very high. Since, the OBP complexity is one tnajor limiting factor for regenerative payloads, 
new and less processing-hungry algorithms will need to be developed. 
Atmospheric attenuation is very penalising for satellite systems operating at Ka and higher frequency 
bands. One possibility to overcome the effect of rain is to include fixed margins in the system 
dhnensioning. However, since rain events are localised in time, the use of fixed rain margins is not an 
efficient solution. An alternative solution is to vary the tnodulation and coding rate with the channel 
conditions. Then, high spectral efficiency can be provided when the channel is good and the error 
correction capability of the code can be increased during rain events. By providing a good tnatch 
between the transmission schetne and the propagation channel, the call dropping probability can be 
reduced and the overall throughput can be increased. A number of technical issues need to be resolved 
for the successful implementation of a dynamic air interface solution. First, fast and accurate SNR 
estimation algorithms are required in order to match the tnodulation and coding scheme to the channel 
conditions. Moreover, the dynamics of the atmospheric processes need to be studied and modelled so 
that the effect of the channel time variations on both the SNR estimation algorithms as well as the rate 
switching mechanistn can be analysed. 
It has been shown in this thesis that MUD can be used to efficiently reduce the petformance 
degradation caused by the MAl, and hence ilnprove the capacity of CDMA systems. Moreover, in 
order to reach the very low BER values set for multimedia services, FEC coding is required in the 
transtnission link. In this thesis, the MUD and the FEC decoding operations have been considered as 
two separate operations. The use of FEC coding reduces the SNR available at the input of the block 
performing the estimation of the modulated signals, and hence, by combining the 
despreading/demodulation and FEC decoding operations, the end-to-end petformance will be 
improved. In fact, it is known that the MLSE of S-CDMA signals with CC can be performed with the 
VA. The number of states in the corresponding trellis varies exponentially with both the memory of 
the CC and the number of users in the system. Such a receiver is therefore too complex for practical 
implementation. However, efficient sub-optimum algorithms, combining despreading/demodulation 
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and FEC decoding, could provide a better performance than the conventional two stage approach with 
a reasonable complexity. 
The use of Geostationary payloads has been assumed as a baseline in this thesis, as the most likely 
choice for the first generation of multitnedia satellite systems. If these first GEO syste1ns show a 
strong demand for the provision of multimedia services over satellite, it is very likely that non-GEO 
systems will be imple1nented in order to offer a truly global coverage and reduce the end-to-end 
transmission delay. The design of an air interface for a non-GEO multimedia satellite system would 
however require further investigation. First the use of S-CDMA for non-GEO constellations is 
challenged by the rapid changes in transmission delay. The Doppler shift experienced in non-GEO 
constellations can be very high (higher than 100kHz for a Ka band with a LEO satellite) and will 
hnpact on the performance of the receiver. On the other hand, satellite diversity can be used to reduce 
the performance degradation due to fading. Hence, different air interrace solutions are required in 
order to cater for the specificity of the non-GEO transmission channel. 
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Appendix A: 
Transition probabilities for the TCM Markov model 
correct sy1nbols is calculated in this appendix. Using the Makov chain, it can be seen that the first 
probability A
8 
(1) is equal to P8182 + P8181 • Moreover, the following two probabilities can be 
calculated: 
{
rgt(l)= Pr(sk+l = ｇｾｬｳｫ［［Ｚ［［＠ ｇｾＩ］＠ Pglgl 
r 112 (1);;:;; Pr(Sk+t;;:;; G2 1Sk = G1);;:;; P8182 
and 
It will now be shown by induction that for n> 1: 
(p - P ) X P" + P X (P" - P" ) 
( ) 
g lg l ｾＺ ＲＱＱＲ＠ g tg t gt g 2 gtgt g2z 2 
A .. n ) ( ) ｾ＠ p _ p X pn-1 + p X pn-1 _ pn-1 
( g lg l g 2g2 g lg l glg 2 g l g l g2g2 
(A- 1) 
(A-2) 
(A-3) 
This set of equations is obviously tme for n. equal to 2. Moreover, if it is assumed to be hue for n then, 
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A (n+l)= (Pslc2 + pslcl)xrcl(n)+ pc2c2 xrc2(n) 
g rgl(n)+rg2(n) 
(A-4) 
(p _ p ) X pn+l + p X (pn+l _ pn+l ) 
- glgl g2g2 glgl glg2 glgl g2g2 
(p - P ) x pn + P X (P" - P" ) gLgL g2g2 Ｎｾ ｴｧｬ＠ glg2 gig! g2g2 
Similarly, 
(A-5) 
pn + P x ((P" - P" )/(P - P )) glgl ｧｬＬｾＲ＠ glgl 112112 glgl g2g2 
and 
(A-6) 
p X ((pn+l pn+l )/(P p )) 
- glg2 111111 - 112112 glgl - g2g2 
pn + p x ((pn - P" )/(P - P )) glgl glg2 glgl g2g2 glgl g2g2 
Hence, the validity of Equation A-3 has been proven by induction on n. 
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Appendix B: 
Sufficiency of the chip-matched filter outputs 
for the vector of transmitted bits 
It is shown in this appendix that the vector of the chip-matched filter outputs Cm is sufficient for the 
vector of transmitted bits D. 
Definition (Sufficient Statistic): Let X denote an N-dimensional random vector or, more generally, a 
random sample. Let e denote a p-dimensional parameter, and let P0(x) denote the density of x. The 
statistic T(X) is sufficient fore if the density of X, given T(x)=t, is independent of e. 
Proving the sufficiency of a statistic with the above definition is usually complex. However, the 
Fisher-Neyman theorem provides an if-and-only-if condition for a statistic to be sufficient [Scharf-
91]. 
Fisher-Neyman Factorisation Theorem: Let X be a discrete random vector with probability mass 
function PeCx). The statistic T(X) is sufficient for the parameter e iff the probability mass function for 
x factors into a product: 
Fa (X) = a( X) X b9 ( t) 
t=T(x) 
This theorem is also valid for continuous random variable [Sharf-91]. 
(B-1) 
According to the channel model developed in Chapter 5, the density of the vector made of the 
received samples r can be written as: 
P0 (r=r)= 1 N/2 ·exp[-_l:_x(r-CxWxD)r x(r-CxWxD)] (\N•) N. 
(B-2) 
The above equation can be modified to get: 
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where: 
Since: 
1 Cnt=-X cr X r 
N 
(B-4) 
(B-5) 
It can easily be seen that the Fisher-Neyman factorisation condition for sufficiency is verified. Hence, 
the vector of the outputs of the chip-matched filters is a sufficient statistic for the vector of 
trans1nitted bits. The information brought by the samples' vector r about the vector of information bits 
is also brought by the vector of the outputs of the chip-matched filters and the dimension of the input 
space for the estimation of the different transmitted bits can be reduced from N to N 11 • 
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Appendix C: 
Existence of the inverse cross-correlation matrix 
In this appendix, the existence of the inverse cross-conelation matrix is discussed. The deem-relating 
detector for the single-user detection channel is also derived and it is shown that its performance is 
similar to the one obtained in the multi-user detection channel. 
Assuming that the spreading sequences of the different users are linearly independent, the rank of the 
NxN,, matrix Cis equal to Nu. Hence, the pseudoinverse matrix C1 is defined and equal to [Scharf-
91]: 
(C-1) 
V and U are unitary matrices of dimension N11XN11 and NXN11 , calculated using the diagonalisation of 
the Hermitian Gram matrix of C. 1: is the N11 XN,, diagonal matrix containing the eigenvalues of C 
(found as the square roots of the eigenvalues of the corresponding Grant matrix). 
The pseudoinverse matrix verifies the following four conditions: 
1. C1 xC=I 
2. CxC1 =P 
3. CxC1 xC=C 
4. C1 xCxC1 =C1 
P is the matrix conesponding to the projection on the space spanned by the matrix C. 
The N,xN, R1 1natrix is defined as: 
(C-2) 
It can be seen that: 
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Appendix C: Existence of the inverse cross-correlation matrix 
R1 xR=(C1 xC1r)x(cr xc) 
= (v x1:-• xUT xU x1:-1 xvr)x(Vx1:xUT xu x1:xvr) 
=Vx1:-1 x1:-1 x1:x1:xVr 
=I 
(C-3) 
Hence, the tnatrix R1 is in fact the inverse of the cross-correlation matrix. It can be concluded that, 
unless there is one or more spreading sequences designed as the linear combination of a number of 
already allocated sequences, the 1natrix R can be inverted and the inverse is defined by Equation C-2. 
The vector of transmitted bits D can be estimated in the single-user detection channel through 
tnultiplication of the observation vector r with the pseudo inverse of the spreading sequences' matrix: 
(:D} =sgn(C1 ｸｲＩｾ＠ =sgn(WxD+C1 ｸｎＩｾ＠
ie(l, ... ,N11 } re{ l, ... ,N11 } re{ l, ... , N11 } 
The covariance matrix of the thermal noise vector is equal to: 
C/ CIT- 1 R-1 X --X 
N 
The BER for user k can be calculated: 
(C-4) 
(C-5) 
(C-6) 
Hence, the decorrelating receiver can be implemented in either the single-user detection or n1ulti-user 
detection channels and both scenarios will correspond to the same BER. It should not come as a 
surprise since it was proven in Appendix-B that both the chip-matched filter outputs' vector Cm and 
the satnples' vector r carry the smne information on the vector of transmitted bits. 
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