Abstract. The fusion rule gives the dimensions of spaces of conformal blocks in the WZW theory. We prove a dimension formula similar to the fusion rule for spaces of coinvariants of affine Lie algebras g. An equivalence of filtered spaces is established between spaces of coinvariants of two objects: highest weight g-modules and tensor products of finite-dimensional evaluation representations of g ⊗ C [t].
Introduction
First recall the notion of conformal blocks in the Wess-Zumino-Witten conformal field theory. Let g be a simple Lie algebra over C, letg = g ⊗ C[t, t −1 ] be the loop algebra, andg {0} its completion with respect to power series in t. As a geometric part of the data consider a compact complex curve C with chosen distinct points p 0 , . . . , p N . We take these points to be regular, and choose local coordinates t 0 , . . . , t N . By g C\{p 0 ,...,p N } denote the Lie algebra of g-valued meromorphic functions on C with possible poles at p i . Local coordinates provide us with the inclusion (1.1) g C\{p 0 ,...,p N } →g {0} ⊕ · · · ⊕g {0} ⊕ CK sending a function into its Laurent expansion at each point. Here CK is the one-dimensional center. The central extension in the right hand side is given by the sum of canonical cocycles of each summandg {0} . It is trivial on the image of g C\{p 0 ,...,p N } . Let L 0 , . . . , L N be irreducible highest weight representations of a fixed level k of g {0} =g {0} ⊕ CK ⊕ Cd. Let v i be their highest weight vectors. 
Date: March 15, 2008. 1 In the main text, we will consider reducible highest weight representations with cyclic vectors vi. In this introduction, we restrict to irreducible representations in order to ease the presentation.
In this paper, we call it the space of conformal coinvariants. Here we use the symbol ⊠ in place of the tensor product symbol ⊗ in order to emphasize that we consider the action of the Lie algebra (1.1). If L i are integrable, then it was proved by [TUY] that these spaces are finite dimensional, and that their dimensions are given by the fusion rule, in particular, it depends only on representations and the genus of the curve (see Theorem 2.7 for the fusion rule when the curve is CP 1 ).
Introduce a filtration on the space of conformal coinvariants in the following way. Let v 1 , . . . , v N be the highest weight vectors of representations L 1 , . . . , L N , respectively. Then we have a map from L 0 to the space of conformal coinvariants given by
By a standard argument (see Subsection 2.4) one can show that the map (1.3) is surjective. This gives us a realization of the space of conformal coinvariants as a quotient of L 0 . Since the representation L 0 is graded by degree of t −1 0 , our space inherits the corresponding increasing filtration.
In this paper, we study this filtration for rational C and irreducible highest weight representations L 0 , . . . , L N of level k ∈ Z >0 .
From this point we restrict to the case of rational C. We take p 0 = ∞, and p i = z i ∈ C (1 ≤ i ≤ N ). We use the local coordinates t 0 = 1/t and t i = t − z i . We take L 0 to be the level k irreducible highest weight module whose degree zero subspace is the irreducible g-module π λ with highest weight λ. We denote this L 0 specifically by L (k) λ (∞). Similarly, we take highest weights λ i for L i (1 ≤ i ≤ N ).
The space L 
where φ z is the automorphism of U (g [t] ) changing t to t − z. Here Z denotes the set of points {z 1 , . . . , z N }. For x ∈ g[t] and v (i) ∈ L i , we have
in the quotient space (1.2). Here S is the antipode. λ (∞). In fact, we will show that they are equal (see Proposition 2.19).
In order to prove this statement, we introduce the notion of fusion right ideal X 1 ⊛ . . . ⊛ X N (Z) = ∆ −1 Z (B) for right ideals X 1 , . . . , X N ⊂ U (g [t] ) by replacing S(A) with
It is known that the dimension of the space of conformal blocks is given in terms of the multiplication rule in the Verlinde algebra (see Section 2.3 for the definition of the Verlinde algebra). In Theorem 2.9, we give a similar multiplicative formula for the dimension of the space of coinvariants
λ (∞) under a certain condition on the right ideals X i . In particular, this gives a proof of the equality of the kernel of (1.3) with the subspace (X 1 ⊛ . . . ⊛ X N (Z))L ≃ π λ i and B 1 = (g ⊗ tC [t] ) U (g [t] ). Therefore, the filtration of the conformal coinvariants (1.2) can be studied in the form (1.5) as the coinvariants with respect to the fusion right ideal.
Let us consider another version of this construction. By π(L i ) denote the finite-dimensional representation of g generated by the highest weight vector v i . Then one can easily deduce from (1.3) that the following map is also surjective (see Subsection 2.4)
be the left ideal which annihilates v 0 . Then a similar argument shows that we have a surjective map
We will show also that these spaces are in fact isomorphic (see Example 1 in Subsection 3.2).
To describe the filtration on the space of conformal coinvariants in this setting, we use the notion of filtered tensor product introduced in [FL] . It is the tensor product of cyclic g-modules V 1 , · · · , V N considered as the evaluation g[t]-modules with distinct parameters z i . Upon choosing cyclic vectors v i ∈ V i we can define a g-equivariant filtration. Namely, the vector v 1 ⊗ · · · ⊗ v N is cyclic in the tensor product with respect to the action of g [t] , so the whole representation is a quotient of U (g [t] ). We have a grading of g [t] and therefore of U (g [t] ) by the degree in t, so the quotient inherits the corresponding filtration.
In our case we should choose the highest vectors of π(L i ) as cyclic to obtain the same filtration as given by (1.5). The associated graded space of the filtered tensor product [FL] 
is called in [FL] the fusion product.
For g = sl 2 we prove that the Hilbert polynomial of this graded space is independent of the choice of points and coincides with the level-restricted Kostka polynomial (for definition see [SS] ). This calculation uses the fusion product. The result of [FF] enables us to give an upper estimate of the Hilbert polynomial for the quotient of the filtered tensor product. The resulting formula coincides with the known fermionic formula for the levelrestricted Kostka polynomial. Since at q = 1, the level-restricted Kostka polynomial gives the dimension of the conformal blocks, which is given by the fusion rule, we can conclude that the fermionic formula is exact.
The plan of the paper is as follows. In Section 2, we give the definition of the fusion right ideals in U (g [t] ), and prove the fusion rule for the dimensions of the spaces of coinvariants of integrable highest weight g-modules. In Section 3, we establish an equivalence between spaces of coinvariants of irreducible highest weight g-modules and those of filtered tensor products of cyclic g-modules. We give a brief review on the Kostka polynomials, and propose the definition of fusion Kostka polynomials. In Section 4, we prove that in the case of g = sl 2 , the associated graded space of the space of conformal coinvariants is independent of the choice of insertion points, and that its Hilbert polynomial is the level-restricted Kostka polynomial. In Appendix we discuss behavior of fusion ideals and spaces of coinvariants when points collide.
Formula for the dimension
In this section we introduce the notion of fusion right ideals and consider spaces of coinvariants with respect to them. We give a formula for the dimension of the latter in terms of the Verlinde algebra (see Theorem 2.9).
2.1. Fusion of ideals. Let g be a complex Lie algebra. By g[t] denote the Lie algebra g ⊗ C[t]. When there is no fear of confusion, we will identify g with g ⊗ t 0 ⊂ g [t] . For z ∈ C we denote by φ z the automorphism of g[t] sending x ⊗ t n into x ⊗ (t − z) n (x ∈ g).
Let Z = (z 1 , . . . , z N ) be a set of complex numbers. Throughout this paper we assume that
where the iterated coproduct is defined by
). Define the fusion right ideal by
Throughout this paper, for simplicity of notation, we denote as
The following Proposition validates this definition.
Proposition 2.1. If the right ideals X i = a i U (g [t] ) are generated by Lie subalgebras a i ⊂ U (g [t] ), then the fusion right ideal is given by
As an example, consider the two-sided ideal of U (g [t] ) consisting of elements which have M -fold zeros at the origin,
be the two-sided ideal consisting of elements which have M -fold zeros at the points in Z. Then we have
For the proof of Proposition 2.1 we use the following fact, which is a corollary of the Poincaré-Birkhoff-Witt (PBW) theorem.
Lemma 2.2. Let a be a Lie algebra, and let b ⊂ a be its Lie subalgebra. Take a basis of b, {B i } i∈I , and extend it to a basis of a by adjoining {A j } j∈J . We assume that the index set I and J are ordered. Then the set of elements in U (a) (2.4)
with m ≥ 1, n ≥ 0 forms a basis of bU (a), and the one with m = 0, n ≥ 0 forms a basis of U (a)/bU (a).
Lemma 2.3. Let V i be a vector space with countable basis, and let W i be a subspace of V i , i = 1, · · · , N . Then the kernel of the map
Proof. Choosing a filtration
such that dim V i,a is finite, one can reduce the proof to the case where all V i are finite-dimensional. Then the statement follows by dimension counting.
Proposition 2.1 is a consequence of the following fact.
Proposition 2.4. Let a be a Lie algebra with a countable basis, and let a 1 , . . . , a N be its Lie subalgebras. Then,
where U = U (a).
Proof. The inclusion ⊃ is clear. Therefore, by using Lemma 2.3, it is enough to show that the mapping
which is induced from ∆ (N −1) , is injective. We prove this statement by induction on N . The case N = 1 is obvious. We prove the case N = 2. Take a basis
is a basis of a 1 , and {A a } ⊔ {C c } is a basis of a 2 . We fix an ordering of each set {A α }, {B β }, {C γ }, {D δ }. Write x ∈ U as a linear combination of the PBW basis using the ordering:
Here and after, we do not bother to mention a necessary ordering for the indices. Let π : U ⊗ U → (U/a 1 U ) ⊗ (U/a 2 U ) be the canonical surjection. We want to show that if π • ∆(x) = 0 then x belongs to (a 1 ∩ a 2 )U .
Let F l U be the filtration of U defined as follows.
One can define a filtration of U ⊗ U by setting
and further induce a filtration of (U/a 1 U )⊗(U/a 2 U ). By Lemma 2.2, the elements of the form
form a basis of U/a 1 U (resp., U/a 2 U ). We have the basis of (U/a 1 U ) ⊗ (U/a 2 U ) consisting of the tensor product of these bases. Moreover, those which satisfies c + b
Note that π • ∆(1) = 0. Suppose that x ∈ F l U (l ≥ 1) and π • ∆(x) = 0. We will show that x ∈ (a 1 ∩ a 2 )U + F l−1 U . Write x as (2.5). If a monomial in this expression is such that a ≥ 1 then it belongs to (a 1 ∩ a 2 )U and the kernel of π • ∆. Therefore, one can assume that only the terms with a = 0 appear in (2.5).
We want to show that
Consider the 2 l monomials that are obtained by expanding the product ∆(
If a monomial is such that either one of B β is sent to the first component of the tensor product U ⊗ U , or one of C γ to the second, then the image of that monomial by the surjection π belongs to 
is injective. From this follows that
is also injective. Consider the mapping
Therefore, it is enough to show that p 2 is injective. This is nothing but the case N = 2.
Note that g [t] and therefore U (g [t] ) are graded by the degree in t.
Definition 2. We call a right ideal X ⊂ U (g[t]) a congruence ideal if X is graded and X ⊃ B M for a sufficiently large M .
Quite generally, let V be a left module over a Lie algebra a. For a left ideal X ⊂ U (a), we denote by V X = {v ∈ V | xv = 0 ∀x ∈ X} the space of Xinvariants. Likewise, for a right ideal Y ⊂ U (a), we denote by
where V * = Hom C (V, C) and S : U (a) → U (a) stands for the antipode (the anti-automorphism such that S(x) = −x for x ∈ a). We will consider coinvariant spaces with respect to fusion right ideals.
2.2. Affine Lie algebras. In this subsection we fix our notation concerning affine Lie algebras and integrable modules.
Let g be a simple Lie algebra. Fix a triangular decomposition g = n + ⊕ h ⊕ n − , where h ⊂ g is the Cartan subalgebra and n + (resp. n − ) is the nilpotent subalgebra of all positive (resp. negative) root vectors. The invariant bilinear form ( | ) on g is normalized as (θ|θ) = 2, where θ is the maximal root. Let P be the weight lattice and P + be the set of dominant integral weights. For a non-negative integer k ∈ Z ≥0 , we set
where θ ∨ denotes the maximal coroot. For λ ∈ P + , we denote by π λ the irreducible representation with highest weight λ. We will write λ * = −w 0 (λ) for the highest weight of the dual representation π * λ , w 0 being the longest element of the Weyl group W . If λ ∈ P
and the canonical cocycle is given by
Denote by Λ i the fundamental weights (0 ≤ i ≤ r; r = dim h) and by δ the null root. Let Λ = λ + kΛ 0 + aδ (λ ∈ P , a ∈ C) be an affine weight of level k. For an element w of the affine Weyl group W aff , we set
where w • Λ = w(Λ + ρ) − ρ stands for the shifted action and ρ = r i=0 Λ i . We say a g-module has level k if K acts as k times the identity on it. For k ∈ Z ≥0 and λ ∈ P
We also consider modules 'placed at infinity'. To be precise, define g(∞) = g⊗C[t, t −1 ]⊕CK⊕Cd by the same equations as above, except that we change the cocycle to
λ and (2.9) being changed to
Consider the isomorphism of Lie algebra ι :
λ (∞) can be considered as the level −k lowest weight module with the lowest weight −λ. We have a non-degenerate pairing
Proof. First we prove the finite dimensionality of L (k) λ (∞)/X. Choose a set of nilpotent generators x 1 , · · · , x m of g, and let B M,i be the right ideal generated by 
λ (∞)/X is finite-dimensional, (2.13) follows from (2.7). Lemma 2.6. Let V be a vector space and x ∈ End(V ). Assume that x is locally nilpotent, n>0 Im x n = {0}, and that V / Im x is finite dimensional. Then V is also finite dimensional.
Proof. Choose vectors v 1 , · · · , v n ∈ V which span V / Im x, and let M be such that
2.3. The multiplicative formula for dimensions. The aim of this section is to prove the multiplicative formula for the dimension of the space of coinvariants with respect to the fusion right ideals. Before discussing it, we recall the original version of the fusion rule for the space of conformal coinvariants.
From now on, we fix a level k ∈ Z ≥0 . First recall the definition of the Verlinde algebra. Let Rep g = ⊕ λ∈P + Z · [λ] be the Grothendieck ring of g, where [λ] stands for the class of irreducible representation π λ . Let R (k) denote the ideal spanned by elements of the form
where l(w) signifies the length of w. The Verlinde algebra is the quotient ring
We use the same letter [λ] to represent its class
We now fix a set of distinct points
. . , N ) be the irreducible highest weight representation of highest weight λ i . Define the space of conformal coinvariants by (1.2). Then, we have the dimension formula.
Lemma 2.8. The space of coinvariants
The main result of this section is the following.
Theorem 2.9. Notation being as above, we have
For the proof, we make use of a construction due to [FFu] which we recall below. See also appendix to [FKLMM1] , where a detailed account is given in the case g = sl 2 .
Set C
) module. Taking the dual module, we obtain an inductive system
admits an action of the algebra
Note that, in the special case where Z = {0},
is the completion by formal power series in t. We denote the completion of
We use the following lemmas.
Lemma 2.10. Suppose b is an ideal of a Lie algebra a. Then, we have
Lemma 2.11. Suppose a = a 1 ⊕ · · · ⊕ a N is a direct sum decomposition of a Lie algebra. Then, we have an isomorphism of algebras
Now, we state a basic proposition about localization of the universal enveloping algebra.
Proposition 2.12. (i) We have a canonical isomorphism
Proof. Since the points in Z are distinct, the restriction of ∆ Z to g [t] induces an isomorphism
.
By Lemma 2.11 we have
⊗N By Lemma 2.10, we have
For (i) and (ii), it is enough to show that the kernel of the canonical surjection
The action of U ( g) ⊗N is defined as follows. Consider an element
We will use the following fact.
Theorem 2.13. [FFu] We have an isomorphism of U ( g) ⊗N -modules.
) in the topology of the inverse limit.
Lemma 2.14.
Taking the direct limit in M we obtain the statement of the lemma.
Lemma 2.15. Suppose that z 1 , . . . , z N ∈ C are distinct. For any L > 0 and
Lemma 2.16. Under the identification of Proposition 2.12 we have
Here, the right hand side is the completion in (2.16).
Proof. For a sufficiently large L, we have (2.17)
We want to show that for a sufficiently large L and for any element a ∈ I (N ) (X 1 , . . . , X N ), there exists an element
From (2.17) it is enough to find x ∈ U (g[t]) satisfying (2.18) because it implies x ∈ X 1 ⊛ . . . ⊛ X N (Z). The existence of such an x follows from
where g ∈ g[t] and f i (t) is given in Lemma 2.15.
Proof of Theorem 2.9. Set X = X 1 ⊛ . . . ⊛ X N (Z). Collecting together the statements above, we find
(by Lemma 2.14)
(by Theorem 2.13)
(by Lemma 2.16)
which proves the theorem.
2.4. Space of conformal coinvariants. We give a sketch of proof for the surjectivity statements in Introduction, which motivate the definition of spaces of coinvariants in two different settings. In Section 3 these two spaces will be identified. We also conclude Section 2 by stating the isomorphism between the space of conformal coinvariants and the space of coinvariants by the fusion right ideal. The proof of the surjectivity of (1.3) and (1.6) is based on the equality (1.4) where we take x ∈ g C\{p 0 ,...,p N } . There exists a meromorphic function f on the curve C which has poles only at p 0 and p i (i = 0). Moreover, the singular part of the pole at p i can be chosen arbitrarily. By using (1.4) for x = X ⊗ f (X ∈ g), one can prove inductively the surjectivity of the map
Now, for (1.3), taking f which has a pole only at p 0 and such that f (p j ) = δ i,j , we can reduce the vectors in π(L i ) to the highest weight vector v i . For (1.6), we assume that the curve C is rational. Then, taking f which has a pole only at p 0 (we can choose an arbitrary singular part of the pole), we can reduce the vectors in L 0 to the highest weight vector v 0 .
Note that in the above proof we used only the property of the highest weight vector v i that it is annihilated by g ⊗ t i C[t i ] and that it is a cyclic vector in L i . Therefore, we can replace L i by a direct sum of highest weight representations with a cyclic vector v i in the degree (with respect to d) zero component. The surjectivity (1.3) is still valid.
For λ ∈ P + , we define the left ideal X λ ⊂ U (g) by
We also define
where α j and α ∨ j denote the simple roots and coroots respectively, and the f j are root vectors corresponding to −α j . Namely X ′ λ is the annihilating ideal of the highest weight vector v λ ∈ π λ . Lemma 2.17. We have
Proof. Let X be X λ or X ′ λ . Then the right ideal S(X) contains n + and h + λ, h (h ∈ h). Since −λ = w 0 (λ * ), this implies π µ /S(X) = 0 unless µ = λ * .
For µ = λ * , denote by v * λ the lowest weight vector of π λ * such that v * λ , v λ = 1 with the highest weight vector v λ ∈ π λ . We have π λ * /S(X) = Cv * λ if one can show that v * λ is not contained in the image of S(X). Suppose that v * λ = S(g)w for some g ∈ X and w ∈ π λ * . Then, we have 1 = v * λ , v λ = S(g)w, v λ = w, gv λ = 0 as elements of X annihilate the highest weight vector. This is a contradiction.
Corollary 2.18. Set
for λ i ∈ P
+ . Then, we have dimL
. The statement follows from Lemma 2.17 and Theorem 2.9.
From Corollary 2.18 we have Proposition 2.19. Let z 1 , · · · , z N be distinct points in C. Set
Proof. First let us prove (i). The map (1.3) gives a surjection from the left hand side to the right hand side of (2.21). The injectivity follows since their dimensions are equal by Theorem 2.9 and Corollary 2.18. To prove (ii) note that as X λ ⊂ X ′ λ we have the natural surjection (2.23)
Theorem 2.9 and Corollary 2.18 imply that the dimensions of these spaces are equal, so (2.23) and therefore (2.22) is an isomorphism.
Spaces of coinvariants in terms of filtered tensor product
In this section we establish a connection between spaces of coinvariants (2.15) and the filtered tensor product F Z of finite dimensional g-modules introduced in [FL] . Motivated by Corollary 2.18, we restrict our considerations to right ideals X 1 , · · · , X N containing B 1 , so that
where X i is a left ideal of U (g). The main statement is Theorem 3.6.
3.1. Annihilating ideals. For a g-module V , we denote by AnnV ⊂ U (g) the kernel of the structure map U (g) → End(V ). AnnV is a two-sided ideal and S(AnnV ) = AnnV * . If V is irreducible, then U (g)/AnnV ≃ End(V ) ≃ V * ⊗V . The left g-action (resp., the right g-action) on U (g)/AnnV translates to the left g-action on V (resp., the right g-action on V * ).
The representation L λ . Hence the space of coinvariants may be viewed as a bi-quotient of the algebra U (g[t] ). More precisely, let e θ ∈ n + be the root vector for the maximal root θ. Introduce the following left ideals of U (g[t] ), which annihilate v
These are not enough for the characterization of v (k) λ . However, we have Lemma 3.1. We have
In other words, we have the equality of the left ideals (see (2.20))
Taking the quotient by the left ideal X λ we have
We have the following characterization of L
Clearly I (k) is a two-sided ideal and S(I (k) ) = I (k) . We have an isomorphism of U (g)-bimodules
For a left ideal X ⊂ U (g), introduce the left g-module (3.4) and the left idealX = X + I (k) ⊂ U (g).
Proposition 3.3. We have
In particular, π (k) (X) is a cyclic g-module, the cyclic vector being the sum of canonical vectors of π X λ * ⊗ π λ ≃ Hom C (π X λ , π λ ) corresponding to the inclusion π X λ ⊂ π λ . Proof. The isomorphism (3.5) is clear from (3.3):
Since 1 ∈ U (g) is mapped in (3.3) to the canonical vector in the right hand side, the statement about the cyclic vector follows.
The statement of Lemma 3.1 can be improved as follows.
In other words, we have the equality of the left ideals
Isomorphism with filtered tensor product.
Proposition 3.5.
Then we have a canonical isomorphism
In this isomorphism the right action of an element x ∈ U (g [t] ) in the left hand side is translated to the left action of S(x) in the right hand side.
Proof. Set U = U (g[t]), and let p i : U → U/φ z i (X i ) be the projection. Consider the composition of maps
Since U/φ z i (X i + B 1 ) is isomorphic to the evaluation module U (g)/X i at t = z i , the last member is nothing but
The map U → F Z (U (g)/X 1 , · · · , U (g)/X N ) is surjective since the filtered tensor product is cyclic.
Proposition is proved if we show that the kernel of (p
. This is shown similarly as in the proof of Proposition 2.12 by using Lemma 2.3.
We are now in a position to state the main result of this section.
Theorem 3.6. Let X i ⊂ U (g) (i = 1, · · · , N ) be a set of left ideals. Define right ideals of U (g[t] ) by X i = S(X i ) + B 1 . Then we have a canonical isomorphism of filtered vector space
where π (k) (X) is defined in (3.4) and the right ideal S(I (k) λ ) is given by (3.2):
Proof. SetX
We haveX
).
λ (∞)/X i . Comparing dimensions using Theorem 2.9, we find that the canonical projection
is an isomorphism.
We have
(by Proposition 3.3) Therefore, from Proposition 3.2 follows that
The filtered tensor product
Hence it has the form V = ⊕ µ V µ where V µ is a direct sum of copies of π µ . Noting that S(
we have V /S(I λ ) ≃ V λ * /S(I λ ), and Ann(π λ * ) acts as 0 on it. Therefore
Combining (3.9),(3.10) and (3.11), we obtain the assertion.
For filtered tensor product of irreducible modules, we obtain the following rule for the dimension.
Corollary 3.7. Suppose that λ 1 , . . . , λ N ∈ P (k)
Proof. Set X i = X λ i . From Corollary 3.4 we have π (k) (X i ) ≃ π λ i . Therefore, we have
λ ) Using Theorem 3.6, and applying Theorem 2.9 and Corollary 2.18, we have the assertion. (2.20)). Then, from Corollary 3.4, we have
By Proposition 2.19, we have an isomorphism to the space of conformal coinvariants on CP 1 :
The left hand side has dimension
Example 3. Let X i = X = U (g)n + for all i. We choose the sum of highest weight vectors of π λ as cyclic vector of the module π (k) (X) ≃ ⊕ λ∈P
). From Proposition 2.1, the fusion right ideal is generated by the Lie subalgebra
Then, we have
Example 4. Let g = sl 2 with standard generators e, f, h. Let π l (0 ≤ l ≤ k) denote the (l + 1)-dimensional irreducible representation, [l] the corresponding element of V (k) , and l the highest weight. For 0 ≤ m ≤ k, set
and
with the cyclic vector being the sum of lowest weight vectors. Likewise π (k) (Y m ) ≃ ⊕ m l=0 π l has the sum of highest weight vectors as cyclic vector. Let Y be the fusion right ideal of
For m = k, one can replace Y k by U (g)f without changing the space of coinvariants (3.8) since
Therefore, instead of Y k and Y k , one can use
respectively. Consider the special case where m i = n i = 0 for 1 ≤ i ≤ k − 1 and m k = M , n k = N . In this case, the fusion right ideal
is generated by the Lie subalgebra
The space of coinvariants with respect to a (M,N ) (Z, Z ′ ), in particular in the degeneration limit
, is the subject of the works [FKLMM2, FKLMM3] .
3.3. Fusion Kostka polynomials. In this subsection, we first recall the definition of q-supernomials, Kostka polynomials and their generalizations from the literature, and then propose their counterparts in the theory of fusion product.
For two partitions λ, µ such that |λ| = |µ|, the Kostka-Foulkes polynomials K λ,µ (q) are the entries of the transition matrix from Schur functions s λ (x) to Hall-Littlewood functions P µ (x; q) (see [Mac] p. 239):
From the theory of Schur functions, it is known that the Kostka number K λ,µ (1) is the cardinality of the set of semi-standard tableaux Tab(λ, µ) of shape λ and weight µ. Therefore it was conjectured by [Fo] that there should exist a charge statistic c : Tab(λ, µ) → Z ≥0 on semi-standard tableaux such that
This charge statistic was indeed found in [LS] .
In the representation theory of gl n , the Kostka number appears in two ways. In this connection, we have the restriction on the length of λ: ℓ(λ) ≤ n. First, for µ satisfying ℓ(µ) ≤ n, it is equal to the multiplicity of the weight µ in the gl n representation V λ with highest weight λ.
Secondly, for general µ such that ℓ(µ) = N , it is equal to the multiplicity of the gl n -representation π λ in the tensor product of the N symmetric tensor representations V (µ i ) of gl n : (3.14)
From the latter viewpoint, the Kostka polynomial can be regarded as the q-multiplicity of the representation π λ in the tensor product of symmetric tensor representations. Namely, it is the Hilbert polynomial in the variable q of the graded space
where the grading is given by the charge statistic.
This interpretation first appeared in [KR] , where the completeness problem for Bethe ansatz solutions of the XXX model was considered. This is also the place where fermionic formulas for the Kostka polynomials first appeared. In that approach, the fermionic formulas were proven by constructing a (charge preserving) bijection between rigged configurations appearing in the completeness problem for the Bethe equations, and Young tableaux. The term "fermionic formulas" were invented in the works of Stony Brook group [KKMM] , [KM] , in which it was found that the Bethe ansatz solution gives, in the conformal limit, the characters of conformal field theory in fermionic form, where the q-grading is the linearized quasi-particle energy function. This gives a physical interpretation to the q-grading used in [KR] .
Kostka polynomials were generalized [KS, SW1, SW2] to the case where the representations in the tensor product correspond to highest weight representations for sl n with highest weight mλ i (rectangular highest weight) where λ i (1 ≤ i ≤ n − 1) are the fundamental weights.
There are two variants of Kostka polynomials: the q-supernomials and the level-restricted Kostka polynomials.
The q-supernomials are related to the Kostka polynomials by
Namely, it is the q-multiplicity of the weight λ in the tensor product (3.14). Fermionic formulas for the q-supernomial S λ,µ (q) is known [HKKOTY] , and recursion equations for the generalized version in the sense of rectangular diagram are studied [SW2] . The level restriction has an origin in the corner transfer matrix method of Baxter. It was systematically studied as one-dimensional configuration sums in connection with the characters of integrable highest weight representations of affine Lie algebras. In this context, the level parameter appears as the level of representation. Kashiwara's theory of crystal base gave a solid basis to this approach. Quite generally, the crystal base of level k integrable highest weight representations of affine Lie algebras are given in terms of paths, i.e., elements in semi-infinite product B ⊗∞/2 of a finite dimensional affine crystal B. The q-statistics for paths are related to the eigenvalues of corner transfer matrix in the zero temperature limit.
The connection between Kostka polynomials and crystal base was discovered and generalized in [NY, SW1, SW2, HKKOTY] . In these works were considered finite and inhomogeneous paths, i.e., elements in a finite tensor product B 1 ⊗ · · · ⊗ B N of affine crystals B i . There are actions of Kashiwara operatorsẽ i ,f i (i = 0, 1, . . . , r) on affine crystals corresponding to the Chevalley generators e i , f i of the affine Lie algebras. In this language, the generalized Kostka polynomial is the q-statistical sum over paths restricted by the highest weight conditions.
The q-supernomial is nothing but the unrestricted sum, and the level k restricted Kostka polynomial is the sum with the integrability conditions
For the generalized Kostka polynomials, fermionic formulas are known in the case of rectangular weights [KSS] . To our knowledge, no formulas are available at present for an arbitrary sequence of highest weights. Fermionic formulas for the level restricted (generalized) Kostka polynomials were obtained in [SS] (see also [HKKOTY] ). Now let us formulate the fusion product analogs of the Kostka and related polynomials. In what follows we consider only left ideals X ⊂ U (g) which are also P -graded,
where X ν = {x ∈ X | [h, x] = ν, h x ∀h ∈ h}. The space of coinvariants are then P -graded, as well as filtered by the degree of t. In the isomorphism (3.7) of Proposition 3.5, the left action by h ∈ h on the left hand side is translated to the right action by S(h) = −h on the filtered tensor product (the right hand side). The latter commutes with the action of g, and is not to be confused with the left action of h ∈ g. To be concrete, let us take a basis {u λ,i } of π X λ and the dual basis {u i λ } of (π X λ ) * . The cyclic vector
, and the right action of S(h) (h ∈ h) on a vector xu (k) (X) (x ∈ g) is given by
The P -grading on the space of coinvariants (3.8) of Theorem 3.6 is induced from the above P -grading.
In general, let W = ⊕ ν∈P W ν = lim − → F j be a P -graded vector space equipped with a filtration 0 = F −1 ⊂ F 0 ⊂ F 1 ⊂ · · · by P -graded subspaces F j . We define the character of the associated graded space by
where e ν stands for the formal exponential symbol. When the P -grading is trivial, we use also the notation ch q . The foregoing discussions lead us to consider three kinds of polynomials in q,
The first two are simply related by an alternating sum over the Weyl group as
It is also clear that
We expect that, in the case when V 1 , · · · , V N are tensor powers of the fundamental representations discussed in [HKKOTY] , [SW2] , the 'fusionproduct' version defined above reduces to the corresponding object known in the literature. We expect also the following relation:
The quantity d w (λ, k) is defined in (2.8). For the cases corresponding to Examples 2,3, (3.19) was put forward in [FL] as the 'main conjecture'.
The case g = sl 2
In this section we restrict ourselves to the case g = sl 2 as mentioned in (A.6). In this special case, we shall identify the fusion-product version of Kostka/level-restricted Kostka polynomials with the ordinary ones and prove the identity (3.19). As before, we write π l for the (l + 1)-dimensional irreducible representation and [l] for the corresponding element of V (k) . We also write the left ideal (3.2) as I (k) l , and S(I
4.1. level-restricted Kostka polynomials. First we recall a few basic facts about Kostka and level-restricted Kostka polynomials for sl 2 , following the exposition of [SS] . We fix the notation as follows. Let m = (m 1 , · · · , m k ) be a k-tuple of non-negative integers, and let 0 ≤ l ≤ k. Here and after, we use boldface letters to represent a vector. The transposition symbol is omitted. Set
Here the right hand sides stand for the Kostka and level-restricted Kostka polynomials in the notation of [SS] ,
We use the q-binomial symbol
. We shall use the following facts.
Fermionic formula:
Alternating sum formula:
Verlinde number: In the Verlinde algebra V (k) , we have
Eq. (4.2) and (4.3) are taken from Theorem 6.2 and eq. (6.8) in [SS] , respectively (after simplifications due to n = 2). In [HKKOTY] , K (k) l,m (q) is defined as a generating sum over level k restricted paths in affine crystals. With this definition, (4.4) follows from the fact that the structure constants of the Verlinde algebra are the same as the number of successive triples in a path satisfying the level-restriction conditions. 4.2. The goal. The fusion product is defined to be the associated graded vector space of the filtered tensor product
It gives a meaning to the 'limit' of the filtered tensor product where all points z i tend to 0, as explained in Appendix. We consider the filtered tensor product and fusion product of cyclic modules V i = π l i , choosing the highest weight vector as cyclic vector. Let m = (m 1 , · · · , m k ) and set
It is known (for g = sl 2 ) that (4.5) is independent of Z [FL, FF] . Our goal is to show the following. 
(ii)The identity (3.19) is true in this case.
In the next subsection, we prove the inequality
Namely, each coefficient of powers in q in the right hand side is greater than or equal to that in the left hand side.
Assuming (4.6), let us prove Theorem 4.1.
Proof of Theorem 4.1. From Corollary 3.7 and (A.3), we have for any
Combining this with (4.4), we obtain
Therefore, it follows from (4.6) that equality takes place in all intermediate steps. In particular, assertion (i) is implied by the equality in (4.6). Assertion (ii) is then an immediate consequence of the known alternating sum formula (4.3) for level-restricted Kostka polynomials.
4.3. Gordon filtration. It remains to prove the inequality (4.6). For this purpose we invoke the 'functional' description of the dual space [FS] . It was shown in [FF] that, as graded vector space, the dual of V m is isomorphic to the space of all symmetric polynomials f (
for any a = 1 · · · , s, where
Therefore the dual to the quotient space of (4. 
Proof. Let g(x 1 , · · · , x s ) be as in Lemma 4.2 (iii). From (4.8), we find
Namely we have
We prove the assertion by descending induction on a. First let a = s.
Since s ≥ k + 1, we have M a = |m|. Then (4.7) and Lemma 4.2 (i) imply deg x g(x, · · · , x) ≤ |m| − 2s = l. Hence we have g(x, · · · , x) = 0 by (4.10). Suppose the assertion is true for a + 1 (a ≥ k + 1). Then g(x 1 , · · · , x s ) can be written as
From (4.7) we find deg x h ≤ l. Therefore (4.10) implies h = 0, and the proof is over.
In order to estimate the character of F, we apply the standard technique of Gordon filtration [FS] . Let λ be a partition of width λ 1 ≤ k, and write λ = (k s k · · · 2 s 2 1 s 1 ). For a symmetric polynomial f we define
where each variable x (a) i appears a times in the right hand side. Introduce the lexicographic ordering µ > λ by µ 1 = λ 1 , · · · , µ i−1 = λ i−1 and µ i > λ i for some i, and set
Notice that F (k) = F by Lemma 4.3. The family of subspaces {F λ } λ defines a filtration of F, whose associated graded space has the λ-th component isomorphic to ϕ λ (F λ ). An element of the latter has the form 1≤i≤sa 1≤a≤k
with a partially symmetric polynomial
S s denoting the symmetric group on s letters. We have the relations for the degree
where we used the vector notation (4.1), and tot. deg signifies the total degree. We thus obtain for the character ch q gr F an upper bound
which coincides with the fermionic form of the level-restricted Kostka polynomial (4.2). This completes the proof of (4.6).
C[N ] of the configuration space in the sense of [FM] . For example, corresponding to Figure 4 in [FM] , we have the following fusion of right ideals:
top independent of Z? More generally, when do the extended fusion right ideals depend only on the image of the point in
In the following situation the top part of the right ideal is given rather explicitly.
be a Lie subalgebra. Then, we have
Proof. Let C[t] ≤d be the space of polynomials of degree less than or equal to (bU (g[t] )) top . Since b top is also a Lie subalgebra, these elements constitute a basis of b top U (g[t] ). Therefore, we have the equality of the right ideals (A.1).
In particular, we have a positive answer to Question 1 for X i = B n i , since (B n 1 ⊛ . . . ⊛ B n N ) top = B n 1 +···+n N . On the other hand, if X is a right ideal of a graded algebra U acting on W , the dimension of the space of coinvariants may jump in general.
dim W/XW ≤ dim W/X top W. The answer to this question for X i = B n i is positive for g = sl 2 (see [FKLMM1] ). On the other hand, if g = E 8 , it is negative even for X i = B 1 with k = 1. This is because for level 1 the only integrable representation is the vacuum representation, i.e., the highest weight is 0. Therefore, the right hand side is always one-dimensional, while the left hand side becomes infinite in the limit N → ∞.
Similar considerations for the filtered tensor product of modules can be found in [FL] . Recall that the associated graded vector space of the filtered tensor product (A.5)
is called the fusion product. It gives a meaning to the similar limit of the filtered tensor product where all points z i tend to 0. In [FL] it was conjectured that, for finite-dimensional cyclic modules over a simple Lie algebra g, the fusion product V 1 * · · · * V N (Z) is independent of the choice of Z. This conjecture was proved in [FL] in the simplest case where g = sl 2 , V i : irreducible module (A.6) with highest weight vector as cyclic vector, and in [FF] by a different method. Indeed, the fusion product can also be extended to C[N ] and it can be proved by the method of [FF] that in this case it depends only on the image in C N . An advantage of this definition is that we can split the map (A.4) into two.
Theorem A.3.
(i) The map (A.4) is a composition of the following surjective maps
λ (∞)/(X 1 ⊛ · · · ⊛ X N (Z)) (ii) Assume that X i ⊃ I (k) . Then the map (A.7) is an isomorphism. Proof. To prove (i) we just follow the proof of Theorem 3.6.
LetX i = X i + I (k) . As usual, set X i = B 1 + S(X i ),X i = B 1 + S(X i ). Then the natural projection
So we can split the map (A.4) into composition of the projection To prove (ii) just note that X i ⊃ I (k) implies X i =X i , so the first map is an isomorphism.
Let us illustrate how it works for the case of conformal blocks. For simplicity suppose g = sl 2 .
For this purpose we need ideals X ⊂ U (g) such that π (k) (X) = π l . Actually, we can choose them in different ways. Following (2.19) and (2.20) set X l = U (sl 2 )e + U (sl 2 )(h − l), X ′ l = U (sl 2 )e + U (sl 2 )(h − l) + U (sl 2 )f l+1 .
Then X ′ l ⊃ I (k) because X ′ l is the annihilating ideal of the highest weight vector in π l where 0 ≤ l ≤ k. Therefore, by Theorem A.3 the map (A.7) is an isomorphism. In Section 4 we prove that the map (A.8) is an isomorphism, so the composition map (A.4) is an isomorphism, i.e., the answer to the Question 2 is positive in this case.
But this is not so for X l . Namely, let us show that the map (A.7) can not always be an isomorphism.
Let X i = S(X l i )+B 1 . In a way similar to the proof of Proposition A.1, one can show that X 1 ⊛ · · · ⊛ X N (Z) is generated by e ⊗ t j and h ⊗ t j − N i=1 l i z j i (j ≥ 0). Hence (X 1 ⊛ · · · ⊛ X N (Z)) top is generated by e ⊗ t j (j ≥ 0), h ⊗ t j (j > 0) and h − N i=1 l i . This means that the left hand side of (A.7) depends only on N i=1 l i , but it is easy to see (e.g. by taking k → ∞) that the dimension of the right hand side depends on each l i .
