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Abstract
Using finite size scaling techniques and a renormalization scheme based on the Gradient Flow, we de-
termine non-perturbatively the β-function of the SU(3) Yang-Mills theory for a range of renormalized
couplings g¯2 ∼ 1 − 12. We perform a detailed study of the matching with the asymptotic NNLO
perturbative behavior at high-energy, with our non-perturbative data showing a significant deviation
from the perturbative prediction down to g¯2 ∼ 1. We conclude that schemes based on the Gradient
Flow are not competitive to match with the asymptotic perturbative behavior, even when the NNLO
expansion of the β-function is known. On the other hand, we show that matching non-perturbatively
the Gradient Flow to the Schrödinger Functional scheme allows us to make safe contact with per-
turbation theory with full control on truncation errors. This strategy allows us to obtain a precise
determination of the Λ-parameter of the SU(3) Yang-Mills theory in units of a reference hadronic scale
(
√
8t0 ΛMS = 0.6227(98)), showing that a precision on the QCD coupling below 0.5% per-cent can be
achieved using these techniques.
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1 Introduction
Yang-Mills (YM) theories play a central role in our understanding of natural laws. They lie at the
heart of the unification between the electromagnetic and weak interactions and at the foundations of
Quantum Chromo Dynamics (QCD). The (pure) SU(3) YM theory shares many of the interesting
features of QCD. It is a strongly coupled non-abelian gauge theory where the fundamental degrees of
freedom, the gluons, are not part of the spectrum of the theory. The theory has an intrinsic energy
scale given by the Λ-parameter, and at energy scales much larger than Λ it is well-approximated
by perturbation theory (i.e. the theory is asymptotically free [1, 2]). Connecting this high energy
perturbative regime of the theory with its low energy spectrum is a difficult multi-scale problem, very
similar to the one faced when one wants to determine the strong coupling or quark masses in the
Standard Model (SM). On the other hand, the pure gauge theory is much more tractable from a
computational point of view when lattice field theory methods are employed. The currently known
simulation algorithms are far more efficient in the case of the pure gauge theory than in the case of
QCD. In summary, the SU(3) YM theory is very interesting in its own, and a perfect laboratory for
testing new lattice techniques and ideas before applying them to QCD.
In this work we are interested in the determination of the intrinsic energy scale of the SU(3) YM
theory, i.e., its Λ-parameter. In the case of QCD this is equivalent to determining the value of the
strong coupling. We make use of lattice field theory methods [3, 4], which allow us to determine
non-perturbatively the running of the gauge coupling. In particular, thanks to the techniques of finite
size scaling [5, 6], this running can be computed over a wide range of renormalization scales. These
two ingredients of our analysis are what allows us to bridge the 3 orders of magnitude that separate
the typical energy scales of the hadronic, strongly coupled regime of the theory, and the high energy
perturbative regime, without making any assumption on the validity of perturbation theory (see the
discussion in [7, 8]).
A similar study using the Schrödinger Fucntional (SF) coupling was one of the earliest applications
of step scaling techniques in this context [9]. More than 20 years later, we are now capable of a much
more precise computation. This not only because of the increase in computational power over the
years, but also thanks to the development of new theoretical tools. In particular, the Gradient Flow
(GF) [10, 11] allowed us to introduce new coupling definitions [11, 12, 13, 14] which are very compelling
for step scaling studies. These couplings are constructed from observables with very small variance
and very special properties under renormalization (see [15] for a comparison among different coupling
definitions). As a result, GF couplings permit to achieve an excellent statistical precision, especially
in the low energy regime of the theory, where the traditional SF coupling struggles to produce precise
results.
GF-based couplings, however, have their issues, too. One of the main issues are the relatively large
cutoff effects that have been observed in several studies (see [15] for a discussion). Despite a solid
theoretical understanding on the anatomy of these discretization effects [16], these remain the main
source of concern in most applications. Thus, using GF couplings one can achieve very high statistical
precision, but accurate continuum results require the simulation of large lattices. There are also other
challenges if one wants to use these couplings for a precise determination of the strong coupling. First,
the known perturbative coefficients of the β-function show bad convergence [17, 18]. This implies that
even simple estimates of the theoretical perturbative uncertainties in the extraction of αs based on
GF couplings, even at energies as high as the electroweak scale, are about half a percent. Second, the
relative statistical precision on the GF couplings is typically δαGF/αGF ∝ const., while the traditional
SF coupling has δαSF/αSF ∝ αSF. This means that eventually the numerical cost of the GF couplings
will be larger than for the SF couplings when α  1. These issues explain the strategy followed by
the ALPHA collaboration in the determination of αs [8, 19, 20, 7], where the SF coupling is still the
coupling of choice at high energies (see also refs. [21, 22] for recent reviews).
In this work we will explore in detail the high energy sector of the SU(3) gauge theory using the
Gradient Flow. One of our aims is to assess whether precise results for αs can be achieved using
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GF couplings. As mentioned earlier we will have to face the large truncation errors in these schemes
due to the bad behaviour of their perturbative series. We will show that, in fact, due to the large
truncation effects, it is very challenging to obtain precise results for the Λ-parameter using only these
schemes. We will also pay special attention to the linear O(a) effects that typically arise in finite
volume renormalization schemes that break translational invariance. They are the main source of
systematic effects in computations based on the SF couplings [7], and we will see that GF schemes
allow us to substantially reduce these effects.
The paper is organized as follows. Section 2 introduces the GF and SF schemes in our preferred
finite volume setup. Section 3 introduces our numerical setup and our determination of the running
of the GF coupling at high energies. In this section we shall discuss in detail the matching with the
asymptotic perturbative behaviour. In section 4 we complete our determination of the running coupling
in the non-perturbative domain and match our finite volume renormalization schemes with the infinite
volume reference scales t0, and r0. Section 5 presents our final results and offers a comparison with the
data available in the literature, while section 6 presents the conclusions of our work. A few appendices
are moreover included to address some more technical details. In appendix A we provide evidence
that our results for the GF coupling, that span a factor 3 in lattice spacing, are suitable to produce
accurate continuum limit extrapolations. Appendix B details our procedure to estimate the boundary
O(a) effects. Appendix C presents a more traditional analysis of our high energy data, and the related
extraction of the Λ-parameter. Appendix D discusses the perturbative improvement we applied to the
SF coupling. Finally, appendix E contains all raw data measurements of our simulations.
2 General strategy: running couplings, schemes, and discretizations
2.1 Running couplings and the Λ-parameter
The SU(3) Yang-Mills theory is a fairly simple theory. Formally, it is defined in terms of a gauge
potential Aµ which lives in the Lie algebra su(3) of SU(3), and by the action:
S[Aµ] =
1
2g2
∫
d4x tr{Fµν(x)Fµν(x)} , (2.1)
where Fµν is the field strength tensor,
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ], (2.2)
and g is a dimensionless free parameter: the gauge coupling. The renormalization of the theory requires
us to introduce a renormalized coupling, g¯ ≡ g¯(µ), through some suitable renormalization condition;
different conditions define what we refer to as different renormalization schemes for the coupling.
Renormalized couplings depend explicitly on the energy scale, µ, at which their defining conditions are
imposed. The dependence on this scale is encoded in their β-functions, β(g¯), which are defined by the
renormalization group (RG) equations:
µ
dg¯(µ)
dµ
= β(g¯) . (2.3)
The β-functions have an asymptotic perturbative expansion:
β(g¯)
g¯→0∼ − g¯3
∑
k=0
bkg¯
2k , (2.4)
where the first two coefficients,
b0 =
11
(4pi)2
and b1 =
102
(4pi)4
, (2.5)
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are universal, i.e., they are independent of the specific renormalization scheme chosen for the coupling.
The scheme dependence only enters through the higher-order coefficients bk, with k > 2.1 This implies
that although at "low" energy different coupling definitions can behave very differently as a function
of µ, at high-energy these differences must eventually disappear, as all definitions share the property
of asymptotic freedom: g¯(µ) µ→∞→ 0.
The first-order RG equation (2.3) has as an implicit solution given by,
Λ
µ
=
[
b0g¯
2(µ)
]− b1
2b20 e
− 1
2b0g¯
2(µ) exp{−Ig(g¯(µ), 0)}, Ig(g2, g1) =
∫ g2
g1
dx
[
1
β(x)
+
1
b0x3
− b1
b20x
]
, (2.6)
where Λ is a constant of mass dimension one. Its value depends on the exact renormalization scheme
chosen for the coupling. From eq. (2.6) it is clear that, given the knowledge of the β-function, the
Λ-parameter is all that is needed to infer the value of the coupling g¯(µ) at any renormalization scale
µ. In particular, the coupling must be a function of µ/Λ, which means that Λ defines what is to be
considered "low" or "high" energy.
The Λ-parameter is a compelling quantity to determine. First of all, its definition does not rely on
perturbation theory: it is non-perturbatively defined once the corresponding coupling and β-function
are. Second, it is a renormalization group invariant. As such it does not depend on any renormalization
scale, i.e. dΛ/dµ = 0. In addition, even though its value depends on the scheme, this dependence can
be computed analytically. Given two renormalized couplings g¯X and g¯Y and the one-loop perturbative
relation
g¯2Y(µ)
µ→∞
= g¯2X(µ) + c1 g¯
4
X(µ) +O(g¯6X(µ)), (2.7)
with c1 a pure number, one can easily show using eqs. (2.4)-(2.6) that the corresponding Λ-parameters
are exactly related by:
ΛY
ΛX
= exp
{
c1
2b0
}
. (2.8)
These properties make any Λ-parameter a natural reference scale for both the low and high energy
regimes of the theory. In particular, any dimensionfull renormalization group invariant quantity, like for
instance any "hadronic" quantity, must be proportional to Λ (or some power of it).2 The proportionality
constants that relate these quantities to Λ are fundamental numbers that characterize the pure Yang-
Mills theory, as they are given solely by the dynamics.
Lattice field theory is the only known framework that allows us to extract low-energy physics from
first principles. In particular, the value of Λ in units of a typical hadronic scale µhad, for which g¯(µhad) =
g¯had, can in principle be obtained by employing these techniques and eq. (2.6). The determination
requires of course the knowledge of the corresponding β-function for all energies larger than µhad.
The basic strategy for this computation is to divide this energy range into two parts. While the non-
perturbative β-function is computed from µhad up to some energy µPT, for which g¯PT = g¯(µPT) g¯had,
perturbation theory is used for energies larger than µPT. For large enough µPT, the relevant integral
entering the definition of Λ/µhad can be approximated as (cf. eq. (2.6)):
Ig(g¯had, g¯PT) + I
N
g (g¯PT, 0)
µPT→0∼ Ig(g¯had, 0) +O(g¯2N−2PT ) , (2.9)
1We note while passing that, at present, the perturbative β-function is most accurately known in the MS scheme of
dimensional regularization, where the bk-coefficients have been computed up to k = 4 [23, 24, 25, 26, 27]. Other specific
cases will be presented in detail below.
2In the following we shall loosely refer to (RG invariant) low-energy scales of the SU(3) Yang-Mills theory as
"hadronic" scales/quantities, although strictly speaking there are no hadrons in this theory. Popular examples of low-
energy scales are, for instance, the energies composing the spectrum of the theory, the distance r0 obtained from the
potential between two static quarks [28], and the gradient flow time t0 [11]. We will come back to some of these in later
sections.
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where INg is analogously defined as Ig by replacing the β-function with its perturbative expression up
to some order N , i.e.,
β(g¯)→ β(N)PT (g¯) =
N−1∑
k=0
bkg¯
2k ⇒ Ig → INg . (2.10)
The ratio of interest, Λ/µref , is thus approximated by:
ϕ(N)(g¯had, g¯PT) =
[
b0g¯
2
had
]− b1
2b20 e
− 1
2b0g¯
2
had exp{−Ig(g¯had, g¯PT)− INg (g¯PT, 0)}
µPT→∞∼ Λ
µhad
+O(g¯2N−2PT ) .
(2.11)
There are two important points we must stress here. First, in the extraction of the Λ-parameter the
truncation errors are formally of O(g¯2N−2PT ) (cf. eq. (2.11)). Since the running of the coupling at high
energies is logarithmic in µ/Λ, reducing the size of these truncation errors of a given factor, requires a
significantly larger change in the energy scale. Second, one must always remember that eq. (2.11) is
only an asymptotic statement. In principle, non-perturbative corrections (e.g. power corrections) are
also present when approximating the integral as in eq. (2.9). As we shall clearly see in the following,
these issues imply that in order to accurately estimate the systematic uncertainties coming from the
use of perturbation theory at high-energy, as well as to keep these uncertainties small, we must study
the applicability of perturbation theory over a wide range of energies, reaching up to very large scales.
Therefore, a precise determination of the Λ-parameter in terms of low-energy scales is no easy task.
2.2 Finite size scaling
It is certainly not obvious how in the strategy presented above one can reach large energy scales via
lattice field theory simulations. Indeed, the ultra-violet cutoff of the lattice theory set by 1/a, where
a is the lattice spacing, has to be much larger than the largest energy scale one wants to reach; large
discretization errors will otherwise affect the results. At the same time, in order to have finite-volume
effects both in the coupling and in the hadronic quantities well under control, the infra-red cutoff
set by the finite extent of the lattice, L, has to be at least a few femto-meters long. Given the fact
that current computational resources allow us to simulate lattices with lattice sizes L/a ∼ O(102), this
significantly limits the range of energy scales that can actually be covered in a single lattice simulation.
Finite-size scaling techniques overcome these problems by integrating the RG equations non-
perturbatively in a finite-volume renormalization scheme [5]. Within this strategy the coupling is
defined through a finite volume observable, and the renormalization scale is identified with the infra-
red cutoff, i.e., µ = 1/L. Said it differently, we define a renormalized coupling through a finite volume
effect. In this way, high renormalization scales can be reached by splitting the computation into several
lattices of smaller and smaller physical size. A quantity of primary role in finite-size scaling studies is
the step scaling function:
σs(u) = g¯
2(µ/s)
∣∣
g¯2(µ)=u
. (2.12)
It is a discrete version of the β-function as it measures the change in the coupling when the renor-
malization scale is varied by a finite factor s. Note that once the step scaling function is known, the
β-function can also be determined, by simply noticing that:
ln
µ2
µ1
=
∫ g¯(µ2)
g¯(µ1)
dx
β(x)
⇒ ln s = −
∫ √σs(u)
√
u
dx
β(x)
. (2.13)
2.3 Renormalization schemes
Analytic calculations in gauge theories are simplified by considering for the coupling the so called
modified minimal subtraction (MS) scheme of dimensional regularization. Although this is a convenient
choice for perturbative calculations, the MS scheme is only defined within perturbation theory and
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therefore only applicable at high energies. In this work we are going to employ different renormalization
schemes, which are non-perturbatively defined in a finite Euclidean space-time volume. In order to
apply the idea of finite-size scaling, the renormalization scale of these couplings must be linked to the
physical size of the system, i.e. µ ∝ 1/L. At high energies, perturbation theory can then be used to
relate any of these schemes to the more conventional MS scheme (cf. eq. (2.7)). Note that thanks to
eq. (2.8), ΛMS can be implicitly defined non-perturbatively through any non-perturbative scheme, even
though the MS scheme itself is intrinsically perturbative.
2.3.1 Boundary conditions and coupling definitions
When studying the pure Yang-Mills theory in a finite space-time volume the choice of boundary con-
ditions for the fields matters. In this work we consider the SU(3) Yang-Mills theory with Schrödinger
functional (SF) boundary conditions [6]. In this set-up, the gauge field is periodic in the three spa-
tial directions with period L, while its spatial components satisfy Dirichlet boundary conditions at
Euclidean times x0 = 0, L, i.e.,
Ak(x)
∣∣
x0=0
= Ck(x) , Ak(x)
∣∣
x0=L
= C ′k(x) , (2.14)
where Ck(x), C ′k(x) ∈ su(3) are given external fields. A first compelling feature of this type of boundary
conditions is that, for a proper choice of fields Ck, C ′k, the action has a unique global minimum (up to
gauge transformations). This avoids several complications when doing perturbation theory in a finite
volume with respect to the general case [29]. Another advantage of using these boundary conditions
is that the system can be probed by considering different boundary fields Ck, C ′k. In the following we
focus on a particularly convenient family of fields, given by the Abelian, and spatially constant fields
of the form [9]:
Ck =
i
L
diag
{
η − pi
3
, η
(
ν − 1
2
)
, −η
(
ν +
1
2
)
+
pi
3
}
, (2.15)
C ′k =
i
L
diag
{
− η − pi, η
(
ν +
1
2
)
+
pi
3
, −η
(
ν − 1
2
)
+
2pi
3
}
, (2.16)
where η, ν are some (dimensionless) real parameters. Derivatives of the effective action of the pure
Yang-Mills theory with SF boundary conditions with respect to the parameter η are renormalized
quantities [6]. They can hence be used to define renormalized couplings. In particular, we can define
a family of SF couplings as [6, 9, 30, 31, 8, 7]:
k
g¯2SF,ν(µ)
=
〈
∂S
∂η
〉 ∣∣∣∣
η=0
, µ = L−1, k = 12pi , (2.17)
where different values for the parameter ν define different renormalization schemes. In fact, this family
of couplings can be obtained from a linear combination of two distinct observables both defined for
ν = 0, specifically,
1
g¯2SF,ν(µ)
=
1
g¯2SF(µ)
− νv¯(µ), (2.18)
where, in terms of expectation values:
k
g¯2SF(µ)
=
〈
∂S
∂η
〉 ∣∣∣∣
η=ν=0
, v¯(µ) = −1
k
〈
∂2S
∂η∂ν
〉 ∣∣∣∣∣
η=ν=0
. (2.19)
The perturbative relation between the SF couplings defined above and the coupling in the MS scheme,
is known to two-loop order, and it is given by [9, 32, 33, 34] (αX ≡ g¯2X/4pi):
αSF,ν(rµ) = αMS(µ) + a
ν
1(r)α
2
MS
(µ) + aν2(r)α
3
MS
(µ) +O(α4
MS
(µ)) , (2.20)
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where r > 0 and
aν1(r) = a1(r) + 4piv1ν , a
ν
2(r)− (aν1(r))2 = a2(r)− (a1(r))2 + (4pi)2v2ν , (2.21)
with
a1(r) = −8pib0 log(r)− 1.255621(2), a2(r)− (a1(r))2 = −32pi2b1 log(r)− 1.197(10) , (2.22)
and
v1 = 0.0694603(1), v2 = −0.001364(14). (2.23)
The knowledge of the two-loop relation (2.20) allows us to determine from the 3-loop β-function in
the MS scheme [35, 36], the 3-loop β-function of the SF couplings, which means to determine the first
non-universal coefficient (cf. eq. (2.4)):
(4pi)3bSF,ν2 = 0.482(7) + (4pi)
3ν(b0v2 − b1v1) = 0.482(7)− ν × 0.7523(1) . (2.24)
Using eq. (2.8) in conjunction with eq. (2.20), we can also obtain the ratio of the corresponding Λ-
parameters:
ΛMS
ΛSF, ν
= exp
{
− a
ν
1(1)
8pib0
}
. (2.25)
The result of eq. (2.24) shows that for values of |ν| = O(1), the bSF,ν2 coefficients are "naturally" small
compared to the lowest-order results of eq. (2.5). Within perturbation theory, one is hence keen to
expect that for these SFν schemes truncation errors in the β-function are small at small values of the
coupling α ≡ g¯2/(4pi) 1.
Other compelling coupling definitions are possible within the SF framework. Of particular interest
for our study are couplings defined through the Yang-Mills gradient flow (GF). The Gradient Flow
evolves the gauge field according to a diffusion-like equation:
∂tBµ(t, x) = DνGνµ(t, x), Bµ(0, x) = Aµ(x), (2.26)
where Dµ = ∂µ + [Bµ, ·] denotes the gauge covariant derivative of the field Bµ, and
Gµν = ∂µBν − ∂νBµ + [Bµ, Bν ], (2.27)
is the corresponding field strength tensor. The flow time t has units of length squared, and Bµ(t, x)
can be seen as a smoothed version of the original gauge field Aµ(x) over a length scale ∼
√
8t. The
remarkable property of the flow fields is that gauge invariant operators made out of these fields are
renormalized quantities for positive flow times, t > 0 [37]. This suggests that, for instance, the
dimensionless quantity3
t2〈E(t, x)〉 , E(t, x) = −1
2
tr{Gµν(t, x)Gµν(t, x)}, (2.28)
can be used to define renormalized couplings at a scale given by the (inverse) flow time, e.g. µ = 1/
√
8t.
Clearly, this coupling definition does not rely on having specific SF boundary conditions, and for what
matters in having a finite-volume either. Hence, one can take for eq. (2.15) the convenient choice:
Ck = C
′
k = 0. Due to the explicit breaking of rotational symmetry by the boundary conditions,
one can in fact obtain two independent coupling definitions by considering either the magnetic or the
electric components of the energy density, eq. (2.28) [13], i.e.,
g¯2GF,m(µ) = N−1m t2〈Em(t, x)〉
∣∣
µ=1/
√
8t,
√
8t=cL, x0=L/2
, Em(t, x)= −1
2
tr{Gij(t, x)Gij(t, x)}, (2.29)
g¯2GF, e(µ) = N−1e t2〈Ee(t, x)〉
∣∣
µ=1/
√
8t,
√
8t=cL, x0=L/2
, Ee(t, x) = −1
2
tr{G0i(t, x)G0i(t, x)}, (2.30)
3We use the convention that tr{T aT b} = − 1
2
δab, where T a, a = 1, . . . , 8, are generators of su(3).
8 / 55
whereNm, Ne are some constants that guarantee the correct normalization of the coupling [13]. In order
to properly define a coupling suitable for finite-size scaling, we must relate the renormalization scale
at which the coupling is defined with the size of the finite-volume, we thus set: µ = 1/
√
8t = 1/(cL),
where the constant c is part of the scheme definition. In this work we will exclusively take c = 0.3; the
merits of this choice have been discussed in ref. [13]. We note while passing that, at fixed flow time,
the limit c→ 0 corresponds to the analogous GF coupling definition in infinite space-time volume [11].
In addition, we choose to measure the flow energy densities for x0 = L/2 in order to maximize the
distance of the observables from the space-time boundaries. When looking at the couplings on the
lattice, this minimizes the O(a) contaminations coming from the lattice action (cf. Sect. 3.1).
Perturbative computations for flow quantities are usually involved. Already the 1-loop relation
of the GF coupling with the MS coupling in infinite volume [11] is a challenging computation. On
a finite volume the computation is even more involved (see [38]). The two-loop relation requires
substantial effort [17, 18], and for our particular choice of boundary conditions the result relies on
novel methods [39, 40, 41, 18] within the framework of Numerical Stochastic Perturbation Theory
(NSPT). The results are [18]:
αGF,m/e(µ) = αMS(µ) + k
m/e
1 α
2
MS
(µ) + k
m/e
2 α
3
MS
(µ) +O(α4
MS
(µ)) , (2.31)
where the coefficients km/e1,2 are collected in table 1. As for the case of the SF couplings, the 2-loop
relations (2.31) allow us to infer the 3-loop coefficients of the β-functions of the GF couplings using
the known results in the MS scheme, this yields:
(4pi)3bGF,m2 = −3.271(47), (4pi)3bGF,e2 = −2.004(55). (2.32)
For the ratios of Λ-parameters we obtain instead:
ΛMS
ΛGF,m
= 0.4981(17),
ΛMS
ΛGF,e
= 0.5632(23) . (2.33)
It is interesting to compare these results with those of the analogous GF coupling definition in infinite
space-time volume (c = 0) [11, 17]. For this scheme, the electric and magnetic definitions coincide,
and we have [17]:
(4pi)3bGF2 = −1.90395(4),
ΛMS
ΛGF
= 0.534162960405763. (2.34)
Given the above results, it is clear that while the magnetic results for bGF,m2 are significantly larger than
for the infinite volume case, those for the electric components are similar.4 In all these cases, however,
the 3-loop coefficient is "unnaturally" large and of opposite sign if compared with the lower-order ones
(cf. eq. (2.5)). It is also significantly larger that the SFν schemes previously discussed (cf. eq. (2.24)).
Already from a purely perturbative point of view, one is thus worried that higher-order corrections to
the β-function may be large, even if the coupling is relatively small. These concerns will be in fact
confirmed by our non-perturbative investigation.
To conclude, for the following it is also useful to work out the perturbative two-loop relation between
the SF and the GF couplings. Combining eq. (2.20) with (2.31), we have:
αSF,ν(rµ) = αGF,e/m(µ) + d
ν, e/m
1 (r)α
2
GF,e/m(µ) + d
ν, e/m
2 (r)α
3
GF,e/m(µ)(µ) +O(α4GF,e/m(µ)) , (2.35)
where
d
ν, e/m
1 (r) = a
ν
1(r)− ke/m1 , dν, e/m2 (r)− (dν, e/m1 (r))2 = aν2(r)− (aν1(r))2 − (ke/m2 − (ke/m1 )2). (2.36)
4In fact it seems that the c-dependence of bGF,e2 is quite mild, and its value is close to the corresponding infinite
volume one also for values of c as large as 0.4 (cf. ref. [18]).
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c km1 k
e
1 k
m
2 k
e
2
0.3 1.220(6) 1.005(7) -2.17(5) -1.36(6)
0 1.097786736 1.097786736 -0.98225(5) -0.98225(5)
Table 1: Coefficients for the perturbative expansion of the magnetic and electric GF couplings for two values
of c (see eq. (2.31)). The finite-volume SF definition corresponds to c = 0.3, while c = 0 refers to the
infinite volume definition of the coupling.
3 The gradient flow coupling at high-energy
3.1 Lattice set-up
We regularize the SU(3) Yang-Mills theory in terms of the link variables Uµ(x) ∈ SU(3), on a lattice
of size L/a in all four space-time dimensions, where L is the physical size of the lattice and a is its
spacing. For the lattice action we take the standard Wilson (plaquette) gauge action:
SW[U ] =
β
6
∑
p
w(p)tr(1− Up) , (3.1)
where the sum is over all the plaquettes of the lattice, and Up denotes the product of the gauge links
around the plaquette p. β = 6/g20, with g0 the bare gauge coupling. Due to our choice of SF boundary
conditions we included in eq. (3.1) the weight factor w(p):
w(p) =
{
ct(g0) if p has one spatial-link on the time-slices x0 = 0, L,
1 otherwise. (3.2)
The coefficient ct can in principle be tuned to cancel the O(a) discretization errors stemming from
the boundary of the lattice [6]. Unfortunately, however, only perturbative estimates are currently
available [9, 32, 33]. In the following, we employ the two-loop result [33]:
ct(g0) = 1− 0.08900× g20 − 0.0294× g40 , (3.3)
and estimate through dedicated simulations the effect of having the coefficient truncated at this order
(cf. Appendix B).
On the lattice, the SF boundary conditions are imposed by setting [6]:
Uk(x)
∣∣
x0=0
= exp(Ck(x)) , Uk(x)
∣∣
x0=L
= exp(C ′k(x)) , (3.4)
where Ck(x), C ′k(x) are either equal to (2.15) with η = ν = 0, or to Ck = C
′
k = 0, depending on
whether we are interested in measuring the SF or the GF couplings.
Starting from these definitions a lattice regularization of the SF couplings naturally follows [6, 42, 9].
We refer the reader to the original references for the details. For the case of the GF couplings, instead,
there is quite more freedom in their lattice definition. First of all, we need to specify a discretization
for the flow equations (2.26). A popular choice is the Wilson flow (no summation over µ) [11]:
a2 (∂tVµ(t, x))Vµ(t, x)
† = −g20∂x,µSW[V ], Vµ(0, x) = Uµ(x) , (3.5)
where Vµ is the lattice flow field and ∂x,µSW[V ] is the force deriving from the Wilson action, eq. (3.1).
The Wilson flow describes the continuum flow equations up to O(a2) errors.5 This can be improved
to O(a4) by considering the Zeuthen flow (again no summation over µ) [16]:
a2 (∂tVµ(t, x))Vµ(t, x)
† = −g20
(
1 +
a2
12
∆µ
)
∂x,µSLW[V ], Vµ(0, x) = Uµ(x) , (3.6)
5Note that in order to avoid O(a) discretization effects with SF boundary conditions one must set ct = 1 in SW
entering the flow equations [43].
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where ∂x,µSLW[V ] is now the force deriving from the Symanzik tree-level O(a2) improved (Lüscher-
Weisz) gauge action, SLW [44].6 Further details can be found in ref. [16]. Here we just want to comment
that the term proportional to ∆µ = ∇∗µ∇µ is included for all links, except for those temporal links
touching the SF boundaries at x0 = 0, L. In this case we set ∆0 = 0.
In order to define the GF couplings on the lattice we also need to specify a discretization for the
Ee/m-fields entering the definitions, eqs. (2.29). We consider the following two options (cf. ref. [16]). In
the case where the lattice flow is given by Wilson flow (3.5), we choose to discretize Ee/m in terms of the
clover definition of Gµν (see also ref. [11]). On the other hand, in the case where the Zeuthen flow (3.6)
is used, we take the O(a2) improved combination: Ee/m = 43 Eple/m − 13 Ecle/m, where Epl and Ecl, are
the energy densities discretized in terms of the plaquette action density and the clover definition of the
flow field strength tensor, respectively [16]. Based on an analysis in terms of Symanzik effective theory
the Zeuthen flow/improved observable combination is preferable, as this choice does not introduce
O(a2) effects when integrating the flow equations or when evaluating the operators at positive flow
times. In this case, indeed, O(a2) discretization effects come only from the action, eq. (3.1) (which
also introduces O(a) effects), and from the incomplete knowledge of a flow improvement coefficient,
cb(g0), at t = 0 (see [16] for a complete discussion). The numerical experience gained so far seems to
indicate that this results in a better O(a2)-scaling for the Zeuthen/improved observable combination
than the Wilson flow/clover one (see e.g. ref. [19]).
Before giving the final expression for our lattice definition of the GF coupling we must address
one last important point. It is well-known that numerical simulations of the SF at lattice spacings
a . 0.05 fm and with L & 0.5 fm, tend to show large autocorrelation times due to the infamous problem
of topology freezing [45, 46, 43]. As suggested in [46], this problem can be circumvent by defining the
coupling within the sector of topologically trivial gauge fields. The continuum definitions (2.29)-(2.30)
are replaced in this case by:
g¯2GF,m,e(µ)→ g¯2GF,m,e(µ) = N−1m,e
t2〈Em,e(t, x)δQ〉
〈δQ〉
∣∣∣∣
µ=1/
√
8t,
√
8t=cL, x0=L/2
, (3.7)
where δQ is a Dirac δ-function that enforces the topological charge Q of the gauge fields integrated
over in the functional integral to be zero. We note that this modification actually defines different
renormalization schemes than eqs. (2.29). On the other hand, these two set of couplings are indistin-
guishable from a perturbative point of view and thus share the very same perturbative results given
in Sect. 2.3. On the lattice, we can finally define the new GF couplings through the expression:
g¯2m,e(µ) = t
2Nˆ−1e,m(c, a/L)
〈Em,e(t, x)δˆQ〉
〈 δˆQ〉
∣∣∣∣
µ=1/
√
8t,
√
8t=cL, x0=T/2
(c = 0.3) . (3.8)
To define the topological charge on the lattice we use the clover discretization of the flow strength
tensor [11]:
Q = − 1
16pi2
∑
x
µνρσ tr
{
Gclµν(t, x)G
cl
ρσ(t, x)
}
, (3.9)
measured at flow time
√
8t = cL. For the discretization of the flow equations used for Q we will always
use the one employed for the discretization of Ee/m entering the coupling definition. In addition, since
on the lattice Q is not integer-valued, we replace the Dirac δ-function with:
δˆQ =
{
1 , if |Q| < 0.5,
0 , otherwise .
(3.10)
6In the case of SF boundary conditions the exact definition of the Lüscher-Weisz gauge action [44] near the time
boundaries is not unique. Here we consider the definition of ref. [43].
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L/a 8 10 12 16 20 24 32 48
103 × NˆZ,m 9.73196 9.18466 8.95746 8.76640 8.68812 8.64814 8.61011 8.58400
103 × NˆZ,e 9.90101 9.35738 9.13180 8.94203 8.86425 8.82451 8.78671 8.76076
103 × NˆW,m 7.88614 8.14101 8.27366 8.40243 8.46103 8.49260 8.52383 8.54603
103 × NˆW,e 8.08018 8.32976 8.45911 8.58431 8.64116 8.67177 8.70201 8.72349
Table 2: Lattice norms, eq. (3.8). In all cases we use c = 0.3. The labels W/Z refers to the Wilson/Zeuthen
discretization and the labels m/e to the magnetic/electric GF coupling. See text for more details.
We conclude by noticing that, as proposed in [13], the normalization factors Nˆe,m(c, a/L) are better
computed in lattice rather than continuum perturbation theory, using the very same lattice discretiza-
tion employed in the simulations (which includes the definition of the lattice action, flow, and observ-
able).7 This guarantees that the exact relation: g¯2GF, e/m = g
2
0 +O(g40), holds. All discretization effects
are hence removed at tree-level in perturbation theory. For completeness, we collect in table 2 the
relevant values of the coupling norms used in this study.
3.2 Lattice step-scaling function
As discussed in Sect. 2.2, the strategy to determine the non-perturbative running of a renormalized
coupling using finite-size scaling techniques relies on the computation of the step-scaling function
(SSF),
σs(u) = g¯
2(µ/s)
∣∣
u=g¯2(µ)
, (3.11)
where for a finite-volume renormalization scheme, µ ∝ 1/L. The corresponding β-function can then be
determined from σs(u) using relation (2.13). On the lattice, it is actually straightforward to measure
a lattice approximation of the step scaling function. Indeed, we define the latter as:
Σs(u, a/L) = g¯
2(µ/s)
∣∣
g¯2(µ)=u
. (3.12)
It is computed by measuring the renormalized coupling on lattices of size L/a and sL/a, at the same
value of the bare coupling g0. The continuum step scaling function eq. (2.12) is then obtained by
taking the continuum limit at a fixed value of the renormalized coupling g¯(µ), i.e.,
lim
a/L→0
Σs(u, a/L) = σs(u) . (3.13)
In the following section will apply this strategy to the GF couplings and discuss the determination of
their β-functions at relatively high-energy scales. As we shall see, the approach to the perturbative
asymptotic regime is dramatically slow for these schemes. This poses some severe limitations if one
aims at extracting the Λ-parameter to high-precision using these coupling definitions.
3.3 Datasets
We measured the GF couplings on lattices with L/a = 8, 10, 12, 16, 20, 24, 32, 48, and for values of the
bare coupling, β ∈ [6, 11]. In total we collected between 1, 000 − 40, 000 measurements depending on
the exact ensemble. The complete list of simulation parameters and corresponding results is given in
Appendix E. This choice of parameters covers a range of renormalized couplings: u = g¯2GF(µ) ∼ [1, 12],
7We note that, in fact, we computed the norms Nm,e in tree-level lattice perturbation theory using the set-up described
in ref. [47]. This set-up differs from ours by the way the the temporal links touching the SF boundaries are treated in
the Zeuthen flow equation (see ref. [47] for the details). This difference, however, is an O(a2) effect, which in practice is
well below the statistical precision of our non-perturbative data.
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and it allows us to determine the lattice step-scaling function Σ2(u, a/L) for L/a = 8, 10, 12, 16, 24,
and Σ3/2(u, a/L) for L/a = 8, 16, 32.8
Concerning the simulation algorithm, we used a combination of heatbath [4, 48, 49] and over-
relaxation [50] as suggested in ref. [51]. In particular, we chose to alternate 1 heat-bath sweep with
L/a over-relaxation sweeps. Since measuring the coupling (i.e. integrating the flow equations) is nu-
merically more expensive than performing a Monte Carlo update, we repeated this process L/a times
between subsequent measurements. In this way we took into account the expected O(a2) scaling of the
integrated auto-correlations of our observables. As a result, for basically all values of the simulation
parameters, we obtained coupling measurements which are completely uncorrelated. The only excep-
tions are a few simulations for our largest lattices, L/a = 24− 48, with g¯2GF ∼ 10; here the measured
integrated autocorrelation times are τint ∼ 1. In any case, we always take autocorrelations into account
in our analysis through the Γ-method [52, 53, 54], implemented along the lines described in ref. [55].
We moreover note that in order to integrate the flow equations we use the adaptive step size integrator
described in ref. [13]. This results in an improvement in computer time close to a factor 10 on our
largest lattices compared to a fixed step-size integration of the flow equations.
3.4 The non-perturbative β-function at high-energy
In this section we study the viability of using the GF couplings to extract the Λ-parameter at high-
energy. To this end, we first introduce a convenient high-energy scale, µref , by specifying a relatively
small value for the GF couplings. Specifically, we define this scale in terms of the magnetic component
of the coupling, and set:
g¯2GF,m, ref ≡ g¯2GF,m(µref) ≡
4pi
5
∼ 2.5132 . . . , (3.14)
which corresponds to have, exactly, αGF,m(µref) = 0.2. In the following we also need the corresponding
value of the coupling in the electric scheme: g¯2GF, e, ref ≡ g¯2GF, e(µref). This is given in eq. (3.22), and
we assume it known for the time being; we shall come back shortly to its determination. With these
definitions at hand, the quantity we are interested to compute is:
ΛMS
µref
=
ΛMS
ΛGF
(b0g¯
2
GF, ref)
− b1
2b20 e
− 1
2b0g¯
2
GF, ref × exp{−IGFg (g¯GF, ref , 0)} , (3.15)
where GF may stand for either the magnetic or electric coupling scheme; clearly, IGFg is defined in
terms of the proper β-function (cf. eq. (2.6)). Note that the results in the GF schemes are expressed
in the MS scheme using the known relations between Λ-parameters, eq. (2.33).
To evaluate eq. (3.15) the necessary ingredient is the β-function in the range: g¯2GF ∈ [0, g¯2GF, ref ].
Our preferred strategy to obtain this is to consider a parametrization of the β-function of the form:
β(x) = −x3
(
b0 + b1x
2 + b2x
4 +
nb∑
k=3
pkx
2k
)
, (3.16)
where the coefficients b0, b1, b2 are fixed to their perturbative values of eqs. (2.5),(2.32). This enforces
the correct asymptotic behaviour of β(g) for g → 0. The coefficients pk are then determined by fitting
our set of non-perturbative data. More precisely, we introduce the function:
F (a, b) = −
∫ √b
√
a
dx
β(x)
, (3.17)
and define the χ2-function:
χ2 =
Ndata∑
i=1
[
log(s) + ρ(s)(ui)(a/L)
2 − F (s)i
δF
(s)
i
]2
, (3.18)
8For ease of notation we shall omit in general the subscripts e/m for the electric and magnetic components of the
coupling when we generically refer to both.
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where F (s)i = F (ui,Σ
i
s) is computed from the measured value of the GF coupling, ui, at a given
i = (L/a, g0), and from the corresponding result for the lattice step-scaling function Σis = Σs(ui, a/L).
In the above expression:
(
δF
(s)
i
)2
=
1
4ui
[β (
√
ui)]
−2 (δui)2 +
1
4Σis
[
β
(√
Σis
)]−2
(δΣis)
2 , (3.19)
while
ρ(s)(u) =
nc∑
k=0
ρ
(s)
k u
k, (3.20)
parametrizes the cutoff effects in the data. Note that the data corresponding to different scale factors
s can be combined into a single fit as long as we consider different parametrizations for the cutoff
effects i.e., the coefficients ρ(s)k are independent parameters for different values of s. Concerning the
nature of the discretization errors, as discussed in Sect. 3.1, our data is in principle affected by O(a)
errors. Rather than including an explicit O(a) term in eq. (3.18), however, we decided to proceed
in the following way. The data strongly supports the conclusion that within our statistical precision,
the dominant discretization errors for our lattice resolutions and coupling values are of O(a2) rather
than O(a) (cf. Appendix A). We thus estimated through dedicated simulations the systematic effect
on the value of the coupling induced by the deviation of the 2-loop result for ct(g0), used in the
simulations, from an educated guess for its actual, non-perturbative, value. We then added this
systematic uncertainty to the measured values of the coupling, and performed the fits including this
systematic effect. Appendix B contains a detailed discussion about this point.
Restricting to values of u ≤ g¯2GF, ref the dataset described in Sect. 3.3, the fits defined by eqs. (3.16)-
(3.20) give in general excellent χ2’s. More precisely, we consider fits with nb = 4, 5 in the parametriza-
tion of the β-function, and take nc = 2, 3 (nc = 2) to describe the cutoff effects of the data with s = 2
(s = 3/2).9 The resulting fits all have a χ2/dof ∼ 0.5− 0.9, where the fits to the electric components
of the GF coupling always have smaller χ2’s than those to the magnetic ones. The main reason for
this is that the estimated O(a) uncertainties are significantly larger in the electric case, resulting in
larger errors for the couplings and SSFs (cf. Appendix B).
In the case of the electric components of the GF coupling, in addition to the determination of the
β-function, the evaluation of eq. (3.15) requires also the determination of g¯2GF, e, ref = g¯
2
GF, e(µref). We
can obtain the latter by performing a linear fit to our 19 data points for g¯2GF ∈ [2, 3], on lattices with
L/a = 8, 12, 16, 24, 32, 48. Specifically, we fit the quantity,
1
g¯2GF, e
− 1
g¯2GF,m
= a0 + a1 g¯
2
GF,m +
[
ρ˜0 + ρ˜1 g¯
2
GF,m
] ( a
L
)2
, (3.21)
where a0, a1, ρ0, ρ1 are fit parameters. The fit has a very good χ2 ∼ 0.9, and allows us to obtain the
precise result:
g¯2GF, e, ref = g¯
2
GF, e(µref) = 2.46508(95) [0.04%] . (3.22)
This result is very stable under a change of the number of fit parameters, or of the data included in
the fit. (Note that the data spans a factor 6 in the lattice spacing.) In practice, the tiny uncertainty
that we obtain for g¯2GF, e, ref could be completely neglected in the following analysis, but we include it
anyway.
The results for ΛMS/µref obtained according to the above strategy are summarized in table 3,
and also presented in figure 1. Different parametrizations of the β-function and different data sets
corresponding to different lattice discretizations of the GF couplings all produce consistent results.
9In fact, the results for ΛMS/µref given below show very little dependence on the number of terms used to parametrize
the cutoff effects. We have explicitly checked that using values as large as nc = 10 does not significantly change the
result.
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All L/a L/a > 8 L/a > 10
Scheme nb n
(s=2)
c Wilson Zeuthen Wilson Zeuthen Wilson Zeuthen
ele 4 2 0.0830(11) 0.0790(10) 0.0812(14) 0.0798(13) 0.0805(17) 0.0798(17)
ele 4 3 0.0832(12) 0.0789(11) 0.0813(14) 0.0798(14) 0.0815(19) 0.0807(18)
ele 5 2 0.0851(16) 0.0787(14) 0.0824(18) 0.0802(18) 0.0835(26) 0.0821(26)
ele 5 3 0.0858(17) 0.0788(16) 0.0835(22) 0.0811(21) 0.0826(28) 0.0813(27)
mag 4 2 0.08274(92) 0.07910(86) 0.0814(11) 0.0803(11) 0.0819(15) 0.0813(15)
mag 4 3 0.08295(95) 0.07902(89) 0.0814(12) 0.0801(12) 0.0823(16) 0.0816(16)
mag 5 2 0.0834(13) 0.0775(12) 0.0810(15) 0.0791(15) 0.0819(22) 0.0809(21)
mag 5 3 0.0831(14) 0.0771(13) 0.0809(18) 0.0789(17) 0.0810(23) 0.0800(23)
Table 3: Results for ΛMS/µref from different analysis. We use our data for the step-scaling function
(cf. Sect. 3.3), to determine the β-function both in the electric and magnetic schemes. We choose different
parametrizations for the β-function and the cutoff effects in our data (cf. eqs. (3.16) and (3.20)), as well
as different cuts in the lattice resolution.
There is also perfect agreement between the determinations from the electric and magnetic components.
This is a highly non-trivial test, since the ratio of Λ-parameters in these schemes is ∼ 1.15. Only when
converted to the common scheme ΛMS our results agree. As our final result for ΛMS/µref we quote the
analysis based on the Zeuthen flow data for the electric components of the GF coupling with L/a > 10,
and with nb = 5, n
(s=2)
c = 3 in the parametrization of the β-function. This gives:
ΛMS
µref
= 0.0807(18) [2.26%] . (3.23)
The central value of any other fit that uses the Zeuthen flow discretization with L/a > 8 is well
included in this error band. The quoted uncertainty is rather conservative as we discard all data with
L/a = 8, 10. For completeness, we also give the corresponding fit parameters for the β-function:
p3 = 0.00022135 , p4 = −0.00000173 , (3.24)
with their covariance,
cov(p3, p4) =
(
5.00835383× 10−8 −1.98372733× 10−8
−1.98372733× 10−8 8.01483182× 10−9
)
. (3.25)
Before moving to the next section, we want to mention that in order to gain further confidence in
our determination of ΛMS/µref we also considered some alternative fitting strategy. One example is
to determine the β-function entering eq. (3.15) by fitting our dataset according to the χ2-function
(cf. eq. (3.18)):
χ2 =
Ndata∑
i=1
[
Σis −Gs(ui)− ρ(s)(ui)(a/L)2
δΣis
]2
, (3.26)
where the function Gs(ui) is the solution of the equation,
F (ui, Gs(ui)) + log s = 0 , (3.27)
with F defined in eq. (3.17). As before, in the expression for F we can simply consider a parametrization
of the β-function as eq. (3.16). Alternatively, we can take:
β(x) = − x
3∑nb
k=0 pkx
2k
, p0 =
1
b0
, p1 = −b1
b20
, p2 = −b0b2 − b
2
1
b30
. (3.28)
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Figure 1: Landscape of the results for ΛMS/µref given in table 3. The shaded region is our final result
eq. (3.23). Once the coarser lattice L/a = 8 is discarded, different analysis techniques give compatible
results.
It is clear that in the limit x→ 0 this parametrization reproduces the correct perturbative expression
for the β-function. The nice feature of this choice is that we can now evaluate explicitly the function
F (a, b) entering the χ2 functions. Indeed,
F (a, b) = H(a)−H(b), H(x) = 1
2b0x2
+
b1
b20
log x+
(b0b2 − b21)x2
2b30
−
nb−1∑
k=2
pk+1
x2k
2k
. (3.29)
Once the function F is determined, it is straightforward to compute (3.15). Without entering into
more details, very similar conclusions apply for these alternative fits as for our preferred strategy. The
fits describe our dataset well, and different discretizations and schemes all give results for ΛMS/µref
which are perfectly compatible with eq. (3.23).
3.4.1 Comparison with perturbation theory
It is instructive to plot our results for the β-functions and compare them with their 3-loop perturbative
predictions. This is illustrated in figure 2. It is clear from the figure that the GF based schemes show
a very poor convergence to their expected perturbative behaviour. For the electric scheme, the non-
perturbative data is barely compatible within errors with the 3-loop β-function at the most perturbative
point, where α ∼ 0.08. The magnetic scheme shows even poorer convergence, with a clear deviation
at α ∼ 0.08 between our data and the 3-loop prediction. In this case, looking even beyond the
range covered by the data, our parametrization for the β-function appears to deviate from its 3-loop
approximation down to couplings as small as α ∼ 0.05. With hindsight, these conclusions are not too
surprising, given the large value of the b2-coefficients in these schemes (cf. eq. (2.32)). The slightly
better convergence of the electric scheme with respect to the magnetic one made us favour as our final
result, eq. (3.23), a determination based on the electric rather than the magnetic coupling. Either way,
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Figure 2: Comparison of the β-function in the electric/magnetic schemes with their perturbative predictions.
We also show the perturbative predictions in the GF infinite volume and MS schemes. The shaded region
corresponds to the range where the data is available g¯2 ∼ [1, 2.5]. See text for a discussion.
however, a determination of the Λ-parameter based on the GF schemes is very much limited in the
attainable precision due to these issues.
The effect of the poor convergence to perturbation theory of these schemes on the determination
of ΛMS/µref can be quantitatively studied by examining the dependence of ΛMS/µref on the scale µPT
at which perturbation theory is used to extract it. More precisely, we can look at:
φGF(αPT) =
ΛMS
ΛGF
ϕ
(3)
GF(g¯GF, ref , g¯GF,PT)
µPT→∞
=
ΛMS
µref
+O(α2PT) , αPT ≡
g¯2GF,PT
4pi
, (3.30)
where, as usual, g¯GF,X ≡ g¯GF(µX), and GF may refer to either the electric or the magnetic components
of the GF coupling. The function ϕ(3)GF is defined by eq. (2.11) in terms of the GF β-function and its
3-loop perturbative approximation. As anticipated in the above equation, in the limit αPT → 0 the
function φGF approaches ΛMS/µref with O(α2PT) corrections. The latter are expected to be small if
and only if 3-loop perturbation theory is a good approximation for the β-function at scales of O(µPT).
As stated above, however, this is not the case for the GF schemes, even at the largest energy scales
we explored. At values of the couplings αPT = 0.2, for instance, where 3-loop perturbation theory is
typically expected to be accurate, we find:
φGF, e(0.2)− φGF, e(0)
φGF, e(0)
= 6.1(2.1)% ,
φGF,m(0.2)− φGF,m(0)
φGF,m(0)
= 12.6(1.7)% . (3.31)
The approximations φGF, e, φGF,m thus deviate from our final result eq. (3.23) by ∼ 6% and 13%,
respectively. These numbers are between 3 to 6 times larger than our uncertainty on eq. (3.23).
Even at the largest energy scale reached by our simulations, where αPT ∼ 0.08, both schemes show a
significant deviation from eq. (3.23) (cf. figure 3).
As anticipated, the issue of poor convergence has a dramatic effect on the precision that can be
attained for ΛMS/µref using GF based schemes. Due to the large corrections in eq. (3.30) one is forced to
take as final estimate for ΛMS/µref the value of φGF(0), which requires an extrapolation. A competitive
scheme, on the other hand, should allow us to quote as final result the estimate for ΛMS/µref at, say,
α ∼ 0.1, i.e. at the smallest couplings reached by our simulations (cf. Sect. 3.5). This clearly permits
to reach a significantly higher precision. The result for,
φGF,m(0.1) = 0.08492(85) , (3.32)
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Figure 3: The ratio ΛMS/µref estimated from the function φGF(αPT) (see eq. (3.30)) as a function of
the matching scale with perturbation theory (represented by αPT = g¯2PT/4pi). At αPT ∼ 0.08 (our most
non-perturbative data point) the NNLO predictions using the electric and magnetic schemes disagree by
∼ 2.5%.
for instance, has an error 50% smaller than eq. (3.23). Unfortunately, however, at this value of α
the results in different schemes differ by a few standard deviations. These values are also significantly
different from φGF(0), indicating that a safe contact with perturbation theory has not been reached. In
conclusion, using GF based schemes, 3-loop perturbation theory is not accurate enough to extract the
Λ-parameter with ∼ 1% error at α ∼ 0.1. The conclusions of this section are further corroborated by a
more traditional step-scaling strategy to extract ΛMS/µref . We refer the interested reader to Appendix
C for more details.
3.5 Non-perturbative matching to the SF scheme
Over the years the SF couplings have been widely employed in step-scaling studies [42, 9, 34, 56, 8],
and recently their perturbative behaviour has been carefully investigated in the context of determining
the Λ-parameter of QCD to a few per-cent accuracy. From these studies, we expect the matching of
the SF schemes with perturbation theory to be quantitatively much better than what we observed
above for the GF schemes. In particular, 3-loop perturbation theory may be precise enough for our
purposes at scales where α ∼ 0.1. This in fact will be confirmed below.
Given these observations, in this section we consider a different strategy for determining ΛMS/µref .
We will first match non-perturbatively the SF and the GF schemes, and then extract the Λ-parameter
using perturbation theory in the SF schemes. To achieve this, we have measured the SF couplings on
lattices of size L/a = 6, 8, 10, 12, 16, and at values of the bare coupling g0 that match our measurements
of the GF couplings on 2L/a lattices, i.e. L/a = 12, 16, 20, 24, 32, respectively. We thus combine a
change of scheme with a change in the renormalization scale by a factor s = 2c, where c = 0.3 in our
study. We collected from about 5 × 105 measurements on the smaller lattices with L/a = 6, up to
2 × 106 measurements for L/a = 16 (see table 17 for the exact figures). We measured both the SF
coupling g¯2SF and the observable v¯, which gives us access to g¯
2
SF,ν for any value of ν (cf. eq. (2.18)).
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In this section we focus exclusively on ν = 0. The consistency between determinations for different
ν-values is discussed in Appendix C.
With these results at hand, we fit the data for the GF and SF couplings as:
1
g¯2SF(µ)
− 1
g¯2GF(µ/(2c))
= f(u) + ρ˜(u)
( a
L
)2
, (u = g¯2GF(µ/(2c))) . (3.33)
The function ρ˜(u) parametrizes the cutoff effects in this relation by a simple polynomial:
ρ˜(u) =
nρ˜∑
k=0
ρ˜nu
n . (3.34)
We also use a polynomial for f(u):
f(u) =
nf∑
k=0
fnu
n . (3.35)
Using the perturbative relation, eq. (2.35), we could in principle fix the coefficients f0, f1, to their
perturbative values. Here, however, we refrain to do so. Clearly, this implies that the non-perturbative
matching between the SF and GF schemes is only trustworthy within the available range of couplings
i.e., for g¯2GF, SF ∼ 1 − 2. We obtain good fits by taking, e.g., nf = 2, 3 and nρ˜ = 2. We note however
that our final results for ΛMS/µref do not depend significantly on this particular choice. We only
see some dependence if we include or not our coarser lattices (i.e. L/a = 6 for the SF coupling and
L/a = 12 for the GF couplings). Any disagreement disappears once we perturbatively improve the SF
data to 2-loop order in lattice perturbation theory (see appendix D). Having observed this, in order to
be conservative, we prefer to discard the coarser lattice spacing for computing the matching, and use
the 2-loop improved data. All our fits are then good with a χ2/dof ∼ 0.5− 1.
Once the function f(u) has been determined, the β-function in the SF scheme can be inferred from
the one in the GF scheme using the relation:
µ
dg¯SF(µ)
dµ
= βSF(g¯SF(µ)) =
√
1 + uf(u)
[
− f
′(u)− 1/u2
(f(u) + 1/u)2
]
βGF(
√
u) (u = g¯2GF(µ/(2c))) . (3.36)
Note that since we are not interested in matching the GF schemes with their perturbative expressions,
we can consider also fits for βGF(g) where the b2 coefficient is treated as a fit parameter, rather than
being fixed to its perturbative value (cf. eq. (3.16)). In this case, the results for βSF(g) only use as
perturbative information the universal coefficients of the β-function, eq. (2.5). In particular the known
value for bSF2 is not used. We have determined βSF using the data for βGF both in the electric and
magnetic GF scheme. The SF β-function determined this way is shown in figure 4b. As one can see
from the plot, as expected there is agreement between the determination from the electric and magnetic
GF schemes. The non-perturbative data then match the perturbative prediction in all the range of
couplings we covered.
Similarly to what we did in the previous section for the GF coupling, we can now explore in the SF
scheme the effect on ΛMS/µref of matching with perturbation theory at different energy scales, µPT.
To this end, we introduce the function (g¯X,Y ≡ g¯X(µY)):
φSF(αPT) = 2c
ΛMS
ΛSF
(b0g¯
2
GF, ref)
−b1
2b20 e
− 1
2b0g¯
2
GF, ref ×
× exp{− IGFg (g¯GF, ref , g¯GF,PT)− ISF,3g (g¯SF,2cµPT , 0)}, αPT ≡ g¯2GF,PT4pi , (3.37)
where IGFg is defined in terms of the non-perturbative β-function in either the electric or magnetic
GF scheme (cf. eq. (2.6)), while ISF,3g integrates the perturbative 3-loop β-function in the SF scheme
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(a) By using the non-perturbative matching between the SF and the GF schemes (eq. (3.33)), we can
determine the ΛMS making contact with perturbation theory in the SF scheme. Due to the much better
perturbative behavior (compare figure 2 and figure 4b), this strategy allows a more acurate and precise
determination of ΛMS.
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(c) The determination of ΛMS/µref from the func-
tion φSF(αPT) (see eq. (3.37)). The figure shows
that the value of φPT(αPT) is independent on αPT,
showing that the corrections O(α2PT) are negligible
within our statistical precision. This is in contrast
with the behaviour in the GF schemes (see figure 3).
The error band is the result of eq. (3.23).
Figure 4: The determination of ΛMS/µref from a non-perturbative matching between the GF and SF
schemes.
(cf. eq. (2.10)). This quantity is entirely analogous to eq. (3.30), the only difference being that once we
arrive at the scale µPT with the running in the GF scheme, we change to the SF scheme at the scale
2cµPT, and we then use perturbation theory in the SF scheme (see figure 4a for a cartoon). Note that
the factor s = 2c appearing on the r.h.s. of eq. (3.37) compensates the scale difference in matching the
SF and GF schemes. The function φSF has, of course, an asymptotic expansion of the form:
φSF(αPT) =
ΛMS
µref
+O(α2PT) , (3.38)
in complete analogy with φGF. The crucial difference lies in the size of the O(α2PT) corrections. As
clearly shown in figure 4c, in this case the corrections are negligible within our statistical precision. In
contrast to the case of the GF schemes, the value of φSF(αPT) is essentially independent on αPT in the
range αPT ∼ 0.1−0.2. This allows us to take as our estimate for ΛMS/µref the value of φSF(αPT) at the
smallest coupling reached in our simulations, which is: αPT = 1.05/(4pi) ∼ 0.0836. It is important to
stress that this result does not rely on the 3-loop β-function coefficient b2 of the GF schemes. Different
fits to the GF β-function then give compatible results (see figure 5). In particular, the determinations
show very good agreement once the coarser lattice, L/a = 8, is dropped from the analysis of the GF
β-function. Moreover, as already mentioned, changing the parametrization of the matching function
f(u) in eq. (3.33) results in insignificant changes in the final numbers.
As the final result of this strategy that combines the GF and SF couplings, we choose to quote the
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Figure 5: Results for the ratio ΛMS/µref by quoting the value of φSF(αPT) at the smaller value of the
coupling αPT = 1.05/(4pi) ∼ 0.0836.... Different analysis correspond to different fits to the GF β-function
as discussed in section 3.4.
one based on the Zeuthen flow data for the magnetic GF scheme with L/a > 10:
ΛMS
µref
= 0.0797(11) [1.37%] . (3.39)
This number has one of the largest uncertainties of all the analysis we considered, and its error covers
all central values of the determinations which use only lattices with L/a > 8. In conclusion, thanks
to the better perturbative behaviour of the SF schemes, by non-perturbatively matching the GF and
SF schemes we can reliably quote an uncertainty significantly smaller than in eq. (3.23). Similar
conclusions are obtained using a more conventional step-scaling strategy based on the GF couplings,
and considering different values of ν for the SF scheme. We refer the interested reader to Appendix C.
4 Connection to an hadronic scale
To compute the Λ-parameter in units of an hadronic quantity, like t0 [11] or r0 [28], we must relate this
quantity with the technical scale µref . In this section we consider two different strategies to compute
this relation. Both rely on the determination of the β-function of the GF coupling at relatively low-
energy scales. In the first strategy, we first use the β-function to relate µref with a convenient low-energy
finite-volume scale, µhad. We then relate, in a second step, this scale with the infinite volume scales t0
and r0. We shall refer to this strategy as "fixed scale determination". In the second strategy, instead,
we use the knowledge of the β-function to match directly µref with t0 and r0; we shall refer to this as
"global analysis".
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4.1 The β-function at low-energy
We begin by defining two convenient low-energy finite-volume scales, one for each GF scheme. We do
so through the conditions:
g¯2GF, e(µhad,e) = 10.95 = g¯
2
GF,m(µhad,m) ; (4.1)
note that µhad,e 6= µhad,m. The desired ratios of scales µref/µhad can now be inferred once the β-function
in the two schemes is known in the range of couplings: g¯2 ∈ [g¯2GF, ref , g¯2GF, had]. In this range, we find
convenient to employ a parametrization of the β-function of the form:
β(x) = − x
3∑nb
k=0 pkx
2k
. (4.2)
This is completely analogous to eq. (3.28), the difference being that here we do not fix the coefficients
p0, p1, p2, to their perturbative values. As we saw for eq. (3.29), this parametrization allows us to
express in a straightforward way the function F of eq. (3.17) in terms of the parameters of the β-
function, i.e.:
F (a, b) = H(a)−H(b), H(x) = p0
2x2
− p1 log x−
nb−1∑
k=1
pk+1
x2k
2k
. (4.3)
As done previously for the β-function at high-energy, the fit coefficients pk can then be determined by
minimizing the χ2-function, eq. (3.18) (or eq. (3.26)); we again consider the parametrization (3.20) for
the cutoff effects. Once F is determined, the desired ratios of scales are given by:
log
(
µref
µhad
)
= F (g¯2GF, ref , g¯
2
GF,had) . (4.4)
We consider fits to data with g¯2GF ∈ [2−4.7], and their corresponding SSFs. We obtain good fits choosing
nb = 2, 3, and we typically take nc = 2, 3, although the final results are pretty much independent on the
number of parameters used to parametrize the cutoff effects. Figure 6 collects a landscape of results.
As one can see from the figure, we have excellent agreement between different analysis as long as we
discard the coarser lattices with L/a = 8. As our final results we quote:
µref
µhad,m
= 6.528(32) [0.48%] ,
µref
µhad,e
= 6.516(35) [0.54%] . (4.5)
For completeness, we give below the fit coefficients and their covariance matrix, which describe the
β-function in the electric scheme:
p0 = 14.86156402 , p1 = 1.03507289 , p2 = −0.15702286 , p3 = 0.01250783 , (4.6)
cov(pi, pj) =

7.19145589× 10-1 4.50192418× 10-1 −8.34709691× 10-2 4.60384717× 10-3
4.50192418× 10-1 2.87728456× 10-1 −5.41797562× 10-2 3.02449220× 10-3
−8.34709691× 10-2 −5.41797562× 10-2 1.03377600× 10-2 −5.83491819× 10-4
4.60384717× 10-3 3.02449220× 10-3 −5.83491819× 10-4 3.32558532× 10-5
 .
4.2 Determination of
√
8t0µref : fixed renormalization scale
To obtain the sought-after relation
√
8t0µref we now need to compute
√
8t0/a and aµhad for several
values of the lattice spacing and extrapolate their product to the continuum limit, i.e.,
lim
a→0
(√
8t0
a
)
× aµhad =
√
8t0µhad . (4.7)
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Figure 6: Results for the ratios µref/µhad,e and µref/µhad,m. The different analysis correspond to different
choices of discretization (labelled Zeuthen and Wilson), parametrizations of the β-function and cuts on the
lattice resolutions (see text for more details).
β t0/a
2 β t0/a
2 β r0/a
5.9600 2.7854(62) † 6.4200 11.241(23) † 5.7000 2.9220(90) ††
5.9600 2.7875(53) ‡ 6.4500 12.196(21) ‡ 5.8000 3.6730(50) ††
6.0500 3.7834(47) ‡ 6.5300 15.156(28) ‡ 5.9500 4.898(12) ††
6.1000 4.4329(32) ? 6.6100 18.714(30) ‡ 6.0700 6.033(17) ††
6.1300 4.8641(85) ‡ 6.6720 21.924(81) ? 6.1000 6.345(13) ?
6.1700 5.489(14) † 6.6900 23.089(48) ‡ 6.2000 7.380(26) ††
6.2100 6.219(13) ‡ 6.7700 28.494(66) ‡ 6.3400 9.029(77) ?
6.2900 7.785(14) ‡ 6.8500 34.819(84) ‡ 6.4000 9.740(50) ††
6.3400 9.002(31) ? 6.9000 39.41(15) ? 6.5700 12.380(70) ††
6.3400 9.034(29) ? 6.9300 42.82(11) ‡ 6.5700 12.176(97)§
6.3700 9.755(19) ‡ 7.0100 52.25(13) ‡ 6.6720 14.103(92) ?
6.4200 11.202(21) ‡ 6.6900 14.20(12)§
6.8100 16.54(12)§
6.9000 18.93(15) ?
6.9200 19.13(15)§
Table 4: Results for t0/a2 and r0/a for different values of β. For the case of t0/a2 the relevant references
are † [11], ‡ [57], ? [58]. For r0/a, instead, the results are from †† [59] and ? [58]. The data labeled § is
obtained from the values of rc/a of [60] together with rc/r0 = 0.5133(24) which gives the quoted values
of r0/a.
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This is done by determining the finite volume and hadronic scale in units of the lattice spacing at
matching values of the bare coupling, β = 6/g20, which guarantees that the value of a is the same up
to scaling violations. The quantity t0/a2 is known from the literature over a wide range of β. In table
4 we collected the results used in our study and the corresponding references. Results for t0/a2 are
known for values of the lattice spacing as fine as 0.025 fm. Simulations at very fine lattice spacings
deal with the problem of topology freezing [45] either by simulating very large physical volumes [57],
or by using open boundary conditions in the Euclidean time direction [58].
In order to determine aµhad, instead, for a given set of lattice sizes L/a, we must find the values
of the bare coupling, β = βhad(L/a), for which the conditions (4.1) are satisfied. At these β’s we then
have: aµhad = a/(cL) (cf. eqs. (2.29),(2.30)). Given our large set of data we can consider lattices with
sizes L/a ∈ [12, 32].10 The values of βhad(L/a) are then easily found by performing interpolations of
the data in β at fixed L/a. The values of βhad(L/a) determined this way are collected in table 5, where
the results for different lattice discretizations of the GF couplings are given.
From tables 4 and 5, it is clear that the values of β for which the large volume quantities t0/a2 are
available do not match exactly those which correspond to g¯2GF(µhad) = 10.95 for our L/a’s. To obtain
the products (4.7) at matching β-values we can thus proceed in either of the following two ways:
1. Given the results of table 4, we fit the data for log(t0/a2) as a function of g20. In practice, we
obtain a good description of the data by using a simple polynomial fit of degree 5. In this way
we can infer the values of log(t0/a2) at the bare couplings of table 5, corresponding to the finite
volume results for aµhad.
2. We fit the results for βhad(L/a) as a function of L/a, or equivalently aµhad. In this case, we
obtain good fits using polynomials of degree 3. Given this functional form, we can then find the
value of aµhad at the bare couplings where the large volume quantities t0/a2 have been computed
(cf. table 4).
Figure 8 shows the continuum extrapolations of t0µ2ref,m determined according to the above strate-
gies, and for different lattice discretizations for the GF couplings. For the case of the strategy 1 above
we only use the data with L/a > 16. The agreement among the different analysis techniques and
the different discretizations is evident. We choose as final result the determination obtained following
strategy 1 and based on the Zeuthen-flow data. This has the largest error and gives:
√
8t0µhad,m = 1.1961(35) [0.29%] ,
√
8t0µhad,e= 1.1991(33) [0.27%] . (4.8)
Note the remarkable precision we obtain, i.e., around a 3 per-mille. Combining these results with those
of eq. (4.5) we can quote √
8t0µref = 7.808(46) [0.59%] , (4.9)
which uses the results for the magnetic scheme. The value obtained using µhad,e as intermediate scale
instead is
√
8t0µref = 7.814(50), which is in good agreement.
4.3 Determination of
√
8t0µref : global analysis
As can be seen from table 4, the flow scale in lattice units t0/a2 has been determined precisely even
at very fine lattice spacings. This data, together with our results for the β-function at low energy in
Sect. 4.1, calls for an alternative strategy to determine directly the product
√
8t0µref .
10In principle data with L/a = 48 is also available. However, fixing the value of the coupling to g¯2GF = 10.95 requires
in this case an interpolation of data points which are significantly distant from the target value (cf. table 9). We thus
prefer not to include this data in our analysis. Nonetheless, we have checked the effect of including it and found complete
agreement for our final result, but with a slightly smaller error.
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βhad, e/m(L/a)
Wilson Flow Zeuthen Flow
L/a aµhad,e/m g¯
2
GF, e/m(µhad,e/m) Magnetic Electric Magnetic Electric
32 0.1042 10.95 6.5609(17) 6.5588(18) 6.5617(17) 6.5598(19)
24 0.1389 10.95 6.3512(10) 6.3497(11) 6.35170(99) 6.3504(11)
20 0.1667 10.95 6.2209(14) 6.2191(16) 6.2219(14) 6.2204(15)
16 0.2083 10.95 6.0722(14) 6.0712(15) 6.0739(14) 6.0730(14)
12 0.2778 10.95 5.9004(16) 5.8992(17) 5.9033(16) 5.9023(16)
Table 5: Values of the bare coupling βhad(L/a) for different lattice sizes and discretizations which correspond
to a fixed coupling g¯2GF(µhad) = 10.95.
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Figure 7: t0µ2had,m.
Figure 8: Continuum extrapolations for t0µ2had,m using different strategies and discretizations for the GF
couplings (see text for more details).
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Figure 9: The product St0 of the running factor R and the matching factor Q (see eq. (4.13)). This has
to be constant and equal to
√
8t0µref up to discretization errors. The plot shows that these are very small.
The error band shows the result of the fit, eq. (4.15).
We start by performing once again a fit to the data for log(t0/a2) of table 4 by a polynomial in
β = 6/g20 of degree 5. This gives us a parametrization:
log(t0/a
2) = P (g20) =
5∑
k=0
ckg
2k
0 , (4.10)
in the range β ∈ [5.96, 7.01]. We then consider our GF coupling data in the very same range of β,
for lattice sizes L/a = 16, 20, 24, 32, 48. For the ease of presentation we focus on the results for the
magnetic components of the coupling; the analysis using the electric scheme gives compatible results.
We will denote these generically as uFV = g¯2GF,m(µFV; a/L, g0). Using the parametrization of the
β-function, eq. (4.2), valid in this range of couplings, we can compute the scale factor between the
reference scale µref and the scale µFV corresponding to a given coupling uFV = g¯2GF(µFV). This is
simply given by (cf. eq. (4.3)):
log
(
R(uFV, a/L, g
2
0)
)
= F (uref , uFV) = log
(
µref
µFV
)
+O(a2) , (4.11)
where uref ≡ g¯2GF(µref), of eq. (3.14). Note that the scale factor associated to a given uFV is only
given up to discretization errors, the reason being that we are considering the value of the coupling at
a certain L/a and g0. Given the results for R, we recall that aµFV = a/(cL). The parametrization
(4.10) then allows us to determine the second matching factor:
Q(uFV, a/L, g
2
0) =
√
8 exp
(
P (g20)
2
)
×
(
a
cL
)
=
√
8t0µFV +O(a2) , (4.12)
which relates the given finite-volume scale aµFV with our hadronic quantity in lattice units.
Combining finally the factor R of eq. (4.11) with Q of (4.12) we obtain:
St0(uFV, a/L, g
2
0) = R(uFV, a/L, g
2
0)×Q(uFV, a/L, g20) =
√
8t0µref +O(a2) , (4.13)
which, up to discretization errors, is the product
√
8t0µref we were after. Note that by construction
the dependence on uFV cancels in the leading term of the product, eq. (4.13): only discretization errors
thus depend on uFV. The latter turn out to be relatively small. This can be appreciated in figure
9, which shows the different results for the factor St0 . As we can see from the figure, the product
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St0 is approximately constant as a function of uFV with variations of at most 2% when changing
uFV ∼ [3.5, 11.5]. This observation suggests to fit our results for St0(uFV, a/L, g20) as:
St0(uFV, a/L, g
2
0) = a0 +
nc∑
k=1
ρku
k
FV
( a
L
)2
, (4.14)
where a0 and ρk are fitting parameters. The continuum result
√
8t0µref , corresponding to the coefficient
a0 of the fit, shows very little dependence on the degree of the polynomial describing the cutoff effects,
as long as nc > 1. As our final estimate we quote:
√
8t0µref = 7.809(37) [0.5%] , (4.15)
which is based on the Zeuthen-flow data in the magnetic scheme for L/a ≥ 16 and uses nc = 2. This
result is in agreement with our previous result, eq. (4.9). We note that including also lattices with
L/a < 16 gives completely compatible results with eq. (4.15), but with smaller uncertainties.
4.4 Determination of r0µhad
The strategies we used to compute
√
8t0µhad can also be applied for the determination of r0µhad. In
this case, however, the situation is a little complicated by a few technical issues. First of all, the
different results for r0/a available in the literature which we could consider [58, 60, 59] use different
discretizations for the relevant observables. Secondly, two of these determinations, refs. [60, 59], are
more than 20 years old. A note of concern in this case is thus the issue of topology freezing [45], which
was not known at the time of these computations. This issue is potentially more significant at the very
fine lattice spacings simulated in ref. [60], while the results of ref. [59] are confined to substantially
larger spacings. The more recent determination of r0/a in [58], on the other hand, employs open
boundary conditions. In addition, their values for r0/a cover a factor two in lattice spacings and reach
down to small spacings comparable to those of [60] (cf. table 4). For these reasons we consider safer
to restrict our attention in the following only to the results of [58, 59].
Most of the results of [58] have been obtained at values of the bare coupling g20 which lie outside
the range of bare couplings of table 5 (cf. table 4 where the results of [58] are labelled with a ?). This
means that the fixed scale strategy considered in Sect. 4.2 cannot really be applied to this data set.
A fixed scale determination can only be considered for the results of [59] (which are labelled by †† in
table 4). For these we opt for strategy 2 of Section 4.2. We thus use the same fit for βhad(L/a) as a
function of L/a considered there, which is based on a 3rd degree polynomial. Given this functional
form, we then find the value of aµhad = a/(cL) at the values of g20 where r0/a is known, and compute
r0µhad. The continuum extrapolation
lim
a→0
(
r0
a
)
× aµhad = r0µhad , (4.16)
corresponding to the r0/a data of ref. [59] are shown in figure 10. Using the results of these extrapo-
lations and those of eq. (4.5) we find:
4-point extrapolation: r0µref = 8.327(58) [0.70%] , (4.17)
3-point extrapolation: r0µref = 8.277(75) [0.90%] . (4.18)
The global approach described in Section 4.3 can on the other hand also be used for the r0/a data
of ref. [58]. We thus begin by fitting the data for r0/a as a function of the bare coupling g20. We do this
separately for the data set of [58] (labelled [B] in figure 11) and for the data set of [59] previously used
(labelled [A] in figure 11); this because the two computations use different observable discretizations.
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Figure 10: Continuum extrapolations of r0µhad,m using the data set [A] [59] and the results of table 5. For
illustration, the two points of data set [B] [58] in the range of β covered by the finite volume simulations
(table 5) are also plotted. These however are not used for any continuum extrapolation (see main text for
the details).
With these functional forms at hand, we then determine the product of the running factor µref/µFV
(cf. eq. (4.11)) and the matching factor r0µFV (cf. eq. (4.12)). The result:
Sr0(uFV, a/L, g
2
0) = r0µref +O(a2) , (4.19)
is expected to be constant, up to scaling violations. Figure 11 shows the quantity Sr0 for the two data
sets. It is clear that scaling violations within each data set are very small. Looking at the continuum
extrapolated values, obtained after fitting separately the two data sets to a constant with cutoff effects
parametrized by a 1st degree polynomial (cf. eq. (4.14)), we find:
Data set [A]: r0µref = 8.294(62) , (4.20)
Data set [B]: r0µref = 8.297(64) . (4.21)
which are in very good agreement.
To conclude with the determination of r0µref , a conservative option for us is to quote the result
of the 3-point extrapolation, eq. (4.18). Among the consistent analysis that we showed, this gives the
result with the largest uncertainty.
5 The Λ-parameter
We are now ready to express ΛMS in terms of the hadronic scales t0 and r0. Our first main result is:
√
8t0 ΛMS =
ΛMS
µref
× µref
µhad,m
×√8t0µhad,m = 0.6227(98) [1.57%] . (5.1)
The first factor on the r.h.s. of this equation comes from the non-perturbative high-energy determina-
tion of the GF β-function in the electric scheme, combined with a non-perturbative matching of the GF
and SF schemes. Thanks to this strategy, perturbation theory in the SF scheme could be safely used
to run to infinite energy and obtain the result of eq. (3.39). The second factor derives instead from
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Figure 11: The product Sr0(uFV, a/L, g
2
0) of the running factor R and the matching factor Qr0 (analogous
to eq. (4.12) for r0). This has to be constant and equal to r0µref up to discretization errors; the plot clearly
shows that these are very small for both data sets. In different colours we have the two data sets: [A] is
ref [59], [B] is ref [58] (cf. table 4), while different symbols correspond to different lattice sizes. The grey
error band is the result of eq. (4.18) (see main text for more details).
our determination of the β-function at low-energies in the magnetic GF scheme (cf. eq. (4.5)). The
third and last factor is the non-perturbative matching of the magnetic GF coupling with the gradient
flow scale t0, eq. (4.8). The result in eq. (5.1) would not practically change, if we were to choose the
scale µhad,e defined in the electric scheme in the second and third factor. We would also obtain a
perfectly compatible result (
√
8t0 ΛMS = 0.6227(94)), if we replaced the last two factors with
√
8t0µref
determined via the global approach, eq. (4.15).
Our final error estimate (∼ 1.6%) is very conservative. All three factors are determined by dropping
the two coarsest lattice spacings at our disposal, and we typically chose as final result the analysis with
the largest uncertainty. The only exception was when we favoured the result of eq. (3.39) over eq. (3.23).
We found however compelling to match with the asymptotic perturbative regime in the SF rather than
the GF scheme. Using the GF scheme would have indeed increased our final error by more than 50%,
due to the bad convergence of its perturbation theory; this despite of the fact that we had access to the
non-perturbative running of the coupling up to very large energy scales, where g¯2GF ∼ 1.
Looking at the different contributions to our final uncertainty, it is clear from eq. (3.39) that
most of the uncertainty comes from the determination of the non-perturbative running from α = 0.2
to α ∼ 0.08. Given the high-precision we aimed for, however, we found compulsory to reach, non-
perturbatively, these high-energy scales, and accurately test the applicability of perturbation theory.
Figure 12 then illustrates the separate contribution to the total error squared from the different sim-
ulations and some other sources. Most of our error comes from the most expensive simulations, while
for instance the contribution from the uncertainty on t0 is completely negligible. Also the systematic
uncertainty deriving from our ignorance of the boundary O(a) counterterm (labelled as "ct effect" in
the figure) contributes only little to the final uncertainty. Moreover, in our strategy the SF coupling is
only used at very high energies, where it is measured very precisely and with negligible cutoff effects.
Consequently, its contribution to the final error is very small. In summary, our final uncertainty is
completely dominated by the statistical uncertainty in the measurements of the GF coupling on our
finest/largest lattices. The results could thus be improved significantly by just investing more computer
time on these simulations.
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Figure 13: Comparison of our results for r0ΛMS with results from the literature. For comparison we include
all results that pass the FLAG criteria and thus enter their final average [61]. These are: ALPHA 98 [62],
QCDSF/UKQCD 05 [63], Brambilla [64], Flow 15 [65], Kitazawa 16 [66], Ishikawa 17 [67].
A completely analogous analysis leads to:
r0 ΛMS = 0.660(11) [1.7%] , (5.2)
where we have used the result for r0µref based on the 3-point extrapolation of data set [A], eq. (4.18).
Figure 13 shows a comparison of our computations with some other determinations available in the
literature. More precisely, we have included the results entering the last FLAG average [61]. We find a
significant discrepancy with some of these determinations, in particular with those of QCDSF/UKQCD
05 [63], Flow 15 [65] and Kitazawa 16 [66]. These determinations extract the Λ-parameter from
measurements of Wilson loops, and rely on 2-loop bare lattice perturbation theory at a scale of a few
GeVs. Here we recall that our final results use continuum extrapolations performed with data that
cover a factor two in lattice spacings, with two extra lattice spacings (reaching a factor 3 change in a)
used to check the consistency of our results. The non-perturbative running is performed up to very
high energy scales where α < 0.1, and our matching with perturbation theory has been performed in
several renormalization schemes. Our determination satisfies the most stringent of the FLAG criteria.
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Nevertheless there is a significant discrepancy with the FLAG average. Although we think that the
FLAG criteria are conservative, this work shows that even computations that meet these criteria can
differ by more than the quoted uncertainties. This discrepancies need further investigation, and once
clarified the criteria used to rate different lattice determinations of the strong coupling might need to be
readjusted. Also the authors believe that given the level of precision reached by current computations,
one should probably consider
√
8t0ΛMS rather than r0ΛMS as the standard quantity of comparison.
6 Conclusions
Renormalization schemes based on the gradient flow have many attractive properties for applications in
lattice QCD. Renormalized couplings are defined via observables with very small variance, which allows
to attain great statistical precision. In addition, the coupling is given directly by an expectation value.
Hence, there are no systematic errors associated with extracting properties from the large Euclidean
time behaviour of a correlator. By using a renormalization scheme based on the gradient flow we have
obtained a rather precise determination of the Λ-parameter in the SU(3) gauge theory. Along the way
we have learned several important lessons that will come useful when applying this technology to the
more relevant case of QCD.
Using finite size scaling techniques we have determined non-perturbatively the β-function in a range
of couplings α ∼ 0.1− 1. Our results indicate that at energy scales where α ∼ 0.1 contact with 3-loop
perturbation theory is not safe for GF schemes if one aims at a precision ∼ 0.5% in αs.
One might argue that our particular setup (finite volume renormalization schemes with Schrödinger
functional boundary conditions in the pure gauge theory), can cast some doubts on the general validity
of our conclusions. In this respect one should first note that we have checked two different renormal-
ization schemes (based on the electric and magnetic components of the energy density at positive flow
time, respectively). The scheme based on the electric components, in particular, has a very similar
perturbative behaviour to the corresponding infinite volume scheme (i.e. their non-universal 3-loop co-
efficients of the β-function are pretty close; see e.g. figure 2a). Secondly, if one considers the parametric
uncertainty originating from the missing perturbative orders in extracting αs from the infinite-volume
GF coupling in QCD one reaches similar conclusions to our non-perturbative study: the extraction of
αs at the electroweak scale in the GF scheme carries a 0.5% theoretical uncertainty. If the extraction
is performed at a few GeV (the energy scale typically accessible to large volume simulations), the the-
oretical uncertainty increases to ∼ 2 − 3%. Quark effects are absent in our study, but perturbatively
their effect at high energy is small compared to the effect of the gluons [17]. The presence of quarks is
thus expected not to change the picture very much. We conclude that the qualitative conclusions of
our study are indeed general.
Our work allows us to precisely determine the pure gauge Λ-parameter in units of a typical hadronic
scale (we considered both t0 and r0). Our result for r0ΛMS, with a precision ∼ 1.7%, shows some tension
with other recent lattice computations, in particular with those where the MS-coupling is extracted
from Wilson loops at an energy scale set by the lattice cutoff. One drawback of the GF couplings are
the relatively large cutoff effects, which have been observed in many different applications (see [15] for
an overview). Despite the fact that we have a solid theoretical understanding of the nature of these
cutoff effects [16], they are still the main source of concern when considering GF-based observables. In
order to have discretization effects under control we used 5 different lattice resolutions which cover a
factor 3 in the spacing, and two different discretizations to integrate the flow equations and compute
our observables. We see no deviation from pure O(a2) scaling violations. Despite these observations, we
quote results where the two coarsest lattice spacings are discarded, and we add a generous estimate for
the O(a) boundary effects. We recall that we have performed the running non-perturbatively up to very
large energy scales, we have matched with the perturbative behaviour in four different renormalization
schemes (with their respective Λ-parameters varying by factors of two), and used at least two different
methods to match with a large volume hadronic scale. All in all, the significant discrepancy with the
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results in the literature shows the difficulty in extracting the fundamental parameters of the Standard
Model with high precision.
We conclude by pointing out that the results of this work represent a serious warning for any attempt
of reducing the current uncertainty of the world average value of αs using lattice QCD and the GF
schemes, especially if one aims at an infinite volume determination. Here the range of scales that can
be explored is limited to α & 0.25, completely insufficient to quote sub-percent precision in αs. On the
positive side we have shown a viable strategy to reach a precision of 0.3% in αs. It combines the use of
the GF schemes to determine the running non-perturbatively, and a non-perturbative matching at high-
energy with the traditional SF schemes, that show small effects in the truncation of the perturbative
series. Such a project would also require a precise and accurate determination of the hadronic scale in
a theory with three or more active quarks [68].
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A Continuum limit of GF couplings
Several studies have shown that renormalized couplings defined through the gradient flow are affected
by significant cutoff effects (see e.g. ref. [15] and references therein). These cutoff effects have been
first carefully studied at tree-level of perturbation theory [69], and later more systematically in the
context of Symanzik’ effective theory [16]. Despite these efforts, however, they remain the main source
of concern in applications of running couplings derived from the gradient flow.
In order to establish that the lattice resolutions employed in our study are fine enough to obtain
accurate continuum extrapolations, we here analyse in detail the continuum extrapolation of the lat-
tice step scaling function, Σ2(u, a/L), for the magnetic GF scheme, at 3 representative values of the
coupling; these are:
u1 = 1.04784, u2 = 3.5705, u3 = 5.0578 . (A.1)
Note that we shall focus on our preferred choice of discretization for the observable, i.e., Zeuthen
flow/improved definition (cf. Sect. 3.1). To perform the continuum limit of the lattice SSF at these
coupling values, we first need to find the values of the bare coupling β for the chosen lattice sizes, for
which the renormalized coupling, u = g¯2GF,m(µ), is equal to the target values (A.1). We did this for
lattice sizes: L/a = 8, 10, 12, 16, 24. The results of this tuning are given in the third and fourth columns
of table 6. Once the values of the bare coupling are determined, at these β-values we compute the GF
coupling on lattices of double size, i.e. with L/a = 16, 20, 24, 32, 48, respectively. The corresponding
results are given in the last column of table 6. Finally, the lattice SSFs so obtained can be extrapolated
to the continuum limit (see figure 14a).
We consider for Σ2 continuum extrapolations linear in (a/L)2.11 Moreover, in order to gain some
insight on higher-order discretization errors we consider linear extrapolations in (a/L)2 of 1/Σ2. We
expect these two strategies to give compatible results up to O((a/L)4) errors. We thus have:
Σ2(u, a/L) = σ2(u) + ρ
( a
L
)2
,
1
Σ2(u, a/L)
=
1
σ2(u)
+ ρ˜
( a
L
)2
. (A.2)
As a further test on the scaling properties of our data, we also study the effect of discarding our coarser
lattice with L/a = 8 from the extrapolations.
11Note that we neglect any systematic uncertainty associated with possible O(a) cutoff effects contaminating our data
(cf. Section B). The only uncertainties entering the fits are hence the statistical ones.
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u L/a β g¯2GF m(µ) g¯
2
GF m(µ/2)
u1
8 10.1106 1.04784(18) 1.16469(62)
10 10.2830 1.04784(29) 1.16540(63)
12 10.4258 1.04784(26) 1.16851(64)
16 10.6586 1.04784(24) 1.17030(76)
24 11.0000 1.04784(54) 1.17157(68)
∞ (Fit 1/Σ2; All L/a) 1.04784 1.17195(70)
∞ (Fit Σ2; All L/a) 1.04784 1.17195(69)
∞ (Fit 1/Σ2; L/a > 8) 1.04784 1.17325(91)
∞ (Fit Σ2; L/a > 8) 1.04784 1.17322(86)
u2
8 6.3598 3.5705(24) 5.808(8)
10 6.5197 3.5705(13) 5.844(8)
12 6.6559 3.5705(18) 5.869(9)
16 6.8786 3.5705(17) 5.876(13)
24 7.2000 3.5705(31) 5.871(13)
∞ (Fit 1/Σ2; All L/a) 3.5705 5.897(12)
∞ (Fit Σ2; All L/a) 3.5705 5.896(11)
∞ (Fit 1/Σ2; L/a > 8) 3.5705 5.888(15)
∞ (Fit Σ2; L/a > 8) 3.5705 5.888(13)
u3
8 5.9900 5.0578(21) 15.555(61)
10 6.1365 5.0578(24) 15.037(59)
12 6.2654 5.0578(26) 14.839(59)
16 6.4742 5.0578(26) 14.686(70)
24 6.7859 5.0578(61) 14.353(77)
∞ (Fit 1/Σ2; All L/a) 5.0578 14.303(58)
∞ (Fit Σ2; All L/a) 5.0578 14.278(60)
∞ (Fit 1/Σ2; L/a > 8) 5.0578 14.317(75)
∞ (Fit Σ2; L/a > 8) 5.0578 14.304(74)
Table 6: Data for the lattice step scaling function, Σ2(u, a/L), of the magnetic GF coupling, at the target
couplings of eq. (A.1). The results of different continuum extrapolations are given.
Having this noticed, all our fits have good quality, and the agreement among different determina-
tions of the continuum SSF, σ2(u), is in fact quite good (compare the rows marked by L/a =∞ in table
6).12 We thus conclude that for our choice of discretization, our data show no significant deviation
from O(a2) scaling. In addition, figure 14a shows that the slope of the continuum extrapolations is
positive at weak couplings, while changes to negative at strong couplings. Somewhere around u ∼ 4,
the data have no significant cutoff effects.
In summary, the detailed study presented in this appendix shows that once lattice sizes in the
range L/a = 8 − 24 are considered, within the whole range of couplings u ∈ [1, 5] the continuum
extrapolations of the lattice step scaling function of the GF coupling present no significant deviation
from O(a2) scaling within our precision.
12The data at the smallest coupling u1 shows a 1σ deviation between the fits where the coarsest lattice, L/a = 8, is
included or not. This difference is however not statistically significant.
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B Boundary O(a) effects
It is well-known that due to the breaking of translational invariance in the time direction, even the
pure Yang-Mills theory with Schrödinger functional boundary conditions suffers from O(a) discretiza-
tions effects [6]. These can in principle be entirely removed by a proper tuning of a single boundary
counterterm coefficient, ct(g0) (cf. eq. (3.1)). Unfortunately, however, in practice there is no compelling
method to determine ct non-perturbatively. As a result, at present, given our choice of Wilson gauge
action, ct is only known in perturbation theory to two-loop order [32, 33]. The leading discretization
errors in our data are thus parametrically of O(g60a/L). On the other hand, the results of the inves-
tigation in Appendix A, where we ignored any O(a) effects in the data, support the conclusion that
these effects are in practice very small, and below our statistical precision. Nonetheless, in order to
guarantee the high-precision of our results, we here want to address this potential source of systematic
effects in detail. To this end, we measured the GF couplings for several values of ct which are shifted
from the 2-loop result, c?t , used in the simulations:
c?t (g0) = 1− 0.08900× g20 − 0.0294× g40 (g20 = 6/β) . (B.1)
We did this for L/a = 8, 10, 12, and at the β-values corresponding to the 3 couplings of eq. (A.1).
The results we obtained are collected in table 7. The deviation, ∆g¯2GF, e/m, of these results from the
couplings of eq. (A.1), is a clear measure of the sensitivity of the coupling on the boundary improvement
coefficient ct. The data of table 7 is well represented by a fit:
g¯2GF, c?t+∆ct = g¯
2
GF, c?t
+
a
L
(
a0g¯
2
GF, c?t
+ a1g¯
4
GF, c?t
)
∆ct , (B.2)
where g¯2GF, ct is the GF coupling (either electric or magnetic) measured for a given ct, and ∆ct = ct−c?t .
For the fit coefficients a0, a1 we obtain the results:
g¯2GF,m : a0 = −0.14(5) , a1 = −0.26(3) . (B.3a)
g¯2GF, e : a0 = −0.48(5) , a1 = −0.25(3) . (B.3b)
As expected from general considerations, the electric components are the most affected by boundary
O(a) effects [15]. The values of these fit coefficients, on the other hand, are basically the same for
our two choices of discretization of the observable, i.e., Wilson flow/clover and Zeuthen flow/improved
observable.
Having established the sensitivity of the GF couplings around the two-loop value of ct, eq. (B.1), in
order to estimate the uncertainty to attribute to our data for the incomplete tuning of ct, we now need
an estimate for the difference between c?t and the non-perturbative value of ct. Having no information
about the latter, a reasonable guess is to take for this deviation the full two-loop term of the series
eq. (B.1). Given the fact that the coefficients of the series (B.1) appear to decrease with the order, our
estimate can be considered a conservative one.
In conclusions, we add in quadrature to the statistical uncertainty of the GF couplings computed
at ct = c?t and for a given g0 and L/a, the systematic uncertainty:
δct g¯
2
GF =
a
L
(
a0g¯
2
GF, c?t
+ a1g¯
4
GF, c?t
)
× 0.0294 g40 , (B.4)
with a0, a1 given by eqs. (B.3). We stress once again that this is done in order to take into account
possible O(a) effects in our data that might arise from the mistuning of the boundary conterterm
coefficient ct. With the exception of our coarsest lattices, this effect turns out to be sub-dominant to
the statistical errors.
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L/a ∆ct g¯
2
GF,m ∆g¯
2
GF,m g¯
2
GF, e ∆g¯
2
GF, e
8 -0.02949825 5.0608(51) 0.0249(73) 4.9533(50) 0.0307(72)
8 0.02949825 5.0608(51) -0.0327(71) 4.9533(50) -0.0438(70)
8 -0.02616754 3.5659(31) 0.0191(44) 3.4962(31) 0.0168(43)
8 0.02616754 3.5659(31) -0.0064(44) 3.4962(31) -0.0115(44)
8 -0.04141484 1.04846(48) 0.00265(68) 1.03689(48) 0.00395(68)
8 -0.03106113 1.04846(48) 0.00141(68) 1.03689(48) 0.00271(68)
8 -0.02070742 1.04846(48) 0.00010(68) 1.03689(48) 0.00212(69)
8 -0.01035371 1.04846(48) 0.00064(68) 1.03689(48) 0.00065(68)
8 0.01035371 1.04846(48) -0.00053(68) 1.03689(48) -0.00100(68)
8 0.02070742 1.04846(48) -0.00061(68) 1.03689(48) -0.00215(68)
8 0.03106113 1.04846(48) -0.00174(67) 1.03689(48) -0.00232(68)
8 0.04141484 1.04846(48) -0.00225(67) 1.03689(48) -0.00446(67)
10 -0.02810660 5.0648(49) 0.0179(69) 4.9533(51) 0.02200(72)
10 0.02810660 5.0648(49) -0.0200(69) 4.9533(51) -0.02535(72)
10 -0.04979946 3.5699(31) 0.0224(44) 3.4933(32) 0.02485(45)
10 -0.02489973 3.5699(31) 0.0112(44) 3.4933(32) 0.01209(45)
10 0.02489973 3.5699(31) -0.0044(45) 3.4933(32) -0.00749(45)
10 0.04979946 3.5699(31) -0.0171(44) 3.4933(32) -0.02294(45)
10 -0.04003779 1.04737(55) 0.00140(78) 1.03449(57) 0.00380(81)
10 -0.03002835 1.04737(55) 0.00105(78) 1.03449(57) 0.00248(80)
10 -0.02001890 1.04737(55) 0.00175(79) 1.03449(57) 0.00352(81)
10 -0.01000945 1.04737(55) 0.00071(78) 1.03449(57) 0.00224(81)
10 0.01000945 1.04737(55) -0.00038(77) 1.03449(57) -0.00033(81)
10 0.02001890 1.04737(55) -0.00119(78) 1.03449(57) -0.00110(80)
10 0.03002835 1.04737(55) -0.00182(78) 1.03449(57) -0.00235(80)
10 0.04003779 1.04737(55) -0.00160(77) 1.03449(57) -0.00215(80)
12 -0.02696201 5.0533(47) 0.0127(68) 4.9508(48) 0.0211(71)
12 0.02696201 5.0533(47) -0.0227(68) 4.9508(48) -0.0237(70)
12 -0.04778221 3.5670(31) 0.0221(44) 3.4910(32) 0.0196(45)
12 -0.02389111 3.5670(31) 0.0105(43) 3.4910(32) 0.0124(45)
12 0.02389111 3.5670(31) -0.0070(43) 3.4910(32) -0.0048(44)
12 0.04778221 3.5670(31) -0.0054(44) 3.4910(32) -0.0103(45)
12 -0.04868566 1.04824(54) 0.00119(78) 1.03495(59) 0.00332(83)
12 -0.03894853 1.04824(54) 0.00095(78) 1.03495(59) 0.00207(83)
12 -0.02921140 1.04824(54) 0.00085(78) 1.03495(59) 0.00237(84)
12 -0.01947426 1.04824(54) -0.00022(77) 1.03495(59) 0.00177(83)
12 -0.00973713 1.04824(54) -0.00050(78) 1.03495(59) 0.00011(83)
12 0.00973713 1.04824(54) -0.00068(78) 1.03495(59) -0.00016(82)
12 0.01947426 1.04824(54) -0.00068(78) 1.03495(59) -0.00025(83)
12 0.02921140 1.04824(54) -0.00187(77) 1.03495(59) -0.00209(83)
12 0.03894853 1.04824(54) -0.00202(78) 1.03495(59) -0.00341(83)
12 0.04868566 1.04824(54) -0.00285(78) 1.03495(59) -0.00250(84)
Table 7: Data to study the ct dependence of the GF couplings. The columns labelled by ∆g¯2GF, e/m give the
deviation of the GF couplings measured at ct = c?t + ∆ct, from the values of eq. (A.1) measured at ct = c
?
t .
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C Step-scaling determination of ΛMS/µref
As an alternative determination of ΛMS/µref we also consider a more traditional approach based on
the computation of the continuum step-scaling function of the GF coupling, combined with a non-
perturbative matching of the GF and SF couplings. For the determination of the continuum SSF we
employ the very same data for Σ2(u, a/L) entering the computation of the corresponding β-function
(cf. Sect. 3.4).13 More precisely, we consider data for the Zeuthen flow/improved observable dis-
cretization, we study both the electric and magnetic definition, and restrict our attention to cou-
plings: u ≤ g¯2GF, ref , where g¯2GF, ref ≡ g¯2GF, ref,e/m, depending on the chosen scheme.14 The lattice SSF,
Σ2(u, a/L), is then fitted according to the functional form:
Σ2(u, a/L) = σ2(u) + ρ
(2)(u)
( a
L
)2
, (C.1)
where σ2 is a parametrization of the continuum SSF:
σ2(u) = u+ s0u
2 + s1u
3 + s2u
4 +
nσ∑
k=5
pku
k, (C.2)
s0 = 2b0 ln 2, s1 = s
2
0 + 2b1 ln 2, s2 = s
3
0 + 10b0b1(ln 2)
2 + 2b2 ln 2, (C.3)
with coefficients s0, s1, s2 fixed to their perturbative values (cf. eqs. (2.5),(2.32)), while the function
ρ(2) models the coupling dependence of the leading discretization errors in the data:
ρ(2)(u) =
nc∑
i=2
ρ
(2)
i u
i. (C.4)
(We recall that we assume the leading discretization errors to be O(a2) as the O(a) boundary effects are
taken into account as systematic uncertainties (cf. Sect. B).) The data with L/a > 8 is well described
by the above functional form for any combination of nσ = 6, 7 and nc = 2, 3, giving a χ2/dof ∼ 0.5−1,
depending on the exact fit. In particular fits to the electric GF coupling data always have smaller χ2
than those involving the magnetic ones. Similarly to what we did for the β-function, in order to be
conservative, we take as our preferred fits, fits to the data with L/a > 10. We then choose nσ = 6 and
nc = 3. These fits yet have excellent χ2’s, but have larger errors.
The second step is the determination of the non-perturbative matching between the GF and SF
couplings. More precisely, we here consider three different SF coupling definitions, corresponding to
ν = −0.3, 0, 0.3. Similarly to what discussed in Sect. 3.5 for the ν = 0 case, fits of the form (3.33) give
a very good description of the data; moreover also in this case the results for ΛMS/µref depend very
little on the exact choice we make. We thus settle on fits where f0 and f1 are fixed to their perturbative
values, nf = 3, and nρ˜ = 2. Note that, in being once again conservative, we neglect the L/a = 6 SF
and L/a = 12 GF coupling results in determining the matching, even though these are well described
by the fit function too. We then opt for not considering the PT improvement of the SF data as this
has anyway no significant effect once L/a ≥ 8.
Having all the basic ingredients, we can now proceed with the determination of ΛMS/µref . Starting
from the value of the GF coupling, u0 = g¯2GF, ref , the knowledge of the continuum SSF allows us to
infer the value of the coupling at the energies scales µn = 2nµref , n = 1, 2, . . ., by solving the recursion
relation (g¯2GF ≡ g¯2GF, e/m, σ2 ≡ σ
GF, e/m
2 ):
g¯2GF, ref = u0, uk = σ2(uk+1) = g¯
2
GF(2
kµref), k = 0, 1, . . . , n. (C.5)
13Note that combining the s = 3/2, 2 results is in this case less trivial than for the computation based on the β-function.
Moreover, from the latter we expect that including the s = 3/2 data will improve only little the precision of the final
result. For these reasons, and in order to keep the presentation simple, we thus focus here on the s = 2 data only.
14As usual, for ease of notation we will use in general a unique symbol for the couplings and SSFs of the electric and
magnetic components.
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Considering both the range of GF couplings we covered and the range where the non-perturbative
matching with the SF couplings is available, our data allow us to perform n = 6 steps, i.e., starting
from µref , we are able to increase the energy scale by a factor 64. For a given value of un = g¯2GF, e/m(µn)
determined this way, we can now compute ΛMS/µref through:
ΛMS
µref
= sn
ΛMS
ΛX
(b0g¯
2
X,n)
− b1
2b20 e
− 1
2b0g¯
2
X,n × exp{−IX, 3g (g¯X,n, 0)} , (C.6)
where either X = GF, g¯X,n = g¯GF, e/m(µn) and sn = 2n, or X = SF, g¯X,n = g¯SF(2cµn) and sn = 2n+1c.
The value of g¯SF(2cµn) is of course inferred from that of g¯GF, e/m(µn), using the non-perturbative
matching relation between the SF and GF schemes previously established. We then expect that the
results for different values of n and/or schemes should all agree, up to O(g¯4X,n) corrections, as g¯X,n → 0.
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Figure 15: Results for the extraction of ΛMS/µref based on several schemes, and for different values of the
corresponding couplings. The results from the GF coupling refer to its electric scheme and are computed
following a step-scaling analysis. At each value of the GF coupling coming from step-scaling, the GF scheme
is matched non-perturbatively to three different SF schemes corresponding to ν = −0.3, 0, 0.3, which are
then used to also extract ΛMS/µref . A comparison with our final estimates eqs. (3.23) and (3.39) is given.
In Fig. 15 we present the results based on the SSF of the electric GF scheme. As one can see from
the figure, the determination of ΛMS/µref obtained directly from the GF coupling suffers from large
O(α2) corrections. The situation is of course completely analogous to what we already discussed in
Sect. 3.4 in terms of the β-function (cf. Fig. 3). In particular, if we read off the value of ΛMS/µref for
say, n = 6, the result is:
ΛMS
µref
= 0.0815(11) . (C.7)
Although this is compatible with our final estimate, eq. (3.23), it is clear that given the trend of the
results for different values of n, a reliable determination of both mean value and error, necessarily
requires an extrapolation to α = 0.
Quite different is the situation for the determinations obtained after switching non-perturbatively
to the SF couplings. These show indeed much milder O(α2) corrections, particularly so for the case
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ν = 0 (cf. Fig. 4c). At values of the coupling α ∼ 0.1, any discrepancy between different ν-values is
negligible within our statistical errors, and we can thus safely quote:
ΛMS
µref
= 0.0802(10) , (C.8)
which corresponds to the value obtained for ν = 0 at n = 5. This is in perfect agreement with our
final estimate eq. (3.39).
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Figure 16: Results for the extraction of ΛMS/µref based on several schemes, and for different values of the
corresponding couplings. The results from the GF coupling refer to its magnetic scheme and are computed
following a step-scaling analysis. At each value of the GF coupling coming from step-scaling, the GF scheme
is matched non-perturbatively to three different SF schemes corresponding to ν = −0.3, 0, 0.3, which are
then used to also extract ΛMS/µref . A comparison with our final estimates eqs. (3.23) and (3.39) is given.
For completeness we also present in Fig. 16 the corresponding results based on the magnetic GF
scheme. It is no surprise that the results for ΛMS/µref coming from the magnetic coupling show larger
O(α2) corrections than what we have seen for the electric scheme (cf. Fig. 3). Considering for instance
the results for n = 6, we have: ΛMS/µref = 0.0830(10), which is clearly biased in both central value
and error if compared to eq. (3.23) (note that αGF,m(µn=6) ∼ 0.08!). On the other hand, once again
switching non-perturbatively to the SF schemes solves the issue. Taking for instance the results for
ν = 0 and n = 5 we obtain: ΛMS/µref = 0.0798(9), well in agreement with the result of eqs. (3.39)
and (C.8). In conclusion, the determination based on the SSF of the GF couplings rather than the
β-function gives perfectly compatible results, reinforcing even further the robustness of our analysis
and conclusions.
D Perturbative improvement of the SF coupling
In this appendix we give some details on the perturbative improvement of the SF coupling in the ν = 0
scheme, employed in Sect. 3.5.
In bare lattice perturbation theory, the SF coupling is given by,
g¯2SF(L) = g
2
0 +m1(L/a)g
4
0 +m2(L/a)g
6
0 +O(g80), (D.1)
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where the coefficients of this series can be written as:
m1 = m
a
1 + c
(1)
t m
b
1, (D.2)
m2 −m21 = ma2 + c(1)t mb2 + [c(1)t ]2mc2 + c(2)t md2. (D.3)
Referring to ref. [32] one can easily show that
mb1 = m
d
2 = −
2a
L
, (D.4)
and
mc2 =
2a
L
− 4a
2
L2
+O(a5), (D.5)
which approximation should be good enough in practice. The coefficients ma1, ma2 and mb2 instead can
be found in table 1 of ref. [32].
To work out the cutoff effects in the SF coupling to two-loop order we need to know the asymptotic
behavior of m1 and m2 for L/a→∞. This is given by (see table 2 of ref. [33]):15
m∞1 = 2b0 ln(L/a) + 0.36828215(13) +O(a2), (D.6)
m∞2 − [m∞1 ]2 = 2b1 ln(L/a) + 0.048091(2) +O(a2), (D.7)
where b0 and b1 are the universal one- and two-loop coefficients of the β-function, eq. (2.5).
Given these results we can define,
g¯2SF(L)− g¯2SF,∞(L)
g¯2SF,∞(L)
= δ1(L/a) g
2
0 + δ2(L/a) g
4
0 +O(g60), (D.8)
where g¯2SF,∞(L) as an expansion analogous to (D.1), with the replacement mi → m∞i , i = 1, 2. It is
then easy to show that,
δ1(L/a) = ∆m1, δ2(L/a) = ∆m2 − δ1m∞1 , (D.9)
where
∆mi(L/a) = mi(L/a)−m∞i (L/a), i = 1, 2. (D.10)
The corresponding results, taking,
c?t = 1− 0.08900 g20 − 0.0294 g40, (D.11)
are given in table 8. A two-loop improved SF coupling can thus be defined as,
g¯2SF,I(L) =
g¯2SF(L)
1 + δ1(L/a)g20 + δ2(L/a)g
4
0
, (D.12)
or more simply,
g¯2SF,I(L) = g¯
2
SF(L)−∆m1(L/a)g40 −∆m2(L/a)g60. (D.13)
The two are of course equivalent up to O(g80) terms. In Sect. 3.5 we considered the form eq. (D.12).
Note that by using eq. (D.1) and the results of Sect. 2.3, we could in principle rexpress the perturbative
improvement of the SF coupling in terms the GF couplings, rather than the bare one. Although this
might appear more natural when determining the matching between the GF and SF couplings, we
prefer not to do so and stick with the bare results. In any case, as already mentioned in the main text,
the effect of the perturbative improvement is very small in practice (cf. table 8). Choosing a different
option hence does not make any real difference.
15Note that a slightly different value for m∞2 was first given in ref. [32].
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L/a ∆m1 = δ1 ∆m2 δ2
4 0.012845313751142 0.015321716769734 0.008110152038992
5 0.007777219114216 0.009579837534989 0.004971807117380
6 0.004974956107720 0.006333958932812 0.003259913472149
7 0.003426899898274 0.004486213192082 0.002295122656827
8 0.002511485605829 0.003360322924560 0.001707808260234
9 0.001927244066032 0.002622904409882 0.001323186298664
10 0.001529846640399 0.002110676347599 0.001056504097430
11 0.001246002180829 0.001738571617701 0.000863443440673
12 0.001035543531126 0.001458806955388 0.000718941170315
13 0.000874854600749 0.001242679157694 0.000607865198940
14 0.000749224845475 0.001071984982022 0.000520595416728
15 0.000649058490722 0.000934670808009 0.000450759687080
16 0.000567859115075 0.000822471509072 0.000393993493151
17 0.000501091899901 0.000729553491342 0.000347222437166
18 0.000445508755510 0.000651697453251 0.000308228470592
19 0.000398731340410 0.000585786821706 0.000275377878968
20 0.000358984476884 0.000529476970044 0.000247445314836
21 0.000324920687670 0.000480975306052 0.000223496862669
22 0.000295501761385 0.000438891494416 0.000202810480112
23 0.000269917024381 0.000402133251700 0.000184820726059
24 0.000247525826056 0.000369832464991 0.000169079640890
25 0.000227816347952 0.000341291913117 0.000155228589411
26 0.000210375634016 0.000315946254512 0.000142977686219
27 0.000194867470794 0.000293333060719 0.000132090551354
28 0.000181015847174 0.000273071038353 0.000122372875705
29 0.000168592437787 0.000254843458832 0.000113663738570
30 0.000157407026808 0.000238385422055 0.000105828951105
31 0.000147300106887 0.000223473964266 0.000098755896729
32 0.000138137105359 0.000209920310316 0.000092349500925
Table 8: Two-loop cutoff effects for the SF coupling with ν = 0.
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E Raw the measurement data
E.1 GF coupling
Tables 9 to 16 collect the results of the measurements of the GF couplings for the lattice sizes L/a = 48,
32, 24, 20, 16, 12, 8, and the corresponding β values we have simulated. We list the results for all four
coupling definitions and give the total statistics collected in the column labelled by Nmsm. Note that
this column also contains in parenthesis the number of measurements for which |Q| > 0.5, and which
thus do not enter the determination of the coupling. Here Q is the topological charge defined through
the Zeuthen flow (cf. Sect. 3.1); there are only small differences in the measurements of Q between the
Zeuthen and Wilson flow.
E.2 SF coupling
Table 17 contains the results of the measurements of the SF couplings for all the lattice sizes and
β-values we considered, together with the total number of measurements collected, Nmsm; note that all
measurements have in this case Q = 0. We give results for the three values of ν = −0.3, 0, 0.3, which
enter the analysis of Appendix. C. We note that by using any two of these definitions, it is possible to
determine the value of the SF coupling and its proper error for any other value of ν (cf. eq. (2.18) and
ref. [7]).
β Nmsm Zeuthen/mag Wilson/mag Zeuthen/ele Wilson/ele
6.7859 2740(2048) 14.353(77) 14.336(76) 14.325(81) 14.307(81)
6.8637 3880(2619) 11.345(63) 11.336(63) 11.363(67) 11.354(67)
6.9595 2040(811) 8.637(39) 8.635(39) 8.539(41) 8.536(41)
7.1146 1560(0) 6.551(17) 6.551(17) 6.438(20) 6.437(20)
7.2000 2100(41) 5.872(13) 5.872(13) 5.765(14) 5.764(14)
7.6000 2300(0) 4.0120(74) 4.0132(74) 3.9334(80) 3.9339(80)
8.0000 3660(0) 3.0886(47) 3.0897(47) 3.0260(51) 3.0267(52)
8.5000 4720(0) 2.4080(29) 2.4090(29) 2.3606(32) 2.3612(32)
9.0000 7220(0) 1.9800(19) 1.9808(19) 1.9448(21) 1.9454(21)
9.5000 9280(0) 1.6860(14) 1.6867(14) 1.6558(16) 1.6563(16)
10.0000 11080(0) 1.4691(11) 1.4697(11) 1.4470(12) 1.4474(12)
10.5000 14700(0) 1.30170(83) 1.30223(83) 1.28435(91) 1.28474(92)
11.0000 18120(0) 1.17159(68) 1.17204(68) 1.15554(74) 1.15587(75)
Table 9: GF coupling data for L/a = 48.
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β Nmsm Zeuthen/mag Wilson/mag Zeuthen/ele Wilson/ele
6.4740 3300(2354) 14.686(70) 14.640(69) 14.690(74) 14.644(73)
6.5619 15350(8273) 10.946(24) 10.930(24) 10.907(25) 10.888(25)
6.6669 1650(246) 8.203(27) 8.201(27) 8.092(32) 8.088(32)
6.7859 1700(9) 6.656(18) 6.657(17) 6.539(19) 6.538(19)
6.8786 1800(10) 5.877(14) 5.879(14) 5.744(16) 5.744(16)
6.9595 1450(0) 5.345(14) 5.348(14) 5.216(14) 5.217(15)
7.1146 2250(0) 4.5866(92) 4.5898(92) 4.4841(99) 4.4855(99)
7.2000 2100(0) 4.2584(87) 4.2617(87) 4.1558(92) 4.1572(92)
7.6000 4450(0) 3.2059(41) 3.2089(42) 3.1362(47) 3.1381(47)
8.0000 7200(0) 2.5918(26) 2.5944(26) 2.5433(28) 2.5450(28)
8.5000 7200(0) 2.0989(20) 2.1011(20) 2.0610(22) 2.0624(22)
9.0000 8700(0) 1.7713(15) 1.7730(15) 1.7375(16) 1.7386(17)
9.5000 12000(0) 1.5319(11) 1.5334(11) 1.5045(12) 1.5056(12)
10.0000 13000(0) 1.35038(91) 1.35164(91) 1.3314(10) 1.3323(10)
10.4258 6000(0) 1.2275(13) 1.2286(13) 1.2115(13) 1.2123(13)
10.5000 17000(0) 1.20874(71) 1.20984(71) 1.19340(78) 1.19421(79)
10.6586 14050(0) 1.17031(76) 1.17134(76) 1.15509(83) 1.15587(84)
11.0000 19350(0) 1.09622(60) 1.09718(60) 1.08289(67) 1.08360(67)
Table 10: GF coupling data for L/a = 32.
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β Nmsm Zeuthen/mag Wilson/mag Zeuthen/ele Wilson/ele
6.2556 5700(4313) 15.307(56) 15.192(54) 15.317(57) 15.198(56)
6.2654 4000(2834) 14.839(59) 14.740(57) 14.851(65) 14.750(63)
6.3451 3200(1792) 11.219(55) 11.193(54) 11.168(60) 11.137(60)
6.3509 3200(1810) 11.044(49) 11.018(49) 10.973(55) 10.945(55)
6.3560 3200(1761) 10.757(53) 10.723(52) 10.687(56) 10.655(54)
6.3642 4000(2040) 10.398(39) 10.380(38) 10.326(43) 10.305(43)
6.4630 3200(635) 8.008(21) 8.007(21) 7.876(23) 7.871(23)
6.5619 6300(316) 6.6813(93) 6.6852(93) 6.555(11) 6.555(11)
6.6559 4000(51) 5.8695(94) 5.8753(94) 5.744(10) 5.746(10)
6.6669 4200(37) 5.7919(92) 5.7974(92) 5.6858(97) 5.6876(98)
6.7859 6400(2) 5.0578(61) 5.0641(61) 4.9486(65) 4.9516(66)
6.8637 6000(0) 4.6776(56) 4.6842(56) 4.5687(60) 4.5718(60)
6.9595 6000(0) 4.2884(51) 4.2950(51) 4.2048(58) 4.2086(58)
7.1146 4000(0) 3.7942(53) 3.8005(53) 3.7197(60) 3.7235(60)
7.2000 10000(0) 3.5705(31) 3.5767(31) 3.4942(34) 3.4980(35)
7.6000 10000(0) 2.8088(24) 2.8141(24) 2.7560(26) 2.7595(26)
8.0000 12900(0) 2.3320(17) 2.3363(17) 2.2895(18) 2.2926(18)
8.5000 14500(0) 1.9284(13) 1.9320(13) 1.8942(14) 1.8967(14)
9.0000 14500(0) 1.6458(11) 1.6488(11) 1.6169(12) 1.6190(12)
9.5000 16000(0) 1.43887(89) 1.44135(90) 1.41746(98) 1.41927(99)
10.0000 19100(0) 1.27695(70) 1.27905(71) 1.26060(78) 1.26212(79)
10.4258 20000(0) 1.16851(64) 1.17034(64) 1.15338(70) 1.15474(71)
10.5000 18800(0) 1.15194(65) 1.15374(65) 1.13672(71) 1.13804(72)
11.0000 21800(0) 1.04784(54) 1.04941(54) 1.03480(59) 1.03598(60)
Table 11: GF coupling data for L/a = 24.
44 / 55
β Nmsm Zeuthen/mag Wilson/mag Zeuthen/ele Wilson/ele
6.1365 5000(3710) 15.037(59) 14.906(57) 15.016(63) 14.876(62)
6.1700 6000(4110) 13.310(48) 13.201(47) 13.295(51) 13.182(51)
6.2160 5000(2930) 11.181(40) 11.138(38) 11.118(42) 11.066(41)
6.2280 5000(2818) 10.724(39) 10.692(38) 10.668(43) 10.633(42)
6.2556 6000(2658) 9.726(27) 9.707(26) 9.647(30) 9.624(30)
6.4200 6000(286) 6.7554(97) 6.7615(97) 6.620(11) 6.620(11)
6.5197 5000(85) 5.8445(84) 5.8535(84) 5.7207(92) 5.7245(93)
6.5619 6000(50) 5.5487(71) 5.5584(71) 5.4171(76) 5.4210(76)
6.6669 6000(17) 4.9431(61) 4.9532(61) 4.8332(67) 4.8384(68)
6.7859 6000(0) 4.4082(55) 4.4182(55) 4.3157(56) 4.3216(57)
6.8000 6000(11) 4.3553(53) 4.3656(54) 4.2637(55) 4.2698(56)
6.8637 6000(4) 4.1219(48) 4.1319(48) 4.0268(53) 4.0329(53)
6.9595 6000(0) 3.8245(44) 3.8340(44) 3.7398(50) 3.7459(51)
7.1146 6000(0) 3.4254(39) 3.4344(39) 3.3509(40) 3.3566(41)
7.2000 6000(0) 3.2426(36) 3.2513(36) 3.1803(40) 3.1860(41)
7.6000 6000(0) 2.6124(29) 2.6197(29) 2.5547(30) 2.5595(30)
8.0000 8000(0) 2.1908(20) 2.1969(20) 2.1509(21) 2.1552(22)
8.5000 14000(0) 1.8304(12) 1.8353(12) 1.8015(13) 1.8050(13)
9.0000 14000(0) 1.5766(10) 1.5806(10) 1.5521(11) 1.5550(11)
9.5000 14000(0) 1.38439(90) 1.38775(90) 1.36570(98) 1.36819(100)
10.0000 16000(0) 1.23742(76) 1.24027(76) 1.22099(81) 1.22309(83)
10.2830 20000(0) 1.16540(63) 1.16803(63) 1.15006(70) 1.15196(71)
10.5000 20000(0) 1.11778(61) 1.12026(61) 1.10308(65) 1.10490(66)
11.0000 24000(0) 1.01933(51) 1.02149(51) 1.00702(54) 1.00864(55)
Table 12: GF coupling data for L/a = 20.
45 / 55
β Nmsm Zeuthen/mag Wilson/mag Zeuthen/ele Wilson/ele
5.9900 5000(3782) 15.555(61) 15.285(58) 15.548(62) 15.263(60)
6.0662 5750(3439) 11.331(40) 11.234(38) 11.323(42) 11.221(41)
6.0722 5000(2898) 11.051(42) 10.982(40) 11.023(44) 10.942(43)
6.0740 5000(2850) 10.892(38) 10.832(37) 10.829(41) 10.757(41)
6.1000 5000(2400) 9.894(32) 9.843(31) 9.806(35) 9.749(35)
6.1200 3750(1497) 9.239(31) 9.213(30) 9.124(34) 9.089(33)
6.1700 5750(1272) 7.999(15) 8.005(15) 7.865(17) 7.861(17)
6.2556 5750(319) 6.770(10) 6.783(10) 6.638(11) 6.640(11)
6.3598 5000(61) 5.8085(82) 5.8241(82) 5.6839(88) 5.6908(89)
6.4200 5750(30) 5.3833(70) 5.3999(70) 5.2744(76) 5.2830(77)
6.4740 5000(13) 5.0535(67) 5.0706(67) 4.9430(71) 4.9519(72)
6.4741 10000(28) 5.0594(49) 5.0763(49) 4.9591(51) 4.9683(52)
6.5619 5750(1) 4.6165(56) 4.6335(56) 4.5197(60) 4.5296(62)
6.6669 5000(0) 4.2007(57) 4.2173(57) 4.1056(58) 4.1150(59)
6.7859 6000(0) 3.8249(46) 3.8404(46) 3.7391(48) 3.7488(49)
6.8000 5750(2) 3.7825(44) 3.7980(44) 3.6948(46) 3.7048(47)
6.8637 10000(0) 3.6081(32) 3.6232(32) 3.5222(34) 3.5318(34)
6.8776 7750(0) 3.5765(36) 3.5915(36) 3.5016(38) 3.5112(39)
6.8786 7250(0) 3.5720(37) 3.5871(37) 3.4924(40) 3.5021(41)
6.8787 5000(0) 3.5668(45) 3.5816(46) 3.4991(48) 3.5086(49)
6.9595 5000(0) 3.3744(43) 3.3888(44) 3.3056(48) 3.3147(49)
7.1146 10000(0) 3.0721(26) 3.0854(27) 3.0109(28) 3.0196(29)
7.2000 5750(0) 2.9197(32) 2.9324(32) 2.8614(36) 2.8699(37)
7.6000 6000(0) 2.4044(26) 2.4147(26) 2.3603(27) 2.3676(28)
8.0000 11750(0) 2.0450(15) 2.0537(16) 2.0087(16) 2.0148(16)
8.5000 12000(0) 1.7296(12) 1.7366(12) 1.7003(13) 1.7053(14)
9.0000 12000(0) 1.4976(10) 1.5034(10) 1.4761(11) 1.4802(12)
9.5000 22750(0) 1.32609(68) 1.33083(70) 1.30821(72) 1.31164(74)
10.0000 21000(0) 1.18949(63) 1.19363(63) 1.17455(68) 1.17751(70)
10.1106 20000(0) 1.16469(63) 1.16869(63) 1.14841(67) 1.15129(69)
10.4382 20000(0) 1.09154(59) 1.09517(59) 1.07696(64) 1.07953(66)
10.5000 21000(0) 1.07807(56) 1.08162(57) 1.06517(60) 1.06775(62)
10.6581 3250(0) 1.0466(14) 1.0500(14) 1.0348(15) 1.0372(15)
10.6586 19250(0) 1.04936(58) 1.05279(59) 1.03651(62) 1.03905(64)
10.9270 20000(0) 0.99954(53) 1.00274(53) 0.98835(57) 0.99064(59)
11.0000 23500(0) 0.98731(48) 0.99043(48) 0.97657(52) 0.97890(54)
Table 13: GF coupling data for L/a = 16.
46 / 55
β Nmsm Zeuthen/mag Wilson/mag Zeuthen/ele Wilson/ele
5.8900 8000(4895) 11.681(37) 11.483(33) 11.679(39) 11.470(36)
5.9000 4800(2823) 11.168(48) 11.003(44) 11.115(49) 10.936(45)
5.9080 1200(644) 10.787(90) 10.639(82) 10.654(91) 10.476(85)
5.9160 7200(3813) 10.291(31) 10.189(29) 10.217(32) 10.105(31)
5.9200 4400(2143) 10.077(38) 9.981(35) 9.983(41) 9.881(38)
5.9900 2000(417) 7.857(26) 7.850(25) 7.730(27) 7.710(26)
6.0000 2000(371) 7.659(26) 7.657(25) 7.528(27) 7.514(27)
6.0662 10000(680) 6.6751(79) 6.6981(78) 6.5575(81) 6.5629(82)
6.1700 10000(118) 5.6802(58) 5.7094(58) 5.5705(61) 5.5841(63)
6.2556 10000(52) 5.1104(49) 5.1414(49) 5.0010(54) 5.0173(56)
6.2643 10000(38) 5.0690(50) 5.1000(50) 4.9572(51) 4.9728(52)
6.2654 10000(37) 5.0489(50) 5.0796(50) 4.9387(51) 4.9552(52)
6.3451 4000(4) 4.6316(71) 4.6621(71) 4.5352(72) 4.5518(74)
6.3509 10000(12) 4.6164(43) 4.6468(44) 4.5206(45) 4.5381(47)
6.3560 4000(2) 4.5905(68) 4.6208(69) 4.4883(73) 4.5050(75)
6.3642 10000(9) 4.5554(44) 4.5853(44) 4.4496(45) 4.4651(46)
6.3894 8800(3) 4.4339(45) 4.4638(45) 4.3433(46) 4.3596(48)
6.4133 10000(1) 4.3543(40) 4.3837(40) 4.2606(42) 4.2771(43)
6.4200 10000(6) 4.3136(40) 4.3434(40) 4.2254(41) 4.2428(43)
6.4630 10000(2) 4.1590(38) 4.1877(38) 4.0659(39) 4.0830(42)
6.5619 10000(0) 3.8287(34) 3.8563(34) 3.7536(35) 3.7707(36)
6.6559 10000(0) 3.5720(31) 3.5983(32) 3.4993(32) 3.5160(34)
6.6566 10000(1) 3.5665(31) 3.5928(31) 3.4926(34) 3.5088(35)
6.6669 10000(1) 3.5441(31) 3.5704(31) 3.4707(32) 3.4864(33)
6.7859 10000(0) 3.2730(30) 3.2973(30) 3.2041(29) 3.2190(31)
6.8000 10000(0) 3.2384(28) 3.2627(28) 3.1699(29) 3.1851(30)
6.8544 8800(0) 3.1382(29) 3.1620(30) 3.0737(30) 3.0884(31)
6.8637 10000(0) 3.1139(27) 3.1371(27) 3.0542(28) 3.0693(29)
6.9595 10000(0) 2.9506(25) 2.9728(25) 2.8908(26) 2.9048(27)
7.1146 10000(0) 2.7085(23) 2.7287(23) 2.6564(24) 2.6696(26)
7.2000 10000(0) 2.6000(22) 2.6195(22) 2.5516(23) 2.5643(24)
7.6000 10000(0) 2.1766(18) 2.1925(18) 2.1431(19) 2.1538(19)
8.0000 10000(0) 1.8809(15) 1.8940(15) 1.8504(15) 1.8591(16)
8.5000 10000(0) 1.6118(13) 1.6225(13) 1.5867(13) 1.5938(14)
9.0000 18250(0) 1.41310(81) 1.42191(82) 1.39153(85) 1.39754(90)
9.5000 18250(0) 1.25790(72) 1.26532(73) 1.24192(74) 1.24710(78)
10.0000 20000(0) 1.13541(61) 1.14181(61) 1.12061(64) 1.12483(67)
10.4250 10000(0) 1.04869(78) 1.05425(79) 1.03752(84) 1.04154(89)
10.4258 18800(0) 1.04795(57) 1.05363(58) 1.03529(63) 1.03909(66)
10.4262 20000(0) 1.04782(56) 1.05344(56) 1.03512(58) 1.03899(61)
10.5000 40000(0) 1.03364(39) 1.03913(39) 1.02089(41) 1.02467(43)
11.0000 20000(0) 0.95006(50) 0.95488(50) 0.93969(53) 0.94299(56)
11.1572 10000(0) 0.92748(69) 0.93213(70) 0.91626(73) 0.91945(76)
12.0000 10000(0) 0.81767(61) 0.82141(62) 0.80886(65) 0.81148(69)
Table 14: GF coupling data for L/a = 12.
47 / 55
β Nmsm Zeuthen/mag Wilson/mag Zeuthen/ele Wilson/ele
6.0500 6000(89) 5.6477(75) 5.6817(74) 5.5341(81) 5.5437(83)
6.0662 10000(125) 5.5383(59) 5.5741(59) 5.4189(60) 5.4305(62)
6.1000 8000(64) 5.2911(59) 5.3278(59) 5.1751(61) 5.1894(62)
6.1365 20000(72) 5.0562(35) 5.0940(36) 4.9470(36) 4.9627(37)
6.1370 8000(19) 5.0551(56) 5.084(11) 4.9433(57) 4.949(11)
6.1500 8000(21) 4.9756(54) 5.000(16) 4.8670(54) 4.870(15)
6.1700 10000(25) 4.8639(46) 4.9023(46) 4.7576(48) 4.7735(50)
6.2000 8000(16) 4.7104(52) 4.679(67) 4.6016(51) 4.552(66)
6.2160 20000(32) 4.6283(31) 4.6669(31) 4.5320(31) 4.5500(33)
6.2280 20000(25) 4.5814(31) 4.6201(32) 4.4797(32) 4.4981(33)
6.2556 10000(8) 4.4561(42) 4.4939(43) 4.3571(42) 4.3759(44)
6.4200 10000(0) 3.8494(34) 3.8854(35) 3.7677(35) 3.7870(37)
6.4589 40000(3) 3.7357(16) 3.7711(17) 3.6584(17) 3.6779(18)
6.5081 20000(1) 3.5991(22) 3.6337(23) 3.5227(23) 3.5416(24)
6.5197 20000(0) 3.5698(22) 3.6040(23) 3.4986(23) 3.5173(24)
6.5209 20000(1) 3.5686(22) 3.6031(23) 3.4932(23) 3.5122(24)
6.5573 40000(0) 3.4789(15) 3.5127(15) 3.4056(16) 3.4246(16)
6.5619 10000(0) 3.4562(31) 3.4900(31) 3.3830(31) 3.4010(32)
6.5871 10000(0) 3.4039(30) 3.4369(31) 3.3359(31) 3.3549(33)
6.6669 10000(0) 3.2287(28) 3.2604(28) 3.1602(28) 3.1784(30)
6.7543 26000(0) 3.0621(16) 3.0922(16) 3.0015(16) 3.0189(17)
6.7859 10000(0) 3.0048(26) 3.0344(27) 2.9416(26) 2.9581(27)
6.8000 10000(0) 2.9811(25) 3.0107(26) 2.9205(25) 2.9378(27)
6.8036 26000(0) 2.9740(16) 3.0033(16) 2.9153(16) 2.9320(17)
6.8528 26000(0) 2.8940(15) 2.9226(16) 2.8355(15) 2.8521(16)
6.8637 20000(0) 2.8723(17) 2.9007(17) 2.8172(17) 2.8341(18)
6.9595 10000(0) 2.7283(23) 2.7551(23) 2.6776(23) 2.6934(24)
7.1146 10000(0) 2.5282(21) 2.5529(21) 2.4804(21) 2.4954(22)
7.2000 10000(0) 2.4279(20) 2.4516(20) 2.3842(20) 2.3987(21)
7.6000 10000(0) 2.0640(16) 2.0835(17) 2.0277(17) 2.0393(18)
8.0000 15000(0) 1.7960(11) 1.8122(12) 1.7661(12) 1.7761(12)
8.5000 15000(0) 1.54889(97) 1.56216(100) 1.52559(100) 1.5339(11)
9.0000 20000(0) 1.36404(72) 1.37499(74) 1.34555(75) 1.35247(81)
9.5000 20000(0) 1.22019(67) 1.22942(69) 1.20446(69) 1.21022(74)
10.0000 20000(0) 1.10469(58) 1.11268(60) 1.09035(60) 1.09538(64)
10.2155 20000(0) 1.06058(55) 1.06805(56) 1.04732(57) 1.05210(62)
10.2682 20000(0) 1.05109(57) 1.05847(58) 1.03900(56) 1.04377(61)
10.2830 20000(0) 1.04805(54) 1.05547(56) 1.03521(57) 1.04001(61)
10.2862 40000(0) 1.04684(38) 1.05418(39) 1.03428(41) 1.03895(44)
10.3209 10000(0) 1.04153(76) 1.04881(78) 1.02809(80) 1.03265(85)
10.5000 50000(0) 1.00839(33) 1.01530(34) 0.99639(34) 1.00078(37)
11.0000 30000(0) 0.92827(39) 0.93434(40) 0.91824(41) 0.92211(44)
Table 15: GF coupling data for L/a = 10.
48 / 55
β Nmsm Zeuthen/mag Wilson/mag Zeuthen/ele Wilson/ele
5.9600 10000(52) 5.2580(55) 5.2711(54) 5.1504(54) 5.1243(56)
5.9900 10000(40) 5.0579(52) 5.0761(52) 4.9452(52) 4.9253(54)
6.0662 15000(21) 4.6269(36) 4.6546(37) 4.5251(35) 4.5168(38)
6.1287 10000(3) 4.3399(41) 4.3707(42) 4.2508(40) 4.2493(43)
6.1700 15000(3) 4.1717(31) 4.2039(32) 4.0853(31) 4.0870(33)
6.2556 15000(4) 3.8730(29) 3.9061(30) 3.7952(29) 3.7998(31)
6.3597 10000(0) 3.5727(31) 3.6066(32) 3.5005(31) 3.5078(33)
6.3604 10000(0) 3.5669(31) 3.6004(32) 3.4915(31) 3.4996(33)
6.4147 10000(0) 3.4283(30) 3.4612(32) 3.3624(29) 3.3697(32)
6.4198 10000(0) 3.4135(29) 3.4465(30) 3.3457(29) 3.3535(31)
6.4200 15000(0) 3.4194(24) 3.4526(25) 3.3492(23) 3.3568(26)
6.5619 15000(0) 3.1157(22) 3.1476(23) 3.0525(21) 3.0619(23)
6.7859 15000(0) 2.7432(19) 2.7731(20) 2.6887(18) 2.6985(20)
6.8000 15000(0) 2.7208(18) 2.7502(19) 2.6715(18) 2.6816(20)
6.8637 15000(0) 2.6403(17) 2.6689(18) 2.5885(17) 2.5989(19)
7.0425 10000(0) 2.4210(19) 2.4476(20) 2.3789(19) 2.3889(21)
7.1146 15000(0) 2.3450(15) 2.3707(16) 2.3044(15) 2.3145(17)
7.2000 15000(0) 2.2605(15) 2.2851(15) 2.2221(14) 2.2320(16)
7.6000 15000(0) 1.9404(12) 1.9609(13) 1.9103(12) 1.9196(13)
8.0000 15000(0) 1.7038(10) 1.7215(11) 1.6769(11) 1.6848(12)
8.5000 15000(0) 1.47990(90) 1.49457(96) 1.45938(89) 1.4659(10)
9.0000 35000(0) 1.31185(52) 1.32419(55) 1.29494(52) 1.30076(58)
9.5000 35000(0) 1.17746(46) 1.18801(48) 1.16411(45) 1.16930(51)
9.8663 20000(0) 1.09624(55) 1.10574(58) 1.08359(58) 1.08807(65)
10.0000 35000(0) 1.06989(41) 1.07906(44) 1.05719(42) 1.06163(47)
10.1102 1000(0) 1.0440(25) 1.009(44) 1.0347(25) 0.994(44)
10.1127 50000(0) 1.04689(34) 1.05573(36) 1.03593(34) 1.04027(38)
10.1184 40000(0) 1.04653(38) 1.05531(40) 1.03508(38) 1.03936(42)
10.5000 35000(0) 0.97920(38) 0.98716(40) 0.96872(38) 0.97257(42)
11.0000 35000(0) 0.90360(35) 0.91066(37) 0.89447(35) 0.89798(39)
12.0000 10000(0) 0.78447(54) 0.79008(57) 0.77644(56) 0.77901(64)
12.6814 20000(0) 0.71847(36) 0.72333(38) 0.71220(36) 0.71457(41)
13.0000 10000(0) 0.69193(49) 0.69649(51) 0.68663(51) 0.68868(57)
Table 16: GF coupling data for L/a = 8.
49 / 55
L/a β Nmsm g¯
2
SF,ν=0 g¯
2
SF,ν=0.3 g¯
2
SF,ν=−0.3
6 7.6000 450000 1.7804(12) 1.8434(15) 1.7216(13)
6 8.0000 450000 1.57426(96) 1.6256(12) 1.5260(10)
6 8.5000 450000 1.37634(76) 1.41721(94) 1.33776(83)
6 9.0000 450000 1.22595(62) 1.25857(77) 1.19498(69)
6 9.5000 450000 1.10542(52) 1.13184(65) 1.08020(58)
6 10.0000 450000 1.00866(45) 1.03106(55) 0.98722(50)
6 10.4250 450000 0.93785(40) 0.95775(49) 0.91876(45)
6 10.4262 450000 0.93791(40) 0.95684(49) 0.91971(44)
6 10.5000 450000 0.92709(39) 0.94634(48) 0.90860(44)
6 11.0000 450000 0.85873(34) 0.87512(42) 0.84293(38)
8 7.6000 500000 1.9309(17) 2.0017(20) 1.8649(18)
8 8.0000 500000 1.6887(13) 1.7451(16) 1.6358(14)
8 8.5000 500000 1.4604(10) 1.5050(12) 1.4185(11)
8 9.0000 600000 1.29090(76) 1.32602(92) 1.25759(83)
8 9.5000 600000 1.15884(63) 1.18762(77) 1.13143(70)
8 10.0000 600000 1.05174(53) 1.07564(65) 1.02887(59)
8 10.1106 600000 1.03063(52) 1.05355(63) 1.00869(58)
8 10.4382 600000 0.97373(47) 0.99467(58) 0.95366(52)
8 10.5000 600000 0.96384(46) 0.98406(56) 0.94444(52)
8 10.6581 600000 0.93870(44) 0.95733(54) 0.92078(49)
8 10.9270 600000 0.89861(42) 0.91589(50) 0.88197(46)
8 11.0000 600000 0.88910(41) 0.90618(49) 0.87265(45)
10 8.0000 900000 1.7927(13) 1.8556(16) 1.7339(14)
10 8.5000 900000 1.53723(100) 1.5855(12) 1.4918(11)
10 9.0000 900000 1.34989(80) 1.38745(96) 1.31431(87)
10 9.5000 900000 1.20415(66) 1.23490(80) 1.17490(72)
10 10.0000 900000 1.08927(56) 1.11425(67) 1.06538(61)
10 10.5000 900000 0.99465(48) 1.01561(58) 0.97454(53)
10 11.0000 900000 0.91528(42) 0.93277(51) 0.89844(47)
12 8.0000 1200000 1.8880(14) 1.9544(17) 1.8259(15)
12 8.5000 1200000 1.6070(11) 1.6568(13) 1.5601(12)
12 9.0000 1200000 1.40143(85) 1.4413(10) 1.36372(92)
12 9.5000 1200000 1.24490(69) 1.27658(83) 1.21474(75)
12 10.0000 1200000 1.12205(59) 1.14851(70) 1.09679(64)
12 10.4258 1200000 1.03544(51) 1.05795(61) 1.01386(56)
12 10.5000 1200000 1.02105(50) 1.04306(60) 0.99996(55)
12 11.0000 1200000 0.93837(43) 0.95710(52) 0.92036(48)
16 8.5000 1600000 1.7293(13) 1.7877(16) 1.6745(14)
16 9.0000 1600000 1.4940(10) 1.5382(12) 1.4524(11)
16 9.5000 1600000 1.31496(81) 1.34929(96) 1.28233(87)
16 10.0000 1600000 1.17831(68) 1.20691(80) 1.15104(73)
16 10.4258 1800000 1.08260(55) 1.10666(65) 1.05956(60)
16 10.5000 1800000 1.06889(54) 1.09233(64) 1.04644(59)
16 10.6581 1800000 1.03762(52) 1.06036(61) 1.01584(56)
16 11.0000 2000000 0.97567(44) 0.99547(52) 0.95664(48)
Table 17: SF coupling data.
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