Abstract. We consider functions of vanishing mean oscillation on a bounded domain Ω and prove a VMO analogue of the extension theorem of P. Jones for BMO(Ω). We show that if Ω satisfies the same condition imposed by Jones (i.e. is a uniform domain), there is a linear extension map from VMO(Ω) to VMO(R n ) which is bounded in the BMO norm. Moreover, if such an extension map exists from VMO(Ω) to BMO(R n ), then the domain is uniform.
Introduction
The space of functions of bounded mean oscillation, BMO, was introduced by John and Nirenberg in [17] . Let Q denote a cube in R n with sides parallel to the coordinate axes. The mean oscillation of an integrable function f on Q is given by
where |Q| is the volume of the cube and f Q = ffl 
and · BMO(Ω) defines a norm which makes BMO(Ω) a Banach space modulo constants. It is customary to assume functions in BMO are real-valued. This space was considered by Jones [18] , who gave a necessary and sufficient condition on a domain Ω so that BMO(Ω) coincides with the restrictions to Ω of functions in BMO(R n ), n ≥ 2. In what follows we will refer to this condition, which will be defined in Section 2.1, as the Jones condition. It was shown in [13] that the domains satisfying this condition are precisely the uniform domains introduced earlier by Martio and Sarvas in [20] . Domains of this type are also known as (ǫ, ∞) domains [19] or 1-sided NTA domains (see e.g. [3] ) as they satisfy the interior conditions of the non-tangentially accessible domains of Jerison and Kenig [16] .
Functions of vanishing mean oscillation, VMO, where introduced by Sarason in [22] . For a bounded domain Ω, we say
where ω Ω (f, t) := sup Q⊂Ω,ℓ(Q)<t Q |f (x) − f Q |dx.
Here ℓ(Q) is the sidelength of the cube Q and we call ω Ω (f, ·) the modulus of mean oscillation (see [4] ). On R n , VMO(R n ) can refer to the closure of the uniformly continuous functions in BMO, in which case the characterization (2) remains valid (this is Sarason's definition). A smaller space which is also sometimes referred to as VMO(R n ), alternatively VMO 0 (R n ) or CMO(R n ), is the closure in BMO(R n ) of continuous functions with compact support as defined by Coifman and Weiss in [10] . This requires more vanishing mean oscillation conditions -see [25, 5] . A nonhomogeneous version of this space, denoted by vmo(R n ), can be defined as the closure of C 0 (R n ) in the local BMO space bmo(R n ), defined by Goldberg [14] . In addition to (2), f ∈ vmo(R n ) must also satisfy a vanishing condition on its averages over large cubes going to infinity (see [5, 11] 
In view of Jones' extension theorem, a natural question is under what conditions
on Ω can we extend functions in VMO(Ω) to functions in VMO(R n ). In [1, 24] , extension theorems were proved for another kind of BMO and VMO spaces on Ω, where the mean oscillation is controlled over cubes/balls which have centers in Ω but are allowed to cross the boundary. A different question was answered by Holden in [15] : given a bounded measurable set E, what are the necessary and sufficient conditions on a function f ∈ L 1 loc (E) to be the restriction to E of a function in VMO(R n ). This was the analogue of an unpublished result proved by Wolff for BMO.
Brezis and Nirenberg in [6] show that any function f in VMO(Ω) satisfying a vanishing condition on averages over small cubes approaching ∂Ω, namely lim ℓ(Q)=dist(Q,∂Ω)→0 Q |f (x)|dx = 0,
has an extension to VMO(B) which is identically zero outside Ω, where B is any open ball containing Ω (in fact such an extension will also be in VMO(R n ) according to any of the definitions above). When Ω is a bounded domain with Lipschitz boundary, they show that condition (4) is necessary for such an extension to exist.
The space of VMO(Ω) functions which can be extended to zero outside Ω is denoted by VMO 0 (Ω) in Brezis and Nirenberg [6] , and was denoted by VMO z (Ω) in previous work [2, 9] . It is important to clarify, first of all, that these functions are still considered modulo constants, so that extending by zero is the same as extending by a constant. Moreover, there are two possible choices of norms. When looking at VMO z (Ω) as contained in BMO z (Ω), the subspace consisting of those functions in BMO(R n ) which vanish on R n \ Ω, we have that VMO z (Ω) is the closure of C 0 (Ω), the continuous functions with compact support in Ω, with respect to the norm · BMO(R n ) , where the supremum in (1) is taken over all cubes in R n . On the other hand, when considered as a subset of VMO(Ω) with the norm · BMO(Ω) , where the supremum in (1) is taken over all cubes Q ⊂ Ω, VMO z (Ω) is not closed. In fact, it is proved in [6] (attributed to Jones) that C 0 (Ω) is dense in VMO(Ω). When Ω satisfies the Jones condition, one can consider BMO(Ω) as the restrictions of BMO(R n ) functions to Ω (sometimes denoted BMO r (Ω)), which makes it a quotient of BMO(R n ) modulo functions vanishing (or rather constant) on Ω, and therefore the norm can be taken to be the quotient norm. The simple one-dimensional example of log |x| on Ω = (0, ∞) illustrates this difference, since it in BMO(Ω) \ BMO z (Ω).
In this paper we prove the analogue of Jones' extension result for VMO(Ω).
Assume Ω satisfies the Jones condition (8) . Then for every f ∈ VMO(Ω) there exists F ∈ VMO(R n ) with F = f on Ω. Moreover, the map f → F is linear and bounded:
where the constant C is independent of f .
(ii) Suppose there exists a linear extension map which takes each f ∈ VMO(Ω) to a function F ∈ BMO(R n ) with F = f on Ω and such that (5) holds. Then Ω satisfies the Jones condition (8) .
Since Jones' original construction of the extension gives a step function which is not in VMO, the proof of part (i) involves a significant modification of that construction which allows us to glue the pieces in a continuous way and ensure the vanishing mean oscillation condition across the boundary ∂Ω. A crucial tool is the bump function constructed in [6] in order to prove Jones' theorem on the approximation of VMO(Ω) functions by C ∞ 0 (Ω). In Section 2 we compute the modulus of mean oscillation for this bump function, as well as explain the Jones condition and other properties of the domain and VMO functions. In Section 3 we give the proof of Theorem 1 using some key propositions on how to glue VMO functions together. Subsequent sections contain proofs of the propositions, which are in turn based on lemmas that are VMO analogues of the results of Jones for BMO, quantified using the modulus of mean oscillation.
Notation and definitions
We will use the convention that constants may change from line to line in a series of inequalities, and that they may depend on the dimension n, without pointing this out. As usual, A ≈ B denotes the fact that the ratio A/B is bounded between two positive, finite constants.
2.1. The domain. We will always assume that Ω is a bounded domain, i.e. a bounded open and connected subset of R n . In order to define the Jones condition, we need to fix a dyadic Whitney decomposition of Ω, as in [18] . This means writing Ω as a countable union of dyadic cubes, which we denote by S j , whose interiors are pairwise disjoint and whose sidelengths ℓ(S j ) are proportional to their distance from the complement Ω c :
Assuming the cubes are closed, we say that S j and S k are adjacent or that they touch if j = k and S j ∩ S k = ∅. We also have (see [23] , Proposition VI.1) that
Following Jones, we denote this collection of Whitney cubes in Ω by E.
For S j , S k ∈ E, Jones defines a Whitney chain of length m connecting S j , S k to be a finite sequence of cubes in E, {Q i } m i=0 , with Q 0 = S j , Q m = S k , and Q i touching Q i+1 for i = 0, . . . , m − 1. Such a chain must always exist since S j , S k are connected by a path which lies at a positive distance from ∂Ω and therefore passes through a finite number of Whitney cubes of sidelength bounded below, by (6) .
We now define the two distance functions involved in the Jones condition.
Definition 1. For Whitney cubes S j , S k ∈ E, we define d 1 (S j , S k ) to be the length of a shortest Whitney chain connecting them.
Throughout the paper, unless otherwise specified, we use d(·, ·) to denote the usual Euclidean distance between points, as well as the distance between points and sets, or between two sets. We will denote by log a, a > 0, the logarithm to the base 2 (instead of the natural logarithm).
Definition 2. For any cubes
.
Finally, we are ready to define the Jones condition.
Definition 3. We say that Ω satisfies the Jones condition if there exists a constant
A large class of domains satisfy the Jones condition. An example of a domain that fails to satisfy it is a slit disk: {re iθ : r ∈ [0, 1), θ ∈ (0, 2π)}. In addition to the Whitney decomposition of Ω, we will use E ′ to denote the collection of cubes in the Whitney decomposition of Ω c . Since Ω is bounded, we
For every
. We say such a cube S is a matching cube to S ′ if it is nearest to S ′ (in Euclidean distance). There may be several choices for S. As pointed out in [18] , if S is a matching cubes of S ′ , then
(otherwise ℓ(S) ≥ 4ℓ(S ′ ) so by (7) its neighbors will have sidelength at least ℓ(S) and one of them will be closer to S ′ ). We denote by Ω ′ the union of all S ′ in E ′ which have matching cubes, i.e.
where X o denotes the interior of the set X. We will use this set for the extension in the proof of Theorem 1, so we would like to understand it well. By property (6) 
then by property (6) of the Whitney decomposition, for
. By property (7), any Whitney cube in E ′ which is adjacent to such an S ′ must have length no larger than L. Thus the layer of cubes in E ′ covering ∂V is surrounded by another layer of Whitney cubes lying in Ω ′ \ V , i.e.
The boundary ∂ Ω, lying in B \ V , is a piecewise flat surface consisting of faces of the finitely many cubes S ′ ∈ E ′ , S ′ ⊂ Ω ′ , which have an adjacent cube of sidelength greater than L, meaning, by (7) , that
2.2. The modulus of mean oscillation. From Theorem A1.1 in [6] (due to Peter Jones) and the equivalence of the ℓ 2 and ℓ ∞ metrics (i.e. balls and cubes) in R n , we can replace the definition (3) of the modulus of mean oscillation of a function f ∈ L 1 loc (Ω) by the following equivalent form:
where we use I(Ω) to denote the collection of interior cubes in Ω, namely those cubes
(what is denoted in [6] by C 1/2 = C). Here we can interpret the diameter and the distance in either the ℓ 2 or the ℓ ∞ metric. Note that I(Ω) consists of exactly those cubes for which 2Q ⊂ Ω, where 2Q denotes the cube with the same center as Q and twice the sidelength.
It is noted at the beginning of Appendix 1 in [6] that these results are valid in any bounded open set Ω. In [8] , the equivalence of the definition of BMO(O) for an open set O by (1), or by replacing Q ⊂ O in the supremum with 2Q ⊂ O, is attributed to [21] .
Remark 1.
In what follows we will also want to refer to f ∈ VMO(O) for an open set that is not necessarily connected. We will take this to mean that ω O (f, t), defined as in (13) Remark 2. Since I(Ω) = I(Ω), in (13) we can replace Ω by Ω without changing anything. Thus, with an abuse of notation, we will often write below ω S (f, t) where S is a cube, which we have assumed previously to be a closed set, when we really mean S 0 , the interior of S. Similarly, we will also write VMO(S) for VMO(S 0 ).
We also note that ω Ω (f, t) is invariant under dilations. That is, for λ > 0, if we consider the image of Ω under the dilation x → λx, denoted by λΩ, and the function f λ defined on λΩ by f λ (x) = f (λ −1 x), we have
Similarly we have invariance under translations x → x + c.
Finally, we will need the fact that vertical truncations reduce the modulus of mean oscillation. By this we mean that if
since the truncation reduces the differences in the integrand on the right-hand-side of (13) . The modulus of mean oscillation of a VMO function is an example of a modulus of continuity. In the following we will need the notion of the least concave majorant of a nonnegative function η, which is a concave function η ≥ η such that for every concave θ ≥ η, η ≤ θ. As in [12] (see p. 43), we can define such a function by taking
is nondecreasing, any line dominating η must have nonnegative slope, and therefore the least concave majorant η must be nondecreasing. Moreover, if η is bounded by M , taking l to be the constant function M , we have that η is bounded by M . Thus η ∞ ≤ η ∞ . Finally, if φ is continuous at 0, with η(0) = 0, so is η (see p. 43 in [12] ). Thus we have the following (note that this is not Lemma 6.1 on p. 43 in [12] since there a modulus of continuity is assumed to be subadditive): Lemma 1. The least concave majorant of a modulus of continuity is also a modulus of continuity and has the same supremum.
Properties of VMO functions.
In order to work with VMO instead of BMO, we present "quantified" versions of some lemmas in [18] , where instead of using the BMO norm we use the modulus of mean oscillation.
Lemma 2.
Let Ω be a domain, φ ∈ VMO(Ω) and Q 1 , Q 2 be Whitney cubes of Ω. Then for some C > 0
where Q is a largest cube in a shortest Whitney chain connecting Q 1 and Q 2 and
Lemma 3. There exists C > 0 such that for any φ ∈ VMO(Ω) and
The proofs of these results are almost the same as of Lemma 2.2 and Lemma 2.1 in [18] , respectively, so we omit them. We will also need a version of Lemma 2.3 in [18] which is quantified using the notion of moduli of continuity. 
and sup
Proof. In the proof of Lemma 2.3 in [18] , we consider a cube Q ⊂ O with ℓ(Q) ≤ s.
Noting that all the dyadic cubes involved in the proof will also have sidelength less than s and are contained in Q (since they consist of the Whitney decomposition of Q), and replacing the constants c i by δ i (s), i = 1, 2, we get that
A corollary of this result is the following lemma, which is used in the proof of Theorem 1 but is also of independent interest. It allows us to "glue together" VMO functions defined on cubes.
Lemma 5. Let {S i } be a countable collection of dyadic cubes with disjoint interiors, and let φ i be a collection of functions with
and for any two adjacent cubes
then the function φ defined on S i by
is a element of VMO(O), where O is the interior of S i , with
Proof. We want to apply Lemma 4. First note that every dyadic cube Q ⊂ O must be contained in some S i , and therefore
whenever ℓ(Q) ≤ s. Thus (16) holds with δ 1 = η 1 . For (17) , suppose Q 1 and Q 2 are adjacent dyadic cubes in O with ℓ(Q 1 ) = ℓ(Q 2 ) ≤ s. Then either they are both contained in a single S i or they are contained in adjacent cubes S i and S j . In the latter case we have, by hypothesis,
In the first case, by choosing adjacent subcubes Q 
have, as in the proof of Lemma 2.2 in [18] , that
by condition (18) . Thus (17) holds with δ 2 = max(η 1 , η 2 ).
2.4. Bump functions. As mentioned in the introduction, in [6] Brezis and Nirenberg quote a result of Jones stating that any function in VMO(Ω) can be approximated by functions in C ∞ 0 (Ω). To prove this, they construct a bump function (see Appendix 1 in [6] ) which we will adapt to our purposes.
We fix S 0 to be the cube in R n centered at the origin with ℓ(S) = 4, i.e.
n . For µ ∈ N, we define the Brezis-Nirenberg bump function ψ µ on S 0 as follows:
Given an arbitrary cube S centered at c S we put ψ
Notice that in a cube S the function d(x, ∂S) is the same in both the ℓ 2 and ℓ ∞ metrics. Then ψ µ S is a continuous function which is identically equal to 1 on a subcube J(S) concentric with S and of sidelength ℓ(S)/4, and is supported in a subcube K(S) at distance 2 −µ−2 ℓ(S) from the boundary (recall that we are using the logarithm to the base 2), so ψ µ S ∈ VMO(S) and as shown in [6] , ψ µ S BMO = O(µ −1 ). We want to refine this to obtain a better estimate for the modulus of mean oscillation of ψ µ S , since we will need it in what follows. Lemma 6. There exists a modulus of continuity θ such that for every cube S,
Remark 4. As will follow from the proof, the result holds for any set S, not necessary a cube, with the appropriate adjustments to the definition of ψ µ S . Proof. By the translation and dilation invariance of the modulus of mean oscillation (see (14) above), it is enough to consider the case S = S 0 . We therefore denote ψ µ S by ψ µ and write, by (13)
As noted following the definition, the function ψ µ vanishes outside the cube
Note that the function ψ µ is a truncation of
by 1 from above and 0 from below. Therefore
Here we have used the fact that if
Replacing t by 4t/ℓ(S) for a general cube S, we get (20) with θ a piecewise linear function.
Proof of Theorem 1
The proof of the theorem is based on three propositions which allow us to glue together the bump functions introduced in the previous section in order to form VMO functions.
We formulate the propositions in the following section, then prove the theorem and finally prove the propositions.
3.1. Key propositions. Proposition 1. Given countable collections of numbers λ i ∈ R, µ i ≥ 1, and dyadic cubes S i with pairwise disjoint interior satisfying (7) , set
where ψ µi Si are bump functions defined in Section 2.4. Suppose that the following conditions are satisfied:
• There exist C 1 > 0 and C 2 ∈ R such that for all i
where L = sup ℓ(S i ).
• There exists a C > 0 such that for all adjacent cubes S i , S j
• There exists a modulus of continuity δ 1 such that for all i
• There exists a modulus of continuity δ 2 such that for all adjacent cubes S i ,
Then Ψ ∈ VMO(O), where O = ( S i ) o , and
Corollary.
and for some moduli of continuity δ 1 , δ 2 we have
Proposition 2.
Let Ω be a bounded domain satisfying the Jones condition (8) , S, S L ∈ E, the collection of Whitney cubes of Ω, and S L is a cube of maximum sidelength ℓ(S L ) = L (see (9) ). Let φ ∈ VMO(Ω) and ω be the least concave majorant of ω Ω (φ, ·). Then there exists C Ω > 0 such that
Proposition 3.
Let Ω be a domain satisfying the Jones condition (8) , φ 1 ∈ VMO(Ω) and φ 2 ∈ VMO(Ω ′ ). If there exists a modulus of continuity η such that for each S ′ ∈ E ′ with S ′ ⊂ Ω ′ , and for some S ∈ E which is a matching cube of S ′ ,
then
where Ω is defined as in (11) , and for some constant
Proof of Theorem 1 part (i).
Given φ ∈ VMO(Ω), where Ω is a bounded domain satisfying Jones' condition (8), we need to extend it to a function in VMO(R n ), and show that the extension operator is bounded linear operator in the BMO norm. This will be done in two steps.
• Main extension Extend φ, in a linear fashion, to a function a functionφ which is in VMO with compact support in Ω and show
with a constant depending only on Ω.
• Further extension Extendφ by zero outside Ω and show it is in VMO(R n ) with φ BMO(R n ) ≤ C φ BMO( Ω) , with a constant depending only on Ω.
We now describe the construction of the main extension. By Corollary 2.9 in [18] , ∂Ω has measure zero. Therefore in order to defineφ almost everywhere on Ω, we only need to define it on Ω and Ω ′ . By analogy with the definition of the extension in [18] , we setφ
First we check that this extension is linear in φ. That follows from the fact that the only dependence on φ is in λ i . We must also address the fact that the function φ ∈ VMO(Ω) is only defined up to constants. In Jones' construction in [18] , the extension is also modulo constants. However, when we use the bump functions, we consider that they have compact support, and thus we must fix the function φ by assuming that
where we have picked one of the cubes in E of sidelength L and called it S L . If we add a constant to φ, we will then need to add that same constant in the definition ofφ on Ω ′ . We claim thatφ has compact support in Ω with
By the properties of the bump functions, we have that
where the subcube K(S 
Let us now show how to go to the further extension from the main extension. Assumingφ ∈ VMO( Ω), since it has compact support, by Remark 6 preceding Theorem 2 in [6] it will have a zero extension to VMO( B), and hence to VMO(R n ), as noted in the introduction. This is not dependent on any smoothness of the boundary of Ω, and in fact is valid for any bounded open set, not necessarily a domain. Moreover, by Remarks 1 and 6 in [6] , the zero extension ofφ will be in BMO( B), hence in BMO(R n ), with
where C depends on how far the support ofφ lies from ∂ Ω, hence by (29), only on the constant L. Finally, we note that this is a linear extension, and as pointed out above, if we modifyφ in Ω by adding a constant, the extension will not be a zero extension but rather a constant extension. It now remains to show how the main extension follows from the propositions in the previous section.
We first apply the Corollary of Proposition 1 to show thatφ ∈ VMO(Ω ′ ), where again with an abuse of notation we use Ω ′ to mean its interior (see Remarks 1,2). Let us verify the hypotheses of the Corollary for the cubes S ′ i making up Ω ′ . For each i, let S i be the cube which we chose as a matching cube to S ′ i . Note that by (10) we can exchange ℓ(S ′ i ) and ℓ(S i ) up to a factor of 2. We first apply Proposition 2 to S = S i and the cube S L for which we assumed vanishing mean in (28) to get
with ω the least concave majorant of ω Ω (φ, ·). Using Lemma 1, we have that δ 1 is a modulus of continuity, with
). Thus we can apply the Corollary to conclude thatφ is in VMO(Ω ′ ) with
The theorem will be proved if we can apply Proposition 3 with φ 1 = φ on Ω and φ 2 =φ on Ω ′ . Note that for any S ′ in Ω ′ , taking the matching S ∈ E to be the one chosen in the construction ofφ, we have
Recalling that ψ µ S ′ is identically 1 on a subcube J(S ′ ) ⊂ S ′ which is concentric with S ′ and of sidelength ℓ(S ′ )/4, we can write the last equality as
From Lemmas 2 and 6, we get
Combining this with Proposition 2, applied to the cube S and the cube S L with vanishing mean as in (28), we obtain
for η(t) = ω(6L(1 + log(L/t)) −1 ), where ω is the least concave majorant of ω Ω (φ, ·). By Lemma 1 we have that η is a modulus of continuity with η ∞ ≤ ω Ω (φ, ·) ∞ = φ BMO(Ω) , so we can apply Proposition 3 and (30) to conclude thatφ ∈ VMO( Ω) with φ
. This shows the boundedness of the main extension and completes the proof of part (i) of Theorem 1.
Proof of Theorem 1 part (ii). As previously stated, Ω is a bounded domain.
In this section, we assume that there is a bounded linear extension
and we want to show this implies that Ω satisfies Jones' Condition (8).
We first fix two Whitney cubes S 1 , S 2 ∈ E, and define a function φ S1,S2 on Ω as follows. Recalling the bump functions defined in Section 2.4, on each S i ∈ E set φ S1,S2 (x) = λ i ψ µi Si (x), x ∈ S i , where
As in Definition 1, d 1 (S 1 , S 2 ) is the length of the shortest Whitney chain between S 1 and S 2 , and we fix δ to be some smooth nonnegative nondecreasing function with δ(t) = 0 for t ≤ 1/2 and δ(t) = 1 for t ≥ 1.We want to apply the extension to φ S1,S2 , so we need to show it is in VMO on the domain.
Lemma 7. φ S1,S2 ∈ VMO(Ω) and
Proof. By Proposition 1, it suffices to check that conditions (22)- (25) hold. Note that by the nature of Whitney chains and property (7) of Whitney cubes, if
and condition (22) holds. Condition (23) holds trivially with C = 1 and (24) is true by construction with δ 1 ∞ = δ ∞ as
Finally, if S i and S j are adjacent cubes, set
. Then B i − B j = ±1 so assume, without loss of generality, that B i − B j = 1 and write
Applying the mean value theorem, we get that
for some θ ∈ (0, 1), and therefore
Plugging back into (31), we have
As supp δ ′ ⊂ [1/2, 1], the second term will vanish when µ i = 1 + d 1 (S 1 , S i ) is sufficiently large, so we can say that there exists a modulus of continuity δ 2 (see Remark 3) such that
Thus by Proposition 1, φ S1,S2 ∈ VMO(Ω) with
and the right hand side is independent of S 1 and S 2 . Now we can prove the part (ii) of the main theorem. Recall that ψ µi Si = 1 on J(S i ), the cube concentric with S i and of sidelength ℓ(S i )/4. In particular, for the function φ S1,S2 defined above we have
On the other hand by Lemma 7 and Lemma 2.1 in [18] ,
Hence for some C ′ > 0 and any S 1 , S 2 ,
Proof of Proposition 1
The goal of this section is to prove Proposition 1. In view of Lemma 5, we need to show that conditions (22)- (25), imply (18) and (19) . First we note the following general fact.
Lemma 8. Let η 1 and η 2 be moduli of continuity. If µ i satisfies (22) , then there exists a modulus η 3 such that
Proof. Let us consider two cases:
If we introduce function g(x) = C L 2 (1+1/C1)x , then g is a strictly increasing function, hence invertible, with g(x) → ∞ as x → ∞, and the above can be written as
and all in all,
Since g −1 (t −1/2 ) → ∞ as t → 0, the right-hand-side can be dominated (see Remark 3) by a modulus of continuity η 3 with η 3 ∞ ≤ η 1 ∞ · η 2 ∞ .
Lemma 9. If µ i , λ i are such that (24) holds, then there exists a modulus η with
Proof. By Lemma 6 and (24), we have
Then by Lemma 8, there is a modulus of continuity η with
Now that we have shown (18) , in order to apply Lemma 5 to prove the Proposition it remains to show that (19) is implied by (22)- (25) . We first establish some preliminary results.
Lemma 10. Write x ∈ R n as (x 1 , x 2 ) where x 2 denotes a vector in R n−1 . Suppose S 1 , S 2 are adjacent cubes such that
and consider adjacent subcubes Q 1 , Q 2 , Q i ⊂ S i , satisfying
Si for i = 1, 2, where µ i satisfy (23) , then for some C > 0
Proof. Since on Q i , i = 1, 2, d(x, ∂S i ) = |x 1 |, the functions ψ Si (x) are functions of the variable x 1 only and
ℓ(Si) , so we can write
Without loss of generality we can assume that µ 2 ≤ µ 1 . Then by condition (23)
and 2 −µ1 and 2 −µ2 are comparable. If l < 2 −µ1 , then I = 0 and there is nothing to prove. Otherwise consider two cases:
, then l is comparable to 2 −µ1 and 2 −µ2 so
As in the previous case, the absolute value of the first term is bounded by C µ1 . For the second term, we have
Lemma 11. Let conditions (22) - (25) hold. Then there exists a modulus of continuity η such that for all adjacent Whitney cubes S i , S j and Q i and Q j touching subcubes with
we have
Moreover,
with C depending on the constants in (22) and (23).
Proof. Let S i , S j , S i and Q j be as in the hypotheses. Without loss of generality we may assume that µ i ≥ µ j . By the triangle inequality,
By condition (25) and our assumption, we can write
By the size and support properties of the bump function, |(ψ µj Sj ) Qj | ≤ 1 and, since Q j lies along one of the faces of
. Letting η 1 (t) = δ 2 (2t) and η 2 be any modulus of continuity satisfying η 2 (s) = 0 for s ≤ 1/8 and η 2 (s) = 1 for s ≥ 1/4, we may write
Hence by Lemma 8, there exists η 3 such that η 3 ∞ ≤ δ 2 ∞ and
To deal with second term, apply condition (24) to get
As above, since by our assumption 2
then the support properties of the bump functions give (ψ
Assuming this quantity is also bounded, that is, for some C 0 > 0
we can apply the same reasoning as above to get a modulus of continuityη 2 with η 2 ∞ ≤ C 0 such that
Then Lemma 8 gives a modulusη 3 with η 3 ∞ ≤ C 0 δ 1 ∞ and
Combining this with (36) and letting η = max(η 3 ,η 3 ), we can complete the proof, assuming that (37) holds. Note that estimate (37) is established in the special setting of Lemma 10. Thus all that remains is to show that we can always reduce to that setting. We may always assume that S i ⊂ {(x 1 , x 2 ) :
. What needs to be shown is that it may also be assumed that
By symmetry, the frustum {x ∈ S i : dist(x, ∂S i ) = |x 1 |, x 1 ≥ −ℓ(S i )/4} has 1/2n of the volume of S i \ J(S i ) and lies along the face x 1 = 0 with angles bounded below (depending on the dimension), so if Q i does not satisfy the inclusion above, some portion bounded below of it does, and similarly for Q j . That is, there is c n ∈ (0, 1) which depends on n only such that if at least one of the inclusions does not hold, then we can find cubes
= c n for which the above conditions are satisfied. Write
Then by Lemma 3 and Lemma 6
and similarly
by our assumption. Applying Lemma 10 to bound
we have that (37) holds.
The proof of the Proposition via Lemma 5 will be complete once we verify the following.
Lemma 12.
If (22)- (25) hold, then (19) is satisfied for φ i = λ i (ψ µi Si ) Qi , with a modulus of continuity η satisfying (35).
Proof. We need to show that there exists a modulus of continuity η such that for any two adjacent Whitney cubes S i , S j and touching dyadic cubes
The difference with Lemma 11 is that we are not assuming (33), so ℓ(S i ) = ℓ(S j ). Without loss of generality we may assume that ℓ(S i ) < ℓ(S j ), hence
Recall that since S i and S j are adjacent Whitney cubes, we have ℓ(S j ) ≤ 4ℓ(S i ).
Let Q ′ j be a dyadic subcube of S j containing Q j , hence touching Q i , and of sidelength
Note that this means ℓ(Q ′ j ) ≤ 4ℓ(Q i ) = 4ℓ(Q j ). By the triangle inequality,
By Lemma 11, for some modulus η 1 satisfying (35) we have
By Lemmas 3 and 9 there is modulus of continuity η 2 with
, we have that (19) and (35) hold.
Proof of Proposition 2
We first establish the Proposition under stronger assumptions.
where L is as in (9) . Let φ ∈ VMO(Ω) and ω be the least concave majorant of ω Ω (φ, ·). Given a Whitney chain
Proof. By (38) and property (7) of adjacent Whitney cubes,
and therefore
or taking logs (to the base 2),
By Lemma 2,
Hence, by the triangle inequality,
If ω is a concave majorant of ω Ω (φ, ·), then
Using (39) we complete the proof.
In order to generalize this lemma we need the following result of Jones (see Lemma 2.6 in [18] ).
Lemma 14.
Let Ω be a domain satisfying the Jones condition (8) with constant κ, S 0 , S j ∈ E and S 0 , S 1 , . . . , S j be a shortest Whitney chain connecting S 0 and S j . If ℓ(S 0 ) < ℓ(S j ), then there exists an integer α ≤ min(j, κ 2 ) such that
Proof of Proposition 2. Let S = S 0 , S 1 , . . . , S m = S L be a shortest Whitney chain connecting S and S L . We claim that there are integers
The existence of α j follows from Lemma 14. If ℓ(S 0 ) = ℓ(S L ) = L, we simply put M = 0. Otherwise ℓ(S 0 ) < ℓ(S L ) so by Lemma 14, applied to S 0 = S and S j = S L , there exists an integer α ≤ κ 2 such that (40) holds. We set α 1 to be the smallest such α. If ℓ(S α1 ) = L, then we put M = 1 and stop. Otherwise we can again evoke Lemma 14, this time with S 0 = S α1 , to obtain α 2 with α 2 − α 1 ≤ κ 2 . Continuing in this way, we have S αi , i = 1, . . . , M , where M is the first i with ℓ(S αi ) = L. By construction, (41) and (43) hold.
Moreover, note that along a shortest Whitney chain, the distance d 1 is additive, that is, the part of the given Whitney chain between S αi−1 and S αi also forms a shortest chain between these two cubes, so d 1 (S αi , S αi−1 ) = α i − α i−1 and (42) holds. Finally, by the minimality of the choice of α i at each stage, and property (7) of adjacent Whitney cubes, we must have that
Thus S αi is the largest cube in a shortest Whitney chain between S αi−1 and S αi . Now that we have the α i , the proof is almost the same as the one of Lemma 13. Indeed, in this case (43) implies
and we can write, setting S αM+1 = S L and applying Lemma 2, (42), (43) and the Jones condition,
Recalling the definition of d 2 , we have
Now, as in the proof of Lemma 13, we have
where ω is a convex majorant of ω Ω (φ, ·). By (44), this completes the proof of the proposition.
Proof of Proposition 3
Assume the hypotheses of Proposition 3. All the lemmas in this section refer to the notation in the statement of the Proposition.
We proceed following the ideas of the proof of Lemma 2.11 in [18] . We will need the following result (Lemma 2.10 in [18] ).
Lemma 15. Let S
′ ∈ E ′ and S ∈ E be matching cubes. Then
The following lemma shows that (26) is independent of the choice of matching cube S of S ′ .
Lemma 16. If S 1 , S 2 are matching cubes to S ′ , then for some C 1 , C 2 > 0, which depend only on κ,
Proof. Recalling (10), for i = 1, 2 we have ℓ(S ′ ) ≤ ℓ(S i ) ≤ 2ℓ(S ′ ) and therefore
By Lemma 15 and (10), for both cubes S i we have
Thus by the triangle inequality,
Combining (45) and (46) and recalling that Ω satisfies the Jones condition, we obtain
The proof is then completed by Lemma 2.
Lemma 17. Given C 0 > 0, there is a C > 0 and a modulus of continuity
and
Proof. Note that conditions (48) and (49) imply that the four sidelengths ℓ(Q i ), ℓ(S i ), i = 1, 2, are all comparable. We consider three possibilities Case 1: Q 1 , Q 2 ⊂ Ω. In this case by Lemma 2, the Jones condition and (49),
Case 2: Q 1 ⊂ S 1 ∈ E and Q 2 ⊂ S ′ 2 ∈ E ′ . Then
where we have used (49) and the definition of d 2 . Let S 2 ∈ E be a matching cube of S ′ 2 . By (10), ℓ(S 2 ) is comparable with the other four sidelengths. Lemma 15, (50) and (48) give
). From this and the fact that ℓ(S 1 ) and ℓ(S 2 ) are comparable, we have
Finally, by the triangle inequality,
By Lemma 3 and (48), we can bound the first two terms by ω Ω (φ 1 , ℓ(S 1 )) + ω Ω ′ (φ 2 , ℓ(S 2 )). Because of (51), the third term can be handled as in Case 1 above, and is bounded by Cω Ω (φ 1 , (Cℓ(Q 1 ))). The fourth term is controlled by the hypothesis (26).
and by hypothesis (26)
Proof of Proposition 3. By Lemma 4, we need to establish the existence of a modulus of continuity δ such that
for any adjacent dyadic cubes Q 1 , Q 2 with ℓ(Q 1 ) = ℓ(Q 2 ) ≤ t.
To prove (53), it is enough to consider Q |Φ(x) − Φ Q |dx for Q that does not lie in any S ∈ E nor in any S ′ ∈ E ′ , for otherwise δ(t) can be chosen as ω Ω (φ 1 , t) + ω Ω ′ (φ 2 , t).
Let Q ⊂ Ω be a given dyadic cube such that Q ⊂ S for any S ∈ E ∪ E ′ . It is shown in the proof of Lemma 2.11 in [18] that for any such Q, there exists r ∈ N depending only on the geometry of Ω (namely r ≈ log κ, where κ is the constant in the Jones condition (8) ) and a sequence 
