The present study is concerned with the estimation of Inverse Exponential distribution using various Bayesian approximation techniques like normal approximation, Tierney and Kadane (T-K) Approximation. Different informative and non-informative priors are used to obtain the Baye's estimate of Inverse Exponential distribution under different approximation techniques. A simulation study has also been conducted for comparison of Baye's estimates obtained under different approximation using different priors.
Introduction
The Inverse Exponential distribution was introduced by Keller and Kamath (1982) . Due to its inverted bathtub failure rate, it is significant competitive model for the Exponential distribution. A comprehensive description of this model is given by Lin et al (1989) 
Inverted exponential distribution as a life distribution model from a Bayesian viewpoint was considered by Sanku Dey (2007) while Gyan Prakash (2012) obtained the estimation of the Inverted exponential distribution by using symmetric and asymmetric loss functions. Singh et al (2015) discussed the estimation of stress strength reliability parameter of inverted exponential distribution. They obtained Bayes estimator for parameters of inverted exponential distribution by using informative and non-informative priors. They also compared the classical method with Bayesian method through the simulation study.
Material and Methods
The Bayesian paradigm is conceptually simple and probabilistically elegant. Sometimes posterior distribution is expressible in terms of complicated analytical function and requires intensive calculation because of its numerical implementations. It is therefore useful to study approximate and large sample behavior of posterior distribution. Thus, our present study focuses to obtain the estimates of the parameter of inverted exponential distribution using two Bayesian approximation techniques i.e. normal approximation and T-K approximation.
Normal Approximation
The basic result of the large sample Bayesian inference is that the posterior distribution of the parameter approaches a normal distribution. If the posterior distribution   x p |  is unimodal and roughly symmetric, it is convenient to approximate it by a normal distribution centered at the mode; that is logarithm of the posterior is approximated by a quadratic function, yielding the approximation
If the mode, ˆis in the interior parameter space, then ) ( I is positive; if ˆis a vector parameter, then ) ( I is a matrix. Some good sources on the topic is provided by Ahmad et.al (2007 Ahmad et.al ( , 2011 discussed Bayesian analysis of exponential distribution and gamma distribution using normal and Laplace approximations. Sultan et al. (2015a Sultan et al. ( , 2015b ) obtained the Baye's estimates under different informative and non-informative priors of shape parameter of Topp-Leone and Kumaraswamy Distribution using Bayesian approximation techniques.
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In our study the normal approximations of Inverse Exponential distribution under different priors is to be obtained as under:
The likelihood function of (1) for a sample of size n is given as
The first derivative is
from which the posterior mode is obtained as
To construct the approximation, we need the second derivatives of the log-posterior density,
The second derivative of the log-posterior density is   
Thus, the posterior distribution can be approximated as
Under extension of Jeffrey's prior  
Thus, the posterior distribution can be approximated as 
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The second derivative of the log-posterior density is
and hence, negative of Hessian is
Under the Inverse Levy prior
where a is the known hyper parameter, thus the posterior distribution for  is as
, from which the posterior mode is obtained as
T-K Approximation
In Lindley's approximation one requires the evaluation of third order partial derivatives of likelihood function which may be cumbersome to compute when the parameter is a vector valued parameter thus, Tierney and Kadane (1986) gave Laplace method to evaluate  
Thus, for Inverse Exponential distribution Laplace approximation for parameter  can be calculated as
Thus using (17) we have
Note that the relative error (relative error to exact the posterior mean
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Note that the relative error is where b and c are the known hyper parameters, the posterior distribution for  is given in (11)
Note that the relative error is 
Note that the relative error is
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Simulation Study and Data Analysis
Simulation Study
In our simulation study we have generated a sample of sizes n=25, 50 and100 to observe the effect of small, medium, and large samples on the estimators. The results are replicated 5000 times and the average of the results has been presented in the tables. To examine the performance of Bayesian estimates for parameter of inverse exponential distribution under different approximation techniques, estimates are presented along with posterior variances given in parenthesis in the below tables. 
A Real Data Example
In this section, we analyze the real life data set is given by Pavur et al (1992 
Discussion
In this paper the focus was to study the importance of Bayesian approximation techniques. We presented approximate to Bayesian integrals of Inverse Exponential distribution depending upon numerical integration and simulation study and showed how to study posterior distribution by means of simulation study. We observe that under informative as well as non-informative priors, the normal approximation behaves well than T-K approximation, although the posterior variances in case of T-K approximation are very close to that of normal approximation.
Conclusion
From the findings of above tables it can be observed that the large sample distribution could be improved when prior is taken into account. In both cases normal approximation as well as T-K approximation, posterior variance under Extension of Jeffrey's prior are less as compared to other assumed priors especially the Extension of Jeffrey's prior c 1 =1.4. We also, observe that under informative as well as non-informative priors, the normal approximation behaves well than T-K approximation, although the posterior variances in case of T-K approximation are very close to that of normal approximation. Further we conclude that the posterior variance based on different priors tends to decrease with the increase in sample size. It implies that the estimators obtained are consistent.
It is observed that the real life data also confirms to the simulated data results. Therefore we conclude that the extension of Jeffrey's prior performs well in the IE distribution.
