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Abstract
Non-Commutative Harmonic Analysis on
Certain Semi-Direct Product Groups
Amal Aafif
Robert Boyer, Ph.D.
Non-commutative harmonic analysis on locally compact groups is generally a difficult task due
to the nature of the group representations. We present an integral operator approach with induced
representations to compute the generalized Fourier transform of three dimensional semi-direct prod-
uct groups. We begin with an overview of representation theory and harmonic analysis on locally
compact abelian groups, compact groups and locally compact separable Type I groups. We describe
induced representations and the corresponding character formulas. We analytically compute the
Fourier transform and the inversion formula for semi-direct product groups given by linear transfor-
mations on the plane. Finally, numerical results are presented for the Euclidean motion group and
the hyperbolic motion group.

Chapter 1
Introduction
“The essence of harmonic analysis is to decompose complicated expressions into pieces that reflect
the structure of a group action when there is one” [28]. The study of harmonic analysis and group
representations began in the early 1700s with the work of Euler and d’Alembert. Euler discovered
that the Riemann zeta function could be written as a product. His work involved decomposing the
problem into two manageable series with product expansions and combining them to reach the final
result. Euler actually stumbled upon the multiplicative characters, or homomorphisms to the group
of complex non-zero numbers. These characters formed a basis for the space of complex-valued
functions on the group of integers {1,3} (the group of integers modulo 4 and prime to 4).
D’Alembert posed the vibrating string problem as a partial differential equation, the wave equa-
tion in one-dimension. He found the solution to be the superposition of two waves moving in opposite
directions along a string of length L. This brought about the notion of “nth-harmonics” and led to
the series representation of the solution in terms of sines and cosines
f(x) = a0 +
∞∑
n=1
(an cos(npix/L) + bn sin(npix/L)). (1.1)
Fourier analysis is the study of these series expansions in general. Before Fourier presented his work
on the heat equation and the determination of the coefficients an and bn, Parseval showed that sum
of the coefficients of a trigonometric series could be written in terms of integrals.
1
2By 1811, Fourier derived the heat equation and introduced the Fourier series, the Fourier trans-
form and its inversion while also discussing issues with discontinuous functions. Fourier did not
actually assume any underlying group structure or representation theory but we typically associate
his work with the case of the circle group in the following form using complex exponentials
f(x) =
∞∑
i=−∞
cne
inx (1.2)
cn =
1
2pi
∫ pi
−pi
f(x)e−inxdx. (1.3)
The group is S1 or R/2piZ and the multiplicative characters are einx, group homomorphisms from
the circle to the multiplicative group of non-zero complex numbers. Fourier actually preferred to
express the coefficients using what is now known as the Parseval formula
1
2pi
∫ pi
−pi
|f(x)|2dx =
∞∑
n=−∞
|cn|2. (1.4)
Fourier analysis, or more generally harmonic analysis, attempts to decompose the space of func-
tions on a set, on which a group acts, in terms of the fundamental harmonics. These fundamental
harmonics are the homomorphisms, or irreducible representations of the group, that mirror the group
action. The representations themselves form the dual space, which, depending on the group, may
be a group as well. The breakthroughs in Fourier analysis were significant as they led to solutions
of many problems and more importantly the rise of modern function theory, Riemann and Lebesgue
integrals and distribution theory.
In the latter part of the nineteenth century, the study of abstract groups and modern algebra
developed and representations of groups were expressed as matrices and studied using linear algebra
techniques. The expansion of a function on a finite commutative (or abelian) group was modified
as a sum over all the multiplicative characters ω
f(x) =
1
|G|
∑
ω
∑
y∈G
f(y)ω(y)
ω(x). (1.5)
It became clear that multiplicative characters were not useful for studying non-commutative groups
3and a generalization was necessary.
A representation of a group G on a complex vector space V is a homomorphism from G into the
group of invertible linear transformations on V . It defines the action of the group on the space V .
A multiplicative character is actually a one-dimensional representation on the space C. The action
of G is then multiplication by ω(g) for g ∈ G. Though Lie and Klein worked extensively on group
actions during the late nineteenth century, they did not present any representation theory results.
On the other hand, Frobenius introduced the character of a representation and worked on general
finite groups. The character of a representation pi, is defined as the complex-valued trace function:
χpi(g) = Tr(pi(g)) for g ∈ G. The notion of the character was important as it was invariant for
two equivalent representations: pi1 and pi2 are equivalent if there exists an operator T such that
Tpi1T
−1 = pi2 and we know that Tr(ABA−1) = Tr(B). The trace of a representation is necessary
to define the Fourier inversion formula for more general groups.
Starting from 1904, Burnside and Schur further developed (finite-dimensional) matrix repre-
sentations and presented an abstract theory for finite groups. Their major contributions included
unitarity and complete reducibility of finite representations. A finite dimensional representation pi is
irreducible if its space V has no proper invariant subspaces. A subspace U of V is invariant if pi(g)U
is still in U . The space of an irreducible representation only has the null space and the entire space
as its invariant subspaces. Burnside and Schur’s work showed that every finite representation could
be expressed by unitary matrices and consequently it is the direct sum of irreducible representations.
The Fourier transform was defined as
pi(f) =
∑
g∈G
f(g)pi(g) (1.6)
where pi consists of the complete set of finite-dimensional irreducible unitary representations of G.
The corresponding inversion and more general Parseval formula are given by
f(1) =
1
|G|
∑
pi
(dimpi)Tr(pi(f)) (1.7)
∑
g∈G
|f(x)|2 = 1|G|
∑
pi
(dimpi)‖pi(f)‖2HS (1.8)
4where ‖ ·‖HS is the Hilbert-Schmidt norm. These results made harmonic analysis on arbitrary finite
groups very similar to that of finite commutative groups.
Modern harmonic analysis of the twentieth century began with Weyl who combined group theory
with analytical theory. In the 1920s, Peter and Weyl took the results of finite groups and repre-
sentations and extended them compact groups. All that was needed was an invariant integral over
which the group has “finite volume” to replace the sums with integrals and |G| by a finite volume.
The Peter-Weyl theory and the use of infinite dimensional representations were fundamental to all
further developments in non-commutative harmonic analysis. While Peter and Weyl worked mainly
with compact Lie groups, the discovery of the existence and uniqueness of the Haar measure (a mea-
sure that is invariant to left or right translations) in the 1930s by Haar and von Neumann extended
the theory to groups that were also compact topological spaces.
Also in the 1930s, a duality theorem on locally compact abelian groups was proved by Pontrya-
gin and van Kampen. This generalized the concept of multiplicative characters and the harmonic
analysis on locally compact abelian groups such as Rn. We are only interested in the unitary mul-
tiplicative characters ω and these characters form another locally compact abelian group, the dual
group of G, Gˆ. It turns out that the dual of the dual group is isomorphic to G itself. Weil defined
the Fourier transform which takes integrable functions on G to integrable functions on Gˆ
fˆ(ω) =
∫
G
f(g)w(g)dg (1.9)
where dg is the Haar measure on G. In addition, there is corresponding normalized Haar measure
dw on Gˆ such that
f(g) =
∫
Gˆ
fˆ(ω)ω(g)dω (1.10)
with the corresponding Plancherel formula (a generalization of the Parseval formula)
‖f‖22 = ‖fˆ‖22. (1.11)
In 1927, research in quantum mechanics led to the study of non-compact and non-commutative
locally compact groups. Though specific groups, such as the Heisenberg group and the Lorentz
5group, were studied, no major advances were made until the 1940s and 1950s. There is still no
general theory for approaching the harmonic analysis of an arbitrary locally compact group, though
these groups have been studied for the past 60 years. It was necessary to find a subset of locally
compact groups which were not “pathological”, or “wild” as Kirillov calls them.
With von Neumann and Murray’s work on rings of operators, type I groups and their representa-
tions became the most attainable objects of study. First we assume that a unitary representation pi
of G is on a separable Hilbert space and that R(pi) is the smallest weakly closed algebra of bounded
linear operators containing all the representations pi. pi is a factor representation if the center of
R(pi) only contains scalar operators. If, in addition, pi is an orthogonal sum of multiple copies of a
single irreducible unitary representation, then pi is of type I. A group whose factor representations
are all of type I is type I as well.
In 1946, Mackey studied the representation theory of separable locally compact groups of Type
I. He used Frobenius’ earlier discovery of induced representations for finite groups, where the rep-
resentations of a group are induced from the representations of a subgroup. Mackey developed the
representation theory for semi-direct product groups when the representations of the subgroups are
simpler and known. A generalized Plancherel formula was introduced in 1950s when Mautner and
Segal determined that a type I unimodular group (the left and right Haar measures are equivalent)
had sufficiently many irreducible unitary representations so that the following held for all f ∈ L2(G)
‖f‖2 =
∫
Gˆ
‖pi(f)‖2HSdµ(pi). (1.12)
Non-unimodular groups became a subject of interest in the 1970s and will be considered in this work.
Other major work in the field of non-commutative harmonic analysis was done by Harish-Chandra
and Kirillov and involves the study of specific classes of groups. Groups that are not Type I exist
and are still being studied. These topics are beyond the scope of this work.
Our primary goal in this work is to present an integral operator approach to non-commutative
harmonic analysis on certain semi-direct product groups. To give a proper introduction into the nec-
essary technical background, we begin with the definitions and major theorems associated with the
harmonic analysis on locally compact abelian groups, compact groups, and locally compact separa-
6ble Type I groups. We also give a description of induced representations and Mackey’s imprimitivity
theorem before discussing semi-direct product groups. We will focus on three dimensional semi-direct
product groups which are given by one-parameter families of linear transformations on R2. We will
view their Fourier transform as the kernel function of an operator and reduce the non-commutative
problem to a commutative one on the plane. Finally we present some numerical results using a
non-uniform two-dimensional Fourier transform.
Chapter 2
Locally Compact Abelian Groups
We will discuss the structure of locally compact Abelian groups and the dual group and define the
Haar measure and characters. This introduction into abstract harmonic analysis will set the stage
to define the Fourier transform and its inversion over spaces such as Rn.
2.1 Topological groups
Let X be a topological space. Then X has a topology O with the following properties:
1. ∅, X are in O,
2. if U, V are open sets in O, then U ∩ V is in O, and
3. the arbitrary union of open sets in O is also in O.
A subset U of X is compact if every family of open sets covering U has a finite subcover (Heine-Borel
property). In Euclidean spaces, compact sets are closed and bounded and every convergent sequence
in a compact set has a convergent subsequence. A topological space is locally compact if every point
has a closed compact neighborhood, that is for any x ∈ X, we can find an open set O containing x
such that O, the closure of O, is compact. All Euclidean spaces with the usual topology are locally
compact. Any locally compact space can be made compact by the addition of a single point. A
7
8Hausdorff space is a topological space in which there exist disjoint open sets around any two points
in the space.
A topological group has both the properties of a group and a topological space.
Definition 2.1.1 G is a topological group if it satisfies the group properties
1. there exists a group operation · such that g1 · g2 = g1g2 ∈ G,
2. there exists an identity element e such that eg = ge = g for all g ∈ G, and
3. for every g ∈ G, there exists an inverse g−1 such that gg−1 = g−1g = e
and the following topological properties
4. G is a Hausdorff space,
5. the map (g, h)→ gh is continuous, and
6. the map g → g−1 is continuous.
The last two properties connect the topological structure with the group structure. In short, a
topological group is a group with a topology in which the group operations are continuous.
Definition 2.1.2 A locally compact abelian topological (LCA) group is a group with a commutative
group operation and whose topological space is locally compact.
Some familiar examples of LCA groups are the real line with the usual topology and R/Z.
2.2 Characters and the Dual Group
We define a character of a group and discuss how it relates to the Pontryagin duality. We first recall
a few important mappings.
Definition 2.2.1 Let X and Y be two topological spaces. A function f : X → Y is a homeomor-
phism if the mapping is one-to-one and onto and f and f−1 are both continuous.
A homeomorphism preserves all topological properties.
9Definition 2.2.2 Let G and H be two groups. A function pi : G→ H is a group homomorphism if
for all g1, g2 in G.
f(g1 ·G g2) = f(g1) ·H f(g2)
where ·G and ·H are the group operations in G and H, respectively.
A homomorphism preserves group structure: identities are mapped to identities and inverses are
mapped to inverses f(g−1) = f(g)−1. For a topological group, we also require that the homomor-
phism be continuous. If a homomorphism between G and H happens to be bijective, then G and H
are isomorphic.
Definition 2.2.3 Let G be a LCA group. A character of G is a homomorphism χ : G→ S1 where
S1 is the circle group.
χ is then a complex function on G with |χ(g)| = 1 for all g in G. We will denote the set of all
continuous characters of G by Gˆ, the Pontryagin dual. In fact, this set is itself a LCA group.
Theorem 2.2.1 Gˆ is a locally compact group with pointwise multiplication as the group operation :
χ1χ2(g) = χ1(g)χ2(g)
where χ1 and χ2 are characters of G. The identity is the function 1 and the inverse of χ is the
conjugate χ.
Proof: Let χ1, χ2 ∈ Gˆ. χ1χ2 and χ−11 are group homomorphisms. Let an be a sequence in G
converging to a ∈ G. Then χ1χ2(an) = χ1(an)χ2(an). Since χi(an) converges to χi(a),
so χ1χ2(an) also converges to χ1χ2(a). So χ1χ2 is a continuous map and similarly χ−11 is
continuous. This implies that Gˆ is an abelian group.
The characters of R are given by χ(x) = e2piixy with y ∈ R. Since this map is actually a homeomor-
phism, the dual group of R, Rˆ is isomorphic to R.
In addition, every LCA group is isomorphic to its bidual. The bidual or the dual of the dual ˆˆG
coincides with G.
10
Definition 2.2.4 A distribution is a continuous linear functional T : C∞c (Rn)→ C from the vector
space of continuous functions with compact support on Rn to the complex vector space such that for
any sequence gn converging to g,
limn→∞T (gn) = T (g).
In particular, we define the Dirac delta distribution as
δ(f) = f(0)
δa(f) = f(a)
for some function f .
We give, without proof, the major duality theorem for locally compact abelian groups first proved
by Pontryagin and van Kampen.
Theorem 2.2.2 (Pontryagin Duality) Let G be a locally compact Abelian group. The map
G→ ˆˆG
g → δg
defines an isomorphism.
Suppose χ is a character in the LCA dual group Gˆ, then δg(χ) = χ(g) which is an element of
ˆˆ
G.
2.3 Haar Integral
The Haar measure is an invariant mapping that generalizes integration of functions on locally com-
pact topological groups. The measure allows us to define integration over LCA groups.
Definition 2.3.1 A Borel measure µ is a mapping on a collection of Borel sets.
For a locally compact group G, the σ-algebra generated by the compact sets of G is the Borel
σ-algebra.
11
Definition 2.3.2 A left (or right) Haar measure is a Borel measure on a locally compact group G
such that the measure of any non-empty open subset is positive and
µ(gE) = µ(E) (µ(Eg) = µ(E))
for every Borel set E in the Borel algebra of G and g ∈ G.
We can make analogous statements about the left or the right Haar measures so we will only
discuss the left Haar measure. A left Haar measure is left translation invariant or invariant to
multiplication of a group element from the left. The Lebesgue measure is a left Haar measure for
the additive locally compact topological group of real numbers. From a left Haar measure, we can
implicitly define the right Haar measure by
ν(E) = µ(E−1). (2.1)
Using the left invariance of µ we can easily show that ν is right invariant:
ν(Eg) = µ((Eg)−1) = µ(g−1E−1) = µ(E−1) = ν(E).
The Haar measure is unique up to a multiplicative constant. The left Haar measure does not
necessarily have to be right invariant. In general, there exists a function that relates the left and
right Haar measures. This will be discussed later. For now, we have the following theorem [32]
Theorem 2.3.1 If G is compact or abelian, then the Haar measure on G is left and right invariant
(G is unimodular).
From the Haar measure µ, we can define the Haar integral. Let T : g → hg be a measurable
transformation from G to G and f : G→ {R∪±∞} be a continuous function with compact support
on G. T−1 is given by
T−1 : g → h−1g.
We have ∫
T−1(G)
f(hg)dµ(g) =
∫
G
f(g)dµ(h−1g) =
∫
G
f(g)dµ(g) (2.2)
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by the left invariance of µ. This is a left invariant integral.
2.4 Fourier Transform
We will define the generalization of the Fourier transform on LCA groups. We have seen that the
set of characters χ : G → S1 is the LCA dual group Gˆ and we can fix a Haar integral. For f in
L1(G), the Fourier transform over G fˆ : Gˆ→ C is defined by
fˆ(χ) =
∫
G
f(g)χ(g)dµ(g). (2.3)
We consider how this relates to the usual Fourier transform on the real numbers. The additive
group of real numbers is a LCA topological group. We need to find a character χ such that χ(x+y) =
χ(x)χ(y) where x, y are in R. It turns out that this functional equation can only be satisfied by an
exponential function eax where a is real or complex. Since |eax| = 1, then a + a¯ = 0. This implies
that a must by purely imaginary number, iy. The characters of R all have the form χ(x) = eiyx
and we can associate each character with some real number y. Since this is an isomorphism, we can
identify the dual group Rˆ with R itself. The Haar measure in this case is the Lebesgue measure which
we will denote by dx instead of dµ. The Fourier transform of a function f ∈ L1(R) = L1(−∞,∞)
is given by
fˆ(y) =
∫ ∞
−∞
f(x)eixydx. (2.4)
We are now ready for the Plancherel theorem for locally compact Abelian groups.
Definition 2.4.1 For a function f on G, define
‖f‖1 =
∫
G
|f(g)|dµ(g)
‖f‖2 =
∫
G
|f(g)|2dµ(g)
Theorem 2.4.1 Let G be LCA group. For every f ∈ L1(G), we can find a Haar measure so that
‖f‖2 = ‖fˆ‖2. (2.5)
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The proof can be found in the classical work by Hewitt and Ross. The Fourier transform fˆ lies in
L2(Gˆ) and since f lies in a subspace of L2(G), the Fourier transform defines an isomorphism from
L2(G) to L2(Gˆ).
We can normalize the Haar measure on Gˆ so that the Fourier inversion can be defined by
f(g) =
∫
Gˆ
fˆ(χ)χ(g)dµ(χ) (2.6)
for all integrable functions f that are finite linear combinations of continuous positive-definite func-
tions on G.
2.5 Example of a LCA group: Rn
We will give a detailed discussion of Fourier transform over the group Rn. Rn is topological space
when it is endowed with the usual topology. It is clearly a commutative additive group that is locally
compact. The inner product and the norm are defined in the usual way:
< x, y >=
n∑
i=1
xiyi
‖x‖ = √< x, x >
for vectors x, y in Rn. For each λ ∈ Rn, we have the homomorphism χλ : x → ei<λ,x>. χ is a
multiplicative character or more generally it is called an irreducible unitary representation of Rn.
All irreducible unitary representations of this group have this form. Note that χλ = χλ′ if and only
if λ = λ′. The dual group R̂n, the set of all irreducible unitary representations, can be identified
with Rn by the bijection χλ → λ. The Fourier transform fˆ of a function f on Rn is defined on the
dual R̂n = Rn. The normalized Haar measure on Rn is given by
dµ(x) = (2pi)
−n
2 dx = (2pi)
−n
2 dx1dx2...dxn. (2.7)
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We define the Lp norm by
‖f‖p =
(∫
Rn
|f(x)|pdµ(x)
) 1
p
p ∈ [1,∞)
‖f‖∞ = ess sup
x∈Rn
|f(x)|
where Lp is the space of complex measurable functions on Rn. The convolution of two functions f
and g in L1 is
(f ∗ g)(x) =
∫
Rn
f(x− y)g(y)dµ(y). (2.8)
The Fourier transform fˆ = Ff for f ∈ L1 is
fˆ(λ) =
∫
Rn
f(x)e−i<x,λ>dµ(x) (2.9)
for λ ∈ Rn. The inverse Fourier transform F ∗ f is defined to be
∫
cRn=Rn f(λ)e
i<x,λ>dµ(λ) = fˆ(−x). (2.10)
Proposition 2.5.1 The Fourier transform fˆ of f ∈ L1 is bounded continuous function in Rn sat-
isfying
‖fˆ‖∞ ≤ ‖f‖1 and (̂f ∗ g) = fˆ gˆ.
Proof: Since |f(x)ei<x,λ>| = |f(x)| and for all λ0 ∈ Rn limλ→λ0 fˆ(λ) = fˆ(λ0), then |fˆ(λ)| ≤∫
Rn |f(x)|dµ(x) = ‖f‖1 for any λ ∈ Rn by the dominated convergence theorem.
Using Fubini’s theorem and the invariance of dµ,
(̂f ∗ g)(λ) =
∫ ∫
f(x− y)g(y)e−i<x,y>dµ(y)dµ(x)
=
∫ [∫
f(x− y)e−i<x,λ>dµ(x)
]
g(y)dµ(y)
=
∫ [∫
f(z)e−i<z+y,λ>dµ(z)
]
g(y)dµ(y)
=
∫
f(z)e−i<z,λ>dµ(z)
∫
g(y)e−i<y,λ>dµ(y) = fˆ(λ)gˆ(λ)
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We define the space S of rapidly decreasing functions. A function f ∈ C∞ on Rn is said to be
rapidly decreasing if
sup
x∈Rn
(1 + |x|2)N |(Dmf)(x)| <∞
where N ∈ N,m ∈ Nm and D is the derivative operator.
Theorem 2.5.1 If f ∈ S, the Fourier inversion formula is
f(x) =
∫
Rn
fˆ(λ)ei<x,λ>dµ(λ)
for all x and we have
FF−1f = f and F−1Ff = f.
A detailed proof can be found in [62]. We can also state the Parseval equality for this space of
functions.
Theorem 2.5.2 (Parseval’s Equality) For any f and g ∈ S,
∫
Rn
g(x)f(x)dµ(x) =
∫
Rn
gˆ(λ)fˆ(λ)dµ(λ)
and
‖f‖2 = ‖fˆ‖2.
Proof: Expand the left hand side using the inversion formula.
∫
Rn
g(x)f(x)dµ(x) =
∫
g(x)
∫
fˆ(λ)ei<x,λ > dµ(λ)dµ(x)
=
∫
fˆ(λ)
∫
g(x)e−i<x,λ>dµ(x)dµ(λ)
=
∫
Rn
gˆ(λ)fˆ(λ)dµ(λ).
Setting g = f gives the second part of Parseval’s equality.
The space of rapidly decreasing functions is actually dense in Lp for 1 ≤ p ≤ ∞, and the Fourier
transform of a function f ∈ L1 is unique.
Chapter 3
Compact Groups
We will discuss harmonic analysis on compact groups. We need background on Hilbert-Schmidt
operators, representation theory and a description of the Peter-Weyl theorem. As defined in the
previous section, a compact group satisfies the group properties and has a compact topological
space structure. Several well known compact groups are subsets (subgroups) of the general linear
group of invertible matrices with real entries which is isomorphic to a Euclidean space. In this case,
we can think of these matrix subgroups as closed and bounded subsets of the real line. We will
end the discussion on compact groups with a detailed description of the group of rotations and its
representations.
3.1 The Haar Integral
First we begin with the corresponding Haar integral for compact groups.
Theorem 3.1.1 Let G be a compact group and f ∈ C(G) be an element of the space of continuous
maps from G to C. There exists a measure µ : C(G)→ C with the properties
1. µ(f) is positive when f is positive,
2. µ is normalized so that µ(G) = 1,
3. µ is both left and right invariant: µ(f(h−1g)) = µ(f(gh)) = µ(f(g)) for g, h in G.
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The measure µ is the normalized Haar measure of a compact group G with µ(G) = 1. We can write
the integral over G as ∫
G
f(g) dµ(g) or more simply
∫
G
f(g) dg (3.1)
for all functions f in L1(G).
3.2 Hilbert-Schmidt Operators
A Hilbert space generalizes the concept of a Euclidean space in the sense that a more abstract vector
space is endowed with a metric and is complete.
Definition 3.2.1 A Banach space is a topological vector space V with a norm ‖ · ‖ such that every
Cauchy sequence in V has a limit in V .
The norm defines a metric in V and induces a topology on V .
Definition 3.2.2 A Hilbert space H is a complete Banach space in which the norm is defined by
the inner product < x, x >= ‖x‖2.
In any Hilbert space the inner product satisfies the parallelogram identity:
‖u+ v‖2 + ‖u− v‖2 = 2(‖u‖2 + ‖v‖2)
Hilbert spaces are often used to describe infinite dimensional function spaces.
Definition 3.2.3 A topological space is separable if it contains a countably dense set whose closure
is the whole space.
Now we are ready to discuss operators on Hilbert spaces.
Definition 3.2.4 Let H1 and H2 be two separable Hilbert spaces. A Hilbert-Schmidt operator is a
bounded operator T : H1 → H2 with a basis {ei}∞i=1 for H1 such that
‖T‖2HS =
∞∑
i=1
‖Tei‖22 <∞.
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In this case, ‖T‖HS is the Hilbert-Schmidt norm of the operator T . The space of all Hilbert-Schmidt
operators defined from H1 to H2 with inner product
< T, S >=
∞∑
i=1
< Tei, Sei >
for two Hilbert-Schmidt operators T, S is itself a Hilbert space. This result is independent of the
choice of basis.
3.3 Representations
The theory of group representations deals with the generalizations of Fourier expansions. We study
representations to obtain more information about the group itself and to represent groups in terms
of their action on some vector space. These actions arise naturally in both mathematics and physics.
One of the main applications of representation theory is to exploit symmetry to simplify a problem.
Definition 3.3.1 Let V be a Banach space. A continuous representation of a compact group G is
a homomorphism pi from G to the group of automorphisms of V (Aut(V)) such that all maps
G→ V
g → pi(g)v
for g ∈ G and v ∈ V are continuous.
The space V is called the representation space of pi. Every representation defines an action
pi : G× V → V (3.2)
(g, v)→ pi(g)v. (3.3)
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A representation is unitary when V = H is a Hilbert space and all the operators pi are unitary.
In this case, we can additionally claim that for all g in G,
pi(g)∗ = pi(g)−1 = pi(g−1. (3.4)
Further pi is irreducible if the representation space possesses only two invariant subspaces, the null
subspace and the whole space. For any compact group G, we can always construct some basic
representations. Let Lp(G), 1 ≤ p <∞ be a Banach space with norm
‖f‖pp =
∫
G
|f |pdµ(g)
where f is a continuous function on G and µ is the Haar measure. Since G is compact, the Haar
measure of the group is finite and it is usually normalized such that µ(G) = 1.
We can define a left translation for any function in Lp(G) by
Lh(f(g)) = f(h−1g)
so that
Lh1Lh2 = Lh1h2 .
These left translations are in fact continuous homomorphisms L : g → Lg from the group G to
Aut(L2(G)). We call these the left regular representations of G. Similarly, we can define the right
regular representations of G by Rh(f(g)) = f(gh). Combining these representations, we can also
form the adjoint representation of G
Adh(f(g)) = f(h−1gh). (3.5)
Note that the adjoint representation becomes an identity map if G is Abelian. We can form more
representations by direct sums and tensor products of given representations.
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3.4 Peter-Weyl Theorem
We will discuss the existence of irreducible representations of compact groups. Regular representa-
tions, in general, are infinite dimensional but we can also show that a compact group has sufficiently
many finite dimensional representations as well. The Peter-Weyl theorem is the equivalent of the
Plancherel theorem for compact groups.
Theorem 3.4.1 (Peter-Weyl) For any non-identity element g in a compact group G, there exists
a finite dimensional, irreducible representation pi of G such that pi(g) 6= id.
This theorem can be stated in many ways and allows us to consider finite dimensional represen-
tations.
Theorem 3.4.2 Let pi be a finite dimensional unitary representation of a compact or locally compact
group. Then pi can be decomposed into a direct sum of irreducible representations.
Let pi and τ be two unitary representations of a compact group G. If there exists a unitary map T
such that Tpi(g) = τ(g)T for all elements g in the group, then pi and τ are isomorphic. So we can
have classes of isomorphic finite dimensional irreducible unitary representations of a compact group.
Call the set of all such classes Gˆfinite. For each class, choose a representation pi and an orthonormal
basis {ei}ni=1 for its representation space Vpi. It is usually simpler to consider the matrix coefficients
of a representation. The (i, j)th matrix coefficient of any representation pi is given by
pii,j(g) =< pi(g)ei, ej >
For any two non-isomorphic representations pi and τ in Gˆfinite, we have the following
∫
G
pii,j(g)pim,ndg = 0
for all i, j,m and n. In addition,
∫
G
pii,j(g)pim,ndg =

1
dim(Vpi)
when i = m, j = n,
0 otherwise
21
The matrix coefficients of all finite dimensional irreducible unitary representations of a compact
group G, {pii,j}pi,i,j form an orthonormal basis for the Hilbert space L2(G). For locally compact
groups, the Fourier inversion formula and the Plancherel formula involve the matrix coefficients of
irreducible unitary representations which are usually infinite-dimensional.
Theorem 3.4.3 Every irreducible unitary representation of a compact matrix group is finite dimen-
sional [32].
For compact matrix groups, Gˆfinite is exactly the dual group Gˆ of all irreducible unitary representa-
tions. In general, the dual group of any compact group is the set of equivalence classes of irreducible
representations of the group. Further if the compact group is commutative then all the irreducible
unitary representations are one-dimensional.
Theorem 3.4.4 Any continuous function on a compact group is the uniform limit of linear combi-
nations of the matrix coefficients of irreducible representations.
We can express the functions within a subspace of L2(G) in terms of left regular representations.
Theorem 3.4.5 Let pi be a left regular representation of G restricted to a finite subspace V of
L2(G). Let’s assume further that V is invariant under this representation. Then the continuous
functions f in V can be written as
f(g) = Tr(Api) = Tr(Api−1(g)) (3.6)
for some A ∈ End(V ).
Proof: Let {ei} be an orthonormal basis for V and ci,j be the coefficients of the representation pi.
Then for g ∈ G
pi(g)ei =
∑
j
ci,jej .
Any f ∈ V can be expressed as ∑i aiei, so
pi(g)f =
∑
i
aipi(g)ei =
∑
j
aici,jej
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Note that if we left-translate f at identity 1G by g−1, we get f(g). Using the representation
pi, we can express f(g) as
f(g) =
∑∑
ci,j(g−1)aj,i
where aj,i = aiej . But pi(g−1) = pi(g)∗, so
ci,j(g−1) = ci,j(g)∗ = cj,i(g)
and
f(g) =
∑∑
cj,i(g)aj,i = Tr(Api(g))
If we had chosen pi to be the right regular representation restricted to the invariant subspace V , we
would have avoided the complex conjugation step and found that
f(g) = Tr(Api(g)). (3.7)
3.5 Fourier Transform, Plancherel and Inversion
Let pi be a unitary representation of a compact group G and let f be in L1(G). Then we can define
the Fourier transform of f by
pi(f) =
∫
G
f(g)pi(g)dg (3.8)
We can think of this formula as an extension of the representation of G to a representation of L1(G).
pi(g) is unitary, so we have ∫
‖f(g)pi(g)‖dg =
∫
|f(g)|dg. (3.9)
The integral converges absolutely in norm. Before considering the Plancherel theorem, we need a
few definitions.
Definition 3.5.1 Suppose pi is a finite dimensional irreducible representation of a compact group G
and f is in L2(G). If all the right translates of f generate an invariant subspace then f is said to be
in the subspace L2(G, pi). Further, L2(G, pi) consists of all subspaces of right regular representations
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equivalent to pi.
This space is finite-dimensional and depends on the equivalence class of pi. When G is infinite dimen-
sional, L2(G) will be made up of an infinite number of classes of finite dimensional representations.
Theorem 3.5.1 (Schur’s orthogonality relations) Let G be a compact group in V and pi and
τ be two finite unitary irreducible representations of G. We can make the following statements.
1. if pi and τ are non-equivalent, then L2(G, pi) and L2(G, τ) are orthogonal subspaces in L2(G).
2. if pi and τ are equivalent, then L2(G, pi) = L2(G, τ) and the inner product of coefficients is
given by
< cA, cB >=
∫
G
Tr(Api(g))Tr(Bpi(g))dg =
Tr(AB)
dim(V )
where A,B ∈ End(V ).
We now define the orthogonal projector onto L2(G, pi). For a representation pi in the dual Gˆ, Ppi
is defined as the map from the full space L2(G) to the finite invariant subspace L2(G, pi). For f in
L2(G), we define its projection fpi such that the sum of fpi over all representations converges to f
in L2(G).
Theorem 3.5.2 Let f ∈ L2(G) and fpi = Ppi(f), then
1. fpi = dim(pi) · Tr[pi(f(g−1))pi(g)]
2. ‖fpi‖2HS = dim(pi)‖pi(f(g−1))‖22
3. ‖f‖2HS =
∑
pi∈Gˆ dim(pi)‖pi(f)‖22
The second statement defines the Hilbert-Schmidt norm and the third statement gives the Parseval
equality. Convergence of the series
∑
fpi in quadratic mean does not guarantee convergence for
almost all g in G.
24
3.6 Example of a Compact Group: SO(3)
3.6.1 Matrix Lie Groups and Lie Algebras
Definition 3.6.1 A matrix Lie group G is any closed subset (subgroup) of the general linear group
GL(n,C) of n × n invertible matrices with complex entries with the property: If An ∈ G is any
sequence of matrices converging to some matrix A, then A is either also in G or A is not invertible.
Compact groups can all be expressed as a closed subgroup of a product of compact Lie groups.
Lie groups are also defined as groups that are differentiable manifolds such that the group oper-
ations yield a smooth structure. In contrast to general topological groups or spaces, we can also
perform differential calculus on Lie groups. Lie algebras are structures used to study infinitesimal
transformations on Lie groups.
Definition 3.6.2 A Lie algebra is a vector space g over a field F with an bracket or commutator
operation g× g→ g, denoted by (A,B)→ [A,B] satisfying the following axioms
1. [A,A] = 0
2. [αA+ βB,C] = α[A,C] + β[B,C] (bilinearity)
3. [A, [B,C]] + [B, [C,A]] + [C, [A,B]] = 0 (Jacobi identity)
where A,B and C are in the Lie algebra and α, β are in the field F .
These properties imply anti-commutativity of the bracket [A,B] = −[B,A]. In general, the Lie
bracket is neither commutative nor associative though we can define some trivial cases. For example,
any vector space is a commutative Lie algebra with the Lie bracket defined to be zero.
3.6.2 The Matrix Lie Group SO(3)
Matrices with real entries whose columns are orthonormal form the matrix Lie group O(n) of or-
thogonal matrices. Such matrices have the property that the determinant is ±1. Equivalently, if
a matrix A ∈ O(n) then AT = A−1 and the inner product < x, y >=< Ax,Ay > is preserved.
Orthogonal matrix groups, particularly O(3), describe reflections and rotations of objects in space.
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Considering only the “proper rotations” in 3 space which maintain the right-hand orientation of the
coordinate system, we are left with special orthogonal group, SO(3), of orthogonal matrices with
determinant 1. If the determinant is -1, the “rotation” is a flip which is an impossible rigid body
rotation. We consider SO(3) in detail because it is the simplest non-commutative compact group
that is also of considerable interest in applications.
Definition 3.6.3 SO(3) is the matrix Lie group of all proper rotations in 3 space where lengths
as well as cross products are preserved. An element R ∈ SO(3) is determined by (w, θ) where
w = [w1, w2, w3]
T ∈ R3 is the rotation axis and θ ∈ R is the rotation angle.
Standard matrices representing rotations about the x-,y-, and z-axes by an angle θ are respectively
Rx =

1 0 0
0 cos(θ) − sin(θ)
0 sin(θ) cos(θ)
 , Ry =

cos(θ) 0 − sin(θ)
0 1 0
sin(θ) 0 cos(θ)
 , Rz =

cos(θ) − sin(θ) 0
sin(θ) cos(θ) 0
0 0 1

Of course, we can define a rotation about any arbitrary axis.
Since for any R ∈ SO(3), R−1 is both the transpose of R and an inverse rotation, a continuous
rotational motion or trajectory R(t) : R→ SO(3) must satisfy the constraint R(t)RT (t) = I (iden-
tity). By taking derivatives with respect to t of both sides, we find that R˙(t)RT (t) = −(R˙(t)RT (t))T .
This implies that R˙(t)RT (t) is a skew symmetric matrix.
Definition 3.6.4 A 3×3 skew symmetric matrix determined by the column vector w = [w1, w2, w3]T ∈
R3 is denoted by wˆ and has the form
wˆ =

0 −w3 w2
w3 0 −w1
−w2 w1 0

In particular, wˆT = −wˆ.
Definition 3.6.5 The space of all such skew-symmetric matrices, called so(3), is the Lie algebra of
the rotation group SO(3).
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Assuming wˆ ∈ so(3) is constant, the solution to the differential equation R˙(t)RT (t) = wˆ with initial
condition R(0) = I has an exponential form.
R(t) = ewˆt
where ewˆt is the matrix exponential of the matrix wˆ.
Definition 3.6.6 In general, the matrix exponential of a matrix A is found by replacing x by At in
the infinite series ex = 1 + x+ 12x
2 + 13!x
3 + · · ·
eAt = I +At+
(At)2
2
+ · · ·+ (At)
n
n!
+ · · ·
It can be shown that (ewˆt)T = (ewˆt)−1 by using the properties of skew symmetric matrices. Thus,
if ‖w‖ = 1, ewˆθ is indeed a rotation matrix in SO(3) about the w axis by an angle of θ.
Definition 3.6.7 An exponential map from the Lie algebra to the Lie group
exp : so(3)→ SO(3)
is defined by
exp(wˆ) = ewˆ
with arbitrary rotation axis w ∈ R3 and rotation angle ‖w‖.
The map is not one-to-one since 2pik‖w‖ = ‖w‖ for any k ∈ Z. However, it is surjective, allowing us
to recover the rotation axis and angle from any matrix in SO(3).
Definition 3.6.8 Let R ∈ R3×3 in SO(3) be given as
R =

r11 r12 r13
r21 r22 r23
r31 r32 r33

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Theorem 3.6.1 The rotation angle ‖wˆ‖ and axis of rotation wˆ‖wˆ‖ of R are
‖w‖ = cos−1
(
Tr [R]− 1
2
)
and
w
‖w‖ =
1
2 sin(‖w‖)

r32 − r23
r13 − r31
r21 − r12

Proof: We know that the characteristic polynomial of a n × n matrix will have n roots (real and
complex). But all complex roots come in conjugate pairs so we must have an even number of
complex roots. If n is odd, we can have at most n− 1 complex roots and any remaining roots
must be real. Any matrix R ∈ SO(3) with real entries has 3 eigenvalues, at least one of which
is real and the other two are complex conjugate pairs. The eigenvalues of orthogonal matrices
all have absolute value 1.
Call the eigenvalues of R, λ1, λ, and λ¯ where ¯ denotes complex conjugate.
Since detR = 1, the product λ1λλ¯ = λ1λ2 is also 1.
Let u be the corresponding non-zero eigenvector for λ1. Since rotation matrices preserve the
norm, we have ‖Ru‖ = ‖u‖ = λ1‖u‖. Thus, λ1 must be 1. This implies λ is a complex number
with modulus 1.
Let λ = cos θ+ i sin θ with Im(λ) > 0. The trace of R, or the sum of the eigenvalues becomes
Tr [R] = 1 + λ + λ¯ = 1 + cos θ + i sin θ + cos θ − i sin θ or, more simply cos θ = Tr[R]−12 . By
solving for θ, we obtain the direct formula for computing the rotation angle θ = ‖w‖.
Similarly, we can extract the axis of rotation of R 6= I by again considering the eigenvector
equation for λ1, Ru = u. Multiplying through by R−1 or equivalently RT , the equation
becomes R−1Ru = R−1u or u = R−1u. Replacing the u on the left-hand side by Ru and the
inverse by the transpose,
Ru = RTu or (R−RT )u = 0
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However
R−RT =

0 r12 − r21 r13 − r31
r21 − r12 0 r23 − r32
r31 − r13 r32 − r23 0

is a skew-symmetric matrix aˆ ∈ so(3) determined by the vector a = [r32 − r23, r13 − r31, r21 −
r12]T . The unit vector in the direction of a is the axis of rotation:
a
‖a‖ =
w
‖w‖ =
1
2 sin(‖w‖)

r32 − r23
r13 − r31
r21 − r12

On the other hand, given w, we can determine the corresponding rotation matrix R as ewˆ directly
via the Rodrigues Formula.
Theorem 3.6.2 (Rodrigues Formula) Let w ∈ R3 be the axis of rotation and wˆ be its corre-
sponding skew symmetric matrix. Then the element R ∈ SO(3) defining a rotation about w by an
angle ‖w‖ is given by
R = ewˆ = I + sin(‖w‖) wˆ‖w‖ + (1− cos(‖w‖))(
wˆ
‖w‖ )
2 (3.10)
Proof: Consider the matrix exponential ewˆt
ewˆt = I + wˆt+
(wˆt)2
2
+ · · ·+ (wˆt)
n
n!
+ · · ·
= I +
∞∑
n=1
t2n
(2n)!
(wˆ)2n +
∞∑
n=0
t2n+1
(2n+ 1)!
(wˆ)2n+1
By the properties of skew symmetric matrices, the powers of wˆ are periodic with the following
pattern:
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(wˆ)2 = wwT − I
(wˆ)2n = (−1)n+1(wˆ)2
(wˆ)2n+1 = (−1)nwˆ
Making these substitutions into the exponential matrix expansions, we obtain the series ex-
pansions for sine and cosine. Note that the cosine expansion is negative and missing the first
term.
ewˆt =
∞∑
n=1
(−1)n t
2n
(2n)!
(wˆ)2 +
∞∑
n=0
(−1)n t
2n+1
(2n+ 1)!
wˆ
= I + (1− cos(t))(wˆ)2 + sin(t)wˆ
Finally, by letting t = ‖w‖ and replacing w with its corresponding unit vector, we directly
obtain the Rodrigues formula.
Any rotation in R3 can be associated with a unit quaternion. First, we define the group of
quaternions and some of its properties.
Definition 3.6.9 The group H of quaternions is a multiplicative group with group elements defined
by q = a0 + a1i+ a2j + a3k where ai ∈ R and i, j, k follow the anti-commutation relations i2 = j2 =
k2 = −1, ij = k, jk = i, ki = j, ji = −k, kj = −i and ik = −j.
H is isomorphic to R4 ' C2 and be viewed as C ⊕ Cj where Cj is a complex number multiplied
by j. Let α = a0 + a1i and β = a2 + a3i be 2 complex numbers. Following the anti-commutation
relations above, βj = a2j + a3ij = a2j + a3k. Clearly any quaternion can be written as q = α+ βj.
Definition 3.6.10 The conjugate of a quaternion is defined as q¯ = a0 − a1i− a2j − a3k
Definition 3.6.11 The norm of a quaternion is the Euclidean norm in R4: ‖q‖ =
√
a20 + a
2
1 + a
2
2 + a
2
3.
Proposition 3.6.1 qq¯ = ‖q‖2
30
Proof: Following the same notation as above, qq¯ = (a0 + a1i + a2j + a3k)(a0 − a1i − a2j − a3k).
We can extend the algebraic laws linearly to obtain
a20 − a21i2 − a22j2 − a23k2 = a20 + a21 + a22 + a23 = ‖q‖2.
Each quaternion q = α + βj can be identified with a 2 × 2 matrix
 α β
−β¯ α¯
. Since α and β
are complex numbers, the determinant of this matrix is αα¯+ ββ¯ = α2 + β2
Proposition 3.6.2 If q = α+ βj then ‖q‖2 = det

 α β
−β¯ α¯


Proof: The determinant is α2 + β2 or αα¯+ ββ¯. Rewriting α and β as complex numbers,
α2 + β2 = (a0 + a1i)(a0 − a1i) + (a2 + a3i)(a2 − a3i)
= a20 − a21i2 + a22 − a3i2
= a20 + a
2
1 + a
2
2 + a
2
3
= ‖q‖2
Definition 3.6.12 A unit quaternion is any element q ∈ H such that ‖q‖ = 1. Let H1 be the set of
unit quaternions. This is also a group under multiplication.
Clearly for any non-zero unit quaternion, q−1 = q¯‖q‖2 = q¯. Since for any element q ∈ H1, a20 + a21 +
a22 + a
2
3 = 1, then q is a point on the unit sphere S
3 and H1 and S3 are identified as topological
spaces.
Definition 3.6.13 A quaternion with a0 = 0 is called a pure quaternion.
For any 2 pure quaternions q1 and q2, we have the following identity between quaternion multipli-
cation and the dot and cross products:
q1q2 = −q1 · q2 + q1 × q2
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We can associate a rotation of R3 with a unit quaternion as follows
w → qwq−1 (3.11)
where w is a pure quaternion and q is a unit quaternion. Note that w ∈ R3 and ‖qwq−1‖ = ‖w‖.
3.6.3 Representations of SO(3)
Representations of SO(3) can be obtained through studying the Lie algebra of SU(2).
Definition 3.6.14 SU(2) is the special unitary group of 2 × 2 complex matrices with determinant
1. SU(2) consists of the matrices of the form
 α β
−β¯ α¯
 with |α|2 + |β|2 = 1.
First we recall some definitions related to Lie algebras of matrix Lie groups.
Definition 3.6.15 The Lie algebra g of the matrix Lie group G is the set of all matrices X such
that etX ∈ G for all real t.
Definition 3.6.16 The Lie bracket or the commutator of two n×n matrices A and B is defined as
[A,B] = AB −BA
The Lie algebra of any matrix Lie group is closed under brackets.
For the groups of interest, we can determine their Lie algebras from their group properties.
Theorem 3.6.3 For any matrix with complex entries, det(eX) = eTr(X)
AnyX in the special linear group of complex matrices with determinant 1, SL(2,C) has det(etX) = 1
for all t. Then by previous theorem, ettr(X) = 1 which implies that tTr(X) is an integer multiple of
2pii for any t. So trace(X)= 0. The Lie algebra of SL(2,C), sl(2,C) consists of all 2 × 2 complex
matrices with trace = 0 or matrices of the following form:
 α β
γ −α

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where α, β and γ ∈ C.
For SU(2), determinant equal to one means that its algebra must also consist of matrices with
0 trace. In addition, unitarity implies that
(etX)∗ = (etX)−1 = e−tX
for all t so X∗ = −X. The Lie algebra, su(2) thus consists of all 2 × 2 complex matrices X such
that trace(X)=0 and X∗ = −X. They are matrices of the following form:
 ai b+ ci
b− ci −ai

where a, b and c ∈ R Note that similar to the lie algebra of SO(3), a matrix in su(2) is completely
determined by a vector v = [a, b, c]T ∈ R3.
The Lie algebra of SO(3), so(3) as mentioned above consists of all the real 3×3 skew-symmetric
matrices. The entries must be real since if X is real, etX is also real. We must also have trace = 0
and (etX)T = (etX)−1 = e−tX or XT = −X. This forces the main diagonal to be zero and rest of
the entries to be skew-symmetric.
Proposition 3.6.3 Let G be a matrix Lie group and g be its corresponding Lie algebra. If X,Y are
elements of g and A an element of G, then following properties hold:
1. tX ∈ g for all t ∈ R
2. X + Y ∈ g
3. [X,Y ] ∈ g
4. AXA−1 ∈ g or AetXA−1 ∈ G for all t.
It is important to be able to go back and forth from a Lie group and its corresponding Lie algebra.
Proposition 3.6.4 Let X be a complex n× n matrix.
d
dt
etX = XetX
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and
d
dt
etX
∣∣∣
t=0
= X
There is also a relationship between group maps and Lie algebra maps.
Theorem 3.6.4 Let G and H be matrix Lie groups with corresponding Lie algebras g and h. If
Φ : G→ H is a Lie group homomorphism, then there exists a linear map φ : g→ h such that
1. Φ(eX) = eφ(X)
2. φ(AXA−1) = Φ(A)φ(X)Φ(A)−1
3. φ([X,Y ]) = [φ(X), φ(Y )]
4. φ(X) = ddtΦ(e
tX)
∣∣∣
t=0
φ is known as a Lie algebra homomorphism.
Definition 3.6.17 Let V be a complex vector space. For any matrix Lie group G, a representation
of G is a Lie group homomorphism Π : G→ GL(V ). If g is a Lie algebra then a representation of g
is a Lie algebra homomorphism pi : g→ gl(V ) where gl is the Lie algebra of the general linear group.
A representation is a linear group or Lie algebra action on a vector space. For every g ∈ G, there
is some operator Π(g) that acts on V . And we can replace Φ and φ in the last theorem by Π and
pi to obtain properties of representations. Two basic representations of any matrix Lie group G are
the inclusion map from G to GL(n,C) and the identity map from G to the identity matrix. A more
important group representation is the adjoint representation:
Definition 3.6.18 G is a matrix Lie group with lie algebra g. The adjoint map AdA : g → g for
each A ∈ G is defined by
AdA(X) = AXA−1
The associated lie algebra map ad : g→ gl(g) is defined by
adX(Y ) = [X,Y ]
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for all X,Y ∈ g
“Ad,” a Lie group homomorphism, is actually a representation of G acting on the space g. Using
the properties of Lie group and Lie algebra homomorphism, the two representations “Ad” and “ad”
are related as follows
adX =
d
dt
Ad(etX)
∣∣∣
t=0
(3.12)
and
eadX = AdeX . (3.13)
We begin by computing all the finite dimensional irreducible representations of su(2). Any
such representation of su(2) can be extended to a complex-linear representation of sl(2,C), the
complexification of su(2). Starting with sl(2,C) simplifies the calculations because we can use a
simpler basis.
Consider the basis for sl(2,C)
H =
 1 0
0 −1
 , X =
 0 1
0 0
 , Y =
 0 0
1 0

The basis for su(2) which we will use later to connect back to so(3) is
1
2
 i 0
0 −i
 , 12
 0 1
−1 0
 , 12
 0 i
i 0

.
The basis for sl(2,C) satisfies the following commutation relations: [H,X] = 2X, [H,Y ] = −2Y,
and [X,Y ] = H. Let V be a finite dimensional complex vector space with operators A,B and C
satisfying [A,B] = 2B, [A,C] = −2C, and [B,C] = A.
Definition 3.6.19 Let pi be a linear map from sl(2,C) to gl(V ) such that pi(H) = A, pi(X) = B
and pi(Y ) = C. Then pi is a representation of sl(2,C).
Theorem 3.6.5 Let u be an eigenvector of pi(H) with eigenvalue α ∈ C. Then pi(H)pi(X)u =
(α + 2)pi(X)u. So either pi(X)u = 0 or it is an eigenvector for pi(H) with eigenvalue α + 2.
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Similarly, pi(H)pi(Y )u = (α− 2)pi(Y )u and either pi(Y )u = 0 or it is an eigenvector for pi(H) with
eigenvalue α− 2.
Proof: pi(X) and pi(Y ) can be referred to as the ‘raising’ and ‘lowering’ operators respectively, since
they increase and decrease the eigenvalues of pi(H) by 2. By properties of representations and
Lie bracket,
[pi(H), pi(X)] = pi([H,X]) = 2pi(X)
pi(H)pi(X)− pi(X)pi(H) = 2pi(X)
pi(H)pi(X) = pi(X)pi(H) + 2pi(X)
Using the fact that u is an eigenvector of pi(H) with eigenvalue α, ie. pi(H)u = αu, we obtain,
pi(H)pi(X)u = pi(X)pi(H)u+ 2pi(X)u
= pi(X)αu+ 2pi(X)u
= (α+ 2)pi(X)u
Similarly,
pi(H)pi(Y )u = pi(Y )pi(H)u− 2pi(Y )u
= pi(Y )αu− 2pi(Y )u
= (α− 2)pi(Y )u
In general, pi(H)pi(X)nu = (α + 2n)pi(X)nu (and pi(H)pi(Y )nu = (α − 2n)pi(Y )nu). Thus,
either pi(X)nu = 0 or pi(X)nu is an eigenvector for pi(H) with eigenvalue α+ 2n (and similarly for
pi(Y )nu). However, since V is a finite dimensional space, pi(H) can only have finitely many distinct
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eigenvalues. So there exists N > 0 such that pi(X)Nu 6= 0 while pi(X)N+1u = 0. Let u0 = pi(X)Nu
with eigenvalue λ = α+ 2N . We have
pi(H)u0 = λu0 = (α+ 2N)u0
and
pi(X)u0 = 0
Letting uk = pi(Y )kpi(X)Nu = pi(Y )ku0 for k ≥ 0, we obtain the following relation
pi(H)uk = pi(H)pi(Y )kpi(X)Nu = (α+ 2N − 2k)pi(Y )kpi(X)Nu
= (λ− 2k)uk
Again, not all uk can be non-zero.
Theorem 3.6.6 pi(X)uk = (kλ− k(k − 1))uk where k > 0 and pi(X)u0 = 0.
Proof: Use induction on k
For the k = 1 case, we have u1 = pi(Y )u0 and [pi(X), pi(Y )] = pi(H).
pi(X)u1 = pi(X)pi(Y )u0 = (pi(Y )pi(X) + pi(H))u0
= pi(Y )pi(X)u0 + pi(H)u0
= 0 + pi(H)u0
= λu0
Thus the base case is true.
We know uk+1 = pi(Y )uk and pi(H)uk = (λ − 2k)uk. Using the commutation relation
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[pi(X), pi(Y )] = pi(H) and the induction assumption,
pi(X)uk = pi(X)pi(Y )uk
= (pi(Y )pi(X) + pi(H))uk
= pi(Y )pi(X)uk + pi(H)uk
= pi(Y )(kλ− k(k − 1))uk−1 + (λ− 2k)uk
And since pi(Y )uk−1 = uk, we can prove the k + 1 case:
pi(X)uk = (kλ− k(k − 1) + λ− 2k)uk
= (λ(k + 1)− k2 − k)uk
= (λ(k + 1)− k(k + 1))uk
The eigenvectors uk cannot all be non-zero so there must exist some non-negative integer m such
that for all k ≤ m uk = pi(Y )ku0 6= 0 and um+1 = pi(Y )k+1u0 = 0. Combining this with the last
theorem with k = m+ 1,
pi(X)um+1 = ((m+ 1)λ−m(m+ 1))um
= (m+ 1)(λ−m)um = 0
This implies that either m+ 1 = 0 or λ−m = 0. By construction, m is non-negative so m+ 1 6= 0.
Hence, λ = m and λ is also non-negative integer. The starting eigenvalue α = λ− 2N of pi(H) must
also be an integer.
Summing up the above theorems and relations, the following conclusions can be made:
Given a finite dimensional irreducible representation pi of sl(2,C) acting on V , there exists an integer
m ≥ 0 and non-zero vectors u0,u1, ...,um such that
1. pi(H)uk = (m− 2k)uk
2. pi(Y )uk = uk+1 where k < m
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3. pi(Y )um = 0
4. pi(X)uk = (km− k(k + 1))uk−1
5. pi(X)u0 = 0
Every irreducible representation of sl(2,C) has the above form.
Theorem 3.6.7 Suppose pi is any finite dimensional representation of sl(2,C) acting on V , then
1. Every eigenvalue of pi(H) is an integer.
2. If non-zero v ∈ V with pi(X)v = 0 and pi(H)v = λv then there exists an integer m such that
λ = m. And v, pi(Y )v, ..., pi(Y )mv are linearly independent and their span is an irreducible
subspace of dimension m+ 1.
Every representation of sl(2,C) is in one-to-one correspondence with a representation of su(2) (linear
complexification). Now we connect the representations of su(2) with those of so(3). Let φ be a linear
map from su(2) to so(3), (actually a Lie algebra isomorphism). If pi is an irreducible representation of
su(2) then pi◦φ−1 will be an irreducible representation of so(3). For a particular m, a representation
of so(3) is um = pim ◦ φ−1. φ turns out to be the adjoint map!
Theorem 3.6.8 su(2) ' so(3)
Proof: Consider the basis for the Lie algebra su(2)
X1 = 12
 0 i
i 0
 , X2 = 12
 0 −1
1 0
 , X3 = 12
 i 0
0 −i

and the following basis for the Lie algebra so(3)
H1 =

0 0 0
0 0 −1
0 1 0
 , H2 =

0 0 1
0 0 0
−1 0 0
 , H3 =

0 −1 0
1 0 0
0 0 0

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The Xi satisfy the commutation relations [X1, X2] = X3, [X1, X3] = −X2, and [X2, X3] = X1.
We can replace Xi by Hi and obtain the same commutation relations for the so(3) basis.
Now we can determine the matrix exponential etX1 by diagonalization. The eigenvalues of
X1 =
 0 i2
i
2 0
 are ± i2 with eigenvectors
 1
1
 and
 1
−1
. We rewrite X1 as
X1 =
 1 1
1 −1

 i2 0
0 − i2

 12 12
1
2 − 12

so
etX1 =
 1 1
1 −1

 et i2 0
0 e−t
i
2

 12 12
1
2 − 12
 =
 cos( t2 ) i sin( t2 )
i sin( t2 ) cos(
t
2 )

Similarly, we can determine etX2 and etX3
etX2 =
 cos( t2 ) − sin( t2 )
sin( t2 ) cos(
t
2 )
 , etX3 =
 ei t2 0
0 e−i
t
2

Now consider the adjoint map applied to the basis:
AdetX2X1 = e
tX2X1e
−tX2 = 12
 −i sin t i cos t
i cos t i sin t
 = (cos t)X1 − (sin t)X3
AdetX2X2 = X2
AdetX2X3 =
1
2
 cos t i sin t
i sin t − cos t
 = (sin t)X1 + (cos t)X3
We observe that AdetX2 is actually a rotation about X2. We can rewrite this linear map as
AdetX2 =

cos t 0 sin t
0 1 0
− sin t 0 cos t

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Differentiating the above and evaluating at t = 0,
d
dt
AdetX2
∣∣∣
t=0
=

0 0 −1
0 0 0
1 0 0
 = H2
Likewise, we find that
d
dt
AdetX1
∣∣∣
t=0
= H1
d
dt
AdetX3
∣∣∣
t=0
= H3
From the lie algebra representations um, we can determine the representations of the group
SO(3).
Theorem 3.6.9 If um = pim ◦ φ−1 is an irreducible representation of so(3) for even m ≥ 0, then
there is a representation Um of SO(3) such that Um(expX) = exp(um(X)) for all X ∈ so(3).
Consider the space of Vn of homogeneous polynomials of degree n of the polynomial algebra
C[z1, z2]. The dimension of Vn is n+ 1. The action of SU(2) on C2 is (αz1 + βz2, βz1 + αz2). Any
polynomial in Vn can be expressed as
φk(z1, z2) = zk1z
n−k
2 (0 ≤ k ≤ n).
If Un is a continuous representation of SU(2) on Vn, then we have
(Ung φ)(z) = φ(zg).
The inner product is defined by
< φ,ψ >=
〈
n∑
k=0
akz
k
1z
n−k
2 ,
n∑
k=0
bkz
k
1z
n−k
2
〉
=
n∑
k=0
k!(n− k)!akbk.
Un is unitary and irreducible [?] and it exhausts all possible representations of SU(2). We know
that SU(2) is a covering of SO(3) so we have the following theorem.
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Theorem 3.6.10 For any non-negative integer l and representation U l, there exists an irreducible
unitary representation Dl0 of SO(3) such that
Dl0 ◦Ad = U2l.
Proof: SU(2)/{±1} ' SO(3) where {±1} is the kernel of the adjoint. Let φk for 0 ≤ k ≤ n be a
basis of the representation space Vn of Un. We find that (Un(−1)φk)(z1, z2) = φk(−z1,−z2) =
(−1)nφk(z1, z2). So Un(−1) = (−1)n. If n = 2l for an integer l, the kernel of Un contains
N = {±1}. So there exists a homomorphism Dl0 of SO(3) in U(Vn). Dl0 is a representation of
SO(3) and so is U2l.
Let ∆ = δ
2
δx2 +
δ2
δy2 +
δ2
δz2 be the Laplacian of R
3 and let Wl be the space of homogeneous
polynomials of degree l in three variables. We denote the space of harmonic polynomials with basis
xpyqzr, p+ q + r = l, p, q, r ∈ N by
Hl = {f ∈Wl|∆f = 0}.
The dimension of Hl is 2l+1. For f ∈ Hl, let Φ(f) be the restriction of f to S1. Then Φ is a linear
isomorphism from Hl to the space of spherical harmonics Hl′ of degree l. The basis for the spherical
harmonics is given by
(Y ml )−l≤m≤l(θ, φ) = e
imφP−ml (cos θ) (3.14)
where Pml (x) are the associated Legendre functions of the first kind
Pml (x) =
(1− x2)m2
l!2l
· d
l+m
dxl+m
(x2 − 1)l. (3.15)
We obtain
Y ml (θ, φ) = e
imφ (1− cos2 θ)−
m
2
l!2l
· d
l−m
dxl−m
(cos2 θ − 1)l (3.16)
as the representation of SO(3).
Chapter 4
Locally Compact Separable Type I groups
Compactness and commutativity allow us to make many simplifications in harmonic analysis of
groups. In particular, irreducible representations of locally compact abelian groups are one-dimensional
while irreducible representations of compact groups are found to be finite dimensional. Now we con-
sider non-abelian locally compact groups where we will find that the irreducible representations
are infinite dimensional. It turns out it is not so simple to describe harmonic analysis on general
locally compact groups. We need to impose more structure onto these groups to study their Fourier
transform and the Plancherel theorem. We will begin with a description of C*-algebras and von
Neumann algebras to define a Type I group and its representations. The Haar measure will be the
same as that of a LCA group except it will become important to distinguish between unimodular
and non-unimodular groups.
4.1 C*Algebras and Type I algebras
Definition 4.1.1 A Banach algebra B is a algebra with an involution map a → a∗ of B into itself
such that the following properties are satisfied:
1. (ab)∗ = b∗a∗
2. (a∗)∗ = a
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3. (αa+ b)∗ = αa∗ + b∗
for all a, b in B and scalars α.
Definition 4.1.2 A C∗-algebra is a Banach algebra that also satisfies
1. ‖a∗a‖ = ‖a‖2
2. ‖a∗‖ = ‖a‖
3. ‖a‖ = sup{‖ax‖ for all x in a closed unit ball }
If A and B are two C*-algebras, a map ρ : A → B is *-homomorphism if ρ is a homomorphism
with the property ρ(a∗) = ρ(a)∗ for all a in A. A bijective *-homomorphism is a *-isomorphism.
The algebra B(H) of bounded operators on a Hilbert space such that for each operator T , T ∗ is
the adjoint operator of T , is a C*-algebra. Other examples of C*-algebras include: the algebra
of compact operators on a Hilbert space, the abelian algebra of continuous functions on a locally
compact space that vanish at infinity, and the algebra of complex-valued functions f on a compact
space, satisfying f∗(x) = f(x). Note that these C*-algebras do not necessarily contain identity
though we can always form a new algebra by adding an identity element.
For any set S in B(H) we can find the set of operators that commute with every operator in S.
We denote these operators by S ′:
S′ = {T ∈ B(H)|TS = ST for any S ∈ S}.
S ′ is known as the commutant of S. S ′′ is the commutant of the commutant, or the double commu-
tant. S ′ is a strongly closed algebra that contains the identity.
Theorem 4.1.1 (Double Commutant Theorem) Let A be a C*-subalgebra of B(H) with an
identity element. A′′ is the strong closure of A.
Definition 4.1.3 A representation of A is a representation on a Hilbert space H where pi : A →
B(H) is a *-homomorphism.
We can also define a special kind of C*-algebra that is always contained in B(H)
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Definition 4.1.4 A von Neumann algebra is a strongly closed C*-algebra that contains the identity.
A von Neumann algebra of operators then must contain the identity and be equal to its double
commutant. We have the following propositions on von Neumann algebras.
Proposition 4.1.1 1. The intersection of a collection of von Neumann algebras is also a von
Neumann algebra.
2. The communtant of any *-subalgebra of B(H) is a von Neumann algebra.
3. The center of a von Neumann algebra A is found by Z = A ∩ A′. The center is an abelian
von Neumann algebra.
Proposition 4.1.2 Let A be a C*-algebra in B(H), then there is a projection operator P in A such
that T = TP = PT for all T in B. P is an identity for A and A|P is a von Neumann algebra in
B(P ), the C*-algebra of bounded operators P .
A von Neumann algebra contains the projections of the Hilbert space H into its coordinate spaces.
So if Ai are von Neumann algebras in B(Hi) and H = ⊕iHi then
A = ⊕iAi = {⊕iTi|Ti ∈ Ai and sup
i
‖Ti‖ <∞}
is a von Neumann algebra in B(H).
Definition 4.1.5 The central support or the central cover of T ∈ A is the projection
CT = inf{C|C is a projection in the center Z and TC = T}.
Let’s look at examples of von Neumann algebras related to representations of groups. Let f be
complex valued function on a group G such that
∑
g∈G |f(g)|2 <∞. The Hilbert space of functions
is `2(G). Let Rh and Lh be the right and left regular unitary representations of G. Define the von
Neumann algebras generated by Rh and Lh respectively
R(G) =W ({Rh|h ∈ G})
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L(G) =W ({Lh|h ∈ G}).
R(G) (respectively L(G) is the intersection of all von Neumann algebras containing Rh (respectively
Lh). The convolution on this Hilbert space is defined by
(f ∗ g)(h) =
∑
x∈G
f(x)g(h−1x) =
∑
x∈G
f(hx−1)g(x)
for all f, g in `2(G). We further relate convolution with the algebras R and L.
Proposition 4.1.3 If T ∈ L there exists a unique f ∈ `2(G) such that Th = f ∗h for all h ∈ `2(G).
Likewise, if T ∈ R, there exists a unique function f ∈ `2(G) such that Th = h ∗ f for all h ∈ `2(G).
Any left or right translation of a function f by an element of G can expressed as a convolution.
Definition 4.1.6 A von Neumann algebra is called a factor if its center is made up of scalar mul-
tiples of identity.
Examples of factors are the von Neumann algebras B(H), R, L and their commutants.
We are now ready to give the classification of the three types of von Neumann algebras. From
now on, assume A is a von Neumann algebra.
Definition 4.1.7 A von Neumann algebra is finite if and only if every left or right invertible element
of the algebra is invertible.
Let F be a non-zero abelian projection and Z be a central projection in A. If F ≤ Z for every Z
then A is discrete. If there are no non-zero abelian projections, then A is continuous. The algebra
B(H) is discrete. All of its commutative projections are of rank one. We will only be dealing with
von Neumann algebras of this type.
Definition 4.1.8 If a von Neumann algebra is discrete then it is Type I. It may be finite or infinite.
If a von Neumann algebra is continuous and all the central projections dominate a non-zero finite
projection, then it is Type II. If the algebra has no non-zero finite projections, then it is Type III.
All Type III algebras are infinite.
For a C*-algebra A, the following statements are equivalent:
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1. A is Type I.
2. Every factor representation of A is of Type I.
3. If pi is an irreducible representation of A, then pi(A) consists of the compact operators of the
Hilbert space Hpi (the representation space of pi).
The notion of Type I is important as it will allow us to define the trace function on the operators.
We will eventually need the trace for the general Plancherel theorem. As we will see, Type I is
related to the concept of CCR and GCR C*-algebras.
Definition 4.1.9 A C*-algebra A is liminaire or CCR if for every irreducible representation pi in
A, pi(x) is compact for all x ∈ A.
Sub-C*-algebras and quotient C*-algebras of C*-algebras as well as commutative C*-algebras are all
CCR. The concepts of CCR (completely continuous representation) and GCR were introduced by
Kaplansky. Dixmier coined the equivalent French terms liminaire and postliminaire. Some English
texts and papers also use the terms liminal and postliminal.
Definition 4.1.10 A C*-algebra A is postliminary or GCR if every non-zero quotient C*-algebra
has a non-zero CCR closed double-sided ideal.
Alternatively, A is GCR if for every irreducible representation pi of A, pi(A) contains the compact
operators on Hpi. Any CCR C*-algebra is GCR but the converse is not always true.
Theorem 4.1.2 All GCR C*-algebras are Type I [13].
The positive elements of a C*-algebra A are the elements in the real part of A whose spectrum
is a subset of the positive real numbers. Recall that the spectrum of an operator is a generalization
of the eigenvalues of a matrix. It consists of the complex numbers λ such that λe − a is singular
where e is the identity and a ∈ A.
Definition 4.1.11 Let A be a C*-algebra and A+ be the positive elements of A. A trace on A+ is
a function f : A+→ [0,∞] satisfying the following
1. f(x+ y) = f(x) + f(y) for all x, y ∈ A+,
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2. f(x ∗ x) = f(xx∗) for all x ∈ A,
3. f(cx) = cf(x) for all non-zero constants c and x ∈ A+.
The trace function is finite if f(x) <∞ for all x ∈ A+. The trace is semi-finite if for all x, y ∈ A+
with y ≤ x and f(y) <∞, f(x) is an upper bound for f(y). In this case, the trace may be infinite.
A representation pi of a C*-algebra is said to be traceable if there exists a trace on U+ such that
pi is a trace representation and U is the C*-algebra generated by pi(A). A trace representation is a
pair (pi, t) such that pi is a non-degenerate representation of A in a Hilbert space and t is a normal
faithful trace on U+. All irreducible representations of a postliminary C*-algebra, or equivalently
all factor representations of a C*-algebra, are traceable. Let fpi(x) = Tr[pi(x)] for all x ∈ A+ then
fpi is a character on A. A character of a representation, or the trace of a representation, should not
be confused with the multiplicative characters introduced in Chapter 2. The set of multiplicative
characters are representations from a LCA group G to C and form a group.
4.2 Haar measure and Modular Functions
We recall the Haar measure given for locally compact abelian groups. Let G be a locally compact
group and Cc(G) the vector space of continuous functions on G with compact support. A Haar
measure is given by
µ : Cc(G)→ C (4.1)
µ(f) =
∫
G
f(g)dg =
∫
G
f(h−1g)dg (4.2)
for f ∈ Cc(G). It is left invariant, positive, and continuous. We can also define a right invariant
measure ν as follows
ν(f) = µ′(f )ˆ
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where f ∈ Cc(G) and f (ˆx) = f(x−1). Let’s determine the relationship between the left and the
right invariant measures. Let f, g be in Cc(G) and x, y be in G.
µ(f)ν(g) =
∫
f(y)dµ(y)
∫
f(xy)dν(x)
=
∫
dν(x)
∫
f(y)g(xy)dµ(y)
=
∫
dν(x)
∫
f(x−1s)g(s)dµ(s) by change of variable s = xy and left invariance of µ
=
∫
g(s)dµ(s)
∫
f(x−1s)dν(x).
So we have
ν(g) =
∫
g(s)dµ(s)
∫
f(x−1s)dν(x)
µ(f)
ν(g) = µ(g)
∫
f(x−1s)dν(x)
µ(f)
.
We set w(s) =
R
f(x−1s)dν(x)
µ(f) and find that ν = wµ where w is a continuous function dependent on
s in G but independent of the choice of f as long as µ(f) 6= 0. If s is chosen to be the identity 1G
in G, then we can show directly that any two left Haar measures are related by µ(f)′ = w(1G)µ(f).
Thus the left Haar measure is unique up to multiplicative constant.
The modular function of G, ∆G : G→ R∗, is a homomorphism from the locally compact group
to the positive real line. We write it as
∆G(s) =
∫
G
f(xs−1)∫
G
f(x)dx
(4.3)
for s ∈ G, f ∈ Cc(G) and µ(f) 6= 0. If the Haar measure is extended to measurable subsets A of G,
we can also express it as
µ(s−1As) = µ(As) = ∆G(s)µ(A). (4.4)
As claimed in Chapter 3, compact groups and abelian groups are left and right invariant, dµ = dν,
therefore the modular function is 1. These groups are unimodular. Groups whose left and right
Haar measures do not match (∆G 6= 1) are non-unimodular.
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An invariant measure can also exist on the homogeneous space of left cosets G/H where H is
a closed subgroup of a locally compact group of G. G acts by left translations on G/H : gH =
{gh|h ∈ H}. A homogeneous space of G is a topological space on which G acts transitively; G acts
on H, making H into a single G-orbit.
Theorem 4.2.1 An invariant measure exists on G/H if and only if the modular function of H,
∆H , coincides with the restriction of ∆G to H. We denote this restriction by ∆G|H . This measure
m satisfies ∫
G
f(g)dg =
∫
G/H
dm(g˙)
∫
H
f(gh)dh =
∫
G/H
fH(g˙)dm(g˙)
where fH is the projection of f onto the space of continuous functions with compact support on
G/H.
In some cases, G/H may fail to have an invariant measure. However we can at least define a quasi-
invariant measure. Suppose µ is a Radon measure on G/H and µx is a left translate of µ by x ∈ G.
If all µx are equivalent, then µ is quasi-invariant.
4.3 Representations of Locally Compact Groups
Definition 4.3.1 Let G be a locally compact group and V be separated vector space. pi is a rep-
resentation of G if it is a homomorphism from G to Aut(V ) for which the action G × V → V is
continuous.
A representation is continuous when V is a Hilbert space and pi is unitary. pi is now a homomorphism
from G to the unitary subgroup U(H) of Aut(H) where the maps g → pi(g)v are continuous (g ∈
G, v ∈ H).
Let L1(G) be the Banach space of integrable functions on G with respect to the Haar measure.
L1(G) is the completion of Cc(G) with the norm defined by
‖f‖1 =
∫
G
|f(g)|dµ(g)
L1(G) has both a convolution product and an involution operation defined by
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(f ∗ g)(t) =
∫
G
f(s)g(s−1t)ds
f∗(s) = f(s−1)∆G(s)−1
for f, g in L1(G). If G is unimodular then we can also rewrite the convolution and involution as
(f ∗ g)(t)
∫
G
f(ts−1)g(s)ds
f∗(s) = f(s−1).
For a unitary representation pi of G, we can define the operators
pi(f) =
∫
G
f(g)pi(g)dg (4.5)
for all f in L1(G). This operator satisfies the properties
1. pi(f ∗ g) = pi(f)pi(g)
2. pi(f∗) = pi(f)∗ where ‖pi(f)‖ ≤ ‖f‖.
The operator pi : L1(G) → End(V ) is itself a representation. In fact, it is a *-representation of the
C*-algebra L1(G).
Theorem 4.3.1 If pi is a unitary representation of G in H then pi(g) is irreducible if and only if
pi(f) is irreducible for f in L1(G).
The operator pi(f) which is the Fourier transform of f on G satisfies the following properties
1. pi(f ∗ g) = pi(f)pi(g) for all f, g in L1(G),
2. pi(f∗) = pi(f)∗,
3. pi(Ls ∗ f) = pi(s)pi(f) where Ls is a left translation by s ∈ G.
Sometimes we may write f̂(pi) for pi(f) to clearly indicate the Fourier transform and follow the
widely recognized notation.
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4.4 Type I groups
Suppose pi is a unitary representation of a locally compact group G. If a representation ρ of G is a
multiple of pi and is an orthogonal sum of representations equivalent to pi, then ρ is called isotypical
and written as
ρ = pi ⊗ 1
in Hpi ⊗H where Hpi is the representation space of pi and H is a Hilbert space. The operators that
commute with ρ(G) is the commutant algebra ρ(G)′. The center of ρ(G)′ = ρ(G)′ ∩ ρ(G)′′ contains
only the scalar operators that commute with ρ(G) (and have the same form). If the representation
ρ of G is unitary then it is a factor representation; the center of the von Neumann algebra generated
by ρ(G) is reduced to scalar operators.
Definition 4.4.1 A locally compact group is of Type I if all factor representations are isotypical.
We can generate factor representations by taking the direct product of two locally compact groups
G = G1 ×G2. Given a unitary irreducible representation on G, we can restrict that representation
to G1 and obtain a factor representation.
L1(G) is Banach algebra with involution. We can form the enveloping C*-algebra of G, denoted
by C∗(G). A Type I group is CCR, or respectively GCR, if C∗(G) is CCR, respectively GCR, of
Type I. If for each continuous unitary irreducible representation pi of G and f ∈ L1(G), pi(f) is
compact then G is CCR. Any GCR group is Type I.
A space is separable if it contains a countable dense subset, a countable set of elements whose
closure is the entire space. If a locally compact (topological) group G is separable, the following
conditions are equivalent [13]:
1. G is Type I
2. G is GCR
3. for every unitary factor representation pi of G, the factor generated by pi(G) is Type I.
Let Ĝ be the dual space of a locally compact separable Type I group G. Ĝ is the set of equivalence
classes of irreducible unitary representations of G. We can define a topology on (̂G) as follows: Let
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K be a compact subset of G and ξ1, ..., ξn be a set of vectors in the representation space of a
representation pi. The sets U(K; ξ1, ..., ξn) for a base for the open neighborhoods for a point [pi] ∈ Ĝ.
The class [τ ] of an irreducible representation τ belongs to U(K; ξ1, ..., ξn) if there exist vectors
η1, ..., ηn in the representation space such that
| < pi(g)ξi, ξj > − < τ(g)ηi, ηj > | < 1
for all g ∈ K and 1 ≤ i, j ≤ n [38]. Since G is also separable, we can say the same about Ĝ.
Assume G is a separable locally compact Type I unimodular group. Define Lp(Ĝ) to be a field of
bounded operators on Ĝ. For a bounded operator T , |T | = (T ∗ T ) 12 and ‖T‖p = (Tr|T |p) 1p . Define
an equivalence relation such that for two operators T1 and T2 ∈ Lp(Ĝ), T1 ∼ T2 if T1(pi) = T2(pi).
Then the space Lp(Ĝ) = Lp(Ĝ)/ ∼ is a Banach space with norm
‖T‖p =
(∫
bG ‖T (pi)‖
p
pdµ(pi)
) 1
p
1 ≤ p <∞.
We can further extend it to a Hilbert space with inner product
< T1, T2 >=
∫
bG Tr[T1(pi)T2(pi)
∗]dµ(pi).
Theorem 4.4.1 (Plancherel) The Fourier transform is a map F
F : f → fˆ(pi) = pi(f) =
∫
G
f(g)pi(g)dg (4.6)
which extends uniquely from L1(G) ∩ L2(G) to a unitary map of L2(G) onto L2(Gˆ).
Theorem 4.4.2 Suppose F ∈ L1(Gˆ) and
f(g) =
∫
bG Tr[F (pi)pi(g)
−1]dµ(pi), (4.7)
is in L1(G). F is the Fourier transform of f and F = fˆ almost everywhere [42].
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Measurable spaces that are not separable are considered pathological. It is difficult to classify
the irreducible representations of non-type I groups. In fact, one cannot even classify the arbitrary
representations of a groupG in terms of the irreducible ones. Harmonic analysis on these pathological
groups is still an ongoing endeavor.
Chapter 5
Induced Representations
Let G be a locally compact countable group with a left Haar measure µ and modular function ∆G.
Then, we have ∫
G
f(hgh−1)dµ(g) = ∆G(h)
∫
G
f(g)dµ(g) (5.1)
∫
G
f(g)dµ(g) =
∫
G
f(g−1)∆G(g−1)dµ(g) (5.2)
for all f ∈ Cc(G) and all h ∈ G. Let H be a closed subgroup of G with a left Haar measure µH .
Define the function
∆H,G = χ(u) =
∆H(u)
∆G(u)
(5.3)
for some u ∈ H. Let X be a locally compact space. For each x in X, define a Hilbert space Hx. A
vector field is a function f on X such that f(x) is in Hx. Consider the vector space of vector fields
Λ that satisfies
1. if f ∈ Λ then |f | is continuous and
2. for each x ∈ X, f(x) are dense in Hx.
Let m be a positive Radon measure. A vector field f is square summable if
N2(f)2 =
∫
X
|f(x)|2dm(x) <∞
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and we can approach f by elements in H(Λ), the space of continuous fields with compact support.
L2(Λ) is a Hilbert space, called a continuous sum.
Let G be a locally compact countable group and H be a closed subgroup. Suppose U is a
continuous unitary representation of H in a Hilbert space H. Consider the functions f on G with
values in H that satisfy
f(xh) = ∆H,G(h)
1
2U(h)−1f(x)
for x ∈ G and h ∈ H. Let L(U,G) be the space of functions satisfying the above relation and
N2(f)2 =
∫ ⊕
G/H
|f(x)|2dµG,H(x) <∞.
L(U,G) is complete and the set of equivalence classes of L(U,G)), L(U,G), is a Hilbert space.
We define a unitary representation T = IndGH(U) of G in L(U,G) by
[T (x)f ](y) = f(x−1y) (5.4)
for x, y ∈ G.
Let ν be a bounded measure on G and f ∈ L(U,G). The mapping y → f(y−1x) is ν-integrable
(except on a negligeable set). The function
x→ g(x) =
∫
G
f(y−1x)dν(y) (5.5)
belongs to L(U,G). Let f ′ and g′ be the equivalence classes of f and g in L(U,G), then we have
T (ν)f ′ = g′.
Let β ∈ H(G) and T (β) = T (βµG). Define
Kβ(x, y) =
∫
H
∆G(y)−1∆H,G(u)
1
2 β(xuy−1)U(u)dµH(u) (5.6)
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Kβ is a continuous mapping from G×G to the bounded operators on H. For all continuous functions
f, g ∈ L(U,G) with compact support modulo H, we have
< T (β)f, g >=
∫
G/H
∫
G/H
< Kβ(x, y)f(y), g(x) > dµG,H(x)dµG,H(y). (5.7)
T (β) is represented by the kernel Kβ .
5.1 Trace Operators
Suppose we have a continuous sum of Hilbert spaces on X. Let K be a function on X × X such
that K(x, y) is a bounded operator of Hy on Hx. Then we say that the kernel K defines a bounded
operator K of L2(Λ) if for all f, g ∈ H(Λ), the function (x, y) →< K(x, y)f(y), g(x) > is µ ⊗ µ
integrable and
< Kf, g >=
∫
X
∫
X
< K(x, y)f(y), g(x) > dµ(x)dµ(y).
The operator K is unique and continuous if the mapping is continuous.
Proposition 5.1.1 Assume that the support of µ is X. Let K be a trace operator defined by a con-
tinuous kernel K. Then K(x, x) is traceable for almost all x ∈ X and the function x→ Tr[K(x, x)]
is integrable and we have
Tr[K] =
∫
X
Tr[K(x, x)]dµ(x).
5.1.1 Hilbert-Schmidt Operators
Let H = L2(Λ) be a continuous sum of Hilbert spaces Hx for x ∈ X. If H1 and H2 are two Hilbert
spaces, define Hom2(H1,H2) as the Hilbert space of Hilbert-Schmidt operators from H1 to H2.
Suppose there exists a sequence of fn ∈ Λ such the fn(x) are dense in Hx for all x. Let K be a
bounded operator in L2(Λ) defined by a kernel K. If we assume that
∫ ⊕
X×X
|Tr[K(x, y)K∗(x, y)]|dµ(x)dµ(y) <∞
then K ∈ Hom2(H,H) [7].
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5.1.2 A theorem from Mackey
Let G be a locally compact separable group. We will only consider the unitary representations
in separable Hilbert spaces. Let A be closed invariant subgroup of G. Â is its dual, the set of
equivalence classes of irreducible unitary representations of A. G acts on the dual Â. Let τ be an
irreducible unitary representation of A.
Theorem 5.1.1 Suppose A is type I and τ ∈ Â. The stabilizer H of τ in G is a closed subgroup.
Let pi be a factor representation of H where its restriction to A is a multiple of τ . Then IndGH(pi)
is a factor representation and two representations pi and pi′ are equivalent if and only if the induced
representations are the same. The commutants of pi and IndGH(pi) are isomorphic, such that pi is
irreducible if and if IndGH(pi) is irreducible.
The action of G on Â is regular if there exists a sequences of Borel subsets On ⊂ Â that are G-stable
and separate the orbits of G in Aˆ. Suppose A is Type I and the action of G on Â is regular. All
factor representations of G are obtained by the process described in the preceding theorem.
5.2 Multiplier Representations
Let G be a locally compact second countable (therefore separable) group. A mapping U : G→ U(H)
from the group to the unitary group of operators on a separable Hilbert space is called a multiplier
representation if
U(e) = I
U(g1g2) = σ(g1, g2)U(g1)U(g2)
where e is the identity and g1, g2 are in G. σ, a mapping from G × G to S1, is a multiplier of the
representation U .
Proposition 5.2.1 Let σ be a multiplier of a representation of G. The function σ satisfies the
following
1. σ(e, g1) = σ(g1, e) = 1
58
2. σ(g1g2, g3)σ(g1, g2) = σ(g1, g2g3)σ(g2, g3)
for all g1, g2, g3 in G.
We can relate a multiplier representation G to a representation of a normal subgroup of G [65].
Theorem 5.2.1 Let UN be a representation of closed normal subgroup N of G such that UN (n) is
equivalent to UN (g−1ng) for all n ∈ N and g ∈ G. There exists a multiplier representation U of G
such that its restriction to N , U |N , is equal to UN and U(g)−1UN (n)U(g) = UN (g−1ng) for n ∈ N
and g ∈ G.
5.3 Induced Representations
In the previous chapters, representations of groups were constructed using straightforward tech-
niques. Now we will discuss the representations constructed from a subgroup. Induced representa-
tions will allow us to consider semi-direct products groups whose subgroups have simpler represen-
tations.
Let G be a group and H a closed subgroup. Consider the quotient G/H with an G-invariant
measure dµ. Let γ be a unitary representation of H on a Hilbert space H and Hγ be the space of
functions on G such that
f(gh) = γ(h−1)f(g)
for g in G and h in H and ∫
G/H
‖f(g˙)‖2Hdµ(g˙).
This is a Hilbert space with inner product
< f1, f2 >Hγ=
∫
G/H
< f1(x), f2(x) >H dµ(x).
We can induce a representation on G from the representation γ by
piγ(g)f(x) = f(g−1x) (5.8)
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where g, x are in G and f is in Hγ . piγ acts as an operator. This representation on G is unitary
and we usually write piγ = pi = IndGHγ. Even if G/H fails to have an invariant measure, it is still
possible to construct an induced representation using sections of vector bundles but the method will
not be discussed here [65].
We give a few properties of the induced representation pi = IndGHγ [42]:
1. If pi is irreducible, then so is γ. On the other hand, even if γ is irreducible, pi is generally not.
2. Induction can be performed in stages. Let K ⊆ H be closed subgroups in G and σ be a unitary
representation of K. Then
IndGKσ
∼= IndGH(IndHKσ)
3. If a unitary representation γ of H is a direct integral of representations ω
γ =
∫ ⊕
Ω
ωdν(ω)
then
IndGHγ
∼=
∫ ⊕
Ω
IndGHωdν(ω).
5.4 Character Formula for Induced Representations
Let G be a locally compact group and N be a closed subgroup with right Haar measures dg and
dn respectively. Define G/H as the homogeneous space of right cosets. We can find a positive
continuous function s on G such that
s(e) = 1
s(ng) = ∆N (n)∆G(n)−1s(g)
for n ∈ N and g ∈ G. We can define a quasi-invariant measure dg˙ on G/H by
∫
G/H
∫
N
f(ng)dndg˙ =
∫
G
f(g)s(g)dg
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for all f ∈ Cc(G). Let pi = IndGNτ be a representation of G induced from a representation τ of N .
The goal is to express the character (or the trace) of pi in terms of the character of τ .
Let Hpi and Hτ be representation spaces of pi and τ . pi acts on the space of functions f : G→ Hτ
satisfying
f(ng) = τ(n)f(g)∫
G/N
‖f(g˙)‖2dg˙ <∞
such that
pi(g)f(x) = f(xg)
(
s(xg)
s(x)
) 1
2
.
Let φ ∈ Cc(G). Then pi(φ) is a bounded operator. It is a kernel operator on L2(G/H,Hpi) with
some kernel function kφ. The following character formula is due to Lipsman.
Theorem 5.4.1 (Character Formula) Suppose φ ∈ Cc(G) and φ∗(g) = φ(g−1)∆G(g−1). Define
ψ to be the convolution in G given by ψ = φ ∗ φ∗. Then
Tr[IndGNτ ](ψ) =
∫
G/N
∆G(g−1)s(g−1)Tr
[∫
N
ψ(g−1ng)τ(n)∆G(n)
1
2∆H(n)−
1
2 dn
]
dg˙ (5.9)
In the case of a unimodular group where ∆G = ∆N = 1, the character formula reduces to
Tr[IndGNτ ](ψ) =
∫
G/N
Tr
[∫
N
ψ(g−1ng)τ(n)dn
]
dg˙. (5.10)
Once the character formula is known, it is possible to use the general Plancherel and inversion
formulas for separable locally compact Type I groups.
Chapter 6
Semi-Direct Product Groups
Groups can constructed from products of simpler groups; this simplifies the analysis on them. We will
focus on semi-direct product groups, in particular those with the locally compact abelian subgroup
R2.
Let G be a locally compact group with locally compact subgroups H and N . We will require that
N be abelian. If there is a homomorphism from H to Aut(N) such that H ×N → N is continuous,
then G can be written as the semi-direct product G = H oN . The representations of G can come
from studying the representations of its subgroups. First we need Mackey’s systems of imprimitivity.
6.1 Systems of Imprimitivity
Let X be a Borel space. A projection-valued measure on X is a mapping P that takes each Borel
set E in X to a self-adjoint projection PE on a Hilbert space H such that
1. PE1∩E2 = PE1 · PE2 ,
2.
∑
i PEi = P∪jEj when Ei ∩ Ej = ∅,
3. PX = 1,
4. Pempty set = 0.
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(A self-adjoint operator A is equal to its own adjoint A∗.)
Let U be a representation of a group G and X is a Borel space. Suppose we have a mapping
h of G into the group of all automorphisms of X such that (g, x) → (g, [x]g) is an automorphism
of G ×X. [x]g denotes (h(g))(x) and the set of all these [x]g over all g ∈ G is the orbit of x ∈ X
under the group G. Finally let P be a projection-valued measure on the Borel sets of X such
that U(g)PEU−1(g) = P[E]g−1 for all g ∈ G and Borel sets E ∈ X. (P,X, h) is called a system
of imprimitivity for a representation U based on the space X. Any induced representation of G
with a closed subgroup H has a canonical system of imprimitivity associated with it based on the
space G/H. This system is transitive - there exists an orbit of G/H under the action of G whose
complement has measure 0 (based on the measure P ).
Theorem 6.1.1 (Lipsman) Suppose G is a group and H is a closed subgroup. Let pi be a unitary
representation of G and (P,G/H, h) a system of imprimitivity for pi. Let γ be a representation of H
and H(γ) the space of all functions from G to Hγ . Then there exists a representation γ of H and a
unitary map U : Hpi → H(γ) such that for all g ∈ G and Borel sets E in G/H, we have
Upi(g) = (IndGHγ)(g)U UPE = P
γ
EU (6.1)
where (P γEf)(x) = χE(x)f(x) for f ∈ Hpi.
A group G = HoN is called a regular semidirect product of H and N if N̂ has a countable family
of Borel sets {Ei}, each of which is a union of orbits. In addition, each orbit is an intersection of the
Ei containing that orbit. Given a semidirect product group G = HoN , let h→ Vh and n→Wn be
representations of H and N acting on the same space. Then (h, n) → VhWn is a representation of
G whenever VhWnVh−1 =Whn. Since N is a LCA group, we can say more about its representation.
Let E → PE be a projection-valued measure on the Borel sets B(Nˆ). Then the representation is
given by
Wn =
∫
Nˆ
γ(n)dP (γ) (6.2)
63
for n ∈ N . This identity is satisfied if we have the relationship
VhPEVh−1 = PhE (6.3)
for h ∈ H and E ∈ B(Nˆ). So P defines a system of imprimitivity for the representation V .
The subgroup H acts on Nˆ by (h · γ)(n) = γ(h−1 · n). Let Hγ be an orbit and Hγ be the
subgroup of H that stabilizes γ (stability group). If ν ∈ Hˆγ then the representation of G is written
as
U = IndGHγNν ⊗ γ (6.4)
where (ν ⊗ γ)(hn) = ν(h)γ(n). We need to compute the restrictions of the induced representation
to N and H. However HγN \G/H only has one point and is isomorphic to Hγ \H so we have
IndGHγNν ⊗ γ|H = IndGHγν (6.5)
and IndGHγNν ⊗ γ|N is a multiple of the direct integral
∫ ⊕
H/Hγ
hγdh¯. (6.6)
The projection-valued measure is concentrated in one orbit.
6.1.1 Examples
We will look at a few simple examples of semi-direct product groups taken from Mackey and Lipsman
before discussing our approach for finding the Fourier transform.
1. Let G = R∗+ o R. H = R∗+ acts on N = R by h · n = hn. By the duality theorem for LCA
groups, N̂ is isomorphic to R so the action on Nˆ is the same as the action on N . The action
corresponds to scaling a point on the real line so the orbits are O1 = (−∞, 0), O2 = {0}, and
O3 = (0,∞). The corresponding stability groups are H−1 = {e}, H0 = H and H1 = {e}. The
irreducible representations of G are the characters of R∗+, h → hit, t ∈ R lifted to G and two
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infinite dimensional representations
IndGNe
in
IndGNe
−in
with n ∈ R.
2. Let G = S1 o C and let H = S1 act on N = C by z · x = zx, z ∈ S1, x ∈ C. In this case N̂ is
isomorphic to C. The orbits are circles centered at the origin (since the S1 is also a rotation).
We write orbits as Or = {γ ∈ N̂ ||γ| = r} with r ≥ 0. The stability groups are
 S
1 r = 0
{e} r > 0
The irreducible representations of G are a) the characters of S1, z → zm,m ∈ Z, lifted to G
and b) the family of representations
pir = IndGNr, r > 0
3. Let G be a Euclidean motion group. H = SO(n) is compact and N = Rn is normal and
abelian. G = H oN is regular. Again N̂ = N and H acts on Nˆ by rotations (for any point in
n-space the orbit is a (n − 1)-dimensional sphere centered at the origin passing through that
point). We write the orbits as Or =
{
γ ∈ Nˆ |‖γ‖ = r
}
with r ≥ 0. The stability groups are
Hr =
 H r = 0,SO(n− 1) r > 0.
The representations are: a) the finite-dimensional representations of H lifted to G and b) the
two parameter family
piσ,ρ = IndGSO(n−1)·Nσρ
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with σ ∈ ̂SO(n− 1) and ρ ∈ Nˆ such that ρ = (r, 0, 0, ...0), r > 0. We will discuss the Euclidean
Motion groups in more detail.
6.1.2 The Euclidean Motion Groups
The Euclidean motion group, or the “Special Euclidean group on n dimensional space” SE(n) is
the semidirect product of Rn with SO(n). The Euclidean motion groups, SE(2) and SE(3) are
groups that describe rigid body motions in 2-space and 3-space. SE(2) is the simplest non-compact,
non-abelian solvable Lie group that is also a semi-direct product group. A subgroup of the general
linear group of invertible matrices, SE(2) consists of 3× 3 matrices of the form
g(x, θ) =
 eiθ x
0 1

where θ ∈ R is the rotation angle and x ∈ R2 is the translation vector. Let R(θ) be the rotation
defined by the rotation angle θ. The group operation for the elements g = (x1, R(θ)) and h =
(x2, R(θ′)) is gh = (x1 + R(θ)x2, R(θ)R(θ′)) and the inverse of g is g−1 = (−RT (θ)x,RT (θ)). The
action of an element h(x,R(θ)) on a point w on the plane is given by
g(x, θ)
 w
1
 =
 eiθw + z
1
 .
Let K = {R(θ) = g(0, θ)|θ ∈ R} and T = {t(x) = g(x, 0)|x ∈ R2} be the sets of all rotations and all
translations. Then T and K are subgroups of SE(2). T is isomorphic to R2 and K is isomorphic to
S1. We know that the only element in their intersection is the identity, so we can write the motion
group as their semi-direct product: SE(2) = R2 o S1. Note that R2 is a normal subgroup while S1
is compact.
We will induce the representations of SE(2) from the representations of the subgroup R2,
χa : t(x)→ ei<x,a>.
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Since S1 is isomorphic to R/2piZ, the normalized Haar measure is given by dr = dθ2pi . Let H be the
Hilbert space L2(S1) = L2([0, 2pi], dr). Given a ∈ R2, there exists a unitary representation Ua of
SE(2) on H defined by
(Uag F )(s) = e
i<x,sa>F (r(θ)−1s) (6.7)
for F (s) ∈ H, s ∈ S1 and an element g = t(x)r(θ) in SE(2).
Proposition 6.1.1 The unitary operator Uag defined above with (a ≥ 0) and g = t(ρeiφ)r(θ) can be
rewritten as
(Uag F )(α) = e
iaρcos(φ−α)F (α− θ). (6.8)
Proof: Note that < x, a >= Re(za) so < x, r(α)a >= Re(aρei(φ−α)) = aρ cos(φ− α).
The representation Ua is equivalent to a representation T a induced from the representation χa
of R2. Ua is the called the principal series of representations of SE(2) however it does not exhaust
all representations. Let p : SE(2) → S1 be a projection of the group onto the subgroup with
p(t(x)r) = r. p is a homomorphism of SE(2) with kernel R2. The dual Sˆ1 consists of the irreducible
unitary representations {χn : r(θ) → einθ|n ∈ Z}. Since SE(2)/R2 ' S1, an irreducible unitary
representation χn of S1 defines an irreducible unitary representation of SE(2) given by
χn ◦ p. (6.9)
The complete dual of SE(2) is then
ŜE(2) = {Ua|a > 0} ∪ {χn ◦ p|n ∈ Z}. (6.10)
These representations are infinite dimensional and may pose a problem in calculating the Fourier
transform. One approach is to express the representation U as matrix elements [9]. Since F (s) ∈ H
is a function on the circle, it can be expressed in terms of the basis F (s) = F (cosψ, sinψ) = F (ψ) =∑
n∈N cne
inψ. The operator Uag matrix elements can be expressed in this basis with g = (x, θ) =
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(x1, x2, θ)
um,n(g, a) =< eimψ, Uag e
inψ >=
1
2pi
∫ 2pi
0
e−imψe−i(x1a cosψ+x2a sinψ)ein(ψ−θ)dψ (6.11)
for m,n ∈ Z. Unitarity of the operator allows us to write the inverse of infinite dimensional matrix
as a conjugate transpose:
um,n(g−1, a) = u−1m,n(g, a) = un,m(g, a). (6.12)
In general, the Fourier transform of a rapidly decreasing function f on L2(SE(2)) and its inverse
transform are [?]
fˆ(a) =
∫
SE(2)
f(g)Uag−1d(g) (6.13)
and
f(g) =
∫ ∞
0
Tr[fˆ(a)Uag ] a da. (6.14)
Using the matrix coefficients, the matrix elements of Fourier transform of f ∈ L2(SE(2)) are
fˆm,n(a) =< eimψ, fˆ(a)einψ >=
∫
G
f(g)um,n(g−1, a) dg (6.15)
and the corresponding inversion is written as
f(g) =
∑
m,n∈Z
∫ ∞
0
fˆm,n(a)um,n a da. (6.16)
6.2 Integral Operator Approach for Certain Semidirect Prod-
uct Groups
Our approach for determining the Fourier transform of a semi-direct product group involves viewing
the transform as a kernel function. First we give an brief reminder of integral operators. An integral
operator T on a Hilbert space L2(X,µ) has the form
[T (f)](x) =
∫
X
KT (x, y)f(y)dµ(y) (6.17)
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where the kernel function KT is a measurable function on X ×X. If KT is a continuous symmetric
non-negative definite kernel, Mercer’s theorem allows us to compute the trace of T (f) as a continuous
sum of diagonal entries
Tr[T (f)] =
∫
X
KT (x, x)dµ(x). (6.18)
Further if T1 and T2 are two integral operators then their product T1T2 is also an integral operator
with kernel
KT1T2(x, y) =
∫
X
KT1(x, z)KT2(z, y)dµ(z). (6.19)
Suppose G is a regular semi-direct product group with a normal separable locally compact
abelian group N and locally compact group H acting on N . There is a natural homomorphism
θ : H → Aut(N) so that the group operation is determined by
g1g2 = (n1, h1)(n2, h2) = (n1 + θ(h1)n2, h1h2) (6.20)
for two elements g1 = (n1, h1), g2 = (n2, h2) ∈ G. In our examples, N will be R2. We assume the
action of H on the dual group Nˆ is essentially free, that is for any two distinct elements h, h1 ∈ H
and an element n ∈ Nˆ , hn 6= h1n. This action is given as
h · ω(n) = ω(θ(h)−1n) (6.21)
where ω : N → S1 is a multiplicative character of N , ie. ω ∈ N̂ . If we also assume that the
Haar measure of G is the product measure of H and N , then the equivalence classes of the infinite
dimensional irreducible representations of G are naturally parameterized by the orbits of H on Nˆ .
Further, we assume the Haar measure on Nˆ , dµNˆ = dn is invariant under the action of H; this
measure is said to be H-invariant.
The representation of G is induced from the multiplicative character ω: piω = IndGNω. Written
in multiplier form, this representation acts on a function f ∈ L2(H) by
[piω(g0)f ](h) = ω(θ(h)−1n0)f(h−10 h) (6.22)
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for g0 = (n0, h0) ∈ G = N oH and h ∈ H. We can verify that piω is a representation:
piω(g0)[piω(g1)f ](h) = piω(g0)[ω(θ(h−1)n1)f ](h−11 h)
= ω(θ(h−1)n0)ω(θ(h−10 h)
−1n1)f(h−11 h
−1
0 h)
= ω(θ(h−1)n0 + θ(h−10 h)
−1n1)f(h−11 h
−1
0 h)
= ω(θ(h−1)(n0 + θ(h0)n1)f((h0h1)−1h)
= piω(g0g1)f(h)
As a Borel measure space, the dual group N̂ can be written as the product N̂/H × H and its
corresponding measure as m bN = m bN/H ·mH . We can determine the matrix coefficients of piω(φ).
Let f1, f2 ∈ L2(H) and recall that the transform of a function φ ∈ L1(G) is given by
pi(φ) =
∫
G
φ(g)pi(g)dmG(g) (6.23)
for some representation pi of G. The matrix coefficients are:
< piω(φ)f1, f2 > =
∫
H
[piω(φ)f1](α)f2(α)dmH(α) (6.24)
=
∫
H
[∫
G
φ(g)piω(g)dmG(g)
]
f1(α)f2(α)dmH(α) (6.25)
=
∫
H
∫
G
φ(g)[piω(g)f1](α)f2(α)dmG(g)dmH(α). (6.26)
Rewriting the operator piω using the definition and splitting G into N and H, we obtain
=
∫
H
∫
N
∫
H
φ(n, h)ω(Θ(α)−1n)f1(h−1α)f2(α)dmH(h)dmN (n)dmH(α). (6.27)
Using the substitution u = h−1α on the innermost integral,
=
∫
H
∫
N
∫
H
φ(n, αu−1)ω(Θ(α)−1)n)f1(u)f2(α)dmH(u)dmN (n)dmH(α) (6.28)
=
∫
H
∫
N
[∫
N
φ(n, αu−1)ω(Θ(α)−1n)dmN (n)
]
f1(u)f2(α)dmH(u)dmH(α). (6.29)
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α and u are both elements of the group H; call them h1 and h2. We see that piω(φ) is an integral
operator on L2(H) defined by
[pi(φ)f ](h1) =
∫
H
Kφ(h1, h2)f(h2)dh2 (6.30)
where Kφ is the kernel function given by
Kφ(h1, h2) =
∫
N
φ(n, h1h−12 )ω(θ(h1)
−1n)dmN (n). (6.31)
This kernel function is precisely the Fourier transform on the group N . We define the partial
Fourier Transform relative to N by
[FN (φ)](ω|h) (6.32)
. It takes the Fourier transform over N while holding h ∈ H fixed. In this notation, the kernel
function is
Kφ(h1, h2) = [FNφ](h1 · ω|h1h−12 ) (6.33)
where h · ω means ω(θ(h)−1n). The trace of the operator pi is found by taking the integral over H
of Kφ(h, h).
Kφ(h, h) = [FNφ](h · ω|1H) =
∫
N
φ(n, 1H)ω(θ(h)−1n)dn (6.34)
and
Tr[pi(φ)] =
∫
H
Kφ(h, h)dh. (6.35)
The inversion is found by integrating over the dual space Gˆ, the set of irreducible representations
of G. We actually only need the reduced dual space Ĝρ, the support of the Plancherel measure
µG(pi) in G. Gˆρ is equivalent to the orbit space N̂/H. We first note that, in general, the Plancherel
theorem has the form [42]
φ(1G) =
∫
bG Tr[pi(φ)]dµG(pi) (6.36)
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at determining φ at the identity and
φ(g0) =
∫
bG Tr[pi(g0)
∗pi(φ)]dµG(pi) =
∫
bG Tr[pi(g
−1
0 )pi(φ)]dµG(pi) (6.37)
for any other point g0 ∈ G. Rewriting pi(g−10 )pi(φ),
pi(g−10 )pi(φ) =
∫
G
φ(g)pi(g−10 )pi(g)dmG(g) (6.38)
=
∫
G
φ(g)pi(g−10 g)dmG(g) (6.39)
=
∫
G
φ(g0g)pi(g)dmG(g). (6.40)
The final equality is just the transform of φ(g) translated on the left by g−10 , denoted by pi(Lg−10 φ).
In terms of a semidirect product group G with the induced representation piω, we obtain,
piω(g−10 )piω(φ) =
∫
G
φ(n0 +Θ(h0)n, h0h)piω(n, h)dmG(g). (6.41)
The corresponding formula for the kernel function Kφ
g
−1
0
is
Kφ
g
−1
0
(h1, h2) =
∫
N
φ(n0 + θ(h0)n, h0h1h−12 )ω(h1 · n)dmN (n). (6.42)
By substituting n for n0 + θ(h0)n and expanding ω, we get
Kφ
g
−1
0
=
∫
N
φ(n, h0h1, h−12 )ω(θ(h1h
−1
0 )(n− n0))dmN (n). (6.43)
We have defined the kernel Kφ(h1, h2) to be the partial Fourier transform over N with h1h−12 held
constant written as [FNφ](h1 · ω|h1h−12 ). Using this notation, Kφg−10 is
Kφ
g
−1
0
(h1, h2) = ω(θ(−h−11 h0)n0)(Fφ)(h−11 h−10 · ω|h0h1h−12 ). (6.44)
We can disintegrate the measure m bN into mNˆ/HmH . The recovery of the function φ at identity
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is given by
φ(1G) = φ(1N , 1H) =
∫
bN [FNφ](λ|1H)dλ =
∫
bN/H
∫
H
[FNφ](h · ω|1H)dh dω. (6.45)
Our proposed Fourier transform of a semi-direct product group is the kernel function. The
advantage is that if N = R2, we can reduce the problem to a commutative 2-D Fourier transform
evaluated on the orbits.
6.2.1 SE(2)
SE(2) has N = R2 and H = S1. The reduced dual space Gˆρ = R̂2/S1 is the space of concentric
circles of radius r ≥ 0. These are the orbits of S1 on R2. The Plancherel measure µG is a measure
on Nˆ/H. In this case, µG = rdr and if we parameterize S1 by the rotation angle θ, we may write
mS1 = dθ. Recall that the infinite dimensional irreducible representations of the Euclidean motion
group are realized on L2(S1) or L2(SO(2)) and are given by
[pip(g0)f ](x) = eip<a,x>f(A−1x)
where g0 = (a,A) ∈ R2×SO(2), p ∈ [0,∞) and x is a unit vector in S1. We write x as (cosψ, sinψ)
and the representation becomes
[pip(a,A)f ](cosψ, sinψ) = eip(a1 cosψ+a2 sinψ)]f(A−1x). (6.46)
We know that the Fourier transform pip(φ) of φ ∈ L1(SE(2)) can be expanded as infinite matrices
relative to the standard basis [9] however we recognize pip(φ) as a kernel function that can be found
in terms of a partial Fourier transform relative to R2. In the general notation, the kernel function is
Kφ(h1, h2) = FR2(h1λp|h1h−12 ), (6.47)
where h1, h2 ∈ SO(2) and λp is a representation of R2 given by λp(v) = eipv with v = (v1, v2). We
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identify h ∈ SO(2) with its corresponding rotation angle θ and rewrite the kernel function as
Kφ(θ1, θ2) =
∫
R2
φ(v1, v2; θ1 − θ2)eip(v1 cos θ1+v2 sin θ1)dv1dv2. (6.48)
This last integral is the Fourier transform of φ(v, θ1 − θ2) evaluated at (p cos θ1, p sin θ1). In other
words, it is the usual two dimensional Fourier transform over R2 evaluated at polar points (rather
than a cartesian grid). θ2 is held fixed. Thus we have a one-parameter family of two-dimensional
Fourier transforms.
In the inversion, we want to avoid the explicit form of the Plancherel formula which involves
taking the trace of pi(g0)∗pi(φ). Instead consider a shifted form of the kernel function
Kφ(θ1, θ1 − θ2) =
∫
R2
φ(v1, v2; θ2)ei(pv1 cos θ1+pv2 sin θ1)dv1dv2 (6.49)
= φ̂(p cos θ1, p sin θ1; θ2), (6.50)
where φ̂ refers to the usual Euclidean Fourier transform relative to R2 with θ2 fixed. If we take the
usual inverse Fourier transform of this shifted kernel function, we will recover the original φ. More
explicitly, the kernel is a function on Nˆ/H ×H ×H. By the usual inversion formula, we find
φ(v, θ) =
1
(2pi)2
∫
R2
φ̂(w, θ)ei<v,w>d2w (6.51)
=
1
(2pi)2
∫
R2
φ̂(p cos θ1, p sin θ1; θ2)eipv·<cos θ1,sin θ1> p dp dθ1. (6.52)
This same approach can be applied to other semidirect product groups G = H o N given by one-
parameter families of transformations on the plane. The approach generalizes to both unimodular
and non-unimodular groups.
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6.2.2 Hyperbolic Rotation Group
The group of hyperbolic rotations on the plane, SH(2) is a semidirect product group of N = R2
with H = R. The action of R on a point on the plane is a hyperbolic rotation given by
 cosh t sinh t
sinh t cosh t

These transformations preserve the form x2 − y2 and the orbit of a point on a plane is a branch
of a hyperbola. Specifically, the orbits are: O+,r, x2 − y2 = r2 and O−,r y2 − x2 = r2 for r 6= 0.
We also include the degenerate hyperbolas y = x and y = −x. The measure of R2 is written as
mR2 = r+ dr+ dt + r− dr− dt. The action is given by
t · ω = t · ω

 x
y

 = ω

 cosh t − sinh t
− sinh t cosht

 x
y

 = ω(Ax)
where ω is the multiplicative character of R2. Following the same steps as in the Euclidean motion
group calculation, we recognize the partial Fourier transform evaluated on the branches of the
hyperbolas. We have two families of hyperbolas, so we write the trace of ω in two parts:
Tr[ω+,r(φ)] =
∫
R
[FR2φ](Are1|1H)dt
Tr[ω−,r(φ)] =
∫
R
[FR2φ](Are2)|1H)dt
where A is the hyperbolic rotation matrix defined above and e1, e2 is the standard basis for R2. The
character of the representation pi±,r of SH(2) is
Tr[pi±,r(φ)] =
∫
R
[FR2φ](tω±,r|1H)dt. (6.53)
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The Plancherel measure of the dual space is determined to be µG = r dr and we recover φ at the
origin by
φ(1G) =
∑
±
∫
R
∫
R
[FR2φ](tω±,r|1H)dt r dr. (6.54)
6.2.3 Heisenberg group
The three dimensional Heisenberg group H is the group of upper triangular 3 × 3 real matrices of
the form 
1 a c
0 1 b
0 0 1

with a, b, c ∈ R. The group law is (a, b, c)(x, y, z) = (a+x, b+y, c+z+ay) and the inverse of (a, b, c)
is (a, b, c)−1 = (−a,−b, ab − c). H can be written as the semidirect product R2 o R. The Haar
measure is given by da db dc and it is both left and right invariant. The orbit space is the horizontal
lines y = µ, parameterized by µ.
The continuous unitary representation piµ of H acting on L2(R) is given as
[piµ(a, b, c)f ](x) = eiµ(bx−c)f(x− a). (6.55)
We need to write the kernel function and obtain the character formula using Mercer’s theorem. Let
φ(a, b, c) ∈ L1(G) and F1, F2 ∈ L2(R). We find
< piµ(φ)F1, F2 > =
∫
G
φ(a, b, c) < piµ(a, b, c)F1, F2 > dadb dc (6.56)
=
∫
R3
φ(a, b, c)
(∫
R
e−iµ(bx−c)F1(x− a)F2(x) da db dc
)
dx (6.57)
=
∫
R4
φ(x− a, b, c)e−iµ(bx−c)F1(a)F2(x) da db dc dx. (6.58)
Define the kernel function Kφ to be
Kφ(a, x) =
∫
R2
φ(a− x, b, c)e−iµ(bx−c) db dc (6.59)
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and we can easily express < piµ(φ)F1, F2 > as
∫
R2
Kφ(a, x)F1(a)F2(x) da dx =< KF1, F2 > . (6.60)
If φ = ψ∗ ∗ ψ for some function ψ, Mercer’s theorem gives us the trace of K:
Tr[K] =
∫
R3
φ(0, b, c)e−iµ(bx−c) db dc dx (6.61)
=
∫
R3
φ(0, b, c)e−iµbxeiµc db dc dx (6.62)
=
∫
R2
φˆ3(0, b,−µ)eiµc db dx (6.63)
where φˆ3 is the usual one-dimensional Fourier transform in the third variable c.
To write the Plancherel formula, we begin with the observation:
∫
R2
f(s)e−ist dsdt =
∫
R
fˆ(t) dt. (6.64)
In other words, we have
g(y) =
1
2pi
∫
R
gˆ(ξ)eiξydξ = 2pif(0) (6.65)
by the usual Fourier inversion. Returning to our calculation, make the change of variables, b = s
and x = tµ so that the resulting Jacobian is
1
|µ| . We obtain
∫
R2
φˆ3(0, b,−µ)eiµc db dx =
∫
R2
φˆ3(0, s,−µ)eist ds dt|µ| (6.66)
=
1
|µ|
∫
R
φˆ3,2(0, t,−µ)dt (6.67)
=
2pi
|µ| φˆ3(0, 0,−µ) (6.68)
where φˆ3,2 denotes the usual Fourier transform of φ in the second and third variables. φ at the
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origin is determined by
φ(0, 0, 0) =
1
(2pi)3
∫
R3
φˆ(κ, λ, µ) dκ dλ dµ (6.69)
=
1
2pi
∫
R
[
1
(2pi)2
∫
R2
φˆ(κ, λ, µ) dκ dλ
]
dµ (6.70)
=
1
2pi
∫
R
φˆ(0, 0, µ) dµ. (6.71)
6.2.4 Scale Group
We also consider a three-dimensional solvable non-unimodular group, the scaling group. Geomet-
rically, it is similar to the Euclidean motion group where rotations are replaced by positive scaling
factors. The scaling group G is given by the semidirect product R2oR∗+. Let N = R2 and H = R∗+.
Then r ∈ H acts on x ∈ N by r · x = r · (x1, x2) = (rx1, rx2). The homomorphism H → Aut(N) is
denoted by θ. The orbits are rays through the origin; R∗+ acts on a point on the plane by a positive
scaling. So we can identify the orbit space R2/R with S1.
For a non-unimodular group, we have to introduce a positive self-adjoint (unbounded) invertible
operator Dpi for each representation pi in the dual Ĝ. Let hg(x) = h(gxg−1) for h ∈ L2(G), then
pi(hg) = ∆(g)pi(g)pi(h)pi(g−1 where ∆(g) is the modular function. If we try to write the Plancherel
formula as in the unimodular case, we no longer have invariance under conjugation (centrality). The
operator Dpi restores centrality and satisfies pi(g)Dpi = ∆(g)Dpipi(g).
We present a general calculation of the left Haar measure of the non-unimodular semidirect
product group G = N oK. Let mK and mN denote the left Haar measures on the subgroups K
and N with modular functions ∆K and ∆N . Let χ(k) be the modulus of the homomorphism θ(k),
that is χ(k) = |θ(k)|. θ is homomorphism from K to the positive reals. We find the Haar measure
of G as
mG = χ−1(·)mK ×mN (6.72)
∆G(k, n) = ∆K(k)∆−1N (n)χ
−1(k) (6.73)
for k ∈ K and n ∈ N .
In particular, we consider when G is the semidirect product of matrix groups with K as a
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subgroup of GL(Rn) acting by left multiplication on Rn. The modulus of θ is χ(k) = | det(k)| and
the modular function is ∆G(n, k) =
∆K(k)
χ(k) . Finally we obtain the Haar integral
∫
G
φ(n, k)dmG(n, k) =
∫
K
∫
N
φ(n, k)χ−1(k)dn dk (6.74)
=
∫
K
∫
Rn
φ(n, k)
1
|det(k)|dn dk (6.75)
where φ ∈ L2(G). In the case of the scale group, we find that the modular function is δ(r, x) = r2.
The Haar measure on N̂ = R̂2 is not invariant under the action of H as was the case in the
unimodular examples. Since |r2| is the determinant of the 2×2 diagonal matrix with diagonal entry
r, the left Haar measure is
dmG(x, r) =
1
r2
dx dr. (6.76)
For each multiplicative character λ of N with
λ(x) = e−i(λ1x1+λ2x2), (λ1, λ2) ∈ R2 (6.77)
there is an irreducible representation of G on L2(R∗+,
dt
t ) given by
ηλ(r, x)f(t) = λ(θ(t)−1x)f(r−1t) = λ(t−1x)f(r−1t) (6.78)
if λ 6= (0, 0). Further, ηλ ∼= ηλ′ if and only if λ = tλ′ for some t > 0. Thus, we can identify the dual
Ĝ with S1.
We again use the kernel function to determine the character formulas. Let φ ∈ L2(G) and
h ∈ L2(R∗+ dtt ). Then
[ηλ(φ)]h(t) =
∫
G
φ(r, x)ηλ(r, x)h(t)d(r, x) (6.79)
=
∫
G
φ(r, x)λ(t−1x)h(rt)
dr
r2
dx (6.80)
=
∫
G
φ(r, t−1)λ(t−1x)h(r)
dr
r2
dx (6.81)
=
∫
G
Kφ(r, t)h(t)
dr
r2
(6.82)
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where the kernel function Kφ is given by:
Kφ(r, t) =
∫ ∞
0
φ(r, t−1x)λ(t−1x)dx. (6.83)
By Mercer’s theorem, the trace of the representation is computed as
Tr[ηλ(φ)] = =
∫ ∞
0
Kφ(r, r)
dr
r
=
∫ ∞
0
φ(1, x)λ(rt)dx
dr
r2
(6.84)
=
∫ ∞
0
φ̂(1, rλ)
dr
r
(6.85)
where φ̂(1, rλ) is the usual Fourier transform on R2 of the function x→ φ(1, x).
Since the character Tr[ηλ(φ)] is given by a partial integral of the usual Fourier transform of φ, we
can use its inversion formula to find the inversion for the group G. However, we need to introduce
a correction factor to complete the full integral over R2. Let φ0 = φ|N be the restriction of φ to the
plane N = R2. Set the factor D as
(̂Dφ0)(y) = r2φ̂0(y).
This factor is actually the Radon-Nikodym derivative from the action of R∗+ on R2. Let dσ(λ) be
the Lebesgue measure on S1, we obtain the Plancherel formula
∫
S1
Tr[ηλ(Dφ)] dσ(λ) =
∫
S1
∫ ∞
0
(̂Dφ0(rλ)
dr
r
dσ(λ) (6.86)
=
∫
S1
∫ ∞
0
φ̂0(rλ)r dr dσ(λ) (6.87)
=
∫
R2
φ̂0(y) dy (6.88)
= φ0(1, 0, 0). (6.89)
The last function φ0(1, 0, 0) is actually the full function φ evaluated at the identity in G.
There is no guarantee that the above integrals have finite values. The operator D multiplies the
Fourier transform by r2 and corresponds to the taking the Laplacian ∆ of φ. We can conveniently
require that φ is in C∞c so that Dφ = ∇φ ∈ L1(G).
Chapter 7
NDFT and NUFFT
7.1 Non-Uniform Fourier Transform
The proposed integral operator approach for determining the non-commutative Fourier transform
of certain semidirect product makes numerical computation possible in some cases. We would
like to use efficient methods such as Fast Fourier transform (FFT) since for any function on the
group, we need a family of transforms. We actually want a non-uniform discrete Fourier transform
(NDFT). In NDFT, the points in time and/or frequency domain are on a non-uniform grid. In
most applications, the points are uniform (or evenly spaced) in one of the domains. In our case,
only the frequency domain (the Fourier transform) will contain non-equispaced data. We will use
existing fast methods from the literature to numerically compute the desired non-uniform Fourier
transforms. The majority of existing non-uniform Fast Fourier transform (NUFFT) techniques are
only valid for one dimensional functions.
The general setup for the NDFT in one dimension is described by [17]
fj =
N∑
k=0
αke
iωkxj (7.1)
for j = 0, ..., N , fj ∈ C, αk ∈ C, ωk ∈ [−N/2, N/2] and xj ∈ [−pi, pi]. We require O(N2) operations
for direct evaluation and O(N3) for direct inversion. By a sequence of manipulations, the FFT
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reduces the number of operations to O(N logN). If we consider an d-dimensional NDFT with N
points in each direction in time andM points in each direction in frequency, the number of operations
for direct computation increases to O(NdMd).
7.1.1 Methods
Averbuch et al. propose an approximate polar FFT algorithm that takes an two dimensional function
on equally spaced points in time domain and returns its Fourier transform evaluated at polar points.
The inversion is also presented. Their method is based on using concentric squares that approximate
concentric circles. Such an algorithm would only be useful for determining the transform of semi-
direct groups whose orbits contain polar points. The ACT method (adaptive weight, conjugate
gradient acceleration, Toeplitz matrices) approximates functions from scattered data using a system
of linear equations with a block Toeplitz matrix [52, 60]. Based on the same concept, Fessler
and Sutton propose a method that computes an oversampled FFT and then optimally interpolates
onto the non-uniform frequency points using local neighborhoods. The approach minimizes the
worst-case approximation error over all signals of unit norm and generalizes to multi-dimensional
signals. Most NUFFT methods, on the other hand, only handle one dimensional signals. This
min-max interpolation is only optimized in the forward direction but provides greater accuracy in
shorter time compared to usual interpolation methods. This NUFFT method allows us to control
the size of the interpolation neighborhood which can be adapted based on the location and sparsity
of the frequency locations. Using this method, we chose an interpolation box of size 8 × 8 pixels
and Fourier transform oversampling factor of 2. The maximum error in the calculation of the non-
uniform Fourier transform is 10−4 [19]. Due to the oversampling requirement and the amount of
memory needed, we were only able to test this method with images of size 32 × 32 and 64 × 64.
As we shall see, we require the non-uniform Fourier transform to have many more points than the
original image to achieve acceptable results in the inversion. If we are willing sacrifice accuracy in
the non-uniform Fourier transform, we can follow the more simplistic approach of using the usual
FFT followed by interpolation. With this approach, we can use higher resolution images as well as
a larger number of points in non-uniform frequency (at the cost of longer interpolation time). The
results from inversion show a significant amount of noise and the maximum error is on the order of
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102 for omnidirectional images [1].
7.2 Numerical Computation
7.2.1 Fourier Transform of SE(2)
Let the transformations g ∈ SE(2) be denoted by g = (z, k) where z is in polar coordinates (ρ, θ)
and k is rotation in the form (cosω, sinω). We identify the 2D image plane as a function on the
homogeneous space SE(2)/SO(2) with SE(2) acting transitively upon it. Any transformations or
deformations on the image are the group actions. The operator valued Fourier transform F (φ, λ) of
a function φ ∈ SE(2) is a bounded operator in L1(S1). We will identify an integrable function φ on
the plane with the corresponding function on SE(2) so that its values are independent of k; that is,
φ(z, k) = φ(z) for all k ∈ S1.
The first important consequence for all such functions is that the null space of F (φ, λ) consists
exactly of those functions whose integral over S1 is 0. In particular, F (φ, λ) is a rank-one operator
completely determined by its value on the vector e0 ∈ L1(S1) which is the function that is identically
1. The second consequence is that the function F (φ, λ)e0(k0) is nothing more than the usual 2D
Euclidean Fourier transform of φ evaluated at the point on the plane (λ cos θ0, λ sin θ0) where k0 =
(cos θ0, sin θ0).
The inversion of an operator valued transform is very difficult because it requires the evaluation of
the trace of infinite-dimensional operators. Fortunately, when φ comes from a function on the plane,
the inversion formula can be avoided altogether because the F (φ, λ) reduces to the Euclidean Fourier
transform. In [69, 68], a similar reduction is used by treating F (φ, λ)e0 as a rank-one operator but
the authors used a Fourier series expansion rather than the explicit connection between the SE(2)
transform and the usual Fourier transform in polar form. In [9], the authors chose to compute the
explicit form of the irreducible representations by taking the partial Fourier transform, interpolating
to obtain the polar transform and then using two Fourier series expansions. More computational
harmonic analysis on SE(2) with applications can be found in [23, 69, 22, 41].
We define the polar frequency plane on the box [−pi, pi]× [−pi, pi] as points located on concentric
circles with the evenly spaced radii ranging from r = 0, ..., pi
√
2 and evenly spaced angles θ = 0, ..., 2pi.
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There will be parts of circles which are outside the box [−pi, pi]×[−pi, pi] but we would like to preserve
as much information as possible.
Figure 7.1 shows that we have too many points at the center and too few at the corners. It is
possible to redefine the discrete radii values so that we increase the number of points at the center;
however this did not significantly change the overall performance.
We will represent a transform in polar coordinates on a uniform grid with increasing radius along
the y-axis and increasing angles along the x-axis. The top left corner of the grid will be the point
(r = 0, θ = 0), which corresponds to the origin of a Cartesian grid. With this polar representation,
the Fourier transform will appear to have been “unwrapped” from the center counterclockwise.
We will use the method described in [19, 63] to calculate the polar transform. We will recover the
original function by using bi-cubic spline interpolation followed by the usual two-dimensional inverse
FFT.
As a first example, we choose a smooth, symmetric rapidly decreasing function on the plane. Let
φ be the Gaussian function e
75∗(x2+y2)/2
2pi ; its Fourier transform is another Gaussian. The parameters
for the Gaussian are chosen to enhance visualization in both time and frequency domains. We show
the function as a 32 × 32 image on the plane with black as the lowest intensity and white as the
highest intensity. The image and its usual cartesian Fourier transform are in figure 7.2. In figures
7.3-7.6, the polar Fourier transform is calculated using NUFFT [19]; from this Fourier transform, we
attempt to recover the original gaussian using 32×32, 64×64, 128×128 and 256×256 points in the
polar frequency plane. The recovery clearly improves as the number of polar points increases; the
improvement is not so dramatic here as the Gaussian is very smooth. In figure 7.7, we demonstrate
the norm squared error in the recovered Gaussian as a function of the number of polar frequency
points. At 64×64 points, the error is near zero. Using a logarithmic scale, we can determine that the
error is approximately 10−4. According to the literature [19], we cannot expect to see performance
better than 10−5. We only chose low resolution images because interpolation from polar points to
cartesian points requires a very large number of points; we want to have as many points on the
outer circles as possible. The drawback is that we have a larger concentration of points in the inner
circles.
We repeat the same experiment with a box function φ(x, y) = 1,−a < x < a,−a < y < a and 0
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otherwise. The interest in using this function lies in the fact that it exhibits rotational symmetry,
has a distinct Fourier transform and possesses discontinuities. Note that the majority of images do
not have visually interesting Fourier transforms. The box function and its transform can be seen in
figure 7.8 and the polar Fourier transform and the recovered box are in figures 7.9-7.12. Because of
the discontinuities we need at least 256×256 polar frequency points to recover the box with minimal
error. The decrease in norm squared error is shown in figure 7.13. Had we initially chosen a larger
resolution image, say with 64× 64 points, we would need 512× 512 points in the frequency domain
to recover it. Unfortunately, the NUFFT method requires too much memory to produce such a
Fourier transform. Recall that NUFFT works by over-sampling the Fourier transform by a factor of
2. Experiments with a larger number of points could not be completed. We are also limited by the
fact that all fast transform algorithms need an input which is of size 2N in all directions, otherwise
the algorithm changes the input by adding zeros.
Our final result with the polar Fourier transform uses an omnidirectional image. Omnidirectional
(or panoramic) images are captured using rotating cameras, multiple cameras, or mirror-camera
systems to create a full 360◦ view. In mirror-camera systems, a camera is pointed at a conic mirror,
allowing the camera to view all directions around it at once. The resulting picture is a 2D image of
a 360◦ view of the camera surroundings. Depending on the type of mirror used, such images can be
distorted with varying degrees. Our test image is a simulation created by placing a spherical mirror
across from a checkerboard wall. The camera is pointed toward the center of the mirror. What
we observe is a very distorted image of the entire checkerboard wall (see figure 7.14). We repeat
the experiment with a 64 × 64 checkerboard image in figure 7.15 and find that perfect recovery is
very difficult to achieve (figures 7.16 and 7.17). Additional results on omnidirectional images can be
found in [1] where we used the usual FFT followed by interpolation only. The advantage is that we
can use images with a larger number of points and use as many frequency points as needed however
the computation time for interpolation is significantly increased.
These results also apply to computing the Fourier transform of the scaling group whose orbits
are rays through the origin. The discrete points themselves are the same as the polar points.
However recall that since it is a non-unimodular group, the inversion is not straightforward due the
multiplication factor D. Numerical experiments with the scaling group inversion have not yet been
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explored.
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Figure 7.1: Polar frequency plane.
7.2.2 Fourier Transform of SH(2)
We define the hyperbolic frequency plane on the box [−pi, pi]× [−pi, pi] with three types of equations:
the degenerate hyperbolas y = ±x, the hyperbolas symmetric about the y-axis x2 − y2 = a, and
the hyperbolas symmetric about the x-axis y2 − x2 = a. We obtain the set of points given by
(a cosh t, a sinh t) and (a sinh t, a cosh t) as well as (x, x) and (x,−x). a > 0 is the vertex of the
hyperbolic branch and t is the location on the branch. We let a range from 0 to pi and t from
−1.5, ..., 1.5. The range for t is found by trial and error since as a increases, the hyperbolic branches
become longer. We attempt to choose t values which ensure that the branches with small a are long
enough and branches with larger a do not extend too far outside the [−pi, pi] × [−pi, pi] box. The
hyperbolic plane shows that the points are concentrated near the asymptotes y = x and y = −x
(see figure 7.18).
We will represent a Fourier transform in hyperbolic coordinates on a uniform grid with increasing
a on the y-axis and four copies of the t vector [−1.5 : δ : 1.5] along the x-axis, where δ is the step
size. To mimic the setup of the polar grid, we form the “hyperbolic square” comprised of the
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Gaussian on 2D plane and its Fourier Transform, 32 x
32
Figure 7.2: Image of the Gaussian function and its Fourier transform, also a Gaussian. Low values
are black and high values are white
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Fourier transform of Gaussian in Polar coordinates (32 x 32) and recovered image
Figure 7.3: Left: Polar Fourier transform of Gaussian with 32 radial points and 32 angles. Radius
is increasing from top to bottom. Angles are increasing from left to right. Right: Inverse Fourier
transform recovered from the polar Fourier transform using interpolation and inverse FFT.
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Fourier transform of Gaussian in Polar coordinates (64 x 64) and recovered image
Figure 7.4: Left: Polar Fourier transform of Gaussian with 64 × 64 points. Right: Inverse Fourier
transform
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Fourier transform of Gaussian in Polar coordinates (128 x 128) and recovered
image
Figure 7.5: Left: Polar Fourier transform of Gaussian with 128× 128 points. Right: Inverse Fourier
transform
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Fourier transform of Gaussian in Polar coordinates (256 x 256) and recovered
image
Figure 7.6: Left: Polar Fourier transform of Gaussian with 256× 256 points. Right: Inverse Fourier
transform
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Figure 7.7: The norm squared error between the original Gaussian function and the recovered
function as a function of the number of polar frequency points.
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Box on a 2D plane and its Fourier transform (32 x
32)
Figure 7.8: Image of the box function and its Fourier transform
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Fourier transform of Box in Polar coordinates (32 x 32) and recovered
image
Figure 7.9: Left: Polar Fourier transform of the box with 32 × 32 points. Right: Inverse Fourier
transform
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Fourier transform of Box in Polar coordinates (64 x 64) and recovered image
Figure 7.10: Left: Polar Fourier transform of the box with 64 × 64 points. Right: Inverse Fourier
transform
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Fourier transform of Box in Polar coordinates (128 x 128) and recovered
image
Figure 7.11: Left: Polar Fourier transform of the box with 128× 128 points. Right: Inverse Fourier
transform
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Fourier transform of Box in Polar coordinates (256 x 256) and recovered image
Figure 7.12: Left: Polar Fourier transform of the box with 256× 256 points. Right: Inverse Fourier
transform
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Figure 7.13: The norm squared error between the original box function and the recovered function
as a function of the number of polar frequency points.
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Image of Checkboard wall taken by a perspective camera pointed at spherical mirror
Figure 7.14: An omnidirectional image of a checkerboard wall viewed by a camera pointed at a
spherical mirror.
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Scaled down image of checkboard viewed by a spherical mirror
and its Fourier transform (64 x 64)
Figure 7.15: The checkerboard image resized to 64× 64 points and its Fourier transform.
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Fourier transform of Checkerboard in Polar coordinates (128 x 128) and recovered
image
Figure 7.16: Left: The Fourier transform of the checkerboard image with 128 × 128 polar points.
Right: Inverse Fourier transform
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Fourier transform of Checkerboard in Polar coordinates (256 x 256) and recovered
image
Figure 7.17: Left: The Fourier transform of the checkerboard images with 256 × 256 polar points.
Right: Inverse Fourier transform
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four hyperbolic branches with vertex a. A sample of the hyperbolic square is shown in figure 7.19
Each horizontal line of a 2D hyperbolic transform will consist of the transform evaluated along one
hyperbolic square starting from the positive x-axis and moving counterclockwise. For comparison, we
will use the Gaussian function as a test image. The results are similar to those in polar coordinates,
except that the error remains comparatively high. Additionally, we see some artifacts parallel to
and along the y = −x line even with 256 × 256 hyperbolic frequency points (see figures 7.20-7.24).
Why this is the case is unclear. We also compute the hyperbolic Fourier transform of a simulated
omnidirectional image of a checkerboard wall facing a hyperbolic mirror as shown in figure 7.25. As
expected, we do not have enough hyperbolic frequency points to reasonably recover the image, figures
7.26 and 7.27. With enough computing power, we can reasonably assume that the recovered image
will improve significantly with each order of 4 increase in the number of points on the frequency plane.
The recovered image will be visually superior though the error may not reflect this improvement
appropriately if the diagonal artifacts do not disappear.
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Figure 7.18: Hyperbolic frequency points, t = −1.5...1.5
We also provide a table summary of the norm squared error for both the polar and hyperbolic
cases with three functions for comparison in Tables 7.1 and 7.2.
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Figure 7.19: A “Hyperbolic square”
Number of Polar Frequency Points
Function 32× 32 64× 64 128× 128 256× 256
Gaussian f(x, y) = 12pi e
−(x2+y2)
2a 0.02350 0.00064 0.00015 0.00003
Box f(x, y) = 1 − a < x, y < a 5.5712 0.97760 0.07730 0.00170
Pillbox f(x, y) = 1, x2 + y2 ≤ a 14.606 1.4413 0.51780 0.10220
Table 7.1: Norm Squared Error in recovering a function from Polar frequency points
Number of Hyperbolic Frequency Points
Function 32× 32 64× 64 128× 128 256× 256
Gaussian f(x, y) = 12pi e
−(x2+y2)
2a 0.0298 0.0045 0.0014 0.0013
Box f(x, y) = 1 − a < x, y < a 6.4920 2.4039 0.4779 0.1724
Pillbox f(x, y) = 1, x2 + y2 ≤ a 7.8093 2.4920 0.7264 0.3604
Table 7.2: Norm Squared error in recovering a function from hyperbolic frequency points
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Fourier transform of Gaussian in Hyperbolic coordinates (32 x 32) and recovered
image
Figure 7.20: Left: Gaussian Fourier transform in hyperbolic coordinates with 32× 32 points. Each
row represents one hyperbolic square. a is increasing along from top to bottom, t is increasing from
left to right. The horizontal row is split into 4 branches. Right: Inverse Fourier transform
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Fourier transform of Gaussian in Hyperbolic coordinates (64 x 64) and recovered
image
Figure 7.21: Left: Gaussian Fourier transform in hyperbolic coordinates with 64× 64 points. Right:
Inverse Fourier transform
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Fourier transform of Gaussian in Hyperbolic coordinates (128 x 128) and recovered
image
Figure 7.22: Left: Gaussian Fourier transform in hyperbolic coordinates with 128 × 128 points.
Right: Inverse Fourier transform
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Fourier transform of Gaussian in Hyperbolic coordinates (256 x 256) and recovered
image
Figure 7.23: Left: Gaussian Fourier transform in hyperbolic coordinates with 256 × 256 points.
Right: Inverse Fourier transform
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Figure 7.24: The norm squared error between the original Gaussian and the recovered function as a
function of the number of hyperbolic frequency points.
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Figure 7.25: A checkerboard wall viewed by a camera facing a hyperbolic mirror. The error at the
center is due to the simulation of a hyperbolic mirror. Normally, we would see the actual camera’s
reflection at the center.
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Figure 7.26: Checkerboard viewed by hyperbolic mirror scaled down to 32×32 points and its Fourier
transform.
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Figure 7.27: Left: Hyperbolic checkerboard Fourier transform in hyperbolic coordinates with 64×64
points. Right: Inverse Fourier transform
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Figure 7.28: Left: Hyperbolic checkerboard Fourier transform in hyperbolic coordinates with 256×
256 points. Right: Inverse Fourier transform
Chapter 8
Conclusion
Representation theory and harmonic analysis have come a long way since Fourier first studied the
heat equation. Group representations mimic the action of the group and provide a deeper under-
standing of the underlying symmetries and simplifications. The goal of harmonic analysis is to
decompose and classify all the representations of a group in terms of the irreducible ones. We want
to provide the same sort of detailed knowledge about non-compact, non-commutative groups that
we have for the circle group or Rn. Thanks to the work of Schur, Frobenius, Haar and Weyl among
others, the classes of groups that can be studied have expanded greatly in the last century. It is
clear that non-commutative, non-compact locally compact groups require a significant amount of
theoretical background before their Fourier transform can be determined. In fact, without the sep-
arable and Type I conditions, one cannot provide an abstract general Plancherel theorem. Even if
the representations of a particular group can be classified, the irreducible representations are infinite
dimensional and still need to be expressed in a manageable form. Applications of noncommutative
harmonic analysis have been limited to a few groups whose representations can be handled using the
usual Fourier transform, the Radon transform, matrix representations and series expansions [9, ?].
In this work, we first present an overview of the background needed to study the representations
and Fourier transform of separable locally compact type I groups. This is by no means an exhaustive
description of the topic but offers a glimpse into the technicalities of finding representations of groups
ranging from locally compact abelian groups to compact groups to semi-direct product groups.
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In particular, we focus on regular semi-direct product groups with induced representations. The
extensive details of this material can be found scattered across various texts from the 1950s and
1970s [13, 42, 25, 47]. We attempt to put together the major definitions and theorems from these
sources to tackle the harmonic analysis of locally compact Type I groups. Groups which do not fall
within this category are still major topics of study. So far progress has been made only for certain
non-Type I groups [38].
We present a general approach that simplifies the representation and Fourier transform of three
dimensional semidirect product groups given by linear transformations on the plane. By using
induced representations and treating the representation as an integral operator, we can form a
partial Euclidean Fourier transform that can, in certain cases, be computed directly using FFT or
NUFFT. It is a matter of recognizing the usual Fourier transform evaluated on different coordinate
systems. By expressing this partial transform as a kernel function, we avoid direct computation
of matrix coefficients and the trace of an infinite dimensional operator. We have shown how the
method can be applied to the three dimensional unimodular groups: SE(2), the hyperbolic rotation
group, and the Heisenberg group. The approach also generalizes to non-unimodular groups, such
as the scaling group described here and the spiral group. Further, the method can be applied to
the six dimensional group SE(3) to reduce the number of computations; these calculations were not
presented here.
Our numerical results show that the Fourier transform over these semidirect product groups can
be computed accurately but at a great computational cost. Future work would involve storing an
number of these two dimensional non-uniform Fourier transforms to take into consideration the third
variable and complete the inverse transform. For this reason, we are still need a fast and accurate
NUFFT algorithm that can handle images with a large number of points. While several research
groups have worked on SE(2) and SE(3) and the polar Fourier transform, we additionally present
results for the group of hyperbolic rotations, which as of yet has not been used in applications. We
find that with sufficient computing power, we can reduce the inversion error by having a large enough
number of points in the frequency domain. For smooth functions, we can calculate the partial Fourier
transform and perform inversion with an error of 10−3 or less using 256× 256 frequency points for
a 32 × 32 point original image. For functions containing discontinuities, we observe that the error
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does decrease significantly initially as the number of frequency points are increased. However the
error shows signs of leveling off, perhaps as a consequence of the Gibb’s phenomenon (oscillations
near the discontinuities). More experiments would be needed to verify this. We have observed clear
instances of the Gibb’s phenomenon in symmetrical functions which are placed slightly off-center on
the image plane. This could explain why omnidirectional images of real objects are always poorly
recovered. The computational aspects of the Heisenberg group and the scaling group will be topics
of future study.
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