). The estimated 95% confidence interval for b was (3.218, 3.259), and the growth was allometric. The perch from the coastal waters of the Baltic Sea (ICES Subdivision 25) was characterized by slightly better condition than that caught in inland waters and estuaries.
Introduction
The composition of coastal fish communities in different regions of the Baltic Sea varies in relation to the different habitat characteristics of these regions. Salinity, water temperature, and nutrient availability are among the important factors (Olsson et al. 2012) . One of the most common freshwater species caught in coastal fish monitoring in the shallow south Baltic Sea is European perch, Perca fluviatilis L. It is a widely distributed member of the perch family, widespread throughout Europe and Asia, and successfully introduced in South Africa, Australia, and New Zealand (Thorpe 1977) . European perch often plays a key role in aquatic ecosystem functioning via top down control (Eriksson et al. 2011) , and it is one of the most valuable commercial and sport fish species in the offshore zone of the Baltic Sea. This species has also been caught in the sea up to 4 km from the coasts.
European perch populations have declined in some coastal areas in recent decades, which has had negative ecological, commercial, and cultural impacts. The protection and restoration of recruitment areas (perch spawning grounds) are believed to be important aspects of supporting future stocks (Ljunggren et al. 2010 , Byström et al. 2015 .
The freshwater, shallow-sea fish fauna of the south Baltic Sea has been poorly studied and very little biological information is available. In some areas, perch has been subjected to biological monitoring with the objectives of describing and elucidating long-term trends in fish populations and attempting to explain changes of biological characteristics of this species, e.g., age structure, year-class strength, growth rate (KarDs 1990 , Böhling at al. 1991 , Lo ys 2004 . A standard weight equation for European perch has only recently been calculated (Giannetto et al. 2012) .
The fish length-weight relationship can provide important ecological insights (Froese 2006) . It is useful for estimating fish weight or community biomass when only length and species data are available, and it is required for stock assessment, fishery management, and conservation (Froese 1998 , Oscoz et al. 2005 , Jellyman et al. 2013 . It also permits estimating the condition factor and comparing fish life history characteristics and growth trajectories among species, sexes, seasons, and regions (Froese 2006 , Jellyman et al. 2013 , Lloret et al. 2014 . Growth parameter b provides information on the type of fish growth: isometric (b = 3), negative allometric (b<3), positive allometric (b>3) (Cone 1989) .
The length-weight relationship in fish is well described by the nonlinear growth model: W=aL b . Length can be measured as total, fork, or standard length, and it plays the role of the explanatory (independent) variable. Weight (W) can be wet or dry, whole or dressed, and is the response (dependent) variable (Jenning et al. 2012) .
Historically, the growth curve is mainly estimated using a linear regression approach to the loglog-transformed equation (Huxley 1924 , Huxley 1932 , Le Cren 1951 , Cone 1989 . A multiplicative error term is often assumed on the right side of the growth model: W = aL b ×exp(å) (Ogle 2015) . The error becomes additive on taking logarithms of both sides: log(W) = log(a)+b×log(L)+å. Parameters a and b, and the residual standard error, can then be estimated by the least squares method of linear regression (Guy and Brown 2007, Fox and Weisberg 2011) . The loglog-transformation should be the easiest solution to linearize the length-weight relationship and to stabilize the mean-variance relationship when trying to solve the typical heterogeneity problem of length-weight data (the weight of longer fish is more variable than that of shorter fish).
In this paper, the relationship between weight (W) and length (L) for coastal European perch in the southern Baltic Sea was investigated. Both linear regression on loglog-transformed data and generalized nonlinear regression on the original data were used.
Material and methods

Sampling and measurements
The present study involved a total of 831 individuals of perch (P. fluviatilis) caught by commercial fishermen in the shallow areas of the Polish coast of the southern Baltic Sea (ICES Subdivision 25) in 2011-2013. To avoid differences between the sexes stemming from the female gonads (Le Cren 1951), the fish were not caught during the spawning season (March-May).
Samples from six stations (OEwinoujoecie, Dziwnów, Rewal, Ko³obrzeg, Dar³owo, Ustka, Jaros³awiec) were collected using seine nets, trawl nets, and gillnets. Live specimens were identified and measured for total length (TL) to the nearest mm and total weight (W) to the nearest 0.1 g.
Statistical methods
The length-weight relationship was described by the growth equation: W = aL b . First, a lognormal multiplicative error term in the model was assumed:
The loglog-transformed equation (with additive normal error):
was fitted to log-transformed data by linear regression. Parameters were estimated by the ordinary least squares method. To correct bias, before plotting the estimated model in the original scale, the back-transformed (exponentiated) predicted mean weights and the relative confidence intervals were multiplied by the correction factor for allometric equation exp(s 2 /2), where s is the estimated residual standard error (Sprugel 1983) . Linear regression assumptions (normality and homogeneity) were checked using residuals plots (Fox and Weisberg 2011) . Then nonlinear regression was considered. In this approach, the minimization of the residual sum of squares is reached via numerical iterative optimization procedures. In ordinary nonlinear regression, constant variance structure is assumed. However, because of heterogeneity, ordinary least squares was not the right fitting method. To include heterogeneity in the model, more complexity and extra mathematical effort were required. We used a generalized nonlinear regression approach with variance structure, which combines nonlinear and heterogeneous variance modeling. The model was considered:
consisting of a fixed term, describing the mean growth curve E(W|L)=aL b , and an additive normally distributed random term å with zero mean and variance structure var(å).
Four models with the same fixed component and different variance structures were considered. Candidate variance structures were chosen using biological knowledge and suggestions deduced from the plot of the normalized residuals of a model with constant variance. We fitted the nonlinear models to data using generalized least squares estimation methods (Pinheiro and Bates 2000) , which is essentially weighted nonlinear regression. With this approach, more accurate estimates of standard errors and statistical significance tests for the fixed part of the model were also obtained (Carroll and Ruppert 1988) .
The optimal variance structure was chosen using Akaike information criteria (AIC; Akaike 1973) . AIC is defined as
where L is the maximum likelihood and p is the number of parameters. It measures goodness of fit and model complexity. The lower the AIC, the better the model fits the data.
Graphical procedures (residual plots) were used to check and validate the assumptions underlying the final model: correct mean function, normality, and independence with respect to sampling sites and sampling time (Ritz and Streibig 2008) . A plot of the standardized (normalized) residuals, obtained from the ordinary residuals divided by the square root of the variance, was used to check if any heterogeneity was still present.
Approximate Wald 95% confidence intervals for the parameters were also obtained, using a normal approximation to the distribution of the (restricted) maximum likelihood estimators. The confidence interval for b was also used to test for the isometry or allometry of growth; the isometry null hypothesis (H0: b=3) was rejected at the 5% significance level if the 95% confidence interval for b did not contain the value 3.
For a detailed description of the statistical methods, readers should refer to Pinheiro and Bates (2000) . All graphs and statistical analysis in this paper were produced using the software R (R Core Team 2014) and the R package NLME (Pinheiro et al. 2015) .
Results
In a preliminary explorative data analysis, four outliers stemming from measurement errors were identified by graphical procedures and removed from the sample. The final sample comprised 827 specimens. The mean total length was 169.4 mm (min=100, max=310) with a standard deviation of 47.3 mm. The mean total weight was 83.9 g (min=11.3 g, max=553.2 g) with a standard deviation of 87.9 g. The plot of W against total length (TL) showed variance heterogeneity for these data, with a clear tendency for the variability of W: the larger the mean value, the larger the variability around the mean value. From the linear regression analysis of the log-transformed data the following estimated values were obtained for the parameters: a=exp(-12.5323), b=3.25, s=0.07862. Figure 1 shows a plot of the estimated model in the original scale. Predicted weights, calculated with bias correction, are plotted against total lengths. Pointwise 95% confidence bands are also shown. Figure 2 shows a plot of the residuals versus the fitted values for the loglog-linear model. There is a clear violation of the variance homogeneity assumption of linear regression. Table 1 presents the variance structure, the degree of freedom, and the AIC for each of the four generalized nonlinear models considered. The model with the lowest AIC (=4727.7) was that with the so-called power of the mean variance structure:
This was chosen as the best model. Table 2 presents estimates and 95% confidence intervals for each model parameter. The estimated 95% confidence interval for b was (3.218, 3.259), which means that growth was allometric (H0: b=3 rejected at the 0.05 significance level. Residual plots (not shown here to save space) did not show any evident departure from the model assumptions. Figure 4 is a plot of the normalized residuals versus the explanatory variable length. There is no evidence of that heterogeneity is still present.
Discussion
Mathematical models are very useful in describing the great variety of possible individual growth patterns. When, in the three-dimensional growth process, individual length, width, and depth change in proportion to one another, growth is referred to as isometric. In this case, individual weight (W) is proportional to the cube of its length (L): W = aL 3 . In fishes the allometric model of W = aL b , a two parameter generalization of the isometric cube law, often provides a more reasonable fit to the data (Quinn and Deriso 1999) .
The main consideration in model fitting is that the correct error structure is chosen. The allometric model can either be fitted to data by linear regression on the loglog-transformed variables or by nonlinear regression of non-transformed variables. The two methods differ in their assumptions on the error structure, and the appropriate model fitting procedure depends on the method chosen. The choice should take into account the heteroscedastic nature of allometric data and should be checked by investigating the appropriate residuals plots.
The loglog-transformation of the allometric equation was first used by Huxley (1924 Huxley ( , 1932 and some other investigators of the period. Huxley fitted a straight line to data plotted on a double-logarithmic paper by eye and then estimated the coefficients with elementary trigonometry. Other scientists (Galstoff 1931, Feldstein and Hersh 1935) introduced the least squares method of linear regression later.
The linear regression on the loglog-transformed variables approach assumes a multiplicative error structure: W = aL b ×e å , with S normally distributed with constant variance (Quinn and Deriso 1999) . A consequence of the multiplicative error structure is that an increase in the mean value of the response variable is accompanied by an increase in its variance. However, the multiplicative error assumption is primarily made only for mathematical convenience and proper justification for it is hardly provided. For decades it was the only way to fit the allometric model to growth data while simultaneously addressing the intrinsic heteroscedasticity of the data. For this reason, several authors have strongly supported this approach (Ogle 2015) despite its several critical issues. Among them the linear regression approach results in bias from the logarithmic transformation (the model passes through the geometric mean, rather than the arithmetic mean), but this can be adjusted using a simple correction factor (Sprugel 1983) (1); growth is interpreted in terms of percentage change (one percentage change in length results in 100×(1.01×b-1) percentage change in weight), so it is easy to get confused about the interpretation of growth parameter b (2); data transformation can change the error distribution -normally distributed errors can became non-normal and only log-normal errors became normal after the transformation (3); data transformation can hide interesting biological and ecological information (4). Some of these issues were already identified by Jerrold Zar (Zar 1968 ) and more recently by other authors (Hui and Jackson 2007) . Nevertheless, this approach is very common in the biological literature (Ogle 2015) , mainly because many consider it the only way to fit a model to growth data with intrinsic heteroscedasticity.
Nevertheless, for the data set considered in this paper, linear regression on loglog-transformed data was not a suitable or successful procedure in the face of the heterogeneity problem. A plot of residuals versus fitted values showed that the constant variance assumption was not met by the log-transformed data. Some heterogeneity was still present after the transformation. Ignoring this problem could result in a regression parameter with incorrect standard error and prediction intervals for new observations with the incorrect confidence level.
The advent of generalized nonlinear regression introduced new methods for fitting a nonlinear model with non-constant variance and normally distributed additive error to the original data. Several variance structures can be compared. For the data in this study, a generalized nonlinear fitting of the growth curve to the original data, combined with variance structures accounting for heterogeneity Bates 2000, Ritz and Streibig 2008) , was a better fitting procedure than linear regression on loglog-transformed data, and it produced more satisfactory results.
For the European perch from south Baltic Sea, the estimated growth parameter is b=3.238 with a 95% confidence interval (3.218, 3.259) . This means that this species grows allometrically. However, the weight-length relationship in European perch varies widely among locations and years. Generally, the perch from the coastal waters of the Baltic Sea from 2011-2013 were characterized by slightly better condition than those caught in inland waters and estuaries (Lozys 2004) .
