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HIGHER ORDER TRACE FINITE ELEMENT METHODS FOR THE
SURFACE STOKES EQUATION
THOMAS JANKUHN∗ AND ARNOLD REUSKEN†
Abstract. In this paper a class of higher order finite element methods for the discretization of
surface Stokes equations is studied. These methods are based on an unfitted finite element approach
in which standard Taylor-Hood spaces on an underlying bulk mesh are used. For treating the
constraint that the velocity must be tangential to the surface a penalty method is applied. Higher
order geometry approximation is obtained by using a parametric trace finite element technique,
known from the literature on trace finite element methods for scalar surface partial differential
equations. Based on theoretical analyses for related problems, specific choices for the parameters in
the method are proposed. Results of a systematic numerical study are included in which different
variants are compared and convergence properties are illustrated.
Key words. surface Stokes equation, trace finite element method, Taylor-Hood finite elements
1. Introduction. In recent years there has been a strongly growing interest
in the field of modeling and numerical simulation of surface fluids, cf. the papers
[2, 14, 16, 22, 23, 31], in which Navier-Stokes type PDEs on (evolving) surfaces are
treated. Navier-Stokes equations posed on manifolds is a classical topic in analysis,
cf., e.g., [9, 21, 34, 35]. There are only very few papers that study numerical methods
for surface (Navier-)Stokes equations [24, 31, 30, 32, 10, 25, 28, 3, 27, 17]. Most of
these papers consider either a (Navier-)Stokes system in stream function formulation
(which assumes that the surface is simlpy connected) or use low order P1-P1 finite
elements, combined with stabilization techniques. As far as we know, [10, 27, 17] are
the only papers in which higher order finite element methods for surface Navier-Stokes
equations are studied. In [10] a surface finite element approach [8] is used and the
condition that the velocity must be tangential to the surface is enforced weakly by a
Lagrange multiplier approach. In [17] a surface finite element approach is combined
with a Piola transformation for the construction of divergence-free tangential finite
elements. In [27] stability of a variant of theP2–P1 Taylor-Hood pair for surface Stokes
equations is analyzed and optimal discretization error bounds are derived. In this
paper we consider a higher order finite element discretization that is based on a trace
approach as in [27]. For treating the tangential condition we use a penalty approach
instead of the Lagrange multiplier method that is used in [10]. Instead of the surface
finite element method of [10] we use a so-called trace finite element method. For
scalar elliptic surface partial differential equations the surface and trace approaches
are explained and compared in [4]. The former technique essentially uses an explicit
surface triangulation with surface finite element spaces defined on it, whereas the latter
approach uses an implicit (e.g., level set) representation of the surface combined with
finite element spaces that are defined on an underlying unfitted bulk mesh.
The trace finite element method is a geometrically unfitted discretization. In
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particular in a setting with evolving surfaces Γ(t) such unfitted finite element tech-
niques, also called cut FEM, have certain attractive properties concerning flexibility
(no remeshing) and robustness (w.r.t. handling of topological singularities); see [26, 5]
for an overview of these techniques.
In this paper we study a trace variant of the Taylor-Hood pair Pk–Pk−1, k ≥ 2,
for discretization of surface Stokes equations. The case k = 2 is treated in [27].
Compared to Stokes equations in Euclidean domains, the surface variant leads to
several additional issues that have to be addressed. The two most important issues
are the following:
1. Tangential flow constraint. In surface flow problems the flow has to be tangential
to the surface. It is not obvious how this constraint (which is trivially satisfied in
Euclidean domains) can be treated numerically. A technique used in several recent
papers is as follows: the surface PDE for the tangential flow field is replaced by a PDE
that allows fully three-dimensional velocities, defined on the surface, and a penalty
approach is used to control the component of the velocity field that is normal to the
surface.
2. Sufficiently accurate geometry approximation. This topic resembles the problem
of a sufficiently accurate boundary approximation for (Navier-)Stokes equations in
Euclidean domains. For the latter the isoparametric finite element technique is a
standard approach. It is evident that for the case in which the domain is a curved
surface the issue of geometry approximation becomes much more important. To
state it differently, for problems in Euclidean domains with a polygonal boundary,
standard higher order finite elements (e.g., Taylor-Hood pair) yield optimal higher
order accuracy, whereas in a finite element method for surface PDEs one always needs
a “sufficiently accurate” surface approximation for optimal higher order accuracy.
As mentioned above, we restrict to trace finite element techniques. Already for
the case of scalar surface PDEs, in such trace methods one applies an appropriate
stabilization to control instabilities caused by “small cuts”.
In this setting of trace finite element methods for surface Stokes equations sev-
eral important questions arise that are non-existent in Stokes problems in Euclidean
domains. For example, how does the error in the geometry approximation influence
the discretization error, or, what is an appropriate scaling (in terms of the mesh size
parameter h) of the penalty and stabilization parameters?
For the trace variant of the Taylor-Hood pair that we present in this paper for all
parameters, such as the order of polynomial degree used in the geometry approxima-
tion, the penalty parameter and stability parameters, specific choices are proposed.
These are based on analyses of related problems presented in [15, 27]. In [15] an
error analysis of a class of higher order trace finite element methods for a surface
vector-Laplace problem is given. In [27] the discrete inf-sup stability of a trace P2–P1
Taylor-Hood pair is derived.
Key ingredients of the higher order trace finite element methods that we present
in this paper are the following:
• We use a penalty formulation for treating the tangential constraint. Two
different variants will be studied, namely a consistent and an inconsistent
one. Precise explanations are given in Section 3.
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• We use parametric trace finite element spaces, known from scalar surface
PDEs [11] and higher oder unfitted FEM for interface problems [20], to obtain
a higher order geometry approximation. The basic idea of this technique is
outlined in Section 4.
• The resulting trace finite element methods, including appropriate stabiliza-
tion terms, are presented in Section 5. The stabilization that we use, is the
so-called volume normal derivative stabilization, known from the literature.
To decide on appropriate parameter choices, we briefly recall recently obtained rigor-
ous stability and discretization error results for P2–P1 surface Taylor-Hood elements
[27] and error bounds for trace FEM applied to surface vector-Laplace equations [15].
These results are in given Section 6. The proposed methods are applied to a surface
Stokes equation on a sphere and on a torus. Results of numerical experiments that
illustrate the optimal order of accuracy in different norms are presented in Section 7.
The topic of this paper relates to the one in [27] as follows. In the latter paper
the focus is on a theoretical analysis of discrete inf-sup stability of the trace P2–P1
Taylor-Hood pair. An optimal order discretization error bound for this pair is derived
in which, however, geometry errors are not treated. In this paper we focus on a
general methodology for higher order trace Pk–Pk−1 Taylor-Hood pairs, k ≥ 2, in
which the issue of geometry errors is also addressed. Furthermore, we compare two
different penalty approaches, namely a consistent and an inconsistent one.
2. Continuous problem. We assume that Ω ⊂ R3 is a polygonal domain which
contains a connected compact smooth hypersurface Γ without boundary. For the
higher order finite element method that we introduce below it is essential that the
surface Γ is characterized as the zero level of a smooth level set function. For this
we introduce some notation. A tubular neighborhood of Γ is denoted by Uδ :={
x ∈ R3 | |d(x)| < δ} , with δ > 0 and d the signed distance function to Γ, which we
take negative in the interior of Γ. The surface Γ is (implicitly) represented as the zero
level of a smooth level set function φ : Uδ → R, i.e.
Γ = {x ∈ Ω | φ(x) = 0}.
This level set function is not necessarily close to a distance function but has the usual
properties of a level set function:
‖∇φ(x)‖ ∼ 1, ‖∇2φ(x)‖ ≤ c for all x ∈ Uδ.
We assume that the level set function φ is sufficiently smooth. On Uδ we define n(x) =
∇d(x), the outward pointing unit normal on Γ, H(x) = ∇2d(x), the Weingarten map,
P = P(x) := I − n(x)n(x)T , the orthogonal projection onto the tangential plane,
p(x) = x− d(x)n(x), the closest point projection. We assume δ > 0 to be sufficiently
small such that the decomposition x = p(x) + d(x)n(x) is unique for all x ∈ Uδ.
The constant normal extension for vector functions v : Γ→ R3 is defined as ve(x) :=
v(p(x)), x ∈ Uδ. The extension for scalar functions is defined similarly. Note that
on Γ we have ∇ve = ∇(v ◦ p) = ∇veP, with ∇w := (∇w1,∇w2,∇w3)T ∈ R3×3 for
smooth vector functions w : Uδ → R3. For a scalar function g : Uδ → R and a vector
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function v : Uδ → R3 we define the surface (tangential and covariant) derivatives by
∇Γg(x) = P(x)∇g(x), x ∈ Γ,
∇Γv(x) = P(x)∇v(x)P(x), x ∈ Γ.
If g, v are defined only on Γ, we use these definitions applied to the extension ge, ve.
On Γ we consider the surface stress tensor (see [12]) given by
Es(u) :=
1
2
(∇Γu+∇TΓu) ,
with ∇TΓu := (∇Γu)T . To simplify the notation we write E = Es. The surface di-
vergence operator for vector-valued functions u : Γ→ R3 and tensor-valued functions
A : Γ→ R3×3 are defined as
divΓu := tr(∇Γu),
divΓA :=
(
divΓ(e
T
1A), divΓ(e
T
2A), divΓ(e
T
3A))
)T
,
with ei the ith basis vector in R
3. For a given force vector f ∈ L2(Γ)3, with f ·n = 0,
and a source term g ∈ L2(Γ), with ∫Γ g ds = 0, we consider the following surface
Stokes problem: determine u : Γ → R3 with u · n = 0 and p : Γ→ R with ∫Γ p ds = 0
such that
−PdivΓ(E(u)) + u+∇Γp = f on Γ,
divΓu = g on Γ.
(2.1)
We added the zero order term on the left-hand side to avoid technical details related
to the kernel of the strain tensor E (the so-called Killing vector fields). The surface
Sobolev space of weakly differentiable vector valued functions is denoted by
V := H1(Γ)3, with ‖u‖2H1(Γ) :=
∫
Γ
‖u(s)‖22 + ‖∇ue(s)‖22 ds. (2.2)
The corresponding subspace of tangential vector field is denoted by
VT := {u ∈ V | u · n = 0} .
A vector u ∈ V can be orthogonally decomposed into a tangential and a normal part.
We use the notation:
u = Pu+ (u · n)n = uT + uNn.
For u,v ∈ V and p ∈ L2(Γ) we introduce the bilinear forms
a(u,v) :=
∫
Γ
E(u) : E(v) ds +
∫
Γ
u · v ds, (2.3)
bT (u, p) := −
∫
Γ
p divΓuT ds. (2.4)
Note that in the definition of bT (u, p) only the tangential component of u is used, i.e.,
bT (u, p) = bT (uT , p) for all u ∈ V, p ∈ L2(Γ). This property motivates the notation
bT (·, ·) instead of b(·, ·). If p is from H1(Γ), then integration by parts yields
bT (u, p) =
∫
Γ
uT · ∇Γp ds =
∫
Γ
u · ∇Γp ds. (2.5)
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We introduce the following variational formulation of (2.1): determine (uT , p) ∈ VT×
L20(Γ) such that
a(uT ,vT ) + bT (vT , p) = (f ,vT )L2(Γ) for all vT ∈ VT ,
bT (uT , q) = (−g, q)L2(Γ) for all q ∈ L2(Γ).
(2.6)
The bilinear form a(·, ·) is continuous on V, hence on VT . The ellipticity of a(·, ·) on
VT follows from the following surface Korn inequality, that holds if Γ is C
2 smooth
((4.8) in [14]): There exists a constant cK > 0 such that
‖u‖L2(Γ) + ‖E(u)‖L2(Γ) ≥ cK‖u‖H1(Γ) for all u ∈ VT . (2.7)
The bilinear form bT (·, ·) is continuous on VT ×L20(Γ) and satisfies the following inf-
sup condition (Lemma 4.2 in [14]): There exists a constant c > 0 such that estimate
inf
p∈L2
0
(Γ)
sup
vT∈VT
bT (vT , p)
‖vT ‖H1(Γ)‖p‖L2(Γ)
≥ c,
holds. Hence, the weak formulation (2.6) is a well-posed problem. The unique solution
is denoted by (u∗T , p
∗). The main topic of this paper will be a class of higher order
finite element methods for the discretization of this surface Stokes problem.
3. Treatment of tangential flow constraint. The weak formulation (2.6) is
not very suitable for a Galerkin finite element discretization, because we would need
finite element functions that are (approximately) tangential to Γ. Recently, very useful
penalty approaches have been introduced [14, 13, 15]. These techniques allow a full
three-dimensional velocity u (not necessarily tangential to Γ) and penalize the normal
component of u. An alternative approach that avoids penalization has recently been
introduced in [3].
In this section we recall two known penalty formulations: a consistent formulation
and an inconsistent one. These are formulated as well-posed variational problems in
a Hilbert space that contains VT . In section 5 we apply a Galerkin discretization
(modulo geometric errors) to these variational formulations. Both resulting finite
element methods have there own merits, cf. Section 8.
We define V∗ ⊃ V ⊃ VT :
V∗ :=
{
u ∈ L2(Γ)3 | uT ∈ VT , uN ∈ L2(Γ)
}
, ‖u‖2V∗ := ‖uT ‖2H1(Γ) + ‖uN‖2L2(Γ).
Based on the identity
E(u) = E(uT ) + uNH, u ∈ V, (3.1)
we introduce an extension of the bilinear form a(·, ·) from V to the larger space V∗:
a(u,v) :=
∫
Γ
(E(uT ) + uNH) : (E(vT ) + vNH) ds+
∫
Γ
u · v ds, u,v ∈ V∗. (3.2)
This bilinear form is well-defined and continuous on V∗. We also define a penalty
bilinear form
k(u,v) := η
∫
Γ
(u · n) (v · n) ds u,v ∈ V∗,
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with η > 0 a penalty parameter, and
A(u,v) := a(u,v) + k(u,v) u,v ∈ V∗.
We further introduce the bilinear form aT (·, ·) in which only the tangential components
of the arguments play a role:
aT (u,v) := a(Pu,Pv) = a(uT ,vT ), (3.3)
and correspondingly,
AT (u,v) := aT (u,v) + k(u,v) u,v ∈ V∗.
(Note that A(·, ·) and AT (·, ·) depend on the penalty parameter η). A consistent
penalty surface Stokes formulation is: Determine (u, p) ∈ V∗ × L20(Γ) such that
AT (u,v) + bT (v, p) = (f ,v)L2(Γ) for all v ∈ V∗,
bT (u, q) = −(g, q)L2(Γ) for all q ∈ L2(Γ).
(P1)
Using the surface Korn inequality (2.7) one obtains ellipticity of the bilinear form
AT (·, ·), which is used to derive the following result (Theorem 6.1 in [14]):
Lemma 3.1. Problem (P1) is well-posed. For the unique solution (u˜, p˜) ∈ V∗ ×
L20(Γ) of this problem we have (u˜, p˜) = (u
∗
T , p
∗).
The property (u˜, p˜) = (u∗T , p
∗) explains, why we call this a consistent penalty
formulation.
An inconsistent penalty surface Stokes formulation is: Determine (u, p) ∈ V∗ ×
L20(Γ) such that
A(u,v) + bT (v, p) = (f ,v)L2(Γ) for all v ∈ V∗,
bT (u, q) = −(g, q)L2(Γ) for all q ∈ L2(Γ).
(P2)
From Theorem 3.1 in [25] we get the following result:
Lemma 3.2. Assume η is sufficiently large. Then the problem (P2) is well-posed
and for the unique solution (uˆ, pˆ) ∈ V∗ × L20(Γ) we have:
‖uˆT − u∗T ‖H1(Γ) + ‖uˆN‖L2(Γ) + ‖pˆ− p∗‖L2(Γ) ≤ Cη−1(‖f‖L2(Γ) + ‖g‖L2(Γ)).
The unique velocity solution uˆ of (P2) has a normal component that in general is
nonzero. Due to ‖uˆN‖L2(Γ) ≤ Cη−1(‖f‖L2(Γ)+ ‖g‖L2(Γ)) its size can be controlled by
the penalty parameter η.
4. Parametric finite element space for high order surface approxima-
tion. Clearly, for a higher order accurate finite element discretization of the varia-
tional problems (P1) and (P2) one needs a sufficiently accurate approximation of the
surface Γ. For this we use the parametric trace finite element approach as in [11, 15].
In this section we outline the parametric mapping and the corresponding finite ele-
ment space used in this method and summarize certain properties, known from the
literature.
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Let {Th}h>0 be a family of shape regular tetrahedral triangulations of Ω. By V kh
we denote the standard finite element space of continuous piecewise polynomials of
degree k. The nodal interpolation operator in V kh is denoted by I
k. As input for the
parametric mapping we need an approximation of φ. We consider geometry approxi-
mations whose order of approximation may differ from the order of the polynomials
used in the finite element space (introduced below). In other words, the spaces that
we consider are not necessarily isoparametric. Let kg be the geometry approximation
order, i.e., the construction of the geometry approximation will be based on a level
set function approximation φh ∈ V kgh . We assume that for this approximation the
error estimate
max
T∈Th
|φh − φ|W l,∞(T∩Uδ) ≤ chkg+1−l, 0 ≤ l ≤ kg + 1, (4.1)
is satisfied. Here, | · |W l,∞(T∩Uδ) denotes the usual semi-norm on the Sobolev space
W l,∞(T ∩ Uδ) and the constant c depends on φ but is independent of h. The zero
level set of the finite element function φh implicitly characterizes an approximation
of the interface, which, however, is hard to compute for kg ≥ 2. With the piecewise
linear nodal interpolation of φh, which is denoted by φˆh = I
1φh, we define the low
order geometry approximation:
Γlin := {x ∈ Ω | φˆh(x) = 0},
which can easily be determined. The tetrahedra T ∈ Th that have a nonzero inter-
section with Γlin are collected in the set denoted by T Γh . The domain formed by all
tetrahedra in T Γh is denoted by ΩΓh := {x ∈ T | T ∈ T Γh }. Let Θkgh ∈
(
V
kg
h |ΩΓ
h
)3
be the
mesh transformation of order kg as defined in [11], cf. Remark 4.1.
Remark 4.1. We outline the key idea of the mesh transformation Θ
kg
h . For
a detailed description and analysis we refer to [11, 19, 20]. There exists a unique
d˜ : ΩΓh → R such that d˜(x) is the in absolute value smallest number such that
φ
(
x+ d˜(x)∇φ(x)) = φˆh(x) for x ∈ ΩΓh.
Using d˜ we define the injective mapping
Ψ(x) := x+ d˜(x)∇φ(x), x ∈ ΩΓh,
which has the property Ψ(Γlin) = Γ. This mapping Ψ deforms the mesh T Γh in such
a way that the (available) surface approximation Γlin is mapped to the exact surface
Γ. To avoid computations with φ (which even may not be available) we use a similar
construction with φ replaced by its (finite element) approximation φh. The resulting
mapping Ψh is not necessarily a finite element function. The mesh transformation
Θ
kg
h is obtained by a simple projection (based on local averaging of values around
a vertex) of Ψh into the finite element space
(
V
kg
h |ΩΓ
h
)3
. This parametric mapping
is easy to determine. Implementation aspects are discussed in [19]. The mapping is
implemented in Netgen/NGSolve [1].
An approximation of Γ is defined by
Γ
kg
h := Θ
kg
h (Γ
lin) =
{
x | φˆh((Θkgh )−1(x)) = 0
}
.
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In [20] it is shown that (under certain reasonable smoothness assumptions) the esti-
mate
dist(Γ
kg
h ,Γ) . h
kg+1 (4.2)
holds. Here and further in the paper we write x . y to state that there exists a
constant c > 0, which is independent of the mesh parameter h and the position
of Γ in the background mesh, such that the inequality x ≤ cy holds. Hence, the
paramatric mapping Θ
kg
h indeed yields a higher order surface approximation. We
denote the transformed cut mesh domain by ΩΓΘ := Θ
kg
h (Ω
Γ
h) and apply to V
k
h the
transformation Θ
kg
h resulting in the parametric spaces (defined on Ω
Γ
Θ)
V
k,kg
h,Θ :=
{
vh ◦ (Θkgh )−1 | vh ∈ V kh |ΩΓh
}
, V
k,kg
h,Θ := (V
k,kg
h,Θ )
3.
Note that kg denotes the degree of the polynomials used in the parametric mapping
Θ
kg
h , which determines the accuracy of the geometry approximation, cf. (4.2), and
k the degree of the polynomials used in the finite element space. To simplify the
notation we delete the superscript kg and write
V kh,Θ = V
k,kg
h,Θ , V
k
h,Θ = V
k,kg
h,Θ , Θh = Θ
kg
h , Γh = Γ
kg
h .
The following lemma, taken from [11], gives an approximation error for the easy
to compute normal approximation nh, which is used in the methods introduced below.
Lemma 4.1. For x ∈ T ∈ T Γh define
nlin = nlin(T ) :=
∇φˆh(x)
‖∇φˆh(x)‖2
=
∇φˆh|T
‖∇φˆh|T ‖2
, nh(Θ(x)) :=
DΘh(x)
−Tnlin
‖DΘh(x)−Tnlin‖2 .
Let nΓh(x), x ∈ Γh a.e., be the unit normal on Γh (in the direction of φh > 0). The
following holds:
‖nh − n‖L∞(ΩΓ
Θ
) . h
kg ,
‖nΓh − n‖L∞(Γh) . hkg .
5. Higher order trace finite element methods. In this section we introduce
a class of higher order parametric trace finite element methods. These methods are
obtained by applying a Galerkin approach (modulo a geometry error due to Γh ≈ Γ) to
the formulations (P1) and (P2). Based on the parametric finite element spaces Vkh,Θ
and V kh,Θ we introduce for k ≥ 2 the Pk-Pk−1 pair of parametric trace Taylor-Hood
elements :
Uh := V
k
h,Θ, Qh := V
k−1
h,Θ ∩ L20(Γh).
Note that the polynomial degrees, k and k − 1, for the velocity and pressure approx-
imation are different, but both spaces Uh and Qh use the same parametric mapping
based on polynomials of degree kg. Since the pressure approximation uses H
1 finite
element functions we can use the partial integration (2.5) (with Γ replaced by Γh).
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We introduce discrete variants of the bilinear forms a(·, ·), aT (·, ·), bT (·, ·) and the
penalty bilinear form k(·, ·) introduced above. Since we use a trace FEM, we need a
stabilization that eliminates instabilities caused by the small cuts. For this we use the
so-called “normal derivative volume stabilization”, known from the literature [6, 11]
(sh(·, ·) and s˜h(·, ·) below). We define, with Ph = Ph(x) := I−nh(x)nh(x)T , x ∈ ΩΓΘ:
∇Γhu := Ph∇uPh,
Eh(u) :=
1
2
(∇Γhu+∇TΓhu
)
, ET,h(u) := Eh(u)− uNHh,
ah(u,v) :=
∫
Γh
Eh(u) : Eh(v) dsh +
∫
Γh
u · v dsh,
aT,h(u,v) :=
∫
Γh
ET,h(u) : ET,h(v) dsh +
∫
Γh
Phu ·Phv dsh,
bh(u, q) :=
∫
Γh
u · ∇Γhq dsh,
kh(u,v) := η
∫
Γh
(u · n˜h)(v · n˜h) dsh,
sh(u,v) := ρu
∫
ΩΓ
Θ
(∇unh) · (∇vnh) dx, s˜h(p, q) := ρp
∫
ΩΓ
Θ
(nh · ∇p)(nh · ∇q) dx.
The normal vector n˜h, used in the penalty term kh(·, ·), and the curvature tensor
Hh are approximations of the exact normal and the exact Weingarten mapping, re-
spectively. The reason that we introduce yet another normal approximation n˜h is
the following. From an error analysis of the vector-Laplace problem in [13, 15], cf.
also section 6 below, it follows that for obtaining optimal order estimates the nor-
mal approximation n˜h used in the penalty term has to be more accurate than the
normal approximation nh. How suitable approximations n˜h and Hh can be deter-
mined is discussed in Section 6. Suitable choices of the stabilization parameters ρu,
ρp and the penalty parameter η are also discussed in Section 6. As a discrete anal-
ogon of E(uT ) = E(Pu) = E(u) − uNH we use ET,h(u) = Eh(u) − uNHh instead
of ET,h(u) = Eh(Phu), because the latter requires (tangential) differentiation of Ph,
which causes difficulties. The (canonical) choice of nh as in Lemma 4.1 is discontin-
uous across faces, hence not an H1(Γh) vector function, which implies that Eh(Phu)
is in general not well-defined.
We now introduce discrete versions of the formulations (P1) and (P2). For these
we need a suitable (sufficiently accurate) extension of the data f and g to Γh, which
are denoted by fh and gh, respectively.
Consistent discrete surface Stokes. This method is based on the consistent formulation
(P1) and uses the bilinear form aT,h(·, ·). Define
AT,h(u,v) := aT,h(u,v) + sh(u,v) + kh(u,v).
The discrete problem reads: determine (uh, ph) ∈ Uh ×Qh such that
AT,h(uh,vh) + bh(vh, ph) = (fh,vh)L2(Γh) for all vh ∈ Uh
bh(uh, qh)− s˜h(ph, qh) = (−gh, qh)L2(Γh) for all qh ∈ Qh.
(P1h)
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Note that, although we call this method “consistent”, due to geometry errors it does
contain consistency errors.
Inconsistent discrete surface Stokes. This method is based on the inconsistent formu-
lation (P2) and uses the bilinear form ah(·, ·). Define
Ah(u,v) := ah(u,v) + sh(u,v) + kh(u,v).
The discrete problem reads: determine (uh, ph) ∈ Uh ×Qh such that
Ah(uh,vh) + bh(vh, ph) = (fh,vh)L2(Γh) for all vh ∈ Uh
bh(uh, qh)− s˜h(ph, qh) = (−gh, qh)L2(Γh) for all qh ∈ Qh.
(P2h)
In the next section we explain how components of these methods, for example the
penalty parameter η and the Weingarten mapping approximaiton Hh, can be chosen.
In Section 7 we present numerical results for these methods.
6. Choice of method components based on available analysis. Before
the finite element discretizations (P1h) and (P2h) can be applied to a specific surface
Stokes problem, the following issues have to be addressed:
a) Accuracy of geometry approximation: given k, how should one take kg?
b) Components in penalty term: how does η depend on h, how to choose n˜h?
c) Parameters in volume normal derivative stabilizations: how do ρu, ρp depend
on h?
d) Weingarten mapping approximation (only for consistent method): what is a
suitable choice for Hh?
In this section we address these issues and give specific recommendations. These
are based on recent analyses of surface vector-Laplace and surface Stokes equations.
Below we first summarize a few relevant results of these analyses that will be used to
answer the questions above. It is convenient to introduce one further order parameter
kp ≥ k (besides k and kg) that describes the accuracy of the normal approximation
n˜h:
‖n− n˜h‖L∞(Γh) . hkp . (6.1)
In [15] discrete vector-Laplace problems are studied that can be seen as simplifications
of the problems (P1h) and (P2h). More precisely, in the vector-Laplace equation, the
only unknown is a tangential velocity field u (no pressure) that has to satisfy the
equation −PdivΓ(E(u))+u = f on Γ, which is similar to (2.1). The same parametric
finite element techniques as described above are applied and yield discrete problems
as in the first equations in (P1h) and (P2h), with bh(·, ·) put to zero. For these
discretizations a complete error analysis (including geometry errors) is presented in
[15]. In that analysis the natural energy norm ‖ · ‖A, defined by ‖v‖2A = ‖v‖2AT,h
for the consistent method and ‖v‖2A = ‖v‖2Ah for the inconsistent one, is used. Main
results of the error analysis are the following (we refer to citejankuhn2019 for precise
formulations of these results):
• For the consistent method. Assume ‖H − Hh‖L∞(Γh) . hkg−1, kg = k
(isoparametric case), η ∼ h−2, kp = k + 1, ρu ∼ h−1, ρp ∼ h. Then an
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optimal order error bound of order O(hk) in the energy norm holds. This
bound implies an optimal error bound in the H1(Γh)-norm of the same or-
der.
• For the inconsistent method. Assume kg = k (isoparametric case), η ∼
h−(k+1), kp = k + 1, ρu ∼ h−1, ρp ∼ h. Then an optimal order error bound
of order O(h 12 (k+1)) in the energy norm holds. This bound implies an error
bound in the H1(Γh)-norm of the same order, which is optimal only for the
case k = 1.
Furthermore, numerical experiments indicate the following:
• The inconsistent method, with parameters as above, has optimal orderO(hk)-
convergence in the H1(Γh)-norm and optimal order O(hk+1)-convergence in
the L2(Γh)-norm not only for k = 1 but also for k ≥ 2.
• Taking kp = k leads to suboptimal convergence behavior for both the consis-
tent and the inconsistent method.
• For the inconsistent method and k ≥ 2, optimal order convergence is lost if
for the penalty parameter we use a scaling η ∼ h−2.
For these results to hold, one needs a sufficiently accurate data extension fh of f .
Precise conditions are given in [15] and are very similar to the conditions formulated
for higher order methods for scalar surface PDEs [7, 29].
In the recent paper [27] the discretizations (P1h) and (P2h) are studied for the
case without geometry errors, i.e., Γh = Γ. In that case we do not need the paramatric
mapping Θh and the finite element spaces are simply the Taylor-Hood pairs on the
local triangulation, consisting of the tetrahedra intersected by Γ. Clearly, this method
is in general not feasible in practice, because integrals over Γ can not be evaluated
efficiently. This (simplified) setting, however, is used to analyze the discrete inf-sup
stability of the trace Taylor-Hood pair for the surface Stokes problem. A main result
derived in [27] is the following (we refer to [27] for precise formulation):
• Assume h . ρu . h−1, ρp ∼ h, η ∼ h−2. Then both for the consistent and
inconsistent variant the discrete inf-sup stability estimate
‖q‖L2(Γ) . sup
v∈Uh
bT (v, q)
‖v‖A + s˜h(q, q)
1
2 for all q ∈ Qh, (6.2)
holds for k = 2, i.e., for the P2–P1 trace Taylor-Hood pair.
• For this parameter choice of ρu, ρp and η the consistent method has an optimal
error bound (in H1(Γ)-norm for velocity and L2(Γ)-norm for pressure).
Based on these results, for the discretizations (P1h) and (P2h) of the surface Stokes
problem we have the following recommendations concerning the issues a)-d) raised
above.
a) Accuracy of geometry approximation. We take kg = k, i.e. isoparametric finite
elements for velocity.
b) Components in penalty term. For the consistent method we take η ∼ h−2 and
for the inconsistent method η ∼ h−(k+1). In both methods we use a normal approx-
imation n˜h with accuracy kp = k + 1. Such an approximation can be determined as
follows. We assume that we have an approximation φ˜h of φ available that is one order
more accurate than φh, i.e., it satisfies an error bound as in (4.1) with kg replaced by
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kg + 1. We then take n˜h :=
∇φ˜h
‖∇φ˜h‖
.
c) Parameters in volume normal derivative stabilizations. We take ρu ∼ h−1, ρp ∼ h.
d) Weingarten mapping approximation (only for consistent method). We use an ap-
proximationHh with order of accuracy kg−1. Such an approximation can be obtained
by takingHh = ∇(IkgΘ (nh)), where IkgΘ denotes the (componentwise) parametric nodal
interpolation in the space V
kg
h,Θ, cf. [11].
7. Numerical experiments. In this section we present results of numerical
experiments. As test cases we consider Stokes equations on a sphere and a torus. For
these two cases we first describe the setting of the continuous problem.
The unit sphere Γ is characterized by the zero level of the distance function
φ(x) =
√
x21 + x
2
2 + x
2
3− 1, x = (x1, x2, x3)T . The surface is embedded in the domain
Ω = [−5/3, 5/3]3. We consider the surface Stokes problem (2.6) with the prescribed
solution
u(x) =


(x2
2
x2
3
+x4
3
)
√
x2
1
+x2
2
+x2
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+x1(x
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2
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)
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)
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√
x2
1
+x2
2
+x2
3
+(x2
1
−x1x3+x
2
3
)(x2
1
+x2
2
+x2
3
))x2
(x2
1
+x2
2
+x2
3
)
5
2
x1x
3
3
√
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2


,
p(x) =
x1x
3
2 + x3(x
2
1 + x
2
2 + x
2
3)
3
2
(x21 + x
2
2 + x
2
3)
2
.
The velocity solution is tangential, i.e. Pu = u and constant in normal direction,
i.e., u = ue. The velocity field u is not divergence-free, i.e., divΓu 6= 0. The
pressure solution is also constant in normal direction, i.e. p = pe as well as mean
free, i.e.
∫
Γ
p ds = 0. Corresponding right-hand sides f and g are computed in
a small neighborhood of Γ as follows. The surface differential operators used in the
Stokes problem (2.1), defined on Γ, have canonical extensions to a small neighborhood
of Γ. We use these extended ones and apply the Stokes operator (defined in the
neighborhood) to the prescribed u and p, which are constant in normal direction.
The resulting f and g, which are defined in the neighborhood and not necessarily
constant in normal direction, are used as data fh and gh in the finite element method.
For the case of a torus, Γ is characterized by the zero level of the distance function
φ(x) =
√
x23 + (
√
x21 + x
2
2 − 1)2 − 12 . The surface is again embedded in the domain
Ω = [−5/3, 5/3]3. We consider the surface Stokes problem (2.6) with the prescribed
solution
u(x) = ve(x) with v(x) =


x2
3
x1(
x2
1
+x2
2
+x2
3
−2
√
x2
1
+x2
2
+1
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x2
1
+x2
2
x2x
2
3(
x2
1
+x2
2
+x2
3
−2
√
x2
1
+x2
2
+1
)√
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1
+x2
2
−
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1
+x2
2
−1
)
x3
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1
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2
+x2
3
−2
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1
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2
+1


,
p(x) = qe(x) −
∫
Γ
qe ds∫
Γ
1 ds
with q(x) = x1x
3
2 + x3.
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The velocity solution is tangential, i.e. Pu = u and constant in normal direction, i.e.
u = ue. The velocity field u is not divergence-free, i.e., divΓu 6= 0. The pressure
solution is also constant in normal direction, i.e., p = pe. The right-hand sides fh
and gh for the finite element discretization are computed in the same way as for the
sphere above.
In both cases, for the construction of the local triangulation T Γh we start with an
unstructured tetrahedral Netgen-mesh with hmax = 0.5 (see [33]) and locally refine
the mesh using a marked-edge bisection method (refinement of tetrahedra that are
intersected by the surface).
In the implementation of the discretizations (P1h) and (P2h) of the surface Stokes
problem, we use (unless stated otherwise) the parameter setting and components listed
in a)-d) at the end of section 6 (with a constant 1 in ∼). The methods are implemented
in Netgen/NGSolve with ngsxfem [1, 18].
The errors are measured in different (semi-)norms. We use the following notations:
euL2 := ‖u− uh‖L2(Γh), euH1 := ‖∇Γh(u− uh)‖L2(Γh), epM := ‖p− ph‖M ,
euPL2 := ‖Ph(u− uh)‖L2(Γh), euA := ‖u− uh‖A.
Here ‖ · ‖2M := ‖ · ‖2L2(Γh) + s˜h(·, ·).
7.1. Results for the sphere. In Section 7.1.1 we present results of numerical
experiments that show optimal convergence orders forP2-P1 andP3-P2 finite elements
and comment on the choice of the stabilization parameters ρu and ρp. We also compare
the consistent and inconsistent methods. In Section 7.1.2 we discuss the choice of the
parameters in the penalty term and the effects the penalty term has on the energy
norm error.
7.1.1. Optimal results for P2-P1 and P3-P2 finite elements. We begin
with the consistent formulation (P1h). In Figure 7.1 we show the errors for P2-P1
andP3-P2 finite elements. We clearly observe optimal orders of convergence: e
u
A ∼ hk,
euH1 ∼ hk, epM ∼ hk and euL2 ∼ hk+1, euPL2 ∼ hk+1.
Concerning the choice of the stabilization parameters ρu and ρp we note the
following (results of the experiments are not shown). For P2-P1 finite elements and
ρu = h, instead of ρu = h
−1, (and other parameters the same as above) we observe
slightly slower than O(h2)-convergence for the energy norm error euA and less than
O(h3)-convergence for the L2-error euL2 . These suboptimal convergence orders are
probably due to the consistency error (geometry error), since taking superparametric
finite elements, i.e. kg = 3, leads to optimal convergence orders. If we take ρp = h
−1
instead of h (and other parameters the same as above), we observe a loss of one order
in the errors euA and e
p
M and even a loss of one and a half order in e
u
L2 . Taking ρp = 1
results in a loss of a half order for epM , a loss of a quarter order for e
u
L2
and a loss of
a half order for eu
PL2
.
We now consider the inconsistent formulation (P2h). In Figure 7.2 we show the
errors for P2-P1 and P3-P2 finite elements. We observe O(h 12 (k+1))-convergence for
the energy norm error euA, which is what we expect to see based on the analysis in
[15]. For the eu
H1
- and epM -errors we have O(hk)-convergence and for the L2-errors
eu
L2
and eu
PL2
we see O(hk+1)-convergence, which are all optimal.
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Fig. 7.1: Consistent formulation (P1h) on the unit sphere
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Fig. 7.2: Inconsistent formulation (P2h) on the unit sphere
A different scaling of the stabilization parameter ρu does not have the same effect
on the convergence behavior as described above for the consistent method (P1h). For
P2-P1 finite elements and ρu = h we still observe the same optimal convergence order
as for ρu = h
−1. For the stabilization parameter ρp, however, we see similar effects
as described above for the consistent formulation (P1h).
Both methods (P1h) and (P2h) have optimal order errors eu
L2
and eu
H1
. The
question arises which of the two methods results in a smaller absolute error. Therefore,
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Fig. 7.3: Comparison of (P1h) and (P2h) on the unit sphere
in Figure 7.3 we show the eu
L2
- and eu
H1
-errors for both methods in one plot. For P2-
P1 finite elements the e
u
H1 -errors differ only slightly for the first three refinement
levels and the eu
L2
-error of the consistent formulation is approximately one order of
magnitude smaller than the one of the inconsistent formulation. For P3-P2 finite
elements the errors of both methods are almost the same.
Remark 7.1. A special situation occurs if one considers a Stokes problem on the
sphere with a divergence-free velocity solution u. In such a case the energy norm of
the inconsistent method is not of order euA ∼ h
1
2
(k+1) (as in the results above), but of
order euA ∼ hk. This improvement can be explained as follows. From the analysis in
[15] we notice that for the inconsistent method the dominant inconsistency term is
(E(u), (vlh · n)H)L2(Γ) =
∫
Γ
(vlh · n)tr(E(u)H) ds,
with vlh the lifting of a finite element function from Γh to Γ. For the sphere we have
H = P and thus
tr(E(u)H) = divΓ(u),
which vanishes for a divergence-free solution u.
7.1.2. Effects related to the penalty term. As mentioned in Section 6, in
case of the vector-Laplace problem, for optimal convergence it is essential that one
uses kp = k + 1 (i.e. a one order better approximation for the normal approximation
n˜h). For the Stokes problem we performed an experiment with P2-P1 finite elements
in which all parameters and components are the same as in the experiments above,
except for kp: we take kp = 2 instead of kp = 3. The results are presented in Figure
7.4. In case of the consistent formulation (P1h) we lose, compared to kp = 3, one
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Fig. 7.4: P2-P1 finite elements with kp = 2
order for the L2-errors eu
L2
and eu
PL2
and one order for the energy norm error euA.
The convergence of the eu
H1
-error and epM -error is a little worse than O(h2). For
the inconsistent formulation (P2h) the effect is even stronger. In that case the L2-
errors eu
L2
and eu
PL2
are only of order O(h) and the energy norm error euA converges
significantly slower than first order. The convergence of the euH1 -error and e
p
M -error
is a little worse than O(h2).
As noted in Section 6, to obtain optimal convergence for the inconsistent formu-
lation of the vector-Laplace problem the scaling of the penalty parameter η has to
depend on the degree of the finite element space k: η ∼ h−(k+1). For the inconsistent
formulation of the Stokes problem (P2h) we performed an experiment with P2-P1
and P3-P2 finite elements in which all parameters and components are the same as
in the experiments above, except for η: we take η = h−2 instead of η = h−(k+1).
The results are shown in Figure 7.5. For P2-P1 finite elements we observe subop-
timal O(h)-convergence for the energy norm error euA, which is half an order less
than for η = h−3. We still have O(h2)-convergence for the euH1 - and epM -errors and
O(h3)-convergence for the tangential L2-error eu
PL2
, which are both optimal. The full
L2-error euL2 though loses one order compared to η = h
−3. For P3-P2 finite elements
we observe the same convergence orders for all the errors except for the tangential
L2-error eu
PL2
, which is a bit better as for the P2-P1 case. Hence, for P3-P2 finite
elements all errors show suboptimal convergence if we take η = h−2.
Finally we briefly discuss the O(h 12 (k+1))-convergence in the energy norm error
euA observed for the inconsistent method, cf. Figure 7.2. We call this convergence rate
“optimal”, due to the penalty term which is included in the energy norm:
‖v‖2A = Ah(v,v) := ah(v,v) + sh(v,v) + kh(v,v).
For all parameters and components we take the default values. For the penalty term
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Fig. 7.5: Inconsistent formulation (P2h) with η = h−2
part of the energy norm error ‖eh‖A = euA we have
kh(eh, eh)
1
2 = η
1
2 ‖n˜h · eh‖L2(Γh) = h−
1
2
(k+1)‖n˜h · eh‖L2(Γh).
For the term ‖n˜h ·eh‖L2(Γh) the best one can expect (based on an interpolation error)
is ‖n˜h · eh‖L2(Γh) ∼ hk+1. Hence, for the penalty term part of the energy norm error
we obtain an optimal convergence rate kh(eh, eh)
1
2 ∼ h 12 (k+1). This explains why
h
1
2
(k+1) is the “optimal” convergence rate for the energy norm error euA, which is
indeed attained for the inconsistent method and k = 2, k = 3, cf. Figure 7.2. To
illustrate this, we performed an experiment in which the three different contributions
to the energy norm error are shown separately. In Figure 7.6, for P2-P1 and P3-
P2 finite elements, we show the energy norm ‖eh‖A = euA and its three components
ah(eh, eh)
1
2 , sh(eh, eh)
1
2 , kh(eh, eh)
1
2 . We clearly observe that euA ≈ kh(eh, eh)
1
2 ∼
h
1
2
(k+1). Furthermore, the other error components have a higher rate of convergence:
ah(eh, eh)
1
2 ∼ hk and sh(eh, eh) 12 ∼ hk.
7.2. Results for the torus. For the torus we performed experiments for the
consistent and inconsistent method and with P2-P1 and P3-P2 finite elements. Again
we used the default parameters. In Figure 7.7 we show the results for the consistent
formulation (P1h) and in Figure 7.8 for the inconsistent formulation (P2h). The
observed convergence rates are the same as for the sphere. For P3-P2 finite elements
we observe for both formulations a slight deterioration of the convergence rate for the
tangential L2-error euPL2 in the last refinement step. This may be due to a relatively
large condition number of the stiffness matrix.
8. Conclusions and outlook. We proposed two trace finite element methods
for discretization of the surface Stokes equation. Both methods use the same penalty
approach for treating the tangential flow constraint and the same Taylor-Hood Pk–
Pk−1 spaces. For a higher order geometry approximation the parametric trace finite
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Fig. 7.6: Components of the energy norm error for (P2h)
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Fig. 7.7: Consistent formulation (P1h) on the torus
element technique is used. For the parameters in these methods specific choices are
proposed. The numerical experiments show that for k = 2 and k = 3 the resulting
methods have optimal convergence orders in the H1(Γh)- and L
2(Γh)-norm. For
the consistent method (P1h) an approximation of the Weingarten map has to be
determined, which is not needed in the inconsistent method (P2h). For the consistent
method and k = 2 an optimal order discretization error bound for the case Γh = Γ
(i.e., no geometry errors) is derived in [27]. For the inconsistent method a rigorous
18
1 2 3 4 5 6
10−5
10−4
10−3
10−2
10−1
100
101
Refinement level
E
rr
o
r
P2-P1
eu
L2
eu
H1
e
p
M O(h
2)
eu
PL2
euA O(h
1.5) O(h3)
1 2 3 4 5 6
10−6
10−4
10−2
100
Refinement level
E
rr
o
r
P3-P2
eu
L2
eu
H1
e
p
M O(h
3)
eu
PL2
euA O(h
2) O(h4)
Fig. 7.8: Inconsistent formulation (P2h) on the torus
optimal error bound is not available, yet.
In future work these methods will be applied to other related problem classes, e.g.,
time dependent surface Navier-Stokes equations, and compared to other methods.
Furthermore, the analysis can be extended in several directions, for example, by
including geometry errors and deriving (optimal) error bounds also for the inconsistent
method.
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