Artificial Intelligence (AI) has achieved great success in many domains, and game AI is widely regarded as its beachhead since the dawn of AI. In recent years, studies on game AI have gradually evolved from relatively simple environments (e.g., perfect-information games such as Go, chess, shogi or two-player imperfect-information games such as heads-up Texas hold'em) to more complex ones (e.g., multi-player imperfect-information games such as multi-player Texas hold'em and StartCraft II). Mahjong is a popular multi-player imperfect-information game worldwide but very challenging for AI research due to its complex playing/scoring rules and rich hidden information. We design an AI for Mahjong, named Suphx, based on deep reinforcement learning with some newly introduced techniques including global reward prediction, oracle guiding, and run-time policy adaptation. Suphx has demonstrated stronger performance than most top human players in terms of stable rank and is rated above 99.99% of all the officially ranked human players in the Tenhou platform. This is the first time that a computer program outperforms most top human players in Mahjong.
Introduction
Building superhuman programs for games is a long-standing goal of artificial intelligence (AI). Game AI has made great progress in past two decades (2, 3, 11, 13, 15, 16, 18) . Recent studies have gradually evolved from relatively simple perfect-information or two-player games (e.g., shogi, chess, Go, and heads-up Texas hold'em) to more complicated imperfect-information multi-player ones (e.g., contract bridge (12) , Dota (1), StarCraft II (21) , and multi-player Texas hold'em (4) ).
Mahjong, a multi-round tile-based game with imperfect information and multiple players, is very popular with hundreds of millions of players worldwide. In each round of a Mahjong game, four players compete with each other towards the first completion of a winning hand. Building a strong Mahjong program raises great challenges to the current studies on game AI.
First, Mahjong has complicated scoring rules. Each game of Mahjong contains multiple rounds, and the final ranking (and so the reward) of a game is determined by the accumulated round scores of those rounds. The loss of one round does not always mean that a player plays poorly for that round (e.g., the player may tactically lose the last round to ensure rank 1 of the game if he/she has a big advantage in previous rounds), and so we cannot directly use the round score as a feedback signal for learning. Furthermore, Mahjong has a huge number of possible winning hands. Those winning hands can be very different from each other, and different hands result in different winning round scores of the round. Such scoring rules are much more complex than previously studied games including chess, Go, etc. A professional player needs to carefully choose what kind of winning hand to form in order to trade off the winning probability and winning score of the round.
Second, in Mahjong each player has up to 13 private tiles in his/her hand which are not visible to other players, and there are 14 titles in the dead wall, which are invisible to all the players throughout the game, and 70 tiles in the live wall, which will become visible once they are drawn and discarded by the players. As a result, on average, for each information set (a decision point of a player), there are more than 10 48 hidden states that are indistinguishable to him/her. Such a large set of hidden information makes Mahjong a much more difficult imperfect-information game than previously studied ones such as Texas hold'em poker. It is hard for a Mahjong player to determine which action is good only based on his/her own private tiles, since the goodness of an action highly depends on the private tiles of other players and the wall tiles that are invisible to everyone. Consequently, it is also difficult for an AI to connect the reward signal to the observed information.
Third, the playing rule of Mahjong is complex: (1) there are different types of actions including Riichi, Chow, Pong, Kong, discard, and (2) the regular order of plays can be interrupted when making a meld (Pong or Kong), going Mahjong (declaring a winning hand), or robbing a Kong. Because each player can have up to 13 private tiles, it is hard to predict those interruptions, and therefore we even cannot build a regular game tree; even if we build a game tree, such a tree will have a huge number of paths between the consecutive actions of a player. This prevents the direct application of previously successful techniques for games such as Monte-Carlo tree search (14, 15) and counterfactual regret minimization (3, 4) .
Due to the above challenges, although there are several attempts (7) (8) (9) 20) , the best Mahjong AI is still far behind top human players.
In this work, we build Suphx (short for Super Phoenix), an AI system for 4-player Japanese Mahjong (Riichi Mahjong), which has one of the largest Mahjong communities in the world. Suphx adopts deep convolutional neural networks as its models. The networks are first trained through supervised learning from the logs of human professional players and then boosted through self-play reinforcement learning (RL), with the networks as the policy. We use the popular policy gradient algorithm (17) for self-play RL and introduce several techniques to address the aforementioned challenges.
1. Global reward prediction trains a predictor to predict the final reward (after several future rounds) of a game based on the information of the current and previous rounds. This predictor provides effective learning signals so that the training of the policy network can be performed. In addition, we design look-ahead features to encode the rich possibilities of different winning hands and their winning scores of the round, as a support to the decision making of our RL agent.
2.
Oracle guiding introduces an oracle agent that can see the perfect information including the private tiles of other players and the wall tiles. This oracle agent is a super strong Mahjong AI due to the (unfair) perfect information access. In our RL training process, we gradually drop the perfect information from the oracle agent, and finally convert it to a normal agent which only takes observable information as input. With the help of the oracle agent, our normal agent improves much faster than standard RL training which only leverages observable information.
3. As the complex playing rules of Mahjong lead to an irregular game tree and prevent the application of Monte-Carlo tree search techniques, we introduce parametric Monte-Carlo policy adaptation (pMCPA) to improve the run-time performance of our agent. pMCPA gradually modifies and adapts the offline-trained policy to a specific round in the online playing stage when the round goes on and there is more information observable (such as public tiles discarded by four players).
We evaluated Suphx on the most popular and competitive Mahjong platform, Tenhou (19) , which has more than 350,000 active users. Suphx reached 10 dan at Tenhou, and its stable rank, which describes the long-term average of the performance of a player, surpasses most top human players.
Overview of Suphx
In this section, we first describe the decision flow of Suphx, and then the network structures and features used in Suphx. Table 1 .
Model
Besides these five learned models, Suphx employs another rule-based winning model to decide whether to declare a winning hand and win the round. It basically checks whether a winning hand can be formed from a tile discarded by other players or drawn from the wall, and then makes decisions according to the following simple rules:
• If this is not the last round of the game, declare and win the round;
• If this is the last round of the game, -If after declaring a winning hand the accumulated round score of the whole game is the lowest among the four players, do not declare;
-Otherwise, declare and win the round.
There are two kinds of situations that a Mahjong player needs to take actions, so does our AI Suphx (see Figure 1 ): 1. If no action is suggested by the three models, it is the turn for other players to take actions or the round ends with no wall tiles left.
2. If one or more actions are suggested, Suphx proposes the action with the highest confidence score (outputted by those models). If the proposed action is not interrupted by higher-priority actions from other players, Suphx takes the action, and then goes to the Discard step in the first situation. Otherwise, the proposed action is interrupted and it becomes the turn for other players to take actions. 1 If a round ends with no wall tiles left, this is also known as an exhaustive draw.
Features and Model Structures
Since deep convolutional neural networks (CNNs) have demonstrated powerful representation capability and been verified in playing games like chess, shogi and Go, Suphx also adopts deep CNNs as the model architecture for its policy. Different from board games like Go and Chess, the information (as shown in Figure 2 ) available to players in Mahjong is not naturally in the format of images. We carefully design a set of features to encode the observed information into channels that can be digested by CNNs. As there are 34 unique tiles in Japanese Mahong, we use multiple 34 × 1 channels to represent a state. As shown in Fig. 3 , we use four channels to encode the private tiles of a player. Open hand, doras, and the sequence of discarded tiles are encoded similarly into other channels. Categorical features are encoded into multiple channels, with each channel being either all 0's or all 1's. Integer features are partitioned into buckets and each bucket is encoded using a channel of either all 0's or all 1's.
In addition to the directly observable information, we also design some look- ahead features, which indicate the probability and round score of winning a hand if we discard a specific tile from the current hand tiles and then draw tiles from the wall to replace some other hand tiles. In Japanese Mahjong, a winning hand of 14 tiles contains four melds and one pair. There are 89 kinds of melds and 34 kinds of pairs, which lead to a huge number of different possible winning hands. Furthermore, different hands result in different winning scores of the round according to the complex scoring rules. 2 It is impossible to enumerate all the combinations of different discarding/drawing behaviors and winning hands. Therefore, to reduce computational complexity, we make several simplifications while extracting look-ahead features: (1) We perform depth first search to find possible winning hands. (2) We ignore opponents' behaviors and only consider drawing and discarding behaviors of our own agent. With those simplifications, we obtain 100+ look-ahead features, with each feature corresponding to a 34dimensional vector. For example, a feature represents whether discarding a specific tile can lead to a winning hand of 12,000 round score with replacing 3 hand tiles by tiles drawn from the wall or discarded by other players.
In Suphx, all the models (i.e., the discard/Riichi/Chow/Pong/Kong models) use similar network structures (Figures 4 and 5), except the dimensions of the input and output layers ( Table 2 ). The discard model has 34 output neurons corresponding to 34 unique tiles, the Richii/Chow/Pong/Kong models have only two output neurons corresponding to whether or not to take a certain action. In addition to the state information and look-ahead features, the inputs of Chow/Pong/Kong models also contain information about what tiles to make a Chow/Pong/Kong. Note that there is no pooling layer in our models, because every column of a channel has its semantic meaning and pooling will lead to information loss. The learning of Suphx contains three major steps. First, we train the five models of Suphx by supervised learning, using (state, action) pairs of top human players collected from the Tenhou platform. Second, we improve the supervised models through self-play reinforcement learning (RL), with the models as policy. We adopt the popular policy gradient algorithm (Section 3.1) and introduce global reward prediction (Section 3.2) and oracle guiding (Section 3.3) to handle the unique challenges of Mahjong. Third, during online playing, we employ run-time policy adaptation (Section 3.4) to leverage the new observations on the current round in order to perform even better.
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Distributed Reinforcement Learning with Entropy Regularization
The training of Suphx is based on distributed reinforcement learning. In particular, we employ the policy gradient method and leverage importance sampling to handle the staleness of trajectories due to asynchronous distributed training:
where θ is (the parameters of) an old policy generating trajectories for training, θ is the latest policy to update, and A π θ (s, a) is the advantage of action a at We find that RL training is sensitive to the entropy of the policy. If the entropy is too small, RL training converges quickly and self-play does not significantly improve the policy; if the entropy is too large, RL training becomes unstable and the learned policy is of large variance. Therefore, we regularize the entropy of policy during the RL training as follows:
where H(π θ ) is the entropy of policy π θ and α > 0 is a trade-off coefficient.
To ensure stable exploration, we dynamically adjust α to increase/decrease the entropy term if the entropy of our policy is smaller/larger than the target H target in a recent period:
whereH(π θ ) is the empirical entropy of the trajectories in a recent period, and β > 0 is a small step size. The distributed RL system used by Suphx is shown in Figure 6 . The system consists of multiple self-play workers, each containing a set of CPU-based Mahjong simulators and a set of GPU-based inference engines to generate trajectories. The update of the policy π θ is decoupled from the generation of the trajectories: a parameter server is used to update the policy using multiple GPUs based on a replay buffer. During training, every Mahjong simulator randomly initializes a game with our RL agent as a player and other three opponents. When any of the four players needs to take an action, the simulator sends the current state (represented by a feature vector) to a GPU inference engine, which then returns an action to the simulator. GPU inference engines pull the up-to-date policy π θ from the parameter server in a regular basis, to ensure that the self-play policy is close enough to the latest policy π θ .
Global Reward Prediction
In Mahjong, each game contains multiple rounds, e.g., 8-12 rounds in Tenhou. 3 A round starts with 13 private tiles dealt to each player, in turn players draw and discard tiles, the round ends until one of the players completes a winning hand or no tile is left in the wall, and then each player gets a round score. For example, the player who forms a winning hand gets a positive round score, and the others get zero or negative round scores. When all the rounds end, each player gets a game reward based on the rank of the accumulated round scores.
Players receive round scores at the end of each round, and receive game rewards after 8-12 rounds. However, neither round scores nor game rewards are good signals for RL training:
• Since multiple rounds in the same game share the same game reward, using game rewards as a feedback signal cannot differentiate well-played rounds and poorly-played rounds. Therefore, one should better measure the performance of each round separately.
• While the round score is computed for each individual round, it may not be able to reflect the goodness of the actions, especially for top professional players. For example, in the last one or two rounds of a game, the rank-1 player with a big lead in terms of accumulated round scores will usually become more conservative, and may purposely let rank-3 or rank-4 players win this round so that he/she can safely keep rank 1 overall. That is, a negative round score may not necessarily mean a poor policy: it may sometimes reflect certain tactics and thus correspond to a fairly good policy.
Therefore, to provide effective signal for RL training, we need to appropriately attribute the final game reward (a global reward) to each round of the game. For this purpose, we introduce a global reward predictor Φ, which predicts the final game reward given the information of the current round and all previous rounds of this game. In Suphx, the reward predictor Φ is a recurrent neural network, more specifically, a two-layer gated recurrent unit (GRU) followed by two fully-connected layers, as shown in Figure 7 .
The training data for this reward predictor Φ come from the logs of top human players in Tenhou, and Φ is trained by minimizing the following mean square error:
where N denotes the number of games in the training data, R i denotes the final game reward of the i-th game, K i denotes the number of rounds in the i-th game, x k i denotes the feature vector of the k-th round in the i-th game, including the When Φ is well trained, for a self-play game with K rounds, we use Φ(x k ) − Φ(x k−1 ) as the reward of the k-th round for RL training.
Oracle Guiding
There is rich hidden information in Mahjong (e.g., the private tiles of other players and the wall tiles). Without access to such hidden information, it is hard to take good actions. This is a fundamental reason why Mahjong is a difficult game. In this situation, although an agent can learn a policy by means of reinforcement learning, the learning could be very slow. To speed up the RL training, we introduce an oracle agent, which can see all the perfect information about a state: (1) private tiles of the player, (2) open (previously discarded) tiles of all the players, (3) other public information such as the accumulated round scores and Riichi bets, (4) private tiles of the other three players, and (5) the tiles in the wall. Only (1)(2) and (3) are available to the normal agent, 4 while (4) and (5) are additional "perfect" information that is only available to the oracle.
With the (unfair) access to the perfect information, the oracle agent will easily become a master of Mahjong after RL training. Here the challenge is how to leverage the oracle agent to guide and accelerate the training of our normal agent. According to our study, simple knowledge distillation does not work well: it is difficult for a normal agent, who only has limited information access, to mimic the behavior of a well-trained oracle agent, who is super strong and far beyond the capacity of a normal agent. Therefore, we need a smarter way to guide our normal agent with the oracle.
To this end, there might be different approaches. In Suphx, what we do is to first train the oracle agent through reinforcement learning, using all the features including the prefect ones. Then we gradually drop out the perfect features so that the oracle agent will eventually transit to a normal agent:
where x n (s) denote the normal features and x o (s) the additional perfect features of state s, and δ t is the dropout matrix at the t-th iteration whose elements are Bernoulli variables with P (δ t (i, j) = 1) = γ t . We gradually decay γ t from 1 to 0. When γ t = 0, all the prefect features are dropped out and the model transits from the oracle agent to a normal agent. After γ t becomes zero, we continue the training of the normal agent for a certain number of iterations. We adopt two tricks during the continual training. First, we decay the learning rate to one tenth. Second, we reject some state-action pairs if the importance weight is larger than a pre-defined threshold. According to our experiments, without these tricks, the continual training is not stable and does not lead to further improvements.
Parametric Monte-Carlo Policy Adaptation
The strategy of a top human player will be very different when his/her initial hand (private tiles) varies. For example, he/she will play aggressively to win more given a good initial hand, and conservatively to lose less given a poor initial hand. This is very different from previous games including Go and StarCraft. Therefore, we believe that we could build a stronger Mahjong agent if we are able to adapt the offline-trained policy in the run time.
Monte-Carlo tree search (MCTS) is a well established technique in games like Go (14) for run-time performance improvement. Unfortunately, as aforementioned, the playing order of Mahjong is not fixed and it is hard to build a regular game tree. Therefore, MCTS cannot be directly applied to Mahjong. In this work, we design a new method, named parametric Monte-Carlo policy adaptation (pMCPA).
When a round begins and the initial private hand is dealt to our agent, we adapt the offline-trained policy to this given initial hand as follows:
1. Simulations: Randomly sample private tiles for the three opponents and wall tiles from the pool of tiles excluding our own private tiles, and then use the offline-trained policy to roll out and finish the whole trajectory. In total, K trajectories are generated in this way.
2. Adaptation: Perform gradient updates using the rollout trajectories to finetune the offline policy.
3. Inference: Use the finetuned policy to play against other players in this round.
Let h denote the private hand tiles of our agent at a round, θ o denote the parameters of the policy trained off-line, and θ a the parameters of the new policy adapted to this round. Then we have
where T (h) is the set of trajectories with prefix h, and p(τ ; θ) is the probability of policy θ generating trajectory τ . According to our study, the number K of simulations/trajectories does not need to be very large and pMCPA does not need to collect statistics for all the following states for this round. Since pMCPA is a parametric method, the updated policy (using the K simulations) can lead to updated estimation of those states not visited in the simulations as well. That is, such run-time adaptation can help to generalize our knowledge obtained from limited simulations to unseen states.
Please note that the policy adaptation is performed for each round independently. That is, after we adapt the policy of our agent in the current round, for the next round, we will restart from the offline-trained policy once again.
Offline Evaluation
In this section, we report the effectiveness of each technical component of Suphx through offline experiments.
Supervised Learning
In Suphx, the five models were first trained through supervised learning separately. Each training sample is a state-action pair collected from human professional players with state serving as the input and action serving as the label for supervised learning. For example, for the training of the discard model, the input of a sample is all the observable information (and the look-head features) of a state, and the label is the action taken by a human player, i.e., the tile discarded at this state.
The training data sizes and the test accuracy are reported in Table 3 . The sizes of the validation data and test data are 10K and 50K respectively, for all the models. Since the discard model addresses a 34-class classification problem, we collected more training samples for it. As can be seen from the 
Reinforcement Learning
To demonstrate the value of each RL component in Suphx, we trained several Mahjong agents:
• SL: the supervised learning agent. This agent (with all the five models) was trained in a supervised way, as illustrated in the previous subsection.
• SL-weak: an under-trained version of the SL agent, which serves as opponent models while evaluating other agents.
• RL-basic: the basic version of the reinforcement learning agent. In RLbasic, the discard model was initialized with the SL discard model and then boosted through the policy gradient method with round scores as reward and entropy regularization. The Riichi, Chow, Pong, and Kong models remain the same as those of the SL agent. 6
• RL-1: the RL agent that enhances RL-basic with global reward prediction. The reward predictor was trained through supervised learning with human game logs from Tenhou.
• RL-2: the RL agent that further enhances RL-1 with oracle guiding. Please note that in both RL-1 and RL-2, we also only trained the discard model using RL, and left the other four models the same as those of the SL agent.
The initial private tiles have large randomness and will greatly impact the win/loss of a game. To reduce the variance caused by initial private tiles, during the offline evaluation, we randomly generated one million games. Each agent plays against 3 SL-weak agents on these games. In such a setting, the evaluation of one agent took 20 Tesla K80 GPUs for two days. For the evaluation metric, we computed the stable rank of an agent following the rules of Tenhou (see Appendix C). To reduce the variance of stable rank, for each agent, we randomly sampled 800K games from the one million games, for 1000 times. Figure 8 shows the interquartile ranges 7 of stable ranks over the 1000 samplings for those agents. Note that for fair comparison, each RL agent was trained using 1.5 million games. The training of each agent costs 44 GPUs (4 Titan XP for the parameter server and 40 Tesla K80 for self-play workers) and two days. As can be seen, RL-basic leads to good improvement over SL, RL-1 outperforms RL-basic, and RL-2 brings additional gains against RL-1. These experimental results clearly demonstrate the value of reinforcement learning, as well as the additional values of global reward prediction and oracle guiding. With the global reward predictor distributing the game reward to each round, the trained agent can better maximize the final game reward instead of the round score. For example, in Figure 9 , our agent (the south player) has a big lead with good hand in the last round of the game. Based on the current accumulated round scores of the four players, winning this round gets only marginal reward while losing this round will lead to a big punishment. Therefore instead of playing aggressively to win this round, our agent plays conservatively, chooses the safest tile to discard, and finally gets the first place/rank for this game. In contrast, RL-basic discards another tile to win the round, which brings a big risk of losing the 1-st rank of the entire game.
percentiles, or between upper and lower quartiles, IQR = Q3 -Q1. In other words, the IQR is the first quartile subtracted from the third quartile; these quartiles can be clearly seen on a box plot on the data. It is a trimmed estimator, defined as the 25% trimmed range, and is a commonly used robust measure of scale." Figure 9 : With global reward prediction, our agent (the south player) plays conservatively when its accumulated round score has a big lead in the last round of a game, even if its hand tiles are good and it has a certain probability to win this round. The RL-basic agent discards the red-boxed tile to win this round, but discarding this tile is risky since the same tile has not been discarded by any player in this round. In contrast, RL-1 and RL-2 agents play in a defense mode and discard the blue-boxed tile, which is a safe tile because the same tile has just been discarded by the west player.
Evaluation of Run-Time Policy Adaptation
In addition to testing the enhancement to offline RL training, we also tested the run-time policy adaptation. The experimental setting is described as follows.
When a round begins and the private tiles are dealt to our agent, 1. Data generation: We fix the hand tiles of our agent and simulate 100K trajectories. In each trajectory, the hand tiles of the other three players and wall tiles are randomly generated, and we use four copies of our agent to roll out and finish the trajectory.
Policy adaptation:
We fine-tune and update the policy trained offline over those 100K trajectories by using the basic policy gradient method.
3. Test of the adapted policy: Our agent plays against the other three players using the updated policy on another 10K test set where the private tiles of our agent are still fixed. As the initial private tiles of our agent is fixed, the performance of the adapted agent on this test set can tell whether such run-time policy adaptation really makes our agent adapt and work better for the current private tiles.
Please note that run-time policy adaptation is time consuming due to the roll-outs and online learning. Therefore, at the current stage, we only tested this technique on hundreds of initial rounds. The wining rate of the adapted version of RL-2 against its non-adapted version is 66%, which demonstrates the advantage of run-time policy adaptation.
Policy adaption makes our agent work better for the current private hand, especially at the last 1 or 2 rounds of a game. Figure 10 shows an example of the last round of a game. Through simulations the agent learns to know that while it is easy to win this round with a nice round score, this is unfortunately not enough to avoid ending the game with the 4-th place. Thus, after adaptation, the agent plays more aggressively, takes more risks, and eventually wins the round with a much larger round score and successfully avoid ending the game with the 4-th place.
Online Evaluation
To evaluate the real performance of our Mahjong AI Suphx 8 , we let it play on Tenhou.net, the most popular online platform for Japanese Mahjong. Tenhou has two major rooms, the expert room and the phoenix room. The expert room is open to AI and human players of 4 dan and above, while the phoenix room is only open to human players of 7+ dan. According to this policy, Suphx can only play in the expert room.
Suphx played 5000+ games in the expert room and achieved 10 dan in terms of record rank 9 and 8.74 dan in terms of stable rank. 10 It is the first and only AI in Tenhou that achieves 10 dan in terms of record rank.
We compare Suphx with several AI/human players in Table 4 :
• Bakuuchi (10): This is a Mahjong AI designed by the University of Tokyo based on Monte Carlo simulation and opponent modeling. It does not use reinforcement learning. 8 Suphx is equivalent to RL-2 trained with about 2.5 million games. Given that Tenhou.net has time constraint for each action, run-time policy adaptation was not integrated into Suphx while testing on Tenhou.net since it is time consuming. We believe the integration of run-time policy adaptation will further improve Suphx. 9 Record rank is the highest rank a player has ever achieved in Tenhou. As shown in Appendix B, the rank of a player is dynamic and usually changes over time. For example, if he/she does not play well recently, his/her rank will drop. 10 See Appendix C for the definition of stable rank. Figure 10 : In this example, to move out of the 4-th place of the game, the agent needs to win more than 12,000 round score in this round. Through simulations, the agent learns to know that discarding the red-boxed tile is easy to win this round; however, the corresponding winning round score will be less than 12,000. After adaptation, the agent discards the blue-boxed tile, which leads to lower probability of winning but more than 12,000 winning round score once it wins. By doing so, it takes risk and successfully move out of the 4-th place.
• NAGA 11 : This is a Mahjong AI designed by Dwango Media Village based on deep convolutional neural networks. It does not use reinforcement learning either.
• We also compare Suphx with top human players who have achieved 10 dan in terms of record rank. To be fair, we only compare their game playing in the expert room after they achieved 10 dan. Since these top human players spent the majority of their time in the phoenix room (partly due to its more friendly scoring rules) and only played occasionally in the expert room after they achieved 10 dan, we can hardly calculate a reliable stable rank for each individual of them. 12 Therefore, we treat them as one macro player to make a statistically reasonable comparison.
We can see that in terms of stable rank, Suphx is about 2 dan better than Bakuuchi and NAGA, the two best Mahjong AIs before Suphx. Although these top human players have achieved the same record rank (10 dan) as Suphx, they are not as strong as Suphx in terms of stable rank. Figure 11 plots the distributions of record ranks 13 As discussed in Appendix B, the record rank sometimes cannot reflect the true level of a player: for example, there are 100+ players with a record rank of 10 dan in Tenhou's history , but their true levels can be very different. The stable rank is more stable (by its definition) and of finer granularity than the record rank; however, it could also be of large variance, especially when a player has not played enough number of games in Tenhou. Thus, in order to make more informative and reliable comparisons, we proceed as follows. For each AI/human player, we randomly sample K games from its/his/her logs in the expert room and compute the stable rank using those K games. We do such sampling for N times and show the statistics of the corresponding N stable ranks of each player in Figure 12 . As can be seen, Suphx surpasses both the other two AIs and the average performance of top human professional players with a big margin. We further show more statistics of those AI/human players in Table 5 . We have several interesting observations from the table:
• Suphx is very strong at defense and has very low deal-in rate. This is confirmed by the comments from top human players on Suphx. 14 • Suphx has very low 4-th rank rate, which is the key to get a high stable rank in Tenhou according to its scoring rules.
Suphx has developed its own playing styles, which are well recognized by top human players. For example, Suphx is very good at keeping safe tiles, prefers Figure 13 is an example that Suphx keeps a safe tile to balance future attack and defense 16 .
Conclusion and Discussions
Suphx is the strongest Mahjong AI system up to date, and is also the first Mahjong AI that surpassed most top human players in Tenhou.net, a famous online platform for Japanese Mahjong. Because of the complexity and unique challenges of Mahjong, we believe that even though Suphx has performed very well, there is still a lot of space for further improvement.
• We introduced global reward prediction in Suphx. In the current system, the reward predictor takes limited information as its input. Clearly, more information will lead to better reward signal. For example, if a round is very easy to win due to our good luck of initial hand tiles, winning this round does not reflect the superiority of our policy and should not be rewarded too much; in contrast, winning a difficult round should be rewarded more.
That is, game difficulty should be taken into consideration while designing reward signals. We are investing how to leverage prefect information (e.g., by comparing the private initial hands of different players) to measure the difficulty of a round/game and then boost the reward predictor.
• We introduced the concept of oracle guiding, and instantiated this concept using the gradual transition from an oracle agent to a normal agent by means of perfect feature dropout. In addition to this, there could be other approaches to leverage the perfect information. For one example, we can simultaneously train an oracle agent and a normal agent, let the oracle agent distill its knowledge to the normal agent while constraining the distance between these two agents. According to our preliminary experiments, this approach also works quite well. For another example, we can consider designing an oracle critic, which provides more effective 15 https://en.wikipedia.org/wiki/Japanese_Mahjong_yaku 16 Game replay can be found at https://tenhou.net/3/?log= 2019070722gm-0029-0000-3bee4a7e&tw=3. Figure 13 : Suphx keeps a safe tile at state s t to balance future attack and defense. Although it is safe to discard the red-boxed tile at state s t (actually this is indeed the tile that most human players would discard), Suphx keeps this tile in hand; instead, it discards the blue-boxed tile, which might slow down the process of forming a winning hand. Doing so leads to more flexibility in future states and can better balance future attack and defense. Consider a future state s t+k in which another player declares Riichi that is unexpected to our agent. In this case, Suphx can discard the safe tile kept at state s t and does not break the winning hand it tries to form. In contrast, if Suphx discards this safe tile at state s t , it has no other safe tiles to discard at s t+k , and thus may have to break a meld or pair in its hand tiles that are close to a winning hand, consequently resulting in smaller winning probability. state-level instant feedback (instead of round-level feedback) to accelerate the training of the policy function based on the perfect information.
• For run-time policy adaptation, in the current system of Suphx, we did simulations at the beginning of each round when private tiles were dealt to our agent. Actually we can also do simulations after each tile is discarded by any player. That is, instead of only adapting the policy to the initial hands, we can continue the adaptation as the game goes on and more and more information becomes observable. Doing so should be able to further improve the performance of our policy. Moreover, since we gradually adapt our policy, we do not need too many samplings and roll-outs at each step. In other words, we can amortize the computational complexity of policy adaptation over the entire round. With this, it is even possible to use policy adaption in the online playing with affordable computational resources.
Suphx is an agent that constantly learns and improves. Today's achievement of Suphx on Tenhou.net is just the beginning. Looking forward, we will introduce more novel technologies to Suphx, and continue to push the frontier of Mahjong AI and imperfect-information game playing.
Most real world problems such as finance market predication and logistic optimization share the same characteristics with Mahjong rather than Go/chess -complex operation/reward rules, imperfect information, etc. We believe our techniques designed in Suphx for Mahjong, including global reward prediction, oracle guiding and parametric Monte-Carlo policy adaptation, have a great potential to benefit for a wide range of real-world applications.
Appendix A: Rules of Mahjong
Mahjong is a tile-based game that was developed in China hundreds of years ago and is now popular worldwide with hundreds of millions of players. The game of Mahjong itself has numerous variations across the world, and Mahjong in different regions is different in both the rules and the tiles used. In this work, we focus on 4-player Japanese Mahjong (Riichi Mahjong) considering that Japanese Mahjong is very popular with a professional league 17 of top players in Japan and its rules (5) are clearly defined and well accepted. Since the playing/scoring rules of Japanese Mahjong are very complex and the focus of this work is not to give a comprehensive introduction to them, here we make some selections and simplifications and give a brief introduction to those rules. Comprehensive introductions can be found at Mahjong International League rules (5) .
There are 136 tiles in Japanese Mahjong, consisting of 34 different kinds of tiles, with four of each kind. The 34 tiles are consists of three suit, Bamboo, Character and Dot, each from 1 to 9, and 7 different Honour tiles. A game contains multiple rounds and ends when one player loses all points, or some winning condition is triggered.
Each player in a game will start with 25,000 points, and one of four players is designated as the dealer. At the beginning of each round, all the tiles are shuffled and arranged into four walls, each with 34 tiles. 52 tiles are dealt to 4 players (13 for each player as his/her private hand), 14 tiles form the dead wall, which are never played except when players declare Kongs and draw a replacement tile, and the remaining 70 tiles form the live wall. The 4 players take turns to draw and discard tiles. 18 The player who first builds a complete hand with at least one yaku wins the round and gets certain round score calculated by the rewarding rules:
• A complete hand is a set of 4 melds plus a pair. A meld can be a Pong (three identical tiles), a Kong (four identical tiles), and a Chow (three consecutive simple tiles of the same suit). The pair consists of any two identical tiles, but it cannot be mixed with the four melds. A player can make a Chow/Pong/Kong from (1) a tile drawn from the wall by himself/herself, in which case this meld is concealed to others, or (2) a tile discarded by other players, in which case this meld is exposed to others. If a Kong is made from a tile drawn from the wall, it is called ClosedKong. After a player makes a Kong, he/she needs to draw an additional tile from the dead wall for replacement. A special case called AddKong converts an exposed Pong into a Kong when a player draws a tile that matches an exposed Pong he/she has.
• A yaku is a certain pattern of players' tiles or a special condition. Yaku is the main factor to determine round score, and the value of yaku varies from different patterns. A winning hand could contain several different Table 6 : Tenhou ranking systems: different levels and their requirements yaku's and the final round score will be accumulated across all the yaku's in hand. Different variations of Japanese Majong have different yaku patterns. A common list of yaku consist of 40 different types. Furthermore, dora, a special tile determined by rolling dice before drawing tiles, provides additional points as a bonus.
The last tile that a player forms a winning hand together with his/her private tiles can come from (1) a tile from the wall drawn by himself/herself or (2) a tile discarded by other players. For the first case, all other players will lose points to the winner. For the second case, the player who discards the tile will lose points to the winner.
A special yaku is that player can declare Riichi when his/her hand is only one tile away from a winning hand. Once declaring a Riichi, the player can only claim winning hand from either a self-drawn tile or a tile discarded by other players, and he/she is not allowed to change his/her hand tiles any more. 19 The final ranking points a player gets from a game is determined by his/her level and the rank of his/her accumulated round score over the multiple rounds of the game, as shown in Table 6 . ranking points when they win/lose ranked games. The amount earned or lost depends on the game result (which ranges from 1 to 4), the current level of the player, and the room that the player is in. There are four types of room in Tenhou, normal room, advanced room, expert room and phoenix room. The punishment (i.e., the negative ranking points) of losing a game is the same across these rooms, but the reward (i.e., the positive ranking points) of winning a game are different. The ranking system is designed to punish high-level players if he/she loses a game: a player of a higher level will lose more point for the 4-th rank of game than that of a lower-level player, e.g., -180 for a 10-dan player vs.
-120 for a 6-dan player.
When a player plays a game, he/she wins/loses some ranking points from the game, and his/her total ranking points change. If the total ranking points increase and reach the requirement of the next level, his/her rank increases 1 level; if the total ranking points decrease to 0, his/her rank decreases 1 level. When his/her rank level changes, he/she will get initial ranking points at the new level. The details of the ranking points across different rooms and levels are listed in Table 6 . Therefore, the rank of a player is not stable and often change over time. We use record rank to denote the highest rank a player has ever achieved in Tenhou.
