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ABSTRACT
This work is concerned with second-order necessary and sufficient optimality con-
ditions for optimal control of a non-smooth semilinear elliptic partial differential
equation, where the nonlinearity is the non-smooth max-function and thus the as-
sociated control-to-state operator is in general not Gaˆteaux-differentiable. In addi-
tion to standing assumptions, two main hypotheses are imposed. The first one is
the Gaˆteaux-differentiability at the considered control of the objective functional
and it is precisely characterized by the vanishing of an adjoint state on the ac-
tive set. The second one is a structural assumption on the ’almost’ active sets, i.e.,
the sets of all points at which the values of the interested state are ’close’ to the
non-differentiability point of the max-function. We then derive a ’no-gap’ theory of
second-order optimality conditions in terms of an abstract curvature functional, i.e.,
for which the only change between necessary or sufficient second-order optimality
conditions is between a strict and non strict inequality.
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1. Introduction
In this paper, we consider the following non-smooth semilinear elliptic optimal control
problem 
min
u∈L2(Ω)
j(u) :=
∫
Ω
L(x, yu) dx+
ν
2
‖u‖2L2(Ω)
s.t. −∆yu + max(0, yu) = u in Ω, yu = 0 on ∂Ω,
α(x) ≤ u(x) ≤ β(x) a.e. x ∈ Ω,
(P)
where Ω is a bounded domain in RN , N ∈ {2, 3}, with a Lipschitz boundary, L :
Ω × R → R is a Carathe´odory function and is of class C2 with respect to the second
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variable, extended measurable functions α, β : Ω → [−∞,∞] satisfy β(x) − α(x) ≥ γ
for some γ > 0 and almost all (a.a.) x ∈ Ω, and ν is a positive constant. For the precise
assumptions on the data of (P), we refer to Section 2.
The state equation in (P) arises, for instantce, in models of the deflection of a
stretched thin membrane partially covered by water (see [1]) and analogous equations
arise in free boundary problems for a confined plasma; see, e.g., [2, 3]. The salient
feature of the state equation is, of course, the non-differentiability of the max-function.
This leads to the non-differentiability of the corresponding control-to-state operator
[4]; see also Proposition 3.1 below. Consequently, standard techniques for deriving
the second-order necessary and sufficient optimality conditions that are based on the
second-order differentiability of the control-to-state operator are typically inapplicable,
making the analytical and numerical treatment challenging.
The optimal control problem (P) without control constraints of the form α ≤ u ≤ β
was investigated in [4] to derive the Clarke- (C-), Bouligand- (B-), and strong sta-
tionaries, where the strong stationarity is strongest and the C-stationarity is weakest.
However, as seen in Section 4, the objective functional is, indeed, always Gaˆteaux-
differentiable in any stationary and thus the notions of these three types of stationar-
ities are equivalent; see Corollary 4.1 below.
Let us comment on related work. While second-order sufficient optimality conditions
(SSC) for optimal control problems governed by smooth PDEs have been intensively
studied; see, e.g., [5, 6, 7, 8, 9, 10, 11], the survey [12] and the references therein,
the works on SSC for optimal control of non-smooth PDEs are rather rare. To the
best of our knowledge, there are comparatively few contributions, such as [13, 14, 15]
and a recent work [16], on this field. The common approach pursued in these papers
is to exploit a second-order Taylor-type expansion of the mapping u 7→ j(u), where
the objective functional j is, in general, not Gaˆteaux-differentiable due to the non-
differentiability of the control-to-state mapping. In order to derive the SSC, the authors
in [13, 14, 15] employed an additional sign assumption on the Lagrange multipliers in
the vicinity of the contact set that ensures a so-called ’safety distance’ [17, Rem. 4.13].
In contrast, the authors in [16] used an assumption on the finiteness of oscillation of
the considered state around the non-smooth points (see definition(5.10) and Example
5.3 in [16]).
Regarding second-order necessary optimality conditions (SNC) for optimal control
of non-smooth PDEs, the literature on this topic is significantly rare. As far as we
know the only contribution dealing with SNC for non-smooth PDEs was addressed in
[16], where the control-to-state operator is shown to be, in fact, Fre´chet-differentiable
although the coefficient of the PDE is non-smooth. To the best of the authors’ knowl-
edge, the investigation of SNC for optimal control problems with non-smooth control-
to-state operator is an open research topic.
The aim of this paper inspired by the work of Clason et al. [16] is to obtain second-
order necessary and sufficient optimality conditions for (P) and thus a ’no-gap’ theory
of these conditions. To achieve this goal, we first introduce a non-smooth curvature
functional of the objective functional that mainly depends on the non-smooth point of
the max-function. Using a second-order Taylor-type expansion then yields the desired
aim (see Theorems 5.1 and 5.2). In order to do this, besides the standing assumptions
(Assumption 2.1), the Gaˆteaux-differentiability of the objective functional j in the con-
sidered control and a certain assumption on the structure of the ’almost’ active sets
(see Assumption 5.1 below) have to be fulfilled. Firstly, the Gaˆteaux-differentiability
of j is characterized via the vanishing of an adjoint state on the active set, as shown in
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Theorem 3.1 below. Interestingly, when considering the optimal control problem (P)
without control constraints, i.e., α = −∞ and β = ∞, the Gaˆteaux-differentiability
characterization is automatically satisfied under the regularity of the domain Ω, e.g.,
Ω either is a convex domain or has a C1,1-boundary. Secondly, the structural-type
assumption on the ’almost’ active set was used in [18, 19] to show the a priori con-
vergence of the regularization error estimates for elliptic optimal control problems,
in [20] to prove the convergence rates with respect to the discretization parameter
for a parameter choice rule of Tikhonov regularization of control-constrained optimal
control problems, and in [21] to prove a priori error estimates for the discretized but
unregularized problem.
The organization of the remainder of this paper is as follows. In the next section,
we introduce the notation and the standing assumptions, that will be used throughout
the whole paper. In Section 3, we present required properties of the state equation
and the characterization of the Gaˆteaux-differentiability of j. Section 4 is devoted
to the existence of minimizers and the first-order optimality conditions. There, we
recall the C-stationarity system for (P) shown in [4, Cor. 4.5 & Rem. 4.9] and prove
a relaxed optimality system when the objective functional is assumed to be Gaˆteaux-
differentiable in the considered control. The main results of the paper, the no-gap
second-order necessary and sufficient condititions, are proved in Section 5. Finally,
the paper ends with an appendix showing that the main results of the paper can be
extended to a non-smooth semilinear elliptic optimal control problem with a finitely
PC2-nonlinearity (continuous and C2 apart from finitely many points).
2. Notation and standing assumptions
Notation. For a given point u ∈ X and ρ > 0, BX(u, ρ) and BX(u, ρ) stand, respec-
tively, for the open and closed balls of radius ρ centered at u. The notation X ↪→ Y ,
for Banach spaces X,Y , means that X is continuously embedded in Y , and X b Y
means that X is compactly embedded in Y . We denote by c+0 the set of all positive
sequences that converge to zero. For any function y, symbols y+ and y− stand, re-
spectively, for the positive and negative parts of y. For any local Lipschitz continuous
function f , the symbol ∂Cf denotes for the Clarke generalized gradient of f . For a
function g : Ω→ R defined on a domain Ω ⊂ RN and a subset M ⊂ R, by {g ∈M} we
denote the set of all points x ∈ Ω for which g(x) ∈M . Analogously, for given functions
g1, g2 and subsets M1,M2 ⊂ R, the symbol {g1 ∈M1, g2 ∈M2} indicates the set of all
points such that the values at which of g1 and g2 belonging, respectively, to M1 and
M2. For any set ω ⊂ Ω, the indicator function of ω is denoted by 1ω, i.e., 1ω(x) = 1
if x ∈ ω and 1ω(x) = 0 otherwise. Finally, C stands for a generic positive constant,
which might be different at different places of occurrence. We also write, e.g., Cξ for
a constant which depends only on the parameter ξ.
Throughout the paper, we need the following standing assumptions.
Assumption 2.1 (standing assumptions for the study of (P)).
• Ω ⊂ RN , N ∈ {2, 3}, is a bounded domain with a Lipschitz boundary ∂Ω.
• ν > 0 is a given Tikhonov parameter.
• α, β : Ω → [−∞,∞] are measurable functions such that either α = −∞ and
β =∞ for a.a. x ∈ Ω or α, β ∈ L2(Ω) with β(x)−α(x) ≥ γ for some γ > 0 and
for a.a. x ∈ Ω.
3
• The function L : Ω× R→ R is Carathe´odory such that L(·, 0) ∈ L1(Ω) and, for
a.a. x ∈ Ω, the mapping R 3 y 7→ L(x, y) ∈ R is of class C2. Moreover, for any
M > 0, there exist functions φM ∈ L2(Ω) and ψM ∈ L1(Ω) such that
|L′y(x, y)| ≤ φM (x), |L′′yy(x, y)| ≤ ψM (x)
and
|L′′yy(x, y1)− L′′yy(x, y2)| ≤ ψM (x)|y1 − y2|
for a.a. x ∈ Ω and for all y, y1, y2 ∈ R satisfying |y|, |y1|, |y2| ≤M .
Moreover, in the case α = −∞ and β =∞ a.a. in Ω, there exist non-negative
functions φ, ψ ∈ L1(Ω) satisfying L(x, y) ≥ −φ(x)− ψ(x)|y| for a.a. x ∈ Ω and
for all y ∈ R.
A standard for the choice of L is the quadratic function
L(x, y) =
1
2
(y − yd(x))2
with yd ∈ L2(Ω).
From now on, we will denote the Nemytskii operator associated with the max-
function by the same symbol. Similarly, max′(y; z) stands for the directional derivative
of mapping y 7→ max(0, y) at the point y in the direction z, both considered as a scalar
function and as the corresponding Nemytskii operator.
For given measurable functions y, z on Ω, we obviously have
max(0, y) = 1{y>0}y
and
max ′(y; z) = 1{y>0}z + 1{y=0}max(0, z)
for a.a. in Ω.
3. Control-to-state operator and characterization of
Gaˆteaux-differentiability of the objective functional
3.1. Control-to-state operator
We shall present in this subsection the Hadamard directional differentiability of the
control-to-state operator.
Let us recall the state equation{−∆y + max(0, y) = u in Ω,
y = 0 on ∂Ω
(3.1)
for u ∈ L2(Ω). The existence and uniqueness of solutions in H10 (Ω) of (3.1) are shown
in [4, Prop. 2.1]. The control-to-state operator S : L2(Ω) 3 u 7→ y ∈ H10 (Ω) associated
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with (3.1) is then well-defined, globally Lipschitz continuous, and directionally differ-
entiable in the sense of Hadamard [4, Thm. 2.2]. Moreover, since the boundary of Ω is
assumed to be Lipschitz, the C(Ω)-regularity of solutions of (3.1) is derived; see, e.g.,
[22, Thm. 2.2] and [11, Thm. 4.7]. We therefore consider S as a mapping from L2(Ω)
to H10 (Ω) ∩ C(Ω).
Proposition 3.1. The control-to-state mapping S : L2(Ω)→ H10 (Ω) ∩ C(Ω), u 7→ y,
associated with the state equation (3.1) satisfies the following assertions:
(i) S is globally Lipschitz continuous;
(ii) S is Hadamard directionally differentiable at any u ∈ L2(Ω) in any direction
h ∈ L2(Ω). Moreover, for any u, h ∈ L2(Ω), a S′(u;h) ∈ H10 (Ω) ∩ C(Ω) exists
and satisfies
S(u+ tkhk)− S(u)
tk
→ S′(u;h) strongly in H10 (Ω) ∩ C(Ω) (3.2)
for any sequence {hk} ⊂ L2(Ω) such that hk ⇀ h in L2(Ω) and for any {tk} ⊂
c+0 . Furthermore, δh := S
′(u;h) uniquely solves{−∆δh + max ′(yu; δh) = h in Ω,
δh = 0 on ∂Ω
(3.3)
with yu := S(u);
(iii) S′(u;h) contents the maximum principle, i.e.,
h ≥ 0 a.a. on Ω =⇒ S′(u;h) ≥ 0 a.a. on Ω;
(iv) S′(u; ·) is weakly-strongly continuous as function from L2(Ω) to H10 (Ω) ∩ C(Ω),
i.e.,
hn ⇀ h in L
2(Ω) =⇒ S′(u;hn)→ S′(u;h) in H10 (Ω) ∩ C(Ω).
Proof. Ad (i): Thanks to [4, Prop. 2.1], S is globally Lipschitz continuous as a function
form L2(Ω) to H10 (Ω). To prove assertion (i), it remains to show that there is a constant
C > 0 satisfying
‖S(u1)− S(u2)‖C(Ω) ≤ C‖u1 − u2‖L2(Ω) for all u1, u2 ∈ L2(Ω). (3.4)
To this end, we subtract the state equations corresponding to u1 and u2 and thus
obtain {−∆(y1 − y2) = u1 − u2 − (max(0, y1)−max(0, y2)) in Ω,
y1 − y2 = 0 on ∂Ω
with y1 := S(u1) and y2 := S(u2). Since L
2(Ω), C(Ω) ↪→W−1,p(Ω) for some p > N , the
right-hand side of the above equation belongs to W−1,p(Ω). Applying the Stampacchia
Theorem [23, Thm. 12.4] and employing the continuous embedding L2(Ω) ↪→W−1,p(Ω)
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and the global Lipschitz continuity of the max-function, we derive
‖y1 − y2‖L∞(Ω) ≤ CΩ,N,p
(‖u1 − u2‖W−1,p(Ω) + ‖max(0, y1)−max(0, y2)‖W−1,p(Ω))
≤ CΩ,N,p
(‖u1 − u2‖L2(Ω) + ‖max(0, y1)−max(0, y2)‖L2(Ω))
≤ CΩ,N,p
(‖u1 − u2‖L2(Ω) + ‖y1 − y2‖L2(Ω))
≤ CΩ,N,p
(‖u1 − u2‖L2(Ω) + ‖y1 − y2‖H10 (Ω)) ,
where we have just used the continuous embedding H10 (Ω) ↪→ L2(Ω) to get the last
estimate. From this and the global Lipschitz continuity of S : L2(Ω) → H10 (Ω), we
derive (3.4).
Ad (ii): Due to [4, Thm. 2.2], S is Hadamard directionally differentiable as a map-
ping from L2(Ω) to H10 (Ω) and its directional derivative contents (3.2) as well as the
H10 (Ω)-strong convergence in (3.2) is valid. It suffices to prove the C(Ω)-strong con-
vergence in (3.2). To that end, setting uk := u + tkhk, yk := S(uk), and y := S(u),
and then subtracting equations for y and δh from the one for yk produces
−∆
(
yk − y
tk
− δh
)
= hk − h−
(
max(0, yk)−max(0, y)
tk
−max ′(y; δh)
)
in Ω,
yk − y
tk
− δh = 0 on ∂Ω.
Since yk−ytk converges to δh in H
1
0 (Ω), there exists a subsequence, denoted in the same
way, such that yk−ytk → δh a.a. in Ω, which together with [24, Lem. 3.5] yields
max(0, yk)−max(0, y)
tk
−max ′(y; δh)→ 0 a.a. in Ω.
The Lebesgue dominated convergence theorem then implies that max(0,yk)−max(0,y)tk −
max ′(y; δh)→ 0 in Ls(Ω) for all s ≥ 1, in particular for s = 2. Since hk ⇀ h in L2(Ω)
and L2(Ω) bW−1,p(Ω) for some p > N , hk → h strongly in W−1,p(Ω) and thus
hk − h−
(
max(0, yk)−max(0, y)
tk
−max ′(y; δh)
)
→ 0 strongly in W−1,p(Ω).
The Stampacchia Theorem thus yields yk−ytk − δh → 0 in L∞(Ω), which together with
a subsequence-subsequence argument gives the C(Ω)-strong convergence in (3.2).
Ad (iii): Let u, h ∈ L2(Ω) be arbitrary such that h ≥ 0 a.a. in Ω. Setting y := S(u)
and δh := S
′(u;h), and testing (3.3) by δ−h , we have
−‖∇δ−h ‖2L2(Ω) − ‖1{y>0}δ−h ‖2L2(Ω) =
∫
Ω
hδ−h dx ≥ 0.
This implies that δ−h = 0 a.a. in Ω, i.e., δh ≥ 0 a.a. in Ω.
Ad (iv): Take u ∈ L2(Ω) and hn ⇀ h in L2(Ω) and set δn := S′(u;hn), δ := S′(u;h).
6
Subtracting the equations for δn and δ yields{
−∆(δn − δ) +
[
1{yu>0} + 1{yu=0,δ>0}
]
(δn − δ) = ξn in Ω,
δn − δ = 0 on ∂Ω
(3.5)
with ξn := hn−h+1{yu=0}
(−1{δn>0} + 1{δ>0}) δn and yu := S(u). Moreover, we have
for a.a. in Ω that(−1{δn>0} + 1{δ>0}) = (−1{δn>0,δ≤0} + 1{δ>0,δn≤0})
and thus that(−1{δn>0} + 1{δ>0}) δn(δn − δ)+ = −1{δn>0,δ≤0}δn(δn − δ)+ ≤ 0
for a.a. in Ω. Testing (3.5) by (δn − δ)+ and applying the Cauchy–Schwarz inequality
thus gives
‖∇(δn − δ)+‖2L2(Ω) ≤ ‖hn − h‖H−1(Ω)‖(δn − δ)+‖H10 (Ω),
which, in association with the Poincare´ inequality, yields
‖(δn − δ)+‖H10 (Ω) ≤ C‖hn − h‖H−1(Ω)
for some constant C not depending on n. Similarly, there holds
‖(δ − δn)+‖H10 (Ω) ≤ C‖h− hn‖H−1(Ω).
We then have
‖δn − δ‖H10 (Ω) ≤ C‖hn − h‖H−1(Ω). (3.6)
On the other hand, since L2(Ω) b W−1,p(Ω) for some p > N , the right-hand side of
(3.5) belongs to W−1,p(Ω). The Stampacchia Theorem then implies that
‖δn − δ‖L∞(Ω) ≤ C
(‖hn − h‖W−1,p(Ω) + ‖1{yu=0} (−1{δn>0} + 1{δ>0}) δn‖W−1,p(Ω)) .
A simple computation yields∣∣(−1{δn>0} + 1{δ>0}) δn∣∣ ≤ 1{δn>0,δ≤0}|δn|+ 1{δ>0,δn≤0}|δn|
≤ (1{δn>0,δ≤0} + 1{δ>0,δn≤0}) |δn − δ|
and we therefore have
‖1{yu=0}
(−1{δn>0} + 1{δ>0}) δn‖W−1,p(Ω) ≤ C‖δn − δ‖W−1,p(Ω) ≤ C‖δn − δ‖L2(Ω).
There thus holds
‖δn − δ‖L∞(Ω) ≤ C
(‖hn − h‖W−1,p(Ω) + ‖δn − δ‖L2(Ω)) .
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Combining this with (3.6) produces
‖δn − δ‖L∞(Ω) ≤ C
(‖hn − h‖W−1,p(Ω) + ‖hn − h‖H−1(Ω)) .
From this and (3.6), we derive the desired convergence.
As a result of Proposition 3.1, the following corollary provides a precise characteri-
zation of points at which S is Gaˆteaux-differentiable.
Corollary 3.1 ([cf. 4, Cor. 2.3]). Let u be an arbitrary, but fixed point in L2(Ω).
Then, S : L2(Ω)→ H10 (Ω) ∩ C(Ω) is Gaˆteaux-differentiable in u if and only if
meas ({S(u) = 0}) = 0.
Proof. The proof of this result is similar to the one of [4, Cor. 2.3].
3.2. Characterization of Gaˆteaux-differentiability of j
In this subsection we shall derive the characterization of Gaˆteaux-differentiability of
the objective functional j that plays an important role in establishing the second-order
optimality conditions for (P).
We start by defining the solution operators of linear elliptic PDEs.
Definition 3.1. For a given χ ∈ L∞(Ω) satisfying χ ≥ 0 a.a. in Ω, we define the
operator Gχ ∈ L(L2(Ω), H10 (Ω) ∩ C(Ω)) as follows: for any h ∈ L2(Ω), z := Gχh is
the unique solution in H10 (Ω) ∩ C(Ω) to the linear elliptic PDE{−∆z + χz = h in Ω,
z = 0 on ∂Ω.
(3.7)
The following result precisely characterizes the Gaˆteaux-differentiable points where
the objective functional j is Gaˆteaux-differentiable.
Theorem 3.1 (Characterization of Gaˆteaux-differentiability of j). Let u be arbitrary,
but fixed in L2(Ω) and let p := G1{yu≥0}
(
L′y(·, yu)
)
with yu := S(u). Then the following
assertions are equivalent:
(i) j is Gaˆteaux-differentiable in u and
j′(u)h =
∫
Ω
(p+ νu)hdx (3.8)
for all h ∈ L2(Ω).
(ii) p vanishes a.a. on {yu = 0}, i.e.,
meas ({yu = 0} ∩ {p 6= 0}) = 0. (3.9)
Moreover, if (3.9) is fulfilled, then there holds
p = Gχ
(
L′y(·, yu)
)
(3.10)
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for all χ ∈ L∞(Ω) with χ(x) ∈ ∂C max(0, yu(x)) a.a. in x ∈ Ω.
Proof. Since S is directionally differentiable, so is j. For any u, h ∈ L2(Ω), setting
δh := S
′(u;h) and using a simple computation yields
j′(u;h) =
∫
Ω
(
L′y(x, yu)δh + νuh
)
dx.
Testing the equation for p by δh gives∫
Ω
(∇p · ∇δh + 1{yu≥0}pδh) dx = ∫
Ω
L′y(x, yu)δh dx.
Similarly, testing the equation for δh via p yields∫
Ω
(∇p · ∇δh + 1{yu>0}pδh + 1{yu=0}pδ+h ) dx = ∫
Ω
ph dx.
Subtracting the two above equations, we have∫
Ω
L′y(x, yu)δh dx =
∫
Ω
p
(
h− 1{yu=0}δ−h
)
dx,
which gives
j′(u;h) =
∫
Ω
(p+ νu)hdx+ T (h) (3.11)
with
T (h) := −
∫
Ω
1{yu=0}pδ
−
h dx. (3.12)
We now prove the equivalence of (i) and (ii).
⇐= ) Assume that (ii) is fulfilled. Then T (h) = 0 and thus j′(u;h) = ∫Ω(p+νu)hdx
according to (3.11). Consequently, j′(u;h) is linear in h and j is therefore Gaˆteaux-
differentiable in u. We hence derive (i).
=⇒ ) Assume that j is Gaˆteaux-differentiable in u. Then T is linear. We first show
that
meas ({yu = 0} ∩ {p > 0}) = 0. (3.13)
For this purpose, it suffices to consider the case meas{p > 0} > 0. Since L′y(·, yu) ∈
L2(Ω), p is continuous on Ω because of the regularity of solutions of (3.7). Accordingly,
the set {p > 0} is open and thus there exists a ϕ ∈ C∞(RN ) such that
ϕ|{p>0} > 0 and ϕ|RN\{p>0} = 0
([see 4, Lem. A.1]). Setting
h1 := −∆ϕ+ max ′(yu, ϕ) and h2 := −∆(−ϕ) + max ′(yu,−ϕ)
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yields h1 +h2 = 1{yu=0}ϕ ≥ 0. Putting δ := S′(u;h1 +h2) and applying the maximum
principle (see Proposition 3.1), we derive δ ≥ 0 a.a. in Ω. Obviously, T (h1) = 0 =
T (h1 + h2) and T (h2) = −
∫
Ω 1{yu=0}pϕdx. The linearity of T then implies that∫
Ω
1{yu=0}pϕ dx = 0,
which, together with the definition of ϕ, shows (3.13).
In the same way, we have
meas ({yu = 0} ∩ {p < 0}) = 0.
Combining this with (3.13) yields (3.9).
It remains to prove (3.10). To do this, take any χ ∈ L∞(Ω) such that χ(x) ∈
∂C max(0, yu(x)) a.a. x ∈ Ω. By virtue of (3.9), we have
1{yu≥0}p = χp a.a. in Ω.
We then derive (3.10) from Definition 3.1.
Remark 3.1. In the next section we shall see under an additional regularity of Ω
and the assumption α < 0 < β that the Gaˆteaux-differentiability characterization
(3.9) is fulfilled at any stationary control, i.e., the control that contents the optimality
conditions for (P); see Proposition 4.2 below. As a result, when considering (P) without
control constraints of the form α ≤ u ≤ β, the Gaˆteaux-differentiability of the objective
functional is always achieved at any stationary and thus the stationarity notions in the
Clarke-, Bouligand-, and strong senses are equivalent at these points (see Corollary 4.1
below).
4. Existence and first-order optimality conditions
This section is devoted to presenting the existence of global optimal controls and
the first-order optimality conditions for (P) that shall be exploited, in some certain
situations, to verify the Gaˆteaux-differentiability characterization (3.9). Conversely,
the optimality conditions will be relaxed due to the Gaˆteaux-differentiability of the
objective functional j.
We first rewrite the optimal control problem (P) in the form minu∈L2(Ω)j(u) =
∫
Ω
L(x, S(u)) dx+
ν
2
‖u‖2L2(Ω)
s.t. u ∈ Uad,
(P)
where the admissible set is defined by
Uad :=
{
L2(Ω) if α = −∞, β =∞,{
u ∈ L2(Ω) ∣∣α(x) ≤ u(x) ≤ β(x) for a.a. x ∈ Ω} if α, β ∈ L2(Ω).
Proposition 4.1. The optimal control problem (P) admits at least one global mini-
mizer u¯ ∈ Uad.
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Proof. The argument of the proof is standard for the case α, β ∈ L2(Ω); see, e.g., [22,
Thm. 3.1]. We thus only consider the situation that α = −∞ and β = ∞. Let {uk}
be a minimizing sequence for (P), i.e.,
lim
k→∞
j(uk) = inf(P).
In view of Assumption 2.1, there exist non-negative functions φ, ψ ∈ L1(Ω) such that
L(x, yu(x)) ≥ − (φ(x) + ψ(x)|yu(x)|)
for a.a. x ∈ Ω and for all u ∈ L2(Ω) with yu := S(u). Besides, there exists a constant
C > 0 independent of u such that
‖yu‖L∞(Ω) ≤ C‖u‖L2(Ω).
We thus have for any u ∈ L2(Ω) that
j(u) ≥ − (‖φ‖L1(Ω) + C‖ψ‖L1(Ω)‖u‖L2(Ω))+ ν2‖u‖2L2(Ω).
It then follows that inf(P) > −∞ and that
lim inf
k→∞
[
− (‖φ‖L1(Ω) + C‖ψ‖L1(Ω)‖uk‖L2(Ω))+ ν2‖uk‖2L2(Ω)] ≤ inf(P),
which yields the boundedness of a subsequence of {uk} in L2(Ω). A standard argument
then completes the proof.
Exploiting regularization and relaxation methods as in, e.g., [25], we derive the sta-
tionarity system for (P). The same approach to deal with the optimal control governed
by non-smooth PDEs was used in [26, 4, 24].
Theorem 4.1 ([4, Cor. 4.5 & Rem. 4.9]). Let u¯ be a local minimizer of (P). Then,
there exist an adjoint state p¯ ∈ H10 (Ω) ∩ C(Ω) and a multiplier χ¯ ∈ L∞(Ω) such that{
−∆p¯+ χ¯p¯ = L′y(x, y¯) in Ω,
p¯ = 0 on ∂Ω,
(4.1a)
χ¯(x) ∈ ∂C max(0, y¯(x)) a.a. x ∈ Ω, (4.1b)∫
Ω
(p¯+ νu¯) (u− u¯) dx ≥ 0 for all u ∈ Uad (4.1c)
with y¯ := S(u¯).
Proposition 4.2. Assume that Ω either is convex or has a C1,1-boundary and that
α(x) < 0 < β(x) for a.a. x ∈ Ω. Let u¯ ∈ Uad and p¯ ∈ L2(Ω) be arbitrary and satisfy
(4.1c). Then, there holds
meas ({y¯ = 0} ∩ {p¯ 6= 0}) = 0
with y¯ := S(u¯).
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Proof. It is sufficient to show that
p¯ = 0 a.a. on {y¯ = 0}. (4.2)
To do this, we first employ the regularity of the domain Ω to derive the H2(Ω)-
regularity of y¯. From this and the behavior of derivatives on level sets; see, e.g., [27,
Lem. 4.1], we have that u¯ := −∆y¯+max(0, y¯) always vanishes a.a. on the set {y¯ = 0}.
This, (4.1c), and the assumption that α(x) < 0 < β(x) for a.a. x ∈ Ω imply that p¯
vanishes a.a. in {u¯ = 0} and thus (4.2).
The stationarity system (4.1) is relaxed when the objective functional is Gaˆteaux-
differentiable at the local minimizer.
Theorem 4.2 (relaxed optimality system). Let u¯ be a local minimizer of (P) and y¯
be the corresponding state. Assume that j is Gaˆteaux-differentiable in u¯. Then, there
exists an adjoint state p¯ ∈ H10 (Ω) ∩ C(Ω) satisfying{
−∆p¯+ χp¯ = L′y(x, y¯) in Ω,
p¯ = 0 on ∂Ω,
(4.3a)∫
Ω
(p¯+ νu¯) (u− u¯) dx ≥ 0 for all u ∈ Uad (4.3b)
for all χ ∈ L∞(Ω) with χ(x) ∈ ∂C max(0, y¯(x)) a.a. x ∈ Ω. Moreover, there holds
meas ({y¯ = 0} ∩ {p¯ 6= 0}) = 0. (GA)
Proof. Setting p¯ := G1{y¯≥0}(L
′
y(·, y¯)) and applying Theorem 3.1, we have for all h ∈
L2(Ω) that
j′(u¯)h =
∫
Ω
(p¯+ νu¯)hdx
and p¯ satisfies (GA). Let u be an arbitrary point in Uad. Since u¯ is a local optimal
solution of (P), there holds
j(u¯+ t(u− u¯))− j(u¯)
t
≥ 0
for all t > 0 small enough. Letting t→ 0+ yields j′(u¯)(u− u¯) ≥ 0, which is identical to
(4.3b). Finally, (4.3a) follows from the combination of the definition of p¯ and (3.10).
A feasible point u¯ ∈ Uad is said to be a C-stationary if there exist an adjoint state p¯ ∈
H10 (Ω) ∩ C(Ω) and a multiplier χ ∈ L∞(Ω) satisfying the optimality conditions (4.1).
The following result, which is a direct consequence of Proposition 4.2, Theorem 3.1,
and Theorem 4.2, presents the Gaˆteaux-differentiability of the objective functional at
any C-stationary and, as stated in [27, Cor. 5.4], the equivalence of some notions of
stationarity when considering (P) without control constraints.
Corollary 4.1 ((P) without control constraints). Assume that α = −∞ and β = ∞
a.a. in Ω and that Ω either is convex or has a C1,1-boundary. Then, the following
assertions hold:
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(i) The objective functional j is Gaˆteaux-differentiable in any C-stationary u¯.
(ii) If u¯ is a C-stationary, then p¯ := G1{y¯≥0}(L
′
y(·, y¯)) satisfies (4.3).
(iii) The notions of C-stationarity, purely primal stationarity in the sense of [4,
Prop. 4.10], and strong stationarity in the sense of [4, Thm. 4.12] are identical.
5. Second-order optimality conditions
Our main goal in this paper is to derive second-order necessary and sufficient opti-
mality conditions in terms of a non-smooth curvature functional that characterizes
the generalized curvature of the objective functional j in critical directions. A similar
approach was pursued in [28, 15].
Throughout this section, let u¯ be an arbitrary, but fixed feasible control in Uad and
let y¯ := S(u¯). Define
p¯ := G1{y¯≥0}
(
L′y(·, y¯)
)
and d¯ := p¯+ νu¯. (5.1)
5.1. Non-smooth curvature functional
Before establishing the non-smooth curvature functional of j we need some additional
notation.
For any t > 0 and h ∈ L2(Ω), we define
ζ(u¯; t, h) := S(u¯+ th)
(
1{y¯≥0} − 1{S(u¯+th)≥0}
)
. (5.2)
We then define for {tn} ∈ c+0 , h ∈ L2(Ω), and {hn} ⊂ L2(Ω), the extended numbers
Q(u¯, p¯; {tn}, {hn}) := lim inf
n→∞
1
t2n
∫
Ω
p¯ζ(u¯; tn, hn) dx (5.3)
and
Q˜(u¯, p¯;h) := inf
{
Q(u¯, p¯; {tn}, {h}) | {tn} ∈ c+0
}
(5.4)
with {h} denoting the constant sequence hn ≡ h for all n ≥ 1.
Definition 5.1. The non-smooth curvature functional Q of j at (u¯, p¯) is defined as
an extended mapping from L2(Ω) to [−∞,∞] by
Q(u¯, p¯;h) :=
1
2
∫
Ω
[
L′′yy(x, y¯)
(
S′(u¯;h)
)2
+ νh2
]
dx+ Q˜(u¯, p¯;h) (5.5)
for h ∈ L2(Ω).
The term Q˜ plays an important role in the non-smooth curvature functional of
j and, as seen in Section 5.2 below, it significantly contributes to deriving the no-
gap theory of second-order necessary and sufficient conditions. In the rest of this
subsection, we provide some required properties of Q˜. For this purpose, we need the
following assumption on the structure of the ’almost’ active sets.
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Assumption 5.1. There exists a positive constant cs that satisfies
meas ({0 < |y¯| < ε}) ≤ csε (SA)
for all ε ∈ (0, 1).
The assumption (SA) does not require that the active set {y¯ = 0} has measure
zero; see Example 5.1 below. The control-to-state mapping S is thus not Gaˆteaux-
differentiable in u¯ in general due to Corollary 3.1. A condition that is the same as
(SA) but imposed on an adjoint state was employed in [18] to derive error estimates
with respect to the regularization parameter for an elliptic optimal control problem.
Such a condition was also used in [20] to deal with the parameter choice rule for the
Tikhonov regularization parameter depending on a posteriori computable quantities.
In [21], a more general version of (SA) was exploited to show the a priori error estimates
for the approximation of elliptic control problems.
Example 5.1. Let Ω be a unique ball in R2, that is, Ω := {(x1, x2) ∈ R2 | x21 +
x22 < 1}. Then y¯ := 1{x21+x22< 12}
(
1
2 − x21 − x22
) ∈ H10 (Ω) ∩ C(Ω) satisfies the structural
assumption (SA).
Lemma 5.1. Assume that (GA) and (SA) are fulfilled. Then, for any h ∈ L2(Ω),
there holds ∣∣∣Q˜(u¯, p¯;h)∣∣∣ ≤ cs‖p¯‖L∞(Ω)‖S′(u¯;h)‖2L∞(Ω).
Proof. We now show for any {tn} ∈ c+0 that∣∣Q(u¯, p¯; {tn}, {h})∣∣ ≤ cs‖p¯‖L∞(Ω)‖S′(u¯;h)‖2L∞(Ω), (5.6)
which, together with the definition of Q˜, yields the desired conclusion. To this target,
setting yn := S(u¯ + tnh), we have yn → y¯ in H10 (Ω) ∩ C(Ω). Put εn := ‖yn − y¯‖C(Ω)
and define the measurable functions
Tn := yn
(
1{y¯>0,yn<0} − 1{yn>0,y¯<0}
)
.
Obviously, there holds
0 ≥ Tn ≥ (yn − y¯)
(
1{y¯>0,yn<0} − 1{yn>0,y¯<0}
)
for a.a. in Ω. A simple computing gives
{y¯ > 0, yn < 0} ⊂ {0 < y¯ < y¯ − yn} ⊂ {0 < y¯ < εn}
and
{y¯ < 0, yn > 0} ⊂ {y¯ − yn < y¯ < 0} ⊂ {−εn < y¯ < 0}.
We therefore derive
{y¯ > 0, yn < 0} ∪ {y¯ < 0, yn > 0} ⊂ {0 < |y¯| < εn} (5.7)
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and
0 ≥ Tn ≥ −|yn − y¯|1{0<|y¯|<εn}.
Since εn → 0+, there exists an integer n0 ∈ N such that εn ∈ (0, 1) for all n ≥ n0. The
structural assumption (SA) then yields
‖Tn‖L1(Ω) ≤ csε2n for all n ≥ n0. (5.8)
Besides, the assumption (GA) implies that
p¯ζ(u¯; tn, h) = p¯yn
(
1{y¯≥0} − 1{yn≥0}
)
= p¯yn
(
1{y¯≥0,yn<0} − 1{yn≥0,y¯<0}
)
= p¯yn
(
1{y¯>0,yn<0} − 1{yn>0,y¯<0}
)
(5.9)
for a.a. in Ω and thus that ∫
Ω
p¯ζ(u¯; tn, h) dx =
∫
Ω
p¯Tn dx.
This, along with (5.8), gives∣∣∣∣∫
Ω
p¯ζ(u¯; tn, h) dx
∣∣∣∣ ≤ cs‖p¯‖L∞(Ω)ε2n
for all n ≥ n0. We then derive (5.6) from the definition of Q and Proposition 3.1.
Importantly, Q˜ is positively homogeneous of degree 2 in h and so is Q.
Lemma 5.2. Under the assumptions (GA) and (SA), there hold
Q˜(u¯, p¯; th) = t2Q˜(u¯, p¯;h)
and
Q(u¯, p¯; th) = t2Q(u¯, p¯;h)
for all h ∈ L2(Ω) and t > 0.
Proof. Taking h ∈ L2(Ω), {tn} ∈ c+0 , and t > 0 arbitrarily, we observe from (5.2)
that
ζ(u¯; tn, th) = ζ(u¯; ttn, h).
We then have from the definition of Q that
Q(u¯, p¯; {tn}, {th}) = t2Q(u¯, p¯; {ttn}, {h}).
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There thus holds that
Q˜(u¯, p¯; th) = inf
{
Q(u¯, p¯; {tn}, {th}) | {tn} ∈ c+0
}
= inf
{
t2Q(u¯, p¯; {ttn}, {h}) | {tn} ∈ c+0
}
= t2 inf
{
Q(u¯, p¯; {rn}, {h}) | {rn} ∈ c+0
}
(by setting rn := ttn)
= t2Q˜(u¯, p¯;h),
which shows the positive homogeneity of degree 2 in h of Q˜. This and the positive
homogeneity of S′(u¯; ·) imply the desired property of Q.
Lemma 5.3. Assume that (GA) and (SA) are satisfied. Then, for any sequences
{tn} ∈ c+0 and {hn}, {vn} ⊂ L2(Ω) such that hn ⇀ h and vn ⇀ h in L2(Ω) for some
h ∈ L2(Ω), one has
lim
n→∞
1
t2n
∫
Ω
p¯ [ζ(u¯; tn, hn)− ζ(u¯; tn, vn)] dx = 0 (5.10)
and, in particular,
Q(u¯, p¯; {tn}, {hn}) = Q(u¯, p¯; {tn}, {h}) ≥ Q˜(u¯, p¯;h). (5.11)
Proof. It suffices to prove (5.10). To do this, we set yn := S(u¯ + tnhn), zn :=
S(u¯ + tnvn) and εn := ‖yn − y¯‖C(Ω), κn := ‖zn − y¯‖C(Ω). Obviously, we see from
Proposition 3.1 that
εn, κn → 0+ and
‖yn − zn‖C(Ω)
tn
→ 0, (5.12)
as well as
0 ≤ εn
tn
,
κn
tn
≤ C (5.13)
for all n ≥ 1 and for some constant C independent of n. Analogous to (5.9), we have
p¯ζ(u¯; tn, hn) = p¯yn
(
1{y¯>0,yn<0} − 1{yn>0,y¯<0}
)
and
p¯ζ(u¯; tn, vn) = p¯zn
(
1{y¯>0,zn<0} − 1{zn>0,y¯<0}
)
for a.a. in Ω and for all n ≥ 1. Subtracting these identities yields
p¯ [ζ(u¯; tn, hn)− ζ(u¯; tn, vn)] = p¯(An +Bn) (5.14)
for a.a. in Ω and for all n ≥ 1. Here
An := (yn − zn)
(
1{y¯>0,yn<0} − 1{yn>0,y¯<0}
)
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and
Bn := zn1{y¯>0}
[
1{yn<0} − 1{zn<0}
]− zn1{y¯<0} [1{yn>0} − 1{zn>0}] .
Similar to (5.7), there hold
{y¯ > 0, yn < 0} ∪ {yn > 0, y¯ < 0} ⊂ {0 < |y¯| < εn}
and, consequently,
|An| ≤ |yn − zn|1{0<|y¯|<εn}.
Applying the structural assumption (SA) yields
‖An‖L1(Ω) ≤ cs‖yn − zn‖C(Ω)εn (5.15)
for all n large enough. On the other hand, Bn can be rewritten in the form
Bn := zn1{y¯>0}
[
1{yn<0,zn≥0} − 1{zn<0,yn≥0}
]−zn1{y¯<0} [1{yn>0,zn≤0} − 1{zn>0,yn≤0}] .
For a.a. x ∈ {y¯ > 0} ∩ {yn < 0, zn ≥ 0}, we have
0 ≤ zn(x) ≤ |zn(x)− yn(x)| and 0 < y¯(x) ≤ y¯(x)− yn(x) ≤ εn
and therefore
0 ≤ zn1{y¯>0}1{yn<0,zn≥0} ≤ |yn − zn|1{0<y¯≤εn}.
Similarly, there hold
0 ≤ −zn1{y¯>0}1{yn≥0,zn<0} ≤ |yn − zn|1{0<y¯≤κn},
0 ≤ −zn1{y¯<0}1{yn>0,zn≤0} ≤ |yn − zn|1{−εn≤y¯<0},
and
0 ≤ zn1{y¯<0}1{zn>0,yn≤0} ≤ |yn − zn|1{−κn≤y¯<0}.
These above estimates give
|Bn| ≤ |yn − zn|1{0<|y¯|≤max(εn,κn)},
which, together with (SA), yields
‖Bn‖L1(Ω) ≤ cs‖yn − zn‖C(Ω) max(εn, κn) (5.16)
for all n sufficiently large. Combing (5.14) with (5.15) and (5.16) gives∣∣∣∣∫
Ω
p¯ [ζ(u¯; tn, hn)− ζ(u¯; tn, vn)] dx
∣∣∣∣ ≤ 2cs‖p¯‖L∞(Ω)‖yn − zn‖C(Ω) max(εn, κn).
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From this, (5.12), and (5.13), we derive (5.10).
We now can employ (5.11) to prove the weak lower semi-continuity in h of Q˜.
Proposition 5.1. If (GA) and (SA) are satisfied, then for any hn ⇀ h in L
2(Ω),
Q˜(u¯, p¯;h) ≤ lim inf
n→∞ Q˜(u¯, p¯;hn).
Proof. The proof is similar to that in [16, Prop. 5.6] with some slight modifications.
For the convenience of the reader, we present here the detailed arguments. Take {hn} ⊂
L2(Ω) arbitrarily such that hn ⇀ h in L
2(Ω). Fixing n ∈ N and exploiting the definition
(5.4) yields that sequences {tkj (hn)}j,k∈N ⊂ c+0 exist and content
tkj (hn)→ 0+ as j →∞ for all k ∈ N (5.17)
and
Q˜(u¯, p¯;hn) = lim
k→∞
Q(u¯, p¯; {tkj (hn)}j∈N, {hn}j∈N).
This leads to the existence of a kn ≥ n such that
Q˜(u¯, p¯;hn)−Q(u¯, p¯; {tknj (hn)}j∈N, {hn}j∈N) > −
1
n
. (5.18)
From (5.17), there is a jn ∈ N such that
0 < tknj (hn) <
1
n
for all j ≥ jn. (5.19)
Moreover, by virtue of (5.3), a subsequence {tknjq (hn)}q∈N of {tknj (hn)}j∈N exists and
satisfies
Q(u¯, p¯; {tknj (hn)}j∈N, {hn}j∈N) = limq→∞
1
(tknjq (hn))
2
∫
Ω
p¯ζ(u¯; tknjq (hn), hn) dx.
An integer qn ∈ N therefore exists such that jqn ≥ jn and
Q(u¯, p¯; {tknj (hn)}j∈N, {hn}j∈N)−
1
r2n
∫
Ω
p¯ζ(u¯; rn, hn) dx > − 1
n
(5.20)
with rn := t
kn
jqn
(hn). Besides, we see from (5.19) that rn → 0+ as n → ∞ and so
{rn}n∈N ∈ c+0 . Furthermore, adding (5.18) and (5.20) yields that
Q˜(u¯, p¯;hn)− 1
r2n
∫
Ω
p¯ζ(u¯; rn, hn) dx > − 2
n
.
We now take the limit inferior to derive
lim inf
n→∞ Q˜(u¯, p¯;hn) ≥ lim infn→∞
1
r2n
∫
Ω
p¯ζ(u¯; rn, hn) dx =: Q(u¯, p¯; {rn}, {hn})
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which, in cooperation with (5.11), yields the claim.
The weak lower semi-continuity of Q˜ leads to the same property of the non-smooth
curvature functional Q.
Corollary 5.1. Under the assumptions of Proposition 5.1, Q(u¯, p¯; ·) is weakly lower
semi-continuous as a functional on L2(Ω).
Proof. The desired conclusion follows directly from Proposition 5.1, assertion (iv) in
Proposition 3.1, and the weak lower semi-continuity of the norm in L2(Ω).
5.2. Second-order conditions
We start this subsection with a second-order Taylor-type expansion.
Lemma 5.4. For any u ∈ L2(Ω) and yu := S(u), there holds for any t > 0 that
j(u)− j(u¯) =
∫
Ω
∫ 1
0
(1− s)L′′yy(x, y¯ + s(yu − y¯))(yu − y¯)2 ds dx
+
ν
2
‖u− u¯‖2L2(Ω) +
∫
Ω
d¯(u− u¯) dx+
∫
Ω
p¯ζ
(
u¯; t,
u− u¯
t
)
dx, (5.21)
where p¯ and d¯ are defined in (5.1).
Proof. Exploiting a Taylor expansion yields
j(u)− j(u¯) =
∫
Ω
[L(x, yu)− L(x, y¯)] dx+ ν
2
∫
Ω
(u2 − u¯2) dx
=
∫
Ω
L′y(x, y¯)(yu − y¯) dx+ ν
∫
Ω
(u− u¯) u¯dx+ ν
2
‖u− u¯‖2L2(Ω)
+
∫
Ω
∫ 1
0
(1− s)L′′yy(x, y¯ + s(yu − y¯))(yu − y¯)2 ds dx
=
∫
Ω
L′y(x, y¯)(yu − y¯) dx−
∫
Ω
p¯ (u− u¯) dx+
∫
Ω
d¯(u− u¯) dx
+
∫
Ω
∫ 1
0
(1− s)L′′yy(x, y¯ + s(yu − y¯))(yu − y¯)2 dsdx+
ν
2
‖u− u¯‖2L2(Ω), (5.22)
where we have just used (5.1) to derive the last equality. Testing now the state equa-
tions for yu and y¯ by p¯ and then subtracting the obtained results gives∫
Ω
p¯(u− u¯) dx =
∫
Ω
∇(yu − y¯) · ∇p¯+ p¯ [max(0, yu)−max(0, y¯)] dx.
Since p¯ = G1{y¯≥0}
(
L′y(x, y¯)
)
, there holds∫
Ω
L′y(x, y¯)(yu − y¯) dx =
∫
Ω
∇(yu − y¯) · ∇p¯+ 1{y¯≥0}p¯(yu − y¯) dx.
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It then follows that∫
Ω
L′y(x, y¯)(yu − y¯) dx−
∫
Ω
p¯ (u− u¯) dx
=
∫
Ω
p¯
[
1{y¯≥0}(yu − y¯)−max(0, yu) + max(0, y¯)
]
dx
=
∫
Ω
p¯yu
[
1{y¯≥0} − 1{yu≥0}
]
dx
=
∫
Ω
p¯ζ
(
u¯; t,
u− u¯
t
)
dx,
where the last equality has been derived using (5.2). Inserting this equality into (5.22),
we arrive at the desired conclusion.
We finally recall the following basic notion standard in the study of second-order
conditions for optimal problem with control constraints; see, e.g.,[29, 30]. Let K be a
closed subset in L2(Ω) and let z ∈ K be arbitrary. The symbols
R(K; z) := {h ∈ L2(Ω) ∣∣ ∃t¯ > 0 s.t. z + th ∈ K ∀t ∈ [0, t¯]} ,
T (K; z) := {h ∈ L2(Ω) ∣∣ ∃tn → 0+, hn → h in L2(Ω) s.t. z + tnhn ∈ K ∀n ∈ N} ,
and
N (K; z) :=
{
w ∈ L2(Ω)
∣∣∣∣ ∫
Ω
w(x)h(x) dx ≤ 0 ∀h ∈ T (K; z)
}
stand, respectively, for the radial, contingent (Bouligand) tangent, and normal cones
to K at z. If K is convex, then
T (K; z) = cl2 [R(K; z)] ,
where cl2(M) denotes the closure of a set M in L
2(Ω); see, e.g., [29, 31]. For any
w ∈ L2(Ω), by w⊥ we denote the annihilator of w, i.e.,
w⊥ :=
{
v ∈ L2(Ω)
∣∣∣∣ ∫
Ω
w(x)v(x) dx = 0
}
.
Moreover, the set K is said to be polyhedric at z ∈ K if for any w ∈ N (K; z), there
holds
cl2
[
R(K; z) ∩ (w⊥)
]
= T (K; z) ∩ (w⊥).
We say the set K polyhedric if it is polyhedric at each point z ∈ K.
The following result stating the polyhedricity of the feasible set Uad shall be em-
ployed to prove the second-order necessary optimality conditions for (P).
Lemma 5.5. The admissible set Uad is polyhedric.
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Proof. For the case α = −∞ and β = ∞ a.a. in Ω, we obviously have Uad = L2(Ω)
and thus Uad is polyhedric. On the other hand, for the case α, β ∈ L2(Ω), the set Uad
is also polyhedric due to, for example, [30, Lem. 4.13].
We are now ready to prove the following two theorems, which are the main results
of the paper and provide a no-gap theory of second-order necessary and sufficient
conditions in terms of the curvature functional Q defined in Definition 5.1.
Theorem 5.1 (second-order necessary optimality condition). Assume that u¯ is a
local minimizer of (P) and that j is Gaˆteaux-differentiable in u¯. Assume further
that y¯ := S(u¯) satisfies the structural assumption (SA). Then the adjoint state
p¯ := G1{y¯≥0}
(
L′y(·, y¯)
) ∈ H10 (Ω) ∩ C(Ω) contents (4.3) and (GA) is fulfilled. More-
over, the following second-order necessary optimality condition holds:
Q(u¯, p¯;h) ≥ 0 for all h ∈ C(Uad; u¯). (5.23)
Here the critical cone C(Uad; u¯) is defined via
C(Uad; u¯) :=
h ∈ L2(Ω)
∣∣∣∣∣∣∣h(x)

≥ 0 if u¯(x) = α(x)
≤ 0 if u¯(x) = β(x)
= 0 if d¯(x) 6= 0
a.a. x ∈ Ω

with d¯ given in (5.1).
Proof. Since j is Gaˆteaux-differentiable at u¯, y¯ satisfies (GA) due to Theorem 3.1.
As a result of Theorem 4.2, p¯ := G1{y¯≥0}
(
L′y(·, y¯)
) ∈ H10 (Ω) ∩ C(Ω) contents (4.3). It
remains to prove (5.23). For this purpose, let h ∈ C(Uad; u¯) and {tn} ∈ c+0 be arbitrary
but fixed. It suffices to show that
1
2
∫
Ω
[
L′′yy(x, y¯)
(
S′(u¯;h)
)2
+ νh2
]
dx+Q(u¯, p¯; {tn}, {h}) ≥ 0. (5.24)
In order to get (5.24), we first have from (5.3) that a subsequence {tnk} of {tn} exists
and satisfies
Q(u¯, p¯; {tn}, {h}) = lim
k→∞
1
t2nk
∫
Ω
p¯ζ(u¯; tnk , h) dx. (5.25)
Thanks to [30, Lem. 4.11], the critical cone can be expressed via
C(Uad; u¯) = T (Uad; u¯) ∩ (d¯⊥). (5.26)
The polyhedricity of Uad; see Lemma 5.5, implies the existence of sequences {hm} ⊂
L2(Ω), {qm} ⊂ Uad, and {λm} ⊂ (0,∞) satisfying
hm → h in L2(Ω), hm = qm − u¯
λm
, and hm ∈ d¯⊥ for all m ∈ N.
Since tnk → 0+ as k →∞, a subsequence, denoted by {rm}, of {tnk} exists such that
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0 < rm ≤ λm for all m ∈ N. From this and the convexity of Uad, we have
u¯+ rmhm =
(
1− rm
λm
)
u¯+
rm
λm
qm ∈ Uad for all m ∈ N,
which gives
1
r2m
(j(u¯+ rmhm)− j(u¯)) ≥ 0
for all m ∈ N sufficiently large. We then derive from Lemma 5.4 and the fact hm ∈ d¯⊥
that
1
r2m
∫
Ω
∫ 1
0
(1− s)L′′yy(x, y¯ + s(ym − y¯))(ym − y¯)2 ds dx
+
ν
2
‖hm‖2L2(Ω) +
1
r2m
∫
Ω
p¯ζ (u¯; rm, hm) dx ≥ 0
with ym := S(u¯+rmhm). Taking the limit inferior and exploiting the fact that hm → h
in L2(Ω), we can conclude from Proposition 3.1, the Lebesgue dominated convergence
theorem, and the definition of Q that
1
2
∫
Ω
L′′yy(x, y¯)[S
′(u¯;h)]2 dx+
ν
2
‖h‖2L2(Ω) +Q(u¯, p¯; {rm}, {hm}) ≥ 0.
Besides, we have Q(u¯, p¯; {rm}, {hm}) = Q(u¯, p¯; {rm}, {h}) by virtue of Lemma 5.3.
Moreover, since {rm} is a subsequence of {tnk}, we deduce
Q(u¯, p¯; {rm}, {h}) = Q(u¯, p¯; {tn}, {h})
from (5.25). We then derive Q(u¯, p¯; {rm}, {hm}) = Q(u¯, p¯; {tn}, {h}), which finally
yields (5.24).
Theorem 5.2 (second-order sufficient optimality conditions). Assume that u¯ is an
admissible point of (P) such that y¯ := S(u¯) satisfies the structural assumption (SA).
Assume further that there exists an adjoint state p¯ ∈ H10 (Ω)∩C(Ω) that together with
u¯, y¯ contents (4.3) and (GA) as well as
Q(u¯, p¯;h) > 0 for all h ∈ C(Uad; u¯) \ {0}. (5.27)
Then constants c, ρ > 0 exist and satisfy
j(u¯) + c‖u− u¯‖2L2(Ω) ≤ j(u) for all u ∈ Uad ∩BL2(Ω)(u¯, ρ). (5.28)
In particular, u¯ is a strict local minimizer of (P).
Proof. We first observe from (GA) and (3.10) that p¯ = G1{y¯≥0}
(
L′y(·, y¯)
)
. We now
prove the theorem by a contradiction argument. Suppose the claim was false. Then
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there exists a sequence {un} ⊂ Uad that contents
‖un − u¯‖L2(Ω) <
1
n
and j(u¯) +
1
n
‖un − u¯‖2L2(Ω) > j(un), n ∈ N. (5.29)
We put tn := ‖un− u¯‖L2(Ω) and hn := un−u¯tn and thus have ‖hn‖L2(Ω) = 1 and tn ∈ c+0 .
A subsequence of {hn}, also denoted in the same way, exists and satisfies hn ⇀ h in
L2(Ω) for some h ∈ L2(Ω). Since Uad is convex, one has T (Uad; u¯) = cl2(R(Uad; u¯))
and therefore T (Uad; u¯) is weakly closed in L2(Ω). Since hn ∈ R(Uad; u¯) ⊂ T (Uad; u¯)
and hn ⇀ h in L
2(Ω), h ∈ T (Uad; u¯). On the other hand, we deduce from (GA)
and Theorem 3.1 that j is Gaˆteaux-differentiable in u¯. This, together with the last
inequality in (5.29), implies, for n large enough, that
j′(u¯)(un − u¯) + o(tn) < 1
n
t2n.
Dividing the above estimate by tn and then passing to the limit yields j
′(u¯)h ≤ 0.
(3.8) and the definition of d¯ then give∫
Ω
d¯hdx ≤ 0.
This, in cooperation with (4.3b), implies that
∫
Ω d¯hdx = 0. Hence, there holds that
h ∈ d¯⊥ ∩ T (Uad; u¯) and so h ∈ C(Uad; u¯) according to (5.26).
We now derive a contradiction and thus complete the proof. In fact, from the last
inequality in (5.29), we have
1
t2n
[j(un)− j(u¯)] < 1
n
.
From this, (4.3b) and Lemma 5.4, there holds
1
n
>
1
t2n
∫
Ω
∫ 1
0
(1− s)L′′yy(x, y¯ + s(yn − y¯))(yn − y¯)2 ds dx
+
ν
2
‖hn‖2L2(Ω) +
1
t2n
∫
Ω
p¯ζ (u¯; tn, hn) dx
with yn := S(un). Taking the limit inferior, exploiting Proposition 3.1, and using that
hn ⇀ h in L
2(Ω), we arrive at
0 ≥ 1
2
∫
Ω
L′′yy(x, y¯)[S
′(u¯;h)]2 dx+
ν
2
‖h‖2L2(Ω) +Q(u¯, p¯; {tn}, {hn}) +
ν
2
(1− ‖h‖2L2(Ω)).
Exploiting (5.11) therefore gives
0 ≥ 1
2
∫
Ω
L′′yy(x, y¯)[S
′(u¯;h)]2 dx+
ν
2
‖h‖2L2(Ω) + Q˜(u¯, p¯;h) +
ν
2
(1− ‖h‖2L2(Ω)),
23
which is identical to
0 ≥ Q(u¯, p¯;h) + ν
2
(1− ‖h‖2L2(Ω)). (5.30)
Since ‖hn‖L2(Ω) = 1 and the norm in L2(Ω) is weakly lower semicontinuous, there
holds ‖h‖L2(Ω) ≤ 1. From this, (5.30), and (5.27), we have h = 0. Inserting h = 0 into
(5.30) yields
0 ≥ ν
2
> 0,
which is impossible.
We finish this section by stating an equivalent version of the sufficient second-order
optimality condition (5.27) that might be useful for estimating discretization errors
in finite element approximations. Its proof is similar to that of [16, Prop. 5.11] and is
thus omitted.
Proposition 5.2. Assume that u¯ is an admissible point of (P) such that y¯ := S(u¯)
contents the structural assumption (SA). Assume further that there exists an adjoint
state ϕ¯ ∈ H10 (Ω) ∩ C(Ω) that as well as u¯, y¯ satisfies (4.3) and (GA). Then, (5.27)
holds if and only if there exist constants c0, τ > 0 such that
Q(u¯, p¯;h) ≥ c0‖h‖2L2(Ω) for all h ∈ Cτ (Uad; u¯) (5.31)
for
Cτ (Uad; u¯) :=
h ∈ L2(Ω)
∣∣∣∣∣∣∣h(x)

≥ 0 if u¯(x) = α(x)
≤ 0 if u¯(x) = β(x)
= 0 if |d¯(x)| > τ
a.a. x ∈ Ω
 .
6. Conclusions
We have derived second-order optimality conditions for an optimal control problem
governed by a semilinear elliptic differential equation with the non-smooth max-
function nonlinearity. The Gaˆteaux-differentiability of the objective functional in any
control variable is precisely characterized by the vanishing of an adjoint state on the
active set, i.e., the set of all points at which the values of the corresponding state
coincide with the non-differentiability point of the max-function. Under the Gaˆteaux-
differentiability of the objective functional in the considered control and an assump-
tion on the structure of the ’almost’ active set, we define the non-smooth curvature
functional of the objective functional. A second-order Taylor-type expansion thus for-
mulates the necessary and sufficient optimality conditions. A no-gap theory of second-
order optimality conditions then follows. Finally, an equivalent formulation of the
second-order sufficient optimality condition that might be employed for discretization
error estimates is also obtained. Such estimates will be studied in a future work.
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Appendix A. Optimal control with a finitely PC2-nonlinearity
In this appendix, we show that the analysis in the previous sections can be carried
over to optimal control problem governed by a non-smooth semilinear elliptic PDE
with a finitely PC2-nonlinearity (continuous and C2 apart from finite many points).
For the definition of PCk-functions, 1 ≤ k ≤ ∞, we refer, e.g., to [32, Chap. 4] or [33,
Def. 2.19]; for the definition of countably as well as finitely PCk- functions, we refer
to [24, 16, 34].
We consider the following optimal control problem
min
u∈L2(Ω)
j(u) :=
∫
Ω
L(x, yu) dx+
ν
2
‖u‖2L2(Ω)
s.t. −∆yu + f(yu) = u in Ω, yu = 0 on ∂Ω,
α(x) ≤ u(x) ≤ β(x) a.e. x ∈ Ω,
(AP)
where all data satisfy Assumption 2.1 and the nonlinearity f : R→ R is finitely PC2
and defined by
f(t) =
K∑
i=0
1(τi,τi+1](t)fi(t) for all t ∈ R, (A1)
with −∞ =: τ0 < τ1 < · · · < τK < τK+1 := ∞ and finitely many C2 functions fi,
0 ≤ i ≤ K, that are monotonically increasing and satisfy
fi−1(τi) = fi(τi) for all 1 ≤ i ≤ K. (A2)
Here and in what follows, we use the convention (t,+∞] := (t,∞). By Ef we define
the exceptional set of all non-differentiability points of f , that is,
Ef := {τ1, τ2, . . . , τK} .
We set
σi := f
′
i−1(τi)− f ′i(τi) (A3)
for 1 ≤ i ≤ K. Minding (A1), these terms measure the jump of the derivative of f
in the singular points τi and will play a crucial part in the second-order optimality
conditions for (AP).
Obviously, f is directionally differentiable and its directional derivative is given by
f ′(t;h) =
K∑
i=0
1(τi,τi+1)(t)f
′
i(t)h+
K∑
i=1
1{τi}(t)
[
1(0,∞)(h)f ′i(τi)h+ 1(−∞,0)(h)f
′
i−1(τi)h
]
.
We now consider the non-smooth semilinear elliptic equation{−∆y + f(y) = u in Ω,
y = 0 on ∂Ω
(A4)
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for u ∈ L2(Ω). From [11, Thm. 4.7], we know that there exists a unique solution
yu ∈ H10 (Ω)∩C(Ω) with respect to u ∈ L2(Ω). With a little abuse of notation, we now
denote by S the solution operator of (A4) as a function from L2(Ω) to H10 (Ω)∩C(Ω).
Since L2(Ω) b W−1,p(Ω) for some p > N , S is weakly-strongly continuous; see, e.g.,
[22, Thm. 2.2].
Analogous to Proposition 3.1, we have the following properties of S.
Proposition A.1. The control-to-state mapping S : L2(Ω)→ H10 (Ω) ∩C(Ω), u 7→ y,
associated with the state equation (A4) satisfies the following assertions:
(i) S is Lipschitz continuous on bounded sets;
(ii) S is Hadamard directionally differentiable at any u ∈ L2(Ω) in any direction
h ∈ L2(Ω). Moreover, for any u, h ∈ L2(Ω), a S′(u;h) ∈ H10 (Ω) ∩ C(Ω) exists
and satisfies
S(u+ tkhk)− S(u)
tk
→ S′(u;h) strongly in H10 (Ω) ∩ C(Ω) (A5)
for any sequence {hk} ⊂ L2(Ω) such that hk ⇀ h in L2(Ω) and for any {tk} ⊂
c+0 . Furthermore, δh := S
′(u;h) uniquely solves{−∆δh + f ′(yu; δh) = h in Ω,
δh = 0 on ∂Ω
(A6)
with yu := S(u). Here with a little abuse of notation, we denote by f
′(yu; δh) the
superposition operator;
(iii) S′(u;h) contents the maximum principle, i.e.,
h ≥ 0 a.a. on Ω =⇒ S′(u;h) ≥ 0 a.a. on Ω;
(iv) S′(u; ·) is weakly-strongly continuous as function from L2(Ω) to H10 (Ω) ∩ C(Ω),
i.e.,
hn ⇀ h in L
2(Ω) =⇒ S′(u;hn)→ S′(u;h) in H10 (Ω) ∩ C(Ω).
Proof. Ad (i): The Lipschitz continuity on bounded sets of S follows from the same
property of f .
Ad (ii): It suffices to prove (A5). We first note that the H10 (Ω)-convergence in that
limit is shown by the same manner of that in [24, Thm. 3.9]; see also [26, Thm. 3.4].
We now sketch the arguments justifying the C(Ω)-convergence. Let hk ⇀ h in L
2(Ω),
u ∈ L2(Ω), and {tk} ∈ c+0 . Setting yk := S(u + tkhk) and y := S(u) and using a
standard argument, we can deduce that there exists a subsequence, denoted in the
same way, of {k} such that
yk − y
tk
→ δ in H10 (Ω) and
yk − y
tk
→ δ a.a. in Ω (A7)
with δ := S′(u;h). The last limit in (A7), in cooperation with [24, Lem. 3.5] and the
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Lebesgue dominated convergence theorem, implies that
f(yk)− f(y)
tk
− f ′(y; δ)→ 0 in Ls(Ω) (A8)
for all 1 ≤ s <∞. Moreover, yk, y and δ satisfy
−∆
(
yk − y
tk
− δ
)
= hk − h+
[
f(yk)− f(y)
tk
− f ′(y; δ)
]
in Ω,
yk − y
tk
− δ = 0 on ∂Ω.
The Stampacchia Theorem then yields
‖yk − y
tk
− δ‖L∞(Ω) ≤ C
[
‖hk − h‖W−1,p(Ω) + ‖
f(yk)− f(y)
tk
− f ′(y; δ)‖W−1,p(Ω)
]
for some p > N such that L2(Ω) b W−1,p(Ω). From this and (A8), the compact
embedding L2(Ω) bW−1,p(Ω) thus yields
yk − y
tk
→ δ in L∞(Ω).
The desired conclusion is then derived via a subsequence-subsequence argument.
Ad (iii): The proof of (iii) is analogous to that of assertion (iii) in Proposition 3.1.
Ad (iv): Let hk ⇀ h in L
2(Ω), u ∈ L2(Ω), and δk := S′(u, hk), δ := S(u;h). A
detailed computation gives{−∆ (δk − δ) +Ak = hk − h in Ω,
δk − δ = 0 on ∂Ω,
where Ak := A
1
k +A
2
k +A
3
k with
A1k :=
K∑
i=0
1{yu∈(τi,τi+1)}f
′
i(yu)(δk − δ),
A2k :=
K∑
i=1
1{yu=τi}
(
1{δk>0}δk − 1{δ>0}δ
)
f ′i(τi),
A3k :=
K∑
i=1
1{yu=τi}
(
1{δk<0}δk − 1{δ<0}δ
)
f ′i−1(τi)
with yu := S(u). Obviously, we have A
1
k(δk − δ)+ ≥ 0 a.a. in Ω. Writing
1{δk>0}δk − 1{δ>0}δ = 1{δk>0}(δk − δ) + δ
(
1{δk>0,δ≤0} − 1{δk≤0,δ>0}
)
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gives
A2k(δk − δ)+ =
K∑
i=1
1{yu=τi}
[
1{δk>0}(δk − δ)+2 + δ(δk − δ)+1{δk>0,δ≤0}
]
f ′i(τi)
≥
K∑
i=1
1{yu=τi}
[
1{δk>0}(δk − δ)+2 − (δk − δ)(δk − δ)+1{δk>0,δ≤0}
]
f ′i(τi) ≥ 0
a.a. in Ω. Similarly, A3k(δk − δ)+ ≥ 0 a.a. in Ω. Thus, testing the equation for δk − δ
by (δk − δ)+ and using a standard estimate, there holds
‖(δk − δ)+‖H10 (Ω) ≤ C‖hk − h‖H−1(Ω).
In the same manner, we have a similar estimate for (δ − δk)+. We therefore derive
‖δk − δ‖H10 (Ω) ≤ C‖hk − h‖H−1(Ω),
which gives the strong convergence in H10 (Ω) of δk to δ. Finally, we can derive the
C(Ω)-convergence from the Stampacchia Theorem.
Since the control-to-state mapping is directionally differentiable, is so the objec-
tive functional j. The following theorem provide a criterion by which j is Gaˆteaux-
differentiable.
Theorem A.1 (chacterization of Gaˆteaux-differentiability of j). Assume that σi, 1 ≤
i ≤ K, are either all positive or all negative. Then j is Gaˆteaux-differentiable in
u ∈ L2(Ω) if and only if
meas ({yu = Ef} ∩ {pu 6= 0}) = 0, (A9)
where yu := S(u), pu := Gχu
(
L′y(·, yu)
)
with
χu(x) :=

f ′(yu(x)) if yu(x) /∈ Ef ,
f ′i(yu(x)) if yu(x) = τi, σi > 0,
f ′i−1(yu(x)) if yu(x) = τi, σi < 0,
for a.a. x ∈ Ω, and Gχu defined in Definition 3.1. Morevover, if (A9) is fulfilled, then
there holds
pu := Gχ
(
L′y(·, yu)
)
for all functions χ such that χ(x) ∈ ∂Cf(yu(x)) a.a. x ∈ Ω.
Proof. We sketch the proof only. We can assume without loss of generality that σi > 0
for all 1 ≤ i ≤ K. A detailed computing gives
j′(u;h) =
∫
Ω
(pu + νu)hdx+ T (h),
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where T (h) :=
∑K
i=1 Ti(h) with
Ti(h) :=
∫
Ω
1{yu=τi}puδh
[
χu − 1{δh>0}f ′i(τi)− 1{δh<0}f ′i(τi−1)
]
dx
= σi
∫
Ω
1{yu=τi}1{δh<0}puδh dx
and δh := S
′(u;h). It is easily seen that j is Gaˆteaux-differentiable provided that (A9)
is valid.
We now show the converse implication. To this end, we fix i0 ∈ {1, 2, . . . ,K}. Since
yu and pu is continuous on Ω, {yu = τi}, 1 ≤ i ≤ K, are pairwise disjoint open sets
and {pu > 0} is open. There exist an open set Oi0 ⊂ RN and a smooth function
ϕ ∈ C∞(RN ) such that {yu = τi0} ⊂ Oi0 , ∪j 6=i0{yu = τj} ∩Oi0 = ∅, and
ϕ|{pu>0}∩Oi0 > 0 and ϕ|RN\({pu>0}∩Oi0) ≡ 0.
Defining
h1 := −∆ϕ+ f ′(yu;ϕ) and h2 := −∆(−ϕ) + f ′(yu;−ϕ)
yields h1 + h2 =
∑K
i=1 1{yu=τi}ϕ
(
1{ϕ>0} − 1{ϕ<0}
)
σi = σi01{yu=τi0}1{ϕ>0}ϕ ≥ 0 and
thus δh1+h2 := S
′(u;h1 + h2) ≥ 0. Obviously, T (h1) = 0 = T (h1 + h2), T (h2) =
Ti0(h2) = −σi0
∫
Ω 1{yu=τi0}1{ϕ>0}puϕdx ≤ 0. Since j is Gaˆteaux-differentiable in u, T
is linear and thus ∫
Ω
1{yu=τi0}1{ϕ>0}puϕdx = 0,
which, together the definition of ϕ, yields meas({yu = τi0}∩{pu > 0}) = 0. From this,
a standard argument completes the proof.
Similar to Theorem 4.2, we have the following relaxed optimality condition for (AP).
Theorem A.2 (relaxed optimality system). Let u¯ be a local minimizer of (AP) and
y¯ be the corresponding state. Assume that j is Gaˆteaux-differentiable in u¯. Then, there
exists an adjoint state p¯ ∈ H10 (Ω) ∩ C(Ω) satisfying{
−∆p¯+ χp¯ = L′y(x, y¯) in Ω,
p¯ = 0 on ∂Ω,
(A10a)∫
Ω
(p¯+ νu¯) (u− u¯) dx ≥ 0 for all u ∈ Uad, (A10b)
for all functions χ with χ(x) ∈ ∂Cf(y¯(x)) a.a. x ∈ Ω. Moreover, if, in addition, σi,
1 ≤ i ≤ K, are either all positive or all negative, then there holds
meas ({y¯ ∈ Ef} ∩ {p¯ 6= 0}) = 0. (EGA)
In the rest of the paper, let (u¯, y¯, p¯) be fixed and satisfy(A10) such that u¯ ∈ Uad
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and y¯ := S(u¯). We define
d¯ := p¯+ νu¯ and χ¯(x) := 1{y¯ /∈Ef}(x)f
′(y¯(x)) +
K∑
i=1
1{y¯=τi}(x)f
′
i(τi). (A11)
for a.a. x ∈ Ω. Obviously, we deduce from (A10a) that p¯ := Gχ¯
(
L′y(·, y¯)
)
.
Let δ > 0 be a fixed positive number such that δ < τi+1−τi2 for all 0 ≤ i ≤ K − 1.
With a little abuse of notation, we now denote by ζ the following function on Ω
ζ(u¯; t, h) =
K∑
i=1
σi(y(t, h)− τi)
[
1{y¯∈(τi,τi+1),y(t,h)∈(τi−δ,τi)} − 1{y¯∈(τi−1,τi),y(t,h)∈(τi,τi+δ)}
]
for any t > 0 and h ∈ L2(Ω) with y(t, h) := S(u¯+ th). We then define the functionals
Q and Q˜ as in (5.3) and (5.4), respectively.
Definition A.1. The non-smooth curvature functional Q of j at (u¯, p¯) is defined as
an extended mapping from L2(Ω) to [−∞,∞] and given by
Q(u¯, p¯;h) :=
1
2
∫
Ω
[
L′′yy(x, y¯)
(
S′(u¯;h)
)2
+ νh2
]
dx
−1
2
∫
Ω
1{y¯ /∈Ef}p¯f
′′
yy(y¯)
(
S′(u¯;h)
)2
dx+ Q˜(u¯, p¯;h) (A12)
for h ∈ L2(Ω).
If f is of class C2, then σi = 0 for all 1 ≤ i ≤ K and thus Q(u¯, p¯;h) = 12j′′(u¯)h2 [see
7, Thm. 2.3].
Similar to (SA), we need the following assumption.
Assumption A.1. There exists a positive constant cs that satisfies
meas ({0 < |y¯ − τi| < ε}) ≤ csε (ESA)
for all 1 ≤ i ≤ K and for all ε ∈ (0, 1).
Under (EGA) and (ESA), we can prove that Lemmas 5.1 to 5.3, and Proposition 5.1
remain valid.
In order to derive the second-order optimality conditions, we now provide the fol-
lowing second-order Taylor-type expansion of j in u¯. Its proof is analogous to that of
Lemma 5.4 and is thus skipped.
Lemma A.1. For any u ∈ L2(Ω) and yu := S(u), there holds
j(u)− j(u¯) =
∫
Ω
∫ 1
0
(1− s)L′′yy(x, y¯ + s(yu − y¯))(yu − y¯)2 ds dx
+
ν
2
‖u− u¯‖2L2(Ω) +
∫
Ω
d¯(u− u¯) dx+ r(yu),
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where
r(yu) :=
∫
Ω
p¯ [χ¯(yu − y¯)− f(yu) + f(y¯)] dx. (A13)
The crucial analysis is now the limit relevant to the term defined in (A13).
Lemma A.2. Assume that (EGA) and (ESA) are fulfilled. Then, for any hn ⇀ h in
L2(Ω) and {tn} ∈ c+0 , there holds
lim inf
n→∞
1
t2n
r(S(u¯+ tnhn)) = −1
2
∫
Ω
1{y¯ /∈Ef}p¯f
′′
yy(y¯)
(
S′(u¯;h)
)2
dx+Q(u¯, p¯; {tn}, {hn}).
Proof. We only sketch the proof. Setting yn := S(u¯+ tnhn) and employing (GA), we
can write
r(yn) =
K∑
i=0
∫
Ω
1{y¯∈(τi,τi+1)}p¯
[
f ′i(y¯)(yn − y¯)− f(yn) + fi(y¯)
]
dx =:
K∑
i=0
ri,n.
Since hn ⇀ h in L
2(Ω), yn → y¯ in C(Ω) and thus ‖yn− y¯‖C(Ω) < δ for n large enough.
For n sufficiently large, we have the decomposition
{y¯ ∈ (τi, τi+1)} = {y¯ ∈ (τi, τi+1), yn ∈ (τi − δ, τi]} ∪ {y¯ ∈ (τi, τi+1), yn ∈ (τi, τi+1)}
∪{y¯ ∈ (τi, τi+1), yn ∈ [τi+1, τi+1 + δ)} =: Ω1i,n ∪ Ω2i,n ∪ Ω3i,n.
Thus, ri,n, 1 ≤ i ≤ K, can be expressed as ri,n = r1i,n + r2i,n + r3i,n with
r1i,n :=
∫
Ω
1Ω1i,n
p¯
[
f ′i(y¯)(yn − y¯)− fi−1(yn) + fi(y¯)
]
dx,
r2i,n :=
∫
Ω
1Ω2i,n
p¯
[
f ′i(y¯)(yn − y¯)− fi(yn) + fi(y¯)
]
dx,
r3i,n :=
∫
Ω
1Ω3i,n
p¯
[
f ′i(y¯)(yn − y¯)− fi+1(yn) + fi(y¯)
]
dx.
A standard argument implies that
lim
n→∞
1
t2n
r2i,n = −
1
2
∫
Ω
1{y¯∈(τi,τi+1)}p¯f
′′
yy(y¯)
(
S′(u¯;h)
)2
dx. (A14)
We now estimate r1i . To this end, we write
f ′i(y¯)(yn − y¯)− fi−1(yn) + fi(y¯) = −
[
fi−1(yn)− fi−1(τi)− f ′i−1(τi)(yn − τi)
]
− [fi(τi)− fi(y¯)− f ′i(y¯)(τi − y¯)]− [f ′i(τi)− f ′i(y¯)] (yn − τi)
− [f ′i−1(τi)− f ′i(τi)] (yn − τi). (A15)
For a.a. x ∈ Ω1i,n := {y¯ ∈ (τi, τi+1), yn ∈ (τi − δ, τi]}, we have
0 ≤ y¯(x)− τi, τi − yn(x) ≤ |yn(x)− y¯(x)| ≤ ‖yn − y¯‖C(Ω) < δ.
31
We thus derive
1
t2n
∣∣∣1Ω1i,n(x) [fi−1(yn(x))− fi−1(τi)− f ′i−1(τi)(yn(x)− τi)]∣∣∣ ≤ 1t2nC1Ω1i,n(x)‖yn − y¯‖2C(Ω)
≤ C1Ω1i,n(x)→ 0
for a.a. x ∈ Ω and for some constant C. Analogous limits corresponding to the second
and the third terms in the right-hand side of (A15) are also validated. We can deduce
that
lim
n→∞
1
t2n
[
r1i,n +
[
f ′i−1(τi)− f ′i(τi)
] ∫
Ω
1Ω1i,n
p¯(yn − τi) dx
]
= 0 (A16)
and, similarly,
lim
n→∞
1
t2n
[
r3i,n +
[
f ′i+1(τi+1)− f ′i(τi+1)
] ∫
Ω
1Ω3i,n
p¯(yn − τi+1) dx
]
= 0. (A17)
From (A14), (A16), and (A17), the desired conclusion follows from a detailed compu-
tation.
We now present the following main results of this appendix. Since the proofs are
similar to Theorems 5.1 and 5.2, they will be omitted.
Theorem A.3 (second-order necessary optimality condition). Assume that u¯ is a
local minimizer of (AP) and that j is Gaˆteaux-differentiable in u¯. Assume further
that y¯ := S(u¯) satisfies the structural assumption (ESA). Furthermore, assume that
σi, defined in (A3), are either all positive or all negative. Then there exists a p¯ ∈
H10 (Ω)∩C(Ω) that, together with u¯ and y¯, contents (A10) and (EGA). Moreover, the
following second-order necessary optimality condition holds:
Q(u¯, p¯;h) ≥ 0 for all h ∈ C(Uad; u¯).
Theorem A.4 (second-order sufficient optimality conditions). Assume that u¯ is an
admissible point of (AP) such that y¯ := S(u¯) satisfies the structural assumption
(ESA). Assume further that there exists an adjoint state p¯ ∈ H10 (Ω) ∩ C(Ω) that
together with u¯, y¯ contents (A10) and (EGA) as well as
Q(u¯, p¯;h) > 0 for all h ∈ C(Uad; u¯) \ {0}.
Then constants c, ρ > 0 exist and satisfy
j(u¯) + c‖u− u¯‖2L2(Ω) ≤ j(u) for all u ∈ Uad ∩BL2(Ω)(u¯, ρ).
In particular, u¯ is a strict local minimizer of (P).
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