a suitable cohomology space to which π has a nonzero contribution. The comparison map between these two spaces is essentially the inverse of the map giving the Fourier coefficients of cusp forms in the space of π . These periods were first defined by Harder [10] for representations of GL 2 (A F ), and later were generalized by Mahnkopf [14] In Section 4 we prove, as our main result, the following. Theorem 1.1. Let π be a regular algebraic cuspidal automorphic representation of GL n (A F ), and let ξ be an algebraic Hecke character of F . We attach a signature ξ to ξ .
We let γ (ξ f ) be the Gauss sum attached to ξ . Then
for any permissible signature for π (which is an issue only when n is odd). By ∼ Q(π,ξ ) we mean up to an element of the number field Q(π , ξ ). Moreover, the quotient
−n(n−1)/2 p (π f )) is equivariant under the action of the automorphism group of complex numbers.
The proof of the above theorem is a little too involved to explain in this introduction; however, we ask the reader to look at the diagram of maps (4.1). The proof comes out of an analysis of that diagram; the period relation may be construed as the obstruction to commutativity of that diagram.
In Section 4.2, we mention two variations of the above theorem. The first is to state it as a reciprocity law as in Blasius [1] , and in this formulation the Gauss sums do not appear. The second is to draw attention to periods, and identical-looking relations amongst such periods, obtained by considering cohomology in degrees other than the degree considered in Definition 3.3.
A special case of our theorem is when F is a real quadratic field, and π corresponds to a Hilbert modular form of CM type, then our period relations are formally Periods Relations for Cusp Forms on GL n 3 the same period relations proved by Murty and Ramakrishnan in [15, Theorem A] . The reader should also compare our Theorem 4.1 with the theorems and conjectures of Blasius [2] and Panchishkin [16] on the behavior of Deligne's periods attached to a motive upon twisting it by Artin motives. See also [17, Conjecture 7.1] . We end the introduction by noting that the main motivation to prove the above theorem is in its application to the special values of L-functions. Transcribing the above period relation into a relation between the special values of L(s, π f ) and those of the twisted L-function L(s, π f ⊗ ξ f ) is work in progress. We hope to report on it in another paper.
Notation and Some Preliminaries
For a number field F , we let A F stand for its adèle ring, and I F = A F . For any finite set S of places of F we use a superscript S to denote a product outside S, and a subscript S to denote a product within S. For example, if S ∞ stands for the set of all infinite places of F , then the ring of finite adèles is A S ∞ F and will be denoted by A F , f or simply by A f . We let S r stand for the set of real places and so S c := S ∞ − S r is the set of complex places.
Let r 1 (respectively, r 2 ) denote the number of real (respectively, complex) places of F .
Let G = GL n , and let Z = Z n be the center of G, both regarded as F -groups. 
3
Definition of the Periods
The purpose of this section is to define certain periods attached to a regular algebraic cuspidal automorphic representation π of GL n (A F ). This definition is due to Harder [10] for GL 2 , and is due to Mahnkopf [14] in the case F = Q. (See Clozel [7] for the definitions of a cuspidal representation being regular and algebraic.)
Before we get into the details of the definition, we very roughly indicate the ingredients needed in making the definition. We will have a number field E. We will have two C-vector spaces V 1 and V 2 with E-structures V being an E-structure for V i , we mean an E-subspace such that the canonical map V 0 i ⊗ E C → V i is an isomorphism.) In our situation, the spaces V i will be representation spaces, and not merely vector spaces, and the E-structures will be unique up to homotheties. Finally, we will have a comparison isomorphism φ :
This way of defining periods is due to Borel [3] where he called such numbers regulators. For us, the number field E will be the rationality field of π , the space V 1 will be the Whittaker model of π f , and the space V 2 will be a certain cohomology space (to which π will have nonzero contribution), and the comparison isomorphism φ will be related to taking the Fourier coefficient of a cusp form in the space of π . We now proceed to make all this precise.
The rationality field of π
The first ingredient we need is the rationality field of π . The definitive reference is Clozel [20] .) In this example, the weight is assumed to be even to ensure that π is algebraic. If the weight is odd, the same is true with π replaced by 3. for any σ ∈ Aut(C), π σ f is the finite part of a cuspidal automorphic representation (which we denote by π σ ).
We recall that given σ ∈ Aut(C), one defines π σ ∞ by defining an action of σ on the infinity types of π ∞ , which are indexed by the complex embeddings of F . (See Clozel [7, Section 3.3] for the precise definition.) We denote S(π ∞ ) = {σ ∈ Aut(C) : π σ ∞ = π ∞ }, and define Q(π ∞ ) = C S(π ∞ ) as the subfield of C fixed by S(π ∞ ). We define the rationality field Q(π ) of π as the composite field Q(π f )Q(π ∞ ); this is a number field.
Rational structure on the Whittaker model of π
The next ingredient we need is the Whittaker model of π f and a semilinear action of Aut(C) on this space that commutes with the action of GL n (A f ). Toward this, we fix a nontrivial character ψ of F \A F . We can write ψ = ψ ∞ ⊗ ψ f (the notation being the obvious one). We let W(π , ψ) be the Whittaker model of π , and this factors as 
where the last inclusion is the one induced by the diagonal embedding of
(Here p is a prime of F above p, and O p is the ring of integers of the completion F p of F at p.) The element t σ at the end can be thought of as an element of A × f = I f . Let t σ ,n denote the diagonal matrix diag(t
For σ ∈ Aut(C) and w ∈ W(π f , ψ f ), define the function w σ by
for all g f ∈ GL n (A f ). Note that this action makes sense locally, by replacing t σ by t σ ,p .
Further, if π v is unramified, then a spherical vector is mapped to a spherical vector under σ . If we normalize the spherical vector to take the value 1 on identity, then σ fixes this vector. This makes the local and global actions of σ compatible.
We add that the above definition of the action of Aut(C) is a direct generalization of the classical action on holomorphic cusp forms. If ϕ is a holomorphic cusp form with
The twisting by t σ in the above definition ensures that the additive character that we integrate against for the nth Fourier coefficient is not changed, since
For any finite extension E/Q(π f ), we have an E-structure on W(π f , ψ f ) by taking invariants:
Proof. The first part of the lemma about w → w σ is easy to see and we leave it to the reader. It is the assertion about rational structures that needs a proof. We add that this 
where it acts on the second factor. We deduce that
As a matter of notation, given a C-vector space V, and given a subfield E ⊂ C, we will let V E stand for an E-structure on V (if there is one at hand). Fixing an E-structure
gives an action of Aut(C/E) on V, by making it act on the second factor in V = V E ⊗ E C.
Having fixed an E-structure, for any extension E /E, we have a canonical E -structure by
Further, as a notational convenience, when we talk of Whittaker models, we will henceforth suppress the additive character ψ, since that has been fixed once and for all; for example, W(π f ) will denote W(π f , ψ f ). Also, we will denote the map w → w σ simply by σ .
Periods Relations for Cusp Forms on GL n 7
Rational structure on the (g, K)-cohomology of π
As mentioned earlier, the periods come via a comparison of W(π f ) E with a rational structure on a suitable cohomology space. We now describe this cohomology space.
Recall that G = G n = GL n and the center of G is denoted by Z n or Z . Let g ∞ be the Lie
if n is even, and (n 2 − 1)/4 if n is odd. We also let
The integer b depends only on the base field F and the rank n of GL n . It is the bottom degree of the so-called cuspidal range for GL n as an F -group. The next ingredient we need in defining the period is relative
; U ) stand for relative Lie algebra cohomology of U , for the definition and properties of which we refer the reader to Borel and Wallach's book [6] . Given a representation τ of G ∞ , by
Let T = T n denote the maximal torus of GL n consisting of diagonal matrices. We regard T as an F -group, and let
We let B = B n stand for the Borel subgroup of G of upper triangular matrices. This defines B ∞ . We let X(T ∞ ) stand for the group of all algebraic characters of T ∞ . We let X + (T ∞ ) stand for the subset of X(T ∞ ) consisting of all those characters that are dominant with respect to B ∞ . A weight µ ∈ X + (T ∞ ) may be described as follows:
where ρ µ ιv is the irreducible representation with highest weight µ ι v , and similarly ρ µῑ v . Now we let
Since π is a regular algebraic cuspidal automorphic representation of GL n (A), we have from the proof of [7, Théorème 3.13] that there is a dominant algebraic
In defining the periods, we will be looking at
. We consider certain isotypic components for this action. Consider an r 1 tuple of signs indexed by the set S r of real places in
If n is even then there are no restrictions on ; however, if n is odd then π uniquely determines an , in that we 
In the summation, only one term survives, because for all other summands, at least one of the a v has to be less than b R n or b C n , and by [7, Lemme 3.14] the corresponding factor vanishes. We fix a generator w ∞ = w(π ∞ , ) for this one-dimensional space
We have the following comparison isomorphism of the Whittaker model W(π f ) with a global version of the above cohomology space. We let F π f , ,w ∞ denote the composition of the three isomorphisms:
where the first map is w f → w f ⊗ w ∞ ; the second map is the obvious one; and the third map is the map induced in cohomology by the inverse of the map, which gives the Fourier coefficient of a cusp form in V π -the space of functions in A cusp (G(F )\G(A)) which realizes π .
We now describe a rational structure on
by relating relative Lie algebra cohomology with the cohomology of locally symmetric spaces.
Consider the manifold
This is typically a finite disjoint union of manifolds like \G ∞ /K 0 ∞ . For a dominant algebraic weight µ ∈ X + (T ∞ ), and σ ∈ Aut(C), one defines µ σ ∈ X + (T ∞ ) via the action of σ on the complex embeddings of F (exactly like the definition of π σ ∞ ). We denote the corresponding rationality field by Q(µ).
the associated locally constant sheaf on S(K f ). For brevity, we also let M µ = M µ,C and
We consider the direct limit of various cohomology groups More precisely, by definition of cuspidal cohomology, we have
From the decomposition of A cusp (G(F )\G(A)) into cuspidal automorphic representations, we deduce that the right-hand side decomposes into a direct sum
10 A. Raghuram and F. Shahidi This also defines the notation Coh(G, µ ∨ ) as the set consisting of all π having a nonzero contribution on the right-hand side. Now consider the action of K ∞ /K 0 ∞ , and further decompose each summand into its isotypic components. Let ∈ (K ∞ /K 0 ∞ ) be permissible for π , i.e. if n is even then can be any character, and if n is odd then is uniquely determined by π . We letπ = π f ⊗ , and denote the inverse image of 
We get for each summand of cuspidal cohomology [7, Lemme 3.2.1]
for any extension E/Q(π ). We note that Q(µ) = Q(π ∞ ) ⊂ Q(π ). We can transport the rational structures (3.2) and (3.3) across the identifications with relative Lie algebra cohomology to get rational structures on the latter spaces as:
, and for any extension E/Q(π ) we have
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Given σ ∈ Aut(C) and a permissible character , one defines σ just like the definitions of π σ ∞ or µ σ ; the action being induced by the action of Aut(C) on the real embeddings on F . Finally, for σ ∈ Aut(C), we define w
We are now in a position to define the periods attached to π .
Definition of the periods attached to π
Definition/Proposition 3.3. Let π be a regular algebraic cuspidal automorphic repre-
Let be a character of
If n is even then is any character, and if n is odd, then π uniquely determines .) Let w ∞ be a generator of the one-dimensional vector space
To such a datum (π , , w ∞ ), there is a nonzero complex number p (π f , w ∞ ), such that the normalized map
is Aut(C)-equivariant, i.e. the following diagram commutes:
The complex number p (π f , w ∞ ), called a period, is well defined only up to multiplication by elements of Q(π ) * .
Proof. We begin by noting that both the spaces W(π f ) and
Next, we note that the theory of new vectors [12] 
It is helpful to simplify our notation a bit. We begin by fixing generators for all the possible one-dimensional relative Lie algebra cohomology spaces for the groups GL n (R) and GL n (C). Having done so, we have therefore fixed generators for the cohomology spaces for the group G ∞ . We also ask that this choice be compatible with twisting π ∞ by algebraic characters ξ ∞ of G ∞ ; this condition, although crucial in the proof of (For example, in the classical setting of modular forms, this is equivalent to fixing a generator w ∞ for H 1 of the discrete series representation of GL 2 (R) of lowest weight k, and now for all weight k modular forms, we work with this choice of w ∞ .)
In terms of the un-normalized maps, we can describe the above commutative diagram by
4
Behavior under Twisting
Before we state and prove the main theorem, we need some preliminaries on Hecke characters. By a Hecke character ξ of F , we mean a continuous homomorphism ξ :
By an algebraic Hecke character, we mean a Hecke character ξ whose component at Periods Relations for Cusp Forms on GL n 13 infinity, denoted by ξ ∞ , is algebraic in the sense of [7, Section 1.2.3] ; these are the Grössencharakters of type A 0 of Weil. We let Q(ξ ) denote the rationality field of ξ . Note that ξ being algebraic implies that Q(ξ ) is a number field.
The Gauss sum of ξ is defined as follows: We let c stand for the conductor ideal of ξ f , and let D F be the absolute different of F . We fix, once and for all, an additive character ψ of F \A F , as in Tate 
The Gauss sum of ξ is defined as
where the local Gauss sum
For almost all v, where everything in sight is unramified, we have γ (ξ v , ψ v , y v ) = 1, and Equation 1 .22].) Given a ξ , we will arbitrarily pick an element y as above to define γ (ξ f , ψ f , y); having chosen y for ξ , we will work with the same y for every character of the form ξ σ , where σ ∈ Aut(C).
This choice will not affect us in any serious way, because we will really be concerned with certain quotients involving Gauss sums, and such quotients will not depend on y.
(See Lemma 4.3 below.) In the notation we will therefore suppress the dependence on y; and as with Whittaker models, we will also suppress the dependence on the additive character ψ, and denote the Gauss sum γ (ξ f , ψ f , y) simply as γ (ξ f ).
Given an algebraic Hecke character ξ , we define its
We will think of ξ as a character of
We can now state and prove the main result of this paper. We note that stating period relations, or results about special values of L-functions, in an Aut(C)-equivariant manner is originally due to Shimura. (See, for example, [18] . 
∞ that is permissible for π ⊗ ξ (which is an issue only when n is odd), hence the period p · ξ (π f ⊗ ξ f ) is defined. We have the following relations:
(1) For any σ ∈ Aut(C) we have
.
(2) Let Q(π , ξ ) be the compositum of the number fields Q(π ) and Q(ξ ). We have
By ∼ Q(π,ξ ) we mean up to an element of Q(π , ξ ). 
We need to explain the undefined and abbreviated notations in the above diagram.
We have abbreviated
Same remark applies to three other objects. The maps W ξ and A ξ are defined as follows. If w is any Whittaker Periods Relations for Cusp Forms on GL n 15 function for GL n (A), then define
for all g ∈ GL n (A). It is easy to see that W ξ maps W(π ) onto W(π ⊗ ξ ). An identical formula defines W ξ f and W ξ ∞ . Similarly, we define A ξ (φ) for any automorphic form φ on GL n (A) by
for all g ∈ GL n (A). It is easy to see that A ξ maps V π onto V π⊗ξ . The identity map on the
* the map induced by
Analyzing the diagram involves an analysis of certain subdiagrams. Some of these are independently interesting, and so we delineate them in the following propositions.
The three propositions below give information about (non-)commutativity of some of the faces of (4.1).
Proposition 4.2. Let π be a regular algebraic cuspidal automorphic representation of
GL n (A), and ξ be an algebraic Hecke character of F . For any σ ∈ Aut(C), we have
Proof. Consider the diagram
On the other hand, we have
Lemma 4.3.
Proof. This is an easy exercise! Periods Relations for Cusp Forms on GL n 17
To begin the proof of Proposition 4.5, observe that the map (
. From a fundamental theorem of Borel [4] , cohomology with coefficients in the space of cusp forms injects into cohomology with coefficients in the space of smooth functions, and the above map
On the other hand, relative Lie algebra cohomology can be identified with de
Rham cohomology, and we can transport the map (
∞ we mean the locally constant sheaf induced by the representation M
The choice of K f implies that A ξ stabilizes C ∞ (G(F )\G(A)) K f and so induces a map
* on the right-hand side above. Clearly, lim 
Raghuram and F. Shahidi for any g ∈ GL n (A), where g is the image of g in S(K f ). (For any x ∈ S(K f ), by ω x we mean the value at x of ω, which is a section of the bth exterior of the cotangent bundle twisted by M ∨ µ over the manifold S(K f ).) Observe that the above equation is well defined. Passing to the limit, we get the map d R A *
Now we move across to Betti cohomology via the de Rham isomorphism, and get a map,
The point of going to Betti cohomology is because the action of Aut(C) is especially simple to describe-it acts by acting on the coefficient system. (See [7, page 128] .) Namely, if σ ∈ Aut(C) then we have a σ linear isomorphism
This isomorphism is the one induced in cohomology by the following map on the singular σ (ω) x = l σ • ω x for x ∈ S(K f ). For any g ∈ GL n (A), if g denotes the image of g in S(K f ), we
In 
commutes. (The horizontal maps are the un-normalized maps.)
Proof. That this diagram commutes can be seen by observing that the following three diagrams commute, since the horizontal maps are both the composition of three maps. 
For the commutativity of (4.2), note that the linear map W ξ ∞ induces a G ∞ -equivariant 
