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Feminist Interventions on the Sex/Gender Question 
in Neuroimaging Research 
by Katherine Bryant, Giordana Grossi and Anelis Kaiser 
  
The debate about sex/gender[1] in the brain continues with urgency in Western countries.[2] For one example, in 
2014 the National Institute of Health (NIH) began to require that scientists examine and report differences 
between female and male animals in all preclinical trials (Clayton and Collins 2014). For another, in 2017 the 
Journal of Neuroscience Research published a nearly 800-page special issue on sex/gender influences on nervous 
system function with more than seventy invited contributions. Nota bene there was no open call for this issue[3] , 
restricting the content to articles by authors whose understanding of sex/gender is deeply rooted in the belief of 
the existence of fundamental differences between women’s and men’s brains (for a constructive commentary, 
see Rippon et al. 2017). Per the editor-in-chief of that issue, “sex matters not only at the macroscopic level, 
where male and female brains have been found to differ in size and connectivity, but at the microscopic level 
too” (Prager 2017, 11) and, echoing Cahill (2006), to ignore “sex as a biological variable” would be to leave the 
scientific community with “major gaps in knowledge.” Hence, the journal requires that “the inability for any 
reason to study sex differences where they may exist should be discussed as a study limitation” and that 
“manuscripts reporting exploratory analyses of potential sex differences in studies not explicitly designed to 
address them are encouraged” (Prager 2017, 11). The latter policy increases the probability of false positive 
findings (Rippon et al. 2017) but, according to the editor-in-chief, such risk is balanced by the perils of failing to 
find differences. In other words, when it comes to sex differences, false positives are preferred to false negatives. 
Even authors of underpowered studies are now welcome to run and report on exploratory sex/gender analyses. 
This example shows how challenging the status quo (in this case, the preponderance of studies on male animals) 
relies not on doing more rigorous science, but rather on doing riskier analyses. Of additional concern, the 
Journal of Neuroscience Research policy does not call for the inclusion of effect size analyses, which have been 
adopted as standard by other scientific societies and journals (e.g., Psychological Science, Eich 2014; the APA 
Task Force on Statistical Inference, Wilkinson 1999). As p-values do not provide information about the strength 
of a relationship and given that even very small group differences can be associated with statistically significant 
p-values in studies that employ very large samples, this failure to require the inclusion of effect size analyses can 
inundate the field with differences of little to no relevance or importance (Calin-Jageman and Cumming 2018). 
This debate raises many questions. Broadly, why is there a renewed interest in sex/gender difference in 
neuroscience research? Why might a scientist consider it riskier to report a failure to find differences than to 
disseminate findings that have poor chances of replication? Why might a journal editor require nearly all 
neuroscientific papers to measure “sex as a biological variable,” and so implicitly privilege sex over other 
biological variables, regardless of the goal of the study in question? 
Feminist scientists have already started to tackle these and other questions pertaining to the neuroscience of 
sex/gender (e.g., Fausto-Sterling 2000; Kaiser et al. 2009; Roy 2012; Fine 2010a, 2010b; Jordan-Young 2010; 
Kuria 2012; Joel 2012; Rippon et al. 2014; Bluhm 2013; Schmitz and Höppner 2014; Rippon et al. 2017; Maney 
2015). Their approaches have been inspired by feminist science and technology studies, which aim to identify 
and interrogate pretheoretical assumptions regarding sex/gender (e.g., equation of femaleness with passivity, 
assumption of male-typical traits and behaviors as normative or superior, the notion that biological sex 
determines social expressions and institutional arrangements of gender, and the assumption that sex/gender 
generally sorts bodies and behavior into only two dimorphic groups). The work of feminist neuroscientists is 
driven by a commitment to scientific rigor, not a commitment to a particular ideology. Their critique has focused 
on issues of statistics, measurement, methodology, and replication; it has offered alternative explanations and 
contributed to new interpretations of empirical neuroscientific data (e.g., Joel et al. 2015; Joel and Fausto-
Sterling 2016; Kaiser et al. 2009; Fausto-Sterling 2005a, 2005b; Fine 2013; van Anders and Watson 2006; Joel 
et al. 2018; Rippon et al. 2017). In a nutshell, by critically analyzing the field’s dominant assumptions, theories, 
and practices, feminist scientists call for more rigorous science. We, as feminist scientists, see our work situated 
in this tradition. 
This paper contributes to this field first by reviewing some outstanding issues pertaining to the question of 
sex/gender in the human brain, with a special focus on neuroimaging data; second by proposing several 
methodological interventions for more accurately interrogating sex/gender differences; and third by applying 
these interventions to an examination of similarities and differences between women and men in major white 
matter tracts using diffusion MRI (dMRI) data from a publicly available neuroimaging dataset. The interventions 
we describe and apply here include running empirical tests of randomization control and permutation analyses to 
protect against false positives, calculating measures of both difference (i.e., effect size) and overlap/similarity 
between groups, and reporting null results. Lastly, we discuss our findings and implications for study design with 
the aim to create a template for greater transparency in sex/gender neuroscience. 
1. Sex/Gender and the Brain: Some Outstanding Issues 
1.1 Stagnation 
At risk of being reproached for adopting a positivistic attitude, empirical sciences show progression in terms of 
the questions that are asked and the knowledge that is generated. That is, new findings typically complicate 
existing knowledge. For instance, within genetics, the central dogma has been replaced by more interactive 
models of gene functioning; concepts like epigenetics, now familiar, have broadened our understanding of 
developmental processes and generational effects (e.g., Champagne 2013; Gottlieb 1998). In neuroscience, the 
static view of the brain has yielded to new models of brain functioning based on evidence that the brain changes 
with experience (e.g., Zatorre, Fields, and Johansen-Berg 2012; May 2011; Livingston 1966). However, 
sex/gender neuroscience in structural or functional neuroimaging lacks this type of progress. The field does not 
seem to have moved beyond the question, “Is there a difference between women and men in …?” (for a similar 
argument regarding medical research broadly, see Springer, Mager Stellman, and Jordan-Young 2012). The 
inevitability of addressing the sex/gender question by these means, and only in this manner, reveals the field’s 
real stagnation. For example, the persistent question of whether parts of the corpus callosum differ between 
women and men, which has been accompanying us for over thirty years now (DeLacoste-Utamsing and 
Holloway 1982; Holloway 2017), might be one of the reasons we have, in Prager’s (2017) words, “major gaps in 
knowledge.” This constricted way of asking keeps us caught in a fixation on differences, a neglect of variability, 
a neglect of covariates, and a failure to adequately consider the role of experience, broadly defined, and the 
complexity of developmental processes.[4] 
Such stagnation is often reflected in publications’ introductions. For example, in a study that investigated sex 
differences in gray matter in areas important to language production (Kurth, Jancke, and Luders 2017), the 
authors provide selected information about alleged psycholinguistic, behavioral, structural, and functional 
sex/gender differences in language processing embedded in the “sexual dimorphism” frame. The authors’ 
approach is similar to that in the first fMRI neurolinguistic study of sex/gender differences, published over 
twenty years ago (Shaywitz et al. 1995). They do not attempt to draw a new theoretical picture, let alone use a 
gender studies-informed approach. The impression is that the research on sex/gender difference in the brain of 
the last thirty years has stagnated because only the dependent variable (what aspect of brain structure or 
functioning is considered) has changed as a function of new methods, rather than the question or the 
“independent variable” of interest (sex/gender). 
1.2 Inconsistent Results that We “Know for Sure” 
Scientific literature on female and male brains evokes images and notions of profound and substantial difference, 
as if the two types of brain were drawn from two different populations instead of from a single heterogeneous 
one (Joel and Fausto-Sterling 2016). In this view, sex is seen as a fundamental organizing variable in biology 
and neuroscience, one that defines the identity of individual cells (e.g., Vawter et al. 2004; Pardue and 
Wizemann 2001), shapes the brain’s structure and functioning, and influences or even determines human 
behavior. Sex as a biological variable is typically considered to exist in a dichotomous form (female, male) and 
to be characterized by nonoverlapping profiles. The frequent use of “sexual dimorphism” in studies of human 
brains (e.g., Cahill 2006; Gilmore et al. 2007; Goldstein et al. 2001; Kurth et al., 2017; Nopoulos et al. 2000) 
reinforces this conception (Joel 2012; Jordan-Young 2014). However, research on sex/gender reveals something 
much more complex. 
One of the most frequently cited sex/gender differences is that in gray matter and white matter volumes between 
women and men. This difference, however, is only valid when appropriate statistical corrections for body size 
are applied, which is not always the case (Rippon et al. 2014). In addition, when such corrections are applied, 
their metrics are inconsistent between studies on covariates such as height, body mass, and intracranial volume. 
The choice of metric affects the results; for example, height-based covariates have yielded higher average gray 
and white matter volumes for men (van der Linden, Dunkel, and Madison 2017), while intracranial volume 
covariates have yielded differences only in gray matter, with women having a larger proportion on average 
(Leonard et al. 2008). However, even when measurements are covaried within a single metric, for example 
intracranial volume, we see reports of higher gray matter volumes in women (Leonard et al. 2008; Gur et al. 
1999), men (Good et al. 2001), or no difference (Courchesne et al. 2000; Blatter et al. 1995). These 
inconsistencies indicate both a replication problem and a methodological disagreement within the field (Jäncke 
et al. 2015; Hänggi 2011; Nordenskjöld et al. 2015). 
Other quantitative differences between women and men have been found to be very small (e.g., Kurth et al., 
2017, figure 3; Shiino et al. 2017, figure 1) or inconsistent across studies and time (e.g., Maney 2016). Often, 
sex/gender differences initially found with a new methodology have not been replicated or have disappeared in 
later meta-analysis studies. For example, early studies suggested that the posterior portion of the corpus callosum 
(the splenium) is thicker in women than men (DeLacoste-Utamsing and Holloway 1982; Driesen and Raz 1995), 
while later studies and meta-analyses failed to corroborate such difference (Bishop and Wahlsten 1997; Jäncke et 
al. 1997). Similarly, sex differences in lateralization for linguistic functions (e.g., Shaywitz et al. 1995) were not 
replicated (Ihnen et al. 2009; see meta-analyses by Sommer et al. 2008; Sommer et al. 2004). Other recent meta-
analyses found that the amygdala (Marwha, Halari, and Eliot 2017) and the hippocampus (Tan et al. 2016) are 
not sexually dimorphic as previously claimed.[5] 
An additional issue pertains to the interpretation of a sex difference, when it is found. As sex/gender correlates 
with other variables, the presence of a sex/gender effect might reflect the contribution of other factors or 
confounding variables (e.g., Rippon et al. 2014; Springer, Mager Stellman, and Jordan-Young 2012; Rippon et 
al. 2017). For example, Duprez and colleagues (2009) found that sex differences in arterial elasticity (a reduction 
in which marks an increased risk for cardiovascular diseases) were almost completely accounted for by height 
differences between women and men. Stress can also be a potential confounder of sex. Joel (2011) points out, 
based on a study by Shors et al. (2001), that while acute stress in adult rats reversed sex differences in apical 
dendritic spines of pyramidal neurons of the CA1 in the hippocampus, it caused sex differences to emerge in 
basal dendritic spines of the CA1 and had no effects in other areas. It is clear that controlling for additional 
variables such as socioeconomic status, occupational status, and cultural background, as well as sex/gender 
socialization, must be included in sex/gender analyses of the brain. 
Certainly, the problem of replication is not isolated to studies of sex/gender and neuroscience. Ioannidis (2005) 
argues that scientific fields that are especially vulnerable to poor replication rates include those that have great 
flexibility in methodological options, those that are hot topics, and those in which investigators’ prejudices may 
influence the studies that are funded and the findings. All these traits arguably characterize studies that examine 
sex/gender and the brain. Additionally, before the era of brain imaging, cognitive experimental research – the 
predecessor of cognitive brain imaging – was usually based on a series of three or four experiments that tested a 
group of related hypotheses on a single topic and were published together. This reasonable, programmatic, 
investigative approach is not being pursued in cognitive brain imaging, in which what is missing is not only 
replication research but also the tradition of robustly testing a hypothesis by developing several interrelated 
experiments to interrogate the variable of interest. 
Given all these issues, it becomes clear how inconsistent the neuroscientific results on sex/gender are likely to 
be. 
1.3 Variability and Categorical Grouping into Women and 
Men 
The lack of consistent sex/gender differences across studies and techniques forces us to ask what sort of 
organizing force dichotomous sex/gender factor might be on brain structure and function. Jordan-Young (2010) 
argues that a single variable cannot drive the organization of a complex system; furthermore, it is problematic to 
understand this variable as dichotomous. Indeed, recent work by Joel and colleagues (2015; 2018) suggests a 
mosaic model has greater explanatory power for understanding the relationship between sex/gender and brain 
organization. As a remedy to the problem of dichotomy, feminist scientists have invited us to pay more attention 
to intra-sex/gender variability and inter-sex/gender overlap, rather than using sex/gender as a dichotomous 
variable, in order to elucidate the relationship between sex/gender and the research question in interest with 
greater depth and precision (e.g., Nelson 2015). 
The application of variability measurements, however, does not erase the problem of dichotomization inherent in 
sex/gender research. If we design, in theory, a study to examine ” sex/gender variability,” we encounter, in 
practice, the problem that we place all individual subjects not into one group but instead into groups of women 
and men, and we then examine the variabilities of those groups. By doing so, we equate sex/gender variability 
with the comparison of “variability in the group of women” as opposed to the “variability in the group of men” 
(see figure 1, where green distribution in the first row depicts sex/gender variability in theory, and green 
distribution in the second row depicts the two variabilities in practice). The entwinement of sex/gender 
variability with an underlying implication of categorical classification leads unintentionally to a question of 
intra- or inter-group female/male (F/M) difference. Once here, whether the differences between variability 
measurements may become “statistically significant” is nearly moot because the variable of interest has been, 
once again, binarized. The chance to classify sex/gender beyond dichotomy has already been missed. 
 
Figure 1 Variability and categorizing into groups. The data refer to the case study described in section 2.2 and show 
fractional anisotropy (FA) values of Broca’s area in the sex/gender group (women and men) and in three different random 
groups, each with the same number of women and men. In the top part of the chart, the data from the four groupings are 
shown together (variability in theory); they are separated in the bottom part of the 
chart (variability in practice). 
For these reasons, variability measurements while important, cannot fully address the problem of 
dichotomization in research questions that examine the role of sex/gender. In the case study presented in 2.2, we, 
too, began to interrogate variability with available neuroimaging tools but still found ourselves comparing the 
sex/gender groups. Initially, we aimed to capture structural variability that is lost in traditional neuroimaging 
analyses. This goal partially changed as we created this paper and evaluated the data. The question at stake that 
still needs a statistical and methodological answer is: What exactly is the relation between variability and 
categorizing into groups? In the meantime, in order to produce the most precise and least reductive data possible, 
we recommend that neuroscientists and other scientists who examine sex/gender as a variable should adopt 
measures of variability such as range, confidence intervals, and overlap (see figure 1). 
For these reasons, and because (1) feminist neuroscientific approaches and feminist interventions are still being 
created; (2) for some research questions, grouping individuals into sex/gender categories is important; and (3) we 
are not ready to propose a solid alternative measurement to comparing women and men, our transitional aim is to 
guarantee that researchers who adopt a classical female-male comparison approach do it in the most informative 
and useful way, as Fausto-Sterling and Joel (2014) also suggest. 
In the next section, we introduce previously elaborated approaches of variability and comparisons of men and 
women in sex/gender neuroscience by describing effect size and measures of overlap and similarity (2.1.1), and 
by reiterating the importance of publishing null results (2.1.2). We then further describe strategies by presenting 
the importance of randomization control (2.1.3) and permutation analyses (2.1.4). 
2. Feminist Methodological Interventions: Feminist Tools 
In line with feminist empiricism (Harding 1992) and in line with feminist scientists of neuroscience (see above), 
here we address the question of which empirical strategies should be used to enhance scientific rigor in 
sex/gender studies (Joel and Fausto-Sterling 2016; Joel and McCarthy 2017; Nelson 2015; Rippon et al. 2017; 
Vidal and Marchant 2016). What exactly do we mean by “feminist interventions”? Helen Longino (1987, 62) 
describes the term “intervention” in the context of scientific practice and feminism as “science done by feminists 
as feminists.” Longino envisions these interventions to be local (field-specific) and continuous with existing 
scientific work. Here, informed by feminist science and technology studies, we describe and operationalize a 
series of methodological practices for neuroimaging researchers who interrogate questions of sex/gender. 
Therefore, as other feminist scientists have done (Giordano 2014; Israel and Sachs 2013), we use “interventions” 
to describe the practical methodological importance of these empirical strategies. 
As stated in the introduction, we claim that to opt for a standpoint of feminist (neuro)science (Haraway 1988; 
1991), that is, to examine our neuroscientific questions through the lenses of feminism, does not restrict our 
research but expands and enriches it by adding a new stream of knowledge-making (Fine 2018). When 
neuroscientists ask sex/gender questions, it is even more critical to bring feminist knowledge production into the 
fold. For these reasons, we argue that feminist interventions make for increased rigor and accuracy in the 
production of neuroscientific knowledge. 
In what follows, we describe, elaborate on, and apply analyses and strategies that other empirical neurofeminists 
have proposed to adopt in sex/gender difference research. For the purpose of this paper, we term these tools 
“feminist interventions.” We hope to show that the feminist interventions presented here continue to reveal a 
more complex sex/gender narrative, one that does not speak of two distinct types of brain. First, we describe 
these interventions (2.1); then, we implement these interventions in a case study (2.2). 
2.1 Interventions 
2.1.1 Effect Size and Measures of Overlap and Similarity 
Effect sizes. Effect sizes constitute a family of descriptive measures that provide information about the strength 
of the relationship between two variables. (Such information is not provided by significance levels, which 
indicate the probability that a certain difference is observed by chance.) When researchers compare the means 
from two independent groups, as typically in the sex/gender difference literature, they most frequently use 
Cohen’s d measure, in which the difference between the two means is standardized, that is, divided by the 
standard deviation of the two samples. The standardization procedure allows them to compare data from 
different studies that employ different sample sizes, as typically done in meta-analyses. In bivariate correlational 
analyses, the effect size can be measured by squaring the correlation coefficient, r. The coefficient of 
determination (r2, whose range varies between 0 and 1) is interpreted as the percentage of variance in one 
variable that is explained, or predicted, by the other variable. High correlation and determination coefficients 
indicate that a strong relationship exists between two variables, that is, changes in one set of scores predict 
changes in the other set of scores (low value coefficients indicate a weak relationship and therefore low 
predictability). For example, the coefficient of correlation between reading and spelling scores can be as high as 
r=0.92 (Grossi et al. 2001). In this case, 85 percent of the variability in the data is explained by their relationship. 
As mentioned earlier and elsewhere (Fine 2010b; Rippon et al. 2014; Hyde 2005), it is critical to include 
information on effect size, not just significance values, to provide a more reliable picture of the relationship 
between variables, which is typically the focus in psychological and medical research. Let’s consider an 
example, one Sullivan and Feinn (2012) discuss pertaining to the Physicians Health Study on whether aspirin 
prevents heart attacks. In a meta-analysis of various randomized trials, more than 22,000 subjects were tested 
over an average of five years. The effect of aspirin on a reduction in myocardial infarction yielded a significant p 
value (p<0.05). Given this result, the authors report that the study was terminated early and aspirin was 
recommended as a preventive measure (2012, 280). However, the effect was extremely weak, as the effect size 
(r2=0.001) revealed. Such weakness is also evident if we plot the distributions of data regarding those who took 
aspirin and those who did not take it (figure 2): the two distributions greatly overlap, showing similar scores for 
the vast majority of individuals.[6] 
 
Figure 2 Overlap of distributions with Cohen’s d=0.06. The data pertain to the results of a meta-analysis aimed to determine 
whether aspirin prevents heart attacks. Adapted from http://rpsychologist.com/d3/cohend/; for another useful tool, see 
http://sexdifference.org (Maney 2016). 
Overlap. The degree of overlap between two distributions can be measured by a family of overlap coefficients, 
such as Weitzman’s 𝚫.[7] Weitzman’s overlap coefficient is a measure of the area under two distributions 
simultaneously and therefore of the similarity between two distributions (Inman and Bradley 1989; Weitzman 
1970). The overlap between the two distributions in the study Sullivan and Feinn (2012) discuss was 98 percent, 
which meant that taking aspirin did not have an effect for a vast majority of people. This and other examples 
clearly show that the presence of a statistical difference does not provide information on the size of the 
difference; furthermore, it does not translate into two populations that are qualitatively different in terms of their 
properties, characteristics, or forms – the proper meaning of “dimorphism.” 
Nonetheless, considerable overlap is often interpreted as reflecting sexual dimorphism in neuroscience. For 
example, their paper “Sexual Dimorphism in Broca’s Area,” Kurth et al. (2017) describe sex differences in 
Broca’s area (BA44 and BA45) in a sample of fifty women and fifty men. Although the authors found no 
differences in lateralization between the sexes/genders (they had predicted lateralization differences, which 
would explain the purported superiority of women in language-related tasks), they found gray matter to be larger 
for women than men in both hemispheres, as indicated by statistically significant p values for the four 
comparisons (BA44 left, BA44 right, BA45 left, and BA45 right). The authors describe these differences as 
reflecting dimorphic structures. However, we computed effect sizes based on the average volumes and standard 
deviations provided by the authors in their table 1. The results reveal small effect sizes and a high degree of 
overlap for the four regions: BA44 left, Cohen’s d=0.21, 90 percent overlap; BA45 left, d=0.30, 88 percent 
overlap; BA44 right, d=0.22, 91 percent overlap; BA45 right, d=0.28, 88 percent overlap. It is difficult to argue 
that these data reflect dimorphism. For example, even taking the largest effect size in the study (0.3), 42 percent 
of men were more “woman-like” than the average woman in terms of gray matter volume in these areas. The 
same was true for women with respect to men. In terms of overlap, forty-four out of fifty participants in one 
group had scores that overlapped with those of participants in the other group (88 percent). 
A high degree of overlap is typical when we consider psychological variables. Hyde (2005) summarizes 
sex/gender differences investigated for 124 variables, pertaining to domains such as cognition, communication, 
motor behaviors, social and personality, and well-being, based on available meta-analyses (see their table 1). 
Only two variables (2 percent) were associated with effect sizes larger than 1, that is, throwing distance (d=1.98, 
32 percent overlap) and throwing velocity (d=2.18, 27.6 percent overlap); 30 percent of the variables yielded 
effect sizes between 0 and 0.1 (96–100 percent overlap); 48 percent yielded effect sizes between 0.11 and 0.35 
(96–86 percent overlap), 15 percent yielded effect sizes between 0.36 and 0.65 (86–74.5 percent overlap; and 6 
percent yielded effect sizes between 0.66 and 1 (74–62 percent overlap; see their table 2). Therefore, for 
psychological variables, women and men tend to belong to distributions that highly overlap, which prompted 
Hyde (2005) to propose the gender similarities hypothesis. 
In a more recent meta-analysis, Hyde (2014) discusses how some effect sizes have changed through the past 
decades, especially in the cognitive domain (from large to moderate for spatial skills, for example, and from 
moderate to small or null in math performance), which demonstrates how they can be sensitive to cultural 
contexts and vary across countries. This pattern reveals the role of possible covariates of sex/gender differences. 
Index of Similarity. The effect size measure provides a measure of difference; however, relying on the property 
of the normal curve, measures of the percentage of overlap between two distributions can be calculated. As 
Cohen’s d does not provide information on the features of the distribution (e.g., degree of skewness), Nelson 
(2015) proposes a more intuitive and direct measure of overlap between groups, the Index of Similarity (IS). It is 
calculated as follows: 
 
where fi/F is the proportion of women with a given score i, and mi/M is the proportion of men with the same 
score. The IS varies between 0 (no scores in common) and 1 (complete matchup between the scores in the two 
groups). An IS of 0.5 means that 50 percent of individuals in one group can be matched with an individual in the 
other group with exactly the same score. Unlike Weitzman’s 𝚫, which can applied only to distributions of data 
that are assumed to be normal and therefore have specific mathematical properties, this statistic can be calculated 
regardless of the shape of the data distributions. 
Nelson (2015) applies this measure to better delineate sex differences in risk aversion in financial settings. 
Nelson notes that the two sexes are frequently portrayed in the economics literature as fundamentally different in 
terms of psychological characteristics tied to financial decision-making. Nelson conducted a meta-analysis on 
thirty-five scholarly studies, including many in which no statistically significant differences were found between 
the groups. Typically, the IS was larger than 0.8, which implies that more than 80 percent of participants in the 
two groups showed the same score on measures of risk aversion. Clearly, claims of fundamental or essential 
differences are unwarranted in this case. 
2.1.2 Reporting Null Results 
The bias against publication of null results (Hubbard and Armstrong 1997) is arguably partially responsible for 
the problem of replicability in science (Ioannidis 2005). The recent introduction of a three-year funding initiative 
by the Netherlands Organization for Scientific Research specifically for replication studies (Baker 2016) 
indicates that the need for a better balance between novel research and replication is beginning to be recognized. 
Beyond replication, arguably, reporting null results is critical to mitigating the effects of false positives (Shields 
2000; Ioannidis 2006; Ferguson and Heene 2012). For example, a recent meta-analysis (David et al. 2018) on 
neuroscientific studies reporting sex/gender differences identified excess significance bias (a lack of expected 
statistical relationship between reported significance and sample size) as an important problem within this body 
of literature. 
2.1.3 Randomization Control 
To assess the specificity of sex/gender effects in neuroimaging, one proposed method is a randomization control 
procedure in which groupings based on randomly assigned individuals are tested in parallel with the groups of 
interest (Frost et al. 1999). Here, “specificity” refers to the ability to establish whether positive results can be 
obtained by chance or be due to other factors, such as uneven variability within the sample, thus protecting 
against false positives. With the stated goal of investigating sex differences in lateralization for language 
processing, the authors carried out analyses on two groups of fifty women and fifty men performing two 
monitoring tasks, one semantic and one auditory. In addition, the authors ran the same sets of analyses on two 
randomly generated groups comprising an equal number of participants from those two sex/gender groups. As 
the authors mention, this technique provides an estimate of variability expected by chance in a sample (Frost et 
al. 1999, 201). The subtraction between activation in the semantic versus auditory task yielded statistically 
significant activation that was larger in the left compared to the right hemisphere. Sex/gender did not modulate 
this pattern. The same results were obtained in the analysis of randomly assigned groups. In other words, women 
and men did not differ in the patterns of brain activation associated with processing language. 
In a more recent study aimed at investigating possible neural correlates of purported sex/gender differences in 
humor processing (Chan 2016), participants were initially grouped into women and men. The authors then 
systematically altered the number of women and men in the two groups to be compared until the number of each 
was identical (pseudorandom assignment; 11–12). The authors found that sex/gender influenced the neural 
correlates of different types of jokes. Because, with the exception of one analysis, they did not find such an 
effect in random groups, the authors concluded that the effects comparing women and men reflected a real 
sex/gender effect. 
Therefore, the group randomization procedure allows researchers to interpret their effects more accurately. The 
following scenarios can be obtained: 
1. Difference between female and male groups and lack of difference between random groups → sex/gender 
effect is real; 
2. No difference between female and male groups and no difference between random groups → no sex/gender 
effect; 
3. Difference between female and male groups and difference between random groups 
→ possible false positive; 
4. No difference between female and male groups and difference between random groups 
→ Unclear. This result would be difficult to interpret but would suggest that further tests (e.g., permutation 
testings) are needed to deal with a sample that could be skewed. 
2.1.4 Permutation Testing 
Permutation testing, a form of nonparametric testing originally proposed by Fisher (1937), has been in recent 
years recommended as tool for statistical testing in data-intensive research, including neuroimaging (Holmes et 
al. 1996; Arndt et al. 1996) and genomics (Nettleton and Doerge 2000). Permutation testing is a randomization 
procedure in which the data are repeatedly resampled to construct a null distribution. In other words, the data 
within or between subjects are randomized thousands of times in order to create a statistical distribution that 
represents the form of the dataset that is being studied. The subsequent statistical comparison of two groups is 
tested against this null distribution, which permits us to determine whether a true difference exists between the 
two groups or whether that difference is simply an artefact of the sample’s makeup. Unlike the more common 
parametric statistical tools, permutation testing avoids assumptions of normal distribution, homoscedasticity, and 
nonrandom sampling (Pesarin and Salmaso 2012). 
As an example, we can examine the particular challenges of analyzing neuroimaging data. MRI scans are made 
up of a series of small three-dimensional pixels, called voxels. Data are analyzed on a voxel-by-voxel basis 
(voxelwise comparisons), which easily results in a large number of comparisons (Nichols and Holmes 2002) and 
therefore vulnerability to false positives. This problem can be exacerbated by small sample sizes. These 
characteristics, along with high levels of variance within voxels between individual scans and noise (Holmes et 
al. 1996), make the assumptions of parametric testing problematic for these sorts of data. 
One type of permutation testing is label permutation, in which data between subjects are permuted. Here, 
subjects in the population are randomly assigned to groups in repeated iterations, creating, for example, 
thousands of randomized groupings. These repeated iterations build up a sampling distribution, which assumes 
that all differences between randomly generated groups are equally likely (Nichols and Holmes 2002). In the 
final t-test (or other significance test), the difference between the groups is evaluated against this sample 
distribution. Label permutation is an effective way to guard against false positives when testing for differences 
between groups assigned to sex/gender categories. Permutation testing is computationally expensive, which 
accounts for its underuse until recently, but it is now an accessible and rigorous statistical tool. 
2.2 Gender/Sex Differences in White Matter: A Case Study 
In the present study, we investigate the variable of sex/gender in areas of the brain correlated with language 
processing. We aim to provide a feminist intervention into the traditional sex/gender categories used in brain 
mapping by applying alternative analytical and statistical methods to capture and interrogate the variability level 
in brain organization across individuals. To address this goal, we focus on Broca’s area (BA44 and BA45). This 
area has been investigated intensively (Shaywitz et al. 1995; Frost et al. 1999; Kaiser et al. 2009; Kurth, Jancke, 
and Luders 2017; Allendorfer et al. 2012; Plante et al. 2006; Hahn et al. 2016) with the aim of finding a 
structural difference that would explain women’s purportedly superior linguistic skills compared to men (note 
that behavioral differences in the linguistic domain have been questioned on several grounds, but persistently 
have been invoked; see review by Wallentin, 2009). For example, in a recent study, Kurth et al. (2017) found 
that the grey matter volume of BA44 and BA45 in both hemispheres is larger in women than men. In a study on 
a different dependent variable, white matter volume, Shiino et al. (2017) found that the white matter near to the 
left Broca’s area was larger in women than men. In an earlier study, Szeszko et al. (2003) found that for 
measures of fractional anisotropy (FA), a proxy for reconstructing the directionality of white matter tracts in the 
brain, women had higher values than men. 
In the following case study, we provide an example of how to conduct analyses that focus on quantifying 
variability and similarities instead of differences. While this approach might appear to reify a dichotomy that we 
reject at the outset as it validates the assumptions that sustain sex/gender difference research, our goal is to 
provide the readers with methods to describe and quantify the distribution of data when humans are placed into 
separate groups based on sex,[8] and therefore to offer a more nuanced view of what expressions such as “sexual 
dichotomy” or “sex differences” reflect. 
2.2.1 Methods 
We analyzed preprocessed magnetic resonance (MR) scans from seventy-five adult individuals, available from 
the Human Connectome Project’s (Van Essen et al. 2013; Glasser et al. 2013)[9] S500 release (Sotiropoulos et al. 
2013; Andersson, Skare, and Ashburner 2003; Andersson and Sotiropoulos 2015, 2016).[10]  
In order to examine sex/gender similarities and differences in Broca’s area, we chose to examine white matter 
structural differences using a type of MRI known as diffusion-weighted imaging. Diffusion-weighted data are 
used to calculate FA, the small-scale movement of fluid within the brain.[11] FA values, in turn, are used to 
reconstruct the direction and integrity of white matter tracts in the brain. To quantify differences in white matter 
organization between individuals, we used a software package that calculates an averaged white matter map, or 
FA skeleton, from the analysis of a sample of individual scans (tract-based spatial statistics or TBSS; Smith et al. 
2006 in FSL; Jenkinson et al. 2012).[12] 
Based on the intervention randomization control outlined in 2.1.3, subject scans were assigned to four two-group 
sets. In addition to being divided into a women/men set, the subject sample was broken into three different two-
group sets using three different randomization techniques with similar numbers of women and men (table 1). Set 
2 was randomized using an atmospheric noise generator (random.org, c. 1998–2017), set 3 using a date-input 
randomizer (GraphPad.com, c. 2017), and set 4 using the randomize function (rand) in Microsoft Excel (version 
15.3). 
 
Table 1 Subject groupings. Set 1: Sorted by gender. Sets 2–4: Sorted randomly using atmospheric noise number generators 
(group 2; random.org c. 1998–2017), date-input randomizer (group 3; GraphPad.com c. 2017), and Microsoft Excel’s “rand” 
randomizer function. Subject numbers from the Human Connectome Project S500 release (Van Essen et al. 2013). 
Next, we applied permutation analysis described in the previous section on feminist interventions (see 2.1.4). We 
ran a one-way between-subjects ANOVA independently for each grouping for 5,000 permutations.[13] We ran 
this analysis for both the entire brain and for the region of interest (ROI) in the study, that is, the area that 
includes white matter tracts involved in language production. This ROI is comprised of three major white matter 
tract systems (figure 3A).[14] A subdivision of one of these tracts, the third branch of the left superior longitudinal 
fasciculus (SLF III) extends into BA44, part of Broca’s area (Frey et al. 2008; Parker et al. 2005), and is 
implicated in language processing (Saur et al. 2008; Friederici et al. 2006). Few studies on the SLF have 
examined sex/gender differences; those that have found differences in SLF measures between sexes/genders 
have reported them in the right hemisphere (Bava et al. 2011; Rametti et al. 2011). Another tract we selected, the 
inferior longitudinal fasciculus (ILF), passes through the temporal lobe and reaches the temporal pole, and has 
been suggested to underpin semantic processing (Saur et al. 2008; Wong et al. 2011). 
 
Figure 3 Region of interest masks. A. Bilateral region-of-interest mask including the SLF (superior longitudinal fasciculus), 
ILF (inferior longitudinal fasciculus), and forceps major. B. Left hemisphere mask comprised of white matter within the pars 
opercularis and pars triangularis. 
Following whole-brain and ROI-based analyses of differences between groups in the white matter skeleton, we 
created a second ROI in the left hemisphere, delineating white matter beneath Broca’s area (figure 3B).[15] We 
computed average FA values for the Broca’s area ROI within each individual using the program fslmaths[16] 
(FSL, Jenkinson et al., 2012). One subject was removed from analysis (110411) because the averaged FA values 
for the Broca’s ROI were an outlier and likely an artefact of that particular subject in the dataset with a value of 
0.99 out of a maximum possible value of 1. The four groupings were analyzed using one-way between-subjects 
ANOVAs; furthermore, measures of effects size (Cohen’s d) and overlap (Weitzman’s 𝚫) were calculated using 
the tools available on sexdifference.org (Maney 2016) as a way to perform the feminist interventions described 
above. 
2.2.2 Results 
For our TBSS analysis of white matter, we found no significant differences in FA values in the white matter 
skeleton between any of the groups in the four sets tested (table 2). This is true for both the whole brain and ROI 
comparisons. To report this null result is regarded as another feminist intervention in this paper (see 2.1.2) and as 
good science (Hubbard and Armstrong 1997). P-values for a t-test of whole brain voxelwise analysis reached 
low values (p=0.090) in the second grouping (table 2), which was surprising, because the group assignment was 
randomized based on numbers generated from atmospheric noise. P-values reached a similar level of 
significance for ROI-based analysis in women versus men (p=0.088). 
 
Table 2 P-values for one-way between-subjects ANOVA for all four sets at 5,000 iterations of the general linear model. 
For our individualized Broca’s area ROI, analysis of averaged FA values across subjects demonstrated no 
significant differences between women and men. In addition, there were no significant differences between 
groups in two of our three randomized groupings (figure 4A, B, and D). Differences between groups did reach 
significance in our second randomized grouping, however (p=0.025; figure 4C). Effect size was trivial to small 
for all groups except the second randomized group, which reached a medium level of effect size (Cohen’s 
d=0.53). 
Weitzman’s 𝚫, a coefficient of overlap between two populations, ranged from a low of 79 percent overlap for the 
date-based randomized group (figure 4C) to a high of 97 percent overlap for the atmospheric noise-based 
randomized grouping (figure 3B). The women/men comparison was between these levels at 82 percent (figure 
4A). In the latter case, 34 percent of men had FA levels that were more “woman-like” than the average female 
subject, and 32 percent of women had values that were more “man-like” than the average male subject. Similar 
values for Weitzman’s 𝚫 in the randomized groupings suggest that the degree of overlap is an artefact of the 
dataset and not representative of a real difference between women and men for FA values in Broca’s area. 
Similarly, figure 1 shows that measures of variability and confidence interval can be similar between 
women/men and random groups. 
 
 
 
 Figure 4 Cohen’s d, Weitzman’s 𝚫, and significance for FA differences in Broca’s area for three randomized groupings and 
one gender/sex grouping: (A) female and male subjects, (B) atmospheric noise-based randomized groups, (C) date-based 
randomized groups, and (D) randomized groups using Microsoft Excel’s rand function. Effect size (d) is trivial or small for 
all groups except for C. Comparison of date-based randomized groups reached significance for one grouping (C) but not for 
any others (A, B, D). This figure uses a modified form of the images produced using the tools from sexdifference.org (Maney 
2016). 
2.2.3 Discussion 
As measured by FA, the directionality and integrity of white matter was not statistically different between 
women and men or between random groupings within the Human Connectome Project diffusion dataset when 
examined using tract-based spatial statistics with permutation testing. P-values failed to reach significance for 
any of the randomized groupings or the women/men grouping; however, values were low enough for the 
fascicular ROI analysis in the women/men grouping (p=0.088) to suggest a possible group difference. The fact 
that a randomized grouping reached a nearly identical p-value for the whole brain analysis (0.09) indicates that 
even a robust statistical method like permutation testing can produce results that flirt with significance. 
It is important to underscore that the permutation test we ran in the general linear model repeatedly resamples the 
data for a set number of iterations (in this case: 5,000 iterations) to compute a null distribution against which we 
compared the two groups. Hence, the general linear model does not assume a sampling distribution but instead 
reshuffles the data to test our comparison against all possible alternative group assignments. The larger the 
number of permutations, the more robust the null distribution and the more reliable the statistical result. 
Therefore, although our random assignments are not necessarily unique from the permutations that iterate in the 
general linear model, they do allow us to examine how robust permutation testing is against false positive results. 
Here, we selected 5,000 iterations because this number is commonly used for TBSS studies (e.g., Smith et al. 
2006; Bosch et al. 2012; Lee et al. 2013). Results of a permutation analysis of 5,000 iterations that are close to 
significance are not always reliable – Dickie et al. (2015) found 10,000 is preferable for certain kinds of 
structural neuroimaging – but may encourage a researcher to continue to investigate a certain statistical 
relationship. 
We did not observe any sex/gender effects for FA values within the white matter in our Broca’s area ROI 
analysis. The high degree of overlap between the men and women groupings and small effect size underscore the 
similarity between these two populations. The significant results we observed for one of the randomized 
groupings (figure 4C) suggest that even decent-sized samples (n=76) in neuroimaging do not preclude false 
positive errors. 
Presumed sex/gender differences in language abilities have led some researchers to investigate Broca’s area as a 
putative site of neuroanatomical difference between men and women, with mixed results (Harasty et al. 1997; 
Leonard et al. 2008; Wallentin 2009). The fact that our tests failed to find any statistical sex/gender differences 
in SLF and ILF tracts suggests there are no structural differences in the directionality of white matter tracts that 
interface with prefrontal and anterior temporal areas between women and men. The lack of significant difference 
between groups, the high overlap in scores and similarity of variability measures, and the small effect size of 
sex/gender on a measure of white matter integrity in Broca’s area further support the interpretation that “male 
brains” and “female brains” are more similar than they are different when it comes to white matter in territories 
that are important for language processing. 
In summary, our results demonstrate that (1) no significant differences between women and men were 
observable in the FA values within major white matter tracts involved in language processing, and that (2) FA 
values for white matter within Broca’s area show no significant difference, small effect size, and a high degree 
of overlap between the two groups. Our results also permit two methodological observations: first, when testing 
neuroanatomical differences between groups at lower permutation levels, it is possible to produce results that 
appear to reach for significance, even when group assignments are randomly generated; second, randomized 
groupings can induce statistically significant results in neuroimaging analyses. For scientists who are exploring 
sex/gender differences, especially in data-intensive fields like neuroimaging, these findings highlight the 
importance of using statistical tools that are robust to false positive errors. Taken together, these results highlight 
the lack of structural differences between sexes/genders in brain areas important for language processing (thus 
making the application of measurements of variability necessary), the risk of generating spurious positive results 
with conventional statistical tools in neuroimaging analyses, and the utility of feminist methodological 
interventions for increasing rigor in these types of studies. 
3. General Discussion 
Deboleena Roy asks of fellow feminist scientists: “where are the blood and guts in our feminist attempts to go 
back to the body?” (2008, 226) In other words, where can we find feminist knowledge production in the 
laboratory? As empirical neurofeminists, we have attempted to answer this call by describing and applying 
methodological tools that sex/gender differences researchers can use to provide a more comprehensive picture of 
their data. They include adding random groups and permutation analyses to protect against false positives, 
reporting effect sizes and the variability in the data, estimating the overlap/similarity between groups, and 
reporting null results. 
The picture that emerges invites the reader to develop a more complex narrative, one that does not speak of two 
distinct types of brains. We have termed these tools feminist interventions – not to claim that they were devised 
by feminist (neuro)scientists (this is not the case), but to indicate that their adoption challenges the status quo in 
sex/gender research and produces more precise results, and therefore a more nuanced narrative, in this field. 
When these tools are applied, it becomes clear that claims of dimorphism are often misleading. In their paper on 
“Sexual Dimorphism in Broca’s Area,” Kurth et al. (2017) used expressions such as female and male brains 
(e.g., 630); while they are sometimes careful to acknowledge that differences are found “on average” (630), the 
untrained reader will likely assume that the two distributions barely overlap, as the language conveys the idea 
that there are two entities, whose difference is honored by the use of two different adjectives.[17] For this reason, 
Joel & Fausto-Sterling (2016) suggest using different expressions, such as “comparing brains from males to 
brains from females.” 
This use of “dimorphism” as a proxy for “sex difference” is not specific to Kurth et al., but is widespread in the 
psychological and neuroscientific literature (e.g., Cahill 2006; Goldstein et al. 2001). Some authors have indeed 
raised issues regarding the casual use of this term. For example, Ball et al. (2014) discuss various forms of sex 
differences and suggest reserving “dimorphism” only for traits whose distributions in female and male animals 
do not overlap. Differences in traits characterized by various degrees of overlap should be referred to as “sex 
differences” (629). Such differences can then be quantified, for example based on effect size. This use of 
dimorphism remains faithful to the original meaning of the term (and probably to readers’ intuitions) and helps 
to avoid misunderstanding, especially when effect sizes are not reported. 
We maintain that statistical significance tests cannot be considered the ultimate evidence with which to 
investigate differences between groups. This statement is valid regardless of the nature of the variables under 
investigation, but it is especially important when hot topics, such those related to sex/gender, are addressed, as a 
focus on differences between group means can sustain sex/gender essentialism. The evidence available from 
neuroimaging studies does not justify claims of dimorphism (Joel et al. 2015). Furthermore, it is rarely 
consistent. Some authors (e.g., Cahill 2006) maintain that sex differences in the brain are pervasive. Certainly, a 
long list of references from the neuroimaging literature can be compiled, but, as discussed in the introduction, 
frequently results fail to be replicated (e.g., Sommer et al. 2004). Differences appear and disappear depending on 
a variety of factors including, but not limited to, subtle variations in task, data manipulation techniques, and 
choices such as what measure to choose.[18] Indeed, many published works claim to aim to resolve discrepancies 
between previous findings. Given all these issues, we wonder whether it is possible to move away from a never-
ending cycle of incongruous findings, one in which every new study adds to the existing discrepancy, and to 
instead move toward a more productive framework. 
We certainly do not aim to discourage certain lines of inquiries and we acknowledge that discrepancies are 
present in virtually every field or discipline. However, we do encourage researchers to adopt caution before 
making wide-ranging statements based on a single paper. For example, Ingalhalikar et al.’s (2014) findings of 
different connectivity patterns in women’s and men’s brains – a study Cahill (2014) heralded as revealing 
“fundamental sex differences in human brain architecture” – did not survive a correction based on brain size 
(Hänggi et al. 2014; see also Martínez et al. 2017). Hänggi et al. found a relationship between connectivity 
patterns and brain size; the sex differences that they observed disappeared after they adjusted their measures by 
brain size. They also reanalyzed Ingalhalikar et al.’s data by selecting twenty-seven women and twenty-seven 
men at random. They replicated Ingalhalikar et al.’s results; but once again, the differences in connectivity 
disappeared when the groups of randomly selected women and men were matched based on brain size. 
Taken together, the approaches used in this study (random group assignment, effect sizes, Cohen’s d, overlap 
measures, and permutation analysis) and recommendations (reporting null results), comprise a feminist 
methodological toolkit that offers a richer characterization of data than conventional analyses by both (1) 
avoiding the reduction of sample populations to simple averages, and (2) considering variability within 
populations to be informative. We wonder whether these tools and a renewed attention to measures of variability 
and overlap can foster the development of new questions not only about sex/gender but also about other factors 
that could help to unpack the variability that remains unaccounted. Substantial overlap between groups suggests 
that other factors are responsible for variation among individuals. For example, as mentioned above, Kurth et al. 
(2017) found that that BA44 and BA45 were larger, on average, in female than male participants in both 
hemispheres. The effect sizes were small and ranged from 0.21 to 0.30, which correspond to r2 varying between 
0.01 to 0.02. That is, at least 98 percent of the variance concerning the size of these regions remained 
unaccounted for. 
We encourage researchers in the field to apply the interventions explored in this paper, elaborate on them, and 
create new ways to think, conceptualize, classify, and especially measure “sex/gender” in brain science. We also 
encourage researchers to adopt a critical view of how current research is carried out. The “searching for group 
differences” approach, still dominant, is fraught with interpretational problems; as a result, it has added very 
little to our understanding of sex/gender. It has also revealed a curious lack of interest in exploring mechanisms. 
Instead, these are often black boxed (e.g., “sex chromosomes,” and especially “sex hormones”) and assumed to 
explain differences when differences are found. New approaches are needed to move beyond the stagnation that 
has characterized the field for too long. 
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Footnotes 
1. In this paper, we take the perspective that, due to the entanglement of biological and environmental factors in any neural 
phenotype, it is analytically not possible to completely distinguish between “sex” and “gender” and we have to use the 
term “sex/gender” (Kaiser 2012). We have retained the expression “sex differences” when it refers to other authors’ 
wording in their works. [Return to text] 
2. The authors are listed alphabetically; they contributed equally to this paper and are all first authors. Data were provided 
(in part) by the Human Connectome Project, WU-Minn Consortium (Principal Investigators: David Van Essen and Kamil 
Ugurbil; 1U54MH091657) funded by the sixteen NIH institutes and centers that support the NIH Blueprint for 
Neuroscience Research; and by the McDonnell Center for Systems Neuroscience at Washington University. We thank the 
two anonymous reviewers for their thoughtful comments that help to improve the manuscript substantially. [Return to 
text] 
3. Eric Prager, personal communication to Giordana Grossi, 16 October 2017. For a constructive commentary on the 
editorial policy, which did not put out an open call, see Rippon et al. 2017. [Return to text] 
4. While “sex” is often considered an independent variable, sex/gender can be characterized as an outcome variable, the 
result of an ongoing developmental process. [Return to text] 
5. Tan et al. (2016, 357–8) also discuss how different types of adjustments of hippocampal volume change the direction and 
size of sex differences. [Return to text] 
6. We can transform the r2 into Cohen’s d (0.06; d=2r/√(1-r2); a quicker approximation can be used, d=2r (Hyde 2014). 
[Return to text] 
7. Weitzman’s ∆ = ∫ min f1(x), f2(x) dx [Return to text] 
8. Data are generally collected with an assumption of two sex/gender groups, so while gender is more complicated and 
expansive than this, secondary analyses are constrained by this initial collection and labeling. [Return to text] 
9. The Human Connectome Project (humanconnectomeproject.org) is a multi-institution long-term project funded by the 
National Institutes of Health in the United States that aims to collect and share a large repository of structural and 
functional neural connectivity data in human subjects. Although the project’s explicit goals are to create a neural 
connectivity map, the actual data within the repository are composed of hundreds of scans of individual human subjects. 
[Return to text] 
10. Of the seventy-seven individuals (forty-one women, thirty-six men), seventy-six were between the ages of twenty-two and 
thirty-six; one individual was listed in the dataset as “36+”. These ages are comparable to one described in the Kurth et al. 
(2017) study, in which the authors examined one hundred men and women with a mean age of forty-five from a publicly 
available database (International Consortium for Brain Mapping; ). [Return to text] 
11. FA is the term used for the direction and magnitude of diffusion at each voxel, or three-dimensional pixel, within a 
scanned brain. Larger FA values indicate greater magnitude and unidirectionality of fluid movement. [Return to text] 
12. TBSS aligns FA data from individual scans with each other in the data set using nonlinear registration. For analysis, 
individual scan data are projected onto an alignment-invariant reconstruction of the mean FA skeleton generated by the 
software. FSL is a comprehensive library of analysis tools for brain imaging data; https://fsl.fmrib.ox.ac.uk/fsl/fslwiki. 
[Return to text] 
13. Statistics were run on a voxel-by-voxel basis (known as voxelwise statistics) using FEAT, part of the FSL toolkit. [Return 
to text] 
14. Anatomical landmarks for the ROI were based on a previously constructed white matter tractography atlas for FSL (Mori 
et al. 2005; Hua et al. 2008). [Return to text] 
15. ROIs were drawn on white matter within BA44 and BA45, on the averaged FA template using coordinates from the 
Harvard-Oxford Human Brain Atlas (Desikan et al. 2006; Bakker, Tiesinga, and Köttner 2015). In order to standardize 
the demarcation between white matter and grey matter voxels, a voxel intensity threshold of 3,000 was chosen. [Return to 
text] 
16. To obtain FA values for each individual within Broca’s area, this ROI was projected back into native space for each 
subject (Smith et al. 2006). [Return to text] 
17. Recent work has focused on the languages used in sex/gender difference research. For example, Khemlani et al. (2012) 
argue that sentences such as “men have a higher x than women” are misleading because they are understood as 
confirming a (categorical) sex/gender difference at the individual level. This assumption harbors the risk of stereotyping, 
as Nelson (2013) shows. She explains detected aggregate difference (group differences) cannot be used to conclude what 
a randomly chosen pairwise comparison would reveal: “Cases of xMi – xWi < 0 (that is, ‘this individual woman has a 
higher x than this individual man’) would generally exist among random pairings at the individual level, even though xM 
– xW > 0 (men’s average is higher), and statistically significantly so” (Nelson 2013, 3). Often, the sex/gender of an 
individual women or men is taken to demonstrate their relative amount of x, and this exactly correspond to the process of 
stereotyping: an (inaccurate) idea people have about a person based on that person’s gender. [Return to text] 
18. E.g., how to adjust brain regions’ volumes in structural MRI studies or how to measure lateralization of functions (Ihnen 
et al. 2009; Kaiser et al. 2009). [Return to text] 
 
