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Sorting and Local Search based algorithm，简称 NSLS）。该算法是基于迭代的：在
每一次迭代中，给定一个进化种群 P，采用基于差分算子的双方向局部搜索策略





















（3）针对具有较多局部 Pareto 最优前沿以及 Pareto 最优前沿属于非连续或
分布不均匀的多目标优化问题，本文提出劣值表概念和基于劣值表的搜索策略，










































Many optimization problems in the real word can be transformed into 
multi-objective optimization problems (MOPs). The MOPs have many interactive and 
conflicting objective functions. At present, using evolutionary algorithms to solve 
MOPs has become a researching hotspot in the field of multi-objective optimization. 
A lot of research scholars have proposed many evolutionary multi-objective 
optimization (EMO) algorithms to solve various kinds of MOPs. Some of them have 
been successfully applied in the actual projects. Based on a comprehensive survey of 
the state-of-the-art of EMO algorithms, this dissertation emphasizes designing 
remarkable methods to solve the MOPs. The major researching work and 
contributions can be summarized as follows:   
 （1）To solve the MOPs with simple Pareto-optimal sets, the disadvantages of the 
multi-objective differential evolution evolutionary algorithms are analyzed. For 
example, it has a too fast convergence speed and it is easy to trap into local optimum. 
In this dissertation, a multi-objective differential evolution evolutionary algorithm 
using simulated annealing (named MODESA) and priority strategy with the concept 
of prior life value is proposed to overcome the disadvantages of multi-objective 
differential evolution evolutionary algorithm. The simulated annealing and priority 
strategy can be used to keep some potential individuals and permit them preferentially 
entering to the next process of evolution for the purpose of improving the 
convergence and diversity of the algorithm. In the proposed simulated annealing 
approach, a new acceptance probability computation function based on domination is 
presented and these potential individuals are assigned a prior life value to have a 
priority to be selected to the next generation. In addition, the algorithm applies an 
efficient diversity maintenance approach to get a good distributed Pareto-optimal 
front. The feasibility of the proposed algorithm is investigated on a set of five 
bi-objective and two tri-objective optimization problems and the results are compared 















proposed algorithm in terms of convergence and diversity.  
 （2）A new multiobjective optimization framework based on non-dominated sorting 
and local search (named NSLS) is introduced to solve the MOPs with complicate 
Pareto-optimal sets. The proposed algorithm is based on iterations. At each iteration, 
given a population P, a simple local search method is used to get a better population 
  , and then the non-dominated sorting is applied on the combined population      
to get a better population for the next iteration. The local search-based searching 
mechanism is good for the algorithm converging to the Pareto-optimal front. In 
addition, the farthest-candidate approach is combined with the fast non-dominated 
sorting to get the new population to increase the diversity. The experimental results 
reveal that NSLS is able to find a better spread of solutions and a better convergence 
to the true Pareto-optimal front compared to four other good algorithms.  
 （3）A new concept of bad table and the corresponding searching mechanism based 
on the bad table (named NSLS-BTM) are proposed to solve the MOPs with 
complicate Pareto-optimal sets and Pareto-optimal fronts. In the proposed algorithm, 
these bad solutions generated during the process of evolution are selectively stored in 
the bad table. When the algorithm could not find a better solution, the bad table based 
mechanism is used for opening up a new searching area to improve the convergent 
ability of the algorithm. The experimental results demonstrate that the proposed 
mechanism can enhance the performance of the algorithm in terms of the convergence 
and diversity.  
 （4）A replacement mechanism based on the favor relation and a prunning strategy 
based on the sum of objective function proportionsare presented in the EMO algoriths 
to solve the many-MOPs (named m-NSLS). First, the probability of the situation that 
two solutions cannot be compared in the replacement process is increased, therefore, 
applying the replacement mechanism can help the algorithm to determine whether to 
remove the solution or not for the purpose of increasing the accuracy of the 
replacement. Second, when the EMO algorithms based on non-dominated sorting is 
used for solving the many-MOPs, the number of non-dominated solutions in the last 















objective function proportions can effectively remove some non-dominated solutions 
in advance to improve the performance of the diversity maintenance mechanism. 
Empirical results reveal that the proposed algorithm is better than the state-of-the-art 
of EMO algorithms.  
 （5）An enhanced non-dominated sorting and local search based evolutionary 
multi-objective optimization algorithm is proposed to solve the multi-objective 
portfolio optimization problems (named e-NSLS). The method is compared with the 
other three good algorithms on five benchmark data sets. The experimental results 
with different cardinality constraints show that the proposed algorithm can provide 
better results than the other algorithms for the decision makers according to their 
preference.  
In summary, this dissertation proposes some effective methods to overcome the 
difficulties of various characteristic MOPs. The work can improve the performance of 
EMO algorithms to some extent, which is not only conducive to promoting the 
intensive research of the EMO algorithms, but also has vital significance for the 
practical projects of EMO algorithms. 
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