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Abstract
Berk and Jones (Z. Wahrsch. Verw. Gebiete 47 (1979) 47) described a nonparametric
likelihood test of uniformity that is more efﬁcient, in Bahadur’s sense, than any weighted
Kolmogorov–Smirnov test at any alternative. This article shows how to obtain a
nonparametric likelihood test of a general parametric family for incomplete survival data.
A nonparametric likelihood ratio test process is employed to measure the discrepancy between
a parametric family and the observed data. Large sample properties of the likelihood ratio test
process are studied under both the null and alternative hypotheses. A Monte Carlo simulation
method is proposed to estimate its null distribution. We show how to produce a likelihood
ratio graphical check as well as a formal test of a parametric family based on the developed
theory. Our method is developed for the right-censorship model, but can be easily extended to
some other survival models. Illustrations are given using both real and simulated data.
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1. Introduction and summary
To test the null hypothesis that a sample of n iid observations X1;y; Xn comes
from a known distribution function F0; Berk and Jones [3] proposed a likelihood
ratio-based test statistic that is more efﬁcient, in Bahadur’s sense, than any weighted
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Kolmogorov–Smirnov test statistic at any alternative. Berk and Jones’s test statistic
is deﬁned by
Rn ¼ sup
t
KðFnðtÞ; F0ðtÞÞ;
where FnðtÞ is the empirical cumulative distribution function and
Kðpˆ; pÞ ¼ pˆ logðpˆ=pÞ þ ð1 pˆÞ logfð1 pˆÞ=ð1 pÞg:
The statistic Rn is likelihood based since, for any t; nKðFnðtÞ; F0ðtÞÞ is the log-
likelihood ratio for the probability parameter F0ðtÞ based on a binomial observation
of nFnðtÞ successes in n trials. Clearly, large values of K provide evidence in favor of
PðXptÞ ¼ F0ðtÞ and Rn uses the t at which the evidence is strongest. The
approximate and exact null distributions of Rn were given by Berk and Jones [3]
and Owen [20], respectively.
In practice, it is rare that one wants to test a simple null hypothesis of a completely
speciﬁed function. The more common situation is that we wish to test a composite
null hypothesis that PðXptÞ is a member of a parametric family G ¼
fFy; yAYCRqg: Moreover, data are often incomplete in clinical trials and other
studies. Because of its superiority over any weighted Kolmogorov–Smirnov test, it is
desirable to extend Berk and Jone’s likelihood test to handle the composite
hypothesis for incomplete survival data. However, no such work has been seen in the
literature even for complete data. An obvious difﬁculty in such an extension is that
Rn would involve an estimated parameter and its distribution is intractable. The
problem is further complicated for censored and/or truncated survival data since the
binomial likelihood ratio that deﬁnes the Berk and Jone’s statistic is no longer
available.
The purpose of this paper is to extend Berk and Jone’s [3] nonparametric
likelihood approach to testing goodness-of-ﬁt of a parametric family for randomly
censored and/or truncated data. We introduce a nonparametric likelihood ratio
(NLR) test process to assess goodness-of-ﬁt of a parametric family, study its
asymptotic properties, and show how to derive graphical and formal goodness-of-ﬁt
tests from the NLR test process. To brieﬂy explain the idea, let us begin with the
standard right-censorship model in which one observes n independent and identically
distributed pairs ðZ1; d1Þ;y; ðZn; dnÞ; where Zi ¼ minfXi; Cig; di ¼ IðXipCiÞ; and
Xi and Ci are independent positive random variables representing the survival time
and the censoring time of the ith subject under study, i ¼ 1;y; n: Assume that F and
G are the distribution functions of X1 and C1 with support ð0;NÞ: For any y; deﬁne
LRyðtÞ ¼ supfLðFÞ : FðtÞ ¼ FyðtÞ and FAFg
supfLðFÞ : FAFg ; t40; ð1Þ
where LðFÞ ¼Qni¼1fdFðZiÞgdif1 FðZiÞg1di is the likelihood function for F andF
is the family of all distribution functions supported on the positive real line. Clearly,
the likelihood ratio LRyðtÞ is a measure of discrepancy between FðtÞ and FyðtÞ since
large values of LRyðtÞ provide evidence in favor of FðtÞ ¼ FyðtÞ: This suggests that
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the process LR#ynðtÞ; t40; be used to assess goodness-of-ﬁt of the parametric family
G; where #yn is the parametric maximum likelihood estimate of y under H0 : FAG:
The likelihood ratio in (1) was ﬁrst used by Thomas and Grunkemeier [22] to
construct conﬁdence intervals for a survival probability withF being restricted to a
family of discrete distributions supported on the uncensored observations. Li [13]
showed that (1) is well deﬁned even if F is the entire family of all distribution
functions, and thus is a true nonparametric likelihood ratio. It is worth noting that,
in the absence of censoring, LRyðtÞ reduces to the binomial likelihood ratio for
testing FðtÞ ¼ FyðtÞ:
When F ¼ Fy and y is known, the distribution of the process 2 log LRyðtÞ; t40;
can be approximated by some transformations of a Brownian bridge; see, e.g., [8].
Such an approximation is, however, no longer valid for 2 log LR#ynðtÞ; t40; where
#yn is the maximum likelihood estimate of y under H0 : FAG: We show in Theorem 1
that, the limiting null distribution of the process 2 log LR#ynðtÞ depends on the
unknown y and G; which is impossible to compute analytically. Using an idea of Lin
et al. [16], we derive a Monte Carlo simulation method to approximate the null
distribution of 2 log LR#ynðtÞ: This allows one to derive goodness-of-ﬁt tests easily.
Furthermore, we show that the process 2 log LR#ynðtÞ diverges under any ﬁxed
alternative.
There is an extensive literature on the general problem of testing ﬁt of a parametric
family. The classical Pearson–Fisher chi-square test has been extended to various
censoring schemes; see [1,6,7,11,14,17,18] among others. Chi-square type tests are
simple and easy to use, but involve subjective choice of a partition. Grouping data
could also lead to loss of information. The Kolmogorov–Smirnov supremum type
tests, originated from Kolmogorov [12] and Doob [5], have also been studied by a
number of authors including Khmaladze [10], Hjort [7], Andersen et al. [2],
Nikabadze and Stute [19] and Sun [21]. A supremum type test is typically based on
certain test process such as
ﬃﬃﬃ
n
p fFnðtÞ  Fðt; #yÞg; where Fn is a nonparametric
estimate of F and #y is an estimate of y: Because the limiting distribution of such a test
process is usually intractable, supremum-type tests developed in the past were based
on some transformation of the test process using Khmaladze’s [10] idea. Although
the resulting tests are asymptotically valid, they lack clear statistical interpretations
and are difﬁcult to use. The pattern of departure is also lost through transformation.
The nonparametric likelihood ratio method considered in this article has a clear
statistical interpretation and, in the degenerate case Y ¼ fy0g; is superior to all
weighted Kolmogorov–Smirnov types tests as mentioned earlier.
In Section 2, we give the asymptotic properties of LR#ynð	Þ under the null and the
alternative, hypothesis. Section 3 shows how to approximate the limiting null
distribution using a Monte Carlo simulation method. We show how to produce a
visual display of the likelihood ratio goodness-of-ﬁt process together with a number
of reference sample paths generated from its approximate distribution. Such a plot is
useful for examination of departures of F from G: We also discuss how to derive a
formal test. In Section 4 we establish consistency of the proposed test for any ﬁxed
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alternative. In Section 5 we discuss extensions to left-truncated and other type survival
data. In Section 6 we illustrate our method using some real and simulated data.
Further remarks are given in Section 7. All proofs are collected in the appendix.
2. Preliminary: computational aspects
The following notations will be used throughout the paper. For the ith individual,
let NiðtÞ ¼ IðZipt; di ¼ 1Þ be the counting process that records the uncensored
death and let YiðtÞ ¼ IðZiXtÞ be the indicator process indicating, by the value 1, that
the individual is at risk prior to time t; i ¼ 1;y; n: Let NðtÞ ¼Pni¼1 NiðtÞ and
YðtÞ ¼Pni¼1 YiðtÞ be the number of uncensored deaths to time t and the number of
individuals at risk prior to time t: Let 0 ¼ T0oT1o?oTkoTkþ1 ¼N denote
the ordered distinct uncensored survival times. Deﬁne rj ¼ YðTjÞ and dj ¼ NðTjÞ;
j ¼ 1;y; k: We will also use the convention that 0=0 
 0:
Below we discuss how to compute LR#ynðtÞ and supaptpb LR#ynðtÞ; 0paoboN:
The denominator of LRyðtÞ in (1) is LðFˆnÞ; where Fˆn is the Kaplan–Meier
estimator of F deﬁned by
FnðtÞ ¼ 1
Y
j:Tjpt
1 dj
rj
 
;
see [9]. The numerator of LRyðtÞ in (1) involves solving an inﬁnite-dimensional
constrained maximization problem. Li [13] showed that it can be reduced to a ﬁnite-
dimensional one with F being replaced by the family of discrete distributions
supported on fT1;y; Tkg: Consequently, for ﬁxed t and y;
2 log LRyðtÞ ¼ 2
X
j:Tjpt
ðrj  djÞ log 1þ lyðtÞ
rj  dj
 	
 rj log 1þ lyðtÞ
rj
 	
 
; ð2Þ
where lyðtÞ4DðtÞ 
 maxTjptfdj  rjg is determined uniquely byY
j:Tjpt
1 dj
rj þ lyðtÞ
 
¼ 1 FyðtÞ; ð3Þ
see, for example, [22].
To compute supaptpbf2 log LRyðtÞg; we note that, for any 1plpk; lyðtÞ is
strictly decreasing on ½Tl ; Tlþ1Þ: Furthermore,
fðxÞ ¼ 2
Xl
j¼1
ðrj  djÞ log 1þ x
rj  dj
 	
 rj log 1þ x
rj
 	
 
is decreasing in x on ðDðDðT1ÞÞ; 0 and increasing on ½0;NÞ: Thus, on any interval
½Tl ; Tlþ1Þ; the function 2 log RyðtÞ is maximized either at Tl or at Tlþ1  : This
implies that
sup
aptpb
f2 log LRyðtÞg ¼ max
l : apTlpb
f2 log LRyðTlÞ;2 log LRyðTlþ1Þg; ð4Þ
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where, for each apTlpb;
2 log LRyðTlÞ ¼ 2
Xl
j¼1
ðrj  djÞ log 1þ lyðTlÞ
rj  dj
 	
 rj log 1þ lyðTlÞ
rj
 	
 
ð5Þ
and
2 log LRyðTlþ1Þ ¼  2
Xl
j¼1
ðrj  djÞ log 1þ lyðTlþ1Þ
rj  dj
 	

 rj log 1þ lyðTlþ1Þ
rj
 	
ð6Þ
with lyðTlÞ and lyðTlþ1Þ determined by
Yl
j¼1
1 dj
rj þ lyðTlÞ
 
¼ 1 FyðTlÞ ð7Þ
and
Yl
j¼1
1 dj
rj þ lyðTlþ1Þ
 
¼ 1 FyðTlþ1Þ; ð8Þ
respectively.
Let #yn be the value that maximizes the parametric log-likelihood
lnðyÞ ¼
Z N
0
flog hyðtÞ dNðtÞ  hyðtÞYðtÞ dtg;
where hy ¼ fy=f1 Fyg and fy are the hazard function and density function of Fy:
Replacing y by #yn in (2) and (4) gives 2 log LR#ynðtÞ and supaptpb LR#ynðtÞ;
respectively.
3. Large sample properties
The theorem below gives large sample properties of the likelihood ratio process
LR#ynðtÞ under both the null hypothesis H0 : FAG and any ﬁxed alternative.
Theorem 1. Assume that Fy satisfies the standard regularity condition VI.1.1 of
Andersen et al. [2, p. 420].
(a) If F ¼ Fy for some yAY; then, for any 0oaob such that f1 FðbÞgf1
GðbÞg40;
2 log LR#ynðtÞ-
d W 2ðtÞ
s2ðtÞ ; in D½a; b; ð9Þ
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as n-N; where D½a; b is the standard Skorohod space on ½a; b; s2ðtÞ ¼R t
0 dFðsÞ=½f1 FðsÞgf1 FðsÞgf1 GðsÞg; WðtÞ is a mean zero Gaussian
process with covariance
covfW ðt1Þ; Wðt2Þg ¼ s2ðminft1; t2gÞ  F
0
yðt1Þ
1 Fyðt1Þ
 	T
I1ðyÞ F
0
yðt2Þ
1 Fyðt2Þ
 	
;
ð10Þ
IðyÞ ¼ ðIijðyÞÞ is the information matrix for y with the ði; jÞth element given by
IijðyÞ ¼
RN
0 h
0
yiðsÞh0yj ðsÞf1 FyðsÞgf1 GðsÞg=hyðsÞ ds; and F 0yðtÞ and h0yðtÞ
are the vectors of partial derivatives of FyðtÞ and hyðtÞ with respect to y:
(b) If F ¼ F0eG; then, for any fixed t40; 2 log LR#ynðtÞ-N as n-N; with
probability 1.
Part (a) of Theorem 1 is used in Section 4 to derive a supremum-type goodness-of-
ﬁt test. Part (b) is used in Section 5 to establish the consistency of the likelihood ratio
test. A key step in the proof of Theorem 1 is to ﬁnd the order of magnitude for l#ynðtÞ
under the null and the alternative hypotheses. In the appendix, l#ynðtÞ is found to be
of order n
1
2 under H0 and n under any ﬁxed alternative. Their proofs are different.
Details are given in the appendix.
4. Likelihood ratio test
The result in part (a) of Theorem 1 is not readily applicable to construct a formal
goodness-of-ﬁt test since the limiting null distribution of 2 log LR#ynð	Þ depends
on the unknown y and G; and is intractable. Using an idea of Lin et al. [16], we
derive a Monte Carlo method to approximate the distribution of the process
2 log LR#ynðtÞ; t40:
Deﬁne
WnðtÞ ¼
Z t
0
n
1
2
Pn
i¼1 xi dNiðsÞ
YðsÞ  n
1
2
F 0#ynðtÞ
1 F#ynðtÞ
( )T
Iˆ1
Z N
0
h0#ynðsÞ
h#ynðsÞ
( )Xn
i¼1
xi dNiðsÞ;
ð11Þ
where x1;y; xn are iid standard normal random variables independent of the data,
and F 0#y; h
0
#y
; and Iˆ are obtained by replacing y and G in F 0y; h
0
y and I by
#yn and the
Kaplan–Meier estimate Gˆ of G: Then, conditional on the data, the limiting process
of Wn is W for almost all sequences ðZ1; d1Þ; ðZ2; d2Þ;y : This can be shown by
noting that Wn is a Gaussian process whose covariance converges to that of W with
probability 1 and by verifying a tightness criterion of Billingsley [4, p. 128].
Therefore, the distribution of the likelihood ratio process 2 log LR#ynðtÞ can be
approximated by the conditional distribution of W 2n ðtÞ= #s2ðtÞ; where #s2ðtÞ is a
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consistent estimator of s2ðtÞ given by the Greenwood formula:
#s2ðtÞ ¼ n
X
j:Tjpt
dj=frjðrj  djÞg: ð12Þ
The above results enable us to derive formal goodness-of-ﬁt tests based on
continuous functionals of the likelihood ratio process. For example, to obtain an
a-level test based on supaptpb  2 log LR#ynðtÞð0oaoboNÞ; we generate a large
number, say L ¼ 2000; independent samples of size n from the standard normal
distribution and let cnðaÞ be the 100ð1 aÞth percentile of
sup
aptpb
W 2n1ðtÞ= #s2ðtÞ;y; sup
aptpb
W 2nLðtÞ= #s2ðtÞ;
where Wnl is calculated using (11) based on the lth normal sample, l ¼ 1;y; L:
The supremum likelihood ratio test would reject H0 if
sup
aptpb
2 log LR#ynðtÞ4cnðaÞ: ð13Þ
One can also plot the process 2 log LR#ynðtÞ over time t together with a reference
set of sample paths generated from W 2n ðtÞ= #s2ðtÞ as described earlier. Such a plot
allows one to visually examine the ﬁt of the parametric model G by determining
whether or not the observed likelihood ratio process is a ‘‘typical’’ sample path with
respect to the reference set. We will illustrate this method using real and simulated
data in Section 6.
5. Consistency of the supremum likelihood ratio test
In this section we show that the NLR test based on (13) is consistent in the sense
that its rejection power tends to 1 as n-N under any ﬁxed alternative F0eG:
Recall that the critical value cnðaÞ is deﬁned as the 100ð1 aÞth quantile of the
distribution of supaptpbW
2
n ðtÞ= #s2ðtÞ conditional on the sample and that, under the
null hypothesis H0; it converges to that of supaptpbW
2ðtÞ=s2ðtÞ: The following
lemma shows that, under a ﬁxed alternative F ¼ F0eG; cnðaÞ still converges, but to a
different limit.
Theorem 2. Assume that F ¼ F0eG: Let MnðyÞ ¼ lnðyÞ=n and let
M0ðyÞ ¼ EF0fMnðyÞg ¼
Z N
0
fh0ðsÞ log hyðsÞ  hyðsÞgy0ðsÞ ds;
where h0ðsÞ is the hazard function of F0ðsÞ and y0ðsÞ ¼ f1 F0ðsÞgf1 GðsÞg: Let
*y be a value that maximizes M0ðsÞ: In addition to the standard regularity conditions
mentioned in Theorem 1, suppose that
sup
yAY
jMnðyÞ  M0ðyÞj-a:s: 0 ð14Þ
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and that, for any e40;
sup
y:jjy*yjjXe
M0ðyÞoM0ð*yÞ: ð15Þ
Then, conditional on ðZ1; d1Þ;y; ðZn; dnÞ;
Wn-
d
W˜ as n-N
for almost all sequences ðZ1; d1Þ; ðZ2; d2Þ;y; where W˜ is a mean zero Gaussian process
with covariance function given by
covfW˜ðt1Þ; W˜ðt2Þg
¼ s2ðminft1; t2gÞ þ
F 0*yðt1Þ
1 F*yðt1Þ
( )T
I1ð*yÞ

Z N
0
h0*yðsÞ
h*yðsÞ
( )
h0*yðsÞ
h*yðsÞ
( )T
h0ðsÞy0ðsÞ ds
2
4
3
5I1ð*yÞ F 0*yðt2Þ
1 F*yðt2Þ
( )

Z t1
0
h0*yðsÞ
h*yðsÞ
( )T
h0ðsÞ ds
2
4
3
5I1ð*yÞ F 0*yðt2Þ
1 F*yðt2Þ
( )

Z t2
0
h0*yðsÞ
h*yðsÞ
( )T
h0ðsÞ ds
2
4
3
5I1ð*yÞ F 0*yðt1Þ
1 F*yðt1Þ
( )
:
Theorem 2 implies that, under any ﬁxed alternative, cnðaÞ still converges to some
ﬁnite limit with probability 1. This, combined with Theorem 1(b), gives the
consistency of the NLR test as stated below.
Theorem 3. Assume the conditions of Theorems 1 and 2 hold. Under Ha : F ¼ F0eG;
P sup
aptpb
2 log LR*ynðtÞ4cnðaÞ
 
-1
as n-N:
6. Examples
We now illustrate the likelihood ratio goodness-of-ﬁt technique using real and
simulated data. A simulation study is also presented to compare its large-sample
rejection power with a Kolmogorov–Smirnov supremum-type test.
The ﬁrst example concerns a data set from a prospective clinical study in which
205 individuals with malignant melanoma had radical skin surgery at Odense
University Hospital during the period 1962–1977 and were followed until the end of
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1977. The survival time was censored by death from other causes and by the
termination of the follow-up period. Of the 126 female patients, 28 were observed to
die from the disease, and of the 79 male patients, 29 were observed to die from the
disease. The data and more detailed description can be found in [2, p.11]. Analysis by
these authors suggested that the hazard rate for men is a constant or the survival
time follows an exponential distribution. We applied the likelihood ratio procedure
to test this hypothesis for men, with ½a; b ¼ ½0:56; 7:5: The test statistic is 1.678. The
p-value is 0.62 based on L ¼ 2000 realizations to evaluate the distribution of
the supremum test statistic under the null hypothesis. We also plotted in Fig. 1 the
observed likelihood ratio test process for men, along with 10 simulated paths of the
approximate process W 2n ðtÞ= #s2ðtÞ as described in Section 4. Clearly, the NLR test
process falls within the range of the simulated reference paths. Therefore, both the
p-value and the plot showed no evidence against exponentiality.
In the second example, we tested the null hypothesis of exponentiality using two
Monte Carlo right-censored samples of sizes 30 and 100, respectively, with the failure
times generated from exponential(1) and censoring times from an exponential
distribution that gives a 20% censoring rate. Figs. 2 and 3 give NLR goodness-of-ﬁt
plots for the two samples, each with 10 reference paths. For each sample, the NLR
test process (solid line) is within the range of their reference paths (dotted lines),
indicating no evidence against the null hypothesis.
To see how the NLR method works when H0 does not hold, we tested the null
hypothesis of exponentiality using two Monte Carlo samples of sizes 30 and 100,
Fig. 1. Nonparametric likelihood ratio goodness-of-ﬁt plot for the melanoma data for men. The solid line
is the nonparametric likehood ratio test process. The 10 dotted lines are realizations of the approximate
test process under the null hypothesis of exponentiality.
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Fig. 2. Nonparametric likelihood ratio goodness-of-ﬁt plot for exponentiality based on an exponential
sample of size 30. The solid line is the nonparametric likehood ratio test process. The 10 dotted lines are
realizations of the approximate test process under the null hypothesis of exponentiality.
Fig. 3. Nonparametric likelihood ratio goodness-of-ﬁt plot for exponentiality based on an exponential
sample of size 100. The solid line is the nonparametric likehood ratio test process. The 10 dotted lines are
realizations of the approximate test process under the null hypothesis of exponentiality.
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respectively, with the failure times generated from a gamma distribution with
shape parameter 2 and scale parameter 1 and censoring times from an exponential
distribution that gives a 20% censoring rate. For each sample, a NLR goodness-
of-ﬁt plot with 10 reference paths is given; see Figs. 4 and 5. In both plots, especially
in Fig. 5, the NLR test process (solid line) clearly deviated from the reference
paths (dotted lines), indicating strong evidence of violation of the exponential
assumption.
It was noted earlier that the nonparametric likelihood test of uniformity is more
efﬁcient, in Bahadur’s sense, than any weighted Kolmogorov–Smirnov test at any
alternative (cf. Berk and Jones [3]). It would be interesting to see whether a similar
result would hold for the composite hypothesis studied in this paper. However, a
theoretical extension is beyond the scope of this paper. Instead, we conducted a
simulation study to gain some insight regarding the asymptotic power of the
supremum likelihood ratio (LR) test [9] and compare it with a Kolmogorov–
Smirnov (KS) test proposed by Li and Sun [15]. The null hypothesis was
H0 : FAF ¼ fFðt; yÞ ¼ 1 expðytÞ; y40g: In order to make a fair power
comparison, we only considered some large sample sizes so that the observed
signiﬁcance levels are close to the nominal level 0.05 for both tests. We generated
failure times from the unit exponential distribution (UE), the gamma distribution
(GMðgÞ) with density function f ðtÞ ¼ tg1expðtÞ=GðgÞ for g ¼ 0:6 and 1:8; and the
Weibull distribution ðWBðgÞÞ with survival function SðtÞ ¼ expðtgÞ for g ¼ 0:6 and
Fig. 4. Nonparametric likelihood ratio goodness-of-ﬁt plot for exponentiality based on a gamma sample
of size 30. The solid line is the nonparametric likehood ratio test process. The 10 dotted lines are
realizations of the approximate test process under the null hypothesis of exponentiality.
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1.6. The censoring times were generated from the exponential distribution with the
scale parameter adjusted to give the prescribed censoring rate. Each entry in Table 1
was computed using 4000 samples. For each sample, the critical values for the two
tests were calculated based on L ¼ 2000 normal sample realizations. The observed
Fig. 5. Nonparametric likelihood ratio goodness-of-ﬁt plot for exponentiality based on a gamma sample
of size 100. The solid line is the nonparametric likehood ratio test process. The 10 dotted lines are
realizations of the approximate test process under the null hypothesis of exponentiality.
Table 1
The observed levels/powers (%) of the likelihood ratio (LR) test [9] and a Kolmogorov–Smirnov (KS) type
test for exponentiality: nominal level 0.05
True distribution
Censoring rate Size n Test UE GM(0.6) GM(1.8) WB(0.6) WB(1.6)
5% 100 LR 0.067 0.586 0.967 1.000 0.998
KS 0.062 0.276 0.981 0.997 1.000
200 LR 0.065 0.861 1.000 1.000 1.000
KS 0.062 0.596 1.000 1.000 1.000
20% 100 LR 0.060 0.552 0.954 0.999 0.993
KS 0.061 0.241 0.961 0.987 0.998
200 LR 0.058 0.826 1.000 1.000 1.000
KS 0.059 0.541 1.000 1.000 1.000
50% 100 LR 0.081 0.526 0.826 0.976 0.910
KS 0.048 0.153 0.756 0.820 0.512
200 LR 0.073 0.764 0.994 1.000 0.998
KS 0.054 0.196 0.977 0.990 0.948
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rejection probabilities of the LR test [9] and the KS test of Li and Sun are
summarized in Table 1.
It is seen from Table 1 that for the sample sizes considered, both tests have very
good asymptotic power for the GM(1.8), WB(0.6), and WB(1.6) alternatives. For the
GM(0.6) alternative, however, the likelihood ratio test is much more powerful than
the Kolmogorov–Smirnov test.
7. Further remarks
The nonparametric likelihood ratio method provides a new appealing tool for
assessing goodness-of-ﬁt of a parametric family for survival data. Examples in
Section 6 show that it behaves reasonably well under both the null and alternative
hypotheses. As mentioned earlier, in the case of the simple hypothesis with no
censoring, our test statistic reduces to that of Berk and Jones [3] which is known to
have greater asymptotic Bahadur efﬁciency than any weighted Kolmogorov–
Smirnov statistic. One may expect similar optimal properties for our test for the
composite hypothesis with survival data. Our simulation study indicates that the
likelihood ratio goodness-of-ﬁt test could be more powerful than a Kolmogorov–
Smirnov test for large samples. A thorough theoretical investigation of this issue is
needed in future research.
The proposed NLR method for censored data can be easily extended to situations
with left-truncated data or both right-censored and left-truncated data that arises
frequently in clinical trials and epidemiological studies. By changing the de-
ﬁnitions of the counting process Ni and the risk process Yi accordingly as in
[2, Section III], the arguments of this article will follow through with only minor
modiﬁcations.
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Appendix. Proofs
Let AnðtÞ ¼ STjpt dj=rj be the Nelson–Aalen estimator of the cumulative hazard
function AðtÞ ¼ R t0 dF=ð1 FÞ; and let SnðtÞ ¼ 1 FnðtÞ be the Kaplan and Meier
estimator of the survival function S ¼ 1 F : The following lemma is crucial to the
proof of Theorem 1.
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Lemma A.1. Let lðtÞ be determined byY
j:Tjpt
1 dj
rj þ lðtÞ
 
¼ p; 0opo1:
Let O denote the underlying sample space and let O0CO be a subset of O: If lðtÞðoÞ ¼
oðnÞ uniformly in tA½a; b for every oAO0; then
lðtÞðoÞ ¼ nflog p  log SnðtÞg
#s2ðtÞ ðoÞ þ oð1Þ; uniformly in tA½a; b; ðA:1Þ
for almost all oAO0; where #s2ðtÞ is defined in (12).
Proof. For simplicity, dependency of various quantities on o will be made implicit in
the proof.
Note that, with probability 1; 1=rj ¼ Oðn1Þ uniformly in j such that Tjpb: This
implies that, for almost all oAO0; lðtÞ=rj ¼ oð1Þ uniformly in tA½a; b and in j such
that Tjpb: Thus, for almost all oAO0;
log p ¼
X
Tjpt
log 1 dj
rj
1þ lðtÞ
rj
 	1" #
¼
X
Tjpt
log 1 dj
rj
1 lðtÞ
rj
þ oð1Þ
 	
 
¼
X
Tjpt
log 1 dj
rj
 
þ
X
Tjpt
log 1þ rj
rj  dj
djlðtÞ
r2j
þ oðn1Þ
( )" #
¼ log SnðtÞ þ lðtÞ
X
Tjpt
dj
rjðrj  djÞ þ oðn
1Þ þ o lðtÞ
X
Tjpt
dj
rjðrj  djÞ þ oðn
1Þ
0
@
1
A
¼ log SnðtÞ þ lðtÞ #s
2ðtÞ
n
f1þ oð1Þg þ oðn1Þ;
where we used two Taylor series expansions in steps 2 and 4. Solving for lðtÞ
gives (A.1). &
Remark. It can be seen from the above proof that, in Lemma A.1, p can depend on t
as well as on the data. Moreover, the assertion holds for any subsequence ðmÞCðnÞ:
Proof of Theorem 1. (a) It follows from (2.12) and (2.14) of Li [13, pp. 101–102] that
jl#ynðtÞjpmax
nflog S#ynðtÞ  log SnðtÞg
AnðtÞ þ log SnðtÞ  log S#ynðtÞ
;
nflog S#ynðtÞ  AnðtÞg
log S#ynðtÞ
( )
; ðA:2Þ
where Sy ¼ 1 FyðtÞ:
Recall that SnðtÞ and AnðtÞ are consistent estimators of SðtÞ and AðtÞ uniformly in
tA½a; b: Moreover, under H0 : F ¼ Fy; #yn is a consistent estimator of y: Therefore,
(A.2) implies that l#yn ¼ opðnÞ under H0: This, combined with Lemma A.1, implies
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that
l#ynðtÞ ¼
nflog S#ynðtÞ  log SnðtÞg
#s2ðtÞ þ opð1Þ; uniformly in tA½a; b; ðA:3Þ
under H0:
Under H0; it is well known thatﬃﬃﬃ
n
p ð#yn  yÞ ¼ I1ðyÞn
1
2
Z N
0
h0yðsÞ dMðsÞ=hyðsÞ þ opð1Þ; ðA:4Þ
where MðsÞ ¼Pni¼1 MiðsÞ and MiðsÞ ¼ NiðsÞ  R s0 YiðsÞhyðsÞ ds; i ¼ 1;y; n; are
orthogonal locally integrable martingales; see [2, Section VI.1.2]. Moreover,
under H0;ﬃﬃﬃ
n
p flog SnðtÞ  log SyðtÞg ¼
ﬃﬃﬃ
n
p Z t
0
dMðsÞ
YðsÞ þ opð1Þ; uniformly in tA½a; b:
ðA:5Þ
It follows from (A.4), (A.5) and a Taylor series expansion that, under H0;ﬃﬃﬃ
n
p flog S#ynðtÞ  log SnðtÞg
¼ ﬃﬃﬃnp flog S#ynðtÞ  log SyðtÞg  ﬃﬃﬃnp flog SnðtÞ  log SyðtÞg
¼  ﬃﬃﬃnp Z t
0
dMðsÞ
Y ðsÞ þ
S0yðtÞ
SyðtÞ I
1ðyÞn12
Z N
0
h0yðsÞ dMðsÞ=hyðsÞ þ opð1Þ:
Applying the martingale central limit theorem, one can show that
ﬃﬃﬃ
n
p flog S#ynðtÞ 
log SnðtÞg converges weakly to W in D½a; b as n-N; where W is a Gaussian
martingale with covariance function given by (10). This fact, combined with (A.3),
implies that l#yn ¼ Oðn
1
2Þ: Finally, several applications of Taylor series expansion
around l#yn ¼ 0 give
2 log LR#ynðtÞ ¼ l
2
#yn
ðtÞ #s2ðtÞ þ opð1Þ ¼
nflog S#ynðtÞ  log SnðtÞg
2
#s2ðtÞ þ opð1Þ;
which converges weakly to W 2=s2: This proves part (a).
(b) To prove part (b), we ﬁrst show that, under Ha : F ¼ F0eG; the sequence
l#ynðtÞðoÞ=n is bounded away from zero from below for sufﬁciently large n with
probability 1. In other words,
P sup
tA½a;b
jl#ynðtÞj=n4Z for Z40 and sufficiently large n
( )
¼ 1: ðA:6Þ
We prove (A.6) by contradiction. Let O be the sample space and deﬁne
O0 ¼ oAO : the sequence sup
tA½a;b
jl#ynðtÞðoÞj=n is not bounded away from 0
( )
:
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Suppose that (A.6) does not hold. That is, PðO0Þ40: Then, for each oAO0; there is a
subsequence ðmÞCðnÞ such that l#ymðtÞðoÞ=m ¼ oð1Þ: This, combined with
Lemma A.1, implies that
l#ymðtÞðoÞ
m
¼ log S#ym  log SmðtÞ
#s2ðtÞ ðoÞ þ oð1Þ; uniformly in tA½a; b;
for almost all oAO0; see the remark following the proof of Lemma A.1. Moreover, it
can be shown that, under Ha; #yn converges to some ﬁnite limit *yAY with probability
1, where *y is deﬁned in Theorem 2. Thus, l#ymðtÞðoÞ=m converges to flog S*yðtÞ 
log S0ðtÞg=s20a0: This contradicts to the assumption that l#ymðtÞðoÞ=m ¼ oð1Þ:
Applying the mean value theorem, we have
2 log LR#ynðtÞ ¼
X
Tjpt
gfl#ynðtÞ=ujgdj; ðA:7Þ
where rj  djoujorj for Tjpt; and
gðxÞ ¼ logð1þ xÞ  x
1þ x:
Note that gð0Þ ¼ 0 and that gðxÞ is continuous, strictly decreasing on ð1; 0 and
strictly increasing on ½0;NÞ: This, combined with (A.7), (A.6) and the fact that uj is
of order n uniformly in j such that Tjpb; implies that
2 log LR#ynðtÞXk
X
Tjpt
dj ; for some k40;
for almost all oAO; where k may depend on o: Therefore, for every tA½a; b;
2 log LR#ynðtÞ tends toN for almost all oAO: This proves part (b). &
Proof of Theorem 2. By mimicking the argument of van der Vaart [23, Theorem 5.7,
pp. 45–46], it can be shown that (14) and (15) implies that #yn converges to *y almost
surely as n tends to N: It can also be veriﬁed that the covariance function of the
Gaussian process Wn converges almost surely to that of W˜: The weak convergence of
Wn to W˜ then follows by verifying a tightness criterion of Billingsley [4, p. 128]. &
Proof of Theorem 3. The result is a direct consequence of Theorem 1(a) and Lemma
2. We omit the details.
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