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HEAVY TRAFFIC SCALING LIMITS FOR SHORTEST REMAINING
PROCESSING TIME QUEUES WITH HEAVY TAILED PROCESSING TIME
DISTRIBUTIONS
SAYAN BANERJEE, AMARJIT BUDHIRAJA, AND AMBER L. PUHA
Abstract. We study a single server queue operating under the shortest remaining processing time
(SRPT) scheduling policy; that is, the server preemptively serves the job with the shortest remaining
processing time first. Since one needs to keep track of the remaining processing times of all jobs
in the system in order to describe the evolution, a natural state descriptor for an SRPT queue is a
measure valued process in which the state of the system at a given time is the finite nonnegative
Borel measure on the nonnegative real line that puts a unit atom at the remaining processing time
of each job in system. In this work we are interested in studying the asymptotic behavior of the
suitably scaled measure valued state descriptors for a sequence of SRPT queuing systems. Gromoll,
Kruk, and Puha (2011) have studied this problem under diffusive scaling (time is scaled by r2 and
the mass of the measure normalized by r, where r is a scaling parameter approaching infinity). In
the setting where the processing time distributions have bounded support, under suitable conditions,
they show that the measures at any time instant converge in distribution to a single atom located at
the right edge of the support of the processing time distribution with the size of the atom fluctuating
randomly in time. In the setting where the processing time distributions have unbounded support,
under suitable conditions, they show that the diffusion scaled measures converge in distribution
to the process that is identically zero. In Puha (2015) for the setting where the processing time
distributions have unbounded support and light tails, a nonstandard scaling of the queue length
process is shown to give rise to a form of state space collapse that results in a nonzero limit.
In the current work we consider the case where processing time distributions have finite second
moments and regularly varying tails. Results of Puha (2015) suggest that the right scaling for the
measure valued process is governed by a parameter cr that is given as a certain inverse function
related to the tails of the first moment of the processing time distribution. Using this parameter we
consider a novel scaling for the measure valued process in which the time is scaled by a factor of r2,
the mass is scaled by the factor cr/r and the space (representing the remaining processing times) is
scaled by the factor 1/cr . We show that the scaled measure valued process converges in distribution
(in the space of paths of measures). In a sharp contrast to results for bounded support and light
tailed service time distributions, this time there is no state space collapse and the limiting measures
are not concentrated on a single atom. Nevertheless, the description of the limit is simple and given
explicitly in terms of a certain R+ valued random field which is determined from a single Brownian
motion. Along the way we establish convergence of suitably scaled workload and queue length
processes. We also show that as the tail of the distribution of job processing times becomes lighter
in an appropriate fashion, the difference between the limiting queue length process and the limiting
workload process converges to zero, thereby approaching the behavior of state space collapse.
Keywords and phrases: Heavy traffic, heavy tails, queueing, shortest remaining processing time,
regular variation, measure valued processes, functional central limit theorem, random field, state
space collapse, synchronization phenomenon, intertwined SRPT queues, derivative of the Skorohod
map.
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1. Introduction
We study a single-server, single-class queue operating under the shortest remaining processing
time (SRPT) service discipline. Jobs arrive to the queue according to a renewal process. Each such
job has associated with it a processing time, which is a random variable that represents the amount
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of time that the server must spend working on this job to complete its service. The processing
times are assumed to be independent and identically distributed. In an SRPT queue, jobs are
served one at a time such that the job with the shortest remaining processing time is served first.
In particular, upon completing the service of a given job, the server then takes into service the job
in system with the shortest remaining processing time. This is done with preemption so that when
a job arrives with a processing time that is smaller than the remaining processing time of the job
in service, the server places the job in service on hold and begins serving the job that just arrived.
Processing is done in a nonidling fashion so that the server idles only when the system is empty.
While SRPT has a large memory requirement for implementation since remaining processing times
of all jobs in the queue must be known, it has desirable optimality properties. In particular, it is
the service discipline that minimizes queue length (see Schrage [26] and Smith [29]). Therefore,
SRPT can serve as a performance benchmark (e.g. Chen and Ding [6]). The survey paper [27] by
Schreiber provides nice discussion of early works concerning SRPT.
One challenge associated with a detailed analysis of SRPT is that, due to the need to keep track
of the remaining processing times of all jobs in the system, the state descriptor for an SRPT queue
is infinite dimensional, even for exponentially distributed processing times. In order to describe the
state of the system, Down, Gromoll, and Puha [8, 9] introduce a measure valued process in which the
state of the system at a given time is the finite nonnegative Borel measure on the nonnegative real
line that puts a unit atom at the remaining processing time of each job in system. Under natural
modeling assumptions and asymptotic conditions, they prove a fluid limit theorem (a functional
law of large numbers) for this measure valued state descriptor. This yields a fluid analog for the
response time of jobs in system at time zero as a function of their remaining processing times
at time zero. The rate at which this fluid analog for the response time grows as the remaining
processing time at time zero tends to infinity is seen to be dependent on the tail behavior of the
processing time distribution. These results are consistent with the growth rates obtained in [19]
for steady state mean response times. In follow on work, Kruk [17] proves a fluid limit theorem for
multiclass SRPT queues that includes convergence of the response times to the expression studied
in [8], which justifies it as an approximation. Atar, Biswas, Kaspi and Ramanan [1] develop more
general fluid limits for SRPT and other priority queues with time varying arrivals and service rates.
In this work, we consider a sequence of SRPT queues indexed by a scaling parameter r ap-
proaching infinity. We are interested in studying the asymptotic behavior of the measure valued
state descriptors for this sequence of SRPT queuing systems under diffusion and other suitable
scalings. This captures the performance deviation of a critically loaded SRPT queue from the
fluid limit by describing the fluctuations. Gromoll, Kruk, and Puha [12] provide a first step in
this direction by establishing a diffusion limit theorem (a functional central limit theorem), for the
sequence of measure valued processes. In [12] for the case where the processing time distributions
have bounded support, it is shown that, with standard diffusive scaling (time is scaled by r2 and the
mass of the measure normalized by r), under natural modeling assumptions and mild asymptotic
and standard heavy traffic conditions, the mass of the (scaled) measure valued state descriptors in
the limit concentrates on a single atom located at the right edge of the support of the processing
time distribution with the size of the atom fluctuating randomly in time. This is similar in spirit
to results for static priority queues where only the queue associated with the lowest priority class
is nonempty in the diffusion limit (see [5, 32]). The result for the bounded support case suggests
that for processing time distributions with unbounded support, with standard diffusive scaling, one
should obtain the trivial limit of the zero process for the scaled measure valued process. This is
indeed true under suitable conditions as is also shown in [12]. These results are rederived by Kruk
[18] via an alternative argument that leverages diffusion limits for earliest deadline first queues
obtained in Kruk [16]. Although the measure valued processes under the standard diffusion scaling
converge to the zero process, the workload under the diffusive scaling, which is given as the first
moment of the state descriptor measure, does not converge to the zero process. Indeed, since SRPT
is a nonidling service discipline, the diffusion limit for the workload process (which is independent
of the scheduling policy) corresponds to a semi-martingale reflected Brownian motion (SRBM) [13].
Heuristically the above results say that, for processing time distributions with unbounded support,
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SRPT minimizes the queue length so efficiently that, in the diffusion limit, the queue length process
is of a smaller order than the workload process.
This raises the important problem of quantifying the precise difference in orders of the queue
length and workload processes. In [23], Puha studies the case where the the processing time
distributions have light tails (rapidly varying with index −∞, e.g. an exponential distribution) and
identifies the key quantity that determines the correct scaling for the queue length process. This
quantity, denoted as cr and defined in equation (2.8) here, is given in terms of a certain inverse
function related to the tails of the first moment of the processing time distribution. Using the
scaling factor cr, [23] establishes a state space collapse result that specifies conditions under which
(crQˆr, Wˆ r) converges in distribution to (W∞,W∞), as r →∞, (1.1)
where Qˆr and Wˆ r are the queue length and workload processes, respectively, of the r-th system
with standard diffusive scaling andW∞ is a certain SRBM on R+. Although [23] does not consider
the convergence of the measure valued state descriptor, the result in (1.1) suggests that with an
appropriate scaling, this measure valued process converges in distribution to a process of Dirac
measures (with random weights); see Remark 2 for additional comments on this point.
In this work, we study the setting where the processing times have finite second moments and
regularly varying tails (see (2.1)). Our goal is to study the asymptotic behavior of the full measure
valued state descriptor under an appropriate scaling. As in [23] the quantity cr is once more central
to identifying the correct scaling. The scaled measure valued process, denoted as Z˜r(·), is defined
using three types of scaling: the time is scaled by a factor of r2, the mass is scaled by the factor
cr/r and the space (representing the remaining processing times) is scaled by the factor 1/cr; see
(2.9) for a precise definition. One of our main results (Theorem 3) gives convergence of Z˜r(·) in
distribution, in D([0,∞) : MF ) (the space of right continuous functions with left limits equipped
with the usual Skorohod topology, where MF is the space of finite nonnegative measures on R+
with the topology of weak convergence), to a limit measure valued process Z˜(·). In a sharp contrast
to results for bounded support and light tailed service time distributions, this time there is no state
space collapse and the limiting measures are not concentrated on a single atom. Nevertheless, the
description of the limit is simple and given explicitly in terms of a certain R+ valued random field
{Wa(t), t ∈ [0,∞), a ∈ [0,∞]} which is determined from a single Brownian motion; see (3.2) –
(3.5). Roughly speaking, Wa(·) can be interpreted as the asymptotic (diffusion scaled) workload
process associated with jobs in the system with remaining processing times at most acr. In terms
of {Wa(·)}, the limiting measure valued process Z˜(·) is characterized as Z˜(t)({0}) = 0 and
Z˜(t)[a, b] :=
∫ b
a
1
x2
Wx(t)dx+
Wb(t)
b
− Wa(t)
a
, 0 < a < b <∞.
Along the way we also establish convergence of suitably scaled workload and queue length processes
by proving in Theorem 2 that, as r →∞,
(crQˆr(·), Wˆ r(·)) converges in distribution to
(∫ ∞
0
1
x2
Wx(·)dx,W∞(·)
)
in D([0,∞) : R2+), where Qˆr and Wˆ r are the queue length process and workload process, respec-
tively, of the r-th system with the standard diffusive scaling.
Results of [23] and Theorems 2 and 3 in the current paper suggest that the phenomenon of state
space collapse is closely related to the tail behavior of the service time distributions. In Theorem
5 we make this heuristic precise by establishing that if the tail of the distribution of job processing
times becomes lighter in an appropriate fashion, the difference between the limiting queue length
process and the limiting workload process converges to zero, thereby approaching the behavior of
state space collapse exhibited in [23] for light tailed processing time distributions. In Theorem 4,
we prove another type of ‘asymptotic state space collapse’ which roughly says that, asymptotically,
the cumulative (scaled) workload due to jobs with remaining processing time more than acr (for
large a) can be obtained by multiplying the number of such jobs present in the system with the
expected value of a (full) processing time conditioned to be more than a.
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We now make some comments on the proof of one of our key results, namely Theorem 2. Central
to our analysis are certain truncated workload processes {W ra (t)}t≥0, a ∈ [0,∞], where W ra (t)
gives the amount of work (normalized by r) associated with jobs with remaining processing time
at most acr at time r2t in the r-th system. We show in Theorem 1 that the joint distribution
of W ra1 , . . . ,W
r
ak
for finitely many threshold levels 0 ≤ a1 < · · · < ak ≤ ∞ converges to the joint
distribution of Wa1 , . . . ,Wak where {Wa(t)}t≥0, a ∈ [0,∞], is a random field driven by a single
Brownian motion. This novel synchronization phenomenon is a key ingredient in our proofs. It
turns out that the convergence of the full measure valued state descriptor Z˜r can be analyzed
through the asymptotic properties of these truncated workload processes. This can be heuristically
seen from an elementary integration by parts lemma (Lemma 13) that expresses the integral of any
C1 function, supported on a compact interval of (0,∞), with respect to the random measure Z˜r(·)
in terms of the rescaled, truncated workload processes. This lemma is independent of the scheduling
policy and is potentially useful for analyzing other types of policies for which one has good control
over the associated truncated workload processes. Using this lemma together with Theorem 1
(which characterizes the limits of these truncated workload processes), along with appropriate
tightness arguments, we then establish weak convergence of Zrf (·) := 〈f, Z˜r(·)〉 for piecewise C1
functions f supported on a compact interval of (0,∞) (Theorem 14). The result is then extended
to f having support which is bounded below by a positive number δ but possibly unbounded above
(Lemma 15). Rest of the work is in sending δ → 0. This work, which is done in Section 5.4.1, is
technically the most demanding part of the proof as is suggested by the possible singular behavior
of the integrand in (3.6) near x = 0. The arguments are based on path decompositions of rescaled,
truncated workload processes and their limiting versions into excursions and careful analysis of
these excursions using martingale arguments; see additional comments at the beginning of Section
5.4.1. This is done in Lemmas 16-21, which finally lead to the proof of Theorem 2. As ingredients in
the proofs, we also devise some couplings on SRPT systems started from different initial conditions
(for example, the ‘intertwined SRPT queueing systems’ analyzed in Subsection 5.1) which may be
of independent interest.
The results of this work give information on response times of jobs with a given remaining
processing time in SRPT queues under heavy traffic. Understanding the behavior of these response
times is of interest as they quantify the ‘unfair’ treatment of jobs with large processing times under
the SRPT discipline [3, 28, 30, 31]. For Poisson arrivals, steady state mean response times have
been studied by Bansal and Harchol-Balter [2] and Lin, Wierman and Zwart [19]. In [2], the steady
state mean response and slowdown times are studied, with a focus on heavy tailed processing time
distributions, as are characteristic of empirical workloads. In particular, [2] shows that the degree of
unfairness as compared with processor sharing, a computer time sharing algorithm widely regarded
as fair, is relatively small (see also Wierman and Harchol-Balter [33] for a broader discussion of
fairness). Related to this, results of [8, 9] show that fluid analogs of response times in SRPT queues
are sublinear for very heavy tailed processing distribution, which is a performance improvement over
processor sharing. In the related work [19], expressions obtained in Perera [22] and Schassberger
[25] are used to establish growth rates for the steady state mean response times as the traffic
intensity increases to one (critical loading or heavy traffic). The rates that they obtain depend
on the tail behavior of the processing time distribution. For instance, it grows exponentially for
exponential processing times and polynomially for heavy tailed processing times. In view of the
above results on dependence of key performance metrics for SRPT queues on the tail properties
of processing time distributions it is of significant interest to understand the precise relationships
between these tail properties and scaling limits of SRPT queues in heavy traffic. The current work
contributes toward this goal.
1.1. Organization. The rest of the article is organized as follows. In Section 2, we rigorously define
the sequence of SRPT systems, the heavy traffic conditions, the associated scaling and assumptions
on the initial conditions. In Section 3, we state our main results. Section 4 summarizes some
properties of Skorohod maps, regularly varying functions and the functional central limit theorems
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and tightness criteria used crucially in the proofs. Section 5 is dedicated to the proofs of our main
results.
1.2. Notation. The following notation will be used. Let N denote the set of positive integers, Z
denote the set of integers, Z+ denote the set of nonnegative integers, R set of real numbers and R+
the set of nonnegative real numbers. For a Polish space S and T ∈ (0,∞), we denote by D([0, T ] : S)
(resp. D([0,∞) : S)) the space of functions that are right continuous and have finite left limits
(RCLL) from [0, T ] (resp. [0,∞)) to S, equipped with the usual Skorohod topology. Also, denote
by C([0, T ] : S) (resp. C([0,∞) : S)) the space of continuous functions from [0, T ] (resp. [0,∞))
to S, equipped with uniform (resp. local uniform) topology. Denote by MF the space of finite
nonnegative Borel measures on R+ equipped with the topology of weak convergence. For µ ∈ MF
and a Borel measurable function f that is integrable with respect to µ or nonnegative, we write
〈f, µ〉 = ∫ fdµ, which takes the value infinity if f is nonnegative and nonintegrable. Note that for
{µn}n∈N ⊂MF and µ ∈ MF , as n→∞, µn → µ inMF if and only if 〈f, µn〉 → 〈f, µ〉 for every real
valued, bounded, continuous function f on R+. The topology of weak convergence can be metrized
so that MF and hence D([0, T ] :MF ) are Polish spaces. For a Borel subset A ⊆ R+, 1A denotes
the indicator of set A; that is, 1A(x) = 1 if x ∈ A and 1A(x) = 0 if x 6∈ A. In addition, 1 is used as
a shorthand notation for 1R+ . For x ∈ R+, δx is the Dirac measure at x that puts a unit atom at x
and δ+x := δx1{x>0} is the measure inMF that equals δx if x > 0 and is the zero measure otherwise.
For a real valued, bounded function f on S, we define ‖f‖∞ := supx∈S |f(x)|. For a ∈ R+, a real
valued function f is said to be C1 on [a,∞) if it is defined on an open neighborhood of [a,∞) in
R+ and is continuously differentiable on this neighborhood. For S valued random variables Xn,
n ∈ N, and X, we denote by Xn d−→ X (resp. Xn P−→ X) the convergence in distribution (resp.
probability) of Xn to X as n → ∞. For f ∈ D([0,∞) : Rd), 0 ≤ s ≤ t ≤ ∞ and A > 0, we will
write |f(t#)− f(s#)| < A to denote that all of the following inequalities hold: |f(t)− f(s)| < A,
|f(t)− f(s−)| < A, |f(t−)− f(s)| < A, |f(t−)− f(s−)| < A.
2. Mathematical framework
2.1. The sequence of SRPT queues and state descriptor. We consider a sequence of SRPT
queues indexed by R, a sequence taking values in (1,∞) tending to infinity. For each r ∈ R, let
{v˘rl , l ∈ N} be a sequence of strictly positive random variables and let qr be a nonnegative integer
valued random variable such that
∑qr
l=1 v˘
r
l < ∞ almost surely (with the convention that this sum
is zero if qr is zero). At time zero, there are qr jobs in the r-th system with remaining processing
times v˘rl , l = 1, . . . ,q
r. For l = 1, . . . ,qr, we refer to the job in system at time zero associated with
v˘rl as initial job l. Conditions on q
r and {v˘rl } will be specified in Section 2.4.
Jobs arrive to the r-th system according to a delayed renewal process Er(·) with positive, finite
rate λr and positive, finite initial delay. Let T r (resp. T r0 ) denote a random variable having the
distribution of a typical inter-arrival time (resp. the initial delay) in the r-th system. Assume T r
has finite standard deviation σrA. For j ∈ N, we refer to the j-th job to arrive after time zero as
job j.
Upon its arrival to the r-th system, each job is assigned a processing time, which is the amount
of time it takes the server to process the work associated with that job. The processing times
are taken to be strictly positive and independent and identically distributed from one job to the
next. Also, the processing time distribution does not depend on r, i.e., is the same for all r, and
is given by a continuous distribution function F on R+ such that F (0) = 0. It is assumed that
F (x) = 1− F (x) is positive for each x ∈ R+ and that F is a regularly varying function with index
−(p+ 1) for some p > 1; namely, for all t > 0,
F¯ (t) > 0 and lim
x→∞
F (tx)
F (x)
:= t−(p+1). (2.1)
The above condition in particular implies that processing time distribution has a finite second
moment. The Pareto type 1 distribution with parameters m > 0 and p > 1 (i.e. F (x) =
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min(mp+1x−p−1, 1) for x ∈ R+) is a basic example of a processing time distribution that satis-
fies (2.1).
For each r ∈ R, {qr, v˘rl , l ∈ N}, Er(·), and the sequence of processing times are assumed to be
mutually independent of one another.
Jobs in the r-th system are served in accordance with the SRPT service discipline; that is, at
each time the server preemptively serves the job in system with the shortest remaining processing
time. For t ≥ 0, l = 1, . . . ,qr and j = 1, . . . , Er(t), v˘rl (t) and vrj (t) denote the remaining processing
time at time t of initial job l and job j respectively. For each r ∈ R and t ≥ 0, define
Zr(t) =
qr∑
l=1
δ+v˘rl (t)
+
Er(t)∑
j=1
δ+vrj (t)
.
Then, for each r ∈ R and t ≥ 0, Zr(t) ∈ MF has a unit atom at the remaining processing time of
each job in system. Furthermore, for each r ∈ R, Zr(·) is a stochastic process with sample paths in
D([0,∞) :MF ). We will find it convenient to adopt the abbreviated phrases job size and job sizes
to refer to a given job’s remaining processing time and the collection of all remaining processing
times, respectively, at a given time.
2.2. Heavy Traffic Conditions. Let v denote a random variable having the distribution of the
processing time of an incoming job. For each r ∈ R, write
ρr := λrE(v) and ρrx := λ
r
E(v1[v≤x]) for all x ∈ R+.
It is assumed that there exists κ ∈ R and σA, λ ∈ (0,∞) such that as r→∞,
r(ρr − 1)→ κ, λr → λ, and σrA → σA. (2.2)
Note that the first limit above implies λ = 1/E(v). Henceforth, κ ∈ R and σA, λ ∈ (0,∞) are fixed.
For r ∈ R and t ≥ 0, define
E
r
(t) :=
Er(r2t)
r2
and Êr(t) :=
Er(r2t)− λrr2t
r
= r(E
r
(t)− λrt).
Assume that as r →∞,
Êr(·) d−→ E∗(·) (2.3)
in D([0,∞) : R), where E∗(·) is a one-dimensional Brownian motion starting from zero with zero
drift and variance λ3σ2A. This also implies that as, r→∞,
E
r
(·) d−→ λ(·), where λ(t) := λt for all t ≥ 0. (2.4)
2.3. Scaling. For x ∈ R+, let
S(x) =
1
E(v1[v>x])
. (2.5)
The function S(·) plays an important role in our analysis. As shown in [8, 16], it has same the order
of magnitude as the response time of jobs with remaining processing time x in the system at time
zero, in the fluid limit. Here, due to the assumptions on F (·), S(·) is a positive, nondecreasing,
continuous function such that limx→∞ S(x) =∞. In particular, the right continuous inverse S−1(·)
exists and is well defined on all of R+. Then, for y ∈ R+,
S−1(y) := inf{u > 0 : S(u) > y}, (2.6)
and the function y 7→ S−1(y) is a nonnegative, nondecreasing, right continuous function which is
strictly increasing for y ∈ [S(0),∞). Also, for all y ∈ [S(0),∞),
S(S−1(y)) = y. (2.7)
In [8], a version of (2.6) arises as the left edge of the support of the measure valued fluid model
solutions studied there. For each r ∈ R, let
cr := S−1(r). (2.8)
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Note that cr = 0 if r ≤ S(0) and cr > 0 if r > S(0). As we are interested in large values of r, from
now on, we will assume without loss of generality that the elements of R are all larger than S(0).
As noted in the introduction, the quantity cr, which was introduced in [23], identifies the correct
scaling needed in order to obtain a nontrivial limit for the queue length process in the light tailed
case studied there (see (1.1)). We will see that this quantity is key for the analysis of regularly
varying tails as well. For each r ∈ R and t ≥ 0, define
Z˜r(t) = c
r
r
qr∑
l=1
δ+
v˘rl (r
2t)/cr
+
cr
r
Er(r2t)∑
i=1
δ+
vri (r
2t)/cr
. (2.9)
Thus Z˜r(·) is obtained from Zr(·) by adding three types of scaling: the time is scaled by r2, the
mass is scaled by cr/r and the space (representing the job sizes) is scaled by 1/cr. For each r ∈ R,
t ≥ 0, and f : R+ → R, define
Zrf (t) := 〈f, Z˜r(t)〉.
We will also write, for a ∈ [0,∞] and t ≥ 0,
Zra(t) := Z
r
1[0,a]
(t) =
∫ a
0
Z˜r(t)(dx). (2.10)
For each r ∈ R and t ≥ 0, we adopt the notation Qr(t) = Zr1(t) =
∫∞
0 Z˜r(t)(dx) so that Qr(t)
represents cr times the diffusion scaled queue length in the r-th system at time instant t.
For all x ∈ R+, let χ(x) = x and χa(x) := χ(x)1[0,a](x) for any a ∈ R+. Also, by convention,
χ∞ = χ. For each r ∈ R, t ≥ 0 and a ∈ [0,∞], define
W r(t, a) := W ra (t) := Z
r
χa(t) = 〈χa, Z˜r(t)〉. (2.11)
For r ∈ R, a ∈ R+ and t ≥ 0, W r(t, a) is equal to amount of work associated with jobs of size
less or equal to acr at time t in the r-th system under diffusion scaling. Further note that for each
r ∈ R, W r∞(·) is the diffusion scaled workload process and lima→∞W ra (t) = W r∞(t) for each t ≥ 0,
almost surely. Observe that for each r ∈ R and each fixed a ∈ [0,∞], W ra (·) ∈ D([0,∞) : R+). For
each r ∈ R, we refer to the collection {W ra (·), a ∈ R+} as the rescaled, truncated workload processes,
which is a random field on R2+ taking values in R+. Also note that for r ∈ R and each fixed t ≥ 0,
W r(t, ·) ∈ D([0,∞) : R+).
2.4. Asymptotic Conditions for the Sequence of Initial Conditions. We assume that there
exists an R+ valued, continuous, nondecreasing stochastic process {w∗(a) : a ∈ R+}, with w∗(∞) :=
lima→∞w
∗(a) satisfying E(w∗(∞)) <∞, such that, as r →∞,
(W r(0, ·),W r(0,∞)) d−→ (w∗(·), w∗(∞)) (2.12)
in D([0,∞) : R+)× R+, and
{W r(0,∞); r ∈ R} is uniformly integrable. (2.13)
Note that (2.12) and (2.13) imply that, for any a ∈ R+, the following limits hold
lim
r→∞
E (W r(0, a)) = E(w∗(a)) and lim
r→∞
E (W r(0,∞)) = E(w∗(∞)).
We further assume that there exist some η∗ ∈ (0, p − 1), a∗ > 0 and α∗ ∈ (0, p] such that
lim sup
r→∞
sup
a∈[a∗(cr)−1,1]
a−(p−η
∗)
E (W r(0, a)) <∞ (2.14)
and
lim sup
a→∞
aα
∗
E(w∗(∞)− w∗(a)) <∞. (2.15)
Assumption (2.14) insures that the work associated with initial jobs with remaining processing
times near zero vanishes at a suitable rate as r tends to infinity. Assumption (2.15) insures that
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the limiting work associated with initial jobs with large remaining processing times vanishes at a
suitable rate. Assumptions (2.13) and (2.14) imply that
sup
a>0
a−(p−η
∗)
E (w∗(a)) <∞.
Finally, we assume that for any a ∈ R+,
cr
r
qr∑
l=1
1[v˘rl ≤a]
P−→ 0 as r→∞. (2.16)
Remark 1. A guideline for whether Assumptions (2.12)–(2.16) are natural is to check whether a se-
quence of systems such that each system starts from zero jobs at time zero satisfies these assumptions
at any fixed positive time t. It can be checked from the proofs in Section 5 that this is indeed the case;
namely, if the system starts with zero jobs then at any time t > 0, Assumptions (2.12)–(2.16) are
satisfied with (W r(0, ·),W r(0,∞)) replaced by (W r(t, ·),W r(t,∞)) for each r ∈ R and {v˘rl }1≤l≤qr
replaced with {vi(r2t) : 1 ≤ i ≤ Er(r2t), vi(r2t) > 0, } ∪ {v˘rl (r2t), 1 ≤ l ≤ qr, v˘rl (r2t) > 0}. See
Appendix A for a sketch of how to verify this.
2.5. Some initial conditions satisfying Assumptions (2.12)–(2.16). We give the following two
sets of initial conditions which are easily checkable and satisfy Assumptions (2.12)–(2.16).
(I) Suppose the following hold:
(i) for each r ∈ R, {v˘rl : l ≥ 1} is a sequence of independent and identically distributed random
variables that is independent of qr;
(ii) For some q∗ with E(q∗) <∞, crqr/r L1−→ q∗ as r →∞;
(iii) supr∈R E
[
(v˘r1/c
r)2
]
<∞ and v˘r1/cr d−→ v˘∗ as r →∞, where v˘∗ has a continuous distribution;
(iv) there is a random variable v that stochastically lower bounds v˘r1/c
r for all r ∈ R and satisfies
lim sup
a↓0
a−(p−1−η
∗)
P(v ≤ a) <∞,
for some η∗ ∈ (0, p − 1).
Then Assumptions (2.12)–(2.16) are satisfied with α∗ = 1, η∗ as in part (iv) above, any a∗ > 0,
w∗(a) = q∗E
(
v˘∗1[v˘∗≤a]
)
for a ∈ R+ and w∗(∞) = q∗E (v˘∗). See Appendix A for a sketch of how
to check the assumptions for such initial conditions.
(II) Another set of conditions for which Assumptions (2.12)–(2.16) hold is that along with (i) in
(I) above, for some α > 0, (cr)1+αqr/r → 0 in L1 and {v˘r1/cr, r ∈ R} is L1 bounded. In particular,
it can be checked that under these conditions, Assumptions (2.12)–(2.16) hold for any α∗ ∈ (0, p],
any a∗ > 0, η∗ = (p− 1− α) ∨ (p − 1)/2 and w∗(a) = 0 for a ∈ (0,∞]. Note that these conditions
are trivially satisfied if each system starts from empty, namely qr = 0 for all r ∈ R.
3. Main results
In this section, we state the five main results in this paper. The conditions introduced in Sections
2.1, 2.2, and 2.4 will be assumed to hold throughout this work and will not be noted explicitly in
statements of various results. Thus henceforth, we consider a sequence (or sequences) of SRPT
queues indexed by R satisfying the above conditions.
3.1. A random field governing limiting behavior. The first theorem (stated below) gives the
important observation that for processing time distributions with regularly varying tails, the joint
limiting behavior of the truncated workload processes is captured by a random field constructed
from a single Brownian motion using the Skorohod map. For f ∈ D([0,∞) : R) with f(0) ≥ 0, let
Γ[f ](t) := f(t)− inf
0≤s≤t
(f(s) ∧ 0) , t ≥ 0. (3.1)
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The function Γ is known as the one-dimensional Skorohod map.
Theorem 1. Let B be a standard real Brownian motion and (ξ(·), ξ(∞)) be a C([0,∞) : R+)×R+
valued random variable with same distribution as (w∗(·), w∗(∞)) that is independent of B. For any
k ≥ 1 and any 0 ≤ a1 < · · · < ak ≤ ∞, as r→∞,
(W ra1(·), . . . W rak(·))
d−→ (Wa1(·), . . . ,Wak(·))
in D([0,∞) : Rk+), where for a ∈ [0,∞],
Wa(·) := Γ[Xa](·), (3.2)
with Γ as in (3.1) and {Xa(·) : a ∈ [0,∞]}, given as follows: for t ≥ 0,
X0(t) := ξ(0) = 0, (3.3)
Xa(t) := ξ(a) + σB(t) +
(
κ− λ
ap
)
t, for 0 < a <∞, (3.4)
X∞(t) := ξ(∞) + σB(t) + κt, (3.5)
and σ2 = λVar(v) + λσ2A.
Due to (3.2)–(3.5), ξ(a) = Xa(0) =Wa(0) for all a ∈ [0,∞]. The key feature of the above result
is that the Brownian motion B(·) that determines Xa(·) is the same for all a ∈ [0,∞]. In particular,
a only enters in the initial condition and the drift term. In addition, W∞(·) is the diffusion limit
of the workload process as given in [13]. Theorem 1 is proved in Section 5 as a consequence of
Proposition 10 and Lemma 12, stated there. In Proposition 10, upper and lower bounds on W ra (t)
and Zra(t) for each a ∈ [0,∞] and t ≥ 0 are given by coupling it with the workload process and
queue length process for a SRPT queueing system that satisfies all of the assumptions in Section
2.1, except that the renewal arrival process is thinned to only include jobs with processing time
at most acr. A notion of ordering of two SRPT systems, which we call intertwining, is introduced
and used in a crucial way to obtain the queue length bounds in Proposition 10. In Lemma 12, a
functional central limit theorem (FCLT) is established for a finite collection of rescaled, truncated
workload processes via using the bounds obtained in Proposition 10 and establishing an FCLT for
the bounding processes. Continuity properties of the Skorohod map imply Theorem 1 as a direct
consequence of Lemma 12.
3.2. Limits for the queue length process and measure valued state descriptor. Theorem
1 can be used in describing the limiting behavior of Zrf (·) := 〈f, Z˜r(·)〉 for a rich class of functions f
as stated in the next theorem. This, in turn, gives distributional asymptotics for the scaled queue
length process. Recall that χ(x) = x and 1(x) = 1 for x ∈ R+.
Theorem 2. Let f : [0,∞)→ R be any C1 function such that limx→∞ f(x)x exists and
∫∞
1
|f ′(x)|
xα∗+1
dx <
∞, where α∗ is the constant appearing in Assumption (2.15). Then, as r →∞,
Zrf (·) d−→ Zf (·)
in D([0,∞) : R+), where Zf is a real stochastic process with continuous sample paths, given by the
formula
Zf (t) :=
∫ ∞
0
(
f(x)
x2
− f
′(x)
x
)
Wx(t)dx+
(
lim
x→∞
f(x)
x
)
W∞(t), t ≥ 0.
In particular, as r →∞,
W r∞(·) = Zrχ(·) d−→ Zχ(·) =W∞(·) and Qr(·) = Zr1(·) d−→ Z1(·)
in D([0,∞) : R+), where Q(·) := Z1(·) satisfies
Q(t) =
∫ ∞
0
1
x2
Wx(t)dx, t ≥ 0. (3.6)
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Theorem 2 is proved in Section 5.4.
The result in Theorem 2 can be strengthend to show that Z˜r converges in distribution to a
measure valued process Z˜ in D([0,∞) :MF ). This is stated in the next theorem, which is proved
in Section 5.5. The proof proceeds via integrating the random measure Z˜r against a class of test
functions and analyzing weak convergence of the collection of processes thus obtained.
Theorem 3. As r →∞,
Z˜r(·) d−→ Z˜(·)
in D([0,∞) :MF ), where for each t ≥ 0, the measure Z˜(t) can be characterized as Z˜(t)({0}) = 0
and
Z˜(t)[a, b] :=
∫ b
a
1
x2
Wx(t)dx+
Wb(t)
b
− Wa(t)
a
, 0 < a < b <∞.
Remark 2. The integral expression (3.6) in Theorem 2 is quite different from the main result
(Theorem 3.1) in [23], which gives conditions under which light tailed processing times result in
a limit theorem that states Q(·) = W∞(·) (state space collapse). While the proofs given here do
not cover the light tailed case, the concentration arguments given in [23] could be used to argue
that the measure valued state descriptors in the light tailed case, scaled as in (2.9) above, would
converge to a point mass at one with (random) total mass given by the limiting workload process
W∞(·). Consequently, the rescaled, truncated workload processes W rx(·) defined in (2.11) above,
in the light tailed case, would converge to Wx(·) = W∞(·) for x ≥ 1 and zero otherwise, and the
integral given in (3.6) would be W∞(t) for each t ≥ 0, as it should from the results of [23]. The
results in Theorem 2 and Theorem 3 demonstrate that, in contrast to the light tailed processing
time distributions considered in [23], heavy tailed processing time distributions do not exhibit state
space collapse and the mass of the limiting scaled measure valued state descriptor is distributed as
a time-varying random profile over R+, as opposed to a time-varying randomly sized point mass at
one.
3.3. Tail behavior of Z˜. The next result describes the asymptotic behavior of the limiting queue
length and limiting workload processes defined in terms of the measure Z˜ when attention is re-
stricted to the dynamics of jobs with large remaining processing times. Let
W ′∞(t) := t− sup{s ≤ t : W∞(s) = 0}, t ≥ 0, (3.7)
which can be recognized as the duration of the current busy period when W∞(t) is interpreted
as the work in the system at time instant t. We will see in Section 4.1 that W ′∞(·) arises as the
‘path-wise derivative’ of the Skorohod map with respect to the ‘drift parameter’ of the process on
which the map acts, which explains the notation W ′∞(·). We will also assume a stronger version of
(2.15) for this result, namely
lim
x→∞
xp(ξ(∞)− ξ(x)) = 0 almost surely. (3.8)
In particular, (3.8) holds when ξ(x) = ξ(∞) for all x ≥ 0.
Theorem 4. Assume (3.8) holds. For every t ≥ 0, as a→∞,
ap
λ
〈χ1[a,∞), Z˜(t)〉 → W ′∞(t) almost surely,
(p+ 1)ap+1
pλ
Z˜(t)[a,∞)→ W ′∞(t) almost surely.
In particular, for any t ≥ 0 such that W ′∞(t) 6= 0, as a→∞,
〈χ1[a,∞), Z˜(t)〉
E (v | v ≥ a) Z˜(t)[a,∞) → 1 almost surely.
Theorem 4 is proved in Section 5.5 and proceeds via connecting the tail mass processes {Z˜(t)[a,∞) :
t ≥ 0} for large a with the process {W ′∞(t) : t ≥ 0}.
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Remark 3. The above result says that if we restrict attention to jobs of size more than a (for large
a), the cumulative workload due to these jobs can be obtained by multiplying the number of such
jobs present in the system with the expected size of an incoming job conditional on it being more
than a. This result can be heuristically understood from the SRPT dynamics under which small
jobs are given priority and large jobs remain unprocessed at typical time points when the system
has small jobs present. Theorem 4 can be seen as a form of asymptotic state space collapse when
one restricts attention to jobs with large remaining processing times.
3.4. Asymptotic state space collapse as p → ∞. As stated in Remark 2, the limiting scaled
queue length process given in Theorem 2 differs qualitatively from its light tailed analogue treated
in [23] in that, although the limiting scaled queue length and limiting scaled workload processes
are driven by the same Brownian motion B, there is no state space collapse as in [23]. However, as
p →∞ (that is, the tail of the processing time distribution becomes lighter), we obtain a limiting
state space collapse as described in Theorem 5 below. As we are interested in large values of p
here, we will only consider p ≥ 2. To make the dependence on p explicit, we consider a family
of distributions {F (p)(·) : p ≥ 2} such that for each p ≥ 2, F (p)(·) := 1 − F (p)(·) is a regularly
varying function; that is, (2.1) is satisfied by F
(p)
(·). For each p ≥ 2, consider a sequence of
SRPT queues indexed by R such that the initial conditions {q(p),r, v˘(p),rl , l ∈ N, r ∈ R} satisfy
the assumptions of Section 2.4 and the arrival processes {Er(·), r ∈ R} do not depend on p.
Consequently, λ(p) = 1/E(v(p)), where v(p) is distributed as F (p)(·), does not depend on p and
we will write this quantity as λ. The processing times of jobs for each p ≥ 2 are distributed as
F (p)(·). For each p ≥ 2, we also assume that if ξ(p)(∞) denotes the limiting initial workload (i.e.
the quantity analogous to ξ(∞) in Theorem 1 for the p-th system), then
sup
p≥2
E
(
ξ(p)(∞)
)
<∞ and sup
p≥2
E
(
(v(p))2
)
<∞. (3.9)
For each p ≥ 2, write σ(p) =
√
λVar(v(p)) + λσ2A and write ξ
(p)(·) for the limiting initial truncated
workload process (analogous to ξ(·) in Theorem 1). Writing Q(p)(·) for Q(·) and W (p)∞ (·) for W∞(·)
to denote the limiting queue length and limiting workload processes respectively, recall that
Q(p)(t) =
∫ ∞
0
1
x2
Γ
[
ξ(p)(x) + σ(p)B(·) + (κ− λx−p)ι(·)
]
(t)dx, t ≥ 0,
where ι denotes the identity map on [0,∞), and W (p)∞ (t) = Γ[X(p)∞ ](t) where X(p)∞ (t) = ξ(p)(∞) +
σ(p)B(t) + κt, t ≥ 0. We will also elucidate the dependence of η∗ in Assumption (2.14) by writing
it as η∗(p). For the state space collapse result, we will require that η∗(·) satisfies
lim inf
p→∞
p− 1− η∗(p)
log p
=∞. (3.10)
Moreover, we will require for any a ∈ (1,∞),
lim
p→∞
E(ξ(p)(∞)− ξ(p)(a)) = 0. (3.11)
Then, (3.10) implies that for large p, E(ξ(p)(a)) decreases to zero sufficiently fast with a tending to
zero. Also, (3.11) implies that the main contribution to the limiting initial workload process ξ(p)(·)
for large values of p comes from initial jobs with size in (0, 1]. Note that if the system starts from
empty, namely q(p),r = 0 for all r ∈ R and p ≥ 2, then for any t ≥ 0 and any a ∈ (1,∞), by the
Lipschitz property of the Skorohod map given in (4.1) below,
lim
p→∞
E
(
W (p)∞ (t)−W (p)a (t)
)
≤ 2λta−p → 0 as p→∞.
Hence, by the discussion in Remark 1, Assumption (3.11) is indeed a natural assumption on ξ(p)(·).
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Theorem 5. Assume that (3.9) and (3.11) hold and we can choose p 7→ η∗(p) such that η∗(·)
satisfies (3.10). Then, for any T > 0,
sup
t∈[0,T ]
∣∣∣Q(p)(t)−W (p)∞ (t)∣∣∣ P−→ 0 as p→∞.
Theorem 5 is proved in Section 5.5. The proof essentially proceeds by showing that as p → ∞,
the time varying mass profile of the limiting measure valued state descriptor collapses onto a point
mass at one.
Remark 4. Consider the initial condition of the form discussed in (II) of Section 2.4, namely, along
with (i) in (I) of Section 2.4, suppose for some α > 0, (cr)1+αqr/r → 0 in L1 and {v˘r1/cr, r ∈ R}
is L1 bounded (note that qr = 0 is a special case). In this case one can replace α∗ in Theorem 2
with p. Also, in this case the assumptions (3.8) in Theorem 4, and, with zero initial conditions for
all p ≥ 2, (3.9), (3.10) and (3.11) in Theorem 5 can be omitted.
4. Preliminaries
In this section we recall some basic facts and record some well known results that will be used
several times in this work.
4.1. Properties of the Skorohod Map. Recall the Skorohod map Γ defined in (3.1). Then,
denoting D0([0,∞) : R) as the space of all f ∈ D([0,∞) : R) with f(0) ≥ 0, the map Γ is a
continuous map from D0([0,∞) : R) to D([0,∞) : R+). Furthermore, the following Lipschitz
property holds
sup
0≤t≤T
|Γ[f1](t)− Γ[f2](t)| ≤ 2 sup
0≤t≤T
|f1(t)− f2(t)|, for all f1, f2 ∈ D0([0,∞) : R) and T ∈ [0,∞).
(4.1)
For any f ∈ D0([0,∞) and any t1, t2 such that 0 ≤ t1 ≤ t2 ≤ T , defining functions g1(s) = Γ[f ](t1)
and g2(s) = Γ[f ](t1) + f(s) − f(t1) for s ∈ [t1, t2], note that Γ[g1](t2) = Γ[f ](t1) and Γ[g2](t2) =
Γ[f ](t2). Using (4.1), we conclude
|Γ[f ](t2)− Γ[f ](t1)| ≤ 2 sup
t1≤s≤t2
|g2(s)− g1(s)| = 2 sup
t1≤s≤t2
|f(s)− f(t1)|. (4.2)
The following monotonicity property also holds. Suppose f1, f2 ∈ D0([0,∞) : R) are such that, for
all 0 ≤ s ≤ t < ∞ f1(t) − f1(s) ≤ f2(t) − f2(s) and f1(0) ≤ f2(0). Then, since sup0≤s≤t(f1(t) −
f1(s)) ≤ sup0≤s≤t(f2(t)− f2(s)) for all t ≥ 0,
Γ[f1](t) ≤ Γ[f2](t) for all t ≥ 0. (4.3)
Let f ∈ D0([0,∞) : R). For ε ∈ R, let fε(t) := f(t) + εt, t ≥ 0. Then for every t ≥ 0
ε−1 [Γ[fε](t)− Γ[f0](t)]→ t− sup{0 ≤ s ≤ t : f0(s) = 0} as ε→ 0. (4.4)
For a proof we refer to [20, Theorem 1.1] (see also pages 1921-1922 of [7]).
4.2. Regularly Varying Functions. Recall that we assume that the complementary cumulative
distribution function F¯ of the processing time distribution is a regularly varying function with
index −(p + 1) for some p > 1, namely (2.1) is satisfied. Also recall that S(·) is given by (2.5). A
function L : [0,∞)→ R+ is called a slowly varying function if
lim
x→∞
L(tx)
L(x)
= 1 for all t > 0.
We will frequently use the following well known properties of regularly varying functions (see [21,
Theorems 1.2.1, 1.2.4, 1.2.6]).
(a) From [21, Remark 1.2.3], if L(·) is slowly varying, then for all ǫ > 0,
lim
x→∞
L(x)
xǫ
= 0 and lim
x→∞
L(x)
x−ǫ
=∞.
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(b) There exists a slowly varying function L such that F (x) = 1
xp+1
L(x) for all x ≥ 1. Henceforth,
such a function L(·) is fixed.
(c) From Karamata’s Theorem [21, Theorem 1.2.6 (b)] with α = −p− 1,
lim
x→∞
∫∞
x F (t)dt
xF (x)
=
1
p
. (4.5)
In particular, the function z 7→ E(v1[v>z]) is regularly varying with index −p and therefore for
all a > 0,
lim
r→∞
E(v1[v>acr ])
E(v1[v>cr ])
=
1
ap
. (4.6)
In fact, using [21, Theorem 1.2.4 and Theorem 1.2.6 (b)] one has that for all δ > 0
lim
r→∞
E(v1[v>ucr])
E(v1[v>cr ])
=
1
up
uniformly for u ∈ [δ,∞). (4.7)
Also, there exists a slowly varying function Lˆ such that E(v1[v>z]) = z
−pLˆ(z) for all z > 0. By
[21, Theorem 1.2.1], Lˆ can be represented as
Lˆ(z) = c(z) exp
(∫ z
1
ǫ(y)
y
dy
)
, z ≥ 1, (4.8)
where c and ǫ are nonnegative Borel measurable functions satisfying limx→∞ c(x) = c0 ∈ (0,∞)
and limx→∞ ǫ(x)→ 0.
(d) By (2.5) and (c), S(·) is regularly varying with index p. Then, by Karamata’s theorem ([21,
Theorem 1.2.6 (b)]), as x→∞ S(x)L(x)xp → pp+1 , where L(·) is given in (b). Combining this with
(a), it follows that for any ǫ > 0, there exists xǫ > 0 such that for all x ≥ xǫ,
p
p+ 1
xp−ǫ < S(x) <
p
p+ 1
xp+ǫ. (4.9)
By (4.9), it follows that for any ǫ > 0, there exists rǫ > 0 such that for r ≥ rǫ,(
(p+ 1)r
p
)1/(p+ǫ)
< cr <
(
(p + 1)r
p
)1/(p−ǫ)
. (4.10)
4.3. A Functional Central Limit Theorem. We will need the following well known functional
central limit theorem (cf. [23, Proposition A.1]). For this, recall the definitions of λr, Er(·), E¯r(·),
and Eˆr(·), for r ∈ R, and λ, λ(·), E¯(·) and E∗(·) given in Section 2.2. Also, for r ∈ R, let
λr(t) = λrt for t ≥ 0.
Proposition 6. For each r ∈ R, let {xrk}∞k=1 be a sequence of nonnegative independent and iden-
tically distributed random variables, with finite mean mr and finite standard deviation sr, that is
independent of Er(·). Suppose that for some finite nonnegative constants m and s, mr → m and
sr → s, as r →∞. Further suppose that, for each δ > 0
lim
r→∞
E
[
(xr1 −mr)21|xr1−mr |>rδ
]
= 0.
For r ∈ R, n ∈ N and t ∈ [0,∞), let
Xr(n) =
n∑
k=1
xrk and Xˆ
r(t) = (Xr(⌊r2t⌋)− ⌊r2t⌋mr)/r.
Then, as r → ∞, (Eˆr(·), Xˆr(·)) d−→ (E∗(·),X∗(·)) in D([0,∞) : R2), where E∗ is given as in (2.3)
and X∗ is a Brownian motion starting from zero with zero drift and variance s2, that is independent
of E∗. Furthermore, as r →∞,
[Xr(r2E¯r(·))− r2λr(·)mr]/r d−→ X∗(λ(·)) +mE∗(·),
in D([0,∞) : R).
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4.4. Tightness and Convergence Criteria. We record here certain convenient tools for estab-
lishing tightness and proving weak convergence that will be used several times in this article.
Aldous’ Tightness Criterion. The following criterion is a useful tool in proving tightness. Let
{Xr(·) : r ∈ R} be a collection of random variables in D([0,∞) : R). We will call a random time
τ a Xr-stopping time if for each t ≥ 0, the event {τ ≤ t} lies in the σ-field σ{Xr(s) : s ≤ t}. The
collection {Xr(·) : r ∈ R} is tight if and only if the following two conditions hold:
(A1) For each t ≥ 0,
lim
a→∞
lim sup
r→∞
P (|Xr(t)| ≥ a) = 0.
(A2) For each ǫ, δ, T > 0, there exists η0 > 0 and r0 ∈ R such that for any η ≤ η0 and r ≥ r0, if
τ is a Xr-stopping time having a discrete, finite range satisfying τ ≤ T , then
P (|Xr(τ + η)− Xr(τ)| ≥ δ) ≤ ǫ.
(cf. [4, Theorem 16.10 and Corollary to Theorem 16.8])
The following elementary lemma will be used several times in the proofs. We provide the short
proof for completeness.
Lemma 7. Suppose that (S, d) is a Polish space, S0 is an S-valued random variable, {Sm}m∈N
is a sequence of S-valued random variables and ǫ∗ > 0. For each ǫ ∈ (0, ǫ∗], suppose that there is
b(ǫ) > 0, a S-valued random variable Sǫ, and a sequence of random variables {Sǫm}m∈N, with Sǫm
and Sm defined on the same probability space for each m ∈ N, such that the following hold:
(1) lim supm→∞ P (d(S
ǫ
m, Sm) > b(ǫ)) < b(ǫ) and limǫց0 b(ǫ) = 0;
(2) for each ǫ ∈ (0, ǫ∗], Sǫm d−→ Sǫ as m→∞;
(3) Sǫ
d−→ S0 as ǫ→ 0
Then Sm
d−→ S0 as m→∞.
Proof. For an S valued random variable X, denote its probability law as µX . For probability
measures µ, ν on S, let d(µ, ν) = supg |
∫
gdµ − ∫ gdν| where the supremum is taken over all
Lipschitz functions g : S → R that are bounded by 1 and whose Lipschitz norm is also bounded by
1. To prove the lemma it suffices to show that d(µSm , µS0)→ 0 as m→∞. By triangle inequality
d(µSm , µS0) ≤ d(µSm , µSǫm) + d(µSǫm , µSǫ) + d(µSǫ , µS0)
≤ d(µSm , µSǫm) + d(µSǫ , µS0) + 2b(ǫ).
Taking limit as m→∞ in the above
lim sup
m→∞
d(µSm , µS0) ≤ d(µSǫ , µS0) + 2b(ǫ).
The result follows on sending ǫ→ 0. 
5. Proofs
In this section we prove the main theorems stated in Section 3. In what follows, we refer to a
job’s remaining processing time as its size and we refer to a job that arrived to the system after
time zero as an external job and a job already in the system at time zero as an initial job. Recall
that the processing time distribution does not depended on r ∈ R. For each r ∈ R, we assume that
the processing times are determined by a common sequence {vi}∞i=1 of independent and identically
distributed random variables with common cumulative distribution function F such that vi denotes
the processing time of the i-th external job arriving to the r-th SRPT queue. For r ∈ R, t ≥ 0, and
1 ≤ i ≤ Er(t) (resp. 1 ≤ l ≤ qr), we recall that vri (t) (resp. v˘ri (t)) denotes the remaining processing
time (or size) at time t of the i-th external (resp. initial) job in the r-th SRPT queue.
We begin by proving some general comparison results for SRPT queueing systems. These compar-
ison results, besides being of independent interest, will be used in the proofs of our main theorems.
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5.1. Intertwined SRPT queueing systems. In this section we consider SRPT queues as in-
troduced in Section 2.1. We will fix r and suppress it from the notation in this section. Also,
as in Section 2.1, we assume that the service time distribution F is continuous, but we do not
require F¯ to be regularly varying. In fact, even a finite mean is not needed. Consider two SRPT
queueing systems, say S1 and S2, with a common arrival process E(·) (which, as in Section 2.1,
is a delayed renewal process), but with (possibly) different initial conditions. For each t ≥ 0, let
{vi(j)(t) : 1 ≤ j ≤ ni(t)} be the ordered collection of job sizes in system Si (i = 1, 2), with vi(1)(t)
denoting the smallest job at time t, vi(2)(t) denoting the second smallest job at time t, and so on.
For i = 1, 2, define V i0 (t) = 0 and V
i
j (t) :=
∑j
k=1 v
i
(k)(t), 1 ≤ j ≤ ni(t). For each i = 1, 2, the state
of the system Si at time t is completely described by the vector
(
V i0 (t), . . . , V
i
ni(t)(t)
)
. We say that
S2 is intertwined in S1 at time t if there exist integers k(t) ≥ 0 and l(t) ≥ 1 such that the following
hold: (i) S1 has k(t)+l(t)−1 or k(t)+l(t) jobs and S2 has k(t)+l(t) jobs at time t, (ii) V 1j (t) = V 2j (t)
for all 0 ≤ j ≤ k(t), and (iii) for every 1 ≤ l ≤ l(t), V 1k(t)+l−1(t) < V 2k(t)+l(t) < V 1k(t)+l(t) (where,
by convention, we take V 1k(t)+l(t)(t) = ∞ if S1 has k(t) + l(t) − 1 jobs at time t). A related, but
different, notion for comparing the state of two queueing systems with a common arrival process,
called work-dominance, was previously introduced by Smith [29] to establish optimality of SRPT.
We have the following lemma which states that if one system is intertwined in the other imme-
diately before a job arrival (which is the same for both systems) then this intertwining is preserved
immediately after the arrival.
Lemma 8. Suppose S1 and S2 are two SRPT queueing systems with a common arrival process.
Almost surely, if at some t > 0 a job arrives in the two systems, and S2 is intertwined in S1 just
before time t, then S2 is intertwined in S1 at time t.
Proof. Denote the processing time of the entering job at time t by v∗. Since F is continuous,
P (v∗ = c) = 0 for any c ≥ 0. This property will be used without additional comments in many of
the arguments below. Note that if v∗ < v2(k(t−)+1)(t−), then the number of jobs having the same
remaining processing times at time t is k(t−) + 1 in both systems, and hence, k(t) = k(t−) + 1
and l(t) = l(t−). In this case, for 1 ≤ l ≤ l(t), V ik(t)+l(t) = V ik(t−)+l(t−) + v∗ for i = 1, 2 and as
S2 was intertwined in S1 just before time t, we obtain V
1
k(t)+l−1(t) < V
2
k(t)+l(t) < V
1
k(t)+l(t) for all
1 ≤ l ≤ l(t), thus S2 is intertwined in S1 at time t. Otherwise, k(t) = k(t−) and l(t) = l(t−) + 1,
which we assume henceforth. For 1 ≤ l ≤ l(t), we consider the four possibilities as follows.
(i) v∗ > max{v1(k(t−)+l−1)(t−), v2(k(t−)+l)(t−)}, in which case, V 1k(t)+l−1(t) = V 1k(t)+l−1(t−) and
V 2k(t)+l(t) = V
2
k(t)+l(t−). Thus, by intertwinement before time t, V 2k(t)+l(t) > V 1k(t)+l−1(t).
(ii) v1(k(t−)+l−1)(t−) < v∗ < v2(k(t−)+l)(t−), in which case, V 1k(t)+l−1(t) = V 1k(t)+l−1(t−) and V 2k(t)+l(t) =
V 2k(t)+l−1(t−) + v∗. As v∗ > v1(k(t−)+l−1)(t−) = V 1k(t)+l−1(t−) − V 1k(t)+l−2(t−), V 1k(t)+l−2(t−) <
V 2k(t)+l−1(t−) by intertwinement before time t, we obtain
V 2k(t)+l(t) = V
2
k(t)+l−1(t−) + v∗ > V 2k(t)+l−1(t−) + (V 1k(t)+l−1(t−)− V 1k(t)+l−2(t−))
> V 2k(t)+l−1(t−) + (V 1k(t)+l−1(t−)− V 2k(t)+l−1(t−)) = V 1k(t)+l−1(t−) = V 1k(t)+l−1(t).
(iii) v2(k(t−)+l)(t−) < v∗ < v1(k(t−)+l−1)(t−), in which case, we have V 1k(t)+l−1(t) = V 1k(t)+l−2(t−) + v∗
and V 2k(t)+l(t) = V
2
k(t)+l(t−). Also, since k(t) = k(t−) and l(t) = l(t−) + 1, we have l ≥ 2. As
v∗ < v1(k(t−)+l−1)(t−) = V 1k(t)+l−1(t−)− V 1k(t)+l−2(t−),
V 1k(t)+l−1(t) = V
1
k(t)+l−2(t−) + v∗
< V 1k(t)+l−2(t−) + (V 1k(t)+l−1(t−)− V 1k(t)+l−2(t−)) = V 1k(t)+l−1(t−).
By intertwinement before time t, V 2k(t)+l(t−) > V 1k(t)+l−1(t−). Hence,
V 2k(t)+l(t) = V
2
k(t)+l(t−) > V 1k(t)+l−1(t−) > V 1k(t)+l−1(t).
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(iv) v∗ < min{v1(k(t−)+l−1)(t−), v2(k(t−)+l)(t−)}, in which case, V 1k(t)+l−1(t) = V 1k(t)+l−2(t−) + v∗,
V 2k(t)+l(t) = V
2
k(t)+l−1(t−) + v∗, and l ≥ 2. By intertwinement before time t,
V 2k(t)+l(t) = V
2
k(t)+l−1(t−) + v∗ > V 1k(t)+l−2(t−) + v∗ = V 1k(t)+l−1(t).
As, almost surely, the above are the only four possibilities, we have, almost surely, V 2k(t)+l(t) >
V 1k(t)+l−1(t) for all 1 ≤ l ≤ l(t). By a symmetric argument, we obtain, almost surely, V 1k(t)+l(t) >
V 2k(t)+l(t) for all 1 ≤ l ≤ l(t). This completes the proof of the lemma. 
The following proposition compares the queue length processes for two SRPT systems started
from intertwined configurations and having the same arrival process.
Proposition 9. Suppose S1 and S2 are two SRPT queueing systems with a common arrival process.
Moreover, assume that S2 is intertwined in S1 at time zero. Denote the queue length process for Si
by Qi(·), i = 1, 2. Then, almost surely, for any t ≥ 0,
Q1(t) ≤ Q2(t) ≤ Q1(t) + 1.
Proof. As S2 is intertwined in S1 at time zero, Q1(0) = k(0) + l(0) − 1 and Q2(0) = k(0) +
l(0) or Q1(0) = Q2(0) = k(0) + l(0). Define τ
as
0 = 0 and denote by τ
as
i , i ≥ 1, the time of
the i-th asynchronous departure, i.e., when there is a departure from one system but not the
other. For any i ≥ 0, on the time interval [τasi , τasi+1), arrivals and departures happen at the same
times (synchronously) from both systems. Clearly, if S2 is intertwined in S1 before a synchronous
departure, then it remains so after the departure. Also, after any arrival, by Lemma 8, S2 remains
intertwined in S1 if it were the case immediately before the arrival. Thus, if S2 is intertwined
in S1 at time τ
as
i , then the same property is true for every t ∈ [τasi , τasi+1). Suppose Q1(0) =
k(0) + l(0) − 1, Q2(0) = k(0) + l(0). Then, for any t ∈ [0, τas1 ), Q1(t) = k(t) + l(t) − 1 and
Q2(t) = k(t) + l(t), and hence, Q2(t) − Q1(t) = 1. Moreover, as for any t ∈ [0, τas1 ), V 2k(t)+1(t) <
V 1k(t)+1(t), the first asynchronous departure happens from S2. Thus, S1 is intertwined in S2 at
time τas1 (that is, the intertwinement order changes) and Q1(τ
as
1 ) = Q2(τ
as
1 ) = k(τ1) + l(τ1). By
the same argument as above, we deduce that S1 remains intertwined in S2 on the time interval
[τas1 , τ
as
2 ) and Q1(t) = Q2(t) = k(t) + l(t) for all t ∈ [τas1 , τas2 ). At time τas2 , departure happens
from S1 and the intertwinement order switches again at τ
as
2 , and so on. Thus, we conclude that if
Q1(0) = k(0) + l(0)− 1, Q2(0) = k(0) + l(0), then Q1(t) = k(t) + l(t)− 1, Q2(t) = k(t) + l(t) for all
t ∈ [τas2k , τas2k+1), k ≥ 0, and Q1(t) = Q2(t) = k(t)+ l(t) for all t ∈ [τas2k+1, τas2k+2), k ≥ 0. By a similar
argument, if Q1(0) = Q2(0) = k(0) + l(0), then Q1(t) = Q2(t) = k(t) + l(t) for all t ∈ [τas2k , τas2k+1),
k ≥ 0, and Q1(t) = k(t) + l(t)− 1, Q2(t) = k(t) + l(t) for all t ∈ [τas2k+1, τas2k+2), k ≥ 0. In particular,
this proves the proposition. 
5.2. Truncated SRPT queues. For each r ∈ R and a ∈ [0,∞], we consider an SRPT queue
with a thinned external arrival process Era(·) :=
∑Er(·)
i=1 1[vi≤acr], which we refer to as the r-th
a-truncated SRPT queue. When the i-th external job arrives to the r-th SRPT queue, it is an
external job for the r-th a-truncated SRPT queue if and only if its processing time vi is less or
equal to acr. Similarly, jobs in the r-th a-truncated SRPT queue at time zero, namely the initial
jobs, are those that are initial jobs in the r-th SRPT queue such that vˇrl ≤ acr and 1 ≤ l ≤ qr. Then
the r-th a-truncated SRPT queue evolves in time in accordance with the SRPT service discipline
by preemptively serving the job with the shortest size first. For r ∈ R, t ≥ 0 and 1 ≤ i ≤ Era(t),
let vr,ai (t) be the size at time t in the r-th a-truncated SRPT queue of the i-th external arrival to
the r-th a-truncated SRPT queue. Similarly, for r ∈ R, t ≥ 0 and 1 ≤ l ≤ qr, let v˘r,al (t) be the size
at time t in the r-th a-truncated SRPT queue of the l-th initial job in the r-th a-truncated SRPT
queue if v˘rl ≤ acr, and zero if v˘rl > acr (the latter case is vacuous if a =∞).
Define for each r ∈ R, a ∈ [0,∞] and t ≥ 0,
V ra (t) :=
Er(t)∑
i=1
vi1[vi≤acr ],
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Vˆ ra (t) :=
1
r
Er(r2t)∑
i=1
vi1[vi≤acr ] − rλrtE(v1[v≤acr ]),
Xra(t) :=
1
r
qr∑
l=0
v˘rl 1[v˘rl ≤acr] +
1
r
V ra (r
2t)− rt,
Y ra (t) := Γ[X
r
a](t).
Also, for r ∈ R, a ∈ [0,∞] and t ≥ 0,
Q˜ra(t) :=
cr
r
qr∑
l=1
δ+
v˘r,al (r
2t)/cr
+
cr
r
Era(r
2t)∑
i=1
δ+
vr,ai (r
2t)/cr
,
denotes the scaled measure describing the state of the r-th a-truncated SRPT queue at time r2t
and Qra(t) := 〈1, Q˜ra(t)〉 denotes the scaled queue length in the r-th a-truncated SRPT queue at
time r2t. Recall that, for each r ∈ R, a ∈ [0,∞] and t ≥ 0, Zra(t) and W ra (t) are defined in (2.10)
and (2.11) respectively.
We have elected to state the results in this section for truncated SRPT queues in terms of scaled
processes defined above. However, since they hold for each r ∈ R, one can obtain unscaled versions
from these. Also, as in Section 5.1, F is required to be continuous, but F¯ is not required to
be regularly varying. The following proposition records a key observation comparing the process
〈χ1[0,a], Q˜ry(·)〉 with Y ra (·) and 〈1[0,a], Q˜ry(·)〉 with Qra(·) for a ≤ y ≤ ∞.
Proposition 10. For any r ∈ R, a ∈ (0,∞), a ≤ y ≤ ∞, and t ≥ 0, we have, almost surely,
Y ra (t) ≤ 〈χ1[0,a], Q˜ry(t)〉 ≤ Y ra (t) +
acr
r
, (5.1)
Qra(t) ≤ 〈1[0,a], Q˜ry(t)〉 ≤ Qra(t) +
cr
r
. (5.2)
In particular, for any r ∈ R, a ∈ (0,∞) and t ≥ 0, we have, almost surely,
Y ra (t) ≤W ra (t) ≤ Y ra (t) +
acr
r
, (5.3)
Qra(t) ≤ Zra(t) ≤ Qra(t) +
cr
r
. (5.4)
Moreover, almost surely, W r0 (t) = Y
r
0 (t) = 0, Z
r
0 (t) = Q
r
0(t) = 0, W
r
∞(t) = Y
r
∞(t), and Z
r
∞(t) =
Qr∞(t) for any r ∈ R and t ≥ 0.
Proof. Fix r ∈ R. Note that, by definition, W r0 (t) = Zr0(t) = Qr0(t) = 0 for all t ≥ 0. Moreover,
almost surely, Xr0 (t) = −rt for all t ≥ 0 and hence Y r0 (t) = Γ[Xr0 ](t) = 0 for all t ≥ 0. Also, as
Q˜r∞(t) = Z˜r(t) for all t ≥ 0, W r∞(t) = Y r∞(t) and Zr∞(t) = Qr∞(t) for all t ≥ 0. Thus, the assertions
in the last line of the lemma hold. Also, for each a ∈ (0,∞), (5.3) follows from (5.1) and (5.4)
follows from (5.2) upon setting y =∞, since Z˜r(·) = Q˜r∞(·).
Fix a ∈ (0,∞) and a ≤ y ≤ ∞. Define stopping times σ−1 = 0, and for k ∈ Z+,
σ2k := inf{s ≥ σ2k−1 : 〈χ1[0,a], Q˜ry(s)〉 = 0}, σ2k+1 := inf{s ≥ σ2k : 〈χ1[0,a], Q˜ry(s)〉 > 0}.
To show (5.1) and (5.2), we proceed by induction. Observe that, by definition, Y ra (0) = 〈χ1[0,a], Q˜ry(0)〉
and Qra(0) = 〈1[0,a], Q˜ry(0)〉 since a ≤ y. Thus, (5.1) and (5.2) hold on [0, σ−1].
First consider the case 〈χ1[0,a], Q˜ry(0)〉 = 0 (which implies that 〈1[0,a], Q˜ry(0)〉 = 0). Then,
σ0 = σ−1 = 0 and Y
r
a (t) = 〈χ1[0,a], Q˜ry(t)〉 = 0 for all t ∈ [0, σ1). The map t 7→ 〈χ1[0,a], Q˜ry(t)〉
increases at t = σ1 due to one of the following two events: (i) an external job with processing
time less or equal to acr arrives to the system at time r2σ1 or (ii) an initial job with initial size
in (acr, ycr] or an external job with processing time in (acr, ycr] that arrived during the time
interval (0, r2σ1), in course of getting served, has its size drop to ac
r at time r2σ1. If (i) occurs,
Qra(σ1) = 〈1[0,a], Q˜ry(σ1)〉 = c
r
r , Y
r
a (σ1) = 〈χ1[0,a], Q˜ry(σ1)〉 ≤ ac
r
r . If (ii) occurs, Q
r
a(σ1) = 0,
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〈1[0,a], Q˜ry(σ1)〉 = c
r
r ,Y
r
a (σ1) = 0, and 〈χ1[0,a], Q˜ry(σ1)〉 = ac
r
r . Thus, when 〈χ1[0,a], Q˜ry(0)〉 = 0, (5.1)
and (5.2) hold for all t ∈ [0, σ1].
Suppose that for some k ∈ Z+ (5.1) and (5.2) hold for all t ∈ [0, σ2k−1] and 〈χ1[0,a], Q˜ry(σ2k−1)〉 >
0 (which implies that 〈1[0,a], Q˜ry(σ2k−1)〉 > 0). We first show that (5.1) and (5.2) hold for all
t ∈ (σ2k−1, σ2k]. By virtue of the SRPT dynamics, no job in the r-th y-truncated SRPT queue at
time r2σ2k−1 of size greater than ac
r at time r2σ2k−1 is served in the r-th y-truncated SRPT queue
during the time interval [r2σ2k−1, r
2σ2k). Consequently, for any t ∈ (σ2k−1, σ2k), the following four
properties are equivalent: (a) 〈χ1[0,a], Q˜ry(t)〉 − 〈χ1[0,a], Q˜ry(t−)〉 > 0; (b) Era(r2t) − Era(r2t−) > 0;
(c) Xra(t) − Xra(t−) > 0; (d) Y ra (t) − Y ra (t−) > 0 and, when these equivalent properties hold,
〈χ1[0,a], Q˜ry(t)〉 − 〈χ1[0,a], Q˜ry(t−)〉 = Y ra (t) − Y ra (t−). This also shows that for t ∈ [σ2k−1, σ2k)
such that Y ra (t) = 0 and s ∈ [t, inf{u ≥ t : Y ra (u) > 0} ∧ σ2k], Y ra (s) = 0 and 〈χ1[0,a], Q˜ry(s)〉 =
〈χ1[0,a], Q˜ry(t)〉 − r(s− t). Moreover, for t ∈ [σ2k−1, σ2k) such that 0 < Y ra (t) ≤ 〈χ1[0,a], Q˜ry(t)〉 and
s ∈ [t, inf{u ≥ t : Y ra (u) = 0}],
〈χ1[0,a], Q˜ry(s)〉 − 〈χ1[0,a], Q˜ry(t)〉 =
1
r
(V ra (r
2s)− V ra (r2t))− r(s− t) = Y ra (s)− Y ra (t).
From these observations, we conclude that t 7→ 〈χ1[0,a], Q˜ry(t)〉 − Y ra (t) is nonincreasing on the
interval [σ2k−1, σ2k] and decreases only on the set {u ∈ [σ2k−1, σ2k] : Y ra (u) = 0}. This also
implies that either 〈χ1[0,a], Q˜ry(u)〉 = Y ra (u) for all u ∈ (σ2k−1, σ2k] or the first t ≥ σ2k−1 for which
〈χ1[0,a], Q˜ry(t)〉 = Y ra (t) corresponds to σ2k when 〈χ1[0,a], Q˜ry(σ2k)〉 = Y ra (σ2k) = 0. We conclude
that for any t ∈ [σ2k−1, σ2k],
0 = 〈χ1[0,a], Q˜ry(σ2k)〉 − Y ra (σ2k) ≤ 〈χ1[0,a], Q˜ry(t)〉 − Y ra (t)
≤ 〈χ1[0,a], Q˜ry(σ2k−1)〉 − Y ra (σ2k−1) ≤
acr
r
,
where the last inequality holds by the induction hypothesis. Hence, (5.1) holds for all t ∈ (σ2k−1, σ2k].
Now we show that (5.2) holds for all t ∈ (σ2k−1, σ2k]. If k ∈ N, then, by definition of σ2k−1,
〈1[0,a], Q˜ry(σ2k−1−)〉 = 0, and so, using the induction hypothesis, Qra(σ2k−1−) = 0. Moreover, the
arrival times and processing times of all external jobs with processing time less than or equal to
acr into both the r-th a-truncated SRPT queue and the r-th y-truncated SRPT queue on the time
interval [r2σ2k−1, r
2σ2k] are common to both systems. Further, no job in the r-th y-truncated
SRPT queue at time r2σ2k−1 of size greater than ac
r at time r2σ2k−1 is served in the r-th y-
truncated SRPT queue during the time interval [r2σ2k−1, r
2σ2k]. Thus, the processes t 7→ Qra(t)
and t 7→ 〈χ1[0,a], Q˜ry(t)〉 on the time interval [r2σ2k−1, r2σ2k] can be identified with the (scaled)
queue length processes of two r-th a-truncated SRPT queueing systems having the same arrival
process, denoted respectively by Sr1 and S
r
2 , started at time zero and observed till S
r
2 has zero jobs.
If k = 0 or if the increase in t 7→ 〈χ1[0,a], Q˜ry(t)〉 at time t = σ2k−1 happens due to the arrival of an
external job with processing time less than or equal to acr, then 〈1[0,a], Q˜ry(σ2k−1)〉 = Qra(σ2k−1).
Thus, in this case, Sr1 and S
r
2 start with the same configuration and hence, Q
r
a(t) = 〈χ1[0,a], Q˜ry(t)〉
for all t ∈ [σ2k−1, σ2k]. On the other hand, the increase in t 7→ 〈χ1[0,a], Q˜ry(t)〉 at time t = σ2k−1
may happen due to a job present in the system at a time s < r2σ2k−1, with its size in the range
(acr, ycr] at time s, getting served in the y-th truncated queue and having its size drop to acr at
time r2σ2k−1. In this case, S
r
1 starts with one job of size ac
r and Sr2 starts with zero jobs. Hence,
Sr2 is intertwined in S
r
1 at time zero in the sense of Subsection 5.1 with k(0) = 0 and l(0) = 1. By
Proposition 9, for any t ∈ [σ2k−1, σ2k],
Qra(t) ≤ 〈χ1[0,a], Q˜ry(t)〉 ≤ Qra(t) +
cr
r
.
Hence, (5.2) holds for all t ∈ (σ2k−1, σ2k].
To see that (5.1) and (5.2) hold for all t ∈ (σ2k, σ2k+1], first note that Y ra (t) = 〈χ1[0,a], Q˜ry(t)〉 = 0
for all t ∈ (σ2k, σ2k+1). Moreover, either Qra(σ2k+1) = 〈1[0,a], Q˜ry(σ2k+1)〉 = c
r
r and Y
r
a (σ2k+1) =
SRPT QUEUES 19
〈χ1[0,a], Q˜ry(σ2k+1)〉 ≤ ac
r
r , or we have Q
r
a(σ2k+1) = 0, 〈1[0,a], Q˜ry(σ2k+1)〉 = c
r
r , Y
r
a (σ2k+1) = 0, and
〈χ1[0,a], Q˜ry(σ2k+1)〉 = ac
r
r . In both cases, (5.1) and (5.2) hold for all t ∈ (σ2k, σ2k+1].
Thus, by induction, (5.1) and (5.2) hold for all t ∈ [0, limk→∞ σ2k). To complete the proof, we
show that limk→∞ σ2k = ∞. Suppose first that E(v1[v≤acr ]) > 0. For each k ∈ Z+, let v∗k be the
processing time of the first external job to arrive to the r-th y-truncated SRPT queue after time
σ2k. Then it is easy to see that for each k ∈ Z+, σ2k+2−σ2k+1 ≥ r−2v∗k1[v∗k≤acr ]. As {v∗k1[v∗k≤acr]}k≥0
is a sequence of independent and identically distributed random variables, where each element has
the same distribution as v1[v≤acr ], and since E(v1[v≤acr ]) > 0, almost surely,
lim
k→∞
σ2k ≥ lim
k→∞
k−1∑
j=0
(σ2j+2 − σ2j+1) ≥ r−2 lim
k→∞
2k−2∑
j=0
v∗j1[v∗j≤acr] =∞.
If E(v1[v≤acr ]) = 0 and E(v1[v≤ycr ]) > 0, then almost surely, no external job with processing time
less or equal to acr arrives into the system and thus almost surely, σ2k+2 − σ2k+1 = r−2acr for
all k ∈ Z+, and hence limk→∞ σ2k = ∞, as desired. Finally, if E(v1[v≤ycr ]) = 0, which implies
that E(v1[v≤acr ]) = 0 since a ≤ y, then there exists k0 ∈ Z+ such that Qry(σ2k0) = 0 and thus
σ2k0+1 =∞. Hence (5.1) and (5.2) hold for all t ∈ [0,∞). 
The following lemma compares queue length processes for truncated SRPT queues with different
truncations.
Lemma 11. For all r ∈ R, 0 ≤ x ≤ y ≤ ∞ and t ≥ 0,
0 ≤ Qry(t)−Qrx(t) ≤
cr
r
+ x−1Y ry (t).
Proof. . Fix r ∈ R, 0 ≤ x ≤ y ≤ ∞ and t ≥ 0. Note that, almost surely,
0 ≤ Qry(t)−Qrx(t) =
∫ y
0
(Q˜ry(t)(dz) − Q˜rx(t)(dz))
=
∫ x
0
(Q˜ry(t)(dz) − Q˜rx(t)(dz)) +
∫ y
x
(Q˜ry(t)(dz) − Q˜rx(t)(dz))
=
∫ x
0
(Q˜ry(t)(dz) − Q˜rx(t)(dz)) +
∫ y
x
Q˜ry(t)(dz). (5.5)
Further, ∫ x
0
(Q˜ry(t)(dz) − Q˜rx(t)(dz)) = 〈1[0,x], Q˜ry(t)〉 −Qrx(t).
Hence, by (5.2) in Proposition 10 with a = x, almost surely,
0 ≤
∫ x
0
(Q˜ry(t)(dz) − Q˜rx(t)(dz)) ≤
cr
r
.
Using this observation in (5.5), we obtain
0 ≤ Qry(t) − Qrx(t) ≤
cr
r
+
∫ y
x
Q˜ry(t)(dz) ≤
cr
r
+ x−1
∫ y
x
zQ˜ry(t)(dz) ≤
cr
r
+ x−1Y ry (t). (5.6)

5.3. Proof of Theorem 1. The following lemma is a functional central limit theorem for {Xr· (·) :
r ∈ R}, which is used below in conjunction with the result in Proposition 10 to prove Theorem 1.
For this, recall the definition of Xa, a ∈ [0,∞], from (3.4).
Lemma 12. There exists a probability space on which we are given a Brownian motion B and a
C([0,∞) : R+)× R+ valued random variable (ξ(·), ξ(∞)) independent of B, with same distribution
as (w∗(·), w∗(∞)), such that for any k ≥ 1 and any 0 < a1 < · · · < ak ≤ ∞, as r →∞,
(Xra1(·), . . . ,Xrak(·))
d−→ (Xa1(·), . . . ,Xak(·))
in C([0,∞) : Rk).
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Proof. Note that for any r ∈ R, a ∈ (0,∞) and t ≥ 0,
Xr∞(t) = X
r
∞(0) +
1
r
V r∞(r
2t)− rt = Xr∞(0) + Vˆ r∞(t) + r(ρr − 1)t, (5.7)
Xra(t) = X
r
a(0) +
1
r
V ra (r
2t)− rt = Xra(0) + Vˆ ra (t) + r(ρracr − 1)t, (5.8)
where Xra(0) =
1
r
∑qr
l=0 v˘
r
l 1[v˘rl ≤acr ]. Note that for any r ∈ R, a ∈ (0,∞), and t ≥ 0,
r(ρracr − 1) = r(ρracr − ρr) + r(ρr − 1) = −rλrE(v1[v>acr ]) + r(ρr − 1)
= −λrE(v1[v>acr ])
E(v1[v>cr ])
rE(v1[v>cr ]) + r(ρ
r − 1)
= −λrE(v1[v>acr ])
E(v1[v>cr ])
r
S(cr)
+ r(ρr − 1) = −λrE(v1[v>acr ])
E(v1[v>cr ])
+ r(ρr − 1) (5.9)
where we have used the fact that S(cr) = S(S−1(r)) = r, which follows from (2.7). By (4.6),
lim
r→∞
E(v1[v>acr ])
E(v1[v>cr ])
=
1
ap
.
Using this and assumption (2.2) in the above equation, we obtain that for each a ∈ (0,∞),
r(ρracr − 1)→ κ−
λ
ap
, as r →∞. (5.10)
For a ∈ (0,∞), let mra = E(v1[v≤acr ]) and (sra)2 = Var(v1[v≤acr ]). Then, finiteness of the second
moment of v and the fact that limr→∞ c
r = ∞ give that, for a ∈ (0,∞), limr→∞mra = E(v),
limr→∞(s
r
a)
2 = Var(v), and for each δ > 0
lim
r→∞
E
[
(v1[v≤acr ] −mra)21|v1[v≤acr]−mra|>rδ
]
= 0.
Thus, by Proposition 6, for each a ∈ (0,∞), Vˆ ra (·) d−→ σB(·) where σ2 = λVar(v) + (E(v))2λ3σ2A =
λVar(v)+λσ2A and B is a standard Brownian motion. Note that, from (2.12) and assumed mutual
independence in Section 2, we in fact have that, for each a ∈ (0,∞),
(Xr· (0), Vˆ
r
a (·)) d−→ (ξ(·), σB(·)) (5.11)
in D([0,∞) : R+)×D([0,∞) : R), where ξ is distributed as w∗ and is independent of B.
For each 0 < a < b ≤ ∞,
Vˆ rb (t)− Vˆ ra (t) =
1
r
Er(r2t)∑
i=1
vi1[acr<vi≤bcr ] − rλrtE(v1[acr<v≤bcr ]).
Note that by the finiteness of the second moment of v and limr→∞ c
r =∞, for each 0 < a < b ≤ ∞,
E
(
v1[acr<v≤bcr ]
)→ 0 and Var(v1[acr<v≤bcr ]) ≤ E (v21[acr<v)→ 0 as r→∞. (5.12)
Thus, by Proposition 6, for each 0 < a < b ≤ ∞,
Vˆ rb (·)− Vˆ ra (·) d−→ 0 as r →∞.
This, combined with (5.7), (5.8) and (5.10), gives for each 0 < a < b ≤ ∞,
(Xrb (·)−Xrb (0))− (Xra(·)−Xra(0)) +
(
λ
bp
− λ
ap
)
(·) d−→ 0 as r →∞ (5.13)
where λ/bp is taken to be zero if b =∞.
The above convergence together with (5.10) shows that, for each i = 1, . . . k
Xrai(·) = Xrai(0) + Vˆ ra1(·) + (κ−
λ
api
)ι(·) + ηri (·)
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where ηri (·) d−→ 0 as r →∞, for each i. The result now follows on combining the above convergence
with (5.11). 
Proof of Theorem 1. The theorem follows from Proposition 10 and Lemma 12 upon using the con-
tinuity of the Skorohod map Γ and the continuous mapping theorem. 
5.4. Proof of Theorem 2. Before proceeding, the reader may wish to review the overview of the
proof of Theorem 2 given in Section 3.2 immediately below the statement of Theorem 2. We begin
by establishing the result in Lemma 13 below as a elementary consequence of integration by parts.
In what follows, we will write ‘
∫M
δ ’ to denote integration over the interval (δ,M ]. We will also write
for any function h : (δ,M ] → R and any δ > 0, h(δ+) := limxցδ h(x), whenever this limit exists.
Lemma 13. Suppose that 0 < δ < M < ∞ and f : (δ,M ] → R is a C1 function such that f(δ+)
and f ′(δ+) exist. Then, writing g(x) = f(x)/x for x ∈ (δ,M ], for any r ∈ R and t ≥ 0, the
following holds:∫ M
δ
f(x)Z˜r(t)(dx) = −
∫ M
δ
g′(x)W rx (t)dx+ g(M)W
r
M (t)− g(δ+)W rδ (t).
Proof. Fix r ∈ R and t ≥ 0. Define the finite nonnegative Borel measure µr(t) on R+ by
µr(t)(dx) := xZ˜r(t)(dx) for x ∈ R+. Then, for 0 ≤ a < b, µr(t)(a, b] =W rb (t)−W ra (t). Therefore,∫ M
δ
f(x)Z˜r(t)(dx) =
∫ M
δ
g(x)µr(t)(dx) =
∫ M
δ
(∫ x
δ
g′(y)dy + g(δ+)
)
µr(t)(dx)
=
∫ M
δ
∫ M
y
µr(t)(dx)g′(y)dy + g(δ+)µr(t)(δ,M ]
=
∫ M
δ
µr(t)(y,M ]g′(y)dy + g(δ+)µr(t)(δ,M ]
=
∫ M
δ
(W rM (t)−W ry (t))g′(y)dy + g(δ+)(W rM (t)−W rδ (t))
= −
∫ M
δ
W ry (t)g
′(y)dy +W rM (t)(g(M) − g(δ+)) + g(δ+)(W rM (t)−W rδ (t))
= −
∫ M
δ
g′(y)W ry (t)dy + g(M)W
r
M (t)− g(δ+)W rδ (t),
which proves the lemma. 
Next, the result in Lemma 13, along with tightness arguments, is used to establish Theorem
14, which gives convergence in distribution to the desired limit for certain compactly supported
functions with support bounded away from zero.
Theorem 14. Suppose that J ∈ N, 0 < a1 < b1 ≤ a2 < b2 · · · ≤ aJ < bJ < ∞, and f :
[0,∞) → R is a C1 function on (aj , bj ] for each 1 ≤ j ≤ J and zero on
(
∪Jj=1(aj , bj ]
)c
. Also,
assume limxցaj f(x) and limxցaj f
′(x) exist for each 1 ≤ j ≤ J . Then, writing g(x) = f(x)/x for
x ∈ (0,∞), as r →∞,∫ ∞
0
f(x)Z˜r(·)(dx) d−→
J∑
j=1
(
−
∫ bj
aj
g′(x)Wx(·)dx+ g(bj)Wbj (·)− lim
xցaj
g(x)Waj (·)
)
. (5.14)
in D([0,∞) : R). The limiting process defined by the right side of (5.14), in fact, has sample paths
in C([0,∞) : R) almost surely.
Remark 5. The proof of Theorem 2 will show that we can also take a1 = 0 in Theorem 14. See
Remark 7 for details.
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Proof of Theorem 14. We will prove the theorem for J = 1. The proof for J ≥ 2 follows along the
same lines (with more cumbersome notation) and is, therefore, omitted. We will write the interval
(a1, b1] as (δ,M ] with 0 < δ < M < ∞. Assume f is not identically zero (otherwise the result is
trivial).
Proof of Tightness: We will use Aldous’ tightness criterion stated in Section 4.4. Note that, for
r ∈ R and t ≥ 0,∣∣∣ ∫ M
δ
f(x)Z˜r(t)(dx)
∣∣∣ ≤ ( sup
z∈[δ,M ]
|g(z)|
)∫ M
δ
xZ˜r(t)(dx) =
(
sup
z∈[δ,M ]
|g(z)|
)
(W rM (t)−W rδ (t)).
By Theorem 1, {W rM (·)−W rδ (·)}r∈R is tight, which implies tightness of
{∫M
δ f(x)Z˜r(t)(dx)
}
r∈R
for each fixed t ≥ 0. Thus, (A1) of Aldous’ tightness criterion holds for
{∫M
δ f(x)Z˜r(·)(dx)
}
r∈R
.
Next we show that (A2) of Aldous’ tightness criterion holds for the above sequence as well. Fix
T ∈ (0,∞), η ∈ (0, 1) and a stopping time τ that takes values in [0, T ]. Then, by Lemma 13, for
r ∈ R,∣∣∣ ∫ M
δ
f(x)Z˜r(τ + η)(dx) −
∫ M
δ
f(x)Z˜r(τ)(dx)
∣∣∣
≤ Cg
(∫ M
δ
|W rx (τ + η)−W rx (τ)|dx+ |W rM (τ + η)−W rM(τ)| + |W rδ (τ + η)−W rδ (τ)|
)
(5.15)
where Cg :=
(
supz∈[δ,M ] |g′(z)|
)
+ |g(M)| + |g(δ+)|. By (5.3) in Proposition 10 and (4.2), for any
r ∈ R and x ∈ [δ,M ],
|W rx (τ + η)−W rx (τ)| ≤ |Y rx (τ + η)− Y rx (τ)|+
xcr
r
≤ 2 sup
τ≤s≤τ+η
|Xrx(s)−Xrx(τ)|+
xcr
r
(5.16)
Thus, for r ∈ R,∫ M
δ
|W rx(τ + η)−W rx(τ)|dx ≤
∫ M
δ
(
|Y rx (τ + η)− Y rx (τ)|+
xcr
r
)
dx
≤ 2
∫ M
δ
sup
τ≤s≤τ+η
|Xrx(s)−Xrx(τ)|dx+
M2cr
2r
. (5.17)
Note that for r ∈ R, s ∈ [τ, τ + η] and x ∈ R+,
Xrx(s)−Xrx(τ) = Vˆ rx (s)− Vˆ rx (τ) + r(ρrxcr − 1)(s − τ)
and hence
sup
τ≤s≤τ+η
|Xrx(s)−Xrx(τ)| ≤ sup
τ≤s≤τ+η
|Vˆ rx (s)− Vˆ rx (τ)|+ r(ρrxcr − 1)η. (5.18)
For each r ∈ R, define a process Uˆ r(·) as follows:
Uˆ r(t) :=
1
r
⌊r2t⌋∑
i=1
(
vi1[vi>δcr ] − E(v1[v>δcr ])
)
, for t ≥ 0.
Note that for any r ∈ R, s ∈ [τ, τ + η] and x ∈ [δ,M ],
|Vˆ rx (s)− Vˆ rx (τ)| ≤ |Vˆ r∞(s)− Vˆ r∞(τ)| +
1
r
Er(r2(τ+η))∑
i=Er(r2τ)
vi1[vi>δcr ] + rλ
rηE(v1[v>δcr ])
≤ |Vˆ r∞(s)− Vˆ r∞(τ)| + |Uˆ r(Er(τ + η))− Uˆ r(Er(τ))|
+
1
r
(
Er(r2(τ + η)) − Er(r2τ))E(v1[v>δcr ]) + rλrηE(v1[v>δcr ]). (5.19)
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By Proposition 6 as r →∞, Vˆ r∞(·) d−→ V ∗(·) in D([0, T +1] : R) for some Brownian motion V ∗ with
zero drift and finite variance. Fix γ ∈ (0, 1/2). Recall the notation |f(t#) − f(s#)| < A, from
Section 1.2, for a RCLL function f , 0 ≤ s ≤ t ≤ ∞ and A > 0. For K > 0, define the set
Ω(K) := {|V ∗(t#)− V ∗(s#)| < Kηγ for all 0 ≤ s ≤ t ≤ T + 1 with t− s ≤ η}.
Fix ǫ ∈ (0, 1/8). Since V ∗ is Holder continuous with exponent γ, there exists Kǫ (not depending
on η) large enough such that P(Ω(Kǫ)) ≥ 1− ǫ. Since for any K > 0, the set
A(K) := {f ∈ D([0, T + 1] : R) : |f(t#)− f(s#)| < Kηγ for all 0 ≤ s ≤ t ≤ T + 1 with t− s ≤ η}
is nonempty and open in the Skorohod topology by [11, Chapter 3, Proposition 6.5] and Vˆ r∞(·) d−→
V ∗(·) as r →∞, the Portmanteau theorem implies that there exists r0 > 0 such that for all r ≥ r0,
P
(
Vˆ r∞(·) ∈ A(Kǫ)
)
≥ 1− 2ǫ
and consequently, for all r ≥ r0,
P
(
sup
τ≤s≤τ+η
|Vˆ r∞(s)− Vˆ r∞(τ)| ≥ Kǫηγ
)
≤ 2ǫ. (5.20)
Recall that E
r
(·) d−→ λ(·), where λ(t) = λt for t ≥ 0, and by Proposition 6, Uˆ r(·) d−→ 0 as r → ∞.
Therefore, as r →∞, Uˆ r(Er(·)) d−→ 0 and consequently, there exists r1 ≥ r0 such that for r ≥ r1,
P
(
|Uˆ r(Er(τ + η))− Uˆ r(Er(τ))| > ηγ
)
≤ 2P
(
sup
t∈[0,T+1]
|Uˆ r(Er(t))| > ηγ/2
)
< ǫ. (5.21)
Now, using the fact that rE[v1[v>cr]] = 1 due to (2.5), (2.7) and (2.8), we write the sum of the
third and the fourth terms on the right side of (5.19) as
1
r
(
Er(r2(τ + η))− Er(r2τ))E(v1[v>δcr ]) + rλrηE(v1[v>δcr ])
=
Er(r2(τ + η))− Er(r2τ)
r2
E(v1[v>δcr ])
E(v1[v>cr ])
+ λrη
E(v1[v>δcr ])
E(v1[v>cr ])
=
(
E
r
(τ + η)− Er(τ)) E(v1[v>δcr ])
E(v1[v>cr ])
+ λrη
E(v1[v>δcr ])
E(v1[v>cr ])
. (5.22)
As the set
Ω∗ := {f ∈ D([0, T + 1] : R) : |f(t#)− f(s#)| < 2λη for all 0 ≤ s ≤ t ≤ T + 1 with t− s ≤ η}
is nonempty and open in the Skorohod topology and E
r
(·) d−→ λ(·) as r → ∞, there exists r2 ≥ r1
such that for all r ≥ r2,
P
(
E
r
(τ + η)− Er(τ) ≥ 2λη) < ǫ.
Moreover, λr → λ as r →∞ and (4.6) implies
lim
r→∞
E(v1[v>δcr ])
E(v1[v>cr ])
=
1
δp
.
Using these observations in (5.22) gives that there is an r3 ≥ r2 such that for all r ≥ r3,
P
(
1
r
(
Er(r2(τ + η))− Er(r2τ))E(v1[v>δcr ]) + rλrηE(v1[v>δcr ]) > 8ληδp
)
< ǫ. (5.23)
Using (5.19), (5.20), (5.21) and (5.23), we obtain for r ≥ r3,
P
(
sup
x∈[δ,M ]
sup
τ≤s≤τ+η
|Vˆ rx (s)− Vˆ rx (τ)| >
(
Kǫ + 1 +
8λ
δp
)
ηγ
)
≤ P
(
sup
τ≤s≤τ+η
|Vˆ r∞(s)− Vˆ r∞(τ)| > Kǫηγ
)
+ P
(
|Uˆ r(Er(τ + η))− Uˆ r(Er(τ))| > ηγ
)
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+P
(
1
r
(
Er(r2(τ + η))− Er(r2τ))E(v1[v>δcr ]) + rλrηE(v1[v>δcr ])) > 8ληδp
)
< 4ǫ. (5.24)
Moreover, by (5.9) and the uniform convergence in (4.7), r(ρrxcr − 1)→ κ− λxp as r →∞ uniformly
for x ∈ [δ,∞). Thus, there exists C1 > 0 and r4 ≥ r3 such that for all r ≥ r4,
sup
x∈[δ,M ]
|r(ρrxcr − 1)| ≤ C1. (5.25)
Using (5.18), (5.24) and (5.25), for some C2 ∈ (0,∞) and all r ≥ r4,
P
(
sup
x∈[δ,M ]
sup
τ≤s≤τ+η
|Xrx(s)−Xrx(τ)| >
(
Kǫ + 1 +
8λ
δp
+ C2
)
ηγ
)
< 4ǫ. (5.26)
Take r5 ≥ r4 such that max{M2cr/(2r),Mcr/r} < ηγ and defineC3 := 2(M−δ)
(
Kǫ + 1 +
8λ
δp + C2
)
+
1. Then, using (5.17) and (5.26), we obtain, for all r ≥ r5,
P
(∫ M
δ
|W rx (τ + η)−W rx (τ)|dx > C3ηγ
)
< 4ǫ. (5.27)
Similarly, using (5.16) and (5.26), we can show for r ≥ r5, writing C4 := 2
(
Kǫ + 1 +
8λ
δp + C2
)
+ 1,
P (|W rM (τ + η)−W rM (τ)|+ |W rδ (τ + η)−W rδ (τ)| > C4ηγ) < 4ǫ. (5.28)
Finally, using (5.15), (5.27) and (5.28), and the fact that T , η, ǫ and τ were arbitrary, we conclude
that for any T > 0, η ∈ (0, 1), ǫ ∈ (0, 1/8), and stopping time τ taking values in [0, T ], there exists
C∗ > 0 and r∗ > 0 such that for any r ≥ r∗,
P
(∣∣∣ ∫ M
δ
f(x)Z˜r(τ + η)(dx) −
∫ M
δ
f(x)Z˜r(τ)(dx)
∣∣∣ > C∗ηγ) < 8ǫ. (5.29)
For instance, C∗ = Cg(C3+C4) and r
∗ = r5. Equation (5.29) implies that condition (A2) of Aldous’
tightness criterion also holds. Thus,
{∫M
δ f(x)Z˜r(·)(dx)
}
r∈R
is tight in D([0, T ] : R) by Aldous’
tightness criterion.
Proof of finite dimensional joint convergence: For r ∈ R and t ≥ 0, write
Ψr(t) := −
∫ M
δ
g′(x)W rx (t)dx+ g(M)W
r
M (t)− g(δ+)W rδ (t),
Ψ(t) := −
∫ M
δ
g′(x)Wx(t)dx+ g(M)WM (t)− g(δ+)Wδ(t).
Fix k ∈ N, T > 0, and 0 ≤ t1 < · · · < tk ≤ T . We will use Lemma 7 and Proposition 10 to show
that
Ar := (Ψr(t1), . . . ,Ψ
r(tk))
d−→ A := (Ψ(t1), . . . ,Ψ(tk)) (5.30)
as r →∞. For this, for each n ∈ N, let δ = x0 < x1 < · · · < xKn =M be a partition of mesh n−1.
For r ∈ R, n ∈ N, and t ≥ 0, define
Ψrn(t) :=
Kn−1∑
j=0
W rxj (t)(g(xj)− g(xj+1)) + g(M)W rM (t)− g(δ+)W rδ (t),
Ψn(t) :=
Kn−1∑
j=0
Wxj (t)(g(xj)− g(xj+1)) + g(M)WM (t)− g(δ+)Wδ(t).
Observe that for each n ∈ N, by Theorem 1 and the continuous mapping theorem,
Ψrn(·) d−→ Ψn(·) in D([0, T ] : R) as r →∞. (5.31)
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By (5.31), for each n ∈ N,
Arn := (Ψ
r
n(t1), . . . ,Ψ
r
n(tk))
d−→ An := (Ψn(t1), . . . ,Ψn(tk)) as r →∞. (5.32)
For each r ∈ R, n ∈ N, and t ≥ 0, note that
|Ψrn(t)−Ψr(t)| ≤
Kn−1∑
j=0
∫ xj+1
xj
|g′(x)|
(
W rx(t)−W rxj(t)
)
dx,
|Ψn(t)−Ψ(t)| ≤
Kn−1∑
j=0
∫ xj+1
xj
|g′(x)| (Wx(t)−Wxj (t)) dx.
By (5.3) in Proposition 10 and the Lipschitz property (4.1) of the Skorohod map, for any r ∈ R,
n ∈ N, and t ∈ [0, T ],
|Ψrn(t)−Ψr(t)| ≤
Kn−1∑
j=0
∫ xj+1
xj
|g′(x)|
(∣∣∣Y rx (t)− Y rxj (t)∣∣∣+ xcrr
)
dx
≤ Mc
r
r
∫ M
δ
|g′(x)|dx + 2
Kn−1∑
j=0
∫ xj+1
xj
|g′(x)|
(
sup
s∈[0,T ]
|Xrx(s)−Xrxj (s)|
)
dx. (5.33)
Now, for any 0 ≤ j ≤ Kn − 1 and any x ∈ [xj, xj+1],
sup
s∈[0,T ]
|Xrx(s)−Xrxj (s)| ≤
1
r
qr∑
l=1
v˘rl 1[xjcr<v˘rl ≤xj+1cr] +
1
r
Er(r2T )∑
i=1
vi1[xjcr<vi≤xj+1cr]. (5.34)
Hence, by (5.33) and (5.34), for each r ∈ R and n ∈ N,
sup
0≤t≤T
|Ψrn(t)−Ψr(t)| ≤ ∆rn,1 +∆rn,2, (5.35)
where
∆rn,1 :=
Mcr
r
∫ M
δ
|g′(x)|dx + 2
Kn−1∑
j=0
∫ xj+1
xj
|g′(x)|dx
1
r
Er(r2T )∑
i=1
vi1[xjcr<vi≤xj+1cr ]

∆rn,2 := 2
Kn−1∑
j=0
∫ xj+1
xj
|g′(x)|dx
(
1
r
qr∑
l=1
v˘rl 1[xjcr<v˘rl ≤xj+1cr]
)
.
Observe that there exists C > 0 such that for all r ∈ R, n ∈ N, and 0 ≤ j ≤ Kn,
E
1
r
Er(r2T )∑
i=1
vi1[xjcr<vi≤xj+1cr]
 ≤ CrTE(v1[xjcr<v≤xj+1cr]) . (5.36)
Recalling that rE
(
v1[v>cr ]
)
= r/S(cr) = 1 for each r ∈ R, we can write, for r ∈ R and 0 ≤ j ≤ Kn,
E
(
v1[xjcr<v≤xj+1cr]
)
= E
(
v1[v>xjcr ]
)
− E
(
v1[v>xj+1cr]
)
=
1
r
E
(
v1[v>xjcr ]
)
E
(
v1[v>cr ]
) − E
(
v1[v>xj+1cr]
)
E
(
v1[v>cr ]
)
 . (5.37)
From the uniform convergence in (4.7), for each n ∈ N, there exists r1(n) > 0 such that for all
r ≥ r1(n), ∣∣∣E(v1[v>ucr ])
E(v1[v>cr ])
− 1
up
∣∣∣ < 1
n
for all u ∈ [δ,∞). (5.38)
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By combining (5.36), (5.37), and (5.38), for any n ∈ N, r ≥ r1(n) and any 0 ≤ j ≤ Kn − 1,
E
1
r
Er(r2T )∑
i=1
vi1[xjcr<vi≤xj+1cr]
 ≤ CT ∣∣∣E(v1[v>xjcr ])
E(v1[v>cr ])
− 1
xpj
∣∣∣+ CT ∣∣∣E(v1[v>xj+1cr ])
E(v1[v>cr ])
− 1
xpj+1
∣∣∣
+CT
(
1
xpj
− 1
xpj+1
)
≤ 2CT
n
+
CTp
δp+1n
.
Thus, for n ∈ N and r ≥ r1(n),
E
[
∆rn,1
] ≤ Mcr
r
∫ M
δ
∣∣g′(x)∣∣ dx+ 2(2CT + CTp
δp+1
)
1
n
∫ M
δ
∣∣g′(x)∣∣ dx. (5.39)
Fix ǫ ∈ (0, 1). Choose nǫ ∈ N such that 2
(
2CT + CTp
δp+1
)
1
nǫ
∫M
δ |g′(x)|dx < ǫ2/(4
√
k) and
P
 sup
{δ<y,z≤M :|z−y|≤n−1ǫ }
|ξ(z) − ξ(y)| < ǫ
4
√
k
∫M
δ |g′(x)|dx
 ≥ 1− ǫ/4,
which can be ensured to exist since ξ(·) is continuous and [δ,M ] is compact. Noting that
S(ǫ) :=
{
f ∈ D([δ,M ] : R) : |f(z#)− f(y#)| < ǫ
4
√
k
∫M
δ |g′(x)|dx
∀ δ ≤ y, z ≤M with |z − y| ≤ n−1ǫ
}
is nonempty and open in the Skorohod topology and by assumption (2.12), we obtain r2 ≥ r1(nǫ)
such that for all r ≥ r2,
P
(
1
r
qr∑
l=1
v˘rl 1[xjcr<v˘rl ≤xj+1cr] >
ǫ
4
√
k
∫M
δ |g′(x)|dx
for some 0 ≤ j ≤ Knǫ − 1
)
< ǫ/2. (5.40)
Using (5.35), (5.39), (5.40), and the choice of nǫ, we conclude for r ≥ r2,
P
(
sup
t∈[0,T ]
|Ψrnǫ(t)−Ψr(t)| >
ǫ√
k
)
≤ P
(
∆rnǫ,1(t) >
ǫ
2
√
k
)
+ P
(
∆rnǫ,2 >
ǫ
2
√
k
)
≤ 2
√
kMcr
ǫr
∫ M
δ
|g′(x)|dx+ 4
√
k
ǫ
(
2CT +
CTp
δp+1
)
1
nǫ
∫ M
δ
|g′(x)|dx+ ǫ
2
≤ 2
√
kMcr
ǫr
∫ M
δ
|g′(x)|dx+ ǫ.
Therefore,
lim sup
r
P
(‖Arnǫ −Ar‖2 > ǫ) ≤ lim sup
r
P
(√
k sup
t∈[0,T ]
|Ψrnǫ(t)−Ψr(t)| > ǫ
)
≤ ǫ, (5.41)
where ‖ · ‖2 denotes the L2-norm in Rk. Thus, condition (1) of Lemma 7 holds with m = r,
Sǫr = A
r
nǫ , Sr = A
r and b(ǫ) = 2ǫ. Condition (2) of Lemma 7 with Sǫ = Anǫ follows from (5.32).
Next, recall Wa(·) = Γ[Xa](·) and for θ > 0, b > a > 0, write
ω(ξ, θ; [a, b]) := sup{|ξ(y)− ξ(x)| : a ≤ x, y ≤ b, |y − x| ≤ θ}.
By the continuity of ξ(·), for any fixed a, b, limθ→0 ω(ξ, θ; [a, b]) = 0 almost surely. Using this
observation along with the Lipschitz property (4.1) of the Skorohod map, for each n ∈ N,
sup
t∈[0,T ]
|Ψn(t)−Ψ(t)| ≤ 2Tλ
Kn−1∑
j=0
∫ xj+1
xj
|g′(x)|
(
x−pj − x−p
)
dx+ 2ω(ξ, n−1; [δ,M ])
∫ M
δ
|g′(x)|dx
≤ 2Tλ
Kn−1∑
j=0
∫ xj+1
xj
|g′(x)|p(x − xj)
xp+1j
dx+ 2ω(ξ, n−1; [δ,M ])
∫ M
δ
|g′(x)|dx
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≤ 2Tλp
δp+1n
∫ M
δ
|g′(x)|dx+ 2ω(ξ, n−1; [δ,M ])
∫ M
δ
|g′(x)|dx.
Thus, supt∈[0,T ] |Ψn(t)−Ψ(t)| → 0 almost surely as n→∞, which implies that
‖An −A‖ ≤
√
k sup
t∈[0,T ]
|Ψn(t)−Ψ(t)| → 0 almost surely as n→∞. (5.42)
Thus, condition (3) of Lemma 7 holds with Sǫ = Anǫ and S
0 = A. The weak convergence in (5.30)
now follows from (5.32), (5.41), (5.42) and Lemma 7.
This completes the proof of the convergence claimed in the theorem. The continuity of the
limiting process in the theorem follows from that of Brownian motion and (4.2). 
To prove Theorem 2 from the above theorem, we need the following results.
Lemma 15. For 0 < δ < ∞, consider any C1 function f : [δ,∞) → R such that limx→∞ f(x)x
exists and
∫∞
1
|f ′(x)|
xα∗+1
<∞, where α∗ is the constant appearing in Assumption (2.15). Then, writing
g(x) = f(x)/x for x ∈ [δ,∞) and g(∞) = limx→∞ g(x), the following distributional convergence
holds in D([0,∞) : R):∫ ∞
δ
f(x)Z˜r(·)(dx) d−→ −
∫ ∞
δ
g′(x)Wx(·)dx + g(∞)W∞(·)− g(δ)Wδ(·), (5.43)
as r →∞, where the right side of (5.43) defines a stochastic process with sample paths in C([0,∞) :
R).
Proof. Fix T, δ > 0. For δ < M <∞ and t ≥ 0, define the following:
ΦrM (t) :=
∫ M
δ
f(x)Z˜r(t)(dx), Φr∞(t) :=
∫ ∞
δ
f(x)Z˜r(t)(dx),
and
ΥM(t) := −
∫ M
δ
g′(x)Wx(t)dx+ g(M)WM (t)− g(δ)Wδ(t).
We first show that on the time interval [0, T ], almost surely,
∫M
δ g
′(x)Wx(·)dx converges uniformly
as M → ∞, and hence, the limit ∫∞δ g′(x)Wx(·)dx is well defined and continuous on [0, T ]. Note
that for any M ′ > M > δ,
sup
t∈[0,T ]
∣∣∣ ∫ M ′
M
g′(x)Wx(t)dx
∣∣∣ ≤ sup
t∈[0,T ]
∣∣∣ ∫ M ′
M
g′(x)(W∞(t)−Wx(t))dx
∣∣∣ + sup
t∈[0,T ]
∣∣∣ ∫ M ′
M
g′(x)W∞(t)dx
∣∣∣.
By (3.4), (3.5), the Lipschitz property (4.1) of the Skorohod map and recalling that ξ(∞) :=
limu→∞ ξ(u) <∞ almost surely by assumption, for any M ′ > M > δ,
sup
t∈[0,T ]
∣∣∣ ∫ M ′
M
g′(x)(W∞(t)−Wx(t))dx
∣∣∣ ≤ 2Tλ∫ ∞
M
|g′(x)|x−pdx+2
∫ ∞
M
|g′(x)|(ξ(∞)− ξ(x))dx.
(5.44)
By Assumption (2.15), 0 < α∗ ≤ p, and so, by the assumptions on f in the theorem,∫ ∞
1
|g′(x)|x−pdx ≤
∫ ∞
1
( |f(x)|
xp+2
+
|f ′(x)|
xp+1
)
dx ≤
∫ ∞
1
( |f(x)|
xα∗+2
+
|f ′(x)|
xα∗+1
)
dx <∞.
Also, by Assumption (2.15), there exists C > 0 such that
E|ξ(∞)− ξ(x)| ≤ Cx−α∗ for all x ≥ 1. (5.45)
Hence, by Fubini’s theorem,
E
(∫ ∞
1
|g′(x)|(ξ(∞) − ξ(x))dx
)
≤ C
∫ ∞
1
( |f(x)|
x2
+
|f ′(x)|
x
)
x−α
∗
dx <∞.
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Moreover, for any M ′ > M > δ,
sup
t∈[0,T ]
∣∣∣ ∫ M ′
M
g′(x)W∞(t)dx
∣∣∣ = sup
t∈[0,T ]
W∞(t)|g(M ′)− g(M)|. (5.46)
Hence, (5.44) and (5.46) imply that, almost surely,
∫M
δ g
′(x)Wx(·)dx is uniformly Cauchy in M , as
M →∞, on [0, T ], which proves the uniform convergence to the limit ∫∞δ g′(x)Wx(·)dx as M →∞.
Moreover, by (3.4), (3.5), and the Lipschitz property (4.1) of the Skorohod map, for any M > δ,
sup
t∈[0,T ]
|g(M)WM (t)− g(∞)W∞(t)| ≤ |g(M)| sup
t∈[0,T ]
|WM (t)−W∞(t)|
+
(
sup
t∈[0,T ]
|W∞(t)|
)
|g(∞) − g(M)|
≤ 2
(
sup
x≥δ
|g(x)|
)
TλM−p + 2
(
sup
x≥δ
|g(x)|
)
(ξ(∞)− ξ(M))
+
(
sup
t∈[0,T ]
|W∞(t)|
)
|g(∞) − g(M)|.
The upper bound in the display immediately above tends to zero as M → ∞. Thus, we conclude
that
Υ∞(t) := −
∫ ∞
δ
g′(x)Wx(t)dx+ g(∞)W∞(t)− g(δ)Wδ(t), t ∈ [0, T ],
is well defined and continuous on [0, T ] and, almost surely,
lim
M→∞
sup
t∈[0,T ]
∣∣∣ΥM (t)−Υ∞(t)∣∣∣ = 0. (5.47)
By Theorem 14, ΦrM (·) → ΥM(·) in D([0, T ] : R) as r → ∞ for each M > δ. This together
with (5.47) implies that conditions (2) and (3) of Lemma 7 hold. Thus, in order to show that
Φr∞(·)→ Υ∞(·) in D([0, T ] : R) as r →∞, it suffices to show that condition (1) of Lemma 7 holds.
For this, observe that as limx→∞
f(x)
x exists, there exists a constant C
′ > 0 such that |f(x)| ≤ C ′x
for all x ≥ δ. Hence, for all r ∈ R, t ∈ [0, T ] and M > δ,
|Φr∞(t)− ΦrM(t)| ≤
∫ ∞
M
|f(x)|Z˜r(t)(dx) ≤ C ′
∫ ∞
M
xZ˜r(t)(dx)
=
C ′
r
qr∑
l=1
v˘rl (r
2t)1[v˘rl (r2t)>Mcr ] +
C ′
r
Er(r2t)∑
i=1
vi(r
2t)1[vi(r2t)>Mcr ]
≤ C
′
r
qr∑
l=1
v˘rl 1[v˘rl >Mcr] +
C ′
r
Er(r2T )∑
i=1
vi1[vi>Mcr].
Thus, due to the independence of Er(·) and {vi}i∈N for each r ∈ R, Wald’s lemma, and (2.4), there
exists C ′′ > 0 such that for all M > δ,
lim sup
r→∞
E
(
sup
t∈[0,T ]
|Φr∞(t)− ΦrM(t)|
)
≤ C ′ lim sup
r→∞
E
(
1
r
qr∑
l=0
v˘rl 1[v˘rl >Mcr]
)
+ lim sup
r→∞
C ′
r
E
Er(r2T )∑
i=1
vi1[vi>Mcr]

≤ C ′E(ξ(∞)− ξ(M)) + lim sup
r→∞
C ′′rTE
(
v1[v>Mcr ]
)
.
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Thus, for all M > δ,
lim sup
r→∞
E
(
sup
t∈[0,T ]
|Φr∞(t)− ΦrM (t)|
)
≤ C ′E(ξ(∞)− ξ(M)) + C ′′T lim sup
r→∞
E
(
v1[v>Mcr ]
)
E
(
v1[v>cr ]
) ≤ CC ′
Mα∗
+
C ′′T
Mp
,
where we have used S(cr) = r in the first inequality, and (5.45) and (4.6) in the second inequality.
From this bound it follows from Markov’s inequality that, for all M > δ,
lim sup
r→∞
P
(
sup
t∈[0,T ]
|Φr∞(t)− ΦrM (t)| >
1
Mα
∗/2
)
≤ CC
′
Mα
∗/2
+
C ′′T
Mp−α
∗/2
. (5.48)
As previously noted, by Theorem 14, ΦrM (·) d−→ ΥM (·) as r → ∞ in D([0, T ] : R) for each M > δ.
This, along with (5.47), (5.48) and Lemma 7, proves that Φr∞(·) d−→ Υ∞(·) as r →∞ in D([0, T ] : R)
and that Υ∞(·) is continuous in [0, T ], which proves the lemma since T > 0 was arbitrary. 
5.4.1. Sending δ → 0. Next we show that the result in Lemma 15 holds for δ = 0. The strategy
involved is again to use Lemma 7 to send δ → 0 in (5.43). In particular, by (5.43) in Lemma 15,
condition (2) of Lemma 7 holds. Hence, we can apply Lemma 7 after we have shown that the left
hand side of (5.43) is close to
∫∞
0 f(x)Z˜r(·)dx in a uniform sense as required to verify condition
(1) of Lemma 7, and the right hand side of (5.43) converges to the appropriate limit as δ → 0 to
verify condition (3) of Lemma 7. However, showing that these two conditions hold becomes quite
technical. To control the left hand side of (5.43), we first show that for any a > 0 (not depending
on r), the maximum number of jobs in the r-th a(cr)−1-truncated queue in the time interval [0, T ]
is small (Lemma 16) by performing an excursion analysis of the workload process. However, the
estimates obtained by such an analysis turn out to be too crude to show that the number of jobs
of size ≤ δcr is uniformly small on the time interval [0, T ] for small δ. For this, we need much more
involved analysis making careful use of the SRPT dynamics. Roughly, we show that the workload
process corresponding to jobs of size in the interval [a, δcr ] can be bounded above by a (reflected)
martingale with large negative drift, quantified in (5.69). We then decompose the workload process
path into excursions between appropriately chosen levels and control these excursions using the
upper bounding process to bound the maximum on [0, T ]. Finally, bounding the queue-length
process by a (sufficiently large) multiple of the workload process (see (5.6)), we obtain a ‘continuity
estimate’ in Lemma 18 which, in turn, gives the bound on supt∈[0,T ] Z
r
δ (t) required by Lemma 7 to
control the left hand side of (5.43) (see Lemma 19). To control the right hand side of (5.43), we
again use excursion analysis to show that the integral
∫∞
δ g
′(x)Wx(·)dx indeed converges to a finite
random variable as δ → 0 (Lemmas 20 and 21). Together, these estimates complete the proof of
Theorem 2.
Recall that for r ∈ R, a > 0, and t ≥ 0, r(cr)−1Qra(cr)−1(t) is the queue length of the r-th
a(cr)−1-truncated SRPT queue at time r2t. Denote by Θ the collection of all functions θ : R→ R+
such that θ(r)→ 0 as r→∞.
Lemma 16. For any a, T > 0, there exist θ ∈ Θ and r0 > 0 such that for r ≥ r0,
P
(
sup
t∈[0,T ]
Qra(cr)−1(t) > θ(r)
)
≤ θ(r).
Proof. Fix a, T > 0. For r ∈ R and i ∈ N, let T ri and vi respectively denote the inter-arrival time
and processing time of the ith external job in the SRPT queue. For r ∈ R, define T r0 = 0. Also,
for r ∈ R and t ≥ 0, denote by Wˆ ra (t) := rW ra(cr)−1(r−2t), the (unscaled) workload process of the
r-th a(cr)−1-truncated SRPT queue. Finally, for r ∈ R, define the stopping times (with respect to
SRPT QUEUES 30
the filtration Fr0 := {qr, v˘rl : l ∈ N} and Frn := σ (qr, v˘rl , T ri , vi : l ∈ N, i ≤ n), n ≥ 1): Kr−1 = 0,
Kr0 = 0 if Wˆ
r
a (0) = 0, otherwise K
r
0 = inf
{
k ∈ Z+ : Wˆ ra
((
k∑
i=0
T ri
)
−
)
= 0
}
,
and, for j ∈ Z+,
Kr2j+1 := K
r
2j + 1, K
r
2j+2 := inf
{
k ≥ Kr2j+1 : Wˆ ra
((
k∑
i=0
T ri
)
−
)
= 0
}
.
For r ∈ R, l > 0 and i ∈ N, write T r,li := T ri ∧ l and vai := vi1[vi≤a]. Recall that the processing time
distribution does not depend on r ∈ R. Moreover, as the distribution function F of the processing
time is assumed to satisfy F (x) < 1 for all x ∈ R, and as a < ∞, we have that λE(va1) < 1. Also,
using (2.2),
lim sup
l→∞
lim sup
r→∞
E
(
T r1[T r>l]
)
= 0. (5.49)
Using these observations, there exist r0 ∈ R and l, η > 0 such that λrl := (E (T r ∧ l))−1, E(va1), λr
and σrA satisfy
λrlE(v
a
1) < 1− 4η, λrl ≤ 2λ, λr ≥ λ/2, (σrA)2 ≤ 2σ2A, λr2T > 1 for all r ≥ r0. (5.50)
Fix r0 ∈ R, and l, η > 0 such that (5.50) holds. Note that for any r ≥ r0 and j ∈ Z+ such that
Kr2j ≥ Kr2j−1 + 2 and for any k ∈ [Kr2j−1 + 1,Kr2j − 1],
Wˆ ra
(
k∑
i=0
T ri
)
= Wˆ ra
Kr2j−1∑
i=0
T ri
+ k∑
i=Kr2j−1+1
vai −
k∑
i=Kr2j−1+1
T ri
≤ Wˆ ra
Kr2j−1∑
i=0
T ri
+ k∑
i=Kr2j−1+1
vai −
k∑
i=Kr2j−1+1
T r,li
≤ Wˆ ra
Kr2j−1∑
i=0
T ri
+M1(k)−M1 (Kr2j−1)+M r2 (k)−M r2 (Kr2j−1)− 2ηλ−1 (k −Kr2j−1)
(5.51)
where, for r ≥ r0, M1 and M r2 are martingales (with respect to the same filtration Frm,m ∈ Z+,
defined above) given by M1(0) =M
r
2 (0) = 0, and for k ∈ N,
M1(k) :=
k∑
i=1
(vai − E(vai )) , M r2 (k) := −
k∑
i=1
(
T r,li − E(T r,li )
)
.
For r ≥ r0, write T rl (k) :=
∑k
i=1 T
r,l
i for k ∈ N. As vai ≤ a for all i ∈ N and there are at
most two jobs in the r-th a-truncated SRPT queue at time Kr2j−1 for each j ∈ N, and r ≥ r0,
Wˆ ra
(∑Kr2j−1
i=0 T
r
i
)
≤ 2a for all j ∈ N. For k ≥ k1 := 2(1 + λa/η), 2ηλ−1k − 2a ≥ ηλ−1k + ηλ−1k1 −
2a ≥ ηλ−1k + 2ηλ−1 ≥ ηλ−1k. Hence, as M1 and M r2 , r ≥ r0, are martingales with bounded
increments such that the bounds on the increments do not depend on r ≥ r0, using (5.51) and the
Azuma-Hoeffding inequality, we obtain that for k ≥ k1 := 2(1 + λa/η), j ∈ N, and r ≥ r0,
P
(
Kr2j −Kr2j−1 > k
) ≤ P (2a+M1(k) +M r2 (k)− 2ηλ−1k > 0)
≤ P (M1(k) > ηk/(2λ)) + P (M r2 (k) > ηk/(2λ)) ≤ 2e−Ck
for some positive constant C depending on a, η, λ, and l, but not k ≥ k1 and r ≥ r0. Note that for
any r ≥ r0 and j ∈ N, the queue length of the r-th a-truncated SRPT queue in the time interval
[T rl (Kr2j−2),T rl (Kr2j−1)] is bounded above by 2 and in the time interval [T rl (Kr2j−1),T rl (Kr2j)] is
bounded above by Kr2j −Kr2j−1 + 1. Thus, for any r ≥ r0, k ≥ k1 + 1 and N ∈ N,
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P
(
sup
t∈[T rl (K
r
0 ),T
r
l (K
r
2N )]
r
cr
Qra(cr)−1(r
−2t) > k
)
≤
N∑
j=1
P
(
sup
t∈[T rl (K
r
2j−1),T
r
l (K
r
2j)]
r
cr
Qra(cr)−1(r
−2t) > k
)
≤
N−1∑
j=0
P
(
Kr2j −Kr2j−1 > k − 1
) ≤ 2NeCe−Ck. (5.52)
For all r ≥ r0, Kr2j − Kr2j−2 ≥ 1 for all j ∈ N and λrl ≤ 2λ. Hence, for all r ≥ r0 and integers
N ≥ 4r2λT ,
P
(T rl (Kr2N ) < r2T ) ≤ P (T rl (N) < r2T ) ≤ P
(
N∑
i=1
(
T r,li − E(T r,li )
)
< r2T −Nλ−1/2
)
≤ P
(
N∑
i=1
(
T r,li − E(T r,li )
)
< −λ−1N/4
)
≤ 16λ
2(2σ2A + 4λ
−2)
N
, (5.53)
where we have used Var
(
T r,li
)
≤ E(T r)2 = (σrA)2 + (λr)−2 ≤ 2σ2A + 4λ−2 in the last bound. From
(5.52) and (5.53), for r ≥ r0 and any integers k ≥ k1 and N ∈ [4λr2T, 5λr2T ],
P
(
sup
t∈[T rl (K
r
0 ),r
2T ]
r
cr
Qra(cr)−1(r
−2t) > k
)
≤ P
(
sup
t∈[T rl (K
r
0 ),T
r
l (K
r
2N )]
r
cr
Qra(cr)−1(r
−2t) > k
)
+ P
(T rl (Kr2N ) < r2T )
≤ 2NeCe−Ck + 16λ
2(2σ2A + 4λ
−2)
N
≤ 10eCλr2Te−Ck + 4λ(2σ
2
A + 4λ
−2)
r2T
.
Taking r1 ≥ r0 such that ⌊3 log r1/C⌋ + 1 ≥ k1 and k = ⌊3 log r/C⌋ + 1, we obtain that for some
r1 ≥ r0 and all r ≥ r1,
P
(
sup
t∈[r−2T rl (K
r
0 ),T ]
Qra(cr)−1(t) >
3cr log r
Cr
+
cr
r
)
≤ 10e
CλT
r
+
4λ(2σ2A + 4λ
−2)
r2T
. (5.54)
Note that Wˆ ra (0) =
∑qr
l=1 v˘
r
l 1[v˘rl ≤a] for r ∈ R. Using this in (5.51), for any r ≥ r0 and k ∈ N,
P (Kr0 > k) = P
(
Wˆ ra
(
k∑
i=0
T ri
)
> 0
)
≤ P
(
qr∑
l=1
1[v˘rl ≤a] +M1(k) +M
r
2 (k)− 2ηλ−1k > 0
)
. (5.55)
Further, note that by Assumption (2.16), there exists θ ∈ Θ such that rθ(r)/cr → ∞ as r → ∞
and for all r ∈ R,
P
(
qr∑
l=1
1[v˘rl ≤a] > rηλ
−1θ(r)/(a+ 1)cr
)
≤ θ(r). (5.56)
Using these observations, we conclude that there exists r2 ≥ r1 such that for all r ≥ r2,
P
(
sup
t∈[0,r−2T rl (K
r
0 )]
r
cr
Qra(cr)−1(t) > (ηλ
−1 + 1)
(
1 +
rθ(r)
cr
))
≤ P
(
qr∑
l=1
1[v˘rl ≤a] +K
r
0 > (ηλ
−1 + 1)
(
1 +
rθ(r)
cr
))
≤ P
(
qr∑
l=1
1[v˘rl ≤a] > ηλ
−1
(
1 +
rθ(r)
cr
))
+ P
(
Kr0 > 1 +
rθ(r)
cr
)
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≤ P
(
qr∑
l=1
1[v˘rl ≤a] > rηλ
−1θ(r)/cr
)
+ P
(
qr∑
l=1
v˘rl 1[v˘rl ≤a] +M1
(⌊
1 +
rθ(r)
cr
⌋)
+M r2
(⌊
1 +
rθ(r)
cr
⌋)
− 2ηλ−1rθ(r)/cr > 0
)
≤ P
(
qr∑
l=1
1[v˘rl ≤a] > ηλ
−1rθ(r)/cr
)
+ P
(
qr∑
l=1
v˘rl 1[v˘rl ≤a] > ηλ
−1rθ(r)/cr
)
+ P
(
M1
(⌊
1 +
rθ(r)
cr
⌋)
> ηλ−1rθ(r)/(2cr)
)
+ P
(
M r2
(⌊
1 +
rθ(r)
cr
⌋)
> ηλ−1rθ(r)/(2cr)
)
≤ P
(
qr∑
l=1
1[v˘rl ≤a] > ηλ
−1rθ(r)/cr
)
+ P
(
qr∑
l=1
1[v˘rl ≤a] > ηλ
−1rθ(r)/acr
)
+ P
(
M1
(⌊
1 +
rθ(r)
cr
⌋)
> ηλ−1rθ(r)/(2cr)
)
+ P
(
M r2
(⌊
1 +
rθ(r)
cr
⌋)
> ηλ−1rθ(r)/(2cr)
)
≤ 2θ(r) + 2e−Crθ(r)/cr , (5.57)
where we used (5.55) in the third inequality and (5.56) and the Azuma-Hoeffding inequality in the
last inequality. Since the upper bounds in (5.54) and (5.57) tend to zero as r → ∞, the lemma
follows from (5.54) and (5.57). 
Recall the parameter η∗ specified in Section 2.4. We will need the following technical lemma in
what follows. For this recall that the inter-arrival times are denoted by {T ri }i∈N.
Lemma 17. Let D′ ≥ 2 ∨ (8p) and η ∈ (η∗, p − 1). There exist M∗(η) > 1, r∗(η) ≥ 1 and
δ∗(η) ∈ (0, 1) such that for all r ≥ r∗(η) and δ ∈ [2M∗(η)(cr)−1, δ∗(η)] the following hold:
23 − 2
22D′ log(1/δ) − 2 ≤ δ
D′ , (5.58)
λ/2 ≤ λr ≤ 8λ/7, (5.59)
σ2A/2 ≤ (σrA)2 ≤ 2σ2A, (5.60)
E
[(
v1[v≤δcr ] − λrE(v1[v≤δcr ])T r1
)2] ≤ C := E [v2]+ 128σ2A
49
, (5.61)
cr <
(
(p + 1)r
p
)1/(p−η/2)
, (5.62)(
p+ 1
p
)2(p−η)/(p−η/2) 1
Crη/(p−η/2)
≤ min
(
2
λ2σ2A
, 194
)
, (5.63)(
p
p+ 1
)2(p−η)/(p−η/2)
rη/(p−η/2) ≤ r2δ2(p−η), (5.64)
−λrE(v1[v>δcr ])
E(v1[v>cr ])
+ r(ρr − 1) ≤ − λ
4δp−η
, (5.65)
Moreover, for any b0 > 0 and any η ∈ (η∗, p − 1), there exists r˜(η, b0) ≥ r∗(η) such that for any
b ≥ b0, r ≥ r˜(η, b0) and δ ∈ [2M∗(η)(cr)−1, δ∗(η)],
P
(
Er(3br2δ2(p−η)/4) > ⌊bλr2δ2(p−η)⌋
)
≤
(
p+ 1
p
)2(p−η)/(p−η/2) 29λσ2A
brη/(p−η/2)
. (5.66)
SRPT QUEUES 33
Proof. By (2.2), (4.10) and other elementary considerations, there exist M2(η) > 1, r2(η) ≥ 1 and
δ2(η) ∈ (0, 1) such that (5.58)–(5.63) hold for all r ≥ r2(η) and δ ∈ [2M2(η)(cr)−1, δ2(η)]. Then
(5.64) also holds for all r ≥ r2(η) and δ ∈ [2M2(η)(cr)−1, δ2(η)], since 2M2(η) ≥ 2 and (5.62) imply
that for all r ≥ r2(η) and δ ∈ [2M2(η)(cr)−1, δ2(η)],(
p
p+ 1
)2(p−η)/(p−η/2)
rη/(p−η/2) ≤ r2(cr)−2(p−η) ≤ r2δ2(p−η).
From Section 4.2 (c), E(v1[v>z]) = z
−pLˆ(z) for all z > 0, where Lˆ satisfies (4.8) for some nonnegative
Borel measurable functions c(·) and ǫ(·), with c(·) satisfying limx→∞ c(x) = c0 ∈ (0,∞) and ǫ(·)
satisfying ǫ(y) → 0 as y → ∞. For any η > 0, we can obtain M3(η) ≥ M2(η) such that for all
y, z ≥M3(η), c(y)c(z) ≥ 1/2 and ǫ(y) < η. Hence, for all δ ∈ (0, 1) and z ≥M3(η)/δ,
Lˆ(δz)
Lˆ(z)
=
c(δz)
c(z)
exp
(
−
∫ z
δz
ǫ(y)
y
dy
)
≥ 1
2
exp
(
−η
∫ z
δz
1
y
dy
)
=
1
2
exp (−η log(1/δ)) = 1
2
δη .
Thus, for all δ ∈ (0, 1) and z ≥M3(η)/δ,
E(v1[v>δz])
E(v1[v>z])
=
(δz)−pLˆ(δz)
z−pLˆ(z)
≥ 1
2δp−η
.
From this it follows that for some 0 < δ3(η) ≤ δ2(η), (5.65) holds for all r ≥ r2(η) and δ ∈
[2M3(η)(c
r)−1, δ3(η)]. Setting r∗(η) = r2(η), M∗(η) =M3(η) and δ∗(η) = δ3(η) completes the proof
of (5.58)-(5.65).
To prove (5.66), note that for any b0 > 0, by (5.64), we can choose r˜(η, b0) ≥ r∗(η) such that for
all r ≥ r˜(η, b0) and δ ∈ [2M∗(η)(cr)−1, δ∗(η)],
r2δ2(p−η) ≥ 14(λb0)−1. (5.67)
Using (5.59) in the third line below, (5.67) in the fifth line below, and Chebychev’s inequality,
(5.60), and (5.64) in the sixth line below, for all b ≥ b0, r ≥ r˜(η, b0), δ ∈ [2M∗(η)(cr)−1, δ∗(η)],
P
(
Er(3br2δ2(p−η)/4) > ⌊bλr2δ2(p−η)⌋
)
≤ P
⌊bλr2δ2(p−η)⌋∑
i=1
T ri <
3br2δ2(p−η)
4

= P
⌊bλr2δ2(p−η)⌋∑
i=1
(T ri − E(T ri )) <
3br2δ2(p−η)
4
− ⌊bλr2δ2(p−η)⌋(λr)−1

≤ P
⌊bλr2δ2(p−η)⌋∑
i=1
(T ri − E(T ri )) <
3br2δ2(p−η)
4
− 7λ
−1
8
(
bλr2δ2(p−η) − 1
)
= P
⌊bλr2δ2(p−η)⌋∑
i=1
(T ri − E(T ri )) < −
br2δ2(p−η)
8
+
7λ−1
8

≤ P
⌊bλr2δ2(p−η)⌋∑
i=1
(T ri − E(T ri )) < −
br2δ2(p−η)
16

≤ 2
8λ(σrA)
2
br2δ2(p−η)
≤
(
p+ 1
p
)2(p−η)/(p−η/2) 29λσ2A
brη/(p−η/2)
.
Hence (5.66) holds for all b ≥ b0, r ≥ r˜(η, b0), δ ∈ [2M∗(η)(cr)−1, δ∗(η)]. 
Lemma 18. Fix T > 0. There exist D1,D2,D3 > 0 such that the following holds: For any
η ∈ (η∗, p − 1), there exist M(η) > 1, r(η) ≥ 1, and δ(η) ∈ (0, 1) such that for all r ≥ r(η) and
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δ ∈ [2M(η)(cr)−1, δ(η)],
P
(
sup
t∈[0,T ]
(Qrδ(t)−Qrδ/2(t)) > D1δp−1−η log(δ−1) +
cr
r
)
≤ 4δD2 + P
(
1
r
qr∑
l=1
v˘rl 1[v˘rl ≤δcr ] > D3δ
p−η
)
.
Proof. Fix D′ ≥ 2∨ (8p). For η ∈ (η∗, p−1) and b0 > 0, recall M∗(η), r∗(η), δ∗(η) and r˜(η, b0) from
Lemma 17. Set M(η) = M∗(η) and take r ≥ max{r∗(η), r˜(η, λ−1)} and δ ∈ [2M(η)(cr)−1, δ∗(η)].
For all t ≥ 0, by Lemma 11 with x = δ/2 and y = δ,
0 ≤ Qrδ(t)−Qrδ/2(t) ≤
cr
r
+ 2δ−1Y rδ (t). (5.68)
Recall that Y rδ (t) = Γ[X
r
δ ](t) for t ≥ 0. The major effort of the proof will be to obtain bounds
on the probability that sup0≤t≤T ′ 2δ
−1Y rδ (t) exceeds certain bounds for a suitable T
′ ≥ T , which
entails a detailed analysis of its excursions.
From (5.8) and (5.9), for t ≥ 0,
Xrδ (t) = X
r
δ (0) + Vˆ
r
δ (t)− λrt
E(v1[v>δcr ])
E(v1[v>cr ])
+ rt(ρr − 1).
By (5.65), for all 0 ≤ s ≤ t,
Xrδ (t)−Xrδ (s) ≤ U rδ (t)− U rδ (s), where U rδ (t) := Vˆ rδ (t)−
λt
4δp−η
. (5.69)
For k ∈ N, write
V˜ rδ (k) := rVˆ
r
δ
(
r−2
k∑
i=1
T ri
)
=
k∑
i=1
vi1[vi≤δcr ] − λrE(v1[v≤δcr ])
k∑
i=1
T ri
By (5.61), for each k ∈ N,
E
[(
V˜ rδ (k)
)2] ≤ Ck.
Take any B ≥ 1. Thus, as {V˜ rδ (k)}k∈N is a martingale (with respect to the filtration Fr0 := {qr, v˘rl :
l ∈ N} and Frn := σ (qr, v˘rl , T ri , vi : l ∈ N, i ≤ n), n ≥ 1), using Doob’s maximal inequality, (5.62),
recalling r ≥ r˜(η, λ−1) and using (5.66) with b = 16Bλ−1,
P
(
sup
t∈[0,12Bλ−1δ2(p−η)]
Vˆ rδ (t) > Bδ
p−η/2
)
= P
 sup
1≤k≤Er(12Bλ−1r2δ2(p−η))
Vˆ rδ
(
r−2
k∑
i=1
T ri
)
> Bδp−η/2

≤ P
(
sup
1≤k≤⌊16Br2δ2(p−η)⌋
Vˆ rδ
(
r−2
k∑
i=1
T ri
)
> Bδp−η/2
)
+ P
(
Er(12Br2λ−1δ2(p−η)) > ⌊16Br2δ2(p−η)⌋
)
= P
(
sup
1≤k≤⌊16Br2δ2(p−η)⌋
V˜ rδ (k) > Brδ
p−η/2
)
+ P
(
Er(12Br2λ−1δ2(p−η)) > ⌊16Br2δ2(p−η)⌋
)
≤
4E
[(
V˜ rδ (⌊16Br2δ2(p−η)⌋)
)2]
B2r2δ2(p−η)
+ P
(
Er(12Br2λ−1δ2(p−η)) > ⌊16Br2δ2(p−η)⌋
)
≤ 64C
B
+
(
p+ 1
p
)2(p−η)/(p−η/2) 32λ2σ2A
Brη/(p−η/2)
. (5.70)
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Next, from (5.69), we see that for any integer i ≥ 2 and s ≥ 0.
P
(
Xrδ (·+ s) crosses (i+ 1)Bδp−η before (i− 2)Bδp−η
∣∣∣ Xrδ (s) = iBδp−η, Er(r2s)− Er(r2s−) > 0)
≤ P
(
sup
t∈[0,12Bλ−1δ2(p−η)]
Vˆ rδ (t+ s)− Vˆ rδ (s) > Bδp−η/2
∣∣∣ Xrδ (s) = iBδp−η, Er(r2s)− Er(r2s−) > 0
)
= P
(
sup
t∈[0,12Bλ−1δ2(p−η)]
Vˆ rδ (t) > Bδ
p−η/2
)
(5.71)
where, in the last step, we have used the strong Markov property of the process Vˆ rδ (·) at the jump
times of the process t 7→ Er(r2t). Combining (5.70) and (5.71), setting B = 384C ∨ 1, and using
(5.63), we conclude that for all integers i ≥ 2, 0 ≤ x ≤ iBδp−η, and s ≥ 0,
P
(
Xrδ (·+ s) crosses (i+ 1)Bδp−η before (i− 2)Bδp−η
∣∣∣ Xrδ (s) = x, Er(r2s)− Er(r2s−) > 0)
≤ P
(
Xrδ (·+ s) crosses (i+ 1)Bδp−η before (i− 2)Bδp−η
∣∣∣ Xrδ (s) = iBδp−η, Er(r2s)− Er(r2s−) > 0)
≤ 1
3
. (5.72)
Using M(η)/cr ≤ 2M(η)/cr ≤ δ, (5.62), (5.63), r∗(η) ≥ 1 and B ≥ 384C,
δcr/r = δp−η
cr
rδp−η−1
≤ δp−η (c
r)p−η
M(η)p−η−1r
≤ δp−η
(
p+ 1
p
)(p−η)/(p−η/2) r(p−η)/(p−η/2)
r
= δp−η
(
p+ 1
p
)(p−η)/(p−η/2)
r−η/(2p−η) < Bδp−η/2. (5.73)
For s ≥ 0, define the following stopping times with respect to the filtration {Ht}t≥0 given by
H0 := {qr, v˘rl : l ∈ N} and Ht := {qr, v˘rl , V rδ (r2s), Er(r2s) : l ∈ N, s ≤ t}: β0 = s and for k ∈ Z+,
βk+1 := inf{t ≥ βk : Xrδ (t)−Xrδ (βk) ≥ Bδp−η
or Er(r2t)− Er(r2t−) > 0 and Xrδ (t−)−Xrδ (βk) ≤ −2Bδp−η},
and write X˜rδ (k) := X
r
δ (βk). For any k ∈ Z+, note that if Xrδ (βk+1) − Xrδ (βk) ≥ Bδp−η; that
is, βk+1 corresponds to an up-crossing of X
r
δ , then, using (5.73), X
r
δ (βk+1) − Xrδ (βk) ≤ Bδp−η +
δcr/r ≤ 3Bδp−η/2. Similarly, for any k ∈ Z+, if Xrδ (βk+1−) − Xrδ (βk) ≤ −2Bδp−η, then, by
(5.73), Xrδ (βk+1)−Xrδ (βk) ≤ −2Bδp−η + δcr/r ≤ −3Bδp−η/2. Let {Sδ(k)}k∈Z+ be a random walk
{Sδ(k)}k∈Z+ with Sδ(0) = 9Bδp−η/2 and for k ∈ Z+
P(Sδ(k + 1)− Sδ(k) = 3Bδp−η/2) = 1/3 and P(Sδ(k + 1)− Sδ(k) = −3Bδp−η/2) = 2/3.
Then, from (5.72), the above observations, and (5.58), by comparing the sequence {X˜rδ (k)}k∈Z+
with {Sδ(k)}k∈Z+ , it follows that, for any t ≥ 0 and any x0 ∈ [4Bδp−η , 9Bδp−η/2],
P
(
Y rδ (t+ ·) crosses 3D′Bδp−η log(δ−1) before
3Bδp−η
2
∣∣∣ Y rδ (t) = x0, Er(r2t)− Er(r2t−) > 0)
= P
(
Xrδ (t+ ·) crosses 3D′Bδp−η log(δ−1) before
3Bδp−η
2
∣∣∣ Xrδ (t) = x0, Er(r2t)− Er(r2t−) > 0)
≤ P
(
Xrδ (t+ ·) crosses 3D′Bδp−η log(δ−1) before
3Bδp−η
2
∣∣∣ Xrδ (t) = 9Bδp−η2 , Er(r2t)− Er(r2t−) > 0
)
≤ P
(
Sδ(·) crosses 3D′Bδp−η log(δ−1) before 3Bδ
p−η
2
)
=
23 − 2
22D
′ log(1/δ) − 2 ≤ δ
D′ (5.74)
where, in the last equality above, we have used the fact that, for the biased random walk Sδ,
n 7→ 22Sδ(n)/(3Bδp−η ) is a martingale (with respect to the natural filtration generated by Sδ) to
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compute the probability via optional stopping theorem. Define the following stopping times (with
respect to the filtration {Ht}t≥0 defined above): τ−1 = 0 and for k ∈ Z+,
τ2k := inf{t ≥ τ2k−1 : Er(r2t)− Er(r2t−) > 0 and Y rδ (t−) ≤ 2Bδp−η}, (5.75)
τ2k+1 := inf{t ≥ τ2k : Y rδ (t) ≥ 4Bδp−η}, (5.76)
and let
N := inf
{
k ∈ N : sup
t∈[τ2k−1,τ2k]
Y rδ (t) ≥ 3D′Bδp−η log(1/δ)
}
. (5.77)
As δ1(η) < 1, by (5.74),
P(N ≤ ⌊δ−D′/2⌋+ 1) ≤
⌊δ−D
′/2⌋+1∑
k=1
P
(
sup
t∈[τ2k−1,τ2k ]
Y rδ (t) ≥ 3D′Bδp−η log(1/δ)
)
≤ 2δD′/2. (5.78)
Using (5.73), Y rδ (τ2k) ≤ 3Bδp−η for all k ∈ Z+. From (5.69), it follows that, for each k ∈ Z+,
t 7→ (Vˆ rδ (t+ τ2k)− Vˆ rδ (τ2k))− (Xrδ (t+ τ2k)−Xrδ (τ2k)), t ≥ 0,
is nondecreasing in t. Thus, by the monotonicity property noted in (4.3), for each k ∈ Z+ and
t ≥ 0,
Y rδ (t+ τ2k) = Γ [Y
r
δ (τ2k) + (X
r
δ (·+ τ2k)−Xrδ (τ2k))] (t) ≤ Γ
[
Y rδ (τ2k) + (Vˆ
r
δ (·+ τ2k)− Vˆ rδ (τ2k))
]
(t)
≤ Γ
[
3Bδp−η + (Vˆ rδ (·+ τ2k)− Vˆ rδ (τ2k))
]
(t).
For each k ∈ Z+, a job arrives to the r-th system at time τ2k. Hence, by the strong Markov
property, {Γ
[
3Bδp−η + (Vˆ rδ (·+ τ2k)− Vˆ rδ (τ2k))
]
(t) : t ≥ 0} has the same distribution as the
process {Γ
[
3Bδp−η + Vˆ rδ (·)
]
(t) : t ≥ 0}. Thus, for each d ∈ N and t ≥ 0,
P
 d∑
j=0
(τ2j+1 − τ2j) ≤ t
 ≤ P
 d∑
j=0
χj ≤ t
 , (5.79)
where {χ0, χ1, . . . } are independent and identically distributed random variables distributed as
P (χ0 ≤ s) = P
(
sup
t∈[0,s]
Γ
[
3Bδp−η + Vˆ rδ (·)
]
(t) ≥ 4Bδp−η
)
, s ≥ 0.
Recalling δ∗(η) < 1 and using the Lipschitz property of the Skorohod map noted in (4.1), we obtain
that for all ǫ ∈ (0, 1),
P
(
χ0 ≤ ǫδ2(p−η)
)
≤ P
(
sup
t∈[0,ǫδ2(p−η)]
|Vˆ rδ (t)| ≥ Bδp−η/2
)
. (5.80)
Then given ǫ ∈ (0, 1), following the same line of reasoning used to obtain (5.70) and using (5.66)
with b = 2ǫ (noting 3b/4 > ǫ), we obtain for r ≥ rˆ(η, ǫ) := max{r∗(η), r˜(η, λ−1), r˜(η, ǫ)},
P
(
sup
t∈[0,ǫδ2(p−η)]
Vˆ rδ (t) ≥ Bδp−η/4
)
≤ P
(
sup
1≤k≤⌊2ǫλr2δ2(p−η)⌋
Vˆ rδ
(
r−2
k∑
i=1
T ri
)
> Bδp−η/4
)
+ P
(
Er(ǫr2δ2(p−η)) > ⌊2ǫλr2δ2(p−η)⌋
)
≤ 32Cλǫ
B2
+
(
p+ 1
p
)2(p−η)/(p−η/2) 28λσ2A
ǫrη/(p−η/2)
. (5.81)
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Moreover, as Vˆ rδ (·) decreases between successive arrivals of jobs and increases at the arrival times,
for each ǫ ∈ (0, 1), we have the following lower bound on Vˆ rδ (·) on the time interval [0, ǫδ2(p−η)]:
inf
t∈[0,ǫδ2(p−η)]
Vˆ rδ (t) ≥ inf
0≤k≤Er(ǫr2δ2(p−η))
(
r−1
k∑
i=1
vi1[vi≤δcr ] − λrr−1E(v1[v≤δcr ])
k+1∑
i=1
T ri
)
≥ inf
0≤k≤Er(ǫr2δ2(p−η))
(
r−1
k∑
i=1
vi1[vi≤δcr ] − λrr−1E(v1[v≤δcr ])
k∑
i=1
T ri
)
− 8λE(v)
7r
sup
0≤k≤Er(ǫr2δ2(p−η))+1
T rk
=
1
r
inf
0≤k≤Er(ǫr2δ2(p−η))
V˜ rδ (k)−
8
7r
sup
0≤k≤Er(ǫr2δ2(p−η))+1
T rk , (5.82)
where the bound (5.59) was used in the last term. Once again, following the arguments for obtaining
(5.70), for ǫ ∈ (0, 1) and r ≥ rˆ(η, ǫ),
P
(
1
r
inf
0≤k≤Er(ǫr2δ2(p−η))
V˜ rδ (k) < −Bδp−η/8
)
≤ 128Cλǫ
B2
+
(
p+ 1
p
)2(p−η)/(p−η/2) 28λσ2A
ǫrη/(p−η/2)
. (5.83)
Moreover, for any ǫ ∈ (0, 1),
P
(
8
7r
sup
0≤k≤Er(ǫr2δ2(p−η))+1
T rk > Bδ
p−η/8
)
= P
(
sup
0≤k≤Er(ǫr2δ2(p−η))+1
T rk >
7Bδp−ηr
64
)
≤ P
(
Er(ǫr2δ2(p−η)) > ⌊2ǫλr2δ2(p−η)⌋
)
+ P
(
sup
0≤k≤⌊2ǫλr2δ2(p−η)⌋+1
T rk >
7Bδp−ηr
64
)
. (5.84)
Applying a union bound and Chebychev’s inequality, it follows that for any ǫ ∈ (0, 1),
P
(
sup
0≤k≤⌊2ǫλr2δ2(p−η)⌋+1
T rk >
7Bδp−ηr
64
)
≤ (2ǫλr2δ2(p−η) + 1)P
(
T r1 >
7Bδp−ηr
64
)
≤ (2ǫλr2δ2(p−η) + 1)
(
64
7Bδp−ηr
)2
E
[
(T r1 )
2
]
≤ (2λ+ (ǫr
2δ2(p−η))−1)ǫC1
B2
.
where C1 = 10
2(2σ2A+(8λ/7)
2). Thus, for ǫ ∈ (0, 1) and r ≥ rˆ(η, ǫ), by using the above bound and
(5.66) with b = 2ǫ in (5.84), we obtain
P
(
8
7r
sup
0≤k≤Er(ǫr2δ2(p−η))
T ri > Bδ
p−η/8
)
≤
(
p+ 1
p
)2(p−η)/(p−η/2) 28λσ2A
ǫrη/(p−η/2)
+
(2λ+ (ǫr2δ2(p−η))−1)ǫC1
B2
. (5.85)
From (5.82), (5.83) and (5.85), for ǫ ∈ (0, 1) and r ≥ rˆ(η, ǫ),
P
(
inf
t∈[0,ǫδ2(p−η)]
Vˆ rδ (t) < −Bδp−η/4
)
≤ 128λǫ
B2
+ 2
(
p+ 1
p
)2(p−η)/(p−η/2) 28λσ2A
ǫrη/(p−η/2)
+
(2λ+ (ǫr2δ2(p−η))−1)ǫC1
B2
. (5.86)
From (5.81), (5.86) and B ≥ 1, we can fix ǫ ∈ (0, 1) and find r(η) ≥ rˆ(η, ǫ) such that for all r ≥ r(η),
P
(
sup
t∈[0,ǫδ2(p−η)]
|Vˆ rδ (t)| ≥ Bδp−η/2
)
≤ 1/2
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and hence, from (5.80),
P
(
χ0 ≤ ǫδ2(p−η)
)
≤ 1/2. (5.87)
Henceforth, we fix such an ǫ and assume r ≥ r(η). Applying the Azuma-Hoeffding inequality on
the martingale (with respect to its natural filtration)
Mχℓ :=
ℓ∑
k=1
(
1[χk>ǫδ2(p−η)] − P
(
χ0 > ǫδ
2(p−η)
))
, ℓ ∈ Z+.
and using (5.79) and (5.87), for any d ≥ 1, we obtain
P
 d∑
j=0
(τ2j+1 − τ2j) ≤ dǫδ2(p−η)/4
 ≤ P
 d∑
j=0
χj ≤ dǫδ2(p−η)/4

≤ P
 d∑
j=1
1[χj>ǫδ2(p−η)] ≤ d/4
 = P(Mχd + dP(χ0 > ǫδ2(p−η)) ≤ d/4)
≤ P (Mχd ≤ −d/4) ≤ e−d/32. (5.88)
Note that if Y rδ (t˜) ≤ 3Bδp−η/2 for some t˜ < τ0, then, by definition (5.75), the time of the arrival
immediately following t˜ corresponds to τ0. By (5.73), Y
r
δ (τ0) ≤ 3Bδp−η/2 + c
rδ
r < 2Bδ
p−η, and
as Y rδ (·) is nonincreasing in the time interval [t˜, τ0), supt∈[t˜,τ0] Y rδ (t) < 2Bδp−η. Consequently, if
Y rδ (·) attains any value v > 2Bδp−η before τ0, Y rδ (0) > 3Bδp−η/2 and the time at which v is
attained must be before Y rδ (·) crosses 3Bδp−η/2. Thus, from the computation (5.74), recalling that
Y rδ (0) =
1
r
∑qr
l=1 v˘
r
l 1[v˘rl ≤δcr ] and using the fact that the process Y
r
δ (·) started from Y rδ (0) = 9Bδ
p−η
2
stochastically dominates (in a pathwise fashion) the process Y rδ (·) started from any value less than
or equal to 9Bδ
p−η
2 .
P
(
sup
t∈[0,τ0]
Y rδ (t) > 3D
′Bδp−η log(1/δ)
)
≤ P
(
Y rδ (·) crosses 3D′Bδp−η log(1/δ) before
3Bδp−η
2
)
≤ P
(
Y rδ (·) crosses 3D′Bδp−η log(1/δ) before
3Bδp−η
2
∣∣∣ Y rδ (0) = 9Bδp−η2
)
+ P
(
1
r
qr∑
l=1
v˘rl 1[v˘rl ≤δcr ] >
9Bδp−η
2
)
≤ δD′ + P
(
1
r
qr∑
l=1
v˘rl 1[v˘rl ≤δcr ] >
9Bδp−η
2
)
, (5.89)
Let 0 < δ(η) ≤ δ∗(η) be such that T < ǫδ(η)−2(p−η)/4. For r ≥ r(η) and δ ∈ [2M(η)(cr)−1, δ(η)],
by (5.68),
P
(
sup
t∈[0,T ]
(Qrδ(t)−Qrδ/2(t)) > 6D′Bδp−1−η log(1/δ) +
cr
r
)
≤ P
(
sup
t∈[0,ǫδ−2(p−η)/4]
(Qrδ(t)−Qrδ/2(t)) > 6D′Bδp−1−η log(1/δ) +
cr
r
)
≤ P
(
sup
t∈[0,ǫδ−2(p−η)/4]
Y rδ (t) > 3D
′Bδp−η log(1/δ)
)
≤ P
(
sup
t∈[0,τ0]
Y rδ (t) > 3D
′Bδp−η log(1/δ)
)
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+ P
(
sup
t∈(0,ǫδ−2(p−η)/4]
Y rδ (t) > 3D
′Bδp−η log(1/δ), sup
t∈[0,τ0]
Y rδ (t) ≤ 3D′Bδp−η log(1/δ)
)
.
(5.90)
Observe that if supt∈[0,τ0] Y
r
δ (t) ≤ 3D′Bδp−η log(1/δ), then supt∈[0,τ2N−1) Y rδ (t) ≤ 3D′Bδp−η log(1/δ),
where N is given in (5.77). Then, if in addition N > ⌊δ−D′/2⌋ + 1 and supt∈(0,ǫδ−2(p−η)/4] Y rδ (t) >
3D′Bδp−η log(1/δ), then τ2N−1 ≤ ǫδ−2(p−η)/4 and hence, in this case,
⌊δ−D
′/2⌋+1∑
j=0
(τ2j+1 − τ2j) ≤ τ2N−1 ≤ ǫδ−2(p−η)/4.
Using this together with (5.90), (5.89), the fact that δD
′/2ǫδ−2(p−η) ≤ ǫδ2(p−η) since D′ ≥ 8p, (5.78),
and (5.88), we obtain for r ≥ r(η) and δ ∈ [2M(η)(cr)−1, δ(η)],
P
(
sup
t∈[0,T ]
(Qrδ(t)−Qrδ/2(t)) > 6D′Bδp−1−η log(1/δ) +
cr
r
)
≤ δD′ + P
(
1
r
qr∑
l=1
v˘rl 1[v˘rl ≤δcr] >
9Bδp−η
2
)
+ P
⌊δ−D′/2⌋+1∑
j=0
(τ2j+1 − τ2j) ≤ ǫδ−2(p−η)/4, N > ⌊δ−D′/2⌋+ 1
+ P(N ≤ ⌊δ−D′/2⌋+ 1)
≤ δD′ + P
(
1
r
qr∑
l=1
v˘rl 1[v˘rl ≤δcr] >
9Bδp−η
2
)
+ P
⌊δ−D′/2⌋+1∑
j=0
(τ2j+1 − τ2j) ≤ (⌊δ−D′/2⌋+ 1)ǫδ2(p−η)/4
 + 2δD′/2
≤ P
(
1
r
qr∑
l=1
v˘rl 1[v˘rl ≤δcr ] >
9Bδp−η
2
)
+ e−δ
−D′/2/32 + 3δD
′/2
≤ P
(
1
r
qr∑
l=1
v˘rl 1[v˘rl ≤δcr ] >
9Bδp−η
2
)
+ 4δD
′/2.
This proves the lemma with D1 := 6D
′B, D2 := D
′/2 and D3 := 9B/2. 
Lemma 19. Fix T > 0. Recall the constant D2 > 0 from Lemma 18. For any η ∈ (η∗, p − 1),
there are θ˜η ∈ Θ, and positive constants r′(η), D′(η), D˜(η), δ(η) ∈ (0, 1),M ′(η) > 1 such that for
all r ≥ r′(η), δ ∈ [2M ′(η)(cr)−1, δ(η)],
P
(
sup
t∈[0,T ]
Zrδ (t) > D
′(η)δp−1−η(1 + log(δ−1)) + θ˜η(r)
)
≤ D˜(η)
(
δD2 + δη−η
∗
)
+ θ˜η(r).
Proof. By (5.4) in Proposition 10, for any r ∈ R and any δ, z ≥ 0,
P
(
sup
t∈[0,T ]
Zrδ (t) > z
)
≤ P
(
sup
t∈[0,T ]
Qrδ(t) > z −
cr
r
)
. (5.91)
Take D1,D2,D3 as in Lemma 18. Choose and fix η ∈ (η∗, p − 1) and obtain M(η) > 1 and
r(η) > 0, δ(η) ∈ (0, 1) as in Lemma 18. DefineM ′(η) :=M(η)∨a∗ where a∗ appears in Assumption
(2.14). Denote by θη and r0(η) the map θ and constant r0 obtained in Lemma 16 with 2M(η) in
place of a. Define D′(η) := D1
∑∞
k=0 2
−k(p−1−η)(1 + k log 2). For δ ∈ [2M ′(η)(cr)−1, δ(η)], let
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K(η, δ, r) be a nonnegative integer such that 2−K(η,δ,r)−1δ < 2M ′(η)(cr)−1 ≤ 2−K(η,δ,r)δ. This,
along with (5.62), implies that
K(η, δ, r) ≤ log2
(
δcr
2M ′(η)
)
≤ log2
(
cr
M ′(η)
)
≤ C ′(η) log r (5.92)
where C ′(η) depends only on η (and p). Observe that
P
(
sup
t∈[0,T ]
Qrδ(t) > D
′(η)δp−1−η [1 + log(1/δ)] + C ′(η)
cr log r
r
+ θη(r)
)
≤ P
(
sup
t∈[0,T ]
(
Qrδ(t)−Qr2M ′(η)(cr)−1(t)
)
> D′(η)δp−1−η [1 + log(1/δ)] + C ′(η)
cr log r
r
)
+ P
(
sup
t∈[0,T ]
Qr2M ′(η)(cr)−1(t) > θη(r)
)
. (5.93)
By Lemma 18, for every r ≥ r(η),
P
(
sup
t∈[0,T ]
(
Qr2−kδ(t)−Qr2−k−1δ(t)
)
> D1(2
−kδ)p−1−η log(2k/δ) +
cr
r
)
≤ 4(2−kδ)D2 + P
(
1
r
qr∑
l=1
v˘rl 1[v˘rl ≤2−kδcr ]
> D3(2
−kδ)p−η
)
for all 0 ≤ k ≤ K(η, δ, r). (5.94)
By Assumption (2.14) and (5.92) (and since M ′(η) ≥ a∗), there exist C ′′, r′′ > 0 such that for all
r ≥ r′′, 0 ≤ k ≤ K(η, δ, r),
E
(
1
r
qr∑
l=1
v˘rl 1[v˘rl ≤2−kδcr ]
)
≤ C ′′(2−kδ)p−η∗ . (5.95)
Let r′(η) := max{r(η), r0(η), r′′}. As 2−K(η,δ,r)−1δ < 2M ′(η)(cr)−1, by Lemma 11, for any t ≥ 0,(
Qrδ(t)−Qr2M ′(η)(cr)−1(t)
)
=
(
Qrδ(t)−Qr2−K(η,δ,r)−1δ(t)
)
+
(
Qr
2−K(η,δ,r)−1δ
(t)−Qr2M ′(η)(cr)−1(t)
)
≤ (Qrδ(t)−Qr2−K(η,δ,r)−1δ(t)) .
Using this observation, along with (5.92), (5.94), (5.95), Markov’s inequality and the union bound,
for any r ≥ r′(η), δ ∈ [2M ′(η)(cr)−1, δ(η)],
P
(
sup
t∈[0,T ]
(
Qrδ(t)−Qr2M ′(η)(cr)−1(t)
)
> D′(η)δp−1−η(1 + log(1/δ)) + C ′(η)
cr log r
r
)
≤ P
(
sup
t∈[0,T ]
(
Qrδ(t)−Qr2−K(η,δ,r)−1δ(t)
)
> D′(η)δp−1−η(1 + log(1/δ)) + C ′(η)
cr log r
r
)
≤
K(η,δ,r)∑
k=0
P
(
sup
t∈[0,T ]
(
Qr2−kδ(t)−Qr2−k−1δ(t)
)
> D1(2
−kδ)p−1−η log(2k/δ) + cr/r
)
≤
K(η,δ,r)∑
k=0
4(2−kδ)D2 +
K(η,δ,r)∑
k=0
P
(
1
r
qr∑
l=1
v˘rl 1[v˘rl ≤2−kδcr ] > D3(2
−kδ)p−η
)
≤
K(η,δ,r)∑
k=0
4(2−kδ)D2 +
K(η,δ,r)∑
k=0
(D3(2
−kδ)p−η)−1C ′′(2−kδ)p−η
∗
≤ 4δD2
∞∑
k=0
2−D2k + C ′′(D3)
−1δη−η
∗
∞∑
k=0
2−(η−η
∗)k ≤ D˜(η)
(
δD2 + δη−η
∗
)
(5.96)
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where D˜(η) := 4
∑∞
k=0 2
−D2k +C ′′(D3)
−1
∑∞
k=0 2
−(η−η∗)k ∈ (0,∞). Finally, by Lemma 16, for any
r ≥ r′(η),
P
(
sup
t∈[0,T ]
Qr2M(η)(cr)−1(t) > θη(r)
)
≤ θη(r). (5.97)
Taking θ˜η(r) = C
′(η) c
r log r
r + θη(r) +
cr
r , the lemma now follows from (5.91), (5.93), (5.96) and
(5.97). 
Remark 6. By small modifications of some of the estimates in Lemmas 16, 18 and 19, it can in
fact be shown that for zero initial condition, for any T > 0 and any η ∈ (0, p − 1), there exist
positive constants C,C ′, C ′′, r0 such that for any r ≥ r0, a ∈ [(cr)−1, 1] and z ≥ 0,
P
(
sup
t∈[0,T ]
W ra (t) > Ca
p−ηz
)
≤ P
(
sup
t∈[0,T ]
Zra(t) > Ca
p−η−1z
)
≤ C ′e−C′′z.
By integrating over z, this immediately implies that, starting from zero initial condition, Assumption
(2.14) holds with W r(0, a) replaced by W r(t, a) for any fixed t > 0.
Lemma 20. For any p > 1, there exists a0(p) ∈ (0, 1) such that for any a ≤ a0(p), any η ∈
(η∗, p− 1) and any H > 8σ2p/λ,
P
(
sup
t∈[0,T ]
Wa(t) > a
p−η +Hap log(1/a)
)
≤ Cξaη−η∗ + e−λ/(2σ2aη) + C(λ, σ)aHλ/(4σ2)
where C(λ, σ) := 4eλ/σ
2
+ 16σ
2
λ and Cξ := 2 supa>0 a
−(p−η∗)
E (ξ(a)) <∞. Moreover, p 7→ a0(p) can
be chosen such that a0(p)→ 1 as p→∞.
Proof. Fix any η ∈ (η∗, p − 1). For p > 1, take a0(p) ∈ (0, 1) such that 2κ(a0(p))p ≤ λ and
(a0(p))
−2p > max{2, λ, eλ/σ2 , T}. Note that we can choose p 7→ a0(p) satisfying these constraints
such that a0(p) → 1 as p →∞. Take and fix any p > 1. For any a ≤ a0(p) and any H > 8σ2p/λ,
define the stopping times: τ∗0 := inf{t ≥ 0 :Wa(t) = 0}, and for k ≥ 0,
τ∗2k+1 := inf{t ≥ τ∗2k :Wa(t) = ap}, τ∗2k+2 := inf{t ≥ τ∗2k+1 :Wa(t) = 0 or Wa(t) = Hap log(1/a)}.
Define N ∗ := inf{k ≥ 1 : Wa(τ∗2k) = Hap log(1/a)}. By our choice of a0(p), for all a ≤ a0(p),
κ − λap ≤ − λ2ap . Thus, the process Γ
[
Xa
]
(·) with Xa(t) := ξ(a) + σB(t) − λt2ap , t ≥ 0, dom-
inates the process Wa(·) pointwise. As noted before, by Assumptions (2.13) and (2.14), Cξ :=
2 supa>0 a
−(p−η∗)
E (ξ(a)) <∞. Thus, using the fact that t 7→ eλXa(t)/(σ2ap) is a martingale, by the
optional stopping theorem and the strong Markov property,
P
(
sup
[0,τ∗0 ]
Wa(t) > a
p−η
)
≤ P (ξ(a) > ap−η/2) + P( sup
[0,τ∗0 ]
Wa(t) > a
p−η ∩ { ξ(a) ≤ ap−η/2}
)
≤ 2aη−pE (ξ(a)) + P (Xa(t+ ·) crosses ap−η before 0 | Xa(t) = ap−η/2)
≤ 2aη−pE (ξ(a)) + e
λ/(2σ2aη) − 1
eλ/(σ2aη) − 1 ≤ Cξa
η−η∗ + e−λ/(2σ
2aη). (5.98)
By a similar argument using the optional stopping theorem,
P (Wa(τ
∗
2 ) = Ha
p log(1/a)) ≤ P (Xa(t+ ·) crosses Hap log(1/a) before 0 | Xa(t) = ap)
=
eλ/σ
2 − 1
a−Hλ/σ2 − 1 < e
λ/σ2aHλ/σ
2
as a−Hλ/σ
2
> eλ/σ
2
by our choice of a0(p) and H. This implies
P
(
N ∗ < ⌊a−3Hλ/(4σ2)⌋+ 2
)
≤ 4eλ/σ2aHλ/(4σ2). (5.99)
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Again, by our choice of a0(p), a
−
(
Hλ
(2σ2)
−2p
)
> T and hence
P
(
sup
t∈[0,T ]
Wa(t) > a
p−η +Hap log(1/a)
)
≤ P
(
sup
[0,τ∗0∧T ]
Wa(t) > a
p−η
)
+ P
 sup
t∈[τ∗0∧T,a
−
(
Hλ
(2σ2)
−2p
)
]
Wa(t) > Ha
p log(1/a)

≤ P
(
sup
[0,τ∗0∧T ]
Wa(t) > a
p−η
)
+ P
(
N ∗−1∑
k=1
(
τ∗2k − τ∗2k−1
)
< a
−
(
Hλ
(2σ2)
−2p
))
≤ P
(
sup
[0,τ∗0∧T ]
Wa(t) > a
p−η
)
+ P
(
N ∗ < ⌊a−3Hλ/(4σ2)⌋+ 2
)
+ P
⌊a−3Hλ/(4σ
2)⌋+1∑
k=1
(
τ∗2k − τ∗2k−1
)
< a
−
(
Hλ
(2σ2)
−2p
)
;N ∗ ≥ ⌊a−3Hλ/(4σ2)⌋+ 2
 . (5.100)
Denote by σx the hitting time of level x ≤ 0 by the process σB(t) − λt/2ap, and let {σxk}k≥1 be
independent and identically distributed copies of σx. By the explicit form of the moment generating
function of σx (Chapter 3.C of [15]),
E (σx) = 2ap|x|/λ, Var (σx) = 8σ2a3p|x|/λ3.
Thus, again using our choice of a0(p),
P
⌊a−3Hλ/(4σ
2)⌋+1∑
k=1
(
τ∗2k − τ∗2k−1
)
< a
−
(
Hλ
(2σ2)
−2p
)
;N ∗ ≥ ⌊a−3Hλ/(4σ2)⌋+ 2

≤ P
⌊a−3Hλ/(4σ
2)⌋+1∑
k=1
σ−a
p
k < a
−
(
Hλ
(2σ2)
−2p
)

≤ P
⌊a−3Hλ/(4σ
2)⌋+1∑
k=1
(
σ−a
p
k −
2a2p
λ
)
< a
−
(
Hλ
(2σ2)
−2p
)
− 2a
2pa−3Hλ/(4σ
2)
λ

≤ P
⌊a−3Hλ/(4σ
2)⌋+1∑
k=1
(
σ−a
p
k −
2a2p
λ
)
< −a
2pa−3Hλ/(4σ
2)
λ

≤
8σ2a4p
(
⌊a−3Hλ/(4σ2)⌋+ 1
)
λa4p−3Hλ/(2σ
2)
≤ 16σ
2a3Hλ/(4σ
2)
λ
. (5.101)
Finally, using (5.98), (5.99) and (5.101) in (5.100), we obtain the lemma. 
Lemma 21. For p > 1, let a0(p) be as in Lemma 20. Then for any δ ≤ a0(p) and any η ∈ (η∗, p−1),
P
(
sup
t∈[0,T ]
(∫ δ
0
x−2Wx(t)dx+ δ
−1Wδ(t)
)
> H(p, η)δp−η−1(1 + log(1/δ))
)
≤ C˜(η, η∗, λ, σ)δη−η∗ + 3C(λ, σ)δ4p
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where
H(p, η) :=
16σ2p
λ
+
16σ2p2p−1
λ(2p−1 − 1) +
16(log 2)σ2p2p−1
λ(2p−1 − 1)2 + 1 +
∞∑
k=1
2−(k−1)(p−η−1),
C˜(η, η∗, λ, σ) :=
(
Cξ +
2σ2
λ
(
sup
x∈R+
xe−x
))(
1 +
∞∑
k=1
2−(k−1)(η−η
∗)
)
and C(λ, σ) is defined in Lemma 20. In particular, supt∈[0,T ]
∫∞
0 x
−2Wx(t)dx <∞ almost surely.
Proof. As for any x1 < x2, Xx2(t) − Xx1(t) is nonnegative and nondecreasing in t, using the
monotonicity property in (4.3), we obtain for t ≥ 0,∫ δ
0
x−2Wx(t)dx =
∞∑
k=1
∫ δ2−(k−1)
δ2−k
x−2Wx(t)dx ≤
∞∑
k=1
Wδ2−(k−1)(t)
∫ δ2−(k−1)
δ2−k
x−2dx =
∞∑
k=1
Wδ2−(k−1)(t)
δ2−(k−1)
.
(5.102)
For p > 1, let a0(p) be as in Lemma 20. By Lemma 20, taking H = 16σ
2p/λ, for any δ ≤ a0(p)
and for any k ≥ 1,
P
(
sup
t∈[0,T ]
Wδ2−(k−1)(t)
δ2−(k−1)
> (δ2−(k−1))p−η−1 +
16σ2p
λ
(δ2−(k−1))p−1 log
1
δ2−(k−1)
)
≤ Cξ(δ2−(k−1))η−η∗ + e−λ/(2σ2(δ2−(k−1))η) + C(λ, σ)(δ2−(k−1))4p. (5.103)
Also, for any δ ≤ a0(p),
∞∑
k=1
16σ2p
λ
(δ2−(k−1))p−1 log
1
δ2−(k−1)
=
16σ2p2p−1
λ(2p−1 − 1)δ
p−1 log(1/δ) +
16(log 2)σ2p2p−1
λ(2p−1 − 1)2 δ
p−1 ≤ H1(p)δp−1(1 + log(1/δ))
where
H1(p) :=
16σ2p2p−1
λ(2p−1 − 1) +
16(log 2)σ2p2p−1
λ(2p−1 − 1)2 .
Moreover,
∞∑
k=1
(2−(k−1)δ)p−η−1 = H2(p, η)δ
p−η−1
where H2(p, η) :=
∑∞
k=1 2
−(k−1)(p−η−1). Using these observations, (5.102), and the union bound,
P
(
sup
t∈[0,T ]
∫ δ
0
x−2Wx(t)dx > H1(p)δ
p−1(1 + log(1/δ)) +H2(p, η)δ
p−η−1
)
≤ P
(
sup
t∈[0,T ]
∞∑
k=1
Wδ2−(k−1)(t)
δ2−(k−1)
> H1(p)δ
p−1(1 + log(1/δ)) +H2(p, η)δ
p−η−1
)
≤
∞∑
k=1
P
(
sup
t∈[0,T ]
Wδ2−(k−1)(t)
δ2−(k−1)
> (δ2−(k−1))p−η−1 +
16σ2p
λ
(δ2−(k−1))p−1 log
1
δ2−(k−1)
)
≤ Cˆ(η, η∗, λ, σ)δη−η∗ + C(λ, σ)
∞∑
k=1
(δ2−(k−1))4p ≤ Cˆ(η, η∗, λ, σ)δη−η∗ + 2C(λ, σ)δ4p (5.104)
where Cˆ(η, η∗, λ, σ) :=
(
Cξ +
2σ2
λ
(
supx∈R+ xe
−x
)) (∑∞
k=1 2
−(k−1)(η−η∗)
)
.
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By taking k = 1 in (5.103), we obtain
P
(
sup
t∈[0,T ]
δ−1Wδ(t) > δ
p−η−1 +
16σ2p
λ
δp−1 log
(
1
δ
))
≤ Cξδη−η∗ + e−λ/(2σ2δη) + C(λ, σ)δ4p
≤
(
Cξ +
2σ2
λ
(
sup
x∈R+
xe−x
))
δη−η
∗
+ C(λ, σ)δ4p. (5.105)
The first assertion of the lemma follows from (5.104) and (5.105) upon noting that C˜(η, η∗, λ, σ) =
Cˆ(η, η∗, λ, σ) +
(
Cξ +
2σ2
λ
(
supx∈R+ xe
−x
))
and H(p, η) = H1(p) +H2(p, η) + 1 +
16σ2p
λ .
Now, we check the last assertion. If P
(
supt∈[0,T ]
∫ 1
0 x
−2Wx(t)dx =∞
)
> 0, by the finiteness of
supt∈[0,T ]
∫ 1
δ x
−2Wx(t)dx, there exists ǫ > 0 such that
P
(
sup
t∈[0,T ]
∫ δ
0
x−2Wx(t)dx =∞
)
≥ ǫ
for all δ > 0, which contradicts the first assertion of the lemma. Thus,
sup
t∈[0,T ]
∫ 1
0
x−2Wx(t)dx <∞ almost surely. (5.106)
Moreover, by the monotonicity property noted previously
sup
t∈[0,T ]
∫ ∞
1
x−2Wx(t)dx ≤ sup
t∈[0,T ]
W∞(t) <∞ almost surely. (5.107)
The last assertion of the lemma follows from (5.106) and (5.107). 
Proof of Theorem 2. By Lemma 15, for each δ > 0, for any C1 function f : [0,∞) → R such that
limx→∞
f(x)
x exists and
∫∞
1
|f ′(x)|
xα∗+1
<∞, with g(x) = f(x)/x,∫ ∞
δ
f(x)Z˜r(·)(dx) d−→ −
∫ ∞
δ
g′(x)Wx(·)dx + g(∞)W∞(·)− g(δ)Wδ(·) as r →∞. (5.108)
Moreover,
∫∞
0 f(x)Z˜r(t)(dx) is finite for all t ∈ [0, T ] almost surely. Take and fix any η ∈ (η∗, p−1).
Define Cf := supz∈[0,1] |f(z)| and b(δ) := max{2CfD′(η)δp−1−η log(1/δ), 2D˜(η)
(
δD/24 + δη−η
∗)},
δ > 0. Then by Lemma 19, for any δ ≤ δ(η),
lim sup
r→∞
P
(
sup
[0,T ]
∣∣∣ ∫ δ
0
f(x)Z˜r(t)(dx)
∣∣∣ > b(δ)) < b(δ). (5.109)
As f is C1 on [0,∞), g(x) ≤ Cfx−1 for all x ∈ (0, 1], and g′(x) = −f(x)x2 + f
′(x)
x , x > 0, satisfies
|g′(x)| ≤ C ′fx−2 for all x ∈ (0, 1] for some constant C ′f > 0. Thus, by Lemma 21, −
∫∞
0 g
′(x)Wx(t)dx+
g(∞)W∞(t) is well defined and finite for all t ∈ [0, T ] almost surely, g(δ)Wδ(·) → 0 in probability
as δ → 0, and
−
∫ ∞
δ
g′(x)Wx(·)dx+ g(∞)W∞(·)− g(δ)Wδ(·) d−→ −
∫ ∞
0
g′(x)Wx(·)dx+ g(∞)W∞(·) as δ → 0.
(5.110)
By Lemma 21 and the monotonicity of
∫ δ
0 x
−2Wx(t)dx in δ,
sup
t∈[0,T ]
∫ δ
0
x−2Wx(t)dx→ 0 as δ → 0, almost surely.
This implies that, almost surely,
∫∞
δ g
′(x)Wx(·)dx converges to
∫∞
0 g
′(x)Wx(·)dx uniformly in t ∈
[0, T ]. Moreover, for any δ > 0, by Lemma 15,
∫∞
δ g
′(x)Wx(·)dx lies in C([0, T ] : R). Thus, due to
uniform convergence,
∫∞
0 g
′(x)Wx(·)dx lies in C([0, T ] : R) as well.
The theorem follows from this observation, (5.108), (5.109), (5.110) and Lemma 7. 
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Remark 7. Along the lines of the proof of Theorem 2 one can analyze the convergence of
∫ b1
δ f(x)Z˜r(·)(dx)
as δ → 0, where b1 ∈ (0,∞), and conclude that in Theorem 14 a1 can be taken to be 0.
5.5. Proofs of Theorems 3, 4, and 5.
Proof of Theorem 3. We will use Theorem 2.1 in [24]. This theorem says the following. Let {fn}n≥1
be a countable collection of real-valued continuous functions with compact support on R+ which
is dense in C0(R+) [the space of continuous functions on R+ vanishing at ∞ equipped with the
uniform metric]. Let f0 = 1. Suppose that
{Xrf (·) .= 〈f, Z˜r(·)〉, r ≥ 1} is tight in D([0, T ] : R) for every f ∈ {fn}n∈N0 . (5.111)
Then {Z˜r(·), r ≥ 1} is tight in D([0, T ] :MF ).
By Theorem 2, ∫ ∞
0
f0(x)Z˜r(·)(dx) d−→
∫ ∞
0
f0(x)Z˜(·)(dx). (5.112)
Let
C := {h =
J∑
j=1
cj1(aj ,bj ] : J ∈ N, 0 ≤ a1 < b1 ≤ a2 < b2 · · · ≤ aJ < bJ <∞, cj ∈ R for all 1 ≤ j ≤ J}.
By Theorem 14 and Remark 5, for any h ∈ C,∫ ∞
0
h(x)Z˜r(·)(dx) d−→
∫ ∞
0
h(x)Z˜(·)(dx). (5.113)
Now, take any compactly supported real-valued continuous function f and let {hk}k≥1 be a sequence
in C such that ‖hk − f‖∞ ≤ k−1 for k ≥ 1. Thus, for any k ≥ 1,
sup
0≤t≤T
∣∣∣∣∫ ∞
0
hk(x)Z˜r(t)(dx) −
∫ ∞
0
f(x)Z˜r(t)(dx)
∣∣∣∣ ≤ k−1 sup
0≤t≤T
∫ ∞
0
Zr(t)(dx).
By Theorem 2, and the continuous mapping theorem,
sup
0≤t≤T
∫ ∞
0
Zr(t)(dx)
d−→ sup
0≤t≤T
Q(t)
as r → ∞, where we recall Q(·) = ∫∞0 x−2Wx(·)dx ∈ C([0,∞) : R+) a.s. Therefore, by the
Portmanteau Theorem,
lim
k→∞
lim sup
r→∞
P
(
sup
0≤t≤T
∣∣∣∣∫ ∞
0
hk(x)Z˜r(t)(dx) −
∫ ∞
0
f(x)Z˜r(t)(dx)
∣∣∣∣ > k−1/2
)
≤ lim
k→∞
lim sup
r→∞
P
(
sup
0≤t≤T
∫ ∞
0
Zr(t)(dx) ≥ k1/2
)
≤ lim
k→∞
P
(
sup
0≤t≤T
Q(t) ≥ k1/2
)
= 0. (5.114)
Finally,
lim
k→∞
sup
0≤t≤T
∣∣∣∣∫ ∞
0
hk(x)Z˜(t)(dx) −
∫ ∞
0
f(x)Z˜(t)(dx)
∣∣∣∣ ≤ limk→∞ k−1 sup0≤t≤T Q(t) = 0 almost surely.
(5.115)
By (5.113), (5.114), (5.115) and Lemma 7, we conclude that for any compactly supported real-
valued continuous function f ,∫ ∞
0
f(x)Z˜r(·)(dx) d−→
∫ ∞
0
f(x)Z˜(·)(dx). (5.116)
From (5.112) and (5.116), (5.111) is verified and hence, by Theorem 2.1 in [24], {Z˜r(·), r ≥ 1} is
tight in D([0, T ] :MF ).
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Suppose along a subsequence Z˜r(·) ⇒ Z˜∗(·). By continuous mapping theorem, for any k ≥ 1
and compactly supported real-valued continuous functions G1, . . . Gk,(
〈G1, Z˜r(·)〉, . . . , 〈Gk, Z˜r(·)〉
)
⇒
(
〈G1, Z˜∗(·)〉, . . . , 〈Gk, Z˜∗(·)〉
)
.
But also, from (5.116) and using the linearity of the integral(
〈G1, Z˜r(·)〉, . . . , 〈Gk, Z˜r(·)〉
)
⇒
(
〈G1, Z˜(·)〉, . . . , 〈Gk, Z˜(·)〉
)
.
Thus
L
(
〈G1, Z˜∗(·)〉, . . . , 〈Gk, Z˜∗(·)〉
)
= L
(
〈G1, Z˜(·)〉, . . . , 〈Gk, Z˜(·)〉
)
.
This shows that Z˜∗ has the same law as Z˜ (Theorem 3.1 of [14]) and so Z˜r converges to Z˜ in
D([0, T ] :MF ). 
Proof of Theorem 4. From (4.4) and Assumption (3.8), almost surely, lim
x→∞
λ−1xp (Wx(t)−W∞(t))
exists and equals −W ′∞(t) for all t. Fix any t ≥ 0 and let ǫ > 0. There exists x0 > 0 such that for
all x ≥ x0, ∣∣∣λ−1xp (Wx(t)−W∞(t)) +W ′∞(t)∣∣∣ < ǫ. (5.117)
This implies that, for a ≥ x0,∣∣∣ ∫ ∞
a
x−2Wx(t)dx− W∞(t)
a
+
λ
(p+ 1)ap+1
W ′∞(t)
∣∣∣
≤
∫ ∞
a
λx−p−2
∣∣∣λ−1xp (Wx(t)−W∞(t)) +W ′∞(t)∣∣∣dx ≤ λǫ(p + 1)ap+1 . (5.118)
By Theorem 3,
Z˜(t)[a,∞) :=
∫ ∞
a
1
x2
Wx(t)dx− Wa(t)
a
.
Thus, from (5.117) (with x = a) and (5.118), for any a ≥ x0,∣∣∣Z˜(t)[a,∞)− pλ
(p + 1)ap+1
W ′∞(t)
∣∣∣
≤ λa−p−1
∣∣∣λ−1ap (Wa(t)−W∞(t)) +W ′∞(t)∣∣∣+ ∣∣∣ ∫ ∞
a
x−2Wx(t)dx− W∞(t)
a
+
λ
(p+ 1)ap+1
W ′∞(t)
∣∣∣
≤ λǫ
ap+1
+
λǫ
(p + 1)ap+1
. (5.119)
As ǫ > 0 is arbitrary, the first two limits claimed in the theorem follow from (5.117) and (5.119).
To prove the last limit, note that by the first two limit results of the theorem, for any t such that
W ′∞(t) 6= 0,
p〈χ1[a,∞), Z˜(t)〉
(p+ 1)aZ˜(t)[a,∞) → 1 as a→∞. (5.120)
Moreover, by (4.5),
pE (v | v ≥ a)
(p+ 1)a
=
p
(p + 1)a
(
a+
∫∞
a F (x)dx
F (a)
)
=
p
(p + 1)
(
1 +
∫∞
a F (x)dx
aF (a)
)
→ p
(p+ 1)
(
1 +
1
p
)
= 1 as a→∞. (5.121)
The last limit claimed in the theorem follows from (5.120) and (5.121). 
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Proof of Theorem 5. We will consider p ≥ 2. Writing a superscript p to elucidate p-dependence in
the relevant quantities, recall that
Q(p)(t) =
∫ ∞
0
1
x2
W (p)x (t)dx, t ≥ 0
where
W (p)a (t) := Γ[X
(p)
a ](t)
with Γ denoting the Skorohod map and
X(p)a (t) := ξ
(p)(a) + σ(p)B(t) +
(
κ− λ
ap
)
t, t ≥ 0, a > 0.
Let γ > 0. Take any ϑ > 0. Note that, for any ǫ ∈ (0, 1),
sup
t∈[0,T ]
∫ 1
1−ǫ
x−2W (p)x (t)dx ≤
ǫ
1− ǫ supt∈[0,T ]
W (p)∞ (t). (5.122)
Using Assumption (3.9) and the Lipschitz property (4.1) of the Skorohod map,
E
(
sup
t∈[0,T ]
W (p)∞ (t)
)
≤ 2E
(
sup
t∈[0,T ]
(
ξ(p)(∞) + σ(p)|B(t)|+ κt
))
≤ 2 sup
p≥2
E
(
ξ(p)(∞)
)
+ 2
√
sup
p≥2
E
(
λVar(v(p)) + λσ2A
)
E
(
sup
t∈[0,T ]
|B(t)|
)
+ 2κT := B <∞ (5.123)
where the bound B does not depend on p. Hence, by (5.122), (5.123) and Markov’s inequality, we
can choose ǫ ∈ (0, 1) such that
P
(
sup
t∈[0,T ]
∫ 1
1−ǫ
x−2W (p)x (t)dx > γ/3
)
≤ ϑ for all p > 1. (5.124)
By (3.10), we obtain p′0 > 1 such that
p− 1− η∗(p)
log p
>
4
log((1 − ǫ)−1) for all p ≥ p
′
0. (5.125)
Take p0 ≥ p′0 such that for all p ≥ p0, a0(p) > 1 − ǫ, where a0(p) is as in Lemma 20. Then, by
Lemma 21, taking δ = 1 − ǫ, η = (p − 1 + η∗(p))/2 and writing H ′(p) := H(p, (p − 1 + η∗(p))/2)
and C ′(p, λ, σ(p)) := C˜((p− 1 + η∗(p))/2, η∗(p), λ, σ(p)), we obtain for any p ≥ p0,
P
(
sup
t∈[0,T ]
∫ 1−ǫ
0
x−2W (p)x (t)dx > H
′(p)(1 − ǫ)(p−1−η∗(p))/2(1 + log((1− ǫ)−1))
)
≤ C ′(p, λ, σ(p))(1 − ǫ)(p−1−η∗(p))/2 + 3C(λ, σ(p))(1− ǫ)4p. (5.126)
Using the explicit forms of C ′(p, λ, σ(p)) (defined in Lemma 21) and C(λ, σ(p)) (defined in Lemma
20), recalling σ(p) = λVar(v(p)) + λσ2A, and using Assumption (3.9), note that
C ′(λ) := sup
p≥2
C ′(p, λ, σ(p))
= sup
p≥2
(
Cξ +
2(σ(p))2
λ
(
sup
x∈R+
xe−x
))(
1 +
∞∑
k=1
2−(k−1)((p−1−η
∗(p))/2)
)
<∞
and
C(λ) := sup
p≥2
C(λ, σ(p)) = sup
p≥2
(
4eλ/(σ
(p))2 +
16(σ(p))2
λ
)
<∞.
Using these observations in (5.126), we obtain
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P
(
sup
t∈[0,T ]
∫ 1−ǫ
0
x−2W (p)x (t)dx > H
′(p)(1 − ǫ)(p−1−η∗(p))/2(1 + log((1− ǫ)−1))
)
≤ C ′(λ)(1 − ǫ)(p−1−η∗(p))/2 + 3C(λ)(1 − ǫ)4p. (5.127)
Using (5.125) we have that log p+ p−1−η
∗(p)
2 log(1−ǫ)→ −∞ as p→∞. Exponentiating, we obtain
p(1− ǫ)(p−1−η∗(p))/2(1 + log((1− ǫ)−1))→ 0 as p→∞.
From this and the explicit form of H(p, η) given in Lemma 21, we conclude that H ′(p)(1 −
ǫ)(p−1−η
∗(p))/2(1 + log((1 − ǫ)−1)) → 0 as p → ∞. Moreover, the right hand side of (5.127) also
goes to zero as p→∞. Thus,
sup
t∈[0,T ]
∫ 1−ǫ
0
x−2W (p)x (t)dx
P−→ 0 as p→∞. (5.128)
Moreover, by (4.1) and Assumption (3.11), for each x ∈ (1,∞),
E
(
sup
t∈[0,T ]
|W (p)x (t)−W (p)∞ (t)|
)
≤ 2E
(
sup
t∈[0,T ]
|X(p)x (t)−X(p)∞ (t)|
)
≤ 2E
(
ξ(p)(∞)− ξ(p)(x)
)
+
2λT
xp
→ 0 as p→∞.
where recall X
(p)
∞ (t) = ξ(p)(∞)+σ(p)B(t)+κt, t ≥ 0. By the monotonicity property noted in (4.3)
and using (5.123),
E
(
sup
t∈[0,T ]
|W (p)x (t)−W (p)∞ (t)|
)
≤ E
(
sup
t∈[0,T ]
W (p)∞ (t)
)
≤ B.
Thus, by the dominated convergence theorem,∫ ∞
1
x−2E
(
sup
t∈[0,T ]
|W (p)x (t)−W (p)∞ (t)|
)
dx→ 0 as p→∞
which implies
sup
t∈[0,T ]
∣∣∣ ∫ ∞
1
x−2W (p)x (t)dx−W (p)∞ (t)
∣∣∣ P−→ 0 as p→∞. (5.129)
From (5.124), (5.128) and (5.129),
lim sup
p→∞
P
(
sup
t∈[0,T ]
∣∣∣ ∫ ∞
0
x−2W (p)x (t)dx−W (p)∞ (t)
∣∣∣ > γ)
≤ lim sup
p→∞
P
(
sup
t∈[0,T ]
∫ 1−ǫ
0
x−2W (p)x (t)dx > γ/3
)
+ lim sup
p→∞
P
(
sup
t∈[0,T ]
∫ 1
1−ǫ
x−2W (p)x (t)dx > γ/3
)
+ lim sup
p→∞
P
(
sup
t∈[0,T ]
∣∣∣ ∫ ∞
1
x−2W (p)x (t)dx−W (p)∞ (t)
∣∣∣ > γ/3) ≤ ϑ.
As γ, ϑ > 0 are arbitrary, the theorem is proved. 
Appendix A. Verifying Assumptions (2.12)–(2.16) for some initial conditions
A.1. Checking Assumptions (2.12)–(2.16) for the system at fixed t > 0 starting from
zero initial condition. Here we sketch how to verify that if the system starts with zero jobs
then at any time t > 0, Assumptions (2.12)–(2.16) are satisfied with (W r(0, ·),W r(0,∞)) re-
placed by (W r(t, ·),W r(t,∞)) for each r ∈ R and {v˘rl }1≤l≤qr replaced with {vi(r2t) : 1 ≤ i ≤
Er(r2t), vi(r
2t) > 0} ∪ {v˘rl (r2t), 1 ≤ l ≤ qr, v˘rl (r2t) > 0}. Theorem 1, along with tightness ar-
guments similar to those in the proof of Theorem 14 and estimates in (5.12) and (5.109), can
be used to show that for any fixed t > 0, (2.12) holds with (W r(0, ·),W r(0,∞)) replaced by
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(W r(t, ·),W r(t,∞)) and (w∗(·), w∗(∞)) replaced by (W·(t),W∞(t)), where W is defined in Theo-
rem 1. The uniform integrability assumption (2.13) can be shown to hold for W r(t,∞) (starting
from zero initial condition) by first noting that W r(t,∞) = Γ[Xr∞](t), where Γ is the Skorohod
map defined in (3.1) and Xr∞(·) is defined in (5.7) (taking Xr∞(0) = 0). By (2.2), the finiteness of
Var(v) and Doob’s L2-inequality, we can obtain for any t > 0 that E
(
sup0≤s≤tX
r
∞(s)
)2
<∞. From
this observation and the Lipschitz property of the Skorohod map stated in (4.1), we can deduce
{W r(t,∞) : r ∈ R} is L2-bounded and thus (2.13) holds. Assumption (2.14) follows along the same
lines as the proof of Lemmas 16, 18 and 19 (see Remark 6). Assumption (2.15) follows by recalling
that (w∗(·), w∗(∞)) = (W·(t),W∞(t)) and using the explicit form of W defined in Theorem 1 and
the Lipschitz property (4.1) of the Skorohod map. Finally, (2.16) follows from Proposition 10 and
Lemma 16.
A.2. Checking Assumptions (2.12)–(2.16) for initial conditions (I) given in Subsection
2.5. We first show that (2.12) holds. For 0 ≤ x ≤ ∞, define Wˆ r(x) := crqrr E
(
v˘r1
cr 1[v˘r1≤xcr]
)
. For
any A ∈ (0,∞),
sup
x∈[0,A]
∣∣∣∣E( v˘r1cr 1[v˘r1≤xcr]
)
− E (v˘∗1[v˘∗≤x])∣∣∣∣ ≤ sup
x∈[0,A]
∣∣∣∣∫ x
0
P (zcr < v˘r1 ≤ xcr) dz −
∫ x
0
P (z < v˘∗ ≤ x) dz
∣∣∣∣
≤ sup
x∈[0,A]
(
x |P (v˘r1 ≤ xcr)− P (v˘∗ ≤ x)|+
∫ x
0
|P (v˘r1 ≤ zcr)− P (v˘∗ ≤ z)| dz
)
≤ 2A sup
x∈[0,A]
|P (v˘r1 ≤ xcr)− P (v˘∗ ≤ x)| → 0 as r→∞ (A.1)
by Polya’s Theorem [10, Exercise 3.2.9, Page 107], as v˘∗ has a continuous distribution. As the map
x 7→ E (v˘∗1[v˘∗≤x]) is continuous by (iii), it follows from (A.1) and (iii) that for any ǫ > 0, there
exists A ∈ (0,∞), δ > 0 and r0 ∈ R such that for all r ≥ r0,
sup
0≤x≤y≤A, y−x≤δ
E
(
v˘r1
cr
1[xcr<v˘r1≤ycr ]
)
< ǫ and E
(
v˘r1
cr
1[v˘r1>Acr]
)
< ǫ. (A.2)
Further, note that conditions (ii) and (iii) imply that
sup
0≤x≤∞
E
(
W r(0, x) − Wˆ r(x)
)2 → 0 as r →∞. (A.3)
Fix any ǫ > 0. Note that by (ii), supr∈R E
(
crqr
r
)
< ∞. By (A.2) and (A.3), one can obtain a
partition 0 = x0 < x1 < · · · < xk < xk+1 = ∞ of [0,∞] and r1 ∈ R such that the following hold
for all r ≥ r1:
E
∣∣∣W r(0, xj)− Wˆ r(xj)∣∣∣ < ǫ
2(k + 2)
for all 0 ≤ j ≤ k + 1 (A.4)
and
E
(
v˘r1
cr
1[xjcr<v˘r1≤xj+1cr]
)
<
ǫ
2 supr∈R E
( crqr
r
) for all 0 ≤ j ≤ k. (A.5)
By the monotonicity of the maps x 7→W r(0, x) and x 7→ Wˆ r(x), one obtains the bound
sup
x∈[0,∞]
∣∣∣W r(0, x) − Wˆ r(x)∣∣∣ ≤ sup
0≤j≤k+1
∣∣∣W r(0, xj)− Wˆ r(xj)∣∣∣+ sup
0≤j≤k
∣∣∣Wˆ r(xj+1)− Wˆ r(xj)∣∣∣
≤
k+1∑
j=0
∣∣∣W r(0, xj)− Wˆ r(xj)∣∣∣+ sup
0≤j≤k
∣∣∣Wˆ r(xj+1)− Wˆ r(xj)∣∣∣ .
Hence, using (A.4) and (A.5) and (i), we obtain for r ≥ r1
E
(
sup
x∈[0,∞]
∣∣∣W r(0, x) − Wˆ r(x)∣∣∣)
SRPT QUEUES 50
≤
k+1∑
j=0
E
∣∣∣W r(0, xj)− Wˆ r(xj)∣∣∣+ E(crqr
r
)
sup
0≤j≤k
E
(
v˘r1
cr
1[xjcr<v˘r1≤xj+1cr]
)
< ǫ.
As ǫ > 0 is arbitrary, we conclude
lim
r→∞
E
(
sup
x∈[0,∞]
∣∣∣W r(0, x) − Wˆ r(x)∣∣∣) = 0. (A.6)
Note that for any ǫ > 0, by the second assertion of (A.2) and that fact that E (v˘r1/c
r)→ E (v˘∗) <∞
as r →∞, which follows from (iii), we can obtain A > 0, r2 ∈ R such that for all r ≥ r2
sup
x∈[A,∞]
∣∣∣∣E( v˘r1cr 1[v˘r1≤xcr]
)
− E (v˘∗1[v˘∗≤x])∣∣∣∣
≤ |E (v˘r1/cr)− E (v˘∗)|+ sup
x∈[A,∞]
∣∣∣∣E( v˘r1cr 1[v˘r1>xcr]
)
− E (v˘∗1[v˘∗>x])∣∣∣∣ < ǫ.
Combining this with (A.1), we obtain
lim
r→∞
sup
x∈[0,∞]
∣∣∣∣E( v˘r1cr 1[v˘r1≤xcr]
)
− E (v˘∗1[v˘∗≤x])∣∣∣∣ = 0. (A.7)
Defining W˜ r(x) := c
rqr
r E
(
v˘∗1[v˘∗≤x]
)
for x ∈ [0,∞], we conclude from (A.6), (A.7) and the fact
supr∈R E (c
rqr/r) <∞ that
lim
r→∞
E
(
sup
x∈[0,∞]
∣∣∣W r(0, x) − W˜ r(x)∣∣∣) = 0. (A.8)
Finally as crqr/r
L1−→ q∗ as r → ∞ by (ii), (A.8) implies that Assumption (2.12) holds with the
given choice of w∗(·). In fact we have shown that
lim
r→∞
E
(
sup
x∈[0,∞]
|W r(0, x)− w∗(x)|
)
= 0. (A.9)
Assumption (2.13) follows from the observation that W r(0,∞) L1−→ w∗(∞) which holds by (A.9).
Assumption (2.14) is a direct consequence of (i), (ii) and (iv). Assumption (2.15) follows from (i),
(ii) and the observation that E (v˘∗) <∞ which follows from (iii) and Fatou’s Lemma. Assumption
(2.16) follows from (ii) and (iii).
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