Cox proportional hazard model is one of the most common methods used in time to event analysis. The idea of the model is to define a hazard level as a dependent variable which is explained by the time-related component (so-called baseline hazard) and the covariates-related component. The model is based on several restrictive assumptions one of which is the assumption of proportional hazard. However, if this assumption is violated, this does not necessarily prevent an analyst from using Cox model. The current paper presents two ways of model modification in the case of non-proportional hazards: introducing interactions of selected covariates with function of time and stratification model. Calculations performed give the evidence that both methods result in better model fit as compared with the original model. Additionally, they allow interpreting the parameters estimates more precisely, taking into account the effect of the covariate at the hazard level that is changing over time. The choice of the appropriate method of tied events handling however is not straightforward and should be adjusted to the particular analysis purpose.
Introduction
Cox proportional hazard model is one of the most common methods used in the analysis of time to event data. The idea of the model is to define a hazard level as a dependent variable which is explained by the time-related component (so-called baseline hazard) and the covariates-related component. The model is defined as follows:
where: (t, x) -hazard function that depends on timepoint t and vector of covariates x, λ 0 (t) -baseline hazard function that depends on time only, exp(βx) -covariates-related component.
Cox model is based on several restrictive assumptions. One of them is the assumption of proportional hazard that the name of the model refers to and which results directly from the model formula as follows:
where: HR -hazard ratio, x 1 -vector of covariates of subject I, x 2 -vector of covariates of subject II.
The assumption states that the hazard ratio for two subjects who are characterized by different sets of covariates depends only on the values of these covariates and does not depend on time. In other words: the hazard ratio is constant over time which means that the effect of a given covariate on a hazard level is the same at all timepoints. There are various opinions on the importance of this assumption with regard to parameters interpretation. Some authors state that its violation is nothing extremely problematic as in such cases the parameter for a covariate for which the assumption is not satisfied can be understood as "average effect" over timepoints that are observed in a dataset [Allison 1995] . The others, however, underline the importance of this assumption [Hosmer, Lemeshow 1999] and suggest potential modification of the model if the hazard ratio turns out not to be constant over time for some covariates. While in some situations measuring "average effect" of a covariate for which the proportional hazard assumption is not satisfied might be enough, it is possible to recall cases where this approach is not sufficient. Hosmer and Lemeshow [1999] discuss this issue and give an example of randomized clinical trials in which a study site is relatively often used as a covariate in Cox model. Such an approach results in assuming that baseline hazards are proportional across study sites which might not necessarily be justified. In such cases it would be worth taking this fact into account and estimate the model adjusting for potentially time-varying effect of a study site rather than stating that parameter estimate for a site expresses its "average effect" at the hazard level.
There are several methods that enable verification of the proportional hazard assumption. Firstly, one can consider a graphical method which is based on the plot of "log-negative-log" of the Kaplan-Meier estimator of the survival function presented separately for each group defined on the basis of the values of a covariate for which the assumption is verified [Hosmer, Lemeshow 1999] . If the assumption is satisfied, the plot should present several curves with the distance between them that does not change over time. One possible disadvantage of this method might be the fact that visual assessment of how far these lines are from parallel position might be a problem, especially for small samples.
The other graphical method employs Schoenfeld residuals which are expected to have average equal to 0, which might be assessed on the basis of the plot (it is expected that residuals will show no trend over time). The third method adds to the model interaction of the covariate of interest with time -if such a variable turns out to be statistically significant, it indicates that the proportional hazard assumption might be violated. The last method is not only a way to verify the assumption, but also a potential solution to the problem of its violation which will be discussed more thoroughly in the next section.
As soon as it is stated that the proportional hazard assumption is not satisfied for a covariate, one should decide which approach is to chose. As mentioned before, one can think of the parameter estimate as of the average strength of the covariate impact on the hazard rate. If this is the case, nothing more should be done in terms of Cox model construction. If the influence, however, varies over time and this changing impact is also of interest, then one of the available methods of Cox model modification for non-proportional hazards might be applied. There are two methods that are considered the most often: adding a covariate to the model which is defined as an interaction of a particular covariate with a function of a time variable and the stratification model. The next two sections present these methods in more detail, including practical example application on the dataset containing data for 60 subjects from an open-label clinical trial: age at screening (in years), site (coded as SITE = 1 that corresponds to site B or SITE = 2 that corresponds to site A) and time from the beginning of study to death/censoring (in days) as well as censoring information (coded as CENSOR = 1 for subjects who experience the event, here: death, and CENSOR = 0 otherwise). Cox model is used in order to analyze time to death among subjects enrolled in the study with regard to the age of patients and the study site. For presenting purposes a simple Cox model is used including age and site as explanatory variables. The calculations are performed in SAS® Base 9.3. Graphs are plotted in Microsoft Excel on the basis of the results obtained in SAS®; however, it is also possible to get graphs directly from SAS®. All relevant SAS® codes are included in Appendix.
Interaction with time
The first method uses interactions with time for covariates for which the assumption is not satisfied. This method is in fact both the way to identify such covariates in the model and solution of the problem at the same time [Allison 1995] . After adding an interaction of some function of a time variable with a covariate included in the initial model, the statistical significance is verified. If a newly added variable turns out to be significant, it indicates that the proportional hazard assumption is not satisfied for a given covariate, which means that its effect is changing over time. Including the interaction in the model enables interpretation of the parameters taking into account the fact that the covariate's influence at the hazard level is not constant. As far as the function type is concerned, some authors suggest using a logarithm rather than any other function [Quantin et al., 1996] , the others, however, underline that there is no theoretical reason to choose a logarithm as this approach is seen rather as a technical solution which allows avoiding numerical problems [Allison 1995] . PHREG procedure is robust to described problems [Allison 1995] ; thus, a simple linear function is chosen.
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The sample dataset is used to estimate Cox proportional model, where the event is defined as death of a patient, time is measured in days from the beginning of the open-label study, age and site are included as covariates. The exact method according to Kalbfleisch and Prentice [1980] is used in the model estimation in order to account for presence of tied events in the dataset. SAS® Code 1 included in Appendix estimates the model, using TIME as a time variable, CENSOR as a censoring indicator (0 means lack of event), AGE and SITE as covariates. The convergence criterion is satisfied, both covariates are significant at the significance level of 0.1. The proportional hazard assumption is verified for both variables, using interactions with time and Schoenfeld residuals plots. For a categorical variable SITE, an additionally plot of "log-negative-log" is presented.
Proportional hazard assumption verification for SITE:
(a) Plot of "log-negative-log" of survival function:
The estimates of the survival function are obtained by means of LIFETEST procedure with STRATA statement, as stated in SAS Code 2 in Appendix. In order to obtain Schoenfeld residuals plots, it is necessary to estimate Cox model using PROC PHREG and save Schoenfeld residuals in a separate dataset, adding OUTPUT OUT statement. The GPLOT procedure might be used to generate the plot of residuals as a function of time (see SAS Code 3 in Appendix). 
(c) Interaction of SITE with TIME variable:
Adding interaction with time to Cox model is quite simple in PHREG procedure. The additional variable needs to be named in the MODEL statement and then defined using programming statements available in the procedure (see SAS Code 4 in Appendix). 
Proportional hazard assumption verification for AGE:
(a) Plot of Schoenfeld residuals: (b) Interaction of AGE with TIME variable: On the basis of the presented results, it can be stated that the proportional hazard assumption seems to be satisfied for AGE -the interaction of AGE and TIME is not statistically significant at any acceptable level, Schoenfeld residuals on the plot do not show any trend, smoothed line has approximate zero slope. For SITE, however, the conclusion seems to be quite opposite -the interaction with time is statistically significant at the significance level 0.1. The plot of Schoenfeld residuals does not give a straightforward answer; however, it might suggest that hazards are not proportional across study sites, which can be stated also on the basis of "log-negative-log" as distance between the lines is not constant for all values of TIME. This might lead to the conclusion that the proportional hazard assumption is violated for SITE variable and the effect of this variable might be changing over time. Thus, it would be worth considering the model including interaction of SITE and TIME. Comparing Model 1 (initial one) and Model 2 (with TIME by SITE interaction included), it can be seen that information criteria have lower values in Model 2. The likelihood ratio test in this case is in fact a test for the significance of TIME by SITE interaction, as it is the only covariate added, and leads to the rejection of the null hypothesis which assumes that an added variable is not significant. It seems then that adding a new variable to the model resolves the problem with the violated assumption and improves fit statistics. Thus, considering two models presented earlier, Model 2 should be chosen rather than Model 1. Let us focus on the parameters interpretation for SITE variable in both models. As far as Model 1 is concerned, interpretation is quite straightforward. Parameter estimate equals to −0.7429 results in the hazard ratio for the binary variable at the level of 0.48, which means that the subjects from site A are approximately 52% less likely to die than the subjects from site B. Due to the fact that the proportional hazard assumption is violated for SITE, this interpretation might only refer to "average" effect of SITE, as suggested by Allison. Now, let us take into account the fact that the effect of this covariate is changing over time. In order to calculate the hazard ratio between site A and site B on the basis of Model 2 estimation, the following equation is derived:
where: β 1 -parameter estimate for age, β 2 -parameter estimate for site, β 3 -parameter estimate for interaction of site and time.
As it can be seen, the hazard ratio depends on time; thus, the interpretation of the site effect at the hazard level should incorporate the value of time variable as well. The plot in Figure 4 presents how the hazard ratio between two subjects of the same age, but from different sites changes over time. On the basis of the plot, it can be stated that the hazard ratio is very low up to the 80th day, which means that for relatively low survival time the subjects from site B are much more likely to die than the subjects from site A; however, the hazard ratio constantly increases so this difference is becoming smaller and smaller. On the 130th day the subjects from site A are approximately 50% less likely to die than the subjects from site B. The hazard ratio reaches the value of 1 on the 148th day, which means that the chances of dying are equal for the subjects treated in both sites. After that time the hazard ratio rapidly increases and exceeds 3 after the 176th day, which means that eventually the subjects from site A are even three times more likely to die than the subjects treated in site B. It should be mentioned that the first event in the whole sample was recorded on the 92nd day; thus, drawing conclusions for the period 0-92 days might not be reliable and the interpretation should be focused rather on the values of TIME greater than or equal to 92. In general, it might be stated that the subjects from site B seem to experience the event relatively early, but if they survive long enough, they are not likely to die in a later phase. The subjects from site A are more likely to live longer, but after some time point they seem to experience the event approximately as often as the subjects from site B. To be more specific, 14 subjects from site B are dying between the 92nd and the 160th day, 17 subjects who die in site A have survival times between the 125th and the 188th day in the study. As compared with the results from Model 1, where it is stated that the subjects from site A are "on average" approximately 52% less likely to experience the event, it is worth mentioning that after accounting for the fact that the effect of SITE is not constant over time, this difference turns out to be much higher at some time points and -what is more important -the hazard ratio is lower than 1 in the early phase (meaning that the subjects from site B are a more risky group), but exceeds 1 after the 148th day, which indicates that the subjects from site A become more likely to die.
Stratified model
The second method that allows handling non-proportional hazards is stratification. The main idea is to split the whole sample into subgroups on the basis of categorical variable which is called a stratification variable and subsequently re-estimate the model letting the baseline hazard function differ between these subgroups. It makes sense to choose a categorical covariate as a stratification variable if it interacts with time (i.e. the proportional hazard assumption is not satisfied for this covariate) and is not of primary interest as the stratification of the model automatically excludes a stratification variable from an explanatory variable set. It should be noted that stratification might be also performed on the basis of a continuous covariate; however, in this case creating a grouped version of an original variable is required. As far as the stratification variable is concerned, it is assumed that this is a covariate that has an impact on the outcome but the estimation of its effects is not crucial. A stratification variable needs to allow splitting a sample into subgroups which are internally homogenous and differ from each other in terms of the baseline hazard function. The effects of a stratification variable, which cannot be directly estimated in a stratified model, are incorporated within the group-specific baseline hazard function. In the literature, it is suggested that stratification variable should be fixed by design or identified on the basis of the previous research [Hosmer, Lemeshow 1999] .
As far as coefficients estimates are concerned in the basic form of the stratified model, it is assumed that they are constant across strata groups. However, it is possible to include the interaction of a stratification variable and another covariate in order to take into account different slopes [Hosmer, Lemeshow 1999] . In general, the stratified model for stratum s is defined as follows:
where s = 1, 2, ..., S and S is the total number of subgroups created on the basis of a stratification variable. The partial likelihood function formula is similar to the function proposed by Cox having an additional subscript indicating the stratum number. By multiplying the partial likelihood function for each stratum, the full partial likelihood function is obtained (for details refer to Hosmer, Lemeshow [1999] ). After the stratified model is estimated, it is possible to obtain the estimation of baseline survival and baseline cumulative hazard functions for each stratum. Additionally, one can estimate covariates-adjusted survival and cumulative hazard functions. There is available option BASELINE in PHREG procedure which allows obtaining these estimates for each stratum. Calculations are performed for each set of covariates that are specified by the user. If no input dataset containing specified sets of covariates is defined, then SAS calculates the survival and the cumulative hazard function for each value of a stratification variable, taking the average of continuous variables within each stratum. Let us consider SITE for which it is known that the proportional hazard assumption is violated as a stratification variable. It will be not possible to obtain parameter estimates for SITE; however, using BASELINE statement enables estimating survival and cumulative hazard function for each site separately, adjusting for age. Cox model is re-estimated in the modified formula, using STRATA statement in PHREG procedure (see SAS Code 5 in Appendix). The results of the model estimation are presented in Table 4 . The convergence criterion is satisfied, AGE -which is the only covariate in the stratified modelis significant at any acceptable level. As one can notice, the hazard ratio for AGE does not differ to a large extent as compared with Model 1 and is equal to 1.23, which means that every year the risk of dying increases by 23% as compared with the previous year. However, it should be taken into account that the hazard ratio calculated by SAS concerns the comparison of the subjects with one year age difference. While comparing the subjects with larger age difference, e.g. 20 years, hazard ratios are equal to 66 for the stratified model and to 63 for the initial model, which makes the difference between the initial model and the stratified model more visible. Additionally, the plots of the cumulative hazard and the survival function are presented in Figure 5 and 6 (see SAS Code 6 in Appendix).
As expected on the basis of the previous results, the subjects from site A tend to have relatively longer survival times as compared with the subjects from site B. The cumulative hazard function for almost all time points is higher for site B, which means that the expected number of events till the given time point is usually higher for subjects treated in this site. On the basis of the aforementioned models, it can be stated that accounting for the non-proportional hazards (if exist) provides a more detailed interpretation.
Not only is it possible to state which group is more likely to experience the event, but it is also possible to analyze the hazard ratio that is changing over time and corresponds to the varying effect of a given covariate. At the same time, it is hard to define a general rule saying which of the two methods should be chosen. On the one hand, the stratification model is easier to implement and requires less computational resources [Allison 1995] . On the other hand, if an analysis is performed with the use of a relatively small dataset or with the use of a powerful computer, resources are not that important and interaction with time might be introduced to the model. The latter approach enables obtaining parameter estimate for the covariate for which the proportional hazard assumption is violated, as well as analyze how the hazard ratio changes over time, which is impossible if the stratification model is chosen. While trying to compare two models accounting for non-proportional hazards presented earlier, i.e. Model 2 including interaction of SITE by TIME and Model 4 based on stratification, information criteria and partial likelihood function values might be compared. Statistics corresponding to each model are presented in Table 5 . Additionally, fit statistics for initial model including SITE and AGE as covariates are included. It can be noticed that the initial model (Model 1 including SITE and AGE as covariates) which neglects the fact that the proportional hazard assumption is violated for SITE variable has the highest values of all three fit statistics. While comparing Model 2 and Model 4, it can be stated that all criteria have lower values for the stratification model, which stands for this approach. The likelihood ratio test, however, cannot be performed in this case as considered models are not nested. Additionally -in order to perform an overall assessment of both models -a linear predictor is calculated and ten binary variables are created on the basis of its percentiles. Nine out of ten binary variables are introduced to the models and their statistical significance is verified. The piece of SAS code presented as SAS Code 7 in Appendix is used to perform these procedures. In Table 6 only these newly added binary variables are included for which the parameter estimate was possible to obtain.
In the stratification model none of newly added variables is statistically significant at any acceptable level. When it comes to model with TIME by SITE interaction, two variables for which parameters estimates were obtained are significant which suggests poor fit of the model. Thus, the comparison of the information criteria as well as the linear predictor method would suggest using the stratification model rather than introducing interaction with time to the model. It should be noticed, however, that these tests should not be treated as an oracle as they give a kind of suggestions rather than unequivocal determinant of a decision which model should be chosen.
Conclusions
Although the proportional hazard assumption is one of the most important features in Cox model, its violation should not definitely prevent from using this statistical tool. The current paper presents two methods that were developed in order to take into account the effect of a covariate that varies through time. The performed calculations give the evidence that stratification or including interaction with time results in a better model fit in the case of covariates for which the proportional hazard assumption is not satisfied. Additionally, more detailed results and interpretation are obtained with the use of the presented method. It would be hard, however, to define a general rule for non-proportional hazards handling. An analyst can consider one of three possibilities, i.e. keeping all covariates in the model and neglecting the fact of the violation from the non-proportional hazard assumption, introducing the interaction of TIME by SITE and the estimation of the stratification model. Each of these approaches has its pros and cons. What is more, it is hard to compare these models, especially the stratification model, with non-stratified models as they differ in their construction. Thus, as soon as non-proportional hazards are identified in the model, this fact should be definitely taken into consideration, but the choice of the method needs to be adjusted for particular example data. 
