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In this work, we investigate interactions that simultaneously order a system locally, while keeping it globally
disordered. The study is done in the context of the emergence of diversity in opinion propagation models with
interactions rooted in conformity, but some suggestions on how this could be extended to other topics (like
ecology and neuroscience) are also made. We do this by introducing a generic modification that can be added
to different opinion propagation models (and other agent based models) and that seems to introduce a global
tendency towards diversity without leading the system to a frozen state, even in the absence of thermal noises,
contrarian agents or cyclic interactions. This modification consists of effectively introducing a relaxation period
right after an agent changes its state, during which it cannot change its state again. We tested this modification
for the voter model in a square lattice and verified that in the thermodynamic limit, the only attractor is the
completely disordered state, where all opinions coexist in the same proportion. For fixed lattice sizes, finite size
effects cause a transition with the lenght of the relaxation period between coexistence and consensus. We made
simulations for 2, 3, 4, 5 and 6 opinions in a square lattice and mean field calculations for an arbitrary number
of opinions.
PACS numbers: 89.65.-s, 02.50.Ey, 02.60.Cb, 05.45.Tb
INTRODUCTION
Opinion diversity is an ubiquitous trait of human societies,
with the results of democratic voting being the largest scale
evidence of them (we can cite the results from the 2016 US
elections and the ensuing demonstrations as a recent example,
showing how fragmented opinions can be in a society). In
order to reproduce this diversity behaviour, opinion propaga-
tion models that revolve around two opinion states (in favour
or against an issue) require the introduction of either interac-
tions that behave like a thermal noise (like contrarian agents
[1] and spontaneous opinion changes [2]) with an intensity
large enough to be the dominant interaction, or the introduc-
tion of a mechanism that freezes the state of the system (like
bounded confidence [3–8] or the CODA mechanism [9]). On
the other hand experiments from psychology suggest that inte-
ractions that lead to conformity should be the dominant ones,
at least in a local level, as this is the most common outcome
of discussion in small groups of people [10–12].
From a mathematical point of view, the key problem is how
to reconcile global disorder with short range interactions that
tend to order the system locally, while avoiding reaching a
frozen state. This problem is not exclusive to social mod-
elling and also occurs in ecology (while modelling biodiver-
sity [13]), neuroscience (the neurons in the brain operate in a
state in between strong synchronization and lack of synchro-
nization, with deviations from this pattern being responsible
for epilepsy and other disorders [14, 15]), while also being
of potential interest for physical systems (preventing a system
from reaching synchronization). To tackle this question we
avoided modifications that behave like thermal noises, cyclic
interactions between opinions (even though they have natural
interpretations in biodiversity models [13, 16] they are rather
artificial for opinion propagation [17]), as well as any restric-
tions on how opinions interact that create absorbing states
other than consensus states.
In order to do so we used two agent states to represent each
opinion X , that we called susceptible and non-susceptible
agents respectively. Susceptible agents with opinion X (de-
noted by XS) can change their opinions through interaction
with other agents, while non-susceptible agents with opinion
X (denoted XN ) retain their opinion while interacting with
other agents.
When an agent changes opinion it adopts the opinion
state of the convincing agent, but as a non-susceptible agent
(XSY → YNY ). It then can change to a susceptible agent
once more, with a given rate, which is equivalent to having
a mean relaxation time, or delay, where the agent cannot be
convinced again (XN → XS).
This modification can be added to any model that follows
the basic structure of one agent convincing another (or copy-
ing another agent’s state). We decided to study the voter
model [18] because its evolution is diffusion-like, preserving
magnetisation. This means that the model has no tendency
towards neither ordering nor disordering the network. When
interpreted as an opinion propagation model this translates to
no tendency towards neither a consensus state nor a coexis-
tence state. As such, the voter model allows us to isolate the
effect of our modification from other details that more compli-
cated models may have (which is especially true in the mean
field calculations). This also means that consensus is reached
by a random-walk behaviour, so a modification that prevents
the voter model of reaching a consensus state would need to
control in some sense how large the resulting random fluctua-
tions are. Adding delays seems to limit the sizes of domains
having the same opinion, which can be seen in simulations as
the correlation lenght reaching a maximum value.
2MODEL DEFINITION
As it is usual in the voter model [18], the society being
modelled is represented by a network, where each site repre-
sents an agent and the edges represent the possible interac-
tions between them (which is commonly interpreted as which
agents know each other). The rules of the voter model after
adding delays become:
• At each time step, choose an agent (site) i at random.
• With probability p, we turn i into a susceptible agent
and move to the next time step.
• With probability 1 − p, we choose a neighbour j of i
at random and j attempts to convince i. j is succesful
if the agent i is susceptible, in which case i becomes a
non-susceptible agent with the same opinion as j.
The probability p is a parameter of the model, however it is
more convenient in the simulations and calculations to control
the parameter λ = p/(1−p) instead.
We’d like to call attention to the fact that even thoughwe are
examining a problem with M opinions, the agents can be in
2M different states (susceptible and non-susceptible for each
one of theM opinions).
MEAN FIELD RESULTS AND SCALING LAWS FOR THE
SQUARE LATTICE
One can easily write a system of mean field equations from
the rules of the voter model with delays andM opinions


η˙σ = −λησ +
∑
σ′ 6=σ
(ησ + νσ)νσ′
ν˙σ = λησ − νσ
∑
σ′ 6=σ
(ησ′ + νσ′).
(1)
Where ησ denotes the proportion of agents that have opinion
σ and are non-susceptibles, while νσ denotes the proportion
of agents that have opinion σ and are susceptible.
The fixed points for this system of equations can be easily
found. If we define ∆ as the set of surviving opinions (σ ∈
∆ ⇔ ησ + νσ 6= 0) and Ω as the set of remaining opinions,
we have one fixed point for each choice of∆:


ν ∗σ =
λ
|∆|λ+ |∆| − 1 , if σ ∈ ∆
η ∗σ =
|∆| − 1
|∆|(|∆|λ + |∆| − 1) , if σ ∈ ∆
ν ∗σ = η
∗
σ = 0 , if σ ∈ Ω.
(2)
A linear stability analysis (done in detail in the Supplemen-
tary Material [19]) reveals that the only attractive fixed point
is the one with Ω = ∅. This means that the mean-field sys-
tem evolves towards a situation where all starting opinions are
equally represented, independently of the value of λ and of the
initial conditions.
We now rewrite equation 1 in order to consider a square
lattice geometry (with lattice size scaled to 1):


η˙σ = −λησ +
(
ησ + νσ +
L2
4
∇2(ησ + νσ)
) ∑
σ′ 6=σ
νσ′
ν˙σ = λησ + νσ

L2
4
∇2(ησ + νσ)−
∑
σ′ 6=σ
(ησ′ + νσ′ )


(3)
and use the mean field attractor we just found to cast the equa-
tions in a normal form (following [20]). If
η∗σ =
M − 1
M(λM +M − 1) and ν
∗
σ =
λ
λM +M − 1 (4)
then defining a perturbationNσ for η
∗
σ and Θσ for η
∗
σ + ν
∗
σ:
ησ = η
∗
σ +Nσ and ησ + νσ = η
∗
σ + ν
∗
σ +Θσ (5)
while taking λ ≫ 1 and Nσ,Θσ ≪ 1, leads to (details in
[19])


N˙σ = −λNσ + L
2
4
∇2Θσ
Θ˙σ = λNσ +
L2(M − 1)
4M
∇2Θσ
(6)
Now these equations allow us to tell how spatial patterns
will scale with L and λ. Firstly, note that as long as λ/L2 re-
mains the same, changing the parameters is equivalent to re-
defining the time scales, so any steady state properties should
be functions of λ/L2. Secondly, as we scaled the lattice to have
size 1, the sizes of spatial patterns should scale as Lφ (λ/L2)
in the steady state. Moreover, if there are no long range cor-
relations (periodic patterns, for example) we can also argue
that these spatial patterns should only depend on λ as L grows
larger, since they are being generated locally. This allows us
to determine φ and means that the scale should be
√
λ. In par-
ticular, the correlation lenght ξ should grow with
√
λ. This
second scaling should be taken with a grain of salt as our de-
duction assumes λ ≫ 1 and spatial patterns cannot be larger
than the lattice itself, so it must be valid only in the regime
1≪ λ≪ L2.
Finally, we can estimate the time taken to reach the steady
state. Let σ(t) be the standard deviation of ηi(t)+ νi(t) taken
over many simulations with the same initial conditions and
after t timesteps. We argue that before the steady state is
reached we can approximate our model by a model without
delays. Since the usual voter model is equivalent to an un-
biased random walk, this leads to σ(t) ≃ √t/L2. If a steady
3state is reached we must have σ(t) growing until it reaches
some σs = γ
(
λ
L2
)
. To determine γ, we increase the lattice
side by a factor n, effectively creating an n× n grid of L×L
lattices. In the steady state, if L≫ ξ, each sublattice behaves
independently, meaning that σs(nL) = σs(L)/n ⇒ σs ≃
√
λ
L
.
Solving for σ(ts) = σs, yields ts ≃ λL2 for the amount of
timesteps ts until the steady state is typically reached (which
corresponds to an amount of Monte Carlo timesteps depen-
dent on λ only).
SIMULATION RESULTS
FIG. 1. Graph of the ensemble average of the order parameter (see
eq 7) ψ by λ
L2
forM ranging from 2 to 6 and L ranging from 32 to
512 and using a fixed amount of monte carlo time steps. We see an
approximate collapse of the curves, specially in the region with low
λ
L2
where the system remains unordered.
FIG. 2. Graph of log
2
(ξ) by log
2
(λ) for M ranging from 2 to 6
and L = 256, together with guiding lines for ξ ∝
√
λ. We can
see 3 regimes, for medium λ we have our prediction ξ ≃
√
λ. For
low λ the approximation made in our calculations breaks down and
ξ deviates from
√
λ. For large λ, the correlation lenght saturates due
to the finite size of our lattice.
We made simulations of this model in square lattices with
sizes ranging from 32 × 32 to 512 × 512, for M = 2, . . . , 6
FIG. 3. Graph of log
(
Lσ√
λ
)
by log
(
t
λL2
)
for M = 2, L ranging
from 32 to 512 and simulations with λ ≤ 256 (which puts all simu-
lations in the coexistence region of parameter space). Showing that
fluctuations reach a maximum value once the steady state is reached.
opinions and the λ parameter ranging from 2−10 to 211. Our
objective was to use our analytical predictions from the pre-
vious section to show the transition between consensus and
opinion coexistence. Firstly, we can define the following or-
der parameter for our model:
ψ =
Mmax
σ
{ησ + νσ} − 1
M − 1 (7)
Our predictions imply that if we make the graph of the ensem-
ble average of ψ in the stationary state by λ
L2
, then the curves
will colapse. This can be found in figure 1, where we see that
when λ
L2
is small the system is unordered. In the same figure
we see the predicted colapse, implying a scaling λc = αcL
2
for the value of λ where the transition to consensus happens.
Secondly, we predicted that in the regime 1 ≪ λ ≪ L2
the correlation lenght should scale as ξ ≃ √λ. We looked
at the state of the simulation after a steady state was reached
andmapped the states in the lattice to 1 if they corresponded to
the dominant opinion and 0 otherwise, and used these mapped
states in order to obtain the correlation lenght, ξ. In figure 2
we have a log-log graph of ξ by λ, showing 3 regimes. For
medium λ we have ξ ≃
√
λ as predicted. For low λ the ap-
proximation made in our calculations breaks down and ξ de-
viates from
√
λ. For large λ, the correlation lenght saturates
due to the finite size of our lattice.
Finaly, we predicted that the fluctuations grow as σ(t) ≃
√
t/L2 until σs ≃
√
λ
L
after a time ts ≃ λL2, so making a graph
of Lσ/
√
λ by t/λL2 should collapse the curves. This can be seen
for M = 2 in figure 3 (the graphs for the other values of M
are similar and can be found in the supplementary material
[19]). This shows that the fluctuations become bounded with
the addition of delays.
All these results show that given any number of opinions
M and any value of the parameter λ, in a sufficiently large
4network we have opinion diversity and hence the consensus
simulations found are all due to finite size effects.
CONCLUSION
We have found a mechanism for opinion diversity that is
fundamentally different from the known ones, such as ran-
dom opinion changes [2], contrarian agents [1], bounded con-
fidence [3–8] or cyclic interactions [13, 16, 17]. This mecha-
nism is based on the observation that after someone changes
their opinion, there might be a period of time right after the
change where they are more resistant to a new opinion change.
This mechanism also avoids some interpretation problems
that exist for the usual ones:
• Unlike with random opinion changes and contrarian
agents, it still seems reasonable to consider situa-
tions where this mechanism is strong (corresponding to
longer delays before someone can change their opinion
again) and even in this regime, small groups still reach
consensus, as expected from psychology experiments.
• The observed diversity is structuraly stable, that is
adding a small perturbation of the rules doesn’t change
the qualitative behaviour (this is a consequence of all
the fixed points found in our mean field analysis being
hyperbolic). This is not the case with bounded confi-
dence, where some opinions are forbidden to interact
with each other, but reintroducing a small probability
of interaction between them destroys diversity.
• Finally, the delays are much easier to justify from a so-
cial point of view, compared to cyclic interactions.
The qualitative behaviour that we saw on the square lattice
and in the mean field (corresponding to a complete network)
was the same, hinting that the topology of the network may
not be very important in this situation. We recall that the voter
model has no tendency towards neither a consensus state nor
a coexistence state, so that our simulations are showing the
isolated effects of this modification. As such, we believe that
investigating how it behaves in a model that normally exhibits
consensus should be interesting.
As we already stated, this problem of local order competing
with global disorder appears in biodiversity and neuroscience
as well. We believe that some of our conclusions here are
relevant in these contexts too:
• For ecologymodels, if we assume that the members of a
species are of 3 types: young, adult and old, with spon-
taneous changes Y → A → O and adult members be-
ing immune to predation, then we arrive at a picture
very similar to what we studied. This may allow for
models similar to the RPS model [13] that do away with
cyclic interactions but still display biodiversity, which
would allow for the simulation of more complex food
webs and reduce the dependance of the diversity with
the spatial patterns created in the lattice.
• For neuroscience, our results may be an indication that
the relaxation time that neurons exhibit in between fir-
ings [21, 22] may play a role in preventing the brain
from entering an epileptic state (where synchronization
between neurons is stronger than normal [14, 15]).
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