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bandwidth of  the  sensing  system.  Inadequate  sampling  frequency will  sacrifice  signal  fidelity,  thus 
leading to an inaccurate estimation especially for spatial gait parameters. In this work, we developed an 
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Gait analysis provides  important  insight  into  the health and state of  these  systems.  In 
particular, faulty sensory feedback, damaged nervous systems, or impaired muscle con‐







Clinical  gait  analysis  primarily  relies  on  two methods,  stationary,  instrumented 
analysis and subjective qualitative observations by the physiotherapist. Each method is 




essary  specialized  technical knowledge,  and high  cost  for  lab‐based  settings  [10].  It  is 
limited by spatial constraints, and  the experimental equipment can be  intimidating  for 
test‐subjects  and  thus  lead  to  compromised  observations  [10].  The  second method  is 
based  on  physiotherapist  observation,  and  is,  therefore,  limited  in  recognizing  subtle 
walking pattern  features  and prone  to  subjective  interpretation  [3,11–14]. Under  both 
conditions, patients walk in an idealized environment being conscious of the presence of 
an  observer. This  leads  to  behavior where patients  either  involuntarily  or  voluntarily 
focus on correcting their action [15,16]. Thus, a typical assessment session does not nec‐
essarily represent patients’ normal walking  in daily  life. For an  ideal analysis, walking 
performance should not be affected by the individuals who are monitoring. Furthermore, 
certain  gait  problems  (e.g.,  freezing  [17]  and  spasticity  [5])  happen  during  automatic 
control of gait and are typically reduced when the patient switches to goal‐oriented con‐
trol of gait. These instances can be difficult to detect in a clinical setting. 
To  address  issues  with  current  methods,  researchers  have  analyzed  many 
cost‐effective  and  portable, wearable  gait  analysis  systems  [11,18,19].  These wearable 
sensor technologies are essential to the realization of personalized continuous gait mon‐
itoring  in  an  unconstrained  environment with minimal  intervention.  Typically,  these 
sensors need to be specially mounted on the body as an additional component (e.g., at‐














be  severely affected. This  is because when  integrating  the walking data with  compro‐
mised  signal  fidelity,  errors will  also  be  integrated  continuously,  thus  leading  to gait 
parameter uncertainties and a lack of precision for gait analysis. 
Characterizing human gait  in  a quantitative  and  intuitive manner has  significant 
benefits in clinical diagnostics and rehabilitation along with improving our basic under‐
standing of complex gait mechanisms. In spite of the rapid development of sophisticated 
walking data  collection  systems,  the  evaluation and communication of gait  conditions 




ing  the  progress  of  a  patient’s  knee  recovery  during  rehabilitation  after  surgery  [28]. 
Verbal descriptions of  rehabilitation progress  throughout  the gait cycle  tend  to be  im‐
precise. A comprehensive understanding and an objective data analysis for quantitative 
gait analysis is urgently needed. 






tial  sensor‐based  gait monitoring  and  analysis  platform  to  perform  reliable measure‐
ments and capture all relevant gait behaviors, investigating and optimizing system data 
acquisition  bandwidth  for  gait  analysis,  (2)  extend  the well‐established  zero‐velocity 
update  technique with  a  gradient descent‐based  complementary Madgwick  filter  and 
heuristic techniques to identify and quantify spatiotemporal gait parameters, and (3) in‐


















rechargeable Li‐Po battery of 550 mAh capacity and  the  receiver coil with  its wireless 
charging  circuit,  a  32‐bit microcontroller  (ARM  Cortex‐M4),  a  Bluetooth  low  energy 
network processor (BlueNRG‐MS, STMicroelectronics, Geneva, Switzerland), a micro‐SD 
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card  socket,  and  on‐board  sensors  (LSM6DSM  and  LSM303AGR,  STMicroelectronics, 




















and displayed  to  the  clinician  immediately within  30  s  (processed with Ubuntu). An 
example  of  generated  performance  report  is  shown  in  Supplementary Materials,  and 




ertial  sensors.  Inadequate  sampling  frequency  can  lead  to  critical  aliasing  problems, 
causing the digital representation of the analogue signal to be erroneous. Erroneous dig‐
ital representation may not alter the estimation accuracy of the temporal parameters, but 
it can have a significant  impact on  the estimated spatial parameters, e.g., stride  length 
and stride velocity due to the accumulation of the error caused by aliasing effect during 
the  integration process. Therefore, optimizing  the  sampling  frequency of  the  sensor  is 
critical  for  improving  their  performance  and  also  increasing  the  accuracy  of  the  gait 
analysis results. This method serves the aim of investigating and optimizing the system 
data acquisition bandwidth  for gait analysis,  referring  to  the aim  (1) mentioned  in  the 
introduction. 
An antialiasing  filter reduces undesired‐frequency components above  the Nyquist 
frequency  prior  to  digital  sampling.  The  antialiasing  filter  characteristics  of  the  IMU 




above  the  IMU  sampling  frequency, were  generated using  a  computer  (using Matlab 
R2017a, Mathworks). Those audio waves were played through the speaker and recorded 












Moreover,  even  if  the  antialiasing  filtering  is  present  in  IMU  sensors,  valuable 
high‐frequency information above the cut‐off frequency of antialiasing filter, such as fast 





sampling  frequency and  to  investigate  the validity of  the choice of 100 Hz as  the sam‐
pling frequency, which is a common choice for gait analysis [21,30–32]. The first sensor is 












𝑎 𝑘∆𝑡 ,𝑎 𝑘∆𝑡 ,𝑎 𝑘∆𝑡 ,  where  ∆𝑡 ,  𝑓   is  the  sampling  frequency,  𝑘 ∈ Ν , 
and  𝑖 ∈ 1, 2, 3   represents for three different sensors. Since no clock was shared between 
those three acquisition systems, a synchronization process was implemented as follows. 
The magnitude of acceleration was first calculated for each set as 
𝑎 𝑘∆𝑡 ∑ 𝑎 𝑘∆𝑡∈ , , .  (1)
Then  an  antialiasing  filter was  applied  to  𝑎 𝑘∆𝑡   and  down‐sampled  𝑎 𝑘∆𝑡   to 
min𝑓   such  that  all  signals have  the  same  time  interval  ∆𝑡. Time  series  𝑎 𝑘∆𝑡   and 
𝑎 𝑘∆𝑡  were  shifted  along  the  time  axis  such  that  their  cross‐correlation  with 
𝑎 𝑘∆𝑡  was maximized. According  to  the obtained  time  lag based on  the maximum 
correlation  time  point,  the  raw  time  series  data  𝑎 𝑘∆𝑡 ,𝑎 𝑘∆𝑡 ,𝑎 𝑘∆𝑡  were 
shifted  along  their  time  axes  for  synchronization. Using  the  synchronized  data,  each 
walking stride was detected and separated for spectral analysis with the help of the gy‐
roscope from Nushu inertial sensor. 










In  this  section,  the method of quantifying  spatiotemporal gait parameters, which 
serves  the aim  (2)  referred  in  the  introduction, was  introduced. To assess  the gait per‐
formance, each gait cycle was divided  into multiple gait phases such  that quantitative 
gait features, including temporal and spatial gait parameters, can be evaluated. The gait 
cycle was  typically divided  into  two main phases by gait events, stance and swing, as 
shown  in Figure 1B. Those  two phases can  further be subdivided  into eight  functional 
phases, five during stance and three during swing. The first two phases,  initial contact 
and  loading  response,  occur during  the weight  acceptance with  double  feet  support. 
Mid‐stance and  terminal  stance go on during  the  single  foot  support,  followed by  the 
preswing  phase where  the  forward  limb motion  starts. Afterwards,  the  swing  phase 
commences with the initial swing, in which the hip and knee start to bend in tandem with 
ankle dorsiflexion. The mid‐swing immediately follows when the swinging leg is aligned 









Gait Parameter  Units  Definition  Reference 
Stride Velocity  m/s  Mean in‐plane velocity of each gait cycle  [3] 
Stride Time  s  Time taken for a full gait cycle  [3] 
Stride Length  m  In‐plane distance travelled during a gait cycle  [3] 
Minimum Foot Clearance  m  Minimum ground clearance of the foot during swing  [1,3] 
Strike Angle  deg  Angle of impact w.r.t foot’s mediolateral axis  [1] 
Stance Time  s  Time duration from heel strike to toe off  [2,3] 
Swing Time  s  Time duration from toe off to heel strike  [2,3] 
Stance Phase  %  Ratio of stance time w.r.t gait cycle duration  [2,3] 
Swing Phase  %  Ratio of swing time w.r.t gait cycle duration  [2,3,6] 
Cadence  strides/min  Number of strides per minute  [2,3] 
Maximum Angular Velocity  rad/s  Maximum angular velocity w.r.t the mediolateral axis  [7] 
Symmetry  %  Relative difference between left and right feet performance  [7,8,18] 














rived by Madgwick  [34]. This gradient descent based  complementary  filter  employs a 
quaternion representation and uses  the gravitational acceleration and  the Earth’s mag‐
netic field picked up by the accelerometer and magnetometer to estimate the orientation 
error  that  arises  from  naively  integrating  the  raw  angular  data  from  the  gyroscope. 




If  the sensor moves arbitrarily  in space,  the gravitational acceleration will become 
mixed with other  linear accelerations. Heuristic  techniques are required  for  the correct 




to  linear accelerations of zero on  the  foot. Assuming  that during mid‐stance, the accel‐
erometer measures only the gravitational acceleration, these stationary periods are used 
as flags for the AHRS algorithm. 
Here,  we  introduced  an  approach  to  detecting  dynamic  phases  and  stationary 
phases by the following method. We defined a new motion signal to be 
MS 𝑘 ∏ 𝑎 𝑘 𝜔 𝑘∈ , , ,  (2) 
where  𝑎 𝑘   and  𝜔 𝑘   represent  the  normalized  acceleration  (𝑎 𝑘 )  and 
angular velocity (𝜔 𝑘 ) with the mean  𝑎 , 𝜔 , and the standard deviation  𝜎 , 
𝜎 . The motion signal  is  further  filtered by a moving‐average  filter  𝑓 MS,𝑁 , where 
𝑁 5  is the moving window size. Then by comparing the filtered motion signal (MS k ) 
and an empirically determined  threshold  (𝑇 10 ), dynamic phases and stationary 
phases are differentiated by 
F 𝑘
1, if MS 𝑘 𝑇
0, else
,  (3) 
where  F 𝑘   is the binarized flag. The dynamic and stationary phase differentiation result 
is shown  in Figure 3. The blue regions depict stationary phases, and the white regions 
represent the dynamic phases. 
















































𝜔 𝑘 𝑠𝑡𝑑 𝜔 , 𝜔 𝑘 𝜔 𝑘 1   and 𝜔 𝑘 𝜔 𝑘 1 .  (4)
The HS corresponds  to  the  following rising zero‐crossing within  the updated dynamic 
region. The time instance of HS can be found as the time index  𝑘  , which satisfies the 
conditions as follows: 
𝜔 𝑘 1 ∙ 𝜔 𝑘 0  and 𝜔 𝑘 𝜔 𝑘 1 .  (5)




time instant of FF can be found as the time index  𝑘  satisfying the following conditions: 
𝜔 𝑘 ths ,𝜔 𝑘 𝜔 𝑘 1   and 𝜔 𝑘 𝜔 𝑘 1 ,  (6)
where  ths   is the empirical dynamic threshold defined as  avg 𝜔 0.1 ∙ std 𝜔 . This 
instant resides within a plateau region of the gyroscope signal and generally represents 
the angular velocity, which is closest to 0 dps. 























𝑣 𝑘 𝑣 𝑘 1 𝑎 𝑘 ∙ ∆𝑡,  (7)
𝑣 𝑘 𝑣 𝑘 𝑣 0 𝑣 𝑒𝑛𝑑 ,  (8)
𝑠 𝑘 𝑠 𝑘 1 𝑣 𝑘 ∙ ∆𝑡, (9)
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𝑠 𝑘 𝑠 𝑘 𝑠 0 𝑠 𝑒𝑛𝑑 , (10) 
where  j ∈ x, y, z ,  𝑣   and  𝑠   are  the velocity and displacement of  the nth valid  stride 
motion  region,  𝑣   and  𝑠   are  the dedrifted  velocity  and displacement  of  nth  valid 
stride,  𝑣 0   and  𝑠 0   is the initial velocity (equal to zero) of nth valid stride,  𝑣 𝑒𝑛𝑑  
and  𝑠 𝑒𝑛𝑑   are the velocity and the displacement at the end of the nth valid stride and 
𝑇   is the number of the samples  in the nth valid stride. Gait speed  is calculated as the 
mean in‐plane velocity across a full gait stride: 
𝑣 ∑ 𝑣 𝑘 𝑣 𝑘 ,  (11) 
where  𝑣   is the stride speed of the nth valid stride. Stride length is expressed as: 
𝑠 ∑ 𝑠 𝑘 𝑠 𝑘  ,  (12) 
Cadence is expressed as a function of stride length and stride speed: 
cadence 60 ∙ ∙ 2,  (13) 
The symmetry ratio (SR) of a particular parameter is calculated as 
SR  ,  (14) 





















(ASIS), posterior  iliac  spine  (PSIS), distal  lateral  thigh,  lateral  femur epicondyle, distal 
lateral shank, lateral malleoli, above the toe (second metatarsal phalangeal joint) and be‐
hind the calcaneus (the same height as the toe marker). This is a standard lower limb gait 
marker  set. A  highly  accurate  optical  3D  gait  analysis  (3DGA)  system  (Vicon Oxford 
Metrics, Ltd., Oxford, UK) with fourteen infrared cameras, which served as the reference 
system, was used to track the instantaneous position of markers located on subject’s body 





Subjects  Age  Height (cm)  Weight (kg) 
Subject 1  26  165  50 
Subject 2  35  165  75 
Subject 3  65  162  58 











mate  the  foot velocity and  the displacement. The marker above  the  second metatarsal 
bone was used  to detect  the  toe off. The velocity was estimated by differentiating  the 
calcaneus marker locations as 
v p ,  (16) 
Sensors 2021, 21, 2869  13  of  22 
 
 
where  p   is the position of 3DGA markers. The stride length was calculated as 
L k p k -p k-1 , k ∈ Ν .  (17) 
To access if significant statistical differences in spatiotemporal gait parameters exist 
between  the Nushu and 3DGA systems,  independent  t‐tests were  investigated  to com‐
pare the two acquisition systems. The critical  𝑝  value was set to  𝛼 0.05. 
2.5. A New Gait Metric 




intuitively  [37].  This  is  in  contrast  to  advanced  gait  analysis  algorithms,  which  can 
achieve  relatively  high  performance,  but  are  computationally  expensive  and  cannot 
avoid errors in estimating the quantitative gait metrics. 




inant  information  in  the  low  frequencies. Among all motion signals obtained  from  the 
triaxial accelerometer, the triaxial gyroscope and the triaxial magnetometer, the trajecto‐
ries  of  three most  prominent  signals  𝑎 𝑡 , 𝑎 𝑡 ,𝜔 𝑡   from  each  person’s  left  and 
right  foot  are  simultaneously  reconstructed  into  2‐D planar projections,  𝑎 𝑡 ,𝜔 𝑡 , 
𝑎 𝑡 ,𝑎 𝑡 ,  𝑎 𝑡 ,𝜔 𝑡 . 
To quantitatively differentiate different people’s gait  type by  those secondary sig‐
nals  𝑎 𝑡 ,𝑎 𝑡 ,  𝜔 𝑡 ,𝜔 𝑡 ,  principal  component  analysis  (PCA)  is  employed  to 
represent and distinguish characteristics of the gait features. PCA is a powerful analysis 
tool for identifying data patterns and representing data sets to highlight their differences 
and  similarities with minimum  information  loss.  In order  to  implement PCA analysis, 
𝑎 𝑡 ,𝑎 𝑡 ,  𝜔 𝑡 ,𝜔 𝑡   signals of each step cycle were  resampled  to  251 4  data 
points. Then, the median step cycle was selected among the time series to represent each 
person’s gait and  then normalized  for a detailed analysis. This normalization refers  to 
mean centering, subtracting  the average values from each cycle data of median step to 
make  its  empirical mean  zero.  The  resultant mean  centering  data  were  denoted  by 
𝑎 𝑘 ,𝑎 𝑘 ,  𝜔 𝑘 ,𝜔 𝑘 , where  𝑘 ∈ 1, 2, … 251 ,  and  then were  formulated  into a 
matrix form as 
𝐴
𝑎 1 𝑎 1
⋮ ⋮
𝑎 251 𝑎 251
,   𝑊
𝜔 1 𝜔 1
⋮ ⋮







and 100 Hz  (yellow: Axivity)  is presented. The amplitude  indicates  the strength of  the 
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pling  rate of 100 Hz was not adequate  to  capture all  the  relevant  information  for gait 
analysis. To  find  the optimal sampling  frequency  for gait analysis,  the normalized de‐
tected  stride data  from  the  highest  resolution piezoelectric  sensor  data was  first  pro‐
cessed with a  series of  low pass  filters  (LPFs). Those LPFs have  stopband  frequencies 
ranging from 50 to 2500 Hz. The RMSE (%) between raw data and filtered data of the X, 
Y, and Z axis as a function of LPF cut‐off frequency  is shown  in Figure 10. As the LPF 
























MAE  (%), RMSE, and MAE  standard deviation  (SD), averaged by  each  session  for all 
subjects, and p values are reported  in Table 3. Percentage MAEs  for stride  time, stride 
length, stride velocity, cadence, swing time, stance time, swing phase, and stance phase 







Gait Parameter  Units  MAE  MAE (%)  RMSE  SD  p Value 
Stride Time  s  0.012  1.19  0.017  0.011  0.732 
Stride Length  m  0.024  1.68  0.030  0.018  0.765 
Stride Velocity  m/s  0.029  2.08  0.037  0.025  0.878 
Cadence  strides/min  1.390  1.23  1.942  1.389  0.714 
Swing Time  s  0.012  3.02  0.015  0.008  0.807   
Stance Time  s  0.017  2.59  0.021  0.013  0.684 
Swing Phase  %  1.239  3.2  1.502  0.875  0.713   
Stance Phase  %  1.303  2.12  1.513  0.792  0.569 
SR of Stride Time  ‐  0.022  ‐  0.028  0.018  0.607 
SR of Stride Length  ‐  0.021  ‐  0.028  0.019  0.464 
SR of Stride Velocity  ‐  0.029  ‐  0.042  0.032  0.509 
SR of Swing Time  ‐  0.047  ‐  0.058  0.037  <0.05 
SR of Stance Time  ‐  0.043  ‐  0.047  0.021  <0.05 
Variability of Stride Time  s  0.011  ‐  0.014  0.009  0.684 
Variability of Stride Length  m  0.002  ‐  0.023  0.012  0.066 
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Variability if Stride Velocity  m/s  0.002  ‐  0.029  0.017  0.180 
Variability of Swing Time  s  0.012  ‐  0.018  0.014  <0.05 




planar projections of walking cycle  trajectories  from  three healthy persons’  left  (Figure 
12A,C,E) and right foot (Figure 12B,D,F), and one stroke patient’s (recording performed 
in a different experiment)  left  (Figure 12G) and right  (Figure 12H)  foot. The stroke pa‐
tient’s walking data on a treadmill are collected by Nushu in this section only for metric 
comparison. The corresponding walking movements are shown  in Supplementary Ma‐

















Figure 12. Hodographs of prominent walking signals  𝑎 𝑡 ,𝜔 𝑡 ,  𝑎 𝑡 ,𝑎 𝑡 ,  𝑎 𝑡 ,𝜔 𝑡 ,  gait cycle  trajectories 
for three healthy persons (left/right: A/B, C/D, E/F), and a stroke patient (less impaired/more impaired: G/H). Green star 
markers: HSs, blue circle markers: TOs, green solid lines: stance phases, blue solid lines: swing phases. 
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In  Figure  13,  a  planar  2‐D  projection  of  𝑎 𝑡 ,𝑎 𝑡   and  𝜔 𝑡 ,𝜔 𝑡   are  pre‐




not significantly sway from side to side. Therefore,  𝑎 𝑡  was limited to a small range. 
The 2‐D projection hodograph of  𝑎 𝑡 ,𝑎 𝑡   should be in an elongated ellipsoid. For 
the projection of  𝜔 𝑡 ,𝜔 𝑡 , the ankle joint’s rotation around raw and yaw axes was 
limited, and the signal should be dispersed around the original point of the coordinate. 




row denotes  the  first principal  component vector, which  indicates  the direction of  the 
largest variation in the data. The length of the vector is the corresponding singular value 
of  𝐴  or 𝑊 matrix, which  indicates  the  degree  of  variation  along  the  direction  of  the 
vector. The  95%  confidence  ellipses  based  on PCA  summarize  the  clouds  of  the data 
points and describe the signal variability containing the underlying mean. 
 























viation  from  normal, with  the  principal  component  vector manifesting  in  a  different 
orientation than in healthy subjects. 
These  results  suggest  that  the  principal  components  can  be  a  useful metric  for 
quantifying personal gait  characteristics  and  allows deficit detection of  abnormal gait 
when compared to healthy subjects. It proves a valuable metric for tracking gait progress 








induction.  This  cost‐effective,  portable,  and  user‐friendly  in‐shoe  system  enables  re‐
al‐time gait monitoring even during outdoor settings. 
We  examined  the  aliasing  effect  of  an  inertial  sensor  and  identified  the  optimal 
sampling frequency for walking data acquisition. It is important to identify the frequency 
distribution of the useful signal information, especially for fast varying signals such as an 




















hold  for  all  strides  and  subjects,  thus  leading  to  a  reduced  accuracy of TO detection. 
Compared to other wearable inertial sensors for healthy subjects’ gait assessment in re‐
cent  studies,  the  developed Nushu  system  demonstrated  high  accuracy  in  estimated 
spatiotemporal gait metrics as shown in Table 4. The estimation error of the stride length 



























0.90  2.98  2.72  3.07 
Tunca el al. 
[30]. 







Foot  ‐  2.5  2.5  ‐ 





11 healthy  102.4 Hz  2 IMUs  Foot  1.1  3.6  3.7  ‐ 
Gonzalez et al. 
[41]. 
6 healthy  100 Hz  1 IMUs  L3 vertebra  2  ‐  ‐  ‐ 
McCamley et 
al. [42]. 
18 healthy  100 Hz  1 IMUs  Spine  2  ‐  ‐  ‐ 
Nushu  4 healthy  250 Hz  2 IMUs  Foot  1.19  1.68  2.08  1.23 




and monitoring of patient groups  (such as Parkinson’s,  stroke, and multiple  sclerosis) 
and for the monitoring of specific population groups such as the elderly. Another limita‐
tion  is  that due  to  the spatial constraints of  the  reference system, no  free‐living move‐
ments were evaluated in the current study. For different walking conditions and walking 
speed,  the  system performance might be  affected. The  further validation  for different 
walking conditions and walking speed should be conducted, and  the validation of  the 
kinematic and kinetic gait parameters should also be considered  in  the  future studies. 
Besides, incorporating the system with a pressure sensor in future to measure the  load 









iance  in  the walking data.  It  reflected  the gait kinematics  throughout every single gait 
cycle, which was different from traditional discrete metrics commonly used in the liter‐
ature,  such as walking  speed and  stride variability. Moreover,  the hodographs  clearly 
displayed important differences in walking characteristics between healthy subjects and 
stroke patients at  the  first glance without  further processing  the gait cycle data, which 
requires significant effort and introduces inevitable error when applying traditional gait 
metrics  for abnormal gait  recognition. Differences  in gait patterns can be easily  recog‐
nizable from graphical hodographs, even with a limited number of gait cycles, e.g., only 





greater  variabilities,  older  adults display  a  greater  variability  than  young  adults  [44], 




further  be  developed  for  hodographs  in  order  to  perform  automatic  pathologic  gait 
recognition and  classification  [45]. The  combination of visual and quantitative metrics 





sampling  configurations  for  gait monitoring  and  analysis. We demonstrated  that  our 
proposed  algorithm had  a promising performance  for  spatiotemporal gait parameters 
estimation. Thus,  the developed system has a great potential  for clinical and daily  life 
applications. A new gait metric based on graphical eigenanalysis was proposed, and  it 
shows a high potential for gait diagnostic and gait rehabilitation assessment. 
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