
























Let (AS , S) be an Artin-Tits and X a subset of S ; denote by AX
the subgroup of AS generated by X. When AS is of spherical type,
we prove that the normalizer and the commensurator of AX in AS
are equal and are the product of AX by the quasi-centralizer of AX




X , we describe
the quasi-centralizer of A+X in A
+
S thanks to results in Coxeter groups.
These two results generalize earlier results of Paris ([11]). Finaly, we
compare, in the spherical case, the normalizer of a parabolic subgroup
in the Artin-Tits group and in the Coxeter group.
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Introduction
Soit S un ensemble fini et M = (ms,t)s,t∈S une matrice syme´trique avec
ms,s = 1 pour s ∈ S et ms,t ∈ N ∪ {∞} − {0, 1} pour s 6= t dans S. Le
syste`me d’Artin-Tits associe´ a` M est la paire (AS, S) ou` AS est le groupe
de´fini par la pre´sentation de groupe suivante :
AS = 〈S| sts · · ·︸ ︷︷ ︸
ms,t termes
= tst · · ·︸ ︷︷ ︸
ms,t termes
; ∀s, t ∈ S, s 6= t et ms,t 6=∞〉.
Le groupe AS est appele´ un groupe d’Artin-Tits et les relations sts · · ·︸ ︷︷ ︸
ms,t termes
=
tst · · ·︸ ︷︷ ︸
ms,t termes
sont appele´es les “relations de tresses”.
Par exemple, si S = {s1, · · · , sn} avec msi,sj = 3 pour |i−j| = 1 et msi,sj = 2
sinon, alors le groupe d’Artin-Tits associe´ est le groupe des tresses a` n + 1
brins.
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Si l’on ajoute les relations s2 = 1 a` la pre´sentation de AS on obtient le groupe
de Coxeter WS associe´ a` AS
WS = 〈S|∀s ∈ S, s
2 = 1 ; ∀s, t ∈ S, s 6= t et ms,t 6=∞, sts · · ·︸ ︷︷ ︸
ms,t termes
= tst · · ·︸ ︷︷ ︸
ms,t termes
〉.
On dit que AS, ou que S, est de type sphe´rique si WS est fini.
Un sous-groupe AX de AS engendre´ par une partieX de S est appele´ un sous-
groupe parabolique standard; un sous-groupe conjugue´ a` un tel sous-groupe
est appele´ un sous-groupe parabolique. Van Der Lek a montre´ dans [14]
que (AX , X) est canoniquement isomorphe au syste`me d’Artin-Tits associe´
a` la matrice (ms,t)s,t∈X . Pour une telle partie X de S, on appelle centralisa-
teur, quasi-centralisateur, normalisateur et commensurateur de AX dans AS
les sous-groupes de AS respectifs ZAS(AX) = {g ∈ AS|∀s ∈ X, gs = sg},
QZAS(AX) = {g ∈ AS|gX = Xg}, NAS(AX) = {g ∈ AS|gX ⊂ AXg},
ComAS(AX) = {g ∈ AS|gAXg
−1 ∩ AX est d’indice fini dans AX et dans
gAXg
−1 }.
Les principaux re´sultats relatifs aux normalisateurs sont les suivants :
The´ore`me 0.1 Soit (AS, S) un syste`me d’Artin-Tits de type sphe´rique et




X) = ComAS(AX) = NAS(AX) = AX ·QZAS(AX).
Ce the´ore`me a e´te´ de´montre´ par Paris ( [11] the´ore`me 5.1) avec l’hypothe`se
supple´mentaire queX est inde´composable (cf. la de´finition suivant le the´ore`me
0.3).
The´ore`me 0.2 Soit (AS, S) un syste`me d’Artin-Tits de type sphe´rique, soit
G = gAXg
−1 un sous-groupe parabolique de AS et Y ⊂ S. Si G ⊂ AY alors
G est un sous-groupe parabolique de AY :
gAXg
−1 ⊂ AY ⇒ ∃R ⊂ Y, ∃y ∈ AY tels que gAXg
−1 = yARy
−1.
The´ore`me 0.3 Soit (AS, S) un syste`me d’Artin-Tits de type sphe´rique et X
une partie de S, alors
NAS(AX)/(ZAS(AX) · AX) ≃ NWS(WX)/(ZWS(WX) ·WX).
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Soit (AS, S) un syste`me d’Artin-Tits (quelconque). On dit que AS (ou simple-
ment S) est de´composable s’il existe une partition non triviale de S = S1∪S2
telle que AS est canoniquement isomorphe au produit direct AS1×AS2 ; c’est
a` dire que ∀s ∈ S1, ∀t ∈ S2, ms,t = 2. Si S n’est pas de´composable, on dit
qu’il est inde´composable. Les composantes inde´composables de S sont les
sous-ensembles inde´composables maximaux de S.
Soit A+S le mono¨ıde engendre´ par S dans AS. Alors (cf. [2], [12]) A
+
S posse`de
la pre´sentation de mono¨ıde suivante:
A+S = 〈S| sts · · ·︸ ︷︷ ︸
ms,t termes
= tst · · ·︸ ︷︷ ︸
ms,t termes
; ∀s, t ∈ S, s 6= t et ms,t 6=∞〉
+.
Si T,X, Y ⊂ S, on appelle conjugateur dans AT de X en Y et conjugateur
positif dans A+T de X en Y les ensembles respectifs Conj(T ;X, Y ) = {g ∈
AT |gX = Y g} et Conj
+(T ;X, Y ) = {g ∈ A+T |gX = Y g}. En particulier,
Conj(S;X,X) = QZAS(AX).
De´finition 0.4 Soit X ⊂ S et t ∈ S tels que la composante inde´composable
X(t) de X ∪ {t} contenant t est de type sphe´rique. Si t 6∈ X, on pose
dX,t = ∆X(t)∆
−1
X(t)−{t} ; sinon, on pose dX,t = ∆X(t). Dans les deux cas, il
existe une unique partie Y de X∪{t} telle que Y dX,t = dX,tX. On dira alors
que dX,t est un Y -ruban-X e´le´mentaire positif.
Si X, Y ⊂ S, on dira que g ∈ A+S est un Y -ruban-X positif si g = gn · · · g1
ou` gi est un Xi-ruban-Xi−1 positif e´le´mentaire, X0 = X et Xn = Y .
On la re´sultat suivant:
The´ore`me 0.5 Soit (AS, S) un syste`me d’Artin-Tits et X, Y ⊂ S, alors
g ∈ Conj+(S;X, Y ) ⇐⇒ g = gn · · · g1 ou` gi est un Xi-ruban-Xi−1
positif e´le´mentaire, X0 = X et Xn = Y.
C’est a` dire que les e´le´ment de Conj+(S;X, Y ) sont exactement les Y -ruban-
X positifs. Ce re´sultat a e´te´ prouve´ par Paris dans [11] pour les groupes
d’Artin-Tits de type sphe´rique.
Dans la premie`re partie nous rappelons les re´sultats relatifs aux groupes
d’Artin-Tits dont nous aurons besoin, dans la seconde partie, nous prouvons
les the´ore`mes 0.1 et 0.2 graˆce a` la proposition clef 2.1. Dans la troisie`me
partie, on e´tablit le the´ore`me 0.5 apre`s un de´tour par les groupes de Coxeter.
Enfin nous terminons en prouvant le the´ore`me 0.3 dans la dernie`re partie.
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1 Ge´ne´ralite´s
Soit (AS, S) un syste`me d’Artin-Tits et A
+
S le mono¨ıde engendre´ par S dans
AS. Alors (cf. [2], [12]) A
+
S posse`de la pre´sentation de mono¨ıde suivante:
A+S = 〈S| sts · · ·︸ ︷︷ ︸
ms,t termes
= tst · · ·︸ ︷︷ ︸
ms,t termes
; ∀s, t ∈ S, s 6= t et ms,t 6=∞〉
+.
Puisque les relations de la pre´sentation de A+S sont homoge`nes, on peut munir
A+S d’un unique morphisme de mono¨ıdes, appele´ longueur et note´ ℓ : A
+
S → N,
ve´rifiant ℓ(s) = 1 pour s ∈ S.
On de´signera par ≺ et ≻ respectivement la division a` droite et la division a`
gauche dans A+S . On note a ∧≺ b et a ∨≺ b (resp. a ∧≻ b et a ∨≻ b) les pgcd
et ppcm pour ≺ (resp. ≻) de a et b dans A+S lorsque ceux-ci existent.
Lemme 1.1 ([2], [10] proposition 2.4 et 2.6) Soit (AS, S) un syste`me d’Artin-
Tits.
(i) A+S est simplifiable.
(ii) toute partie finie de A+S posse`de un pgcd pour ≺(et pour ≻).
(iii) une partie finie de A+S posse`de un ppcm pour ≺ (resp. pour ≻) si et
seulement si elle posse`de un multiple commun pour ≺ (resp. pour ≻).
Si X, Y ⊂ S, on dira que g ∈ A+S est X-re´duit (resp. re´duit-Y ) s’il n’est
divisible pour ≺ (resp. ≻) par aucun e´le´ment de X (resp. Y ). Enfin, on dira
que g est X-re´duit-Y s’il est a` la fois X-re´duit et re´duit-Y .
Lorsque S est de type sphe´rique, le mono¨ıde A+S est un mono¨ıde de Garside
([5]). En particulier, l’ensemble S posse`de alors un ppcm que l’on note ∆S ;
on a e´galement:
Lemme 1.2 Soit AS un groupe d’Artin-Tits de type sphe´rique.
(i) ([6] paragraphe 4) tout e´le´ment g de AS s’e´crit g = g1∆
n
S avec g1 ∈ A
+
S ,
et n dans Z.
(ii) ([3] the´ore`me 2.6 et [4] lemme 4.4) Si g ∈ AS alors il existe a et b
dans A+S uniques tels que g = ab
−1 et a ∧≻ b = 1. De plus si c ∈ A
+
S est tel
que gc ∈ A+S alors b ≺ c.
(iii) La conjugaison par ∆S est un automorphisme de AS d’ordre 1 ou 2 qui
stabilise S, en particulier il induit un automorphisme de A+S .
Nous appellerons la de´composition g = ab−1 l’e´criture normale a` droite de g,
on peut de meˆme de´finir l’e´criture normale a` gauche.
On notera que si S est de type sphe´rique et X ⊂ S alors X est aussi de type
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sphe´rique ; dans ce cas si g ∈ AX et g = ab
−1 est l’e´criture normale a` droite
de g dans AS alors par l’unicite´ d’une telle e´criture c’est aussi son e´criture
normale a` droite dans AX (en particulier a, b ∈ A
+
X).
Remarque 1.3 Une re´e´criture tre`s utile du (ii) du lemme 1.2 est la suiv-
ante : sous les hypothe`ses de ce lemme, si g = ab−1 = uv−1 avec a, b, u, v ∈
A+S et a ∧≻ b = 1 alors il existe α ∈ A
+
S tel que u = aα et v = bα.
Soit AS un groupe d’Artin-Tits. On note p
+ : A+S → WS la surjection
canonique. On de´finit la longueur ℓ(z) d’un e´le´ment z ∈ WS comme le
minimum des longueurs des e´le´ments de (p+)−1(z); on a donc ℓ(g) ≥ ℓ(p+(g))
pour tout g ∈ A+S .
Il est connu (cf. [10] sect. 1) que p+ donne lieu – graˆce au lemme d’e´change
dans les groupes de Coxeter – a` une section π dont l’image, note´e AS,red, est
forme´e des e´le´ments de A+S qui ont meˆme longueur que leur image dans WS
par p+. Cet ensemble est en particulier stable par division a` gauche et la
division a` droite. Les e´le´ments de AS,red seront dit “re´duits”.
Lemme 1.4 ([2] lemme 3.4) Soit (AS, S) un syste`me d’Artin-Tits, soit
x ∈ AS,red et s ∈ S; si sx 6∈ AS,red alors s ≺ x.
Lemme 1.5 (([13], [10] proposition 1.7 et 2.1)) Il existe une unique ap-
plication α : A+S → AS,red qui est l’identite´ sur AS,red, ve´rifie α(gh) =
α(gα(h)) pour g, h ∈ A+S et α(ab) = ac pour a, b ∈ AS,red avec c le plus grand
e´le´ment de l’ensemble {d ∈ AS,red|d ≺ b et ad ∈ AS,red}. De plus α(g) est le
plus grand e´le´ment de l’ensemble {c ∈ AS,red|c ≺ g} ou` ≺ de´signe la division
a` gauche.
Proposition 1.6 Soit A+S un mono¨ıde d’Artin-Tits et g ∈ A
+
S − {1} ; il
existe une unique suite finie (g1, · · · , gn) d’e´le´ments de AS,red−{1} telle que
g = g1g2 · · · gn et gi = α(gi · · · gn) pour tout i ∈ {1, · · · , n}.
On dira que cette suite est la de´composition normale d’Adyan (cf. [1]) de g
(a` gauche).
Dans la dernie`re partie nous aurons besoin de la notion de chaˆıne (a`
gauche):
De´finition 1.7 Soit A+S un mono¨ıde d’Artin-Tits. Soit s, t ∈ S distincts et
u ∈ {s, t}. Soit C ∈ A+S ;
(i) on dit que C est une s-chaˆıne-u simple, si C = 1 et s = u ou bien si
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C = tst · · ·︸ ︷︷ ︸
k termes
avec k < ms,t et Cu = tst · · ·︸ ︷︷ ︸
k+1 termes
.
(ii) On dit que C est une s-chaˆıne-t s’il existe une suite s0 = s, s1, · · · , sk = t
d’e´le´ments de S tels que C = C1 · · ·Ck ou` Ci une si−1-chaˆıne-si simple pour
i ∈ {1, · · · , k}.
Dans ce cas, on dit que s est l’origine de C et t son but.
On parle parfois simplement de s-chaˆıne ou de chaˆıne-t pour parler d’une
s-chaˆıne-t dont on ne pre´cise pas l’une des extre´mite´s.
Proposition 1.8 ([2] lemmes 3.1 et 3.2) Soit A+S un mono¨ıde d’Artin-
Tits. Soit s ∈ S et g, h ∈ A+S ; alors
(i) si g est une s-chaˆıne-t et s ≺ gh alors t ≺ h.
(ii) s ne divise pas h a` gauche si et seulement si h = gk ou` g est une s-
chaˆıne-t pour un certain t ∈ S et, ou bien k = 1 ou bien k = rk1 avec r ∈ S
et k1 ∈ G
+ tels que r ∨≺ t n’existe pas.
Par syme´trie des relations, on peut e´nonce´ un re´sultat similaire pour ≻.
2 Preuve des the´ore`mes 0.1 et 0.2
Les de´monstrations des the´ore`mes 0.1 et 0.2 reposent essentiellement sur la
proposition suivante :
Proposition 2.1 (proposition clef) Soit (AS, S) un syste`me d’Artin-Tits
de type sphe´rique et X, Y ⊂ S. Soit k ∈ Z − {0} et g ∈ AS. Les assertions
suivantes sont e´quivalentes.
(1) gAXg
−1 ⊂ AY ;
(2) g∆kXg
−1 ∈ AY ;
(3) g = yx avec y ∈ AY , x ∈ Conj(S;X,R) pour une partie R ⊂ Y .
Il est clair que l’implication (1) ⇒ (3) de cette proposition entraˆıne le
the´ore`me 0.2. Afin d’e´tablir la proposition 2.1, nous commenc¸ons par prouver
le lemme suivant.
Lemme 2.2 Soit (AS, S) un groupe d’Artin-Tits; soit X, Y ⊂ S de type
sphe´rique et g ∈ A+S re´duit-X; Alors :(
∃k ∈ N∗ tel que g∆kXg
−1 ∈ A+Y
)
⇒ g ∈ Conj+(S;X,R) pour un R ⊂ Y.
Preuve: On montre le re´sultat par re´currence sur ℓ(g). Si ℓ(g) = 0 alors
g = 1 et le re´sultat est vrai avec R = X . Supposons donc ℓ(g) ≥ 1 et que
∀X ′, Y ′ ⊂ S de type sphe´rique et ∀g′ ∈ A+S re´duit-X
′
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(ℓ(g′) < ℓ(g) et ∃j ∈ N∗ avec g′∆jX′g
′−1 ∈ A+Y ′)⇒
g′ ∈ Conj+(S;X ′, R′) pour un R′ ⊂ Y ′.
Notons z = g∆kXg
−1 ∈ A+Y . Puisque g est re´duit-X , il existe t ∈ S − X tel
que g ≻ t. L’e´galite´ zg = g∆kX montre que zg est divisible (a` droite) par tous
les e´le´ments de X ∪{t}. Donc X ∪{t} est de type sphe´rique et zg ≻ ∆X∪{t}.
Notons dX,t = ∆X∪{t}∆
−1
X . On a g∆
k−1
X ≻ dX,t et comme ∆X∪{t}∆
−1
X ≻ t, on
trouve de nouveau que g∆k−1X ≻ ∆X∪{t}. Par une re´currence imme´diate
sur k on trouve que g ≻ dX,t : on a g = g
′dX,t avec g




X et par simplifiabilite´ zg
′ = g′∆kR ou` R ⊂ S est tel que
RdX,t = dX,tX . Maintenant l’hypothe`se de re´currence applique´e a` g
′ qui est
bien re´duit-R, implique que g′ est dans Conj+(S;R,R′) avec R′ ⊂ Y . En-
fin, comme dX,t ∈ Conj
+(S;X,R) (cf. lemme 1.2(iii)), on trouve que g ∈
Conj+(S;X,R′) pour R′ ⊂ Y .
Comme nous allons le voir dans le paragraphe suivant, les e´le´ments de la
forme dX,t sont en fait “les briques e´le´mentaires ” pour construire les rubans
qui servent a` de´crire Conj+(S;X, Y ).
Preuve de la proposition 2.1: Il est clair que (3) ⇒ (1) ⇒ (2). Nous
devons donc juste prouver que (2)⇒ (3). Soit g ∈ AS tel que g∆
k
Xg
−1 ∈ AY ;
on peut sans restriction supposer que k ∈ N∗ puis que k est pair. Par le lemme
1.2(i), Il existe n ∈ N tel que g = h∆2nS avec h ∈ A
+
S (quitte a` remplacer dans
ce lemme g1 par g1∆S, on peut toujours supposer que la puissance de ∆S est
paire). Puisque ∆2S ∈ ZAS(AX) (lemme 1.2(iii)), on a h∆
k
Xh
−1 ∈ AY et si on
e´crit h = abc avec c ∈ A+X , a ∈ A
+
Y et ou` b est Y -re´duit-X (cette e´criture n’est
pas unique, mais il nous suffit d’en choisir une). Puisque k est pair, on a aussi
b∆kXb
−1 ∈ AY . Par conse´quent, l’e´criture normale de b∆
k
Xb
−1 dans AS est de
la forme uv−1 avec u, v dans A+Y et u∧≻v = 1. En appliquant le lemme 1.2(ii)
a` l’e´galite´ b∆kXb
−1 = uv−1, on trouve que b = vα avec α dans A+S . Mais b est
Y -re´duit, donc v = 1 et b∆kXb
−1 ∈ A+Y . Par le lemme 2.2, cela implique que
b ∈ Conj+(S;X,R) ⊂ Conj(S;X,R) pour R ⊂ Y . Finalement on trouve
g = yx avec y = abcb−1 ∈ AY et x = b∆
2n ∈ Conj(S;X,R) pour un
R ⊂ Y .
Preuve du the´ore`me 0.1: Il est clair que AX ·QZAS(AX) ⊂ NAS(AX) ⊂
ComAS(AX) et que AX · QZAS(AX) ⊂ ZAS(∆
ǫ
X). Il suffit donc de mon-
trer ComAS(AX) ⊂ AX · QZAS(AX) et ZAS(∆
ǫ
X) ⊂ AX · QAS(AX). Par la
proposition 2.1, on a l’inclusion
{g ∈ AS; ∃k ∈ N
∗ tel que g∆kXg
−1 ∈ X} ⊂ AX ·QZAS(AX) = QZAS(AX)·AX .
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On a alors imme´diatement que ZAS(∆
ǫ
X) ⊂ AX ·QZAS(AX). D’autre part si
g ∈ ComAS(AX), alors pour tout z ∈ AX , il existe k ∈ N
∗ tel que gzkg−1 ∈
AX . Il suffit de choisir z = ∆X pour terminer la preuve.
3 Conjugateur dans le mono¨ıde
Commenc¸ons par regarder le cas des groupes de Coxeter. Soit (WS, S) un
syste`me de Coxeter. On appelle base de racines de WS un triplet (E; (., .); Π)
ou` E est un espace vectoriel de dimension |S|, ou` (., .) est une forme biline´aire
syme´trique sur E et Π = {es; s ∈ S} est une base de E telle que (es, et) =
−cos(π/ms,t) si ms,t est fini et (es, et) ≤ −1 si ms,t =∞. WS agit fide`lement
sur E par
s.v = v − 2(v, es)es pour s ∈ S et v ∈ E.
L’ensemble Φ = {w · es|s ∈ S et w ∈ WS} est le syste`me de racines de
WS dans E et les e´le´ments de Π s’appellent les racines simples. Une racine
est dite positive (resp. ne´gative) si elle s’e´crit
∑
s∈S λses avec λs ≥ 0 (resp.
λs ≤ 0) ; L’ensemble des racines positives (resp. ne´gatives) est note´ Φ
+
(resp. Φ−). On a Φ = Φ+ ∪ Φ− et −Φ+ = Φ−. Pour chaque α ∈ Φ, il existe
une re´flexion sα de WS, c’est a` dire le conjugue´ sα = wsw
−1 d’un e´le´ment
de S, tel que sα.v = v − 2(v, α)α pour tout v ∈ E ; de plus, α = w · es.
Soit Θ ⊂ Φ et notons WΘ le sous-groupe de WS engendre´ par {sθ; θ ∈ Θ} et
ΦΘ = {w · θ; θ ∈ Θ et w ∈ WΘ}. Alors WΘ est un groupe de Coxeter dont
ΦΘ est un syste`me de racines ([7]).
Soit X une partie de S. On pose ΠX = {es; s ∈ X} et on note ωX l’e´le´ment
de plus grande longueur de WX lorsqu’il existe ; on a p
+(∆X) = ωX ou`
p+ : A+S →WS est la surjection canonique.
Rappelons que si X ⊂ S et s ∈ S, on de´signe par X(s) la composante
inde´composable de X ∪ {s} qui contient s. Lorsque s ∈ S − X est tel que
X(s) est de type sphe´rique, on pose ν(X, s) = ωX(s)−{s}ωX(s).
Proposition 3.1 ([7] proposition 5.5 ; voir aussi [8] lemme 5)
Soit (WS, S) un syste`me de Coxeter.
(i) Soit X ⊂ S et s ∈ S−X tel que ν(X, s) est de´fini. Alors il existe t ∈ X(s)
tel que ν(X, s)−1ΠX = ΠY avec Y = X ∪ {s} − {t} et t ∈ X(s). On dit que
X est l’origine de ν(X, s) et Y son but.
(ii) Soit X, Y ⊂ S et w ∈ WS tels que w
−1ΠX = ΠY . Alors il existe une suite
s0, . . . , sn d’e´le´ments de S et une suite X0 = X,X1, . . . , Xn−1, Xn = Y de
parties de S telles que w = ν(X0, s0) · · ·ν(Xn, sn) ou` pour i ∈ {0, . . . , n−1},




Proposition 3.2 ([9] proposition 3.1.9) Soit (WS, S) un syste`me de Cox-
eter et X une partie de S. Alors on a NWS(WX) = GX ⋉WX ou` GX est le
groupe {w| wΠX = ΠX}.
La proposition suivante est l’argument essentiel permettant de prouver le
the´ore`me 0.5.
Proposition 3.3 Soit AS un groupe d’Artin-Tits. Soit s, t ∈ S, soit g un
e´le´ment de A+S et g = g1 · · · gn sa de´composition normale d’Adyan. Si gs =
tg, alors il existe une suite s0 = t, s1, · · · , sn = s de S telle que pour i ∈
{1, · · · , n}, on a gisi = si−1gi.
Preuve: On fait une re´currence sur n. Si n = 1, il n’y a rien a` montrer
; supposons donc n ≥ 2 (en particulier g 6= 1). L’ensemble Conjred(g, t) =
{h ∈ AS,red|h ≺ g et ∃v ∈ S, th = hv} n’est pas vide : si u ∈ S avec
u ≺ g alors mt,u 6= ∞ car u et t ont un multiple commun et utu · · ·︸ ︷︷ ︸
mt,u−1 termes
∈
Conjred(g, t). Soit z1 ∈ Conjred(g, t) de longueur maximale ; puisque z1
est re´duit, on a par le lemme 1.5 que g1 = z1z2 avec z2 re´duit. Supposons
z2 6= 1 ; par de´finition, tz1 = z1s1 pour un certain s1 ∈ S, et par sim-
plifiabilite´ dans l’e´galite´ tg = gs, on obtient s1z2g2 · · · gn = z2g2 · · · gns.






S . De l’e´galite´
s1z2g2 · · · gn = z2g2 · · · gns on de´duit que s1 et u ont un multiple commun
; donc ms1,u est fini et par simplifiabilite´, us1u · · ·︸ ︷︷ ︸
mu,s1−1
≺ z2g2 · · · gn. Par maxi-
malite´ de la longueur de z1 dans Conjred(g, t), l’e´le´ment z1 us1u · · ·︸ ︷︷ ︸
mu,s1−1
ne peut
eˆtre re´duit puisqu’il divise g et ve´rifie tz1 us1u · · ·︸ ︷︷ ︸
mu,s1−1
= z1 us1u · · ·︸ ︷︷ ︸
mu,s1−1
v pour un





tel que z1 = z
′
1us1. De l’e´galite´ tz1 = z1s1 on obtient apre`s simplification
tz′1u = z
′
1us1 = z1 ; ce qui implique que z1 = z
′′
1 us1u · · ·︸ ︷︷ ︸
ms1,u termes
. En regroupant
toutes ces e´critures on trouve g1 = z
′′
1 us1u · · ·︸ ︷︷ ︸
ms1,u termes
uz′2, ce qui contredit le fait
que g1 est re´duit. Donc z2 = 1 et tg1 = g1s1 ; on conclut maintenant en
appliquant l’hypothe`se de re´currence a` g2 · · · gn et s1g2 · · · gn = g2 · · · gns.
Lemme 3.4 Soit (AS, S) un syste`me d’Artin-Tits de type sphe´rique. Soit
X ⊂ S inde´composable, t ∈ X et g un Y -ruban-X positif pour un certain
Y ⊂ S. Si g ≻ t alors g ≻ ∆X .
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Preuve: si g ≻ t et s ∈ S tel que ms,t 6= 2, une preuve analogue a` celle du
lemme 3.3 de [10] montre que g ≻ s. On en de´duit comme dans [10] que g ≻
∆X .
Preuve du the´ore`me 0.5: Le sens ⇐ est clair ; supposons donc g ∈
Conj+(S,X, Y ) et notons g = g1 · · · gn sa de´composition normale d’Adyan.
Par la proposition pre´ce´dente, pour tout s ∈ X , il existe une suite s0 =
s, s1, · · · , sn ∈ Y de S telle que pour i ∈ {1, · · · , n}, gisi = si−1gi. Il ex-
iste donc une suite X0 = X,X1, · · · , Xn = Y de parties de S telles que
pour i ∈ {1, · · · , n}, gi ∈ Conj
+(S;Xi−1, Xi). Il suffit donc de montrer
l’implication “⇒” lorsque g ∈ AS,red. Supposons donc g re´duit. On a alors
g = π(p+(g)) ou` π est la section de p+ de´finie dans la premie`re partie ; on a
aussi Y p+(g) = p+(g)X . Supposons pour commencer que p+(g) est re´duit-
X . Soit s ∈ Y et t ∈ X tels que p+(g)t = sp+(g). On a alors t · (g−1 · es) =
−g−1·es. Donc g
−1(es) ∈ {et,−et}. Mais puisque g est re´duit-X , il envoie une
racine positive sur une racine positive et g−1(es) = et. D’ou` g
−1ΠY = ΠX .
Par la proposition 3.1(ii), il existe une suite s0, . . . , sn d’e´le´ments de S
et une suite X0 = Y,X1, . . . , Xn−1, Xn = X de parties de S telles que
p+(g) = ν(X0, s0) · · ·ν(Xn, sn) ou` pour i ∈ {0, . . . , n−1}, le but de ν(Xi, si)
est Xi+1 et telles que ℓ(p
+(g)) =
∑n−1
i=0 l(ν(Xi, si)). Puisque ℓ(p
+(g)) =∑n−1
i=0 l(ν(Xi, si)), on a g = π(p
+(g)) = π(ν(X0, s0)) · · ·π(ν(Xn, sn)). Mais






ou` ti est de´fini par
Xi ∪ {si} = Xi+1 ∪ {ti}. Donc g est un Y -ruban-X positif.
Supposons maintenant que g n’est pas re´duit-X et choisissons t ∈ X tel que
g ≻ t. Alors par le lemme 3.4, g = g1∆X(t) avec g1 ∈ A
+
S . Puisque ∆X(t)
est par de´finition un X-ruban-X positif, on a g1 ∈ Conj
+(S;X, Y ). Par
re´currence sur ℓ(g), on peut ainsi e´crire g = g′g′′ avec g′′ un X-ruban-X
positif et ou` g′ ∈ Conj+(S;X, Y ) est re´duit (il divise g) et re´duit-X . Par
la premie`re partie de la preuve, g′ est Y -ruban-X . Enfin puisque g′′ est un X-
ruban-X positif, g = g′g′′ est un Y -ruban-X positif.
4 Preuve du the´ore`me 0.3
Commenc¸ons par quelques lemmes techniques.
Lemme 4.1 Soit (AS, S) un syste`me d’Artin-Tits de type sphe´rique et s, t ∈
S ; soit g ∈ AS et g = g1g
−1
2 son e´criture normale a` droite; alors les asser-
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tions suivantes sont e´quivalentes:





pour un certain u ∈ S.
Preuve: Il est clair que (b) ⇒ (a). Soit g ∈ AS et g = g1g
−1
2 son





−1 = g = g1g
−1
2 et par le lemme 1.2(ii), il existe u ∈ A
+
S tel que
sg1 = g1u et tg2 = g2u. On alors en particulier ℓ(u) = ℓ(s) = 1 et donc
u ∈ S.
Lemme 4.2 Soit (AS, S) un syste`me d’Artin-Tits et X, Y, Z ⊂ S. Soit g
est un Y -ruban-X positif de A+S .
(i) g est re´duit-X si et seulement si pour tout s ∈ X, g est une chaˆıne-s. De
plus dans ce cas, g est une t-chaˆıne-s avec t ∈ Y et est aussi Y -re´duit.
(ii) si g est re´duit-X et si h est un Z-ruban-Y positif re´duit-Y alors hg est
un Z-ruban-X positif re´duit-X.
Preuve: (i) Par de´finition d’un ruban, dire que g est re´duit-X est e´quivalent
au fait que g est pour tout s ∈ X une t-chaˆıne-s avec t ∈ Y . D’autre part,
si g n’est pas Y -re´duit, il existe s ∈ Y et g1 ∈ A
+
S tel que g = sg1. Puisqu’il
existe t ∈ X tel que sg = gt, on obtient par simplification que g = sg1 = g1t
; ce qui contredit le fait que g est re´duit-X . Donc g est Y -re´duit.
(2) Il en est de meˆme pour h et hg car il est clair que hg est un Z-ruban-X
positif. On conclut en remarquant que le produit d’une u-chaˆıne-t par une t-
chaˆıne-s est une u-chaˆıne-s.
Proposition 4.3 Soit (AS, S) un syste`me d’Artin-Tits de type sphe´rique et
X une partie de S. on pose HX = {g = g1g
−1
2 ∈ AS| g1 et g2 sont deux
X-rubans-X positifs et X-re´duits }. Alors HX est un sous-groupe de AS.
Preuve: On a 1 ∈ HX ; si g ∈ HX , alors g
−1 est aussi dans HX . Soit g, z
deux e´le´ments de HX . Ils s’e´crivent g = g1g
−1
2 et z = z1z
−1
2 avec g1, g2, z1, z2




2 . De plus
g−12 z1 = v1v
−1
2 avec v1∧≻ v2 = 1. D’apre`s le lemme 4.1, v1 et v2 sont deux X-
rubans-X ′ positifs pour X ′ une partie de S. En outre, v1 et v2 sont X-re´duits
: supposons que v1 ne soit pas X-re´duit ; alors il n’est pas non plus re´duit-X
′.
Soit s ∈ X ′ tel que v1 ≻ s. puisque g2v1 = z1v2 on a aussi z1v2 ≻ s. Comme
v1∧≻v2 = 1, s ne divise pas v2 a` droite et v2 est une t-chaˆıne-s avec t ∈ X par
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le lemme 4.2(i) ; de plus z1 est re´duit-X , donc c’est une chaˆıne-t par le meˆme
lemme. Ceci implique que z1v2 est une chaˆıne-s, ce qui est contradictoire avec
le fait qu’il est divisible a` droite par s (cf. proposition 1.8). Donc v1 est X-
re´duit et par syme´trie, v2 aussi. Finalement gz = (g1v1)(z2v2)
−1 avec g1v1 et
z2v2 deux X-rubans-X
′ positifs qui sont X-re´duits et gz = R1R
−1
2 avec R1 =
g1v1g1v1 et R2 = z2v2g1v1 ou` g → g de´signe l’unique anti-automorphisme de
mono¨ıde qui fixe S. Enfin, R1 et R2 sont re´duits-X par le lemme 4.2(ii).
Proposition 4.4 Soit (AS, S) un syste`me d’Artin-Tits de type sphe´rique et
X une partie de S. Alors NAS(AX) = HX ⋉AX .
Preuve: Puisque AS est de type sphe´rique, on aNAS(AX) = AX ·QZAS(AX)
(cf. the´ore`me 0.1) ; d’autre part, on a AX ∩QZAS(AX) = QZAX (AX).
Il est clair que QZAX (AX) ∩ HX = {1}. D’autre part, tout e´le´ment g de
QZAS(AX) s’e´crit g = g1g
−1
2 avec g1 et g2 deux X-rubans-X
′ positifs premiers




1 et g2 =
∆mXg
′





′ positifs qui sont X-re´duits.








2 ∈ HX . Donc QZAS(AX) = QZAX (AX) ⋊
HX .
Lemme 4.5 Soit (AS, S) un syste`me d’Artin-Tits de type sphe´rique et X
une partie de S. On note p : AS → WS le morphisme canonique. On a
p(HX) = GX ou` GX = {w ∈ WS;wΠX = ΠX}.
Preuve: Soit g ∈ Conj+(S;X,X) re´duit-X . Par le the´ore`me 0.5, on a
g = gn · · · g1 ou` gi est un Xi-ruban-Xi−1 positif e´le´mentaire, X0 = X = Xn.
Notons si, ti ∈ S tels que Xi−1 ∪ {si} = Xi ∪ {ti}. Comme g est re´duit-






p(gi) = ν(Xi, ti) et p(g) = ν(Xn, tn) · · ·ν(X1, t1); donc p(g) ∈ GX (cette
de´composition de p(g) ne ve´rifie pas ne´cessairement ℓ(p(g)) =
∑n
i=1 ℓ(ν(Xi, ti)) ).
La re´ciproque est identique a` la preuve du the´ore`me 0.5 dans le cas ou` g est
re´duit-X : soit w ∈ GX ; alors il existe une suite s0, . . . , sn d’e´le´ments de
S et une suite X0 = X,X1, . . . , Xn−1, Xn = X de parties de S telles que
w = ν(X0, s0) · · · ν(Xn, sn) ou` pour i ∈ {0, . . . , n − 1}, le but de ν(Xi, si)
est Xi+1 et telles que l(w) =
∑n−1






avec ti ∈ S tel que Xi+1 ∪ {ti} =
Xi∪{si}. Donc π(w) ∈ HX . Il est re´duit-X puisque w l’est. Enfin p(π(w)) =
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w par de´finition.
Preuve du the´ore`me 0.3: Par la proposition 4.4 on a l’isomorphisme
NAS(AX)/(ZAS(AX) · AX) ≃ HX/(ZAS(AX) ∩ HX), et par la proposition
3.2, on a aussi NWS(WX)/(ZWS(WX) ·WX) ≃ GX/(ZWS(WX) ∩GX). Par le
lemme 4.5, p(HX) = GX donc le morphisme p˜ : HX/(ZAS(AX) ∩ HX) →
GX/(ZWS(WX) ∩ GX) induit par p est aussi surjectif. Reste a` voir qu’il est
injectif. Mais, si g ∈ HX on a pour s, t dans X l’e´quivalence suivante
sg = gt ⇐⇒ sp(g) = p(g)t (1)
le sens ⇐ vient du fait que pour g dans HX et s dans X , on a par de´finition
sg = gt′ pour un certain t′ de X ; par projection dans WS, on trouve sp(g) =
p(g)t′ = p(g)t et donc t′ = t. Soit maintenant g˜ dans HX/(ZAS(AX) ∩HX)
de repre´sentant g dans HX et tel que p˜(g˜) = 1. Par de´finition, p˜(g˜) = 1 ⇐⇒
p(g) ∈ ZWS(WX)∩GX . Par l’e´quivalence (1), cela entraˆıne g ∈ ZAS(AX)∩HX
et donc g˜ = 1. D’ou` l’injectivite´ de p˜.
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