Abstract. In this paper, we show that closed-form analytic maps and flows can simulate Turing machines in an error-robust manner. The maps and ODEs defining the flows are explicitly obtained and the simulation is performed in real time.
Introduction
Since the pioneering work of Turing in the 1930s, the Turing machine has become the standard paradigm for computation. With the appearance and rapid development of digital computers its role has become increasingly important. In this paper we show that the behavior of Turing machines can be embedded in robust and analytic analog systems defined on continuous spaces.
Several authors have proved that finite dimensional maps and flows can simulate Turing machines. The general approach is to associate each configuration of a Turing machine to a point of R n , and to show that there is a dynamical system with state space in R n that embeds its evolution. It is known that Turing machines can be simulated on compact spaces, even of low dimension [1] [2] [3] . While compactness is a desirable property of dynamical systems, it is probably too strong a requirement since it is believed that no analytic map on a compact, finite dimensional space can simulate a Turing machine through a reasonable encoding [4] . However, most physical systems turn out to be analytic, at least in the classical world of Physics. Even the physical model underlying digital computers is analytic, although their behavior is idealized as discrete.
The requirement of compactness has another drawback since it prevents systems capable of simulating an arbitrary Turing machine to exhibit robustness to noise. For instance, Casey [5, 6] showed that in the presence of bounded analog noise, recurrent neural networks can only recognize regular languages. This result was later generalized in [7] to other analog discrete-time computational systems. Robustness is a critical issue in analog models since non-computable behavior might arise when the use of exact real quantities is allowed. For instance, the results of Pour-El, Richards and Zhong [8, 9] show that there is a three-dimensional wave equation, with computable initial conditions, such that its unique solution is not computable. However, that behavior is ruled out in the presence of noise [10] . Recurrent analog neural networks are another known case where non-computable behavior can occur if real parameters are represented with infinite precision [3] .
In this paper we will show that Turing machines can be simulated by finite dimensional maps and flows which are both analytic and robust. We will consider simulations on unbounded spaces. Our work is in some sense related to [11] , where a constructive simulation of Turing machines using closed-form analytic maps is presented. However, in [11] it is not discussed how the presence of noise affects the computational power of the model. We prove here that any Turing machine M can be simulated by a closed-form analytic map f M : R 3 → R 3 , even in the case where some noise is added to the initial configuration or during the evolution of the system.
The previously mentioned results show that finite dimensional maps are capable of simulating the transition function of an arbitrary Turing machine. In that respect, those are results about the computational power of hybrid systems, which are continuous with respect to the state space but evolve discretely in time. Another approach has been to simulate the evolution of Turing machines with continuous flows in R n [12] [13] [14] . Even if it is known that those flows can be infinitely differentiable, no analytic form of iterating the map that simulates the transition function of a Turing machine had been proposed before. Furthermore, it is known that analytic differentially algebraic functions, which include most of the usual mathematical analytic functions, are not closed under iteration [15] , which suggests that continuous-time computational models which are closed under iteration must contain some non-analytic functions [16] . However, since we only have to iterate functions in the vicinity of integers, we are able to show that any Turing machine M can be robustly simulated by some system of differential equations y = g M (y, t), where g M is analytic and t represents the time steps of M .
It is worthwhile to notice that our work can be included, in some sense, in the wider topic of stable dynamical systems. In fact, there has been a long tradition of considering only structurally stable systems [17] when modelling physical systems. The argument is that, due to measurement uncertainties, qualitative properties of a system should not change with small perturbations. Guckenheimer and Holmes [18] refer to this approach as the "stability dogma". However, recent developments in the theory of dynamical systems suggest that this is too restrictive to account for all meaningful systems [19] . In fact, one can relax the previous condition and demand stability only for those properties of interest for the system under consideration. Here, we have chosen the latter line of work: our only concern is that each system performs a simulation of a Turing machine robust to perturbations.
The paper can be outlined as follows. In Section 2 we introduce the ideas and concepts related to simulations robust to perturbations. Section 3 provides tools that will be necessary in Section 4. In Section 4, we prove (in a constructive manner) the main results of this paper: each Turing machine can be simulated by an analytic map, or by ODEs even under the influence of (small) errors. The maps and ODEs are explicitly obtained, by using expressions involving the composition of polynomials and trigonometric functions, and only computable constants are used. We end describing some connections of this paper with previous results on continuous-time models of computation.
Simulation of Turing machines
Before stating the main results, we describe succinctly some aspects of our errorrobust simulation of Turing machines. For now, we will be only concerned with discrete time simulations. Therefore we want to obtain a map that "captures" the behavior of the transition function. We will code each configuration into a triple (x, y, z) ∈ N 3 , and prove that the simulation still works if this triple is slightly perturbed. Without loss of generality, consider a Turing machine M using 10 symbols, the blank symbol B = 0, and symbols 1, 2, ...9. Let
represent the tape contents of the Turing machine M. We suppose the head to be reading symbol a 0 and a i ∈ {0, 1, ..., 9} for all i. We also suppose that M has m states, represented by numbers 1 to m. For convenience, we consider that if the machine reaches a halting configuration it moves to the same configuration. We assume that, in each transition, the head either moves to the left, moves to the right, or does not move. Take
and let q be the state associated to the current configuration. Then the triple (y 1 , y 2 , q) ∈ N 3 gives the current configuration of M. We now can state the first main result of this paper as follows:
be the transition function of a Turing machine M, under the encoding described above and let 0 < δ < ε < 1/2. Then θ admits an analytic extension f M : R 3 → R 3 , robust to perturbations in the following sense: for all f such that f − f M ∞ ≤ δ and for allx 0 ∈ R 3 satisfying x 0 − x 0 ∞ ≤ ε, where x 0 ∈ N 3 represents an initial configuration,
A few remarks are in order. First, and as noticed before, we implicitly assumed that if y is a halting configuration, then θ(y) = y. Secondly, we notice that the upper bound ( 1 2 ) on ε results from the encoding we have chosen, which is over the integers. In fact, the bound is maximal with respect to that encoding.
Incidentally, we notice that Theorem 1 can be stated using the notion of shadowing in dynamical systems (cf. [20, 21] ), which is formally defined as below.
In short, we say that {p i } i∈N is a good approximation of some system whose dynamics is given by f , if {f
[i] (x)} i∈N ε-shadows {p i } i∈N . Using the previous definition, we can restate Theorem 1 by saying that the sequence {f
We now present the other main results.
Theorem 2. Let θ : N 3 → N 3 be the transition function of a Turing machine M, under the encoding described above and let 0 < ε < 1/4. Then there is an analytic function z : R 4 → R 3 with the following property:
for all j ∈ N, where x 0 ∈ N 3 represents an initial configuration.
As a matter of fact, we will prove the following "robust" version of Theorem 2.
Theorem 3. In the conditions of Theorem 2, there is an analytic function g M : R 6 → R 6 such that the ODE z = g M (z, t) robustly simulates M in the following sense: there is some 0 < η < 1/2 such that for all g satisfying g − g M ∞ < 1/2, and for allx 0 ∈ R 3 satisfying x 0 − x 0 ∞ ≤ ε, the solution z of
has the following property: for all j ∈ N and for all t ∈ [j, j + 1/2],
Preliminary results
This section is devoted to the presentation of results that, while not very interesting on their own, will be useful when proving Theorem 1. As our first task, we introduce an analytic extension ω : R → R for the function f : N → N defined by f (n) = n mod 10. This function will be necessary when simulating Turing machines. It will be used to read symbols written in the tape. To achieve this purpose, we can use a periodic function, of period 10, such that ω(i) = i, for i = 0, 1, ..., 9. Then, using trigonometric interpolation (cf. [22, pp. 176-182] ), one may take
where a 0 , ..., a 5 , b 1 , ..., b 4 are computable coefficients that can be explicitly obtained by solving a system of linear equations. It is easy to see that ω is uniformly continuous in R. Hence, for every ε ∈ (0, 1/2), there will be some ζ ε > 0 satisfying
When simulating a Turing machine, we will also need to keep the error under control. In many cases, this will be done with the help of the error-contracting function defined by
The function σ is a contraction on the vicinity of integers:
Lemma 1. Let n ∈ Z and let ε ∈ [0, 1/2). Then there is some contracting factor λ ε ∈ (0, 1) such that, for ∀δ ∈ [−ε, ε], |σ(n + δ) − n| < λ ε δ.
Remark 1. Throughout the remainder of this paper, we suppose that ε ∈ [0, 1/2) is fixed and that λ ε is the respective contracting factor given by Lemma 1.
The function σ will be used in our simulation to keep the error controlled when bounded quantities are involved (e.g., the actual state, the symbol being read, etc.). We will also need another error-contracting function that controls the error for unbounded quantities. This will be achieved with the help of the function l 3 : R 2 → R, that has the property that wheneverā is an approximation of a ∈ {0, 1, 2}, then |l 3 (ā, y) − a| < 1/y, for y > 0. In other words, l 3 is an errorcontracting map, where the error is contracted by an amount specified by the second argument of l 3 . We start by defining a preliminary function l 2 satisfying similar conditions, but only when a ∈ {0, 1}. . Suppose also that a ∈ {0, 1}. Then, for anyā, y ∈ R satisfying |a −ā| ≤ 1/4 and y > 0, we get |a − l 2 (ā, y)| < 1/y. Lemma 3. Let a ∈ {0, 1, 2} and let l 3 : R 2 → R be given by
where d = 0 if ε ≤ 1/4 and d = − log(4ε)/ log λ ε otherwise. Then for anȳ a, y ∈ R satisfying |a −ā| ≤ ε and y ≥ 2, we have |a − l 3 (ā, y)| < 1/y.
The following lemma can be easily proved by induction on n.
Robust analytic simulations of Turing machines
In this section we show, in a constructive manner, how to simulate a Turing machine with an analytic map robust to (small) perturbations. We will first prove the following theorem.
Theorem 4. Let θ : N 3 → N 3 be the transition function of some Turing machine. Then, given some 0 ≤ ε < 1/2, θ admits an analytic extension h M : R 3 → R 3 with the property that
Proof. We will show how to construct h M with analytic functions:
1. Determine the symbol being read. Let a 0 be the symbol being actually read by the Turing machine M. Then ω(y 1 ) = a 0 , where ω is given by (2) . But what about the effect of the error present inȳ 1 ? Since
where ζ ε is given by (3) . Then pickȳ = ω•σ [l] (ȳ 1 ) as an approximation of the symbol being currently read. Similarly,
gives an approximation of a −1 , with error bounded by ε. 2. Determine the next state. The map that returns the next state is defined by polynomial interpolation. This can be done as follows. Let y be the symbol being currently read and q the current state. Recall that m denotes the number of states and k = 10 is the number of symbols. One may take
where q i,j is the state that follows symbol i and state j. However, we are dealing with the approximationsq andȳ. Therefore, we define instead
with n = log(10m
With this choice for n, the error of
Thus, from (6), (7) and Lemma 4, we conclude that |q next − q next | ≤ ε.
3. Determine the symbol to be written on the tape. Using a similar construction, the symbol to be written, s next , can be approximated with precision ε, i.e. |s next −s next | ≤ ε. 4. Determine the direction of the move for the head. Let h denote the direction of the move of the head, where h = 0 denotes a move to the left, h = 1 denotes a "no move", and h = 2 denotes a move to the right. Then, again, the "next move" h next can be approximated by means of a polynomial interpolation as in steps 3 and 4, therefore obtaining |h next −h next | ≤ ε. 5. Update the tape contents. We define functionsP 1 ,P 2 ,P 3 which are intended to approximate the tape contents after the head moves left, does not move, or moves right, respectively. Let H be a "sufficiently good" approximation of h next , yet to be determined. Then, the next value of y 1 , y next 1
, can be approximated bȳ
where j ∈ N is sufficiently large and l is given by (5) . Notice that when exact values are used,ȳ
. The problem in this case is thatP 1 depends onȳ 1 , which is not a bounded value. Thus, if we simply takeH =h next , the error of the term (1 − H)(2 − H)/2 is arbitrarily amplified when this term is multiplied byP 1 . Hence,H must be a sharp estimate of h next , proportional toȳ 1 . Therefore, using Lemma 3 and the definition of y 1 , one can see that it is suffices to take
Using the same argument forP 2 andP 3 , we conclude that |ȳ
Similarly, and for the left side of the tape, we can defineȳ
We shall now prove the main results of this paper. Proof of Theorem 1. Let 0 ≤ δ < ε. Then, using Theorem 4, one can find a map h M such that (4) holds.
Thus, by triangular inequality, if x 0 − x 0 ∞ ≤ ε, then
This proves the result for j = 1. For j > 1, we proceed by induction.
Proof of Theorem 3. (Sketch) We adapt the construction in [12] to simulate the iteration of the transition function of a TM with ODEs, using our Theorem 1 to generalize Branicky's construction to analytic and robust flows. To iterate a function θ we use a pair of functions to control the evolution of two "simulation" variables z 1 and z 2 . Both simulation variables have values close to x 0 at t = 0. The first variable is iterated during half of an unit period while the second remains approximately constant (its derivative is kept close to zero by a control function that involves our error-contracting function l 2 ). Then, the first variable remains controlled during the following half unit period of time and the second variable is brought up close to it. Therefore, at time t = 1 both variables have values close to θ(x 0 ). Theorem 1 shows that there exists some analytic function robust to errors that simulates θ. This allow us to repeat the process an arbitrary number of times, keeping the error under control. We begin with some preliminary results. There exists an ODE whose solution can be as close as desired to an arbitrary fixed value b ∈ R at t = 1/2, for any initial condition at t = 0. Let φ : R → R + be some function. For an arbitrary error γ > 0 we define a perturbed version, where we allow an error ρ ≥ 0 on b and a perturbation term bounded by δ ≥ 0:
where b (t) − b ≤ ρ and |E(t)| ≤ δ. Using the theory of ODEs, we can conclude that z( We can now present the proof of the theorem. Let M be some Turing machine, let f M be a map satisfying the conditions of Theorem 4 (replacing ε by γ), and letx 0 ∈ R 3 be an approximation, with error ε, of some initial configuration x 0 . Take also δ < 1/2 and γ > 0 such that 2γ + δ/2 ≤ ε < 1/2 (we suppose, without loss of generality, that δ/2 < ε). This condition will be needed later. Consider the system of differential equations z = g M (z, t) given by (10) with initial conditions z 1 (0) = z 2 (0) =x 0 , where
Because we want to show that the ODE z = g M (z, t) simulates M in a robust manner, we also assume that an error of amplitude not exceeding δ is added to the right side of the equations in (10 Hence, for m large enough σ
[m] (z 2 ) − x 0 < γ. Moreover, on some subinterval of [0, 1/2] s(t) is close to 1 and therefore φ 1 is also close to 1. Thus, the behavior of z 1 is given by (9) and z 1 ( 1 2 ) − θ(x 0 ) ∞ < 2γ + δ/2 ≤ ε. Now, for interval [1/2, 1] the roles of z 1 and z 2 are switched. One concludes that if n ∈ N is chosen so that σ
[n] (5γ/2 + δ) < γ, then z 2 (1) − f M (x 0 ) ∞ < 2γ + δ/2 ≤ ε. We can repeat this process for z 1 and z 2 on subsequent intervals, which shows that for j ∈ N, if t ∈ [j, j + Notice that all the functions we use in the proof above are analytic. Moreover, note that if we apply the error-contracting function σ to z 1 we can make the error arbitrarily small. Therefore, Theorem 3 implies Theorem 2.
Final remarks
We showed that robust analytic maps and flows can simulate Turing machines, filling some existing gaps on the literature on this subject.
There are several connections of this work and previous results on continuoustime computational models. In particular, it is not difficult to verify [23] that the function z in Theorem 3 is computable by Shannon's General Purpose Analog Computer (GPAC). Moreover, according to [16] z also belongs to the (analytic) subclass [0, 1, −1, U ; COM P, I] of Moore's real recursive functions.
We proved lower computational bounds for analytic systems robust in the sense of Theorems 1 and 3. Can we show that the computational power of those systems lies in the realm of Turing computability, in analogy with the upper bounds in [5] for compact domains? We leave this question to the reader.
