Optimale Akzentuierung und aktive Interpretation by Schmitz, Hans-Christian
Optimale Akzentuierung und aktive
Interpretation
Inaugural-Dissertation
zur
Erlangung der Doktorwu¨rde
der
Philosophischen Fakulta¨t
der
Rheinischen Friedrich-Wilhelms-Universita¨t
zu Bonn
vorgelegt von
Hans-Christian Schmitz
aus Ko¨ln-Porz
Bonn 2005
2Gedruckt mit Genehmigung der Philosophischen Fakulta¨t der Rheinischen
Friedrich-Wilhelms-Universita¨t Bonn.
1. Berichterstatter: Professor Dr. Winfried Lenders
2. Berichterstatter: Privat-Dozent Dr. Bernhard Schro¨der
Tag der mu¨ndlichen Pru¨fung: 19. April 2005
Inhaltsverzeichnis
1 Einleitung 5
2 Optimale Akzentuierung 13
2.1 Hypothese zur optimalen Akzentuierung . . . . . . . . . . . 13
2.2 Rekonstruktion von Nachrichten . . . . . . . . . . . . . . . 15
2.3 Hypo- und Hypersprache . . . . . . . . . . . . . . . . . . . 23
2.4 Beeintra¨chtigung akustischer Kommunikation . . . . . . . . 25
2.5 Akzentuierung und Spracherkennung . . . . . . . . . . . . . 30
2.6 Diskussion und Zusammenfassung . . . . . . . . . . . . . . 33
3 Kooperativer Informationsaustausch 39
3.1 Konversationsmaximen und aktive Interpretation . . . . . . . 42
3.2 Gemeinsames Wissen . . . . . . . . . . . . . . . . . . . . . 52
3.2.1 Voraussetzung gemeinsamen Wissens . . . . . . . . 52
3.2.2 Aktualisierung des gemeinsamen Wissens (1) . . . . 58
3.2.3 Modifikation weiterer Kontextparameter . . . . . . . 63
3.3 Gerichteter Informationsaustausch . . . . . . . . . . . . . . 68
3.3.1 Diskursstruktur . . . . . . . . . . . . . . . . . . . . 69
3.3.2 Fragen und Antworten . . . . . . . . . . . . . . . . . 77
3.3.3 Aktualisierung des gemeinsamen Wissens (2) . . . . 86
3.4 Konversationsmaximen und aktive Interpretation revisited . . 103
4 Rekonstruktion von Nachrichten 115
4.1 Ein sehr einfaches Fragment des Englischen . . . . . . . . . 117
4.2 Interpretation mit Hilfe von QUADs . . . . . . . . . . . . . 127
4.2.1 Erga¨nzung mit einem QUAD . . . . . . . . . . . . . 127
3
44.2.2 Exhaustivierung . . . . . . . . . . . . . . . . . . . . 142
4.2.3 Typanpassung . . . . . . . . . . . . . . . . . . . . . 148
4.2.4 Interpretation und Akzentuierung . . . . . . . . . . . 158
4.2.5 Pra¨supposition von Fragen . . . . . . . . . . . . . . 169
4.2.6 Zusammenfassung . . . . . . . . . . . . . . . . . . . 175
4.3 Interpretation ohne QUADs . . . . . . . . . . . . . . . . . . 177
4.4 Rahmenbedingungen der Interpretation . . . . . . . . . . . . 186
5 Optimale Akzentuierung vs Fokusakzentuierung 195
5.1 Semantische Wirkung von Akzenten . . . . . . . . . . . . . 198
5.1.1 Semantische Wirkung optimaler Akzentuierung . . . 199
5.1.2 Semantik des Fokusmerkmals . . . . . . . . . . . . 217
5.1.3 Zusammenfassung . . . . . . . . . . . . . . . . . . . 233
5.2 Vorhersagen von Akzentmustern . . . . . . . . . . . . . . . 234
5.2.1 Second Occurrence Focusses . . . . . . . . . . . . . 235
5.2.2 Fokusprojektion . . . . . . . . . . . . . . . . . . . . 250
5.2.3 Zusammenfassung . . . . . . . . . . . . . . . . . . . 267
5.3 Ergebnis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 270
6 Schluss 273
A Typenlogik mit Lambda-Operator 285
A.1 Syntax . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 285
A.2 Semantik . . . . . . . . . . . . . . . . . . . . . . . . . . . . 287
B Experimente 291
B.1 Akzentuierung von Fokusoperatoren . . . . . . . . . . . . . 291
B.1.1 ,,Nur“ . . . . . . . . . . . . . . . . . . . . . . . . . 293
B.1.2 ,,Meistens“ und ,,selten“ . . . . . . . . . . . . . . . 296
B.2 Fokusprojektion . . . . . . . . . . . . . . . . . . . . . . . . 303
B.2.1 Kontextabha¨ngigkeit von Fokusakzentuierung . . . . 304
B.2.2 Head-Argument Asymmetry . . . . . . . . . . . . . . 316
Literaturverzeichnis 325
Kapitel 1
Einleitung
Die folgenden Beispiele belegen, dass durch Akzentuierung die Gebrauchs-
bedingungen eines Satzes beeinflusst werden ko¨nnen:
(1.1) Whom did John introduce to Sue? — John introduced BILL to Sue.
(1.2) To whom did John introduce Bill? — John introduced Bill to SUE.
Die Aussagesa¨tze der Beispiele 1.1 und 1.2 ko¨nnen ada¨quaterweise als
Antworten auf die jeweils vor den Sa¨tzen stehenden Fragen gea¨ußert werden.
Der Satz mit Akzent auf “Bill” (Beispiel 1.1) ist allerdings keine ada¨quate
Antwort auf die Frage von Beispiel 1.2, und ebensowenig kann der Satz mit
Akzent auf “Sue” (Beispiel 1.2) als Antwort auf die Frage von Beispiel 1.1
gea¨ußert werden. Aufgrund der unterschiedlichen Akzentmuster verlangen
die Sa¨tze unterschiedliche ¨Außerungskontexte (hier: zur Debatte stehende
Fragen); sie haben also unterschiedliche Gebrauchsbedingungen.
Wenn wir den Sa¨tzen jeweils das Wort “only” hinzufu¨gen, dann haben sie
nicht nur unterschiedliche Gebrauchs-, sondern auch unterschiedliche Wahr-
heitsbedingungen:
(1.3) John only introduced BILL to Sue.
(1.4) John only introduced Bill to SUE.
Der Satz 1.3 ist wahr genau dann, wenn John nur Bill und sonst keine
Person aus einer gegebenen Gruppe der Sue vorgestellt hat; es ist fu¨r den
Wahrheitswert unerheblich, ob John den Bill noch anderen Leuten aus die-
ser Gruppe vorgestellt hat. Der Satz 1.4 ist hingegen wahr genau dann, wenn
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6John den Bill nur der Sue und sonst keiner Person aus einer gegebenen Grup-
pe vorgestellt hat; der Satz ist falsch, wenn John den Bill noch anderen Leu-
ten aus der Gruppe vorgestellt hat.1 Die Sa¨tze 1.3 und 1.4 sind also unter
verschiedenen Umsta¨nden wahr; ihr semantischer Unterschied steht in Zu-
sammenhang mit dem Unterschied der Akzentmuster.
Fokustheorien2 erkla¨ren die semantische und pragmatische Wirkung von
Akzentmustern wie folgt: Es wird vorausgesetzt, dass, wenn zwei Sa¨tze un-
terschiedliche Wahrheits- oder Gebrauchsbedingungen haben, sie aus unter-
schiedlichen Wo¨rtern bestehen oder unterschiedliche syntaktische Struktu-
ren haben. Die Sa¨tze 1.3 und 1.4 unterscheiden sich also in syntaktischer
Hinsicht. Zur Bestimmung des syntaktischen Unterschieds dient der theore-
tische Term ,,Fokus“: Die Sa¨tze 1.3 und 1.4 haben unterschiedliche syntak-
tische Strukturen, weil sie unterschiedliche Fokusse haben; der Fokus von
Satz 1.3 ist das Wort “Bill”, der Fokus von Satz 1.4 ist hingegen das Wort
“Sue”. Akzente dienen der Markierungen von Fokussen. Wenn zwei Sa¨tze
auf unterschiedliche Weisen akzentuiert sind, dann haben sie unterschiedli-
che Fokusse und mu¨ssen deshalb unterschiedlich interpretiert werden.
Fokustheorien enthalten erstens syntaktische Regeln, die bestimmen, wel-
che Teile eines Satzes fokussiert werden ko¨nnen, zweitens phonologische
Regeln, die bestimmen, wie Fokusse durch Akzente markiert werden, und
drittens semantische Regeln zur Interpretation von Sa¨tzen, deren Fokusse
bereits identifiziert wurden. Durch die Definition von syntaktischen, pho-
nologischen und semantischen Fokusregeln spezifizieren Fokustheorien fu¨r
jeden Satz eine Relation zwischen Akzentmustern und Interpretationen. Ak-
zentmuster und Interpretationen basieren auf der syntaktischen Struktur von
Sa¨tzen; das Verha¨ltnis von Akzentmustern und Interpretationen ist gramma-
tikalisiert.
1 (A) Es handelt sich bei den Beispielen um viel diskutierte Standardbeispiele fu¨r sogenannte
Fokuspha¨nomene. Vgl. etwa [Krifka, 1992 a].
(B) Fokustheorien zufolge gibt es fu¨r Beispiel 1.4 noch eine weitere Lesart. Wir diskutieren
alle Lesarten in Kapitel 5.
2 Zur ¨Ubersicht vgl. [Stechow, 1989 a], [Rooth, 1996 a] und [Krifka, 1996].
7Fokustheorien haben einen Mangel: Es ist mo¨glich, dass der Fokus eines
Satzes bestimmt ist, der Satz aber trotzdem je nach ¨Außerungskontext auf
verschiedene Weisen akzentuiert und/ oder interpretiert werden muss. U.a.
[Selkirk, 1995] und [Schwarzschild, 1999] weisen nach, dass die Akzentu-
ierung eines Fokusses, welcher aus mehreren Wo¨rtern besteht, vom ¨Auße-
rungskontext abha¨ngig sein kann; allein aus der Feststellung, dass eine be-
stimmte Phrase fokussiert ist, la¨sst sich demnach nicht sicher schließen, wel-
che ihrer Wo¨rter zu akzentuieren sind. Ferner belegen die folgenden Beispie-
le 1.5 und 1.6, dass es fu¨r die Interpretation eines Satzes ggf. nicht ausreicht,
dessen syntaktische (Fokus-) Struktur zu bestimmen:
(1.5) Which men did John introduce to Sue? — John introduced BILL to
Sue.
(1.6) Which students did John introduce to Sue? — John introduced BILL
to Sue.
Der Satz “John only introduced BILL to Sue” ist genau dann wahr, wenn
John nur Bill und sonst keine Person aus einer gegebenen Gruppe der Sue
vorgestellt hat. Zur vollsta¨ndigen Bestimmung der Wahrheitsbedingungen
muss die ,gegebene Gruppe‘ identifiziert werden: Wenn der Satz als Ant-
wort auf die Frage, welche Ma¨nner John der Sue vorgestellt hat, gea¨ußert
wird (Beispiel 1.5), dann ist diese Gruppe eine Untermenge der Menge aller
Ma¨nner. Der Satz ist also wahr, wenn John der Sue keinen anderen Mann
als Bill vorgestellt hat. Wenn der Satz hingegen als Antwort auf die Fra-
ge, welche Studenten John der Sue vorgestellt hat, gea¨ußert wird (Beispiel
1.6), dann ist die ,gebenene Gruppe‘ eine Untermenge aller Studenten. Der
Satz ist wahr, wenn John der Sue keinen anderen Studenten als Bill vor-
gestellt hat. Die Mengen der Ma¨nner und der Studenten haben nicht den-
selben Umfang; ergo haben die Antwortsa¨tze der Beispiele 1.5 und 1.6 un-
terschiedliche Wahrheitsbedingungen. Der semantische Unterschied besteht
allein aufgrund der unterschiedlichen ¨Außerungskontexte (hier: der zur De-
batte stehenden Fragen); er kann nicht auf einen syntaktischen Unterschied
zuru¨ckgefu¨hrt werden.
,,Na und?“, mag man einwenden. ,,Die oben genannte, syntaktisch fun-
dierte Interpretation ist doch deshalb nicht falsch. Der Satz ist klarerweise
8wahr, wenn John keine andere Person als Bill der Sue vorgestellt hat. Seine
Wahrheitsbedingungen werden durch den Rekurs auf den Kontext ho¨chstens
abgeschwa¨cht, indem na¨mlich die Quantifikationsdoma¨ne des durch “only”
bezeichneten Operators – die ,gegebene Gruppe‘ – beschra¨nkt wird. Dass ei-
ne Quantifikationsdoma¨ne kontextuell beschra¨nkt werden kann, spricht nicht
gegen die fokustheoretische Interpretation.“
(1.7) Does John love Sue or does he just like her? — John only LIKES Sue.
So einfach la¨sst sich das Problem leider nicht beiseitigen: Der Satz “John
only LIKES Sue” ist wahr genau dann, wenn John zu Sue nur in einer Re-
lation aus einer gegebenen Menge von Relationen steht, na¨mlich in der, Sue
zu mo¨gen. John steht natu¨rlich noch in anderen Relationen zu Sue, z.B. in
der, nicht identisch mit ihr zu sein. Damit “John only LIKES Sue” u¨berhaupt
wahr sein kann, muss die Menge der zu beru¨cksichtigenden Relationen be-
grenzt sein; ohne die Vorgabe einer solchen Menge kann der Satz nicht
ada¨quat interpretiert werden. In Beispiel 1.7 wird die erforderliche Menge
durch eine Frage vorgegeben. “John only LIKES Sue” muss mit Rekurs auf
diese Frage interpretiert werden; als Antwort bedeutet der Satz, dass John
Sue zwar mag, aber nicht liebt. Fu¨r den Satz “John only introduced BILL
to Sue” ist die Erkla¨rung, dass seine Interpretation durch seine syntaktische
Struktur weitgehend bestimmt sei und mit Rekurs auf den Kontext nur noch
pra¨zisiert werde, noch annehmbar. Fu¨r den Satz “John only LIKES Sue” er-
scheint uns diese Erkla¨rung nicht plausibel.
Das Akzentmuster und die Interpretation eines Satzes brauchen nicht durch
die syntaktische (Fokus-) Struktur des Satzes determiniert zu sein. Zur Be-
stimmung des ada¨quaten Akzentmusters und zur Bestimmung der Bedeu-
tung eines Satzes muss ggf. auf den ¨Außerungskontext rekurriert werden.
Die Definition des Verha¨ltnisses von Akzentmustern und Interpretationen
verlangt eine Theorie, die erkla¨rt, in welchem Zusammenhang ¨Außerungs-
kontexte mit Akzentmustern und Interpretationen stehen. In der vorliegen-
den Arbeit entwerfen wir eine solche Theorie.
Wir lassen uns von der folgenden ¨Uberlegung leiten: Nur in akustischer
Kommunikation wird akzentuiert; Akzente bewirken die Hervorhebung von
9Wo¨rtern gegenu¨ber ihrer sprachlichen Umgebung. Akustische Kommuni-
kation ist Sto¨rungen ausgesetzt; in gesto¨rter Kommunikation werden her-
vorgehobene Wo¨rter vom Rezipienten eher erkannt als nicht-hervorgeho-
bene Wo¨rter. Ein Rezipient kann ggf. auch unvollsta¨ndig erkannte Sa¨tze
vollsta¨ndig interpretieren. Es mag fu¨r ihn ausreichen, nur einige Wo¨rter zu
erkennen, um die Gesamtbedeutung eines gea¨ußerten Satzes zu erfassen; bei
diesen Wo¨rtern handelt sich um die fu¨r das Versta¨ndnis kritischen Wo¨rter. Es
ist der Kommunikation dienlich, wenn ein Sprecher die versta¨ndniskritischen
Wo¨rter des von ihm gea¨ußerten Satzes durch Akzente hervorhebt und somit
die Wahrscheinlichkeit ihrer Erkennung erho¨ht.
Wir stellen die Hypothese auf, dass Akzentuierung allein der Hervorhe-
bung von versta¨ndniskritischen Wo¨rter dient. Wir nennen diese Hypothese
die Hypothese optimaler Akzentuierung. Welche Wo¨rter fu¨r das Versta¨ndnis
eines Satzes kritisch sind und demnach akzentuiert werden mu¨ssen, ist mit
Rekurs auf den ¨Außerungs- respektive Interpretationskontext zu bestimmen.
Verschiedene Akzentmuster eines Satzes sind in verschiedenen Kontexten
optimal. Sa¨tze, die sich hinsichtlich ihrer Akzentmuster unterscheiden, mu¨s-
sen in verschiedenen Kontexte gea¨ußert werden; sie haben also unterschied-
liche Gebrauchsbedingungen. Unter der Voraussetzung, dass ein Satz opti-
mal akzentuiert wird, wird qua Akzentuierung eine bestimmte Beschaffen-
heit des Kontextes pra¨supponiert. Wenn der Kontext wiederum die Wahr-
heitsbedingungen des gea¨ußerten Satzes beeinflusst, dann erfu¨llt die Wahl
des Akzentmusters mittelbar eine bedeutungsspezifizierende Funktion; ih-
re semantische Wirkung ergibt sich als Epipha¨nomen optimaler Akzentuie-
rung.
Die versta¨ndniskritischen Wo¨rter eines zu a¨ußernden Satzes werden durch
ein Modell der Interpretation unvollsta¨ndig erkannter Sa¨tze bestimmt. Im
Zuge der Interpretation eines unvollsta¨ndig erkannten Satzes muss der Re-
zipient selbsta¨ndig die erkannten Satzteile semantisch anreichern, um so die
Nicht-Erkennung der u¨brigen Satzteile zu kompensieren. Er beno¨tigt dazu
erstens Regeln der Rekonstruktion von Nachrichten; zweitens muss er u¨ber
Ada¨quatheitskriterien verfu¨gen, um zu festzustellen, ob eine von ihm ge-
machte Rekonstruktion richtig sein kann. Wir nennen ein Modell der Inter-
pretation unvollsta¨ndig erkannter Sa¨tze ein Modell der aktiven Interpreta-
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tion. Ein Modell der aktiven Interpretation spezifiziert, wie in einem gege-
benen Kontext ein unvollsta¨ndiger Satz zu interpretieren ist, und außerdem,
welche Wo¨rter eines Satzes in einem gegebenen Kontext erkannt werden
mu¨ssen, damit der Satz richtig interpretiert wird. Mit den versta¨ndniskriti-
schen Wo¨rtern eines Satzes bestimmt das Modell die in einem gegebenen
Kontext optimalerweise zu akzentuierenden Wo¨rter. Das Modell bildet den
Grundstock einer Theorie der optimalen Akzentuierung.
In einer Theorie der optimalen Akzentuierung wird auf den theoretischen
Term ,,Fokus“ verzichtet; der Term braucht durch keinen anderen theoreti-
schen Term ersetzt zu werden.
Eine Theorie der optimalen Akzentuierung ist normativ, insofern sie vor-
schreibt, wie ein Sprecher akzentuieren sollte, um das Versta¨ndnis des Rezi-
pienten zu fo¨rdern. Sprecher akzentuieren ihre ¨Außerungen nicht immer op-
timal; wir nehmen aber an, dass eine starke Tendenz zur optimalen Akzentu-
ierung besteht. Eine Theorie der optimalen Akzentuierung ist also deskriptiv,
insofern sie beschreibt, wie Sprecher zumeist akzentuieren (respektive inso-
fern sie beschreibt, wie Sprecher fehlerfrei akzentuieren).3 Die Theorie ist
demnach eine empirisch basierte Theorie; sie kann experimentell evaluiert
werden.
Gliederung
Wir gehen folgendermaßen vor:
• In den Kapiteln 2 - 4 definieren wir die Grundzu¨ge einer Theorie der op-
timalen Akzentuierung: Ausgehend von Shannons noisy channel-Mo-
dell entwickeln, begru¨nden und diskutieren wir in Kapitel 2 die Hy-
pothese optimaler Akzentuierung. Anschließend entwerfen wir in den
Kapiteln 3 und 4 ein Modell der aktiven Interpretation: In Kapitel 3 de-
finieren wir ein Modell kooperativen Informationsaustausches und spe-
zifizieren Ada¨quatheitskriterien fu¨r ¨Außerungen vollsta¨ndiger Sa¨tze, re-
spektive fu¨r deren Interpretationen; wir orientieren uns dabei an Ideen
3 Eine Theorie der optimalen Akzentuierung ist so deskriptiv, wie eine linguistische Theorie
deskriptiv sein kann.
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von Grice, Stalnaker und Groenendijk. In Kapitel 4 erweitern wir das
Modell um Regeln der Rekonstruktion unvollsta¨ndig erkannter Sa¨tze.
• In Kapitel 5 vergleichen wir die Theorie der optimalen Akzentuierung
mit Fokustheorien. Wir zeigen, dass die Theorien teilweise verschiede-
ne Vorhersagen von Akzentmustern machen. Anhand von experimentel-
len Daten belegen wir, dass eine Theorie der optimalen Akzentuierung
die besseren Vorhersagen macht. Die Experimente, auf die wir uns in
Kapitel 5 beziehen, werden detailliert in Anhang B beschrieben.
• Zum Schluss fassen wir in Kapitel 6 die Ergebnisse der Arbeit zusam-
men und skizzieren Aufgaben weiterer Forschung.
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Kapitel 2
Optimale Akzentuierung
Wir stellen in diesem Kapitel eine Hypothese der optimalen Akzentuierung
auf, zeigen, auf welchen Pra¨missen die Hypothese beruht, und diskutieren
einige Einwa¨nde.
2.1 Hypothese zur optimalen Akzentuierung
Gehen wir von Shannons Modell eines allgemeinen Kommunikationssy-
stems aus (Abbildung 2.1). Eine Nachricht wird vom Sprecher sprachlich ko-
diert. Der entsprechende sprachliche Ausdruck wird als Signal durch einen
Kommunikationskanal an den Rezipienten gesendet. Bei der ¨Ubertragung
kann es zu Sto¨rungen kommen, die das Signal vera¨ndern. Der Rezipient
empfa¨ngt das mo¨glicherweise vera¨nderte Signal. Er dekodiert das Signal, er-
kennt dadurch einen sprachlichen Ausdruck und rekonstruiert idealerweise
die vom Sprecher gemeinte Nachricht. Schließlich interpretiert er die Nach-
richt und versteht – bei erfolgreicher Interpretation – ihre Bedeutung. Shan-
non nennt nur eine Art von Sto¨rung, na¨mlich die Kanalsto¨rung. Außer durch
Kanalsto¨rungen kann Kommunikation durch mangelhafte Kodierung (Um-
wandlung der Nachricht in einen sprachlichen Ausdruck und in ein Signal)
und durch falsche Dekodierung und Rekonstruktion beeintra¨chtigt sein.
In natu¨rlich-sprachlicher, akustischer Kommunikation sendet ein Sprecher
eine Nachricht, indem er sie in in eine Folge von Wo¨rtern respektive Wort-
formen – ggf. in einen Satz – u¨bersetzt, die Wo¨rter laut spricht und dabei
einzelne Wo¨rter durch Akzente hervorhebt. Wir stellen die Hypothese auf,
dass die Akzentuierung dazu beitragen soll, dass der Rezipient die Nach-
13
14
- - - -
6
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Nachricht Nachricht
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Signal
Abbildung 2.1: Allgemeines Kommunikationssystem nach [Shannon, 1948]
richt des Sprechers rekonstruieren kann. Optimalerweise hebt der Sprecher
die fu¨r die Rekonstruktion kritischen Wo¨rter hervor; er hebt keine Wo¨rter
hervor, die vom Rezipienten nicht erkannt zu werden brauchen:
Ein kooperativer Sprecher akzentuiert von seiner ¨Außerung optimalerweise
eine minimale Menge von Wo¨rtern. Die zu akzentuierenden Wo¨rter sind da-
durch bestimmt, dass es fu¨r den Rezipienten ausreicht, nur diese Wo¨rter zu
erkennen, um die gesamte ¨Außerung verstehen zu ko¨nnen.
Unsere Hypothese optimaler Akzentuierung beruht auf vier Pra¨missen:
1. Ein kooperativer Sprecher will verstanden werden; er a¨ußert sich opti-
malerweise so, dass das Versta¨ndnis des Rezipienten ho¨chstwahrschein-
lich ist.
2. Mit Kenntnis des Diskurskontextes, insbesondere einer zur Debatte ste-
henden Frage, kann ein Rezipient eine Nachricht ggf. auch dann voll-
sta¨ndig rekonstruieren und interpretieren, wenn er nur einige der vom
Sprecher gea¨ußerten Wo¨rter erkennt. Der Sprecher gestaltet seine ¨Au-
ßerung optimalerweise so, dass der Rezipient mindestens die fu¨r das
Versta¨ndnis kritischen Wo¨rter erkennt.
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3. Akustische Kommunikation kann beeintra¨chtigt (gesto¨rt) sein. Ein Spre-
cher muss davon ausgehen, dass seine ¨Außerung nur unvollsta¨ndig er-
kannt wird.
4. Akzentuierte Wo¨rter werden vom Rezipienten mit ho¨herer Wahrschein-
lichkeit richtig erkannt als nicht-akzentuierte Wo¨rter. Je weniger Wo¨r-
ter akzentuiert werden, desto ho¨her ist die Wahrscheinlichkeit, dass alle
akzentuierten Wo¨rter richtig erkannt werden.
Die erste Pra¨misse scheint trivialerweise wahr zu sein. Situationen, in de-
nen ein kooperativer Sprecher zur Erreichung des kommunikativen Ziels an-
streben sollte, nicht verstanden zu werden, sind jedenfalls schwer konstru-
ierbar. Die anderen Pra¨missen gilt es zu begru¨nden.
2.2 Rekonstruktion von Nachrichten
Mit Kenntnis des Diskurskontextes, insbesondere einer zur Debatte stehen-
den Frage, kann ein Rezipient eine Nachricht ggf. auch dann vollsta¨ndig
rekonstruieren und interpretieren, wenn er nur einige der vom Sprecher ge-
a¨ußerten Wo¨rter erkennt.
Es ist mo¨glich, dass ein Sprecher einen vollsta¨ndigen Satz a¨ußert, der Rezipi-
ent aber nur Teile des Satzes erkennt. Es ist auch mo¨glich, dass ein Sprecher
einen Satz nur unvollsta¨ndig a¨ußert und der Rezipient ergo gar keinen ganzen
Satz erkennen kann. In beiden Fa¨llen muss der Rezipient das, was er erkannt
hat, erga¨nzen, um die vom Sprecher gemeinte Nachricht zu rekonstruieren.
Betrachten wir zuerst den Fall, in dem ein Sprecher einen Satz nur unvoll-
sta¨ndig a¨ußert:
(2.1) Wer hat sich mit Ulla unterhalten? — Yves.
,,Yves“ ist ein Name, der fu¨r sich allein nicht mehr als eine bestimm-
te Person bezeichnet. Mit Rekurs auf die explizit gestellte Frage, wer sich
mit Ulla unterhalten hat, kann aufgrund der Erkennung des Namens ,,Yves“
die Nachricht, dass Yves sich mit Ulla unterhalten hat, oder – semantisch
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sta¨rker – die Nachricht, dass Yves und sonst niemand sich mit Ulla unter-
halten hat, rekonstruiert werden. Im Fall der zweiten Rekonstruktion wird
,,Yves“ als erscho¨pfende (Konstituenten-) Antwort auf die gestellte Frage
interpretiert. In beiden Fa¨llen bedeutet die rekonstruierte Nachricht eine Pro-
position; ,,Yves“ wird nicht bloß als Name interpretiert.
In Beispiel 2.1 wird explizit eine Frage gestellt; der Rezipient der Kon-
stituentenantwort kann zur Rekonstruktion der vollsta¨ndigen Antwort auf
den Fragesatz zuru¨ckgreifen. Das folgende Beispiel 2.2 zeigt, dass es nicht
immer no¨tig ist, die Bedeutung eines Fragesatzes zu verstehen, um ihn zur
Rekonstruktion einer Antwort verwenden zu ko¨nnen:
(2.2) Wer la¨utert den Zucker? — Peter.
Jemand, der nicht weiß, was das La¨utern von Zucker ist, versteht den Fra-
gesatz aus Beispiel 2.2 nicht. Nichtsdestotrotz kann er mit Hilfe des Frage-
satzes eine vollsta¨ndige Antwort rekonstruieren, derzufolge Peter den Zucker
la¨utert.
Wenn eine Frage zur Debatte steht und der Rezipient davon ausgehen darf,
dass der Sprecher kooperativ kommuniziert, dann kann er sich darauf verlas-
sen, dass der Sprecher die zur Debatte stehende Frage beantwortet. Der Rezi-
pient kann Rekonstruktionen der Nachricht des Sprechers, denen zufolge die
Frage nicht beantwortet wird, verwerfen. Es besteht damit ein Kriterium zur
Auswahl zwischen mehreren mo¨glichen Rekonstruktionen. Wenn aufgrund
des sprachlichen Materials nur eine einzige Rekonstruktion mo¨glich ist, die-
se aber keine Antwort auf die gemeinte (und – anders als in Beispiel 2.2
– auch verstandene) Frage gibt, dann besteht eine Anomalie. Das folgende
Beispiel 2.3 bezieht daraus die absehbare Pointe:
(2.3) Worauf wartest Du? — Auf einem Stuhl.
Halten wir fest: Die Beispiele 2.1 - 2.3 zeigen, dass ein unvollsta¨ndiger Satz
mit Rekurs auf einen schon gea¨ußerten Fragesatz vervollsta¨ndigt und inter-
pretiert werden kann. Ein Fragesatz kann ggf. auch dann zur Rekonstruktion
einer Antwort verwendet werden, wenn seine Bedeutung nicht verstanden
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Abbildung 2.2: Fußballspiel, kooperativer Hinweis
wurde (Beispiel 2.2). Zur ¨Uberpru¨fung der Ada¨quatheit einer Rekonstrukti-
on muss die Bedeutung des Fragesatzes allerdings beachtet werden (Beispiel
2.3).
Es ist mo¨glich, dass eine Frage bloß implizit gegeben ist; Das sprachliche
Material eines Fragesatzes steht dann fu¨r die Rekonstruktion einer Antwort
nicht zur Verfu¨gung. Trotzdem kann ein unvollsta¨ndig gea¨ußerter Satz ggf.
auch hinsichtlich einer bloß implizit gegebenen Frage interpretiert werden:
Abbildung 2.2 zeigt zwei Szenen eines Fußballspiels. In der ersten Szene
(links) wird der ballfu¨hrende, rote Spieler von zwei gegnerischen, blauen
Spielern angegriffen. Um der Gefahr des Ballverlustes zu entgehen, stellt
sich fu¨r den ballfu¨hrenden Spieler die Frage, wo eine geeignete Anspielsta-
tion ist. Der rote Mitspieler kennt die Situation; ihm ist klar, welche Frage
sich dem ballfu¨hrenden Spieler stellt. Er kann die bloß implizit gegebene
Frage beantworten; sein Zuruf ,,Hinter dir!“ wird vom ballfu¨hrenden Spieler
im Sinn von ,,Hinter dir ist eine geeignete Anspielstation“ interpretiert.1 In
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Abbildung 2.3: Fußballspiel, unkooperativer Hinweis
der zweiten Szene (rechts) von Abbildung 2.2 ist es fu¨r den ballfu¨hrenden
Spieler nicht ersichtlich, dass er angegriffen wird. Der Weg zum Tor scheint
frei zu sein; er braucht keine Anspielstation zu suchen. Er muss jedoch auf
mo¨gliche Angriffe von Gegenspielern achten. Den Zuruf seines Mitspielers
kann er dieses Mal nur im Sinn von ,,Vorsicht, hinter dir kommt ein Ge-
genspieler“ interpretieren. ,,Hinter dir ist eine geeignete Anspielstation“ ist
keine ada¨quate Rekonstruktion, weil sich die Frage nach der Anspielstation
nicht stellt.
Um den unvollsta¨ndigen Satz ,,Hinter dir!“ rekonstruieren zu ko¨nnen, muss
der Rezipient voraussetzen, dass sein Mitspieler kooperiert und die Frage,
die sich in der gegebenen Situation stellt, beantwortet. Wenn der Zuruf des
Mitspielers diesem Kriterium nicht genu¨gt, dann kommt es zum Missver-
sta¨ndnis. Abbildung 2.3 zeigt zwei Szenen, in denen die ¨Außerung von ,,Hin-
ter dir!“ kein kooperativer Hinweis ist. In der ersten Szene (links) wird der
1 Es ist dabei gleichgu¨ltig, ob sich der Sprecher oder irgendein anderer Mitspieler hinter dem
ballfu¨hrenden Spieler befindet. Fu¨r den Spieler gibt es in der Szene nur eine sinnvolle Inter-
pretation des unvollsta¨ndigen Satzes ,,Hinter dir!“.
19
ballfu¨hrende Spieler von vorne angegriffen und sucht eine Anspielstation.
Der Zuruf seines Mitspielers kann als Antwort auf die Frage nach der An-
spielstation verstanden werden. Wenn der ballfu¨hrende Spieler aufgrund des
Zurufes den Ball nun nach hinten abgibt, dann wird dieser nicht beim Mit-
spieler, sondern bei einem Gegenspieler ankommen. Der Zuruf evoziert mit
einiger Wahrscheinlichkeit einen Fehlpass.2 In der zweiten Szene (rechts)
stellt sich fu¨r den ballfu¨hrenden Spieler bloß die Frage, ob er von einem
gegnerischen Spieler verfolgt wird. Aufgrund des Zurufes wird er seine Auf-
merksamkeit auf eine mo¨gliche Gefahr von hinten verlagern, anstatt zu¨gig
aufs Tor zuzugehen. Der Zuruf hat also bestenfalls eine Verlangsamung des
Angriffs zur Folge; der Zuruf ist nicht kooperativ.
Halten wir fest: Ein unvollsta¨ndiger Satz kann ggf. auch dann mit Rekurs
auf eine Hintergrundfrage interpretiert werden, wenn die Frage bloß implizit
gegeben ist und fu¨r die Interpretation kein explizit gea¨ußertes, sprachliches
Material zur Verfu¨gung steht.
Die ¨Außerung eines unvollsta¨ndigen Satzes setzt voraus, dass der Rezipient
u¨ber genu¨gend Informationen verfu¨gt, um den Satz zu vervollsta¨ndigen. In
den bisherigen Beispielen muss der Rezipient u¨ber eine explizit oder impli-
zit gegebene Hintergrundfrage verfu¨gen. Ein Sprecher, der eine solche Frage
nicht voraussetzen kann, kann nicht immer davon ausgehen, dass seine un-
vollsta¨ndig gea¨ußerte Nachricht richtig rekonstruiert wird:
(2.4) Flight delayed. Don’t wait. Take train.
Das Telegramm 2.4 ist mehrdeutig. Nehmen wir an, der Empfa¨nger warte
an einem Flughafen auf den Sender. Der Flug des Senders sei verspa¨tet. Je
nachdem, welche Fragen der Empfa¨nger nun voraussetzt, ergeben sich fu¨r
ihn verschiedene Interpretationen. Wenn sich ihm die Frage stellt, was der
Sender wohl tun wird, dann versteht er, dass der Sender nicht auf seinen Flug
wartet, sondern einen Zug nimmt. Wenn sich dem Empfa¨nger aber die Frage
2 Es ist perfide, aber ggf. effektiv, wenn in der linken Szene einer der von hinten angreifenden,
blauen Spieler ,,Hinter dir!“ ruft und dadurch den Fehlpass zu seinen Gunsten bewirkt.
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stellt, was er – der Empfa¨nger – machen soll, dann versteht er, dass er nicht
auf den Sender warten, sondern einen Zug nehmen soll. Mo¨glicherweise
stellt sich dem Empfa¨nger auch eine Folge von Fragen. Dann versteht er das
Telegramm so, dass er nicht warten soll, weil der Sender einen Zug nimmt,
oder aber so, dass der Sender nicht wartet und also er – der Empfa¨nger –
einen Zug nehmen soll. Das Telegramm hat demnach mindestens vier ver-
schiedene Lesarten; die Lesarten sind durch verschiedene Folgen von Hin-
tergrundfragen bestimmt. Der Sender kann nur dann erwarten, dass sein Te-
legramm verstanden wird, wenn er Grund hat anzunehmen, dass der Em-
pfa¨nger die richtigen Hintergrundfragen voraussetzt.
Im folgenden Kapitel 3 konstruieren wir ein Interpretationsmodell, dem zu-
folge jede Assertion als Antwort auf eine explizit oder implizit gegebene
Hintergrundfrage interpretiert wird. Es gibt allerdings ¨Außerungen – auch
unvollsta¨ndige ¨Außerungen –, zu deren Rekonstruktion keine Hintergrund-
frage beno¨tigt wird. Dazu geho¨ren z.B. Zeitungsu¨berschriften wie die fol-
gende:
(2.5) Schro¨der zum Kanzler gewa¨hlt.
Beispiel 2.5 wird naheliegenderweise zu ,,Gerhard Schro¨der wurde zum
Kanzler der Bundesrepublik Deutschland gewa¨hlt“ komplettiert. Weniger
naheliegende Varianten wa¨ren ,,Gerhard Schro¨der wurde zum Kanzler der
Universita¨t Bonn gewa¨hlt“ oder ,,Bernhard Schro¨der wurde zum Kanzler
der Bundesrepublik Deutschland gewa¨hlt“. Alle genannten Rekonstruktio-
nen ko¨nnen als Antworten auf die allgemeinen und sich jederzeit stellenden
Fragen ,,Was ist passiert?“ oder ,,Was ist der Fall?“ interpretiert werden.
Durch die allgemeinen Hintergrundfragen wird allerdings keine der Rekon-
struktionen bevorzugt. Das Constraint, dass die rekonstruierte Nachricht ei-
ne Antwort auf eine Hintergrundfrage sein soll, muss demnach durch weitere
Constraints, die die erste Rekonstruktion plausibel, die anderen Rekonstruk-
tionen aber weniger plausibel erscheinen lassen, erga¨nzt werden.
Wir haben bis hierhin gezeigt, dass Rezipienten bei gegebenem Hintergrund-
wissen – hier insbesondere der Kenntnis einer zur Debatte stehenden Frage –
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unvollsta¨ndig gea¨ußerte Nachrichten rekonstruieren und interpretieren ko¨n-
nen. Es spielt keine Rolle, ob die Nachricht unvollsta¨ndig gea¨ußert oder bloß
unvollsta¨ndig erkannt wurde. Es a¨ndert na¨mlich nichts an der Interpretation,
ob der Sprecher (wie im folgenden Beispiel 2.6) nur den Namen ,,Yves“
a¨ußert oder ob er zwar einen vollsta¨ndigen Antwortsatz a¨ußert (wie in Bei-
spiel 2.7), der Rezipient davon aber nur ,,Yves“ erkennt:
(2.6) Wer hat sich mit Ulla unterhalten? — Yves.
(2.7) Wer hat sich mit Ulla unterhalten? —
YVES hat sich mit Ulla unterhalten.
,,Yves“ bildet in Beispiel 2.6 eine grammatisch wohlgeformte (elliptische)
Konstituentenantwort. Im Gegensatz dazu bildet das Wort ,,franzo¨sische“ im
folgenden Beispiel 2.8 fu¨r sich keine grammatisch wohlgeformte Konstitu-
entenantwort; es kann nicht alleine gea¨ußert werden (Beispiel 2.9):
(2.8) Welcher Student hat sich mit Ulla unterhalten? —
Der FRANZ ¨OSISCHE Student hat sich mit Ulla unterhalten.
(2.9) Welcher Student hat sich mit Ulla unterhalten? — # Franzo¨sische.
Nichtsdestotrotz reicht es zur Rekonstruktion der ganzen Antwort aus, nur
das Wort ,,franzo¨sische“ zu erkennen:
(2.10) Welcher Student hat sich mit Ulla unterhalten? —
noise FRANZ ¨OSISCHE noise.
Nehmen wir an, Ulla sei auf einer Party gewesen, wo auch auch genau ein
franzo¨sischer, ein italienischer und ein spanischer Student gewesen seien.
Ein Rezipient, der von der Antwort auf die Frage, welcher Student sich mit
Ulla unterhalten habe, nur das Wort ,,franzo¨sische“ erkennt (Beispiel 2.10),
du¨rfte die Antwort im Sinne von ,,Der franzo¨sische Student hat sich mit Ulla
unterhalten“ rekonstruieren.3
3 Wir appellieren an die Intuition des Lesers. Die Ergebnisse eines (spontan durchgefu¨hrten)
Probeexperiments unter nicht vollsta¨ndig kontrollierten Bedingungen und mit nur wenigen
Versuchspersonen weisen darauf hin, dass unsere Einscha¨tzung richtig ist. Muttersprachler
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Halten wir fest: Ein Rezipient kann eine Nachricht ggf. auch dann rekon-
struieren, wenn das, was er erkennt, fu¨r sich allein nicht grammatisch wohl-
geformt ist. Er kann einen Antwortsatz ggf. auch dann verstehen, wenn er
keine Konstituentenantwort erkennt.4
Die bisherigen Beispiele zeigen, dass im Zuge der Rekonstruktion einer
Nachricht ein unvollsta¨ndig erkannter Satz erga¨nzt werden muss; die erkann-
ten Satzteile mu¨ssen semantisch angereichert werden. Mit dem letzten Bei-
spiel dieses Abschnitts zeigen wir, dass es nicht ungewo¨hnlich ist, wenn ein
Rezipient eine erkannte Wortfolge vervollsta¨ndigen und semantisch anrei-
chern muss, um sie zu verstehen; dieser Fall tritt vielmehr regelma¨ßig auf:5
(2.11) Es regnet.
Es regnet wahrscheinlich immer irgendwo auf der Welt. Trotzdem ko¨nnen
wir Satz 2.11 fu¨r falsch halten, z.B. wenn dort, wo der Satz gea¨ußert wird,
die Sonne scheint. Wenn aber der Sprecher mit jemandem aus der norwe-
gischen Stadt Bergen, wo es bekanntermaßen fast immer regnet, telefoniert
hat und uns nun erza¨hlt, wie das Wetter in Bergen ist, dann ko¨nnen wir den
Satz wohl fu¨r wahr halten. Der Sprecher meint schließlich, dass es in Bergen
regnet und nicht dort, wo wir uns befinden. Der Satz 2.11 ist also seman-
tisch unterspezifiziert. Der Ort, wo es angeblich regnet, ist nicht bestimmt;
des Deutschen ko¨nnen allein aufgrund von ,,fra¨nzo¨sische“ eine vollsta¨ndige Antwort rekon-
struieren, wenn sie die zuvor gestellte Frage kennen. Wir erwarten, dass dieser Sachverhalt
auch durch ein methodisch einwandfreies Experiment besta¨tigt werden kann. Ein solches Ex-
periment ist noch durchzufu¨hren.
4 Folgendes Beispiel mag der Plausibilisierung dienen: Im Ku¨hlregal eines Supermarktes ste-
hen verschiedene verpackte Waren. Ein Kunde sucht sehr fetten Quark und will wissen, was
die jeweiligen Verpackungen enthalten (Hintergrundfrage 1). Auf einer Verpackung steht das
Wort ,,Quark“. Der Kunde interpretiert die Aufschrift als Antwort auf seine Hintergrundfra-
ge: ,,Diese Packung entha¨lt Quark“. Er fragt sich nun, was fu¨r Quark wohl in der Packung
ist (Hintergrundfrage 2). Er dreht die Packung um 90◦; auf der Seite steht ,,halbfett“. Der
Kunde versteht, dass die Packung halbfetten Quark entha¨lt. Das Wort ,,halbfett“ ist keine
grammatisch wohlgeformte Konstituentenantwort auf die pra¨supponierte Hintergrundfrage 2.
Nichtsdestotrotz kann der Kunde die Aufschrift als Antwort auf seine Frage verstehen, das
Packet wieder zuru¨ckstellen und weiter den gewu¨nschten, fetten Quark suchen.
5 Das Beispiel 2.11 stammt – auf Englisch – von [Perry, 1998]. Weitere Beispiele der Art findet
man bei [Recanati, 2004].
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der Satz dru¨ckt fu¨r sich keine Proposition aus.6 Zur Interpretation muss er
hinsichtlich einer zur Debatte stehenden Frage (,,Wie ist das Wetter hier?“,
,,Wie ist das Wetter in Bergen?“ etc.) spezifiziert werden.
Semantisch unterspezifizierte ¨Außerungen sind keine Ausnahmen.7 Spre-
cher machen regelma¨ßig unterspezifizierte, vom Rezipienten zu komplettie-
rende und spezifizierende ¨Außerungen: ,,Es ist jetzt 18:00 h“ ist zu jeder
vollen Stunde wahr, es sei denn, man bestimmt den Ort, fu¨r den der Satz
gelten soll; ,,Ein Liter Milch kostet einen Euro“ ist falsch, wenn wir die
derzeitigen Preise des na¨chstgelegenen Supermarktes zur Grundlage unserer
Interpretation machen; der Satz wird in Zukunft aber sicher wahr sein, und
er ist es jetzt schon an der na¨chsten Tankstelle.
Fassen wir zusammen: Unsere Beispiele zeigen, dass Rezipienten unvoll-
sta¨ndig gea¨ußerte oder unvollsta¨ndig erkannte Sa¨tze ggf. rekonstruieren und
interpretieren ko¨nnen. Im Zuge der Rekonstruktion werden die erkannten
Ausdru¨cke semantisch angereichert. Wir gehen davon aus, dass Rezipienten
nicht nur in Ausnahmefa¨llen, sondern regelma¨ßig die von ihnen erkannten
Ausdru¨cke vervollsta¨ndigen und semantisch anreichern mu¨ssen. Sie ko¨nnen
im Zuge dessen auf den Diskurskontext rekurrieren. Das Ziel einer Rekon-
struktion wird in unseren Beispielen durch eine zur Debatte stehende Frage
vorgegeben; Aussagesa¨tze werden als Antworten auf zur Debatte stehenden
Fragen rekonstruiert.
2.3 Hypo- und Hypersprache
Der Sprecher gestaltet seine ¨Außerung optimalerweise so, dass der Rezipient
mindestens die fu¨r das Versta¨ndnis kritischen Wo¨rter erkennt.
6 Vgl. zur Diskussion daru¨ber, ob der Satz nicht doch eine Proposition ausdru¨cken kann
[Recanati, 2004].
7 Manche Theoretiker – z.B. [Searle, 1994] – konstatieren, dass u¨berhaupt kein Satz fu¨r sich
(d.h. ohne Kontextbezug) semantisch voll spezifiziert ist. Wenn es u¨berhaupt sinnvoll ist, die
,wo¨rtliche‘ Bedeutung eines Satzes anzunehmen – schon dies sei zweifelhaft – , dann sei diese
immer unterspezifiziert. (Vgl. auch diesbezu¨glich [Recanati, 2004].)
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Der H&H-Theorie ([Lindblom, 1983] [Lindblom, 1990] [Lindblom, 1996])
zufolge besteht bei Sprechern die starke Tendenz, sich o¨konomisch zu ver-
halten: Sprecher artikulieren mit dem minimalen Aufwand, der no¨tig ist, um
das Versta¨ndnis des Rezipienten sicherzustellen. Gesprochene Sprache ori-
entiert demnach sich an zwei Fixpunkten, na¨mlich der Artikulation mit mi-
nimalem Aufwand und der Artikulation mit bestmo¨glicher Versta¨ndlichkeit.
Die Optimierungseinheit fu¨r die Artikulation ist der Satz: Sa¨tze werden ten-
denziell mit geringstmo¨glichem Aufwand fu¨r hinreichende Versta¨ndlichkeit
artikuliert.
Gesprochene Sprache, bei der mit minimalem Aufwand artikuliert wird,
heißt Hyposprache; gesprochene Sprache, bei der zum Zwecke der bestmo¨g-
lichen Versta¨ndlichkeit artikuliert wird, heißt Hypersprache.8 Bei Hypospra-
che artikuliert der Sprecher sparsam und unpra¨zise. Er unterschla¨gt Artiku-
lationsgesten (articulatory undershoot), weshalb es zu Reduktions- und Ko-
artikulationseffekten kommt. Er la¨sst einzelne Laute und selten auch ganze
Wo¨rter aus ([Greenberg, 1999]); andere Laute gibt er vera¨ndert – ggf. sogar
kategorial vera¨ndert – wieder (acoustic undershoot).9 Hypersprache verlangt
im Gegensatz dazu pra¨zise Artikulation, wenig oder keine Reduktion und er-
go hohen Artikulationsaufwand.
Der Aufwand, den ein Sprecher leisten muss, damit seine ¨Außerung ver-
standen wird, variiert von Situation zu Situation. Der Sprecher passt sich der
¨Außerungssituation an und kommt den Bedu¨rfnissen des Rezipienten ent-
gegen. Formelle Situationen verlangen vom Sprecher klare Versta¨ndlichkeit,
er muss pra¨zise artikulieren; wenn ein Sprecher und sein Rezipient hingegen
8 Artikulatorischer Aufwand ist gebunden an den Energieverbrauch bei der Realisierung arti-
kulatorischer Gesten, d.h. an den Energieverbrauch beim Bewegen des Sprechapparats und
beim Halten unentspannter Stellungen. [Lindblom, Davis, 1998] schlagen vor, diesen Auf-
wand durch Messung des Sauerstoffverbrauchs beim Sprechen zu bestimmen. Ho¨herer arti-
kulatorischer Aufwand sollte mit ho¨herem Sauerstoffverbrauch korrelieren.
9 Reduktion bedingt immer eine Zentrierung der Formanten; reduzierte Vokale weisen eine
Zentrierung ihrer Formantwerte hin zum zentralen Vokal [@] auf. Reduktion besteht ferner in
einer Verku¨rzung der Lautdauer; bei Konsonsanten werden tendenziell die voice onset time
(VOT) und die Dauer von Friktionen verku¨rzt, und Plosionen werden ggf. ausgelassen. —
Bei kategorialer Vera¨nderung eines Lautes entspricht das akustischen Lautbild nicht dem des
eigentlich intendierten, sondern dem eines anderen Phonems.
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vertraut sind, dann kann der Sprecher leichteres Versta¨ndnis voraussetzen
und seinen Artikulationsaufwand mindern.10 Besondere Anpassung verlangt
die Kommunikation mit Ho¨rgescha¨digten. Ihnen gegenu¨ber wird generell
pra¨ziser artikuliert; es wird daru¨ber hinaus lauter und langsamer gesprochen,
und es werden la¨ngere Pausen an Phrasengrenzen und weniger Pausen in-
nerhalb von zusammenha¨ngenden Phrasen gemacht.11 [Payton et al., 1994]
weisen nach, dass derart klare, durchgehend hyperartikulierte Sprache (clear
speech) sowohl fu¨r Ho¨rgescha¨digte als auch fu¨r Rezipienten mit gesundem
Geho¨r besser versta¨ndlich ist als normale, teilweise unpra¨zise artikulierte
Sprache (conversational speech).
Die Bedingungen der Artikulation variieren auch innerhalb derselben ¨Au-
ßerung: Schwer vorhersehbare und fu¨r das Verstehen besonders wichtige
Teile einer ¨Außerung mu¨ssen pra¨zise artikuliert werden (Hypersprache), um
die Interpretation des Ho¨rers zu ermo¨glichen. Andere Teile der ¨Außerung
ko¨nnen lax artikuliert werden (Hyposprache), wenn die richtige Erkennung
dieser ¨Außerungsteile von untergeordneter Bedeutung ist. Sprecher wech-
seln innerhalb ihrer ¨Außerungen zwischen Hypo- und Hypersprache. Die
pra¨zise artikulierten Wo¨rter ihrer ¨Außerungen sind nachweislich besser zu
erkennen als die unpra¨zise artikulierten Wo¨rter. Optimalerweise werden die
fu¨r das Versta¨ndnis kritischen Wo¨rter einer ¨Außerungen pra¨zise artikuliert.
2.4 Beeintra¨chtigung akustischer Kommunikation
Akustische Kommunikation kann beeintra¨chigt (gesto¨rt) sein. Ein Sprecher
muss davon ausgehen, dass seine ¨Außerung nur unvollsta¨ndig erkannt wird.
Akustische Sprachkommunikation kann prinzipiell auf dreierlei Weise be-
eintra¨chtigt sein: Erstens kann Kommunikation sprecherseitig durch man-
10 Die Bestimmung des Verha¨ltnisses von Hyper- und Hyposprache kann dementsprechend zur
Beschreibung verschiedener Sprechstile verwendet werden. Reduktionspha¨nomene treten in
informellen Gespra¨chssituationen ha¨ufiger auf als in formellen Situationen ([Kohler, 1995]);
ho¨here Bekanntheit zwischen einem Sprecher und seinem Rezipienten fo¨rdert die Laxheit der
Artikulation ([Eske´nazi, 1993]).
11 [Picheny et al., 1985] [Picheny et al., 1986] [Picheny et al., 1989] [Uchanski et al., 1996].
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gelhafte Kodierung, d.h. durch unpra¨zise Artikulation (Hyposprache), er-
schwert werden. Zweitens ko¨nnen Kanalsto¨rungen auftreten. Drittens kann
die Dekodierung des Signals durch ein Aufmerksamkeitsdefizit des Rezi-
pienten beschra¨nkt sein. Jede der Beeintra¨chtigungen kann dazu beitragen,
dass der Rezipient die an ihn gerichtete ¨Außerung nicht vollsta¨ndig erkennt.
Variationen der Artikulationsgenauigkeit wurden im vorigen Abschnitt be-
sprochen; widmen wir uns jetzt Sto¨rungen des Kommunikationskanals und
Aufmerksamkeitsdefiziten.
Eine Kanalsto¨rung besteht in einer Abschwa¨chung und/ oder Maskierung
des Sprachsignals bei der ¨Ubertragung. Zu einer Abschwa¨chung kommt es,
wenn das Signal geda¨mpft oder u¨ber eine große Entfernung geschickt wird.
Eine Maskierung besteht in der ¨Uberlagerung des vom Sprecher erzeugten
Sprachsignals durch andere akustische Signale. Das Signal kann durch an-
dere Sprachsignale (Cocktail-Party-Effekt), dasselbe, zeitlich verzo¨gerte Si-
gnal (Echo, Hall) oder irgendwelche anderen Gera¨usche (Verkehrsla¨rm, Mu-
sik etc.) maskiert werden. Abschwa¨chung und Maskierung wirken sich nega-
tiv auf die Versta¨ndlichkeit aus. Die Minderung der Versta¨ndlichkeit kann fu¨r
ein gegebenes Sprachsignal aufgrund akustischer Parameter bestimmt wer-
den. Der negative Effekt steigt mit dem Verha¨ltnis der Intensita¨t eines mas-
kierenden Sto¨rsignals zur Intensita¨t des maskierten und ggf. abgeschwa¨chten
Sprachsignals. Stark vereinfacht: Je leiser ein Sprachsignal ist und je lau-
ter im Vergleich dazu das Sto¨rsignal ist, desto weniger versta¨ndlich ist das
Sprachsignal.12
12 Etablierte Maßeinheiten sind u.a. der Articulation Index (AI, [French, Steinberg, 1947]) und
der Speech Transmission Index (STI, [Steeneken, Houtgast, 1980]), die das Verha¨ltnis der In-
tensita¨ten von Sprach- und Sto¨rsignal auf verschiedenen Frequenzba¨ndern beru¨cksichtigen.
Verschiedene Frequenzba¨nder werden beru¨cksichtigt, weil ein Sprachsignal nicht u¨ber alle
Frequenzen hinweg die gleiche Intensita¨t aufweist. Auf den Frequenzen ab 500 Hz nimmt
die Intensita¨t des Signals kontinuierlich ab. Ho¨here Frequenzen werden daher fru¨her gesto¨rt
als niedrige Frequenzen. Eine Sto¨rung muss also nicht alle Frequenzen gleichermaßen betref-
fen. Der Sto¨reffekt tritt ein, wenn die fu¨r die Erkennung des Sprachsignals entscheidenden
Frequenzen effektiv u¨berlagert werden ([Kryter, 1970]). — Die ¨Ubertragungskapazita¨t des
Kanals kann von vorherein durch die Beschra¨nkung des Kommunikationskanals, z.B. durch
eine Beschra¨nkung des Frequenzbandes, limitiert sein. Der Kanal bedingt einen Datenverlust
([Bergmann, Gerhardt, 1999]). So werden beim Telefonieren vom Telefonband nicht abge-
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Sprecher tendieren dazu, bei Zunahme von Hintergrundgera¨uschen lau-
ter zu sprechen. Die Erho¨hung der Lautsta¨rke reicht i.d.R. jedoch nicht aus,
um die Zunahme des Hintergrundgera¨usches vollsta¨ndig zu kompensieren.
Der Gera¨uschpegel in einem modernen Mittelklasseauto liegt bei einer Ge-
schwindigkeit von 50 km/h um 55-58 dB, mit Erho¨hung der Geschwindig-
keit auf 100 km/h steigt er auf 67-70 dB, durch weitere Beschleunigung auf
130 km/h erreicht er 71-75 dB ([Langmann et al., 1998]). Eine Steigerung
von Hintergrundrauschen um 10 dB veranlasst einen Sprecher aber nur, sei-
ne eigene Lautsta¨rke um zwischen 3,5 und 7 dB zu steigern ([Kryter, 1970]).
Die Zunahme sto¨render Gera¨usche – z.B. im Auto – wird also nur teilweise
durch lauteres Sprechen kompensiert.13
[Payton et al., 1994] zeigen, dass akustischen Sto¨rungen durch pra¨zisere
Artikulation begegnet werden kann. Sprecher passen tatsa¨chlich ihre Artiku-
lation der gesto¨rten Umgebung an; man nennt diesen Effekt den Lombard-
Reflex ([Junqua, 1993], [Lombard, 1911]). Die Anpassung kann nicht ohne
weiteres als allgemein pra¨zisere und unter allen Bedingungen besser ver-
sta¨ndliche Artikulation (Hypersprache) beschrieben werden. So kann ein
unter Anwesenheit von Hintergrundrauschen realisiertes Sprachsignal in un-
gesto¨rter Umgebung weniger gut versta¨ndlich sein als das textuell gleiche,
ohne Anwesenheit von Hintergrundrauschen realisierte Signal.14 Die Ver-
deckte Frequenzen des Sprachsignals vollsta¨ndig ausgefiltert. Die Diskrimination insbesonde-
re von Konsonaten ist dadurch erschwert, und redundanzfreie Wo¨rter, wie z.B. Eigennamen,
sind weniger leicht versta¨ndlich ([Hess, 2003]).
13 [Pickett, 1956] weist darauf hin, dass die Versta¨ndlichkeit gesprochener Sprache ab ca. 78
dB – beim ¨Ubergang von sehr lauter Artikulation zum Bru¨llen – stetig abnimmt. Alleinige
Erho¨hung der Lautsta¨rke ist bei sehr starken Sto¨rsignalen also kein probates Mittel, um sich
versta¨ndlich zu machen.
14 Vgl. [Junqua, 1993]: Eine Versuchsperson spricht einen vorgegebenen Text. Wa¨hrenddessen
wird eine Kanalsto¨rung suggeriert, indem der Versuchsperson u¨ber einen Kopfho¨rer Sto¨r-
signale vorgespielt werden. Der Text wird aufgenommen, wobei die Aufnahme selbst nicht
von den Sto¨rsignalen affiziert wird. Die Versuchsperson spricht denselben Text dann ein zwei-
tes Mal, dieses Mal ohne dass ihr Sto¨rsignale vorgespielt werden. Man erha¨lt so zwei Rea-
lisierungen desselben Textes, eine unter gesto¨rten und eine unter ungesto¨rten Bedingungen.
Die Realisierungen werden hinsichtlich ihrer Versta¨ndlichkeit in verschiedenen Kontexten
verglichen. Die unter gesto¨rten Bedingungen realisierte Version ist in ungesto¨rter Umgebung
weniger versta¨ndlich als die Version, die unter ungesto¨rten Bedingungen realisiert wurde.
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sta¨ndlichkeit des Sprachsignals ist insofern an die ¨Außerungssituation ge-
bunden.
Festzuhalten bleibt, dass Kanalsto¨rungen nicht immer vollsta¨ndig kom-
pensiert werden ko¨nnen. Das beste Kompensationsmittel ist pra¨zisere Arti-
kulation, die vom Sprecher aber hohen Aufwand fordert.
Die Dekodierung (Erkennung) eines Sprachsignals kann endlich durch ein
Aufmerksamkeitsdefizit des Rezipienten beeintra¨chtigt sein. Ein Aufmerk-
samkeitsdefizit kann auf zweierlei Weise zustande kommen. Erstens kann
der Rezipient durch eine plo¨tzliche Vera¨nderung in der Umgebung – einen
Knall o.a¨. – abgelenkt werden ([Eimer et al., 1996]). Zweitens kann der Re-
zipient ermu¨den; seine Aufmerksamkeit la¨sst nach, ohne dass sie durch einen
anderen Reiz abgelenkt wird ([Koelega, 1996]).
Es leuchtet nicht unmittelbar ein, dass Kommunikation generell durch
Aufmerksamkeitsschwankungen gesto¨rt ist und dass diese Art der Sto¨rung
schon sprecherseitig kompensiert werden kann. Warum sollte ein Sprecher
generell davon ausgehen, dass sein Rezipient abgelenkt wird, und wie sollte
er Ablenkungen durch geschickte Artikulation begegnen ko¨nnen? In ku¨rze-
ren Gespra¨chen sollte die Gefahr der Ermu¨dung vernachla¨ssigbar sein. Der
Rezipient eines la¨ngeren Vortrages mag mit seinen Gedanken abschweifen;
er ist dann aber auch nicht in der Lage, das Gesagte zu interpretieren und zu
verstehen. Schließlich kann ein Sprecher auch durch noch so gewa¨hlte Arti-
kulation der Ablenkung durch plo¨tzlich auftretende Umgebungsreize kaum
begegnen.
Die Annahme, dass Aufmerksamkeitsschwankungen eine relevante und
vom Sprecher zu kompensierende Sto¨rung darstellen, wird allerdings u¨ber-
zeugender, wenn man die obskure, d.h. nur schwer oder gar nicht messbare
Gro¨ße des kognitiven Aufwandes15 in Betracht zieht. Man kann dann die
Verminderung von Aufmerksamkeit als Verminderung von kognitivem Auf-
15 Eine Mo¨glichkeit zur Messung kognitiven Aufwandes sind Reaktionszeitexperimente, wenn
man davon ausgeht, dass la¨ngere Reaktionszeiten mit erho¨htem Aufwand einhergehen. Es ist
allerdings durchaus mo¨glich, dass es zu la¨ngeren Reaktionszeiten kommt, weil die Versuchs-
person nicht mehr, sondern – in einem zugrunde gelegten Zeitintervall – weniger Aufwand
leistet.
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wand beschreiben. Auch wenn kognitiver Aufwand schwer messbar ist, ist
die Annahme verschiedener Grade kognitiven Aufwandes plausibel. Es ist
unmittelbar einsichtig, dass verschiedene kognitive Aufgaben unterschied-
lich schwer zu lo¨sen sind und unterschiedliche Anstrengungen, d.h. eben
verschieden hohen Aufwand, erfordern. Es ist ferner annehmbar, dass Rezi-
pienten – a¨hnlich wie Sprecher bei der Artikulation (s.o.) – einem ¨Okono-
mieprinzip folgen und bestrebt sind, ihren Aufwand gering zu halten. Die Er-
kennung einer Mitteilung erfordert kognitiven Aufwand; sie erfordert umso
mehr Aufwand, wenn interferierende Sto¨rsignale ausgefiltert werden mu¨ssen
oder wenn die Mitteilung unpra¨zise artikuliert wurde. Ein Rezipient mag
nicht disponiert sein, den zur vollsta¨ndigen Erkennung no¨tigen Aufwand zu
leisten. Wenn er gleichzeitig noch anderweitig bescha¨ftigt ist – z.B. mit Au-
tofahren –, dann ist er ggf. gar nicht in der Lage, diesen Aufwand zu leisten;
seine Aufmerksamkeit ist dann beeintra¨chtigt ([Heuer, 1996]). Es liegt am
Sprecher, die Aufmerksamkeit des Rezipienten auf die fu¨r das Versta¨ndnis
kritischen Wo¨rter zu lenken und die Interpretation auch bei minimalem Er-
kennungsaufwand zu ermo¨glichen. Wenn der Sprecher die kritischen Wo¨rter
des von ihm gea¨ußerten Satzes hervorhebt, dann reicht es fu¨r den Ho¨rer aus,
Erkennungsaufwand nur fu¨r hervorgehobene Wo¨rter zu betreiben.
Halten wir fest, dass akustische Sprachkommunikation potentiell auf drei-
erlei Weise gesto¨rt ist, na¨mlich durch unpra¨zise Artikulation, durch Hinter-
grundgera¨usche und durch Aufmerksamkeitsschwankungen. Sprecher fol-
gen einem ¨Okonomieprinzip und tendieren dazu, nicht jedes Wort klar zu
artikulieren; Kanalsto¨rungen ko¨nnen nicht durchgehend oder nur mit hohem
Aufwand kompensiert werden. Schließlich kann angenommen werden, dass
auch Rezipienten einem ¨Okonomieprinzip folgen und sich nicht durchga¨ngig
auf die Dekodierung des an sie gerichteten Signals konzentrieren. Beein-
tra¨chtigungen bei der akustischen ¨Ubermittlung von Nachrichten werden
demnach nur partiell kompensiert. Sprecher mu¨ssen davon ausgehen, dass
ihre Nachrichten nur unvollsta¨ndig erkannt werden.
Die Rezeption geschriebener Sprache ist weniger stark beeintra¨chtigt als die
gesprochener Sprache: Der Kommunikationskanal fu¨r geschriebene Sprache
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ist i.d.R. nicht gesto¨rt, und es ist mo¨glich, Aufmerksamkeitsschwankungen
durch wiederholtes Lesen zu kompensieren. Der Leser bestimmt weitgehend
selbst, wieviel Zeit er zur Rezeption beno¨tigt; er kann undeutliche Schrift
nicht-linear entziffern, indem er erst spa¨tere Textstellen dekodiert, um sich
dann undeutlicheren fru¨heren Stellen zuzuwenden. Der Leser eines geschrie-
benen Textes kann seine mangelhafte Erkennung daher sukzessive verbes-
sern und den vollsta¨ndig erkannten Text interpretieren. Diese Mo¨glichkeit
stellt sich dem Rezipienten eines gesprochenen Textes sehr viel weniger. Der
Sprecher, nicht der Ho¨rer, bestimmt das Tempo der Rezeption. Der Ho¨rer
kann die ¨Außerung nur von vorne nach hinten und i.d.R. nur einmal de-
kodieren. Zwar kann er u.U. Kla¨rungsfragen stellen und den Sprecher um
die Wiederholung von Teilen der ¨Außerung bitten. Wenn aber Ma¨ngel bei
der Erkennung gesprochener Sprache standardma¨ßig vorkommen, dann wer-
den Kla¨rungsfragen relativ selten gestellt. Außerdem besteht nicht immer
die Mo¨glichkeit, eine Kla¨rungsfrage zu stellen. Vortra¨ge, Radiosendungen
etc. werden nur einmal und am Stu¨ck rezipiert. Der Zuho¨rer kann Wahr-
nehmungsma¨ngel nicht nachtra¨glich verbessern, sondern muss sie schon im
Zuge von Rekonstruktion und Interpretation kompensieren.
2.5 Akzentuierung und Spracherkennung
Akzentuierte Wo¨rter werden mit ho¨herer Wahrscheinlichkeit richtig erkannt
als nicht-akzentuierte Wo¨rter. Je weniger Wo¨rter akzentuiert werden, desto
ho¨her ist die Wahrscheinlichkeit, dass alle akzentuierten Wo¨rter richtig er-
kannt werden.
Akzente manifestieren sich im Sprachsignal durch eine abrupte ¨Anderung
der Grundfrequenz und eine relative Erho¨hung von Intensita¨t und Dauer;
sie ko¨nnen daru¨ber hinaus durch Gesten, wie z.B. Bewegungen der Augen-
brauen, unterstu¨tzt werden ([Massaro, 2002]).16 Akzentuierung fo¨rdert Hy-
16 (A) In der phonetischen Literatur werden Akzente auf Wortebene von Akzenten auf
¨Außerungsebene unterschieden. In jedem Wort ist eine Silbe akzentuiert, diese tra¨gt den
Wortakzent. Die zu akzentuierende Silbe ist lexikalisch spezifiziert, sie kann mit einiger Ge-
nauigkeit durch Wortakzentuierungsregeln vorhergesagt werden ([Wagner, 2002]). Akzente
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persprache; akzentuierte Wo¨rter werden i.d.R. pra¨ziser artikuliert als nicht-
akzentuierte Wo¨rter ([Greenberg et al., 2001] [Widera, 2002]). Pra¨zise Arti-
kulation, ho¨here Intensita¨t und la¨ngere Dauer sind Mittel der clear speech
(s.o., Abschnitt 2.3). Sie erleichtern die Versta¨ndlichkeit und wirken Ka-
nalsto¨rungen entgegen. Endlich verleiht ein Akzent einem Wort Prominenz.
Durch Akzentuierung wird die Aufmerksamkeit des Rezipienten auf das
Wort gelenkt. Akzentuierte Wo¨rter werden daher mit ho¨herer Wahrschein-
lichkeit richtig erkannt als nicht-akzentuierte Wo¨rter.
Optimale Akzentuierung ist das hinsichtlich des Artikulationsaufwandes
o¨konomischste Mittel zur Kompensierung der oben beschriebenen Kommu-
nikationssto¨rungen. Klare Artikulation bu¨ßt nicht an Effektivita¨t ein, wenn
durchgehend klar artikuliert wird. Durchgehend klare Artikulation ist aber
aufwa¨ndig und widerspricht dem Bedu¨rfnis des Sprechers, den artikulato-
rischen Aufwand gering zu halten. Sprecher sind daher geneigt, Teile ihrer
¨Außerungen nur lax zu artikulieren (Hyposprache) und insgesamt eher spar-
sam zu akzentuieren.
Sparsame Akzentuierung dient daru¨ber hinaus der effektiven Lenkung der
Aufmerksamkeit des Rezipienten: Ein Akzent hebt ein Wort gegenu¨ber sei-
ner Umgebung hervor und erregt dadurch Aufmerksamkeit. Hervorhebungen
sind Abweichungen vom Standard. Ein Standard ist umso sta¨rker, und eine
Abweichung von Standard ist umso auffa¨lliger, je weniger Abweichungen
es gibt. Je weniger Wo¨rter also in einer ¨Außerung hervorgehoben werden,
desto auffa¨lliger sind die Hervorhebungen. Staccatosprache, bei der jedes
auf ¨Außerungsebene heben nicht Silben in Wo¨rtern, sondern ganze Wo¨rter gegenu¨ber ihrer
sprachlichen Umgebung hervor. Uns interessieren hier nur Akzente auf ¨Außerungsebene.
(B) Unsere Verwendung von ,,Akzent“ steht mit Wo¨rterbuchdefinitionen (z.B.
[Pompino-Marschall, 2000]) im Einklang. Wiederholt wird Akzentuierung aber auf die
¨Anderung der Grundfrequenz reduziert. Man unterscheidet dann Grundfrequenzakzente
(pitch accents) von Betonungen (stress). In diesem Sinn diskutieren wir hier Betonungen,
nicht (Grundfrequenz-) Akzente (vgl. z.B. [Cruttenden, 1986]).
(C) Die akustischen Korrelate von Akzenten ko¨nnen in unterschiedlichen Sprachen verschie-
den ausgepra¨gt sein. [Beckman, 1986] zeigt, dass Akzente im Japanischen eher durch Fre-
quenza¨nderung markiert sind, im Englischen aber mit einem Verbund von Merkmalen, darun-
ter der Erho¨hung von Intensita¨t und Dauer, korrelieren. Zur Akzentuierung in verschiedenen
Sprachen vgl. auch die Aufsa¨tze in [Hirst, Di Christo, 1998].
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Wort einer ¨Außerung akzentuiert wird, mag dazu geeignet sein, einer gan-
zen ¨Außerung im Diskurs Nachdruck zu verleihen. Einen Text durchgehend
staccato zu sprechen und damit den Akzent zum Standard zu degradieren,
dient allerdings nicht der Versta¨ndlichkeit. Akzente sind umso wirksamer, je
weniger Wo¨rter akzentuiert werden. Je weniger Wo¨rter akzentuiert werden,
desto ho¨her ist also die Wahrscheinlichkeit, dass alle akzentuierten Wo¨rter
richtig erkannt werden.17
Wir verwenden ,akzentuiert‘ als bina¨res Merkmal von Wo¨rtern. Die akusti-
sche Korrelate von Akzenten ko¨nnen mehr oder weniger stark ausgepra¨gt
sein, sie ko¨nnen wenigstens auf einer Ordinalskala gemessen werden. Ak-
17 (A) Wir begru¨nden die These, dass Akzente umso wirksamer sind, je weniger Wo¨rter akzen-
tuiert werden, mit Verweis auf die Aufmerksamkeitslenkung durch Akzente. Wenn die Basis-
wahrscheinlichkeiten der Erkennung akzentuierter Wo¨rter nicht von der Anzahl der akzentu-
ierten Wo¨rter abha¨ngig sind, dann gilt schon aus wahrscheinlichkeitstheoretischen Gru¨nden,
dass die gesamte Menge der akzentuierten Wo¨rter umso eher richtig erkannt wird, je kleiner
diese Menge ist.
(B) [Cutler, 1976] und [Cutler, Fodor, 1979] weisen experimentell (mit Messungen von Re-
aktionszeiten bei Phonem-Erkennungs-Aufgaben) nach, dass Akzentuierung der Aufmerk-
samkeitslenkung dient. Sie zeigen, dass Rezipienten aktiv nach zu akzentuierenden Wo¨rtern
suchen und dass sie diese Wo¨rter schneller erkennen als nicht zu akzentuierende Wo¨rter.
[Terken, Nooteboom, 1987] zeigen, dass Fehlakzentuierung die Erkennung von Sa¨tzen ver-
langsamt. Wo¨rter, die bereits gegebene Information ausdru¨cken – die gema¨ß der Hypothese
optimaler Akzentuierung also nicht zu akzentuieren sind –, werden schneller als solche er-
kannt, wenn sie nicht akzentuiert sind. Es ist also nicht der Fall, dass akzentuierte Wo¨rter
stets schneller erkannt werden als nicht-akzentuierte Wo¨rter. Die Akzentuierung von Wo¨rtern,
welche optimalerweise nicht zu akzentuieren sind, steigert nicht die Versta¨ndlichkeit einer
¨Außerung.
(C) Akzentuierung beeinflusst auch die Leistung von Systemen der automatischen Spra-
cherkennung (automatic speech recognition (ASR)). Die Steuerung von Aufmerksamkeit
du¨rfte dabei keine Rolle spielen, klare Artikulation hingegen sollte sich positiv auswirken.
[Greenberg, Chang, 2000] stellen im Rahmen einer Evaluation verschiedener ASR-Systeme
fest, dass akzentuierte Wo¨rter mit ho¨her Wahrscheinlichkeit richtig erkannt werden als
nicht-akzentuierte Wo¨rter. Sie testen die ASR-Systeme auf die Erkennung eines annotierten
Fragments des Switchboard-Korpus ([Godfrey et al., 1992]), einem Korpus von Telefonge-
spra¨chen, welches kurze ¨Außerungen verschiedener, us-amerikanischer Sprecher beinhaltet.
Die ¨Außerungen sind in konversationell, z.T. lax artikuliert (Hyposprache). Greenberg und
Chang kommen zu dem Ergebnis, dass nicht-akzentuierte Wo¨rter des Testkorpus mit 50%
ho¨herer Wahrscheinlichkeit falsch oder nicht erkannt (ausgelassen) werden als akzentuierte
Wo¨rter.
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zentuierte Wo¨rter werden von Rezipienten mit gesundem Geho¨r als gegen-
u¨ber ihrer Umgebung hervorgehoben (prominent) wahrgenommen. Promi-
nenz ist eine Relation zwischen einem Wort und seiner Umgebung.18 Die
Hervorhebung eines Wortes verlangt eine Vera¨nderung gegenu¨ber den zu-
vor gea¨ußerten Wo¨rtern. Wenn zwei aufeinanderfolgende Wo¨rter akzentuiert
werden, dann muss, um das zweite Wort gegenu¨ber dem ersten hervorzuhe-
ben, eine Vera¨nderung stattfinden: Das zweite Wort muss auf andere Weise
akzentuiert werden als das erste, d.h. die akustischen Korrelate der beiden
Akzente mu¨ssen sich unterscheiden; mo¨glicherweise aber nicht notwendi-
gerweise weist das zweite Wort sta¨rkere und das erste Wort schwa¨chere aku-
stische Akzentkorrelate auf. Rezipienten ko¨nnen verschiedene Grade von
Prominenz feststellen, d.h. auch das Wahrnehmungsmerkmal kann wenig-
stens auf einer Ordinalskala gemessen werden. Ein Wort kann akustisch
nachweisbar akzentuiert sein, selbst wenn es nicht die sta¨rksten akustischen
Korrelate aufweist und ergo das prominenteste Wort einer Phrase ist. (Die-
se Einsicht wird wichtig, wenn wir Fokusprojektionen, wie sie im Rahmen
von Fokustheorien angenommen werden, diskutieren. Wir kommen in Ka-
pitel 5 darauf zuru¨ck.) Es ist der Erkennbarkeit von Akzenten und damit
dem kommunikativen Erfolg dienlich, wenn die Akzentuierung unmittelbar
aufeinander folgender Wo¨rter vermieden wird. Optimalerweise werden so
wenig Wo¨rter wie mo¨glich und speziell so wenig benachbarte Wo¨rter wie
mo¨glich akzentuiert.
2.6 Diskussion und Zusammenfassung
Wir haben die Hypothese der optimalen Akzentuierung pra¨zisiert und ihre
Pra¨missen begru¨ndet. Diskutieren wir nun vier Einwa¨nde gegen unsere Ar-
gumentation, und fassen wir die Ergebnisse zusammen.
Einwand 1: Der erste Einwand richtet sich gegen das Shannonsche Kommu-
nikationsmodell. Anders als das Modell suggeriert, seien Signaldekodierung
18 Infolgedessen wird auch die prominenzverleihende Betonung (stress) – d.h. Akzentuierung
im hier verwendeten Sinn – im Rahmen metrischer Betonungstheorien als relatives Merkmal
bestimmt. Vgl. [Kager, 1995].
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(Erkennung) und Interpretation nicht zu trennen. Erkennung sei von Erwar-
tungen gesteuert, Erwartungen ergeben sich erst im Zuge der Interpretati-
on. Unserer Pra¨misse, dass auch bei mangelhafter Erkennung ¨Außerungen
vollsta¨ndig interpretiert werden ko¨nnen, sei damit die Grundlage genom-
men.
Erla¨uterung des Einwands: Der Einwand wird empirisch gestu¨tzt. Erstens
werden unter gleichbleibenden Bedingungen Ziffern (respektive Namen fu¨r
Ziffern) besser, d.h. mit ho¨herer Wahrscheinlichkeit, richtig erkannt als Wo¨r-
ter in einem wohlgeformten Satz; Wo¨rter im Satz werden wiederum deut-
lich besser erkannt als sinnlose Silbenfolgen ([Gelfand, 1998]). Dies kann
dadurch erkla¨rt werden, dass der Rezipient Erwartungen bezu¨glich des zu
dekodierenden Signals hat. Je mehr Mo¨glichkeiten der Dekodierung er von
vornherein ausschließen kann und zwischen je weniger Mo¨glichkeiten er dis-
kriminieren muss, desto leichter fa¨llt ihm die Erkennung. Im einfachsten Fall
muss er zwischen nur zehn verschiedenen Ziffern unterscheiden; im schwie-
rigsten Fall kann er gar nicht zwischen erwartbaren Wo¨rtern unterscheiden,
sondern muss das Signal vollsta¨ndig erkennen. Die letzte Aufgabe ist deut-
lich schwieriger, die Erkennung weist deshalb mehr Fehler auf. Im Fall der
Erkennung von Wo¨rtern im Satz ergibt sich Erwartbarkeit im Zuge der In-
terpretation; die Interpretation beeinflusst deshalb die Signalerkennung.
Zweitens zeigen Beispiele wie 2.12 und 2.13, dass nicht nur von der In-
terpretation abha¨ngt, ob erkannt wird, sondern auch wie erkannt wird. In
den durch unterschiedliche Fragen charakterisierten Kontexten wird diesel-
be Lautfolge (less’n) zu verschiedenen Wortfolgen dekodiert.19
(2.12) What is your homework assignment? — Lesson five. (less’n five)
(2.13) How many came? — Less than five. (less’n five)
Erkennung ist also nicht notwendigerweise ein Bottom-up-Prozess, bei
dem ein eingehendes Signal auf akustische oder artikulatorische Invarianten
hin untersucht und der zu dekodierende Ausdruck aufgrund der entdeckten
Invarianten identifiziert wird. Erkennung kann auch ein Top-down-Prozess
19 Das Beispiel stammt von [Lindblom, 1990].
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sein, bei dem ein Signal nur auf Merkmale, mittels derer erwartbare Aus-
dru¨cke unterschieden werden ko¨nnen, untersucht wird. Erkennung dient in
diesem Fall der Diskrimination und Selektion eines von mehreren erwartba-
ren Ausdru¨cken. (Auf dieser Einsicht basiert auch die H&H-Theorie.)
Entgegnung: Zwar ist Erkennung erwartungsgesteuert, und Erwartungen
sind von den Interpretationen vorhergehender Ausdru¨cke – ggf. sogar von
vorausschauender Interpretation – abha¨ngig. Nichtsdestotrotz ko¨nnen Er-
kennung und Interpretation unterschieden und getrennt voneinander model-
liert werden. Erstens: [Cherry, 1978] berichtet, dass Versuchspersonen in
Beschattungsexperimenten, bei denen sie einen vorgelesenen Text mitspre-
chen sollen, diese Aufgabe problemlos bewa¨ltigen. Die Versuchspersonen
sprechen allerdings monoton und bringen keinen emotionalen Gehalt in den
Text. Außerdem ko¨nnen sie im Anschluss an das Experiment kaum Fragen
zum Text beantworten. Cherrys Erkla¨rung dafu¨r ist, dass die Versuchsper-
sonen den Text zwar dekodieren, aber nicht interpretieren. Voraussetzung
des Nachsprechens sei die richtige Dekodierung des vorgespielten Signals.
Die Versuchspersonen dekodierten also das Signal, sie konstruierten den zu
erwartenden Text aber nicht schon vor und ko¨nnten deshalb keinen emotio-
nalen Gehalt in ihre Rede bringen. Sie speicherten ferner keine Information
aus dem Text ab und ko¨nnten deshalb keine Fragen beantworten. Die Ver-
suchspersonen scheinen also Signale dekodieren (erkennen) zu ko¨nnen, ohne
sie zu interpretieren; Erkennung und Interpretation sind demnach vonein-
ander zu unterscheiden und getrennt zu modellieren. Zweitens: Man muss
nicht bezweifeln, dass Erkennung erwartungsgesteuert und in erster Linie
eine Diskriminationsleistung ist, um die Trennung von Erkennung und In-
terpretation fu¨r sinnvoll zu halten. Ein Rezipient kann ein Signal auch dann
erkennen und interpretieren, wenn er keine Erwartungen hat. In jedem Fall,
also unabha¨ngig von seinen Erwartungen, ist die Erkennung vom eingehen-
den Signal abha¨ngig. Wenn er das Signal nicht vollsta¨ndig dekodieren kann,
dann kann er diesen Mangel ggf. noch im Zuge der Interpretation kompen-
sieren.
Einwand 2: Der zweite Einwand richtet sich gegen die These, dass mit
Ma¨ngeln bei der Signalerkennung gerechnet werden muss und dass derar-
tige Ma¨ngel im Zuge der Interpretation kompensiert werden ko¨nnen. Er-
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kennung ist eine Diskriminierungsaufgabe; ein Wort kann schon aufgrund
einiger Indizien des Sprachsignals erkannt werden. Wenn hinsichtlich eines
zu erkennenden Wortes besonders hohe Erwartungen bestehen und ergo die
Menge der zu diskriminierenden Wo¨rter verha¨ltnisma¨ßig klein ist, dann rei-
chen wahrscheinlich wenige Indizien aus, um das vom Sprecher gemeinte
Wort zu identifizieren. Der Sprecher kann in diesem Fall hypoartikulieren
und dennoch davon ausgehen, dass sein Signal richtig erkannt wird. Wenn
hingegen die Menge der erwartbaren Wo¨rter groß ist, dann ist der Rezipient
zur Identifikation des gemeinten Wortes auf mehr Indizien angewiesen. Der
Sprecher stellt diese Indizien bereit, indem er hyperartikuliert und das Wort
akzentuiert. Optimalerweise werden demnach diejenigen Wo¨rter akzentu-
iert, bezu¨glich derer beim Rezipienten nur schwache Erwartungen bestehen
und deren richtige Erkennung bei nachla¨ssiger Artikulation nicht vorausge-
setzt werden kann.
Erla¨uterung des Einwands: Unserer Hypothese zufolge richtet sich der
Sprecher nach dem Bedarf des Rezipienten fu¨r die Rekonstruktion einer
Nachricht; durch Einwand 2 wird behauptet, dass sich der Sprecher nach
dem Bedarf fu¨r die Erkennung eines sprachlichen Ausdrucks richtet.20 Es
ist nicht ausgeschlossen, dass beide Hypothesen – unsere und die konkur-
rierende von Einwand 2 – zu denselben Vorhersagen u¨ber Akzentuierun-
gen fu¨hren. Laut [Greenberg, 1999] werden Wo¨rter mit hohem Informa-
tionsgehalt akzentuiert. Wo¨rter mit hohem Informationsgehalt mu¨ssen zum
Versta¨ndnis der ¨Außerung erkannt werden und sind außerdem nur schwer
vorhersehbar. Ihre Akzentuierung wird demnach auf Grundlage beider Hy-
pothesen prognostiziert. Der Unterschied zwischen den Hypothesen betrifft
20 Beugen wir einem mo¨glichen Missversta¨ndnis vor: Der konkurrierenden Hypothese (Ein-
wand 2) zufolge richten sich Sprecher nach dem Bedarf des Rezipienten fu¨r die Erkennung
eines sprachlichen Ausdrucks. Der Bedarf fu¨r die Erkennung ha¨ngt mit der relativen Erwart-
barkeit des Ausdrucks zusammen. Im Gegensatz dazu ha¨ngt der Bedarf fu¨r die Rekonstruktion
einer Nachricht (wonach sich ein Sprecher gema¨ß unserer Hypothese richtet) dem in den Ka-
piteln 3 und 4 entwickelten Modell zufolge nicht mit relativen Erwartbarkeiten zusammen.
Der Rezipient rekonstruiert eine Nachricht derart, dass sie einigen pragmatischen Constraints
genu¨gt (sofern eine solche Rekonstruktion denn mo¨glich ist). Die Menge ada¨quater Rekon-
struktionen ist insofern zwar beschra¨nkt, alle ada¨quaten Rekonstruktionen sind aber gleicher-
maßen ,erwartbar‘.
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die Einscha¨tzung von Kanalsto¨rungen und Aufmerksamkeitsschwankungen:
Nicht-akzentuierte Wo¨rter haben nur wenige diskriminativ wirkende Merk-
male und sind daher durch Kanalsto¨rungen leicht unkenntlich zu machen.
Die konkurrierende Hypothese verlangt, dass der Sprecher fu¨r die Erkenn-
barkeit auch dieser Wo¨rter sorgt und der Rezipient seine Aufmerksamkeit
auch auf diese Wo¨rter richtet.
Entgegnung: Der Artikulations- und Erkennungsaufwand, der Einwand 2
zufolge betrieben werden muss, ist u¨bertrieben. Nicht-akzentuierte Wo¨rter
brauchen fu¨r die Interpretation nicht erkannt zu werden; sie werden auch
regelma¨ßig nicht erkannt. Es ist klar, dass Rezipienten unvollsta¨ndig gea¨u-
ßerte Sa¨tze u.U. vollsta¨ndig rekonstruieren ko¨nnen. Es spricht nichts dage-
gen, dass sie vollsta¨ndig gea¨ußerte, aber nur unvollsta¨ndige erkannte Sa¨tze
auf die gleiche Weise rekonstruieren ko¨nnen. Wenn Rezipienten ¨Außerungen
also nicht vollsta¨ndig erkennen mu¨ssen, warum sollte man die starke Annah-
me machen, dass sie es durchweg tun?21
Einwand 3: Akzente werden auf Silben realisiert. Die akustischen Kor-
relate eines Akzents sind auf eine einzelne Silbe des akzentuierten Wortes
beschra¨nkt (i.d.R. auf die Silbe, die ansonsten auch den Wortakzent tra¨gt).
Auch die mit Akzenten einhergehende, pra¨zisere Artikulation scheint sich
eher auf die markierte Silbe denn auf das gesamte Wort auszuwirken
([Greenberg et al., 2001]). Wie ko¨nnen Akzente auf Silben der Hervorhe-
bung und besseren Versta¨ndlichkeit ganzer Wo¨rtern dienen?
Entgegnung: Bei Wo¨rtern, die nur aus einer Silbe bestehen, hebt ein Sil-
benakzent selbstversta¨ndlich das ganze Wort hervor. Einsilbige Wo¨rter ma-
chen einen großen Teil des aktiv verwendeten Wortschatzes aus. Wenn auch
nur rund ein Viertel aller englischen Wo¨rter einsilbig ist, so bestehen laut
[Greenberg, 1996] doch u¨ber 82% der in gesprochener Kommunikation ver-
wendeten Wo¨rter aus nur einer Silbe. Die sichere Erkennung einer Silbe, von
der ferner bekannt ist, dass sie die Wortakzent-tragende Silbe eines Wortes
ist, erleichtert auch die Diskrimination mehrsilbiger Wo¨rter. Allein aufgrund
der richtigen Erkennung der akzentuierten Silbe ko¨nnen alle erwartbaren
21 Um unsere und die konkurrierende Hypothese hinsichtlich ihrer empirischen Haltbarkeit
zu vergleichen, muss also untersucht werden, ob Rezipienten standardma¨ßig alle ihnen ge-
genu¨ber gea¨ußerten Wo¨rter erkennen und zum Versta¨ndnis erkennen mu¨ssen.
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Wo¨rter, deren Wortakzent-tragende Silbe von der erkannten Silbe verschie-
den ist, ausgeschlossen werden. Schließlich kann angenommen werden, dass
durch einen Silbenakzent die Aufmerksamkeit des Rezipienten u¨ber die Sil-
be hinaus auf die bedeutungstragende Einheit – hier: das Wort – gelenkt
wird. Die Wahrscheinlichkeit richtiger Erkennung sollte auch dadurch ge-
steigert werden.
Einwand 4: Die vier Pra¨missen, auf denen die Hypothese optimaler Ak-
zentuierung beruht, mo¨gen durchaus wahr sein. Die Hypothese optimaler
Akzentuierung folgt aber nicht zwingend aus diesen Pra¨missen. Es besteht
die Mo¨glichkeit, dass natu¨rliche Sprachen nicht im erla¨uterten Sinn optimal
sind. Akzente ko¨nnen zwar der Fo¨rderung der Erkennbarkeit von Wo¨rtern
dienen, sie ko¨nnen ggf. auch zu ganz anderen Zwecken, z.B. zur Markie-
rung von Fokussen, gebraucht werden.
Entgegnung: Der Einwand ist richtig. Von einer Theorie der optimalen Ak-
zentuierung wird verlangt, dass sie die sogenannten ,Fokuspha¨nomene‘ als
Epipha¨nomene optimaler Akzentuierung erkla¨rt. Wenn das gelingt, wird der
theoretische Term ,,Fokus“ zur Erkla¨rung dieser Pha¨nomene nicht mehr ge-
braucht. Es gibt dann keinen Grund anzunehmen, dass natu¨rliche Sprachen
nicht im erla¨uterten Sinn optimal sind. Die Erkla¨rung von Fokuspha¨nomenen
ist das Thema von Kapitel 5.
Zusammenfassung: Optimalerweise wird in einer ¨Außerung eine minimale
Menge von versta¨ndniskritischen Wo¨rtern akzentuiert, darunter mo¨glichst
wenig benachbarte Wo¨rter. Wenn eine Kette benachbarter Wo¨rter akzen-
tuiert wird, dann mu¨ssen zur Hervorhebung jedes der Wo¨rter die Akzente
variiert und ggf. gesteigert werden. Zur Bestimmung, welche Wo¨rter eines
Satzes in einem gegebenen ¨Außerungskontext akzentuiert werden mu¨ssen,
wird ein Modell der (aktiven) Interpretation unvollsta¨ndig erkannter Sa¨tze
beno¨tigt. Wir definieren ein solches Modell in den folgenden beiden Kapi-
teln 3 und 4.
Kapitel 3
Kooperativer Informationsaustausch
Gema¨ß dem Shannonsche Kommunikationsmodell1 wird eine Nachricht vom
Sprecher als Signal kodiert und an den Rezipienten gesendet. Der Rezipient
erkennt (dekodiert) das Signal. Seine Erkennung ist mo¨glicherweise unvoll-
sta¨ndig; ggf. kann er nichtsdestotrotz die vollsta¨ndige Nachricht rekonstru-
ieren und interpretieren.
Ein Modell der Rekonstruktion und Interpretation unvollsta¨ndig erkann-
ter Nachrichten muss erstens Operationen zur Rekonstruktion und zweitens
Ada¨quatheitskriterien fu¨r Rekonstruktionen bereitstellen: Nehmen wir an,
ein Rezipient habe einen an ihn gerichteten Aussagesatz nur unvollsta¨ndig
erkannt. Er kann die erkannten Wo¨rter interpretieren, erfasst allein dadurch
aber nicht die Bedeutung des ganzen Satzes. Um die Bedeutung des gan-
zen Satzes zu verstehen, muss er die erkannten Wo¨rter zu einem Ausdruck,
der eine Proposition bedeutet, erga¨nzen, d.h. er muss die erkannten Wo¨rter
semantisch anreichern. Um diese Leistung vollbringen zu ko¨nnen, beno¨tigt
er entsprechende Operationen. Wenn er u¨ber mehrere solcher Operationen
verfu¨gt, dann kann er mo¨glicherweise zu verschiedenen Rekonstruktionen
des unvollsta¨ndig erkannten Satzes gelangen. Nicht jede der Rekonstruktio-
nen braucht die vom Sprecher intendierte Bedeutung zu haben. Der Rezi-
pient soll die richtige Rekonstruktion, d.h. die Rekonstruktion mit der in-
tendierten Bedeutung, bestimmen. Er beno¨tigt dazu Ada¨quatheitskriterien,
mittels derer er richtige von falschen Rekonstruktionen unterscheiden kann.
Die ¨Uberpru¨fung dieser Kriterien muss ihm mo¨glich sein. Es darf z.B. keine
Voraussetzung der erfolgreichen ¨Uberpru¨fung sein, dass der Rezipient be-
1 S.o., Kapitel 2, Abschnitt 2.1.
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reits mit den Intentionen des Sprechers vertraut ist und die Bedeutungen aller
denkbaren Rekonstruktionen mit der vom Sprecher intendierten Bedeutung
vergleichen kann.
Kooperativer Informationsaustausch verlangt die Erfu¨llung von Konversa-
tionsmaximen: Nachrichten kooperativer Sprecher mu¨ssen diese Maximen
erfu¨llen, und Rezipienten versuchen an sie gerichtete Nachrichten so zu re-
konstruieren, dass sie die Konversationsmaximen erfu¨llen. Konversations-
maximen bestimmen, was ein kooperativer Sprecher in einem gegebenen
Diskurskontext meinen kann und wie seine ¨Außerung zu verstehen ist. Es
liegt am Sprecher, sich in einer Weise zu a¨ußern, dass er die ada¨quate Re-
konstruktion seiner Nachricht erwarten kann und also erwarten darf, dass er
richtig verstanden wird.
Im vorliegenden Kapitel entwickeln und definieren wir ein formales Mo-
dell kooperativen Informationsaustausches und spezifizieren darin Ada¨quat-
heitskriterien fu¨r ¨Außerungen vollsta¨ndiger Sa¨tze und deren Rekonstruktio-
nen, respektive Interpretationen. Das Modell wird vorerst nur fu¨r eine logi-
sche Sprache definiert. Wir erweitern das Modell in Kapitel 4 zur Beschrei-
bung natu¨rlich-sprachlicher Kommunikation und definieren im Zuge des-
sen Operationen fu¨r die semantische Anreicherung unvollsta¨ndig erkannter
¨Außerungen.
Zuna¨chst diskutieren wir in Abschnitt 3.1 die Spezifizierung von Ada¨quat-
heitskriterien in Anlehnung an die Griceschen Konversationsmaximen. Stal-
naker folgend beschreiben wir dann in Abschnitt 3.2 kooperativen Informa-
tionsaustausch als sukzessive Erweiterung des gemeinsamen Wissens (com-
mon ground). Wir pra¨zisieren diese Beschreibung und definieren (an Velt-
man orientiert) ein klassisches Update-System zur Modifikaton des gemein-
samen Wissens. Im Rahmen dieses Update-Systems ko¨nnen wir erste Ad-
a¨quatheitsbedingungen fu¨r kooperativen Informationsaustausch definieren;
wir verfu¨gen allerdings nicht u¨ber ein Kriterium fu¨r die thematische Rele-
vanz von ¨Außerungen. Wir spezifizieren daraufhin in Abschnitt 3.3 (gelehnt
an van Kuppevelt, Ginzburg u.a.) Themen des Informationsaustausches als
zur Debatte stehende Fragen. Zur Debatte stehende Fragen gilt es im Dis-
kurs zu beantworten; relevant ist, was der Beantwortung einer solchen Fra-
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ge dient. Orientiert an einem Vorschlag von Groenendijk erweitern wir un-
ser Update-System und erga¨nzen die Definition der Ada¨quatheitskriterien.
Schließlich kehren wir in Abschnitt 3.4 zuru¨ck zu Grice, revidieren die von
ihm postuierten Konversationsmaximen und bestimmen zusammenfassend
ihre Rolle beim kooperativen Informationsaustausch.
Bestimmen wir vorneweg noch einige zentrale Begriffe: Ein Aussagesatz
bedeutet eine Proposition2; durch ¨Außerung eines Aussagesatzes wird eine
Proposition assertiert; ¨Außerungen und Assertionen sind Sprechakte.3 Ein
Fragesatz bedeutet eine Frage4; durch ¨Außerung eines Fragesatzes wird eine
Frage gestellt; das Stellen einer Frage ist ein Sprechakt. Wir unterscheiden
also zwischen sprachlichen Objekten (Aussagesa¨tze und Fragesa¨tze), seman-
tischen Objekten (Propositionen und Fragen) und Sprechakten ( ¨Außerung,
a¨ußern; Assertion, assertieren; Stellen einer Frage, fragen).
Eine Antwort ist eine Proposition, durch deren Assertion eine Frage be-
antwortet wird.5 Ein Antwortsatz ist ein Aussagesatz, der eine Antwort be-
deutet. Etwas lax ko¨nnen wir – solange kein Missversta¨ndnis droht – so-
wohl den Antwortsatz als auch seine Bedeutung und seine ¨Außerung (den
Sprechakt des Beantwortens) eine ,,Antwort“ nennen. Auch wenn wir die-
selbe Bezeichnung verwenden, leugnen wir nicht den Unterschied zwischen
dem jeweiligen sprachlichen Objekt (Aussagesatz), dem semantischen Ob-
jekt (Proposition) und dem Sprechakt.
2 Genauer: Die intensionale Bedeutung eines Aussagesatzes ist eine Proposition, die extensio-
nale Bedeutung ist ein Wahrheitswert.
3 Man a¨ußert einen sprachlichen Ausdruck (z.B. einen Satz); man assertiert eine Proposition,
d.h. die Bedeutung eines Aussagesatzes.
4 Wir bestimmen die Bedeutung von Fragesa¨tzen im Sinne von [GS, 1984]: Die intensionale
Bedeutung eines Fragesatzes ist eine Frage, d.h. ein propositionales Konzept; die extensionale
Bedeutung eines Fragesatzes ist eine Proposition. (S.u., Abschnitt 3.3.2.)
5 Pra¨zise kann man Antwort als Relation zwischen Propositionen und Fragen bestimmen. Eine
Antwort im zuerst genannten Sinn ist dann eine Proposition, die in der Antwortrelation zu
einer Frage steht.
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3.1 Konversationsmaximen und aktive Interpretation
[Grice, 1967] zufolge richten sich kooperative Gespra¨chspartner nach vier
Konversationsmaximen: Sie richten sich erstens nach der Quantita¨tsmaxi-
me und a¨ußern sich genau so informativ, wie es das gemeinsame, kommu-
nikative Ziel verlangt. Sie geben also einerseits keine u¨berflu¨ssigen Infor-
mationen und halten andererseits keine geforderten Informationen zuru¨ck.
Sie richten sich zweitens nach der Qualita¨tsmaxime und sagen nichts, was
sie nicht selbst glauben oder wofu¨r ihnen Evidenz fehlt. Ein Sprecher, der
weiß, wovon er spricht, a¨ußert dementsprechend nur wahre Sa¨tze. Sie rich-
ten sich drittens nach der Relationsmaxime und u¨bermitteln nicht beliebige,
sondern nur – hinsichtlich des gemeinsamen, kommunikativen Ziels – rele-
vante Nachrichten. Was sie sagen, ist in der gegebenen Gespra¨chssituation
interessant. Viertens und letztens richten sie sich nach der Modalita¨tsmaxime
und sprechen klar und deutlich in einer Sprache, die ihre Rezipienten verste-
hen. Sie machen die Rezeption ihrer ¨Außerungen also leicht, fu¨hren ihre
Rezipienten nicht auf Holzwege und vermeiden Ambiguita¨ten, die nicht un-
mittelbar aufgelo¨st werden ko¨nnen.
Die Konversationsmaximen der Quantita¨t, Qualita¨t und Relation betref-
fen die Bedeutung einer ¨Außerung; sie bestimmen, was gesagt werden soll.
Die Maxime der Modalita¨t betrifft in erster Linie die Form einer ¨Außerung;
sie bestimmt, wie etwas gesagt werden soll. Wir nennen die Maximen der
Quantita¨t, Qualita¨t und Relation die semantischen Maximen; die Maxime
der Modalita¨t nennen wir die syntaktische Maxime.
[Grice, 1967] behauptet, dass sich kooperative Gespra¨chspartner nach den
Konversationsmaximen ,richten‘. Einzelne Versto¨ße gegen die Maximen sind
damit vereinbar. Es muss nun pra¨zisiert werden, inwieweit ein Sprecher ge-
gen die Maximen verstoßen darf, ohne unkooperativ zu handeln. Ko¨nnen
wir die Rolle der Maximen versta¨rken und dahingehend pra¨zisieren, dass
kooperativer Informationsaustausch genau dann stattfindet, wenn die Kon-
versationsmaximen durchgehend erfu¨llt werden?
Wenn wir die Griceschen Konversationsmaximen unvera¨ndert u¨berneh-
men, dann muss die Frage verneint werden. Grice zufolge kann kooperativer
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Informationsaustausch auch dann stattfinden, wenn die Konversationsmaxi-
men nicht durchgehend erfu¨llt werden. Dafu¨r gibt es zwei Gru¨nde, die wir
mo¨glicherweise jedoch beide beseitigen ko¨nnen:
Erstens kann ein Konflikt zwischen der Maxime der Quantita¨t und der
Maxime der Qualita¨t auftreten. Es kann sein, dass ein Sprecher u¨ber die
erwu¨nschte Information zur vollsta¨ndigen Beantwortung einer Frage nicht
verfu¨gt. Der Sprecher muss also entweder die Maxime der Quantita¨t verlet-
zen, indem er nicht die gesamte erwu¨nschte Information gibt, oder er muss
die Maxime der Qualita¨t verletzen, indem er etwas sagt, wofu¨r ihm Evi-
denz fehlt. Unter dieser Bedingung kann der Sprecher nicht alle Maximen
erfu¨llen; nichtsdestotrotz kann er natu¨rlich kooperativ kommunizieren.
Das Problem ist leicht zu beseitigen, indem wir die Maximen der Quan-
tita¨t, Qualita¨t und Relation zu einer Supermaxime zusammenfassen. Die Su-
permaxime fordert vom Sprecher, dass er genau die relevanten Informatio-
nen u¨bermittelt, von deren Wahrheit er gerechtfertigterweise u¨berzeugt ist.
Er soll nichts sagen, was nicht relevant ist oder wofu¨r es ihm an Gewissheit
mangelt. Die einzelnen Teilmaximen ko¨nnen unter dem Dach der Super-
maxime nicht la¨nger in Konflikt geraten; Kooperativita¨t scheitert demnach
nicht an der gemeinsamen Unerfu¨llbarkeit der Maximen.6 Damit Koopera-
tivita¨t außerdem nicht an mangelhafter Sprachkompetenz scheitert, a¨ndern
wir noch die vierte Maxime, so dass ein Sprecher sich nicht klarer und
versta¨ndlicher a¨ußern soll, als er kann.7 Unsere ¨Anderungen gewa¨hrleisten,
dass es grundsa¨tzlich allen Sprechern jederzeit mo¨glich ist, die Maximen zu
erfu¨llen. Die ¨Anderungen sind nur geringfu¨gig und bewahren die den Maxi-
men zugrundeliegende Idee.
6 Ein weiterer Grund, der fu¨r die Zusammenfassung der Maximen spricht, ist, dass die Rela-
tionsmaxime schon in der Quantita¨tsmaxime aufgehoben zu sein scheint. Die Relationsma-
xime verlangt, dass ein Sprecher sich nur hinsichtlich des gemeinsamen, kommunikativen
Ziels a¨ußert. Die Quantita¨tsmaxime verlangt, dass er sich nur hinsichtlich des gemeinsamen,
kommunikativen Ziels a¨ußert und außerdem die gesamte, erwu¨nschte Information gibt. Die
Relationsmaxime folgt anscheinend aus der Quantita¨tsmaxime. Ein Grund, sie gesondert auf-
zufu¨hren, ist nicht unmittelbar ersichtlich. (Vgl. auch [Martinich, 1980])
7 Auch Nicht-Muttersprachler, Kinder und sonstige Personen, die eine Sprache nicht perfekt
beherrschen, ko¨nnen kooperativ kommunizieren. Es wird von ihnen nicht verlangt, dass sie
die Sprache so benutzen, wie sie ein vollsta¨ndig kompetenter Sprecher benutzen kann.
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Der zweite Grund, weshalb Versto¨ße gegen Konversationsmaximen mit
Kooperativita¨t vereinbar sein ko¨nnen, besteht nach Grice darin, dass ein Ver-
stoß eine Implikatur nahegelegen kann und dass ein Sprecher gerade da-
durch, dass er gegen eine Maxime versto¨ßt, etwas mitteilen kann. Ein Ver-
stoß ist also nicht nur mit Kooperativita¨t vereinbar, er kann sogar im Dienste
kooperativen Informationsaustausches fungieren. Grice gibt die folgenden
Beispiele:
1. In Arbeitszeugnissen stehen u¨blicherweise keine explizit negativen Be-
urteilungen. Eine negative Beurteilung wird durch Auslassung wichti-
ger, positiver Beurteilungen ausgedru¨ckt. Grice interpretiert die Auslas-
sung als offenbaren Verstoß gegen die Maxime der Quantita¨t; durch den
Verstoß werde eine negative Beurteilung impliziert.
2. Auf die Frage, ob dies-und-das der Fall sei, gibt der Angesprochene ei-
ne verneinende Antwort und erkla¨rt dann sehr detailliert, wie er zu sei-
nem Urteil kommt. Grice ha¨lt die detaillierte Rechtfertigung des Urteils
fu¨r einen Bruch der Maxime der Quantita¨t.8 Durch den Bruch werde
impliziert, dass die Antwort zu einem gewissen Grade kontrovers ist
und nicht mit Sicherheit geglaubt werden darf.
3. Wenn ein Sprecher sich ironisch, metaphorisch o.a¨. a¨ußert und unmit-
telbar einsichtig ist, dass seine ¨Außerung wo¨rtlich verstanden falsch ist,
dann erkennt der Rezipient, so Grice, einen Verstoß gegen die Maxime
der Qualita¨t und erschließt die gemeinte, nicht-wo¨rtliche aber wahre
Bedeutung.
4. Ein Sprecher, der gegen die Maxime der Modalita¨t versto¨ßt, a¨ußert sich
weniger klar, als er sich a¨ußern ko¨nnte. Als Beispiele nennt Grice mehr-
deutige, poetische Texte und andere ¨Außerungen, die scheinbar auch
ku¨rzer und pra¨gnanter ha¨tten sein ko¨nnen. Das Beispiel fu¨r den letzten
Fall ist die ¨Außerung von “Miss X produced a series of sounds that cor-
responded closely with the score of Home Sweet Home” anstelle des
8 Alternativ ko¨nne die u¨berlange Rechtfertigung des Urteils als Verstoß gegen die Maxime der
Relation aufgefasst werden. Grice ist diesbezu¨glich unentschieden. (Vgl. Fußnote 6.)
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pra¨gnateren “Miss X sang Home Sweet Home”. Der Rezipient erkenne
einen Bruch der Modalita¨tsmaxime und schließe, dass Miss X’ Auftritt
den herrschenden Vorstellungen von Gesang nur bedingt genu¨gte.
Die Gricesche Interpretation von Poesie (ad 4) muss man nicht plausi-
bel finden. Ein mehrdeutiger, poetischer Text kann nicht durch einen klare-
ren, eindeutigen ersetzt werden. Die Maxime der Modalita¨t fordert, dass ein
Sprecher seine Mitteilung so klar wie mo¨glich macht. Eine poetische Mittei-
lung ist so klar wie mo¨glich, ihr disambiguierter Ersatz ist nicht a¨quivalent.
Wenn man u¨berhaupt davon ausgehen darf, dass Poesie ein Fall von Infor-
mationsaustausch ist9, dann versto¨ßt sie nicht gegen die Konversationsmaxi-
men.
Die Interpretation der anderen Beispiele (ad 1-4) verlangt eine Antwort
auf die Frage, wie der Rezipient, nachdem er einen Verstoß gegen die Maxi-
men festgestellt hat, die intendierte Implikatur erschließt. Grice nennt keine
Regeln des Schließens auf Implikaturen. Wir schlagen – entgegen Grice –
vor, dass Implikaturen nicht auf Versto¨ßen gegen die Konversationsmaxi-
men beruhen, sondern im Gegenteil auf der Annahme, dass die Maximen
erfu¨llt sind. Ein Rezipient hat Spielraum bei der Rezeption einer ¨Außerung.
Er kann auf Grundlage der ¨Außerung verschiedene Nachrichten rekonstru-
ieren,10 außerdem kann er seine Repra¨sentation des ¨Außerungskontextes ak-
kommodieren. Der Rezipient soll seinen Rezeptionsspielraum nutzen, um
die an ihn gerichtete ¨Außerung mit den Konversationsmaximen vertra¨glich
zu machen. Implikaturen sind Annahmen, die ein Rezipient machen muss,
damit die an ihn gerichtete ¨Außerung den Maximen genu¨gt. (Die Maximen
werden zu Constraints der Interpretation.)11
9 Man muss dazu u¨ber einen Begriff von a¨sthetischer Information verfu¨gen, denn es scheint
nicht das erste Anliegen von Poesie zu sein, u¨ber Sachverhalte aufzukla¨ren.
10 Vgl. die Erkla¨rung zu Beispiel 2.11 (,,Es regnet.“) in Kapitel 2 (Abschnitt 2.2).
11 (A) Das Pipeline-Modell der syntaktisch-semantischen Sprachverarbeitung
([Schro¨der, 2003], Kapitel 3) umfasst drei aufeinander folgende Module der Sprachver-
arbeitung: Das erste Modul erha¨lt als Input eine sprachliche ¨Außerung und liefert als Output
deren syntaktische Analyse. Die syntaktische Analyse geht als Input in ein Rekonstruk-
tionsmodul, das eine semantische Repra¨sentation erzeugt. Diese wiederum ist Input des
letzten, pragmatisches Moduls, in dem aufgrund der semantischen Repra¨sentation und
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Wie erkla¨ren wir Grices Beispiele?
1. In Arbeitszeugnissen steht standardma¨ßig keine negative Beurteilung.
Derjenige, der das Zeugnis ausstellt, soll allerdings eine erscho¨pfende
Antwort auf die Frage, welche positiven, die Arbeit betreffenden Eigen-
schaften der Bewerber hat, geben. Wenn in einem Zeugnis nur wenige
positive Eigenschaften des Bewerbers genannt werden und der Leser
davon ausgehen muss, dass die Maxime der Quantita¨t beachtet wurde,
dass also alle relevanten positiven Eigenschaften genannt wurden, dann
interpretiert er das Zeugnis als schlechte Beurteilung. Die Implikatur
kommt nicht durch den Bruch der Maxime der Quantita¨t zustande, son-
dern weil im Gegenteil ihre Beachtung vorausgesetzt wird.
2. Wenn ein Sprecher ein Urteil sehr detailliert begru¨ndet, dann ha¨lt er
die Begru¨ndung im gegebenen Kontext fu¨r relevant. Die Bestimmung
dessen, was relevant ist, ist durch den ¨Außerungskontext vorgegeben.
Wenn eine Begru¨ndung relevant ist, d.h. ihre Gu¨ltigkeit zur Debatte
steht, dann ist sie nicht selbstversta¨ndlich, sondern zu einem gewis-
sen Grade kontrovers. Der Rezipient kann seine Repra¨sentation des
des ¨Außerungskontextes Implikaturen erschlossen werden ko¨nnen. Die (semantische, d.h.
wahrheitskonditionale) Bedeutung einer ¨Außerung ist demgema¨ß aufgrund linguistischer
Prinzipien bestimmt; ausgehend von der linguistisch bestimmten Bedeutung ko¨nnen prag-
matisch motivierte Schlussfolgerungen gezogen werden. Wir weichen vom Pipeline-Modell
ab und na¨hern uns der radikalen Pragmatik ([Breheny, 2002]), derzufolge schon wa¨hrend
des – gema¨ß Pipeline-Modell noch rein semantischen – Rekonstruktionsprozesses nicht-
linguistische, pragmatische Momente wirken. Der Gehalt einer ¨Außerung ist linguistisch
unterspezifiziert und wird – schon im Zuge der Rekonstruktion – vermittels pragmatischer
Prinzipien versta¨rkt; das semantische und das pragmatische Analysemodul werden also
zusammengefasst.
(B) Wir beno¨tigen Ada¨quatheitskriterien, um inada¨quate Rekonstruktionen von Nachrichten
ausfiltern zu ko¨nnen. Wenn wir Ada¨quatheitskriterien als Constraints definieren – so wie
wir es hier vorschlagen –, dann werden alle Rekonstruktionen, die den Constraints nicht
genu¨gen, ausgefiltert. Ada¨quatheitskriterien ko¨nnen alternativ als bloße Maximen, denen
es bestmo¨glich zu genu¨gen gilt, definiert werden. Verschiedene mo¨gliche Rekonstruktionen
ko¨nnen dann hinsichtlich des Grades, inwieweit sie die Maximen erfu¨llen, verglichen wer-
den; die Rekonstruktion, die die Maximen am besten erfu¨llt, muss die vom Sprecher inten-
dierte sein. Ada¨quatheitskriterien dienen gema¨ß dieser Bestimmung eher dazu, eine Rekon-
struktion anderen Rekonstruktionen gegenu¨ber zu bevorzugen, denn dazu, Rekonstruktionen
unabha¨ngig von ihren Alternativen zu bewerten und ggf. auszufiltern. (Vgl. diesbezu¨glich
[Blutner, 2000] und [van Rooy, 2003 a].)
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¨Außerungskontextes entsprechend akkommodieren. Aus der Begru¨n-
dung des Urteils und der Voraussetzung, dass die Begru¨ndung relevant
ist, schließt er, dass das Urteil kontrovers ist.
3. Der Rezipient einer ironischen ¨Außerung kommt zu einer nicht-wo¨rtli-
chen Rekonstruktion, weil die wo¨rtliche Rekonstruktion mit Erfu¨llung
der Qualita¨tsmaxime nicht vereinbar ist.12 Wieder kommt die Implika-
tur dadurch zustande, dass vorausgesetzt wird, dass die Maximen be-
achtet werden.
4. Ein Sprecher habe einem Auftritt von Miss X beigewohnt, und man
du¨rfe davon ausgehen, dass er den Auftritt pra¨zise beschreiben kann.
Der Sprecher sagt nun nicht, Miss X habe Home Sweet Home gesun-
gen, sondern er erkla¨rt, sie habe eine Folge akustischer Ereignisse pro-
duziert, die an dieses Lied erinnern. Wenn Miss X’ Darbietung gerecht-
fertigterweise als Gesang bezeichnet werden ko¨nnte, dann mu¨sste der
Sprecher sie als solchen bezeichnen, um die Konversationsmaximen zu
erfu¨llen. Er bezeichnet die Darbietung nicht als Gesang, also kann sie
nicht ohne weiteres als Gesang bezeichnet werden. Die ¨Außerung des
Sprechers ist nur dann ada¨quat, wenn Miss X’ Auftritt den herrschenden
Vorstellungen von Gesang nur bedingt genu¨gte. Was Grice als Implika-
tur aufgrund eines Verstoßes gegen die Maximen betrachtet, erkla¨ren
wir dadurch, dass vorausgesetzt wird, dass die Maximen erfu¨llt wer-
den.13
Zur Herleitung von Implikaturen in Grice’s Beispielen muss man keine
Versto¨ße gegen die Konversationsmaximen annehmen, man kann im Ge-
12 Wenn die wo¨rtliche Rekonstruktion nicht mit den Maximen vereinbar ist und weitere Stilpa-
rameter der ¨Außerung (Intonation, begleitende Mimik, ...) auf Ironie hindeuten, dann kann der
Rezipient u.U. einfach die wo¨rtliche Rekonstruktion negieren und u¨berpru¨fen, ob das Resultat
dieser Operation die Konversationsmaximen erfu¨llt. Damit wa¨re eine sehr einfache Operati-
on zur Herleitung einer nicht-wo¨rtlichen Rekonstruktion gegeben. (Vgl. diesbezu¨glich auch
[Bach, Harnish, 1979].)
13 Genauso interpretieren wir sog. skalare Implikaturen: ,,Wir brauchen 150 Euro. Wieviel Geld
hast Du dabei?“ – ,,100 Euro.“ Der Antwortterm ,,100 Euro“ wird in dem Sinne rekonstruiert,
dass der Antwortende 100 Euro und nicht mehr Geld bei sich hat. Ha¨tte er mehr Geld bei sich,
dann mu¨sste er das – den Konversationsmaximen gema¨ß – sagen und sagte es also.
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genteil die Erfu¨llung der Maximen voraussetzen. Der Grice-immanente Ein-
wand gegen die These, dass kooperativer Informationsaustausch nur dann
stattfindet, wenn die Maximen erfu¨llt sind, ist wenigstens abgeschwa¨cht.14
Wir vermuten, dass kooperatives Kommunikationsverhalten stets als im Ein-
klang mit den Maximen stehend beschrieben werden kann.
Die Erfu¨llung der Maximen scheint daru¨ber hinaus kooperatives Verhalten
zu garantieren: Wenn ein Sprecher sich immer hinsichtlich des kommunika-
tiven Ziels a¨ußert, keine geforderte Information zuru¨ckha¨lt, niemals u¨ber-
flu¨ssige Anmerkungen macht, nur sagt, was er selbst gerechtfertigterweise
glaubt, und jede seiner ¨Außerungen klar versta¨ndlich ist, dann verha¨lt er
sich in vorbildlicher Manier kooperativ. Um sich unkooperativ zu verhalten,
scheint er wenigstens eine Maxime brechen zu mu¨ssen. Wir ko¨nnen den Be-
griff kooperativen Informationsaustausches also vorla¨ufig an die Erfu¨llung
der Konversationsmaximen binden. (Wir sind vorsichtig und verwenden das
Wort ,,vorla¨ufig“, weil bisher allein die Gu¨ltigkeit der Maximen fu¨r Asser-
tionen – nicht aber fu¨r das Fragestellen – besprochen wurde, und außerdem
der Begriff der Relevanz erst vage bestimmt ist.)
Die Konversationsmaximen sollen der Beschreibung real stattfindenden In-
formationsaustausches dienen. Wir setzen voraus, dass Kommunikations-
partner sich standardma¨ßig (wenn auch nicht immer) kooperativ verhalten.
Sollten sich Kommunikationspartner nicht standardma¨ßig kooperativ ver-
halten, dann fehlte den Maximen die hier gewu¨nschte Pointe. Wir ko¨nnen
unsere Voraussetzung der Kooperativita¨t nicht beweisen,15 aber durch das
folgende Beispiel plausibilisieren:
(3.1) Wie spa¨t ist es? — Es ist 18:03 h, meine Uhr geht aber drei Minuten
vor.
14 Wenn man bereit ist, von den Beispielen ausgehend zu generalisieren, dann ist der Gricesche
Einwand nicht nur abgeschwa¨cht, sondern ausgera¨umt.
15 [Merin, 1999] verzichtet auf die Voraussetzung, dass Informationsaustausch kooperativ
abla¨uft. Er beschreibt Diskurse zur Informationsgewinnung als Nullsummenspiele. Seine und
unsere Beschreibungen machen unterschiedliche Voraussetzungen, keine der Beschreibungen
widerlegt aber die jeweils andere.
49
Nehmen wir an, wir fragten Benedikt Lo¨we (von ihm stammt das Beispiel)
nach der Uhrzeit. Er sehe auf seine Uhr und antworte, es sei drei Minuten
nach Sechs (18:03 h), seine Uhr gehe aber drei Minuten vor. Wir verste-
hen ihn in dem Sinn, dass seine Uhr 18:03 h anzeigt, es aber tatsa¨chlich erst
18:00 h ist.16 Warum? — Prima facie sind zwei Interpretationen mo¨glich: Er-
stens unsere Interpretation, der gema¨ß es tatsa¨chlich 18:00 h ist – respektive
Benedikt Lo¨we meint, dass es 18:00 h ist –, seine Uhr aber 18:03 h anzeigt,
und zweitens eine alternative Interpretation, der gema¨ß es 18:03 h ist, Bene-
dikt Lo¨wes Uhr aber 18:06 h anzeigt. Wir wollen die Zeit wissen und sind an
keinem technischen Detail u¨ber die Uhr interessiert. Gema¨ß der alternativen
Interpretation erfahren wir, was Benedikt Lo¨we fu¨r die Uhrzeit ha¨lt, und au-
ßerdem ein uninteressantes Detail u¨ber seine Uhr. Die Information u¨ber den
Zustand der Uhr tra¨gt zur Beantwortung unserer Frage nicht bei. Wenn wir
Benedikt Lo¨wes ¨Außerung im alternativen Sinn interpretieren, dann nehmen
wir also an, dass er die Quantita¨ts- oder die Relationsmaxime verletzt. Unse-
re erste Interpretation ist im Gegensatz dazu mit den Konversationmaximen
vertra¨glich. Wir erfahren, dass Benedikt Lo¨wes Uhr 18:03 h anzeigt, ferner
dass die Uhr drei Minuten vor geht und dass also starke Evidenz besteht, dass
es 18:00 h ist. Wir erfahren, was Benedikt Lo¨we fu¨r die Uhrzeit ha¨lt und wie
er zu seiner Meinung kommt. Man ko¨nnte nun argumentieren, dass wir ja
nicht gefragt haben, wie er zu seiner Meinung kommt, die zusa¨tzliche In-
formation also einen Bruch der Quantita¨ts- oder Relationsmaxime darstellt.
Das stimmt nicht ganz. Wir wollten die Uhrzeit wissen. Nach der Antwort
wissen wir, dass Benedikt Lo¨we die Zeit in Minuten misst, dass er u¨ber den
Zustand seiner Uhr wohlinformiert ist und dass ergo seine Zeitangabe mit
hoher Wahrscheinlichkeit richtig und genau ist. Die Information u¨ber die
Uhr dient unserem Interesse, weil wir auf eine glaubwu¨rdige und pra¨zise
Angabe der Uhrzeit schließen ko¨nnen.17
16 Ein Experiment mit 33 Studenten (22 Muttersprachlern und 11 Nicht-Muttersprachlern des
Deutschen) ergab, dass dies die allgemein pra¨ferierte Interpretation ist. Den Studenten wurde
das Beispiel vorgestellt. Sie wurden gefragt, wie spa¨t es im Beispiel ist; es wurde ihnen keine
Interpretationen vorgegeben. Sie notierten ihre Antworten unabha¨ngig voneinander auf Zettel.
31 Studenten (94%) notierten, es sei 18:00h. Nur zwei Studenten (6%) notierten, es sei 18:03h.
Bei den Studenten mit abweichender Interpretation handelte es sich um Muttersprachler des
Deutschen.
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Die entscheidende Pointe des Beispiels ist, dass der Rezipient nur deshalb
zur richtigen Interpretation kommt, weil er voraussetzt, dass die ¨Außerung
den Konversationsmaximen genu¨gt. Die Erfu¨llung der Maximen ist eine ko-
operative Aufgabe. Sie setzt einen aktiven Rezipienten voraus, der Spiel-
ra¨ume der Rezeption nutzt, um die an ihn gerichtete ¨Außerung so rekon-
struieren, dass sie die Konversationsmaximen erfu¨llt. Nicht alle ¨Außerungen
ko¨nnen so rekonstruiert werden. Nehmen wir an, es werde gefragt, welcher
Wochentag heute sei, und Benedikt Lo¨we erwidere, es sei Mittwoch, sein
Kalender sei aber von 2002. Die Erwiderung ist keine genu¨gende Antwort
auf die Frage; der Rezipient kann nicht mit Sicherheit schließen, welcher
Wochentag gerade ist.18 Es liegt am Sprecher, sich in einer Weise zu a¨ußern,
17 (A) Ist unsere Interpretation eine nicht-wo¨rtliche Interpretation? — Die Angabe der Uhr-
zeit ist unterspezifiziert; wir mu¨ssen jedenfalls eine Zeitzone bestimmen, fu¨r die die Angabe
gilt: ,,Es ist hier 18:03 h.“ Ferner ko¨nnen wir eine Informationsquelle spezifizieren und die
¨Außerung im Sinne von ,,Es ist hier gema¨ß meiner Uhr 18:03 h“ rekonstruieren. Beide Les-
arten (die alternative Lesart und unsere Lesart) kann man fu¨r wo¨rtliche, aber unterschiedlich
spezifizierte Lesarten halten.
(B) Ist es nicht irrelevant, ob es nun 18:03 h oder 18:00 h ist? Wa¨hlen wir wirklich eine Lesart
aus, oder verstehen wir nur, dass es circa 18:00/ 18:03 h ist? — Das kommt auf unser Interesse
an. Ein Zug nach Ko¨ln fa¨hrt vom Bonner Hauptbahnhof um 18:01 h ab. Wenn wir den Zug
nehmen wollen, dann ist es fu¨r uns wichtig zu wissen, ob es 18:00 h oder 18:03 h ist.
18 Auch hierzu wurde ein Experiment mit 33 Studenten (22 Muttersprachlern und 11 Nicht-
Muttersprachlern des Deutschen) gemacht. Die Versuchspersonen sollten sich vorstellen, es
sei Januar 2004 (was tatsa¨chlich der Fall war) und sie wu¨ssten nicht, welcher Wochentag sei.
(Das Experiment fand an einem Donnerstag statt.) Sie fragten nun jemanden nach dem Tag,
dieser antwortete: ,,Es ist Mittwoch, aber mein Kalender ist von 2002.“ Die Versuchsperso-
nen sollten nun unabha¨ngig voneinander die Antwort interpretieren und bestimmen, welchen
Wochentag der Antwortende meint. Weniger als die Ha¨lfte, na¨mlich 14 Versuchspersonen
(42,4%), tippten auf Mittwoch, 9 Personen (27,3%) tippten auf Freitag, 7 Personen (21,2%)
konnten keine Information u¨ber den Wochentag erfahren, die restlichen 3 Personen nannten
irgendeinen anderen Tag. (Zwischen Muttersprachlern und Nicht-Muttersprachlern war kein
signifikanter Unterschied zu erkennen.) Bei derart disparaten Interpretationen kann der Spre-
cher nicht davon ausgehen, dass seine Antwort richtig verstanden wird. — Wir ko¨nnen die
unterschiedlichen Interpretationen der Versuchspersonen erkla¨rt werden? Wer auf Mittwoch
getippt hat, hat die Kalenderinformation einfach ignoriert. Wer auf Freitag getippt hat, ist da-
von ausgegangen, dass der dem aktuellen Datum entsprechende Tag 2002 ein Mittwoch war.
2 Jahre spa¨ter muss es sich also um einen Mittwoch + 2 Tage, d.h. einen Freitag handeln.
(2 Jahre = 365 x 2 Tage; 1 Woche = 7 Tage; (365 x 2) modulo 7 = 2; 2 Tage sind also zu
erga¨nzen. Beispiel: Der 9. Januar 2002 war ein Mittwoch, ergo war der 9. Januar 2004 ein
Freitag.) Die anderen Versuchspersonen ko¨nnen geraten oder Fehler bei der Herleitung des
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dass er die ada¨quate Rekonstruktion seiner ¨Außerung erwarten kann. Die
Konversationsmaximen regulieren also sowohl die ¨Außerung des Sprechers,
als auch die Rekonstruktions- und Interpretationsleistung des Rezipienten.19
Die Griceschen Konversationsmaximen betreffen in erster Linie ¨Außerung-
en von Aussagesa¨tzen. Beim kooperativen Informationsaustausch werden
aber auch Fragen gestellt. Eine explizit gestellte Frage kann das Ziel des In-
formationsaustausches bestimmen und dadurch festlegen, welche folgenden
¨Außerungen von Interesse sind und welche nicht; so kann die Relevanz einer
Aussage mit Verweis auf eine Hintergrundfrage festgestellt werden (s.u., Ab-
schnitt 3.3). Auch das Stellen von Fragen unterliegt Regeln. Natu¨rlich sollen
Fragesa¨tze klar formuliert sein und ihre ¨Außerung der Modalita¨tsmaxime
genu¨gen. Inwiefern ¨Außerungen von Fragesa¨tzen durch die semantischen
Maximen reguliert werden ko¨nnen, ist aber unklar. Die semantischen Maxi-
men verlangen vom Sprecher u.a., dass er weiß, wovon er spricht, und dass
er dem Rezipienten neues Wissen verschafft. Ein Sprecher kann die von ihm
gestellte Frage nicht auf die gleiche Weise wissen, wie er eine Proposition
wissen kann, und er kann durch das Stellen einer Frage den Rezipienten nicht
auf die gleiche Weise informieren wie durch das Assertieren einer Proposi-
tion (außer aufgrund mo¨glicher Pra¨suppositionen, die hier ignoriert werden
du¨rfen). Wir mu¨ssen demnach zusa¨tzliche Regeln fu¨r die ¨Außerung von Fra-
gesa¨tzen bestimmen.
Wir wollen mit Hilfe der Konversationsmaximen bestimmen, was koope-
rativer Informationsaustausch ist, und dadurch einen theoretischen Rahmen
aktuellen Wochentags aus dem Wochentag von 2002 gemacht (z.B. Mittwoch -2 Tage anstatt
Mittwoch +2 Tage gerechnet) haben.
19 Regulieren die Maximen auch nicht-kooperatives Verhalten beim Informationsaustausch?
— Nehmen wir an, jemand habe ein Verbechen begangen und werde dieses Verbrechens
verda¨chtigt. Es kann nicht vorausgesetzt werden, dass er sich im Polizeiverho¨r durchgehend
kooperativ verha¨lt und immer die Konversationsmaximen erfu¨llt. Es ist in seinem Interesse,
bestimmte Dinge zu verschweigen und ggf. zu lu¨gen. Eine Lu¨ge ist i.d.R. jedoch nichts wert,
wenn sie nicht geglaubt wird. Es ist im Interesse des Ta¨ters, den Eindruck zu erwecken, dass er
nicht lu¨gt, sondern kooperativ kommuniziert und die Konversationsmaximen erfu¨llt. Das Ver-
halten eines intelligenten Lu¨gners kann demnach als taktisches Erfu¨llen und Nicht-Erfu¨llen
der Konversationsmaximen beschrieben werden. Er ist auf die Gu¨ltigkeit der Maximen ange-
wiesen, um sie effektiv brechen zu ko¨nnen.
52
zur Beschreibung von Sprachspielen zum Informationsaustausch setzen. Zu
diesem Zweck mu¨ssen wir die Maximen formal pra¨zisieren und derart er-
ga¨nzen, dass sie auch fu¨r Fragen gelten.
3.2 Gemeinsames Wissen
In diesem Abschnitt definieren wir ein einfaches Modell fu¨r den Informati-
onsaustausch mit Assertionen: Im ersten Unterabschnitt (3.2.1) erkla¨ren wir,
dass Assertionen informativ wirken, wenn sie das gemeinsame Wissen der
Kommunikationspartner erweitern. Wir leiten aus den Konversationsmaxi-
men zwei Forderungen ab, die das Verha¨ltnis von Aussagesa¨tzen zum ge-
meinsamen Wissen betreffen. Im zweiten Unterabschnitt (3.2.2) definieren
wir ein einfaches, klassisches Update-System fu¨r Informations- (Wissens-)
Sta¨nde und Assertionen. Wir beschreiben mit diesem Modell, wie Asser-
tionen gemeinsames Wissen erweitern, und wir spezifizieren die aus den
Konversationsmaximen abgeleiteten Forderungen. Im dritten Unterabschnitt
(3.2.3) zeigen wir, inwiefern das klassische Update-System unzureichend
fu¨r die Beschreibung natu¨rlich-sprachlicher Kommunikation ist und wie es
erweitert werden kann.
3.2.1 Voraussetzung gemeinsamen Wissens
Laut [Stalnaker, 1978] setzen Kommunikationspartner fu¨r ihren Diskurs ge-
meinsames Wissen voraus, auf das sie sich jederzeit berufen ko¨nnen und das
sie im Verlauf ihres Diskurses sukzessive erweitern. Das vorausgesetzte, ge-
meinsame Wissen wird durch Ereignisse, die alle Kommunikationsteilneh-
mer offenbar wahrnehmen, vera¨ndert. Wenn eine Explosion stattfindet, dann
du¨rfen alle Kommunikationspartner davon ausgehen, dass diese Explosion
gemeinhin wahrgenommen wurde, und wenn die Kommunikationspartner
zusammen eine Fernsehsendung gucken, dann du¨rfen sie davon ausgehen,
dass alle der Sendung folgen und die Information aus der Sendung Teil des
gemeinsamen Wissens wird. Nachdem z.B. die Kommunikationspartner den
Wetterbericht gesehen haben, brauchen sie sich nicht mehr daru¨ber zu infor-
mieren, wie das Wetter wird; sie wissen es ja bereits aus dem Fernsehen. Fu¨r
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uns sind hier Ereignisse, bei denen ein Kommunikationspartner etwas sagt
(assertiert) und die anderen das Gesagte akzeptieren, am interessantesten;
infolge solcher Ereignisse wird das jeweils Gesagte (die assertierte Proposi-
tion) Teil des gemeinsamen Wissens.
Wie vera¨ndern Assertionen Wissen? — Gegeben seien zwei Personen,
die in einen Diskurs treten, um sich u¨ber ein bestimmtes Thema zu infor-
mieren. Beide verfu¨gen u¨ber Wissen zum Thema, mo¨glicherweise u¨ber ver-
schiedenes Wissen. Sie tauschen sich aus, um auf sie verteiltes Wissen zu
gemeinsamem Wissen zu machen. Einer der Kommunikationspartner asser-
tiert die Proposition p. Da er sich an die Konversationsmaximen ha¨lt, glaubt
er selbst, dass p. Nehmen wir an, der Sprecher sei wohlinformiert und kri-
tisch, so dass der Rezipient ihm trauen darf und davon ausgehen kann, dass
der Sprecher weiß, was er sagt. Der Rezipient erfa¨hrt also erstens, dass p, und
zweitens, dass der Sprecher weiß, dass p. Verwenden wir die Notationsweise
von [Fagin et al., 1995] und notierenKi(p) fu¨r ,,der Kommunikationspartner
i weiß, dass p“. Der Index s steht im Weiteren fu¨r den Sprecher, der Index r
steht fu¨r den Rezipienten. Es gilt nun: Kr(Ks(p)) ∧Kr(p) ∧Ks(p) ∧ p. Der
Rezipient widerspricht dem Sprecher nicht, und der Sprecher kann sich des-
halb der Wirkung seiner Assertion gewiss sein. Er weiß also, wie der Rezipi-
ent sein Wissen aktualisiert hat: Ks(Kr(Ks(p)))∧Ks(Kr(p))∧Kr(Ks(p))∧
Kr(p) ∧Ks(p) ∧ p. Diese Konsequenz der Unterlassung eines Widerspruchs
ist fu¨r den Rezipienten kalkulierbar; der Rezipient weiß, welches Wissen der
Sprecher erwirbt: Kr(Ks(Kr(Ks(p))))∧Kr(Ks(Kr(p)))∧Ks(Kr(Ks(p)))∧
Ks(Kr(p)) ∧ Kr(Ks(p)) ∧ Kr(p) ∧ Ks(p) ∧ p. So geht das immer weiter:
Der Sprecher weiß, welches Wissen der Rezipient erwirbt, und der Rezipi-
ent weiß im Gegenzug, welches Wissen der Sprecher erwirbt, ad infinitum.
Die Kommunikationspartner (Sprecher und Rezipient) wissen u¨ber das mit
p verbundene Wissen des jeweils anderen Bescheid. Nachdem also eine Pro-
position p assertiert, die Assertion von allen Kommunikationspartnern der
Gruppe G interpretiert und ihr nicht widersprochen wurde, geho¨rt p zum ge-
meinsamen und gegenseitigen Wissen CG von G. Erstens wissen alle Kom-
munikationspartner i ∈ G, dass p: ∀i ∈ G[Kip], wir notieren dafu¨r abku¨rzend
EG(p). Zweitens wissen alle Kommunikationspartner, dass alle Kommuni-
kationspartner wissen, dass alle Kommunikationspartner wissen, ..., dass p.
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Sei E0Gp a¨quivalent mit p und E
k+1
G p eine Abku¨rzung fu¨r EGEkGp. Dann gilt:
EkGp, fu¨r k = 1, 2, . . . (vgl. [Fagin et al., 1995]). Die Kommunikationspart-
ner mu¨ssen ihr gegenseitiges Wissen nicht bis ins Unendliche berechnen. Sie
ko¨nnen aber bei Bedarf Wissen u¨ber das Wissen der jeweils anderen ablei-
ten.20
20 Wissen u¨ber das Wissen von anderen kann interessant und nu¨tzlich sein. Ein beliebtes, wenn
auch nicht besonders lebensnahes Beispiel ist das sogenannte Muddy Children Puzzle (vgl.
[Fagin et al., 1995]): Einige sehr intelligente Kinder (Anzahl n) spielen miteinander. Aus ir-
gendwelchen Gru¨nden wurden sie von ihren Eltern gebeten, sich nicht dreckig zu machen,
und tatsa¨chlich wollen alle sauber bleiben. Sie sind sich allerdings gegenseitig missgu¨nstig
gesonnen und freuen sich, wenn die jeweils anderen dreckig sind. Beim Spielen bekommen
k (1 < k < n) Kinder Dreck auf die Stirn. Jedes der Kinder kann sehen, welche anderen
dreckig sind. Es kann aber nicht sehen, ob es selbst dreckig ist, und aufgrund der unfreundli-
chen Haltung seiner ,Freunde‘ wird es daru¨ber auch nicht informiert. Nun kommt ein Nachbar
daher und sagt den Kindern, was jedes von ihnen fu¨r sich schon weiß, dass na¨mlich minde-
stens ein Kind eine dreckige Stirn hat. Obwohl der Nachbar den Kindern keine neue Tatsache
mitteilt, ist seine ¨Außerung informativ. Es geho¨rt ab jetzt na¨mlich zum gemeinsamen Wissen,
dass mindestens ein Kind dreckig ist. Jedes Kind weiß, das auch die anderen wissen, dass
mindestens ein Kind dreckig ist und dass das von allen gewußt wird. Der Nachbar fragt als
na¨chstes jedes Kind, ob es weiß, ob es selbst eine dreckige Stirn hat. Jedes Kind muss vernei-
nen. Nach der Fragerunde weiß jedes Kind, dass kein anderes weiß, ob es Dreck auf der Stirn
hat. Nehmen wir an, genau zwei Kinder – Albert und Barbara – ha¨tten eine dreckige Stirn.
Albert kann sehen, dass Barbara eine dreckige Stirn hat. Wenn Barbara das einzige Kind mit
einer dreckigen Stirn wa¨re, dann ha¨tte sie wissen mu¨ssen, dass sie dreckig ist, nachdem der
Nachbar gesagt hat, dass mindestens ein Kind dreckig ist. Alle anderen Kinder wa¨ren ja of-
fensichtlich sauber. Auf Nachfrage antwortet die wahrheitsliebende Barbara jedoch, dass sie
nicht weiß, ob sie dreckig ist. Also muss es noch ein weiteres dreckiges Kind geben. Es bleibt
fu¨r Albert nur der Schluss, dass er selbst dreckig ist. Den analogen Schluss zieht Barbara.
Wenn drei Kinder – Albert, Barbara und Christian – dreckig sind, dann ko¨nnen sie noch nicht
schließen, dass sie dreckig sind. Der Nachbar fragt jedes Kind ein zweites Mal, ob es weiß, ob
es dreckig ist. Alle verneinen erneut. Albert weiß, dass Barbara und Christian gewusst ha¨tten,
dass sie dreckig sind, wenn nur zwei Kinder dreckig wa¨ren. Sie wussten es nicht, ergo muss
ein drittes Kind dreckig sein. Albert kann nur zwei andere dreckige Kinder sehen, muss also
annehmen, dass er selbst das dritte dreckige Kind ist. Analoge Schlu¨sse werden von Barbara
und Christian gezogen.
Zwei Fragerunden waren no¨tig, um die drei dreckigen Kinder u¨ber ihren Zustand aufzukla¨ren.
Allgemein gilt, dass, wenn k Kinder dreckig sind, alle dreckigen Kinder ihren Zustand nach
k − 1 Fragerunden kennen (zum Beweis per Induktion vgl. [Fagin et al., 1995]). Vorausset-
zung dafu¨r ist, dass alle Kinder davon ausgehen du¨rfen, dass sie selbst und die anderen ratio-
nal denken, dabei keine Fehler machen und stets wahrheitsgema¨ß antworten. Ferner ko¨nnen
die dreckigen Kinder nie schlussfolgern, dass sie dreckig sind, wenn der Nachbar nicht zu
Beginn ihnen allen gegenu¨ber erkla¨rt, dass einige von ihnen dreckig sind. Es reicht fu¨r ih-
re ¨Uberlegung nicht aus zu wissen, dass einige dreckig sind. Sie mu¨ssen im Fall von zwei
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Eine Assertion gibt also Aufschluss u¨ber das Wissen des Sprechers. Sie
kann selbst dann informativ sein, wenn der Rezipient ihren semantischen
Gehalt schon wusste. Vom Sprecher muss nicht verlangt werden, dass er
nur sagt, was der Rezipient noch nicht weiß. Seine ¨Außerung ist informativ,
wenn sie das vorausgesetzte, gemeinsame Wissen (den common ground) der
Kommunikationspartner vera¨ndert.
Jedes Mitglied einer Gruppe von Kommunikationspartner G macht An-
nahmen, was zum gemeinsamen Wissen von G geho¨rt. Die Annahmen ko¨n-
nen sich unterscheiden, und einige Mitglieder ko¨nnen sich irren. Wenn eine
Proposition p zum gemeinsamen Wissen CG geho¨rt, dann weiß jedes Mit-
glied von G, dass dem so ist. Wenn also irgendein Mitglied von G nicht
weiß, dass p zu CG geho¨rt, dann geho¨rt p auch nicht zu CG. Nichtsdesto-
trotz ko¨nnen einige Kommunikationspartner fa¨lschlicherweise annehmen,
dass p Teil von CG ist. Sie setzen fu¨r ihre ¨Außerungen dann mehr gemein-
sames Wissen voraus, als tatsa¨chlich vorhanden ist. Dies kann z.B. dazu
fu¨hren, dass sie sich weniger informativ a¨ußern, als angemessen wa¨re.21 Laut
[Stalnaker, 1978] haben Kommunikationspartner Freiheiten, wieviel gemein-
dreckigen Kindern auch noch wissen, dass alle wissen, dass einige dreckig sind. Das wissen
sie schon, wenn drei von ihnen dreckig sind. Sie mu¨ssen dann aber wissen, dass alle Kinder
wissen, dass alle wissen, dass einige dreckig sind. Mit ansteigendem k wird das erforderli-
che Wissen u¨ber das Wissen der anderen komplexer. Die anfa¨ngliche Aussage des Nachbarn
vermittelt allen Kindern das gemeinsame Wissen, dass einige Kinder dreckig sind. Das fu¨r
ihre Schlussfolgerung beno¨tigte Wissen u¨ber das Wissen der anderen ko¨nnen die Kinder aus
ihrem gemeinsamen Wissen ableiten. (Vgl. zum Schlussfolgern mit Informationen u¨ber das
Wissen anderer auch [van Ditmarschen, 2000]. Van Ditmarschen beschreibt die Rolle von
Wissen u¨ber das Wissen anderer in Spielen wie z.B. dem Murder Mistery-Spiel CLUEDO
und verschiedenen Kartenspielen.)
21 Eine Fehlannahme u¨ber das gemeinsame Wissen kann niemals zu u¨berinformativen ¨Auße-
rungen fu¨hren. Wenn ein Sprecher na¨mlich glaubt, p geho¨re nicht zum gemeinsamen Wissen,
dann geho¨rt p auch nicht zum gemeinsamen Wissen. Die Assertion von p wirkt insofern,
wenigstens fu¨r den Sprecher, informativ. — Kann ein Sprecher sich selbst informieren? —
Ja. Nehmen wir an, alle Kommunikationspartner außer dem Sprecher glaubten, dass CG(p).
Ihr Glaube ist falsch, weil der Sprecher nicht glaubt, dass CG(p), und es also der Fall ist,
dass ¬CG(p). Nun assertiert der Sprecher, dass p. Er vera¨ndert dadurch seinen eigenen In-
formationsstand; infolge seiner ¨Außerung glaubt auch er, dass CG(p). Er vera¨ndert nicht den
Informationsstand der anderen Kommunikationspartner, die na¨mlich nichts glauben, was sie
nicht schon vorher geglaubt ha¨tten. Er macht allerdings ihren bloßen Glauben zum Wissen;
was sie vorher fa¨lschlicherweise annahmen, nehmen sie nun richtig und zu Recht an.
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sames Wissen sie voraussetzen. Sie setzen ggf. weniger voraus, als sie ten-
tativ voraussetzen du¨rften. Dies sei insbesondere beim Smalltalk der Fall,
wenn es nicht darum geht, sich effektiv zu informieren, sondern eher darum,
ein informatives Gespra¨ch zu simulieren.
Diskutieren wir drei Einwa¨nde. Einwand 1: Gegeben seien zwei Meterolo-
gen beim Smalltalk. Der eine sagt, dass es kalt sei, der andere erga¨nzt, es
sei auch windig. Beide a¨ußern nur, was beide eigentlich la¨ngst wissen. Ihre
¨Außerungen sind demnach nicht informativ und widersprechen den Kon-
versationsmaximen. Trotzdem ist ihr Verhalten als kooperativ – wenigstens
nicht als unkooperativ – einzustufen; die Informativita¨tsforderung ist also zu
stark. — Entgegnung: Die ¨Außerungen der Meterologen sind doch informa-
tiv, weil sie das vorausgesetzte, gemeinsame Wissen vera¨ndern. Obwohl bei-
de la¨ngst wissen, wie das Wetter ist, vielleicht sogar wissen, dass der jeweils
andere dies weiß, muss dieses Wissen nicht zum gemeinsamen und gegensei-
tigen Wissen geho¨ren (s.o. und Fußnote 20). Informationssuche verla¨uft ef-
fektiv, wenn mo¨glichst viel gemeinsames Wissen vorausgesetzt wird. Wenn
das Gespra¨ch der effektiven Informationssuche diente, dann du¨rften die Me-
terologen gemeinsames Wissen u¨ber das Wetter voraussetzen, so dass die
genannten ¨Außerungen fu¨r sie tatsa¨chlich uninformativ wa¨ren. Effektive In-
formationssuche ist aber nicht das Anliegen eines Smalltalk. Die Meterolo-
gen brauchen nur wenig gemeinsames Wissen vorauszusetzen, so dass sie
auch mit den genannten ¨Außerungen dieses Wissen vera¨ndern ko¨nnen.
Einwand 2: Der Entgegnung zufolge ko¨nnen Gespra¨chspartner anschei-
nend beliebig wenig gemeinsames Wissen voraussetzen. Dadurch ko¨nnen
aber noch so triviale ¨Außerungen (ausgenommen vielleicht ¨Außerungen lo-
gisch wahrer Sa¨tze) informativ sein. Die Informativita¨tsforderung ist dem-
nach zu schwach. — Entgegnung: Tatsa¨chlich ist die Informativita¨tsforde-
rung schwach, allerdings nicht zu schwach. Die Gespra¨chspartner sind frei,
was die Voraussetzung gemeinsamen Wissens zu Beginn ihres Diskurses be-
trifft. Im Zuge ihres Diskurses wird dieses Wissen modifiziert; die Modifi-
kationen ko¨nnen nicht ohne weiteres zuru¨ckgenommen werden. Wenn also
p einmal assertiert und akzeptiert wurde, dann geho¨rt p zum gemeinsamen
Wissen. Die nochmalige Assertion von p oder einer Proposition, die p impli-
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ziert, ist u¨berflu¨ssig, uninformativ und widerspricht der Quantita¨tsmaxime.
(Ein Meterologe, der sta¨ndig wiederholt, dass es kalt sei, ist kein angeneh-
mer und auch kein kooperativer Gespra¨chspartner.) Nicht jede mo¨gliche ¨Au-
ßerung kann also im Verlauf eines Diskurses informativ wirken.
Einwand 3: Wenn schon nicht jede mo¨gliche ¨Außerung im Verlauf eines
Diskurs informativ wirken kann, dann doch jede, die den Diskurs einleitet.
Sie kann ja nicht in Anbetracht einer bereits geta¨tigten ¨Außerungen redun-
dant sein. Auch das ist unplausibel; nicht jede ¨Außerung ist zur Einleitung
in einen Diskurs ada¨quat. — Entgegnung: Informativita¨t ist nicht das einzi-
ge Ada¨quatheitskriterium. Wenn der Sprecher der ersten ¨Außerung frei ent-
scheiden kann, was als gemeinsames Wissen vorausgesetzt wird, dann kann
allerdings fast jede diskurseinleitende ¨Außerung informativ sein. Es ist aber
nicht immer zweckma¨ßig, nur wenig gemeinsames Wissen vorauszusetzen,
und nicht jede ¨Außerung ist hinsichtlich des Kommunikationsziels relevant.
Die Wahl eines diskurseinleitenden Satzes wird nicht durch Forderung nach
Informativita¨t, wohl aber durch die Forderungen nach Relevanz und Wahr-
heit (schwa¨cher: Plausibilita¨t) reguliert.
Halten wir fest: Durch eine Assertion kann das jeweils vorausgesetzte, ge-
meinsame Wissen der Kommunikationspartner vera¨ndert werden. Gema¨ß
der Konversationsmaximen sollen Assertionen informativ sein; Kommuni-
kationspartner sollen nichts assertieren, wovon sie meinen, dass es schon
Teil des gemeinsamen Wissens ist. Unabha¨ngig davon, wieviel gemeinsa-
mes Wissen die Kommunikationspartner voraussetzen, gilt demnach, dass
sie nichts assertieren sollen, was schon assertiert wurde oder was aus dem
bereits Gesagten folgt.22 Daru¨ber hinaus sollen die Kommunikationspart-
ner nur behaupten, was sie selbst wissen. Wissen ist konsistent. Solange ein
Sprecher den Konversationsmaximen folgt, kann er sich nicht selbst wider-
sprechen. Der Rezipient stellt einen Verstoß gegen die Konversationsmaxi-
22 Wir machen hier die (zu) starke Annahme logischer Allwissenheit der Kommunikations-
partner. Ein Aussagesatz wurde verstanden, wenn seine Wahrheitsbedingungen bekannt sind.
Wenn ferner sein Wahrheitswert bekannt ist, dann ist auch der Wahrheitswert aller logischer
Implikationen (nicht: pragmatischer Implikaturen) bekannt. Wir diskutieren die Annahme lo-
gischer Allwissenheit in Abschnitt 3.4.
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men fest, wenn der Sprecher dem gemeinsamen Wissen – und also sich selbst
– widerspricht, z.B. durch ¨Außerung eines logisch falschen Satzes oder ei-
ner inkonsistenten Menge von Sa¨tzen. Es gilt die Minimalanforderung, dem
gemeinsamen Wissen nicht zu widersprechen.
Wir ko¨nnen nun die genannten Kriterien fu¨r kooperativen Informationsaus-
tausch im Rahmen eines einfachen, klassischen Update-Systems formalisie-
ren.
3.2.2 Aktualisierung des gemeinsamen Wissens (1)
Kommunikationspartner setzen gemeinsames Wissen voraus; jeder Kommu-
nikationspartner verfu¨gt u¨ber eine Repra¨sentation dieses gemeinsamen Wis-
sens. Wir beschreiben kooperativen Informationsaustausch als einen Pro-
zess der fortlaufenden Aktualisierung der Wissensrepra¨sentationen. Eine Re-
pra¨sentation des gemeinsamen Wissens wird zu diesem Zweck als Informati-
onsstand spezifiziert, und die Aktualisierung dieses Informationsstands wird
durch ein Update-System modelliert. Ein Update-System bestimmt, wie ein
Informationsstand durch die ¨Außerung (und Akzeptanz) eines Satzes vera¨n-
dert wird:
Definition D-3-2-1 (Update-System) Ein Update-System ist eine Struk-
tur U = 〈L,Σ, [ ]〉 bestehend aus einer Sprache L, einer Menge von Infor-
mationssta¨nden Σ und einer Aktualisierungsfunktion [ ] : L×Σ 7→ Σ, die fu¨r
jeden Satz φ ∈ L jeden Informationsstand σ ∈ Σ in einen Informationsstand
σ′ ∈ Σ u¨berfu¨hrt.
Nehmen wir vorla¨ufig an, dass sich die Kommunikationspartner mittels
TL, der Sprache der Typenlogik, unterhalten. Syntax und Semantik von TL
sind in Anhang A definiert. In Kapitel 4 widmen wir uns – aufbauend auf
dem hier konstruierten System – der Kommunikation mit natu¨rlich-sprachli-
chen Sa¨tzen.
Wir repra¨sentieren Wissen durch einen Informationsstand. Ein Informati-
onsstand wird in Abha¨ngigkeit von einer Sprache – hier: TL – und einem
Modell M fu¨r diese Sprache definiert. Durch ¨Außerung eines Satzes von TL
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wird die durch diesen Satz ausgedru¨ckte Information dem Informationsstand
hinzugefu¨gt; nach der Aktualisierung des Informationsstandes wird die Be-
deutung des Satzes gewusst, d.h. der Satz folgt aus dem aktualisierten Infor-
mationsstand. Alle ,gewussten‘23 Sa¨tze folgen aus dem Informationsstand;
der Informationsstand ist a¨quivalent der Konjunktion dieser Sa¨tze. Die in-
tensionale Bedeutung eines Satzes von TL bezu¨glich M ist eine Propositi-
on, d.h. eine Menge von Indizes (mo¨glichen Welten). Es ist naheliegend, auch
einen Informationsstand als Proposition, na¨mlich als intensionale Bedeutung
der Konjunktion aller gewussten Sa¨tze, zu spezifizieren:
Definition D-3-2-2 (Informationsstand bzgl. M und TL) Sei
M = 〈DM , IM , [[ ]]M 〉 ein (reduziertes) Modell von TL.24
(a) σM ist ein Informationsstand bezu¨glich M und TL gdw gilt: σM ⊆ IM .
(b) • 0 = IM ist der minimale Informationsstand,
• 1 = ∅ ist der absurde Informationsstand.
(c) Die Menge aller Informationssta¨nde bezu¨glich M , ΣM , ist die Potenz-
menge von IM : ρ(IM ).
Ein Informationsstand bezu¨glich einer Interpretation M von TL ist eine
Menge von Indizes i ∈ IM , ergo eine Proposition. Nehmen wir an, dass ein
Index i∗ ∈ IM der Realita¨t entspricht. Wenn i∗ nicht Element eines gege-
benen Informationsstandes ist, dann ist der Tra¨ger des Informationsstandes
falsch informiert; sein Informationsstand widerspricht der Realita¨t. Solange
23 Wir erlauben die vielleicht ungewo¨hnliche Redeweise, dass nicht nur Propositionen (Bedeu-
tungen von Aussagesa¨tzen), sondern auch Aussagesa¨tze selbst ,gewusst‘ werden ko¨nnen.
24 M ist ein reduziertes Modell, weil der ausgewa¨hlt Index i∗, hinsichtlich dessen der Wahr-
heitswert eines Satzes bestimmt wird, fehlt. Vgl. Definition D-1-2-7 in Anhang A.
Warum verwenden wir ein reduziertes und kein vollsta¨ndiges Modell? — Der Tra¨ger eines In-
formationsstandes muss u¨ber ein Modell von TL verfu¨gen, um die Sa¨tze von TL interpetieren
und seinen Informationsstand aktualisieren zu ko¨nnen. Wenn er u¨ber ein vollsta¨ndiges Modell
verfu¨gte, dann ko¨nnte er jedem Satz einen Wahrheitswert zuordnen. Er verfu¨gte also schon
u¨ber jede Information, die durch Sa¨tze von TL gegeben werden kann; die Aktualisierung
seines Informationsstandes verschaffte ihm keinen Wissenszuwachs.
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i∗ aber Element des Informationsstandes ist, glaubt der Tra¨ger des Infor-
mationsstandes nichts, was nicht der Fall ist; er ist nicht falsch informiert,
und sein Informationsstand ist mit der Realita¨t vereinbar.25 Der Tra¨ger ei-
nes Informationsstandes kann i∗ nicht identifizieren, d.h. er kann nicht ent-
scheiden, welcher Index seines Informationsstandes der Realita¨t entspricht.
Je mehr er lernt, desto mehr Indizes schließt er aus. Wa¨re er allwissend, dann
beinhaltete sein Informationsstand genau einen Index, na¨mlich i∗.
Definition D-3-2-3 (Propositionales Wissen) Sei σ ein Informations-
stand bezu¨glich M und TL. Die durch einen Satz φ ∈ TL ausgedru¨ckte
Proposition wird gewusst in σ gdw gilt:
[[φ]]Mi = w, fu¨r alle i ∈ σ
Ein Satz φ ∈ TL widerspricht σ gdw gilt:
[[φ]]Mi = f , fu¨r alle i ∈ σ
Ein Satz φ ∈ TL ist mit σ vertra¨glich gdw gilt:
[[φ]]Mi = w, fu¨r mindestens ein i ∈ σ
Die durch einen Satz ausgedru¨ckte Proposition wird von den Tra¨gern ei-
nes Informationsstandes bereits gewusst, wenn der Satz in Bezug auf jeden
Index aus dem Informationsstand wahr ist. Ein Satz, der bezu¨glich jeden In-
dizes falsch ist, widerspricht dem Informationsstand. Ein Satz, der in Bezug
auf wenigstens einen Index aus dem Informationsstand wahr ist, ist mit dem
Informationsstand vertra¨glich. Der minimale Informationsstand 0 beschreibt
den Zustand totaler Unwissenheit: Nur logisch wahre Sa¨tze sind bekannt,
und nur logisch falsche Sa¨tze widersprechen dem Informationsstand. Der ab-
surde Informationsstand 1 beschreibt widerspru¨chliches Wissen: Kein Satz
25 Warum formulieren wir das so kompliziert? Kann man nicht viel einfacher schreiben, dass
der Tra¨ger eines Informationsstandes richtig informiert ist, wenn i∗ Element dieses Informa-
tionsstandes ist? — Nein, denn i∗ ist auch Element des minimalen Informationsstandes. Der
minimale Informationsstand beschreibt einen Zustand von totaler Unwissenheit (s.u.); der
Tra¨ger dieses Informationsstandes ist nicht richtig, sondern u¨berhaupt nicht informiert.
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ist mit dem Interpretationsstand vertra¨glich; gleichzeitig werden alle Pro-
positionen – auch Kontradiktionen – gewusst. Es herrscht ein Zustand der
Verwirrung.
Indem einem Informationsstand propositionales Wissen, welches dem In-
formationsstand nicht widerspricht, hinzugefu¨gt wird, wird der Informati-
onsstand versta¨rkt. Nehmen wir an, ein Informationsstand werde mittels des
Satzes p aktualisiert. Der Informationsstand sei mit p vertra¨glich, die Aktua-
lisierung fu¨hre also nicht zum absurden Informationsstand 1. Einige Sa¨tze,
die bisher mit dem Informationsstand vertra¨glich waren, widersprechen dem
aktualisierten Informationsstand. Zu diesen Sa¨tzen geho¨rt z.B. ¬p: Der ak-
tualisierte Informationsstand entha¨lt nur noch Indizes, hinsichtlich derer p
wahr und ¬p falsch ist.
Definition D-3-2-4 (Klassisches Update-System fu¨r TL) SeiM ein (re-
duziertes) Modell von TL und Σ die Menge aller Informationssta¨nde bezu¨g-
lich M und TL. UTL = 〈TL,Σ, [ ]M1 〉 ist ein klassisches Update-System fu¨r
TL gdw fu¨r alle Sa¨tze φ ∈ TL und alle Informationssta¨nde σ ∈ Σ gilt:
σ[φ]M1 = {i ∈ σ | [[φ]]Mi = w}
Wir definieren im weiteren Verlauf mehrere Aktualisierungsfunktionen
[ ]M und unterscheiden die verschiedenen Funktionen durch untere Indizes.
Fu¨r jeden Satz φ ∈ TL ist [φ]M1 eine Funktion Σ 7→ Σ. [φ]M1 (σ) ist der aus
der Aktualisierung von σ durch φ resultierende Informationsstand σ′. Statt
[φ]M1 (σ) notieren wir auch – wie allgemein u¨blich – σ[φ]M1 . σ[φ]M1 bezeich-
net die Aktualisierung des Informationsstandes σ durch die ¨Außerung von φ;
σ[φ1]
M
1 [φ2]
M
1 . . . [φn]
M
1 bezeichnet die sukzessive Aktualisierung von σ durch
die ¨Außerung von φ1, φ2, . . . und φn in dieser Reihenfolge ([Veltman, 1996]).
Durch ¨Außerung (und Akzeptanz) eines Satzes von TL wird das gemein-
same Wissen aktualisiert. Die Aktualisierung ist rein eliminativ: Alle Indi-
zes, hinsichtlich derer der Satz falsch ist, werden ausgefiltert, und es werden
dem Informationsstand keine Elemente hinzugefu¨gt. Die Aktualisierung des
Informationsstandes ist ferner distributiv: Fu¨r jeden Index wird einzeln ge-
pru¨ft, ob er ausgefiltert wird oder nicht. Systeme eliminativer und distribu-
tiver Updates sind klassische Update-Systeme ([GS, 1991 b]). Bei unserem
System handelt es sich also um ein klassisches Update-System.
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Durch die Aktualisierung eines Informationsstandes mit einem Satz, der
dem Informationsstand widerspricht, werden alle Indizes gelo¨scht (ausgefil-
tert); die Aktualisierung fu¨hrt zum absurden Informationsstand. Die Aktua-
lisierung mit einem Satz, der eine bereits gewusste Proposition ausdru¨ckt,
bewirkt keine Vera¨nderung; die ¨Außerung dieses Satzes ist daher uninforma-
tiv. Sa¨tze, die gema¨ß eines Informationsstandes bereits gewusste Information
ausdru¨cken, folgen aus dem Informationsstand; der Informationsstand impli-
ziert diese Sa¨tze. Ein Satz impliziert einen zweiten genau dann, wenn jeder
Informationsstand nach Aktualisierung mit dem ersten Satz den zweiten Satz
impliziert:26
Definition D-3-2-5 (Konsequenz bzgl UTL) UTL = 〈TL,Σ, [ ]M1 〉 sei ein
klassisches Update-System fu¨r TL und M .
(a) Ein Informationsstand σ ∈ Σ impliziert einen Satz φ von TL (die Tat-
sache, dass φ ist eine Konsequenz der gema¨ß σ gewussten Tatsachen)
σ |=UTL φ
gdw gilt:
σ[φ]M1 = σ
(b) Ein Satz φ von TL impliziert einen Satz ψ von TL (die Tatsache, dass
ψ, ist eine Konsequenz der Tatsache, dass φ)
φ |=UTL ψ
gdw fu¨r alle Informationssta¨nde σ ∈ Σ gilt:
σ[φ]M1 = σ[φ]
M
1 [ψ]
M
1
26 Bei einem gu¨ltigen Argument ist die Konklusion eine Konsequenz der Pra¨missen. Mit
dem Konsequenzbegriff bestimmen wir den Gu¨ltigkeitsbegriff fu¨r Argumente. Zu verschie-
denen (im Rahmen eines klassischen Update-Systems a¨quivalenten) Mo¨glichkeiten, den
Gu¨ltigkeitsbegriff zu bestimmen vgl. [Veltman, 1996]. — Wir ko¨nnen die Konsequenzrela-
tion auch fu¨r Paare von Informationssta¨nden definieren: Ein Informationsstand σ impliziert
einen Informationsstand σ′ (σ |= σ′) gdw gilt: σ ⊆ σ′.
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Wir ko¨nnen nun die oben genannten, aus den Konversationsmaximen ab-
geleiteten Forderungen Assertiere nichts, was schon Teil des gemeinsamen
Wissens ist! (D-3-2-6a) und Assertiere nichts, was dem gemeinsamen Wissen
widerspricht! (D-3-2-6b) im Rahmen UTL definieren:
Definition D-3-2-6 (Semantische Konversationsmaximen bzgl. UTL) Sei
UTL = 〈TL,Σ, [ ]M1 〉 ein klassisches Update-System fu¨r TL und M . Der In-
formationsstand CG ∈ Σ repra¨sentiere das gemeinsame Wissen einer Grup-
pe von Kommunikationspartnern G. Damit die ¨Außerung eines Satzes φ ∈
TL gegenu¨ber G den Konversationsmaximen genu¨gt, muss gelten:
(a)
CG[φ]
M
1 6= CG
also
CG 6|=UTL φ
(b)
CG[φ]1 6= 1
also
CG 6|=UTL ¬φ
Wenn ein Rezipient eine an ihn gerichtete ¨Außerung auf verschiedene Wei-
sen rekonstruieren kann, dann kann er die in D-3-2-6 definierten Maximen
als Ada¨quatheitskriterien fu¨r seine Rekonstruktionen verwenden. Sofern er
na¨mlich voraussetzt, dass der Sprecher kooperiert, muss er dessen ¨Außerung
so rekonstruieren, dass sie den Maximen genu¨gt. Er kann jede Rekonstruk-
tion, der zufolge die ¨Außerung nicht den Maximen genu¨gt, als inada¨quat
verwerfen.
3.2.3 Modifikation weiterer Kontextparameter
Informationssta¨nde sind bislang als unstrukturierte Mengen von Indizes, die
propositionales Wissen repra¨sentieren, definiert. Im Verlauf eines Diskur-
ses wird gemeinsames, propositionales Wissen erweitert. Bisher wird dieses
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Wissen nicht zielgerichtet, sondern auf beliebige Weise erweitert. Fu¨r den
zielgerichteten Informationsaustausch mu¨ssen zusa¨tzlich zum gemeinsamen
Wissen noch gemeinsame kommunikative Ziele gesetzt werden. Wissen um
derartige Ziele nennen wir thematisches Wissen. Hinsichlich des gemeinsa-
men, thematischen Wissens bestimmen wir die Relevanz von ¨Außerungen.
Kommunikative Ziele ko¨nnen explizit durch ¨Außerung von Fragesa¨tzen ge-
setzt werden. In TL gibt es keine Fragesa¨tze; Zielsetzungen durch Fragen
sind derzeit nicht mo¨glich. Unser Update-System ist also so zu erweitern,
dass kommunikative Ziele repra¨sentiert werden, dass Ziele durch das Stellen
von Fragen gesetzt oder vera¨ndert werden ko¨nnen und dass die Relevanz von
¨Außerungen hinsichtlich bestehender Ziele bestimmt werden kann. Wir er-
weitern das System im Abschnitt 3.3, damit es die genannten Anforderungen
erfu¨llt.
Unser Update-System ist noch aus einem weiteren Grund unzula¨nglich fu¨r
die Beschreibung natu¨rlich-sprachlichen Informationsaustausches. Die Be-
deutung eines Satzes von TL ist na¨mlich vom ¨Außerungskontext unabha¨n-
gig; jeder Satz von TL wird statisch, ohne Rekurs auf den Kontext interpre-
tiert. Die Bedeutungen natu¨rlich-sprachlicher Sa¨tze ko¨nnen aber vom Dis-
kurskontext beeinflusst werden; der ¨Außerungskontext beeinflusst z.B. die
Bedeutung von indexikalischen Ausdru¨cken, er dient außerdem der Bestim-
mung temporaler und o¨rtlicher Referenzen. Die Sa¨tze von TL wirken nur
kontextvera¨ndernd, insofern sie das gemeinsame Wissen filtern. Mit natu¨r-
lich-sprachlichen Sa¨tzen kann nicht nur das gemeinsame, propositionale Wis-
sen modifiziert werden, sondern es ko¨nnen daru¨ber hinaus Bezugspunkte zur
Interpretation nachfolgender Sa¨tze gesetzt werden:
(3.2) A man walks in the park. He whistles.
(3.3) # Not every man does not walk in the park. He whistles.
Die ersten Sa¨tze der Beispiele 3.2 und 3.327 sind hinsichtlich ihrer Wahr-
heitsbedingungen a¨quivalent und modifizieren in gleicher Weise propositio-
nales Wissen. Sie sorgen allerdings fu¨r unterschiedliche Voraussetzungen
27 Die Beispiele stammen von [Gamut, 1991].
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zur Interpretation des Folgesatzes. Nur im ersten Beispiel (3.2) wird na¨mlich
ein Antezedent, auf den sich das Personalpronomen “he” beziehen kann, be-
reitgestellt. Das zweite Beispiel (3.3) ist fu¨r sich kein versta¨ndlicher Text.
Der Text muss um eine Geste oder einen weiteren Satz zur Bestimmung der
Referenz von “he” erga¨nzt werden.
Um einen natu¨rlich-sprachlichen Aussagesatz vollsta¨ndig zu verstehen,
muss man erkennen, welche Wahrheitsbedingungen der Satz im gegebenen
Kontext hat (respektive wie seine ¨Außerung das gemeinsame, propositionale
Wissen modifiziert) und wie die ¨Außerung des Satzes neue Voraussetzungen
zur Interpretation nachfolgender Sa¨tze schafft ([Kamp, 1985]). Ein Aussage-
satz hat Wahrheitsbedingungen und ein Kontextvera¨nderungspotential (con-
text change potential). Ein klassisches Update-System, mit dem nur propo-
sitionales Wissen vera¨ndert wird, reicht zur Beschreibung natu¨rlich-sprach-
licher Diskurse nicht aus; Repra¨sentationen weiterer vera¨nderbarer Kontext-
parameter mu¨ssen eingefu¨hrt werden.
Die Repra¨sentation eines Diskurskontextes kann als komplexe Struktur be-
stimmt werden. Die Elemente dieser Struktur ko¨nnen im Diskurs auf ver-
schiedene Weise modifiziert werden, außerdem ko¨nnen sie die Interpreta-
tion von ¨Außerungen beeinflussen ([Lewis, 1979]). Fu¨r Interpretation un-
vollsta¨ndiger Ausdru¨cke modifizieren wir unser Modell auf entsprechende
Weise in Kapitel 4.
Exkurs: Wir haben zwei miteinander vertra¨gliche Optionen zur Modifikati-
on unseres Update-Systems: Erstens kann die zu aktualisierende Repra¨senta-
tion des Kontextes so erweitert werden, dass sie neben einer Repra¨sentation
des gemeinsamen Wissens (einem Informationsstand) noch andere Parame-
ter entha¨lt. Die Aktualisierungsfunktion kann die verschiedenen Parameter
modifizieren. Zweitens kann die Repra¨sentation des gemeinsamen Wissens
vera¨ndert werden. Ein Informationsstand ist eine Menge von Indizes. Der In-
dexbegriff ist bislang unbestimmt; ein Index muss nur den Zweck erfu¨llen,
ein geeignetes Argument fu¨r eine Interpretationsfunktion zu sein; die In-
terpretationsfunktion einer bestimmten Sprache soll jedem voll spezifizier-
ten Aussagesatz dieser Sprache fu¨r jeden Index einen Wahrheitswert zuord-
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nen. Man kann die Rolle von Indizes erweitern, indem man sie auch zur
vollsta¨ndigen Spezifizierung von Sa¨tzen (Bestimmung der Bedeutung von
anaphorischen Ausdru¨cken, Zeit, Ort, ...) heranzieht. Indizes werden dann
als komplexe Strukturen, die auch die Zuordnung von Referenten bestim-
men, definiert. Anstatt also weitere, vom gemeinsamen Wissen unabha¨ngige
Parameter einzufu¨hren, kann man die zusa¨tzlichen Parameter in die Repra¨-
sentationen des gemeinsamen Wissens einfu¨gen. (Vgl. [Montague, 1968],
[Stalnaker, 1998].)
Wir brauchen uns im Rahmen der vorliegenden Arbeit nicht um die Be-
stimmung von Referenzen anaphorischer Ausdru¨cke und andere derartige
Probleme der Interpretation natu¨rlich-sprachlicher Sa¨tze zu ku¨mmern. Wir
ko¨nnen das Update-System deshalb vergleichsweise einfach definieren, und
die Interpretation (statische Semantik) von der Modifikation des Kontextes
(dynamische Aktualisierung des gemeinsamen Wissens) trennen. Im Rah-
men einer dynamischen Semantik wird (anders als bei uns) die Bedeutung
eines Satzes als Kontextvera¨nderungspotential (als Funktion von Kontex-
ten nach Kontexten, respektive von Kontextrepra¨sentationen zu Kontextre-
pra¨sentationen) so bestimmt, dass in einer gegebenen ¨Außerungssituation
die Wahrheitsbedingungen aus dem Kontextvera¨nderungspotential abgelei-
tet werden ko¨nnen. Die Interpretation wird in die Aktualisierung des Kontex-
tes integriert und die Bedeutung eines Satzes vollsta¨ndig durch die Aktuali-
sierungsfunktion [ ] bestimmt. Auf diese Weise ko¨nnen auch nicht-klassische,
d.h. nicht-eliminative und/ oder nicht-distributive Update-Systeme konstru-
iert werden:
1. [Veltman, 1996] konstruiert ein eliminatives, aber nicht-distributives
Update-System. Er spezifiziert innerhalb dieses Systems die Bedeutung
von Sa¨tzen der Art ,,mo¨glicherweise φ“ (maybe φ, might φ, ♦φ) als so-
genannte Tests fu¨r Informationssta¨nde. ♦φ fu¨hrt zu keiner Vera¨nderung
eines Informationsstands, solange φ diesem Informationsstand nicht wi-
derspricht. Wenn aber φ dem Informationsstand widerspricht, dann wird
dieser zum absurden Informationsstand 1 reduziert.
(3.4) Somebody is knocking at the door ... Maybe it’s John ... It’s
Mary.
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(3.5) # Somebody is knocking at the door ... It’s Mary ... Maybe it’s
John.
Beispiel 3.4 wird in Veltmans System als akzeptable Folge von Sa¨tzen
beschrieben: Jemand klopft an die Tu¨r; es ist nicht bekannt, wer an die
Tu¨r klopft, und deshalb ist nicht ausgeschlossen, dass John klopft. Der
Test, ob die Mo¨glichkeit, dass John klopft, mit dem Informationsstand
vertra¨glich ist, gelingt. Erst nach dem Test stellt sich heraus, dass nicht
John, sondern Mary klopft. Beispiel 3.5 wird im Gegensatz dazu als
nicht-akzeptable Folge von Sa¨tzen beschrieben: Jemand klopft an die
Tu¨r. Man findet heraus, dass es sich um Mary handelt, und kann nun
nicht mehr annehmen, dass John derjenige ist, der klopft. Der Test, ob es
mit dem Informationsstand vereinbar ist, dass John klopft, schla¨gt fehl.
Mit der Interpretation von “Maybe it’s John” als Test fu¨r Informations-
sta¨nde kann die Akzeptabilita¨t der ersten Satzfolge (3.4) und die Inak-
zeptabilita¨t der zweiten Satzfolge (3.5) erkla¨rt werden. Die Interpreta-
tion als Test bedarf eines nicht-distributiven und also nicht-klassischen
Update-Systems. Beim klassischen System wird fu¨r jedes Element des
Informationsstandes einzeln gepru¨ft, ob es ausgefiltert werden soll oder
nicht. Bei “Maybe it’s John” (♦p) geht es aber nicht darum, welche
Wahrheitswerte der Satz ♦p (oder p) hinsichtlich der einzelnen Indi-
zes aus dem Informationsstand hat. Der Informationsstand soll vielmehr
im Ganzen u¨berpru¨ft werden und im Zuge dessen unvera¨ndert gelassen
oder vollsta¨ndig gelo¨scht werden.
2. In einem nicht-eliminativen Update-System ist es mo¨glich, einem In-
formationsstand im Zuge der Aktualisierung etwas hinzuzufu¨gen. Wir
ko¨nnen die dynamische Pra¨dikatenlogik (DPL, [GS, 1991 a]) als ein
distributives, aber nicht eliminatives Update-System rekonstruieren: Die
Aktualisierung einer Kontextrepra¨sentation bestehe in der Erweiterung
des Definitionsbereichs von partiellen Zuweisungsfunktionen.28 Durch
28 [GS, 1991 a] definieren die Semantik der DPL mit Hilfe von totalen – nicht: partiellen –
Zuweisungsfunktionen. Nichtsdestotrotz handelt es sich auch bei der so definierten DPL um
ein distributives, nicht-eliminatives Update-System. (Vgl. [GS, 1991 b].) Es ist mo¨glich, mit
Hilfe von totalen Zuweisungsfunktionen die DPL als eliminatives System zu konstruieren.
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eine solche Erweiterung ko¨nnen die Referenzen nachfolgender Varia-
blen, die anaphorische Ausdru¨cke repra¨sentieren, fixiert werden.
(3.6) A man walks in the park. He whistles.
(3.7) # Not every man does not walk in the park. He whistles.
Den Beispielen 3.6 und 3.7 (Wiederholung von 3.2 und 3.3) werden
qua ¨Ubersetzung in die DPL verschiedene Bedeutungen zugewiesen.
Im Zuge der Interpretation des ersten Satzes von Beispiel 3.6 wird die
Referenz einer Variable fixiert. Der nachfolgende anaphorische Aus-
druck “he” kann durch eben diese Variable repra¨sentiert werden, die
Bedeutung von “he” ist dadurch bestimmt. Im Zuge der Interpretation
des Anfangssatzes von Beispiel 3.7 hingegen wird nicht die Referenz
einer neuen Variable fixiert; die Bedeutung von “he” bleibt im zweiten
Beispiel also unbestimmt. Die jeweils ersten Sa¨tze der beiden Beispiele
haben verschiedene Kontextvera¨nderungspotentiale, denen zufolge sie
verschiedene Bedingungen fu¨r die Interpretation des jeweils zweiten
Satzes schaffen.29
3. [GSV, 1996 a] und [GSV, 1996 b] verbinden die (Veltmansche) nicht-
distributive Semantik mit der nicht-eliminativen DPL zu einem nicht-
eliminativen und nicht-distributiven Update-System. Der im Diskurs zu
modifizierende Informationsstand ist in diesem System nicht allein als
Menge von Indizes bestimmt, sondern umfasst außerdem ein Referen-
tensystem zur Bestimmung der Bedeutung koreferierender Ausdru¨cke.
Der zu aktualisierende Informationsstand ist demnach reicher als der
im oben definierten, klassischen Update-System.
(Ende des Exkurses)
3.3 Gerichteter Informationsaustausch
In diesem Abschnitt erweitern wir unser Modell fu¨r den Informationsaus-
tausch mit Fragen und erga¨nzen es um ein Relevanzkriterium: Im ersten Un-
29 [GS, 1990] arbeiten die DPL zu einer dynamischen Montague-Grammatik aus.
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terabschnitt (3.3.1) spezifizieren wir Ziele kooperativen Informationsaustau-
sches als Fragen, die es im Diskurs zu beantworten gilt. Verschiedene Au-
toren30 schlagen vor, Assertionen durchgehend als Antworten auf zur De-
batte stehende Fragen zu interpretieren und Diskurse als Folgen von (ggf.
impliziten) Fragen und Antworten zu beschreiben. Diesem Vorschlag zu-
folge ist eine ¨Außerung relevant, wenn sie zur Beantwortung einer Hin-
tergrundfrage beitra¨gt. Wir schließen uns dem Vorschlag an. Im zweiten
Unterabschnitt (3.3.2) bestimmen wir in Anlehnung an [GS, 1984] Fragen
als Mengen vollsta¨ndiger Antworten. Eine Frage kann mehrere vollsta¨ndige
Antworten haben; nur eine der vollsta¨ndigen Antworten ist mit dem gegebe-
nen Stand der Dinge vertra¨glich. Wenn eine Frage zur Debatte steht, dann
besteht das kommunikative Ziel, ihre wahre, vollsta¨ndige Antwort dem ge-
meinsamen Wissen – respektive den individuellen Repra¨sentationen des ge-
meinsamen Wissens – hinzuzufu¨gen. [GS, 1984] versorgen uns mit einem
klaren Antwortbegriff, den wir fu¨r die Definition des Relevanzkriteriums
beno¨tigen, und außerdem mit einer Logik von Fragen, mittels derer wir se-
mantische Relationen zwischen Fragesa¨tzen spezifizieren ko¨nnen. Im drit-
ten Unterabschnitt (3.3.3) orientieren wir uns an [Groenendijk, 1999] und
[Groenendijk, 2003] und modifizieren unser klassisches Update-System, so
dass ein Informationsstand auch Wissen u¨ber zur Debatte stehende Fragen –
u¨ber kommunikative Ziele also – entha¨lt. Fragen ko¨nnen durch ¨Außerungen
von Fragesa¨tzen zur Debatte gestellt werden. Wir erweitern die formale Spe-
zifikation der Konversationsmaximen um das Relevanzkriterium, dass jede
¨Außerung zur Beantwortung einer Hintergrundfrage beitragen soll.
3.3.1 Diskursstruktur
Wir strukturieren Diskurse durch Folgen von Hintergrundfragen. Eine Frage
steht zur Debatte – ihre Beantwortung ist also ein Diskursziel –, wenn sie
erstens explizit gestellt wurde, wenn sie zweitens aus dem weiteren Hand-
lungskontext folgt oder durch eine kontextuelle Begebenheit hervorgerufen
30 U.a. [Ginzburg, 1996 a] [Ginzburg, 1996 b] [Klein, Stutterheim, 1987]
[van Kuppevelt, 1994] [van Kuppevelt, 1995 a] [van Kuppevelt, 1995 b] [Roberts, 2001]
[Stutterheim, 1994] [Stutterheim, 1997] [Stutterheim, Klein, 2002] [Vennemann, 1975].
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wurde oder wenn sie drittens vom Sprecher vorausgesetzt wurde, ohne dass
sie explizit gestellt oder vom Kontext getriggered wurde:
1. Eine Frage kann explizit (durch ¨Außerung eines Fragesatzes) zur De-
batte gestellt werden. Eine Erwiderung31 ist relevant und genu¨gt der
Relationsmaxime, wenn sie zur Beantwortung der Frage beitra¨gt. Wenn
die Frage vollsta¨ndig beantwortet wurde, dann ist das kommunikative
Ziel erreicht und die Frage steht nicht la¨nger zur Debatte.32
(3.8) A: Wer hat was auf den Tisch gestellt?
(a) B: Otto hat die Teller und Kathrin hat die Gla¨ser auf den Tisch
gestellt.
(b) B: Otto hat die Teller auf den Tisch gestellt.
(c) # B: Kathrin ist spa¨ter nach Hause gefahren.
(d) B: Otto hat die Teller und Kathrin hat die Gla¨ser auf den Tisch
gestellt, und Kathrin ist spa¨ter nach Hause gefahren.
(e) # B: Otto hat die Teller auf den Tisch gestellt, und Kathrin ist
spa¨ter nach Hause gefahren.
In Beispiel 3.8 wird in unterschiedlicher Weise auf eine explizit ge-
stellte Frage reagiert. Durch die erste Erwiderung (a) wird die Frage
vollsta¨ndig beantwortet; die Erwiderung erfu¨llt die Konversationsmaxi-
men. Die zweite Erwiderung (b) tra¨gt zur Beantwortung der Frage bei,
sie beantwortet die Frage aber nicht vollsta¨ndig. Wenn der Antworten-
de weiß, dass Kathrin die Gla¨ser auf den Tisch gestellt hat, dies aber
31 Wir unterscheiden Antworten von Erwiderungen (answers vs. replies). Jede Antwort ist eine
Erwiderung, aber nicht jede Erwiderung ist eine Antwort. Erwiderungen mu¨ssen die gegebene
Frage nicht beantworten; so sind z.B. auch Gegenfragen mo¨gliche Erwiderungen.
32 Wir setzen fu¨r die folgenden Beispiele 3.8 und 3.9 voraus, dass die jeweiligen Fragen
vollsta¨ndig beantwortet werden sollen und nicht einfach von der Tagesordnung gestrichen
werden du¨rfen. Indem man eine zur Debatte stehende Frage ignoriert und einfach ein neues
Thema aufwirft, bricht man mit dem Kooperativita¨tsprinzip. (Vgl. diesbezu¨glich auch das fol-
gende Beispiel von [Grice, 1967]: A a¨ußert, Mrs. X sei “an old bag”. B ha¨lt diese ¨Außerung
dem Tone nach fu¨r unangemessen, und wechselt, ohne auf As Bemerkung einzugehen, osten-
tativ das Thema. Wir versuchen nicht, Bs Themenwechsel mit den Maximen in Einklang zu
bringen; es handelt sich dabei tatsa¨chlich um einen Bruch des Kooperativita¨tsprinzips.)
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nicht sagt, dann gibt er nicht die gesamte ihm verfu¨gbare Informati-
on und versto¨ßt gegen die Konversationsmaximen. Wenn er allerdings
nicht weiß, wer die Gla¨ser auf den Tisch gestellt hat, dann gibt er die
ihm bestmo¨gliche Antwort und erfu¨llt die Konversationsmaximen.
Die dritte Erwiderung (c) tra¨gt nicht zur Beantwortung der Frage bei.
Die ¨Außerung ist ggf. informativ, aber hinsichtlich des durch die Fra-
ge gesetzten, kommunikativen Ziels uninteressant; sie genu¨gt nicht den
Konversationsmaximen.
Die vierte Erwiderung (d) beantwortet erst vollsta¨ndig die von A ge-
stellte Frage und liefert dann eine Information, nach der nicht gefragt
wurde. As Frage steht, nachdem sie vollsta¨ndig beantwortet wurde,
nicht mehr zur Debatte. B muss sich also nicht mehr nach der Frage
richten; er kann eine neue Information geben, auch wenn diese Infor-
mation nicht explizit erbeten wurde. Anders verha¨lt es sich bei der letz-
ten Erwiderung (e). Hier wird erst die zur Debatte stehende Frage nur
partiell beantwortet, dann eine Information gegeben, die zur weiteren
Beantwortung der Frage nicht beitra¨gt. Weil die Frage nicht vollsta¨ndig
beantwortet wurde, steht sie weiterhin zur Debatte. Der Sprecher muss
sich eigentlich nach ihr richten; er tut dies nicht und versto¨ßt ergo gegen
die Konversationsmaximen. Ein Missversta¨ndnis wird dadurch wahr-
scheinlich: Im besten Fall stellt der Fragesteller A fest, dass der Ant-
wortende B vom Thema abschweift. Im schlechteren Fall geht A davon
aus, dass B die Frage vollsta¨ndig beantwortet hat und dann zu einem an-
deren Thema u¨bergegangen ist. Fa¨lschlicherweise schließt A, dass nur
die Teller, nicht aber die Gla¨ser auf dem Tisch stehen. Der schlechtere
Fall (das Missversta¨ndnis) scheint der wahrscheinlichere zu sein.
Halten wir fest: Die ¨Außerung eines Fragesatzes bestimmt ein Konver-
sationsziel. Nachfolgende Assertionen sollen diesem Ziel dienen, in-
dem sie zur Beantwortung der Frage beitragen. ¨Uberflu¨ssige Informa-
tion, die nicht zur Beantwortung der Frage beitra¨gt, soll nicht gegeben
werden.33 Wenn die Frage vollsta¨ndig beantwortet wurde, dann wur-
33 Diese starke Forderung werden wir in Abschnitt 3.4 revidieren.
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de das Konversationsziel erreicht und die Frage steht nicht la¨nger zur
Debatte.34
(3.9) A: Wer hat was auf den Tisch gestellt? — B: Da muss ich
u¨berlegen.
(a) C: Was hat Otto auf den Tisch gestellt?
(b) C: Hat Otto die Teller auf den Tisch gestellt?
(c) # C: Was hat Kathrin spa¨ter gemacht?
(d) ? C: Wer hat was auf den Tisch gestellt?
(e) ? C: Wer hat was wohin gestellt?
(f) C: Weißt Du, welchen Tisch er meint?
Nachdem eine Frage gestellt wurde und bevor diese Frage beantwortet
wird, ko¨nnen ggf. weitere Fragen gestellt werden. In Beispiel 3.9 stellt
A eine Frage, B bittet um Bedenkzeit, und C stellt eine Folgefrage.
Die ersten beiden von Cs Folgefragen (a, b) sind As Ausgangsfrage
untergeordnet. Cs Fragen setzen Zwischenziele, sie strukturieren den
Diskurs, helfen B ggf. auf die Spru¨nge und steuern so die Beantwortung
von As u¨bergeordneter Frage. Vollsta¨ndige Antworten auf Cs Fragen
sind partielle Antworten auf As Frage und tragen also zur Beantwortung
von As Frage bei. Die ¨Außerung der ersten beiden Fragesa¨tze ist im
gegebenen Kontext ada¨quat.
Durch die ¨Außerung des dritten Fragesatzes (c) wird der Diskurs unter-
brochen und ein neues Konversationsziel bestimmt. Die gestellte Frage
ist von der Ausgangsfrage unabha¨ngig; eine Antwort tra¨gt zur Beant-
wortung der Ausgangsfrage nicht bei. Die ¨Außerung ist im gegebenen
Kontext nicht ada¨quat.
C kann die vierte und fu¨nfte Frage (d, e) als Echofragen stellen, wenn
er den von A gea¨ußerte Fragesatz nicht hinreichend genau verstanden
34 Eine Frage kann u.U. auch dann als beantwortet gelten (jedenfalls nicht mehr zur Debatte
stehen), wenn sie nicht vollsta¨ndig beantwortet wurde, aber zur Zufriedenheit oder immerhin
so weit, wie es das verteilte Wissen der Kommunikationspartner erlaubt. Vgl. Abschnitt 3.4.
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hat. Ansonsten sind die ¨Außerungen unangemessen. Durch das noch-
malige Stellen derselben oder einer a¨quivalenten Frage (d) wird kein
Beitrag zur Beantwortung der Ausgangsfrage geleistet. Die fu¨nfte Fra-
ge (e) ist der Ausgangsfrage u¨bergeordnet; anstatt die Beantwortung
der Ausgangsfrage zu leiten, erweitert sie die Frage und modifiziert so-
mit das Konversationsziel. Auch sie dient nicht der Beantwortung der
Ausgangsfrage.
Cs letzte Frage (f) u¨berpru¨ft, ob eine Voraussetzung zur Beantwortung
von As Frage gegeben ist. A bezeichnet in seiner Frage einen bestimm-
ten Tisch; wenn B nicht weiß, welcher Tisch gemeint ist, dann hat er
die Frage nicht vollsta¨ndig verstanden. Er kann die Frage nur dann
richtig beantworten, wenn er weiß, welcher Tisch gemeint ist. Cs letzte
¨Außerung ist angemessen, falls zweifelhaft ist, ob B die Frage verstan-
den hat. C begegnet einem mo¨glichen Missversta¨ndnis und tra¨gt so-
mit zur richtigen Beantwortung der Ausgangsfrage bei. Wenn hingegen
kein Zweifel besteht, dass B weiß, welcher Tisch gemeint ist – z.B. weil
A fu¨r alle sichtbar auf einen bestimmten Tisch zeigt –, dann folgt die
Antwort auf Cs Frage schon aus dem gemeinsamen Wissen. Die Frage
ist u¨berflu¨ssig.35
Halten wir fest: Hintergrundfragen ko¨nnen sowohl ¨Außerungen von
Aussagesa¨tzen als auch ¨Außerungen von Fragesa¨tzen regulieren. So-
lange eine Hintergrundfrage zur Debatte steht, soll jede ¨Außerung der
Beantwortung dieser Frage dienen. Die Beantwortung einer Frage kann
durch weitere Fragen strukturiert und angeleitet werden. Dazu mu¨ssen
die Folgefragen der Ausgangsfrage untergeordnet sein, d.h. Antwor-
ten auf die Folgefragen mu¨ssen die Ausgangsfrage wenigstens teilwei-
se beantworten. Endlich ko¨nnen Folgefragen gestellt werden, um die
Voraussetzungen zur Beantwortung der Ausgangsfrage zu pru¨fen. Die
¨Außerung eines Fragesatzes, der ein von der Ausgangsfrage unabha¨ngi-
ges oder ein u¨ber die Ausgangsfrage hinaus gehendes Thema etabliert,
ist nicht angemessen. Dasselbe gilt fu¨r Fragesa¨tze, deren vollsta¨ndige
Antwort schon aus dem gemeinsamen Wissen folgt.
35 Zur Voraussetzung von Fragen durch Fragen vgl. [Carlson, 1983].
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2. Eine Frage kann auch dann zur Debatte stehen, wenn sie nicht expli-
zit (durch ¨Außerung eines Fragesatzes) gestellt wurde, sich aber stan-
dardma¨ßig aus dem weiteren Handlungskontext ergibt oder durch kon-
textuelle Begebenheiten hervorgerufen wurde.
Ein erstes Beispiel dafu¨r, dass Fragen sich aus dem Handlungskontext
ergeben ko¨nnen, haben wir mit dem Fußball-Beispiel (,,Hinter dir!“) in
Kapitel 2 (Abschnitt 2.2) gegeben. Die Antwort im Dialog 3.10 ist ein
weiteres Beispiel:36
(3.10) Wann fa¨hrt der na¨chste Zug nach Ko¨ln? — 18:01 h. Gleis 1.
An einer Bahnhofsinformation wird gefragt, wann der na¨chste Zug nach
Ko¨ln fa¨hrt. Ein Bahnangestellter beantwortet die Frage durch Angabe
einer Uhrzeit, dann nennt er ein Gleis. Die Nennung des Gleises wird
wie selbstversta¨ndlich im Sinne von ,,Der Zug fa¨hrt auf Gleis 1 ab“, also
als Antwort auf die Frage, auf welchem Gleis der Zug abfa¨hrt, interpre-
tiert. Diese Frage ergibt sich aus dem Handlungskontext: Der Informa-
tionssuchende will die Abfahrtszeit eines bestimmten Zuges erfahren;
die Information ist fu¨r ihn nur dann interessant, wenn er den Zug selbst
nehmen oder jemanden zum Zug bringen will. Damit er das tun kann,
muss er noch wissen, auf welchem Gleis der Zug abfa¨hrt. Der Bahnan-
gestellte kann die entsprechende Frage pra¨supponieren; ihre Beantwor-
tung dient dem u¨bergeordneten Ziel des Informationssuchenden.
(3.11) Klopfen an der Tu¨r — Otto.
Fragen ko¨nnen durch kontextuelle Begebenheiten evoziert werden. In
Beispiel 3.11 ho¨ren die Kommunikationspartner ein Klopfen an der Tu¨r.
Automatisch stellt sich die Frage, wer klopft. Der Sprecher kann auf
die implizit gegebene Frage Bezug nehmen und sie durch die bloße
Nennung eines Namens beantworten.
(3.12) Jemand hat geklopft. — Otto.
36 Das Beispiel stammt (ungefa¨hr) von [Cohen, Perrault, 1981].
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Die Frage, wer klopft, stellt sich auch nach ¨Außerung des erstens Satzes
von Beispiel 3.11. Van Kuppevelt37 zufolge wird die Frage durch die
Verwendung der indefiniten Nominalphrase ,,jemand“ hervorgerufen.
Die Verwendung eines indefiniten Ausdrucks setze die Frage, wie die-
ser Ausdruck zu spezifizieren sei, auf die Tagesordnung. Die Verwen-
dung von ,,jemand“ evoziere demnach regelma¨ßig eine Wer-Frage.38
Halten wir fest: Eine Frage kann explizit gestellt werden. Alternativ
kann sie von u¨bergeordneten Handlungszielen oder durch kontextuelle
Ereignisse hervorgerufen werden. Unabha¨ngig davon, auf welche Weise
die Frage zur Debatte gestellt wurde, reguliert sie die Ada¨quatheit und
Interpretation nachfolgender ¨Außerungen.
Jede ¨Außerung soll relevant sein. Die Relevanz oder Irrelevanz mancher ¨Au-
ßerungen kann mit Verweis auf eine Hintergrundfrage erkla¨rt werden. In ver-
schiedenen Diskursmodellen wird dieser besondere Fall zum allgemeinen
gemacht: Relevanz wird immer mit Bezug auf eine Hintergrundfrage erkla¨rt,
und jede ¨Außerung wird hinsichtlich einer Hintergrundfrage interpretiert.
Wir schließen uns der Generalisierung an.39
37 Vgl. [van Kuppevelt, 1994] [van Kuppevelt, 1995 a] [van Kuppevelt, 1995 b].
38 Indefinite NPs sind laut van Kuppevelt Fragetrigger.
39 [Klein, Stutterheim, 1987], [Stutterheim, 1994], [Stutterheim, 1997]: Gema¨ß dem Quaestio-
Modell von Klein und Stutterheim liegt jedem Text eine u¨bergreifende Frage – die Quaestio
– zugrunde. Die Quaestio wird durch den Text sukzessive beantwortet, indem untergeordnete
Fragen durch die einzelnen Teile des Textes beantwortet werden, bis die gesamte Information
zur Beantwortung der Quaestio gegeben ist. (Ein Textteil kann aus einem komplexen Satz,
einem Haupt- oder Nebensatz oder einer Passage mehrerer Sa¨tze bestehen.) Die rhetorische
Struktur eines Textes ist durch die Reihenfolge der untergeordneten Fragen bestimmt; die
Reihenfolge ist an einige globale Organisationsprinzipien gebunden, ansonsten relativ frei
wa¨hlbar.
[van Kuppevelt, 1994], [van Kuppevelt, 1995 a], [van Kuppevelt, 1995 b]: Laut van Kuppe-
velt ko¨nnen Teile eines Textes Fragen beantworten und ggf. neue Fragen aufwerfen. Die Ord-
nung eines Textes ergibt sich aus den Frage-Antwort-Beziehungen der Textteile untereinan-
der. Die Frage-Antwort-Beziehungen entsprechen rhetorischen Relationen, wie sie z.B. von
der Rhetorical Structure Theory (RST, [Mann, Thompson, 1988]) beschrieben werden.
[Carlson, 1983] [Ginzburg, 1996 a] [Ginzburg, 1996 b] [Roberts, 2001]: Fragen bestimmen
die Themen von Dialogen – insbesondere von Dialogen zur Informationserschließung. Laut
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Durch die Generalisierung erhalten wir vier voneinander abha¨ngige Varia-
blen, na¨mlich erstens die kontextuell gegebene Hintergrundfrage, zweitens
das gemeinsame Wissen, drittens eine sprachliche ¨Außerung (eine Erwide-
rung auf die Hintergrundfrage) und viertens die Beziehung der ¨Außerung
zum Kontext (Relevanz oder Irrelevanz). Bei gegebenem, gemeinsamen Wis-
sen und einer gegebenen Hintergrundfrage ko¨nnen wir bestimmen, welche
¨Außerungen relevant sind und welche nicht. Wenn wir keine Kenntnis einer
Hintergrundfrage haben, aber davon ausgehen, dass eine gegebene ¨Außerung
relevant ist, also zur Beantwortung einer Hintergrundfrage beitra¨gt, dann
ko¨nnen wir die Menge mo¨glicher Hintergrundfragen einschra¨nken. Wenn es
sich bei der gegebenen ¨Außerung um eine Assertion handelt, dann soll diese
die vorausgesetzte Hintergrundfrage mo¨glichst vollsta¨ndig beantworten. Die
Antwort darf außerdem nicht schon aus dem gemeinsamen Wissen folgen.
(3.13) Ich werde nicht zuru¨cktreten.
Mit der ¨Außerung von Beispiel 3.13 wird die Frage, ob der Sprecher zu-
ru¨cktreten wird, vorausgesetzt. Es ko¨nnen auch sta¨rkere Fragen, die mit ei-
nem gro¨ßeren Informationsbedu¨rfnis korrelieren, vorausgesetzt werden, z.B.
die Frage, was der Sprecher machen wird, oder die Frage, wer zuru¨cktreten
wird.40 Der Rezipient erfa¨hrt, dass der Sprecher den Ru¨cktritt verweigert,
dass ein Ru¨cktritt mit dem vom Sprecher vorausgesetzten, gemeinsamen
Wissen vertra¨glich war und dass zur Debatte stand, ob der Sprecher zuru¨ck-
tritt. Der Rezipient darf davon ausgehen, dass die Frage nach dem Ru¨cktritt
nicht grundlos zur Debatte steht. Wenn es beim Sprecher um den Vorstands-
vorsitzenden eines Konzerns handelt, dann darf der Rezipient demgema¨ß
annehmen, dass die Konzernbilanz negativ ausgefallen ist.
Ginzburg muss ein Dialogmodell eine Liste von Fragen (questions under discussion (qud)),
hinsichtlich derer ¨Außerungen interpretiert und bewertet werden, beinhalten. Ein solches
Dialog-Modell wurde im Rahmen des Trindi-Projekts (http://www.ling.gu.se/projekt/trindi/)
implementiert ([Cooper et al., 2001]).
40 Welche Frage vorausgesetzt wird, ha¨ngt auch mit dem Akzentmuster der Antwort zusammen.
Wir kommen in Kapitel 4 darauf zu sprechen. — Eine Antwort auf die Frage, ob der Sprecher
zuru¨cktritt, ist eine partielle Antwort auf die sta¨rkeren Fragen.
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Zusammenfassung: Wir bestimmen die Relevanz von Nachrichten in Be-
zug auf Hintergrundfragen. Durch die ¨Außerung eines Fragesatzes wird eine
neue Frage zur Debatte gestellt, die Beantwortung einer gegebenen Frage ge-
steuert, oder es werden die Voraussetzungen zur Beantwortung einer Frage
gepru¨ft. Eine Frage steht zur Debatte, bis sie bestmo¨glich oder zur Zufrie-
denheit (hier: vollsta¨ndig) beantwortet wurde. Solange eine Frage zur Debat-
te steht, reguliert sie alle Arten von ¨Außerungen: Jede ¨Außerung soll der Be-
antwortung dienen, und die Kommunikationspartner ko¨nnen nicht beliebige
andere Fragen stellen oder im Zuge von Assertionen voraussetzen. Im Zuge
einer Assertion wird eine Hintergrundfrage vorausgesetzt; die Hintergrund-
frage wird durch die Assertion wenigstens partiell beantwortet. Wenn bereits
eine Hintergrundfrage gegeben ist, der Sprecher aber nicht zu ihrer Beant-
wortung beitra¨gt, dann a¨ußert er sich in inada¨quater Weise. Wenn die Teil-
nehmer des Diskurses andererseits keine gemeinsame Kenntnis einer Hinter-
grundfrage haben, dann ko¨nnen sie infolge einer Assertion ihr Diskurswissen
akkommodieren, so dass der Sprecher eine (wenn auch nachtra¨glich) gege-
bene Frage beantwortet. Die Diskursteilnehmer setzen dazu voraus, dass der
Sprecher sich in relevanter Weise a¨ußert.
3.3.2 Fragen und Antworten
Es ist nun zu kla¨ren, was eine Frage u¨berhaupt ist. Wir beno¨tigen eine Theo-
rie der Fragen, die die folgenden Kriterien erfu¨llt: (a) Da Fragen Ziele des
Informationsaustausches markieren und derartige Ziele in der Beantwortung
der jeweiligen Fragen bestehen, muss die Theorie mit dem Begriff der Fra-
ge auch den der Antwort definieren.41 (b) Eine Theorie der Fragen soll eine
empirisch haltbare Semantik von Fragesa¨tzen bereitstellen. Da Fragen durch
die ¨Außerung von Fragesa¨tzen gestellt werden ko¨nnen und Fragesa¨tze Fra-
gen bezeichnen, mu¨ssen Fragen so definiert werden, dass sie als Bedeutun-
gen von Fragesa¨tzen fungieren ko¨nnen. (c) Eine Semantik von Fragesa¨tzen
bestimmt semantische Relationen (Konsequenz, ¨Aquivalenz) zwischen Fra-
41 Fragen werden ha¨ufig durch ¨Außerung elliptischer Sa¨tze beantwortet (,,Wer schla¨ft?“ – ,,An-
ne.“). Wir bescha¨ftigen uns in diesem Kapitel nur mit der Interpretation vollsta¨ndiger Sa¨tze;
die Interpretation elliptischer Anworten ist Thema von Kapitel 4.
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gen, respektive Fragesa¨tzen. Die Bestimmung semantischer Relationen ist
fu¨r uns schon deshalb wichtig, weil die Ada¨quatheit einer Fragestellung da-
von abha¨ngig ist, in welchem Verha¨ltnis die neu gestellte Frage zur bisher
aktuellen Hintergrundfrage steht.
Die Fragetheorie (Fragesatzsemantik) von [GS, 1984] erfu¨llt die genannten
Kriterien.42 Sie liefert erforderliche Mittel zur weiteren Modellierung ko-
operativen Informationsaustausches. Erla¨utern wir die Theorie zuna¨chst in-
formell anhand einiger Beispiele:
(3.14) Wer schla¨ft?
Einen Fragesatz zu verstehen, heißt zu wissen, was als vollsta¨ndige Ant-
wort za¨hlt. Eine Antwort ist eine Proposition; u¨blicherweise gibt es verschie-
dene mo¨gliche Antworten. Nehmen wir an, Otto habe zwei Kinder – Anne
und Peter –, und er werde gefragt, wer – gemeint sei: wer von den Kin-
dern – schla¨ft (Beispiel 3.14). Es gibt vier mo¨gliche, vollsta¨ndige Antwor-
ten: Keins von den Kindern schla¨ft, nur Anne schla¨ft, nur Peter schla¨ft, oder
beide schlafen. Die vollsta¨ndigen Antworten sind miteinander unvertra¨glich.
Sie decken den gesamten Mo¨glichkeitsraum ab, so dass genau eine der Ant-
worten der Realita¨t entsprechen muss.
In einem gegebenen Modell ist eine Proposition eine Teilmenge der Ge-
samtmenge aller Indizes. Die vier vollsta¨ndigen Antworten sind vier Propo-
sitionen (Indexmengen), die keine Schnittmengen haben und deren Vereini-
gungsmenge identisch mit der Gesamtmenge aller Indizes ist. Die Antwor-
ten bilden zusammen also eine Partition der Menge aller Indizes (symbo-
lisiert durch Abbildung 3.1). [GS, 1984] nennen eine solche Partition eine
Frage. Um einen Fragesatz zu verstehen, muss man wissen, welche Frage,
d.h. welche Menge von Propositionen, der Satz bezeichnet; eine Frage sei
42 (A) Fragesa¨tze ko¨nnen als untergeordnete Nebensa¨tze in Aussagesa¨tzen auftauchen (Beispiel:
,,Otto weiß, wer schla¨ft.“). Im Rahmen einer kompositionalen Semantik hat ein Fragesatz die-
selbe Bedeutung unabha¨ngig davon, ob er als autonomer Hauptsatz oder als untergeordneter
Nebensatz auftritt. Es ist von Vorteil, wenn eine Fragetheorie Fragen als mo¨gliche Bedeutun-
gen jeder Art von Fragesatz definiert. Die Fragetheorie von [GS, 1984] hat diesen Vorteil.
(B) Zur Kritik an [GS, 1984] vgl. Abschnitt 3.4. Zu verschiedenen (formalen) Semantiken
und Logiken von Fragesa¨tzen vgl. [Higginbotham, 1996], [GS, 1997] und [Harrah, 2002].
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Niemand
schla¨ft.
Nur Anne
schla¨ft.
Nur Peter
schla¨ft.
Anne und Peter
schlafen.
Abbildung 3.1: Partition fu¨r ,,Wer schla¨ft?“ und ,,Wer schla¨ft nicht?“
demgema¨ß die intensionale Bedeutung eines Fragesatzes. Das mit dem Stel-
len einer Frage (dem ¨Außern eines Fragesatzes) verbundene kommunikative
Ziel besteht darin, die richtige Antwort zu identifizieren und die anderen
mo¨glichen Antworten zu verwerfen. Es gibt fu¨r jede Frage genau eine rich-
tige und vollsta¨ndige Antwort. Eine Frage ist beantwortet, nachdem diese
Antwort dem gemeinsamen Wissen hinzugefu¨gt wurde.
(3.15) Otto weiß, wer schla¨ft.
[GS, 1984] bestimmen die extensionale Bedeutung eines Fragesatzes als
dessen richtige, vollsta¨ndige Antwort. Wenn Otto weiß, wer schla¨ft (Beispiel
3.15), dann kennt er die extensionale Bedeutung von ,,Wer schla¨ft?“. Je nach
Stand der Dinge weiß er, dass niemand schla¨ft, dass nur Anne schla¨ft, dass
nur Peter schla¨ft oder dass beide schlafen.
Halten wir bis hierhin fest:
1. Eine Frage ist eine Menge unvereinbarer, den Mo¨glichkeitsraum voll-
sta¨ndig abdeckender Propositionen. Jedes Element dieser Menge ist ei-
ne mo¨gliche, vollsta¨ndige Antwort auf die Frage. Wir bestimmen mit
dem Begriff der Frage den der Antwort und ergo den des Diskursziels
(fu¨r den kooperativen Informationsaustausch). Man kann auf eine Fra-
ge antworten und das durch die Frage gegebene Diskursziel erfu¨llen,
indem man (a) einen Satz a¨ußert, der eine vollsta¨ndige Antwort bedeu-
tet, (b) einen Satz a¨ußert, der eine vollsta¨ndige Antwort impliziert, oder
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Peter schla¨ft nicht.
Niemand
schla¨ft.
Nur Anne
schla¨ft.
Peter schla¨ft.
Nur Peter
schla¨ft.
Anne und Peter
schlafen.
Abbildung 3.2: Partition fu¨r ,,Schla¨ft Peter?“
(c) einen Satz a¨ußert, der mit wenigstens einer mo¨glichen Antwort un-
vereinbar ist, so dass die Menge der weiterhin fu¨r mo¨glich gehaltenen
Antworten beschra¨nkt und die Frage dadurch partiell beantwortet wird.
2. Bedeutungen von Fragesa¨tzen werden mit Rekurs auf Propositionen,
d.h. auf Bedeutungen von Aussagesa¨tzen definiert. Die Bedeutungen
von Fragesa¨tzen werden nicht auf Bedeutungen von Aussagesa¨tzen re-
duziert: Die intensionale Bedeutung eines Aussagesatzes ist eine Propo-
sition, die eines Fragesatzes eine Menge von Propositionen (ein propo-
sitionales Konzept); die extensionale Bedeutung eines Aussagesatzes ist
ein Wahrheitswert, die eines Fragesatzes eine Proposition. Die Bedeu-
tungen von Aussage- und Fragesa¨tzen sind vom Typ her verschieden,
aber im Rahmen derselben modelltheoretischen Semantik spezifizier-
bar (s.u.).
Der Semantik von [GS, 1984] zufolge impliziert ein Fragesatz einen zweiten
Fragesatz, wenn jede vollsta¨ndige Antwort auf den ersten Satz eine vollsta¨n-
dige Antwort auf den zweiten Satz impliziert:
(3.16) Schla¨ft Peter?
(3.17) Wer schla¨ft?
Die durch Beispiel 3.16 bezeichnete Entscheidungsfrage hat zwei mo¨g-
liche Antworten: Entweder Peter schla¨ft, oder er schla¨ft nicht. (Die entspre-
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chende Partition wird durch Abbildung 3.2 symbolisiert.) Jede vollsta¨ndige
Antwort auf die durch 3.17 bezeichnete W-Frage impliziert eine vollsta¨ndige
Antwort auf die Entscheidungsfrage 3.16; ergo impliziert die W-Frage, wer
schla¨ft, die Entscheidungsfrage, ob Peter schla¨ft. Umgekehrt gilt nicht, dass
die Entscheidungsfrage die W-Frage impliziert. Jemand kann na¨mlich wis-
sen, dass Peter schla¨ft, und zugleich fa¨lschlicherweise glauben, dass Anne
wach ist. Die Information, ob Peter schla¨ft oder nicht, impliziert also keine
vollsta¨ndige Antwort darauf, wer schla¨ft.
Zwei Sa¨tze sind a¨quivalent hinsichtlich eines Modells, wenn sie diesel-
be intensionale Bedeutung haben. Zwei Fragesa¨tze sind demnach a¨quivalent
hinsichtlich eines Modells, wenn sie dieselbe Menge von Propositionen be-
zeichnen, d.h. dieselben vollsta¨ndigen Antworten haben:
(3.18) Wer schla¨ft?
(3.19) Wer schla¨ft nicht?
Jede vollsta¨ndige Antwort auf den Fragesatz 3.18 ist auch eine vollsta¨ndige
Antwort auf den Fragesatz 3.19, und umgekehrt. Die Fragesa¨tze 3.18 und
3.19 sind demnach a¨quivalent.43
Halten wir fest:
1. Wir bestimmen die semantischen Relationen der ¨Aquivalenz und Kon-
sequenz zwischen Fragen, respektive Fragesa¨tzen mit Rekurs auf die
semantischen Relationen zwischen den entsprechenden, vollsta¨ndigen
Antworten.
2. Die Fragesa¨tze ,,Wer schla¨ft?“ und ,,Wer schla¨ft nicht?“ bezeichnen die-
selbe Frage, d.h. sie haben dieselben Antworten. Bei den Antworten
handelt es sich um Propositionen, die durch ¨Außerung verschiedener
sprachlicher Ausdru¨cke gegeben werden ko¨nnen. Derselbe sprachliche
43 Wenn jemand weiß, wer schla¨ft, dann weiß er auch, wer nicht schla¨ft, und umgekehrt. Die
Aussagesa¨tze ,,Otto weiß, wer schla¨ft“ und ,,Otto weiß, wer nicht schla¨ft“ sind also a¨quivalent.
Im Rahmen einer kompositionalen Semantik sind deshalb auch die Fragen ,,Wer schla¨ft?“
(,,..., wer schla¨ft.“) und ,,Wer schla¨ft nicht?“ (,,..., wer nicht schla¨ft.“) a¨quivalent.
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Ausdruck kann je nachdem, durch welchen Fragesatz die Frage gestellt
wurde, verschieden interpretiert werden: Der Name ,,Anne“ wird in be-
zug auf den ersten Fragesatz zu einer anderen Antwort erweitert (Anne
schla¨ft) als in bezug auf den zweiten Fragesatz (Anne schla¨ft nicht).
Ggf. reicht es also zur richtigen Interpretation einer ¨Außerung nicht
aus, die Hintergrundfrage (die einheitliche Bedeutung der verschiede-
nen Fragesa¨tze ,,Wer schla¨ft?“ und ,,Wer schla¨ft nicht?“) und damit das
Informationsziel der ¨Außerung zu kennen. Zusa¨tzlich kann die Kennt-
nis von im Diskurs bereits gea¨ußertem sprachlichen Material erforder-
lich sein. Wir kommen in Kapitel 4 darauf zuru¨ck.
Definieren wir Fragen nun als formale Objekte. Zuerst erweitern wir die von
uns verwendete Sprache TL zur Sprache QL, die auch Fragesa¨tze umfasst.
Dann definieren wir die Semantik vonQL, im Zuge dessen die Semantik von
Fragesa¨tzen und also Fragen.
Definition D-3-3-1 (QL (= TL mit Fragesa¨tzen)) Die Sprache QL ist
die Menge der Aussagesa¨tze !φ und Fragesa¨tze ?ψ, fu¨r die gilt:
(a) φ ist ein Satz von TL, und
(b) ψ ist eine Formel von TL.
Ein Satz !φ ist ein Aussagesatz von QL; er wird interpretiert wie ein Satz
von TL. Ein Satz ?ψ ist ein Fragesatz von QL. Wenn ψ keine freie Varia-
ble entha¨lt, dann bedeutet ?ψ eine Entscheidungsfrage; durch die ¨Außerung
von ?ψ wird gefragt, ob es der Fall ist, dass ψ. So kann beispielsweise
?schlafen(peter) im Sinne von ,,Schla¨ft Peter?“ und ?∃x[schlafen(x)] im
Sinne von ,,Schla¨ft jemand?“ interpretiert werden. Wenn ψ hingegen eine
Formel mit freien Variablen ist, dann bedeutet ?ψ eine W-Frage; durch ¨Au-
ßerung von ?ψ wird nach allen Instanzierungsmo¨glichkeiten fu¨r die freien
Variablen gefragt. So kann ?schlafen(x) im Sinne von ,,Wer schla¨ft?“44 und
?essen(x, y) im Sinne von ,,Wer isst was?“45 interpretiert werden.
44 D.h.: Wie kann x instanziiert werden, so dass schlafen(x) wahr ist?
45 D.h.: Wie ko¨nnen x und y instanziiert werden, so dass essen(x, y) wahr ist?
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Definition D-3-3-2 (Modell von QL) Sei M ′ = 〈DM ′, IM ′, i∗, [[ ]]M ′〉 ein
(vollsta¨ndiges) Modell von TL.46 M = 〈DM ′, IM ′, i∗, [[ ]]M 〉 ist ein (vollsta¨n-
diges) Modell von QL gdw gilt:
(a) [[!φ]]Mi = [[φ]]M
′
i , fu¨r alle Sa¨tze φ von TL und alle Indizes i ∈ IM
′
,
(b) [[?φ]]Mi = {i′ ∈ IM | [[φ]]Mi′ = [[φ]]Mi }, fu¨r alle Sa¨tze φ von TL und alle
Indizes i ∈ IM , und
(c) [[?ψ]]Mi = {i′ ∈ IM | {g | [[ψ]]M,gi′ = w} = {g | [[ψ]]M
′,g
i = w}}, fu¨r alle
Formeln (mit freien Variablen) ψ von TL und alle Indizes i ∈ IM .
Ad D-3-3-2a: Alle Aussagesa¨tze !φ von QL werden interpretiert wie die
entsprechenden Sa¨tze φ von TL: Die extensionale Bedeutung [[!φ]]Mi∗ eines
Aussagesatzes !φ bezu¨glich M ist ein Wahrheitswert. Die intensionale Be-
deutung von !φ bezu¨glich M ist eine Proposition, na¨mlich die Menge der
Indizes, hinsichtlich derer φ wahr ist:
[[!φ]]M := {i | [[!φ]]Mi = w}
Ad D-3-3-2b: Die extensionale Bedeutung [[?φ]]Mi∗ eines Entscheidungs-
fragesatzes ?φ bezu¨glich M ist eine Proposition, na¨mlich die Menge aller
Indizes, hinsichtlich derer φ denselben Wahrheitswert hat wie hinsichtlich
i∗. Diese Proposition ist die wahre Antwort auf ?φ hinsichtlich i∗:
[[?φ]]Mi∗ := {i ∈ IM | [[φ]]Mi = [[φ]]Mi∗ }
Die intensionale Bedeutung von ?φ bezu¨glich M ist eine Frage, d.h. die
Menge der sich gegenseitig ausschließenden mo¨glichen Antworten auf ?φ:
[[?φ]]M := {{i′ ∈ IM | [[φ]]Mi′ = [[φ]]Mi } | i ∈ IM}
Eine Entscheidungsfrage hat trivialerweise ho¨chstens zwei Elemente, er-
stens na¨mlich die Menge aller Indizes, hinsichtlich derer φ wahr ist, und
zweitens die Menge aller Indizes, hinsichtlich derer φ falsch ist. Wenn φ eine
Tautologie oder eine Kontradiktion ist, dann hat die intensionale Bedeutung
von ?φ nur ein Element.
46 Vgl. Definition D-1-2-8 in Anhang A.
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Niemand
schla¨ft.
Nur
Franz
schla¨ft.
Nur
Anne
schla¨ft.
Nur
Peter
schla¨ft.
Nur
Franz
und
Anne
schlafen.
Nur
Franz
und
Peter
schlafen.
Nur
Anne
und
Peter
schlafen.
Franz,
Anne
und
Peter
schlafen.
Anne und Peter
schlafen.
Abbildung 3.3: Partition fu¨r ,,Wer (inkl. Franz) schla¨ft?“
Ad D-3-3-2c: Die extensionale Bedeutung eines Fragesatzes sei dessen
richtige, vollsta¨ndige Antwort. Fu¨r Entscheidungsfragen gibt es nur voll-
sta¨ndige Antworten; fu¨r W-Fragen hingegen kann es sowohl vollsta¨ndige
als auch partielle Antworten geben.
Sehen wir uns nocheinmal das Beispiel 3.14 an. Die Frage ,,Wer schla¨ft?“
lautet u¨bersetzt nachQL: ?schlafen(x). Es sei gegeben, dass Anne und Peter
schlafen; ein drittes, neu hinzugekommenes Kind namens Franz sei hinge-
gen wach. Die Proposition, dass Anne und Peter schlafen, ist richtig, aber
eine bloß partielle Antwort. Sie schließt na¨mlich nicht aus, dass auch Franz
schla¨ft. Die richtige, vollsta¨ndige Antwort ist die Proposition, dass nur Anne
und Peter schlafen. (Vgl. Abbildung 3.3.) Ein W-Fragesatz ?ψ entha¨lt freie
Variablen (Beispiel: ?schlafen(x)). Fu¨r diese Variablen kann es verschie-
dene Belegungen g geben, so dass gilt: [[ψ]]M,gi∗ = w. Zur Bestimmung der
vollsta¨ndigen Antwort mu¨ssen alle derartigen Variablenbelegungen beru¨ck-
sichtigt werden. Die extensionale Bedeutung [[?ψ]]Mi∗ eines W-Fragesatzes
?ψ bezu¨glich M ist eine Proposition, na¨mlich die Menge aller Indizes, hin-
sichtlich derer die Formel ψ fu¨r dieselben Variablenbelegungen wahr ist
wie hinsichtlich i∗. Anhand des Beispiels: Die Formel schlafen(x) ist hin-
sichtlich i∗ wahr fu¨r die Variablenbelegungen g und g′, mit g(x) = anne
und g′(x) = peter. Sie ist hinsichtlich i∗ falsch fu¨r die Belegung g′′, mit
g′′(x) = franz. Die extensionale Bedeutung von ?schlaeft(x) ist demnach
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die Menge aller Indizes i, fu¨r die gilt: [[ψ]]M,gi = w, [[ψ]]
M,g′
i = w und
[[ψ]]M,g
′′
i = f . Alle Variablenbelegungen mu¨ssen beru¨cksichtigt werden. All-
gemein bestimmen wir die extensionale Bedeutung eines W-Fragesatzes ?ψ
dementsprechend wie folgt:
[[?ψ]]Mi∗ := {i ∈ IM | {g | [[ψ]]M,gi = w} = {g | [[ψ]]M,gi∗ = w}}
Die intensionale Bedeutung von ?ψ bezu¨glich M ist eine Frage, d.h. die
Menge der sich gegenseitig ausschließenden, mo¨glichen vollsta¨ndigen Ant-
worten auf ?ψ. Eine Menge sich gegenseitig ausschließender, zusammen den
Mo¨glichkeitsraum aber vollsta¨ndig abdeckender Indexmengen (Antworten)
ist eine Partition auf der Menge der Indizes IM :47
[[?ψ]]M := {{i′ ∈ IM | {g | [[ψ]]M,gi′ = w} = {g | [[ψ]]M,gi = w}} | i ∈ IM}
Nachdem wir somit den Begriff der Frage und die Bedeutung von Fragesa¨tzen
definiert haben, ko¨nnen wir semantische Relationen zwischen Fragessa¨tzen
bestimmen: Zwei Fragesa¨tze sind a¨quivalent in einem ModellM genau dann,
wenn sie dieselbe intensionale Bedeutung haben. (Das gilt fu¨r alle Sa¨tze,
nicht nur fu¨r Fragesa¨tze.) Ein Fragesatz impliziert einen zweiten Fragesatz
in M genau dann, wenn jede vollsta¨ndige Antwort auf den ersten Satz ei-
ne vollsta¨ndige Antwort auf den zweiten Satz impliziert. Wir definieren die
semantischen Relationen zwischen Fragesa¨tzen also wie folgt:
Definition D-3-3-3 (Semantische Relationen zwischen Fragesa¨tzen) Sei
M = 〈DM , IM , i∗, [[ ]]M 〉 ein Modell von QL, und seien ?ψ und ?ψ′ Fra-
gesa¨tze von QL:
(a) ?ψ und ?ψ′ sind a¨quivalent in M
?ψ ⇔M?ψ′
47 Die Elemente (Indexmengen) der intensionalen Bedeutung von ?ψ (d.h. der entsprechenden
Partition von IM ) sind die Menge von Indizes i, fu¨r die gilt: [[ψ]]M,gi = w, [[ψ]]M,g
′
i = w,
[[ψ]]M,g
′′
i = w, respektive [[ψ]]
M,g
i = f , [[ψ]]
M,g′
i = w, [[ψ]]
M,g′′
i = w, respektive [[ψ]]
M,g
i = w,
[[ψ]]M,g
′
i = f , [[ψ]]
M,g′′
i = w, u.s.w.
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gdw gilt:
[[?ψ]]M = [[?ψ′]]M
(b) ?ψ impliziert ?ψ′ in M
?ψ ⇒M?ψ′
gdw gilt:
∀p ∈ [[?ψ]]M ∃p′ ∈ [[?ψ′]]M : p ⊆ p′
Wir verfu¨gen nun u¨ber die Mittel, um das klassische Update-System aus Ab-
schnitt 3.2.2 fu¨r die Repra¨sentation und Modifikation thematischen Wissens
zu erweitern, na¨mlich u¨ber einen Begriff der Frage, darin angelegt einen
Begriff der Antwort, und eine Semantik von Fragesa¨tzen inklusive semanti-
scher Relationen zwischen Fragesa¨tzen.
3.3.3 Aktualisierung des gemeinsamen Wissens (2)
Erweitern wir also unser klassisches Update-System und erga¨nzen die Defi-
nition der Konversationsmaximen um Relevanzkriterien.48
Bisher beschreiben wir Fragen als Mengen von Mengen von Indizes. Eine
Frage ist bezu¨glich eines Modells M eine Partition der Menge von Indi-
zes IM (s.o., Abschnitt 3.3.2). Eine Partition kann als ¨Aquivalenzrelation
beschrieben werden.49 Fragen ko¨nnen ergo anstatt als Mengen von Index-
mengen auch als ¨Aquivalenzrelationen, d.h. als Mengen von Indexpaaren
〈i, i′〉, mit i, i′ ∈ IM , beschrieben werden. Die intensionale Bedeutung einer
Entscheidungsfrage ?φ hinsichtlich M wird demgema¨ß wie folgt bestimmt:
[[?φ]]M := {〈i, i′〉 ∈ IM × IM | [[φ]]Mi = [[φ]]Mi′ }
48 Wir orientieren uns an [Groenendijk, 1999] und [Groenendijk, 2003]. ,,Orientieren“ heißt
nicht ,,folgen“: Wir weichen hinsichtlich einiger, nicht unwesentlicher Aspekte von Groe-
nendijks Definitionen ab. (S.u.) — Alternative Update-Systeme mit Fragen werden von
[Hulstijn, 1997] und [Ja¨ger, 1996] definiert.
49 Eine ¨Aquivalenzrelation induziert eine Partition; die ¨Aquivalenzrelation und die Partition
ko¨nnen eineindeutig aufeinander abgebildet werden.
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Die vollsta¨ndige und richtige Antwort auf ?φ ist gema¨ß dieser Darstellung:
[[?φ]]Mi∗ := {i | 〈i∗, i〉 ∈ [[?φ]]M}
Analog ko¨nnen wir die intensionale und die extensionale Bedeutung einer
W-Frage ?ψ spezifizieren:
[[?ψ]]M := {〈i, i′〉 ∈ IM × IM | {g | [[ψ]]M ′,gi′ = w} = {g | [[ψ]]M
′,g
i = w}}
[[?ψ]]Mi∗ := {i | 〈i∗, i〉 ∈ [[?ψ]]M}
Die Darstellung von Fragen als ¨Aquivalenzrelationen ermo¨glicht eine be-
sonders einfache Definition der Implikationsbeziehung: Ein Fragesatz ?ψ
impliziert einen Fragesatz ?ψ′ in M genau dann, wenn [[?ψ]]M ⊆ [[?ψ′]]M .
Die Darstellung wird dem in Abschnitt 3.3.2 entwickelten Fragebegriff voll-
sta¨ndig gerecht. Bei der ¨Anderung der Darstellungsweise handelt es sich um
eine rein formale Modifikation.
Wir repra¨sentieren eine Frage nun als Menge von Indexpaaren, und wir
repra¨sentieren eine Proposition (Antwort) als eine Menge von Indizes. Die
Repra¨sentation von Propositionen kann der von Fragen angepasst werden,
so dass auch Propositionen durch Indexpaare repra¨sentiert werden. War eine
Proposition hinsichtlich eines Modells M bisher eine Menge von Indizes
i ∈ IM , so sei sie jetzt eine Menge von Paaren gleicher Indizes 〈i, i〉, mit
i ∈ IM . Wir repra¨sentieren die in M vollsta¨ndige und richtige Antwort auf
?ψ demnach wie folgt:50
[[?ψ]]Mi∗ := {〈i, i〉 | 〈i∗, i〉 ∈ [[?ψ]]M}
Warum a¨ndern wir die in Abschnitt 3.3.2 eingefu¨hrte Repra¨sentation von
Fragen und die u¨bliche Repra¨sentation von Propositionen? — Bisher ist
ein Informationsstand bezu¨glich eines Modells M eine Proposition, also ei-
ne Indexmenge I ⊆ IM . Ein solcher Informationsstand repra¨sentiert pro-
positionales Wissen, aber kein thematisches Wissen. Thematisches Wissen
(Wissen um Fragen) kann durch eine ¨Aquivalenzrelation u¨ber einer Men-
ge von Indizes repra¨sentiert werden. Wir ko¨nnten nun einen Informations-
stand als Paar 〈PW, TW 〉 – bestehend aus einer das propositionale Wissen
50 Eine Proposition ist der neuen Repra¨sentation zufolge eine Menge von Indexpaaren, die aber
– anders als im Fall einer Frage – nicht durch eine ¨Aquivalenzrelation induziert wird.
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repra¨sentierenden Indexmenge PW und einer das thematische Wissen re-
pra¨sentierenden Menge von Indexpaaren TW – modellieren. Alternativ und
eleganter ko¨nnen wir propositionales und thematisches Wissen zusammen
durch eine ¨Aquivalenzrelation repra¨sentieren, indem wir die Repra¨sentation
des propositionalen Wissens entsprechend anpassen. Ein Informationsstand
wird demnach als Menge von Indexpaaren modelliert. Er wird aktualisiert,
indem seine Indexpaare gefiltert werden:
Definition D-3-3-4 (Informationsstand bzgl. M und QL) Sei
M = 〈DM , IM , [[ ]]M 〉 ein (reduziertes) Modell von QL.51
(a) σ ist ein Informationsstand bezu¨glich M und QL gdw σ eine ¨Aqui-
valenzrelation auf einer Teilmenge I der Indizes IM (I ⊆ IM ) ist.
Σ ⊂ ρ(IM × IM ) ist die Menge aller Informationssta¨nde σ bezu¨glich
M und QL.52
(b) Fu¨r alle Informationssta¨nde σ bezu¨glich M und QL gilt:
• σ ist ein Zustand totaler Unwissenheit, d.h. ein minimaler Informa-
tionsstand, gdw gilt: σ ⊇ {〈i, i〉 | i ∈ IM}.
• σ ist ein Zustand von Desinteresse gdw fu¨r alle 〈i, i〉, 〈i′, i′〉 ∈ σ
gilt: 〈i, i′〉 ∈ σ.
• σ = ∅ ist der absurde Informationsstand.
(c) • 0 = IM × IM ist der minimale Informationsstand totalen Desinter-
esses.
• 1 ist der absurde Informationsstand.
Ein Informationsstand bezu¨glich M und TL repra¨sentiert nur proposi-
tionales Wissen; ein Informationsstand bezu¨glich M und QL hingegen re-
pra¨sentiert außerdem noch thematisches Wissen, d.h. eine zur Debatte ste-
hende Frage:
51 Das reduzierte Modell vonQL kann analog zum reduzierten Modell von TL definiert werden.
Vgl. die Definitionen D-3-3-2 in Abschnitt 3.3.2 und D-1-2-7 in Anhang A.
52 Jeder Informationsstand σ ∈ Σ ist eine ¨Aquivalenzrelation, d.h. Σ ist nicht die vollsta¨ndige
Potenzmenge von IM × IM !
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Definition D-3-3-5 (Propositionales und thematisches Wissen) Sei σ
ein Informationsstand bezu¨glich M und QL.
(a) Die durch einen Aussagesatz !φ ∈ QL ausgedru¨ckte Proposition wird
gewusst in σ gdw gilt:
[[!φ]]Mi = w, fu¨r alle 〈i, i〉 ∈ σ
Ein Satz !φ ∈ QL widerspricht σ gdw gilt:
[[!φ]]Mi = f , fu¨r alle 〈i, i〉 ∈ σ
Ein Satz !φ ∈ QL ist mit σ vertra¨glich gdw gilt:
[[!φ]]Mi = w, fu¨r mindestens ein 〈i, i〉 ∈ σ
(b) Die durch einen Fragesatz ?ψ ∈ QL ausgedru¨ckte Frage wird gewusst53
in σ gdw gilt:
σ ⊆ [[?ψ]]M
Ein Fragesatz ?ψ ∈ QL widerspricht σ gdw gilt:
σ ∩ [[?ψ]]M = ∅
Ein Fragesatz ?ψ ∈ QL ist mit σ vertra¨glich gdw gilt:
σ ∩ [[?ψ]]M 6= ∅
Wir definieren propositionales Wissen analog zum Wissen in TL-Informa-
tionssta¨nden (vgl. Definition D-3-2-3 in Abschnitt 3.2.2). Eine Frage wird
in einem Informationsstand gewusst, wenn der Informationsstand der Frage
gema¨ß partitioniert ist, d.h. die Indizes zu vollsta¨ndigen Antworten auf die
Frage gruppiert sind. Weil eine Frage eine totale ¨Aquivalenzrelation auf IM
ist und also alle Paare 〈i, i〉 (mit i ∈ IM ) entha¨lt, kann sie mit einem Informa-
tionsstand nur dann keine Schnittmenge haben, wenn dieser kein Paar 〈i, i〉
53 Hier ist gemeint, dass die Frage bekannt ist und gema¨ß dem Informationsstand zur Debatte
steht. Es ist nicht gemeint, dass ihre vollsta¨ndige Antwort gewusst wird, wie z.B. bei ,,Otto
weiß, wer schla¨ft.“
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entha¨lt und also absurd ist. Ein Fragesatz kann deshalb nur dem absurden In-
formationsstand widersprechen und ist mit jedem anderen Informationsstand
vertra¨glich.
Bestimmen wir nun, wie ein Informationsstand aktualisiert werden kann:
Definition D-3-3-6 (Klassisches Update-System fu¨r QL) SeiM ein (re-
duziertes) Modell von TL und Σ die Menge aller Informationssta¨nde bezu¨g-
lich M und QL; seien ferner φ ein Satz und ψ eine Formel mit freien Varia-
blen von TL. UQL = 〈QL,Σ, [ ]M2 〉 ist ein klassisches Update-System fu¨r QL
gdw gilt:
(a) σ[?φ]M2 = {〈i, i′〉 ∈ σ | [[φ]]Mi = [[φ]]Mi′ }
(b) σ[?ψ]M2 = {〈i, i′〉 ∈ σ | {g | [[ψ]]M,gi } = {g | [[ψ]]M,gi′ }}
(c) σ[!φ]M2 = {〈i, i′〉 ∈ σ | [[φ]]Mi = [[φ]]Mi′ = w}
Ad D-3-3-6a und D-3-3-6b: Die Aktualisierung eines Informationsstandes
σ mit einem Entscheidungsfragesatz ?φ oder W-Fragesatz ?ψ betrifft nur das
thematische Wissen. Wenn im Zuge dieser Aktualisierung u¨berhaupt Ele-
mente des Informationsstandes ausgefiltert werden, dann handelt es sich nur
um Paare 〈i, i′〉 ∈ σ mit i 6= i′. Paare 〈i, i〉 ∈ σ, die propositionales Wissen
repra¨sentieren, werden nicht ausgefiltert.
Ad D-3-3-6c: Die Aktualisierung eines Informationsstandes σ mit einem
Aussagesatz !φ hingegen betrifft das propositionale Wissen: Im Zuge der Ak-
tualisierung ko¨nnen Paare 〈i, i〉 ∈ σ ausgefiltert werden. Assertionen ko¨nnen
auch das thematische Wissen modifizieren, indem sie na¨mlich eine zur De-
batte stehende Frage beantworten und das entsprechende Thema damit be-
schließen. Durch eine Assertion wird aber niemals eine neue Frage aufge-
worfen.
¨Außerungen, die das gemeinsame Wissen vera¨ndern, erweitern das propo-
sitionale Wissen oder stellen eine neue Frage zur Debatte:
Definition D-3-3-7 (Informativita¨t und Fragestellung) Sei
UQL = 〈QL,Σ, [ ]M2 〉 ein klassisches Update-System fu¨r QL. Fu¨r alle Infor-
mationssta¨nde σ ∈ Σ gilt:
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(a) Ein Aussagesatz !φ ∈ QL ist informativ fu¨r σ gdw gilt:
σ[!φ]M2 6= σ
(b) Ein Fragesatz ?ψ ∈ QL bestimmt ein neues Thema fu¨r σ gdw gilt:
σ[?ψ]M2 6= σ
Aussagesa¨tze sind informativ, wenn sie nicht schon vom gemeinsamen
Wissen impliziert werden. Dem gemeinsamen Wissen widersprechende Aus-
sagesa¨tze sind zwar informativ, die Aktualisierung mit derartigen Sa¨tzen
fu¨hrt aber zum absurden Informationsstand. Wenn durch die ¨Außerung eines
Fragesatzes das gemeinsame Wissen vera¨ndert wird, dann ist diese ¨Außerung
ein Ausdruck von Wissbegierde (inquisitiveness). Aktualisierungen durch
Fragesa¨tze vera¨ndern niemals propositionales Wissen und ko¨nnen deshalb
nicht zum absurden Informationsstand fu¨hren. Wenn eine Frage schon ge-
stellt – ggf. sogar beantwortet – wurde, dann widerspricht ein Fragesatz,
der eine solche Frage bedeutet, dem gemeinsamen Wissen zwar nicht, seine
¨Außerung ist aber auch kein Ausdruck von Wissbegierde.
Der in Definition D-3-2-5 definierte Konsequenzbegriff fu¨r UTL gilt ana-
log fu¨r UQL. Ein Informationsstand impliziert einen Aussage- oder Frage-
satz, wenn die Aktualisierung des Informationsstandes durch den Satz keine
Vera¨nderung bewirkt. Ein Satz impliziert einen zweiten Satz, wenn jeder
beliebige Informationsstand, nachdem er durch den ersten Satz aktualisiert
wurde, den zweiten Satz impliziert:
Definition D-3-3-8 (Konsequenz bzgl UQL) UQL = 〈QL,Σ, [ ]M2 〉 sei ein
klassisches Update-System fu¨r QL und M .
(a) Ein Informationsstand σ ∈ Σ impliziert einen Satz φ von QL (es kann
sich um einen Aussage- oder Fragesatz handeln)
σ |=UQL φ
gdw gilt:
σ[φ]M2 = σ
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(b) Ein Satz φ von QL impliziert einen Satz ψ von QL
φ |=UQL ψ
gdw fu¨r alle Informationssta¨nde σ ∈ Σ gilt:
σ[φ]M2 = σ[φ]
M
2 [ψ]
M
2
Es gilt demnach:
1. Kein Fragesatz ?ψ kann einen Aussagesatz !φ implizieren, es sei denn,
!φ ist notwendigerweise wahr.54
2. Ein Aussagesatz !φ impliziert einen Fragesatz ?ψ genau dann, wenn
!φ die durch ?ψ gestellte Frage vollsta¨ndig beantwortet. Nachdem ein
Informationsstand mit !φ aktualisiert wurde, bewirkt die folgende Ak-
tualisierung mit ?ψ also keine weitere Vera¨nderung. Trivialerweise im-
pliziert jeder Aussagesatz !φ die Frage, ob die durch den Aussagesatz
ausgedru¨ckte Proposition der Fall ist: !φ |=UQL?φ.
Der Aussagesatz ,,Anne und Peter schlafen“ impliziert demnach die
Fragesa¨tze ,,Schlafen Anne und Peter?“, ,,Schla¨ft Anne?“, ,,Schla¨ft Pe-
ter?“ und ,,Schla¨ft jemand?“: Wenn jemand weiß, dass Anne und Pe-
ter schlafen, dann weiß er auch, dass Anne schla¨ft, dass Peter schla¨ft
und dass jemand schla¨ft. ,,Anne und Peter schlafen“ impliziert nicht
,,Wer schla¨ft?“. Außer Anne und Peter ko¨nnen schließlich noch andere
Personen – z.B. Franz – schlafen, so dass die Frage, wer schla¨ft, nicht
vollsta¨ndig beantwortet zu sein braucht. (Vgl. Abbildung 3.3 oben.)
3. Ein Fragesatz ?φ impliziert einen anderen Fragesatz ?ψ genau dann,
wenn jede vollsta¨ndige Antwort auf ?φ eine vollsta¨ndige Antwort auf
?ψ impliziert. ,,Wer schla¨ft?“ impliziert dementsprechend z.B. ,,Schla¨ft
Peter?“. Umgekehrt impliziert ,,Schla¨ft Peter?“ nicht ,,Wer schla¨ft?“.
(S.o., Abschnitt 3.3.2.)
54 Wenn !φ notwendigerweise wahr ist, dann wird !φ von jedem Aussage- und Fragesatz impli-
ziert.
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Fassen wir bis hierhin zusammen: Wir haben unsere Sprache um Fragen
erweitert, und unser Update-System so modifziert, dass es auch Aktualisie-
rungen durch ¨Außerungen von Fragesa¨tzen zula¨sst. Wir sind nun in der La-
ge, Diskurse, bei denen sukzessive Fragen gestellt und beantwortet werden,
formal zu beschreiben. Als na¨chstes gilt es, Kriterien fu¨r die Relevanz von
¨Außerungen im Rahmen des Update-Systems zu spezifizieren.
Damit eine ¨Außerung relevant ist, muss sie der Beantwortung einer zur De-
batte stehenden Frage dienen. Eine Frage steht nur dann zur Debatte, wenn
sie aus dem gemeinsamen Wissen der Kommunikationspartner folgt. Auch
alle Fragen, deren vollsta¨ndige Antworten schon gemeinsam gewusst wer-
den, folgen allerdings aus dem gemeinsamen Wissen.55 Diese Fragen stehen
nicht zur Debatte. Eine vollsta¨ndige Antwort folgt nicht aus dem gemeinsa-
men Wissen der Kommunikationspartner, wenn es wenigstens eine mo¨gliche
Antwort gibt, hinsichtlich deren Gu¨ltigkeit Zweifel bestehen. Diese Antwort
ist mit dem gemeinsamen Wissen der Kommunikationspartner vertra¨glich,
wird von diesem aber nicht impliziert:
Definition D-3-3-9 (Zur Debatte stehende Frage) UQL = 〈QL,Σ, [ ]M2 〉
sei ein klassisches Update-System fu¨r QL. Der Informationsstand CG ∈ Σ
repra¨sentiere das gemeinsame Wissen einer Gruppe von Kommunikations-
partnern G. Der Satz ?ψ ∈ QL bezeichnet eine fu¨r G zur Debatte stehende
Frage gdw gilt:
(a) ?ψ folgt aus dem gemeinsamen Wissen der Kommunikationspartner:
CG |=UQL?ψ
(b) Es gibt einen Satz !φ, der eine mo¨gliche vollsta¨ndige Antwort auf ?ψ
bezeichnet und der mit dem gemeinsamen Wissen vertra¨glich ist, aber
nicht aus dem gemeinsamen Wissen folgt:
!φ |=UQL?ψ
55 Wenn ein Satz !φ eine vollsta¨ndige Antwort auf die durch ?ψ gestellte Frage bezeichnet,
dann gilt: !φ |=UQL?ψ (s.o.). Wenn es zum gemeinsamen Wissen geho¨rt, dass φ, und ?ψ also
vollsta¨ndig beantwortet ist, dann folgt ?ψ aus dem gemeinsamen Wissen der Kommunikati-
onspartner.
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CG 6|=UQL!¬φ
CG 6|=UQL!φ
Wenn eine Frage zur Debatte steht, dann gibt es mehrere (mindestens
zwei) vollsta¨ndige Antworten, die mit dem gemeinsamen Wissen der Kom-
munikationspartner vertra¨glich sind.56 Eine Assertion ist relevant, wenn sie
mindestens eine dieser Antworten ausfiltert und dadurch die Menge der fu¨r
mo¨glich gehaltenen Antworten reduziert. Eine solche Assertion gibt eine
partielle Antwort auf eine zur Debatte stehende Frage. Wenn die Assertion
alle bis auf eine mo¨gliche Antwort ausfiltert, dann gibt sie eine vollsta¨ndige
Antwort und beschließt das durch die Frage repra¨sentierte Thema.
Im folgenden Beispiel wird eine Frage gestellt und zweimal partiell be-
antwortet:
(3.20) Wer hat den Nachtisch zubereitet? (?q)
1. Otto war an der Zubereitung des Nachtisches beteiligt. (!p)
2. Otto war an der Zubereitung des Nachtisches beteiligt und ist fru¨h
nach Hause gefahren. (![p ∧ r])
Die Frage, wer den Nachtisch zubereitet hat (?q), impliziert die Entschei-
dungsfrage, ob (auch) Otto den Nachtisch zubereitet hat (?p). Durch die In-
formation, dass Otto an der Zubereitung beteiligt war (!p), wird die unterge-
ordnete (implizierte) Entscheidungsfrage ?p vollsta¨ndig beantwortet und die
gestellte W-Frage ?q partiell beantwortet. Beide Erwiderungen !p und ![p∧r]
56 Gema¨ß unserer Definition (D-3-3-9) steht die Frage [[?ψ]]M nur dann fu¨r G zur Debatte,
wenn [[?ψ]]M ∩ CG eine Partition induziert, d.h. mindestens zwei Propositionen (Antwor-
ten) entha¨lt. Wir fordern daru¨ber hinaus, dass diese Antworten sprachlich ausdru¨ckbar sein
mu¨ssen. Eine Frage, die nicht durch einen Sprechakt beantwortet werden kann, kann dement-
sprechend nicht zur Debatte stehen. Das ist durchaus so gewu¨nscht. Wenn man Antworten
durch andere Handlungen als Sprechakte ermo¨glichen will, dann muss man die Definition
entsprechend modifzieren. — Wie ko¨nnen Antworten durch andere Handlungen als Sprech-
akte gegeben werden? Jemand kann mo¨glicherweise die Gegensta¨nde in seiner Tasche nicht
benennen. Die Frage, was sich in seiner Tasche befindet, kann er aber beantworten, indem er
die entsprechenden Gegensta¨nde fu¨r seine Kommunikationspartner sichtbar auf einen Tisch
legt.
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geben also eine Information, die zur Beantwortung der Frage beitra¨gt. Inso-
fern sind beide Erwiderungen relevant. Mit der zweiten Erwiderung ![p ∧ r]
wird daru¨ber hinaus mitgeteilt, dass Otto fru¨h nach Hause gegangen ist (!r).
Diese Information dient nicht der Beantwortung der gegebenen Frage. Es
steht nicht zur Debatte, ob Otto fru¨h nach Hause gegangen ist (?r), und es
steht ergo nicht zur Debatte, ob Otto an der Zubereitung des Nachtisches be-
teiligt war und fru¨h nach Hause gegangen ist (?p∧r). Die zweite Erwiderung
ist u¨berinformativ.
Durch die ¨Außerung eines Satzes !φ soll keine Information gegeben wer-
den, die nicht der Beantwortung einer zur Debatte stehenden Frage dient.
Damit die ¨Außerung von !φ ada¨quat ist, muss zur Debatte stehen, ob !φ gilt
oder nicht. Die Assertion von !φ ist also nur dann ada¨quat – relevant und
nicht u¨berinformativ –, wenn ?φ eine zur Debatte stehende Frage bezeich-
net:
Definition D-3-3-10 (Partielle Antwort) Sei
UQL = 〈QL,Σ, [ ]M2 〉 ein klassisches Update-System fu¨r QL. Der Informati-
onsstand CG ∈ Σ repra¨sentiere das gemeinsame Wissen einer Gruppe von
Kommunikationspartnern G. Ein Aussagesatz !φ ∈ QL bedeutet eine parti-
elle Antwort auf eine fu¨r G zur Debatte stehende Frage gdw ?φ eine fu¨r G
zur Debatte stehende Frage bezeichnet.
Wir ko¨nnen nun vier Antwortrelationen zwischen Fragen und Propositio-
nen unterscheiden:
1. Eine Proposition ist eine partielle Antwort auf eine zur Debatte stehen-
de Frage genau dann, wenn sie der in Definition D-3-3-10 genannten
Bedingung genu¨gt.
2. Eine Proposition gibt eine partielle Antwort genau dann, wenn sie eine
partielle Antwort impliziert. Eine Proposition, die eine partielle Ant-
wort gibt, ohne eine partielle Antwort zu sein, ist u¨berinformativ.
3. Eine Proposition gibt eine vollsta¨ndige Antwort auf eine zur Debatte
stehende Frage, wenn sie alle bis auf eine mo¨glichen Antworten der
Frage ausfiltert. Bedeute ?ψ eine Frage und !φ eine vollsta¨ndige Ant-
wort auf diese Frage. In diesem Fall gilt fu¨r alle Informationssta¨nde σ:
96
σ[!φ] |=?ψ. Jede Proposition, die eine vollsta¨ndige Antwort gibt, gibt
auch eine partielle Antwort. Sie kann u¨berinformativ sein.
4. Eine Proposition ist eine vollsta¨ndige Antwort auf eine zur Debatte ste-
hende Frage genau dann, wenn sie eine partielle Antwort ist und eine
vollsta¨ndige Antwort gibt.
Eine den Konversationsmaximen genu¨gende Assertion ist eine partielle,
ggf. sogar vollsta¨ndige Antwort auf eine zur Debatte stehende Frage.
Betrachten wir nochmals Beispiel 3.20 (wiederholt als 3.21):
(3.21) Wer hat den Nachtisch zubereitet? (?q)
1. Otto war an der Zubereitung des Nachtisches beteiligt. (!p)
2. Otto war an der Zubereitung des Nachtisches beteiligt und ist fru¨h
nach Hause gefahren. (![p ∧ r])
Nehmen wir an, es geho¨re bereits zum gemeinsamen Wissen, dass Otto
fru¨h nach Hause gefahren ist. Unter diesen Umsta¨nden steht die Frage, ob
Otto an der Zubereitung des Nachtisch beteiligt war und fru¨h nach Hause
gefahren ist (?[p ∧ r]), zur Debatte: Die Frage folgt schließlich aus dem ge-
meinsamen Wissen, und sie ist außerdem noch nicht vollsta¨ndig beantwor-
tet. Die durch die zweite Erwiderung (![p∧ r]) ausgedru¨ckte Proposition gibt
demnach nicht nur eine partielle Antwort; gema¨ß Definition D-3-3-10 ist sie
sogar eine solche. Nichtsdestotrotz ist die zweite Erwiderung von Beispiel
3.21 (![p ∧ r]) natu¨rlich inada¨quat.
Wenn bereits gewusst wird, dass Otto fru¨h nach Hause gefahren ist, dann
modifizieren beide Erwiderungen aus Beispiel 3.21 das gemeinsamen Wis-
sen auf dieselbe Weise. In beiden Fa¨llen werden alle Indexpaare, denen
gema¨ß Otto nicht an der Herstellung des Nachtisches beteiligt war, ausge-
filtert; hinsichtlich des gegebenen Informationsstandes sind die Erwiderun-
gen also a¨quivalent. Sie sind aber nicht hinsichtlich beliebiger Informati-
onssta¨nde a¨quivalent; der erste Satz (!p) ist na¨mlich logisch schwa¨cher als
der zweite (![p ∧ r]). Ein einfaches Kriterium zum Ausschluss der zweiten
Erwiderung liegt auf der Hand: Die ¨Außerung einer partiellen Antwort ist
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nur dann ada¨quat, wenn es keine alternative Antwort gibt, die hinsichtlich
des gemeinsamen Wissens zwar a¨quivalent, logisch aber schwa¨cher ist.57
Die ¨Außerung eines Aussagesatzes ist in einem gegebenen Kontext also
genau dann ada¨quat, wenn der Satz eine partielle Antwort auf eine zur De-
batte stehende Frage bedeutet, und es keinen logisch schwa¨cheren Satz gibt,
dessen ¨Außerung das gemeinsame Wissen auf die gleiche Weise modifizier-
te:
Definition D-3-3-11 (Maximen bzgl. UQL fu¨r Assertionen) Sei
UQL = 〈QL,Σ, [ ]M2 〉 ein klassisches Update-System fu¨r QL. Der Infor-
mationsstand CG ∈ Σ repra¨sentiere das gemeinsame Wissen einer Gruppe
von Kommunikationspartnern G. Damit die ¨Außerung eines Aussagesatzes
!φ ∈ QL gegenu¨ber G den Konversationsmaximen genu¨gt, muss gelten:
(a) ?φ bezeichnet eine fu¨r G zur Debatte stehende Frage.
(b) Es gibt keinen Satz !χ ∈ QL mit !φ |=UQL!χ und !χ 6|=UQL!φ, so dass
CG[!φ] = CG[!χ].
Ad D-3-3-11a: Wenn ?φ eine fu¨rG zur Debatte stehende Frage bezeichnet,
dann sind sowohl !φ als auch !¬φ mit GG vereinbar. Der Satz !φ widerspricht
also nicht dem gemeinsamen Wissen CG (Maxime der Qualita¨t). Durch die
¨Außerung des Satzes wird eine zur Debatte stehende Frage beantwortet (Ma-
xime der Relation). Die ¨Außerung ist informativ, aber nicht u¨berinformativ;
durch sie wird also nicht mehr neue Information gegeben, als erbeten wurde
(Maxime der Quantita¨t).
57 Wir haben oben die Implikationsrelation zwischen Aussagesa¨tzen so definiert, dass ein Satz
!φ einen Satz !ψ genau dann impliziert, wenn jeder beliebige Informationsstand nach der Ak-
tualisierung durch !φ den Satz !ψ impliziert (vgl. Definitionen D-3-2-5 und D-3-3-8). Wir
haben die Implikationsrelation – und infolgedessen die ¨Aquivalenzrelation (!φ und !ψ sind
a¨quivalent gdw !φ !ψ einander implizieren) – also hinsichtlich aller Informationssta¨nde und
nicht hinsichtlich eines speziellen Informationsstandes definiert. Die Einfu¨hrung spezieller
Implikations- und ¨Aquivalenzrelationen, na¨mlich von !φ impliziert !ψ hinsichtlich des gege-
benen Informationsstandes σ und von !φ ist a¨quivalent mit !ψ hinsichtlich σ ist nun trivial.
Es gelte: !φ impliziert !ψ hinsichtlich σ gdw σ[!φ] = σ[!φ][!ψ]. Und: !φ ist a¨quivalent mit !ψ
hinsichtlich σ gdw σ[!φ] = σ[!ψ].
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Ad D-3-3-11b: Die zweite Bedingung schließt aus, dass dieselbe Antwort
auch durch ¨Außerung eines logisch schwa¨cheren Satzes gegeben werden
ko¨nnte.
Exkurs: [Groenendijk, 1999] geht bei der Bestimmung des Relevanzkriteri-
ums anders vor: Ihm zufolge ist eine Assertion relevant genau dann, wenn die
assertierte Proposition hinsichtlich jedes mo¨glichen Informationsstandes ei-
ne Antwort auf eine gegebene Frage ist – nicht nur (wie bei uns) hinsichtlich
des Informationsstandes, der das aktuelle, gemeinsame Wissen der Kommu-
nikationspartner repra¨sentiert. Zu Beispiel 3.21: Die Proposition, dass Otto
an der Zubereitung eines Nachtisches beteiligt war und fru¨h nach Hause ge-
fahren ist, gibt laut Groenendijk eine partielle Antwort auf die Frage, wer
den Nachtisch gemacht hat. Sie ist aber nicht eine partielle Antwort, weil
sie na¨mlich u¨berinformativ ist, wenn nicht schon bekannt ist, dass Otto fru¨h
nach Hause gefahren ist. Groenendijk bestimmt, was eine partielle Antwort
auf eine gegebene Frage ist, nicht wie wir hinsichtlich eines bestimmten,
sondern hinsichtlich jedes mo¨glichen Informationsstandes: Eine ¨Außerung
ist inada¨quat, wenn sie bezu¨glich einer Frage u¨berinformativ sein kann. Auf
das Zusatzkriterium, dass eine der Antworten, die hinsichtlich des gemein-
samen Wissen a¨quivalent sind, die logisch schwa¨chste zu wa¨hlen sei, kann
er daher verzichten. — Warum gehen wir nicht vor wie Groenendijk?
(A) Groenendijks Relevanzkriterium ist ggf. zu stark:
(3.22) Mit wem hat sich Michael unterhalten?
1. Er hat sich mit genau zwei Personen unterhalten.
2. Er hat sich mit genau zwei Personen, die beide im Mai 1967 in
Hamburg geboren wurden, unterhalten.
3. Er hat sich mit genau zweien seiner Freunde unterhalten.
Es sei gegeben, dass Michael sich u.a. mit Oliver und Jo¨rg unterhalten
hat. Oliver und Jo¨rg seien mit Michael befreundet; außerdem seien beide
im Mai 1967 in Hamburg geboren worden. (1) Die erste Erwiderung von
3.22 bedeutet eine partielle Antwort auf die zur Debatte stehende Frage. Alle
mo¨glichen Antworten, denen gema¨ß Michael sich mit mehr oder weniger als
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zwei Person unterhalten hat, ko¨nnen ausgefiltert werden. Die ¨Außerung ist
Groenendijks und unserer Definintion zufolge ada¨quat. (2) Durch die zweite
Erwiderung wird mehr Information gegeben als durch die erste Erwiderung.
Aufgrund der ¨Außerung ko¨nnen alle Indexpaare, hinsichtlich derer Michael
sich mit Oliver unterhalten hat und Oliver nicht in Hamburg geboren wur-
de, ausgefiltert werden. Wenn Olivers Geburtsort nicht bekannt ist, bilden
diese Indexpaare keine Antwort; die ¨Außerung ist demnach u¨berinformativ
und nicht ada¨quat. Groenendijk zufolge ist die zweite Erwiderung immer
inada¨quat, weil sie u¨berinformativ sein kann. Unserer Definition zufolge
wa¨re sie ada¨quat, wenn von allen zur Auswahl stehenden Personen bekannt
ist, ob sie im Mai 1967 in Hamburg geboren wurden oder nicht. Das ist un-
wahrscheinlich. Die zweite Erwiderung ist uns zufolge also wahrscheinlich
inada¨quat. (3) Nun zur dritten Erwiderung: Die Zusatzinformation, dass es
sich bei Michaels Gespra¨chspartner um Freunde von ihm handelte, ist gema¨ß
Groenendijks Definition genau wie die Zusatzinformation der zweiten Erwi-
derung potentiell u¨berflu¨ssig. Die dritte Erwiderung ist Groenendijk zufol-
ge daher inada¨quat. Das ist nicht plausibel. Wenn na¨mlich bekannt ist, wer
Michaels Freunde sind – was ja wesentlich wahrscheinlicher ist, als dass
bekannt ist, wer von den zur Auswahl stehenden Personen dann und dort
geboren wurde –, dann ist die Zusatzinformation tatsa¨chlich relevant: Alle
Indexpaare, hinsichtlich derer Michael sich mit Leuten, die nicht zu seinen
Freunden geho¨ren, unterhalten hat, ko¨nnen ausgefiltert werden; diese Index-
paare bilden Mengen von Antworten; es werden nur ganze Antworten ausge-
filtert. Unsere Definition nimmt auf das vorhandene, propositionale Wissen
Bezug. Deshalb ermo¨glicht sie die Ada¨quatheit der dritten Erwiderung.
(B) Groenendijks Relevanzkriterium ist ggf. zu schwach: Betrachten wir
das Beispiel 3.23, und gehen wir davon aus, dass es allgemein bekannt ist,
dass Michael sich mit Oliver unterhalten hat.
(3.23) Mit wem hat sich Michael unterhalten?
1. Er hat sich mit Jo¨rg unterhalten.
2. Er hat sich mit Oliver und Jo¨rg unterhalten.
Die erste Erwiderung bedeutet eine partielle Antwort auf die Frage, mit
wem Michael sich unterhalten hat. Sie gibt ausschließlich neue Information
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und ist sowohl Groenendijks als auch unserer Definition zufolge ada¨quat.
Die zweite Erwiderung hingegen ist laut unserer Definition inada¨quat, weil
sie na¨mlich u¨berinformativ ist. Die Tatsache, dass Michael sich mit Oliver
unterhalten hat, geho¨rt schließlich schon zum gemeinsamen Wissen. Laut
Groenendijks Definition ist auch die zweite Erwiderung ada¨quat; sie bedeu-
tet na¨mlich eine partielle Antwort auf die gegebene Frage (und zwar hin-
sichtlich jedes mo¨glichen Informationsstandes). Groenendijks Kriterium ist
fu¨r die richtige Beurteilung der zweiten Erwiderung zu schwach. (Man kann
bezu¨glich Beispiel 3.23 unterschiedlicher Meinung sein. Was ist aber, wenn
erst gerade gea¨ußert wurde, dass Michael sich mit Oliver unterhalten hat?
Es wa¨re doch dann nicht ada¨quat zu sagen, dass sich Michael mit Oliver
und Jo¨rg unterhalten hat. Man sagte eher, Michael habe sich auch mit Jo¨rg
unterhalten.)
Die Beispiele 3.22 und 3.23 legen nahe, dass zur Beurteilung der Relevanz
einer ¨Außerung – anders als bei [Groenendijk, 1999] – auch das gemeinsa-
me, propositionale Wissen der Kommunikationspartner in Betracht gezogen
werden muss. (Ende des Exkurses)
Widmen wir uns nun noch ein letztes Mal der Beantwortung der Frage, wer
schla¨ft:
(3.24) Wer schla¨ft?
1. Anne schla¨ft.
2. Anne und Peter schlafen.
3. Nur Anne und Peter schlafen.
Die ersten beiden Antworten aus Beispiel 3.24 sind partielle Antworten;
die dritte Antwort ist eine vollsta¨ndige Antwort auf die gegebene Frage. Alle
Antworten erfu¨llen die in Definition D-3-3-11 genannten Bedingungen und
sind also ada¨quat. Das ist in unserem Sinne: Jede der Antworten ist nicht
nur gema¨ß der Definition, sondern auch gema¨ß unserer Intuition ada¨quat.
Zweifellos ist die zweite Antwort aber besser als die erste, weil sie mehr
relevante Information gibt. Die dritte Antwort ist noch besser, denn sie gibt
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die vollsta¨ndige relevante Information und beschließt das mit der Frage be-
stimmte Thema. Die Antworten unterscheiden sich hinsichtlich ihres Infor-
mativita¨tsgrades:
Definition D-3-3-12 (Informativita¨tsgrad von Antworten) Sei
UQL = 〈QL,Σ, [ ]M2 〉 ein klassisches Update-System fu¨r QL. Seien ferner !φ
und !ψ beliebige, nicht-a¨quivalente Aussagesa¨tze von QL, deren ¨Außerung
in einer gegebenen Situation den in Definition D-3-3-11 genannten Maximen
genu¨gt. Der Satz !φ ist informativer als !ψ, und ergo ist die ¨Außerung von !φ
in der gegebenen Situation besser als die von !ψ gdw gilt:
!φ |=UQL!ψ
Gema¨ß der Griceschen Quantita¨tsmaxime soll ein Sprecher keine von ihm
gewusste, im gegebenen Kontext relevante Information verschweigen. Er
soll also die beste aus seinem Wissen folgende Antwort geben. Um diese
Forderung in unsere formale Spezifizierung der semantischen Maximen auf-
zunehmen, mu¨ssten wir auf das private Wissen des Sprechers rekurrieren.
Die Maximen sollen aber nicht nur das ¨Außerungsverhalten des Sprechers
regulieren, sondern auch als Ada¨quatheitskriterien fu¨r Interpretationen fun-
gieren. Ein Rezipient soll u¨berpru¨fen ko¨nnen, ob die Maximen erfu¨llt sind.
Kriterien, die auf privates Wissen anderer Personen rekurrieren, kann er
nicht sicher u¨berpru¨fen. Dass eine Intepretation der bestmo¨glichen Antwort
eines Sprechers entsprechen soll, ist demnach kein geeignetes Ada¨quatheits-
kriterium fu¨r Interpretationen. (Wir greifen dies nochmal in Abschnitt 3.4
auf.)
Kommen wir abschließend zur Ada¨quatheit von Fragestellungen: Wenn kei-
ne Frage zur Debatte steht, dann kann durch ¨Außerung eines Fragesatzes ei-
ne neue Frage zur Debatte gestellt werden. Voraussetzung dafu¨r ist, dass die
Frage noch nicht vollsta¨ndig beantwortet ist und ergo ein neues Diskursziel
bestimmen kann. Wenn bereits eine Frage zur Debatte steht, dann sollen alle
¨Außerungen der Beantwortung dieser Frage dienen. ¨Außerungen von Fra-
gesa¨tzen sollen keine neuen Fragen aufwerfen, sondern die Beantwortung
der gegebenen Frage strukturieren:
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Definition D-3-3-13 (Maximen bzgl. UQL fu¨r Fragestellungen) Sei
UQL = 〈QL,Σ, [ ]M2 〉 ein klassisches Update-System fu¨r QL. Der Infor-
mationsstand CG ∈ Σ repra¨sentiere das gemeinsame Wissen einer Grup-
pe von Kommunikationspartnern G. Damit die ¨Außerung eines Fragesatzes
?ψ ∈ QL gegenu¨ber G den Konversationsmaximen genu¨gt, muss gelten:
(a) Wenn CG ein Zustand von Desinteresse58 ist (also keine Frage zur De-
batte steht): CG 6|=UQL?ψ.
(b) Wenn fu¨r G eine Frage zur Debatte steht:
(ba) ?ψ bezeichnet eine fu¨r G zur Debatte stehende Frage, und
(bb) es gibt eine fu¨r G zur Debatte stehende Frage bezeichent durch ?χ,
so dass gilt: ?χ |=UQL?ψ und ?ψ 6|=UQL?χ.
Ad D-3-3-13a: Wenn keine Frage zur Debatte steht, dann soll die ¨Auße-
rung eines Fragesatzes ein Ausdruck von Wissbegierde sein. Jede Frage, de-
ren vollsta¨ndige Antwort nicht zum gemeinsamen Wissen geho¨rt und durch
die also ein neues Diskursthema bestimmt werden kann, darf gestellt wer-
den.
Ad D-3-3-13b: Wenn eine Frage zur Debatte steht, dann soll jede neue
Fragestellung der Beantwortung dieser Frage dienen. Durch eine neue Fra-
gestellung kann die Beantwortung der gegebenen Frage strukturiert und an-
geleitet werden. Ad D-3-3-13ba: Das Stellen einer Frage soll kein neues
Thema aufwerfen. Ad D-3-3-13bb: Die neue Frage soll der gegebenen Frage
untergeordnet sein, d.h. sie soll eine Konsequenz der gegebenen Frage, aber
nicht identisch mit ihr sein. Sie soll ein Zwischenziel zur Beantwortung der
gegebenen, u¨bergeordneten Frage setzen. Wenn ?ψ eine Frage bezeichnet,
die einer gegebenen Frage untergeordnet ist, dann gilt: CG[?ψ] = CG. So,
wie wir das Update-System bisher definiert haben, wird die strukturierende
Funktion einer Folgefrage nicht reflektiert. Im na¨chsten Kapitel 4 a¨ndern wir
das System, so dass die ¨Außerung einer Folgefrage tatsa¨chlich eine diskurs-
strukturierende Wirkung haben kann.
58 Vgl. Definition D-3-3-4.
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Zusammenfassung: Wir haben in diesem Abschnitt 3.3 dafu¨r argumentiert,
Diskursziele als zur Debatte stehende Fragen zu modellieren. Wir haben
dann in Anlehnung an [GS, 1984] Fragen als modelltheoretische Objekte
spezifiziert und eine formale Semantik von Fragesa¨tzen definiert. Schließ-
lich haben wir ein klassisches Update-System fu¨r den kooperativen Informa-
tionsaustausch mit Frage- und Aussagesa¨tzen entwickelt. Im Rahmen dieses
Systems haben wir auf der Grundlage der Griceschen Konversationsmaxi-
men Bedingungen fu¨r die Ada¨quatheit von ¨Außerungen und ihre Rekon-
struktion, respektive Interpretation definiert.
3.4 Konversationsmaximen und aktive Interpretation revisited
Wir haben in diesem Kapitel ein vorla¨ufiges Modell kooperativen Infor-
mationsaustausches konstruiert: Informationsaustausch besteht in der suk-
zessiven Vera¨nderung des gemeinsamen Wissens der Kommunikationspart-
ner, respektive in der Vera¨nderung der Repra¨sentationen des gemeinsamen
Wissens, u¨ber welche die Kommunikationspartner jeweils verfu¨gen. Das ge-
meinsame Wissen kann nur durch ganze Sa¨tze – d.h. durch Ausdru¨cke, die
Propositionen oder Fragen bedeuten – modifiziert werden; Ausdru¨cke ande-
ren Typs sind uninformativ. Bisher findet Informationsaustausch mittels der
formalen SpracheQL statt. Das Modell soll in Kapitel 4 erweitert werden, so
dass es erstens den Informationsaustausch mit natu¨rlich-sprachlichen Sa¨tzen
erlaubt und zweitens die ada¨quate Interpretation unvollsta¨ndig gea¨ußerter,
respektive unvollsta¨ndig erkannter Sa¨tze ermo¨glicht.
Die Erweiterung fu¨r den Gebrauch natu¨rlich-sprachlicher Sa¨tze ist einfach:
Im Stil von [Montague, 1973] definieren wir eine ¨Ubersetzung nach QL, so
dass natu¨rlich-sprachliche Ausdru¨cke in Ausdru¨cke von QL u¨bersetzt und
dann – wie gehabt – interpretiert werden ko¨nnen. Fu¨r die Interpretation
unvollsta¨ndiger Sa¨tze mu¨ssen wir daru¨ber hinaus Operationen der seman-
tischen Erga¨nzung (semantic enrichment) definieren: Die erkannten Teile
eines unvollsta¨ndig gea¨ußerten und/ oder erkannten Satzes werden in Aus-
dru¨cke von QL u¨bersetzt. Falls die u¨bersetzten Ausdru¨cke nicht zusammen
einen Satz von QL bilden, ko¨nnen sie nicht der Modifikation des gemein-
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samen Wissens dienen. Damit die Ausdru¨cke informativ wirken ko¨nnen,
mu¨ssen sie zu einem Satz von QL erga¨nzt werden. Eine solche Erga¨nzung
bewirkt eine Bedeutungsvera¨nderung; die erkannten Ausdru¨cke werden se-
mantisch angereichert.59
Die Interpretation einer natu¨rlich-sprachlichen ¨Außerung braucht nicht
von den erkannten Teilen der ¨Außerung eindeutig determiniert zu sein: Na-
tu¨rlich-sprachliche Sa¨tze ko¨nnen im Gegensatz zu Sa¨tzen von QL mehr-
deutig sein; u.U. kann derselbe Satz in verschiedene, nicht-a¨quivalente QL-
Sa¨tze u¨bersetzt werden. Außerdem kann ein Rezipient u¨ber mehrere Ope-
rationen zur semantischen Erga¨nzung verfu¨gen, deshalb eine nur teilweise
erkannte ¨Außerung auf verschiedene Weisen vervollsta¨ndigen und so zu un-
terschiedlichen Interpretationen gelangen. Ein Rezipient kann Spielraum bei
der Rekonstruktion einer ¨Außerung haben. Um diese Spielra¨ume richtig zu
nutzen, beno¨tigt er Kriterien, aufgrund derer er ada¨quate von inada¨quaten
Rekonstruktionen unterscheiden kann.
Gemeinhin wird eine Rekonstruktion fu¨r ada¨quat gehalten, wenn sie die
vom Sprecher intendierte Bedeutung hat. Ein Ada¨quatheitskriterium, das
auf die Intention eines Sprechers rekurriert, ist fu¨r den Rezipient aber nicht
nu¨tzlich, denn er mu¨sste schon die Gedanken des Sprechers lesen ko¨nnen,
um zu u¨berpru¨fen, ob seine Rekonstruktion der Sprecher-Intention gerecht
wird.60 Gesucht werden objektivierbare Kriterien, die nicht auf private, rein
subjektive Einstellungen Bezug nehmen. Anstatt zu fordern, dass die Rekon-
struktion einer Nachricht der vom Sprecher intendierten Bedeutung gerecht
wird, ist zu fordern, dass sie einer vom Sprecher intendierbaren Bedeutung
gerecht wird. Intendierbarkeit genu¨gt objektiven Kriterien, die bestimmen,
was ein Sprecher in einer gegebenen Situation meinen kann und wie er also
verstanden werden muss. Die Kriterien der Ada¨quatheit von Rekonstruktio-
nen basieren demnach auf Kriterien der Ada¨quatheit von ¨Außerungen.
59 Vgl. Kapitel 4 und die Beispiele aus Kapitel 2, Abschnitt 2.2.
60 Gedanken lesen kann er nicht, und ko¨nnte er es, dann mu¨sste der Sprecher ihm nichts mehr
sagen. Die Verwendung des Terms “Mind-reading” in einigen neueren Aufsa¨tzen der sog. ra-
dikalen Pragmatik und der Relevanztheorie (vgl. z.B. [Sperber, Wilson, 2002]) ist wohl pro-
vokativ gemeint.
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Bei der Bestimmung von Ada¨quatheitskriterien fu¨r ¨Außerungen, aus de-
nen wir Ada¨quatheitskriterien fu¨r Rekonstruktionen ableiten ko¨nnen, sind
wir von den Griceschen Konversationsmaximen ([Grice, 1967]) ausgegan-
gen. Die Griceschen Maximen sind plausibel, sie ko¨nnen aber fu¨r unseren
Zweck nicht unvera¨ndert u¨bernommen werden: Erstens sieht Grice na¨m-
lich vor, dass Sprecher gegen die Maximen verstoßen du¨rfen, um dadurch
konversationelle Implikaturen zu evozieren. Eine Rekonstruktion, der zufol-
ge die rekonstruierte ¨Außerung gegen eine Maxime versto¨ßt, darf demnach
nicht ohne weiteren Grund verworfen werden. Weil also die Maximen von
Grice als lax handhabbare, bloß regulative Regeln begriffen werden, ko¨nnen
aus ihnen keine strengen Auswahlkriterien fu¨r Rekonstruktionen abgeleitet
werden. Damit die Maximen eine Grundlage fu¨r Kriterien der Rekonstruk-
tion von Nachrichten bilden, setzen wir sie als strikte, fu¨r den kooperativen
Informationsaustausch konstitutive Regeln werden. Zweitens sind die Ma-
ximen eher vage bestimmt. Sie gelten prima¨r fu¨r Assertionen und nicht im
gleichen Maße fu¨r ¨Außerungen von Fragesa¨tzen. Die Maximen mu¨ssen des-
halb konkretisiert und erweitert werden.
Wir haben die Maximen als strikte Regeln fu¨r ¨Außerungen reformuliert:
Jede Assertion soll eine wenigstens partielle Antwort auf eine zur Debat-
te stehende Frage bedeuten und demnach relevant (Maxime der Relation),
informativ, aber nicht u¨berinformativ (Maxime der Quantita¨t) und mit dem
gemeinsamen Wissen der Kommunikationspartner vertra¨glich (Maxime der
Qualita¨t) sein. Wenn keine Frage zur Debatte steht, dann soll die ¨Außerung
eines Fragesatzes ein Ausdruck von Wissbegierde sein. Ansonsten soll sie
die Beantwortung einer bereits gegebenen Frage anleiten; die neu gestellte
Frage soll der gegebenen Frage logisch untergeordnet sein.61 Aus den refor-
mulierten Maximen haben wir Ada¨quatheitskriterien fu¨r Rekonstruktionen
von Nachrichten abgeleitet: Die Rekonstruktion einer gea¨ußerten Nachricht
61 In Abschnitt 3.3.1 haben wir gezeigt, dass mit Hilfe einer Folgefrage u¨berpru¨ft werden kann,
ob die zuvor gea¨ußerte Frage u¨berhaupt verstanden wurde, also klar ist, welche Frage zur De-
batte steht, und ob ergo eine wichtige Voraussetzung zur Beantwortung dieser Frage gegeben
ist (Beispiel 3.9: A: ,,Wer hat was auf den Tisch gestellt?“ – B: ,,Da muss ich u¨berlegen.“
– C: ,,Weißt Du, welchen Tisch er meint?“). In unserem Modell sind Fehlinterpretationen
bisher nicht vorgesehen. Wir verzichten auf ein Kriterium, das Fragen zur ¨Uberpru¨fung von
richtigem Versta¨ndnis erlaubt.
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sei nur dann ada¨quat, wenn ihr zufolge die ¨Außerung der Nachricht den Ma-
ximen genu¨gt.
Unsere Ada¨quatheitskriterien bestimmen, in welcher Beziehung eine gege-
bene ¨Außerung zum gemeinsamen Wissen der Kommunikationspartner ste-
hen muss. Dieses gemeinsame Wissen umfasst sowohl propositionales Wis-
sen (Faktenwissen) als auch thematisches Wissen (Wissen um zur Debatte
stehende Fragen). Die Griceschen Originalmaximen nehmen auch auf das
private Wissen des Sprechers Bezug: Ein Sprecher soll alles sagen, was er
zum gegebenen Thema weiß (Original-Maxime der Quantita¨t), und er soll
nichts sagen, wofu¨r ihm Evidenz fehlt (Original-Maxime der Qualita¨t). Ein
Rezipient kann nicht unter allen Umsta¨nden u¨berpru¨fen, in welcher Relati-
on die an ihn gerichtete ¨Außerung zum privaten Wissen des Sprechers steht.
Die reformulierten Maximen fordern daher nicht mehr als dass eine gegebe-
ne ¨Außerung hinsichtlich des gemeinsamen, gleichsam o¨ffentlichen Wissens
relevant und informativ ist und außerdem mit dem gemeinsamen Wissen ver-
tra¨glich ist.62 Nichtsdestotrotz sollen Sprecher sich natu¨rlich – so wie es die
Original-Maximen fordern – in bestmo¨glicher Weise a¨ußern und keine re-
levante, von ihnen gewusste Information verschweigen. Wenn ein Rezipient
auch nicht unter allen Umsta¨nden bestimmen kann, in welcher Relation die
62 Das Ada¨quatheitskriterium der Qualita¨t ist schwa¨cher als die entsprechende Original-
Maxime: Die ¨Außerung eines Sprechers kann na¨mlich mit dem gemeinsamen Wissen
der Kommunikationspartner vertra¨glich sein und also dem Ada¨quatheitskriterium genu¨gen,
gleichzeitig dem privaten Wissen des Sprechers aber widersprechen und deshalb die Original-
Maxime verletzen. Das abgeschwa¨chte Ada¨quatheitskriterium verhindert nicht, dass ein Spre-
cher lu¨gt, solange er konsistent lu¨gt. Ein guter Lu¨gner simuliert kooperatives Verhalten. Er
a¨ußert sich stets in informativer Weise, widerspricht niemals dem, was er gesagt hat, wider-
spricht aber natu¨rlich seinem eigenen, privaten Wissen. Er la¨uft Gefahr, der Lu¨ge u¨berfu¨hrt zu
werden, wenn sein Gespra¨chspartner besser u¨ber seinen (des Lu¨gners) privaten Informations-
stand informiert ist, als er (der Lu¨gner) weiß. Nehmen wir an, die Person A wisse, dass p. Sie
behaupte aber gegenu¨ber der Person B , dass ¬p. Zwar geho¨rten weder p noch ¬p zum ge-
meinsamen Wissen von A und B; B wisse aber, dass A weiß, dass p – KBKA(p). B stellt also
einen Widerspruch zwischen der ¨Außerung und dem Informationsstand von A fest; er ha¨lt A
entweder fu¨r verwirrt oder fu¨r einen Lu¨gner. Wenn A nicht wusste, inwieweit B u¨ber seinen
Informationsstand aufgekla¨rt war – ¬KAKBKA(p) –, dann konnte A nicht vorhersehen, dass
B ihn der Lu¨ge (oder der Verwirrtheit) u¨berfu¨hren wu¨rde. (Vgl. Fußnote 19 in Abschnitt 3.1
und Fußnote 20 in Abschnitt 3.2.1.)
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an ihn gerichtete ¨Außerung zum privaten Wissen des Sprechers steht, so darf
er doch voraussetzen, dass ein kooperativer Sprecher sagt, was er weiß.
(3.25) Wer hat sich mit Ulla unterhalten? —
Yves hat sich mit Ulla unterhalten.
In Beispiel 3.2563 wird jemand gefragt, wer sich mit Ulla unterhalten hat.
Nehmen wir an, es geho¨re zum gemeinsamen Wissen der Kommunikations-
partner, dass der Angesprochene weiß, wer sich mit Ulla unterhalten hat, und
also die vollsta¨ndige und richtige Antwort auf die Frage kennt. Die Antwort,
dass Yves sich mit Ulla unterhalten hat, ist wo¨rtlich verstanden nur eine par-
tielle Antwort. Sie ist damit vertra¨glich, dass noch andere Leute sich mit Ul-
la unterhalten haben oder dass sich sonst niemand mit Ulla unterhalten hat.
¨Ublicherweise interpretiert der Fragesteller die Antwort in einem sta¨rkeren
als dem wo¨rtlichen Sinn. Er versteht, dass nur Yves sich mit Ulla unterhal-
ten hat. Die sta¨rkere Interpretation macht die Antwort zu einer vollsta¨ndigen
Antwort, wie sie ein wohlinformierter, kooperativer Sprecher meinen soll.
Um zu der sta¨rkeren Interpretation zu gelangen, muss der Rezipient ,,Yves“
(respektive die Interpretation von ,,Yves“) zu ,,nur Yves“ (respektive zur
Interpretation von ,,nur Yves“) erweitern. Er beno¨tigt eine Operation, die
ihm die Versta¨rkung zu einer erscho¨pfenden Antwort (exhaustive answer)
ermo¨glicht. Wir definieren eine solche Operation in Kapitel 4.64
Wenn ein Rezipient eine ¨Außerung, die wo¨rtlich verstanden eine nur parti-
elle Antwort bedeutet, wahlweise auch als vollsta¨ndige Antwort interpretie-
ren kann, dann beno¨tigt er ein Kriterium, aufgrund dessen er eine der beiden
Interpretationen bevorzugt. Er ko¨nnte die vollsta¨ndige Antwort bevorzugen,
weil sie – laut Definition D-3-3-12 – die bessere Antwort ist. Dafu¨r muss
63 Wiederholung von Beispiel 2.1 aus Kapitel 2, Abschnitt 2.2.
64 Rein formal sind diverse Versta¨rkungen zu einer vollsta¨ndigen Antwort mo¨glich. Man ko¨nnte
z.B. eine Operation definieren, mit deren Hilfe ,,Yves hat sich mit Ulla unterhalten“ zur
vollsta¨ndigen Antwort ,,Yves und alle anderen Leuten haben sich mit Ulla unterhalten“ er-
weitert wu¨rde. In diesem Sinn wird der Antwortsatz aber u¨blicherweise nicht verstanden. Ei-
ne Operation zur semantischen Versta¨rkung eines Antwortsatzes muss empirisch rechtfertigt
werden. Was die Erfahrung betrifft, ist eine Operation, die ,,Yves“ im Sinne von ,,nur Yves“
versta¨rkt, konkurrenzlos plausibel.
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er aber voraussetzen, dass der Sprecher u¨ber hinreichende Evidenz fu¨r die
vollsta¨ndige Antwort verfu¨gt, und er darf selbst keine der vollsta¨ndigen Ant-
wort widersprechenden Erwartungen haben (z.B. die Erwartung, dass sich
sehr viele Leute mit Ulla unterhalten haben).
Fassen wir zusammen:
1. Es gibt Ada¨quatheitskriterien fu¨r ¨Außerungen. Diese Kriterien setzen
eine ¨Außerung in Beziehung zur ¨Außerungssituation. Eine ¨Außerungs-
situation ist insbesondere durch das gemeinsame Wissen der Kommuni-
kationspartner bestimmt, respektive durch die Repra¨sentationen des ge-
meinsamen Wissens, u¨ber welche die Kommunikationspartner verfu¨gen.
Das gemeinsame Wissen entha¨lt propositionales Wissen (Faktenwis-
sen) und thematisches Wissen (Wissen um zur Debatte stehende Fra-
gen).
Wir bestimmen Ada¨quatheitskriterien fu¨r ¨Außerungen in Anlehnung an
die Griceschen Konversationsmaximen.
2. Die Rezeption einer ¨Außerung verla¨uft nicht deterministisch; ein Rezi-
pient hat Spielra¨ume bei der Rekonstruktion der gea¨ußerten Nachricht;
er fa¨llt Entscheidungen, wie eine gegebene ¨Außerung zu rekonstruieren
und also zu interpretieren ist. Wir ko¨nnen von einem aktiven Rezipien-
ten sprechen.
Eine ¨Außerung soll so rekonstruiert werden, dass sie mit den reformu-
lierten Konversationsmaximen vertra¨glich ist. Ein Rezipient kann ei-
ne ¨Außerung mit den Maximen vertra¨glich machen, indem er (a) eine
von mehreren, alternativen Rekonstruktionen auswa¨hlt, und/ oder (b)
die Rahmenbedingungen der ¨Außerung akkommodiert. Jede ¨Außerung
setzt gemeinsames Wissen voraus. Ein Rezipient akkommodiert die Rah-
menbedingungen einer ¨Außerung, indem er seine Repra¨sentation des
gemeinsamen Wissens so modifiziert, dass die ¨Außerung die Maxi-
men hinsichtlich dieser Repra¨sentation erfu¨llt. Die Modifikation kann
sowohl den propositionalen als auch den thematischen Aspekt des ge-
meinsamen Wissens betreffen.
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(Wie funktioniert die Akkommodierung? — Wir haben zwei Mo¨glich-
keiten: Wir ko¨nnen davon ausgehen, dass der vorausgesetzte Informati-
onsstand σ voll spezifiziert ist und im Zuge der Akkommodierung durch
Hinzufu¨gung oder Lo¨schung von Indexpaaren vera¨ndert wird. Alterna-
tiv ko¨nnen wir annehmen, dass der vorausgesetzte Informationsstand
unterspezifiziert ist oder so arm wie mo¨glich bestimmt ist. Im Zuge der
Akkommodierung wird der Informationsstand dann nur weiter spezifi-
ziert – ihm wird propositionales oder thematisches Wissen hinzugefu¨gt,
bereits aufgenommenes Wissen kann nicht revidiert werden. Die zweite
Variante erlaubt also keine Korrekturen.)
Wir haben damit in Anlehnung an die Maximen fu¨r die ¨Außerung von
Nachrichten ein Ada¨quatheitskriterium fu¨r Rekonstruktionen und infol-
gedessen Interpretationen von Nachrichten formuliert.
Unser Modell kooperativen Informationsaustausches ist verha¨ltnisma¨ßig ein-
fach. Diskutieren wir vier Einwa¨nde, die nahelegen, dass das Modell in man-
cher Hinsicht zu einfach ist.
Einwand 1: Gema¨ß dem oben definierten Modell sind Tra¨ger von Infor-
mationssta¨nden logisch allwissend. Ein durch ¨Außerung eines Aussagesat-
zes aktualisierter Informationsstand repra¨sentiert nicht nur die von dem Satz
bezeichnete Proposition, sondern auch jede ihrer logischen Konsequenzen.
Ein Rezipient weiß also stets alles, was aus dem Gesagten folgt. Das ist em-
pirisch nicht haltbar.
Entgegnung: Rezipienten ko¨nnen aus dem, was ihnen gesagt wird, und
ihrem bisherigen Wissen gu¨ltige Schlu¨sse ziehen: Wenn jemandem gesagt
wird, dass Sokrates ein Mensch ist, und er schon wusste, dass alle Menschen
sterblich sind, dann erfa¨hrt er u¨blicherweise auch, dass Sokrates sterblich
ist. Unter normalen Umsta¨nden ko¨nnen Rezipienten aber nicht alle logisch
gu¨ltigen Schlu¨sse ziehen; ihre Kapazita¨t ist begrenzt.65 Unser Informations-
begriff ist nur solange haltbar, wie wir kleine Modelle mit Doma¨nen von
65 Die Kapazita¨t, Schlu¨sse zu ziehen, ist bei verschiedenen Rezipienten unterschiedlich stark
ausgepra¨gt. Die Modellierung eines Update-Systems muss also – sofern das System empirisch
haltbar sein soll – auf unterschiedliche Kapazita¨ten Ru¨cksicht nehmen.
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geringem Umfang zugrunde legen. Wenn na¨mlich das, was gewusst werden
kann, u¨berschaubar ist, dann sind auch die Implikationen von ¨Außerungen
u¨berschaubar. Unter dieser Bedingung – d.h.: in der Laborsituation – ko¨nnen
sa¨mtliche gu¨ltigen Schlu¨sse gezogen werden, und logische Allwissenheit ist
mo¨glich. Der erste Einwand tangiert nicht die Maxime, dass Assertionen in-
formativ sein sollen. Durch den Einwand wird allein erkla¨rt, dass die Frage,
wann vorausgesetzt werden darf, dass etwas bestimmtes gewusst wird, noch
nicht zur Zufriedenheit beantwortet ist. Dem stimmen wir zu.
Einwand 2: Eine Frage steht dem oben definierten Modell zufolge solange
zur Debatte, bis sie vollsta¨ndig beantwortet ist. Es gibt aber Fragen, die nicht
eine vollsta¨ndige, sondern nur eine partielle Antwort verlangen (mention-
some questions). Das folgende Beispiel 3.26 ist das Standardbeispiel fu¨r sol-
che Fragen:
(3.26) Where can I buy an Italian newspaper?
Der Fragesteller mo¨chte nicht alle Gescha¨fte, die italienische Zeitungen ver-
kaufen, genannt haben, sondern nur ein Gescha¨ft, bevorzugt das am gu¨nstig-
sten gelegene. Seine Frage ist beantwortet, sobald ihm ein Gescha¨ft genannt
wird; die Forderung, dass die Frage noch la¨nger zur Debatte steht, bis sie
na¨mlich vollsta¨ndig beantwortet wurde, ist zu stark.
Entgegnung: Das stimmt. Es geht nicht darum, die vollsta¨ndige, sondern
die optimale Antwort zu bestimmen. In manchen Fa¨llen – aber nicht immer,
wie Beispiel 3.26 zeigt – ist die vollsta¨ndige Antwort die optimale Antwort.
Indem wir [GS, 1984] folgen und eine Frage als Menge ihrer vollsta¨ndigen
Antworten definieren, machen wir den besonderen Fall zum allgemeinen.
Van Rooy (u.a. [van Rooy, 2003 b]) definiert Fragen als Mengen ihrer opti-
malen Antworten, d.h. nicht zwangsla¨ufig als Partitionen, sondern als Men-
gen von Propositionen, die miteinander vertra¨glich sein ko¨nnen. Optimalita¨t
wird von ihm entscheidungstheoretisch hinsichtlich weitergehender Hand-
lungs- oder Informationsziele bestimmt. Van Rooys entscheidungstheoreti-
scher Fragebegriff ist u¨berzeugend, seine Integration in unser Modell aber
formal aufwendiger, als hier zu rechtfertigen wa¨re. Wir wollen zeigen, wie
unvollsta¨ndig erkannte ¨Außerungen interpretiert werden ko¨nnen. Die relativ
einfache Fragetheorie von [GS, 1984] reicht fu¨r unsere Zwecke aus.
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Einwand 3: Den oben definierten Konversationsmaximen zufolge ist eine
¨Außerung inada¨quat, wenn sie mehr Information gibt, als zur Beantwortung
der zur Debatte stehenden Frage no¨tig ist. Dieses Kriterium scheint zu stark
zu sein:
(3.27) Fehlt jemand?
1. Ja. Dirk fehlt.
2. Dirk fehlt.
3. Dirk fehlt seit zwei Stunden.
In Beispiel 3.27 wird eine Frage gestellt und auf drei verschiedene Wei-
sen beantwortet. Die erste Erwiderung beantwortet zuerst die Frage mit ,,ja“,
woraufhin diese nicht mehr zur Debatte steht. Der Antwortende darf deshalb
fu¨r seinen zweiten Satz eine neue Frage voraussetzen. Er setzt die Frage,
wer fehlt, voraus und beantwortet diese Frage. Die erste Erwiderung erfu¨llt
die oben definierten Konversationsmaximen und ist also ada¨quat. Anders
verha¨lt es sich mit der zweiten Erwiderung, durch die eine Antwort auf die
explizit gestellte Frage gegeben (s.o., Definition D-3-3-10) und zugleich die
u¨bergeordnete Frage, wer fehlt, beantwortet wird. Den oben definierten Kon-
versationsmaximen zufolge ist diese Erwiderung u¨berinformativ und also
nicht ada¨quat. Durch die dritte Erwiderung wird nicht nur die Frage, wer
fehlt, beantwortet, sondern sogar die, wer wie lange fehlt. Auch sie ist hin-
sichtlich der explizit gestellten Frage u¨berinformativ, und ihre ¨Außerung ist
gema¨ß den oben definierten Konversationsmaximen unkooperativ. Tatsa¨ch-
lich – d.h. gema¨ß dem Urteil eines kompetenten Sprechers und entgegen
den oben definierten Konversationsmaximen – sind aber alle drei Erwide-
rungen im Sinne kooperativen Informationsaustausches akzeptabel. Die auf
den Konversationsmaximen beruhenden Bewertungen sind also zu streng.
Entgegnung: Gegeben sei ein Diskurs, dem der gemeinsame Informations-
stand σ vorausgesetzt sei und in dem sukzessive die Sa¨tze α, . . . , αn gea¨ußert
wurden. Nun werde der Satz αn+1 gesagt:
σ[α1] . . . [αn][αn+1]
Die Rezipienten sollen den αn+1 so interpretieren, dass die ¨Außerung mit
den Konversationsmaximen vertra¨glich ist. Wenn der Satz mehrere mo¨gliche
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Interpetationen hat, dann ko¨nnen sie eine von diesen auswa¨hlen. Außerdem
ko¨nnen sie den fu¨r den gesamten Diskurs vorausgesetzten Informationsstand
σ akkommodieren. Im Zuge der Akkommodierung ko¨nnen neue Fragen oder
neues propositionales Wissen aufgenommen werden. Wenn beispielsweise
mit einer ¨Außerung vorausgesetzt wird, dass eine bestimmte Frage zur De-
batte steht, dann kann der Rezipient seine Repra¨sentation des gemeinsamen
Wissens a¨ndern, so dass diese Voraussetzung erfu¨llt ist. Durch die Akkom-
modierung darf allerdings keine der ¨Außerungen von α1, . . . , αn inada¨quat
werden. Die zweite und die dritte Erwiderung aus Beispiel 3.27 bedeuten
jeweils Antworten auf Fragen, die der explizit gestellten Frage u¨bergeordnet
sind. Mo¨glicherweise kann der Rezipient seine Repra¨sentation des gemein-
samen Wissens diesen Fragen entsprechend akkommodieren. Die explizit
gestellte Frage wird dadurch nicht inada¨quat; sie ist den vorausgesetzten
Fragen schließlich untergeordnet und kann deren Beantwortung anleiten.
Die zweite und die dritte Erwiderung aus Beispiel 3.27 sind mit den von
uns definierten Konversationsmaximen also vertra¨glich, wenn es gelingt, die
¨Außerungsbedingungen ihnen entsprechend anzupassen.
Einwand 4: Wenn man so freimu¨tig neue ¨Außerungsbedingungen voraus-
setzen und akkommodieren kann, werden dann nicht zu viele ¨Außerungen
erlaubt, darunter auch eigentlich inakzeptable? Und: Wenn ein Rezipient
u¨ber eine so breite Palette an Mo¨glichkeiten verfu¨gt, um eine ¨Außerung mit
den Konversationsmaximen vertra¨glich zu machen, dann kann er u.U. zu
sehr unterschiedlichen Interpretationen, die sa¨mtlich ada¨quat sein ko¨nnen,
gelangen. Lassen sich aus den Konversationsmaximen u¨berhaupt noch nu¨tz-
liche Ada¨quatheitskriterien fu¨r Rekonstruktionen und Interpretationen ablei-
ten?
Entgegnung: Einen a¨hnlichen Einwand haben wir bereits in Abschnitt
3.2.1 diskutiert. Wir geben zu, dass die Akkommodierung des Diskurskon-
textes restringiert werden muss. Bisher restringieren wir sie dadurch, dass
der Kontext nur fu¨r den Diskursbeginn vorausgesetzt wird und dass hinsicht-
lich dieses Kontextes alle ¨Außerungen in der Reihenfolge, in der sie gemacht
werden, ada¨quat sein mu¨ssen. Die Repra¨sentation des gemeinsamen Wissens
kann also nicht mitten im Diskurs angepasst werden, so dass die spa¨teren
¨Außerungen zwar ada¨quat, bereits gemachte ¨Außerungen aber nachtra¨glich
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inada¨quat werden. Zusa¨tzliche Restriktionen ergeben sich, wenn wir Infor-
mationsaustausch im weiteren Handlungskontext beschreiben: Informations-
austausch kann nicht-kommunikativen Zielen dienen; diese Ziele bestim-
men, was fu¨r Information gewu¨nscht wird und ergo welche Fragen zur De-
batte stehen.66
Wenn eine ¨Außerung auf verschiedene, nicht-a¨quivalente Weisen rekon-
struiert werden kann und alle Rekonstruktionen das Ada¨quatheitskriterium
erfu¨llen, dann beno¨tigt man weitere Kriterien, aufgrund derer man eine Re-
konstruktion pra¨ferieren kann. Solche zusa¨tzlichen Kriterien ko¨nnen sich
z.B. aus spieltheoretischen ¨Uberlegungen ergeben: Wenn man annimmt, dass
die Akkommodierung des ¨Außerungskontextes mit hohen Kosten (welcher
Art auch immer) verbunden ist, dann ist eine Rekonstruktion, die keine Ak-
kommodierung verlangt, grundsa¨tzlich vorzuziehen. Ein Rezipient ist darauf
bedacht, seine Kosten gering zu halten; ein Sprecher muss sich dessen be-
wusst sein und darf keine ,billigere‘ als die intendierte Rekonstruktion an-
bieten (vgl. [Parikh, 2001]).67
Die Konversationsmaxime der Modalita¨t haben wir bisher außer Acht gelas-
sen. Diese fordert vom Sprecher, dass er sich klar und versta¨ndlich a¨ußert.
Wenn eine ¨Außerung auf verschiedene, nicht-a¨quivalente Weisen interpre-
tiert werden kann und alle Interpretationen fu¨r den Rezipienten gleicherma-
ßen annehmbar sind, dann ist die ¨Außerung sicherlich nicht klar. Fu¨r ei-
ne klare ¨Außerung gibt es in einem gegebenen Kontext entweder nur eine
66 Vgl. Beispiel 3.10 in Abschnitt 3.3.1 und das Fußball-Beispiel aus Kapitel 2 (Abschnitt 2.2).
67 [Heim, 1992] zufolge ist die Pra¨supposition u¨berraschender und kontroverser Thesen in der
Erwartung, dass der ¨Außerungskontext entsprechend akkommodiert wird, schlechter kom-
munikativer Stil. Der Sprecher erwartet etwas, was er vom Rezipienten zwar grundsa¨tzlich
erwarten darf, aber nicht erwarten sollte. Spieltheoretisch ko¨nnte man die Stilvorgabe so er-
kla¨ren, dass die Akkommodierung u¨berraschender und kontroverser Thesen besonders teuer
ist. — In Kapitel 2 haben wir schon mo¨gliche ¨Okonomieprinzipien der Artikulation und Er-
kennung angesprochen (Abschnitte 2.3 und 2.4). Wir werden spieltheoretische ¨Uberlegungen
zur Artikulation und Rezeption (Erkennung und Rekonstruktion von Nachrichten) hier nicht
weiterfu¨hren. Interessant sind sie allerdings. Ein Thema, dessen Bearbeitung interessant und
derzeit en vogue wa¨re, wa¨re die Begru¨ndung optimaler Akzentuierung mit den Mitteln der
evolutiona¨ren Spieltheorie.
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ada¨quate Interpretation, oder es gibt zwar mehrere, nicht-a¨quivalente Inter-
pretationen, von denen aber eine zweifelsfrei zu bevorzugen ist. Wenn ein
Sprecher sich also klar a¨ußert, dann sind die aus den (semantischen) Kon-
versationsmaximen abgeleiteten Ada¨quatheitskriterien fu¨r die Rekonstrukti-
on und Interpretation seiner ¨Außerung von Nutzen.
Im na¨chsten Kapitel 4 definieren wir ein weiteres, auf der Hypothese op-
timaler Akzentuierung basierendes Kriterium fu¨r die Klarheit von ¨Außerun-
gen.
Erweitern wir nun unser Modell kooperativen Informationsaustausches fu¨r
den Informationsaustausch mit natu¨rlicher Sprache und die Rekonstruktion
unvollsta¨ndig erkannter Nachrichten.
Kapitel 4
Rekonstruktion von Nachrichten
Informationsaustausch mittels natu¨rlicher Sprache funktioniere wie folgt:
Ein Sprecher a¨ußert ein Wort oder eine Folge von Wo¨rtern und versendet da-
durch eine Nachricht. Die Nachricht bedeutet entweder eine Proposition oder
eine Frage, und zwar unabha¨ngig davon, ob die vom Sprecher gea¨ußerten
Wo¨rter einen ganzen Satz bilden oder nicht. Ein Rezipient (Empfa¨nger) er-
kennt einen Teil der gea¨ußerten Wo¨rter; mo¨glicherweise erkennt er sogar alle
Wo¨rter. Aufgrund dessen, was er von der ¨Außerung erkennt, und aufgrund
seiner Kenntnis des ¨Außerungskontextes versucht er, die gesamte Nachricht
als einen Satz von QL zu rekonstruieren.1 Ggf. kann er verschiedene, nicht-
a¨quivalente Nachrichten rekonstruieren. Jede dieser Rekonstruktionen kann
modelltheoretisch interpretiert und – gema¨ß den in Kapitel 3 definierten Be-
dingungen – hinsichtlich ihrer kontextuellen Ada¨quatheit untersucht werden.
Der Rezipient verfu¨gt u¨ber eine Repra¨sentation des gemeinsamen Wissens
der Kommunikationspartner. (Er macht Annahmen u¨ber das gemeinsame
Wissen; seine Annahmen ko¨nnen durchaus falsch sein.) Die Ada¨quatheits-
bedingungen beschreiben, in welchem Verha¨ltnis die Nachricht zu dieser
Repra¨sentation stehen soll. Wenn eine Nachricht hinsichtlich des vom Re-
zipienten angenommenen, gemeinsamen Wissens inada¨quat ist, dann kann
der Rezipient die Nachricht entweder verwerfen (und ggf. eine andere Re-
konstruktion wa¨hlen), oder er kann seine Repra¨sentation des gemeinsamen
1 Die Intonation der ¨Außerung des Sprechers kann einen Hinweis darauf geben, ob die
¨Außerung als Aussage- oder als Fragesatz von QL zu rekonstruieren ist. Ferner ko¨nnen die
oben definierten Ada¨quatheitsbedingungen (Kapitel 3) und die Einbettung in den weiteren
Handlungskontext eine bestimmte Rekonstruktion erfordern. (Vgl. [Cohen, Levesque, 1990].)
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Wissens akkommodieren und die Nachricht dadurch ada¨quat ,machen‘. So-
wohl die Mo¨glichkeiten der Rekonstruktion, als auch die Mo¨glichkeiten der
Akkommodierung sind restringiert, so dass eine gegebene ¨Außerung nicht
auf jede beliebige Weise rezipiert werden kann. Schließlich kann der Re-
zipient mit einer rekonstruierten, fu¨r ada¨quat zu haltenden Nachricht seine
Repra¨sentation des gemeinsamen Wissens aktualisieren.
Die Modalita¨tsmaxime kooperativer Kommunikation fordert vom Spre-
cher, dass er sich klar und versta¨ndlich a¨ußert. Eine ¨Außerung ist klar und
versta¨ndlich, wenn die vom Sprecher intendierte Nachricht vom Rezipien-
ten rekonstruiert und als die wahrscheinlich intendierte Nachricht bestimmt
werden kann. Der Sprecher muss dafu¨r sorgen, dass der Rezipient minde-
stens die fu¨r das Versta¨ndnis der ganzen ¨Außerung kritischen Wo¨rter er-
kennt. Der Hypothese optimaler Akzentuierung zufolge muss der Sprecher
dementsprechend eine mo¨glichst kleine Menge von Wo¨rtern, deren Erken-
nung zum Versta¨ndnis ausreicht, akzentuieren. Welche Wo¨rter dies sind, ist
vom jeweiligen Diskurskontext abha¨ngig, insbesondere davon, welche Fra-
ge zur Debatte steht. Klarheit erfordert außerdem, dass eine ¨Außerung auf
nur eine Weise rekonstruiert werden kann oder dass – wenn mehrere, nicht-
a¨quivalente Rekonstruktionen mo¨glich sind – eine einzige Rekonstruktion
sicher zu pra¨ferieren ist, der Rezipient also alle anderen Rekonstruktionen
als weniger plausibel verwerfen darf.
Es ist hinsichtlich des ¨Außerungskontextes zu bestimmen, welche Wo¨rter
einer ¨Außerung optimalerweise zu akzentuieren sind. Der Rezipient einer
¨Außerung kann – unter der Annahme, dass die ¨Außerung optimal akzentu-
iert wurde – der Akzentuierung entsprechend seine Repra¨sentation des Kon-
textes akkommodieren. Ggf. wirkt Akzentuierung also qua Pra¨supposition
eines ¨Außerungskontextes informativ.
Fu¨r die Rezeption einer ¨Außerung ko¨nnen verschiedene Rahmenbedin-
gungen gegeben sein: Erstens ist die Rekonstruktion davon abha¨ngig, welche
Wo¨rter der Rezipient erkannt hat: Hat er alle Wo¨rter erkannt, oder hat er nur
einige erkannt? Wenn er nicht alle erkannt hat, hat er dann wenigstens die ak-
zentuierten – d.h. im Falle optimaler Akzentuierung: die fu¨r das Versta¨ndnis
kritischen – Wo¨rter erkannt? Zweitens sind Rekonstruktion und Interpreta-
tion davon beeinflusst, ob der Rezipient feststellen kann, welche der von
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ihm erkannten Wo¨rter akzentuiert sind und welche nicht. Die Erkennung ei-
nes Akzentmusters ist nicht selbstversta¨ndlich, wegen der informativen Wir-
kung von Akzenten dem Versta¨ndnis aber dienlich.2 Drittens sind Rezeption
und Interpretation von der Kenntnis des ¨Außerungskontextes abha¨ngig. Ins-
besondere ist es gu¨nstig, wenn dem Rezipienten die vom Sprecher als zur
Debatte stehend vorausgesetzte Frage bekannt ist. Der Rezipient kennt dann
das kommunikative Ziel der ¨Außerung und kann die Menge der mo¨glichen
Rekonstruktionen entsprechend beschra¨nken. Die korrekte Rekonstruktion
und Interpretation einer Nachricht ist nicht unter allen Umsta¨nden mo¨glich;
die Erfahrung lehrt, dass es zu Un- und Missversta¨ndnissen kommen kann.
Gliederung des vorliegenden Kapitels: Im ersten Abschnitt (4.1) definie-
ren wir ein kleines Fragment des Englischen inklusive einer kompositiona-
len Semantik, die bestimmt, wie Ausdru¨cke des Fragments durch formal-
sprachliche Ausdru¨cke repra¨sentiert werden. Im zweiten und dritten Ab-
schnitt (4.2, 4.3) definieren wir Operationen der semantischen Erga¨nzung
von Ausdru¨cken. Die Operationen ermo¨glichen, dass auch unvollsta¨ndig ge-
a¨ußerte und/ oder erkannte Sa¨tze vollsta¨ndig interpretiert werden ko¨nnen.
Schließlich erla¨utern wir im letzten Abschnitt (4.4) die Rahmenbedingun-
gen der Rezeption von ¨Außerungen; wir zeigen, wie selbst unter ungu¨nstigen
Bedingungen Versta¨ndnis mo¨glich ist.
4.1 Ein sehr einfaches Fragment des Englischen
Bestimmen wir zuerst ein kleines Fragment einer natu¨rlichen Sprache. Die-
ses Fragment – wir nennen es L – soll Frage- und Aussagesa¨tze enthal-
ten. Anhand der Sa¨tze sollen einige interessante Akzentuierungs- und Inter-
pretationspha¨nomene untersucht werden ko¨nnen; ansonsten soll L so ein-
2 Ein Rezipient kann Wo¨rter erkennen, ohne zu bemerken, ob diese Wo¨rter akzentuiert wurden.
Die Schwierigkeit, Akzente festzustellen, du¨rfte umso gro¨ßer sein, je schlechter der Rezipi-
ent die Konversationssprache beherrscht; sie du¨rfte also bei fremdsprachliche Kommunikati-
on gro¨ßer sein als bei muttersprachlicher Kommunikation. — Im Rahmen der maschinellen
Spracherkennung sind Wort - und Akzenterkennung Probleme, die getrennt behandelt werden
ko¨nnen und u¨blicherweise getrennt behandelt werden (wenn denn Akzente u¨berhaupt erkannt
werden: “[...] intonation is rarely used in ASR” [O’Shaughnessy, 2000], 432).
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fach wie mo¨glich sein. Damit wir uns nicht mit der Gewa¨hrleistung von
Kasus-, Numerus- und Genus-Kongruenzen aufhalten mu¨ssen, definieren
wir L als Fragment des Englischen (nicht etwa des Deutschen). Beispielsa¨tze
von L sind “Which square is in the left field?” und “Every blue square
is in the left field”. Zu Gunsten der Einfachheit verzichten wir auf Plural-
Nominalphrasen und -Verbalphrasen und ergo auf Sa¨tze wie “Which squares
are in the left field?”.
L sei die Menge der durch das folgende Lexikon und die folgende Gram-
matik gegebenen Ausdru¨cke:3
1. Lexikon:
(a) fp → “what”
(b) afp → “which”
(c) pn → “O1”, ..., “O9”
(d) det → “some”, “every”
(e) n → “circle”, ..., “triangle”
(f) adj → “blue”, ..., “red”
2. Grammatik:
(a) nom → n
(b) nom → adj nom
(c) np → pn
(d) np → det nom
(e) whp → fp
(f) whp → afp nom
(g) as → np vp
(h) fs → whp vp
3 Die meisten der Phrasentyp- und Wortklassenabku¨rzungen (np, vp, . . .) entsprechen den in
Phrasenstrukturgrammatiken u¨blicherweise verwendeten Abku¨rzungen. Die Abku¨rzung as
steht fu¨r Aussagesatz, fs fu¨r Fragesatz; fp steht fu¨r Fragepronomen und afp fu¨r adjekti-
visches Fragepronomen.
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Fu¨r die Rekonstruktion und Interpretation von Ausdru¨cken der Sprache L
definieren wir mit dem Lexikon und der Grammatik eine kompositionale Se-
mantik. Jedem Ausdruck von Lwird mindestens eine formal-sprachliche Re-
pra¨sentation zugeordnet. Wenn ein Ausdruck aus mehreren Teilausdru¨cken
besteht, dann wird seine formal-sprachliche Repra¨sentation aus den Repra¨-
sentationen der Teilausdru¨cke zusammengesetzt. Wir repra¨sentieren die Sa¨t-
ze von L durch Sa¨tze von QL; alle anderen Ausdru¨cke von L werden durch
Ausdru¨cke von TL repra¨sentiert:
Definition D-4-1-1 (Die Sprache L: Syntax und Semantik) Gege-
ben seien die folgenden Phrasen- und Worttypen (Wortklassen): adj, afp, as,
det, fp, fs, n, nom, np, pn, vp und whp. Die Funktion t1 weisen jedem der
Phrasentypen und jeder der Wortklassen eine Menge von Paaren, bestehend
aus einem natu¨rlich-sprachlichen Ausdruck und einer formal-sprachlichen
Repra¨sentation zu. Der Ausdruck A⊕B sei die Verkettung zweier natu¨rlich-
sprachlicher Ausdru¨ckeA undB (in dieser Reihenfolge). Die formal-sprach-
lichen Repra¨sentationen natu¨rlich-sprachlicher Sa¨tze seien Sa¨tze von QL;
die Repra¨sentationen sonstiger Ausdru¨cke seien Ausdru¨cke von TL.4 Es gel-
te:
(a) 〈“what”, λX[sache(x) ∧X(x)]〉 ∈ t1(fp)
(b) 〈“which”, λX1λX2[X1(x) ∧X2(x)]〉 ∈ t1(afp)
(c) 〈“O1”, λZλX[Z(o1) ∧X(o1)]〉 ∈ t1(pn)
...
〈“O9”, λZλX[Z(o9) ∧X(o9)]〉 ∈ t1(pn)
(d) 〈“some”, λX1λZλX2[∃x[Z(x) ∧X1(x) ∧X2(x)]]〉 ∈ t1(det)
(e) 〈“every”, λX1λZλX2[∀x[Z(x) ∧X1(x)→ X2(x)]]〉 ∈ t1(det)
(f) 〈“circle”, λx[kreis(x)]〉 ∈ t1(n)
...
〈“triangle”, λx[dreieck(x)]〉 ∈ t1(n)
4 QLwurde mit Definition D-3-3-1 spezifiziert (Kapitel 3, Unterabschnitt 3.3.2); zur Definition
von TL vgl. Anhang A.
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(g) 〈“blue”, λx[blau(x)]〉 ∈ t1(adj)
...
〈“red”, λx[rot(x)]〉 ∈ t1(adj)
(h) 〈“is in the left field”, λx[links(x)]〉 ∈ t1(vp)
(i) 〈A, P 〉 ∈ t(1nom) ⇐= 〈A, P 〉 ∈ t1(n)
(j) 〈A⊕B, λx[P1(x) ∧ P2(x)]〉 ∈ t1(nom)
⇐= 〈A, P1〉 ∈ t1(adj) ∧ 〈B, P2〉 ∈ t1(nom)
(k) 〈A, P 〉 ∈ t1(np) ⇐= 〈A, P 〉 ∈ t1(pn)
(l) 〈A⊕B, Q(P )〉 ∈ t1(np)
⇐= 〈A, Q〉 ∈ t1(det) ∧ 〈B, P 〉 ∈ t1(nom)
(m) 〈A, P 〉 ∈ t1(whp) ⇐= 〈A, P 〉 ∈ t1(fp)
(n) 〈A⊕B, Q(P )〉 ∈ t1(whp)
⇐= 〈A, Q〉 ∈ t1(afp) ∧ 〈B, P 〉 ∈ t1(nom)
(o) 〈A⊕B, ![(Q(λx[>]))(P )]〉 ∈ t1(as)
⇐= 〈A, Q〉 ∈ t1(np) ∧ 〈B, P 〉 ∈ t1(vp)
(p) 〈A⊕B, ?[Q(P )]〉 ∈ t1(fs)
⇐= 〈A, Q〉 ∈ t1(whp) ∧ 〈B, P 〉 ∈ t1(vp)
Die Sprache L ist die Menge der Ausdru¨cke A, fu¨r die gilt: 〈A,α〉 ∈ t1(K),
fu¨r beliebige, formalsprachliche Ausdru¨cke α und beliebige Phrasen- oder
Worttypen K. Die Menge der Ausdru¨cke α, fu¨r die gilt: 〈A,α〉 ∈ t1(K) –
fu¨r alle A ∈ L und beliebige Phrasen- oder Worttypen K –, ist die Menge
der formalsprachlichen Repra¨sentationen von L.
Die Beispiele 4.1 und 4.2 zeigen zwei Sa¨tze vonLmit ihrenQL-Repra¨sen-
tationen. Abbildung 4.1 veranschaulicht die schrittweise Konstruktion des
ersten Beispielsatzes (Beispiel 4.1) zusammen mit einer Repra¨sentation.
(4.1) 〈Which triangle is in the left field?, ?[dreieck(x) ∧ links(x)]〉
∈ t1(fs)
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λX1λX2[X1(x) ∧X2(x)]〉
t1(afp) 3 〈which,
λx[dreieck(x)]〉
t1(n) 3 〈triangle, field, λx[links(x)]〉
t1(vp) 3 〈is in the left
λx[dreieck(x)]〉
t1(nom) 3 〈triangle,
t1(whp) 3 〈which triangle,
λX[dreieck(x) ∧X(x)]〉
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t1(fs) 3 〈which triangle is in the left field,
?[dreieck(x) ∧ links(x)]〉
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Abbildung 4.1: Eine Art von Syntaxbaum fu¨r Beispiel 4.1
(4.2) 〈Some red triangle is in the left field, ![∃x[> ∧ dreieck(x) ∧ rot(X) ∧
links(x)]]〉 ∈ t1(as)
![∃x[> ∧ dreieck(x) ∧ rot(X) ∧ links(x)]]⇔
![∃x[dreieck(x) ∧ rot(X) ∧ links(x)]]
Die QL-Repra¨sentation von Beispiel 4.2 ist erkla¨rungsbedu¨rftig: ¨Ubli-
cherweise werden Nominalphrasen als generalisierte Quantoren5, d.h. im
Sinne von Ausdru¨cken des Typs 〈〈e, t〉, t〉 interpretiert; dementsprechend
mu¨sste “some triangle” durch den TL-Term λX[∃x[dreieck(x) ∧X(x)]] re-
pra¨sentiert werden. Wir repra¨sentieren Nominalphrasen als Terme des Typs
〈〈e, t〉, 〈〈e, t〉, t〉〉: Die formal-sprachliche Entsprechung von “some triangle”
ist bei uns λZλX[∃x[Z(x)∧ dreieck(x)∧X(x)]]; die Variable Z dient dabei
als Platzhalter fu¨r ein Pra¨dikat zur Doma¨nenbeschra¨nkung. — Warum gehen
wir nicht so vor, wie sonst vorgegangen wird?
(4.3) The English love to write letters. Most children have several pen pals
in many countries.
5 Vgl. [Barwise, Cooper, 1981].
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[Westersta˚hl, 1985] zeigt anhand von Beispielen wie 4.3, dass die Doma¨ne
eines generalisierten Quantors restringiert sein kann und nicht unbedingt das
gesamte Diskursuniversum umfassen muss. Die Doma¨ne des generischen
Quantors “the English” im ersten Satz von Beispiel 4.3 ist unbeschra¨nkt;
sie umfasst das gesamte Diskursuniversum. “The English” bezeichnet al-
so alle Engla¨nder. Anders verha¨lt es sich mit “most children” im zweiten
Satz. Die Doma¨ne dieses Quantors umfasst bloß eine Teilmenge des Diskur-
suniversums; der Quantor bezeichnet na¨mlich nur die Mehrheit der engli-
schen Kinder, nicht etwa die Mehrheit aller Kinder (egal welcher Nationa-
lita¨t). Wenn “most children” nach TL u¨bersetzt wu¨rde und der entsprechende
Term eine Variable zur Doma¨nenbeschra¨nkung enthielte, dann mu¨sste diese
Variable ada¨quaterweise durch das Pra¨dikat λx[englisch(x)] ersetzt werden.
Die Doma¨ne von “several pen pals” wiederum umfasst nicht nur Engla¨nder;
die Doma¨nenbeschra¨nkung, welche fu¨r “most children” noch galt, gilt nicht
mehr.
Die Variable Z in unserer ¨Ubersetzung von “some triangle” – λZλX[
∃x[Z(x)∧dreieck(x)∧X(x)]] – kann durch ein Pra¨dikat, das eine Doma¨nen-
beschra¨nkung bedeutet, ersetzt werden. Wenn wir den Aussagesatz 4.2 “So-
me triangle is in the left field” nach QL u¨bersetzen, dann ersetzen wir diese
Variable durch die wirkungslose Doma¨nenbeschra¨nkung λx[>] (s.o., Defini-
tion D-4-1-1o,). Das Pra¨dikat λx[>(x)] bedeutet an jedem Index die Menge
aller Entita¨ten, d.h. das gesamte Diskursuniversum; es dient also nicht der ef-
fektiven Beschra¨nkung einer Quantifikationsdoma¨ne. Wenn wir die Variable
zur Doma¨nenenbeschra¨nkung immer durch λx[>] ersetzen mu¨ssten, dann
ko¨nnten wir auf sie verzichten; sie ha¨tte schließlich keinen semantischen Ef-
fekt und machte die Repra¨sentationen der Sa¨tze von L grundlos kompliziert.
Das folgende Beispiel 4.4 zeigt jedoch, dass die bisher vorgesehene Schein-
beschra¨nkung mit λx[>] nicht immer ausreicht:
(4.4) Which red object is in the left field? — Some triangle is in the left
field.
Wenn wir wie oben vorgegeben den Antwortsatz mit der Doma¨nenbe-
schra¨nkung λx[>] rekonstruieren, dann gelangen wir zu folgendemQL-Satz:
![∃x[> ∧ dreieck(x) ∧ links(x)]] (⇔ ![∃x[dreieck(x) ∧ links(x)]])
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Dies ist nicht die Rekonstruktion, die wir ada¨quaterweise erzeugen sollten.
Als Antwort auf die gegebene Frage bedeutet “Some triangle is in the left
field” na¨mlich nicht nur, dass irgendein Dreieck im linken Feld ist, sondern
sta¨rker, dass irgendein rotes Dreieck im linken Feld ist. Die Doma¨ne von
“some triangle” muss auf die roten Objekte beschra¨nkt werden:
![∃x[rot(x) ∧ dreieck(x) ∧ ∧links(x)]]
Um diese – die richtige – Rekonstruktion zu erzeugen, muss die Variable
zur Doma¨nenrestriktion anstatt durch λx[>] durch das Pra¨dikat λx[rot(x)]
ersetzt werden. Wir definieren eine derartige Ersetzung im folgenden Ab-
schnitt 4.2.
Die durch eine Satza¨ußerung mitgeteilte Nachricht kann rekonstruiert wer-
den, indem mittels der Funktion t1 eine QL-Repra¨sentation fu¨r den gea¨u-
ßerten Satz bestimmt wird. Sei A ein Aussagesatz, und sei F ein Fragesatz
von L. Die mo¨glichen Rekonstruktionen der durch A oder F u¨bermittelten
Nachrichten sind QL-Sa¨tze !φ mit 〈A, !φ〉 ∈ t1(as) respektive QL-Sa¨tze ?ψ
mit 〈F, ?ψ〉 ∈ t1(fs). Anhand der in Kapitel 3 definierten Kriterien kann die
kontextuelle Ada¨quatheit der Rekonstruktionen u¨berpru¨ft werden. Nehmen
wir versuchsweise an, dass eine gea¨ußerte Folge von Wo¨rtern auf verschie-
dene Weisen rekonstruiert werden kann und dass mehr als eine der Rekon-
struktionen hinsichtlich des ¨Außerungskontextes ada¨quat ist. (Ein solcher
Fall ist in L bisher nicht vorgesehen.) Eine Update-Funktion bildet einen ge-
gebenen Informationsstand und eine gegebene ¨Außerung eindeutig auf einen
neuen Informationsstand ab. Fu¨r eine ¨Außerung, die auf verschiedene Weise
rekonstruiert werden kann, ko¨nnen wir also keine Update-Funktion definie-
ren, denn mo¨glicherweise kann der gegebene Informationsstand durch die
verschiedenen Rekonstruktionen auf verschiedene Weisen vera¨ndert werden.
Sei A1 ⊕ . . . ⊕ An eine Folge von Wo¨rtern; ein Rezipient habe die Wo¨rter
in der Reihenfolge 1 − n erkannt. Wenn die Wortfolge mittels t1 als ein
Satz φ von QL rekonstruiert werden kann, φ hinsichtlich σ im oben definier-
ten Sinne ada¨quat6 ist (adequate(σ, φ)) und das klassische Update7 σ[φ]M2
6 Vgl. die in Kapitel 3 (Abschnitt 3.3.3) definierten Ada¨quatheitsbedingungen.
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Abbildung 4.2: Spielzeugwelt i∗
den Informationsstand σ′ hervorbringt, dann ist σ′ ein mo¨glicher, durch die
¨Außerung von A1 ⊕ . . .⊕ An aktualisierter Informationsstand:
σ′ ∈ update(σ,A1 ⊕ . . .⊕ An) ⇐=
〈A1 ⊕ . . .⊕ An, φ〉 ∈ t1(K) ∧K ∈ {as, fs} ∧
adequate(σ, φ) ∧ σ′ = σ[φ]M2
Rekonstruieren und interpretieren wir beispielhaft zwei Sa¨tze von L: Ge-
geben sei ein Modell M = 〈DM , IM , i∗, [[ ]]M 〉 fu¨r die Sprache QL. Die
Doma¨ne DM enthalte die neun Objekte O1, ..., O9. Diese Objekte haben
verschiedene Form- und Farbeigenschaften – sie sind blau, gru¨n oder rot,
außerdem dreieckig, rund oder quadratisch –, daru¨ber hinaus seien sie auf
zwei Felder – ein linkes und ein rechtes Feld – verteilt. Jeder mo¨glichen
Konfiguration entspreche ein Index i ∈ IM ; die in Abbildung 4.2 dargestell-
te Konfiguration entspreche dem Index i∗ und also der Wirklichkeit.
Der Informationsstand σ sei ein Zustand von Desinteresse, ihmzufolge ste-
he keine Frage zur Debatte. Er repra¨sentiere vollsta¨ndiges Wissen u¨ber die
Farb- und Formeigenschaften der Objekte O1, . . . , O9, allerdings kein Wis-
7 Vgl. Definition D-3-3-6 in Kapitel 3 (Abschnitt 3.3.3).
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Abbildung 4.3: Partitionierung durch “Which triangle is in the left field?”
sen u¨ber deren Anordnung. Bei neun Objekten und zwei mo¨glichen Orten,
an denen sich jedes Objekt befinden kann, gibt es 29 = 512 mo¨gliche Anord-
nungen; jeder dieser Anordnungen entspreche ein Indexpaar 〈i, i〉 ∈ σ.8
(4.5) p: “Which triangle is in the left field?”
〈p, ?[dreieck(x) ∧ links(x)]〉 ∈ t1(fs)
pQL : ?[dreieck(x) ∧ links(x)]
(4.6) q: “Some red triangle is in the left field.”
〈q, ![∃x[dreieck(x) ∧ rot(X) ∧ links(x)]]〉 ∈ t1(as)
qQL : ![∃x[dreieck(x) ∧ rot(X) ∧ links(x)]]
Der Informationsstand σ soll durch die ¨Außerung der Beispielsa¨tze 4.5
(p) und 4.6 (q) aktualisiert werden. Die Funktion t1 liefert zusammen mit
den Sa¨tzen die QL-Repra¨sentationen pQL und qQL. Durch ¨Außerung von 4.5
wird σ partitioniert. Das Ergebnis – σ[pQL]M2 – ist die mit Abbildung 4.3
symbolisierte Partition; die von 4.5 bezeichnete Frage steht nun zur Debatte.
8 Weil der Informationsstand σ ein Zustand von Desinteresse ist, entha¨lt σ insgesamt 5122
Indexpaare. Die Menge der Indexpaare wird schnell sehr viel gro¨ßer, wenn sie weniger Wissen
u¨ber die Objekte O1, ..., O9 – z.B. kein Wissen u¨ber die Farbeigenschaften – repra¨sentiert. Die
Menge der Indexpaare wa¨chst auch (und zwar exponentiell) mit der Menge der zur Auswahl
stehenden Objekte. [Bos, Gabsdil, 2000] nennen dies das “combinatorial explosion problem”.
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Satz 4.6 bezeichnet eine partielle Antwort auf diese Frage: Alle Partitions-
mengen, denen zufolge O3 sich nicht im linken Feld befindet, werden aus-
gefiltert; deshalb gibt die von Satz 4.6 bezeichnete Proposition eine partielle
Antwort. Es werden außer den vollsta¨ndigen Partitionsmengen keine weite-
ren Indexpaare ausgefiltert; also ist die bezeichnete Proposition eine partielle
Antwort.9 Die ¨Außerung von Satz 4.6 genu¨gt demnach den oben definierten
Ada¨quatheitsbedingungen.10 Der Satz ist damit vertra¨glich, dass sich außer
O3 auch die anderen beiden Dreiecke – O8 und O9 – im linken Feld befin-
den, und er ist damit vertra¨glich, dass sich diese Dreiecke nicht im linken
Feld befinden. Der Satz bedeutet deshalb keine vollsta¨ndige Antwort.
Die ¨Außerung von Satz 4.6 genu¨gte nicht den Konversationsmaximen und
wa¨re also inada¨quat, wenn nicht bekannt wa¨re, welche Farben die Dreiecke
jeweils haben. Der Satz wa¨re u¨berinformativ, weil außer der vollsta¨ndigen
Partitionsmenge, der gema¨ß kein Dreieck im linken Feld ist, auch alle In-
dexpaare, hinsichtlich derer keines der Dreiecke im linken Feld rot ist, aus-
gefiltert wu¨rden. Diese Paare bilden in der Partition von Abbildung 4.3 keine
vollsta¨ndigen Partitionsmengen. Die Ada¨quatheit von 4.6 ist nicht nur vom
gemeinsamen, thematischen Wissen (Wissen um eine Frage), sondern auch
vom gemeinsamen, propositionalen Wissen (Faktenwissen) abha¨ngig.
Fassen wir zusammen: Die Sprache L entha¨lt keine mehrdeutigen Sa¨tze; er-
go wird jedem Satz von L mittels t1 genau ein Satz von QL zugeordnet.
Ein Rezipient, der zur Rekonstruktion einer Nachricht nur u¨ber die Funktion
t1 verfu¨gt, kann erstens nur vollsta¨ndig erkannte Sa¨tze von L interpretieren,
und zweitens kann er jedem erkannten Satz genau eine QL-Repra¨sentation
zuweisen. Er hat keinen Spielraum bei der Rekonstruktion von Nachrichten.
Dies werden wir im folgenden Abschnitt a¨ndern, wenn wir die Rekonstruk-
tionsmo¨glichkeiten erweitern.
9 Vgl. Definition D-3-3-10 (Kapitel 3, Abschnitt 3.3.3) und die der Definition folgende Text-
passage.
10 Vgl. Definition D-3-3-11 (Kapitel 3, Abschnitt 3.3.3).
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4.2 Interpretation mit Hilfe von QUADs
Kommen wir nun zur Interpretation von Wortfolgen, die keinen ganzen Satz
bilden: Im ersten Unterabschnitt (4.2.1) erweitern wir Repra¨sentationen von
¨Außerungskontexten – das sind hier Repra¨sentationen des gemeinsamen Wis-
sens der Kommunikationspartner – um Listen von QUADs (question-ab-
stract-domain-pairs) und spezifizieren, wie Repra¨sentationen von Konsti-
tuentenantworten mit Hilfe von QUADs zu vollsta¨ndigen Nachrichten er-
weitert werden ko¨nnen. Im zweiten Unterabschnitt (4.2.2) zeigen wir, dass
eine mit Hilfe eines QUAD rekonstruierte Nachricht ggf. eine nur parti-
elle Antwort bedeutet, vom Rezipienten aber semantisch versta¨rkt und als
vollsta¨ndige (exhaustive) Antwort interpretiert werden kann. Im dritten Un-
terabschnitt (4.2.3) definieren wir Regeln der Typanpassung unvollsta¨ndiger
Ausdru¨cke. Daraufhin zeigen wir im vierten Unterabschnitt (4.2.4), unter
welchen Bedingungen welche Wo¨rter eines Satzes erkannt werden mu¨ssen,
damit der Satz richtig verstanden werden kann, und bestimmen entspre-
chende Maßgaben zur optimalen Akzentuierung. Im fu¨nften Unterabschnitt
(4.2.5) erkla¨ren wir, wie durch Akzentuierung ¨Außerungskontexte pra¨sup-
poniert und aufgrund dessen konversationelle Implikaturen evoziert werden
ko¨nnen. Zum Schluss fassen wir im letzten Abschnitt (4.2.6) die Ergebnisse
zusammen.
4.2.1 Erga¨nzung mit einem QUAD
In Beispiel 4.7 genu¨gt es, den Namen “O3” zu a¨ußern, um die Frage, was im
linken Feld sei, (partiell) zu beantworten:
(4.7) What is in the left field? — O3.
[GS, 1984] beschreiben die Interpretation folgendermaßen: Im Zuge der
Interpretation von “What is in the left field?” werde das Frage-Abstract
λx[sache(x) ∧ links(x)] gebildet. Das Abstract ko¨nne zur semantischen Er-
ga¨nzung des Ausdrucks “O3” verwendet werden. Der Ausdruck werde nach
λX[X(o3)]11 u¨bersetzt; dieser Term werde funktional auf das Frage-Abstract
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angewandt; als Ergebnis erhalte man den Satz sache(o3)∧links(o3), der eine
ada¨quate, partielle Antwort bezeichne (und tatsa¨chlich bezeichnet).12
Die Idee, fu¨r die Rekonstruktion einer Antwort ein Frage-Abstract oder ei-
ne Variante eines solchen Abstracts zu verwenden, ist nicht originell. Frage-
Abstracts werden in vielen Modellen zur Interpretation von Konstituenten-
antworten verwendet; eine zentrale Rolle spielen Abstracts insbesondere in
den kategorialen Fragesemantiken (z.B. [Hausser, 1983]) und in der Theorie
strukturierter Bedeutungen (z.B. [Krifka, 2001], [Stechow, 1989 a]).13
In unserem Modell stehen derzeit fu¨r die Interpretation einer Konstituen-
tenantwort weder ein Frage-Abstract noch ein Fragesatz, aus dem ein solches
Abstract konstruiert werden ko¨nnte, zur Verfu¨gung. Wie ko¨nnen wir also auf
ein Abstract zugreifen?
Versuch 1 (a): Durch die ¨Außerung des Fragesatzes von Beispiel 4.7 wird
ein Informationsstand partitioniert. Der Rezipient verfu¨gt u¨ber den partitio-
nierten Informationsstand. Kann das dem Fragesatz entsprechende Abstract
nachtra¨glich aus dem partitionierten Informationsstand abgeleitet werden?
(4.8) What is not in the left field? — O3.
Nein, das richtige Abstract kann nicht aus dem partitionierten Informa-
tionsstand abgeleitet werden. Im vorigen Anschnitt haben wir ein einfa-
ches Modell definiert, dessen Doma¨ne nur Sachen (geometrische Objek-
te) entha¨lt. Hinsichtlich dieses Modells sind die Fragesa¨tze der Beispiele
4.7 (“What is in the left field?”) und 4.8 (“What is not in the left field?”)
a¨quivalent; durch die ¨Außerung des Fragesatzes von 4.7 wird ein gegebener
Informationsstand auf dieselbe Weise partitioniert wie durch die ¨Außerung
des Fragesatzes von 4.8.14 Der Informationsstand bietet demnach keinen An-
haltspunkt, ob das Abstract λx[sache(x) ∧ links(x)] (4.7) oder das Abstract
11 Die Variable zur Doma¨nenrestriktion – s.o., λZλX[Z(o3) ∧ X(o3)] – lassen wir vorla¨ufig
weg. [GS, 1984] verwenden eine solche Variable nicht; sie kann aber eingefu¨hrt werden.
12 Die Transformation des Satzes in einen Satz von QL ist eine rein formale Modifikation:
![sache(o3) ∧ links(o3)].
13 Einen ¨Uberblick gewinnt man durch die Lektu¨re von [Ginzburg, 1996 b], [GS, 1997] oder
[Higginbotham, 1996]. Eine kritische Einfu¨hrung gibt auch der erste Aufsatz aus [GS, 1984].
14 Vgl. Definition D-3-3-2 in Kapitel 3 (Unterabschnitt 3.3.2).
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λx[sache(x)∧¬links(x)] (4.8) abzuleiten ist. Es aber unmittelbar einsichtig,
dass ein solcher Anhaltspunkt beno¨tigt wird, schließlich beeinflusst die Wahl
eines Abstracts die Interpretation der Konstituentenantwort “O3”.
Versuch 1 (b): Nehmen wir an, genau die beiden genannten, nicht-a¨quiva-
lenten Abstracts seien aus dem gegebenen Informationsstand ableitbar, und
deshalb ko¨nnten die Konstituentenantworten auf zwei Weisen rekonstruiert
werden. Die Rekonstruktionen ko¨nnen hinsichtlich des gegebenen Informa-
tionsstandes auf ihre Ada¨quatheit u¨berpru¨ft werden. Kann die jeweils falsche
Rekonstruktion als inada¨quat erkannt werden?
Nein, die Proposition, dass O3 im linken Feld ist, und die Proposition, dass
O3 nicht im linken Feld ist, sind ada¨quate, partielle Antworten auf beide Fra-
gen. Die falsche Rekonstruktion ist zwar nicht die vom Sprecher intendierte,
vom Rezipienten ist sie ohne Zugriff auf ein Frage-Abstract aber nicht als
inada¨quate (falsche) Rekonstruktion zu erkennen.
Ein Frage-Abstract kann durch eine einfache syntaktische Modifikation
in einen Fragesatz von QL transformiert werden. Den Fragesatz kann man
verwenden, um einen gegebenen Informationsstand zu partitionieren. Umge-
kehrt kann man aus einem partitionierten Informationsstand nicht eindeutig
den Fragesatz (oder ein entsprechendes Frage-Abstract), mittels dem der In-
formationsstand partitioniert wurde, rekonstruieren.
Versuch 2: Ein Frage-Abstract muss also schon im Zuge der Rezeption
eines Fragesatzes erzeugt und fu¨r die Rezeption nachfolgender ¨Außerungen
aufgehoben werden. Es ist naheliegend, die Repra¨sentationen des gemein-
samen Wissens entsprechend zu erweitern: Eine solche Repra¨sentation (ein
Informationsstand) kann als Paar bestehend aus einer Menge von Indexpaa-
ren (wie gehabt) und einer Liste von Abstracts modelliert werden. Durch
¨Außerung eines Fragesatzes wird die Menge der Indexpaare gefiltert und au-
ßerdem der Liste von Frage-Abstracts ein neues Element hinzugefu¨gt. Auch
durch ¨Außerung eines Aussagesatzes wird die Menge der Indexpaare gefil-
tert; zusa¨tzlich werden alle Abstracts, deren entsprechende Fragen durch die
¨Außerung vollsta¨ndig beantwortet werden, gelo¨scht. Die Ausfilterung von
Indexpaaren verla¨uft wie bisher; neu ist allein die Modifizierung einer Liste
von Abstracts.
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Versuch 2 ist erfolgversprechend.15 Bevor wir den Versuch umsetzen, mu¨s-
sen wir untersuchen, ob Frage-Abstracts im Stil von [GS, 1984] zur Inter-
pretation von Konstituentenantworten u¨berhaupt immer geeignet sind – wir
werden gleich sehen, dass sie nicht immer geeignet sind und wir ergo eine
andere Struktur beno¨tigen.
Die Konstruktion eines Frage-Abstracts im Stil von [GS, 1984] ist in un-
serem Modell leicht mo¨glich: Wenn ein einfacher W-Fragesatz wie in Bei-
spiel 4.7 gegeben ist, dann u¨bersetzen wir diesen in einen QL-Satz der Form
?[ψ], wobei ψ eine Formel mit einer einzigen freien Variablen ist. Sei ξ die-
se Variable. Indem wir ξ in ψ durch einen λ-Operator binden, erhalten wir
λξ[ψ]; dies ist das gesuchte Frage-Abstract. Fu¨r den Fragesatz aus Beispiel
4.7 (“What is in the left field?”) bilden wir dementsprechend das Abstract
λx[sache(x) ∧ links(x)], und fu¨r den Fragesatz des folgenden Beispiels 4.9
bilden wir das Abstract λx[blau(x) ∧ sache(x) ∧ links(x)]:16
(4.9) Which blue object is in the left field? — Every square.
Legen wir wieder die in Abbildung 4.2 dargestellten Welt zugrunde. Die
Konstituentenantwort von Beispiel 4.9 ist hinsichtlich dieser Welt wahr, und
15 Ein Informationsstand ist dem Vorschlag zufolge zwar redundant, die Redundanz ist aber un-
problematisch. Wenn na¨mlich ein Frage-Abstract aufgenommen wird, dann muss das themati-
sche Wissen nicht mehr durch eine Partition repra¨sentiert werden; es kann durch das Abstract
repra¨sentiert werden. (Zur Bestimmung des propositionalen Wissens wird ohnehin nur eine
nicht-partitionierte Menge von Indizes beno¨tigt; vgl. Definition D-3-2-2 in Kapitel 3, Unterab-
schnitt 3.2.2.) Thematisches und propositionales Wissen mu¨ssen also nicht durch eine ¨Aqui-
valenzrelation u¨ber einer Indexmenge repra¨sentiert werden. Die Repra¨sentation durch eine
¨Aquivalenzrelation ist aber auch nicht scha¨dlich. Sie gestattet uns im Gegenteil, die in Kapitel
3 definierten, semantischen Relationen von Aussage- und Fragesa¨tzen und die Ada¨quatheits-
bedingungen fu¨r ¨Außerungen unvera¨ndert beizubehalten. Ferner machen wir in Abschnitt 4.3
einen Vorschlag, wie Nachrichten ohne Verwendung eines Frage-Abstracts rekonstruiert wer-
den ko¨nnen. Dann brauchen wir wieder die Wissensrepra¨sentation (mit ¨Aquivalenzrelation),
die wir in Kapitel 3 definiert haben.
16 Das Frage-Abstract einer Mehrkonstituentenfrage ?ψ (z.B. von ,,Wer gibt wem was?“) sei
ein Ausdruck λζ[ψ], wobei ζ eine Liste der in ψ frei vorkommenden Variabeln ist (z.B.
λxyz[geben(x, y, z]). Als Frage-Abstract einer Entscheidungsfrage ?φ (z.B. von ,,Regnet
es?“) ko¨nnen wir einfach den Satz φ verwenden. Auf diesen Satz ko¨nnen Ausdru¨cke vom Typ
〈t, t〉 angewandt werden. Mo¨gliche Konstituentenantworten sind demzufolge ,,ja“ (λX t[X t]),
,,nein“ (λX t[¬X t]), ,,mo¨glicherweise“ (λX t[♦X t]) u.s.w.
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in Bezug auf die gegebene Frage ist ihre ¨Außerung ada¨quat. Nehmen wir
versuchsweise an, dass zur Interpretation von “every square” das Abstract
fu¨r den Fragesatz “Which blue object is in the left field?” (s.o.) zur Verfu¨-
gung steht. “Every square” wird u¨bersetzt wie folgt:
λZλX[∀x[Z(x) ∧ quadrat(x)→ X(x)]]
In diesem Term kann die der Doma¨nenrestriktion dienende Variable Z
durch das Pra¨dikat λx[>] ersetzt werden (s.o., Abschnitt 4.1); das Resultat
der Ersetzung kann zu einem a¨quivalenten aber einfacheren Term umgeformt
werden:
λX[∀x[> ∧ quadrat(x)→ X(x)]] ⇔ λX[∀x[quadrat(x)→ X(x)]]
Dieser Term wird nun auf das Frage-Abstract λx[blau(x) ∧ sache(x) ∧
links(x)] angewandt. Wir setzen ein Ausrufezeichen vor den resultierenden
Ausdruck und erhalten einen Aussagesatz von QL:
![∀x[quadrat(x)→ blau(x) ∧ sache(x) ∧ links(x)]]
Der resultierende QL-Satz bedeutet nicht die intendierte Antwort auf die
gestellte Frage. Der Satz bedeutet, dass alle Quadrate – O1, O2, O4 und
O5 – blau sind und sich im linken Feld befinden. Hinsichtlich der in Ab-
bildung 4.2 dargestellten Welt ist der Satz falsch; es gibt ja noch ein rotes
und ein gru¨nes Quadrat, beide befinden sich im rechten Feld. ¨Uber das ro-
te und das gru¨ne Quadrat wollte der Fragesteller nichts erfahren, trotzdem
wird er – falsch – u¨ber diese Quadrate informiert. Wenn die Konstituenten-
antwort “every square” also im Sinne des von uns hergeleiteten QL-Satzes
interpretiert wird, dann bedeutet sie – anders als sie sollte – keine richtige
und ada¨quate Antwort.
Die richtige und ada¨quaterweise anzustrebende Rekonstruktion der Ant-
wort lautet wie folgt:
!∀x[blau(x) ∧ sache(x) ∧ quadrat(x)→ links(x)]
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Sehen wir uns nochmals den Fragesatz des Beispiels 4.9 an:
(4.10) Which blue object is in the left field?
Die formalsprachliche Entsprechung des AFP-Komplements “blue object”
ist das Pra¨dikat λx[blau(x) ∧ sache(x)]; dieses dient in der richtigen Re-
konstruktion der Antwort zur Beschra¨nkung der Quantifikationsdoma¨ne. Die
formalsprachliche Entsprechung der VP “is in the left field” ist das Pra¨dikat
λx[links(x)]; dieses bestimmt in der richtigen Rekonstruktion den Quan-
tifikationsbereich. Bei der Rekonstruktion eines Antwortsatzes spielen die
beiden Pra¨dikate also unterschiedliche Rollen; man muss einzeln auf sie zu-
greifen ko¨nnen. Anstelle des Frage-Abstracts a` la [GS, 1984] (λx[blau(x) ∧
sache(x)∧links(x)]) beno¨tigen wir zur Rekonstruktion der Antwort ein Paar
bestehend aus einem reduzierten Abstract, auf das eine Konstituentenantwort
angewandt werden kann (λx[links(x)]), und einem Pra¨dikat zur Doma¨nen-
restriktion (λx[blau(x)∧ sache(x)]). Wir nennen ein solches Paar ein QUAD
(question abstract domain pair17):
〈λx[links(x)], λx[blau(x) ∧ sache(x)]〉
Die Antwort von Beispiel 4.9 wird mit Hilfe des genannten QUAD wie
folgt rekonstruiert: Die Funktion t1 liefert eine Repra¨sentation des genera-
lisierten Quantors ,,every square”. Die darin enthaltene Variable zur Doma¨-
nenrestriktion wird durch Anwendung dieses Quantors auf das zweite Ele-
ment des QUAD (das Pra¨dikat zur Doma¨nenrestriktion) instanziiert:
λZλX[∀x[Z(x) ∧ quadrat(x)→ X(x)]](λx[blau(x) ∧ sache(x)])
⇔ λX[∀x[blau(x) ∧ sache(x) ∧ quadrat(x)→ X(x)]]
Der resultierende Term kann nun auf das reduzierte Abstract (das erste
Element des QUAD) angewandt werden; das Resultat der Anwendung ist
der gewu¨nschte und richtige QL-Satz:
λX[∀x[blau(x) ∧ sache(x) ∧ quadrat(x)→ X(x)]](λx[links(x)])
⇔ ∀x[blau(x) ∧ sache(x) ∧ quadrat(x)→ links(x)]
17 Pra¨ziser: question abstract domain restrictor pair.
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Halten wir fest: In einem Frage-Abstract a` la [GS, 1984] sind Pra¨dikate, die
bei der Rekonstruktion einer Antwort unterschiedliche Rollen spielen, zu-
sammengefasst. Ein solches Abstract ist deshalb zur Rekonstruktion einer
Antwort nicht immer geeignet. Wir ersetzen es durch ein QUAD, in dem
Pra¨dikate, welche bei der Rekonstruktion einer Antwort verschiedene Rol-
len spielen, voneinander getrennt aufgefu¨hrt sind.18
Modellieren wir also die Interpretationen mit Hilfe von QUADs. Wir defi-
18 Ist die Umwandlung eines Frage-Abstracts in ein QUAD nur eine ad hoc Lo¨sung des oben
geschilderten Problems?
Eher nicht: (A) Das Problem, auf das wir mit der Umwandlung des Frage-Abstracts reagieren,
tritt nicht nur im Rahmen unseres Modells auf, sondern wurde schon vorher erkannt (vgl. z.B.
[Higginbotham, 1996]):
(4.11) Welche Jungesellen sind Ma¨nner?
(4.12) Welche Ma¨nner sind Jungesellen?
Gema¨ß der Fragesemantik von [GS, 1984] sind die beiden Fragesa¨tze 4.11 und 4.12 be-
deutungsgleich. Durch die ¨Außerung eines jeden der Sa¨tze wird dieselbe Frage gestellt;
diese Frage wird vollsta¨ndig beantwortet, indem alle Jungesellen – die ja notwendiger-
weise auch Ma¨nner sind – genannt werden. Die Fragesa¨tze bedeuten also dieselben Men-
gen vollsta¨ndiger Antworten, d.h. dieselben Partitionen. Nun kann auf beide Sa¨tze mit der
¨Außerung des Determinativs ,,alle“ reagiert werden. Wenn ,,alle“ als Reaktion auf den er-
sten Fragesatz (4.11) gea¨ußert wird, dann muss der Term zu einer QL-Repra¨sentation von
,,Alle Junggesellen sind Ma¨nner“ erweitert werden. Er wird infolgedessen als wahre Ant-
wort interpretiert: ![∀x[junggeselle(x) → mann(x)]. Wenn ,,alle“ als Reaktion auf den
zweiten Fragesatz (4.12) gea¨ußert wird, dann muss der Term zu einer Repra¨sentation von
,,Alle Ma¨nner sind Junggesellen“ erweitert werden. Er bedeutet dann eine falsche Antwort:
![∀x[mann(x) → junggeselle(x)]. [GS, 1984] erzeugen fu¨r beide Fragesa¨tze 4.11 und 4.12
dasselbe Abstract. Ihr Abstract gibt ergo keinen Aufschluss daru¨ber, wie die jeweilige Kon-
stituentenantwort zu rekonstruieren ist.
(B) Den Repra¨sentationen des AFP-Komplements und der VP unterschiedliche Rollen bei
der Rekonstruktion eines Antwortsatzes zu verleihen, ist hinsichtlich der Beispiele 4.11 und
4.12 plausibel und nicht bloß ein Trick. Es verwundert nicht, dass der Vorschlag, kontextuell
gegebene Fragen durch QUADs oder QUAD-a¨hnliche Strukturen zu repra¨sentieren, bereits in
anderen Modellen umgesetzt wurde: Unsere QUADs erinnern stark an Repra¨sentationen von
Fragen, wie sie schon im Rahmen der Theorie strukturierter Bedeutungen vorgesehen sind
(vgl. [Krifka, 2001], [Stechow, 1989 a]).
(C) Warum ist die QUAD-Lo¨sung nur eher keine ad hoc Lo¨sung? — Man kann den Rekurs
auf ein Frage-Abstract oder ein QUAD grundsa¨tzlich fu¨r unplausibel halten. In Abschnitt
4.3 diskutieren wir, wie unvollsta¨ndig erkannte ¨Außerungen ohne Verwendung von Frage-
Abstracts oder QUADs rekonstruiert werden ko¨nnen.
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nieren zuerst, was ein QUAD ist und wie es erzeugt wird. Dann bestimmen
wir (vorla¨ufig), wie ein Rezipient ein QUAD zur Interpretation eines unvoll-
sta¨ndigen Antwortsatzes verwenden kann. Damit QUADs fu¨r die Rezeption
verwendet werden ko¨nnen, sollen sie in der verfu¨gbaren Repra¨sentation des
gemeinsamen Wissens der Kommunikationspartner aufgehoben sein. Wir er-
weitern derartige Wissensrepra¨sentationen (Informationssta¨nde), so dass sie
auch QUADs enthalten, und spezifizieren, wie erweiterte Wissensrepra¨sen-
tationen aktualisiert werden ko¨nnen:
Definition D-4-2-1 (QUADs von L) Gegeben seien die Sprache L und die
¨Ubersetzungsfunktion t1 gema¨ß Definition D-4-1-1. Die Funktion t2 weise
den Satz-, Phrasen-, respektive Worttypen fs, whp, fp und afp jeweils eine
Menge von Paaren 〈A, 〈α, β〉〉, bestehend aus einem natu¨rlich-sprachlichen
Ausdruck A und einem Paar von TL-Ausdru¨cken α und β zu. Der Ausdruck
A⊕ B sei die Verkettung zweier natu¨rlich-sprachlicher Ausdru¨cke A und B
(in dieser Reihenfolge). Es gelte:
(a) 〈“what”, 〈λXλx[X(x)], λx[sache(x)]〉〉 ∈ t2(fp)
(b) 〈“which”, 〈λXλx[X(x)], λXλx[X(x)]〉〉 ∈ t2(afp)
(c) 〈A,P 〉 ∈ t2(whp) ⇐= 〈A,P 〉 ∈ t2(fp)
(d) 〈A⊕B, 〈P1, Q(P2)〉〉 ∈ t2(whp)
⇐= 〈A, 〈P1, Q〉〉 ∈ t2(afp) ∧ 〈B,P2〉 ∈ t1(nom)
(e) 〈A⊕B, 〈Q(P1), P2〉〉 ∈ t2(fs)
⇐= 〈A, 〈Q,P2〉〉 ∈ t2(whp) ∧ 〈B,P1〉 ∈ t1(vp)
Fu¨r alle 〈A, 〈α, β〉〉 ∈ t2(fs) ist 〈α, β〉 ein QUAD von L. Außerdem ist 〈〉 ein
QUAD von L (das leere QUAD). Nichts sonst ist ein QUAD von L.
Der Definitionsbereich der Funktion t2 ist eine (echte) Teilmenge des De-
finitionsbereichs der oben im Rahmen von L definierten Funktion t1. Mittels
t2 kann fu¨r jeden Fragesatz aus L ein QUAD konstruiert werden. Außer den
QUADs fu¨r Fragesa¨tze sei auch die leere Liste 〈〉 ein QUAD. Dieses leere
QUAD erfu¨llt einen rein formalen Zweck (s.u.).19
19 Zu QUADs von Menhrkonstituenten- und Entscheidungsfragen vgl. Fußnote 29.
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Nehmen wir nun an, ein QUAD 〈ατ , βτ 〉 stehe fu¨r die Rekonstruktion einer
Nachricht zur Verfu¨gung. Der Rezipient habe von einer ¨Außerung die Wo¨rter
A1⊕ . . .⊕An in dieser Reihenfolge erkannt. Er ko¨nne A1⊕ . . .⊕An mittels
t1 in den TL-Term ψ〈τ〈τ,t〉〉 u¨bersetzen. Diesen Term kann der Rezipient erst
auf die Doma¨nenrestriktion β und dann auf das Abstract α anwenden; er
erha¨lt einen Satz von TL. Vor diesen Satz kann er nun ein Ausrufezeichen
oder ein Fragezeichen setzen und dadurch einen Aussage- oder Fragesatz φ
von QL erzeugen:
φ ∈ reconstruct(〈α, β〉, A1 ⊕ . . .⊕ An) ⇐=
〈A1 ⊕ . . .⊕ An, ψ〉 ∈ t1(K) ∧
( φ = ![(ψ(β))(α)] ∨ φ = ?[(ψ(β))(α)] )
(4.13) Wer fehlt noch? — Dirk. / Dirk?
Ob eine Nachricht als Aussage- oder Fragesatz zu rekonstruieren ist, wird
vom Sprecher intonatorisch markiert. Die ¨Außerung ,,Dirk“ in Beispiel 4.13
kann – je nach Intonation – das Antwortsatz im Sinne von ,,Dirk fehlt noch“
oder als Fragesatz im Sinne von ,,Fehlt Dirk noch?“ rekonstruiert werden.
Beide Rekonstruktionen sind vor dem Hintergrund der gegebenen Frage ad-
a¨quat: Durch den Aussagesatz wird die Frage beantwortet; durch den Frage-
satz wird ihre Beantwortung angeleitet.
Die Funktion reconstruct liefert also fu¨r ein QUAD und eine Kette von
Wo¨rtern eine Menge mo¨glicher, vollsta¨ndiger Rekonstruktionen, d.h. eine
Menge von QL-Sa¨tzen. Wenn die Folge der Wo¨rter, die der Rezipient er-
kannt hat, schon mittels t1 in einen QL-Satz u¨bersetzt werden kann, dann
kann die Nachricht des Sprechers auch ohne Beru¨cksichtigung eines QUAD
rekonstruiert werden:
φ ∈ reconstruct(quad,A1 ⊕ . . .⊕ An) ⇐=
〈A1 ⊕ . . .⊕ An, φ〉 ∈ t1(K) ∧K ∈ {as, fs}
Wie kann ein Rezipient auf ein QUAD zugreifen? — Gema¨ß Vorschlag
2 (s.o.) soll die Repra¨sentation des gemeinsamen Wissens der Kommunika-
tionpartner um eine Liste von QUADs erweitert werden. Rezipienten verfu¨-
gen jeweils u¨ber eine Repra¨sentation des gemeinsamen Wissens; wenn sie
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u¨ber entsprechend erweiterte Repra¨sentationen verfu¨gen, dann verfu¨gen sie
auch u¨ber die darin enthaltenen QUADs:
Definition D-4-2-2 (Informationsstand mit QUADs bzgl. M und L) Sei
M = 〈DM , IM , [[ ]]M 〉 ein (reduziertes) Modell von QL,20 sei σ eine ¨Aqui-
valenzrelation auf einer Teilmenge I der Indizes IM (d.h. ein Informations-
stand bzgl. QL gema¨ß Definition D-3-3-4), und sei quads eine Liste von
QUADs gema¨ß Definition D-4-2-1, die mindestens das leere QUAD enthal-
te:
(a) ς ist ein Informationsstand mit QUADs bezu¨glich M und L gdw gilt
ς = 〈σ, quads〉
Σ ist die Menge aller Informationssta¨nde ς .
(b) Fu¨r alle Informationssta¨nde ς mit QUADs bezu¨glich M und L gilt:
• ς = 〈σ, quads〉 ist ein Zustand totaler Unwissenheit, d.h. ein mini-
maler Informationsstand, gdw gilt: σ ⊇ {〈i, i〉 | i ∈ IM}.
• ς = 〈σ, quads〉 ist ein absurder Informationsstand gdw gilt: σ = ∅.
• ς = 〈σ, 〈〈〉〉〉 ist ein Zustand von Desinteresse gdw fu¨r alle 〈i, i〉 und
〈i′, i′〉 ∈ σ gilt, dass 〈i, i′〉 ∈ σ.
(c) • 0 = 〈IM × IM , 〈〈〉〉〉 ist der minimale Informationsstand totalen
Desinteresses.
• 1 steht einheitlich fu¨r jeden beliebigen absurden Informationsstand.
Ein Informationsstand 〈σ, quads〉 kann infolge einer ¨Außerung aktualisiert
werden. Die Aktualisierung betrifft sowohl die ¨Aquivalenzrelation σ als auch
die Liste quads. Erstens ko¨nnen durch ¨Außerung eines Fragesatzes der Liste
quads neue QUADs hinzugefu¨gt werden. Zweitens werden, wenn durch eine
Assertion zur Debatte stehende Fragen vollsta¨ndig beantwortet wurden, die
entsprechenden QUADs aus quads ausgefiltert:
20 Vgl. Definition D-3-3-2 in Kapitel 3 (Unterabschnitt 3.3.2).
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Definition D-4-2-3 (Updates mit Fragesa¨tzen) Gegeben seien ein
Informationsstand 〈σ, quads〉 gema¨ß Definition D-4-2-2 und eine Wortfolge
A1 ⊕ . . . ⊕ An. Jedes der Wo¨rter A1, . . . , An sei ein Wort von L (Definition
D-4-1-1). Ein Informationsstand 〈σ′, quads′〉 ist ein mo¨gliches Resultat der
Aktualisierung von 〈σ, quads〉 durch A1 ⊕ . . .⊕ An, wenn gilt:
(a) ?ψ ist eine mo¨gliche Rekonstruktion der mit A1⊕ . . .⊕An u¨bermittelten
Nachricht, und ?ψ genu¨gt hinsichtlich σ den Ada¨quatheitskriterien fu¨r
Fragestellungen gema¨ß Definition D-3-3-13 (s.o.21).
(b) σ′ ist das Resultat der Aktualisierung von σ durch ?ψ gema¨ß Definition
D-3-3-6.
(c) Die Liste quads′ entsteht, indem durch Anwendung der Funktion addq
der Liste quad ein QUAD χ hinzugefu¨gt wird. Wenn A1 ⊕ . . . ⊕ An ein
Fragesatz von L ist, dann ist 〈A1⊕ . . .⊕An, χ〉 ein Element von t2(fs).
Das QUAD χ sei das erste Element von quads′; es korrespondiere mit
der rekonstruierten Frage ?ψ.
〈σ′, quads′〉 ∈ update(〈σ, quads〉, A1 ⊕ . . .⊕ An) ⇐=
quad ∈ quads ∧ ?ψ ∈ reconstruct(quad,A1 ⊕ . . .⊕ An) ∧
adequate(σ, ?ψ) ∧
σ′ = σ[?ψ]M2 ∧ quads′ = addq(quads, A1 ⊕ . . .⊕ An, ?ψ)
Wir lassen addq undefiniert. Die Definition von addq ist einfach, wenn
man Listen allgemein – insbesondere die Listen quads und quads′ – wie in
der Programmiersprache Prolog spezifiziert. 22
Die Funktion reconstruct verlangt zwei Argumente: ein QUAD und ei-
ne Liste von Wo¨rtern. Wenn der gegebene Informationsstand einen Zustand
21 Vgl. Kapitel 3 (Unterabschnitt 3.3.3).
22 (A) Zu Prolog vgl. [Sterling, Shapiro, 1994]. — (B) Mo¨glicherweise ko¨nnen mittels t2 ver-
schiedene Frage-Abstracts fu¨r die Wortfolge A1 ⊕ . . .⊕ An erzeugt werden (z.B. wenn eines
der Wo¨rter A1, . . . , An mehrdeutig ist). Um in diesem Fall das richtige Abstract – d.h. das
Abstract, dass mit der Rekonstruktion ?ψ korrespondiert – bestimmen zu ko¨nnen, ist es sinn-
voll, die Funktionen t1 (Definition D-4-1-1) und t2 (Definition D-4-2-1) zu kombinieren und
dadurch den QL-Fragesatz und das Abstract aufeinander abgestimmt zu konstruieren.
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von Desinteresse repra¨sentiert, dann entha¨lt er nur das leere QUAD. Das lee-
re QUAD kann bei der Rekonstruktion einer Nachricht nicht unterstu¨tzend
wirken; damit der Rezipient dennoch einen QL-Satz erzeugen kann, muss
die Folge A1⊕ . . .⊕An einen ganzen Satz bilden. (Wir haben oben das leere
QUAD eingefu¨hrt, damit wir nicht zusa¨tzlich eine einstellige Rekonstrukti-
onsfunktion definieren mu¨ssen.)
Die Aktualisierung eines gegebenen Informationsstandes 〈σ, quads〉 durch
einen Aussagesatz erfolgt analog zur Aktualisierung durch einen Fragesatz:
Definition D-4-2-4 (Updates mit Aussagesa¨tzen) Gegeben seien ein
Informationsstand 〈σ, quads〉 gema¨ß Definition D-4-2-2 und eine Wortfolge
A1 ⊕ . . . ⊕ An. Jedes der Wo¨rter A1, . . . , An sei ein Wort von L (Definition
D-4-1-1). Ein Informationsstand 〈σ′, quads′〉 ist ein mo¨gliches Resultat der
Aktualisierung von 〈σ, quads〉 durch A1 ⊕ . . .⊕ An, wenn gilt:
(a) Eine Folge erkannter Wo¨rter soll als Aussagesatz !φ von QL rekon-
struierbar sein, und !ψ soll die Ada¨quatheitskriterien fu¨r Assertionen
gema¨ß Definition D-3-3-11 erfu¨llen.
(b) σ′ sei das Resultat der Aktualisierung von σ durch !φ gema¨ß Definition
D-3-3-6.
(c) Mittels der Funktion delq werden aus der Liste quad alle QUADS 〈α, β〉,
fu¨r die gilt, dass ?[α(x) ∧ β(x)] keine in σ′ zur Debatte stehende Frage
ist,23 gelo¨scht; das Ergebnis sei die Liste quads′.
〈σ′, quads′〉 ∈ update(〈σ, quads〉, A1 ⊕ . . .⊕ An) ⇐=
quad ∈ quads ∧ !φ ∈ reconstruct(quad,A1 ⊕ . . .⊕ An) ∧
adequate(σ, !φ) ∧ σ′ = σ[?φ]M2 ∧ quads′ = delq(quads, σ′)
Wir lassen delq undefiniert; die Definition bereitet – wenn man Listen wie
in Prolog spezifiziert – keine gro¨ßere Mu¨he.
Dieselbe Folge erkannter Wo¨rter kann ggf. auf verschiedene Weisen re-
konstruiert werden; mehr als eine der Rekonstruktionen kann hinsichtlich
23 Vgl. Definition D-3-3-9 in Kapitel 3, Abschnitt 3.3.3.
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des gegebenen Kontextes ada¨quat sein; insofern kann der Kontext (die Re-
pra¨sentation des gemeinsamen Wissens) u.U. auf mehr als eine Weise modi-
fiziert werden. Wir ko¨nnen deshalb keine Aktualisierungs- (Update-) Funk-
tion fu¨r Wortfolgen und Informationssta¨nde definieren, wohl aber die ge-
nannten Regeln der Aktualisierung. Das auf solchen Regeln basierende Sy-
stem ist kein klassisches Update-System; es ist insbesondere kein rein elimi-
natives System, weil im Zuge der Aktualisierung eines Informationsstandes
nicht nur Elemente gefiltert, sondern neue Elemente – na¨mlich QUADs –
hinzugefu¨gt werden ko¨nnen.24
In Kapitel 3 (Abschnitt 3.3) haben wir festgestellt, dass Fragesa¨tze gea¨ußert
werden ko¨nnen, um die Beantwortung einer gegebenen Frage anzuleiten.
Durch die Einfu¨hrung von QUADs verfu¨gen wir nun u¨ber ein Mittel, um
die den Diskurs strukturierende Funktion eines eigentlich ,schon gewussten‘
Fragesatzes zu erkla¨ren. Selbst wenn na¨mlich durch die ¨Außerung eines Fra-
gesatzes keine neue Frage zur Debatte gestellt wird, kann die ¨Außerung in-
formativ wirken, indem durch sie ein neues QUAD fu¨r die Rekonstruktion
nachfolgender ¨Außerungen erga¨nzt wird.
(4.14) Wer tanzt mit wem? — Wer tanzt mit Jan?
Die durch den zweiten Fragesatz aus Beispiel 4.14 bezeichnete Frage
steht schon nach ¨Außerung des ersten Fragesatzes zur Debatte. Nichtsdesto-
trotz ist die ¨Außerung des zweiten Satzes informativ, da durch sie ein neues
QUAD bereitgestellt wird.
Ein Informationsstand umfasst eine Liste von QUADs und stellt also u.U.
mehr als ein QUAD zur Verfu¨gung. Dies ermo¨glicht, dass passende QUADs
fu¨r die Rekonstruktionen der beiden Antworten aus Beispiel 4.15 verfu¨gbar
sind:
(4.15) Wer tanzt mit wem? — Wer tanzt mit Jan? —
Kathrin. Und Judith mit Theo.
Durch den ersten Fragesatz wird eine Frage zur Debatte gestellt, und dem
Informationsstand, welcher das gemeinsame Wissen der Kommunikations-
24 Vgl. Kapitel 3 (Unterabschnitte 3.2.2 und 3.2.3).
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partner repra¨sentiert, wird ein QUAD hinzugefu¨gt. Durch den zweiten Fra-
gesatz wird keine neue Frage zur Debatte gestellt – die Frage, wer mit Jan
tanzt, steht schon seit ¨Außerung des ersten Satzes zur Debatte –, allerdings
wird die QUAD-Liste um ein zusa¨tzliches Element bereichert. Das neue
QUAD muss zur Rekonstruktion der ersten Teilantwort ,,Kathrin“ verwendet
werden; das andere (erste) QUAD wird fu¨r die Rekonstruktion der zweiten
Teilantwort ,,Judith mit Theo“ beno¨tigt.
Wir lassen die La¨nge der QUAD-Liste unbeschra¨nkt. Rezipienten ko¨nnen
zweifellos nicht auf QUADs beliebig weit zuru¨ckliegender Fragestellungen
zugreifen; wie weit eine Fragestellung zuru¨ckliegen darf, damit auf das ent-
sprechende QUAD zugegriffen werden kann, du¨rfte inter-individuell ver-
schieden sein. Ho¨chste und mittlere La¨ngen von QUAD-Listen sind expe-
rimentell festzustellen.
Sehen wir uns zum Schluss dieses Unterabschnitts nocheinmal Beispiel 4.9
(wiederholt als 4.16) an; die Antwort sei hinsichtlich der durch Abbildung
4.2 symbolisierten Spielzeugwelt zu interpretieren:
(4.16) Which blue object is in the left field? —
EVERY SQUARE is in the left field.
Durch die ¨Außerung des Fragesatzes “Which blue object is in the left
field?” wird eine Frage zur Debatte gestellt und ein QUAD verfu¨gbar ge-
macht. Nehmen wir an, der Antwortsatz sei vollsta¨ndig erkannt worden; er
ko¨nne mittels t1 nach QL u¨bersetzt werden: ![∀x[quadrat(x) → links(x)]].
DieserQL-Satz bedeutet keine ada¨quate Antwort. Erstens befinden sich na¨m-
lich nicht alle Quadrate im linken Feld; derQL-Satz ist also falsch. Zweitens
steht nicht zur Debatte, in welchem Feld alle Quadrate sind, es steht bloß zur
Debatte, in welchem Feld die blauen Quadrate sind.
Wenn die Antwort nur aufgrund der akzentuierten – hier: in Großbuchsta-
ben gesetzten – Wo¨rter rekonstruiert wird, dann gelangt man zu einer wah-
ren und ada¨quaten Repra¨sentation der Antwort. Die Repra¨sentation bedeu-
tet, dass sich alle blauen Quadrate im linken Feld befinden: ![∀x[blau(x) ∧
sache(x) ∧ quadrat(x)→ links(x)]].
(4.17) Which blue object is in the left field? — EVERY SQUARE.
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Dass nur die Interpretation der Konstituentenantwort25 – hier also der ak-
zentuierten Wo¨rter – zum richtigen Ergebnis fu¨hrt, muss kein so schlech-
ter Effekt sein. Die Konstituentenantwort in Beispiel 4.17 scheint jedenfalls
klarer zu sein als die vollsta¨ndige Satzantwort in Beispiel 4.16. Sie scheint
natu¨rlicher zu sein und eher gea¨ußert zu werden als die Satzantwort; sie soll-
te dementsprechend leichter versta¨ndlich sein. Nichtsdestotrotz wa¨re es in-
akzeptabel, wenn ein Rezipient des Antwortsatzes aus Beispiel 4.16 nur die
akzentuierten Wo¨rter erkennen du¨rfte, um zur richtigen Interpretation zu ge-
langen. Auch wenn er weitere Wo¨rter, ggf. sogar den ganzen Satz erkennt,
soll er die ¨Außerung verstehen ko¨nnen. Dies ko¨nnen wir auf zwei verschie-
dene Weisen ermo¨glichen. Erstens ko¨nnen wir eine Regel definieren, derzu-
folge QUADs auch zur Rekonstruktion ganzer Sa¨tze – dabei insbesondere
zur Restriktion einer Quantifikationsdoma¨ne – verwendet werden ko¨nnen.
Zweitens ko¨nnen wir erlauben, dass ein Rezipient einige der von ihm erkann-
ten Wo¨rter ignoriert und eine gegebene ¨Außerung allein aufgrund der akzen-
25 Der Begriff ,,Konstituentenantwort“ (constituent answer) wurde noch nicht definiert. Er be-
zeichnet gemeinhin einen wohlgeformten, sprachlichen Ausdruck, der kein ganzer Satz ist,
durch dessen ¨Außerung eine gegebene Frage aber beantwortet werden kann. Der gemeinen
Verwendungsweise entspricht die folgende Definition D-4-2-5. (Bedingung D-4-2-5b gewa¨hr-
leistet, dass es sich bei einer Konstituentenantwort nicht um einen ganzen Satz handelt.)
Definition D-4-2-5 (Konstituentenantwort) Gegeben seien die Sprache L und die
¨Ubersetzungsfunktion t1 gema¨ß Definition D-4-1-1, außerdem ein Informationsstand
〈σ, quads〉 gema¨ß Definition D-4-2-2. Das QUAD 〈α, β〉 sei ein Element von quads – dem ge-
gebenen Informationsstand zufolge stehe also eine Frage zur Debatte, er sei kein Zustand von
Desinteresse. Ein Ausdruck von L ist eine Konstituentenantwort bezu¨glich einer in 〈σ, quads〉
zur Debatte stehenden Frage gdw gilt:
(a) 〈A,ψ〉 ∈ t1(K) fu¨r einen beliebigen Phrasen- oder Worttyp K von L und
(b) ![(ψ(β))(α)] genu¨gt dem in Definition D-3-3-11 (vgl. Kapitel 3, Unterabschnitt 3.3.3)
spezifizierten Ada¨quatheitskriterium fu¨r Assertionen.
Zu Anfang von Kapitel 3 haben wir bestimmt, dass eine Antwort eine Proposition (die Bedeu-
tung eines sprachlichen Ausdrucks) sei, dass der Begriff aber etwas lax auch zur Bezeichnung
von sprachlichen Ausdru¨cken oder Sprechakten verwendet werden kann. Ein Konstituenten-
antwort ist laut Definition D-4-2-5 ein sprachlicher Ausdruck. Im Rahmen der vorliegenden
Arbeit wa¨re es pra¨ziser, den Begriff ,,Antwortterm“ anstelle von ,,Konstituentenantwort“ zu
verwenden. Wir wollen uns diebezu¨glich jedoch an den herrschenden Sprachgebrauch halten.
Analog zum Begriff der Konstituentenantwort kann der Begriff der Konstituentenfrage defi-
niert werden: Eine Konstituentenfrage wa¨re demnach ein sprachlicher Ausdruck, der mittels
eines QUAD in einen Fragesatz umgewandelt werden kann.
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tuierten Wo¨rter rekonstruiert. Wenn der Rezipient den ganzen Satz inklusive
dem Akzentmuster erkennt, dann kann er also zu zwei verschiedenen Re-
konstruktionen gelangen; mit Ru¨cksicht auf die Ada¨quatheitskriterien kann
er eine Rekonstruktion bevorzugen. Die Konstituentenantwort aus Beispiel
4.17 wa¨re leichter versta¨ndlich, weil nur eine – die richtige – Rekonstruktion
mo¨glich ist und ergo nicht verschiedene Rekonstruktionen hinsichtlich ihrer
Ada¨quatheit verglichen werden mu¨ssen.
4.2.2 Exhaustivierung
Wenn die Konstituentenantworten der folgenden Beispiele 4.18 - 4.20 auf die
im letzten Abschnitt beschriebene Weise mit Hilfe von QUADs interpretiert
werden, dann bedeutet jede von ihnen eine partielle Antwort auf die jeweils
zuvor gestellte Frage:
(4.18) Which blue object is in the left field? — Every square.
(4.19) Which red object is in the left field? — Some triangle.
(4.20) Which triangle is in the left field? — O3.
Die aus den gegebenen NPs und QUADs erzeugten QL-Repra¨sentationen
sind damit vertra¨glich, dass außer jedem blauen Quadrat, außer einem roten
Dreieck respektive außer dem Objekt O3 sich noch andere blaue Objekte, ro-
te Objekte respektive Dreiecke im linken Feld befinden. Wenn der Rezipient
jedoch davon ausgeht, dass der Sprecher u¨ber genu¨gend Wissen verfu¨gt, um
die zur Debatte stehenden Fragen vollsta¨ndig zu beantworten, dann wird er
die Erwiderungen in einem sta¨rkeren Sinn, na¨mlich als vollsta¨ndige Antwor-
ten interpretieren:26 Die erste Erwiderung (4.18) bedeutet als vollsta¨ndige
Antwort, dass sich alle blauen Quadrate und sonst kein blaues Objekt im lin-
ken Feld befinden. Die zweite Erwiderung (4.19) bedeutet als vollsta¨ndige
Antwort, dass sich ein rotes Dreieck und sonst kein rotes Objekt im linken
26 Vgl. Kapitel 3 (Abschnitt 3.4): Wir vermuten, dass Rezipienten die Kompetenz ihrer Kom-
munikationspartner nicht nur in Ausnahmefa¨llen sondern regelma¨ßig voraussetzen und also
Erwiderungen wie die aus den Beispielen 4.18 - 4.20 regelma¨ßig als vollsta¨ndige Antworten
interpretieren.
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Feld befindet. Die dritte Erwiderung (4.20) ist als vollsta¨ndige Antwort so zu
verstehen, dass das Objekt O3 das einzige im linken Feld befindliche Dreieck
ist. Legen wir wieder die durch Abbildung 4.2 symbolisierte Spielzeugwelt
zugrunde: Sowohl die schwa¨cheren, wo¨rtlichen Antworten als auch die sta¨r-
keren, vollsta¨ndigen Antworten sind wahr und in Bezug auf die jeweils ge-
stellte Frage ada¨quat. Die vollsta¨ndigen Antworten sind die besseren27 Ant-
worten.
Die Erwiderungen aus den Beispielen 4.18 - 4.20 werden wo¨rtlich – d.h.
im Sinne der bloß partiellen Antworten – interpretiert, indem erst mittels
t1 (Definition D-4-1-1) formal-sprachliche Repra¨sentationen der Konstitu-
entenanworten erzeugt werden. Diese Repra¨sentationen werden erga¨nzt, in-
dem sie auf die Doma¨nenrestriktion und das Abstract des jeweils gegebe-
nen QUAD angewandt werden. Um die Erwiderungen sta¨rker – im Sinne
vollsta¨ndiger Antworten – zu interpretieren, mu¨ssen ebenfalls Repra¨sentatio-
nen der Konstituentenantworten erzeugt werden. Diese mu¨ssen semantisch
versta¨rkt und dann (wie gehabt) mittels des jeweils gegebenen QUAD zu ei-
nem Satz von QL erga¨nzt werden. Zur semantischen Versta¨rkung beno¨tigen
wir eine Funktion exh:
1. Die Repra¨sentation von “every square” (Beispiel 4.18) muss mittels exh
in eine Repra¨sentation, die jedes Quadrat und sonst nichts aus einer
gegebenen Quantifikationsdoma¨ne bezeichnet, transformiert werden:
exh(λZλX[∀x[Z(x) ∧ quadrat(x)→ X(x)]]) ⇔
λZλX[∀x[Z(x) ∧ quadrat(x)→ X(x)] ∧
∀x[Z(x) ∧X(x)→ quadrat(x)]]
Dieser Term kann mit Hilfe des QUAD fu¨r den entsprechenden Frage-
satz (〈λx[blau(x) ∧ sache(x)], λx[links(x)]〉) zur Repra¨sentation einer
vollsta¨ndigen Antwort erweitert werden:
27 Vgl. Definition D-3-3-12 in Kapitel 3 (Unterabschnitt 3.3.3).
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![∀x[blau(x) ∧ sache(x) ∧ quadrat(x)→ links(x)] ∧
∀x[blau(x) ∧ sache(x) ∧ links(x)→ quadrat(x)]]
Die QL-Repra¨sentation bedeutet die vollsta¨ndige Antwort, dass sich je-
des blaue Quadrat im linken Feld befindet und dass jedes blaue Objekt
im linken Feld ein Quadrat ist, dass sich also außer den Quadraten keine
weiteren blauen Objekte links befinden.
2. Die Repra¨sentation von “some triangle” (Beispiel 4.19) ist so zu ver-
sta¨rken, dass sie ein Dreieck und sonst keinen Gegenstand einer noch
zu bestimmenden Doma¨ne bezeichnet:
exh(λZλX[∃x[Z(x) ∧ dreieck(x) ∧X(x)]]) ⇔
λZλX[∃x[Z(x) ∧ dreieck(x) ∧X(x) ∧ ∀y[Z(y) ∧X(y)→ x = y]]]
Mit Bezug auf das QUAD fu¨r den entsprechenden, zuvor gea¨ußerten
Fragesatz (〈λx[rot(x)∧sache(x)], λx[links(x)]〉) kann der Term zur Re-
pra¨sentation einer vollsta¨ndigen Antwort erweitert werden:
![∃x[rot(x) ∧ sache(x) ∧ dreieck(x) ∧ links(x)∧
∀y[rot(y) ∧ sache(y) ∧ links(y)→ x = y]]]
Dieser Rekonstruktion zufolge befindet sich ein rotes Dreieck und sonst
kein rotes Objekt im linken Feld.
3. Schließlich soll die Repra¨sentation des Namens “O3” (4.20) zu einer
Repra¨sentation im Sinne von ,,nur O3“ versta¨rkt werden:
exh(λZλX[Z(o3) ∧X(o3)]]) ⇔
λZλX[Z(o3) ∧X(o3) ∧ ∀x[Z(x) ∧X(x)→ x = o3]]
Die Erweiterung mittels des QUAD fu¨r den entsprechenden Fragesatz
(〈λx[dreieck(x)], λx[sache(x)]〉) ergibt:
![dreieck(o3) ∧ links(o3) ∧ ∀x[dreieck(x) ∧ links(x)→ x = o3]]
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Dieser QL-Satz bedeutet, dass O3 ein Dreieck ist und sich im linken
Feld befindet und dass es kein anderes Dreieck im linken Feld gibt.
Auch dieser Satz bezeichnet eine vollsta¨ndige Antwort auf die ihm vor-
ausgesetzte Frage.
Jede Konstituentenantwort von L ist ein generalisierter Quantor vom Typ
einer der Konstituentenantworten aus den Beispielen 4.18 - 4.20. Um die
Funktion exh so zu definieren, dass sie zur Versta¨rkung einer beliebigen
Konstituentenantwort von L verwendet werden kann, brauchen wir nur in
den oben aufgefu¨hrten Anwendungen von exh die nicht-logischen Zeichen
– d.h. die Variablen Z,X, x und die Konstanten quadrat, dreieck, o3 – durch
Metavariablen (hier immer durch griechische Buchstaben dargestellt) zu er-
setzen. Wir erhalten dadurch drei Regeln der Exhaustivierung; durch diese
Regeln ist exh fu¨r den Zweck der vorliegenden Darstellung hinreichend ge-
nau spezifiziert:28
Definition D-4-2-6 (Exhaustivierung) Die Funktion exh diene der se-
mantischen Versta¨rkung von generalisierten Quantoren:
exh(λξ1λξ2[∀ζ[ξ1(ζ) ∧ α(ζ)→ ξ2(ζ)]]) ⇔
λξ1λξ2[∀ζ[ξ1(ζ) ∧ α(ζ)→ ξ2(ζ)] ∧ ∀ζ[ξ1(ζ) ∧ ξ2(ζ)→ α(ζ)]]
exh(λξ1λξ2[∃ζ1[ξ1(ζ1) ∧ α(ζ1) ∧ ξ2(ζ1)]]) ⇔
λξ1λξ2[∃ζ1[ξ1(ζ1) ∧ α(ζ1) ∧ ξ2(ζ1) ∧ ∀ζ2[ξ1(ζ2) ∧ ξ2(ζ2)→ ζ1 = ζ2]]]
exh(λξ1λξ2[ξ1(α) ∧ ξ2(α)]]) ⇔
λξ1λξ2[ξ1(α) ∧ ξ2(α) ∧ ∀ζ[ξ1(ζ) ∧ ξ2(ζ)→ ζ = α]]
28 [GS, 1984] (299) definieren einen einheitlichen exh-Operator zur Anwendung auf jeden Typ
eines generalisierten Quantors. Sie verwenden keine zusa¨tzliche Variable a` la Westersta˚hl
zur Doma¨nenbeschra¨nkung, weshalb wir ihre Definition des exh-Operators nicht einfach
u¨bernehmen ko¨nnen. Die Anpassung ist formal etwas kompliziert, und die Definition wird
dadurch unu¨bersichtlich. Weil die einheitliche Definition also der Anschaulichkeit eher ab-
tra¨glich ist, verzichten wir auf sie.
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Eine gegebene Konstituentenantwort kann nach QL u¨bersetzt werden, auf
den resultierenden QL-Term kann die Funktion exh angewandt werden und
der so versta¨rkte Term kann mit Hilfe eines gegebenen QUAD zu einen Satz
von QL erweitert werden:
φ ∈ reconstruct(〈α, β〉, A1 ⊕ . . .⊕ An) ⇐=
〈A1 ⊕ . . .⊕ An, ψ〉 ∈ t1(K) ∧ χ = exh(ψ) ∧ φ = ![(χ(β))(α)]
Die Rekonstruktionsregel ermo¨glicht, dass die Exhaustivierungsfunktion
auf die Repra¨sentation einer Konstituentenantwort angewandt wird und dass
das Ergebnis dieser Anwendung mittels eines QUAD zu einem QL-Satz
erga¨nzt wird. Die Regel ermo¨glicht nicht, dass ein vollsta¨ndig erkannter
Satz mittels t1 in einen QL-Satz u¨bersetzt und erst dann versta¨rkt wird: Ein
QL-Satz, der eine partielle Antwort auf eine gegebene Frage bedeutet, ist
mit mindestens zwei Partitionsmengen vertra¨glich. Um ihn so zu versta¨rken,
dass er eine vollsta¨ndige Antwort bedeutet, mu¨sste er mit allen bis auf eine
Partitionsmenge unvertra¨glich gemacht werden. Prima facie ga¨be es minde-
stens zwei Mo¨glichkeiten, wie er versta¨rkt werden ko¨nnte; der Satz selbst
ha¨tte keinen Anhaltspunkt, welche dieser Mo¨glichkeiten die richtige wa¨re.
Eben deshalb kann der Definitionsbereich der Funktion exh nicht aus QL-
Sa¨tzen bestehen; exh kann nur auf Repra¨sentationen von Konstituentenant-
worten angewandt werden.
Einwand: Es ist nicht unmittelbar einsichtig, dass nur Konstituentenantwor-
ten als exhaustive Antworten interpretiert werden ko¨nnen. Auch wenn die
gesamte Erwiderung des folgenden Beispiels 4.21 erkannt wird (nicht nur
der Name “O3”), kann sie als exhaustive Antwort interpretiert werden.
(4.21) Which triangle is in the left field? — O3 is in the left field.
Entgegnung: Einen a¨hnlichen Einwand haben wir schon am Ende von
Unterabschnitt 4.2.1 diskutiert. Die exhaustive Interpretation der Konstitu-
entenantwort erscheint uns plausibler als die exhaustive Interpretation der
Satzantwort. Wir ko¨nnen ermo¨glichen, die erkannten, aber nicht akzentu-
ierten Wo¨rter zu ignorieren und die Erwiderung allein aufgrund der ak-
zentuierten Wo¨rter zu rekonstruieren. Dadurch kann ein Rezipient zu ei-
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ner Repra¨sentation der exhaustiven Antwort gelangen, obwohl er den gan-
zen Satz erkannt hat. (Diesen Vorschlag haben wir schon oben gemacht.)
Wenn wir alternativ ermo¨glichen, dass die Funktion exh auch im Zuge der
¨Ubersetzung des gesamten Satzes mittels t1 angewandt werden kann, dann
mu¨ssen wir zusa¨tzlich die Beschra¨nkung der Quantifikationsdoma¨ne von
“O3” (λZλX[Z(o3) ∧X(o3)]) durch die Doma¨nenrestriktion des Frage-Ab-
stracts ermo¨glichen. Ansonsten erzeugen wir eine Repra¨sentation, der zu-
folge O3 das einzige Objekt ist, welches sich im linken Feld befindet. Diese
Repra¨sentation ist nicht ada¨quat; durch die Erwiderung in Beispiel 4.21 wird
schließlich bestenfalls behauptet, dass O3 das einzige Dreieck im linken Feld
ist.29
29 (A) Im Zuge der Erweiterung eines Terms mit einem QUAD soll eine Variable zur
Doma¨nenrestriktion instanziiert werden. Nun mag der Einwand aufkommen, dass es zwar ein-
leuchtend ist, dass generalisierte Quantoren u¨ber derartige Variablen verfu¨gen, dass aber auch
andere Ausdru¨cke als Konstituentenantworten fungieren ko¨nnen und dass es weder plausibel
noch formal elegant ist, diesen Ausdru¨cken Variablen zur Doma¨nenrestriktion hinzuzufu¨gen:
(4.22) Was macht Jan? — Warten.
Die Konstituentenantwort ,,warten“ soll in einen formal-sprachlichen Ausdruck u¨bersetzt und
dann zu einem Satz von QL erweitert werden. Die ¨Ubersetzung von ,,warten“ ist naheliegen-
derweise λx[warten(x)]; dieser Ausdruck entha¨lt keine Variable zur Doma¨nenrestriktion. Er
soll durch Anwendung eines Frage-Abstract zu ![warten(jan)] erga¨nzt werden; bei der Er-
weiterung braucht keine Doma¨ne restringiert zu werden. Warum sollte man also ein QUAD
erzeugen und zur Rekonstruktion der Konstituentenantwort bereitstellen, wenn ein ,normales‘
Frage-Abstract doch vollkommen ausreicht? — Entgegnung: Wir konzidieren, dass es nicht
no¨tig ist, im Zuge der Erga¨nzung der Konstituentenantwort von 4.22 zu einer Repra¨sentation,
die eine partielle Antwort auf die gegebene Frage bedeutet, ein Doma¨ne zu restringieren.
Es verha¨lt sich aber anders, wenn eine Repra¨sentation im Sinne der erscho¨pfenden Antwort
erzeugt werden soll. Diese soll na¨mlich nicht etwa bedeuten, dass Jan keine andere Eigen-
schaft hat als zu warten, sondern vielmehr, dass Jan keiner anderen Ta¨tigkeit nachgeht. Die
Doma¨ne, hinsichtlich derer die Konstituentenantwort erscho¨pfend sein soll, muss also auf die
Menge mo¨glicher Ta¨tigkeiten beschra¨nkt werden. Es bietet sich an, fu¨r den Fragesatz aus
Beispiel 4.22 das QUAD 〈λX[X(jan], λX[handlung(X)]〉 zu erzeugen und das darin ent-
haltene Pra¨dikat λX[handlung(X)] auf Bedarf hin (z.B. im Zuge der Exhaustivierung) fu¨r
die Restriktion einer Doma¨ne zu verwenden.
(B) Das QUAD einer Mehrkonstituentenfrage wie 4.23 muss mehrere, ggf. verschiedene
Pra¨dikate zur Doma¨nenrestriktion enthalten. Wie ko¨nnen diese Pra¨dikate den entsprechen-
den, hinsichtlich ihrer Doma¨ne zu restringierenden Termen zugeordnet werden?
(4.23) Welches Dreieck befindet sich links neben welchem Quadrat?
Entgegnung: Tatsa¨chlich muss das QUAD einer Mehrkonstituentenfrage mehrere Pra¨dikate
zur Doma¨nenrestriktion enthalten. Wir mu¨ssen das QUAD also als ein Paar bestehend aus
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4.2.3 Typanpassung
Der Hypothese optimaler Akzentuierung zufolge werden bei einer ¨Außerung
die fu¨r das Versta¨ndnis kritischen Wo¨rter akzentuiert. Wir gehen davon aus,
dass standardma¨ßig optimal akzentuiert wird und dass ein Akzentmuster,
welches gemeinhin (von kompetenten Sprechern, insbesondere von Mutter-
sprachlern) fu¨r ein in einem gegebenen Kontext natu¨rliches, richtiges und zu
erwartendes Muster gehalten wird, ein optimales Akzentmuster ist.
(4.24) Which blue square is in the left field? — EVERY blue square.
(4.25) Which square is in the left field? — EVERY BLUE square.
(4.26) Which red object is in the left field? — Some red TRIANGLE.
Die in den Erwiderungen der Beispiele 4.24 - 4.26 natu¨rlicherweise, rich-
tigerweise, erwartbarerweise und ergo optimalerweise zu akzentuierenden
Wo¨rter sind in Großbuchstaben gesetzt.30 Bei gegebener Kenntnis des ¨Au-
ßerungskontextes soll es ausreichen, nur diese Wo¨rter zu erkennen, um die
jeweiligen Nachrichten vollsta¨ndig rekonstruieren zu ko¨nnen. Allein mit den
bisher definierten Rekonstruktionsregeln ist dies allerdings nicht mo¨glich.
1. Die Interpretation von Beispiel 4.27 (4.24) verlangt eine triviale Typan-
passung:
einem Abstract und einer Menge oder Folge von solchen Pra¨dikaten modellieren. Wenn die
Doma¨nenrestriktoren zu einer Menge zusammengefasst sind, dann besteht keine klare Zu-
ordung vom Restriktor zum entsprechenden Term. Jede Zuordnung ist mo¨glich, solange das
Ergebnis den in Kapitel 3 definierten Ada¨quatheitsbedingungen genu¨gt. Sollte das Constraint
nicht ausreichen, um falsche Zuordnungen zu vermeiden, dann kann man die Restriktoren als
Folge anordnen und dadurch die Reihenfolge ihrer Anwendung festlegen. Schließlich ko¨nnte
man QUADs auch als rekursive Strukturen definieren; sie ko¨nnten im einfachsten Fall wie
gehabt aus einem Abstract und einem Restriktor, im komplexeren Fall aus einem QUAD und
einem Restriktor bestehen.
(C) Das QUAD einer Entscheidungsfrage (z.B. ,,Regnet es?“) kann nicht sinnvollerweise ein
Pra¨dikat zur Doma¨nenbeschra¨nkung enthalten. — Entgegnung: Das muss es auch nicht. Wenn
QUADs na¨mlich jeweils aus einem Abstract und einer Menge oder Folge von Restriktoren
bestehen, dann kann diese Menge (oder Folge) auch leer sein. Im Falle des QUAD einer
Entscheidungsfrage wa¨re sie leer. (Vgl. auch Fußnote 16.)
30 Zu empirischen Daten u¨ber richtige und erwartbare Akzentmuster vgl. Kapitel 5 und Anhang
B.
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(4.27) Which blue square is in the left field? — EVERY noise.
Das Abstract fu¨r den Fragesatz aus Beispiel 4.27 entha¨lt zwei Aus-
dru¨cke vom Typ 〈e, t〉: 〈λx[links(x)], λx[blau(x) ∧ quadrat(x)]〉. Die
t1- ¨Ubersetzung des Worts “every” hat den Typ 〈〈e, t〉, 〈〈e, t〉, 〈〈e, t〉, t〉〉〉;
sie lautet: λX1λZλX2[∀x[Z(x)∧X1(x)→ X2(x)]]. Wenn wir die ¨Uber-
setzung von “every” auf die beiden Elemente des QUAD anwenden,
dann erhalten wir einen Ausdruck vom Typ 〈e, t〉 und nicht – wie ge-
wu¨nscht – einen vom Typ t. Allein mit Hilfe des gegebenen QUAD
ko¨nnen wir also keine QL-Repra¨sentation der durch die Erwiderung
gegebenen Nachricht erzeugen.
Um eine QL-Repra¨sentation zu erzeugen, mu¨ssen wir die ¨Ubersetzung
von “every” vor der Erweiterung in einen generalisierten Quantor –
hier: einen Ausdruck des Typs 〈〈e, t〉, 〈〈e, t〉, t〉〉 – transformieren. Die
Transformation dient allein der Typanpassung (type-shifting); es bietet
sich an, sie durch funktionale Anwendung auf das Pra¨dikat λx[>] vor-
zunehmen:
λX1λZλX2[∀x[Z(x) ∧X1(x)→ X2(x)]] (λx[>])
⇔ λZλX[∀x[Z(x)→ X(x)]]
Der resultierende Quantor la¨sst sich mit ,,jedes Element einer noch zu
restringierenden Doma¨ne“ paraphrasieren. Er kann mit Hilfe des ge-
gebenen QUAD zu einem Satz erga¨nzt werden, so dass man zu einer
richtigen und ada¨quaten Repra¨sentation der durch ¨Außerung von “eve-
ry” u¨bermittelten Nachricht gelangt. Die Nachricht besagt, dass sich
alle blauen Quadrate im linken Feld befinden:31
31 Die Exhaustivierung des Quantors ist u¨brigens nicht sinnvoll, weil die ohne Anwendung von
exh erzeugte Repra¨sentation schon eine vollsta¨ndige Antwort bedeutet. Wenn sich alle Ele-
mente der Menge der blauen Quadrate im linken Feld befinden, dann befinden sich auch nur
alle Elemente dieser Menge im linken Feld. Durch Anwendung der Funktion exh gelangen
wir zu einer Repra¨sentation im Sinne von ,,alle blauen Quadrate befinden sich links, und al-
les, was ein blaues Quadrat ist und sich links befindet, ist ein Objekt des Diskursuniversums“.
Dies ist eine der ohne exh erzeugten Repra¨sentation a¨quivalente Repra¨sentation.
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![(λZλX[∀x[Z(x)→ X(x)]] (λx[blau(x) ∧ quadrat(x)]))
(λx[links(x)])]
⇔ ![∀x[blau(x) ∧ quadrat(x)→ links(x)]]
Halten wir fest: Außer den bereits definierten Rekonstruktionsregeln
wird eine Regel zur Transformation von Determinativen in Quantoren
beno¨tigt. Es soll sich dabei um eine Regel zur Typanpassung ohne wei-
tergehende, semantische Auswirkungen handeln. Wir bewerkstelligen
die semantisch neutrale Typanpassung durch funktionale Anwendung
auf das Pra¨dikat λx[>].
2. Die Interpretation von Beispiel 4.28 (4.25) verlangt eine a¨hnlich triviale
Typanpassung:
(4.28) Which square is in the left field? — EVERY BLUE noise.
Um die Antwort zu rekonstruieren, muss der Rezipient einen generali-
sierten Quantor erzeugen und diesen mittels des (durch den Fragesatz)
gegebenen QUAD erga¨nzen. Fu¨r die Erzeugung des Quantors stehen
ihm die erkannten Wo¨rter “every” und “blue” und die Funktion t1 (De-
finition D-4-1-1) zur Verfu¨gung. Die Funktion t1 liefert fu¨r gramma-
tisch wohlgeformte Phrasen einer formal-sprachliche Repra¨sentation.
Die Repra¨sentationen von “every” und “blue” sind keine Quantoren,
“every blue” ist kein wohlgeformter Ausdruck, ergo liefert t1 fu¨r die
akzentuierten Wo¨rter keinen geeigneten Quantor.
Wenn es mo¨glich ist, das Adjektiv “blue” wie eine NOM-Phrase zu be-
handeln, dann kann fu¨r “every blue” eine geeignete Repra¨sentation er-
zeugt werden, indem die Repra¨sentation von “every” auf die von “blue”
funktional angewandt wird. Man erha¨lt den folgenden Quantor:
λZλX[∀x[Z(x) ∧ blau(x)→ X(x)]]
Mit Bezug auf das gegebene QUAD (〈λx[links(x)], λx[quadrat(x)]〉)
kann der Quantor zu einer ada¨quaten Repra¨sentation der Antwort er-
ga¨nzt werden:32
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![∀x[blau(x) ∧ quadrat(x)→ links(x)]]
Halten wir fest: Zur Rekonstruktion und Interpretation der Erwiderung
von Beispiel 4.28 reicht es aus, die akzentuierten Wo¨rter zu erkennen,
wenn im Zuge der Rekonstruktion ein Adjektiv wie eine NOM-Phrase
behandelt werden kann.33
3. Die Interpretation von Beispiel 4.29 (4.26) verlangt schließlich eine we-
niger triviale Typanpassung:
(4.29) Which red object is in the left field? — noise TRIANGLE.
Der Fragesteller will wissen, welche roten Objekte im linken Feld sind.
Von der Antwort erkennt er nur das Wort “triangle”, das formal-sprach-
32 Der Quantor λZλX[∀x[blau(x)∧Z(x)→ X(x)]] kann alternativ erst exhaustiviert und dann
zu einem ganzen Satz erga¨nzt werden. Man erha¨lt dadurch eine ada¨quate Repra¨sentation einer
vollsta¨ndigen Antwort auf die gegebene Frage:
![∀x[quadrat(x) ∧ blau(x)→ links(x)] ∧ ∀x[quadrat(x) ∧ links(x)→ blau(x)]]
(Es handelt sich nur dann um die Repra¨sentation einer vollsta¨ndigen Antwort, wenn bereits
bekannt ist, welche Objekte blaue Quadrate sind. Vgl. Definition D-3-3-10 in Kapitel 3, Un-
terabschnitt 3.3.3.)
33 Die von uns vorgeschlagene Typanpassung fu¨hrt nur bei intersektiven Pra¨dikaten wie z.B.
Farbpra¨dikaten zum gewu¨nschten Ergebnis. Erweitern wir unser Fragement und lassen wir
zu, dass die Frage, welcher Elefant sich im linken Feld befinde, gestellt wird. Der Antwortsatz
kann lauten: ,,Every SMALL elephant is in the left field.” Gema¨ß unserer Rekonstruktionsre-
geln kann allein aufgrund der Erkennung von ,,small” die Antwort so rekonstruiert werden,
dass jedes Objekt, welches klein und ein Elefant ist, sich im linken Feld befindet:
![∀x[klein(x) ∧ elefant(x)→ links(x)]]
Diese Rekonstruktion ist nicht angemessen, denn auch ein kleiner Elefant ist nur rela-
tiv klein; auch er ist gro¨ßer als eine große Maus. Angemessen wa¨re die folgende Rekon-
struktion, derzufolge sich alle kleinen Elefanten im linken Feld befinden und das Pra¨dikat
λXλx[(klein(X))(x)] also das Pra¨dikat λx[elefant(x)] modifiziert:
![∀x[(klein(elefant))(x)→ links(x)]]
Fu¨r Pra¨dikate wie die durch Adjektive “small” und “big” bezeichneten muss also eine andere
Typanpassungsregel (und infolgedessen auch eine anderer Exhaustivierungsoperator) definiert
werden. Es handelt sich dabei um reine Handarbeit; wir sparen uns die Definition.
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lich durch das Pra¨dikat λx[dreieck(x)] repra¨sentiert wird. Dieses Pra¨di-
kat ist nicht geeignet, um mit Hilfe des gegebenen QUAD zu einem Satz
erga¨nzt zu werden; fu¨r die Erga¨nzung wird anstelle von λx[dreieck(x)]
ein generalisierter Quantor beno¨tigt. Der Fragesteller kann davon aus-
gehen, dass wenigstens eines der roten Objekte im linken Feld die durch
das akzentuierte Wort bezeichnete Eigenschaft hat. Er kann dement-
sprechend λx[dreieck(x)] durch Existenzquantifizierung in einen gene-
ralisierten Quantor transformieren:
λZλX[∃x[Z(x) ∧ dreieck(x) ∧X(x)]]
Dieser Quantor kann mit Hilfe des durch den Fragesatz vorausgesetzten
QUAD zu folgendem QL-Satz komplettiert werden:34
![∃x[rot(x) ∧ sache(x) ∧ dreieck(x) ∧ links(x)]]
Die Typanpassung von λx[dreieck(x)] wird durch funktionale Anwen-
dung des Determinativs λX1λZλX2[∃x[Z(x)∧X1(x)∧X2(x)]] (“some”)
bewerkstelligt. Die Anpassung kann durch eine Rekonstruktionsregel
ermo¨glicht werden, derzufolge die Repra¨sentation einer NOM-Phrase
durch Anwendung eines Determinativs in einen generalisierten Quan-
tor transformiert werden darf. Wir bestimmen tentativ, dass die Trans-
formation immer (nicht nur im genannten Fall) mit Hilfe des Deter-
minativs “some” (respektive mit Hilfe von dessen formal-sprachlichem
Analogon) vorgenommen wird. A priori ist es nicht ausgeschlossen, die
Typanpassung durch Anwendung eines anderen Determinativs als “so-
me” zu bewerkstelligen. Die Anwendung soll aber nicht dazu fu¨hren,
dass der Rezipient eine logisch sta¨rkere Nachricht rekonstruiert als der
34 Es ist sinnvoll mo¨glich, durch Anwendung der Funktion exh eine Repra¨sentation einer
erscho¨pfenden Lesart zu erzeugen. Man erha¨lt dadurch den folgenden QL-Satz:
![∃x[rot(x)∧sache(x)∧dreieck(x)∧links(x) ∧ ∀y[rot(y)∧sache(y)∧links(y)→ x = y]]]
Dieser Satz gibt eine sta¨rkere Antwort auf die gestellte Frage als der Satz, der ohne Anwen-
dung von exh erzeugt wurde. Er bedeutet aber nur dann eine vollsta¨ndige Antwort, wenn
bereits bekannt ist, dass es nur ein rotes Dreieck gibt, und wenn dieses Dreieck identifiziert
werden kann (vgl. Fußnote 32).
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Sprecher mitteilen wollte. Zur Typanpassung ist ein logisch schwaches
Determinativ wie “some” also einem logisch sta¨rkeren wie z.B. “every”
vorzuziehen.
Durch die neue Typanpassungsregel sollen Rekonstruktionen ermo¨g-
licht werden; die Rekonstruktionen sollen den in Kapitel 3 definierten
Ada¨quatheitskriterien genu¨gen.
(4.30) Which red object is in the left field? — noise TRIANGLE.
(a) Some red triangle is in the left field.
(b) The red triangle/s is/are in the left field.
Sehen wir uns nocheinmal Beispiel 4.30 (= 4.29) an. Mithilfe der neuen
Typanpassungsregel rekonstruieren wir die Antwort, von der nur “tri-
angle” erkannt wurde, im Sinne der ersten Paraphrase (“Some red tri-
angle ...”). Die Rekonstruktion ist im gegebenen Fragekontext nur dann
ada¨quat, wenn es schon zum gemeinsamen Wissen geho¨rt, welche roten
Objekte Dreiecke sind. Nur dann na¨mlich bezeichnet die Rekonstruk-
tion eine (partielle) Antwort auf die zur Debatte stehende Frage. Wenn
hingegen nicht gewusst wird, welche roten Objekte Dreiecke sind, dann
gibt die durch die Rekonstruktion bezeichnete Nachricht zwar eine par-
tielle Antwort (dass sich na¨mlich mindestens ein rotes Objekt im linken
Feld befindet), sie ist aber keine Antwort. Die zusa¨tzliche Information,
dass es sich bei dem roten Objekt im linken Feld um ein Dreieck han-
delt, bewirkt keine Ausfilterung weiterer Partitionsmengen und dient
demnach nicht der Beantwortung. Insofern ist diese Information u¨ber-
flu¨ssig, und die rekonstruierte Nachricht ist inada¨quat. (Vgl. die Defini-
tionen D-3-3-10 und D-3-3-11 in Kapitel 3, Unterabschnitt 3.3.3.)
Durch die von uns vorgeschlagene Rekonstruktion wird also eine relativ
starke Voraussetzung bezu¨glich des gemeinsamen Wissens der Kommu-
nikationspartner gemacht; diese Voraussetzung ist ggf. zu stark. Neh-
men wir an, es gebe einige rote Dreiecke und nicht jedes rote Dreieck
ko¨nne identifiziert werden. Nun sei aber gerade von einem bestimmten
roten Dreieck die Rede gewesen, und dieses bestimmte Dreieck ko¨nne
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identifiziert werden. Es ist wahrscheinlich, dass der Rezipient die Ant-
wort von Beispiel 4.30 so rekonstruiert, dass sich das rote Dreieck, von
dem zuletzt die Rede war, im linken Feld befindet. Er rekonstruiert die
Antwort demnach im Sinne der zweiten, oben angegebenen Paraphra-
se (“The red triangle ...”). Diese Rekonstruktion ist logisch sta¨rker als
die von uns vorgeschlagene, sie stellt aber geringe Anspru¨che an das
Vorwissen der Kommunikationspartner und kann deshalb eher ada¨quat
sein.35
Wir sind mit einem interessanten Pha¨nomen konfrontiert: Die erste Pa-
raphrase ist in der Situation u¨berinformativ und also inada¨quat, ob-
wohl die logisch sta¨rkere (fu¨r sich informativere) zweite Paraphrase
nicht u¨berinformativ und sogar ada¨quat ist. Es kann ausreichen, ein er-
kanntes Pra¨dikat durch Existenzquantifizierung in einen logisch schwa-
chen Quantor zu transformieren; u.U. muss das Pra¨dikat jedoch in einen
sta¨rkeren, anaphorischen Quantor umgewandelt werden. Es ist demnach
sinnvoll, zusa¨tzlich zu der von uns vorgeschlagenen Typanpassungsre-
gel noch eine weitere Regel, die eine logisch sta¨rkere Typanpassung
ermo¨glicht, zu definieren.36
Halten wir fest: Anders als die beiden zuvor angeregten Typanpassungs-
regeln bewirkt die Regel zur Transformation der Repra¨sentation einer
NOM-Phrase in einen Quantor eine semantische Anreicherung. Wir
schlagen vor, die Typanpassung standardma¨ßig durch Existenzquanti-
fizierung vorzunehmen.
Die Bestimmung von Rekonstruktionsregeln hat Auswirkungen auf die
Vorhersagen von Akzentmustern. Nehmen wir an, ein Sprecher a¨ußere ei-
ne Nominalphrase (NP), die aus einem Determinativ und einer NOM-Phrase
35
“The red triangle” ist nicht im Russelschen Sinne als definite Kennzeichnung
([Russel, 1905]), sondern – wie im Rahmen der dynamischen Pra¨dikatenlogik ([GS, 1991 a])
– als anaphorischer Ausdruck zu interpretieren. Zur Interpretation bestimmter Artikel durch
dynamische Semantiken vgl. die divergierenden Modellierungen von [GSV, 1995 b] und
[Heusinger, 2003], [Peregrin, Heusinger, 1995].
36 Im Rahmen unseres Modells ist dies nicht mo¨glich, weil darin nicht die Interpretation ana-
phorischer Ausdru¨cke vorgesehen ist. In Kapitel 3 (Unterabschnitt 3.2.3) haben wir skizziert,
wie das Modell diesbezu¨glich erweitert werden kann.
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besteht. Wenn der Rezipient schon qua Typanpassung die Rekonstruktion der
NOM-Phrase zu einer Rekonstruktion der ganzen NP erweitern kann, dann
braucht er das Determinativ nicht zu erkennen, um die NP zu rekonstruieren.
Der Hypothese optimaler Akzentuierung zufolge braucht das Determiniativ
also vom Sprecher nicht akzentuiert zu werden. Anders verha¨lt es sich, wenn
der Rezipient qua Typanpassung eine falsche Rekonstruktion der NP erzeug-
te, d.h .eine Rekonstruktion, die nicht die vom Sprecher gemeinte Nachricht
bedeutet. In diesem Fall muss der Rezipient das Determinativ erkennen, und
dementsprechend muss der Sprecher es akzentuieren.
(4.31) Which red object is in the left field? — Some TRIANGLE.
(4.32) Which red object is in the left field? — The TRIANGLE.
(4.33) Which red object is in the left field? — EVERY TRIANGLE.
(4.34) Which red object is in the left field? — TWO TRIANGLES.
Davon ausgehend, dass u¨blicherweise optimal akzentuiert wird, sagen wir
voraus, dass Determinative wie “some”, “a” und “the” standardma¨ßig nicht
akzentuiert werden (Beispiele 4.31 und 4.32). Die Tendenz zur Akzentuie-
rung anderer Determinative, z.B. von “every” (4.33) und “two” (4.34), sollte
hingegen wesentlich sta¨rker ausgepra¨gt sein.37
37 (A) Auch diese Determinative mu¨ssen nicht immer akzentuiert werden: Das Zahlwort “two”
muss beispielsweise bei der ¨Außerung von “two triangles” nicht akzentuiert werden, wenn
zuvor gefragt wurde, von welchen Objekten sich zwei im linken Feld befinden.
(B) Die Ergebnisse eines Probeexperiments (unter nicht vollsta¨ndig kontrollierten Bedingun-
gen und mit nur wenigen Versuchspersonen) deuten darauf hin, dass unsere Voraussagen rich-
tig sind: Wir haben Versuchspersonen eine Liste von Frage-Antwort-Paaren der Art ,,Was ist
im linken Feld?“ — ,,Zwei gru¨ne Kreise sind im linken Feld.“ und ,,Was ist im linken Feld?“
— ,,Der gru¨ne Kreis ist im linken Feld.“ vorgelegt. Die Versuchspersonen sollten markieren,
welche Wo¨rter in den Antwortsa¨tzen akzentuiert werden mu¨ssen. Bestimmte Artikel wur-
den nie markiert, das Determinativ ,,ein“ wurde nur dann markiert, wenn der entsprechende
Antwortsatz auf eine Frage nach einer Anzahl – z.B. ,,Wieviele Kreise sind im linke Feld?“
– vorkam. Zahlwo¨rter wie ,,zwei“, ,,drei“ u.s.w. wurden fast immer markiert; ,,alle“, ,,jeder“
etc. wurden u¨berwiegend markiert. Es handelte sich, wie gesagt, nur um ein Probeexperiment;
die Ergebnisse sind streng genommen nicht aussagekra¨ftig.
(C) Auch Typanpassungen, die eine Negation induzieren, ko¨nnen mit Verweis auf Akzentmu-
ster ausgeschlossen werden.
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Erweitern wir nun die Semantik der Sprache L um Typanpassungsregeln.
Die in Definition D-4-1-1 spezifizierte Funktionen t1 weist jedem (gramma-
tisch wohlgeformten) Ausdruck von L mindestens eine formalsprachliche
Repra¨sentation zu. Um eine unvollsta¨ndig erkannte ¨Außerung rekonstruie-
ren zu ko¨nnen, sind wir ggf. darauf angewiesen, auch fu¨r nicht wohlgeform-
te (weil unvollsta¨ndige) Ausdru¨cke formal-sprachliche Repra¨sentationen zu
erzeugen. Dies soll mit Hilfe der vorgeschlagenen Typanpassungsregeln ge-
schehen. In Definition D-4-2-7 spezifizieren wir nun eine Funktion t′1, die
wie t1 jedem wohlgeformten Ausdruck mindestens eine formal-sprachliche
Repra¨sentation zuweist (ad D-4-2-7a) und außerdem diejenigen Repra¨senta-
tionen bestimmt, die durch Transformation einer DET-Repra¨sentation in eine
NP-Repra¨sentation (ad D-4-2-7b), durch Transformation einer ADJ-Repra¨-
sentation in eine NOM-Repra¨sentation (ad D-4-2-7c) und durch Transfor-
mation einer NOM-Repra¨sentation in eine NP-Repra¨sentation (ad D-4-2-7d)
erzeugt werden ko¨nnen:
Definition D-4-2-7 (Die Sprache L mit Typanpassungen) Seien
t1 und t′1 Funktionen, die jedem in Definition D-4-1-1 genannten Phrasen-
und Worttyp eine Menge von Paaren, bestehend jeweils aus einem natu¨r-
lich-sprachlichen Ausdruck und einer formal-sprachlichen Repra¨sentation,
zuweisen. Die Funktion t1 sei identisch mit der in Definition D-4-1-1 spezi-
fizierten Funktion gleichen Namens. A sei ein beliebiger Ausdruck von L; P
sei ein beliebiger Ausdruck von TL. Es gelte:
(a) 〈A,P 〉 ∈ t′1(K) ⇐= 〈A,P 〉 ∈ t1(K), fu¨r alle Phrasen- und Worttypen
K
(b) 〈A,P (λx[>])〉 ∈ t′1(np) ⇐= 〈A,P 〉 ∈ t′1(det)
(c) 〈A,P 〉 ∈ t′1(nom) ⇐= 〈A,P 〉 ∈ t′1(adj)
(d) 〈A, λZλX[∃x[Z(x)∧P (x)∧X(x)]]〉 ∈ t′1(np) ⇐= 〈A,P 〉 ∈ t′1(nom)
(4.35) Which red object is in the left field? — Some TRIANGLE is NOT in the left field.
“Not” muss in einer Erwiderung wie der von Beispiel 4.35 akzentuiert werden; der Negati-
onsoperator kann nicht schon qua Typanpassung rekonstruiert werden.
157
Die Sprache L ist die Menge der Ausdru¨cke A, fu¨r die gilt: 〈A,α〉 ∈ t1(K)
– fu¨r beliebige, formalsprachliche Ausdru¨cke α und beliebige Phrasen- oder
Worttypen K. Die Menge der Ausdru¨cke α, fu¨r die gilt: 〈A,α〉 ∈ t′1(K) –
fu¨r alle A ∈ L und beliebige Phrasen- oder Worttypen K –, ist die Menge
der formalsprachlichen Repra¨sentationen von L.
Die Funktionen t1 und t′1 spezifizieren fu¨r jeden Phrasen- und Worttyp ei-
ne Menge von Paaren, bestehend jeweils aus einem sprachlichen Ausdruck
und einer formal-sprachlichen Repra¨sentation. Nur die Ausdru¨cke A mit
〈A,α〉 ∈ t1 (fu¨r beliebiges α) sind grammatisch wohlgeformt; die Menge
der Ausdru¨cke B mit 〈B,α〉 ∈ t′1 (wieder fu¨r beliebiges α) entha¨lt unvoll-
sta¨ndige und ergo grammatisch nicht wohlgeformte Ausdru¨cke.
Die Funktion t′1 kann zur Rekonstruktion von Nachrichten verwendet wer-
den. Wir ersetzen in den Rekonstruktionsregeln, die wir in den Unterab-
schnitten 4.2.1 und 4.2.2 spezifiziert haben, die Funktion t1 jeweils durch
die Funktion t′1 und erhalten dadurch die drei folgenden, neuen Regeln:
Definition D-4-2-8 (Rekonstruktionsregeln)
(a) Rekonstruktion ohne QUAD:
φ ∈ reconstruct(quad,A1 ⊕ . . .⊕ An) ⇐=
〈A1 ⊕ . . .⊕ An, φ〉 ∈ t′1(K) ∧K ∈ {as, fs}
(b) Rekonstruktion mit QUAD:
φ ∈ reconstruct(〈α, β〉, A1 ⊕ . . .⊕ An) ⇐=
〈A1 ⊕ . . .⊕ An, ψ〉 ∈ t′1(K) ∧
(φ = ![(ψ(β))(α)] ∨ φ = ?[(ψ(β))(α)])
(c) Rekonstruktion mit QUAD und Exhaustivierung:
φ ∈ reconstruct(〈α, β〉, A1 ⊕ . . .⊕ An) ⇐=
〈A1 ⊕ . . .⊕ An, ψ〉 ∈ t′1(K) ∧ χ = exh(ψ) ∧ φ = ![(χ(β))(α)]
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Der ersten Rekonstruktionsregel zufolge soll die Folge der erkannten Wo¨r-
ter A1 ⊕ . . .⊕ An allein mittels t′1 in einen Satz von QL u¨bertragen werden;
weil bei der Rekonstruktion die Standardregeln der Typanpassung wirksam
werden ko¨nnen, muss die Wortfolge (anders als bei der ¨Ubertragung mit-
tels t1) keinen vollsta¨ndigen, wohlgeformten Satz von L bilden. Die zwei-
te und die dritte Rekonstruktionsregel ermo¨glichen, die Repra¨sentation ei-
ner Konstituentenantwort durch ein QUAD zu erga¨nzen. Die vom Rezipien-
ten erkannte Wortfolge muss selbst keine ganze Konstituentenantwort sein,
ihr muss nur mittels t′1 die Repra¨sentation einer solchen zugewiesen wer-
den ko¨nnen. Durch die Anwendung der dritten Regel wird die rekonstruierte
Konstituentenantwort exhaustiviert (vgl. Unterabschnitt 4.2.2).
(4.36) Which triangle is in the left field? — noise RED noise.
Mittels der neuen Rekonstruktionsregeln kann die Erwiderung von Bei-
spiel 4.36 rekonstruiert werden. Im Zuge der Rekonstruktion wird das Ad-
jektiv “red” nach λx[rot(x)] u¨bersetzt. Dieses Pra¨dikat kann als Repra¨senta-
tion einer NOM-Phrase fungieren (Typanpassung gema¨ß D-4-2-7c). Es kann
durch Existenzquantifizierung in einen generalisierten Quantor – d.h. die Re-
pra¨sentation einer Nominalphrase – transformiert werden: λZλX[∃x[Z(x)∧
rot(x) ∧X(x)]] (Typanpassung gema¨ß D-4-2-7d). Dieser Quantor kann (fa-
kultativ) exhaustiviert und mittels des (durch den zuvor gea¨ußerten Frage-
satz) gegebenen QUAD (〈λx[links(x), λx[dreieck(x)]〉) zu einem QL-Satz
erga¨nzt werden. Wir erhalten die beiden folgenden Rekonstruktionen:
1. ![∃x[dreieck(x) ∧ rot(x) ∧ links(x)]] (ohne Exhaustivierung) und
2. ![∃x[dreieck(x)∧rot(x)∧links(x)∧∀y[dreieck(y)∧links(y)→ x = y]]]
(mit Exhaustivierung).
So soll es sein.
4.2.4 Interpretation und Akzentuierung
Fassen wir bis hierhin zusammen: Ein Rezipient erkennt alle oder einige
Wo¨rter eines gea¨ußerten Satzes Der Satz bedeutet eine Nachricht. Wir mo-
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dellieren die Rekonstruktion dieser Nachricht so, dass der Rezipient die er-
kannten Wo¨rter in formal-sprachliche Ausdru¨cke u¨bersetzt; wenn die Wo¨rter
zusammen Phrasen bilden, dann kann er die Repra¨sentationen der Wo¨rter
zu Repra¨sentationen von Phrasen verknu¨pfen. Wenn Repra¨sentationen nicht
verknu¨pfbar sind, dann ko¨nnen sie ggf. hinsichtlich ihres Typs angepasst
und infolgedessen verknu¨pft werden; eine Typanpassung kann eine seman-
tische Anreicherung erfordern. Generalisierte Quantoren ko¨nnen durch An-
wendung der Funktion exh semantisch versta¨rkt werden; die Anwendung
von exh ist fakultativ. Mithilfe eines gegebenen QUAD kann ein Quantor zu
einem ganzen Satz von QL vervollsta¨ndigt werden.
Die Regeln der Typanpassung und der Erga¨nzung mit einem QUAD die-
nen der Transformation gegebener Ausdru¨cke in ganze Sa¨tze; Exhaustivie-
rung tra¨gt zur Satzbildung nicht bei. Mittels der genannten Rekonstruktions-
regeln (Definition D-4-2-8) ko¨nnen alle Antworten der Beispiele 4.37 - 4.43
richtig interpretiert werden:
(4.37) What is in the left field? — EVERY BLUE SQUARE noise
(4.38) Which square is in the left field? — EVERY BLUE noise
(4.39) Which blue object is in the left field? —
EVERY noise SQUARE noise
(4.40) Which blue square is in the left field? — EVERY noise
(4.41) Which triangle is in the left field? — noise RED noise
(4.42) Which red object is in the left field? — noise TRIANGLE noise
(4.43) What is in the left field? — noise RED TRIANGLE noise
Die Antworten der Beispiele werden entweder im Sinne von “Every blue
square is in the left field” (4.37 - 4.40) oder im Sinne von “Some red trian-
gle is in the left field” (4.41 - 4.43) rekonstruiert. Fu¨r die Rekonstruktionen
reicht es aus, u¨ber die jeweils zuvor gegebenen QUADs zu verfu¨gen und
alle optimalerweise akzentuierten (in Großbuchstaben gesetzten) Wo¨rter zu
erkennen. Es werden keine weiteren Voraussetzung an propositionales und
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thematisches Vorwissen gestellt; solches Wissen wird erst gebraucht, um die
Ada¨quatheit fertiger Rekonstruktionen zu beurteilen.38
Der Hypothese optimaler Akzentuierung zufolge wird eine kleinste Men-
ge von Wo¨rtern, deren Erkennung zum richtigen Versta¨ndnis ausreicht, ak-
zentuiert. Von den Antworten der Beispielen 4.37 - 4.43 werden demnach
ho¨chstens die in Großbuchstaben gesetzten Wo¨rter akzentuiert (auch wenn
der Antwortende jeweils einen ganzen Satz a¨ußert). Je nachdem, wieviel ge-
meinsamens Wissen vorhanden ist, kann es fu¨r den Rezipienten ausreichen,
nur einige dieser Wo¨rter zu erkennen; der Sprecher muss also nicht unbe-
dingt jedes der in Großbuchstaben gesetzte Wo¨rter akzentuieren:
(4.44) Which blue object is in the left field? —
Every blue SQUARE is in the left field.
Nehmen wir an, es sei bekannt, dass sich alle blauen Quadrate im selben
Feld befinden; es sei aber nicht bekannt, in welchem Feld sie sich befinden.
Wenn der Rezipient der Antwort von Beispiel 4.39 nur das Wort “square”
erkennt, dann rekonstruiert er die an ihn gerichtete Nachricht qua Typan-
passung und QUAD-Erga¨nzung im Sinne von “Some red square is in the
left field”. Dieser Satz ist eigentlich logisch schwa¨cher als der gea¨ußerte
Satz “Every blue square is in the left field”, in Bezug auf das vorausgesetzte
Wissen sind die beiden Sa¨tze aber a¨quivalent. Wenn sich na¨mlich alle blauen
Quadrate im selben Feld befinden und sich ein blaues Quadrat im linken Feld
befindet, dann befinden sich alle blauen Quadrate im linken Feld. Der Spre-
cher kann eine logisch schwa¨chere Rekonstruktion seiner Nachricht in Kauf
nehmen, wenn diese zur selben Modifikation des gemeinsamen Wissen fu¨hrt
wie die wo¨rtliche Rekonstruktion. Wenn es nicht zum gemeinsamen Wissen
geho¨rt, dass alle blauen Quadrate im selben Feld sind, dann sind die Sa¨tze
“Some red square is in the left field” und “Every blue square is in the left
field” hinsichtlich des gemeinsamen Wissens nicht a¨quivalent. Der Sprecher
muss unter diesen Umsta¨nden dafu¨r sorgen, dass der Rezipient auch “every”
38 In Kapitel 2 (Abschnitt 2.2) haben wir anhand von Beispiel 2.2 (,,Wer la¨utert den Zucker?“–
,,Peter.“) gezeigt, dass man eine Antwort auch dann rekonstruieren kann, wenn man den zuvor
gea¨ußerten Fragesatz nicht verstanden hat und ergo nicht beurteilen kann, ob die Antwort den
Ada¨quatheitsbedingungen genu¨gt.
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erkennt; er muss das Determinativ deshalb akzentuieren. (Vgl. Beispiel 4.44
vs Beispiel 4.39.)
Eine Nachricht zu rekonstruieren heißt, unter Beru¨cksichtigung eines gege-
benen Informationsstandes 〈σ, quads〉 fu¨r eine erkannte Folge von Wo¨rtern
A1⊕ . . .⊕An einen QL-Satz φ zu erzeugen. Die Rekonstruktion (Erzeugung
von φ) unterliegt den oben definierten Rekonstruktionsregeln.39 Die Rekon-
struktionsregeln stellen eine Beziehung zwischen Informationssta¨nden, Wort-
folgen und QL-Sa¨tzen her. Oben haben wir gezeigt, dass fu¨r jeden Informa-
tionsstand und jede Wortfolge eine Menge von QL-Sa¨tzen bestimmt werden
kann; diese Menge ist u.U. leer, denn nicht immer kann aufgrund der Erken-
nung einer Wortfolge ein QL-Satz rekonstruiert werden.
Fu¨r jeden Informationsstand und jede (durch einenQL-Satz repra¨sentierte)
Nachricht kann eine Menge von Wortfolgen bestimmt werden. Durch jede
dieser Wortfolgen kann die Nachricht in der durch den Informationsstand
spezifizierten Situation mitgeteilt werden.40 Die Wortfolgen ko¨nnen unter-
schiedlich lang sein; einige der Wortfolgen bilden syntaktisch wohlgeformte
Sa¨tze, andere mo¨glicherweise nicht. Nehmen wir an, ein Sprecher wolle ei-
ne durch φ repra¨sentierte Nachricht u¨bermitteln und zu diesem Zweck einen
grammatisch wohlgeformten Satz A1 ⊕ . . .⊕An a¨ußern. Der Satz muss fol-
gende Kriterien erfu¨llen:41
1. Der Satz A1 ⊕ . . .⊕ An muss als φ rekonstruiert werden ko¨nnen.
2. Einige der Wo¨rter A1, . . . , An mu¨ssen akzentuiert werden. Die Folge
der zu akzentuierenden Wo¨rter soll so kurz wie mo¨glich sein; allerdings
39 Definition D-4-2-8.
40 Wir gehen davon aus, dass jede Nachricht sprachlich mitgeteilt werden kann und es also
fu¨r jeden Informationsstand und jede Nachricht mindestens eine Wortfolge gibt, durch deren
¨Außerung die Nachricht mitgeteilt werden kann.
41 Wir setzen voraus, dass die Nachricht φ den in Kapitel 3 definierten Ada¨quatheitskriterien
genu¨gt. Es handle sich bei ihr außerdem um die beste Nachricht, die der Sprecher geben
kann; der Sprecher halte also keine relevante Information zuru¨ck und behaupte nichts, wofu¨r
ihm Evidenz fehlt.
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soll der Rezipient allein aufgrund der Erkennung dieser Wo¨rter φ oder
eine mit φ a¨quivalente Nachricht φ′ rekonstruieren ko¨nnen.
3. Auch wenn der Rezipient mehr als nur die akzentuierten Wo¨rter er-
kennt, muss er φ, respektive φ′ aufgrund der erkannten Wo¨rter rekon-
struieren ko¨nnen. Die richtige Rekonstruktion darf nicht voraussetzen,
dass der Rezipient Teile des Satzes nicht erkennt.
Mit Rekurs auf die Rekonstruktionsregeln ko¨nnen Constraints der Akzen-
tuierung bestimmt werden; ein optimales Akzentmuster ist ein Muster, das
den Constraints genu¨gt: Gehen wir davon aus, dass der Informationsstand
CG = 〈σ, quads〉 das gemeinsame Wissen einer Gruppe von Kommunika-
tionspartnern repra¨sentiert. Ein Sprecher wolle eine Nachricht u¨bermitteln;
wir repra¨sentieren die Nachricht durch den QL-Satz φ. Die Wortfolge A1 ⊕
. . .⊕An bilde einen grammatisch wohlgeformten Satz; mittels t1 (Definition
D-4-1-1) ko¨nne sie in den QL-Satz φ u¨bersetzt werden. — Wie bestimmen
wir ein optimales Akzentmuster fu¨r A1 ⊕ . . .⊕ An?
Versuch 1: Seien X0, . . . , Xj Wortfolgen beliebiger La¨nge (ggf. der La¨nge
0), und sei C1 ⊕ . . . ⊕ Cj eine ku¨rzestmo¨gliche Wortfolge, so dass erstens
die Nachricht φ mit Rekurs auf 〈σ, quads〉 aus C1 ⊕ . . . ⊕ Cj rekonstruiert
werden kann und zweitens die Folge X0 ⊕ C1 ⊕ . . . ⊕ Cj ⊕ Xj identisch
mit der Folge A1 ⊕ . . . ⊕ An ist.42 Die Wo¨rter C1, . . . , Cj kommen also in
der Reihenfolge 1 − j in dem zu akzentuierenden Satz A1 ⊕ . . . ⊕ An vor.
Der Satz A1 ⊕ . . . ⊕ An ist optimal akzentuiert, wenn von seinen Wo¨rtern
nur C1, . . . , Cj akzentuiert sind. Cakzent1 , . . . , Cakzentj seien die mit Akzenten
versehenen Wo¨rter C1, . . . , Cj; A′1⊕ . . .⊕A′n sei der Satz A1⊕ . . .⊕An mit
Akzentmuster. Das Akzentmuster ist optimal, wenn A′1 ⊕ . . .⊕A′n identisch
mit X0 ⊕ Cakzent1 ⊕X1 ⊕ . . .⊕ Cakzentj ⊕Xj ist:
42 Wenn X0, . . . , Xj Variablen sind, dann soll X0 ⊕ C1 ⊕X1 ⊕ . . .⊕ Cj ⊕Xj unifizierbar mit
A1 ⊕ . . .⊕ An sein.
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A′1 ⊕ . . .⊕ A′n ∈ accentuate(A1 ⊕ . . .⊕ An, φ, 〈σ, quads〉) ⇐=
〈A1 ⊕ . . .⊕ An, φ〉 ∈ t1(K) ∧ K ∈ {fs, as} ∧
C1 ⊕ . . .⊕ Cj ∈ shortest({D1 ⊕ . . .⊕Dl |
〈α, β〉 ∈ quads ∧ φ ∈ reconstruct(〈α, β〉, D1 ⊕ . . .⊕Dl)
∧ A1 ⊕ . . .⊕ An = Y0 ⊕D1 ⊕ Y1 ⊕ . . .⊕Dl ⊕ Yl })
∧ A′1 ⊕ . . .⊕ A′n = X0 ⊕ Cakzent1 ⊕X1 ⊕ . . .⊕ Cakzentj ⊕Xj
Die Funktion shortest liefere die ku¨rzesten Wortfolgen einer gegebenen
Menge von Wortfolgen. Die Folge C1 ⊕ . . .⊕ Cj sei also eine der ku¨rzesten
Folgen, fu¨r die im gegebenen Kontext die Nachricht φ rekonstruiert werden
kann.
Einwand: Wir haben oben gesehen (Beispiel 4.44), dass es u.U. nicht no¨tig
ist, die Nachricht φ rekonstruieren zu ko¨nnen. Es genu¨gt, irgendeine Nach-
richt φ′ zu rekonstruieren, solange diese Nachricht hinsichtlich des gegebe-
nen Informationsstandes a¨quivalent mit φ ist. Fu¨r die Rekonstruktion von φ′
mu¨ssen vielleicht weniger Wo¨rter erkannt werden als fu¨r die Rekonstruktion
von φ; deshalb muss C1 ⊕ . . . ⊕ Cj nicht unbedingt eine ku¨rzeste und opti-
malerweise zu akzentuierende Wortfolge sein. — Entgegnung: Das stimmt;
wir mu¨ssen die Akzentuierungsregel modifizieren.
Versuch 2: Sei UQL = 〈QL,Σ, [ ]M2 〉 ein klassisches Update-System fu¨rQL
gema¨ß Definition D-3-3-6.43 Wir repra¨sentieren das gemeinsame Wissen der
Kommunikationspartner durch den Informationsstand CG = 〈σ, quads〉; es
gelte, dass σ ∈ Σ. Die Folge der zu akzentuierenden Wo¨rter C1⊕. . .⊕Cj soll
als eine Nachricht φ′ rekonstruiert werden ko¨nnen, so dass φ′ und die vom
Sprecher intendierte Nachricht φ hinsichtlich σ a¨quivalent sind. Die neue
Akzentuierungsregel lautet demnach wie folgt:
43 Vgl. Kapitel 3 (Unterabschnitt 3.3.3).
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A′1 ⊕ . . .⊕ A′n ∈ accentuate(A1 ⊕ . . .⊕ An, φ, 〈σ, quads〉) ⇐=
〈A1 ⊕ . . .⊕ An, φ〉 ∈ t1(K) ∧ K ∈ {fs, as} ∧
C1 ⊕ . . .⊕ Cj ∈ shortest({D1 ⊕ . . .⊕Dl |
〈α, β〉 ∈ quads ∧ φ′ ∈ reconstruct(〈α, β〉, D1 ⊕ . . .⊕Dl)
∧ σ[φ]M2 = σ[φ′]M2 ∧ A1 ⊕ . . .⊕ An = Y0 ⊕D1 ⊕ Y1 ⊕ . . .⊕Dl ⊕ Yl })
∧ A′1 ⊕ . . .⊕ A′n = X0 ⊕ Cakzent1 ⊕X1 ⊕ . . .⊕ Cakzentj ⊕Xj
Einwand: Die Regel ist besser als die von Versuch 1; auch durch sie wer-
den aber nicht nur optimale Akzentmuster bestimmt. So sind beide Antwor-
ten des folgenden Beispiels 4.45 der Regel zufolge optimal akzentuiert, ob-
wohl tatsa¨chlich nur das Akzentmuster der ersten Antwort fu¨r optimal zu
halten ist:
(4.45) Welches Dreieck wird vom roten Quadrat verdeckt?
1. Das rote Quadrat verdeckt das ROTE Dreieck.
2. Das ROTE Quadrat verdeckt das rote Dreieck.
Entgegnung: Auch dieser Einwand stimmt. Wir haben oben erkla¨rt, dass
die richtige Rekonstruktion auch dann mo¨glich sein muss, wenn der Rezi-
pient mehr als nur die akzentuierten Wo¨rter erkennt. Wenn er vom zwei-
ten Antwortsatz nicht nur das akzentuierte Wort ,,rote“, sondern die ganze
Subjekt-NP erkennt, dann gelangt er per Erweiterung mit dem gegebenen
QUAD zu einer Rekonstruktion, die bedeutet, dass das rote Quadrat ein Drei-
eck ist, welches vom roten Quadrat verdeckt wird. Diese Rekonstruktion ist
selbstversta¨ndlich inada¨quat.
Das Problem tritt nur auf, wenn erstens ein zu akzentuierendes Wort mehr-
fach vorkommt und entschieden werden muss, welche Vorkommen zu ak-
zentuieren sind, und zweitens ein QUAD kontextuell verfu¨gbar ist. Wenn
kein QUAD verfu¨gbar ist, dann mu¨ssen alle Wo¨rter akzentuiert werden außer
denjenigen, deren Nicht-Erkennung durch Typanpassungsregeln kompen-
siert werden kann. Da es keine Rolle spielt, an welcher Stelle diese Wo¨rter
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vorkommen, kann die Akzentuierungsregel von Versuch 2 in diesem Fall
weiter verwendet werden.44
Wenn ein QUAD fu¨r die Rekonstruktion einer Nachricht zur Verfu¨gung
steht, dann braucht der Sprecher keinen vollsta¨ndigen Satz zu a¨ußern. Es
reicht aus, wenn er einen Ausdruck sagt, dessen formal-sprachliche Repra¨-
sentation mit Hilfe des QUAD zu einer Repra¨sentation der ganzen Nachricht
erweitert werden kann. Einen solchen Ausdruck nennen wir eine Konstitu-
entenantwort oder eine Konstituentenfrage.45 Alle Wo¨rter einer Konstituen-
tenantwort (respektive -frage), deren Nicht-Erkennung nicht mit Hilfe einer
Typanpassungsregel kompensiert werden kann, mu¨ssen akzentuiert werden.
Fu¨r die Akzentuierung derartiger Ausdru¨cke kann die Akzentuierungsregel
von Versuch 2 verwendet werden.
Versuch 3: Selbst wenn ein QUAD kontextuell gegeben ist, kann ein Spre-
cher einen ganzen Satz a¨ußern; in diesem Fall ist eine Konstituentenantwort
oder -frage ein Teil dieses Satzes. Der Sprecher braucht nur Wo¨rter der Kon-
stituentenantwort (-frage) zu akzentuieren; die Nicht-Erkennung der Satztei-
le, die nicht zur Konstituentenantwort (-frage) geho¨ren, kann mit Hilfe des
QUAD kompensiert werden. Es ist also ein Satzteil, dessen Repra¨sentation
mit Hilfe eines gegeben QUAD erga¨nzt werden kann, zu identifizieren. Die
zu akzentuierenden Wo¨rter dieses Satzteils werden durch die Akzentuie-
rungsregel von Versuch 2 bestimmt; andere Wo¨rter sind nicht zu akzentu-
ieren:
44 Auf diesen Sonderfall zugeschnitten lautet die Regel wie folgt:
A′1 ⊕ . . .⊕ A′n ∈ accentuate(A1 ⊕ . . .⊕ An, φ, 〈σ, 〈〉〉) ⇐=
〈A1 ⊕ . . .⊕ An, φ〉 ∈ t1(K) ∧ K ∈ {fs, as}
∧ C1 ⊕ . . .⊕ Cj ∈ shortest({D1 ⊕ . . .⊕Dl | φ′ ∈ t′1(D1 ⊕ . . .⊕Dl)
∧ σ[φ]M2 = σ[φ′]M2 ∧ A1 ⊕ . . .⊕ An = Y0 ⊕D1 ⊕ Y1 ⊕ . . .⊕Dl ⊕ Yl})
∧ A′1 ⊕ . . .⊕ A′n = X0 ⊕ Cakzent1 ⊕X1 ⊕ . . .⊕ Cakzentj ⊕Xj
45 Vgl. Fußnote 25.
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A′1 ⊕ . . .⊕ A′n ∈ accentuate(A1 ⊕ . . .⊕ An, φ, 〈σ, quads〉) ⇐=
〈A1 ⊕ . . .⊕ An, φ〉 ∈ t1(K) ∧ K ∈ {fs, as} ∧
〈α, β〉 ∈ quads ∧ 〈B1 ⊕ . . .⊕Bm, ψ〉 ∈ t1(K ′) ∧ (ψ(β))(α) = φ
∧ C1 ⊕ . . .⊕ Cj ∈ shortest({D1 ⊕ . . .⊕Dl |
ψ′ ∈ t′1(D1 ⊕ . . .⊕Dl)) ∧ σ[(ψ(β))(α)]M2 = σ[(ψ′(β))(α)]M2
∧ B1 ⊕ . . .⊕Bm = Y0 ⊕D1 ⊕ Y1 ⊕ . . .⊕Dl ⊕ Yl})
∧ B′1 ⊕ . . .⊕B′m = X0 ⊕ Cakzent1 ⊕X1 ⊕ . . .⊕ Cakzentj ⊕Xj
∧ A1 ⊕ . . .⊕ An = Z0 ⊕B1 ⊕ Z1 ⊕ . . .⊕Bm ⊕ Zm
∧ A′1 ⊕ . . .⊕ A′n = Z0 ⊕B′1 ⊕ Z1 ⊕ . . .⊕B′m ⊕ Zm
Einwand: Die Fehlakzentuierung von Beispiel 4.45 ist damit ausgeschlos-
sen, nicht aber die Fehlakzentuierung von Beispiel 4.46:
(4.46) Who likes Bill?
1. BILL likes Bill.
2. Bill likes BILL.
Nur das erste der beiden angegebenen Akzentmuster von Beispiel 4.46 ist
optimal; die Regel gema¨ß Versuch 3 ermo¨glicht aber auch das zweite, nicht-
optimale Muster. — Entgegnung: Das ist wieder richtig. Wenn ein Wort al-
leine eine Konstituentenantwort (oder -frage46) bildet und dieses Wort mehr-
fach in einem Satz vorkommt, dann ko¨nnen wir mit Hilfe der Akzentuie-
rungsregel von Versuch 3 nicht entscheiden, welche Vorkommen des Wortes
akzentuiert werden mu¨ssen.47
Man kann die Akzeptabilita¨t des ersten Akzentmusters und die Inakzep-
tabilita¨t des zweiten Musters wie folgt erkla¨ren: Es wurde gefragt, wer eine
46 Das Problem stellt sich nicht nur bei Aussagesa¨tzen: Vgl. “Does BILL like Bill?” vs “Does
Bill like BILL?”.
47 Wenn wir die Sa¨tze ins Deutsche u¨bersetzen und dadurch weniger stark an die Reihenfolge
der Wo¨rter gebunden sind, dann stellt sich das Problem u¨brigens nicht: Sowohl ,,BILL mag
Bill“ als auch ,,Bill mag BILL“ ko¨nnen optimal akzentuierte Erwiderungen auf ,,Wer mag
Bill?“ sein.
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bestimmte Person (na¨mlich Bill) mag. Wenn der Rezipient der Antwort nur
“Bill likes” erkennt (was im Falle des ersten Akzentmusters eher zu erwar-
ten ist als im Falle des zweiten), dann versteht er, dass der Sprecher etwas
daru¨ber sagt, welche Person oder welchen Gegenstand Bill mag.48 Wenn
vorausgesetzt wird, dass der Sprecher sich ada¨quat a¨ußert und also die zur
Debatte stehende Frage beantwortet, dann kann “Bill likes” nur zu “Bill likes
Bill” erga¨nzt werden. Jede andere Erga¨nzung wa¨re im gegebenen Kontext
inada¨quat. Wenn der Rezipient hingegen “likes Bill” erkennt (was im Fal-
le des zweiten Akzentmusters eher zu erwarten ist als im Falle des ersten),
dann versteht er, dass der Sprecher etwas daru¨ber sagt, von wem Bill ge-
mocht wird. Dass Bill gemocht wird, wusste der Rezipient vielleicht schon;
er wollte ja gerade wissen, von wem. Er bekommt keinen Anhaltspunkt, wie
“likes Bill” ada¨quat zu vervollsta¨ndigen ist. Im Falle des ersten, optima-
len Akzentmusters ist es also wahrscheinlicher, dass der Rezipient aufgrund
der erkannten Wo¨rter zu einer ada¨quaten Rekonstruktion der Nachricht des
Sprechers gelangt, als im Falle des zweiten, nicht-optimalen Akzentmusters.
Sa¨tze wie der aus Beispiel 4.46 werden sicherlich nicht oft gea¨ußert; trotz-
dem sollen auch fu¨r sie korrekte Akzentmuster bestimmt werden ko¨nnen.
Wir verfu¨gen bisher nicht u¨ber die Mittel, um “Bill likes” im genannten
Kontext ada¨quat zu vervollsta¨ndigen und dadurch die Vorteil des ersten Ak-
zentmuster formal zu begru¨nden. Die Anwendung der in Definition D-4-2-8
spezifizierten Regeln verlangt, dass “likes” ignoriert und der u¨brig bleibende
Term “Bill” mit Hilfe des gegebenen QUAD erga¨nzt wird. Auf diese Weise
la¨sst sich aber nicht nur “Bill likes”, sondern auch auch “likes Bill” ver-
vollsta¨ndigen; mit unserem Regelapparat ist es darum gleichgu¨ltig, welche
der beiden Wortfolgen vom Rezipienten erkannt wird.
Halten wir fest: Wir haben eine Regel aufgestellt, wie Sa¨tze optimalerwei-
se zu akzentuieren sind. Wenn ein Satz optimal akzentuiert ist, dann kann
er allein aufgrund der akzentuierten Wo¨rter verstanden werden. Die Men-
ge der akzentuierten Wo¨rter ist kleinstmo¨glich; wenn ein Satz nicht optimal
48 Wenn Bill u¨berhaupt jemanden oder etwas mag: Schließlich ist “BILL likes no one.” – ohne
Beru¨cksichtigung des Kontextes – eine mo¨gliche Erga¨nzung von “Bill likes”.
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akzentuiert ist, dann sind entweder mehr oder weniger Wo¨rter als no¨tig ak-
zentuiert.
Die Akzentuierung von zu vielen Wo¨rtern ist von Nachteil, weil dadurch
die Wahrscheinlichkeit der Erkennung der akzentuierten Wo¨rter gemindert
wird.49 Außerdem kann ein Rezipient, der davon ausgeht, dass der Sprecher
optimal akzentuiert, aufgrund einer ¨Uberakzentuierung falsche Annahmen
u¨ber den ¨Außerungskontext machen und seine Repra¨sentation des Kontextes
dementsprechend falsch, d.h. anders, als es eigentlich im Sinne des Spre-
chers wa¨re, akkommodieren. (Wir widmen uns der Akkommodierung von
¨Außerungskontexten im na¨chsten Unterabschnitt 4.2.5.)
Ein Sprecher steigert das Risiko eines Missversta¨ndnisses auch dann, wenn
er zu wenige, d.h. nicht alle fu¨r das Versta¨ndnis kritischen Wo¨rter akzentu-
iert. Er muss davon ausgehen, dass nicht-akzentuierte Wo¨rter nicht erkannt
werden; wenn er nicht alle kritischen Wo¨rter akzentuiert, dann besteht die
Gefahr, dass der Rezipient nicht alle kritischen Wo¨rter erkennt:50
(4.47) What is in the left field? — EVERY blue square is in the left field.
(4.48) Which triangle is in the left field? —
Some red TRIANGLE is in the left field.
Wenn der Rezipient der Antwort von Beispiel 4.47 nur das akzentuierte
Wort “every” erkennt, dann besteht die Gefahr, dass er die Antwort im Sinne
von “Every object is in the left field” rekonstruiert. Diese Rekonstruktion ist
wesentlich sta¨rker als die vom Sprecher intendierte; mo¨glicherweise ist sie
falsch. Auch die Antwort von Beispiel 4.48 ist unterakzentuiert. Wenn der
Rezipient nur das akzentuierte Wort erkennt, dann kann er die vom Spre-
cher intendierte Nachricht nicht vollsta¨ndig rekonstruieren. Er gelangt im-
merhin zur Rekonstruktion einer richtigen, partiellen Antwort, derzufolge
sich (mindestens) ein Dreieck im linken Feld befindet. Er kann ausschließen,
dass kein Dreieck im linken Feld ist. Fehlakzentuierung bewirkt also nicht
zwangsla¨ufig ein Missversta¨ndnis, steigert aber die Wahrscheinlichkeit, dass
die Nachricht des Sprechers nicht vollsta¨ndig verstanden wird.
49 Vgl. Kapitel 2 (Abschnitt 2.5).
50 Vgl. Kapitel 2 (Abschnitt 2.4).
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4.2.5 Pra¨supposition von Fragen
Wir ko¨nnen fu¨r einen ¨Außerungskontext ein optimales Akzentmuster eines
gegebenen Satzes bestimmen. Umgekehrt ko¨nnen wir auch fu¨r einen Satz
mit Akzentmuster die Kontexte, hinsichtlich derer das Akzentmuster optimal
ist, bestimmen:
(4.49) ICH habe deine Daten NICHT gelo¨scht.
Nehmen wir an, jemand komme in sein Bu¨ro und werde mit der ¨Außerung
von Satz (4.49) empfangen. Er erkenne den Satz vollsta¨ndig inklusive dem
Akzentmuster. Sofort vermutet er, dass seine Daten gelo¨scht sind. — Warum?
Jeder Aussagesatz soll eine zur Debatte stehende Frage wenigstens partiell
beantworten. Wenn ein Rezipient einen Aussagesatz in die formal-sprach-
liche Repra¨sentation !φ u¨bersetzt, dann muss er annehmen, dass (fu¨r den
Sprecher) die Frage ?φ – evt. sogar eine logisch sta¨rkere Frage – zur Debatte
steht. Der Rezipient von Satz 4.49 kann also davon ausgehen, dass zur De-
batte steht, ob der Sprecher die Daten des Rezipienten gelo¨scht hat. Unter der
Pra¨misse, dass der Satz optimal akzentuiert ist, soll die u¨bermittelte Nach-
richt nur aufgrund der akzentuierten Wo¨rter rekonstruiert werden ko¨nnen.
Die Rekonstruktion der Nachricht von von 4.49 ist aus ,,ich“ und ,,nicht“ al-
leine mit Hilfe der Typanpassungsregeln nicht zu bewerkstelligen; ein QU-
AD wird beno¨tigt. Ein QUAD ist nur dann verfu¨gbar, wenn die dem QUAD
entsprechende Frage zur Debatte steht. Der Rezipient stellt schon fest, dass
die Frage, ob der Sprecher die Daten gelo¨scht hat, zur Debatte steht (s.o.).
Sta¨nde aber das QUAD dieser Frage zur Verfu¨gung, dann akzentuierte der
Sprecher optimalerweise nur das Wort ,,nicht“ – ,,Ich habe deine Daten
NICHT gelo¨scht“ –; das Akzentmuster von Beispiel 4.49 (Akzente auf ,,ich“
und ,,nicht“) wa¨re suboptimal.
Die Akzentuierung von ,,ich“ und ,,nicht“ ist genau dann optimal, wenn
das QUAD fu¨r die Frage, wer die Daten des Rezipienten gelo¨scht hat, ver-
fu¨gbar ist. Der Sprecher pra¨supponiert diese Frage qua Akzentuierung, und
der Rezipient akkommodiert seine Repra¨sentation des gemeinsamen Wis-
sens entsprechend.
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Eine Frage wird nicht grundlos zur Debatte gestellt; es mu¨ssen Bedingun-
gen gegeben sein, die ihre Beantwortung interessant machen. Die Frage, wer
bestimmte Daten gelo¨scht hat, ist out of the blue nur dann interessant, wenn
die Daten gelo¨scht wurden. Ebendas muss der Rezipient nun annehmen; er
muss auch diesbezu¨glich seine Repra¨sentation des gemeinsamen Wissens
akkommodieren.51
Halten wir fest: Die im letzten Unterabschnitt 4.2.4 spezifizierte Akzentu-
ierungsregel setzt Sa¨tze, Akzentmuster, Nachrichten und ¨Außerungskontex-
te in Relation zueinander. Ein Sprecher kann fu¨r einen Satz mit Ru¨cksicht
auf die zu u¨bermittelnde Nachricht und den bestehenden Kontext ein op-
timales Akzentmuster bestimmen. Ein Rezipient wiederum kann – wenn
er den Satz vollsta¨ndig, inklusive dem Akzentmuster erkennt – schließen,
was der Sprecher fu¨r den ¨Außerungskontext ha¨lt. Er muss dazu voraus-
setzen, dass der Sprecher optimal akzentuiert. Das Akzentmuster gibt ins-
besondere Aufschluss daru¨ber, welche Frage fu¨r den Sprecher zur Debatte
steht. Dass eine Frage zur Debatte steht, ist an Voraussetzungen gebunden.
Der Rezipient kann seine Kontext-Repra¨sentation hinsichtlich der vom Spre-
cher pra¨supponierten Frage und ihrer Voraussetzungen akkommodieren; er
51 Einwand: Warum mu¨ssen wir das Akzentmuster beachten, um zu diesem Schluss zu kom-
men? Ohne Beru¨cksichtigung der Akzentuierung kann schließlich festgestellt werden, dass
die Frage, ob der Sprecher die Daten des Rezipienten gelo¨scht hat, zur Debatte steht. Auch
diese Frage muss interessant sein. Sie ist out of the blue nur interessant, wenn die Daten
gelo¨scht wurden. — Entgegnung: Nein. (A) Die Frage, ob der Sprecher Daten gelo¨scht hat,
kann auch in anderen Kontexten gestellt werden. Nehmen wir an, der Sprecher sei sehr unge-
schickt und man mu¨sse immer befu¨rchten, dass er irgendwelche Daten lo¨scht. Die Nachricht,
dass er wichtige Daten nicht gelo¨scht hat, sollte eher beruhigend wirken. (B) Durch andere
Akzentuierungen werden andere Fragen pra¨supponiert und dadurch andere Wirkungen beim
Rezipienten erzielt:
(4.50) Ich habe DEINE Daten nicht gelo¨scht.
Durch die Akzentuierung von ,,deine“ wird die Frage, wessen Daten der Sprecher gelo¨scht
hat, vorausgesetzt. Die Daten des Rezipienten hat er nicht gelo¨scht, u¨ber die Daten anderer
Personen a¨ußert er sich nicht; mo¨glicherweise sind diese verloren. Vom Akzentmuster ab-
zusehen, hieße, den Unterschied zwischen den ¨Außerungen 4.49 und 4.50 zu leugnen. Der
Unterschied ist aber betra¨chtlich: Nach ¨Außerung von 4.49 nimmt der Rezipient an, dass sei-
ne Daten gelo¨scht sind; nach ¨Außerung von 4.50 vermutet er, dass zumindest seine Daten
intakt sind.
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gleicht dadurch seine eigene Kontext-Repra¨sentation der des Sprechers an.
Verschiedene Akzentuierungen eines Satzes ko¨nnen verschiedene Akkom-
modierungen erfordern; ein Sprecher kann darum durch verschiedene Ak-
zentuierungen den Rezipienten auf verschiedene Weisen informieren.52
Wenn ein Rezipient weiß, welche Frage zur Debatte steht, dann kann er einen
Aussagesatz, der als Antwort auf diese Frage gea¨ußert wurde, qua Exhau-
stivierung semantisch versta¨rken (s.o., Unterabschnitt 4.2.2). Er kann den
Aussagesatz auch dann versta¨rken, wenn er die entsprechende Frage erst
aufgrund des Akzentmuster erfa¨hrt. Durch Akzentuierung kann also die In-
terpretation eines Satzes beeinflusst werden, indem angezeigt wird, wie der
Satz zu exhaustivieren ist.
Das folgende Beispiel stammt von [Rooth, 1992]: Steve, Paul und Mats
haben an einen Test teilgenommen; die Ergebnisse seien ihnen umgehend
mitgeteilt worden; jedem der drei sei deshalb bekannt, wie er und die beiden
anderen abgeschnitten haben. George wisse von dem Test und den Auswer-
tungsbedingungen; er treffe Mats und frage ihn, wie es gelaufen sei. Mats
antworte mit “Well, I passed”:
(4.53) Well, I PASSED.
(4.54) Well, I passed.
Der Satz “I passed” kann auf verschiedene Weisen akzentuiert werden; in
Beispiel 4.53 wird das Verb “passed”, in Beispiel 4.54 das Pronomen “I” ak-
zentuiert. Unter Absehung vom Akzentmuster bedeutet der Satz (von Mats
gea¨ußert) nicht mehr als, dass Mats den Test bestanden hat. [Rooth, 1992]
52 Auch die Akzentuierung von Fragesa¨tzen kann den Rezipienten zur Akkommodierung seiner
Repra¨sentation des ¨Außerungskontextes anleiten:
(4.51) Hast DU meine Daten gelo¨scht?
(4.52) Hast du MEINE Daten gelo¨scht?
Beispiel 4.51 ist nur dann optimal akzentuiert, wenn zur Debatte steht, wer die Daten des
Sprechers gelo¨scht hat. Beispiel 4.52 ist hingegen nur dann optimal akzentuiert, wenn zur De-
batte steht, wessen Daten der Angesprochene gelo¨scht hat. Durch die Akzentuierungen wer-
den unterschiedliche Kontexte vorausgesetzt und ergo unterschiedliche Akkommodierungen
vom Rezipienten verlangt.
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behauptet – und wir stimmen ihm zu –, dass der Rezipient George aber
zusa¨tzliche, und zwar je nach Akzentmuster verschiedene Informationen aus
der ¨Außerung des Satzes ziehen kann. Aufgrund von 4.53 (“I PASSED”)
darf er vermuten, dass Mats zwar bestanden, aber nicht sehr gut bestanden
hat; u¨ber die Ergebnisse von Steve und Paul erfa¨hrt er nichts. Aufgrund von
4.54 (“I passed”) hingegen darf George vermuten, dass zwar Mats bestan-
den hat (evt. sogar sehr gut), dass Steve und Paul aber durchgefallen sind.
[Rooth, 1992] stellt fest, dass durch die unterschiedlichen Akzentmuster un-
terschiedliche konversationelle Implikaturen evoziert werden. Die Akzent-
muster wirken – insofern sie Implikaturen evozieren – auf verschiedene Wei-
sen informativ.
[Rooth, 1992] verwendet zur Erkla¨rung dieses Pha¨nomens den theoreti-
sche Term ,,Fokus“: Die verschiedenen Akzentuierungen markierten ver-
schiedene Fokusse; die Bestimmung der Fokusse evoziere verschiedene Im-
plikaturen. Unsere Erkla¨rung rekurriert nicht auf Fokusse, sondern auf eine
qua Akzentuierung pra¨supponierte Frage:53
1. In Kapitel 3 (Abschnitt 3.1) haben wir bestimmt, dass Implikaturen An-
nahmen sind, die von einem Rezipienten gemacht werden, um die an
ihn gerichtere ¨Außerung mit den Konversationsmaximen (der Quantita¨t,
Qualita¨t, Relation und Modalita¨t) in Einklang zu bringen. Die Nachricht
des Sprechers soll so rekonstruiert werden, dass sie den im dritten Kapi-
tel (Unterabschnitt 3.3.3) definierten Ada¨quatheitskriterien genu¨gt; sie
soll außerdem die beste Antwort sein, die der Sprecher geben kann, d.h.
es soll nicht angenommen werden, dass der Sprecher relevantes Wissen
zuru¨ckha¨lt. Schließlich soll eine ¨Außerung klar und versta¨ndlich sein;
es darf vorausgesetzt werden, dass ein gea¨ußerter Satz optimal akzen-
tuiert ist.
2. Der Akzent auf “passed” in Beispiel 4.53 ist genau dann optimal, wenn
die Frage, wie Mats bestanden hat, zur Debatte steht. Bei Beispiel 4.54
verha¨lt es sich anders; der Akzent auf “I” ist genau dann optimal, wenn
53 Erkla¨rungen, die auf einen sogenannten Fokus rekurrieren, werden im folgenden Kapitel 5
besprochen.
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zur Debatte steht, wer bestanden hat. Qua Akzentuierung werden al-
so zwei unterschiedliche Fragen pra¨supponiert; beide sind der Frage,
die George zuvor gestellt hat – na¨mlich: wie der Test fu¨r Steve, Paul
und Mats gelaufen sei –, logisch untergeordnet. Sie ko¨nnen deshalb
nachtra¨glich zur Debatte gestellt werden und so die Beantwortung von
Georges Frage anleiten.54 George kann seine Repra¨sentation des ge-
meinsamen Wissen den Fragen entsprechend akkommodieren.
3. George weiß, dass Mats die vollsta¨ndige Antwort auf die von ihm ge-
stellte Frage kennt. Er weiß also auch, dass Mats die vollsta¨ndigen Ant-
worten auf die pra¨supponierten (Unter-) Fragen kennt. Er kann (streng
genommen: muss) Mats Antworten deshalb exhaustivieren und sie im
Sinne von ,,Ich (Mats) habe nur bestanden“ (4.53), respektive ,,Nur ich
(Mats) habe bestanden“ rekonstruieren. Aus den Rekonstruktionen folgt
logisch, dass Mats nicht sehr gut bestanden hat (4.53), respektive dass
Steve und Paul nicht bestanden haben (4.54). Dies sind die oben ge-
nannten Implikaturen.
Die Implikaturen kommen dadurch zustande, dass George Mats ¨Auße-
rungen ,ada¨quat macht‘. George akkommodiert zu diesem Zweck seine Re-
pra¨sentation des gemeinsamen Wissens fu¨r die von Mats qua Akzentuierung
pra¨supponierte Frage und exhaustiviert die wo¨rtliche Bedeutung von Mats
¨Außerung hinsichtlich dieser Frage.55
54 Vgl. Kapitel 3, Abschnitt 3.3.
55 Interessant ist, dass es durch ¨Außerung von “I passed” kaum mo¨glich ist, die von George
gestellte Ausgangsfrage vollsta¨ndig zu beantworten:
(A) Optimalerweise mu¨ssen hinsichtlich der Ausgangsfrage beide Wo¨rter “I” und “passed”
akzentuiert werden. Akzentuierung verlangt die Hervorhebung gegenu¨ber der Umgebung.
Wenn jedes Wort hervorgehoben wird, dann gibt es keine Umgebung gegenu¨ber der hervorge-
hoben werden kann, also wird kein Wort hervorgehoben. Der Rezipient muss nicht erkennen,
dass jedes Wort akzentuiert wurde; er kann auch erkennen, dass kein Wort akzentuiert wurde.
Alternativ kann er annehmen, dass er das Akzentmuster nicht erkannt hat oder – weil die Ak-
zentuierung beider Wo¨rter verlangt, dass “passed” gegenu¨ber “I” hervorgehoben wird – dass
nur “passed” akzentuiert wurde.
(B) Um die Antwort “I PASSED” (beide Wo¨rter akzntuiert) zu exhaustivieren, muss eine
Repra¨sentation erzeugt werden, derzufolge erstens Mats die einzige Person ist, die bestan-
den hat (Bedeutung von “I” exhaustiviert, Bedeutung von “passed” nicht exhaustiviert) und
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Halten wir fest: Wenn der Rezipient versteht, welche Frage der Sprecher
pra¨supponiert, dann kann er die ¨Außerung des Sprechers durch Exhausti-
vierung semantisch versta¨rken. Qua Akzentuierung ko¨nnen also die Rekon-
struktion und Interpretation einer ¨Außerung beeinflusst werden.
Durch Akzentuierung kann ein Sprecher Kontextbedingungen seiner ¨Auße-
rung – insbesondere eine zur Debatte stehende Frage – pra¨supponieren. Die
Pra¨supposition ist nicht immer eindeutig; ggf. ist ein Akzentmuster hinsicht-
lich verschiedener Fragen optimal:
(4.55) JEDES Dreieck befindet sich im linken Feld.
1. Wieviele Dreiecke befinden sich im linken Feld?
2. Welches Dreieck befindet sich im linken Feld?
(4.56) Ein BLAUES Dreieck befindet sich im linken Feld.
1. Was fu¨r ein Dreieck befindet sich im linken Feld?
2. Welches Dreieck befindet sich im linken Feld?
Die Akzentmuster der Beispielsa¨tze 4.55 und 4.56 sind jeweils in Bezug
auf zwei nicht-a¨quivalente Fragen optimal. Wenn der Rezipient nicht schon
weiß, welche Frage zur Debatte steht – eine der Fragen ko¨nnte zuvor expli-
zit gestellt worden sein –, dann kann er seinen Informationsstand auf ver-
schiedene Weisen akkommodieren. Er muss dabei gewa¨hrleisten, dass die
Aussage des Sprechers hinsichtlich des akkommodierten Informationsstan-
des ada¨quat ist. Wenn er weiß, wieviele Dreiecke es gibt, er aber nicht weiß,
welche Objekte Dreiecke sind, dann ist infolge der ¨Außerung von 4.55 nur
die Akkommodierung fu¨r die erste Frage (,,Wieviele Dreiecke ...“) gestattet.
zweitens Mats nur bestanden hat (Bedeutung von “I” nicht exhaustiviert; Bedeutung von “pas-
sed” exhaustiviert. Die ¨Außerung muss also als Antwort auf zwei Fragen interpretiert werden,
na¨mlich zum einen als Antwort auf die Frage, wer bestanden hat, und zum anderen als Ant-
wort auf die Frage, wie gut diejenigen, die bestanden haben, abgeschnitten haben. Die Funkti-
on exh darf nicht gleichzeitig auf die Bedeutungen von “I” und “passed” angewandt werden,
weil der Rezipient dadurch zu einer Repra¨sentation im Sinne von ,,Nur Mats hat nur be-
standen“ gelangte. Diese Repra¨sentation bedeutete nicht eine vollsta¨ndige sondern bloß eine
partielle Antwort. Sie bedeutet nicht die intendierte Antwort.
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Akkommodierte der Rezipient den Informationsstand fu¨r die zweite Frage,
dann wa¨re die Aussage 4.55 u¨berinformativ und bedeutete keine Antwort.
¨Ahnlich verha¨lt es sich mit Beispiel 4.56; die Akkommodierung mit der
zweiten Frage (,,Welches Dreieck ...“) ist nur dann ada¨quat, wenn der Re-
zipient die blauen Dreiecke identifizieren kann.
Wenn der Rezipient von Satz 4.56 nicht entscheiden kann, welche Fra-
ge pra¨supponiert wird, dann kann er den Satz durch Exhaustivierung auf
unterschiedliche Weisen rekonstruieren und interpretieren. Er kann verste-
hen, dass sich im linken Feld ein Dreieck befindet, das blau ist und keine
weitere, interessante Eigenschaft hat (z.B. ein paar rote Streifen zu haben).
Alternativ kann er verstehen, dass sich nur ein Dreieck im linken Feld be-
findet und dieses Dreick blau ist. Es empfiehlt sich zur Vermeidung eines
Missversta¨ndnisses, nicht zu exhaustivieren oder den Sprecher zu fragen,
was er meint.
Halten wir fest: Ein Akzentmuster kann Aufschluss u¨ber eine zur Debat-
te stehende Frage geben, muss diese aber nicht vollsta¨ndig spezifizieren.
Mo¨glicherweise wurde eine der mit dem Akzentmuster vertra¨glichen Fra-
gen bereits zur Debatte gestellt, so dass der Rezipient seinen Informati-
onsstand nicht zu akkommodieren braucht. Es mag auch sein, dass nur ei-
ne der Fragen kontextuell ada¨quat ist und alle anderen Fragen durch die
Ada¨quatheitskriterien ausgeschlossen werden. Ansonsten scheint es eine gu-
te Interpretationsstrategie zu sein, die entsprechende ¨Außerung so schwach
zu interpretieren, dass sie hinsichtlich jeder der mo¨glichen Fragen ada¨quat
ist; ein Missversta¨ndnis kann dadurch vermieden werden.56
4.2.6 Zusammenfassung
Zur Rekonstruktion einer Nachricht ko¨nnen verschiedene Operationen durch-
gefu¨hrt werden:
56 Es wa¨re interessant, experimentell zu untersuchen, wie Rezipienten ¨Außerungen interpretie-
ren, wenn diese mit verschiedenen Hintergrundfragen vertra¨glich sind und deshalb auf ver-
schiedene, nicht-a¨quivalente Weisen rekonstruiert und interpretiert werden ko¨nnen.
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1. Grammatisch wohlgeformte Ausdru¨cke ko¨nnen in formal-sprachliche
Repra¨sentationen u¨bersetzt werden. (Definition D-4-1-1)
2. Ein Rezipient kann ein ihm verfu¨gbares QUAD (question abstract do-
main pair) verwenden, um die Repra¨sentation einer Konstituentenant-
wort oder Konstituentenfrage zu erga¨nzen. (Definition D-4-2-8)
3. Durch Anwendung der Funktion exh kann die Repra¨sentation einer
Konstituentenantwort semantisch versta¨rkt werden.
(Definition D-4-2-6)
4. Ausdru¨cke ko¨nnen hinsichtlich ihres Typs angepasst werden; die Ty-
panpassung eines Ausdrucks kann dessen semantische Anreicherung
bewirken. (Definition D-4-2-8)
Eine Nachricht soll hinsichtlich des gemeinsamen Wissens der Kommu-
nikationspartner ada¨quat sein. Die Kommunikationspartner verfu¨gen u¨ber
(ggf. unterschiedliche) Repra¨sentationen des vermeintlich gemeinsamen Wis-
sens. Hinsichtlich dieser Repra¨sentationen ko¨nnen sie die Ada¨quatheit von
Nachrichten beurteilen. Bei der Rekonstruktion einer Nachricht besteht Spiel-
raum; u.U. kann der Rezipient verschiedene Nachrichten rekonstruieren, die
inada¨quaten Nachrichten aber verwerfen. Ggf. kann er auch eine Nachricht
ada¨quat machen, indem er seine Repra¨sentation des gemeinsamen Wissens
entsprechend akkommodiert.
Ada¨quatheitskriterien bestehen außer fu¨r Nachrichten auch fu¨r sprachli-
chen Ausdru¨cke, mittels derer Nachrichten mitgeteilt werden. Eine ¨Auße-
rung soll klar und versta¨ndlich sein. Klarheit und Versta¨ndlichkeit sind vom
gemeinsamen Wissen der Kommunikationspartner abha¨ngig; ein Rezipient,
der voraussetzt, dass sich der Sprecher klar und versta¨ndlich a¨ußert, kann
seine Repra¨sentation des gemeinsamen Wissens entsprechend anpassen. Ei-
ne klare und versta¨ndliche ¨Außerung ist optimal akzentuiert. Der Rezipient
einer ¨Außerung kann seine Repra¨sentation des gemeinsamen Wissens ak-
kommodieren, so dass die ¨Außerung hinsichtlich der akkommodierten Re-
pra¨sentation optimal akzentuiert ist. Ein Sprecher kann auf die Akkommo-
dierungsleistung vertrauen und qua Akzentuierung einen bestimmten Kon-
text – insbesondere eine zur Debatte stehende Frage – pra¨supponieren.
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Der Rezipient einer ¨Außerung rekonstruiert eine Nachricht; ggf. akkom-
modiert er im Zuge dessen seine Repra¨sentation des gemeinsamen Wissens.
Mittels einer rekonstruierten und fu¨r ada¨quat befundenen Nachricht kann er
seine Repra¨sentation des gemeinsamen Wissens aktualisieren (Definitionen
D-4-2-3 und D-4-2-4). Ein Sprecher wiederum kann seine Repra¨sentation
des gemeinsamen Wissens mittels der von ihm intendierten Nachricht ak-
tualisieren.
Wir haben damit die Grundzu¨ge eines Modells der Interpretation unvoll-
sta¨ndiger, respektive unvollsta¨ndig erkannter Sa¨tze definiert. Mit Bezug auf
die Regeln der Rekonstruktion von Nachrichten und die Ada¨quatheitskriteri-
en fu¨r Nachrichten konnten wir in Unterabschnitt 4.2.4 eine Regel optimaler
Akzentuierung spezifizieren. Akzentmuster sind mit dieser Regel vorhersag-
bar.
4.3 Interpretation ohne QUADs
Wenn kein QUAD fu¨r die Rekonstruktion einer Nachricht zur Verfu¨gung
steht, dann sind Operationen der Typanpassung die einzigen Operationen,
durch welche Rezipienten die erkannten Ausdru¨cke semantisch anreichern
ko¨nnen. Im letzten Abschnitt haben wir drei Operationen zur Typanpas-
sung definiert. Das folgende Beispiel 4.57 zeigt, dass weitere Operationen
beno¨tigt werden:
(4.57) Warum kommst Du so spa¨t? — noise FAHRRAD noise PLATTEN.
Die akzentuierten und vom Rezipienten erkannten Wo¨rter ,,Fahrrad“ und
,,Platten“ ko¨nnen in formal-sprachliche Repra¨sentationen u¨bersetzt werden.
Diese Repra¨sentationen ko¨nnen hinsichtlich ihres Typs angepasst werden;
man erzeugt dadurch generalisierte Quantoren im Sinne von ,,ein Fahrrad“
und ,,ein Platten“. Durch ¨Außerung des Fragesatzes ,,Warum kommst Du
so spa¨t?“ wird kein QUAD bereitgestellt, mittels dessen man die Quantoren
zu einem vollsta¨ndigen QL-Satz erga¨nzen ko¨nnte. Die ganze Antwort kann
also nicht mit Hilfe eines gegebenen QUAD rekonstruiert werden. Es ist na-
heliegend, die Quantoren in eine Relation zueinander zu stellen und eine
Repra¨sentation der Nachricht, dass irgendein Fahrrad einen Platten hat, zu
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erzeugen. Diese Nachricht bedeutet allerdings noch keine ada¨quate Antwort
auf die zuvor gestellte Frage; die Tatsache, dass irgendein Fahrrad kaputt
ist, sollte schließlich kein Grund fu¨r eine Verspa¨tung sein. Es ist anzuneh-
men, dass es sich bei dem kaputten Fahrrad nicht um ein beliebiges Fahrrad,
sondern um das Fahrrad des Antwortenden handelt; und es ist deshalb plausi-
bel, die Antwort von Beispiel 4.57 im Sinne von ,,Mein (des Antwortenden)
Fahrrad hat einen Platten“ zu rekonstruieren. Diese Rekonstruktion ist allein
mit den bisher definierten Operationen nicht mo¨glich. Die bisherigen Ope-
rationen der Typanpassung reichen fu¨r die Rekonstruktion von Nachrich-
ten wie der Antwort von Beispiel 4.57 also nicht aus; weitere Operationen
mu¨ssen definiert werden.
(4.58) Wo liegt das Buch? – noise TISCH.
Das Wort ,,Tisch“ kann als Antwort auf die Frage von Beispiel 4.58 so in-
terpretiert werden, dass das gemeinte Buch irgendwo auf, unter oder neben
einem (bestimmten) Tisch liegt. Die Repra¨sentation von ,,Tisch“ kann durch
Typanpassung in eine Repra¨sentation von ,,ein Tisch“ oder ,,der Tisch“ trans-
formiert werden. Dieser Ausdruck muss in einen Ausdruck, der einen Ort
bezeichnet, umgewandelt werden. Der Ort kann unterspezifiziert bleiben; es
muss nur vage bestimmt werden, wo das Buch zu finden ist. Das Ergebnis
einer Typanpassung kann also ein semantisch unterspezifizierter Ausdruck
sein.
Gema¨ß dem in Abschnitt 4.2 skizzieren Modell werden QUADs gebraucht,
wenn (typangepasste) ¨Ubersetzungen der erkannten Ausdru¨cke fu¨r die Re-
konstruktion einer Nachricht nicht ausreichen. Die Erga¨nzung eines Aus-
drucks mit einem QUAD ist eine kontextuell lizensierte, semantische An-
reicherung. Sie ist bisher die einzige Operation der kontextuell lizensierten
Anreicherung; weitere derartige Operationen werden aber beno¨tigt:
1. QUADs sind nur fu¨r explizit gea¨ußerte Fragesa¨tze gegeben; fu¨r die Re-
konstruktion von Antworten auf implizit gegebene Fragen stehen sie
nicht zur Verfu¨gung. Nichtsdestotrotz kann der Diskurskontext die In-
terpretation einer Antwort auf eine bloß implizit gegebene Frage anlei-
ten:57
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(4.59) Wann fa¨hrt der na¨chste Zug nach Ko¨ln? — 18:01h. Gleis 1.
In Kapitel 3 (Unterabschnitt 3.3.1) haben wir argumentiert, dass der
Antwortende von Beispiel 4.59 – nachdem er die Frage nach der Ab-
fahrtszeit beantwortet hat – die Frage, auf welchem Gleis der Zug nach
Ko¨ln abfa¨hrt, pra¨supponieren und durch ¨Außerung von ,,Gleis 1“ be-
antworten kann. Die Frage ergibt sich aus dem (standardma¨ßig anzu-
nehmenden) Informationsbedu¨rfnis des Fragestellers. Gema¨ß dem in
Abschnitt 4.2 skizzierten Modell steht fu¨r die Rekonstruktion der Nach-
richt, dass der Zug von Gleis 1 abfa¨hrt, kein QUAD zur Verfu¨gung; die
Nachricht kann daher im Modell von Abschnitt 4.2 nicht rekonstruiert
werden. Um sie zu rekonstruieren, muss die Repra¨sentation von ,,Gleis
1“ in die Repra¨sentation einer Ortsangabe wie ,,auf Gleis 1“ umgewan-
delt werden; die Ortsangabe muss schließlich mit Rekurs auf das Sub-
jekt und Pra¨dikat des zuerst gea¨ußerten Fragesatzes erga¨nzt werden. Zur
Rekonstruktion der Nachricht darf also nicht nur das QUAD des zuerst
gea¨ußerten Fragesatzes zur Verfu¨gung stehen.
(4.60) Klopfen an der Tu¨r — Otto.
(4.61) Jemand hat geklopft. — Otto.
,,Otto“ ist im Kontext der Beispiele 4.60 und 4.6158 im Sinne von ,,Ot-
to hat geklopft“ zu interpretieren. Die Interpretation verlangt die Be-
zugnahme auf das von den Kommunikationspartnern wahrgenommene
Klopfen respektive auf die ¨Außerung, dass jemand geklopft hat. Ein
geeignetes QUAD steht fu¨r die Interpretation nicht zur Verfu¨gung.
2. In den folgenden Beispielen von [Ginzburg, Sag, 2000] werden Frage-
sa¨tze gea¨ußert und dadurch QUADs dem Kontext hinzugefu¨gt. Diese
QUADs ko¨nnen zur Rekonstruktion der durch ¨Außerung von “Who?”
57 Das Beispiel 4.59 ist eine Wiederholung des Beispiels 3.10 aus Kapitel 3 (Unterabschnitt
3.3.1).
58 Die Beispiele 4.60 und 4.61 sind Wiederholungen der Beispiele 3.11 und 3.12 aus Kapitel 3
(Unterabschnitt 3.3.1).
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respektive “Mo?” gestellten Folge- und Kla¨rungsfragen allerdings nicht
gebraucht werden:
(4.62) Did anyone call? — Yes. — Who?
(4.63) Did you meet Makriyannis? — Who?
(4.64) Did Mo dupe the judges? — Mo?
Die Rekonstruktion der Folgefrage von Beispiel 4.62 und der Kla¨rungs-
fragen aus den Beispielen 4.63 und 4.64 verlangt die Bezugnahme auf
den jeweils zuvor gea¨ußerten Fragesatz. Das QUAD des jeweiligen Fra-
gesatzes ist nicht fu¨r die Rekonstruktion geeignet; der Satz muss dem
Rezipienten in einem anderen Format zur Verfu¨gung stehen.
¨Ahnlich verha¨lt es sich mit dem folgenden, von [Schwarzschild, 1999]
stammenden Beispiel:
(4.65) John drove Mary’s red convertible. What did he drive before
that? — He drove her BLUE convertible.
Wenn vom Antwortsatz nur das akzentuierte Wort “blue” erkannt wird,
dann kann dem Modell von Abschnitt 4.2 zufolge die Nachricht, dass
John irgendein blaues Objekt gefahren hat, rekonstruiert werden. Rich-
tigerweise muss aber die Nachricht, dass John Marys blaues Cabrio ge-
fahren hat, rekonstruiert werden. Die richtige Rekonstruktion verlangt
die Bezugnahme auf Konstituenten des zuvor gea¨ußerten Aussagesat-
zes; die Verwendung des gegebenen QUAD reicht fu¨r die Rekonstruk-
tion nicht aus.
Kommunikationspartner verfu¨gen u¨ber Repra¨sentationen des gemeinsa-
men Wissens (Informationssta¨nde). Ein Informationsstand ist im Modell von
Abschnitt 4.2 ein Paar bestehend aus einer Partition einer Indexmenge (σ)
und einer Liste von QUADs (quads).59 Eine Partition σ repra¨sentiert das ge-
meinsame propositionale und thematische Wissen der Kommunikationspart-
ner; mit Bezug auf σ wird die Ada¨quatheit einer Nachricht beurteilt. Die Ele-
mente der Liste quads ko¨nnen zur Rekonstruktion einer Nachricht verwen-
59 Vgl. Definition 4.2.1 (Unterabschnitt D-4-2-2).
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det werden. Wie wir gesehen haben, reichen diese QUADs zur Rekonstruk-
tion einer Nachricht aber nicht immer aus: QUADs sind Repra¨sentationen
zuletzt gea¨ußerter Fragesa¨tze. QUADs haben ein Format, aufgrund dessen
diese Repra¨sentationen nur beschra¨nkt genutzt werden ko¨nnen. Fu¨r die Re-
konstruktion der Kla¨rungsfragen aus den Beispielen 4.63 und 4.64 muss der
jeweils zuvor gea¨ußerte Fragesatz in einem anderen Format gegeben sein;
das jeweilige QUAD kann der Rekonstruktion nicht dienen. Ferner mu¨ssen
ggf. auch zuletzt gea¨ußerte Aussagesa¨tze im Zuge der Rekonstruktion ei-
ner Nachricht beachtet werden. Rezipienten mu¨ssen u¨ber Repra¨sentationen
dieser Sa¨tze und ihrer Konstituenten verfu¨gen.
Wir ko¨nnen das Modell aus Abschnitt 4.2 so vera¨ndern, dass anstelle von
QUADs formal-sprachliche Repra¨sentationen der zuletzt gea¨ußerten Sa¨tze
und ihrer Konstituenten und Repra¨sentationen sonstiger, allgemein wahr-
genommener Ereignisse zur Verfu¨gung stehen. Ein Informationsstand be-
steht demnach aus einer partitionierten Indexmenge σ und einer Liste for-
mal-sprachlicher Ausdru¨cke, welche die zuletzt gea¨ußerten Ausdru¨cke und
allgemein wahrgenommenen Ereignisse repra¨sentieren. Im Zuge der Rekon-
struktion einer Nachricht ko¨nnen die erkannten Wo¨rter unabha¨ngig vom Dis-
kurskontext in formal-sprachliche Ausdru¨cke u¨bersetzt und hinsichtlich ihrer
Typen angepasst werden. Außerdem ko¨nnen sie durch Verknu¨pfung mit den
kontextuell verfu¨gbaren Repra¨sentationen semantisch angereichert und zu
ganzen Nachrichten erga¨nzt werden. Die so erzeugten Nachrichten ko¨nnen
auf ihre Ada¨quatheit u¨berpru¨ft werden.
(4.66) Which blue square is in the left field? — EVERY noise
Interpretieren wir beispielhaft die Antwort des Dialogs 4.66:60 Nach der
¨Außerung, respektive Rezeption des Fragesatzes “Which blue square is in
the left field?” verfu¨gen die Kommunikationspartner u¨ber formal-sprach-
liche Repra¨sentationen des ganzen Satzes und seiner Konstituenten, also
von “blue”, “square”, “blue square”, “is in the left field” u.s.w.: λx[blau(x)],
λx[quadrat(x)], . . .. Diese Ausdru¨cke ko¨nnen zur Rekonstruktion der Ant-
wort verwendet werden. Zuerst wird das erkannte Determinativ “every” in
60 Beispiel 4.66 ist eine Wiederholung von Beispiel 4.24 aus Unterabschnitt 4.2.3.
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eine formal-sprachliche Repra¨sentation u¨bersetzt; diese wird per Typanpas-
sung in den generalisierten Quantor λZλX[∀x[Z(x)→ X(x)]] transformiert.
Der Quantor kann durch funktionale Anwendung auf zwei kontextuell ge-
gebene Pra¨dikate des Typs 〈e, t〉 zu einem Satz von QL erga¨nzt werden.
Weil verschiedene Pra¨dikate vom Typ 〈e, t〉 verfu¨gbar sind – λx[blau(x)],
λx[quadrat(x)], . . . –, kann der Quantor auf verschiedenen Weisen erga¨nzt
werden. Der Rezipient kann deshalb mehrere, nicht-a¨quivalente Nachrichten
rekonstruieren:
1. ![∀x[blau(x) ∧ square(x)→ links(x)]]
2. ![∀x[links(x)→ blau(x) ∧ square(x)]]
3. ![∀x[blau(x)→ square(x)]]
4. ![∀x[links(x)→ square(x)]]
5. ...
Die rekonstruierbaren Nachrichten ko¨nnen auf ihre Ada¨quatheit unter-
sucht werden. Nur eine Nachricht – na¨mlich die erste der oben angegebenen
– genu¨gt den in Kapitel 3 definierten Ada¨quatheitskriterien. Alle anderen
rekonstruierbaren Nachrichten ko¨nnen vom Rezipienten als inada¨quat ver-
worfen werden.
(4.67) Klopfen an der Tu¨r — Otto.
Zur Interpretation der ¨Außerung von Beispiel 4.67 (Wiederholung von
4.60) muss dem Rezipienten eine Repra¨sentation des Klopfgera¨usches, re-
spektive eine Repra¨sentation der Handlung, durch die das Gera¨usch hervor-
gerufen wird, zur Verfu¨gung stehen. Eine geeignete Repra¨sentation ist das
Pra¨dikat λx[klopfen(x)]. Der Name ,,Otto“ kann in einen generalisierten
Quantor u¨bersetzt und mit dieses Pra¨dikat zu einem QL-Satz erga¨nzt wer-
den; der Rezipient erha¨lt dadurch eine Repra¨sentation der Nachricht, dass
Otto klopft: ![klopfen(otto)].
Fassen wir bis hierhin zusammen: Wir schlagen vor, dass Informationssta¨n-
de anstelle einer Liste von QUADs eine Liste mit Repra¨sentationen der
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zuletzt gea¨ußerten Ausdru¨cke und allgemein wahrgenommener Ereignisse
enthalten. Im Zuge der Rekonstruktion einer Nachricht ko¨nnen diese Re-
pra¨sentationen verwendet werden, um die erkannten Ausdru¨cke semantisch
anzureichern. Wie gehabt sollen kontextunabha¨ngige Typanpassungen mo¨g-
lich sein. Um Repra¨sentationen erscho¨pfender Antworten zu konstruieren
soll auch im modifzierten Modell die Exhaustivierungsfunktion exh ange-
wandt werden ko¨nnen; die Anwendung der Funktion ist nicht mehr an die
Verwendung eines QUAD gekoppelt.
In den Grundzu¨gen gleichen sich die von uns vorgeschlagenen Modelle
zur Interpretation mit Hilfe von QUADs (Abschnitt 4.2) und zur Interpre-
tation ohne QUADs (vorliegender Abschnitt): Beide Modelle umfassen ei-
ne Semantik zur Interpretation erkannter Ausdru¨cke, ferner Operationen zur
kontextunabha¨ngigen, semantischen Anreicherung (Operationen der Typan-
passung und Exhaustivierung) und Operationen zur kontextabha¨ngigen, se-
mantischen Anreicherung (Anwendung eines QUAD, respektive Erga¨nzung
mit Repra¨sentationen zuvor gea¨ußerter Ausdru¨cke).61
Diskutieren wir zwei Einwa¨nde gegen die von uns vorgeschlagene Modifi-
kation des Modells aus Abschnitt 4.2.
61 (A) Wir belassen es hier bei der informellen Darstellung des Modell zur Interpretation oh-
ne QUADs. Ein solches Modell kann formal auf verschiedene Weisen definiert werden; ei-
ne Modellierung im Rahmen der DRT ([Kamp, Reyle, 1993]) wurde von Bernhard Schro¨der
2003 wa¨hrend eines Vortrags vor dem Graduiertenkolleg ,, ¨Okonomie und Komplexita¨t in der
Sprache“ (Humbold-Universita¨t, Berlin) skizziert. Folgender URL verweist auf die Folien fu¨r
diesen Vortrag: http://www.ikp.uni-bonn.de/˜hcs/publications/berlin.slides.pdf
(B) [Ginzburg, 1996 a] schla¨gt vor, einen Informationsstand als Tripel bestehend aus ei-
ner Menge von Indizes, einer Liste von Frage-Abstracts (besser: QUADs, s.o.) und einer
Liste von Repra¨sentationen der letzten ¨Außerungen (latest moves) zu definieren. Die In-
dexmenge repra¨sentiert das propositionale Wissen der Kommunikationspartner, die Liste
von Frage-Abstracts repra¨sentiert das thematische Wissen. Die Frage-Abstracts und die Re-
pra¨sentationen der letzten ¨Außerungen ko¨nnen zur Rekonstruktion von Nachrichten verwen-
det werden. Auf einen bereits gea¨ußerten Fragesatz kann demnach im Zuge der Rekonstruk-
tion einer Nachricht auf zweierlei Weisen zugegriffen werden: Erstens kann der Satz qua
Anwendung des durch seine ¨Außerung erga¨nzten Frage-Abstracts die Rekonstruktion beein-
flussen. Zweitens ist seine Repra¨sentation in der Liste der letzten ¨Außerungen vertreten; der
Rezipient kann auch diese Repra¨sentation fu¨r die Rekonstruktion einer Nachricht nutzen. Ein
Informationsstand gema¨ß dem Vorschlag von Ginzburg ist also partiell redundant. Wir wollen
auf diese Redundanz verzichten.
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Einwand 1: Durch Bezugnahme auf Repra¨sentationen bereits gea¨ußerter
Ausdru¨cke ko¨nnen ggf. mehr Nachrichten rekonstruiert werden als durch
die bloße Bezugnahme auf ein QUAD. Es ist mo¨glich, dass verschiedene,
nicht-a¨quivalente Nachrichten rekonstruiert werden ko¨nnen und dass diese
Nachrichten gleichermaßen die Ada¨quatheitskriterien erfu¨llen:
(4.68) Wen mag Irene nicht? – Otto.
Wenn durch den Fragesatz von Beispiel 4.68 ein QUAD bereitgestellt wird
und die Konstituentenantwort ,,Otto“ mit Hilfe dieses QUAD interpretiert
wird, dann wird die Konstituentenantwort im Sinne von ,,Irene mag Otto
nicht“ interpretiert. Wenn fu¨r die Interpretation der Konstituentenantwort
kein QUAD, dafu¨r aber Repra¨sentationen von ,,mag“, ,,Irene“ und ,,nicht“
zur Verfu¨gung stehen, dann ko¨nnen zwei nicht-a¨quivalente, aber gleicher-
maßen ada¨quate Nachrichten rekonstruiert werden, na¨mlich eine im Sinne
von ,,Irene mag Otto“ und eine im Sinne von ,,Irene mag Otto nicht“. (Es
ist nicht vorgeschrieben, dass ein kontextuell verfu¨gbarer Negationsopera-
tor im Zuge der Rekonstruktion angewandt wird.) Die Konstituentenantwort
von Beispiel 4.68 kann demnach missversta¨ndlich sein.
Entgegnung: Der Einwand ist richtig; das Modell muss so angepasst wer-
den, dass zur Rekonstruktion der Antwort von Beispiel 4.68 der Negati-
onsoperator angewandt werden muss. Allerdings scheint uns intuitiv eine
Konstituentenantwort auf eine Frage mit negativer Polarita¨t weniger leicht
versta¨ndlich zu sein als eine Konstituentenantwort auf eine Frage mit positi-
ver Polarita¨t.
(4.69) Wen mag Irene? – Otto.
Die Antwort von Beispiel 4.69 ist eindeutig im Sinne von ,,Irene mag
Otto“ zu interpretieren. Die Antwort von Beispiel 4.68 ist mo¨glicherweise
weniger leicht versta¨ndlich; sie kann eher eine Kla¨rungsfrage hervorrufen:
,,Also Irene mag Otto NICHT?“ Den Effekt, dass eine Konstituentenantwort
auf eine Frage mit negativer Polarita¨t missversta¨ndlich sein kann, darf man
fu¨r erwu¨nscht halten. Es ist empirisch zu untersuchen, ob der Effekt nur im
Modell oder auch in realen Kommunikationssituationen auftritt.
Einwand 2: Nach ¨Außerung des Fragesatzes von Beispiel 4.70 stehen im
modifizierten Modell genu¨gend Ausdru¨cke zur Verfu¨gung, um die Antwort,
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dass Jan ein bestimmtes Buch hat, zu rekonstruieren. Der Rezipient muss
demnach kein Wort des Antwortsatzes erkennen, um die Antwort rekonstru-
ieren zu ko¨nnen. Das ist de facto natu¨rlich falsch.
(4.70) Hat Jan das Buch, oder hat Dirk das Buch? — Jan noise
Entgegnung: Tatsa¨chlich kann der Rezipient, ohne ein Wort des Antwort-
satzes zu erkennen, mindestens zwei kontextuell ada¨quate Nachrichten kon-
struieren, na¨mlich die, dass Jan ein bestimmtes Buch hat, und die, dass Dirk
das Buch hat. Wenn der Rezipient vom Antwortsatz das Wort ,,Jan“ erkennt
und zur Rekonstruktion der Antwort verwendet, dann kann er nur noch die
Nachricht, dass Jan das Buch hat, rekonstruieren. Die Erkennung des Na-
mens ist also nicht no¨tig, damit der Rezipient u¨berhaupt eine Nachricht re-
konstruieren kann, sondern damit er nur die richtige Nachricht rekonstruie-
ren kann. Erkennung muss die Rekonstruktionsmo¨glichkeiten nicht erwei-
tern; sie kann das Versta¨ndnis auch fo¨rdern, indem sie die Rekonstruktions-
mo¨glichkeiten beschra¨nkt.
Nehmen wir an, ein Sprecher a¨ußere einen Satz, der Rezipient erkenne ei-
nige Wo¨rter des Satzes und sei aufgrund dessen in der Lage, eine ada¨quate
Nachricht zu rekonstruieren. Er akzeptiere die Nachricht und a¨ußere kei-
nen Widerspruch. Der Sprecher kann daraufhin seinen Informationsstand
mit der von ihm gemeinten Nachricht aktualisieren; der Rezipient kann sei-
nen Informationsstand mit der rekonstruierten Nachricht aktualisieren. Idea-
liter sind die gemeinte und die rekonstruierte Nachricht a¨quivalent. Außer-
dem ko¨nnen Sprecher und Rezipient ihren Listen von Repra¨sentationen zu-
letzt gea¨ußerter Ausdru¨cke neue Elemente hinzufu¨gen. Soweit so inkonkret:
Welche bereits gea¨ußerten sprachlichen Ausdru¨cke du¨rfen u¨berhaupt zur
Rekonstruktion einer Nachricht verwendet werden? (Das ,Recycling‘ von
Kontextmaterial kann durchaus beschra¨nkt sein.) Ein Sprecher kennt jeden
Ausdruck, den er gea¨ußert hat,62 aber der Rezipient muss nicht alle Aus-
dru¨cke erkennen. Darf der Sprecher seine Liste mit Repra¨sentationen aller
62 Genauer: Ein Sprecher verfu¨gt u¨ber Repra¨sentationen der gemeinten Bedeutungen aller von
ihm gea¨ußerten Ausdru¨cke. Ein Sprecher muss nicht jeden von ihm gea¨ußerten Ausdruck
wo¨rtlich kennen. Es ist mo¨glich, dass er Fehler macht, ohne dass ihm diese Fehler auffallen.
Vgl. das folgende Beispiel von Ulrich Schade (p.c.): ,,Das Etikett auf den gru¨nen Weinflaschen
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Ausdru¨cke oder nur mit Repra¨sentationen der akzentuierten und vom Re-
zipienten ho¨chstwahrscheinlich erkannten Ausdru¨cke erga¨nzen? Darf ande-
rerseits der Rezipient der ihm verfu¨gbaren Liste nur Repra¨sentationen der
erkannten Ausdru¨cke oder auch semantisch angereicherte Repra¨sentationen
hinzufu¨gen? Besteht die Gefahr, dass Sprecher und Rezipient ihre Listen
auf unterschiedliche Weisen erga¨nzen und dadurch die Wahrscheinlichkeit,
dass missversta¨ndlich akzentuiert wird und falsche Nachrichten rekonstru-
iert werden, steigt? Wie weit du¨rfen ¨Außerungen zuru¨ckliegen, damit ihre
Repra¨sentationen noch zur Rekonstruktion einer Nachricht verwendet wer-
den ko¨nnen? Wie werden Repra¨sentationen gea¨ußerter Ausdru¨cke gelo¨scht?
Die Beantwortung dieser Fragen und die entsprechende Konkretisierung
des Interpretationsmodells verlangt die Erhebung und Auswertung empiri-
scher Daten. Wir verfu¨gen derzeit nicht u¨ber solche Daten; die Beantwortung
der Fragen ist also eine Aufgabe zuku¨nftiger Arbeit. Das gleiche gilt fu¨r die
Definition weiterer Operationen der Typanpassung. Auch diese Operationen
sind empirisch zu rechtfertigen, und ein um sie erweitertes Interpretations-
modell ist experimentell zu evaluieren. Bisher haben wir nur festgestellt,
dass weitere Operationen beno¨tigt werden.
4.4 Rahmenbedingungen der Interpretation
Zur richtigen Interpretation einer ¨Außerung mu¨ssen Teile der ¨Außerung er-
kannt werden. Außerdem muss ggf. Kontextwissen vorhanden sein, um die
erkannten Ausdru¨cke semantisch anzureichern und die Ada¨quatheit der ¨Au-
ßerung zu beurteilen. Weil auch Akzentmuster informativ wirken ko¨nnen,
ist es vorteilhaft, wenn der Rezipient erkennt, welche Wo¨rter der Sprecher
akzentuiert. Je mehr ein Rezipient von einer ¨Außerung erkennt und je mehr
der Interpretation dienliches Kontextwissen er hat, desto ho¨her ist die Wahr-
scheinlichkeit, dass er versteht, was der Sprecher ihm mitteilt. Versta¨ndnis
sind spiegelverkehrt gedruckt.“ Das Subjekt steht in dem Beispielsatz syntaktisch im Singular,
ist aber konzeptuell im ,Plural‘; es ist wahrscheinlich, dass die syntaktisch falsche Verwen-
dung der Pluralverbform dem Sprecher nicht auffa¨llt und von ihm nicht korrigiert wird. In
diesem Fall ,kennt‘ der Sprecher nicht wortgenau die Phrase ,,sind spiegelverkehrt gedruckt‘,
wohl aber verfu¨gt er u¨ber eine semantische Repra¨sentation der Phrase.
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ist allerdings auch dann mo¨glich, wenn eine ¨Außerung nur teilweise erkannt
wird und/ oder nur partielle Kenntnis des vom Sprecher vorausgesetzten
¨Außerungskontextes besteht.
Verschiedene Rahmenbedingungen fu¨r die Interpretation einer ¨Außerung
ko¨nnen also gegeben sein; vgl. diesbezu¨glich Abbildung 4.4:
1. Der Rezipient erkennt alle gea¨ußerten Wo¨rter (Fall 1), oder er erkennt
nicht alle gea¨ußerten Wo¨rter. Wenn er nicht alle gea¨ußerten Wo¨rter er-
kennt, dann erkennt er wenigstens alle akzentuierten Wo¨rter (Fall 2),
oder er erkennt einige akzentuierte Wo¨rter nicht (Fall 3).
2. Der Rezipient stellt fest, welche der erkannten Wo¨rter akzentuiert sind
(Fa¨lle 1.1, 1.2, 2.1, 2.2), oder nimmt das Akzentmuster nicht wahr (Fa¨lle
1.3, 1.4, 2.3, 2.4).
3. Verwenden wir das Modell der Interpretation mit Hilfe von QUADs:
Ein Sprecher pra¨supponiert mit einer ¨Außerung eine Frage. Diese Fra-
ge kann – inklusive dem entsprechenden QUAD – dem Rezipienten
bereits bekannt sein (Fa¨lle 1.1, 1.3, 2.1, 2.3) oder nicht (Fa¨lle 1.2, 1.4,
2.2, 2.4). Wenn dem Rezipienten die Frage und das QUAD bekannt
sind, dann kann er das QUAD zur semantischen Anreicherung der er-
kannten Ausdru¨cke verwenden. Er kann außerdem die Relevanz einer
rekonstruierten Nachricht hinsichtlich der zur Debatte stehenden Frage
bewerten.
Sehen wir uns die verschiedenen Umsta¨nde der Rezeption genauer an:
• Fall 1.1: Der Rezipient nimmt alle gea¨ußerten Wo¨rter korrekt wahr, er
unterscheidet zwischen akzentuierten und nicht-akzentuierten Wo¨rtern,
und er kennt die zur Debatte stehende Frage. Er kann die Nachricht
des Sprechers ohne Rekurs auf den Kontext rekonstruieren, und er kann
beurteilen, ob sich der Sprecher in ada¨quater Weise a¨ußert. Wenn die
¨Außerung hinsichtlich der zur Debatte stehenden Frage kein optimales
Akzentmuster aufweist, dann kann der Rezipient seine Repra¨sentation
des gemeinsamen Wissens akkommodieren und das Akzentmuster da-
durch ,optimal machen‘. Er kann im Zuge dessen Annahmen treffen,
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welche als konversationelle Implikaturen klassifiziert werden ko¨nnen.
(Vgl. das “I passed”-Beispiel (4.53, 4.54) aus Unterabschnitt 4.2.5.)
Unter den Interpretationsbedingungen ist es mo¨glich, Anomalien der
Akzentuierung und syntaktische Anomalien zu kompensieren:
(4.71) Wer hat sich mit Ulla unterhalten? – Yves hat sich mit ULLA
unterhalten.
Die Frage, welche qua Akzentuierung der Antwort von Beispiel 4.71
vorausgesetzt wird, ist der tatsa¨chlich gestellten Frage nicht logisch un-
tergeordnet. Der Rezipient kann seinen Informationsstand nicht der Fra-
ge entsprechend akkommodieren. Die Antwort ist deshalb nicht ada¨quat:
Sie dient entweder nicht der Beantwortung der zur Debatte stehenden
Frage, oder sie ist nicht optimal akzentuiert. Die beste Interpretation
scheint die zu sein, die das Akzentmuster ignoriert.
(4.72) Wer hat sich mit Ulla unterhalten? – Unterhalten Ulla YVES.
Der Antwortsatz von Beispiel 4.72 ist nicht grammatisch wohlgeformt.
Der Rezipient kann den Satz interpretieren, indem er alle Wo¨rter außer
dem akzentuierten Wort ignoriert und das akzentuierte Wort mit dem
gegebenen QUAD erga¨nzt. Unter der Voraussetzung, dass der Spre-
cher optimal akzentuiert, kann der Rezipient demnach auch syntaktisch
nicht-wohlgeformte ¨Außerungen interpretieren.
• Fall 1.2: Der Rezipient nimmt alle gea¨ußerten Wo¨rter korrekt wahr, er
unterscheidet zwischen akzentuierten und nicht-akzentuierten Wo¨rtern,
er kennt allerdings nicht die zur Debatte stehende Frage. Wenn er vor-
aussetzt, dass die ¨Außerung optimal akzentuiert wurde, dann kann er
seine Repra¨sentation des gemeinsamen Wissens gema¨ß der vom Spre-
cher pra¨supponierten Frage akkommodieren. Er kann die Nachricht des
Sprechers rekonstruieren und in Bezug auf die pra¨supponierte Frage ex-
haustivieren. Der Rezipient kann nicht die Ada¨quatheit der ¨Außerung
u¨berpru¨fen, er muss dem Sprecher vertrauen.
• Fall 1.3: Der Rezipient nimmt alle gea¨ußerten Wo¨rter korrekt wahr,
und er kennt die zur Debatte stehende Frage. Er nimmt das Akzentmu-
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ster nicht wahr, d.h. er kann nicht zwischen akztentuierten und nicht-
akzentuierten Wo¨rtern unterscheiden. Der Rezipient kann eine Nach-
richt rekonstruieren, diese hinsichtlich der zur Debatte stehenden Frage
exhaustivieren und die Ada¨quatheit der rekonstruierten Nachricht beur-
teilen. Er kann nicht feststellen, ob die ¨Außerung optimal akzentuiert
wurde oder ob zur nachtra¨glichen Herstellung der Optimalita¨t die Re-
pra¨sentation des gemeinsamen Wissens akkommodiert werden muss.
Er kann deshalb keine auf dem Akzentmuster beruhenden, konversatio-
nellen Implikaturen ziehen.
• Fall 1.4: Der Rezipient nimmt zwar alle gea¨ußerten Wo¨rter wahr, er
erkennt aber weder das Akzentmuster, noch verfu¨gt er u¨ber eine Repra¨-
sentation der zur Debatte stehenden Frage. Er kann eine Nachricht re-
konstruieren, er kann diese Nachricht aber nicht hinsichtlich einer Fra-
ge exhaustivieren. Er kann keine mit Verweis auf das Akzentmuster zu
rechtfertigende Anpassung seines Informationsstandes vornehmen, und
er kann nicht feststellen, ob die Nachricht den Ada¨quatheitskriterien
genu¨gt. Er muss dem Sprecher diesbezu¨glich vertrauen.
• Fall 2.1: Der Rezipient nimmt nicht alle Wo¨rter, aber mindestens al-
le akzentuierten Wo¨rter korrekt wahr. Er unterscheidet die akzentuier-
ten von den nicht-akzentuierten Wo¨rtern, und er kennt die zur Debat-
te stehende Frage. Der Rezipient kann die nicht-akzentuierten Wo¨rter
ignorieren und mit Hilfe des gegebenen QUAD eine Nachricht rekon-
struieren; diese kann er hinsichtlich der zur Debatte stehenden Frage
exhaustivieren. Die rekonstruierbaren Nachrichten ko¨nnen hinsichtlich
ihrer Ada¨quatheit beurteilt werden.
(4.73) Wer wartet auf Dirk? – BERND wartet noise
Die Nicht-Erkennung einiger Wo¨rter braucht keine Auswirkungen auf
die Interpretation zu haben. Die Antwort von Beispiel 4.73 kann auch
ohne Verwendung des gegebenen QUAD interpretiert werden; der Re-
zipient der Antwort muss nicht einmal bemerken, dass er nicht alle
Wo¨rter erkannt hat.
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(4.74) Wer hat sich mit Ulla unterhalten? – YVES noise mit Ulla noise
Bisher haben wir keine Operation definiert, die es dem Rezipienten
ermo¨glicht, aufgrund der erkannten Wo¨rter eine semantisch unterspezi-
fizierte Repra¨sentation der pra¨supponierten Frage zu konstruieren. Neh-
men wir an, der Rezipient verfu¨ge u¨ber eine solche Operation. Er kann
dann eine unterspezifizierte Repra¨sentation der durch die Antwort von
Beispiel 4.74 pra¨supponierten Frage erzeugen: ?[R(x, ulla)] (R bezeich-
net eine zu noch spezifizierende Relation). Wenn sich diese Repra¨sen-
tation zu einer Repra¨sentation der tatsa¨chlich zur Debatte stehenden
Frage spezifizieren la¨sst (?[unterhalten(x, ulla)]), dann darf sich der
Rezipient sicher sein, dass die Antwort optimal akzentuiert wurde.
• Fall 2.2: Der Rezipient erkennt nicht alle Wo¨rter, aber alle akzentuierten
Wo¨rter. Er erkennt das Akzentmuster der ¨Außerung, verfu¨gt aber u¨ber
keine Repra¨sentation der zur Debatte stehenden Frage. Mo¨glicherweise
kann er durch Typanpassungen eine unterspezifizierte Repra¨sentation
der Nachricht des Sprechers erzeugen. Diese Repra¨sentation kann er
ggf. im weiteren Verlauf des Diskurses spezifizieren:
(4.75) (Wer hat sich mit Ulla unterhalten?)
YVES noise mit Ulla noise
DIRK hat sich NICHT mit Ulla unterhalten.
Wenn der Rezipient erst ,,Yves“ und ,,mit Ulla“ erkennt, dann kann er
annehmen, dass der Sprecher ihm mitteilen wollte, dass Yves irgendet-
was zusammen mit Ulla macht, gemacht hat oder machen wird. Der Ak-
zent auf ,,Yves“ weist darauf hin, dass der Sprecher die Frage, wen die
nicht-erkannte Ta¨tigkeit mit Ulla verbindet, voraussetzt. Den na¨chsten
Satz erkennt der Rezipient vollsta¨ndig. Er erfa¨hrt, dass Dirk sich nicht
mit Ulla unterhalten hat und dass der Sprecher pra¨supponiert, dass die
Frage, wer sich mit Ulla unterhalten hat, zur Debatte stehen. In Bezug
auf diese Frage kann der Rezipient seine Rekonstruktion der zuvor ge-
machten Mitteilung dahingehend spezifizieren, dass Yves sich mit Ulla
unterhalten hat.
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Wenn der Rezipient keine unterspezifizierte Repra¨sentation der Nach-
richt des Sprechers erzeugen kann, dann kann er die ¨Außerung des Spre-
chers nicht verstehen.
• Fall 2.3: Der Rezipient nimmt nicht alle Wo¨rter, aber mindestens alle
akzentuierten Wo¨rter korrekt wahr. Er kennt die zur Debatte stehen-
de Frage, er kann allerdings nicht zwischen akzentuierten und nicht-
akzentuierten Wo¨rtern unterscheiden.
(4.76) Wer hat sich mit Ulla unterhalten?
1. Yves noise
2. Yves noise Ulla noise
Die Rekonstruktion der Nachricht la¨uft ab wie in Fall 2.1. Der Rezi-
pient kann versuchsweise annehmen, dass er genau die akzentuierten
Wo¨rter erkennt (erste Antwort von Beispiel 4.76); diese Wo¨rter kann er
mit dem gegebenen QUAD anreichern. Wenn er mehr als nur die ak-
zentuierten Wo¨rter erkennt und die Anreicherung mit dem gegebenen
QUAD nicht zu einer ada¨quaten Rekonstruktion fu¨hrt, dann kann er er-
kannte Wo¨rter ignorieren und versuchen, eine Nachricht aufgrund von
nur einigen der erkannten Wo¨rter zu rekonstruieren. Er kann die zwei-
te Antwort von Beispiel 4.76 demnach entweder im Sinne von ,,Yves
hat sich mit Ulla unterhalten“ oder im Sinne von ,,Ulla hat sich mit
Ulla unterhalten“ rekonstruieren. Beide Rekonstruktionen genu¨gen den
Ada¨quatheitskriterien; wenn es dem Rezipienten aber unplausibel ist,
dass Ulla ein Selbstgespra¨ch gefu¨hrt hat, dann wird er die erste Rekon-
struktion bevorzugen.
In Fall 2.3. scheint die Interpretation ohne QUADs, wie wir sie in Ab-
schnitt 4.3 skizziert haben, der Interpretation mit Hilfe von QUADs
u¨berlegen zu sein. Bei der Interpretation mit Hilfe von QUADs mu¨ssen
ggf. erkannte Ausdru¨cke ignoriert werden; es gibt aber keinen Anhalts-
punkt, welche Ausdru¨cke ignoriert werden mu¨ssen. Bei der Interpreta-
tion ohne QUADs mu¨ssen niemals erkannte Ausdru¨cke ignoriert wer-
den, weil nicht nur ganze QUADs, sondern auch ,kleinere‘, typgerechte
Ausdru¨cke fu¨r die semantische Anreicherung zur Verfu¨gung stehen.
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• Fall 2.4: Wieder erkennt der Rezipient nicht alle Wo¨rter, aber alle ak-
zentuierten Wo¨rter. Er erkennt aber nicht das Akzentmuster, und er
verfu¨gt u¨ber keine Repra¨sentation der zur Debatte stehenden Frage. Die
Interpretation muss ablaufen wie in Fall 2.2: Der Rezipient konstru-
iert eine unterspezifizierte Repra¨sentation der Nachricht des Sprechers,
welche er im weiteren Diskursverlauf u.U. spezifizieren kann.
• Fall 3: Der Rezipient nimmt nicht alle akzentuierten Wo¨rter korrekt
wahr. Wenn der Sprecher seine ¨Außerung optimal akzentuiert hat, dann
erkennt der Rezipient also nicht alle fu¨r der Versta¨ndnis kritischen Wo¨r-
ter. Er kann die ¨Außerung des Sprechers demnach nicht oder nur teil-
weise verstehen:
(4.77) Wer hat sich mit Ulla unterhalten?
1. noise unterhalten.
2. noise Ulla noise
3. noise STUDENT noise
(gea¨ußerter Satz: ,,Ein FRANZ ¨OSISCHER STUDENT hat
sich mit Ulla unterhalten.“)
Nehmen wir an, die intendierte Antwort von Beispiel 4.77 sei, dass der
franzo¨sische Student sich mit Ulla unterhalten hat. Selbst wenn der Re-
zipient die zur Debatte stehende Frage kennt, kann er keine Nachricht
rekonstruieren, wenn er nur das Wort ,,unterhalten“ erkennt (erste Ant-
wort). Wenn er den Namen ,,Ulla“ erkennt (zweite Antwort), dann kann
er zwar eine Nachricht im Sinne von ,,Ulla hat sich mit Ulla unterhal-
ten“ rekonstruieren. Diese Rekonstruktion kann er aber aus Plausibi-
lita¨tserwa¨gungen verwerfen. Wenn er die Rekonstruktion nicht verwirft,
dann kommt es zum Missversta¨ndnis. Aufgrund des erkannten Wortes
,,Student“ (dritte Antwort) kann er – wenn er die zur Debatte stehende
Frage kennt – eine Repra¨sentation von ,,Ein Student hat sich mit Ul-
la unterhalten“ erzeugen. Diese Repra¨sentation erfasst nicht die ganze
Bedeutung der vom Sprecher intendierten Nachricht. Sie erfasst die Be-
deutung aber wenigstens teilweise und kann informativ wirken. Wenn
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der Rezipient die zur Debatte stehende Frage nicht kennt, dann kann er
die ¨Außerung des Sprecher keinesfalls verstehen.
Fassen wir zusammen: Die Interpretation la¨uft in allen beschriebenen Fa¨llen
a¨hnlich ab: Der Rezipient versucht die von ihm erkannten Ausdru¨cke mit
Rekurs auf den ¨Außerungskontext in Repra¨sentationen von Nachrichten zu
u¨bersetzen. Die so rekonstruierten Nachrichten evaluiert er hinsichtlich sei-
ner Repra¨sentation des Kontextes. Es kommt bei der Interpretation nicht dar-
auf an, dass der Rezipient weiß, ob er alle oder alle akzentuierten Wo¨rter er-
kannt hat; seine Interpretationsstrategie braucht durch solches Wissen nicht
beeinflusst zu werden.
Die Interpretation von ¨Außerungen mit Rekurs auf den Diskurskontext ist
erstaunlich robust. Selbst bei nur partieller Erkennung der ¨Außerung und nur
beschra¨nkter Kenntnis des Diskurskontextes ist Verstehen mo¨glich.
Kapitel 5
Optimale Akzentuierung vs
Fokusakzentuierung
Die folgenden Beispiele zeigen, dass die Gebrauchsbedingungen eines Sat-
zes durch Akzentuierung beeinflusst werden ko¨nnen:1
(5.1) Whom did John introduce to Sue? — John introduced BILL to Sue.
(5.2) To whom did John introduce Bill? — John introduced Bill to SUE.
Die Aussagesa¨tze der Beispiele 5.1 und 5.2 ko¨nnen ada¨quaterweise als
Antworten auf die jeweils angegebene Frage gea¨ußert werden. Der Aussa-
gesatz von Beispiel 5.1 (mit Akzent auf “Bill”) ist allerdings keine ada¨quate
Antwort auf die Frage von Beispiel 5.2, und ebensowenig kann der Aussage-
satz von Beispiel 5.2 (mit Akzent auf “Sue”) als Antwort auf die Frage von
Beispiel 5.1 gea¨ußert werden. Aufgrund der unterschiedlichen Akzentmu-
ster verlangen die Aussagesa¨tze unterschiedliche ¨Außerungskontexte (hier:
zur Debatte stehende Fragen); die Sa¨tze haben also verschiedene Gebrauchs-
bedingungen. Im Rahmen einer Theorie der optimalen Akzentuierung ist der
Unterschied leicht zu erkla¨ren: Die beiden Akzentmuster sind in verschiede-
nen Kontexten optimal. Bei Kenntnis der zur Debatte stehenden Frage ist
es fu¨r das Versta¨ndnis der Antwort des Beispiels 5.1 hinreichend, “Bill” zu
erkennen, ergo muss genau dieses Wort akzentuiert werden. Analog gilt fu¨r
Beispiel 5.2, dass “Sue” akzentuiert werden muss, weil das Versta¨ndnis die
Erkennung genau dieses Wortes erfordert.
1 Wir nehmen die Beispiel aus der Einleitung (Kapitel 1) wieder auf. Die akzentuierten Wo¨rter
sind wie immer in Großbuchstaben gesetzt.
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Wenn wir in die Beispielsa¨tze das Wort “only” einfu¨gen, dann unterschei-
den sie sich nicht nur hinsichtlich ihrer Gebrauchs-, sondern auch hinsicht-
lich ihrer Wahrheitsbedingungen:
(5.3) John only introduced BILL to Sue.
(5.4) John only introduced Bill to SUE.
Der Satz 5.3 mit Akzent auf “Bill” ist wahr genau dann, wenn John kei-
ne andere Person (aus einer gegebenen Gruppe) als Bill der Sue vorgestellt
hat. Es hat keine Auswirkungen auf den Wahrheitswert, wenn John den Bill
auch anderen Personen vorgestellt hat. Im Gegensatz dazu ist der Satz 5.4
mit Akzent auf “Sue” wahr genau dann, wenn John den Bill keiner anderen
Person (aus einer gegebenen Gruppe) als Sue vorgestellt hat.2 Der Satz ist
falsch, wenn John Bill auch anderen Personen (aus der gegebenen Gruppe)
vorgestellt hat. Die Sa¨tze 5.3 und 5.4 haben also verschiedene Wahrheitsbe-
dingungen. Ihr semantischer Unterschied steht im Zusammenhang mit dem
Unterschied der Akzentmuster.
Wie ko¨nnen semantische Wirkungen von Akzentmustern erkla¨rt werden? —
In einer Theorie der optimalen Akzentuierung ist eine unmittelbar bedeu-
tungsspezifizierende Funktion von Akzentmustern nicht vorgesehen; Akzen-
te dienen allein der Hervorhebung von versta¨ndniskritischen Wo¨rtern. Die
Optimalita¨t eines Akzentmusters wird mit Bezug auf den jeweiligen ¨Auße-
rungskontext bestimmt; qua Akzentuierung wird eine bestimmte Beschaf-
fenheit dieses Kontextes pra¨supponiert. Weil der Kontext wiederum die In-
terpretation einer ¨Außerung beeinflussen kann, ko¨nnen Akzente mittelbar
eine bedeutungsspezifizierende Funktion erfu¨llen; ihr semantischer Effekt
ergibt sich als Epipha¨nomen optimaler Akzentuierung. (Wir demonstrieren
diese Erkla¨rung anhand der Beispiele 5.3 und 5.4 in Abschnitt 5.1.)
Im Rahmen von Fokustheorien3 wird die semantische und pragmatische
Funktion von Akzentmustern auf andere Weise erkla¨rt. Der theoretische Term
2 Manchen Fokustheorien (s.u.) zufolge kann der Satz noch eine andere Lesart haben. Wir
gehen darauf in Abschnitt 5.2 ein.
3 Zum ¨Uberblick vgl. [Stechow, 1989 a], [Rooth, 1996 a], [Krifka, 1996].
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,,Fokus“ wird zur syntaktischen Beschreibung von Sa¨tzen eingefu¨hrt: Ei-
ne oder mehrere Konstituenten eines Satzes ko¨nnen Fokusse sein, d.h. ein
syntaktisches Fokusmerkmal tragen. Akzente dienen der Markierung fokus-
sierter Konstituenten, sie geben Aufschluss daru¨ber, welche Konstituenten
ein Fokusmerkmal tragen. Fokustheorien zufolge haben Sa¨tze mit unter-
schiedlichen Akzentmustern unterschiedliche (syntaktische) Fokus-Hinter-
grund-Strukturen. Der syntaktische Unterschied hat Auswirkungen auf die
Interpretation. Im Fall der Beispiele 5.3 und 5.4 bewirkt er, dass die Sa¨tze
verschiedene Gebrauchs- und Wahrheitsbedingungen haben; im Fall der Bei-
spiele 5.1 und 5.2 wirkt er sich nur auf die Gebrauchsbedingungen aus.
Eine Theorie der optimalen Akzentuierung und Fokustheorien unterschei-
den sich erstens in methodischer Hinsicht: Im Rahmen einer Theorie der op-
timalen Akzentuierung sind Akzentmuster rein pragmatisch bestimmt; weil
pragmatische Faktoren auf die Interpretation einer ¨Außerung wirken ko¨nnen,
ko¨nnen Akzentmuster die Wahrheitsbedingungen des gea¨ußerten Satzes be-
einflussen. Eine Fokustheorie ist im Vergleich zu einer Theorie der optimalen
Akzentuierung eine ,linguistischere‘ Theorie: Akzentmuster sind gramma-
tikalisiert; Sa¨tze, die verschiedene Akzentmuster aufweisen, unterscheiden
sich syntaktisch und sind aufgrund dessen verschieden zu interpretieren. Der
semantische Unterschied, der sich sich aus dem syntaktischen ergibt, kann
sich – muss sich aber nicht – in den Wahrheitsbedingungen der Sa¨tze ma-
nifestieren; er wirkt sich jedenfalls auf die Gebrauchsbedingungen aus. Ei-
ner Theorie der optimalen Akzentuierung zufolge basiert ein semantischer
Unterschied zwischen verschieden akzentuierten Sa¨tzen auf einem pragma-
tischen Unterschied; Fokustheorien zufolge basiert umgekehrt ein pragmati-
scher Unterschied auf einem semantischen Unterschied.4
4 Fokustheorien entsprechen – anders als eine Theorie der optimalen Akzentuierung – dem
Pipeline-Modell der Sprachverarbeitung, demzufolge erstens ein Satz syntaktisch analysiert
wird, zweitens der syntaktisch analysierte Satz semantisch interpretiert wird – wodurch u.a.
die Wahrheitsbedingungen des Satzes festgestellt werden – und drittens zur Bestimmung der
Gebrauchsbedingungen das Interpretationsergebnis pragmatisch analysiert wird. Vgl. auch
Fußnote 11 in Kapitel 3 und [Schro¨der, 2003].
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Eine Theorie der optimalen Akzentuierung und Fokustheorien unterschei-
den sich zweitens in empirischer Hinsicht: Theorien beiden Typs machen
Vorhersagen, (a) wie ¨Außerungen im Sprachspielkontext zu akzentuieren
sind und ergo akzentuiert werden und (b) wie ¨Außerungen mit gegebenem
Akzentmuster im Sprachspielkontext zu interpretieren sind und ergo inter-
pretiert werden. Die Theorien bestimmen Relationen zwischen Akzentmu-
stern und Interpretationen. Sie bestimmten jedoch nicht dieselbe Relation.
Anhand von Sa¨tzen mit gegebenem Akzentmuster und gegebener Interpre-
tation la¨sst sich u¨berpru¨fen, welche der Relationen richtig sind; die Theorien
sind also empirisch evaluierbar.
Gliederung des vorliegenden Kapitels: Im ersten Abschnitt (5.1) zeigen wir,
wie semantische Effekte von Akzentmustern durch eine Theorie der opti-
malen Akzentuierung und durch Fokustheorien erkla¨rt werden. Im zweiten
Abschnitt (5.2) zeigen wir, dass eine Theorie der optimalen Akzentuierung
und Fokustheorien z.T. verschiedene Vorhersagen u¨ber Akzentmuster ma-
chen. Wir bewerten einander widersprechenden Vorhersagen. Experimente,
auf die wir in Abschnitt 5.2 rekurrieren, stellen wir en detail in Anhang B
dar. Im dritten Abschnitt (5.3) fassen wir schließlich die Ergebnisse zusam-
men.
5.1 Semantische Wirkung von Akzenten
Im vorliegende Abschnitt zeigen wir erstens, wie semantische Wirkungen
von Akzenten als Epipha¨nomene optimaler Akzentuierung beschrieben wer-
den ko¨nnen (Unterabschnitt 5.1.1). Wir skizzieren beispielhaft einige In-
terpretationen und setzen dazu die implizite Anpassung des Lexikons und
der Grammatik aus Kapitel 4 (Abschnitt 4.1) voraus. Zweitens erla¨utern
wir die fokustheoretische Erkla¨rung von Akzentuierungseffekten (Unterab-
schnitt 5.1.2). Drittens (Unterabschnitt 5.1.3) resu¨mmieren wir die wichtigen
Unterschiede der Erkla¨rung optimaler Akzentuierung und der konkurrieren-
den, fokustheoretischen Erkla¨rung.
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5.1.1 Semantische Wirkung optimaler Akzentuierung
Qua Akzentuierung pra¨supponiert ein Sprecher einen Diskurskontext; in die-
sem Kontext soll es dem Rezipienten mo¨glich sein, die ¨Außerung auch dann
richtig zu verstehen, wenn er nur die akzentuierten Wo¨rter erkennt. Gema¨ß
dem in Kapitel 4 skizzierten Modell geho¨rt zum Diskurskontext eine zur
Debatte stehende Frage; hinsichtlich dieser Frage soll die ¨Außerung des
Sprechers interpretiert werden. Wenn ein Rezipient die gesamte ¨Außerung
des Sprechers – d.h. alle gea¨ußerten Wo¨rter, inklusive dem Akzentmuster
– erkennt, dann kann er darauf schließen, was fu¨r eine Frage der Spre-
cher pra¨supponiert, und seine Repra¨sentation des gemeinsamen, themati-
schen Wissens entsprechend akkommodieren.5
Betrachten wir anhand von zwei Beispielen, wie durch Pra¨supposition ei-
ner Frage die Interpretation eines Satzes beeinflusst werden kann. Beispiel
5.5 ist eine Wiederholung von Beispiel 5.3 mit akzentuiertem “only”:
(5.5) John ONLY introduced BILL to Sue.
Das Akzentmuster von Satz 5.5 ist nur dann optimal, wenn zur Debat-
te steht, welche Person (aus einer gegebenen Gruppe) von John der Sue
vorgestellt wurde. Durch die ¨Außerung des Satzes wird eine solche Fra-
ge pra¨supponiert. Legen wir das in Abschnitt 4.2 skizzierte Interpretations-
modell zugrunde: Wenn zur Debatte steht, welche Person (aus einer be-
stimmten Gruppe) von John der Sue vorgestellt wurde, dann ist ein QUAD
der Form 〈λx[vorstellen(john, x, sue)], RESTRICTOR〉 verfu¨gbar. Die Va-
riable RESTRICTOR vertritt dabei irgendein Pra¨dikat des Typs 〈e, t〉, z.B.
λx[person(x)] oder λx[person(x) ∧maennlich(x)]. Wenn RESTRICTOR
durch λx[person(x)] ersetzt wird, dann entspricht das QUAD der Frage,
5 Das Akzentmuster muss nicht den Schluss auf genau eine pra¨supponierbare Frage
ermo¨glichen, ggf. ist das Akzentmuster mit verschiedenen, nicht-a¨quivalenten Hintergrund-
fragen vertra¨glich (vgl. Kapitel 4, Unterabschnitt 4.2.5). In diesem Fall kann der Rezipient
nicht eine bestimmte pra¨supponierte Frage identifizieren, er kann aufgrund des Akzentmu-
sters aber die Klasse der mo¨glicherweise vorausgesetzten Hintergrundfragen einschra¨nken.
Das Akzentmuster liefert ihm also wenigstens ein Constraint zur Akkomodierung seiner Re-
pra¨sentation des gemeinsamen, thematischen Wissens und zur Interpretation der gegebenen
¨Außerung vor dem Hintergrund dieses Wissens.
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wen John der Sue vorgestellt hat; die Fragedoma¨ne umfasst unbeschra¨nkt
alle Personen. Wenn RESTRICTOR hingegegen durch λx[person(x) ∧
maennlich(x)] ersetzt wird, dann entspricht das QUAD der Frage, welchen
Mann John der Sue vorgestellt hat; die Fragedoma¨ne umfasst nicht alle Per-
sonen, sondern nur alle Ma¨nner. Das Akzentmuster von Satz 5.5 ist demnach
mit verschiedenen Hintergrundfragen vertra¨glich; die Hintergrundfragen un-
terscheiden sich allerdings nur bezu¨glich ihrer Doma¨nen.
Wir interpretieren “only” im Sinne des oben definierten Exhaustivierungs-
operators exh.6 Der Operator kann auf die Interpretation von “Bill” – den
Quantor λZλX[Z(bill)∧X(bill)]7 – angewandt werden, so dass man als Re-
sultat eine formal-sprachliche Repra¨sentation von “only Bill” erha¨lt:
λZλX[Z(bill) ∧X(bill) ∧ ∀x[Z(x) ∧X(x)→ x = bill]]
Dieser Quantor kann mit Hilfe des QUAD der pra¨supponierten Frage zu
einem Satz von QL erga¨nzt werden:
![RESTRICTOR(bill) ∧ vorstellen(john, bill, sue) ∧
∀x[RESTRICTOR(x) ∧ vorstellen(john, x, sue)→ x = bill]]
Der Satz 5.5 wird demnach in dem Sinn interpretiert, dass John der Sue
nur den Bill und sonst keine Person (aus einer gegebenen, respektive noch
zu spezifizierenden Gruppe) vorgestellt hat.
Nehmen wir nun an, anstelle von “Bill” sei “Sue” akzentuiert:
(5.6) John ONLY introduced Bill to SUE.
Anders als der gerade interpretierte Satz 5.5 ist Satz 5.6 nur dann optimal
akzentuiert, wenn zur Debatte steht, welcher Person (aus einer gegebenen
Gruppe) John den Bill vorgestellt hat. Durch die ¨Außerung des Satzes wird
pra¨supponiert, dass eine solche Frage zur Debatte steht und dass ein entspre-
chendes QUAD der Form 〈λx[vorstellen(john, bill, x)], RESTRICTOR〉
6 Vgl. Definition D-4-2-6, Kapitel 4 (Unterabschnitt 4.2.2). — “Only” im Sinne des Exhau-
stivierungsoperators zu interpretieren, ist nicht unsere ureigene Idee. Vgl. diesbezu¨glich z.B.
[Zeevat, 2002].
7 Generalisierte Quantoren sind hier – wie in Kapitel 4 (Abschnitt 4.1) erla¨utert – Ausdru¨cke
des Typs 〈〈e, t〉, 〈〈e, t〉, t〉〉.
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verfu¨gbar ist. Die Variable RESTRICTOR vertritt wieder ein Pra¨dikat des
Typs 〈e, t〉, etwa λx[person(x)] oder λx[person(x) ∧ weiblich(x)]. Der Satz
5.6 kann vor dem Hintergrund der pra¨supponierten Frage wie folgt interpre-
tiert werden: Zuerst werden Repra¨sentationen der Bedeutungen von “only”
und “Sue” erzeugt; diese werden zu einer Repra¨sentation der Bedeutung von
“only Sue” kombiniert. Der resultierende Quantor wird mit Hilfe des QUAD
der pra¨supponierten Frage zu einem Satz von QL erga¨nzt. Man erha¨lt:
![RESTRICTOR(sue) ∧ vorstellen(john, bill, sue) ∧
∀x[RESTRICTOR(x) ∧ vorstellen(john, bill, x)→ x = sue]]
Beispiel 5.6 wird demnach in dem Sinn interpretiert, dass John den Bill
nur der Sue und sonst keiner Person (aus einer gegebenen, respektive noch
zu spezifizierenden) Gruppe vorgestellt hat. Diese Interpretation ist nicht
a¨quivalent mit der Interpretation von Beispiel 5.5.
Halten wir fest: Die Beispielsa¨tze 5.5 und 5.6 sind bis auf ihre Akzentmu-
ster identisch; die unterschiedlichen Interpretationen der Sa¨tze sind auf die
unterschiedlichen Akzentmuster zuru¨ckzufu¨hren. Anhand der Beispielsa¨tze
haben wir gezeigt, dass es mo¨glich ist, durch verschiedene Akzentuierungen
desselben Satzes verschiedene Hintergrundfragen zu pra¨supponieren und da-
durch verschiedene Interpretationen zu forcieren.8
8 Einwand: Die verschiedenen Interpretationen scheinen nur dadurch zustande zu kommen,
dass mit jeweils mit einer Frage ein QUAD pra¨supponiert wird und der betreffende Satz mit
Hilfe dieses QUADs interpretiert wird. In Abschnitt 4.3 von Kapitel 4 wurde ein Interpretati-
onsmodell skizziert, in dem kein QUAD fu¨r die Rekonstruktion einer Nachricht zur Verfu¨gung
steht. Kann in einem solchen Modell die bedeutungsspezifizierende Funktion von Akzenten
also nicht erkla¨rt werden?
Entgegnung: Durch das Akzentmuster von Satz 5.5 wird die Frage, wen John der Sue vor-
gestellt hat, vorausgesetzt. Der Satz soll so interpretiert werden, dass er eine ada¨quate, nicht
u¨berinformative Antwort auf diese Frage bedeutet. Er kann nicht in dem Sinne interpretiert
werden, dass John Bill nur Sue vorgestellt hat, denn die Information, dass John Bill keiner
anderen Person außer Sue vorgestellt hat, tra¨gt zur Beantwortung der pra¨supponierten Frage
nicht bei. Umgekehrt wird durch das Akzentmuster von Satz 5.6 die Frage, wem John den
Bill vorgestellt hat vorausgesetzt. Der Satz muss – damit er eine ada¨quate Antwort auf die
pra¨supponierte Frage bedeutet – so interpretiert werden, dass John Bill nur Sue vorgestellt
hat; er kann nicht ada¨quaterweise wie Satz 5.5 interpretiert werden. Es wird also schon durch
die in Kapitel 3 definierten Ada¨quatheitsbedingungen gewa¨hrleistet, dass die Sa¨tze 5.5 und
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In den Beispielen 5.5 und 5.6 ist jeweils das Adverb “only” akzentuiert. Die
Sa¨tze sind allerdings auch dann unterschiedlich zu interpretieren, wenn “on-
ly” keinen Akzent tra¨gt:
(5.7) John only introduced BILL to Sue.
(5.8) John only introduced Bill to SUE.
Wie kann der Bedeutungsunterschied der Beispielsa¨tze 5.7 und 5.8, in de-
nen “only” nicht akzentuiert ist, erkla¨rt werden? — Wir interpretieren “on-
ly” im Sinne des Exhaustivierungsoperators exh. Gema¨ß den in Kapitel 4
definierten Regeln zur Rekonstruktion von Nachrichten9 kann ein Rezipient
den Exhaustivierungsoperator selbsta¨ndig anwenden, um die Repra¨sentation
einer erscho¨pfenden Antwort zu erzeugen; die Anwendung des Operators
braucht nicht durch die ¨Außerung von “only” forciert zu werden. Nehmen
wir an, es stehe zur Debatte, wen John der Sue vorgestellt hat. Der Rezipient
erkenne von der Antwort des Sprechers nur das akzentuierte Wort “Bill”. Er
kann die ¨Außerung des Sprechers, ohne den Exhaustivierungsoperator anzu-
wenden, als partielle Antwort im Sinne von “John introduced Bill to Sue”
interpretieren. Alternativ kann er die ¨Außerung mit Anwendung des Exhau-
stivierungsoperators als vollsta¨ndige Antwort im Sinne von “John introduced
only Bill to Sue” interpretieren. Um den Beispielsatz 5.7 als Antwort auf die
Frage, wen John der Sue vorgestellt hat, richtig zu interpretieren, muss der
Rezipient also nicht unbedingt das Wort “only” erkennen; er kann die Nicht-
Erkennung von “only” durch die selbsta¨ndige Anwendung des Exhaustivie-
rungsoperators kompensieren. Das Akzentmuster von Beispielsatz 5.7 kann
also in Bezug auf die Frage, wen John der Sue vorgestellt hat, optimal sein.
Ergo kann der Satz – ebenso wie der Beispielsatz 5.3 (mit Akzenten auf “on-
ly” und “Bill”) – als Antwort auf diese Frage interpretiert werden. Analog
gilt fu¨r den Beispielsatz 5.8 (mit Akzent auf “Sue”), dass er auf die gleiche
Weise interpretiert werden kann wie der Beispielsatz 5.4 (mit Akzenten auf
“only” und “Sue”).
5.6 aufgrund ihrer verschiedenen Akzentmuster unterschiedlich interpretiert werden mu¨ssen.
Es ist nicht no¨tig, die verschiedenen Interpretationen mit Verweis auf verschiedene QUADs
zu erkla¨ren.
9 Vgl. Definition D-4-2-8, Unterabschnitt 4.2.3.
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Ein Rezipient wendet den Exhaustivierungsoperator selbsta¨ndig an und
interpretiert eine ¨Außerung dadurch als vollsta¨ndige Antwort, wenn er er-
stens keine der vollsta¨ndigen Antwort widersprechenden Erwartungen hat
und er zweitens davon ausgeht, dass der (kooperative) Sprecher u¨ber hinrei-
chend Evidenz fu¨r die vollsta¨ndige Antwort verfu¨gt. Wenn diese Umsta¨nde
gegeben sind, dann braucht er das Wort “only” nicht zu erkennen, um die
Beispiele 5.7 und 5.8 richtig zu interpretieren. Dementsprechend braucht ein
Sprecher, wenn er davon ausgeht, dass die genannten Umsta¨nde gegeben
sind, “only” nicht zu akzentuieren. (Optimalerweise akzentuiert er nur die
Wo¨rter, deren Nicht-Erkennung vom Rezipienten nicht kompensiert werden
kann.) Das Wort “only” ist unter diesen Umsta¨nden pragmatisch redundant.
Ob ein Sprecher “only” akzentuiert oder nicht, ha¨ngt davon ab, wie er die
Disposition des Rezipienten, den Exhaustivierungsoperator selbsta¨ndig an-
zuwenden, einscha¨tzt. Wenn der Sprecher erwarten darf, dass der Rezipient
den Exhaustivierungsoperator selbsta¨ndig anwendet, dann braucht er “on-
ly” nicht zu akzentuieren; ansonsten muss er das Wort akzentuieren. Wir
vermuten, dass die Akzentuierung von “only” mit einer der Exhaustivita¨t
widersprechenden Erwartung des Rezipienten, respektive der Einscha¨tzung
des Sprechers bezu¨glich der genannten Erwartung einhergeht. Unsere Ver-
mutung ist u¨berpru¨fbar; sie wird durch die Ergebnisse des im Folgenden
skizzierten und in Anhang B (Unterabschnitt B.1.1) ausfu¨hrlich beschriebe-
nen Perzeptionsexperiments besta¨tigt: Wir pra¨sentieren 29 Versuchsperso-
nen (VPen) Aufnahmen der Dialoge 5.9 und 5.10 zusammen mit den Abbil-
dungen 5.1(a) und 5.1(b). Wir setzen dabei voraus, dass sich ,,nur“ hinsicht-
lich Interpretation und Akzentuierung so verha¨lt wie “only”.10
(5.9) 1. Was ist im LINKEN Feld? —
Nur das QUADRAT ist im linken Feld.
10 Es handelt sich bei den VPen um Studierende des Grundstudiums am Institut fu¨r Kommuni-
kationsforschung und Phonetik der Universita¨t Bonn. 14 VPen sind Muttersprachlern, 15 sind
Nicht-Muttersprachler des Deutschen. Mangels Muttersprachlern des Englischen mu¨ssen wir
das Experiment auf Deutsch machen.
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(a) (b)
Abbildung 5.1: Bezugswelten zum ,,nur“-Experiment
2. Was ist im LINKEN Feld? —
NUR das QUADRAT ist im linken Feld.
(5.10) 1. Was ist im LINKEN Feld? —
Nur das DREIECK ist im linken Feld.
2. Was ist im LINKEN Feld? —
NUR das DREIECK ist im linken Feld.
Zu den Aufnahmen des ersten Dialogs 5.9 wird das linke Bild 5.1(a), zu
den Aufnahmen des zweiten Dialogs 5.10 das rechten Bild 5.1(b) pra¨sentiert.
Bevor die Aufnahmen vorgespielt werden, wird den VPen erkla¨rt, dass der
Fragesteller nicht daru¨ber informiert sei, welche Objekte sich in welchem
Feld befinden. Der Antwortende hingegen wisse u¨ber die Lage der Objekte
Bescheid. Bevor die Aufnahmen des zweiten Dialogs 5.10 vorgespielt wer-
den, wird den VPen außerdem mitgeteilt, dass der Fragesteller die Lage der
Objekte zwar nicht kenne, er aber annehme, dass die Objekte ungefa¨hr gleich
auf beide Felder verteilt seien.
Die VPen sollen beurteilen, welche Antwort sie jeweils fu¨r die ada¨quatere
halten – die ohne Akzent auf ,,nur“ oder die mit Akzent auf ,,nur“. Es han-
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delt sich um ein forced choice-Experiment, d.h. die VPen mu¨ssen sich je-
weils fu¨r eine der Antworten entscheiden. Bevor die Aufnahmen des ersten
Dialogs 5.9 vorgespielt werden, wird keine Information u¨ber die Erwartun-
gen des Fragestellers gegeben. Wir vermuten daher, dass es gleichermaßen
mo¨glich ist, ,,nur“ zu akzentuieren oder nicht zu akzentuieren; wir erwar-
ten keine klare Pra¨ferenz fu¨r eine der Antworten. Beim zweiten Dialog 5.10
erwartet wir hingegen, dass eine Tendenz besteht, den Akzent auf ,,nur“ zu
bevorzugen: Der Fragesteller geht davon aus, dass die Objekte auf beide
Felder etwa gleich verteilt sind; die Auskunft, dass sich nur ein Objekt –
na¨mlich das Dreieck – links befindet, widerspricht seiner Einscha¨tzung. Der
Antwortende kann daher nicht vorausgesetzen, dass der Fragesteller die Ant-
wort auch dann im Sinne einer erscho¨pfenden Antwort interpretiert, wenn er
,,nur“ nicht erkennt; ergo muss ,,nur“ akzentuiert werden. Schließlich erwar-
ten wir, dass ein Zusammenhang zwischen der Tendenz, einen Akzent auf
,,nur“ zu bevorzugen, und der Information u¨ber die Erwartungen des Fra-
gestellers besteht: Der Akzent auf ,,nur“ sollte beim zweiten Dialog (5.10)
signifikant ha¨ufiger pra¨feriert werden als beim ersten Dialog (5.9).
Das Ergebnis des Experiments entspricht unseren Erwartungen: Die Ant-
worten des ersten Dialogs (5.9) werden ungefa¨hr gleich bewertet; 16 VPen
bevorzugen den Akzent auf ,,nur“, die anderen 13 VPen halten es fu¨r bes-
ser, ,,nur“ nicht zu akzentuieren. Die Tendenz, die Akzentuierung von ,,nur“
zu bevorzugen, ist beim zweiten Dialog (5.10), bei dem die Exhaustivita¨t
der Antwort den Erwartungen des Fragestellers widerspricht, sta¨rker aus-
gepra¨gt. 21 VPen bevorzugen hier einen Akzent auf ,,nur“ – insbesondere
bevorzugen alle 14 deutschen Muttersprachler den Akzent –; 8 VPen mei-
nen, dass bei zweiten Dialog ,,nur“ nicht akzentuiert werden muss. Der t-Test
zum Vergleich der Nullhypothese (Die Akzentuierung von ,,nur“ und die der
Exhaustivita¨t widersprechende Erwartung des Rezipienten stehen in keinem
Zusammenhang) mit unserer gerichteten Alternativhypothese (Die Akzentu-
ierung von ,,nur“ wird ha¨ufiger pra¨feriert, wenn ,,nur“ einer Erwartung wi-
derspricht) ergibt einen p-Wert von 0.0305. Die Ergebnisse besta¨tigen also
in signifikanter Weise unsere Hypothese.
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Wir halten fest, dass auch ohne einen Akzent auf “only” die Akzentmuster
der Sa¨tze 5.7 (“John only introduced BILL to Sue”) und 5.8 (“John only
introduced Bill to SUE”) hinsichtlich der Fragen, wen John der Sue vorge-
stellt hat respektive wem John den Bill vorgestellt hat, optimal sein ko¨nnen.
Die Fragen ko¨nnen durch ¨Außerung der Sa¨tze pra¨supponiert werden und da-
durch die Interpretation der Sa¨tze beeinflussen. Die Sa¨tze 5.7 und 5.8 (ohne
Akzent auf “only”) ko¨nnen also auf analoge Weise interpretiert werden wie
die Sa¨tze 5.5 und 5.6 (mit Akzent auf “only”).
Diskutieren wir drei Einwa¨nde gegen unsere Analyse der Beispielsa¨tze 5.7
und 5.8 (ohne Akzent auf “only”).
Einwand 1: Die Erkla¨rung, dass die Beispielsa¨tze ohne Akzentuierung von
“only” auf analoge Weise interpretiert werden ko¨nnen wie die Sa¨tze mit Ak-
zentuierung von “only”, setzt voraus, dass “only” den Exhaustivierungsope-
rator bezeichnet. “Only” wird jedoch nicht immer als Exhaustivierungsope-
rator verwendet. Nehmen wir an, wir ha¨tten ein Spielfeld mit einem linken
und einem rechten Feld; drei Quadrate – ein rotes, ein schwarzes und ein
rot-schwarz gestreiftes – seien auf die beiden Felder verteilt. Spieler A bitte
Spieler B um Information u¨ber die Lage der Quadrate; B antworte, dass nur
das rote (nicht das rot-schwarz gestreifte) Quadrat im linken Feld sei:11
(5.12) A: Which squares are in the left field?
B: Only the only red square is in the left field.
In Bs ¨Außerung dient das erste, nicht aber das zweite “only” zur Exhausti-
vierung der Antwort. Das Beispiel 5.12 belegt also, dass “only” nicht immer
zur Exhaustivierung einer Antwort verwendet wird.
Entgegnung: Zugegebenermaßen du¨rften einige Verrenkungen no¨tig sein,
um auch dem zweiten “only” die Funktion der Exhaustivierung zuzuschrei-
11 Zum Szenario vgl. Kapitel 4, Abschnitt 4.1. — Mo¨glicherweise ist das Beispiel 5.12 auf
deutsch plausibler, weil stilistisch weniger unbeholfen:
(5.11) A: Welche Quadrate befinden sich im linken Feld?
B: Nur das nur rote Quadrat befindet sich im linken Feld.
Wir gehen davon aus, dass “only” und ,,nur“ in vergleichbarer Weise gebraucht werden und
dass beide Beispiele (auf Englisch; 5.12, und auf Deutsch: 5.11) dieselbe Pointe haben.
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ben. Das ist aber gar nicht erforderlich. Wir behaupten, dass “only” den
Exhaustivierungsoperator exh bezeichnet; wir behaupten nicht, dass “only”
immer zur Exhaustivierung einer Antwort verwendet wird. Wenn “only” zur
Exhaustivierung einer Antwort verwendet wird, dann kann es pragmatisch
redundant sein, weil ein Rezipient auch selbsta¨ndig – ohne dass er “only”
erkennt – den Exhaustivierungsoperator anwenden kann. Wenn das Wort
nicht zur Exhaustivierung verwendet wird und es nicht qua kontextueller
Anbindung rekonstruiert werden kann, dann ist es nicht pragmatisch redun-
dant und muss akzentuiert werden. Das zweite “only” im Antwortsatz von
Beispiel 5.12 ist nicht pragmatisch redundant; wir erwarten deshalb, dass es
akzentuiert wird:
(5.13) A: Which squares are in the left field?
B: Only the ONLY RED square is in the left field.
Zur Rekonstruktion der Antwort mu¨ssen “only” und “red” erkannt wer-
den. Die Bedeutungsrepra¨sentation von “only” kann auf die von “red” ange-
wandt werden; man erha¨lt dadurch ein Pra¨dikat im Sinne von “only red”.12
12 In Kapitel 4 haben wir den Exhaustivierungsoperator nur fu¨r die Anwendung auf einige gene-
ralisierte Quantoren definiert. Hier muss der Operator auf das Pra¨dikat λx[rot(x)], d.h. auf ein
Pra¨dikat vom Typ 〈e, t〉, angewandt werden. “Only red” bezeichnet die Eigenschaft, von einer
gegebenen Menge von Eigenschaften nur eine zu haben, na¨mlich die, rot zu sein. “Only red”
bezeichnet nicht die Eigenschaft, u¨berhaupt keine andere Eigenschaft zu haben außer der, rot
zu sein: Jedes nur rote Objekt hat noch andere Eigenschaften (z.B. die Eigenschaft, eine Aus-
dehnung zu haben). Die Doma¨ne der zu beru¨cksichtigenden Eigenschaften muss beschra¨nkt
werden. Um diese Doma¨nen beschra¨nken zu ko¨nnen, repra¨sentieren wir die Bedeutung von
“only red” wie folgt (wir repra¨sentieren die Doma¨nenbeschra¨nkung durch ein – auf den Term
noch anzuwendendes – Argument):
exh(λx[rot(x)]) ⇔
λZλy[Z(λx[rot(x)]) ∧ rot(y) ∧ ∀X[Z(X) ∧X(y) → X = λx[rot(x)]]]
Die Variable Z steht fu¨r ein Pra¨dikat zur Restriktion der Menge von Eigenschaften, zu der
λx[rot(x)] geho¨rt und von denen λx[rot(x)] die einzige Eigenschaft ist, welche auf das –
noch zu spezifizierende – Objekt y zutrifft. Aus dem in Beispiel 5.13 gegeben Kontext ist kein
Pra¨dikat verfu¨gbar, durch das die Variable Z ersetzt werden ko¨nnte. Nehmen wir an, dass es
eine Standardregel zur Bestimmung eines solchen Pra¨dikats gibt. Es ist naheliegend, Z qua
Anwendung einer solchen Regel durch das Pra¨dikat λY [farbe(Y )] zu ersetzen. Man erha¨lt
dadurch eine Repra¨sentation der Eigenschaft, rot zu sein und sonst keine andere Farbe zu
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Dieses Pra¨dikat kann mittels einer Standardoperation der Typanpassung in
einen generalisierten Quantor transformiert werden; der Quantor hat die Be-
deutung von “an only red object” oder von “the only red object”.13 Der
Quantor kann nun exhaustiviert14 und mittels des QUAD der gestellten Fra-
ge zu einer Repra¨sentation der vollsta¨ndigen Antwort erga¨nzt werden: Nur
ein nur rotes Quadrat (bzw: nur das nur rote Quadrat) befindet sich im linken
Feld.15
Es ist damit gezeigt, dass das zweite “only” von Beispiel 5.13 zwar nicht
dazu verwendet wird, um die Antwort explizit zu einer exhaustiven Antwort
zu machen, dass es nichtsdestotrotz aber den Exhaustivierungsoperator exh
bezeichnen kann. Wir unterscheiden zwischen der Bedeutung und dem Ge-
brauch des Adverbs “only” und mu¨ssen deshalb nicht annehmen, dass das
Adverb immer den Zweck der Exhaustivierung einer Antwort erfu¨llt. Wir
haben:
λy[farbe(λx[rot(x)]) ∧ rot(y) ∧ ∀X[farbe(X) ∧ X(y) → X = λx[rot(x)]]]
Weil allgemein bekannt ist, dass Rot eine Farbe ist, ko¨nnen wir die Repra¨sentation abku¨rzen:
λy[rot(y) ∧ ∀X[farbe(X) ∧ X(y) → X = λx[rot(x)]]]
13 Vgl. Definition D-4-2-7 in Kapitel 4, Unterabschnitt 4.2.3:
λZλY [∃y[Z(y) ∧ rot(y) ∧ ∀X[farbe(X) ∧ X(y) → X = λx[rot(x)]] ∧ Y (y)]]
14 Vgl. Definition D-4-2-6 in Kapitel 4, Unterabschnit 4.2.2:
λZλY [∃y[Z(y) ∧ rot(y) ∧ ∀X[farbe(X) ∧ X(y) → X = λx[rot(x)]] ∧
Y (y) ∧ ∀x[Z(x) ∧ Y (x) → x = y]]]
15 Vgl. Definition D-4-2-8 in Kapitel 4, Unterabschnitt 4.2.3:
![∃y[quadrat(y) ∧ rot(y) ∧ ∀X[farbe(X) ∧ X(y) → X = λx[rot(x)]] ∧
links(y) ∧ ∀x[quadrat(x) ∧ links(x) → x = y]]]]
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gehen allerdings davon aus, dass es u¨blicherweise diesen Zweck erfu¨llt. Die
Verwendung von “only” in Beispiel 5.13 (respektive 5.12) halten wir fu¨r eher
ungewo¨hnlich.
Einwand 2: [Horn, 1969] unterscheidet einen Pra¨suppositionsteil und einen
Assertionsteil der Bedeutung von “only”. Durch die ¨Außerung von “John
only introduced BILL to Sue” werde pra¨supponiert, dass John den Bill der
Sue vorgestellt hat, und es werde assertiert, dass John niemand anderen als
Bill der Sue vorgestellt hat. Wenn man – so wie wir es tun – “only” im
Sinne des Exhaustivierungsoperators interpretiert, dann gibt man Horns Un-
terscheidung zwischen dem Pra¨suppositions- und dem Assertionsteil auf.
Entgegnung: Man muss die Unterscheidung eines Pra¨suppositions- und
eines Assertionsteils der Bedeutung von “only” nicht vorbehaltlos plausibel
finden. [Horn, 1969] zufolge wird durch die Antwort von Beispiel 5.12 –
“Which squares are in the left field?” “Only the only red square is in the
left field.” – pra¨supponiert, dass sich das nur rote Quadrat im linken Feld
befindet. Das Bestehen dieses Sachverhalts kann der Sprecher in der gege-
benen Situatiuon aber gerade nicht voraussetzen; die Unterscheidung von
Pra¨supposition und Assertion ist in Bezug auf Beispiel 5.12 also nicht u¨ber-
zeugend. (Horn selbst hat seine Semantik von “only” u¨brigens revidiert. Vgl.
diesbezu¨glich u.a. [Atlas, 2002] und [Atlas, Horn 2002].)
Unabha¨ngig davon, dass wir [Horn, 1969] nicht zustimmen, ist seine Inter-
pretation von “only” mit unserer Erkla¨rung der semantischen Wirkung von
Akzentmustern vertra¨glich. Unsere Erkla¨rung verlangt, dass das Nicht-Er-
kennen eines nicht-akzentuierten “only” durch die selbsta¨ndige Anwendung
des Exhaustivierungsoperators kompensiert werden kann. Die exhaustive In-
terpretation eines Satzes ohne Beru¨cksichtigung von “only” soll der Inter-
pretation mit Beru¨cksichtigung von “only” hinreichend a¨hnlich sein; durch
beide Interpretationen soll das gemeinsame Wissen der Kommunikations-
partner in gleicher Weise aktualisiert werden. Dazu mu¨ssen die Interpreta-
tionen nicht a¨quivalent sein;16 weil wir die Akkommodierung von Wissens-
repra¨sentationen erlauben, mu¨ssen sie insbesondere nicht auf dieselbe Weise
16 Die Interpretationen wa¨ren a¨quivalent, wenn sie jeden – nicht nur den gegebenen – Informa-
tionsstand auf dieselbe Weise aktualisierten. Vgl. Definition D-3-3-8 in Kapitel 3.
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in einen Pra¨suppositions- und einen Assertionsteil geteilt sein. Die Nicht-
Erkennung von “only” kann auch dann durch die selbsta¨ndige Anwendung
des Exhaustivierungsoperator kompensiert werden, wenn die Bedeutung von
“only” – anders als der Exhaustivierungsoperator – einen Pra¨supponisitons-
und einen Assertionsteil hat.
Einwand 3: Betrachten wir erneut das Standardbeispiel:
(5.14) John only introduced BILL to Sue.
Wir behaupten, dass durch die ¨Außerung von Satz 5.14 die Frage, wen
John der Sue vorgestellt hat, pra¨supponiert wird. Der Satz wird als Antwort
auf diese Frage interpretiert; er bedeutet demnach, dass John nur den Bill
der Sue vorgestellt hat. Um annehmen zu ko¨nnen, dass die genannte Fra-
ge pra¨supponiert wird, muss man davon ausgehen, dass “only” zur Exhau-
stivierung verwendet wird. Dies entspricht, so unsere These, der u¨blichen
Gebrauchsweise von “only”; eine andere Gebrauchsweise ist zwar unu¨blich,
aber durchaus mo¨glich. Nun zum Einwand: Da “only” nicht zur Exhausti-
vierung verwendet werden muss, ist es mo¨glich, durch ¨Außerung von Satz
5.14 eine andere Frage als die genannte zu pra¨supponieren. Beispielsweise
kann die Frage, wen John nur der Sue vorgestellt hat, pra¨supponiert werden.
Der Satz 5.14 ist dann so zu interpretieren, dass John den Bill nur der Sue
vorgestellt hat. Wenn durch die ¨Außerung von Satz 5.14 also verschiedene,
nicht-a¨quivalente Fragen pra¨supponiert werden ko¨nnen, dann kann der Satz
5.14 – trotz dem Akzent auf “Bill” – auf verschiedene, nicht-a¨quivalente
Weisen interpretiert werden. Der Akzent auf “Bill” kann demnach nicht be-
deutungsspezifizierend wirken; eine Theorie der optimalen Akzentuierung
scheitert bei der Erkla¨rung des semantischen Effekts der Akzentuierung von
“Bill”.
Entgegnung: Nein, die Theorie scheitert nicht. Im folgenden Beispiel 5.15
wird durch ¨Außerung von “John only introduced BILL to Sue” auf die ex-
plizit gestellte Frage, wen John nur der Sue vorgestellt hat, geantwortet:
(5.15) I heard that John introduced each man only to one woman. Whom
did he only introduce to SUE? —
John only introduced BILL to Sue.
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Die allgemein bevorzugte Lesart des Antwortsatzes von Beispiel 5.15 du¨rf-
te die einer erscho¨pfenden Antwort sein, derzufolge John nur den Bill der
Sue vorgestellt hat.17 Weit weniger wahrscheinlich als die Lesart der er-
scho¨pfenden Antwort erscheint uns, dass der Satz als nicht-erscho¨pfende
Antwort im Sinne von “John introduced Bill only to Sue” interpretiert wird.
— Warum? — “Only” wird u¨blicherweise zur Exhaustivierung einer Ant-
wort verwendet. Um “John only introduced BILL to Sue” als nicht-exhausti-
ve Antwort zu interpretieren (im Sinne der Lesart, die wir fu¨r weniger wahr-
scheinlich halten), muss man annehmen, dass “only” nicht seinen u¨blichen
Zweck erfu¨llt. Fu¨r eine solche Annahme muss es einen Grund geben, und
ein Grund liegt in Beispiel 5.15 nicht vor.18
In Beispiel 5.16 gibt es einen Grund fu¨r die Annahme, dass “only” nicht
der Exhaustivierung der Antwort dient:
(5.16) I heard that John introduced each man to only one woman. Whom
did he only introduce to SUE? —
John only introduced BILL to Sue, and he also only introduced TOM
to Sue.
Diente “only” der Exhaustivierung der Antwort von Beispiel 5.16, dann
wa¨re die Antwort widerspru¨chlich: Ihrzufolge ha¨tte John nur Bill und au-
ßerdem nur Tom der Sue vorgestellt. Wenn man annimmt, das der Sprecher
die Wahrheit sagt, dann muss man den Antwortsatz so interpretieren, dass
John Bill und Tom nur der Sue vorgestellt hat. Wir meinen, dass diese In-
terpretation mo¨glich ist.19 Nichtsdestotrotz halten wir den Antwortsatz fu¨r
17 Es wird dieser Lesart zufolge nicht ausdru¨cklich behauptet, dass John Bill keiner anderen
als Sue vorgestellt hat. Das braucht auch nicht behauptet zu werden, denn es folgt wegen des
zuvor gea¨ußerten “I heard that John introduced each man only to one woman” schon aus dem
gemeinsamen Wissen der Kommunikationspartner.
18 Einwand: Durch ¨Außerung des Antwortsatzes wird also bevorzugt die Frage, wen John der
Sue vorgestellt hat, und nicht die explizit gestellte Frage, wen John nur der Sue vorgestellt hat,
beantwortet? — Entgegnung: Nachdem das gemeinsame Wissen der Kommunikationspartner
mit “I heard that John introduced each man only to one woman” aktualisiert worden ist, sind
die beiden Fragen hinsichtlich des gemeinsamen Wissens a¨quivalent; eine Antwort auf die
eine Frage ist also auch eine Antwort auf die andere Frage.
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verwirrend. Es ist gar nicht no¨tig, “only” gegen den Zweck der Exhaustivie-
rung zu verwenden; der Antwortsatz wa¨re klarer und leichter versta¨ndlich,
wenn “only” einfach weggelassen wu¨rde:20
(5.17) I heard that John introduced each man to only one woman. Whom
did he only introduce to SUE? —
John introduced BILL to Sue, and he also introduced TOM to Sue.
Die Antwort von Beispiel 5.16 steht wegen der unu¨blichen Verwendung
von “only” im Konflikt mit der Griceschen Modalita¨tsmaxime.21 Wir mei-
nen, dass die Antwort von Beispiel 5.16 zwar verstanden werden kann, dass
sie aber pragmatisch inada¨quat ist; sie ist nicht klar und leicht versta¨ndlich.
Bringen wir die Entgegnung auf Einwand 3 auf den Punkt: “John on-
ly introduced BILL to Sue” wird bevorzugt als erscho¨pfende Antwort auf
die Frage, wen John der Sue vorgestellt hat, interpretiert, weil fu¨r jede an-
dere Interpretation angenommen werden muss, dass “only” in pragmatisch
inada¨quater Weise verwendet wird.
Halten wir fest: Um die semantische Wirkung von Akzentmustern im Zu-
sammenhang mit “only” zu erkla¨ren, setzt eine Theorie der optimalen Ak-
zentuierung voraus, dass “only” u¨blicherweise zur Exhaustivierung einer
19 [Beaver, Clark, 2003] sind anderer Meinung. (Vgl. den Unterabschnitt 5.2.1 des vorliegenden
Kapitels.) Ob die Interpretation mo¨glich ist, kann wie folgt u¨berpru¨ft werden: Man spielt Ver-
suchpersonen (VPen) eine Aufnahme von Dialog 5.16 vor und fragt dann, wen John der Sue
vorgestellt hat. Als mo¨gliche Antworten gibt man zur Auswahl vor: ,,niemanden“, ,,nur Bill“,
,,nur Tom“, ,,Bill und Tom“ und ,,weiß ich nicht“. Wir vermuten, dass die VPen mehrheitlich
,,Bill und Tom“ ankreuzten, was dafu¨r spra¨che, dass die genannte Interpretation mo¨glich ist.
Sollte die Interpretation nicht mo¨glich sein, dann mu¨ssten die VPen mit u¨berwiegender Mehr-
heit ,,weiß ich nicht“ ankreuzen. (Wir halten die wohlmeinende Interpretation u¨brigens nicht
fu¨r mo¨glich, wenn die beiden Vorkommen von “only” akzentuiert sind. Dann na¨mlich mu¨ssen
sie zur Exhaustivierung der (Teil-) Antworten verwendet werden.)
20 Schon der Fragesatz wa¨re ohne “only” klarer und besser versta¨ndlich. Wir diskutieren hier
allerdings nicht die Interpretation und Ada¨quatheit des Fragesatzes, sondern konzentrieren
uns auf den Antwortsatz.
21 Vgl. Kapitel 3, Abschnitt 3.1. — Die ungewo¨hnliche Verwendung von “only” in Beispiel
5.12 – “Which squares are in the left field?” “Only the only red square is in the left field.” –
widerspricht im Gegensatz dazu nicht der Griceschen Modalita¨tsmaxime.
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Antwort verwendet wird.22 Fu¨r Abweichungen von der u¨blichen Gebrauchs-
weise muss es einen Grund geben. Solange kein derartiger Grund ersichtlich
ist, kann ein Rezipient von “John only introduced BILL to Sue” davon aus-
gehen, dass “only” seinen u¨blichen Zweck erfu¨llt und dass der Satz eine
erscho¨pfende Antwort auf die Frage, wen John der Sue vorgestellt hat, be-
deutet. Der Rezipient kann den Satz dementsprechend so interpretieren, dass
John nur Bill der Sue vorgestellt hat.
Wie kann “John only introduced Bill to Sue” interpretiert werden, wenn kei-
ne Information u¨ber die Akzentuierung verfu¨gbar ist und keine Kenntnis der
zur Debatte stehenden Frage besteht? (Dieser Fall besteht z.B., wenn der
Satz als erster Satz eines geschriebenen Textes vorliegt.)
(5.18) John only introduced Bill to Sue.
“Only” markiert, dass “John introduced Bill to Sue” (ohne “only”) als ei-
ne erscho¨pfende Antwort zu interpretieren ist. Unabha¨ngig davon, welche
Frage beantwortet werden soll, versteht der Rezipient, dass John Bill Sue
vorgestellt hat. Exhaustivierungsoperatoren werden generell auf Konstituen-
tenantworten angewandt; ein durch “only” bezeichneter Exhaustivierungs-
operator wird auf die Bedeutung eines Ausdrucks aus dem Bereich von “on-
ly” angewandt. Ergo muss ein Ausdruck oder eine Folge von Ausdru¨cken
aus dem Bereich von “only” als Konstituentenantwort auf die Frage, die mit
dem Satz beantwortet werden soll, fungieren ko¨nnen. Durch die ¨Außerung
von Satz 5.18 wird demgema¨ß irgendeine der folgenden Fragen erscho¨pfend
beantwortet:
1. ?[vorstellen(john, x, sue) ∧ RESTRICTOR(x)], d.h. eine Frage da-
nach, wen (aus einem eingegrenzten Personenkreis) John der Sue vor-
gestellt hat, z.B. “Which men did John introduce to Sue?”.
Der Antwortsatz muss wie folgt akzentuiert werden: “John only intro-
duced BILL to Sue.”
22
“Only” ist darum u¨berlicherweise mit einem akzentuierten Wort aus seinem Bereich ,assozi-
iert‘. (S.u., Unterabschnitte 5.1.2 und 5.2.1.)
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2. ?[vorstellen(john, bill, x) ∧ RESTRICTOR(x)], d.h. eine Frage da-
nach, wem (aus einem eingegrenzten Personenkreis) John den Bill vor-
gestellt hat, z.B. “To which women did John introduce Bill?”.
Der Antwortsatz muss wie folgt akzentuiert werden: “John only intro-
duced Bill to SUE.”
3. ?[vorstellen(john, x, y)∧RESTRICTOR1(x)∧RESTRICTOR2(y)],
d.h. eine Frage danach, wen (aus eingegrenzten Personenkreisen) John
miteinander bekannt gemacht hat, z.B. “Which men did John introduce
to which women?”.
Der Antwortsatz muss wie folgt akzentuiert werden: “John only intro-
duced BILL to SUE.”
4. ?[X(sue)(bill)(john) ∧ RESTRICTOR′(X)], d.h. eine Frage danach,
in welchem Verha¨ltnis (aus einer eingegrenzten Menge von Relationen)
John zu Bill und Sue steht, z.B. “What did John do to Bill and Sue?”.
Der Antwortsatz muss wie folgt akzentuiert werden: “John only IN-
TRODUCED Bill to Sue.”
5. ?[X(sue)(john) ∧ RESTRICTOR′(X)], d.h. eine Frage danach, in
welchem Verha¨ltnis (aus einer eingegrenzten Menge von Relationen)
John zu Sue steht, z.B. “What did John do to Sue?.”
Der Antwortsatz muss wie folgt akzentuiert werden: “John only IN-
TRODUCED BILL to Sue”.
6. ?[X(bill)(john) ∧ RESTRICTOR′(X)], d.h. eine Frage danach, in
welchem Verha¨ltnis (aus einer eingegrenzten Menge von Relationen)
John zu Bill steht, z.B. “What did John do to Bill?”.
Der Antwortsatz muss wie folgt akzentuiert werden: “John only IN-
TRODUCED Bill to SUE.”
7. ?[X(john) ∧ RESTRICTOR′(X)], d.h. eine Frage danach, in welche
Eigenschaft (aus einer eingegrenzten Menge von Eigenschaften) John
hat, z.B. “What did John do?”.
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Der Antwortsatz muss wie folgt akzentuiert werden: “John only IN-
TRODUCED BILL to SUE.”23
Die Fragen 4 - 7 ko¨nnen durch den Satz “John only introduced Bill to
Sue” (5.18) nur dann richtig beantwortet werden, wenn die Fragedoma¨nen
beschra¨nkt sind; ansonsten ist der Satz als Antwort auf diese Fragen falsch:
John steht natu¨rlich in anderen Relationen als der Vorstellungsrelation zu
Bill und Sue, z.B. trivialerweise in der Relation, nicht identisch mit ihnen zu
sein. Ferner hat John noch andere Eigenschaften als die Bill und Sue mitein-
ander bekannt gemacht zu haben; er hat z.B. trivialerweise die Eigenschaft,
identisch mit sich selbst zu sein. Als Antwort auf die Fragen 1 - 3 kann der
Satz 5.18 auch dann wahr sein, wenn die Fragedoma¨nen unbeschra¨nkt sind.
Die Doma¨nen dieser Fragen ko¨nnen, mu¨ssen aber nicht beschra¨nkt werden.
Die Frage 7 – ?[X(john) ∧ RESTRICTOR′(X)] (,,Welche Eigenschaft
hat John?”) –, ist semantisch die sta¨rkste der oben angegebenen Frage. Wenn
wir bei allen Fragen die Variablen RESTRICTOR und RESTRICTOR′
so ersetzen, dass RESTRICTOR(x) und RESTRICTOR′(X) jeweils a¨-
quivalent mit der Tautologie > sind, dann impliziert die Frage 7 alle anderen
Fragen.24 Außerdem kann die Frage 7 durch Ersetzung vonRESTRICTOR′
a¨quivalent zu jeder beliebigen Instanz einer der anderen Fragen gemacht
werden. So kann die Frage 7 – ?[X(john)∧RESTRICTOR′(X)] – z.B. mit
einer Instanz der Frage 1, na¨mlich ?[vorstellen(john, x, sue) ∧ person(x) ∧
maennlich(x)] – ,,Welchen Mann hat John der Sue vorgestellt?“ –, a¨quiva-
lent gemacht werden, indem die Variable RESTRICTOR′ durch das Pra¨di-
kat λY [Y = λx[vorstellen(x, y, sue) ∧ person(y) ∧maennlich(y)]] ersetzt
wird:
23 Fokustheorien zufolge brauchen “introduced” und evt. sogar “Bill” nicht akzentuiert zu wer-
den. Wir diskutieren die verschiedenen Akzentvorhersagen in Unterabschnitt 5.2.2.
24 Eine vollsta¨ndige Antwort auf die Frage 7 gibt eine vollsta¨ndige Antwort auf jede der anderen
Fragen. Vgl. Kapitel 3, Unterabschnitt 3.3.2.
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?[X(john) ∧
λY [Y = λx[vorstellen(x, y, sue) ∧ person(y) ∧maennlich(y)]](X)]
⇐⇒
?[X(john) ∧
X = λx[vorstellen(x, y, sue) ∧ person(y) ∧maennlich(y)]]
⇐⇒
?[vorstellen(john, y, sue) ∧ person(y) ∧maennlich(y)]
Der Satz 5.18 kann demnach in jedem Fall als vollsta¨ndige Antwort auf
die Frage 7, welche Eigenschaft aus einer noch nicht bestimmten Menge
von Eigenschaften John hat, interpretiert werden. Die Menge der interes-
santen, zur Debatte stehenden Eigenschaften, die John haben ko¨nnte, ist un-
bestimmt; nur fu¨r die Eigenschaft, Bill Sue vorgestellt zu haben, steht fest,
dass sie Element dieser Menge ist. Durch Bestimmung der zur Debatte ste-
henden Eigenschaften kann Satz 5.18 zu einer vollsta¨ndigen Antwort auf
eine beliebige der oben genannten Fragen spezifiziert werden. Der Satz 5.18
kann also unabha¨ngig vom Akzentmuster so interpretiert werden, dass er-
stens John den Bill der Sue vorgestellt hat und dass zweitens von einer noch
unbestimmten Menge von Eigenschaften John nur die eine hat, Bill Sue vor-
gestellt zu haben. Wir repra¨sentieren die Interpretation wie folgt:25
25 (A) Es handelt sich bei der angegebenen Repra¨sentation um eine unterspezifizierende Re-
pra¨sentation. Sie kann durch Instanziierung der Variablen RESTRICTOR′ voll spezifiziert
werden. Die Repra¨sentation a¨hnelt stark der Repra¨sentation, die von Alternativensemantik
(u.a. [Rooth, 1992]) vorgeschlagen wird. Vgl. den folgenden Unterabschnitt 5.1.2.
(B) Zur Erzeugung der Repra¨sentation benutzen wir das QUAD der Frage (7) –
〈λX[X(john)], λX[RESTRICTOR′(X)]〉 – und einen Exhaustivierungsoperator, der auf
das Pra¨dikat λx[vorstellen(x, bill, sue)] angewandt werden kann. Dieser Operator wird durch
“only” bezeichnet. In Kapitel 4 haben wir den Exhaustivierungsoperator nur fu¨r die Anwen-
dung auf einige generalisierte Quantoren definiert. Zur Interpretation von Beispiel 5.18 muss
der Operator auf ein Pra¨dikat des Typs 〈e, t〉 angewandt werden. (Vgl. die Fußnote 12 in die-
sem Kapitel.) Wir spezifizieren hier exh(λx[vorstellen(x, bill, sue)]) folgendermaßen:
exh(λx[vorstellen(x, bill, sue)]) ⇔ λZλy[Z(λx[vorstellen(x, bill, sue)]) ∧
vorstellen(y, bill, sue) ∧ ∀X[Z(X) ∧X(y) → X = λx[vorstellen(x, bill, sue)]]]
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![RESTRICTOR′(λx[vorstellen(x, bill, sue)]) ∧
vorstellen(john, bill, sue) ∧
∀X[RESTRICTOR′(X) ∧X(john)→
X = λx[vorstellen(x, bill, sue)]]]
Halten wir fest: Fu¨r den Satz “John only introduced Bill to Sue”, dessen
Akzentmuster unbestimmt ist, wird eine unterspezifizierte Bedeutungsre-
pra¨sentation erzeugt; diese Repra¨sentation wird mit Bezug auf einen gege-
bene Hintergrundfrage konkretisiert.
5.1.2 Semantik des Fokusmerkmals
Erla¨utern wir jetzt, wie semantische und pragmatische Effekte von Akzent-
mustern durch Fokustheorien erkla¨rt werden: Fokustheorien verwenden fu¨r
die Erkla¨rung den theoretischen Term ,,Fokus“. Ein Akzent markiert einen
Fokus, ein Fokus ist ein Ausdruck, der das syntaktische Fokusmerkmal tra¨gt,
und das Fokusmerkmal beeinflusst die Bedeutung des merkmalstragenden
Ausdrucks. Sa¨tze mit verschiedenen Akzentmustern haben verschiedene Fo-
kusse, also verschiedene syntaktische Strukturen. Sie ko¨nnen aufgrund des-
Dieser Term kann mit Hilfe des QUAD von Frage 7 zu dem im Haupttext genannten QL-Satz
erga¨nzt werden.
(C) Auch fu¨r die Interpretation von Sa¨tzen wie den folgenden muss die Definition des Exhau-
stivierungsoperators erweitert werden:
(5.19) John only INTRODUCED Bill to Sue.
(5.20) John only introduced BILL to SUE.
Die Interpretation der Sa¨tze 5.19 und 5.20 verlangt, dass der Exhaustivierungsoperator auf
Ausdru¨cke verschiedenen Typs – u.a. 〈e, 〈e, 〈e, t〉〉〉 (Satz 5.19) – angewandt und zur Erzeu-
gung erscho¨pfender Antworten auf Mehrkonstituentenfragen (Satz 5.20) verwendet werden
kann. Man bemerke, dass es nicht am Vorkommen von “only” liegt, dass die Definition des
Exhaustivierungsoperators erga¨nzt werden muss. Auch ohne “only” sollen die Sa¨tze 5.19 und
5.20 als erscho¨pfende Antworten auf die Fragen, was John mit Bill und Sue gemacht hat
(“What did John do to Bill and Sue?”) respektive wen John einander vorgestellt hat (“Whom
did John introduce to whom?”), interpretiert werden ko¨nnen. (Vgl. auch die Fußnoten 29 und
55 in Kapitel 4.)
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sen unter verschiedenen Bedingungen wahr sein und unter verschiedenen
Bedingungen gebraucht werden.
Zur fokustheoretischen Beschreibung werden drei Typen von Regeln be-
no¨tigt:
1. Syntaktische Regeln, die bestimmen, was fu¨r Ausdru¨cke ein Fokus-
merkmal tragen ko¨nnen, respektive wie das Fokusmerkmal einem Aus-
druck zugewiesen wird.
2. Phonologische Regeln, die bestimmen, wie fokussierte Ausdru¨cke durch
Akzente markiert werden.
3. Semantische Regeln, die bestimmen, wie das Fokusmerkmal zu inter-
pretieren ist und wie sich Fokussierung – d.h. die Zuweisung des Fo-
kusmerkmals an eine oder mehrere Konstituenten – auf die Wahrheits-
und Gebrauchsbedingungen von Sa¨tzen auswirkt.
Im vorliegenden Unterabschnitt bescha¨ftigen wir uns mit der Semantik
des Fokusmerkmals, also mit dem dritten der oben genannten Regeltypen.
Wir nehmen der Einfachheit halber an, dass jeder syntaktisch wohlgeformte
Ausdruck fokussiert werden kann. Es gelten also die syntaktischen Regeln
des folgenden Schemas, wobei die Variable C durch ein Symbol fu¨r eine
beliebige Wort- oder Phrasenklasse ersetzt werden kann und das tiefgestellte
,,F“ das Fokusmerkmal bezeichnet:
[C]F → C
Wir diskutieren in diesem Unterabschnitt nur Beispielsa¨tze, bei denen aus-
schließlich einzelne Wo¨rter fokussiert sind. Wir gehen – im Einklang mit
Fokustheorien – davon aus, dass genau diese Wo¨rter akzentuiert werden:26
26 (A) Wir annotieren nicht die gesamte syntaktische Struktur der Beispielsa¨tze, markieren aber
die Fokusse.
(B) Zur Erzeugung mancher mo¨glicher Lesarten muss davon ausgegangen werden, dass Phra-
sen, die aus mehreren Wo¨rtern bestehen, das Fokusmerkmal tragen.
(5.21) John only [introduced Bill to Sue]F .
In Beispiel 5.21 ist die gesamte Verbalphrase “introduced Bill to Sue” fokussiert. Der Satz
ist so zu interpretieren, dass John keine andere (im Diskurs interessante) Eigenschaft hat als
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(5.22) John only introduced [BILL]F to Sue.
(5.23) John only introduced Bill to [SUE]F .
Die wohl einflussreichsten Fokussemantiken sind die Theorie strukturier-
ter Bedeutungen (u.a. [Krifka, 1992 a]) und die Alternativensemantik (u.a.
[Rooth, 1992]).27 Erla¨utern wir die Semantiken anhand der Beispiele 5.22
und 5.23:
1. Gema¨ß der Theorie strukturierter Bedeutungen werden die Beispielsa¨t-
ze 5.22 und 5.23 interpretiert wie folgt: Der Bereich von “only” besteht
jeweils aus einen Fokus (“Bill” bzw. “Sue”) und einem Hintergrund,
welcher aus den Konstituenten ohne Fokus-Merkmal gebildet wird (“in-
troduced ... to Sue” bzw. “introduced Bill to ...”). Fu¨r Fokus und Hinter-
grund werden separate semantische Repra¨sentationen erzeugt, so dass
man jeweils ein Paar bestehend aus einer Repra¨sentation des Hinter-
grundes und einer Repra¨sentation des Fokusses erha¨lt:
〈λxλy[vorstellen(y, x, sue)], bill〉
〈λxλy[vorstellen(y, bill, x)], sue〉
Das erste der angegebenen Paare repra¨sentiert die in Hintergrund und
Fokus strukturierte Bedeutung von “introduced [BILL]F to Sue”; das
die, Bill Sue vorgestellt zu haben. Nicht jedes Wort des Fokusses von Beispiel 5.21 muss
Fokustheorien zufolge akzentuiert werden. Wir diskutieren die Akzentuierungsregeln und da-
mit die Vorhersagen, die Fokustheorien zur Akzentuierung von Sa¨tzen mit bereits bestimmten
Wahrheits- und Gebrauchsbedingungen machen, im na¨chsten Abschnitt 5.2.
27 Es gibt daru¨ber hinaus andere Fokussemantiken, z.B. in-situ binding semantics
([Wold, 1998]) und unifikationsbasierte replacive theories ([Pulman, 1997]) – die Begriffe
“in-situ binding semantics” und “replacive theory” stammen von [Krifka, 1996] –, außerdem
movement theories ([Chomsky, 1977]), welche eine Operation zur syntaktischen Verschie-
bung fokussierter Ausdru¨cke bestimmen. Es ist im Rahmen dieser Arbeit nicht no¨tig, alle
bestehenden Fokussemantiken darzustellen und zu diskutieren. Die Theorie strukturierter Be-
deutungen und die Alternativensemantik ko¨nnen als paradigmatische Fokussemantiken be-
trachtet werden; die anderen Theorien weichen hinsichtlich der im vorliegenden Zusammen-
hang interessanten, grundlegenden Ideen nicht ab und gelangen im Wesentlichen zu denselben
Interpretationen.
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zweite repra¨sentiert die strukturierte Bedeutung von “introduced Bill to
[SUE]F ”. In der Repra¨sentation des Hintergrundes wird der Platz des
Fokusses jeweils durch eine Lambda-gebundene Variable (hier: x) be-
legt. Die funktionale Anwendung der Repra¨sentation des Hintergrun-
des auf die Repra¨sentation des Fokusses liefert in beiden Fa¨llen eine
entstrukturierte Repra¨sentation, in der die Repra¨sentation des Fokusses
die Position der platzhaltenden Variable einnimmt. In der entstruktu-
rierten Repra¨sentation wird die Bedeutung des Fokusmerkmals nicht
reflektiert:28
λy[vorstellen(y, bill, sue)]
“Only” bezeichnet einen sogenannten Fokusoperator (repra¨sentiert als
only), der eine strukturierte Bedeutung als Argument verlangt. Eine
strukturierte Bedeutung ist als Argument nur dann verfu¨gbar, wenn min-
destens ein Ausdruck im Bereich von “only” fokussiert ist; das Adverb
“only” verlangt also mindestens einen Fokus in seinem Bereich. Der
Operator only wird auf die strukturierte Bedeutung des Bereichs von
“only” angewandt. Durch die Anwendung wird die Struktur des Argu-
ments aufgelo¨st:
only(〈λxλy[vorstellen(y, x, sue)], bill〉)
⇐⇒
λy[vorstellen(y, bill, sue) ∧
∀z ∈ ALT(bill)[vorstellen(y, z, sue)→ z = bill]]
only(〈λxλy[vorstellen(y, bill, x)], sue〉)
⇐⇒
λy[vorstellen(y, bill, sue) ∧
∀z ∈ ALT(sue)[vorstellen(y, bill, z)→ z = sue]]
28 Wir repra¨sentieren hier der Einfachheit halber Namen als Ausdru¨cke vom Typ e. Namen
ko¨nnen auch als generalisierte Quantoren repra¨sentiert und in eine strukturierte Bedeutungs-
repra¨sentation integriert werden. Vgl. diesbezu¨glich [Krifka, 1993].
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Schließlich werden die resultierenden Terme jeweils mit der semanti-
schen Repra¨sentation des Subjekts “John” verknu¨pft; man erha¨lt seman-
tische Repra¨sentationen der Sa¨tze 5.22 und 5.23:
![vorstellen(john, bill, sue) ∧
∀z ∈ ALT(bill)[vorstellen(john, z, sue)→ z = bill]]
![vorstellen(john, bill, sue) ∧
∀z ∈ ALT(sue)[vorstellen(john, bill, z)→ z = sue]]
Die Terme ,,ALT(bill)” und ,,ALT(sue)” bezeichnen jeweils eine Men-
ge von alternativen Entita¨ten zur Person Bill respektive zur Person Sue.
Der Satz 5.22 – “John only introduced [BILL]F to Sue” – bedeutet dem-
nach, dass erstens John Bill Sue vorgestellt hat und dass zweitens John
keine alternative Entita¨t zu Bill der Sue vorgestellt hat. Der Satz 5.23 –
“John only introduced Bill to [SUE]F ” – bedeutet hingegen, dass er-
stens John Bill Sue vorgestellt hat und dass zweitens (hier liegt der
Unterschied zu 5.22) John keiner alternativen Entita¨t zu Sue den Bill
vorgestellt hat.
Halten wir fest: Bei der Interpretation bewirkt das Fokusmerkmal die
Strukturierung der Bedeutung; die Bedeutung des fokussierten Aus-
drucks wird von den Bedeutungen der anderen Ausdru¨cke – dem Hin-
tergrund – separiert. Es wird dadurch ermo¨glicht, dass ein Fokusopera-
tor wie only einzeln auf die Bedeutungen des Fokusses und des Hinter-
grunds Bezug nimmt.
2. Kommen wir zur Interpretation der Beispielsa¨tze 5.22 und 5.23 durch
die Alternativensemantik: Fu¨r jeden Ausdruck wird erstens eine nor-
male Bedeutung und zweitens eine Fokusbedeutung konstruiert. Das
Fokusmerkmal beeinflusst zwar die Fokusbedeutung eines Ausdrucks,
welcher das Fokusmerkmal tra¨gt oder einen merkmalstragenden Aus-
druck entha¨lt, sie beeinflusst aber nicht seine normale Bedeutung. Die
normalen Bedeutung von “John only introduced [BILL]F to Sue” (5.22)
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und von “John only introduced Bill to [SUE]F ” (5.23) sind also iden-
tisch. Sie werden repra¨sentiert wie folgt:
![vorstellen(john, bill, sue) ∧
∀X ∈ C[X(john)→ X = λx[vorstellen(x, bill, sue)]]]
Unter Absehung von der Fokussierung bedeutet “John only introduced
Bill to Sue” demnach, dass erstens John Bill Sue vorgestellt hat und dass
zweitens aus einer gegebenen Eigenschaften-Menge C John nur die ei-
ne Eigenschaft hat, den Bill der Sue vorgestellt zu haben. Natu¨rlich
hat John noch andere Eigenschaften, außer Bill Sue vorgestellt zu ha-
ben (z.B. die, identisch mit sich selbst zu sein). Die Menge C kann
also nicht alle mo¨glichen Eigenschaften enthalten; sie muss restringiert
werden.
Zur weiteren Bestimmung und damit Restriktion der Menge C rekur-
riert die Alternativensemantik auf die Fokusbedeutung von “introduced
[BILL]F to Sue” bzw. “introduced Bill to [SUE]F ”. — Was ist eine
Fokusbedeutung?
(a) Die Fokusbedeutung eines Ausdrucks, welcher nicht das Fokus-
merkmal tra¨gt ist eine Menge, die nur ein Element, na¨mlich die
normale Bedeutung des Ausdrucks entha¨lt. Die Fokusbedeutung
von “Sue” ist demgema¨ß die Menge {sue}, deren einziges Element
die Person Sue ist.29
(b) Die Fokusbedeutung eines Ausdrucks, welcher das Fokusmerkmal
tra¨gt, ist die Menge aller Gegensta¨nde, die vom selben Typ sind wie
die normale Bedeutung des fokussierten Ausdrucks. Die Fokusbe-
deutung von “[Sue]F ” ist demgema¨ß die Menge {x | x ∈ De} (=
De)30; die Person Sue (sue) ist ein Element, aber nicht das einzige
Element der Fokusbedeutung von “[Sue]F ”.
29 [Rooth, 1992] zufolge bedeuten Namen nicht generalisierte Quantoren, sondern Ausdru¨cke
vom Typ e. Es ist mo¨glich, die Semantik so anzupassen, dass Namen generalisierte Quantoren
bedeuten. Wir tun dies hier der Einfachheit halber nicht. (Vgl. Fußnote 28).
30 D ist die Doma¨ne eines gegebenen Modells; De ist Menge aller Entita¨ten. Vgl. Anhang A.2.
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(c) Die Fokusbedeutung eines komplexen Ausdrucks ist die Menge
von Gegensta¨nden, die durch Kombination der Gegensta¨nde aus
den Fokusbedeutungen der Konstituenten dieses Ausdrucks erzeugt
werden ko¨nnen: Sei beispielsweise AB ein komplexer Ausdruck
bestehend aus den Konstituenten A und B. Die normale Bedeutung
von AB werde durch Anwendung der normalen Bedeutung von A
auf die normale Bedeutung von B erzeugt. Seien α und β die Fo-
kusbedeutungen von A und B. Die Fokusbedeutung von AB ist
die Menge {a(b) | a ∈ α ∧ b ∈ β}. Die normale Bedeutung eines
komplexen Ausdrucks ist eines unter mehreren Elementen seiner
Fokusbedeutung.
Die Fokusbedeutungen der Verbalphrasen “introduced [BILL]F to Sue”
und “introduced Bill to [SUE]F ” sind die folgenden Mengen von Eigen-
schaften:
{λx[vorstellen(x, y, sue)] | y ∈ De}
{λx[vorstellen(x, bill, y)] | y ∈ De}
Diese Fokusbedeutungen ko¨nnen jeweils zur Restriktion der Quantifi-
kationsdoma¨ne von only verwendet werden. Die Doma¨ne C von only
sei eine Untermenge der Fokusbedeutung des Bereichs von “only”; sie
enthalte also nur Eigenschaften der Art, eine Person der Sue vorgestellt
zu haben (Beispiel 5.22), respektive Eigenschaften der Art, einer Person
den Bill vorgestellt zu haben (Beispiel 5.23):
![vorstellen(john, bill, sue) ∧
∀X ∈ C[X(john)→ X = λx[vorstellen(x, bill, sue)]] ∧
C ⊆ {λx[vorstellen(x, y, sue)] | y ∈ De}]
![vorstellen(john, bill, sue) ∧
∀X ∈ C[X(john)→ X = λx[vorstellen(x, bill, sue)]] ∧
C ⊆ {λx[vorstellen(x, bill, y)] | y ∈ De}]
Halten wir fest: Die Alternativensemantik fu¨hrt zwei Bedeutungsebe-
nen ein, na¨mlich eine normale Bedeutung, die vom Fokusmerkmal nicht
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beeinflusst wird, und eine Fokusbedeutung, die vom Fokusmerkmal be-
einflusst wird. Die Fokusbedeutung eines Ausdrucks vom Typ τ ist eine
Menge mo¨glicher Denotate von Ausdru¨cken des Typs τ . Mithilfe eines
solchen Menge kann die Doma¨ne eines Operators wie only restringiert
werden.
Die Theorie strukturierter Bedeutungen und die Alternativensemantik in-
terpretieren Sa¨tze wie 5.7 und 5.8 auf verschiedene Weisen. Nichtsdesto-
trotz gelangen sie im Großen und Ganzen zu a¨quivalenten Interpretationser-
gebnissen.31 Beide Theorien beziehen sich bei der Interpretation der Sa¨tze
31 Unsere kurze Darstellung der Alternativensemantik erfasst die Grundidee dieser Fokustheorie
und genu¨gt daher den hier zu stellenden Anspru¨chen. Der Korrektheit halber sei aber hinzu-
gefu¨gt, dass Fokusbedeutungen aus intensionalen Objekten bestehen mu¨ssen, damit die Alter-
nativensemantik zu a¨quivalenten Interpretationsergebnissen kommt wie die Theorie struktu-
rierter Bedeutungen. Die Bedeutung von “John only introduced [BILL]F to Sue” muss (kor-
rekt und pra¨ziser als oben) wie folgt repra¨sentiert werden:
![vorstellen(john, bill, sue) ∧ ∀X ∈ C [ˇ X(john)→ X = λˆx[vorstellen(x, bill, sue)]]
∧ C ⊆ {ˆ λx[vorstellen(x, y, sue)] | y ∈ De}]
Warum muss die Fokusbedeutung der Alternativensemantik aus intensionalen Objekten be-
stehen? — Vgl. das folgende Beispiel von [Krifka, 1996]:
(5.24) This horse only has a [HEART]F .
Es stehe zur Debatte, ob ein bestimmtes Pferd Nieren hat. Jedes Lebewesen, das ein Herz hat,
(u.a. jedes Pferd) hat auch Nieren; der Satz 5.24 ist also falsch. Er wird von der Theorie struk-
turierter Bedeutungen so interpretiert, dass das bezeichnete Pferd nur ein Herz, aber keine
Niere hat; die Theorie strukturierter Bedeutungen erfasst also die Bedeutung des Satzes rich-
tig. Der Alternativensemantik zufolge bedeutet der Satz hingegen, dass von allen Pra¨dikaten
aus der Fokusbedeutung von “has a [heart]F ” auf das gemeinte Pferd nur das Pra¨dikat, ein
Herz zu haben, zutrifft. Wenn die Fokusbedeutung aus extensionalen Objekten besteht, dann
wird der Satz als wahr interpretiert, denn extensional sind die Pra¨dikate, ein Herz zu haben
und eine Niere zu haben, identisch. Wenn die Fokusbedeutung hingegen aus intensionalen
Objekten besteht, dann ist Satz 5.24 auch der Alternativensemantik zufolge falsch, denn in-
tensional sind die Pra¨dikate, ein Herz zu haben und eine Niere zu haben, verschieden. Um
den Satz 5.24 richtig zu interpretieren, muss die Alternativensemantik also eine aus bestehen-
de intensionalen Objekten Fokusbedeutung konstruieren.
[Krifka, 1996] wirft ein, dass die Pra¨dikate auch intensional identisch sind, wenn es bereits
zum gemeinsamen Wissen geho¨rt, dass jedes Lebewesen, das ein Herz hat, auch eine Nie-
re hat. Hinsichtlich jedes Indizes aus dem gemeinsamen Wissen seien die Extensionen der
Pra¨dikate identisch, ergo seien ihre Intensionen identisch. Die Alternativensemantik inter-
pretiere Satz 5.24 also (fa¨lschlicherweise) als wahr. Krifkas Argument ist nur dann gu¨ltig,
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5.7 und 5.8 auf das jeweilige Fokusmerkmal, um eine Alternativenmenge
zu konstruieren. Die Alternativenmenge wird jeweils zur Bestimmung der
Doma¨ne von only verwendet. Die Doma¨ne von only muss eine Teilmenge
der aufgrund des Fokusses gebildeten Alternativenmenge sein, sie braucht
nicht identisch mit dieser zu sein:
(5.25) Whom does John like? — John only likes [SUE]F .
(5.26) Does John love Sue or does he just like her? — John only [LIKES]F
Sue.
Wenn die Doma¨ne von only des Antwortsatzes von Beispiel 5.25 mit der
aufgrund des Fokusses gebildeten, nicht weiter restringierten Alternativen-
menge – also der Menge ALT(sue) oder der Fokusbedeutung von “likes
[SUE]F ” – identifiziert wird, dann wird der Satz so interpretiert, dass John
nichts und niemanden mag außer Sue. Diese Interpretation entspricht nicht
der intendierten Bedeutung. Der Satz muss als Antwort auf die gestellte Fra-
ge so interpretiert werden, dass John keine andere Person außer Sue mag;
Johns Wertscha¨tzung von Dingen steht nicht zur Debatte. Damit die auf-
grund des Fokusses gebildete Alternativenmenge als Doma¨ne von only fun-
gieren kann, muss sie also hinsichtlich der zur Debatte stehenden Frage re-
stringiert werden. Dasselbe gilt fu¨r Beispiel 5.26: Wenn die aufgrund des
wenn die Intensionen von Pra¨dikaten durch die Welten des gemeinsamen Wissens und nicht
durch alle Welten des zugrundeliegenden Modells bestimmt werden. Dass das so sein soll, ist
nicht unmittelbar einsichtig. Krifka trifft mit seinem Einwand jedoch einen wunden Punkt,
den schon [Rooth, 1985] bemerkt: Konstruieren wir ein Modell mit nur einem Index. Das
Pra¨dikat λx[vorstellen(x, bill, sue)] (den Bill der Sue vorstellen), habe an diesem Index die-
selbe Extension wie das Pra¨dikat λx[vorstellen(x, tom, sue)] (den Tom der Sue vorstellen).
Ergo haben die Pra¨dikate gema¨ß dem Ein-Index-Modell dieselben Intensionen. Die Namen
“Bill” und “Tom” aber ha¨tten unterschiedlichen Extensionen (im Ein-Index-Modell also auch
Intensionen). Hinsichtlich des Modells interpretiert die Theorie strukturierter Bedeutungen
den Satz “John only introduced [BILL]F to Sue” (zu Recht) als falsch, die Alternativense-
mantik interpretiert ihn hingegen (zu Unrecht) als wahr. Um das Problem zu beheben, schla¨gt
[Rooth, 1985] vor, zur Interpretation natu¨rlich-sprachlicher Ausdru¨cke (insbesondere zur In-
terpretation von Fokuskonstruktionen) nur ,realistischere‘ Modelle als das ,degenerierte‘ Ein-
Index-Modell zu verwenden, so dass sich das Problem nicht mehr stellt und die Alternativen-
semantik zu gleichwertigen Interpretationsergebnissen wie die Theorie strukturierter Bedeu-
tungen gelangt. Rooths Lo¨sung verlangt, dass auch jedes Modell, in dem jedes Pferd, das ein
Herz hat auch eine Niere hat, als unrealistisch zu verwerfen ist.
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Fokusses gebildete Alternativenmenge unrestringiert als Doma¨ne von only
fungiert, dann bedeutet der Antwortsatz, dass John in keiner anderen Rela-
tion zu Sue steht, als sie zu mo¨gen. Der Satz ist unter dieser Interpretation
falsch, denn John steht natu¨rlich noch in anderen Relationen zu Sue, z.B. in
der, nicht identisch mit ihr zu sein. Damit der Satz richtig interpretiert wird,
muss die Doma¨ne von only auf die zur Debatte stehenden Relationen des
Liebens und des Mo¨gens beschra¨nkt werden. Der Fokus bestimmt also nur
ein Constraint zur Identifikation der Doma¨ne: Die Doma¨ne muss eine Teil-
menge der aufgrund des Fokusses gebildeten Alternativenmenge sein. Wel-
che Teilmenge sie ist, ist hinsichtlich des ¨Außerungskontextes – hier: der zur
Debatte stehenden Frage – zu bestimmen. Die Theorie strukturierter Bedeu-
tungen und die Alternativensemantik erkla¨ren nicht, wie die Doma¨nen von
only in Beispielen wie 5.25 und 5.26 mit Bezug auf den Kontext vollsta¨ndig
spezifiziert werden ko¨nnen. Die Theorien bestimmen die Bedeutungen von
Sa¨tzen wie den Antwortsa¨tzen der Beispielsa¨tze 5.25 und 5.26 also nur vage;
sie erkla¨ren allerdings den Bedeutungsunterschied der Sa¨tze.
Operatoren wie only werden im Rahmen von Fokustheorien ,,Fokusopera-
toren“ genannt; Wo¨rter wie “only”, die Fokusoperatoren bezeichnen, wer-
den ,,Fokuspartikeln“ oder ,,Fokusadverben“ genannt. Außer “only” (,,nur“)
sind z.B. “even” (,,sogar“), “always” (,,immer“), “mostly” (,,meistens“) und
“seldom” (,,selten“) Fokusadverben. Ein Fokusadverb kann mit einem oder
mehreren Fokussen aus seinem Bereich assoziiert sein; die Fokusse dienen
zur Bestimmung der Doma¨ne des durch das Fokusadverb bezeichneten Ope-
rators. Wenn ein Fokus die Wahrheitsbedingungen eines Satzes beeinflusst,
dann ist er mit einem gegebenen Fokusadverb assoziiert; der durch das Ad-
verb bezeichnete Operator absorbiert die Bedeutung des Fokusmerkmals.
Anders als eine Theorie der optimalen Akzentuierung machen die Theo-
rie strukturierter Bedeutungen und die Alternativensemantik keine Aussage
daru¨ber, unter welchen Umsta¨nden außer den Fokussen auch die mit ihnen
assozierten Fokusadverben akzentuiert werden mu¨ssen.32
32 In Unterabschnitt 5.1.1 haben wir gezeigt, dass ein Sprecher “only” nicht zu akzentuieren
braucht, wenn er davon ausgehen kann, dass der Rezipient seine ¨Außerung auch dann als
exhaustive Antwort auf die zur Debatte stehende Frage interpretiert, wenn er “only” nicht
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Die Theorie strukturierter Bedeutungen und die Alternativensemantik ma-
chen unterschiedliche Aussagen zur Interpretation, wenn keine Fokusse mar-
kiert sind (d.h., wenn kein Akzentmuster, das auf eine bestimmte Fokus-Hin-
tergrund-Struktur verweist, vorliegt):33
(5.27) John only introduced Bill to Sue.
Zur Interpretation von Satz 5.27 gema¨ß der Theorie strukturierter Be-
deutungen muss im Bereich von “only” ein Fokus identifiziert werden: Der
durch “only” bezeichnete Operator verlangt als Argument eine strukturier-
te Bedeutung; eine strukturierte Bedeutung kann nur mit Bezug auf einen
Fokus erzeugt werden. Verschiedene Konstituenten im Bereich von “only”
ko¨nnen fokussiert sein, der Satz 5.27 ist deshalb hinsichtlich seiner Fokus-
Hintergrund-Struktur mehrdeutig. Durch die Bestimmung eines Fokusses
wird eine mo¨gliche Bedeutung des Satzes vage34 bestimmt.
Der Alternativensemantik zufolge ist der Satz 5.27 nicht mehrdeutig; die
Bedeutung von Satz 5.27 ist – auch ohne dass ein Fokus im Bereich von
“only” identifiziert wird – vage bestimmt: John hat keine andere im ge-
gebenen Kontext interessante Eigenschaft außer die, den Bill der Sue vor-
gestellt zu haben. Die Bedeutung des Satzes wird voll spezifiziert, indem
die anderen interessanten Eigenschaften, die John haben ko¨nnte (aber nicht
hat), bestimmt werden. Ein Fokus kann zur Feststellung dieser Eigenschaf-
ten nu¨tzlich sein, er wird aber nicht unbedingt beno¨tigt.
Vergleichen wir die Interpretation der Theorie der optimalen Akzentuierung
aus dem letzten Unterabschnitt 5.1.1 mit den Interpretationen der Fokustheo-
rien: Die Interpretation optimaler Akzentuierung entspricht der Interpretati-
on durch die Theorie strukturierter Bedeutungen, wenn ein Wort im Bereich
erkennt. In Anhang B (Unterabschnitt B.1.1) beschreiben wir ein Experiment, das diese Be-
obachtung stu¨tzt. Im Unterabschnitt B.1.2 von Anhang B beschreiben wir außerdem ein Ex-
periment zur Akzentuierung der Fokusadverben ,,meistens“ und ,,selten“. Das Ergebnis des
Experiments stu¨tzt die Annahme, dass auch die Akzentuierung von ,,meistens“ und ,,selten“
der Maßgabe optimaler Akzentuierung folgt.
33 Beispiel 5.27 ist eine Wiederholung von Beispiel 5.18 aus dem letzten Unterabschnitt 5.1.1.
34 Die Vagheit betrifft die Bestimmung der Alternativenmenge des Fokus.
228
von “only” als akzentuiert bzw. fokussiert erkannt wurde. Der erste der bei-
den folgenden QL-Sa¨tze repra¨sentiert beispielhaft die Bedeutung von “John
only introduced BILL to Sue” gema¨ß der Interpretation optimaler Akzen-
tuierung (s.o., Unterabschnitt 5.1.1); der zweite QL-Satz repra¨sentiert die
Bedeutung von “John only introduced [BILL]F to Sue” gema¨ß der Theorie
strukturierter Bedeutungen:
![RESTRICTOR(bill) ∧ vorstellen(john, bill, sue) ∧
∀x[RESTRICTOR(x) ∧ vorstellen(john, x, sue)→ x = bill]]
![vorstellen(john, bill, sue) ∧
∀z ∈ ALT(bill)[vorstellen(john, z, sue)→ z = bill]]
Unter der Voraussetzung, dass das Pra¨dikat RESTRICTOR′ aus der er-
sten Repra¨sentation und der Term ALT(bill) aus der zweiten Repra¨sentation
dieselbe kontextuell beschra¨nkte Menge von Entita¨ten bezeichnen und dass
bill ∈ ALT(bill) – was in jedem Fall gelten soll –, sind die beiden Bedeu-
tungsrepra¨sentationen a¨quivalent.
Die Interpretation optimaler Akzentuierung entspricht der Interpretation
durch die Alternativensemantik, wenn kein Akzentmuster erkannt wurde
bzw. kein Fokus im Bereich von “only” markiert ist. Der erste der beiden
folgenden QL-Sa¨tze repra¨sentiert die Bedeutung von “John only introduced
Bill to Sue” gema¨ß der Interpretation optimaler Akzentuierung; der zweite
QL-Satz repra¨sentiert die Interpretation der Alternativensemantik:
![RESTRICTOR′(λx[vorstellen(x, bill, sue)])
∧ vorstellen(john, bill, sue) ∧
∀X[RESTRICTOR′(X) ∧X(john)→
X = λx[vorstellen(x, bill, sue)]]]
![vorstellen(john, bill, sue) ∧
∀X ∈ C[X(john)→ X = λx[vorstellen(x, bill, sue)]]]
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Das Pra¨dikat RESTRICTOR′ der ersten Repra¨sentation entspricht der
Menge C der zweiten Repra¨sentation; λx[vorstellen(x, bill, sue)] ist Ele-
ment von C; die beiden Bedeutungsrepra¨sentationen sind a¨quivalent.
Halten wir fest: Fokustheorien und eine Theorie der optimalen Akzentuie-
rung erzeugen fu¨r unsere paradigmatischen Beispielsa¨tze a¨quivalente Inter-
pretationen. Die Interpretationen sind i.d.R. vage und mu¨ssen mit Rekurs auf
einen Interpretationskontext spezifiziert werden. Eine Theorie der optima-
len Akzentuierung erkla¨rt, wie auf einen gegebenen Kontext – na¨mlich eine
zur Debatte stehende Frage – rekurriert werden kann; Fokustheorien bleiben
diese Erkla¨rung schuldig. Anders als eine Theorie der optimalen Akzentu-
ierung machen Fokustheorien außerdem keine klare Aussage daru¨ber, unter
welchen Umsta¨nden sogenannte Fokusadverben akzentuiert werden mu¨ssen.
Fokusse beeinflussen nicht immer die Wahrheitsbedingungen von Sa¨tzen. In
den Antwortsa¨tzen der folgenden Beispiele 5.28 und 5.29 wirken sie ledig-
lich auf die Gebrauchsbedingungen; sie dienen – so wird im Zusammenhang
von Fokustheorien festgestellt – zur Gewa¨hrleistung der ,Frage-Antwort-
Kongruenz‘.35 Um die Kongruenz eines Aussagesatzes mit einer zur Debatte
stehenden Frage zu gewa¨hrleisten, muss diejenige Konstituente, die als Kon-
stituentenantwort fungieren ko¨nnte, fokussiert sein.36 Im Antwortsatz von
Beispiel 5.28 handelt es sich bei dieser Konstituente um “Bill”; im Antwort-
satz von Beispiel 5.29 ist “Sue” die zu fokussierende Konstituentenantwort:
(5.28) Whom did John introduce to Sue? —
John introduced [BILL]F to Sue.
(5.29) To whom did John introduce Bill? —
John introduced Bill to [SUE]F .
35 (A) Die Beispiele sind Wiederholungen der Beispiele 5.1 und 5.2 aus der Einleitung zum
vorliegenden Kapitel. Hinzu kommt die Annotierung der Fokusse.
(B) Der Begriff der Frage-Antwort-Kongruenz taucht regelma¨ßig in Texten zu Fokustheorien
auf. Vgl. z.B. [Rooth, 1992].
36 Wenn eine Mehrfachfrage zur Debatte steht, dann mu¨ssen mehrere Konstituenten fokussiert
sein: (Whom did John introduce to whom?) — John introduced [BILL]F to [SUE]F .
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Fokusse mit semantischer Wirkung sind stets mit Fokusadverben assozi-
iert; sie werden daher auch ,,gebundene Fokusse“ (bound focusses) genannt.
Pragmatische Fokusse, die allein die Gebrauchsbedingungen eines Satzes
beeinflussen, sind mit keinem Fokusadverb assoziiert; sie werden deshalb
auch ,,freie Fokusse“ (free focusses) genannt.37 [Jacobs, 1984] schla¨gt vor,
alle Fokusse gleichermaßen als gebundene Fokusse zu behandeln; pragma-
tische Fokusse sollen mit dem lokutiona¨ren Modus ihres Satzes assozziiert
werden:
(5.30) Whom did John introduce to Sue? —
ASSERT John introduced [BILL]F to Sue.
(5.31) To whom did John introduce Bill? —
ASSERT John introduced Bill to [SUE]F .
Der lokutiona¨re Modus eines Aussagesatzes werde durch den Operator
ASSERT repra¨sentiert. In den Antwortsa¨tzen der Beispiele 5.30 und 5.31
sei ASSERT mit dem Fokus “Bill” respektive mit dem Fokus “Sue” assozi-
iert. Der Fokus diene jeweils der der Bestimmung einer Alternativenmenge;
vermittels dieser Menge kann ASSERT den Satz “John introduced Bill to
Sue” mit der zur Debatte stehenden Frage in Beziehung setzen. So kann et-
wa die Fokusbedeutung von “John introduced [BILL]F to Sue” (5.30) als
Obermenge der mo¨glichen Antworten auf die zur Debatte stehende Frage,
wen John der Sue vorgestellt hat, gedeutet werden.38 Wenn die Fokusbedeu-
tung des Satzes keine Obermenge der zur Debatte stehenden Frage ist, dann
ist die Kongruenz von Frage und Antwort nicht gewa¨hrleistet; die ¨Außerung
des Satzes ist inada¨quat.
In Kapitel 3 (Abschnitt 3.3) haben wir erkla¨rt, dass die ¨Außerung ei-
nes Aussagesatzes immer der Beantwortung einer als zur Debatte stehend
37 Vgl. etwa [Stechow, 1989 b].
38 Vgl. [Rooth, 1992]. Damit eine Obermenge der mo¨glichen Antworten erzeugt wird, muss
“Bill” einen generalisierten Quantor bezeichnen. Die Fokusbedeutung von “John introduced
[BILL]F to Sue” entha¨lt dann nicht nur die erscho¨pfenden, sondern auch die partiellen Ant-
worten auf die Frage, wen John der Sue vorgestellt hat.
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pra¨supponierten Hintergrundfrage dienen soll. Jeder Aussagesatz muss dem-
entsprechend mit einer Hintergrundfrage kongruieren. Ergo muss jeder Aus-
sagesatz einen mit ASSERT assoziierten, pragmatischen Fokus haben; die-
ser Fokus kann u.U. zugleich als semantischer Fokus fungieren:
(5.32) Whom did John introduce to Sue? —
ASSERT2 John only1 introduced [[BILL]F2]F1 to Sue.
Der Fokus von Beispiel 5.32 erfu¨llt zwei Rollen: Er ist erstens ein mit
“only” assoziierter, semantischer Fokus und zweitens ein mit ASSERT as-
soziierter, pragmatischer Fokus.39
Es ist mo¨glich, dass ein Satz mehrere Fokusse hat und dass diese Fo-
kusse unterschiedliche Funktionen erfu¨llen; ein Fokus kann eine pragmati-
sche Funktion erfu¨llen und mit dem lokutiona¨ren Modus ASSERT assoziiert
sein, ein anderer Fokus kann eine semantische Funktion erfu¨llen und mit ei-
nem Fokusadverb assoziiert sein. Um einen solchen Satz zu interpretieren,
mu¨ssen nicht nur die Fokusse bestimmt werden, sondern auch die Rollen,
die die Fokusse jeweils spielen. Es muss bestimmt werden, welche Fokus-
se mit dem Fokusadverb und welche Fokusse mit dem lokutiona¨ren Modus
assoziiert sind. (Wir verzichten in den folgenden Beispielen auf die Markie-
rung der zu akzentuierenden Wo¨rter. Es ist strittig, ob alle Fokusse durch
Akzente zu markieren sind. Wir diskutieren die Akzentuierung der Fokusse
im folgenden Abschnitt 5.2.)
(5.34) ASSERT [John]F only introduced [Bill]F to Sue.
Die Bestimmung der Fokusassoziationen von Beispiel 5.34 ist einfach.
“Only” muss mit einem Fokus aus seinem Bereich assoziiert sein; der einzige
Fokus im Bereich von “only” ist “Bill”; ergo ist “Bill” mit “only” assoziiert.
39 Wir u¨bernehmen die Notation der doppelten Zuweisung des Fokusmerkmals von
[Krifka, 1992 a]. Zu u¨berlegen wa¨re, ob es sich bei dem pragmatischen, mit ASSERT asso-
ziierten Fokus nicht besser um einen diskontinuierlichen, aus den Wo¨rtern “only” und “Bill”
bestehenden Fokus handeln sollte:
(5.33) Whom did John introduce to Sue? —
ASSERT2 John [only1]F2 introduced [[BILL]F2]F1 to Sue.
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Der Fokus “John” liegt nicht im Bereich eines Fokusadverbs; ergo kann er
nur mit dem lokutiona¨ren Modus ASSERT assoziiert sein. Auch “Bill” kann
– zusa¨tzlich zur Assoziation mit “only” – mit ASSERT asssoziiert sein; die
Wahrheitsbedingungen des Satzes sind davon allerdings nicht betroffen.
Die Bestimmung von Fokusassoziationen eines Satzes ist weniger einfach,
wenn sich mehrere Fokusse im Bereich eines Fokusadverbs befinden. Die
Bestimmung der Fokusassoziationen betrifft dann auch die Wahrheitsbedin-
gungen des Satzes.40 In den Beispielen 5.36 und 5.37 befinden sich mehre-
re Fokusse im Bereich verschiedener Fokusadverben; die Interpretation der
Beispielsa¨tze ist davon abha¨ngig, welcher Fokus mit welchem Fokusadverb
assoziiert wird:41
(5.36) (John only introduced [BILL]F to Mary.)
John even2 only1 introduced [Bill]F1 to [Sue]F2.
(5.37) (John only introduced Tom to [SUE]F .)
John even2 only1 introduced [Bill]F2 to [Sue]F1.
Der Interpretationskontext der Beispielsa¨tze 5.36 und 5.37 ist jeweils durch
die in Klammern gesetzten Sa¨tze bestimmt. Die Beispielsa¨tze unterscheiden
sich nicht in ihren Fokussen und Fokusadverben, wohl aber in deren Asso-
ziationen und infolgedessen in ihren Wahrheitsbedingungen: Satz 5.36 ist
wahr genau dann, wenn John nur Bill sogar Sue vorgestellt hat; Satz 5.37 ist
wahr genau dann, wenn John sogar Bill nur Sue vorgestellt hat. Zur Interpre-
tation von “John even only introduced Bill to Sue” reicht es also nicht aus,
die Fokusse des Satzes zu bestimmen; es muss daru¨ber hinaus festgestellt
werden, mit welchen Fokusadverben die Fokusse jeweils assoziiert sind.42
40 Der Fall tritt auch beim Antwortsatz des folgenden, schon oben diskutierten Beispiels 5.35
auf:
(5.35) I heard that John introduced each man to only one woman. Whom did he only
introduce to SUE? — ASSERT2 John only1 introduced [Bill]F2 to [Sue]F1 .
In Unterabschnitt 5.1.1 haben wir den Antwortsatz fu¨r interpretierbar erkla¨rt, seine ¨Außerung
aber als pragmatisch inada¨quat denunziert. S.o., Beispiele 5.15 und 5.16.
41 Die Beispiele stammen von [Schro¨der, 2003] und [Schro¨der, Schmitz, 2003]. Wir verzichten
bei den Beispielen auf die Angabe von ASSERT und die Markierung, welche Fokusse mit
dem Operator assoziiert sind.
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Halten wir fest: Die Fokusse eines Satzes sind mit Fokusadverben und/ oder
dem lokutiona¨ren Modus des Satzes assoziiert. Das Akzentmuster eines Sat-
zes kann Aufschluss daru¨ber geben, welche Konstituenten fokussiert sind;
es gibt aber keinen Aufschluss daru¨ber, welcher Fokus mit welchem Fokus-
operator assoziiert ist. Zur Feststellung der Fokusassoziationen muss auf den
Diskurskontext rekurriert werden.
5.1.3 Zusammenfassung
Gema¨ß einer Theorie der optimalen Akzentuierung kann die Bedeutung ei-
nes Satzes, der isoliert betrachtet semantisch vage ist, mit Rekurs auf den
Diskurskontext spezifiziert werden. Das Akzentmuster eines Satzes soll im
Diskurskontext optimal sein; qua Akzentuierung wird die Menge der mo¨g-
lichen Diskurskontexte, dadurch die Menge der mo¨glichen kontextrelativen
Bedeutungsspezifikationen und also die Menge mo¨glicher Interpretationen
des Satzes beschra¨nkt. Ein Akzentmuster kann Aufschluss daru¨ber geben,
wie ein Satz im Diskurskontext zu interpretieren ist, weil es Aufschluss u¨ber
den Diskurskontext gibt.
Fokustheorien zufolge ist die Bedeutung eines Satzes u.a. davon abha¨ngig,
welche Satzteile das (syntaktische) Fokusmerkmal tragen. Akzente markie-
ren Ausdru¨cke, die das Fokusmerkmal tragen; sie geben also Aufschluss
u¨ber die syntaktische Struktur des Satzes und ergo daru¨ber, welche Bedeu-
tungen der Satz haben kann.
Die entscheidene Pointe von Fokustheorien ist, dass sie die semantischen
Wirkungen von Akzenten als grammatikalisiert auffassen; der Einfluss des
Akzentmusters auf die Bedeutung eines Satzes wird mit Rekurs auf die syn-
42 Der Formalismus der Theorie strukturierter Bedeutungen von [Krifka, 1992 a] und der For-
malismus der Alternativensemantik von [Rooth, 1992] ermo¨glichen nicht die Herstellung ver-
schiedener Fokusassoziationen. Mit beiden Formalismen muss der Satz “John even only in-
troduced [BILL]F to [SUE]F ” so interpretiert werden, dass beide Fokusse mit “only” asso-
ziiert sind; die in den Beispielen 5.36 und 5.37 markierten Fokusassoziationen sind mittels
der Formalismen nicht zu interpretieren. Dieser Mangel ist bloß ein Mangel der Formalismen,
nicht ein Mangel der Theorien. [Schro¨der, 2003] und [Schro¨der, Schmitz, 2003] zeigen, wie
eine Theorie strukturierter Bedeutungen formalisiert werden kann, so dass es mo¨glich ist, ver-
schiedene Fokusassoziationen zu interpretieren. [Wold, 1996] und [Wold, 1998] definiert eine
Interpretation, welche der Idee der Alternativensemantik folgt.
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taktische Struktur des Satzes und nicht mit Rekurs auf einen Diskurskontext
bestimmt. Die Pointe stellt sich als Mangel heraus: Fokustheorien erzeu-
gen fu¨r Sa¨tze mit vorgegebenem Akzentmuster bloß vage Interpretationen,
die wiederum nur mit Bezug auf einen Diskurskontext spezifiziert werden
ko¨nnen. Die Bezugnahme auf einen Diskurskontext ist no¨tig, um Alternati-
venmengen fu¨r Fokusse zu restringieren und – wenn ein Satz mit mehreren
Fokussen vorliegt – um festzustellen, welcher Fokus mit welchem Fokusad-
verb respektive mit dem lokutiona¨ren Modus des Satzes assoziiert ist. Fo-
kustheorien bleiben die Erkla¨rung schuldig, wie zur Bedeutungsspezifikati-
on auf einen Kontext rekurriert werden kann. Gegeben seien zwei Sa¨tze mit
“only”, welche unterschiedliche Akzentmuster haben und ansonsten iden-
tisch sind: Fokustheorien erkla¨ren zwar, dass diese Sa¨tze unterschiedliche
Bedeutungen haben; selbst bei gegebenen Diskurskontexten ko¨nnen Fokus-
theorien aber – anders als eine Theorie der optimalen Akzentuierung – die
unterschiedlichen Bedeutungen der Sa¨tze nicht vollsta¨ndig spezifizieren.
5.2 Vorhersagen von Akzentmustern
Fokustheorien und eine Theorie der optimalen Akzentuierung machen teil-
weise unterschiedliche Vorhersagen zur Akzentuierung von Wo¨rtern. Die
Theorien ko¨nnen hinsichtlicher ihrer Vorhersagen evaluiert werden:
1. Gegeben seien ein Satz und ein Diskurskontext, so dass der Satz einen
Fokus hat, welcher im gegebenen Kontext nicht erkannt zu werden
braucht, damit der gesamte Satz verstanden werden kann. Es spra¨che
fu¨r Fokustheorien, wenn der Fokus akzentuiert wu¨rde, obwohl er einer
Theorie der optimalen Akzentuierung zufolge nicht zu akzentuieren ist.
Umgekehrt spra¨che es fu¨r eine Theorie der optimalen Akzentuierung,
wenn der Fokus nicht akzentuiert wu¨rde.
Im ersten Unterabschnitt (5.2.1) des vorliegenden Abschnitts behan-
deln wir das Pha¨nomen der sogenannten second occurrence focusses.
Es handelt sich dabei um Ausdru¨cke, die Fokustheorien zufolge zwar
fokussiert sind, deren Akzentuierung aber wenigstens fraglich ist.
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2. Gegeben seien ein Aussagesatz und eine zur Debatte stehende Frage:
(a) Fokustheorien zufolge muss zur Herstellung der Frage-Antwort-
Kongruenz der Teil des Aussagesatzes, der eine Konstituentenant-
wort auf die zur Debatte stehende Frage bedeutet, fokussiert und
durch mindestens einen Akzent markiert werden.
(b) Einer Theorie der optimalen Akzentuierung zufolge mu¨ssen die
versta¨ndniskritischen Wo¨rter des Aussagesatzes akzentuiert wer-
den; bei diesen Wo¨rter handelt es sich gema¨ß dem in Kapitel 4, Ab-
schnitt 4.2 vorgestellten Modell immer um Wo¨rter des Satzteiles,
der eine Konstituentenantwort auf die zur Debatte stehende Frage
bedeutet.
Sowohl Fokustheorien als auch eine Theorie der optimalen Akzentu-
ierung sagen also voraus, dass mindestens ein Wort aus dem Satzteil,
der eine Konstituentenantwort bedeutet, akzentuiert werden muss. Die
Theorien brauchen allerdings nicht die Akzentuierung derselben Wo¨rter
vorherzusagen: Denkbar ist, dass ein Wort zur Markierung eines prag-
matischen Fokusses akzentuiert wird, obwohl es optimalerweise nicht
akzentuiert werden muss. Außerdem ist denkbar, dass zur Markierung
eines Fokusses nicht alle vertsa¨ndniskritischen – also optimalerweise
zu akzentuierenden – Wo¨rter akzentuiert werden mu¨ssen.
Im zweiten Unterabschnitt (5.2.2) des vorliegenden Abschnitts widmen
wir uns der Akzentuierung von pragmatischen Fokussen, welche aus
mehreren Wo¨rtern bestehen und u¨ber deren Akzentuierung Fokustheo-
rien und eine Theorie der optimalen Akzentuierung unterschiedliche
Vorhersagen machen.
5.2.1 Second Occurrence Focusses
Im folgenden Beispiel 5.38 beantwortet A die Frage, wen Tom der Sue vor-
gestellt hat, indem er sagt, Tom habe nur Bill Sue vorgestellt. B widerspricht
A: Es sei John gewesen, welcher nur Bill Sue vorgestellt hat. Mit seinem
Widerspruch pra¨supponiert B die Frage, wer nur Bill Sue vorgestellt hat:
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(5.38) A: Tom only introduced BILL to Sue.
B: No. JOHN only introduced Bill to Sue.
Im von A gea¨ußerten Satz wird “Bill” akzentuiert und Fokustheorien zu-
folge also fokussiert. Der Fokus erfu¨llt zwei Funktionen: Erstens dient er als
semantischer Fokus zur Bestimmung der Doma¨ne von only; zweitens ist er
als pragmatischer Fokus mit dem lokutiona¨ren Modus ASSERT assoziiert.
Die Fokus-Hintergrund-Struktur kann wie folgt explizit gemacht werden:
ASSERT2 Tom only1 introduced [[Bill]F2]F1 to Sue.
Im von B gea¨ußerten Satz wird “John” akzentuiert und ergo fokussiert.
Der Fokus “John” ist mit keinem Fokusadverb assoziiert, er erfu¨llt nur ei-
ne pragmatische Funktion. Der Theorie strukturierter Bedeutungen zufolge
muss das Fokusadverb “only” mit einem Fokus aus seinem Bereich asso-
ziiert sein. Bs ¨Außerung ist so zu interpretieren, dass John nur Bill der Sue
vorgestellt hat; also muss “Bill” fokussiert und mit “only” assoziiert werden.
Die Fokus-Hintergrund-Struktur von Bs ¨Außerung kann dementsprechend
wie folgt explizit gemacht werden:
ASSERT2 [John]F2 only1 introduced [Bill]F1 to Sue.
[Partee, 1999]43 vertritt die Intuition, dass der Fokus “Bill” zwar in As
¨Außerung, nicht aber in Bs ¨Außerung akzentuiert wird. In Bs ¨Außerung wer-
de die Verbalphrase “only introduced [Bill]F to Sue” wiederholt. Es mu¨sse
nicht mehr bestimmt werden, mit welchem Fokus “only” assoziiert sei; die
Assoziation ergebe sich bereits aus As ¨Außerung, in welcher der mit “only”
43 (A) Verschiedene Autoren beziehen sich auf [Partee, 1999]. Man wundere sich nicht, wie bei-
spielsweise ein Artikel von 1996 ([Rooth, 1996 b]) auf einen Artikel von 1999 Bezug nehmen
kann; eine vorla¨ufige Version von [Partee, 1999] ist bereits 1994 erschienen ([Partee, 1994]).
(B) Beispiel 5.39 ist das Originalbeispiel von [Partee, 1999]:
(5.39) A: Eva only gave xerox copies to [the GRADUATE STUDENTS]F .
B: No. PETR only gave xerox copies to [the graduate students]F .
Der semantische, mit “only” assoziierte Fokus ist in diesem Beispiel eine Phrase, die aus
mehreren Wo¨rtern besteht. Wir diskutieren die Akzentuierung fokussierter Phrasen erst im
na¨chsten Unterabschnitt 5.2.2 und verwenden hier eine Variante des schon eingehend disku-
tierten Satzes “John only introduced Bill to Sue”.
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assoziierte Fokus “Bill” markiert sei. “Bill” sei in Bs ¨Außerung ein soge-
nannter second occurrence focus (SOF); SOFs wu¨rden generell nicht akzen-
tuiert.
Nehmen wir an, Partee liege richtig. Die Theorie strukturierter Bedeutun-
gen verlangt, dass ein Fokusadverb wie “only” immer mit einem Fokus as-
soziiert ist. Wenn die Theorie zudem verlangt, dass jeder Fokus akzentuiert
wird, dann ist sie – Partees Intuition zufolge – durch Beispiel 5.38 falsifi-
ziert. Wenn die Theorie hingegen erlaubt, dass manche Fokusse nicht akzen-
tuiert werden, dann ist sie nicht falsifiziert. Die These, dass Fokusadverben
stets mit Fokussen assoziiert sind, kann also aufrecht erhalten werden; es
stellt sich aber die Frage, wie diese These noch falsifiziert werden kann.44
Außerdem muss – wenn davon ausgegangen wird, dass nicht jeder Fokus
akzentuiert wird – bestimmt werden, unter welchen Umsta¨nden ein Fokus
akzentuiert wird und welchem Zweck dieser Akzent dient. Der Verweis auf
ein Fokusmerkmal reicht zur Begru¨ndung bzw. Vorhersage des Akzents nicht
aus: Die Theorie strukturierter Bedeutungen verliert deshalb an Kraft, was
die Vorhersage von Akzentmustern betrifft.
Der Alternativensemantik zufolge braucht “only” nicht unter allen Um-
sta¨nden mit einem Fokus assoziiert zu sein; das nicht akzentuierte Wort
“Bill” in Bs ¨Außerung von Beispiel 5.38 braucht also kein Fokus zu sein.45
Die Alternativensemantik kommt deshalb nicht in die Bredouille, das Feh-
len eines Akzentes erkla¨ren zu mu¨ssen. Wenn die Alternativensemantik aber
annimmt, dass ein Fokusadverb wie “only” nicht immer mit einem akzen-
tuierten Fokus assoziiert ist, dann schuldet sie die Erkla¨rung, unter welchen
44 [Krifka, 1995 b], 263: “Although I feel that this view [SOFs werden nicht akzentuiert, HCS]
is defendable, especially if one adduces additional independent evidence of some sort for it, I
also feel that this position is quite close to immunizing hypothesis (I) [Fokusoperatoren sind
stets mit Fokussen assozziert, HCS] against possible falsification.”
45 Dass “only” nicht mit einem Fokus in seinem Bereich assoziiert sein muss, gilt bloß fu¨r eine
Version der Alternativensemantik, na¨mlich die free parameter theory of association with focus
([Rooth, 1992]). In anderen Versionen – z.B. der ersten Version von [Rooth, 1985] – ist eine
fest spezifizierte Assoziation von Fokusadverben mit Fokussen in ihren Bereichen vorgesehen.
[Rooth, 1992] pra¨feriert eine Variante der Alternativensemantik, derzufolge die Assoziation
mit einem Fokus weitgehend frei ist, fu¨r manche Adverben aber gilt, dass sie obligatorisch
mit einem Fokus assoziiert sein mu¨ssen. “Only” geho¨re zu diesen Adverben. (S.u.)
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Umsta¨nden ein Ausdruck im Bereich von “only” fokussiert und akzentuiert
werden muss. Die Erkla¨rung, dass ein Satz mit “only” bestimmte Wahrheits-
bedingungen habe, ergo eine bestimmte Fokus-Hintergrund-Struktur auf-
weisen mu¨sse und so-und-so zu akzentuieren sei, ist nicht mehr gu¨ltig: Wenn
die Assoziation von “only” mit einem Fokus bloß fakultativ ist, dann ist die-
selbe Lesart eines Satzes mit “only” mit verschiedenen Fokus-Hintergrund-
Strukturen und verschiedenen Akzentmustern vertra¨glich; die Kraft der Al-
ternativensemantik, Akzentmuster vorherzusagen, wird abgeschwa¨cht.
Vergleichen wir Beispiel 5.38 mit dem folgenden Beispiel 5.40:
(5.40) A: John only introduced BILL to Sue.
B: Yes. John only introduced BILL to Sue.
Wie in Beispiel 5.38 wiederholt B in Beispiel 5.40 die Verbalphrase “on-
ly introduced Bill to Sue”. Anders als in Beispiel 5.38 wird “Bill” in Bs
¨Außerung dieses Mal akzentuiert. Der Fokus “Bill” erfu¨llt bei der Wieder-
holung sowohl eine semantische als auch eine pragmatische Funktion. B be-
antwortet dieselbe Frage wie A; der von ihm gea¨ußerte Satz hat dieselbe
Fokus-Hintergrund-Struktur wie der von A gea¨ußerte Satz:
ASSERT2 John only1 introduced [[Bill]F2]F1 to Sue.
In Abgrenzung vom SOF aus Beispiel 5.38 nennt [Bartels, 1995] einen
wiederkehrenden Fokus wie den aus Beispiel 5.40 einen echo focus. Der we-
sentliche Unterschied ist, dass der SOF keine pragmatische Funktion erfu¨llt,
der echo focus hingegen schon. Beispiele wie 5.38 und 5.40 legen die Ver-
mutung nahe, dass Fokusse dann und nur dann akzentuiert werden, wenn sie
eine pragmatische Funktion erfu¨llen. SOFs – d.h. Fokusse, die nur eine se-
mantische Funktion erfu¨llen – werden nicht akzentuiert. Wenn diese Vermu-
tung richtig ist, dann sind semantische Wirkungen von Akzenten im Rahmen
von Fokustheorien als Epipha¨nomene pragmatischer Fokusakzentuierung zu
bestimmen, und Akzentmuster sind prima¨r durch den ¨Außerungskontext be-
stimmt. Fokustheorien sind dadurch nicht widerlegt; sie mu¨ssen aber genuin
pragmatische Theorien sein und einer Theorie der optimalen Akzentuierung
deshalb a¨hnlicher, als man vielleicht vermutet hat.
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Exkurs: Eine Theorie der optimalen Akzentuierung verlangt in Bs ¨Außerung
von Beispiel 5.38 nur einen Akzent auf “John”. Der SOF “Bill” braucht nicht
akzentuiert zu werden, denn “John” ist das einzige Wort, welches vom Rezi-
pienten erkannt werden muss, damit er Bs ¨Außerung verstehen kann. Außer
dem Wort “John” muss der Rezipient noch erkennen, welche Rolle das Wort
in Bs ¨Außerung spielt; er muss erkennen, ob “John” als Subjekt (Ersatz von
“Tom” in As ¨Außerung), direktes Objekt (Ersatz vom “Bill”) oder indirektes
Objekt (Ersatz von “Sue”) fungiert. Einen ziemlich sicheren Hinweis darauf,
welche Rolle “John” in Bs ¨Außerung spielt, gibt die Position, in der das Wort
erscheint:46
(5.41) A: Tom only introduced BILL to Sue.
B: (a) No. JOHN noise noise. (No. John only introduced Bill to Sue.)
(b) No. noise JOHN noise. (No. Tom only introduced John to
Sue.)
(c) No. noise noise JOHN. (No. Tom only introduced Bill to
John.)
Wenn in Beispiel 5.41 “John” als erstes Wort von B gea¨ußert wird (a),
dann ist die Wahrscheinlichkeit groß, dass es als Subjekt fungiert. Erscheint
es in der Mitte von Bs ¨Außerung (b), du¨rfte es das direkte Objekt “Bill”
ersetzen; am Ende der ¨Außerung (c) hingegen du¨rfte es als Ersatz des indi-
rekten Objekts “Sue” fungieren. Um festzustellen, welche Position “John”
in Bs ¨Außerung einnimmt, braucht der Rezipient nicht die anderen Teile der
¨Außerung zu erkennen. Es reicht, wenn er Rauschen wahrnimmt und also
erkennt, ob vor oder nach “John” irgendetwas gea¨ußert wurde, so dass er die
Position des Wortes im Satz abscha¨tzen kann.
Im folgendem Beispiel 5.42 kann der Rezipient von Bs ¨Außerung kein
Rauschen wahrnehmen, welches ihm einen Hinweis auf die Rolle von “John”
geben ko¨nnte:
46 Im Deutschen ist die Erkennung der Wortstellung – wegen der generell freieren Wortstellung
– sicherlich weniger hilfreich als im Englischen. Es wa¨re interessant zu untersuchen, ob sich
dies auf die Akzentuierung auswirkt.
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(5.42) A: Tom only introduced BILL to Sue.
B: No. JOHN.
Bs ¨Außerung von Beispiel 5.42 wird aller Voraussicht nach im Sinne von
“Tom introduced only John to Sue” interpretiert. A beantwortet die Frage,
wen Tom der Sue vorgestellt hat. Es ist naheliegend, das Wort “John” im An-
schluss an As ¨Außerung als korrigierende Konstituentenantwort auf diesel-
be Frage zu interpretieren und zu einer vollsta¨ndigen Antwort im genannten
Sinne zu erga¨nzen. Wahrscheinlich kann B also durch bloße Nennung von
“John” As ¨Außerung nicht im Sinne von “John only introduced Bill to Sue”
korrigieren. B muss mehr sagen als bloß “John”, obwohl A zum richtigen
Versta¨ndnis nur dieses Wort zu erkennen braucht und es weiterhin genu¨gt,
wenn er den Rest der ¨Außerung als Rauschen wahrnimmt.
Rauschen kann insofern einen Beitrag zur Information leisten. (Ende des
Exkurses)
Ist die Intuition von [Partee, 1999], derzuolge SOFs nicht akzentuiert wer-
den, u¨berhaupt richtig? — [Rooth, 1996 b]47 bestreitet, dass SOFs nicht ak-
zentuiert werden. Seiner Intuition zufolge muss in Bs ¨Außerung von Beispiel
5.38 (hier wiederholt als 5.43) auch “Bill” akzentuiert werden:
(5.43) A: Tom only introduced [[BILL]F ]F to Sue.
B: No, [JOHN]F only introduced [BILL]F to Sue.
Ein Experiment soll Rooths Intuition stu¨tzen. Rooth macht Aufnahmen
der B-Sa¨tze aus den folgenden Beispielen 5.44 und 5.45:
(5.44) A: Paul only [[namend]F ]F Manny today.
B: So what. Even [Eva]F only [named]F Manny today.
(5.45) A: Paul only named [[Manny]F ]F today.
B: So what. Even [Eva]F only named [Manny]F today.
47 S. auch: [Rooth, 1995 b].
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Die Wo¨rter “named” und “Manny” kommen in den von Rooth aufgenom-
menen Sa¨tzen in jeweils zwei Varianten vor, na¨mlich nicht-fokussiert und
als SOF: Im B-Satz von Beispiel 5.44 ist “Manny” nicht fokussiert und “na-
med” SOF, im B-Satz von Beispiel 5.45 verha¨lt es sich umgekehrt. Rooth
vergleicht die Aufnahmen und stellt fest, dass die SOFs ho¨rbar akzentuiert
werden und sich von ihren nicht-fokussierten Varianten deutlich unterschei-
den.48 Eine akustische Analyse der Aufnahmen ergibt, dass die SOFs nicht
mit einem Extremwert der Grundfrequenz korrelieren. Anders als ihre nicht-
fokussierten Varianten korrelieren sie allerdings mit einer Erho¨hung der In-
tensita¨t und der Vokaldauer. Rooth interpretiert dies so, dass SOFs akzen-
tuiert werden, der Akzent aber auf andere Weise als bei FOFs – eben ohne
einen Extremwert der Grundfrequenz – realisiert wird.
Rooth nimmt die Testsa¨tze unter nicht-kontrollierten Bedingungen auf: Er
liest die Sa¨tze selbst und zwar so, dass sie sich seinem Eindruck nach na-
tu¨rlich anho¨ren. Es besteht die Mo¨glichkeit, dass Rooths Natu¨rlichkeitsemp-
finden linguistisch formiert ist; er mag ein Akzentmuster nur vor dem Hin-
tergrund seiner Fokustheorie als natu¨rlich empfinden. Rooths Experiment ist
also nicht methodisch einwandfrei, was er auch zugibt. Das Ergebnis kann
deshalb nicht als Beleg dafu¨r, dass SOFs generell akzentuiert werden, ge-
wertet werden. Es kann allerdings als Hinweis darauf gewertet werden, dass
die Intutiton von Partee, derzufolge SOFs generell nicht akzentuiert werden,
u¨berpru¨fenswert ist.
[Bartels, 1995] fu¨hrt ebenfalls eine Untersuchung zur Akzentuierung von
SOFs durch. Sie macht ein Produktionexperiment, bei dem linguistisch nicht
voreingenommene Muttersprachler des amerikanischen Englisch49 Sa¨tze mit
“only” lesen. Die Sa¨tze werden in verschiedene Kontexte gestellt, so dass
jeder mit “only” assoziierte Fokus einmal als FOF, einmal als SOF und ein-
mal als echo focus gelesen wird. Die folgenden Dialoge 5.46 und 5.47 sind
48 Audiodateien der Aufnahmen findet man unter http://www.ims.uni-stuttgart.de/˜mats/.
Rooths Eindruck, dass sich die nicht-fokussierten Varianten von “named” und “Manny” und
die SOFs ho¨rbar unterscheiden, kann nach Anho¨ren der Aufnahmen besta¨tigt werden.
49 Es handelt sich um undergraduate students der Sprachwissenschaft (University of Massachu-
setts).
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Beispiele fu¨r die von den Versuchspersonen (VPen) gelesenen Texte. Die
verschiedenen Rollen – Person A und B – werden von verschiedenen VPen
gelesen. Das Szenario fu¨r die Dialoge wird so bestimmt, dass A Globetrotter
und B Radioreporter sei; B fu¨hre ein Telefoninterview mit A:
(5.46) A: When I was in China, I lived only on rice mush for a month.
B: Gee, I’m glad I wasn’t there. I couldn’t live only on rice mush for
a month.
In Beispiel 5.46 taucht im von A gea¨ußerten Satz “rice much” als FOF
auf. Der Fokus ist kursiv gesetzt, die VPen haben also einen typografischen
Hinweis, dass dieser Fokus akzentuiert werden muss. In Bs ¨Außerung ist
“I” FOF und kursiv gesetzt; “rice mush” erscheint als – nicht typografisch
hervorgehobener – SOF.
Fu¨r den na¨chsten Beispieldialog 5.47 wird das Dialogszenario erweitert:
Es wird angenommen, dass die Telefonverbindung, u¨ber die das Interview
gefu¨hrt wird, schlecht sei. Der Reporter B wiederhole die ¨Außerungen des
Interviewten A, damit sie von den Radioho¨rern verstanden werden ko¨nnen.
“Rice mush” taucht in Bs ¨Außerung nun als – nicht typografisch hervorge-
hobener – echo focus auf:
(5.47) A: When I was in China, I lived only on rice mush for a month.
B: When you were in China, you lived only on rice mush for a
month.
Bartels untersucht die Sprachsignale der VPen dahingehend, inwiefern mit
den verschiedenen (“rice mush”-) Fokussen relative ¨Anderungen der Grund-
frequenz, der Intensita¨t und der Silbendauer korrelieren. Ergebnis: Sowohl
die ¨Anderung der Grundfrequenz als auch die Erho¨hung der Intensita¨t und
die Verla¨ngerung der Dauer fallen bei FOFs signifikant ho¨her aus als bei
echo focusses, und sie fallen bei echo focusses signifikant ho¨her aus als bei
SOFs. FOFs werden also in signifikanter Weise ,sta¨rker‘ akzentuiert als echo
focusses, und echo focusses werden in signifikanter Weise ,sta¨rker‘ akzentu-
iert als SOFs. SOFs werden also nicht nur ,anders‘ akzentuiert als andere
Fokusse (Rooths Annahme, s.o.), sie werden – wenn u¨berhaupt – ,weniger‘
akzentuiert.50
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Bartels vergleicht die Sprachsignale verschieden fokussierter Ausdru¨cke;
sie vergleicht nicht die Sprachsignale fokussierter und entsprechender, nicht-
fokussierter Ausdru¨cke. Ihre Daten belegen zwar, dass SOFs ,weniger‘ ak-
zentuiert werden als andere Fokusse; die Daten geben aber keinen Auf-
schluss daru¨ber, ob SOFs u¨berhaupt akzentuiert werden. Problematisch am
Experiment ist die Kursivsetzung einzelner Wo¨rter. Es ist nicht auszuschlie-
ßen, dass die SOFs deshalb ,weniger‘ akzentuiert werden als die echo focus-
ses, weil im Kontext der SOFs ein Wort kursiv gesetzt ist, im Kontext der
echo focusses aber kein Wort kursiv gesetzt ist.
Anschließend an die Experimente von Rooth und Bartels machen schließlich
[Beaver et al., in prep.] ein Produktionsexperiment zum Vergleich der laut-
sprachlichen Realisierungen von SOFs und von entsprechenden, nicht-fo-
kussierten Ausdru¨cken. Sie lassen Muttersprachler des amerikanischen Eng-
lisch verschiedene Texte mit jeweils zwei Varianten lesen. Das Beispiel 5.48
besteht aus zwei Varianten eines der Versuchstexte:
(5.48) 1. (a) Both Sid and his accomplices should have been named in
this morning’s court session.
(b) But the defendant only named Sid in court today.
(c) Even the state prosecutor only named Sid in court today.
2. (a) Defence and Prosecution had agreed to implicate Sid both in
court and on television.
(b) Still, the defense attorney only named Sid in court today.
(c) Even the state prosecutor only named Sid in court today.
Die beiden Varianten des Versuchstextes 5.48 bestehen aus jeweils drei
Sa¨tzen (a-c). Der erste Satz (a) bestimmt den Kontext fu¨r die beiden Fol-
gesa¨tze; im zweiten Satz (b) kommt ein mit einem Fokusadverb assoziierter
FOF vor; dieser Fokus wird im dritten Satz (c) als SOF wiederholt. Die Va-
rianten unterscheiden sich in ihren ersten Sa¨tzen und aufgrund dessen in
50 Die einfachen Anfu¨hrungszeichen um ,,sta¨rker“, ,,anders“ und ,,weniger“ sind no¨tig, denn es
werden nicht Akzente, sondern die akustischen Korrelate von Akzenten verglichen.
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den Fokus-Hintergrund-Strukturen der zweiten und dritten Sa¨tze. Im zwei-
ten Satz der ersten Variante ist “Sid” ein mit “only” assoziierter FOF, der im
dritten Satz als SOF wiederholt wird. FOF im dritten Satz ist der mit “even”
assoziierte Ausdruck “the state prosecutor”; “court” ist in keinem Satz der
ersten Textvariante fokussiert. Anders verha¨lt es sich bei der zweiten Vari-
ante. Hier ist im zweiten Satz das Wort “court” ein mit “only” assoziierter
FOF, der im dritten Satz als SOF wiederholt wird.
Die dritten Sa¨tze der beiden Textvarianten von Beispiel 5.48 unterscheiden
sich nur hinsichtlich ihrer SOFs: In der ersten Variante ist “Sid” SOF und
“court” nicht fokussiert; umgekehrt ist in der zweiten Variante “Sid” nicht
fokussiert und “court” SOF. Indem man nun die akustischen Realisierungen
von “Sid” und “court” aus der ersten Variante mit den Realisierungen aus der
zweiten Variante vergleicht, vergleicht man die Realisierungen von SOFs mit
den Realsierungen identischer, aber nicht fokussierter Ausdru¨cke.
Beaver et al. lassen 21 Versuchspersonen (VPen) die Varianten von sie-
ben verschiedenen Texten lesen. Bei vier Texten sind die SOFs, um deren
akustische Realisierung es geht, mit dem Fokusadverb “only” assoziiert; bei
den anderen drei Texten sind die SOFs mit “always” assoziiert.51 Die Fokus-
se werden in den Texten – anders als beim Experiment von Bartels – nicht
typografisch hervorgehoben. Die Sprachsignale der VPen werden dahinge-
hend untersucht, ob die VPen die SOFs im Vergleich zu den entsprechenden,
nicht-fokussierten Ausdru¨cken erstens durch eine ¨Anderung der Grundfre-
quenz, zweitens durch eine Erho¨hung der Intensita¨t und/ oder drittens durch
eine Verla¨ngerung der Wortdauer markieren. Viertens untersuchen Beaver
51 Das folgende Beispiel 5.48 ist ein Beispiel fu¨r zwei Varianten eines Textes, bei dem die
fraglichen Fokusse mit “always” assoziiert sind. In der ersten Variante ist “nuts” und in der
zweiten Variante ist “chimps” der mit “always” assoziierte Fokus:
(5.49) 1. (a) At the San Francisco zoo, the chimps love nuts and fruit.
(b) But tourists always throw nuts to the chimps there.
(c) Even the guides always throw nuts to the chimps there.
2. (a) At the Los Angeles zoo, both chimps and baboons love nuts.
(b) But tourists always throw nuts to the chimps there.
(c) Even the guides always throw nuts to the chimps there.
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et al., ob es eine Einfluss auf die Markierung eines SOFs hat, mit welchen
Fokusadverb – “only” oder “always” – der SOF assoziiert ist.
Ergebnis des Experiments: Es gibt keinen signifikanten Unterschied der
Grundfrequenzen, Intensita¨ten und Dauern zwischen mit “always” assozi-
ierten SOFs und entsprechenden nicht-fokussierten Wo¨rtern. Es gibt auch
keinen signifikanten Unterschied der Grundfrequenzen zwischen mit “only”
assoziierten SOFs und entsprechenden nicht-fokussierten Wo¨rtern; es gibt
allerdings einen hochsignifikanten Unterschied der Dauern und einen signi-
fikanten Unterschied der Intensita¨ten, d.h. mit “only” assoziierte SOFs wer-
den mit la¨ngerer Dauer und mit ho¨herer Intensita¨t ausgesprochen als ihre
nicht-fokussierten Varianten. Die Unterschiede sind allerdings sehr gering:
Die Dauer der mit “only” assoziierten SOFs ist nur durchschnittlich 7 ms
la¨nger und die Intensita¨t ist nur durchschnittlich 0,054 dB ho¨her als die der
entsprechenden nicht-fokussierten Wo¨rter.
Beaver et al. deuten das Ergebnis wie folgt: Mit “always” assoziierte SOFs
werden nicht akzentuiert. Wenn man annimmt, dass jeder Fokus akzentuiert
wird, dann muss man annehmen, dass “always” nicht immer mit einem Fo-
kus assoziiert ist; die Assoziation ist bloß fakultativ. Mit “only” assoziierte
SOFs werden hingegen akzentuiert, wenn auch die SOFs nicht mit einem Ex-
tremwert der Grundfrequenz korrelieren und die u¨brigen akustischen Korre-
late der SOF-Akzente schwa¨cher ausfallen als die von FOF-Akzenten. Das
Fokusadverb “only” ist stets mit einem akzentuierten Fokus assoziiert; die
Assoziation ist obligatorisch.
Die Deutung des Ergebnisses fu¨r die mit “always” assoziierten SOFs ist ganz
im Sinne einer Theorie der optimalen Akzentuierung: Mit “always” assozi-
ierte Fokusse, die nicht optimalerweise akzentuiert werden mu¨ssen, werden
nicht akzentuiert. Wie aber la¨sst sich die Maßgabe optimaler Akzentuierung
mit der Akzentuierung von mit “only” assoziierten SOFs vereinbaren?
Wir meinen, dass Beavers Deutung des Ergebnisses fu¨r die mit “only” as-
soziierten SOFs bestritten werden kann: Die durchschnittliche Erho¨hung von
Dauer und Intensita¨t ist nur sehr gering. Mit Sicherheit besteht eine Varianz;
wir ko¨nnen davon ausgehen, dass bei einem Teil der Aufnahmen die SOFs
etwas sta¨rker hervorgehoben werden und dass sie bei einem anderen Teil
246
gar nicht hervorgehoben werden. Es wa¨re interessant zu sehen, in wie vielen
Fa¨llen der mit “only” assoziierte SOF nicht hervorgehoben wird. Weil die
durchschnittliche Erho¨hung von Dauer und Intensita¨t so gering ist, kann es
sich bei diesen Fa¨llen nicht bloß um grobe Ausreißer handeln. Wenn es sich
nicht bloß um grobe Ausreißer handelt, dann unterstu¨tzt das Versuchsergeb-
nis zwar die These, dass mit “only” assoziierten SOFs akzentuiert werden
ko¨nnen; es unterstu¨tzt aber nicht die sta¨rkere These, dass die SOFs akzen-
tuiert werden mu¨ssen. Unter der Annahme, dass Fokusse stets durch einen
Akzent markiert werden, braucht “only” also nicht zwangsla¨ufig mit einem
Fokus assoziiert zu werden; die Assoziation ist nicht obligatorisch.52
Bei allem Zweifel an der Deutung von Beaver et al. muss erkla¨rt werden,
warum es nicht nur in vernachla¨ssigbar wenigen Ausnahmefa¨llen vorkommt,
dass ein mit “only” assoziierter SOF akzentuiert wird. Worin besteht der
Unterschied zwischen “only” und “always”, der bewirkt, dass die Tendenz,
ein Wort im Bereich von “only” zu akzentuieren, sta¨rker ist als die Tendenz,
ein Wort im Bereich von “always” zu akzentuieren?
52 Eine geringe Erho¨hung von Dauer und Intensita¨t braucht nicht zu gewa¨hrleisten, dass das
Wort, mit welchem die Erho¨hung korreliert, als akzentuiert wahrgenommen wird. Daraus,
dass einige SOFs mit einer geringen Erho¨hung von Intensita¨t und Dauer korrelieren, kann
man also nicht ohne Weiteres schließen, dass die SOFs effektiv durch einen Akzent her-
vorgehoben werden. [Lehiste, 1970] zufolge liegt die Schwelle der gerade wahrnehmbaren
Differenzen von Dauern bei Sprachsignalen zwischen 10 und 40 ms. Die durchschnittliche
Verla¨ngerung der Dauer von SOFs liegt laut Beaver et al. bei 7 ms. Zweifel der Akzent-
wirkung der Verla¨ngerung sind also angebracht. [Beaver et al., 2004] machen deshalb ein
Perzeptionsexperiment, bei dem sie 10 Versuchspersonen (VPen) die Aufnahmen der drit-
ten Sa¨tze aus den Texten des [Beaver et al., in prep.]-Experiments vorspielen. Die VPen sol-
len entscheiden, welche Wo¨rter akzentuiert sind. Ergebnis: In 62,5% aller Fa¨lle nehmen die
VPen mit “only” assoziierte SOFs als akzentuiert wahr. Der t-Test ergibt, dass das Ergebnis
bezu¨glich eines Zusammenhangs von Fokusmarkierung (SOF vs nicht fokussierte Variante)
und Wahrnehmung eines Akzents hochsignifikant ist. Das Experiment zeigt, dass zwischen
Fokusmarkierung und Akzentuierung ein positiver Zusammenhang besteht; das Experiment
zeigt aber nicht, dass mit “only” assoziierte SOFs stets als akzentuiert wahrgenommen wer-
den – in immerhin 37,5% aller Fa¨lle werden die SOFs nicht als akzentuiert wahrgenommen.
(Randbemerkung: [Beaver et al., 2004] spielen ihren VPen 40 Satzpaare vor. Die Satzpaare
entstammen den Textvarianten des [Beaver et al., in prep.]-Experiments. In diesem Experi-
ment haben 21 VPen jeweils vier Texte (a` zwei Varianten), in denen ein mit “only” assozi-
ierter SOF vorkommt, gelesen. Es stehen also 44 Satzpaare zur Verfu¨gung. Warum spielen
[Beaver et al., 2004] nicht alle Satzpaare vor?)
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Wenn “only” der Exhaustivierung einer Antwort dient, dann muss min-
destens ein Wort im Bereich von “only” akzentuiert werden. In Unterab-
schnitt 5.1.1 haben wir behauptet, dass “only” u¨blicherweise der Exhausti-
vierung einer Antwort dient. Wenn unsere Behauptung richtig ist, dann wird
u¨blicherweise mindestens ein Wort im Bereich von “only” akzentuiert. Die-
ses Wort muss als (Teil einer)53 Konstituentenantwort auf eine zur Debatte
stehende Frage interpretiert werden; die Konstituentenantwort wird wegen
des Vorkommens von “only” exhaustiviert. “Always” hat andere Gebrauchs-
bedingungen als “only”. Man kann nicht in gleicher Weise erwarten, dass
ein Wort im Bereich von “always” akzentuiert wird und dass dieses Wort als
(Teil einer) zu exhaustivierenden Konstituentenantwort interpretiert wird:
(5.50) A: Does Sandy feed Nutrapop to her dogs?
B: Yes, Sandy always feeds Nutrapop to [FIDO]F , and she also
always feeds Nutrapop to [BUTCH]F .
(5.51) A: Does Sandy feed Nutrapop to her dogs?
B: Yes, Sandy only feeds Nutrapop to [FIDO]F , and she also only
feeds Nutrapop to [BUTCH]F .
Die Beispiele 5.50 und 5.51 stammen von [Beaver, Clark, 2003]. Bs ¨Au-
ßerungen sind in beiden Beispielen widerspru¨chlich, wenn die Fokusse “Fi-
do” und “Butch” mit dem Fokusadverb “always” respektive mit dem Fo-
kusadverb “only” assoziiert werden. Um die ¨Außerungen wohlmeinend als
nicht-widerspru¨chlich zu interpretieren, muss angenommen werden, dass
“always” und “only” jeweils mit “Nutrapop” assoziiert sind. Beide Sa¨tze
bedeuten dann, dass Sandy ihre Hunde Fido und Butch stets mit Nutrapop
und nichts anderem fu¨ttert. Beaver und Clark halten die wohlmeinende Les-
art bei Verwendung von “always” (Beispiel 5.50) fu¨r mo¨glich; sie nehmen
an, dass “always” nicht zwangsla¨ufig mit dem akzentuierten Fokus in sei-
nem Bereich assoziiert ist. Vom Standpunkt einer Theorie der optimalen Ak-
zentuierung stimmen wir dieser Annahme zu. Beaver und Clark halten die
53 Vgl. Kapitel 4, Abschnitt 4.2: Es muss sich nicht um eine einzelnes akzentuiertes Wort han-
deln. Die akzentuierten Wo¨rter mu¨ssen zusammen eine Konstituentenantwort bedeuten oder
mittels Standardoperationen der Typanpassung im Sinne einer Konstituentenantwort rekon-
struiert werden ko¨nnen.
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wohlmeinende Lesart bei Verwendung von “only” (Beispiel 5.51) nicht fu¨r
mo¨glich: “Only” mu¨sse mit dem Fokus in seinem Bereich assoziiert werden;
ergo mu¨sse der Antwortsatz als widerspru¨chlich interpretiert werden. Wir
halten diese Forderung fu¨r zu streng. Wir meinen, dass die wohlmeinende
Lesart des Antwortsatzes von Beispiel 5.51 schon mo¨glich ist, dass sie aber
ungewo¨hnlich ist, weil “only” gegen seinen u¨blichen Zweck der Exhausti-
vierung verwendet wird.54
Wir stimmen Beaver und Clark also darin zu, dass es einen Unterschied im
Gebrauch der Adverben “only” und “always” gibt und dass sich dieser Un-
terschied auf die Interpretation von Akzentmustern und die Akzentuierung
von Ausdru¨cken im Bereich der beiden Adverben auswirkt. Wir meinen al-
lerdings, dass es ausreicht, auf die verschiedenen Gebrauchsweisen von “on-
ly” und “always” zu verweisen, um die unterschiedlichen Tendenzen, einen
Ausdruck im Bereich der Adverben zu akzentuieren, erkla¨ren zu ko¨nnen.
Der theoretische Term ,,Fokus“ wird fu¨r die Erkla¨rung nicht beno¨tigt.
54 (A) Vgl. diesbezu¨glich die Fußnote 19 in Unterabschnitt 5.1.1.
(B) In Abschnitt 5.1 (Unterabschnitt 5.1.2) haben wir die Beispiele 5.36 und 5.37 gegeben
(hier wiederholt als 5.52 und 5.53), um zu zeigen, dass nicht jeder Fokus im Bereich von
“only” mit “only” assoziiert sein muss. Beaver und Clark zufolge mu¨ssen in den Beispielen
beide Fokusse “Bill” und “Sue” mit “only” assoziiert werden; wir hingegen meinen, dass die
angegebenen Assoziationen mo¨glich sind:
(5.52) (John only introduced [Bill]F to Mary.) He even2 only1 introduced [Bill]F1 to [Sue]F2 .
(5.53) (John only introduced Tom to [Sue]F .) He even2 only1 introduced [Bill]F2 to [Sue]F1 .
[Roberts, 2001] will mit dem folgenden Beispiel 5.54 zeigen, dass ein Fokus im Bereich von
“only” nicht immer mit “only” assoziiert sein muss:
(5.54) A: Mary wasn’t so bad after all. Of all the things we were afraid she might do, she
only [invited Bill for dinner]F .
B: You got the person wrong. She only invited [Lyn]F for dinner. But it’s true that
she did only one of those terrible things she could have done.
In Bs ¨Außerung sei “invited Lyn for dinner” ein mit “only” zu assoziierender Fokus; allein
“Lyn” sei aber ein zu akzentuierender, pragmatischer Fokus. (Wir verzichten auf die Markie-
rung von Akzenten, weil wir die Akzentuierung von Fokussen, welche aus mehreren Wo¨rtern
bestehen, erst im na¨chsten Unterabschnitt 5.2.2 besprechen. Bisher haben wir nicht gekla¨rt,
wie A den Fokus “invited Bill for dinner” akzentuieren muss.) Roberts Beispiel spricht fu¨r
eine Theorie der optimalen Akzentuierung. Wir halten das Beispiel jedoch fu¨r ku¨nstlich; ein
solches Beispiel wird man kaum in einem repra¨sentativen Sprachkorpus finden.
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Damit haben wir noch nicht erkla¨rt, warum es u¨berhaupt vorkommt, dass
ein Wort im Bereich von “only” akzentuiert wird, obwohl es optimalerwei-
se nicht zu akzentuieren wa¨re, und warum ein solches Wort (den Daten von
[Beaver et al., in prep.] zufolge) schwa¨cher akzentuiert wird als die optima-
lerweise akzentuierten Wo¨rter. — Wir vermuten, dass die VPen beim Lesen
der Versuchstexte von Beaver et al. unsicher sind, ob jeweils ein Wort in den
wiederkehrenden “only”-Phrasen zu akzentuieren ist oder nicht. Gegen die
Akzentuierung spricht, dass in einer wiederkehrenden Phrase u¨blicherweise
kein Wort akzentuiert wird; fu¨r die Akzentuierung spricht, dass im Bereich
von “only” u¨blicherweise ein Wort akzentuiert wird.
Erfahrungen von [Schmitz et al., 2001] stu¨tzen die Vermutung, dass der
Gebrauch von “only” in wiederkehrenden Phrasen ungewo¨hnlich ist und des-
halb zu Unsicherheiten bezu¨glich der optimalen Akzentuierung fu¨hren kann.
Schmitz et al. machen Experimente, bei denen VPen dazu gebracht werden
sollen, frei – ohne Vorgabe eines bestimmten Textes – Fokuskonstruktionen
mit ,,nur’“und ,,sogar“ zu a¨ußern. (Wir nehmen an, dass “only” und ,,nur“
vergleichbare Gebrauchsbedingungen haben.) Die VPen erweisen sich dabei
als renitent: Es ist schwierig, sie dazu zu bringen, u¨berhaupt Sa¨tze mit ,,nur“
und ,,sogar“ zu a¨ußern; ¨Außerungen wiederkehrender Fokuskonstruktionen
– d.h. von Konstruktionen mit SOFs – werden vollsta¨ndig verweigert. Selbst
die Forcierung von SOF-Konstruktionen durch die explizite Forderung, eine
Frage wie ,,Markus ist nur mit Judith in einer Menge. Wer ist sonst noch nur
mit Judith in einer Menge?“ durch ¨Außerung eines ganzen Satzes zu beant-
worten, schla¨gt weitgehend fehl. Die VPen antworten entgegen ihrer Aufga-
be mit einer Konstituentenantort (,,THOMAS.“), oder sie lassen ,,nur“ in der
Antwort weg (,,THOMAS ist mit Judith in einer Menge.“), oder sie kopieren
das Akzentmuster der Frage (,,THOMAS ist nur mit JUDITH in einer Men-
ge.“). Der Effekt eines schwachen SOF-Akzents, der beim Experiment von
Beaver et al. aufgetreten ist, kann nicht nachgewiesen werden.
In den Versuchstexten von Beaver et al. kommt “only” in wiederkehrenden
Phrasen vor; optimalerweise braucht kein Wort in diesen Phrasen akzentuiert
zu werden. Die Texte machen keinen ungewo¨hnlichen oder ku¨nstlich kon-
struierten Eindruck; nichtsdestotrotz du¨rfte es schwierig sein, solche Texte
frei formulieren zu lassen. Es ist bei aller Klarheit und Natu¨rlichkeit der Tex-
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te wahrscheinlich, dass beim Lesen der Texte Unsicherheiten bezu¨glich der
optimalen Akzentuierung auftreten. Die schwache Akzentuierung eines SOF
kann als Ausdruck der Unsicherheit bezu¨glich der optimalen Akzentuierung
gewertet werden. (Es ist daru¨ber hinaus mo¨glich, dass ein Wort im Bereich
von “only” akzentuiert wird, damit eine entprechende Hintergrundfrage pra¨-
supponiert und “only” gema¨ß seinem u¨blichen Zweck der Antwortexhausti-
vierung verwendet wird. “Only” sollte dann aber ,normal‘ akzentuiert wer-
den.)
Halten wir fest: Second occurrence focusses (SOFs) sind semantisch, aber
nicht pragmatisch motivierte Fokusse; sie brauchen einer Theorie der opti-
malen Akzentuierung zufolge nicht akzentuiert zu werden. Mit einem Ex-
periment weisen [Beaver et al., in prep.] nach, dass SOFs, die mit dem Fo-
kusadverb “always” assoziiert sind, tatsa¨chlich nicht akzentuiert werden.
Mit “only” assoziierte SOFs scheinen hingegen ha¨ufig – wenn auch nicht
immer – schwach akzentuiert zu werden. Wir gehen davon aus, dass die
nicht-optimale Akzentuierung dieser SOFs mit Verweis auf die besonderen
Gebrauchsbedingungen von “only” und die allgemeine Erwartung, dass im
Bereich von “only” mindestens ein Wort akzentuiert werden muss, erkla¨rt
werden kann. Eine Fokustheorie wird nicht beno¨tigt; sie erkla¨rt im ¨Ubrigen
nicht, warum die mit “only” assoziierten SOFs nicht immer akzentuiert wer-
den und warum diese SOFs, wenn u¨berhaupt, nur schwach akzentuiert wer-
den.
5.2.2 Fokusprojektion
Kommen wir nun zur Akzentuierung von Fokussen, die aus mehreren Wo¨r-
tern bestehen. Fokustheorien machen bezu¨glich der Akzentuierung solcher
Fokusse teilweise andere Vorhersagen als eine Theorie der optimalen Ak-
zentuierung:
(5.55) What did John do? — John only [introduced Bill to Sue.]F
Im Antwortsatz von Beispiel 5.55 ist die gesamte Verbalphrase “introdu-
ced Bill to Sue” fokussiert und mit dem Fokusadverb “only” assoziiert.55
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Der Satz bedeutet, dass John zu einem vergangenen Zeitpunkt nichts inter-
essantes gemacht hat, außer den Bill der Sue vorzustellen.
Fokustheorien zufolge ist das Akzentmuster eines Satzes durch die syn-
taktische Struktur des Satzes – dazu geho¨rt die Fokus-Hintergrund-Struk-
tur – bestimmt. Fu¨r einen Satz mit gegebener Fokus-Hintergrund-Struktur
wird mittels einer Akzentuierungsregel bestimmt, welche Wo¨rter der Fo-
kusse akzentuiert werden mu¨ssen. Eine solche Akzentuierungsregel ist z.B.
die nuclear stress rule (NSR, [Chomsyk, Halle, 1968]). Der NSR zufolge ist
stets nur das letzte Wort eines Fokusses zu akzentuieren. Im Antwortsatz von
Beispiel 5.55 soll also nur das Wort “Sue” akzentuiert werden:
(5.56) What did John do? — John only [introduced Bill to SUE]F .
Ein Akzent auf “Sue” kann gema¨ß der NSR demnach das Wort “Sue” oder
die Verbalphrase “introduced Bill to Sue” als Fokus markieren; man spricht
davon, dass zur Markierung von “introduced Bill to Sue” das Fokusmerkmal
von “Sue” auf die Verbalphrase projiziert wird. Durch die Akzentuierung
von “Sue” wird gema¨ß der NSR die Fokus-Hintergrund-Struktur von “John
only introduced Bill to Sue” also nicht vollsta¨ndig bestimmt; zur weiteren
Bestimmung muss auf den Diskurskontext rekurriert werden.
Die Akzentvorhersage mittels der NSR unterscheidet sich von der Vor-
hersage optimaler Akzentuierung. Gema¨ß einer Theorie der optimalen Ak-
zentuierung muss fast jedes Wort der Verbalphrase “only introduced Bill to
Sue” akzentuiert werden; ausgenommen sind nur die Wo¨rter, deren Nicht-
Erkennung durch eine Standardoperation der semantischen Anreicherung
kompensiert werden kann. Unter der Annahme, dass nur das Wort “to”, wel-
ches “Sue” als indirektes Objekt markiert, und das Adverb “only” nicht er-
kannt zu werden brauchen,56 mu¨ssen also optimalerweise die Wo¨rter “intro-
duced”, “Bill” und “Sue” akzentuiert werden:57
55 Der Fokus fungiert gleichzeitig als semantischer, mit “only” assoziierter Fokus und als prag-
matischer Fokus zur Gewa¨hrleistung der Frage-Antwort-Kongruenz.
56 Die Rolle, welche “Sue” im Antwortsatz von Beispiel 5.55 spielt, ist aus der Wortstellung
allein ersichtlich.
57 Wenn der Sprecher davon ausgehen muss, dass seine ¨Außerung nicht selbstversta¨ndlich als
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(5.58) What did John do? — John only INTRODUCED BILL to SUE.
Wir ko¨nnen experimentell u¨berpru¨fen, welche Akzentvorhersage richtig
ist. Da uns nicht genu¨gend Muttersprachler des Englischen als Versuchsper-
sonen zur Verfu¨gung stehen, untersuchen wir verschiedene Akzentvorher-
sagen mit Hilfe von deutschen Sa¨tzen. Das Ergebnis unserer Untersuchung
spricht gegen Vorhersagen der NSR. (Das im Folgenden skizzierte Experi-
ment wird ausfu¨hrlich – zusammen mit anderen Experimenten zur Fokuspro-
jektion – in Anhang B beschrieben.)
Wir spielen 39 Versuchspersonen (VPen)58 jeweils zwei verschiedene Auf-
nahmen von Dialogen wie 5.59 und 5.60 vor:
(5.59) 1. Was ist im linken Feld? —
Nur [das quadratische HAUS]F ist im linken Feld.
2. Was ist im linken Feld? —
Nur [das QUADRATISCHE HAUS]F ist im linken Feld.
(5.60) 1. Welches Quadrat ist im linken Feld? —
Nur [das quadratische HAUS]F ist im linken Feld.
2. Welches Quadrat ist im linken Feld? —
Nur [das QUADRATISCHE HAUS]F ist im linken Feld.
Die Dialoge bestehen jeweils aus einer Frage und einer Antwort. Im Dia-
log 5.59 wird eine weite Frage ohne Fragerestriktor, im Dialog 5.60 eine
enge Frage mit Fragerestriktor (,,Quadrat“) gestellt. Die Aufnahmen der
Dialoge unterschieden sich nur hinsichtlich des Akzentuierungsmusters der
Antwort. Bei einer Aufnahme wird jeweils nur das Wort ,,Haus“, bei der
anderen werden jeweils die Wo¨rter ,,quadratische“ und ,,Haus“ akzentuiert.
Die VPen sollen entscheiden, welche Akzentuierung die ihrem Empfinden
nach bessere ist. Es handelt sich um ein forced choice-Experiment, die VPen
exhaustive Antwort interpretiert wird, dann muss er außerdem “only” akzentuieren (s.o., Un-
terabschnitt 5.1.1):
(5.57) What did John do? — John ONLY INTRODUCED BILL to SUE.
58 Darunter sind 28 Muttersprachler und 11 Nicht-Muttersprachler des Deutschen.
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Abbildung 5.2: Bezugswelt fu¨r die Dialoge 5.59 und 5.60
mu¨ssen sich jeweils fu¨r eine der Aufnahmen – d.h. eines der Akzentmuster
– entscheiden.
Wir schaffen kontrollierte Versuchsbedingungen, indem wir zusammen
mit den Dialogen Spielzeugwelten wie die aus Abbildung 5.2 pra¨sentieren.
In den Welten gibt es neun verschiedene Objekte, die wahlweise als Qua-
drate, Dreiecke und Kreise oder als Autos, Ha¨user und Gesicher klassifiziert
werden ko¨nnen. Die Objekte sind auf zwei Felder (linkes Feld und rechtes
Feld) verteilt. Den VPen wird erkla¨rt, der Antwortende kenne die Welten, der
Fragesteller hingegen kenne sie nicht; der Antwortende solle den Fragestel-
ler ada¨quat informieren. Die Spielzeugwelten spezifizieren die Bezugsrah-
men der Dialoge; durch die klare Feststellung der Bezugsrahmen verhindern
wir, dass die VPen fu¨r die Antworten verschiedene Bezugsrahmen pra¨sup-
ponieren.
Gema¨ß optimaler Akzentuierung mu¨ssen nach einer Frage ohne Fragere-
striktor (,,Was ist im linken Feld?“, 5.59) sowohl das Adjektiv (,,quadrati-
sche“) als auch das Substantiv (,,Haus“) der Subjekts-Nominalphrase akzen-
tuiert werden. Nach einer Frage mit Fragerestriktor (,,Welches Quadrat ist
im linken Feld“, 5.60) muss hingegen nur das Substantiv (,,Haus“) akzen-
tuiert werden. Einer Theorie der optimalen Akzentuierung zufolge ist die
Akzentuierung des Antwortsatzes vom Fragekontext abha¨ngig; die Theorie
sagt voraus, dass die VPen die Aufnahmen 5.59-2 und 5.60-1 bevorzugen.
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Gema¨ß der NSR kann der Fokus ,,das quadratische Haus“ durch einen
Akzent auf ,,Haus“ markiert werden. In beiden Fragekontexten – nach ei-
ner Frage ohne Fragerestriktor und nach einer Frage mit Fragerestriktor –
reicht es deshalb aus, das Substantiv ,,Haus“ zu akzentuieren; das Adjektiv
,,quadratische“ muss in keiner der Antworten akzentuiert werden. Der NSR
zufolge ist zu erwarten, dass kein Zusammenhang zwischen dem pra¨ferierten
Akzentmuster und dem Fragekontext besteht; es wird vorausgesagt, dass die
VPen die Aufnahmen 5.59-1 und 5.60-1 bevorzugen.
Ergebnis des Experiments: Die VPen bevorzugen nach einer Frage mit
Fragerestriktor (,,Welches Quadrat ist im linken Feld?“, 5.60) in u¨ber 70%
aller Fa¨lle die alleinige Akzentuierung des Substantivs (,,Haus“, 5.60-1).
Nach einer Frage ohne Fragerestriktor (,,Was ist im linken Feld?“, 5.59)
bevorzugen sie in u¨ber 66% aller Fa¨lle die Akzentuierung sowohl des Ad-
jektivs als auch des Substanitvs (,,quadratische“ und ,,Haus“, 5.59-2). Der
t-Test zum Vergleich der NSR-Hypothese (Nullhypothese: Es besteht kein
Zusammenhang zwischen Fragekontext und Akzentuierung) und der Hypo-
these optimaler Akzentuierung (gerichtete Alternativhypothese: Es besteht
die Tendenz zur weiten Akzentuierung in Antworten auf weite Fragen ohne
Restriktor) ergibt einen p-Wert von 2.877e-06. Die Bewertungen der VPen
sprechen also in hochsignifikanter Weise fu¨r eine Theorie der optimalen Ak-
zentuierung und gegen die NSR.
Man mag sich wundern, dass die Ergebnisse so klar der NSR widersprechen.
Die NSR wird im Rahmen semantischer Fokustheorien wie der Alternati-
vensemantik und der Theorie strukturierter Bedeutungen als gu¨ltig voraus-
gesetzt. Es ist also zu erwarten, dass die Regel nicht vollsta¨ndig unplausi-
bel ist. Wie kommen Fokustheorien dazu, fu¨r die genannten Beispiele 5.59
und 5.60 nur einen Akzent auf dem letzten Wort des Fokusses (,,Haus“), fu¨r
keines der Beispiele aber einen Akzent auf dem davor stehenden Adjektiv
(,,quadratische“) vorherzusagen?
In unseren Aufnahmen der Antworten, bei denen Adjektiv und Substan-
tiv der Subjekts-Nominalphrase akzentuiert sind (,,Nur [das QUADRATI-
SCHE HAUS]F ist im linken Feld“), sind beide Akzente deutlich zu erken-
nen. Mit dem zuerst ausgesprochenen Adjektiv (,,quadratische“) korreliert
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die ho¨chste Intensita¨t, mit dem Substantiv (,,Haus“) korreliert das Grundfre-
quenzmaximum im Sprachsignal. Die Akzente auf dem Adjektiv und dem
Substantiv haben also verschiedene akustische Korrelate. Wenn man den
Akzentbegriff verengt und ein Akzent immer mit einem Extremwert der
Grundfrequenz korrelieren soll, dann sind die Akzentvorhersagen gema¨ß
der NSR richtig: Tatsa¨chlich sind Extremwerte der Grundfrequenz in unse-
ren Aufnahmen nur auf den akzentuierten Substantiven (,,Haus“) zu finden.
Die Vorhersagen der NSR ko¨nnen also mit einer Reduktion von Akzenten
auf ein mo¨gliches akustisches Korrelat – einen Extremwert der Grundfre-
quenz – begru¨ndet werden. Die Reduktion von Akzenten auf Extremwerte
der Grundfrequenz erscheint uns allerdings fragwu¨rdig: Kompetente Ho¨rer
ko¨nnen ein Wort auch dann als akzentuiert erkennen, wenn es nicht mit ei-
nem Grundfrequenzextremum korreliert. Die Reduktion von Akzenten auf
Extremwerte der Grundfrequenz ist also mit Wahrnehmungen von Akzenten
nicht vertra¨glich. Das sollte sie sein.
Halten wir fest: Mittels der NSR wird fu¨r den Antwortsatz von Dialog 5.59
ein falsches Akzentmuster vorhergesagt; es genu¨gt also u.U. nicht, nur das
letzte Wort eines Fokusses zu akzentuieren. Die Antwortsa¨tze der Dialoge
5.59 und 5.60 haben dieselben Fokusse; diese Fokusse sind je nach Frage-
kontext unterschiedlich zu akzentuieren. Die Akzentuierung von Fokussen
ist also vom ¨Außerungskontext abha¨ngig.59
59 Einwand: Zugegebenermaßen sagt die NSR fu¨r den Antwortsatz von 5.59 ein falsches
Akzentmuster voraus. Daraus folgt allerdings nicht, dass Fokusakzentuierung vom
¨Außerungskontext abha¨ngig ist. Die Kontextabha¨ngigkeit der Fokusakzentuierung ist nur
dann belegt, wenn die Antwortsa¨tze der Dialoge 5.59 und 5.60 dieselben Fokusse haben. In
den Antwortsa¨tzen wird jeweils die gesamte Subjekts-Nominalphrase als Fokus markiert. Ist
diese Markierung aber richtig? Muss im Antwortsatz vom Dialog 5.60 wirklich die gesamte
Phrase ,,das quadratische Haus“ fokussiert werden, oder reicht es aus, wenn – wie in Beispiel
5.61 angezeigt – nur das Substantiv ,,Haus“ fokussiert ist?
(5.61) Welches Quadrat ist im linken Feld? —
Nur das quadratische [HAUS]F ist im linken Feld.
Entgegnung: Die Fokusse der Antwortsa¨tzen sind mit ,,nur“ assoziierte, semantische Fokusse
und gleichzeitig pragmatische Fokusse zur Gewa¨hrleistung der Frage-Antwort-Kongruenzen.
Damit durch Fokussierung von ,,Haus“ in Beispiel 5.60 (= 5.61) die Kongruenz von Frage
und Antwort gewa¨hrleistet wird, muss der im Beispiel gegebene Fragesatz als Frage nach
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Fu¨r die Bestimmung von Fokusakzenten wird in Fokustheorien eine andere
Regel als die NSR beno¨tigt. Die Akzentuierung von Fokussen ist kontextsen-
sitiv. Wenn an der Grammatikalita¨t von Akzentmustern festgehalten werden
soll, dann genu¨gt es nicht, nur Fokusse in den syntaktischen Strukturen von
Sa¨tzen zu identifizieren; zusa¨tzlich mu¨ssen die zu akzentuierenden Wo¨rter
der Fokusse markiert werden.
[Selkirk, 1995] fu¨hrt zu diesem Zweck das syntaktische Merkmal f ein.
Sie definiert Regeln der Zuweisung des f -Merkmals, spezifiziert das Verha¨lt-
nis von Fokussen und Ausdru¨cken, die das f -Merkmal tragen, und bestimmt,
welche dieser Ausdru¨cke zu akzentuieren sind:60
1. Jedem beliebigen Wort kann das Merkmal f frei zugewiesen werden.
Es gelten die Regeln des folgenden Schemas, bei dem die Variable C ′
durch ein Symbol fu¨r eine beliebige Wortklasse ersetzt werden kann:61
einer Eigenschaft interpretiert werden, na¨mlich im Sinne von ,,Welcher Art ist das Quadrat
im linken Feld?“. Geben wir nun den Objekten aus Abbildung 5.2 Namen; das quadratische
Haus heiße ,,Objekt 1“:
(5.62) Welches Quadrat ist im linken Feld? — Nur [Objekt 1]F ist im linken Feld.
Im Antwortsatz von Dialog 5.62 muss der Name ,,Objekt 1“ fokussiert werden; die Fokus-
sierung dient wieder der Gewa¨hrleistung der Frage-Antwort-Kongruenz. Damit durch die Fo-
kussierung von ,,Objekt 1“ die Kongruenz von Frage und Antwort hergestellt werden kann,
muss der im Beispiel gegebene Fragesatz als Frage nach einem Quantor und nicht als Frage
nach einer Eigenschaft interpretiert werden. Wenn wir es also ermo¨glichen wollen, dass im
Antwortsatz von Beispiel 5.61 nur das Substantiv ,,Haus“ fokussiert ist, dann mu¨ssen wir an-
nehmen, dass der Fragesatz ,,Welches Quadrat ist im linken Feld?“ gleichzeitig auf zwei ver-
schiedene, nicht-a¨quivalente Weisen zu interpretieren ist. Fu¨r diese Annahme gibt es keinen
Grund außer dem, die These, dass Fokusse kontextunabha¨ngig akzentuiert werden, vorla¨ufig
zu retten.
60 Das Regelsystem zur Fokusakzentuierung von [Selkirk, 1995] ist nicht das einzige, wel-
ches die Akzentuierung von Fokussen an den Diskurskontext bindet. Vgl. z.B. auch
[Gussenhoven, 1984], [Rochemont, 1986] und [Schwarzschild, 1999].
61 In Unterabschnitt 5.1.2 haben wir bereits ein a¨hnliches Regelschema bestimmt. Bei diesem
Schema kann die entsprechende Variable C aber durch ein Symbol fu¨r eine beliebige Wort-
oder Phrasenklasse ersetzt werden. Die Zuweisung des Fokusmerkmals ist gema¨ß dem Regel-
schema von Unterabschnitt 5.1.2 also freier als die Zuweisung des f -Merkmals gema¨ß dem
hier bestimmten Schema.
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[C ′]f → C ′
Genau jedes Wort, dem das f -Merkmal frei zugewiesen wird, wird ak-
zentuiert. Wenn im Satz ,,Nur das quadratische Haus ist im linken Feld“
die Wo¨rter ,,quadratische“ und ,,Haus“ akzentuiert werden sollen, dann
muss beiden Wo¨rtern das f -Merkmal frei zugewiesen werden:
(5.63) Nur das [QUADRATISCHE]f [HAUS]f ist im linken Feld.
Wenn im selben Satz nur das Wort ,,Haus“ akzentuiert werden soll,
dann darf nur diesem Wort das f -Merkmal frei zugewiesen werden:
(5.64) Nur das quadratische [HAUS]f ist im linken Feld.
2. Das f -Merkmal kann vom internen Argument einer Phrase auf den
Phrasenkopf projiziert werden. Folgen wir der syntaktischen Analyse
von [Kiss, 1995], derzufolge der Artikel ,,das“ der Kopf der Phrase ,,das
quadratische Haus“ ist; ,,Haus“ sei Argument des Kopfes, ,,quadrati-
sche“ sei Modifikator von ,,Haus“. Das f -Merkmal kann vom Substan-
tiv ,,Haus“ auf den Artikel ,,das“ projiziert werden:
(5.65) Nur [das]f [QUADRATISCHE]f [HAUS]f ist im linken Feld.
(5.66) Nur [das]f quadratische [HAUS]f ist im linken Feld.
Ein Wort, welchem das f -Merkmal per Projektion zugewiesen wird –
hier: der Artikel ,,das“ –, wird nicht akzentuiert.
3. Vom Kopf einer Phrase kann das f -Merkmal auf die gesamte Phrase
projiziert werden:
(5.67) Nur [[das]f [QUADRATISCHE]f [HAUS]f ]f ist im linken
Feld.
(5.68) Nur [[das]f quadratische [HAUS]f ]f ist im linken Feld.
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4. Ein Fokus ist ein Ausdruck, welcher das f -Merkmal tra¨gt und welcher
von keinem anderen Ausdruck, der das f -Merkmal tra¨gt, syntaktisch
dominiert wird. In den Sa¨tzen 5.67 und 5.68 ist also jeweils die Nomi-
nalphrase ,,das quadratische Haus“ fokussiert:62
(5.69) Nur [[[das]f [QUADRATISCHE]f [HAUS]f ]f ]F ist im linken
Feld.
(5.70) Nur [[[das]f quadratische [HAUS]f ]f ]F ist im linken Feld.
Die Regeln von Selkirk ermo¨glichen verschiedene Akzentmuster des Fo-
kusses ,,das quadratische Haus“; der Fokus kann wahlweise mit oder ohne
Akzent auf dem Adjektiv ,,quadratische“ ausgesprochen werden.
Es ist durch den Diskursskontext bestimmt, ob ,,quadratische“ akzentuiert
werden muss, ergo: ob es das f -Merkmal tragen muss. Laut Selkirk muss
das Adjektiv ,,quadratische“ das f -Merkmal tragen und akzentuiert werden,
wenn es im Kontext ,neu‘ (new) ist; ist es hingegen ,gegeben‘ (given), dann
darf es nicht das f -Merkmal tragen und darf nicht akzentuiert werden:
1. Jeder Ausdruck der das f -Merkmal tra¨gt und kein Fokus ist, ist kontex-
tuell neu.
2. Jeder Ausdruck, der das f -Merkmal nicht tra¨gt, ist kontextuell gegeben.
3. Jeder Fokus ist kontextuell neu oder gegeben.
Der Unterschied zwischen kontextuell gegebenen und neuen Ausdru¨cke
(given-new) ist in der Literatur nicht immer pra¨zise bestimmt. Folgen wir
[Halliday, 1967]:63 Ein Ausdruck ist kontextuell neu, wenn er nicht aus dem
vorherigen Diskurs oder dem weiteren Situation herleitbar ist,64 wenn er im
Kontrast zu einer vorhergesagten oder konstatierten Alternative steht oder
62 Zum Zwecke der Anschaulichkeit markieren wir in den Beispielen 5.69 und 5.70 die Fokusse
mit dem Merkmal F . Die Theorie von [Selkirk, 1995] beno¨tigt neben dem f -Merkmal kein
F -Merkmal, weil die Eigenschaft, das F -Merkmal zu tragen – d.h.: ein Fokus zu sein –, auf
die Eigenschaften, das f -Merkmal zu tragen und von keiner anderen f -Phrase dominiert zu
werden, reduziert wird.
63 Vgl. ferner [Prince, 1981] und [Schwarzschild, 1999]. [Schwarzschild, 1999] gibt eine
pra¨zise Definition von ,,gegeben“.
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wenn er das W-Element einer vorhergehenden Frage ersetzt. Ansonsten ist
er gegeben. In der Antwort auf die Frage, was sich im linken Feld befinde,
ist das Adjektiv ,,quadratische“ neu; es muss deshalb f -markiert und akzen-
tuiert werden:
(5.71) Was ist im linken Feld? —
Nur [[[das]f [QUADRATISCHE]f [HAUS]f ]f ]F ist im linken Feld.
In der Antwort auf die Frage, welches Quadrat sich im linken Feld befinde,
ist das Adjektiv ,,quadratische“ gegeben; es darf nicht f -markiert und ergo
nicht akzentuiert werden:
(5.72) Welches Quadrat ist im linken Feld? —
Nur [[[das]f quadratische [HAUS]f ]f ]F ist im linken Feld.
Die Akzentuierung des Fokusses ,,das quadratische Haus“ ist Selkirk zu-
folge also vom Fragekontext abha¨ngig. Selkirk sagt fu¨r die Antwortsa¨tze der
Beispiel 5.71 und 5.72 dieselben Akzetmuster voraus wie eine Theorie der
optimalen Akzentuierung.
Halten wir fest: Mit Selkirks Regeln ko¨nnen Akzentmuster als grammatika-
lisiert und dennoch kontextabha¨ngig beschrieben werden. Anders als mittels
der NSR werden die Akzentmuster der Antwortsa¨tze von 5.71 und 5.72 rich-
tig bestimmt.
Welches Akzentmuster sagt [Selkirk, 1995] nun fu¨r den Satz “John only [in-
troduced Bill to Sue]F ” voraus, wenn der Satz als Antwort auf die Frage, was
John getan hat, gea¨ußert wird (s.o., Beispiel 5.55)? — Die Wo¨rter “Bill” und
“Sue” sind in dem durch das Beispiel vorgegebenen Kontext neu und mu¨ssen
64 In Abschnitt 5.1 (Unterabschnitt 5.1.1) haben wir gezeigt, dass ein Sprecher das Fokusad-
verb “only” (respektive ,,nur“) akzentuieren muss, wenn er nicht davon ausgehen kann, dass
seine Aussage vom Rezipienten selbsta¨ndig exhaustiviert wird. In diesem Fall muss “only”
(,,nur“) als kontextuell neu bestimmt werden. Bei der Bestimmung neuer und gegebener Aus-
dru¨cke kann also man nicht nur auf den textuellen Kontext – das, was bisher gesagt wurde
– rekurrieren; man muss außerdem Erwartungen der Gespra¨chspartner und die gegenseitigen
Einscha¨tzungen der Erwartungen beru¨cksichtigen.
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f -markiert werden. Sie ko¨nnen das f -Merkmal nicht per Projektion erhalten
und mu¨ssen deshalb akzentuiert werden. Auch das Verb “introduced” ist neu
und muss f -markiert werden. Weil es jedoch der Kopf der Verbalphrase “in-
troduced Bill to Sue” ist, erha¨lt es das Merkmal per Projektion und wird
nicht akzentuiert. Von “introduced” wird das f -Merkmal schließlich auf die
ganze Verbalphrase projiziert; die Verbalphrase fungiert als Fokus:
(5.73) What did John do? —
John only [[[introduced]f [BILL]f to [SUE]f ]f ]F .
Selkirk sagt also Akzente auf “Bill” und “Sue” voraus. Die Akzente ko¨n-
nen wahlweise “Bill” und “Sue” oder die ganze Phrase “introduced Bill
to Sue” als fokussiert markieren. Durch die Akzentuierung von “Bill” und
“Sue” wird die Fokus-Hintergrund-Struktur des Satzes “John only introdu-
ced Bill to Sue” nicht vollsta¨ndig bestimmt; zur weiteren Bestimmung muss
auf den Diskurskontext rekurriert werden.
Selkirks Vorhersage unterscheidet sich von der Vorhersage optimaler Ak-
zentuierung, der gema¨ß außer “Bill” und “Sue” auch das Verb “introduced”
akzentuiert werden muss. Generell gilt laut Selkirk, dass die internen Ar-
gumente einer Phrase das f -Merkmal nur durch freie Zuweisung erhalten
ko¨nnen; wenn sie das Merkmal tragen, dann mu¨ssen sie also akzentuiert wer-
den. Der Kopf einer Phrase kann das f -Merkmal u.U. auch per Projektion
erhalten; er braucht u.U. auch dann nicht akzentuiert zu werden, wenn er das
Merkmal tra¨gt. Es besteht daher ein generelles Ungleichgewicht in der Ak-
zentuierung kontextuell neuer, das f -Merkmal tragender Ko¨pfe und neuer,
das f -Merkmal tragender Argumente einer Phrase (head-argument asymme-
try). Gema¨ß optimaler Akzentuierung gibt es kein generelles Ungleichge-
wicht der Akzentuierung von Phrasenko¨pfen und Argumenten. Akzentvor-
hersagen optimaler Akzentuierung unterscheiden sich deshalb regelma¨ßig
von Selkirks Vorhersagen.65
65 [Schwarzschild, 1999] kritisiert Selkirks Regelsystem. Er zeigt, dass die Regeln der kontex-
tuellen Anbindung von f -Markierungen von Selkirk ad hoc aufgestellt wurden und teilweise
zu falschen Akzentvorhersagen fu¨hren. Schwarzschild stellt ein alternatives Regelsystem vor,
demzufolge f -Markierung weniger stark syntaktisch restringiert ist. Auch laut ihm gibt es –
anders als einer Theorie der optimalen Akzentuierung zufolge – eine head-argument asymme-
261
Wir machen das folgende Perzeptionsexperiment, um zu u¨berpru¨fen, wel-
che Vorhersagen richtig sind. (Das Experiment wird hier nur in den wesentli-
chen Punkten skizziert; wir beschreiben es detailliert in Unterabschnitt B.2.2
von Anhang B.) Wir spielen 47 Versuchspersonen (VPen)66 Aufnahmen von
Dialogen wie den folgenden 5.74 und 5.75 vor:
(5.74) 1. Was macht Peter? — Peter verkleinert das QUADRAT.
2. Was macht Peter? — Peter VERKLEINERT das QUADRAT.
(5.75) 1. Was verkleinert Peter? — Peter verkleinert das QUADRAT.
2. Was verkleinert Peter? — Peter VERKLEINERT das QUADRAT.
Die Dialoge 5.74 und 5.75 unterscheiden sich nur hinsichtlich der Fragen:
In 5.74 wird nach einer Handlung, in 5.75 wird nach einem Objekt gefragt.
Die Aufnahmen jedes Dialogs unterscheiden sich wiederum nur hinsichtlich
des Akzentmusters der Antwort: Bei einer Aufnahme ist allein das Substan-
tiv ,,Quadrat“, bei der anderen Aufnahme ist zusa¨tzlich das Verb ,,verklei-
nert“ akzentuiert. Die VPen sollen fu¨r jeden Dialog entscheiden, welche der
Antworten die ihrem Empfinden nach bessere ist (d.h.: welches der Akzent-
muster das bessere ist). Es handelt sich – wie bei den anderen Experimenten
– um ein forced choice-Experiment; die VPen mu¨ssen jeweils eine der Ant-
worten wa¨hlen.
Um Vorannahme u¨ber den Dialogkontext zu kontrollieren, pra¨sentieren
wir zusammen mit den Aufnahmen Abbildungen wie 5.3. Abbildung 5.3
zeigt ein Spielfeld, auf dem sich drei Objekte – ein Dreieck, ein Quadrat
und ein Kreuz – befinden. Die Objekte ko¨nnen auf dreierlei Weisen manipu-
liert, na¨mlich vergro¨ßert, verkleinert oder entfernt werden. Wir erkla¨ren den
VPen, dass der Fragesteller nicht wisse, was der im Dialog genannte Peter
try der Akzentuierung. Dies du¨rfte ein gewichtiger Grund fu¨r ihn sein, u¨berhaupt an der syn-
taktischen f -Markierung festzuhalten: “We stop short of eliminating f -marking altogether,
but this move is strongly suggested.” ([Schwarzschild, 1999], 143) Wir ko¨nnen hier darauf
verzichten, das Regelsystem von Schwarzschild zu erla¨utern. Schwarzschild sagt fu¨r Beispiel
5.73 dasselbe, vom Muster optimaler Akzentuierung abweichende Akzentmuster voraus wie
Selkirk; die Diskussion des Beispiels betrifft auch sein Regelsystem.
66 Darunter sind 33 Muttersprachler und 14 Nicht-Muttersprachler des Deutschen.
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vergrößern
verkleinern
entfernen
Abbildung 5.3: Bezugswelt fu¨r die Dialoge 5.74 und 5.75
auf dem Spielfeld macht. Der Antwortende sei hingegen informiert. Er solle
sein Wissen auf ada¨quate Weise an den Fragesteller weitergeben.
Gema¨ß einer Theorie der optimalen Akzentuierung ist das Akzentmuster
der Antwort vom Fragekontext abha¨ngig: In der Antwort auf die Frage,
was Peter gemacht hat, mu¨ssen das Verb ,,verkleinert“ und das Substantiv
,,Quadrat“ akzentuiert werden (Dialog 5.74); in der Antwort auf die Frage,
was Peter verkleinert hat, reicht hingegen ein Akzent auf ,,Quadrat“ (Dialog
5.75). Eine Theorie der optimalen Akzentuierung sagt also voraus, dass die
VPen die Aufnahmen 5.74-2 und 5.75-1 bevorzugen und dass ein Zusam-
menhang zwischen der Pra¨ferenz eines Akzentmusters und dem Fragekon-
text feststellbar ist.
Fokustheorien zufolge muss in der Antwort von Dialog 5.74 die Verbal-
phrase ,,verkleinert das Quadrat“ und in der Antwort von Dialog 5.75 die
Objekts-Nominalphrase ,,das Quadrat“ fokussiert sein. Laut Selkirk kann
das f -Merkmal dem Substantiv ,,Quadrat“ frei zugewiesen, von dort auf
,,das“ und weiter auf die Nominalphrase ,,das Quadrat“ projiziert werden.
Von ,,das Quadrat“ kann das f -Merkmal wiederum auf das Verb ,,verklei-
nert“ und weiter auf die Verbalphrase ,,verkleinert das Quadrat“ projiziert
werden. Unabha¨ngig davon, ob die Objekts-Nominalphrase oder die Verbal-
phrase fokussiert ist, muss also nur das Substantiv ,,Quadrat“ das f -Merk-
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mal durch freie Zuweisung erhalten. Ergo muss in beiden Fragekontexten
nur ,,Quadrat“ akzentuiert werden:
(5.76) Was macht Peter? —
Peter [[[verkleinert]f [[das]f [QUADRAT]f ]f ]f ]F .
(5.77) Was verkleinert Peter? —
Peter verkleinert [[[das]f [QUADRAT]f ]f ]F .
Selkirk sagt demnach voraus, dass die VPen die Aufnahmen 5.74-1 und
5.75-1 bevorzugen und dass kein Zusammenhang zwischen der Pra¨ferenz
eines Akzentmusters und dem Fragekontext feststellbar ist.
Ergebnis des Experiments: Bei einer Antwort auf eine Frage nach einem
Objekt (Beispieldialog 5.75: ,,Was verkleinert Peter?“) wird in knapp 80%
aller Entscheidungen von den VPen die alleinige Akzentuierung des Sub-
stantivs bevorzugt. Bei einer Antwort auf eine Frage nach einer Handlung
(Beispieldialog 5.74: ,,Was macht Peter?“) wird in knapp 60% aller Ent-
scheidungen von den VPen die alleinige Akzentuierung des Substantivs be-
vorzugt. Die VPen bevorzugen also in beiden Fragekontexten mehrheitlich
die alleinige Akzentuierung des Substantivs; dies entspricht der Vorhersa-
ge von Selkirk. Allerdings sind die Daten hochsignifikant bezu¨glich eines
Zusammenhangs von Fragekontext und den Akzentpra¨ferenzen. Der t-Test
zum Vergleich der Selkirk-Hypothese (Nullhypothese: Es besteht kein Zu-
sammenhang zwischen Fragekontext und Akzentuierung) und der Hypothese
optimaler Akzentuierung (gerichtete Alternativhypothese: Es besteht ein Zu-
sammenhang zwischen Akzentuierung und Fragekontext, insofern das Verbs
eher akzentuiert wird, wenn es nicht schon im Fragesatz auftaucht) ergibt
einen p-Wert von 2.524e-05. In dieser Hinsicht unterstu¨tzen die Daten also
die Erwartung optimaler Akzentuierung und widersprechen der Vorhersage
von Selkirk.
Das Ergebnis des Experiments dient weder der Besta¨tigung einer Fokustheo-
rie a` la [Selkirk, 1995] noch der Besta¨tigung einer Theorie der optimalen Ak-
zentuierung. Wenn – so wie Selkirk annimmt – in den Antworten der Ver-
suchsdialoge das Verb (,,verkleinert“) grundsa¨tzlich nicht zu akzentuieren
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wa¨re, dann du¨rfte es keinen Zusammenhang zwischen den Fragekontexten
und den Akzentpra¨ferenzen der VPen geben. Das Ergebnis des Experiments
ist hochsignifikant bezu¨glich eines solchen Zusammenhangs; Selkirks An-
nahme kann also nicht stimmen. Fu¨r Selkirks Annahme scheint allerdings
zu sprechen, dass die VPen in allen Fragekontexten mehrheitlich die Auf-
nahme mit der alleinigen Akzentuierung des Substantivs (,,Peter verkleinert
das QUADRAT“) gegenu¨ber der Aufnahme mit Akzenten auf dem Verb und
dem Substantiv (,,Peter VERKLEINERT das QUADRAT“) bevorzugen. Bei
Antworten auf eine Frage wie ,,Was macht Peter?“ bevorzugen die VPen
also mehrheitlich Aufnahmen mit einem nicht-optimalen Akzentmuster.
In den zur Bewertung vorgespielten Aufnahmen, in denen das Verb (,,ver-
kleinert“) und das Substantiv (,,Quadrat“) akzentuiert sind, sind beide Wo¨rter
etwa gleich stark akzentuiert. Eine mo¨gliche, allerdings noch zu pru¨fende Er-
kla¨rung des Versuchsergebnisses ist, dass VPen den zur Auswahl gestellten
Akzent auf dem Verb fu¨r zu stark halten. Mo¨glicherweise sind die Vorhersa-
gen optimaler Akzentuierung zwar richtig, die vorhergesagten Akzente auf
dem verb ,,verkleinert“ mu¨ssen aber schwa¨cher ausfallen als die auf dem
Subsatntiv ,,Quadrat“.
Wie kommen wir auf diese Idee? — Holen wir kurz aus: [Wagner, 2002]
zeigt, dass bei Sa¨tzen, die in Zitierform ausgesprochen werden, Wo¨rter un-
terschiedlicher Wortklassen unterschiedlich stark akzentuiert werden. Au-
ßerdem werden Inhaltswo¨rter am Ende von intonatorischen Phrasen sta¨rker
akzentuiert als die Wo¨rter davor.67 (Wir haben bisher ,Akzent‘ als bina¨res
Merkmal behandelt, bei Wagner ist ,Akzent‘ ein graduelles Merkmal.) Ein
Satz wird in seiner Zitierform ausgesprochen, wenn er als Antwort auf die
allgemeine Frage danach, was der Fall ist, – ?[Xt] – gea¨ußert wird. Wenn
,,Peter verkleinert das Quadrat“ in seiner Zitierform ausgesprochen wird,
dann erhalten laut Wagner die Substantive ,,Peter“ und ,,Quadrat“ sta¨rkere
Akzente als das Verb ,,verkleinert“. ,,Quadrat“ ist das letzte Inhaltswort ei-
ner prosodischen Phrase und erha¨lt deshalb den sta¨rksten Akzent; der Akzent
auf dem Artikel ,,das“ ist so schwach, dass er vernachla¨ssigt werden kann:
67 Letzteres kann zur Erkla¨rung, warum die (falsche) nuclear stress rule in vielen Fa¨llen durch-
aus plausibel erscheint, beitragen.
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(5.78) PETER++ VERKLEINERT+ das QUADRAT+++.
Gema¨ß optimaler Akzentuierung mu¨ssen bei Sa¨tzen in Zitierform alle
Wo¨rter akzentuiert werden, deren Nicht-Erkennung nicht durch eine Stan-
dardoperation der semantischen Anreicherung kompensiert werden kann.
Wenn der Satz ,,Peter verkleinert das Quadrat“ in Zitierform ausgespro-
chen wird, dann mu¨ssen also optimalerweise die Wo¨rter ,,Peter“, ,,verklei-
nert“ und ,,Quadrat“ akzentuiert werden. Der Artikel ,,das“ braucht nicht
akzentuiert zu werden, weil seine Nicht-Erkennung durch die Typanpassung
der Bedeutungsrepra¨sentation von ,,Quadrat“ kompensiert werden kann. Ei-
ne Theorie der optimalen Akzentuierung sagt demnach fu¨r den Satz in Zi-
tierform die Akzentuierung derselben Wo¨rter voraus wie Wagner. Weil ei-
ne Theorie der optimalen Akzentuierung, so wie wir sie bisher spezifiziert
haben, ,Akzent‘ als bina¨res Merkmal behandelt, sagt sie aber – anders als
Wagner – keine unterschiedlichen Akzentsta¨rken voraus.
Im Dialog 5.74 wird mit ,,Peter verkleinert das Quadrat“ die Frage, was
Peter macht, beantwortet. Es handelt sich bei dieser Frage nicht um die ,all-
gemeine‘ Frage danach, was der Fall ist. Der Antwortsatz ,,Peter verklei-
nert das Quadrat“ wird deshalb nicht in Zitierform ausgesprochen. Nehmen
wir an, dass auch bei Sa¨tzen, die nicht in Zitierform ausgesprochen werden,
die zu akzentuierenden Wo¨rter durch eine Theorie der optimalen Akzen-
tuierung richtig bestimmt werden, und folgen wir Wagner in der Bestim-
mung der Akzentsta¨rken. Demnach mu¨ssen sowohl das Verb ,,verkleinert“
als auch das Substantiv ,,Quadrat“ akzentuiert werden; das Verb muss aller-
dings schwa¨cher akzentuiert werden als das Substantiv:
(5.79) Was macht Peter? — Peter VERKLEINERT+ das QUADRAT+++.
Wenn der Satz ,,Peter verkleinert das Quadrat“ in seiner Zitierform ausge-
sprochen wird, dann muss ,,verkleinert“ schwa¨cher akzentuiert werden als
,,Quadrat“. Es gibt keinen Grund anzunehmen, dass alle Wo¨rter gleich stark
akzentuiert werden mu¨ssen, wenn ,,Peter verkleinert das Quadrat“ nicht in
seiner Ziterform ausgesprochen wird. Es ist also nicht bloß mo¨glich, sondern
durchaus wahrscheinlich, dass der Satz als Antwort auf die Frage, was Peter
macht, optimalerweise wie in Beispiel 5.79 akzentuiert werden muss. Wenn
266
dem tatsa¨chlich so ist, dann haben wir den VPen in unserem Experiment
nur inada¨quate Akzentmuster zur Wahl gestellt. Wir ko¨nnen das Versuchser-
gebnis so erkla¨ren, dass die VPen in beiden Fragekontexten mehrheitlich die
Aufnahme ohne Akzent auf ,,verkleinert“ wa¨hlen, um zu gewa¨hrleisten, dass
,,verkleinert“ schwa¨cher akzentuiert wird als ,,Quadrat“. Die VPen wa¨hlen
die Aufnahme mit Akzent auf dem Verb ,,verkleinert“ ha¨ufiger, wenn zur
Debatte steht, was Peter macht, weil nur in der Antwort auf diese Frage das
Verb u¨berhaupt einen – im Vergleich zum Akzent auf ,,Quadrat“ allerdings
schwachen – Akzent tragen muss.
Es widerspra¨che einer Theorie der optimalen Akzentuierung, wenn Wo¨rter,
die optimalerweise akzentuiert werden mu¨ssen, nicht akzentuiert wu¨rden. Es
ist mit einer Theorie der optimalen Akzentuierung aber vertra¨glich, wenn
Wo¨rter, die optimalerweise akzentuiert werden mu¨ssen, verschieden stark
akzentuiert werden. Die Vermutung, dass zwar optimal akzentuiert wird,
dass die zu akzentuierenden Wo¨rter aber unterschiedlich stark akzentuiert
werden, muss empirisch u¨berpru¨ft werden; ein entsprechendes Experiment
haben wir noch nicht durchgefu¨hrt. Die Feststellung, dass bei den Versuchs-
dialogen 5.74 und 5.75 eine Abha¨ngigkeit zwischen dem Fragekontext und
der Akzentuierung des Verbs ,,verkleinert“ besteht, kann jedoch schon als
Hinweis fu¨r die Plausibilita¨t der Vermutung gedeutet werden.68
68 Einwand: Oben wurde gezeigt, dass die Rezipienten des folgenden Dialogs 5.80 klar die
Akzentuierung sowohl von ,,quadratische“ als auch von ,,Haus“ bevorzugen.
(5.80) Was ist im linken Feld? — Nur das quadratische Haus ist im linken Feld.
Mu¨ssen wir nicht erwarten, dass die Pra¨ferenz fu¨r einen Akzent auf ,,quadratische“ deutlich
schwa¨cher ausfa¨llt, als das Experiment gezeigt hat? (D.h.: Dass sie ebenso schwach ausfa¨llt
wie die Pra¨ferenz zur Akzentuierung von ,,verkleinert“ in Dialog 5.74.)
Entgegnung: Tatsa¨chlich ist zu erwarten, dass ,,quadratische“ aus zwei Gru¨nden schwa¨cher
akzentuiert wird als ,,Haus“: [Wagner, 2002] zufolge werden Substantive im Allgemeinen
sta¨rker akzentuiert als Adjektive; außerdem steht ,,Haus“ am Ende einer prosodischen Phrase.
Wagner zufolge werden allerdings wiederum Adjektive im Allgemeinen sta¨rker akzentuiert
als Verben. Es muss uns also nicht wundern, dass die VPen die Akzentmuster von ,,Nur das
QUADRATISCHE HAUS ist im linken Feld“ und von ,,Peter VERKLEINERT das QUA-
DRAT“ unterschiedlich beurteilen.
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Halten wir fest: Es besteht eine Asymmetrie der Akzentuierung von ver-
sta¨ndniskritischen Wo¨rtern, welche einer Theorie der optimalen Akzentuie-
rung zufolge akzentuiert werden mu¨ssen. [Selkirk, 1995] erkla¨rt diese Asym-
metrie mit Hilfe einer syntaktischen Regel der Projektion des f -Merkmals.
Versta¨ndniskritische (bei Selkirk: kontextuell neue) Wo¨rter, die das f -Merk-
mal zwar tragen mu¨ssen, es aber durch Projektion erhalten ko¨nnen, werden
demnach nicht akzentuiert. Wir vermuten, dass die Asymmetrie ohne Rekurs
auf eine syntaktische f -Projektionsregel als eine Asymmetrie von Akzent-
sta¨rken erkla¨rt werden kann. ,Akzent‘ muss dementsprechend als graduel-
les – nicht wie bisher als bina¨res – Merkmal behandelt werden. Außerdem
muss die in Kapitel 4 (Unterabschnitt 4.2.4) definierte Akzentuierungsregel
um Regeln zur Bestimmung von Akzentsta¨rken erga¨nzt werden. Die dem
gema¨ße Erweiterung der Theorie optimaler Akzentuierung und ihre experi-
mentelle Evaluation stehen noch aus.
5.2.3 Zusammenfassung
Akzentuierung ist kontextabha¨ngig:
1. Fokustheorien zufolge sind “only” und “always” Fokusadverben, die
mit einem Fokus in ihrem Bereich assoziert sein mu¨ssen (Theorie struk-
turierter Bedeutungen) oder immerhin assoziiert sein ko¨nnen (Alterna-
tivensemantik69). Nicht immer wird im Bereich von “only” oder “al-
ways” ein Ausdruck akzentuiert. Fokustheorien mu¨ssen deshalb ent-
weder zugestehen, dass nicht jeder Fokus akzentuiert wird, oder sie
mu¨ssen zugestehen, dass ein Fokusadverb nicht immer mit einem Fo-
kus assoziiert zu sein braucht. Durch derartige Zugesta¨ndnisse wird die
Kraft zur Vorhersage von Akzentmustern abgeschwa¨cht: Die Erkla¨rung,
dass ein Aussagesatz mit “only” oder “always” bestimmte Wahrheitsbe-
dingungen habe, ergo eine bestimmte Fokus-Hintergrund-Struktur auf-
weise und deshalb so-und-so zu akzentuieren sei, ist nicht gu¨ltig.70
69 Genauer: free parameter theory of association with focus. Zu verschiedenen Versionen der
Alternativensemantik vgl. Fußnote 45.
70 Wenn nicht jeder Fokus akzentuiert wird, dann ist die Akzentuierung eines Wortes keine
268
Es ist plausibel anzunehmen, dass Sprecher nur solche Fokusse ak-
zentuieren, die sie fu¨r pragmatisch motiviert halten. Das Pha¨nomen,
dass mit “only” assoziierte Fokusse ha¨ufig auch dann akzentuiert wer-
den, wenn diese eigentlich nicht pragmatisch motiviert sind, kann mit
Verweis auf die besonderen Gebrauchsbedingungen von “only” erkla¨rt
werden: “Only” ist u¨blicherweise mit einem pragmatischen, also zu ak-
zentuierenden Fokus assoziiert. Ein Sprecher kann bezu¨glich der Rolle
eines mit “only” assoziierten Fokusses, der eigentlich keine pragmati-
sche Rolle spielt, unsicher sein und den Fokus akzentuieren, obwohl
dieser eigentlich nicht akzentuiert werden mu¨sste. Wir vermuten, dass
es zu einer derartigen Unsicherheit eher beim Vorlesen fremder Texte
(wie der Versuchstexte von [Beaver et al., in prep.]) als in freier Rede
kommt.
notwendige Bedingung dafu¨r, dass das Wort fokussiert bzw. Teil eines Fokusses ist. Laut
[Lambrecht, 1994] und [Bu¨ring, 1999] ist die Akzentuierung eines Wortes auch keine hin-
reichende Bedingung dafu¨r, dass das Wort im Fokus ist. Akzente – so Lambrecht und Bu¨ring
– werden na¨mlich nicht nur zur Markierung von Fokussen, sondern auch zur Markierung von
topics verwendet:
(5.81) What did the pop stars wear? — The [FEMALE]T pop stars wore [CAFTANS]F .
Das Beispiel 5.81 stammt von [Bu¨ring, 1999]. Im Antwortsatz mu¨ssen “female” und “caftans”
akzentuiert werden. “Caftans” sei ein pragmatischer Fokus zur Gewa¨hrleistung der Frage-
Antwort-Kongruenz; “female” hingegen ko¨nne nicht als Fokus gedeutet werden, sondern die-
ne als topic. Wenn Bu¨ring Recht hat und das Wort “females” in Beispiel 5.81 tatsa¨chlich nicht
das Fokusmerkmal tragen kann, dann stehen Fokusse und Akzente in einer nur losen Bezie-
hung zueinander: Fokusse werden nicht immer akzentuiert, und Akzente dienen nicht immer
der Markierung von Fokussen.
Die These der topic-Akzentuierung ist fu¨r die Beurteilung von Fokustheorien relevant. Wir
erwa¨hnen sie dennoch nur in einer Fußnote: Erstens wollen wir na¨mlich nicht diskutieren
mu¨ssen, ob die Verwendung des theoretischen Terms “topic” u¨berhaupt hilfreich ist. Zwei-
tens behaupten Lambrecht und Bu¨ring, dass topics auf andere Weise akzentuiert werden als
Fokusse, d.h. dass sie mit anderen Merkmalen des Sprachsignals korrelieren. Fu¨r die empi-
rische ¨Uberpru¨fung dieser Behauptung stehen uns keine Daten zur Verfu¨gung. Einer Theorie
der optimalen Akzentuierung zufolge wird durch “The FEMALE pop stars wore CAFTANS”
die Frage, welche Popstars was getragen haben, pra¨supponiert und partiell beantwortet. Die
Theorie verwendet weder den theoretischen Term ,,Fokus“ noch den theoretischen Term “to-
pic”. (Wir setzen voraus, dass “What did the pop stars wear?” im Sinne von ,,Fu¨r jeden Pop-
star: Was hat er oder sie getragen?“ und nicht im Sinne von ,,Welche Kleidungsstu¨cke wurden
von allen Popstars gemeinsam getragen?“ interpretiert wird. Die pra¨supponierte Frage ist also
mit der tatsa¨chlich gestellten Frage a¨quivalent.)
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Wenn die Annahme der pragmatischen Motivation von Fokusakzenten
nicht nur plausibel, sondern auch richtig ist, dann mu¨ssen semantische
Akzentuierungseffekte von Fokustheorien als Epipha¨nomene pragmati-
scher Fokusakzentuierung erkla¨rt werden.
2. Ein zu akzentuierender Fokus kann aus mehreren Wo¨rtern bestehen.
Welche dieser Wo¨rter Akzente tragen mu¨ssen, ha¨ngt vom ¨Außerungs-
kontext ab. Mit einer Akzentuierungsregel wie der nuclear stress rule
(NSR), die nicht auf den ¨Außerungskontext rekurriert, werden teilweise
inada¨quate Akzentmuster bestimmt.
[Selkirk, 1995] fu¨hrt das syntaktische Merkmal f ein, so dass die zu ak-
zentuierenden Wo¨rter eines Fokusses in Abha¨ngigkeit vom ¨Außerungs-
kontext bestimmt werden ko¨nnen: Kontextuell neue Wo¨rter mu¨ssen das
f -Merkmal tragen; sie ko¨nnen es entweder durch freie Zuweisung oder
durch Projektion erhalten. Wenn ein Wort das f -Merkmal durch freie
Zuweisung erha¨lt, dann muss es akzentuiert werden; wenn es das Merk-
mal durch Projektion erha¨lt, dann darf es nicht akzentuiert werden. Die
entscheidende Pointe des f -Merkmals liegt in der Erkla¨rung der Ab-
wesenheit von Akzenten auf kontextuell neuen Wo¨rtern. Das Merkmal
wu¨rde nicht gebraucht, wenn alle kontextuell neuen Wo¨rter akzentuiert
wu¨rden.
Im Rahmen einer Theorie der optimalen Akzentuierung wird die Ab-
wesenheit von Akzenten auf kontextuell neuen Wo¨rtern mit Hilfe von
Typanpassungsregeln erkla¨rt: Die Nicht-Erkennung von Wo¨rtern oh-
ne Akzent muss mit Rekurs auf den Diskurskontext oder durch eine
Standardoperation der Typanpassung kompensiert werden ko¨nnen. Die
Nicht-Erkennung kontextuell neuer Wo¨rter kann nicht mit Rekurs auf
den Kontext kompensiert werden. Wenn solche Wo¨rter nicht erkannt
und ergo nicht akzentuiert zu werden brauchen, dann muss ihre Nicht-
Erkennung also per Typanpassung kompensierbar sein.
Asymmetrien der Akzentuierung von kontextuell neuen Wo¨rtern, wel-
che nicht allein mit Hilfe von Typanpassungsregeln erkla¨rt werden ko¨n-
nen, mu¨ssen im Rahmen einer Theorie der optimalen Akzentuierung als
Asymmetrien von Akzentsta¨rken gedeutet werden.
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5.3 Ergebnis
Im vorliegenden Kapitel haben wir gezeigt, dass semantische Effekte von
Akzentmustern als Epipha¨nomene optimaler Akzentuierung ohne Zuhilfe-
nahme des theoretischen Terms erkla¨rt werden ko¨nnen.
Fokustheorien sind state of the art der Erkla¨rung semantischer Effekte
von Akzentmustern. Man ko¨nnte den Entwurf einer Theorie der optimalen
Akzentuierung, in welcher der Term ,,Fokus“ nicht vorkommt, also fu¨r ein
radikales Unterfangen halten. Tatsa¨chlich ist eine solche Theorie eher kon-
servativ und Fokustheorien in wesentlichen Aspekten a¨hnlich. Die zentralen
Ideen von Fokustheorien betreffen erstens die Akzentuierung von Fokussen,
welche aus mehreren Wo¨rtern bestehen, – wenn die Zuordnung von Fokus-
sen und Akzenten eineindeutig wa¨re, dann wu¨rde der Term ,,Fokus“ nicht
gebraucht – und zweitens die Interpretation von Fokussen:
1. Zur Akzentuierung: Konstituentenantworten werden fokussiert, ohne
dass jedes ihrer Wo¨rter akzentuiert wird. Fokustheorien erkla¨ren die
Auslassung von Akzenten durch Angaben einer Fokusprojektionsre-
gel (bzw. f -Projektionsregel). In einer Theorie der optimalen Akzen-
tuierung werden diese Regeln durch Standardregeln der Typanpassung
ersetzt. Es passiert nicht viel mehr als eine Verschiebung der Auslas-
sungsregeln vom syntaktischen in den semantischen Bereich.
2. Zur Interpretation: Fokusse dienen der Bildung von Alternativenmen-
gen bzw. der Identifikation von Alternativenmengen im Diskurskontext;
gema¨ß einer Theorie der optimalen Akzentuierung kann vom Akzent-
muster eines Satzes auf eine pra¨supponierte Hintergrundfrage geschlos-
sen werden. Gegeben sei ein Satz inklusive Akzentmuster, fu¨r den eine
Alternativenmenge (Fokustheorie) und eine Hintergrundfrage (Theorie
der optimalen Akzentuierung) konstruiert werden ko¨nnen; repra¨sentie-
ren wir die Hintergrundfrage durch ein QUAD bestehend aus Frage-
abstrakt und -restriktor: Der Fragerestriktor kann mit der fokustheo-
retischen Alternativenmenge identifiziert werden. Es ist kein Wunder,
dass Fokustheorien und eine Theorie der optimalen Akzentuierung zu
gleichwertigen Interpretationen gelangen.
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Die Ideen von Fokustheorien und einer Theorien optimaler Akzentuierung
bezu¨glich der Auslassung von Akzenten und der Interpretation von Akzent-
mustern sind zwar einander a¨hnlich aber nicht identisch. Die Theorien ma-
chen deshalb teilweise verschiedene Vorhersagen von Akzentmustern. Ei-
nige unterschiedliche Vorhersagen ko¨nnen ggf. auch durch unterschiedliche
Akzentbegriffe begru¨ndet sein: Die nuclear stress rule (NSR) ist wesentlich
plausibler, wenn man annimmt, dass sie nur Aussagen u¨ber Extremwerte
der Grundfrequenz (pitch accents) macht. Wir reduzieren Akzente nicht auf
Extremwerte der Grundfrequenz. Wir halten eine solche Reduktion fu¨r unan-
gemessen, weil Rezipienten Wo¨rter auch dann als akzentuiert wahrnehmen
ko¨nnen, wenn diese Wo¨rter nicht mit einem Grundfrequenzmaximum oder
-minimum korrelieren.71 Sollten Fokustheorien tatsa¨chlich nur von der In-
terpretation von pitch accents handeln, dann ist der Entwurf einer Theorie
der optimalen Akzentuierung doch ein radikales Unterfangen. Die Theorie
erkla¨rt dann nicht nur ein Pha¨nomen anders als bisher u¨blich; sie erkla¨rt ein
anderes Pha¨nomen.
71 Es gelten also nicht allein diejenigen Wo¨rter als akzentuiert, die [Pierrehumbert, 1987] fol-
gend mit ,,H*“ oder ,,L*“ annotiert werden. Ein Wort kann auch dann als akzentuiert wahr-
genommen werden, wenn es zwar nicht mit einem Extremwert der Grundfrequenz, allerdings
mit relativ hoher Intensita¨t und langer Dauer korreliert und/ oder gegebenu¨ber den anderen
Wo¨rtern durch Hypersprache hervorgehoben wird. Vgl. diesbezu¨glich Kapitel 2, Abschnitt
2.5.
272
Kapitel 6
Schluss
Aktive Interpretation und optimale Akzentuierung
Ausgehend von [Shannon, 1948] haben wir die Grundzu¨ge eines Modells
der aktiven Interpretation unvollsta¨ndig erkannter Sa¨tze entworfen: Ein Spre-
cher u¨bermittelt eine Nachricht φ, indem er eine Folge von Wo¨rter A1 ⊕
. . . ⊕ An laut spricht und damit ein akustisches Signal an den Rezipienten
sendet. Der Rezipient empfa¨ngt und dekodiert das Signal. Auf der Grundla-
ge der von ihm erkannten Wo¨rter rekonstruiert er die Nachricht des Spre-
chers. (Vgl. Kapitel 2, Abschnitt 2.1.) Hyposprache des Sprechers, aku-
stische Sto¨rungen im Kommunikationskanal und Aufmerksamkeitsschwan-
kungen des Rezipienten ko¨nnen dazu fu¨hren, dass ein Rezipient einen an
ihn gerichteten Satz nur teilweise erkennt. Hyposprache, akustische Sto¨ru-
ngen und Schwankungen der Aufmerksamkeit kommen regelma¨ßig vor; es
muss deshalb regelma¨ßig mit unvollsta¨ndiger Erkennung gerechnet werden.1
Um die mit einem unvollsta¨ndig erkannten Satz gemeinte Nachricht rekon-
struieren zu ko¨nnen, muss der Rezipient die von ihm erkannten Satzteile
selbsta¨ndig semantisch anreichern.2 (Vgl. Kapitel 2, Abschnitte 2.2-2.4.)
1 Ein Rezipient erkennt mo¨glicherweise nicht eine ganze vom Sprecher gea¨ußerte Wortfolge
A1⊕. . .⊕An, sondern eine ku¨rzere WortfolgeAi⊕. . .⊕Aj , wobei alle Wo¨rter ausAi⊕. . .⊕Aj
in der Reihenfolge i . . . j in A1 ⊕ . . .⊕ An vorkommen.
2 In Kapitel 2 (Abschnitt 2.2) haben wir gezeigt, dass ggf. auch vollsta¨ndig erkannte Sa¨tze
semantisch angereichert werden mu¨ssen, um die mit ihnen gemeinten Nachrichten zu rekon-
struieren. Als ein Beispiel haben wir den Satz ,,Es regnet“ genannt. Dieser Satz muss stan-
dardma¨ßig mit einer Ortsangabe erga¨nzt werden – ,,Es regnet hier“, ,,Es regnet in Bergen“, ...
–, damit die durch ihn mitgeteilte Nachricht richtig rekonstruiert wird.
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Wir repra¨sentieren Nachrichten als Sa¨tze der typenlogischen SpracheQL.3
In Kapitel 4 haben wir die folgenden Operationen zur Rekonstruktion von
Nachrichten definiert:
1. Im Stil von [Montague, 1973] ko¨nnen erkannte, natu¨rlich-sprachliche
Ausdru¨cke in typenlogische Ausdru¨cke u¨bersetzt werden: Wo¨rter erhal-
ten ihre ¨Ubersetzung durch ein Lexikon; die ¨Ubersetzungen komplexer
Ausdru¨cke werden durch funktionale Anwendungen der ¨Ubersetzungen
ihrer Teile gebildet; vollsta¨ndig erkannte, natu¨rlich-sprachliche Sa¨tze
ko¨nnen dadurch in Sa¨tze von QL, d.h. in Repra¨sentationen von Nach-
richten u¨bersetzt werden. (Vgl. Kapitel 4, Abschnitt 4.1.)
2. Typenlogische Ausdru¨cke ko¨nnen durch Operationen der semantischen
Anreicherung modifiziert werden. Sollte ein Satz nur unvollsta¨ndig er-
kannt werden, dann ko¨nnen ggf. die ¨Ubersetzungen der erkannten Teile
mit Hilfe dieser Operationen selbsta¨ndig (,aktiv‘) zu einem Satz von
QL erga¨nzt werden:
(a) Mit Rekurs auf den Diskurskontext ko¨nnen semantische Anreiche-
rungen durch Anwendung von QUADs (question abstract domain
pairs) oder durch Anwendungen von ¨Ubersetzungen bereits gea¨u-
ßerter Ausdru¨cke vorgenommen werden. (Vgl. Kapitel 4, Unterab-
schnitt 4.2.1 und Abschnitt 4.3.)
(b) Ohne Rekurs auf den Diskurskontext ko¨nnen semantische Anrei-
cherungen durch die Anwendung der Exhaustivierungsfunktion exh
und durch Typanpassungen vorgenommen werden. (Vgl. Kapitel 4,
Unterabschnitte 4.2.2 und 4.2.3.) 4
3 Die SpracheQL entha¨lt Aussage- und Fragesa¨tze; eine Nachricht ist in unserem Modell dem-
nach entweder eine Aussage oder eine Frage. Respektive: Eine Nachricht ist eine Proposition
oder ein propositionales Konzept. (Vgl. Kapitel 3, Unterabschnitt 3.3.2.)
4 Die Grenze zwischen Semantik und Pragmatik ist in unserem Modell unscharf.
[Peregrin, 1999] folgend kann man die in Lexikon und Grammatik spezifizierten Invarianten
der Interpretation zur Semantik za¨hlen (Kapitel 4, Abschnitt 4.1); die freien Anwendungen
von Operationen der semantischen Anreicherung – unabha¨ngig davon, ob diese auf den Dis-
kurskontext rekurrieren oder nicht – kann man der Pragmatik zuordnen (Kapitel 4, Abschnitte
4.2, 4.3). Vgl. diesbezu¨glich auch die Fußnote 11 in Kapitel 3 und die Fußnote 4 in Kapitel 5.
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Semantische Anreicherungen werden vom Rezipienten selbsta¨ndig vorge-
nommen. Ggf. kann ein Rezipient auf der Grundlage der von ihm erkann-
ten Wo¨rter verschiedene, nicht-a¨quivalente Nachrichten rekonstruieren. Um
herauszufinden, welche der rekonstruierbaren Nachrichten die vom Spre-
cher gemeinte Nachricht ist, beno¨tigt der Rezipient Kriterien, die es ihm
ermo¨glichen, die Nachrichten, die ein Sprecher in einer gegebenen Situa-
tion meinen kann, von den Nachrichten, die ein Sprecher in der gegebe-
nen Situation nicht meinen kann, zu unterscheiden. In Kapitel 3 haben wir
solche Kriterien definiert. Die Kriterien bestimmen, was ein Sprecher in
einer gegebenen Situation meinen kann und wie er also vom Rezipienten
verstanden werden muss; die Kriterien fungieren als Ada¨quatheitskriterien
fu¨r ¨Außerungen und deren Interpretationen. Wenn ein Sprecher sich an die
Ada¨quatheitskritierien ha¨lt – wir setzen voraus, dass ein kooperativer Spre-
cher sich stets an die Ada¨quatheitskriterien ha¨lt (vgl. Kapitel 3, Abschnitt
3.1) –, dann ist die von ihm intendierte Nachricht ein Element der Menge
der mit den Ada¨quatheitskriterien vertra¨glichen und deshalb intendierbaren
Nachrichten. Wenn der Sprecher sich klar und pra¨zise a¨ußert, dann entha¨lt
die Schnittmenge der intendierbaren und der rekonstruierbaren Nachrichten
genau ein Element, na¨mlich die intendierte Nachricht.5 (Vgl. Kapitel 3, Ab-
schnitte 3.3 und 3.4.)
In unserem Modell wird die Interpretation einer ¨Außerung durch den je-
weils gegebenen Diskurskontext beeinflusst: Erstens kann kontextuell vor-
handenes Material – d.h. ein QUAD oder die typenlogische Repra¨sentation
eines schon gea¨ußerten Ausdrucks – zur semantischen Anreicherung ver-
wendet werden; zweitens wird die Ada¨quatheit einer rekonstruierten Nach-
richt mit Rekurs auf den gegebenen Diskurskontext bestimmt. Das Ziel der
Interpretation einer ¨Außerung ist die Rekonstruktion einer kontextuell ad-
a¨quaten Nachricht. Ein Rezipient kann bei der Interpretation zielorientiert
5 Schwa¨cher: Die ¨Außerung eines Sprechers kann auch dann klar und versta¨ndlich sein, wenn
sie die Rekonstruktion mehrerer, mit den Ada¨quatheitskriterien vertra¨glicher Nachrichten
zula¨sst. Der Rezipient muss allerdings eine der rekonstruierbaren Nachrichten mit einiger
Sicherheit als die intendierte Nachricht bestimmen ko¨nnen. Die Wahrscheinlichkeit, dass der
Sprecher genau diese Nachricht meint, muss ho¨her sein als die Wahrscheinlichkeiten, mit de-
nen der Sprecher die anderen Nachrichten meint.
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(top down) vorgehen und die von ihm erkannten Wo¨rter dazu verwenden, ei-
ne Nachricht aus der Menge der mit den Ada¨quatheitskriterien vertra¨glichen
Nachrichten auszuwa¨hlen. Er kann dabei u.U. einige der von ihm erkannten
Wo¨rter ignorieren und auf diese Weise z.B. syntaktische Anomalien kom-
pensieren. Alternativ kann der Rezipient datenorientiert (bottom up) vorge-
hen. Wenn er einen Satz vollsta¨ndig erkennt, dann kann er den Satz in die
Repra¨sentation einer Nachricht u¨bersetzen. Sollte diese Nachricht hinsicht-
lich seiner Repra¨sentation des Diskurskontextes nicht ada¨quat sein, dann
kann er sie durch Akkomodierung der Kontextrepra¨sentation ggf. ada¨quat
,machen‘.6 (Vgl. Kapitel 4, Unterabschnitt 4.2.5 und Abschnitt 4.4.)
Um eine Nachricht rekonstruieren zu ko¨nnen, muss ein Rezipient nicht unbe-
dingt alle, in jedem Fall aber einige der vom Sprecher gea¨ußerten Wo¨rter er-
kennen. Eine Menge von Wo¨rtern, deren Erkennung fu¨r den Rezipienten not-
wendig und hinreichend ist, damit er die Nachricht des Sprechers rekonstru-
ieren kann, ist eine Menge von versta¨ndniskritischen Wo¨rtern. Ein koope-
rativer Sprecher will verstanden werden; er muss sich dazu so a¨ußern, dass
der Rezipient wenigstens die versta¨ndniskritischen Wo¨rter seiner ¨Außerung
erkennt.7 Der Sprecher kann die Wahrscheinlichkeit, dass der Rezipient die
versta¨ndniskritischen Wo¨rter erkennt, steigern, indem er diese Wo¨rter durch
Akzente hervorhebt. Wir stellen die Hypothese auf, dass Akzentuierung aus-
schließlich der Hervorhebung von versta¨ndniskritischen Wo¨rtern dient; wir
nennen diese Hypothese ,,die Hypothese optimaler Akzentuierung“: Ein ko-
operativer Sprecher akzentuiert von seiner ¨Außerung optimalerweise eine
minimale Menge von Wo¨rtern; die zu akzentuierenden Wo¨rter sind dadurch
bestimmt, dass es fu¨r den Rezipienten ausreicht, nur diese Wo¨rter zu erken-
nen, um die gesamte ¨Außerung verstehen zu ko¨nnen. (Vgl. Kapitel 2, Ab-
schnitte 2.1 und 2.5.)
Welche Wo¨rter eines Satzes versta¨ndniskritisch sind, ha¨ngt davon ab, wel-
6 Die Akkomodierung von Kontextrepra¨sentationen ist restringiert. Ein Rezipient kann nicht
jede Nachricht durch die Akkomodierung seiner Kontextrepra¨sentation ada¨quat machen.
7 Wenn es verschiedene Mengen versta¨ndniskritischer Wo¨rter gibt, dann muss der Sprecher
dafu¨r sorgen, dass der Rezipient die Wo¨rter einer dieser Mengen erkennt.
277
che Nachricht durch die ¨Außerung des Satzes u¨bermittelt werden soll und in
welchem Diskurskontext der Satz gea¨ußert wird: Bei Kenntnis des Diskurs-
kontextes muss ein Rezipient die vom Sprecher gemeinte Nachricht allein
aus den versta¨ndniskritischen Wo¨rtern rekonstruieren ko¨nnen. Die versta¨nd-
niskritischen und zu akzentuierenden Wo¨rter ko¨nnen also mit Rekurs auf
die in Kapitel 4 definierten Rekonstruktionsoperationen bestimmt werden. In
Unterabschnitt 4.2.4 von Kapitel 4 haben wir dem entsprechend eine auf die
Rekonstruktionsoperationen rekurrierende, dreistellige Funktion accentuate
definiert. Die Funktion accentuate weist Sa¨tzen fu¨r Nachrichten und Dis-
kurskontexte Akzentmuster zu.
Akzentuierung ist ein Teilaspekt von Prosodie. Prosodie erfu¨llt außer der
Hervorhebung von versta¨ndniskritischen Wo¨rtern noch andere Zwecke; sie
dient z.B. der Markierung von Sprecherhaltungen, Emotionen, lokutiona¨ren
Modi etc. (Vgl. etwa [PH, 1990].) Verschiedene Aspekte von Prosodie ko¨nnen
interferieren und dadurch auf die Realisierung von Akzenten wirken. Wir
bestimmen mithilfe der Funktion accentuate, welche Wo¨rter eines Satzes
akzentuiert werden mu¨ssen (und u¨blicherweise akzentuiert werden8). Wir
bestimmen nicht, auf welche Weise und wie stark diese Wo¨rter zu akzentu-
ieren sind, und wir bestimmen also nicht, welche der mo¨glichen akustischen
Korrelate ein Akzent aufweisen muss.9
Akzentuierung ist nicht das einzige Mittel, um Wo¨rter oder Wortketten
hervorzuheben. Ein anderes Mittel ist z.B. die Topikalisierung von Aus-
dru¨cken. So ist es im Deutschen mo¨glich, nahezu beliebige, auch syntaktisch
unvollsta¨ndige Teile eines Satzes an den Satzanfang zu stellen. (Vgl. das fol-
gende Beispiel von [Mu¨ller, 1998]: ,,Dem Peter zu geben versucht hat das
Buch keiner.“) Akzentuierung kann durch andere Modi der Hervorhebung
zwar erga¨nzt aber nicht ersetzt werden; auch topikalisierte, versta¨ndniskriti-
sche Wo¨rter werden akzentuiert.
8 Eine Theorie der optimalen Akzentuierung ist deskriptiv, insofern sie beschreibt, wie kom-
petente Sprecher einer Sprache akzentuieren. Die Theorie ist normativ, insofern sie die
bestmo¨glichen Akzentuierungen von Sa¨tzen bestimmt. (Vgl. Kapitel 1.)
9 Zu akzentuierende Wo¨rter mu¨ssen natu¨rlich so stark akzentuiert werden, dass die Wahr-
scheinlichkeit ihrer richtigen Erkennung effektiv gesteigert wird.
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Der Hypothese optimaler Akzentuierung zufolge erfu¨llen Akzentmuster kei-
ne unmittelbar bedeutungsspezifizierende Funktion. Sie ko¨nnen allerdings
mittelbar bedeutungsspezifizierend wirken: Das Akzentmuster eines Satzes
soll in Bezug auf einen Diskurskontext optimal sein; qua Akzentuierung
wird ein entsprechender Diskurskontext pra¨supponiert; dieser Kontext kann
die Interpretation des Satzes beeinflussen. Das Akzentmuster eines Satzes
wirkt mittelbar bedeutungsspezifizierend, wenn durch das Akzentmuster ein
unmittelbar bedeutungsspezifizierender Kontext pra¨supponiert wird. Seman-
tische Effekte von Akzentmustern ergeben sich demnach als Epipha¨nomene
optimaler Akzentuierung; der theoretische Term ,,Fokus“ wird zu ihrer Er-
kla¨rung nicht beno¨tigt. (Vgl. Kapitel 5, Abschnitt 5.1.)
Die Hypothese optimaler Akzentuierung ist zusammen mit einem Modell
der aktiven Interpretation unvollsta¨ndig erkannter Sa¨tze empirisch evaluier-
bar: Aus der Hypothese und einem Interpretationsmodell lassen sich Vorher-
sagen daru¨ber ableiten, wie Sa¨tze mit gegebenem Akzentmuster in gegebe-
nen Diskurskontexten interpretiert werden und wie Sa¨tze mit gegebener In-
terpretation in gegebenen Diskurskontexten akzentuiert werden. Diese Vor-
hersagen sind nicht trivial; aus anderen Theorien, welche das Verha¨ltnis von
Akzentuierung und Interpretation beschreiben (na¨mlich: aus Fokustheorien),
folgen z.T. abweichende Vorhersagen. Wir haben Experimente zur Evalua-
tion verschiedener Vorhersagen durchgefu¨hrt. Die Ergebnisse dieser Experi-
mente stu¨tzen die Vorhersagen optimaler Akzentuierung.10 (Vgl. Kapitel 5,
Abschnitt 5.2 und Anhang B.)
Weitere Forschung
Fokustheorien sind Standard der Erkla¨rung semantischer Effekte von Ak-
zentmustern. Wir weichen vom Standard ab und behaupten, dass auf den
theoretischen Term ,,Fokus“ verzichtet werden kann. Wer vom Standard ab-
10 Weitgehend besta¨tigen die Ergebnisse die Vorhersagen optimaler Akzentuierung. Allein vom
Ergebnis des Experiments zur ¨Uberpru¨fung der head argument asymmetry von Akzentmustern
kann nicht behautet werden, dass es die Vorhersagen optimaler Akzentuierung ,,besta¨tigt“.
Man kann das Ergebnis aber durchaus so interpretieren, dass es mit den Vorhersagen optimaler
Akzentuierung vertra¨glich ist. Es falsizifiert die Hypothese optimaler Akzentuierung nicht.
(Vgl. Kapitel 5, Unterabschnitt 5.2.2.)
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weicht, muss begru¨nden, warum er dies tut. Wir haben drei Gru¨nde:
1. Theorien sollen einfach sein; der Verzicht auf einen theoretischen Term
dient der Vereinfachung. Auf den theoretischen Term ,,Fokus“ soll al-
so verzichtet werden, wenn dies mo¨glich ist. Wir haben gezeigt, dass
es mo¨glich ist. (Der Rechtfertigungszwang besteht nun fu¨r die Fokus-
theoretiker: Nicht der Verzicht auf den Term ,,Fokus“, sondern sein Ge-
brauch muss begru¨ndet werden.)
2. Aus einer Theorie der optimalen Akzentuierung und aus den bestehen-
den Fokustheorien lassen sich z.T. unterschiedliche Vorhersagen u¨ber
Akzentmuster und Interpretationen ableiten. Wir behaupten, dass die
Vorhersagen einer Theorie der optimalen Akzentuierung besser sind als
die Vorhersagen von Fokustheorien.
3. Eine Theorie der optimalen Akzentuierung beschreibt nicht nur, wie
akzentuiert wird, sie erkla¨rt auch, warum akzentuiert wird.
Dass die Vorhersagen einer Theorie der optimalen Akzentuierung ,besser‘
sind als die Vorhersagen von Fokustheorien (ad 2), muss durch empirische
Daten belegt werden. Die Ergebnisse der von uns durchgefu¨hrten Experi-
mente zur vergleichenden Evaluation der konkurrierenden Theorien stu¨tzen
eine Theorie der optimalen Akzentuierung. (Vgl. Kapitel 5 und Anhang B.)
Es sind nun weitere Experimente durchzufu¨hren: Erstens sollen semanti-
sche Wirkungen von Akzentmustern im Zusammenhang mit “only” respek-
tive ,,nur“ untersucht werden:
(6.1) John only introduced BILL to Sue.
Muss der Satz 6.1 immer im Sinne von “John introduced only Bill to Sue”
interpretiert werden? Zu dieser Annahme kommen Fokustheorien, denen zu-
folge die Assoziation von “only” mit einem gegebenen Fokus obligatorisch
ist. (Vgl. [Beaver, Clark, 2003] und Kapitel 5, Unterabschnitt 5.2.1) Oder ist
es in manchen Kontexten zwar ungewo¨hnlich, aber durchaus mo¨glich, den
Satz 6.1 im Sinne von “John introduced Bill only to Sue” zu interpretieren?
Dies wird von einer Theorie der optimalen Akzentuierung behauptet. (Vgl.
Kapitel 5, Unterabschnitt 5.1.1.)
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Zweitens muss untersucht werden, ob die von [Selkirk, 1995] und anderen
festgestellte head argument asymmetry der Akzentuierung so, wie wir in Un-
terabschnitt 5.2.2 von Kapitel 5 vorgeschlagen haben, als eine Asymmetrie
von Akzentsta¨rken gedeutet werden kann:
(6.2) Was macht Peter? — Peter verkleinert das Quadrat.
Einer Theorie der optimalen Akzentuierung zufolge mu¨ssen im Antwort-
satz von Beispiel 6.2 das Verb ,,verkleinert“ und das Substantiv ,,Quadrat“
akzentuiert werden. Es ist mo¨glich (sogar wahrscheinlich), dass ,,verklei-
nert“ schwa¨cher zu akzentuieren ist als ,,Quadrat“. Fokustheorien erwarten
die alleinige Akzentuierung von ,,Quadrat“; ,,verkleinert“ soll ihnen zufol-
ge keinen Akzent tragen. Es spra¨che fu¨r eine Theorie der optimalen Ak-
zentuierung, wenn in einem Produktionsexperiment die Versuchspersonen
mehrheitlich einen – relativ schwachen aber deutlichen – Akzent auf ,,ver-
kleinert“ realisierten. Es spra¨che gegen eine Theorie der optimalen Akzen-
tuierung, wenn die Versuchspersonen mehrheitlich keinen Akzent auf dem
Verb realisierten.
In der vorliegenden Arbeit wurde ein Modell der aktiven Interpretation nur
in seinen Grundzu¨gen entwickelt. In Abschnitt 4.3 von Kapitel 4 haben wir
gezeigt, dass die von uns definierten Rekonstruktionsoperationen nicht aus-
reichen, um die Antworten der folgenden Beispiele 6.3 und 6.4 richtig zu
interpretieren:11
(6.3) Warum kommst Du so spa¨t? — noise FAHRRAD noise PLATTEN.
(6.4) Wo liegt das Buch? – noise TISCH.
Wir erwarten, dass die Antwort von Beispiel 6.3 im Sinne von ,,Mein Fahr-
rad hat einen Platten“ rekonstruiert werden kann. Wir erwarten außerdem,
dass Rezipienten in der Lage sind, aus der unvollsta¨ndig erkannten Antwort
von Beispiel 6.4 eine unterspezifizierte Nachricht im Sinne von ,,Auf, unter,
im, neben oder beim Tisch liegt das Buch“ zu rekonstruieren.12 In unserem
11 Die Beispiele 6.3 und 6.4 sind Wiederholungen der Beispiele 4.57 und 4.58 aus Kapitel 4.
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Modell sind diese Rekonstruktionen nicht mo¨glich. Es gilt also, das Modell
weiter auszuarbeiten.
Wir bestimmen Akzentmuster und Interpretationen mit Rekurs auf Diskurs-
kontexte, insbesondere mit Rekurs auf zur Debatte stehende Fragen und das
(jeweils pra¨supponierte) gemeinsame Wissen der Kommunikationspartner.
Wenn Vorhersagen von Akzentmustern und Interpretationen emprisch eva-
luiert werden, dann muss darauf geachtet werden, dass der jeweilige Dis-
kurskontext ausreichend spezifiziert ist. Wir haben Experimente zur Evalua-
tion von Akzentvorhersagen durchgefu¨hrt. (Vgl. Anhang B.) Dabei haben
wir Versuchspersonen (VPen) kurze Frage-Antwort-Dialoge vorgespielt; die
VPen sollten die Akzentmuster der Antwortsa¨tze beurteilen. Die zur Debatte
stehenden Fragen, hinsichtlich derer die Akzentmuster zu beurteilen waren,
wurden in den Versuchsdialogen explizit gestellt; sie waren den VPen da-
durch bekannt. Um die Annahmen der VPen u¨ber das gemeinsame Wissen
der Dialogpartner zu kontrollieren, haben wir kleine, u¨berschaubare Spiel-
zeugwelten pra¨sentiert und erkla¨rt, welches Wissen die Dialogpartner be-
zu¨glich dieser Welten haben. Die Versuchsdialoge bezogen sich jeweils auf
die Spielzeugwelten; nur das gemeinsame Spielzeugweltenwissen war also
fu¨r die Beurteilung der Akzentmuster relevant. Wir haben damit eine Labor-
situation geschaffen, in der wir Diskurskontexte, d.h. die Rahmenbedingun-
gen der Beurteilung von Akzentmustern und Interpretationen, kontrollieren
konnten. In dieser Laborsituation ko¨nnen und sollen neue Experimente zur
Evaluation eines erweiterten Modells der aktiven Interpretation – ergo: eines
erweiterten Modells der optimalen Akzentuierung – durchgefu¨hrt werden.
Es diente der Besta¨tigung des Modells, wenn gezeigt werden ko¨nnte, dass
es sich auch außerhalb der Laborsituation bewa¨hrt – etwa bei der Vorhersage
von Akzentmustern in Alltagskommunikation. Alltagskommunikation ist in
verschiedenen Korpora gesprochener Sprache dokumentiert; in solchen Kor-
pora finden wir Sa¨tze mit Akzentmustern. Diese Sa¨tze ko¨nnen zur Evaluation
12 Sollte ein Rezipient durch die so rekonstruierte Nachricht nicht in die Lage versetzt werden,
dass gesuchte Buch zu finden, dann kann er zur weiteren Kla¨rung nachfragen:
(6.5) Wo da? — NEBEN noise.
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der Hypothese optimaler Akzentuierung allerdings nur dann verwendet wer-
den, wenn feststeht, welche Nachrichten mit ihnen u¨bermittelt werden sol-
len und welche Diskurskontexte von den Sprechern bei ihren ¨Außerungen
pra¨supponiert werden. Die jeweiligen Diskurskontexte – insbesondere das
von den Sprechern jeweils pra¨supponierte, gemeinsame Wissen der Kom-
munikationspartner – sind in Korpora gesprochener Sprache u¨blicherweise
nicht ausreichend spezifiziert. Die Evaluation von Akzentvorhersagen durch
Korpusanalysen ist also problematisch.
Aufschlussreich ko¨nnte allerdings die Auswertung eines Korpus von Ra-
dionachrichten sein: Lehrbu¨chern des Nachrichtenschreibens zufolge soll
ein Nachrichtentext eine Folge von Fragen sukzessive beantworten (,,Wer?
Was? Wann? Wo? Wie? Warum?“, [Weischenberg, 1990]). Die rhetorische
Struktur eines Nachrichtentextes kann demzufolge durch eine Folge von zur
Debatte stehenden Fragen beschrieben werden. Nehmen wir an, dass Auto-
ren und Sprecher von Nachrichten sich an die Vorgaben aus dem Lehrbuch
halten und dass die Rezipienten von Nachrichten an den Standardaufbau von
Nachrichten gewo¨hnt sind (d.h. die Folge zu beantwortender Fragen ken-
nen). Nehmen wir ferner an, dass Nachrichtenautoren und -sprecher beim
Rezipienten kein inhaltliches Vorwissen bezu¨glich einer Nachricht voraus-
setzen. Zu Beginn eines Nachrichtentextes braucht ein Rezipient also u¨ber
kein relevantes Wissen zu verfu¨gen; sein Informationsstand kann minimal
sein. Durch die Rezeption eines Nachrichtentextes wird erstens das propo-
sitionale Wissen des Rezipienten fortlaufend erweitert. Zweitens erha¨lt der
Rezipient sprachliches Material, welches er zur semantischen Anreicherung
nachfolgender Sa¨tze, die er ggf. nur unvollsta¨ndig erkennt, verwenden kann.
Drittens wird die Folge der zur Debatte stehenden Fragen sukzessive ,abge-
arbeitet‘; beantwortete Fragen werden aus der Folge entfernt. Anhand dieser
Informationen u¨ber den fortlaufend erweiterten Wissensstand des Rezipien-
ten,13 u¨ber den fortlaufend erga¨nzten sprachlichen Kontext und u¨ber die zur
Debatte stehenden Fragen, sollte es mo¨glich sein, die versta¨ndniskritischen
Wo¨rter und also das Akzentmuster eines Nachrichtentextes zu bestimmen.
13 Der Wissensstand des Rezipienten ist zugleich der Stand des gemeinsamen Wissens von
Nachrichtensprecher und Rezipient.
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Wir haben bisher keine Untersuchungen zur Bestimmung der Akzent-
muster von Nachrichtentexten durchgefu¨hrt. Wir vermuten, dass vom er-
sten Satze eines Nachrichtentextes relativ viele Wo¨rter akzentuiert werden
mu¨ssen, weil noch kein Kontextmaterial zur Kompensation der Nicht-Er-
kennung von Wo¨rtern bereitsteht. Zur Interpretation nachfolgender Sa¨tze
steht Material bereit. Wir vermuten deshalb, dass von diesen Sa¨tzen tenden-
ziell weniger Wo¨rter akzentuiert werden mu¨ssen als vom ersten Satz. Wir
verfu¨gen diesbezu¨glich allerdings bloß u¨ber vage Intuitionen; unsere Ver-
mutungen sind unsicher.
Weder mit statistischen noch mit syntaktischen (Fokus-basierten) Ansa¨t-
zen werden gute Ergebnisse bei Vorhersagen von Akzentmustern in Nach-
richtentexten erzielt ([Hirschberg, 1993]14). Die Vorhersage durch ein Mo-
dell der optimalen Akzentuierung ist also eine Herausforderung.
Wir haben in der vorliegenden Arbeit nur Beispielsa¨tze des Englischen und
des Deutschen diskutiert. Wir haben keinen Grund anzunehmen, dass die
Hypothese optimaler Akzentuierung nur fu¨r diese Sprachen gilt. Interes-
sant ist nun die Untersuchung sogenannter ,akzentblinder‘ Sprachen, wie
des Franzo¨sischen (vgl. [Di Christo, 1998]): Betrifft die ,Akzentblindheit‘
nur Extremwerte der Grundfrequenz (sg. ,Grundfrequenzakzente‘), oder be-
trifft sie auch andere Modi der Akzentuierung, respektive andere akustische
Korrelate von Akzenten? Wird in akzentblinden Sprachen gar nicht akzentu-
iert, oder wird bloß auf andere Weisen akzentuiert als in nicht-akzentblinden
Sprachen? Gilt die Hypothese der optimalen Akzentuierung auch fu¨r akzent-
blinde Sprachen?
Schließlich stellt sich die Aufgabe, das Modell der aktiven Interpretation zu
implementieren und damit die oben beschriebenen Verstehensprozesse zu si-
mulieren: Die in Kapitel 4 definierten Funktionen reconstruct und accentu-
ate, welche der Rekonstruktion von Nachrichten respektive der Bestimmung
von Akzentmustern dienen, beschreiben syntaktische Transformationen von
14 [Hirschberg, 1993] evaluiert Vorhersagen von Grundfrequenzakzenten fu¨r verschiedene Text-
typen, u.a. fu¨r Nachrichtentexte.
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Zeichenketten. Die Definitionen von reconstruct und accentuate ko¨nnen di-
rekt in PROLOG-Klauseln u¨bersetzt und damit implementiert werden. Die
in Kapitel 3 definierten Ada¨quatheitskriterien sind im Gegensatz dazu nicht
ohne weiteren Aufwand zu implementieren. Die Ada¨quatheitskriterien be-
treffen die Bedeutung, nicht die Form von Ausdru¨cken; sie sind semantisch
und nicht syntaktisch spezifiziert. Ein Weg, wie die Ada¨quatheitskriterien
auch syntaktisch spezifiziert und in PROLOG implementiert werden ko¨nnen,
wird von [Shan, ten Cate, 2002] und [ten Cate, Shan, 2002] gewiesen.15
Zusammenfassend ko¨nnen wir drei Bereiche der weiteren Forschung be-
stimmen, na¨mlich erstens formale Modellierung (d.h. die Erweiterung des
Modells der aktiven Interpretation unvollsta¨ndig erkannter Sa¨tze), zweitens
emprische Evaluation (Experimente in der ,Laborsituation‘ und Korpusaus-
wertungen) und drittens computergestu¨tzte Simulation.
15 Die Implementation von Ada¨quatheitskriterien ist trivial, wenn ein Kommunikationspro-
zessmodell, wie es z.B. von [Winograd, 1987] vorgeschlagen wird, zugrunde gelegt wird.
Ein solches Modell kann z.B. mit VoiceXML ([Freiheit et al., 2003]) beschrieben werden. Es
werden dabei ¨Uberga¨nge zwischen Diskurszusta¨nden definiert; die ¨Ubermittlung einer Nach-
richt ist in einem gegebenen Diskurszustand ada¨quat, wenn durch sie vom gegebenen Zustand
in einen der mo¨glichen Folgezusta¨nde u¨bergeleitet wird.
Anhang A
Typenlogik mit Lambda-Operator
A.1 Syntax
Definition D-1-1-1 (Typen) Die Menge der Typen T ist die kleinste Men-
ge, fu¨r die gilt:
(a) e ∈ T , t ∈ T .
(b) Wenn σ ∈ T und τ ∈ T , dann auch 〈σ, τ〉 ∈ T .
Definition D-1-1-2 (Syntax von TL)
(a) Zum Vokabular von TL geho¨ren
(aa) Nicht-logische Konstanten:
• Fu¨r jeden Typ σ gibt es eine Menge von Konstanten dieses Typs:
P σ1 , P
σ
2 , ...
Wenn Indizes nicht zur Unterscheidung von Konstanten beno¨tigt
werden und sich der Typ einer Konstante eindeutig aus dem
Kontext ergibt, dann ko¨nnen Indizes und Typbezeichnungen weg-
gelassen werden. — Konstanten ko¨nnen, sofern Missversta¨nd-
nisse ausgeschlossen sind, durch klein-geschriebene Wo¨rter re-
pra¨sentiert werden: square, circle, ... (vgl. Kapitel 4).
• Identita¨t: = sei eine Pra¨dikatskonstante vom Typ 〈e, 〈e, t〉〉.
(ab) Variablen: Fu¨r jeden Typ σ gibt es eine Menge von Variabeln dieses
Typs: Xσ1 , Xσ2 , ...
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Wenn Indizes nicht zur Unterscheidung von Konstanten beno¨tigt
werden und sich der Typ einer Konstante eindeutig aus dem Kon-
text ergibt, dann ko¨nnen Indizes und Typbezeichnungen weggelas-
sen werden.
(ac) Junktoren: ¬,∧,∨,→,↔
(ad) Quantoren: ∃,∀
(ae) der Lambda-Operator: λ
(af) Ordnungszeichen: (, ), [, ], ,
(b) Wohlgeformte Ausdru¨cke von TL:
(ba) Wenn φσ eine Konstante oder Variable von TL ist, dann ist φσ ein
wohlgeformter Ausdruck des Typs σ von TL.
(bb) Wenn φ〈σ,τ〉 und ψσ wohlgeformte Ausdru¨cke sind, dann ist
φ〈σ,τ〉(ψσ) ein wohlgeformter Ausdruck des Typs τ von TL.
(bc) Wenn φt ein wohlgeformter Ausdruck des Typs t ist, dann ist auch
¬φt ein wohlgeformter Ausdru¨cke des Typs t.
(bd) Wenn φt und ψt wohlgeformte Ausdru¨cke des Typs t sind, dann sind
(φt ∧ ψt), (φt ∨ ψt), (φt → ψt) und (φt ↔ ψt) wohlgeformte Aus-
dru¨cke des Typs t.
(be) Wenn φt ein wohlgeformter Ausdruck des Typs t ist und ξτ eine
Variable beliebigen Typs τ , dann sind ∀ξτ [φt] und ∃ξτ [φt] wohlge-
formte Ausdru¨cke des Typs t von TL.
(bf) Wenn φτ ein wohlgeformter Ausdruck und ξσ eine Variable von TL
ist, dann ist λξσ[φτ ] ein wohlgeformter Ausdruck des Typs 〈σ, τ〉
von TL.
(bg) Nichts sonst ist ein wohlgeformter Ausdruck von TL.
Definition D-1-1-3 (Formel von TL) Eine Formel von TL ist ein wohl-
geformter Ausdruck φt des Typs t von TL.
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A.2 Semantik
Definition D-1-2-1 (Mo¨gliche Denotate) Gegeben sei eine Diskursdo-
ma¨ne D.
(a) Die Menge der mo¨glichen Denotate von wohlgeformten Ausdru¨cken φe
von TL ist De = D.
(b) Die Menge der mo¨glichen Denotate von wohlgeformten Ausdru¨cken
(Formeln) φt von TL ist Dt = {w, f}.
(c) Die Menge der mo¨glichen Denotate von wohlgeformeten Ausdru¨cken
φ〈σ,τ〉 von TL ist D〈σ,τ〉 = DτDσ (Menge der Funktionen F von Dσ
nach Dτ : {F |F : Dσ 7→ Dτ}).
Definition D-1-2-2 (Variablenbelegung) Eine Variablenbelegung in TL
bzgl. einem Diskursuniversum D ist eine Funktion g die jeder Variable ξσ
von TL ein Element von Dσ zuordnet.
Definition D-1-2-3 Fu¨r Variablenbelegungen g und g′ und Variablen
ξ gilt g =ξ g′ gdw fu¨r alle Variablen ξ′, die verschieden von ξ sind, gilt
g(ξ′) = g′(ξ′).
Definition D-1-2-4 Sei g eine Variablenbelegung bzgl. D, ξσ eine Variable
vom Typ σ und d Element von Dσ. Dann ist gdξσ diejenige Variablenbelegung
g′, fu¨r die gilt:
(a) g′ =ξσ g und
(b) g′(ξσ) = d.
Definition D-1-2-5 (Freie Variable) Ein Vorkommen einer Variable ξ in
einem wohlgeformten Ausdruck φσ ist frei gdw
(a) φσ = ξ,
(b) es wohlgeformte Ausdru¨cke ψ〈τ,σ〉, ωτ gibt, so dass φσ der wohlgeformte
Ausdruck ψ〈τ,σ〉(ωτ ) ist und ξ in ψ〈τ,σ〉 oder in ωτ frei vorkommt,
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(c) es einen wohlgeformten Ausdruck (eine Formel) ψt gibt, so dass φσ der
Ausdruck ¬ψt ist und ξ in ψt frei vorkommt,
(d) es wohlgeformte Ausdru¨cke (Formeln) ψt, ωt gibt, so dass φσ der Aus-
druck ψt∧ωt, ψt∨ωt, ψt → ωt oder ψt ↔ ωt ist und das entsprechende
Vorkommen von ξ in ψt bzw. ωt frei vorkommt,
(e) es eine Formel ψt gibt, so dass φt die Formel ∀ζ[ψt] oder ∃ζ[ψt] ist
und das entsprechende Vorkommen von ξ in ψt frei vorkommt und die
Variable ζ verschieden von der Variable ξ ist. (Freie Vorkommen von ζ
in β heißen auch an den Quantor ∀ bzw. ∃ gebundene Vorkommen von
ζ in Aσ.)
(f) es eine Formel ψτ gibt, so dass φσ die Formel λζ[ψτ ] ist und das ent-
sprechende Vorkommen von ξ in ψτ frei vorkommt und die Variable ζ
verschieden von der Variable ξ ist. (Freie Vorkommen von ζ in ψτ hei-
ßen auch an den λ-Operator gebundene Vorkommen von ζ in ψσ.)
Definition D-1-2-6 (Satz von TL) Ein Satz von TL ist eine Formel φt von
TL, in der keine freie Variable vorkommt.
Definition D-1-2-7 (Reduziertes Modell) Eine reduziertes Modell von
TL ist eine (reduzierte) Kripke-Struktur M = 〈DM , IM , [[ ]]M 〉 gdw
(a) DM eine nicht-leere Diskursdoma¨ne von TL ist,
(b) IM eine nicht-leere Menge von Indizes (mo¨glichen Welten) ist,
(c) [[ ]]M Interpretationfunktion, die jedem Ausdruck von TL fu¨r jeden In-
dex i ∈ IM ein mo¨gliches Denotat1 von TL zuweist, ist, so dass fu¨r alle
i ∈ IM gilt:
(ca) Fu¨r alle wohlgeformten Ausdru¨cke φσ, in denen keine freien Varia-
blen vorkommen, gilt: [[φσ]]Mi ∈ Dσ.
(cb) Fu¨r alle Variablenbelegungen g in TL gibt es eine Funktion [[ ]]M,g,
so dass
1 Vgl. Definition D-1-2-1.
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i. fu¨r alle wohlgeformten Ausdru¨cke φσ von TL gilt:
[[φσ]]M,gi = [[φ
σ]]Mi ), falls in φσ keine freien Variablen vorkom-
men,
ii. fu¨r alle Variablen ξσ von TL gilt: [[ξσ]]M,gi = g(ξσ),
iii. fu¨r alle Ausdru¨cke φe und ψe gilt: [[φe = ψe]]M,gi = w gdw
[[φe]]M,gi = [[ψ
e]]M,gi ,
iv. fu¨r alle wohlgeformten Ausdru¨cke φ〈σ,τ〉 und ψσ gilt:
[[φ〈σ,τ〉(ψσ)]]M,gi = ([[φ
〈σ,τ〉]]M,gi )([[ψ
σ]]M,gi ),
v. fu¨r alle wohlgeformten Ausdru¨cke (Formeln) φt und ψt gilt:
A. • [[¬φt]]M,gi = w, wenn
[[φt]]M,gi = f ,
• ansonsten gilt [[¬φt]]M,gi = f ,
B. • [[phit ∧ ψt]]M,gi = w, wenn
[[φt]]M,gi = w und [[ψt]]
M,g
i = w,
• ansonsten gilt [[φt ∧ ψt]]M,gi = f ,
C. • [[φt ∨ ψt]]M,gi = f , wenn
[[φt]]M,gi = f und [[ψt]]
M,g
i = f ,
• ansonsten gilt [[φt ∨ ψt]]M,gi = w,
D. • [[φt → ψt]]M,gi = w, wenn
[[φt]]M,gi = f oder [[ψt]]
M,g
i = w,
• ansonsten gilt [[φt → ψt]]M,gi = f
E. • [[φt ↔ ψt]]M,gi = w, wenn
[[φt]]M,gi = [[ψ
t]]M,gi ,
• ansonsten gilt [[φt ↔ ψt]]M,gi = f
und
vi. fu¨r alle Formeln φt und alle Variablen ξσ gilt, dass
A. • [[∀ξσ[φt]]]M,gi = w, wenn fu¨r alle Variablenbelegungen
g′ =ξσ g gilt: [[φt]]M,g
′
i = w,
• ansonsten gilt [[∀ξσ[φt]]]M,gi = f ,
B. • [[∃ξσ[φt]]]M,gi = w, wenn fu¨r mindestens eine Variablenbe-
legung g′ =ξσ g gilt: [[φt]]M,g
′
i = w,
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• ansonsten gilt [[∃ξσ[φt]]]M,gi = f .
Zur Definition der Semantik von Modaloperatoren wird u¨blicherweise ei-
ne Relation RM ⊆ IM × IM , die die Zuga¨nglichkeit der Indizes i ∈ IM be-
schreibt, verwendet (vgl. [Kripke, 1963]). Die oben definierte Sprache TL
entha¨lt keine Modaloperatoren. Wir ko¨nnen daher auf die Aufnahme einer
solchen Funktion RM verzichten.
Man kann ein ModellM so definieren, dass jedem Index i ∈ IM eine eige-
ne Doma¨ne D zugeordnet wird. DM wird dann nicht als fixe Doma¨ne, son-
dern als Funktion von Indizes zu Doma¨nen definiert. Wir gehen hier der Ein-
fachheit halber davon aus, dass jeder Index u¨ber dieselbe Doma¨ne verfu¨gt.
DM sei dementsprechend eine fu¨r jeden Index fixe Doma¨ne.
Im Rahmen eines reduzierten Modells M gema¨ß Definition D-1-2-7 wird
jedem Satz von TL nicht eindeutig ein Wahrheitswert zugeordnet. Ein Satz
hat einen Wahrheitswert nur hinsichtlich eines beliebig auszuwa¨hlenden In-
dex i ∈ IM . Ein vollsta¨ndiges Modell M ′, das jedem Satz einen Wahrheits-
wert eindeutig zuordnet, muss um einen ausgewa¨hlten Index i∗ ∈ IM ′ berei-
chert werden. Der Index i∗ soll die Wirklichkeit repra¨sentieren; der Wahr-
heitswert eines Satzes ist hinsichtlich dieses Indexes zu bestimmen.
Definition D-1-2-8 (Vollsta¨ndiges Modell) Eine vollsta¨ndiges Modell
von TL ist eine Kripke-Struktur2 M = 〈DM , IM , i∗, [[ ]]M 〉 gdw
(a) M ′ = 〈DM ,WM , [[ ]]M 〉 ein reduziertes Modell von TL ist,
(b) i∗ ∈ IM und
(c) fu¨r jeden Satz φ von TL gilt:
• Wenn [[φ]]Mi∗ = w, dann ist φ wahr in M .
• Ansonsten ist φ falsch in M .
Satz A.2.1 [ψσ/ξσ](φτ ) ist der Ausdruck φτ , in dem alle Vorkommen
von ξσ durch ψσ ersetzt wurden, λξσ[φτ ](ψσ) ist a¨quivalent mit [ψσ/ξσ](φτ ),
wenn keine der in ψσ frei vorkommenden Variablen in [ψσ/ξσ](φτ ) durch
einen Quantor oder den λ-Operator gebunden ist.
2 Wegen der Auslassung vonRM handelt es sich eigentlich um eine reduzierte Kripke-Struktur.
Anhang B
Experimente
Fokustheorien und eine Theorie der optimalen Akzentuierung machen zum
Teil verschiedene Vorhersagen u¨ber Akzentmuster. Im vorliegenden Anhang
berichten wir u¨ber Experimente zur vergleichenden Evaluation solcher Vor-
hersagen. Die Experimente dienen dem Vergleich von Hypothesen; die sta-
tistischen Auswertungen der Ergebnisse sind sehr einfach und beschra¨nken
sich nahezu auf den t-Test (Fisher-Test). Wir verwenden zur statistischen
Auswertung das Programm R.1
B.1 Akzentuierung von Fokusoperatoren
In Kapitel 5 (Unterabschnitt 5.1.1) haben wir die Vermutung gea¨ußert, dass
Fokusadverben wie ,,nur“ (“only”), ,,meistens“ und ,,selten“ akzentuiert wer-
den mu¨ssen, wenn ein Rezipient sie erkennen muss, um die an ihn gerich-
tete ¨Außerung richtig zu interpretieren. Wenn der Rezipient die Nicht-Er-
kennung hingegen kompensieren kann – er also die an ihn gerichtete ¨Auße-
rung auch richtig interpretieren kann, ohne die Fokusadverben zu erkennen
–, dann sind die Adverben pragmatisch redundant und brauchen nicht ak-
zentuiert zu werden. Die Nicht-Erkennung eines Wortes ist kompensierbar,
wenn seine Bedeutung qua semantischer Anreicherung in die Interpretati-
on einer ¨Außerung eingehen kann. Semantische Anreicherungen sind vom
Diskurskontext abha¨ngig. Der Diskurskontext bestimmt, auf welche Weisen
erkannte Ausdru¨cke angereichert werden ko¨nnen – etwa durch Ru¨ckgriff auf
ein gegebenes QUAD oder bereits gea¨ußerte Ausdru¨cke (vgl. Kapitel 4, Ab-
1 Vgl. http://www.r-project.org/.
291
292
(a) (b)
Abbildung B.1: Bezugswelten zum ,,nur“-Experiment
schnitte 4.2 und 4.3) – und ob mittels semantischer Anreicherung erzeugte
Interpretationen ada¨quat und plausibel sind. Die Ada¨quatheit und Plausibi-
lita¨t einer Interpretation ist vom gemeinsamen Wissen und den individuellen
Erwartungen der Kommunikationspartner abha¨ngig (vgl. Kapitel 3).
Im Folgenden schildern wir zwei Perzeptionsexperimente zur Akzentu-
ierung von Fokusadverben. Die Ergebnisse der Experimente besta¨tigen die
oben genannte Vorhersage, derzufolge die Akzentuierung von Fokusadver-
ben der Maßgabe optimaler Akzentuierung folgt. Im ersten Unterabschnitt
B.1.1 beschreiben wir ein Experiment zur Akzentuierung von ,,nur“. Mit
dem Experiment wird untersucht, inwiefern das Gebot, ,,nur“ zu akzentu-
ieren, mit Erwartungen des Rezipienten (respektive Annahmen u¨ber Erwar-
tungen des Rezipienten) in Zusammenhang steht. Im zweiten Unterabschnitt
B.1.2 beschreiben wir ein Experiment zur Akzentuierung der Fokusadverben
,,meistens“ und ,,selten“. Die Ergebnisse dieses Experiments zeigen, dass die
Nicht-Erkennung unterschiedlicher Fokusadverben in verschiedenem Maße
kompensierbar ist und dass ergo verschieden stark ausgepra¨gte Tendenzen
zur Akzentuierung dieser Adverben bestehen.
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B.1.1 ,,Nur“
Es seien zwei Felder – ein linkes und ein rechtes Feld – gegeben; in den
Feldern befinden sich geometrische Objekte (vgl. Abbildung B.1). Der Fra-
gesteller von Beispiel B.1 kenne die Objekte, wisse aber nicht, in welchem
Feld sie sich jeweils befinden. Seine Frage wird durch ¨Außerung des Ant-
wortsatzes von Beispiel B.1 beantwortet; das im Antwortsatz vorkommende
Wort ,,nur“ markiert die Exhaustivita¨t der Antwort:
(B.1) Was ist im linken Feld? — Nur das Quadrat ist im linken Feld.
Wenn der Antwortende davon ausgehen darf, dass seine ¨Außerung ohne-
hin als exhaustive Antwort interpretiert wird, dann braucht er ,,nur“ nicht
zu akzentuieren. Er kann erwarten, dass der Rezipient zum selben Interpre-
tationsergebnis kommt unabha¨ngig davon, ob er ,,nur“ erkennt oder nicht.
Wenn der Rezipient das Wort ,,nur“ na¨mlich nicht erkennt, dann wird er die
exhaustive Interpretation durch selbsta¨ndige Anwendung des Exhaustivie-
rungsoperators exh erzeugen; er wird die Nicht-Erkennung von ,,nur“ also
kompensieren (vgl. Kapitel 4, Unterabschnitt 4.2.2.) Der Fall liegt anders,
wenn der Sprecher annehmen muss, dass der Rezipient widersprechende Er-
wartungen bezu¨glich der Antwort hat, und der Sprecher deshalb nicht sicher
davon ausgehen darf, dass seine ¨Außerung als exhaustive Antwort interpre-
tiert wird. Wenn der Rezipient na¨mlich der exhaustiven Interpretation wider-
sprechende Erwartungen hat, dann ist es eher unwahrscheinlich, dass er aus
freien Stu¨cken den Exhaustivierungsoperator anwendet und dadurch zu ei-
nem Interpretationsergebnis gelangt, dessen Wahrheit er fu¨r zweifelhaft ha¨lt.
Die Markierung der Exhaustivita¨t ist in diesem Fall no¨tig, um der Erwartung
des Rezipienten effektiv zu begegnen. Der Rezipient muss ,,nur“ erkennen,
um die ¨Außerung des Sprechers richtig zu interpretieren; ergo muss der Spre-
cher ,,nur“ akzentuieren.
Wir vermuten einen positiven Zusammenhang zwischen der Akzentuierung
von ,,nur“ und einer der Exhaustivita¨t widersprechenden Erwartung des Re-
zipienten, respektive zwischen der Akzentuierung von ,,nur“ und der Ein-
scha¨tzung des Sprechers bezu¨glich der genannten Erwartung. Das folgende,
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aus zwei Teilen bestehende Perzeptionsexperiment dient der ¨Uberpru¨fung
unserer Hypothese:
1. 29 Versuchspersonen (VPen)2, darunter 14 Muttersprachler (MS) und
15 Nicht-Muttersprachler (NMS) des Deutschen, werden mit einer Dia-
logsituation und zwei Aufnahmen eines Frage-Antwort-Dialogs kon-
frontiert. Der Dialog besteht aus den ¨Außerungen eines Fragesatzes und
eines Antwortsatzes mit ,,nur“. Die Aufnahmen des Dialogs unterschei-
den sich allein hinsichtlich der Akzentuierung des Antwortsatzes; ein-
mal wird das Wort ,,nur“ akzentuiert, das andere Mal nicht. Die VPen
sollen entscheiden, welche Antwort in der gegebenen Situation die ad-
a¨quatere (ihrem Empfinden nach bessere) Antwort ist.
Zuna¨chst wird den VPen wird die linke Szene (a) aus Abbildung B.1
gezeigt. Es sind darin sechs verschiedene Objekte zu sehen. Die Objekte
sind auf zwei Felder verteilt: Alle Objekte außer dem Quadrat befinden
sich im rechten Feld; das Quadrat befindet sich im linken Feld. Es wird
erkla¨rt, dass der Fragesteller des folgenden Dialogs nicht wisse, wie die
Szene aussieht und in welchen Feldern sich die Objekte befinden. Der
Antwortende hingegen kenne die Szene. Von ihm werde erwartet, dass
er den Fragenden ada¨quat informiert.
Den VPen werden nun Aufnahmen des Dialoges B.2 vorgespielt. Bei
beiden Aufnahmen wird in der Antwort das Wort ,,Quadrat“ akzentu-
iert; bei der zweiten Aufnahme wird zusa¨tzlich ,,nur“ akzentuiert.
(B.2) (a) Was ist im LINKEN Feld? —
Nur das QUADRAT ist im linken Feld.
(b) Was ist im LINKEN Feld? —
NUR das QUADRAT ist im linken Feld.
Die VPen sollen die ihrem Empfinden nach bessere der beiden Ant-
worten auswa¨hlen. Es handelt sich um ein forced choice-Experiment;
2 Die VPen sind Studierende am Institut fu¨r Kommunikationsforschung und Phonetik der Uni-
versita¨t Bonn. Die Experimente werden vor einer Sitzung einer Lehrveranstaltungen gemacht.
Die ungewo¨hnliche Anzahl der VPen kommt dadurch zustande, dass gerade so viele Studie-
rende die jeweilige Sitzung besuchen.
295
die VPen ko¨nnen die Antworten nicht gleich bewerten; sie mu¨ssen eine
der Antworten bevorzugen. Sie kreuzen dazu auf einem Textbogen ein
entsprechendes Feld an.
Ergebnis: 55,2% der VPen bevorzugen die erste Antwort, bei der ,,Qua-
drat“ aber nicht ,,nur“ akzentuiert ist. 44,8% der VPen bevorzugen die
zweite Antwort, bei der auch ,,nur“ akzentuiert ist. Es la¨sst sich keine
klare Pra¨ferenz bezu¨glich der Akzentuierung oder Nicht-Akzentuierung
von ,,nur“ feststellen.
2. Das Experiment wird mit einem vera¨nderten Kontext und einem gering-
fu¨gig vera¨ndertem Dialog (B.3) wiederholt. Den VPen wird die rechte
Szene (b) aus Abbildung B.1 gezeigt. Dieses Mal ist das Dreieck das
einzige Objekt im linken Feld. Es wird erkla¨rt, dass der Fragesteller die
Szene nicht kenne; er habe allerdings die starke Erwartung, dass die
Objekte ungefa¨hr gleichma¨ßig auf beide Felder verteilt sind. Vom Ant-
wortenden werde erwartet, dass er den Fragenden ada¨quat informiert.
Den VPen werden Aufnahmen des Dialogs B.3 vorgespielt. Der Dialog
unterscheidet sich von den zuerst vorgespielten nur darin, dass das Wort
,,Quadrat“ durch ,,Dreieck“ ersetzt wurde. Wieder mu¨ssen die VPen die
ihrem Empfinden nach bessere Antwort bestimmen.
(B.3) (a) Was ist im LINKEN Feld? —
Nur das DREIECK ist im linken Feld.
(b) Was ist im LINKEN Feld? —
NUR das DREIECK ist im linken Feld.
Ergebnis: 27,6% der VPen bevorzugen die erste Antwort ohne Akzen-
tuierung von ,,nur“. 72,4% der VPen bevorzugen die zweite Antwort
mit Akzentuierung von ,,nur“. Es la¨sst sich eine Pra¨ferenz fu¨r die Ak-
zentuierung von ,,nur“ feststellen.
Die Ergebnisse sind in Tabelle B.1 dargestellt. Die VPen pra¨ferieren signif-
kant ha¨ufiger die Akzentuierung des – den Exhaustivita¨tsoperator bezeiche-
nenden – Adverbs ,,nur“, wenn die Exhaustivita¨t der Antwort der Erwar-
tung des Rezipienten widerspricht (Experiment 2). Der t-Test zum Vergleich
296
Antwort
mit Akzent auf ,,nur“ ohne Akzent auf ,,nur“
Experiment 1 total 16 (55,2%) 13 (44,8%)
MS 5 (35,7%) 9 (64,3%)
NMS 8 (53,3%) 7 (46,7%)
Experiment 2 total 21 (72,4%) 8 (27,6%)
MS 14 (100%) 0 (0%)
NMS 7 (46,7%) 8 (53,3%)
Tabelle B.1: Ergebnisse: Akzentuierung von ,,nur“
der Nullhypothese (Die Akzentuierung von ,,nur“ und negative Erwartungen
stehen in keinem Zusammenhang) mit der von uns vertretenen, gerichteten
Alternativhypothese (Die Akzentuierung von ,,nur“ wird ha¨ufiger pra¨feriert,
wenn ,,nur“ einer Erwartung widerspricht) ergibt eine p-Wert von 0.0305.3
Das Ergebnis ist demnach signifikant und besta¨tigt unsere Hypothese: Das
Adverb ,,nur“ braucht nicht akzentuiert zu werden, sofern es pragmatisch
redundant ist. ,,Nur“ ist pragmatisch redundant, sofern davon ausgegangen
werden darf, dass der Rezipient ohnehin eine exhaustive Antwort erwartet
und den gea¨ußerten Satz auch dann versteht, wenn er ,,nur“ nicht erkennt.
B.1.2 ,,Meistens“ und ,,selten“
Die Tendenz, ein Fokusadverb als pragmatisch redundant zu behandeln, muss
nicht fu¨r alle Fokusadverben gleichermaßen bestehen. Vergleichen wir dies-
bezu¨glich ,,meistens“ und ,,selten“:
3 Der p-Wert fu¨r Muttersprachler ist 0.02037; der p-Wert fu¨r Nicht-Muttersprachler ist
0.5. Das Ergebnis ist demnach nur fu¨r Muttersprachler signifikant. Man muss allerdings
beru¨cksichtigen, dass ein signifikantes Ergebnis allein fu¨r Muttersprachler oder allein fu¨r
Nicht-Mutterspracher wegen der geringen Gro¨ße der beiden Testpopulationen (14 VPen/ 15
VPen) nur schwer zu erlangen ist.
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(B.4) Wo leben Sa¨ugetiere?
1. Meistens leben Sa¨ugetiere an Land.
2. Selten leben Sa¨ugetiere im Wasser.
Wir gehen davon aus, dass der Fragesatz aus Beispiel B.4 auf zwei Wei-
sen interpretiert werden kann. Er kann eher lax als Frage, wo Sa¨ugetiere im
Allgemeinen (d.h. meistens) leben, oder alternativ als Frage, wo Sa¨ugetiere
u¨berhaupt leben, interpretiert werden. Das Adverb ,,meistens“ im ersten Ant-
wortsatz des Beispiels ist pragmatisch redundant, wenn der Fragesatz auf die
erste, laxere Weise interpretiert wird; ,,meistens“ muss bei dieser Interpreta-
tion nicht erkannt und also nicht akzentuiert werden. Wenn der vorausgehen-
de Fragesatz auf die zweite, weniger laxe Weise interpretiert wird, dann ist
,,meistens“ im Antwortsatz nicht pragmatisch redundant; das Adverb muss
zur richtigen Interpretation des Satzes erkannt werden, ergo muss es akzen-
tuiert werden. Das Adverb ,,selten“ im zweiten Antwortsatz ist hingegen
bei keiner Interpretation des Fragesatzes redundant; es muss zum richtigen
Versta¨ndnis in beiden Fa¨llen erkannt werden, und es muss also in beiden
Fa¨llen akzentuiert werden.
Wir vermuten, dass eine klare Tendenz zur Akzentuierung von ,,selten“
besteht, wenn ,,selten“ nicht schon explizit mit einem unmittelbar vorausge-
henden Fragesatz gea¨ußert wurde. Eine derart klare Tendenz sollte fu¨r die
Akzentuierung von ,,meistens“ nicht bestehen. Wir vermuten also, dass die
Tendenz zur Akzentuierung von ,,selten“ deutlich sta¨rker ist als die Tendenz
zur Akzentuierung von ,,meistens“. Das im Folgenden geschilderte Perzep-
tionsexperiment dient der ¨Uberpru¨fung unserer Vermutungen.
Das Experiment la¨uft ab wie das ,,Nur“-Experiment aus Abschnitt B.1.1:
Versuchspersonen (VPen) werden mit Dialogkontexten konfrontiert, dann
werden ihnen zwei Aufnahmen von Frage-Antwort-Dialogen vorgespielt.
Die Aufnahmen unterscheiden sich nur hinsichtlich der Akzentmuster der
Antwortsa¨tze. Die VPen sollen bestimmen, welche Antwort die ihrem Emp-
finden nach bessere (ada¨qautere) ist. Es handelt sich wieder um ein forced
choice-Experiment, d.h. die VPen mu¨ssen sich fu¨r eine Antwort entscheiden.
Die Dialogkontexte werden mit Hilfe der Szenen aus Abbildung B.2 be-
schrieben. In der linken Szene (a) sind neun Rechtecke mit jeweils drei Fel-
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(a) (b)
Abbildung B.2: Bezugswelten zum ,,meistens“/,,selten“-Experiment
dern zu sehen. Ein rotes Quadrat befindet sich fu¨nfmal im linken Feld, drei-
mal im mittleren Feld und einmal im rechten Feld. Auch in der rechten Szene
(b) sind neun Rechtecke mit jeweils drei Feldern zu sehen. In dieser Szene
entha¨lt jedes Rechteck ein blaues Dreieck. Das Dreieck befindet sich einmal
im linken, dreimal im mittleren und fu¨nfmal im rechten Feld. Den VPen wird
erkla¨rt, dass in den folgenden Dialogen der Fragesteller kein vollsta¨ndiges
Wissen u¨ber die Szenen habe. Der Antwortende hingegen wisse Bescheid
und solle den Fragenden ada¨quat informieren.
Das Experiment wird in vier Teilen mit verschiedenen Versuchspopulatio-
nen durchgefu¨hrt:
1. Am ersten Teilexperiment nehmen 40 VPen teil (31 Muttersprachler
(MS), 9 Nicht-Muttersprachler (NMS) des Deutschen). Zuerst wird als
Dialogkontext die linken Szene (a) aus Abbildung B.2 pra¨sentiert; dazu
werden zwei Aufnahmen von Dialog B.5 vorgespielt. Bei den Antwor-
ten sind jeweils die in Großbuchstaben gesetzten Wo¨rter akzentuiert;
die Fragesa¨tze ist neutral akzentuiert. Die VPen geben an, welche Ant-
wort sie fu¨r besser halten.
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(B.5) (a) In welchem Feld ist das Quadrat? —
Das Quadrat ist meistens im LINKEN Feld.
(b) In welchem Feld ist das Quadrat? —
Das Quadrat ist MEISTENS im LINKEN Feld.
Danach werden den VPen die rechte Szene (b) aus Abbildung B.2 pra¨-
sentiert und zwei Aufnahmen von Dialog B.6 vorgespielt. Wieder be-
stimmen die VPen die bessere Antwort.
(B.6) (a) In welchem Feld ist das Dreieck? —
Das Dreieck ist selten im LINKEN Feld.
(b) In welchem Feld ist das Dreieck? —
Das Dreieck ist SELTEN im LINKEN Feld.
2. Das zweite Teilexperiment ist eine Wiederholung des ersten Teilexperi-
ments mit 22 VPen (18 MS, 4 NMS). Wir tauschen die Reihenfolge, in
der die Aufnahmen der Dialoge B.5 und B.6 pra¨sentiert werden. Dieses
Mal wird jeweils zuerst die Aufnahme mit akzentuiertem Fokusadverb
und dann die Aufnahme ohne Akzent auf dem Fokusadverb vorgespielt.
3. Fu¨r das dritte Teilexperiment a¨ndern wir die Fragesa¨tze, so dass ,,mei-
stens“ und ,,selten“ schon im Fragesatz vorkommen. Am dritten Teil-
experiment nehmen 30 VPen teil (20 MS, 10 NMS). Wir spielen den
VPen Aufnahmen der Dialoge B.7 und B.8 vor und pra¨sentieren die
zugeho¨rigen Szenen aus Abbildung B.2.
(B.7) (a) In welchem Feld ist das Quadrat meistens? —
Das Quadrat ist meistens im LINKEN Feld.
(b) In welchem Feld ist das Quadrat meistens? —
Das Quadrat ist MEISTENS im LINKEN Feld.
(B.8) (a) In welchem Feld ist das Dreieck selten? —
Das Dreieck ist selten im LINKEN Feld.
(b) In welchem Feld ist das Dreieck selten? —
Das Dreieck ist SELTEN im LINKEN Feld.
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Antwort mit ,,meistens“ Antwort mit ,,selten“
mit Akzent ohne Akzent mit Akzent ohne Akzent
Exp. 1 total 24 (60%) 16 (40%) 31 (77,5%) 9 (22,5%)
MS 18 (58,1%) 13 (41,9%) 23 (74,2%) 8 (25,8%)
NMS 6 (66,7%) 3 (33,3%) 8 (88,9%) 1 (11,1%)
Exp. 2 total 9 (40,9%) 13 (59,1%) 14 (63,6%) 8 (36,4%)
MS 6 (33,3%) 12 (66,7%) 12 (66,7%) 6 (33,3%)
NMS 3 (75%) 1 (25%) 2 (50%) 2 (50%)
Exp. 1 & 2 total 33 (53,2%) 29 (46,8%) 45 (72,6%) 17 (27,4%)
MS 24 (49%) 25 (51%) 35 (71,4%) 14 (28,6%)
NMS 9 (69,2%) 4 (30,8%) 10 (76,9%) 3 (23,1%)
Exp. 3 total 13 (43,3%) 17 (56,7%) 13 (43,3%) 17 (56,7%)
MS 9 (45%) 11 (55%) 9 (45%) 11 (55%)
NMS 4 (40%) 6 (60%) 4 (40%) 6 (60%)
Exp. 4 total 6 (37,5%) 10 (62,5%) 5 (31,25%) 11 (68,75%)
MS 4 (36,4%) 7 (63,6%) 4 (36,4%) 7 (63,6%)
NMS 2 (40%) 3 (60%) 1 (20%) 4 (80%)
Exp. 3 & 4 total 19 (41,3%) 27 (58,7%) 18 (39,1%) 28 (60,9%)
MS 13 (41,9%) 18 (58,1%) 13 (41,9%) 18 (58,1%)
NMS 6 (40%) 9 (60%) 5 (33,3%) 10 (66,7%)
Tabelle B.2: Ergebnisse: Akzentuierung von ,,meistens“ und ,,selten“
4. Das vierte Teilexperiment ist eine Wiederholung des dritten Teilexperi-
ments mit 16 VPen (11 MS, 5 NMS). Wir tauschen die Reihenfolge, in
der die Aufnahmen der Dialoge B.7 und B.8 vorgespielt werden. Dieses
Mal wird jeweils zuerst die Aufnahme mit akzentuiertem Fokusadverb
und dann die Aufnahme ohne Akzent auf dem Fokusadverb vorgespielt.
Die Ergebnisse stehen in Tabelle B.2. Die VPen zeigten die Tendenz, die
jeweils zuletzt vorgespielte Antwort zu bevorzugen: Es besteht ein positiver
Zusammenhang zwischen den Pra¨ferenzurteilen und der Reihenfolge, in der
die Stimuli pra¨sentiert wurden; unsere Daten sind diesbezu¨glich hochsignifi-
301
kant (p-Wert: 0.005203, ungerichteter t-Test). Um diesen ungewu¨nschten Ef-
fekt zu kompensieren, wurden die verschiedenen Teilexperimente gemacht
und die Stimuli in verschiedenen Reihenfolgen pra¨sentiert. Fu¨r die Teil-
experimente standen unterschiedlich viele VPen zur Verfu¨gung, es besteht
dadurch ein Ungleichgewicht zwischen den Teilexperimenten. Dieses Un-
gleichgewicht beeintra¨chtigt – wie die folgenden Auswertungen zeigen –
die Ergebnisse allerdings nicht:
1. Es zeigt sich eine klare Tendenz, einen Akzent auf ,,selten“ zu be-
vorzugen, wenn ,,selten“ nicht schon in der Frage vorkommt. Die Da-
ten sind diesbezu¨glich hochsignifikant; sie besta¨tigen einen Zusammen-
hang zwischen der Akzentuierung und dem (Nicht-) Vorkommen in der
Frage. Der t-Test zum Vergleich der Nullhypothese (Akzentuierung von
,,selten“ und Vorkommen in der Frage stehen in keinem Zusammen-
hang) und der gerichteten Alternativhypothese (Die Akzentuierung von
,,selten“ wird eher pra¨feriert, wenn das Wort nicht schon in der Frage
vorkommt) ergibt einen p-Wert von 0.0004785. 4
Wir haben ein solches Ergebnis erwartet. Wenn ,,selten“ schon in der
Frage vorkommt, dann ist es in der Antwort redundant. Das Wort muss
nicht akzentuiert werden. Wenn ,,selten“ aber nicht schon in der Frage
vorkommt, dann ist es in der Antwort nicht redundant. Optimalerweise
muss es akzentuiert werden.
2. Die Daten sind nicht signifikant hinsichtlich eines Zusammenhangs zwi-
schen dem Vorkommen von ,,meistens“ in der Frage und der Pra¨ferenz,
einen Akzent in der Antwort zu bevorzugen. Die gerichtete Hypothese,
dass ein Akzent auf ,,meistens“ eher bevorzugt wird, wenn das Wort
4 Das Ergebnis bleibt hochsignifikant, wenn nur die Daten der Muttersprachler beru¨cksichtigt
werden (p-Wert: 0.008472). Fu¨r die Nicht-Muttersprachler ist das Ergebnis immerhin signi-
fikant (p-Wert: 0.02594). Ein hochsignifikantes Ergebnis ergibt sich fu¨r die Gesamtheit der
VPen, wenn die Antwort ohne Akzent auf ,,selten“ zuerst pra¨sentiert wird (p-Wert: 0.003628;
Teilexperimente 1 und 3). Ansonsten ist das Ergebnis signifikant (p-Wert: 0.04957; Teilexpe-
rimente 2 und 4). Die ¨Anderung der Signifikanzniveaus kann u.a. auf die Verringerung der
Versuchspopulation zuru¨ckgefu¨hrt werden (80 Testitems von Muttersprachlern vs 28 Testi-
tems von Nicht-Muttersprachlern insgesamt; 70 Testitems in den Teilexperimente 1 und 3 vs
38 Testitems in den Teilexperimenten 2 und 4).
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nicht schon in der Frage vorkommt, konnte also nicht besta¨tigt wer-
den. Der t-Test zum Vergleich mit der Nullhypothese (Akzentuierung
und Vorkommen in der Frage stehen in keinem Zusammenhang) ergibt
einen p-Wert von 0.1512.5
Das Ergebnis ist in unserem Sinne, wenn wir es auch nicht in dieser
Klarheit vorhergesagt haben. ,,Meistens“ kann auch dann in der Ant-
wort redundant sein, wenn es nicht schon in der Frage vorkommt. Es
war daher zu erwarten, dass die Tendenz zur Akzentuierung von ,,mei-
stens“ generell geringer ausgepra¨gt ist als die zur Akzentuierung von
,,selten“. Es wa¨re mit unserer Vorhersage jedoch durchaus vereinbar ge-
wesen, wenn die Daten einen signifikanten Zusammenhang zwischen
dem Vorkommen in der Frage und der Akzentuierung in der Antwort
gezeigt ha¨tten.
3. Die Akzentuierung von ,,selten“ wird eher bevorzugt als die Akzentuie-
rung von ,,meistens“, wenn die Adverben nicht schon in der Frage vor-
kommen (Teilexperimente 1 und 2). Die Daten sind diesbezu¨glich si-
gnifikant und besta¨tigen unsere (gerichtete) Hypothese. Der t-Test zum
Vergleich mit der Nullhypothese (Zwischen der Wahl des Fokusadverbs
und Akzentuierung besteht kein Zusammenhang) ergibt einen p-Wert
von 0.02016.6
5 Das Ergebnis bleibt nicht signifikant, wenn nur die Daten der Muttersprachler (p-Wert:
0.3505) oder der Nicht-Muttersprachler (p-Wert: 0.1215) beru¨cksichtigt werden. Auch fu¨hrt
die Beschra¨nkung auf eine Pra¨sentationsreihenfolge zu keinem signifikanten Ergebnis: Wenn
die Antwort ohne Akzent auf ,,meistens“ zuerst pra¨sentiert wird (Teilexperimente 1 und 3),
dann ergibt sich ein p-Wert von 0.1270. Ansonsten (Teilexperimente 2 und 4) ergibt sich ein
p-Wert von 0.5506.
6 Das Ergebnis ist signifikant, wenn nur die Entscheidungen der Muttersprachler beru¨cksichtigt
werden (p-Wert: 0.01921). Das Ergebnis ist nicht signifikant, wenn nur die Entscheidungen
der Nicht-Muttersprachler verwendet werden (p-Wert: 0.5). Wir kommen auch zu keinen
signifikanten Ergebnisse, wenn wir nur die Fa¨lle, in denen zuerst eine Antwort ohne Ak-
zent auf dem Fokusadverb pra¨sentiert wurde (p-Wert: 0.07356), oder nur die Fa¨lle, in denen
zuerst eine Antwort mit Akzent auf dem Fokusadverb pra¨sentiert wurde (p-Wert: 0.1135),
beru¨cksichtigen. Diese ¨Anderung ist rein quantitativer Natur, weil in beiden Fa¨llen – also
unabha¨ngig von der Pra¨sentationsreihenfolge – keine Signifikanz mehr festgestellt werden
kann. Ein Grund dafu¨r besteht zweifelsohne in der Verringerung der Versuchspopulationen
(vgl. Fußnote 4). Die ¨Anderung des Signifikanzniveaus stellt das Ergebnis also nicht in Frage.
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Im Gegensatz zu ,,meistens“ kann ,,selten“ in den Versuchsdialogen
nicht als pragmatisch redundant aufgefasst werden. Wie wir erwartet
haben, ist die Tendenz, einen Akzent auf ,,selten“ zu bevorzugen, deut-
lich sta¨rker als die, einen Akzent auf ,,meistens“ zu bevorzugen.
4. Wenn die Fokusadverben ,,meistens“ und ,,selten“ schon in der Frage
vorkommen (Teilexperimente 3 und 4), dann besteht kein Zusammen-
hang zwischen der Wahl des Adverbs und der Akzentuierung. Der t-Test
zur ¨Uberpru¨fung der (ungerichteten) Hypothese, dass ein Zusammen-
hang zwischen der Wahl des Adverbs und der Akzentuierung besteht,
ergibt eine p-Wert von 1.7
Das Experiment besta¨tigt unsere Vermutungen. Das Fokusadverb ,,mei-
stens“ wird eher als pragmatisch redundant behandelt als das Fokusadverb
,,selten“. Wie wir erwartet haben, ist die Tendenz, ,,selten“ zu akzentuieren
– respektive einen Akzent auf ,,selten“ zu bevorzugen –, signifikant ho¨her
ausgepra¨gt als die Tendenz, ,,meistens“ zu akzentuieren. Fokusadverben un-
terscheiden sich also dahingehend, ob sie zu akzentuieren sind oder nicht.
B.2 Fokusprojektion
Aussagesa¨tze sind als Antworten auf zur Debatte stehende Fragen – respekti-
ve auf als zur Debatte stehend vorausgesetzte Fragen – zu interpretieren. Ei-
ne bestimmte Konstituente eines gegebenen Aussagesatzes bildet eine Kon-
stituentenantwort auf die zur Debatte stehende Frage.8 Fokustheorien und
eine Theorie der optimalen Akzentuierung verlangen, dass mindestens ein
Wort dieser Konstituentenantwort akzentuiert wird. Die Theorien brauchen
nicht die Akzentuierung desselben Worts bzw. derselben Wo¨rter zu verlan-
gen, wenn die Konstitentenantwort eine Phrase ist, welche aus mehreren
7 Der p-Wert a¨ndert sich nicht, wenn nur die Muttersprachler, nur die Nicht-Muttersprachler,
nur die Tests, in denen zuerst eine Antwort ohne Akzent auf dem Adverb pra¨sentiert wurde,
oder nur die Test, in denen zuerst eine Antwort mit Akzent auf dem Adverb pra¨sentiert wurde,
beru¨cksichtigt werden. Er liegt in allen Fa¨llen bei 1.
8 Bei Mehrfachfragen werden die Antwortteile von verschiedenen Konstituenten gebildet.
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Abbildung B.3: Bezugswelt fu¨r die Beispiele B.9 und B.10
Wo¨rtern besteht. Im Gegenteil machen die Theorien teilweise unterschied-
liche Vorhersagen zur Akzentuierung solcher Phrasen. (S.o.: Kapitel 5, Un-
terabschnitt 5.2.2.)
Im vorliegenden Abschnitt schildern wir einige Experimente zur Evalua-
tion einander widersprechender Akzentvorhersagen.
B.2.1 Kontextabha¨ngigkeit von Fokusakzentuierung
Gema¨ß der nuclear stress rule (NSR, [Chomsyk, Halle, 1968]) muss un-
abha¨ngig vom ¨Außerungskontext stets nur das letzte Wort eines Fokusses ak-
zentuiert werden. Durch Akzentuierung von ,,Haus“ im Satz ,,Nur das qua-
dratische Haus ist im linken Feld“ kann also entweder das Substantiv ,,Haus“
(Beispiel B.9) oder die Nominalphrase ,,das quadratische Haus“ (Beispiel
B.10) als Fokus markiert werden:
(B.9) Nur das quadratische [HAUS]F ist im linken Feld.
(B.10) Nur [das quadratische HAUS]F ist im linken Feld.
Die Bestimmung des Fokusses hat Auswirkungen auf die Wahrheitsbe-
dingungen des Satzes: In Bezug auf die Spielzeugwelt von Abbildung B.3
ist der Satz mit Fokus auf ,,Haus“ wahr (Beispiel B.9), weil sich außer dem
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Haus kein anderes quadratisches Objekt im linken Feld befindet; mit Fokus
auf ,,das quadratische Haus“ ist der Satz hingegen falsch (Beispiel B.10),
weil sich außer dem quadratischen Haus noch das runde Auto im linken
Feld befindet. Wenn die NSR richtig ist, dann wird durch Akzentuierung von
,,Haus“ die Fokus-Hintergrund-Struktur und ergo die Bedeutung von ,,Nur
das quadratische Haus ist im linken Feld“ nicht vollsta¨ndig bestimmt.
Einer Theorie der optimalen Akzentuierung zufolge wird durch ¨Außerung
von ,,Nur das quadratische HAUS ist im linken Feld“ die Frage danach, wel-
ches Quadrat sich im linken Feld befindet, vorausgesetzt. Der Satz ist als
Antwort auf diese Frage so zu interpretieren, dass das Haus das einzige Qua-
drat im linken Feld ist; die Interpretation entspricht der fokustheoretischen
Lesart von Beispiel B.9. Um den Satz im Sinne der fokustheoretischen Les-
art von Beispiel B.10 zu interpretieren, muss die Frage, welches Objekt –
nicht nur welches Quadrat – sich im linken Feld befinde, vorausgesetzt wer-
den. Diese Frage wird nur dann vorausgesetzt, wenn außer dem Substantiv
,,Haus“ noch das Adjektiv ,,quadratische“ akzentuiert wird: ,,Nur das QUA-
DRATISCHE HAUS ist im linken Feld.“
Eine Theorie der optimalen Akzentuierung fu¨hrt die unterschiedlichen
Lesarten des Beispielsatzes auf die Pra¨supposition unterschiedlicher ¨Auße-
rungskontexte zuru¨ck; die unterschiedlichen ¨Außerungskontexte wiederum
verlangen unterschiedliche Akzentmuster. Gema¨ß der NSR ist das Akzent-
muster der Satzes vom ¨Außerungskontext unabha¨ngig: Selbst wenn eine Fra-
ge zur Debatte steht, so dass zur Herstellung der Frage-Antwort-Kongruenz
die gesamte Subjekts-Nominalphrase fokussiert werden muss, reicht es aus,
das letzte Wort der Phrase zu akzentuieren. Eine Theorie der optimalen Ak-
zentuierung und eine Fokustheorie, welche die NSR einschließt, machen
also unterschiedliche Vorhersagen von Akzentmustern. Im Folgenden be-
schreiben wir drei Experimente zur ¨Uberpru¨fung einander widersprechender
Vorhersagen.
Experiment 1: Hintergrundfragen
Das erste Experiment la¨uft wie die Experimente zur Akzentuierung von Fo-
kusoperatoren (s.o., Abschnitt B.1) ab. 39 Versuchspersonen (VPen) nehmen
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teil, davon 28 Muttersprachler (MS) und 11 Nicht-Muttersprachler (NMS)
des Deutschen. Den VPen werden nacheinander jeweils zwei Aufnahmen
der Dialoge (B.11 - B.14) vorgespielt:
(B.11) 1. Was ist im linken Feld? —
Nur das quadratische HAUS ist im linken Feld.
2. Was ist im linken Feld? —
Nur das QUADRATISCHE HAUS ist im linken Feld.
(B.12) 1. Welches Dreieck ist im linken Feld? —
Nur das DREIECKIGE AUTO ist im linken Feld.
2. Welches Dreieck ist im linken Feld? —
Nur das dreieckige AUTO ist im linken Feld.
(B.13) 1. Was ist im linken Feld? —
Nur das DREIECKIGE AUTO ist im linken Feld.
2. Was ist im linken Feld? —
Nur das dreieckige AUTO ist im linken Feld.
(B.14) 1. Welches Quadrat ist im linken Feld? —
Nur das quadratische HAUS ist im linken Feld.
2. Welches Quadrat ist im linken Feld? —
Nur das QUADRATISCHE HAUS ist im linken Feld.
Die Dialoge bestehen jeweils aus einer Frage und einer Antwort. Bei zwei
Dialogen (B.11, B.12) wird eine weite Frage ohne Fragerestriktor, bei den
anderen beiden Dialogen (B.13, B.14) eine enge Frage mit Fragerestriktor
gestellt. Die Aufnahmen der Dialoge unterscheiden sich jeweils nur hinsicht-
lich des Akzentmusters der Antwort: Entweder ist vom Subjekt nur das Sub-
stantiv akzentuiert, oder auch das Adjektiv ist akzentuiert. Die VPen sollen
beurteilen, welche Antwort – also: welches Akzentmuster – auf die jeweils
gegebene Frage ihrem Empfinden nach besser (d.h. angemessener) ist. Es
handelt sich um ein forced choice-Experiment, d.h. die VPen mu¨ssen sich
bei allen Dialogen fu¨r eine Aufnahme entscheiden.
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Abbildung B.4: Bezugswelten zum ersten Projektionsexperiment
Bei den Experimenten zur Akzentuierung von ,,meistens“ und ,,selten“
(s.o. Abschnitt B.1.2) hat sich gezeigt, dass die Reihenfolge, in der die Auf-
nahmen vorgespielt werden, den Ausgang eines Experiments beeinflussen
kann. Um einen solchen, unerwu¨nschten Effekt zu kompensieren, variieren
wir die Pra¨sentationsreihenfolge. Bei zwei Dialogen spielen wir zuerst die
Antwort mit engem Akzent vor, bei den anderen beiden Dialogen fangen
wir mit der Antwort mit weitem Akzent an. Bei 39 VPen kommen wir da-
durch zu jeweils 78 Testitems9 fu¨r weite Fragen ohne Restriktor und fu¨r enge
Fragen mit Restriktor.
Wir schaffen kontrollierte Versuchsbedingungen, indem wir zusammen
mit den Dialogen die Spielzeugwelten aus Abbildung B.4 pra¨sentieren. Die
Spielzeugwelten spezifizieren die Bezugsrahmen der Dialoge. Durch die kla-
re Feststellung der Bezugsrahmen verhindern wir, dass die VPen fu¨r die Ant-
worten verschiedene Bezugsrahmen voraussetzen. Die linke Spielzeugwelt
(a) spezifiziert den Bezugsrahmen der Dialoge B.11 und B.13; die rechte
Welt (b) dient als Bezugsrahmen fu¨r die Dialoge B.12 und B.14. In bei-
den Welten gibt es neun verschiedene Objekte, die wahlweise als Quadrate,
9 Mutterspracher: 56 Testitems, Nicht-Muttersprachler: 22 Testitems
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Akzentuierung
Adjektiv und Substantiv nur Substantiv
Frage mit Restriktor total 23 (29,5%) 55 (70,5%)
MS 18 (32,1%) 38 (67,9%)
NMS 5 (22,7%) 17 (77,3%)
Frage ohne Restriktor total 52 (66,7%) 26 (33,3%)
MS 37 (66,1%) 19 (33,9%)
NMS 15 (68,2%) 7 (31,8%)
Tabelle B.3: Ergebnisse des ersten Projektionsexperiments
Dreiecke und Kreise oder als Autos, Ha¨user und Gesicher klassifiziert wer-
den ko¨nnen. Die Objekte sind auf zwei Felder (linkes Feld und rechtes Feld)
verteilt. Den VPen wird erkla¨rt, der Antwortende kenne die Welten, der Fra-
gesteller hingegen nicht. Der Antwortenden solle den Fragesteller ada¨quat
informieren.
Der NSR zufolge ist die alleinige Akzentuierung des Substantivs in allen
Fragekontexten gleich akzeptabel. Wenn die NSR also stimmt, dann sollten
die VPen bei allen Dialogen die alleinige Akzentuierung des Substantivs be-
vorzugen; ein Zusammenhang zwischen Fragekontext und Akzentpra¨ferenz
sollte nicht bestehen. Eine Theorie der optimalen Akzentuierung verlangt
bei weiten Frage zusa¨tzlich zur Akzentuierung des Substantivs die Akzen-
tuierung des Adjektivs. Ihr gema¨ß ist zu erwarten, dass ein Zusammenhang
zwischen Fragekontext und Akzentpra¨ferenz nachweisbar ist.
Die Ergebnisse des Experiments stehen in Tabelle B.3. Den Ergebnissen zu-
folge besteht ein Zusammenhang zwischen Fragetyp und Umfang der Ak-
zentuierung. Der t-Test zum Vergleich der Nullhypothese (Fokustheorie: Es
besteht kein Zusammenhang zwischen Frage und Akzentuierung) und der ge-
richteten Alternativhypothese (Optimale Akzentuierung: Es besteht die Ten-
denz zur weiten Akzentuierung in Antworten auf weite Fragen ohne Restrik-
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tor) ergibt einen p-Wert von 2.877e-06.10 Die Ergebnisse sind hochsignifi-
kant und besta¨tigen die Vorhersage optimaler Akzentuierung.
Wir gehen davon aus, dass Fokustheorien zufolgen bei allen Antworten zur
Herstellung der Frage-Antwort-Kongruenz die gesamte Subjekts-Nominal-
phrase fokussiert werden muss. In beiden Antworten des folgenden Beispiels
B.15 muss also ,,das quadratische Haus“ fokussiert werden. Die Akzentuie-
rung dieses Fokusses ist – so hat unser Experiment gezeigt – vom Fragekon-
text abha¨ngig:
(B.15) 1. Was ist im linken Feld? —
Nur [das QUADRATISCHE HAUS]F ist im linken Feld.
2. Welches Quadrat ist im linken Feld? —
Nur [das quadratische HAUS]F ist im linken Feld.
Die NSR wird durch das Ergebnis des Experiments auch dann falsifiziert,
wenn man annimmt, dass bei einer Frage mit Fragerestriktor nicht die ganze
Subjekts-Nominalphrase, sondern nur deren Substantiv – in Beispiel B.15-
2 also: ,,Haus“ – fokussiert werden muss. Problematisch fu¨r die NSR ist
schließlich nicht der Fall, indem nur ,,Haus“ akzentuiert werden muss, son-
dern der Fall, in dem auch ,,quadratische“ einen Akzent zu tragen hat.
Wir halten die Annahme, dass in der Antwort von Beispiel B.15-2 nur
das Substantiv ,,Haus“ zu fokussieren sei, im ¨Ubrigen nicht fu¨r plausibel.
Die Frage-Antwort-Kongruenz wird durch die Fokussierung von ,,Haus“ nur
dann hergestellt, wenn die zuvor gestellte Frage im Sinne von ,,Welcher Art
ist das Quadrat im linken Feld?“ – als Frage nach einer Eigenschaft also –
verstanden wird. So verstanden ko¨nnte die Frage nicht ada¨quaterweise durch
Nennung eines bestimmten Objekts – z.B. durch die ¨Außerung von ,,OB-
JEKT 1 ist im linken Feld“ – beantwortet werden. Weil aber ,,Objekt 1 ist
im linken Feld“ eine tadellose Antwort bedeutet, muss ,,Welches Quadrat ist
im linken Feld?“ also als Frage nach einem Objekt (nicht nach einer Eigen-
schaft) verstanden werden.11
10 Muttersprachler: p-Wert 0.0003019, Nicht-Muttersprachler: p-Wert 0.002884.
11 Vgl. diesbezu¨glich auch die Fußnote 59 aus Kapitel 5.
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Abbildung B.5: Bezugswelten zum zweiten Projektions-Experiment
Experiment 2: Neue Wo¨rter
Betrachten wir als na¨chstes die Dialoge B.16 und B.17 zusammen mit ihren
in Abbildung B.5 repra¨sentierten Bezugswelten:
(B.16) Welcher Kreis ist im linken Feld? —
Nur [das runde Auto]F ist im linken Feld.
(B.17) Was ist im linken Feld? —
Nur [das runde Auto]F ist im linken Feld.
Der NSR zufolge soll bei beiden Antworten jeweils nur das Wort ,,Auto“
akzentuiert werden. Einer Theorie der optimalen Akzentuierung zufolge ist
die richtige Akzentuierung vom jeweiligen Fragekontext abha¨ngig; in der
Antwort von Beispiel B.17 muss außer dem Substantiv ,,Auto“ auch das Ad-
jektiv ,,runde“ akzentuiert werden. Mo¨glicherweise liegen beide Theorien
falsch. Man ko¨nnte vermuten, dass in beiden Dialogen (also unabha¨ngig vom
Fragekontext) das Adjektiv ,,runde“ zu akzentuieren sei. Als Grund ko¨nnte
man anfu¨hren, dass ,,runde“ nicht explizit schon mit dem Fragesatz gea¨ußert
werde und deshalb im Diskurskontext neu sei; neue Wo¨rter seien zu akzen-
tuieren. Alternativ ko¨nnte man noch vermuten, ,,runde“ sei nur im Dialog
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B.16, nicht aber in B.17 zu akzentuieren; ein Grund fu¨r diese Vermutung
leuchtet allerdings nicht unmittelbar ein.
Evaluieren wir die konkurrierenden Vorhersagen durch ein Experiment. Wir
wiederholen das Experiment aus Unterabschnitt B.2.1 mit leicht vera¨nderten
Dialogen und dementsprechend angepassten Bezugswelten. Wir spielen 27
VPen (21 MS, 6 NMS) jeweils zwei Aufnahmen der Dialoge B.18 - B.21 vor.
Zusammen mit den Aufnahmen pra¨sentieren wir die Bezugswelten aus Ab-
bildung B.5: Wir pra¨sentieren Welt (a) zusammen mit den Aufnahmen der
Dialoge B.18 und B.21, und wir pra¨sentieren Welt (b) zusammen mit den
Aufnahmen der Dialoge B.19 und B.20. Die Aufnahmen der Dialoge unter-
scheiden sich jeweils nur in Bezug auf die Akzentuierung der Antworten.
Die VPen sollen entscheiden, welche Antwort jeweils die ihrem Empfinden
nach bessere Antwort ist; da es sich um ein forced choice-Experiment han-
delt, mu¨ssen sich die VPen jeweils fu¨r eine Antwort entscheiden.
(B.18) 1. Was ist im linken Feld? —
Nur [das runde AUTO]F ist im linken Feld.
2. Was ist im linken Feld? —
Nur [das RUNDE AUTO]F ist im linken Feld.
(B.19) 1. Welcher Kreis ist im linken Feld? —
Nur [das RUNDE HAUS]F ist im linken Feld.
2. Welcher Kreis ist im linken Feld? —
Nur [das runde HAUS]F ist im linken Feld.
(B.20) 1. Was ist im linken Feld? —
Nur [das RUNDE HAUS]F ist im linken Feld.
2. Was ist im linken Feld? —
Nur [das runde HAUS]F ist im linken Feld.
(B.21) 1. Welcher Kreis ist im linken Feld? —
Nur [das runde AUTO]F ist im linken Feld.
2. Welcher Kreis ist im linken Feld? —
Nur [das RUNDE AUTO]F ist im linken Feld.
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Akzentuierung
Adjektiv und Substantiv nur Substantiv
Frage mit Restriktor total 22 (40,7%) 32 (59,3%)
MS 16 (38,1%) 26 (61,9%)
NMS 6 (50%) 6 (50%)
Frage ohne Restriktor total 38 (70,4%) 16 (29,6%)
MS 32 (76,2%) 10 (23,8%)
NMS 6 (50%) 6 (50%)
Tabelle B.4: Ergebnisse des zweiten Projektionsexperiments
Die Ergebnisse des Experiments stehen in Tabelle B.4. Den Ergebnisse zu-
folge besteht die Tendenz, das Adjektiv ,,runde“ nur nach der Frage, was
im linken Feld sei (nicht aber nach der Frage, welcher Kreis im linken Feld
sei), zu akzentuieren. Der t-Test zum Vergleich der Nullhypothese, derzu-
folge kein Zusammenhang zwischen Frage und Akzentuierung besteht, und
der gerichteten Alternativhypothese optimaler Akzentuierung ergibt einen
p-Wert von 0.001735. Die Ergebnisse sind demnach hochsignifikant und
besta¨tigen die Vorhersage optimaler Akzentuierung. Die Ergebnisse blei-
ben hochsignifikant, wenn nur die Pra¨ferenzen der Muttersprachler beru¨ck-
sichtigt werden (p-Wert 0.0004124); die Ergebnisse sind nicht signifikant,
wenn nur die Pra¨ferenzen der Nicht-Muttersprachler beru¨cksichtigt werden
(p-Wert 0.6579).
Experiment 3: Gegebene Wo¨rter
Die Ergebnisse der beiden Experimente aus den Unterabschnitten B.2.1 und
B.2.1 sprechen in hochsignifikanter Weise fu¨r die Hypothese optimaler Ak-
zentuierung. Die Ergebnisse des ersten Experiments sind noch deutlicher als
die des zweiten Experiments. Das kann daran liegen, dass am ersten Expe-
riment mehr VPen befragt wurden und daher leichter ein hoher p-Wert zu
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erreichen ist. Der Unterschied kann aber noch einen weiteren Grund haben:
(B.22) Welches Quadrat ist im linken Feld? —
Nur [das quadratische Auto]F ist im linken Feld.
(B.23) Welcher Kreis ist im linken Feld? —
Nur [das runde Auto]F ist im linken Feld.
Im ersten Experiment wurden Dialoge wie B.22, im zweiten Experiment
hingegen Dialoge wie B.23 untersucht. Die Wo¨rter ,,Kreis“ und ,,runde“
(Dialog B.23) sind sich weder hinsichtlich ihres Lautbildes noch hinsichtlich
ihrer Bedeutung so a¨hnlich wie die Wo¨rter ,,Quadrat“ und ,,quadratische“
(Dialog B.22). Man kann nun mit Verweis auf [Prince, 1981] die These ver-
treten, dass die Adjektive ,,runde“ und ,,quadratische“ deshalb in verschie-
denem Maße vorhersehbar sind; ,,runde“ ist im Dialog B.23 weniger stark
vorhersehbar als ,,quadratische“ im Dialog B.22. Dementsprechend ko¨nnte
man annehmen, dass die Tendenz, einen Akzent auf ,,runde“ zu pra¨ferieren,
sta¨rker ausgepra¨gt ist als die Tendenz, einen Akzent auf ,,quadratische“ zu
pra¨ferieren.
¨Uberpru¨fen wir die Annahme durch ein Experiment. Wir spielen 38 VPen
(29 MS, 9 NMS) Aufnahmen der Dialoge B.24 - B.27 vor. Zu den Dialogen
pra¨sentieren wir die durch Abbildung B.5 symbolisierten Bezugswelten.12
Wie bei den anderen beiden Experimenten unterscheiden sich die Aufnah-
men der Dialoge jeweils nur im Akzentmuster der Antwort. Die VPen ent-
scheiden, welche Antworten die ihrem Empfinden nach besseren Antworten
sind. Wie zuvor mu¨ssen sich die VPen jeweils fu¨r eine Antwort entscheiden.
(B.24) 1. Welcher Kreis ist im linken Feld? —
Nur [das runde AUTO]F ist im linken Feld.
2. Welcher Kreis ist im linken Feld? —
Nur [das RUNDE AUTO]F ist im linken Feld.
(B.25) 1. Welches Quadrat ist im linken Feld? —
Nur [das QUADRATISCHE HAUS]F ist im linken Feld.
12 Welt (a) zu den Dialogen B.24, Welt (b) zu den Dialogen B.25 u.s.w.
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Abbildung B.6: Bezugswelten zum dritten Projektionsexperiment
2. Welches Quadrat ist im linken Feld? —
Nur [das quadratische HAUS]F ist im linken Feld.
(B.26) 1. Welches Quadrat ist im linken Feld? —
Nur [das quadratische AUTO]F ist im linken Feld.
2. Welches Quadrat ist im linken Feld? —
Nur [das QUADRATISCHE AUTO]F ist im linken Feld.
(B.27) 1. Welcher Kreis ist im linken Feld? —
Nur [das RUNDE HAUS]F ist im linken Feld.
2. Welcher Kreis ist im linken Feld? —
Nur [das runde HAUS]F ist im linken Feld.
Die Ergebnisse des Experiments stehen in Tabelle B.5. Die Tendenz, bei den
Antworten einen Akzent auf ,,runde“ zu pra¨ferieren, ist deutlich sta¨rker aus-
gepra¨gt als die Tendenz, einen Akzent auf ,,quadratische“ zu pra¨ferieren. Die
Ergebnisse sind diesbezu¨glich hochsignifikant. Der t-Test zum Vergleich der
Nullhypothese (Die Tendenz bei den genannten Dialogen einen Akzent auf
,,runde“ zu pra¨ferieren, ist nicht verschieden von der Tendenz, einen Akzent
auf ,,quadratische“ zu pra¨ferieren) und der gerichteten Alternativhypothe-
se (Die Tendenz, bei den genannten Dialogen einen Akzent auf ,,runde“ zu
pra¨ferieren, ist sta¨rker ausgepra¨gt als die Tendenz, einen Akzent auf ,,qua-
dratische“ zu pra¨ferieren) ergibt einen p-Wert von 0.00261.13
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Akzentuierung
Adjektiv und Substantiv nur Substantiv
,,Kreis“ – ,,rund“ total 42 (55,3%) 34 (44,7%)
MS 28 (48,3%) 30 (51,7%)
NMS 14 (77,8%) 4 (22,2%)
,,Quadrat“ – ,,quadratisch“ total 24 (31,6%) 52 (68,4%)
MS 16 (27,6%) 42 (72,4%)
NMS 8 (44,4%) 10 (55,6%)
Tabelle B.5: Ergebnisse des dritten Projektionsexperiments
Nicht-Muttersprachler pra¨ferieren eher einen Akzent auf ,,runde“ als Mut-
tersprachler. Die Ergebnisse sind auch diesbezu¨glich hochsignifikant: Der
t-Test zum Vergleich der Nullhypothese (Zwischen MSn und NMSn sind kei-
ne unterschiedlichen Pra¨ferenzen bezu¨glich der Akzentuierung von ,,runde“
feststellbar) und der gerichteten Alternativhypothese (NMS pra¨ferieren eher
einen (nicht-optimalen) Akzent auf ,,runde“ als MS) liefert einen p-Wert von
0.001243. Der p-Wert zum Vergleich der entsprechenden Hypothesen fu¨r
die Akzentuierung von ,,quadratische“ betra¨gt 0.1462. Die Ergebnisse des
Experiments lassen also keinen signifikanten Unterschied bezu¨glich der Ak-
zentuierung von ,,quadratische“ erkennen.
Einer Theorie der optimalen Akzentuierung zufolge muss in keiner der
Anworten das Adjektiv ,,runde“ oder das Adjektiv ,,quadratische“ akzentu-
iert werden; die Nicht-Erkennung von beiden Adjektive kann durch Bezug
auf den Diskurskontext kompensiert werden. Die Ergebnisse des ersten und
des zweiten Experiments aus den vorliegenden Unterabschnitt besta¨tigen die
Annahme optimaler Akzentuierung. Die Tendenz der VPen, eher einen Ak-
zent auf ,,runde“ als einen Akzent auf ,,quadratische“ fu¨r angemessen zu hal-
ten, kann evt. mit den unterschiedlichen Vorhersehbarkeiten der Adjektive –
13 Muttersprachler: p-Wert 0.01737 (signifikant), Nicht-Muttersprachler: p-Wert 0.0429 (signi-
fikant).
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d.h. den unterschiedlichen ,Gegebenseinsweisen‘ der durch die Adjektive
bezeichneten Pra¨dikate – begru¨ndet werden: Die Tatsache, dass die Nicht-
Erkennung von ,,runde“ kompensiert werden kann, ist mo¨glicherweise we-
niger klar ersichtlich als die Tatsache, dass die Nicht-Erkennung von ,,qua-
dratische“ kompensiert werden kann. Die Kompensierbarkeit der Erkennung
von ,,runde“ du¨rfte fu¨r Nicht-Muttersprachler des Deutschen schwieriger zu
bemerken sein als fu¨r Muttersprachler. Dies ko¨nnte der Grund dafu¨r sein,
weshalb die Nicht-Muttersprachler unter unseren VPen hochsignifikant ha¨u-
figer einen Akzent auf ,,runde“ pra¨ferieren als die Muttersprachler.
Zusammenfassung
Die Ergebnisse der im vorliegenden Unterabschnitt erla¨uterten Experimente
widerlegen die nuclear stress rule (NSR):
1. Es konnte gezeigt werden, dass es nicht immer ausreicht, nur das letzte
Wort eines Fokusses zu akzentuieren.
2. Ein Aussagesatz mit vorgegebener Fokus-Hintergrund-Struktur kann
mit verschiedenen Fragen kongruieren. Die Fokus-Hintergrund-Struk-
tur des Satzes wird nicht davon beeinflusst, welche dieser Fragen zur
Debatte steht und beantwortet werden soll; nichtsdestotrotz kann die
richtige Akzentuierung des Satzes vom Fragekontext abha¨ngig sein. In
diesem Fall bestimmt also der Fragekontext, durch Akzentuierung wel-
cher Wo¨rter der Fokus markiert werden muss: Die Fokusakzentuierung
ist in diesem Fall kontextsensitiv.
B.2.2 Head-Argument Asymmetry
Fokusakzentuierung kann kontextsensitiv sein. [Selkirk, 1995] fu¨hrt fu¨r die
Bestimmung der zur akzentuierenden Wo¨rter eines Fokusses das syntakti-
sche Merkmal f ein: Kontextuell neue Wo¨rter mu¨ssen das f -Merkmal tra-
gen; sie ko¨nnen das Merkmal entweder durch freie Zuweisung oder durch
Projektion erhalten. Wenn ein Wort das f -Merkmal durch freie Zuweisung
erha¨lt, dann muss es akzentuiert werden; ansonsten darf es nicht akzentuiert
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werden. Die Abwesenheit von Akzenten auf kontextuell neuen Wo¨rtern wird
also mit Hilfe einer Projektionsregel fu¨r das f -Merkmal erkla¨rt.
Laut [Selkirk, 1995] besteht ein generelles Ungleichgewicht in der Ak-
zentuierung von Phrasenko¨pfen und internen Argumenten (head-argument
asymmetry): Die internen Argumente einer Phrase ko¨nnen das f -Merkmal
nur durch freie Zuweisung erhalten;14 wenn sie das f -Merkmal tragen, dann
werden sie also akzentuiert. Der Kopf einer Phrase kann hingegen das f -
Merkmal per Projektion erhalten; er braucht selbst dann nicht unbedingt ak-
zentuiert zu werden, wenn er das f -Merkmal tra¨gt.
Die Fokusakzentuierungsregeln von [Selkirk, 1995] sind mehrfach kriti-
siert worden, z.B. von [Schwarzschild, 1999]. Die Kritiker bestreiten dabei
nicht das Bestehen der head-argument asymmetry.
Im Rahmen einer Theorie der optimalen Akzentuierung wird die Abwe-
senheit von Akzenten anders als bei [Selkirk, 1995] erkla¨rt, na¨mlich mit Hil-
fe von Typanpassungsregeln: Die Nicht-Erkennung kontextuell neuer Wo¨rter
ohne Akzent muss vom Rezipienten kompensierbar sein. Eine Theorie der
optimalen Akzentuierung sagt ein generelles Ungleichgewicht der Akzentu-
ierung von Wo¨rtern, deren Erkennung standardma¨ßg kompensierbar ist, und
Wo¨rtern, deren Erkennung nicht standardma¨ßig kompensierbar ist, voraus.
Die Theorie sagt kein generelles Ungleichgewicht der Akzentuierung von
Phrasenko¨pfen und internen Argumenten voraus; ihrzufolge gibt es keinen
Grund anzunehmen, dass eine head-argument asymmetry besteht.
Eine Theorie der optimalen Akzentuierung und eine Theorie der Fokusak-
zentuierung wie die von [Selkirk, 1995] machen also teilweise unterschied-
liche Vorhersagen von Akzentmustern. Das folgende Perzeptionsexperiment
dient zur ¨Uberpru¨fung einander widersprechende Vorhersagen. Das Experi-
ment la¨uft wie die in Unterabschnitt B.2.1 beschriebenen Experimente ab:
(B.28) 1. Was verkleinert Peter? —
Peter VERKLEINERT das QUADRAT.
2. Was verkleinert Peter? — Peter verkleinert das QUADRAT.
14 Genauer: Sie mu¨ssen wenigstens ein Wort enthalten, das das f -Merkmal durch freie Zuwei-
sung erha¨lt.
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(B.29) 1. Was macht Jan? — Jan vergro¨ßert das DREIECK.
2. Was macht Jan? — Jan VERGR ¨OßERT das DREIECK.
(B.30) 1. Was macht Otto? — Otto ENTFERNT das KREUZ.
2. Was macht Otto? — Otto entfernt das KREUZ.
(B.31) 1. Was vergro¨ßert Jan? — Jan vergro¨ßert das DREIECK.
2. Was vergro¨ßert Jan? — Jan VERGR ¨OßERT das DREIECK.
(B.32) 1. Was macht Frank? — Frank verkleinert das DREIECK.
2. Was macht Frank? — Frank VERKLEINERT das DREIECK.
(B.33) 1. Was entfernt Otto? — Otto ENTFERNT das KREUZ.
2. Was entfernt Otto? — Otto entfernt das KREUZ.
(B.34) 1. Was macht Peter? — Peter VERKLEINERT das QUADRAT.
2. Was macht Peter? — Peter verkleinert das QUADRAT.
(B.35) 1. Was verkleinert Frank? — Frank verkleinert das DREIECK.
2. Was verkleinert Frank? — Frank VERKLEINERT das DREIECK.
Wir spielen Versuchspersonen (VPen) jeweils zwei Aufnahmen der Dia-
loge B.28-B.35 vor. Die Dialoge bestehen jeweils aus einer Frage und einer
Antwort. Bei vier Dialogen (B.28, B.31, B.33, B.35) wird eine Frage nach
einem Objekt gestellt (,,Was vergro¨ßert/.../entfernt ...?“); bei den anderen
Dialogen (B.29, B.30, B.32, B.34) wird nach einer Handlung gefragt (,,Was
macht ...?“). Die Aufnahmen der Dialoge unterscheiden sich jeweils nur hin-
sichtlich des Akzentmusters der Antwort. Jeweils ist einmal nur das Substan-
tiv der Objekts-Nominalphrase akzentuiert; bei der anderen Aufnahme ist
zusa¨tzlich das Verb akzentuiert. Die VPen sollen fu¨r jede Dialogpaar beur-
teilen, welche Antwort die ihrem Empfinden nach bessere (angemessenere)
ist. Weil sich die Antworten nur hinsichtlich der Akzentuierung unterschei-
den, sollen die VPen also beurteilen, welche Akzentuierung angemessener
ist. Wie gehabt handelt es sich um ein forced choice-Experiment, d.h. die
VPen mu¨ssen sich bei allen Dialogpaaren fu¨r eine Antwort entscheiden.
Wir fu¨hren das Experiment zweimal durch:
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vergrößern
verkleinern
entfernen
Abbildung B.7: Bezugswelt zum vierten Projektionsexperiment, Teil 1
vergrößern
verkleinern
entfernen
(a)
vergrößern
verkleinern
entfernen
(b)
vergrößern
verkleinern
entfernen
(c)
vergrößern
verkleinern
entfernen
(d)
Abbildung B.8: Bezugswelten zum vierten Projektions-Experiment, Teil 2
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1. An der ersten Durchfu¨hrung nehmen 22 VPen teil, davon sind 15 Mut-
tersprachler und 7 Nicht-Muttersprachler des Deutschen. Um die In-
terpretationen der Fragesa¨tze und damit die Mengen mo¨glicher Ant-
worten zu beschra¨nken, pra¨sentieren wir zusammen mit den Aufnah-
men der Dialoge B.28-B.35 das in Abbildung B.7 dargestellte Spielfeld.
Auf dem Spielfeld befinden sich drei Objekte: ein Dreieck, ein Quadrat
und ein Kreuz. Die Objekte ko¨nnen vergro¨ßert, verkleinert oder entfernt
werden. Wir erkla¨ren den VPen, dass der Fragesteller das Spielfeld ken-
ne; er wisse aber nicht die Antwort auf seine Fragen. Der Antwortende
ko¨nne die Fragen beantworten; er solle den Fragesteller jeweils ada¨quat
informieren.
2. An der zweiten Durchfu¨hrung nehmen 25 VPen teil, davon sind 18
VPen Muttersprachler und 7 Nicht-Muttersprachler des Deutschen. Kei-
ne VP des zweiten Durchgangs hat schon am ersten Durchgang teilge-
nommen. Der zweite Durchgang unterscheidet sich vom ersten darin,
dass nicht konstant mit allen Dialogen dasselbe Spielfeld pra¨sentiert
wird. Wir wechseln bei der Pra¨sentation zwischen den in Abbildung
B.8 dargestellten Spielfeldern. Die Darstellungen entsprechenden den
jeweiligen Antworten: Spielfeld (a) wird zusammen mit den Aufnah-
men der Dialoge B.28 und B.34, Spielfeld (b) zusammen mit den Auf-
nahmen der Dialoge B.29 und B.31, Spielfeld (c) zusammen mit den
Aufnahmen der Dialoge B.30 und B.33 und Spielfeld (d) zusammen
mit den Aufnahmen der Dialoge B.32 und B.35 pra¨sentiert.
Gema¨ß einer Theorie der optimalen Akzentuierung ist zu erwarten, dass die
VPen die alleinige Akzentuierung des Substantivs bevorzugen, wenn nach
einem Objekt gefragt wird (,,Was vergro¨ßert/.../entfernt ...?“). Wenn hinge-
gen die Frage nach einer Handlung gestellt wurde (,,Was macht ...?“), dann
sollten die VPen die zusa¨tzliche Akzentuierung des Verbs pra¨ferieren. Eine
Theorie der optimalen Akzentuierung erwartet auch, dass ein Zusammen-
hang zwischen Fragetyp und Pra¨ferenz des Akzentmusters feststellbar ist:
Die Akzentuierung des Verbs sollte signifikant ha¨ufiger pra¨feriert werden,
wenn das Verb nicht schon im Fragesatz des Dialogs vorkommt.
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Akzentuierung
Verb und Substantiv nur Substantiv
Was vergro¨ßert/.../entfernt ...? total 39 (20,7%) 149 (79,3%)
MS 26 (19,7%) 106 (80,3%)
NMS 13 (23,2%) 43 (76,8%)
Was macht ...? total 76 (40,4%) 112 (59,6%)
MS 49 (37,1%) 83 (62,9%)
NMS 27 (48,2%) 29 (51,8%)
Was vergr. ...? (Bild konst.) total 20 (22,7%) 68 (77,3%)
MS 13 (21,7%) 47 (78,3%)
NMS 7 (25%) 21 (75%)
Was macht ...? (Bild konst.) total 38 (43,2%) 50 (56,8%)
MS 25 (41,7%) 35 (58,3%)
NMS 13 (46,4%) 15 (53,6%)
Was vergr. ...? (Bildwechsel) total 19 (19%) 81 (81%)
MS 13 (18,1%) 59 (81,9%)
NMS 6 (21,4%) 22 (78,6%)
Was macht ...? (Bildwechsel) total 38 (38%) 62 (62%)
MS 24 (33,3%) 48 (66,7%)
NMS 14 (50%) 14 (50%)
Tabelle B.6: Ergebnisse des vierten Projektionsexperiments
[Selkirk, 1995] zufolge sollte die VPen unabha¨ngig vom jeweiligen Fra-
gekontext stets die alleinige Akzentuierung des Substantivs bevorzugen. Ein
Abha¨ngigkeit der Akzentpra¨ferenzen vom Fragekontext sollte nicht feststell-
bar sein.
Die Ergebnisse des Experiments stehen in Tabelle B.6: In der ersten Tabel-
lenzeile sind die Ergebnisse der Teilexperimente zusammengefasst, in der
zweiten Zeile stehen die Ergebnisse des ersten Teilexperiments mit konstan-
tem Bild, und in der dritten Zeile stehen die Ergebnisse des zweiten Teil-
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experiments mit wechselnden Bildern.15 Aus allen drei Zeilen la¨sst sich er-
sehen, dass die VPen stets – d.h. in beiden Fragekontexten – die alleinige
Akzentuierung des Substantivs mehrheitlich bevorzugen. Dieses Ergebnis
unterstu¨tzt die Voraussage von [Selkirk, 1995]. Gleichzeitig sind die Da-
ten aber hochsgnifikant bezu¨glich einer Abha¨ngigkeit der Akzentpra¨ferenz
vom Fragekontext. Der t-Test zum Vergleich der Selkirk-Hypothese (Null-
hypothese: Fragekontext und Akzentpra¨ferenz stehen in keinem Zusammen-
hang) und der Hypothese optimaler Akzentuierung (gerichtete Alternativhy-
pothese: Die Akzentuierung des Verbes wird signifikant ha¨ufiger pra¨feriert,
wenn es nicht schon im Fragesatz vorkommt) ergibt fu¨r die Zusammenfas-
sung der Ergebnisse beider Teilexperimente einen p-Wert von 2.524e-05.16
Wenn wir allein die Ergebnisse des ersten Teilexperiments mit konstantem
Bild auswerten, dann erhalten wir einen p-Wert von 0.00308;17 die Auswer-
tung des zweiten Teilexperiments mit Bildwechsel ergibt einen p-Wert von
0.002287.18 In dieser Hinsicht unterstu¨tzen die Ergebnisse also in hochsigni-
fikanter Weise die Vorhersage optimaler Akzentuierung und widersprechen
der Vorhersage von Selkirk.
15 Die Ergebnisse der beiden Teilexperimente ko¨nnen bedenkenlos zusammengefasst werden; es
hat keine Auswirkungen auf die Pra¨ferenzen der VPen, ob mit den Dialogen immer dasselbe
Bild oder wechselnde Bilder pra¨sentiert werden: Der t-Test zum Vergleich der ungerichteten
Hypothese, dass ein Zusammenhang zwischen Bildpra¨sentation und den Pra¨ferenzen bei der
Beurteilung von Antworten auf Fragen ohne Restriktor besteht, mit der Nullhypothese, dass
kein solcher Zusammenhang besteht, ergibt einen p-Wert von 0.5905. Der t-Test zum Ver-
gleich der ungerichteten Hypothese, dass ein Zusammenhang zwischen Bildpra¨sentation und
den Pra¨ferenzen bei der Beurteilung von Antworten auf Fragen mit Restriktor besteht, mit der
Nullhypothese, dass kein solcher Zusammenhang besteht, ergibt einen p-Wert von 0.5516. Die
Daten sind also nicht signifikant bezu¨glich eines Zusammenhangs von Bildpra¨sentationsweise
und Akzentpra¨ferenzen.
16 Nur fu¨r die Pra¨ferenzen der Muttersprachler liegt der p-Wert bei 0.001275; nur fu¨r die
Pra¨ferenzen der Nicht-Muttersprachler liegt er bei NMS: 0.03157.
17 Nur fu¨r die Pra¨ferenzen der Muttersprachler liegt der p-Wert bei 0.01509; nur fu¨r die
Pra¨ferenzen der Nicht-Muttersprachler liegt er bei NMS: 0.081234.
18 Nur fu¨r die Pra¨ferenzen der Muttersprachler liegt der p-Wert bei 0.02793; nur fu¨r die
Pra¨ferenzen der Nicht-Muttersprachler liegt er bei NMS: 0.02481.
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Das Ergebnis des Experiments dient weder der Besta¨tigung einer Theorie
der optimalen Akzentuierung noch der Besta¨tigung einer Fokustheorie a` la
[Selkirk, 1995]. Es besteht anscheinend sowohl eine Abha¨ngigkeit der Ak-
zentuierung des Verbs (z.B. ,,verkleinert“) vom jeweiligen Fragekontext als
auch eine Asymmetrie zwischen den Akzentuierungen des Verbs (z.B. ,,ver-
kleinert“) und des Substantivs (z.B. ,,Quadrat“).
Ausblick
Wir haben bisher ,akzentuiert‘ als bina¨res, nicht als graduelles Merkmal de-
finiert. In Kapitel 5 (Unterabschnitt 5.2.2) der vorliegenden Arbeit haben
wir skizziert, wie mo¨glicherweise die Asymmetrie der Akzentuierungen des
Verbs und des Substantive im Rahmen einer Theorie der optimalen Akzen-
tuierung erkla¨rt werden kann, wenn ,akzentuiert‘ als graduelles Merkmal
definiert wird. Die Pra¨zisierung der in Kapitel 5 skizzierten Erkla¨rung und
ihre experimentelle ¨Uberpru¨fung steht noch aus.
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