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INTRODUÇJIO 
Ne..õte. ttLaba.tho e..ó.tudaJte..mo.ó a.tgu.n.ó -te.oJte.ma!J de. :te._o,J 
Jtia da medida que. .óe. aplicam a pJtabie.ma.ó de. e.qu.a~oe..ó di6e.-
Um de.l'.e..ó .6 e.Jtá demo n.ó :t.JLado no c..apZ.tu.f.o 1 e _a6-i.Jtma 
que. .óe. 6 (t:, x} é uma 6unç.ão que. J.Ja:til:J 6az a.6 c.oYtd/._ç.Õe..ó de. 
CaJtath~odoJty e x{.t) ê uma 6unç.ãa contlnua, então óf.t,x{.t)) 
é me.n.óuJtâve.l. E.ó.óe. te.oJte.ma ê. u~,:,ado na de.man.ótJtaç.ãa de. e.xi.ó-
tê.nc..i.a de. .óoluç.Õe..ó ge.ne.Jta.tizada.ó de. e.quaç.Õe.-6 
do em [z] 
No cap1.tu-to I 1 e..ótu.dake.mo.ó um :te.one.ma de. L,i_apuno v 
que. atíJ.Jtma que. .6e. I é um int:e.Jtvaf.o c.ompac.-ta da Jte.:ta, !f: I -+IR.11 
- flu.rtç.ão -L n.te. g Jtã v e. f. JU .. mJ..tada, ECl - me. n-6 u.Jr.â v e..t , e uma e e e o 
' 
conjunto doó pan .. tof.J do JRn do .. t-i-po JE y(.t)d.t e c.ompac..to e 
vexo. El!.óa de.moYL.ó:tJtaç.ão .6 e.Jta ba-t..e.ada na e.xi.6.tê.nc.ia de. uma 
6am1.Li.a to.ta.tme.nte. ollde.nada de. .6ubc.onjuvtto6 me..n6uJÚÍve.i6 de. 
I. A c..on:thuç.ão de. ta.t 6am1.tia .6e.ft..a 6e.ita com o aux..ZR..l.o de. 
um ''Te..oJte.ma do Va.tah Inte.nme.diâJLio" pana flunç.Õe..-5 de. c..onjun-
to6 tota.tme.nte. aditiva-S e. não atômic..a-5. 
Como aplic..ação do -te.one.ma de. Liapunov mo6tJLa.Jte.mo6 
qtte. o conjunto. a~ting1ve.l vwm pnoble.ma de. c..oat.Jt.ole. Eine.ah -e 
c.onve.xo. 
CAP !TU LO I 
Iniciaremos este capítulo com algumas difiniçÕes e resultados 
sobre a mensurabilídade de funçÕes. 
Como aplicaçio, na segunda parte demonstraremos um teorema 
que garante a existência e unicidad'e de solução para uma equ~ 
ção diferencial do tipo X~ f(t,x) onde fê uma função que 
satisfaz as condições de Carathe~odory. 
I - 1 Sobre a mensurabilidade de certas funções 
Definição 1.1 
Uma função +• finita quase sempre em um 
mensurável ECJR0 , tem S-propriedade em E 
conjunto 
se para 
qualquer numero E>O existe um cOnjunto· fechado 
Fc E com m(E-F) < E tal que a restriçao de <P a F 
ê uma função contínua. 
Teorema 1 . 1 (Teorema de Lusin) 
Seja ~uma função finita quase sempre em um conju~ 
to mensuravêl EC1R 0 , Uma condição necessária e su-
' 
ficiente para que ~ seja mensurável ê que ~ 
S-propriedade em E. [2] 
tenha 
Vamos considerar, no que se segue, B um conjunto 
mensurável contido no espaço s-dimencional e 
g(u 1 ,, •• ,un,x) uma funçio definida no ~roduto car-
tesiano ~n x B e com valores em~-
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Definição 1.2 
Nas condiçÕes acima, g ê chamada uma N-função se: 
i) g e contínua com respeito i ·n-upla 
(u 1 , • •• ,un) E lRn para quase todo x E: B. 
íi) g é mensurável com respeito a x €: B para qua_!_ 
Denotaremos por A o conjunto de medida nula, even-
tualroente vazio, dos pontos de B para os quais g 
não ê contínua com respeito a (u 1 , ... ,un). 
Definição 1.3 
Dizemos que g tem S-propriedade forte se para qua} 
quer s>O existe um conjunto fechado FC B tal que 
m(B-F) < E e a restrição de g ao conjunto En x F 
ê uma funç~o contÍnua com respeito a (u 1 , ... ,u0 ,x). 
Teorema 1. 2 
Uma condição necess~ria e suficiente para que g s~ 
ja uma N-função ê que g tenha S-propriedade forte. 
Demonstração: 
Condição Suficiente: por hip5tese g tem S-proprie-
dade forte em mn x B, isto ê, para qualquer k € lli 
existe um subconjunto fechado Fk d~ B tal que 
mfB-F ) < _lc_ 
' k k e a funçio g/ e ~ontinua. 1RnxFk 
Nestas 
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condiçÕes temos: 
i) g ê contínua com respeito a (u 1 , .•. ,un) e :m.n 
00 
exceto para um subconjunto F = B - U Fk de 
k~1 
B tal que 
m(F) ~ ml0
1 
(B-Fk)] 
1 
:: m(B-Fk) < K Vk>O . Portanto g e contÍnua 
com respeito a (u , . , , ,u ) t:lRn para quase todo x E: B. 1 n 
ii) Para todo (u 1 , ... ,un)E:llin fixado, g(!,', ... ,•,x) 
tem S-propriedade em B. Então, pelo teorema 
1.1, g ê mensurável com respeito a x e B para 
todo (u 1 ,, .. ,un) EJRn fixado. 
Isto mostra que g_ê urna N-funçãO. 
Para mostrar a condição necessária vamos inicial -
mente supor g definida no produto cartésiano C x B 
a 
I•· I <a, i= 1, ... ,n} 
1 -
e vamos denotar por M1 e M2 as n-uplas 
(1) (1) (1) (u 1 ,u 2 , ... ,un ) e 
(2) (2) {ul ,ul , •. respeE_ 
tivamente. 
Seja t:>O e consideremos EE: como sendo o conjunto 
m 
de todos os pontos x E B para os quais 
i=l, ..• ,n. 
1 I < - o 
- 3 sempre que I u(2) -u (1)1 <..!.._ L 1_ - m ' 
Mostraremos que ê mensurâvei, Para isso, vamos 
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conSiderar o conjunto c A onde E 
E 
m 
= B-E 
Em 
e A 
e o conjunto de medida nula mencionado na dcifidi-
-çao 1.2 . 
Um ponto x estã no 
o 
conjunto Ec - A 
Em 
_somente 
existirem no mÍnimo dois pontos M1 e M2 em C8 
que sejam satisfeitas as desigualdades: 
se 
tais 
e > 1 3 E • 
Podemos supor ainda que para os pontos (M 1 ,x0 ) e 
coordena-
das racionais. Assim, 
do tipo 
considerando S. um 
1 
conjunto 
s.={xEB/ 
L 
lg(M",x) - g(M, ,x)l > 
" ' 
1 TE} onde M1 e 
M1 possuem coordenadas racionais satisfazendo 
lu(2) - u~l) I < 1 1 - 1 m 
qualquer 1 = 1 ' 2 ' .. 
00 
c A C: u S. c E -
Em i=l 1 
. ' 
EC 
E 
e observando que S.C 
1 
valem as inclusÕes 
m 
para 
Como por hipótese g (M,x) ê função mensurável de xe B 
para qualquer M fixado, S. ê rnensurâvel para qual 
1 
quer i= 1,2, ... e portanto U 
i=l 
S. 
1 
-e mensurável. 
Ainda, sendo A um conjunto de mCdida de Lebesgue nu 
1 E C a~ ~egue que 
E 
m 
é mensurável. 
Logo é mensurável. 
No que se segue vamos considerar: 
1 - B é limitado. 
Da definição de E 
E 
m 
E c E c c E 
"1 "2 
00 
Chamemos E u E o 
m=l 
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m • 1,2~···· vem que 
c .... 
E 
m 
e F • B-E 
E o o 
m 
Da mensurabilidade de B e de E segue que 
o 
F 
o 
mensurável. Ainda, F C A, po~s se x t A entao 
o o 
-e 
g(M,x
0
) e continua e portanto, como C
8 
e compacto, 
g(M,x ) é uniformemente continua com respeito a M 
o 
no cubo C
8 
Logo, 
1 
-E 3 Vs>o da-
d<>,'1ll~'~ndo J,,C2)_,(1) I < 
' 1 l. ' 
1 
m 
Assim, para m suficientemente grande, 
de x f/ F 
o o 
Logo F. C A e portanto m(F ) =O. 
o o 
X 
o 
EE 
"m 
don 
Agora, dado n>o existe m (s,n) tal que para qual-
o 
quer par de pontos M1 , M2 em C8 a désigualdade 
I u. < 2 l 
1 
u~l) I .< 
1 -
1 
m 
o 
implica a desigualdade 
1 
3 E: para qualquer x 11. E E 
Como m(F ) 
o 
= O temos que 
Consideremos agora o cubo C 
a 
)>m(B)-
dividido em q 
1 
2 sn 
m 
o 
( 1. 1) 
n p n m 
o 
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cubos onde p = 1 + [a]' sendo 
[a] o maior número inteiro menor ou igual a a. Cha-
roemos M. o centro de cada cubo d., j = 1,,., ,q 
J J 
Da mensurabilídade de g(M.,x) com respeito a x e B 
J 
segue, pelo teorema 1.1, que existe um conjunto fe-
chado F .C B 
J 
tal que 
m (F.) 
J 
> m(B) ( 1. 2) 
e a restrição de g(M.,x) 
J 
ao conjunto JRnxF.é 
J 
uma 
função continua de x. Como B ê limitado, segue que 
g(M.,x) ê função uniformemente 
J 
junto F. logo no conjunto V = 
J 
j = 1,,. ,q Isto significa que 
o,fsn)>o 1 ' • 't 
I ( 2) g (M. , X ) J 
tal qt:e 
< s 3 
continua de x no con 
q 
n j ol 
dado 
F. 
J 
, para 
E 
J' 
todo 
existe 
para quaisquer x 0 >, x(Z) tais que lx( 2)-x(l)l<ól(E:,q). 
Consideremos o conjunto e 
O(E,q) min{ô 1 (e,q) -!c.) m • 
o 
Então no conjunto C
8 
x Es ê vilida a desigualdade 
(2) (1) para qualquer par de pontos (M 2 ,x ) e (M 1 ,x ) do 
lRn+s tal que I (M
2
,x( 2 )) - (N
1
,x(l)) I < 15 (c,q). 
Aindal 
= m(B-E ) 
E 
Logo, 
m(B) - m(E ) 
E 
Assim, 
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= m[B- (VnE 0 l] 
m 
o 
= m[(B-V) U (B-Jl,; l] 
< m(B -
q 
n F.) 
j =1 J 
m. 
o 
1 
+ -on 2 
< mr L) (B-F.)J y =1 J 1 +T E:.T] 
< 
q 
+..L l: m(B-F.) on j =1 J 2 
q 
1 +..L L 2q En E: -.n = j =1 2 
= 
(1. 3) 
, por (1.1). 
en 
Embora Es dependa tambem de n, no argumento que se-
gue n seri mantido fixo. Pode~os entio suprimf-lo. 
ConSideremos a sequência E. 
' 
E 
E • 
1 
= E. 
1 
Temos: 
m(B) - m(E) 
Logo. 
e 
= 
< 
m(E) > m(B) -
00 
E = n 
í=l 
m(B - n 
i=l 
E. 
1 
E.) 
1 
m[U<n-E.)J 
. 1 1 1= 
00 
L 1 2i+l n i=l 
(1. 4) 
1 
= -- . Denotemos 
2i+l 
por (1.3). 
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A função g ê continua no produto cartesiano C x E. 
a 
De fato: dado y>o, seja i = i(y) tal que e. < y. 
1 
tais que 
pois x(l) e x (2) 
i= 1,2, ..• 
O (E.) 
1 
estao em Ei 
= o (y) 
< E. ~ y 
1 
para todo i, 
Logo g e continua no conjunto C8 x E. 
uma sequência Crescente de cubos 
n 
tal que V. C JR , 
1 
i = 1,2, .•. e 
00 
u 
i=l 
V. = JRn 
1 
Provamos anteriormente que dado n>o, existe um con-
junto mensurável E.C B tal que m(E.) > m(B) 
1 1 
- _n_ 
i+l ' 2 
sendo g continua no produto 
qualquer i= 1,2, ... 
cartesiano v. 
1 
x E. para 
1 
- ' e contLnua no produto cartesiano Rn x G on Então g 
00 
de G = n 
i=l 
E. e e válida a desigualdade 
1 
m(G) > m(B) - n 2 
Como m(G) < oo , existe um conjunto fechado F C G 
tal que m(F} > m(G) - + e portanto m(F) > m(G)- n· 
Obviamente g será continua no conjunto R 0 x ~-
Assim, g tem S-propriedade forte no 
2 - Caso geral - B qualquer 
Seja !'f> uma partição do espaço JR 8 ·em 
conjunto C X B, 
a 
_uma famÍlia 
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enumerável de cubos D. de igual medida, 
1 
não se interceptam a não ser nos bordos. 
os quais 
Aplicando o resultado anterior a· cada conjunto limi 
tado n.n B, obtemos uma família {F.} 00 de conjuntos 
~ ~ i=l 
fechados tal que para todo i= 1,2, ... a restrição 
de g a cada conjunto llin x 
m(F.) >m(D. n B) - Jl. 
L ~ 2~ 
F. 
1 
e contínua , e 
00 
, . n Assim g e cont~nua no conjunto lli x F, onde F= U F. • 
i=l ~ 
Pela construção de , a família {F.J':' 1 e L l. =: 
te finita e como cada F. ê fechado segue que 
1 
fechado, 
Ainda, 
m(B-F) 
" m[ÇJ
1
cn 1 nB) - LJ F.] i =1 .L 
" m{ U [n.n B) - F i]} Í""'l ]. 
00 
< r -'\. = n 21 . i""'l 
Logo m(F) > m(B) - n. 
localmen 
F -e 
Portanto g tem S-propriedade forte em ~n x B. 
cqd. 
Teorema 1. 3 
Se g é uma N-função, entao para quaisquer funçÕes 
v 1 ,v 2 , ..• ,vn de x E B, mensurâveis e finitas quase 
sempre, a função g(v 1 (x), v 2 (x), ... ,vn(x),x) e meu-
surâvel em B. 
-lO-
Demonstração: 
Por hipÓtese g ê uma N-função. Pelo teorema 1.2 vem 
que g tem S-propriedade forte em Rn x B, isto e, 
para qualquer t>o, existe um conjunto fechado 
FC B tal que m(B-F) <-"--2 e a restrição de g ao con 
· lRn F - ' JUnto x e contLnua. 
Como v 1 (x), v 2 (x) , .•. ,vn(x) sao mensuráveis e fini 
tas quase sempre em B segue, pelo teorema 1.1, que 
existem conjuntos fechados E 1 , E 2 , .•. ,En contidos 
E 
em B tais que m(B-E.) < 
L 2n e a restrição de v. ao L 
conjunto E. ê contínua, para qualquer i = 1, .• , ,n. 
1 
Logo, a restrição· da função g (~ 1 (x) ,· .. , ,vn (x) ,x) 
n 
ao conjunto Fn(nE.) ê contínua e 
i=l 1 
m(B-F n ( n E.)) "m[(B-F) U (~-E 1 ) U ... U (B-En)] i= 1 l. 
< m(B-F) + m(B-E 1 ) + ... + m(B-En) 
< E 2 
E 
+ n-2n = E: • 
Satisfazendo assim as condiçÕes do teorema 1.1 , 
g (v 1 (x), ••• ,vn (x) ,x) ê uma função mensurável de x, 
para qualquer x E B, como queríamos. 
I - 2 Aplicação~ Teoria de Equações Diferenciais 
Vamos estabelecer inicialmente algumas definiçÕes, 
notaçÕes e alguns teoremas que ·utilizaremos no de-
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senvolvimento desta parte. 
Definição 2.1 
Seja X um espaço de Banach, Um conjunto ACX -e ~!1 
vexo se para quaisquer x,y E: A e t E:JR tal que 
o::t=:;l, tx + (1-t)y e: A. 
Definição 2.2 
Sejam X e Y espaços de Banach. Uma função f: X -l-Y 
é compacta se para cada conjunto limitado A C X, o 
conjunto f( A) ê relativamente compacto em Y. 
Definição 2.3 
Uma aplicação f: X -+Y compacta e contínua é chama 
da completamente continua. 
Definição 2.4 
Chamamos fecho convexo de um conjunto A , i inter-
secção de todos os conjuntos fechados convexos que 
-o contem. 
Teorema 2.1 (Teorema de Mazur) 
Seja A um subconjunto de um espaço de Banach 
X, Se A ê relativamente compacto em X, entao o 
fecho convexo de A é compacto em X. [ 4 J 
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Teorema 2.2 (Teorema do ponto fixo de Schauder) 
Se A e um subconjunto convexo e compacto de um es 
paço de Banach X e f uma aplicação continua de A 
então f tem um ponto fixo em A . [ 1] em A 
Corolârio 2.1 
Se A ê um subconjunto convexo, fechado e limitado 
de um espaço de Banach X e f uma aplicação comple-
tamente contÍnua de A em A , então f tem um ponto 
fixo em A 
Demonstração 
Corno A ; fAchada e c~nvexo, o feçho cnnvexo B de 
i(A) estâ em A. 
Então, pelo teorema 2.1 , B e compacto. 
Ainda mais, 
f(B)Cf(A)CB 
Portanto, pelo teorema 2.2, a aplicação f:B-+B 
tem um ponto fixo em B, o que completa a prova. 
No que se segue, denotaremos por C(D,mn) o espaço 
- ... n -das funçoes contlnuas f:D -+JR , onde D e um sub-
l!l 
conjunto compacto do espaço JR e consideraremos em 
C (D,JRn) a norma 
[[f[[= sup[f(x)[ 
XED 
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Definição 2.5 
Um subconjunto AC C(D,JR.n) ê limitado se todos os 
seus elementos são funções contínuas uniformemente 
limitadas. 
Definição 2.6 
Uma sequência de funçÕes {~, n = 1,2, .•• } em 
n 
n - ' C(D,JR ) e dita equicont~nua se para qualquer 
existe um O>o tal que 
I ~n (x) - ~n (y) I < s n = 1,2, ... , 
se ]x-yj < 6 , para quaisquer x,y em D. 
Tf;orema 2.3 (Teorem~ de Arzela-Ascoli) 
s>o, 
Uma sequência equÍcontÍnua uniformemente limitada 
de funçÕes em C(D,Bn) tem uma subsequ~ncia que con 
verge uniformemente em D. [ 3 J 
Definição 2.7 
Sejam X e B espaços de .Banach e F C X. 
A transformação T: F -r B é uma contraçao em F se 
existe um número À, o~À<l, tal que 
X ,y E F 
A constante À e chamada constante de contraçao de 
T em F. 
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Teorema 2.4 (Princ1pio da Contração de Banach- Cacciopoli) 
Se A e um subconjunto féchado de um espaço de Banach 
e T: A-+ A uma contraçao em A, então T admite um 
único ponto fixo x em A. 
Ainda mais, para qualquer x 8 A, 
o 
a sequência 
= Tx , n = 0,1,2, ... } 
n 
converge a x quando 
n++oo e 
li<- x 1 , onde À < 1 e a constante n 
de contraçao deTem A. [5] 
Extensão do Conceito de Equação Diferencial 
n+l Consideremos um s~bconj unto aberto DCIR 
Definição 2.8 
e uma 
-ccr:t:r.r..t:.:t, 
Uma função f satisfaz as condiçÕes de Carathe~dory 
em D se: 
i) f é mensurável com respeito a t para cada x 
fixado. 
ii) f ê cont{nua com respeito a x para cada t 
fixado, 
iii) para cada conjunto compacto UC:D, existe uma 
função integrável m0 (t) tal que 
(t,x) cU. 
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Definição 2.7 
Lema 2 .• 1 
-Se t e um escalar, 
n -
b . n+l D um su conJunto aberto do JR 
e f: D -r JR e uma função que satisfaz as condições 
de Carathéodory, podemos definir como equação di-
ferencial uma relação da forma 
x(t) o f(t,x(t)) (2.1) 
Dizemos que *(t) ê uma solução de (2.1) em um 1n-
tervalo aberto ICJR, se ;:s:(t) é uma função absoluta 
mente contÍnua em I, (t,x(t)) f.: D para todo t € I e 
X satisfaz (2.1) em I exceto para um conjunto de me 
dida de Lebesgue nula. 
Uma função contínua n - - -x: I -r _JR e soluçao da equaçao 
(2.1) satisfazendo 'x(t ) 
o 
x para algum t E I se 
o o 
e somente se x(t) satisfaz a equação integral 
X ( t) 
t 
x
0 
+ f f(s,x{s)Ms 
t 
o 
( 2 • 2) 
Demonstração: 
Se x(t) é uma funçio absolutamente continua qu~ s~ 
tisfaz (2.1) quase sempre com x(t) 
o 
t 
x(t) = x(t
0
) + J X(s)ds 
t 
o 
en ta o 
-16-
e portanto 
t 
x(t) = x
0 
+ f f(s,x(s))ds . 
t 
o 
Obviamente, se x(t) satisfaz (2.2), entao x(t ) =x • 
o o 
Alem disso, como x(t) é contínua em I, concluímos 
que f(t,x(t)) ê mensurável em I. Como f(t,x(t)) -e 
dominada por uma função integrâvel em cada compac-
to de D segue que, f(t,x(t)) ê integrãvel em I. As 
sim x(t) ê absolutamente continua em I e satisfaz 
(2.1) a menos de um conjunto de medida de Lebesgue 
nula contido em I. 
cqd. 
Teorema 2.4 (Existência e Unicidade) 
Seja f: D ~n uma função que satisfaz as coridi-
çÕes de Carathéodoiy em D. Então para cada ponto 
(t ,x ) E D existe uma solução da equação (2.1) paE 
o o 
sando por (t ,x ). Alem disso, se para cada conju~ 
o o 
to compacto UC D existe uma função integrável ~(t) 
tal que 
[f(t,x)-f(t,y) [ < ku(t) [x-y[ 
' 
(t,x) E: U, (t,y) E. U, 
entao tal solução e Única. 
Demonstração: 
Seja (t ,x) E D e consideremos a: e 13 
o o 
tivos tais que o conjunto 
-numeras posi-
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B(~.sl = { (t,x): lt-t I < ~. lx-x I < B} esteja em 
o o 
D. 
Como B(~,0) ê um subconjunto compacto de D e f sa-
tisfaz as condiçÕes de Carathéodory em D, existe 
uma função rn(t) = rnB(~,B)(t) integrável tal que 
lf(t,x) I ~ m(t) (t,x) € B(a:,S) ( 2. 3) 
-- ftt m(s)ds e I_ Denotemos M(t) ~ !t:lt-t 1 • ~1 
o 
o 
Escolhamos a: e 13 O < a: < a: , O < 13 < B tais que 
IM(t) I S jj para t" I~ 
Consideremos tambem o conjunto 
A = a, co ,lRn): w(to) = X l~(t )-x I< o ' o o -~ 
A 
- C(I n pois, seja e fechado em ' JR ) ' uma 
c ia </>n E A tal que 
Se P c A então: 
. n 
~ 
fn ~ çp . 
i) 4> (t ) = x para todo n. 
n o o 
B, Vt" I_} 
~ 
sequen-
ii) ]P
0
(t)- x
0
] < 13 para todo n e todo te!. 
Logo ~(t ) ~ x e 
. o o 
Afirmamos que A -e convexo. 
De fato, considerando a função A~ 1 + (1-À)~z tal 
temos: 
X 
o 
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(2) I <Àt 1 + 
= IÀ~l <tl + (l-À)~ (t) - ÀX -2 o (l-À)x I o < 
< Àl.t1 (t)- x 0 l + (l-À)If 2 (t)- x 0 l < 
< ÀS + (l-À)S = B 
Portanto À~l + (1-À)~2 e A 
Agora, se ~ E A , para qualquer te I é válida a 
desigualdade 
Logo existe K ii + I X I o tal que ~~(t)I<K para 
todo t c I isto -e, as funçÕes ~ E A são uniforme 
mente limitadas, portanto A ê limitado. 
por 
(T<jl)(t) =x
0 
f(s,t(s))ds , t f. I 
Pelo lé~_ma 2.1, as soluçÕes da equação (2.1) coinci 
dirão com os pontos fixos de T em A 
T está bem definido, pois: 
(1) As funçÕes ~-(t) são limitadas, logo fini-
tas, e mensuráveis no intervalo I pOJ.S 
são contínuas. 
(2) Por hipótese f(t,x) ê contÍnua com respei-
to a x para todo t cJR fixado, donde con-
cluimos que é uma N-função. Portanto, pelo 
teorema 1.3 vem que f(t,~(t) e ttma fnnç8:o 
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mensurável de t em I e por (2. 3) segue, 
por ser f(t,~(t)) dominada por uma funç~o 
integrâvel, que f(t,~(t)) ê íntegr.âvé.lem I . 
É fácil ver que (T~)(t) ""x e por (2.3), 
o o 
t 
I (T~)(t)-x0 l < J lf(s,~(s)) lds 
to 
t 
< 1J m(s)dsl 
t 
o 
SM(t)S8 para todo t E I 
do que concluímos que T: A --+ A • 
po::..s 
i) Seja .$n E: A uma sequência tal que 4>n-+ ~ 
em A • 
~ 
Da continuidade de f(t,x) com respeito a x para 
cada t fixado vem que f(t,4>n(t)) -+ f(t,~(t)) qua~ 
do n-)-+c:o , 
Portanto, 
t 
I (T~n) (t)-(H) (t) I < IJ lf(s,~ (s))-f(s,~(s)) lds I n 
t 
o 
-t +~ 
I o < lf(s,~ (s))-f(s,~(slllds n 
Como 
t 
o 
lf(t,~ (t)) I < m(t) para todo te l 
n ~ 
, com m(t) in te 
-20-
grâvel em I , segue, pelo teorema da convergência 
dominada de Lebesgue, que 
- f(s,~(s)) lds ~o, donde 
to 
T.tf>n -+ T.$ uniformemente. 
Então T: A-+ A ê continuo e 
íi) Para cada rfJ E A , 
t2 tl I<T~)(t 2 )-(T~)(t 1 ll = iJ f(s,<f>(s))ds-J f(s,~(s))dsl 
to to 
t2 
< iJ lf(s,q,(s))ldsl 
tl 
t2 
< if m(s)dsl 
tl 
para quaisquer t 1 , t 2 ~ I 
~ 
t2 
J m(s)dsl 
t 
o 
Da continuidade de M(t) em I segue que M(t) e uni 
formemente contínua em I 
Logo T (A) ê um subconjunto equicontinuo de C(I ,JRn) 
e sendo tambem uniformemente limitado concluímos, 
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pelo teorema (2.3)J que T( A) -e relativamente com-
pacto. 
De i) e ii) vem que T:A-+ A e completamente cont{ 
nua. 
Assim~ pelo corolário 2.1 do teorema do ponto fixo 
de Schauder, T: A-+ A admite um ponto fixo em A , 
o que demonstra a existência de solução para o pr~ 
blema X = f(t,x) com ~(t ) = x 
o o 
Vamos agora demonstrar a unicidade. 
Por hipótese existe uma função integrâvel 
kB<~.sJ (tl = k(tJ tal que 
lf(t,x) - f(t,y) I < kB(~,Sl (t) lx-yl 
com (t,x) ,(t,y) E: B(o:,f3) 
t 
Denotemos K(t) = f k(s)ds 
t 
o 
(2.4) 
e suponhamos que, alem das hipóteses anteriores 
' 
o: e f3 são tais que [K(t
0 
+ ,;)[ < 1. 
Consideremos ~ e ~ em A Por (2.4) temos: 
t 
I<NJ(t)-(T<ji)(tll < if f(s,~(s))-f(s,~(s)dsl 
t 
o 
-t +~ 
< IJ 0 k(s)dsiiiHII 
t 
o 
para todo 
t € I 
-zz-
Logo , 
1fT~- T~ll ~ IK(t0 + ;;) 111 ~- 4ill. 
E como [K(t
0 
+ ;;;)[< 1 _, a aplicação T: A- A -e uma 
con traçao. Ainda, como o subconjunto AC C (I_ JRn) 
ê fechado, pelo teorema 2.4 o ponto fixo de T em 
A ê Único, do que se conclui a unicidade de solu-
-çao para a equaçao (2.1) numa vizinhança do 
= X 
o 
ponto 
Esta unicidade local implica em unicidade global. 
De fato, suponhamos ~(t) e WCt) soluções da equa-
çio (2.1) définidas nos intervalos r1 e r 2 respec-
tivamente, satisfazendo = x e ''' ( t ) = 
o ' o 
e J={tt:I: ~(t) = ~(t)} 
X 
o 
J ê um conjunto aberto, pois se duas soluçÕes tj:J e 1./J 
coincidem num ponto, jâ provamos que existe uma vi 
zinhança desse ponto na qual elas coincidem. E J ê 
fechado, pois dada urna 
t -+ t, quando n~+oo, 
n 
' - . sequenc1.a t 
n 
, COIDQ 
em J tal que 
~a continuidade de ~ e de 1./J, e da unicidade do li-
mite segue que ~(t) ~ ~(t). 
Assim J ê conexo enão vazio, portanto J I , como 
querÍamos. 
--o--
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CAPITULO li 
I I - 1 Um teorema de Liapunov para medidas nao atômicas 
Vamos estabelecer inicialmente algumas difiniçÕes 
e lemas que serão utilizados nesta parte. 
Definição 1.1 
Dado um conjunto X, urna coleção "U de subconjuntos 
de X ê chamada uma o-álgebra de conjuntos se: 
i) 0c\.l e xcll 
i i) w Se {A.} é uma sequencia de conjuntos em 
]. i:::l 
w 
'll entao lJ A. € lL 
i=l J. 
iii) Se Acllentão Act:LL. 
Definição 1.2 
Uma medida m numa cr-âlgebra "\.L de conjuntos de X 
e uma função real não negativa, definida para to 
dos os conjuntos de l.l e satisfazendo: 
Definição 1.3 
i)m(0)=0 
i i) m( U E.) = 
i=l 1 
w 
Í m(E.), para qualquer 
i=l ]. 
cia de conjuntos disjuntos de 'U. 
sequen-
Uma o-álgebra !J3 num conjunto X ê não atômica se 
Lemal.l 
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para todo conjunto ECX , E E~, com m(E)>O, exiS 
te um subconjunto E 1c E, E1 e~ , tal que 
O< m(E 1 ) < m(E). Neste caso m ê uma medida não atâ 
mica. 
Consideremos X um conjunto,® uma o-álgebra de sub 
conjuntos de X e m uma medida não atômica em ~ 
Denotemos por q>(X) o conjunto das partes de X. 
Se m(X) < oo , existe um conjunto M e{;P(x)n ~ tal 
que O < m(M) S e , para qualquer que seja o nume-
ro E positivo dado. 
Deuwns tração: 
Como {B ê -na o atômica e m(X) >O ê finita, existe 
um conjunto x 1 c\?(x)n G? tal que O< m(X 1 ) < m(X). 
Então 
Portanto, ou 1 O<m(X)<--1 2 
1 
ou O<m(X-X 1)<z m(X), 
m(X) 
Chamemos de M1 tal conjunto. 
Analogamente, existe um conjunto M2 E Pcx)r1~tal 
1 que o< m(M 2 )< zmCM1 ) 
Obtemos assim uma sequência , de COUJUU-
tos Mk e: Qcx)n (b tal que 
Lema 1.2 
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1 k m(X) 
2 
Logo, dado t.:>o existe K EJN e k > K tal que 
m (M_) < e • 
k 
cqd. 
Sob as mesmas hipÓteses anteriores, dado s>o exis 
te uma decomposição M1 U M2 U .•• U Mk de X 
-em um nu 
mero finito k de conjuntos disjuntos de [8 tal que 
m(M.) <E para i= 1,2, ••• ,k. 
' 
Demonstração 
seja T e 9(x)n.1> ·. 
Chamemos y(T) "" sup m(Y) tal que Yt:'YCT)nj), m(Y)::;E. 
Então O ::; y(T) ::; E e 
y(T) =O se e somente se m(T) = O,pelo Lema 1.1 . 
Vamos definir uma sequincia de conjuntos XV de 
-'P(x)n~ com m(Xv) < E da seguinte maneira. 
Seja x 1 um elemento arbitrário de t}>(x)n(b tal que 
0 _::: rn(Xl) S E , Se os conjuntos X1 , X2 ,,., ,XV pud!:_ 
rem ser determinadosdessa forma, chamemos 
YV = X - (X 1 U ••. UXV) e escolhamos 
Xv+l e i}l(Yv)n$ tal que 
t y(Yv) ô m(Xv+l) <e. 
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Como M C Y segue que 
- v 
y(M) < y(Yv) S 2m(Xv+l) 
e como XV são disjuntos, 
v 
' m (X ) = m ( U X ) < m (X) L v vv- < 00 • (1. 1) 
Logo L m(Xv) 
v 
- - . e uma ser1e convergente 1 do que segue 
que m(XV) -+ O , quando v++oo 
Portanto y(M) = O e dai m(M) 
Ainda por (1.1), existe k tal 
Chamemos Mk "" U X\, UM: 
v>k 
De (1.2) e (1.3), m(Mk) ~ E. 
o • (1. 2) 
que L m(X ) 
v>k__ v 
Assim, supondo Mv = XV,(v·=l, ... ,k-1), 
M1 U .•. U Mk sera a decomposição pedida. 
Lema 1.3 (Teorema do Valor Intermediãrio) 
::: E: • 
( 1. 3) 
Para cada y tal que O~ y ~ m(X), existe um con-
junto TE <f,l(x)nJ? com m(T) = y. 
Demonstração: 
Se y = O, não há o que demonstrar. 
Seja y >O e consideremos uma sequênc.ia de numeras 
E:V tal que E: V -+ O, quando :V++oo • 
Pelo Lema 1.2, existe uma decomposição 
de X em um n~mero finito de conjuntos disjuntos de 
[i) tal que 
Suponhamos 
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m(M.)<l, 
l 
Ml = 0. Então existe 
o 
1 1 
m(M U ••. IJMh ) 
o 1 
< y 
um Índice 
Da mesma forma existe uma decomposição 2 2 M1U ••• UMk 2 
de M~ 1 +l em um número finito de conjuntos disjun-
tos de j) tal que m(M~) ~ Ez, (i = 1, ••. ,k 2 ). 
Supondo M! = 0, existe um Índice h 2 , O~h 2 Sk 2 -l· 
tal que 
u ... u 2 U ••. U Mh ) 
2 
< y < 
1 1 2 2 2 
< m(M U ... U Mh UM U .•. U Mh U Mh2 +1) < 
- o 1 o 2 
1 1 1 2 
< m(M U ... U Mh UM u ... U Mh ) + s2 . o 1 o 2 
Continuando o processo, obtemos conjuntos 
v 
, •.. , Mh para todo V tal que os 
v 
con-
juntos ' ... ' ' ... ' 
- disjuntos sao e 
h1 
M~ 
h2 
M2 
h v 
m( U u u u ... u u M':') < y < 
i =o l i =o l i=o l 
h1 
M~ 
h2 
M2 
h v 
< m( u u u u ... u u M':') + E: v l l l . 
l. =o i=o í=o 
Lema 1 o 4 
Logo, para 
h v 
X= U U 
v i =o 
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V suficientemente grande ternos 
M~ onde To 'P<x)n ;.\) e m(T) = 
c 
y o 
Consideremos I um intervalo compacto da reta e~ 
uma a-álgebra não atômica de subconjuntos de I. 
Então existe uma famÍlia contÍnua de conjuntos men 
surâveis D~ C I tal que o<_~<_l , D C D se somen 
~ 0::1 0:2 
Demonstração: 
Vamos considerar m(I) = 1 
Seja o subconjunto denso J 
em [0,1] 
{ k - 00 = -) 
n n=l 2 ' 
k 0,1J''''2n, 
Dado o: E: [0,1] , consideremos uma sequência cres-
cente de elementos a de J tal que a -+ o:: , quando 
n n 
n-++oo 
Pelo lema 1.3, a função m: Cf-'Cr) n1.l-+ [0,1] -e so-
brejetora, Logo existe uma sequ~ncia crescente de 
conjuntos mensuráveis Y = X em I tal que 
n a 
m (Y ) = a 
n n 
Escolhamos D 
~ = u 
n=l 
Assim m(Da:) = Lim 
n++oo 
y 
n 
m(Y ) 
n 
n 
= Lim 
n++oo 
a 
n 
e a famÍ-
lia de conjuntos D assim construída satisfaz as 
~ 
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condiçÕes pedidas, como queríamos. 
Consideremos agora$ a a-álgebra dos subconjuntos 
Lebesgue-mensuráveis de I com a medida de Lebes-
gue. 
Teorema 1 . 1 (Teorema de Liapunov) 
Seja y uma função integrâvel do intervalo compac-
to I no JR.m e para cada subconjunto mensurável EC! 
consideremos a função 
~\ = J y(t)dt 
E 
Então o conjunto K"" {.ÇCE: ECI, E mensurável} -e 
convexo no JRm. Ainda mais, se y(t) ê limitada, en 
tão K é compacto. 
Demonstração: 
Vamos inicialmente mostrar que dadas uma função in 
tegrâvel f: e 'l.Lc [Í) uma a-álgebra não a-
tômica em I , existe uma cr-âlgebra ~1cU na qual f f(t)dt = m(E) 
E 
f f(t)dt 
I 
para todo E tal que E E:'U.., EC I • 
Para construirmos a o-álgebra U 1 como acima, va-
mos considerar uma família continua de conjuntos 
mensuráveis deU contidos em I como no Lema 1.4 . 
Para simplificar os cilculos suporemos m(I) = 1 e 
f f(t)dt = 1 • 
I 
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Se a: e tal 1 que T < o: < 1, entao D 1 C D e cr-- cr 
m (D - D 1 ) = m(D ) - m(D 
0: a:--
2 
cr -
2 
1 (cr--) 2 
Seja ~ urna função real definida por 
f(cr) = f f(t)dt 
D -D 1 cr--2 
Como (D 1 - n1 ) n (D 1 - Do:) = 0 , segue que 
2 2 
n -D 
i l 
2 
f(t)dt + f 
n -n 
-i o 
2 
= ~ f f(t)dt 
(D 1-D 1 )U(D 1-D 0 ) 
- -2 2 
1 f(t)dt = 2 
= 1 • 
2 
f(t)dt) 
Ainda, da continuidade de ~ segue que existe o:: 1 
Chamemos E1 = D ~1 
- D 1 
Então 
m(E 1 ) = ~ e f f (t)dt 
E1 
cr --
1 2 
1 
2 , como queremos, porta~ 
to E 1 ê um elemento de qJ,. 1 . 
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Em seguida, chamemos E2 = I-E 1 obviamente 
e f(t)dt 1 = 2. 
Analogamente, dado E 1 encontramos E 3C E1 e 
E4 = E1 
E6 = E2 
m (E.) = 
' 
- E3 
- E 5 
1 
4 
; e dado E 2 encontramos E5 c E 2 e 
sendo satisfeitas 
f~ f(t)dt para i = 3,4,5,6 , 
E i 
Continuando, obtemos uma coleção enumerável ~ de 
conjuntos ES, • Consideremos a o-álgebra 'll1 gerada 
por tais conjuntos. Desde que J f(t)dt e m(E) são 
E 
medidas definidas sobre U.1 e são iguais nessa o-ál 
gebra, segue que 
J .f(t)dt = m(E) para todo E e'\l1 • 
E 
Mostraremos que U 1 = [[(9] C ti ê nao atÔmica, 
Da maneira como foi construído, ~ e um sistema de 
conjuntos taiS que se A ,B €: ~ então 
i) A()B = 0 ou ACB 
n 
i i) A c = u A. A. < 'f! 
i=l ' ' 
Vamos mostrar inicialmente que 
00 
[({!I] = { u si} s. ' f!]. 
i=l 1 
Como S. e FJ para qualquer 1. 
' 
menor a-álgebra que contem~ 
(1. 4) 
. 
1 •... e [~] -e a 
basta mostrar que 
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00 
{ u S.} - a-álgebra e uma 
i=l L 
De f a to: 
00 00 
CD I € u s. e 0 € u s. L L pois I, 0 E: Rf. i=l 
00 
(2) Sejam A1 = U s. 1 i =1 l. 
Então 
n 
U A. = 
j = 1 J 
.. 
n 
u 
j =1 
n oo 
ucus .. )= 
j=l í=l q 
A.o{Us.} 
J i=l 1. 
00 
Q) Se A Us.entao 
í=l 1 
00 00 
A c 
= CUs.)"= n s? = 
Í"'l l. í=l 1 
pois s? .~ L 
Portanto 
00 
A c u c nA .. ) = = i=l l.J jsC 
í=l 
00 00 
' 
Az 
oo n 
u s. 2' i =1 l. . •. ,A n 
n 
ucus .. ), 
i=l j =1 l.J 
U S .. j =1 l.J 
00 n 
= U S. ' 
. 1 1TI L= 
n ( U A .. )' A .. <R! j=l l.J 'l i=l 
ou 
00 
u s. s. fi'Í (1.4), € por j =1 L L 
onde C é um conjunto enumerável de Índices. 
Logo { u s.} 
i=l 1. 
e uma cr-âlgebra e [~] ={Us.}. 
i =1 l. 
Consideremos agora A f: [~] tal que m(A) >O . Então 
O<m(A) = m( U S.) < U m(S.), 
'1L -,1 L 1.~ ].= 
Portanto existe i, i = 1,2, ... , 
e S. C A 
L -
tal que m(S.) > O 
L 
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Mas, por construçao, existe RCS. 
1 ' R < ~ tal que 
O < m(R) < m (A) • 
Portanto 'U1 ê uma o-álgebra nao atÔmica • 
Podemos entao aplicar raciocínio análogo k vezes, 
k::: m, obtendo a-álgebras não atômicas 'Ll 1 , ... ,'Uk = '\Y 
tais que 'Ire. uk c 1lk-1 c ... c 'U1 clJ.c J) ' e obter o 
seguinte resultado: 
(1.5) Dada f: I --+JRm integrável,. existe uma cr-âl-
gebra '&""C ~ com 
J f(t)dt = m(E) J f(t)dt para todo E E:rtr, EC: I. 
E I 
Agora podemos mostrar a convexidade do conjunto 
Consideremos em K os elementOs 
a 1 • J y(t)dt 
Fl 
' 
"2 " J y(t)dt 
F2 
e o ponto intermediário 
Àa 1 + (1-À)a 2 para O<À<l 
Seja a função y*: I---+ JR 2 definida por 
* y (t) • (y(t) XF (t) 
1 
onde X F 1 
e XF sao 
2 
' y(t) XF (t)) 
2 
funçÕes caracterÍsticas 
F 1 e F 2 respectivamente. 
Seja ~a cr-âlgebra obtida por (1.5) onde 
de 
J /(t)dt = m(E) 
E 
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J y*(t)dt 
I 
a 
-- m(E) ( 1 ) 
~2 
Seja Dcc uma fámília contÍnua com m(D,) = cc, O< cc< 1, 
como no lema 1.4 e definamos o conjunto 
Então, 
J y(t)dt 
F 
= J y(t) 
DÀ 
y ( t) Xp (t)dt 
2 
=À J y(t)dt + (l-À) J y(t)dt = 
Assim K ê convexo. 
Suporemos a seguir y(t) limitada em I e mostrare-
mos que K e compacto. Faremos a prova por indução à 
dimensão de K, que ê a dimensão do hiperplano no 
qual K está contido e tem interior não vazio. 
Se dim K ~ O não hâ nada a demonstrar. 
Vamos supor que se K tem dimensão mehor que s en 
tão K ê compacto. 
Seja K tal que dim K = s. 
Como y(t) é limitada, basta mostrar que K ê fecha-
do noJR.n. 
Seja a E a K, Consideremos n um hiperplano tal que 
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-a E: n n K e n um vetor unitârio normal a n com 
origem no ponto a, dirigindo-se para o semi-espaço 
que não contem K. 
n Consideremos um sistema de coordenadas no R no qual 
a= (1,0, ... ,O) e n = e 1 . 
SejamE={tE:I 
E = {tE:I 
o 
y 1 (t)>O} 
y 1 (t)=O} 
e o ponto J y(t)dt€K, onde F 
F 
= EUG e GCE 
o 
Entao J y(t)dt = J y(t)dt + J y(t)dt e o conjunto 
F 
tJ y(t)dt} 
G 
E 
. {J y(t) 
H 
G 
XE (t)dt ' H 
o 
-pela primeira parte do teorema, e convexo, e K 1c K, 
Como dím K1 < dim K , K1 é compacto no Rn 
Mostraremos que a t K1 . Para isso, consideremos 
uma sequencia de elementos ak e:: K tal que ak --? a 
quando k -+ + oo , isto -e, 
y.(t)dt---+ o 
L 
i= 2, ... ,n 
f yl(t) dt---+ 1 o 
Ek 
e 
Como existe sequincia J y 1 (t)dt convergindo para 
Ek 
1 e como o maior valor que f y 1 (t)dt, SCI, 
s 
pode 
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assumir e J y 1 (t)dt segue que 
E 
f yl(t)dt = 1 
E 
(1. 6) 
Alem disso, se J y 1 (t)dt-+ 1 temos: 
Ek 
i) m[(E U E 0 )c nEk]-+ 0 quando k++oo , 
existiria subsequência Ek de Ek tal que para N e:IN 
n 
e k >N , 
n 
f Y1 (t)dt > O o que ê uma contradição, 
(E UE )c nE, 
O K 
n 
pois, pela difinição dos 
I y 1 (t)dt <o , 
(E lJ E ) c 
o 
De fato: 
f yl(t)dt = 
Ek 
Como 
e 
co.nj untos E e E 
o 
I y 1 (t)dt > o • 
EknE 
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segue que 
f y 1 (t)dt-+ O e 
E nEc 
k 
De (1. 6) 
Portanto 
-+f yl(t)dt 
E 
f yl(t)dt-+ o quando k++oo , do que se 
E - (Ek n E) 
quando k++co . 
Consideremos a sequincia xk = f y(t)dt onde 
Fk 
f claro que xk € K1 e como J y 1 (t)dt = 1 , da defi 
E 
ni'çio de E 0 , segue que J y 1 (t)dt = 1 . 
' F k 
Alem disso, para i = 2,, •. ,n 
J y 1 (t)dt-+ O quando k++oo, pois 
Fk 
i f yi (t)dt- f yi (t)dt[ 
Fk Ek 
[y.(t)[dt 
L 
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Corno 
Fk~Ek = {[EU(E 0 ()Ek)JnE~}u{[E u(E 0 ()Ek)]cn Ek} 
= { [<EuE o )n (EuEk )f'lE~ lu{ IE cf'l(E o()Ek) c]nEk} 
= [(EUE 0 )Íl(EÍlE~)JU [EcÍlE~()Ek] 
= [EUE 0 )f'l(Ef'lE~)J U [(EUE 0 )cÍlEk] 
de i) e ii) segue que m(Fk liEk)-+ O quando k++oo . 
Portanto, como J yi (t)dt -+ O , 
Ek 
f y.(t)dt 
F ' 
->O i = 2, ..• , n 
k 
Logo a sequênc.ia em K1 converge para o po~ 
to a quando k++oo e sendo K1 compacto, a E:. K1 
, donde 
a €: K. Portanto K é compacto. 
II - 2 Aplicação à Teoria do Controle 
Vamos inicialmente considerar um sistema linear de 
equaç~es diferenciais. ' 
x = A(t)x + h(t) ( 2. 1) 
onde A(t) e uma matriz nxn e h(t) é um n-vetor co-
!una tais que os elementos de A(t) e as componen-
tes de h(t) são funções integráveis em cada subco~ 
junto compacto I de JR, sendo /D = (a,+oo) x JRn o do-
mínio da função A(t)x + h(t). 
Estabeleceremos alguns resultados e lemas sobre 
Lema 2.1 
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(2.1) os quais utilizaremos no desenvolvimento des 
ta parte. 
Assim observamos que 
i) A(t)x + h(t) ê integrâvel com respeito a t P~ 
ra cada x fixado. 
ii) Sendo linear em x, A(t)x + h(t) ê continua com 
respeito a x para cada te: I. 
iii) Para cada Subconjunto compacto UC D , existe 
uma função integrâvel m (t) ~ 
u 
IA(tJI suplxl+lh(tll 
xcU 
tal que 
IA(t)x + h(t) I ô m0 (t) (t,x)€U 
iv) Para cada subconjunto compacto UCD existe uma 
função integrâvel ku(t) = IA (t) I n tal que dados x,y E: R, 
IA(t)x + h(t) - A(t)y- h(t) I < IA(t) llx-yl 
= k 0 ( t) I x-y I , 
para todo par (t,x), (t,y) EU . 
Estamos então nas condiçÕes do teorema 2.4 (cap. I), 
donde concluÍmos que existe uma Unica solução do 
sistema (2.1) passando por um ponto (t,x)e:Uda-
o o 
'do, Pode-se mostrar que essa solução está definida 
em (a,+ro), 
Se ~(t) e uma matriz solução fundamental do siste-
ma linear homogêneo X = A.(t)x , então a matriz 
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.~-l(t) ê uma matriz solução fundamental da equação 
adjunta 
y =- yA(t) (2.2) 
onde y e um n-vetor linha. 
Demonstração: 
É claro que det ~-l(t) f O para qualquer t. 
Mostraremos que solução da equaÇão (2.2), 
Seja lji(t) w-l (t) e temos: 
lji(t) <P{t) = ~- 1 (t) ~(t) =I = Htl lji(t). 
Logo 
i = <P(t) lji(t) ~Ctl lji(t) + Htl ~Ctl = o. 
Então 
~(t) ~(t) =- ~(t) lji(t) e 
~ (t) = -1 . ~ Ctl ~Ctl lJ!Ctl =- 1Htl~Ctl<J;Ctl 
=- lji(t)A(t) <!>(t) lji(t) =- lji(t) A(t), 
Logo 
CQD. 
Teorema 2. 1 (Fõrmula da variação das constantes) 
Se ~(t) ê uma matriz solução fundamental do siste-
ma X = A(t)x , então toda solução do sistema linear 
X = A(t)x + h(t) é dada pela fÓrmula 
t 
x(t) = !i(t) [!i- 1 (t
0
)x
0 
.+ f ~-l(s) h(s)ds] 
t 
o 
para qualquer numero real t em (-oo,+oo), 
o 
onde~ 
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Demonstração: 
De X = A(t)x + h(t) vem que h(t) ~ X - A(t)x e 
-1 
- X A(t)x 
Pelo lema 2.1 ~ 
Portanto 
d [ -1 Jt !P (t) -1 <ji (t) h(t). 
Integrando de t 0 a t para quaisquer t 0 e t reais: 
( t dds [<ji-1(s) x(s)}s =f 
Portanto 
-1 ~ (t) x(t) 
t 
o 
X ( t ) 
o 
t 
t 
= r <ji-1(s) h ( s) 
t 
o 
x(t) = ~(t) [~- 1 (t 0 )x 0 + J ~~ 1 (s) h(s)ds] • 
to 
e 
CQD. 
-Consideremos agora o sistema de equaçoes diferen-
cíais 
X = A(t)x + B(t)u + v(t) (L) 
onde 
1. A(t) ~ uma matriz real n x n , B(t) ~ uma ma-
triz real n x rn e v(t) ~ n-vetor coluna real, todos 
mensuráveis para qualquer te (-oo,+oo). 
2. As mormas IA(tll, IBCtll e lvCtll são integra-
veis em cada subintervalo compacto de tempo t. 
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3. u(t) ê um m-vetor real mensurável e limitado 
em algum intervalo I: t
0 
< t < t 1 e com valores em 
um conjunto não vazio .QCJR.n • 
O m-vetor u(t) serâ escolhido para dirigir ou con-
trotar a solução x(t) do sistema (L) de um valor 
inicial dado x , até algum ponto determinado do :Rn. 
o 
O sistema acima serâ chamado um processo de contr~ 
le linear e n, o conjunto de controle corresponde~ 
te. 
Definição 2.1 
Para cada função u(t): I -+R localmente íntegrâvel 
e cada valor inicial X 
o 
, a resposta ou solução de 
(L) ê o n-vetor real absolutamente continuo X ( t) 
definido em I, satisfazendo @ sistema de ,equaçoes 
diferenciais 
X= A(t)x + B(t) u(t) + v(t), com x(t
0
) = x
0 
Podemos observar que as hipÓteses mencionadas aci-
ma garantem a existência de solução para o sistema 
(L) e tal solução satisfaz a fÓrmula da variação das 
constantes 
t 
x(t) = ~(t)x 0 + ~(t)J ~(s)-l[B(s)u(s) + v(s)]ds 
t 
o 
onde x(t ) = x e ~(t) ~ a matriz solução funda-
o o 
mental do sistema linear homog~neo i = A(t)x com 
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~(t ) = I . 
. o 
Definição 2.2 
Consideremos o sistema de controle (L) com conju.!!_ 
to de controle n, valor inicial x e todos os can-
o 
troles u(t)C n definidos para todo t tal que 
t < t < t 1 • Sejam x(t) as correspondentes o - solu-
ções com condição inicial x(t ) = x 
o o 
Chamamos 
conjunto atingível K(L,n,x ,t ,t 1 ), ou simplesmente o o 
K(t 1 ), ao conjunto de todos os pontos finais x(t1)ciR~ 
Vamos denotar K(t ) por x 
o o 
Teorema 2.2 
Consideremos o processo de controle linear (L) no 
Rn com conjunto de controle compacto n , valor ini 
cial x e controles u(t)C n definidos no intervalo 
o 
fechado I: t
0 
< t < t 1 . Então o conjunto atingÍvel 
K(t 1 ) ê convexo. 
Demonstração: 
Se n contem somente um ponto, todos os controles 
sao iguais. Portanto K(ti) ê convexo. 
Se n contem mais de um ponto existe um hiperplano TI 
contem dois pontos distintos P e 
a 
Pb de K(t 1 ), Seja se 1T o segmento de reta com ex-
trémidades em Pa e Pb e sejam üa(t)C Q e ub(t) C Q 
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controles dirigindo x 0 aos pontos finais Pa e Pb 
respectivamente. 
Para cada subconjunto mensurável DC I consideremos 
o 2n-vetor 
J ~(s)-1 B(s)u (s)ds a 
W(D) D 
J ~(s)-1 B(s)ub(s)ds 
D 
onde ~(s) é uma matriz solução fundamental do sis-
tema homogêneo X = A(t)x , 
Sejam W(I) = Ira] 
b e W(0) = [: J 
Assim, pelo teorema 1.1 (cap. II) existem conjuntos 
mensuráveis D~ , 0<~<1 para os quais 
(1-~)r 
a 
e W(I-D
0
) = 
Definamos o controle f (t) para t E D 
= u: (t) 
~ 
u ( t) 
para t E: I -D 
~ 
Pelq teorema (2.1) a solução correspondente a u(t) 
em t 1 serâ dada por 
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x(t1) = <ji(t1)x0 + <)(t1) J <ji-1 (s) [B(s) ua(s) + v(s)}s 
D 
~ 
-1 r, ~ (s) LB(s) 
= <)(t1)x0 + tCt1)J <)-1 (s) B(s) ua(s)ds + 
D~ 
+ Htl) J <)-1 (s) B(s) ub(s)ds + v(s)ds = 
I-D 
~ 
+ ~r 
a 
+ <i(t 1 ) J <)- 1 (s) v(s)ds = 
I 
<)(t 1 ) J <)-
1 (s) [n(s) 
I 
" 
ua(s) + v(s)Jds} + 
+ (1-~){<)(t 1 )x0 +<)(t1) J <J>- 1 (s)~(s) ub(s) + v(s)]ds} = 
I 
"" o::p a + (l-o:)pb ~ 
CQD, 
Observação: Pode-se mostrar ainda que o conjunto 
K(t
1
) é compacto e ''varia contínuamen 
te" com o tempo. 
--0--
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