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Abstract 
For every metric space X, we define a continuous poset BX such that X is homeomorphic to 
the set of maximal elements of BX with the relative Scott topology. The poset BX is a dcpo 
iff X is complete, and w-continuous iff X is separable. The computational model BX is used 
to give domain-theoretic proofs of Banach’s fixed point theorem and of two classical results of 
Hutchinson: on a complete metric space, every hyperbolic iterated function system has a unique 
non-empty compact attractor, and every iterated function system with probabilities has a unique 
invariant measure with bounded support. We also show that the probabilistic power domain of 
BX provides an w-continuous computational model for measure theory on a separable complete 
metric space X. 
1. Introduction 
In this paper, we establish new connections between the theory of metric spaces 
and domain theory, the two basic mathematical structures in computer science. For 
every metric space X, we define a continuous poset (not necessarily a dcpo) BX of 
formal balls as a computational model for X (Section 2). The space X with the metric 
topology is homeomorphic to the subspace of maximal elements of BX with the relative 
Scott topology. The order-theoretic properties of BX are closely related with the metric 
properties of X. Ascending sequences in BX correspond to Cauchy sequences in X, 
and least upper bounds in BX to limits in X. Hence, the poset RX is directed complete 
if and only if the metric space X is complete. This gives a simple connection between 
completeness of a partial order and that of a metric space. Furthermore, bases of the 
continuous poset BX correspond to dense subsets of X. Hence, the poset BX is w- 
continuous (has a countable basis) if and only if X is separable (has a countable dense 
subset). All these results offer pleasing connections between classical notions of metric 
space theory and analogous notions of domain theory. 
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These results extend those in [4] which were for a locally compact Hausdorff space. 
They present a considerably simpler framework than that of an w-algebraic cpo with 
distance and weight used by Weihrauch and Schreiber in [ 171 to embed a complete 
separable metric space into a domain, or that of the equivalence classes of converging 
ideals of closed neighbourhood systems used by Blanck in [19] to give a domain 
representation of a complete metric space. Our construction is also much simpler than 
Lawson’s recent construction of an MP hull for a Polish space [15]. Furthermore, our 
results lead to a simple computational model for Hilbert and Banach spaces. In fact, 
for a normed vector space X, BX is isomorphic to the poset of closed balls ordered 
by reverse inclusion. It follows that for a separable Banach space and in particular for 
a Hilbert space X, BX is an o-continuous dcpo. 
In Section 3, we give a domain-theoretic proof of the Banach fixed point theorem 
for a contracting function on ! a complete metric space X from the dcpo fixed point 
theorem applied to a suitable pointed subdcpo of BX. The technique of this proof is 
then used to give a domain-theoretic proof of a classical result of Hutchinson [9]: on 
a complete metric space, every hyperbolic iterated function system (IFS) has a unique 
non-empty compact attractor (Section 4). In our proof, we work in the Plotkin power 
domain of BX, and completely avoid the Hausdorff metric on compact subsets of X. 
Our framework also provides a simple domain-theoretic model for measure theory on 
Polish spaces, the basic structures used in probability theory and stochastic processes. 
In Section 5, we show that the probabilistic power domain of BX provides an o- 
continuous computational model for measure theory on a separable complete metric 
space X. In particular, we establish that every normalised measure on a complete 
separable metric space or indeed on any Polish space can be obtained as the least 
upper bound of an increasing chain of simple valuations on its space of formal balls. 
This result can be used to do generalised Riemann integration on complete separable 
metric spaces or on Polish spaces. 
The computational model for measure theory is used to give a domain-theoretic 
proof of another classical result of Hutchinson [9] without the need for the Hutchinson 
metric: We use the space of formal balls to show that an iterated function system with 
probabilities on a complete metric space has a unique invariant measure with bounded 
support (Section 6). As shown in [5] for locally compact Hausdorff spaces, our domain- 
theoretic framework can be used to derive algorithms for generating invariant measures 
and for computing expected values of functions with respect to invariant measures. 
1.1. Some notation 
Let f :X --f Y be a function. For A LX, we write f +A for { fa 1 a E A}, and for 
B C Y, we write f-B for {x E X ( fx E B}. The set R+ is the set of real numbers 
r with 0 <r < 00. For convenience, we sometimes denote the restriction or extension 
of a map by the same symbol as the map itself. 
Let (X,d) be a metric space. For x, x’ in X, d(x,x’) E R+ gives the distance 
between x and x’. For x in X and Y in R+, let 0(x, r) = {x’ E X 1 d(x,x’) < r} and 
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C(x,r) = {x’ E x 1 d( x,x’) <r} be, respectively, the open and closed ball of radius Y 
centred at x. The sets O(x,r) form a basis of a topology on X, the metric topology. 
In this topology, the sets 0(x, u) are open and the sets C(x,r) are closed. 
2. The poset BX of formal balls 
For every metric space X, we define a continuous poset BX whose subspace of 
maximal elements is homeomorphic to X. This poset is directed complete iff the metric 
space is complete. 
2.1. Closed balls and formal balls 
In [4], for every locally compact Hausdorff space X, a continuous bounded complete 
dcpo UX is constructed which consists of the non-empty compact subsets of X, ordered 
by inverse inclusion. The space X is shown to be homeomorphic to the space of 
maximal points of UX. These results do not directly extend to all metric spaces since 
the poset UX is not continuous in general. 
If (X,d) is a metric space, one may consider the poset of closed balls C(x,r) of X 
ordered by reverse inclusion ‘2’. The points x of X can be identified with the maximal 
closed balls C(x, 0). Thus we have found a poset whose set of maximal elements is 
in one-to-one correspondence with X. However, even if X is complete, the poset of 
closed balls may not be complete. A standard example is the space X = {x, 1 II E N} 
with d(xn,xm) = 1 + l/(n + m) for distinct n and m. This space is clearly complete. 
Let C,, = C(x,, 1 + 1/(2n)). Then C, = {xi 1 i>n}. Hence, Cr > Cz 2.. . with empty 
intersection. 
From the triangle inequality it follows that C(x, r) > C(y,s) holds if d(x, y) 6 r - s; 
the opposite implication is not always true, e.g., for the balls C, of the previous 
paragraph. This observation is taken as the basis of the following definition: 
A formal ball in a metric space X is a pair (x,Y) with x in X and r in R, (i.e., 
0 <r < 00). The set of formal balls in X is called BX. Formal balls are ordered by 
(x,r) 5 (Y,s) * d(x,y)dr -s. 
Note that (x, r) Cr (y,s) implies r 2s. For, d(x, y) <r - s implies 0 Gr - s, whence 
sbr. 
Proposition 1. For every metric space X, BX is a poset. 
Proof. Rejexivity: (x, r) C (x, r) since d(x,x) = 0 = r - r. 
Transitivity: (x, r) C (y, s) 5 (z, t) implies d(x,z) <d(x, y) + d( y,z) < r - s + s - t = 
r - t. 
Antisymmetry: (x, r) L (y,s) 5 (x, r) implies r 3s >r. This gives r = s and thus, 
d(x, y) < 0, whence x = y. 0 
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Fig. 1. Poset BX with two formal balls 
The structure of poset BX is visualised in Fig. 1. It shows two formal balls (x,Y) C 
(y,s), and indicates their upper cones T(x,r) and t(y,s). The maximal elements of B/Y 
are the formal balls (x,0), which obviously are in one-to-one correspondence with the 
points of X. The corresponding closed balls are obtained as intersection of the upper 
cone with this one-to-one image of X: C(X,Y) = {z E X 1 (z,O) E _T(x,r)}. 
Formal balls were first introduced by Weihrauch and Schreiber [ 171. However, they 
do not consider the poset of formal balls itself, but complete it to a bounded complete 
o-algebraic cpo. They also embed the metric space in the cpo, but not simply as the 
set of maximal points. In contrast, they have to impose additional non-order structures 
on their cpo in order to characterise the image of the embedding. Compared with their 
work, our approach is much simpler and more direct. 
2.2. Ascending sequences in BX 
In a metric space X, it is not necessary to study limits of general nets; it suffices to 
consider sequences. The poset BX has an analogous property: when considering least 
upper bounds of directed sets, it suffices to look at ascending sequences. 
Theorem 2. For every directed subset D of BX, there is an ascending sequence 
(x1, rl) C (x2, r-21) C . . of elements of D which has the same upper bounds as D. 
Proof. Let s = inf {r 1 (x, Y) E D}. For every n in N, there is (yn,sn) in D such that 
s, ds + l/n. Let (xi, ~1) = (yi,sl), and for every n > 1, let (xn, Y,) be an upper bound 
of (x,_ i, r,,_l ) and ( yn, s,) in D, which exists since D is directed. 
We have to show that every upper bound of the sequence is an upper bound of all 
of D. Thus, let (z, t) be an upper bound of all ( x,,m), and let (a,~) be an element 
of D. Since D is directed, there are upper bounds (b,, v,) of (a, u) and (x,,m) in D. 
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Then for all n in N, 
d(w) G d(a,bn) + 4bdn) + d(xn,z) 
6 (u - u,) + (m - L’n) + (m - t) 
< U - t + 2(r, - s) 
< u - t + 2/n. 
Hence, d(a,z) du - t, i.e., (a, U) 5 (z, t) as required. 0 
In the sequel, we compare ascending sequences in BX with sequences in X. 
Proposition 3. If (XI, ~1) L (~2, t-2) 5 . . . is an ascending sequence in BX, then the 
sequence (rn)nErm is descending and convergent, and the sequence (x~),,~N is a Cauchy 
sequence in X. 
Proof. The relation (x,,m) C (xn+t,r,,+t) implies r, 3r,+1. Hence, (m)nE~ is de- 
scending. Since r, 30 for all n, the sequence (ra)n,=N is convergent and in particularly 
Cauchy. Thus, for every E > 0, there is N in N such that for all m, n >N, lr, -r,,, < E 
holds. For n>m>N, (xm,rm) C (xn,rn) holds, whence d(x,,x,)<r, - r,, < E. Thus, 
(.G)?lEN is a Cauchy sequence. 0 
A converse of Proposition 3 can also be proved. 
Lemma 4. Every Cauchy sequence (x,),,~N in X has a subsequence (x,, )k@$, such 
that (x,, , 2-k ) is ascending in BX. 
PrOOf. Let no = 0. For every k in N, there is nk > n&t in k! such that d(xi,xi)< 
2-(k+‘) for all i,j>nk. Hence in particular, d(x,,,x,,+, )<2-(k+‘) = 2-k - 2--(k+1), i.e., 
(xn,, 2-k) c (Xnr+, ,2-@+‘9. 0 
The following theorem exhibits a close relationship between least upper bounds in 
BX and limits in X. 
Theorem 5. For an ascending sequence (x,,, r,,),+N in BX and an element (y,s) of 
BX, the following are equivalent: 
(i) (y,s) is the least upper bound of (x~,~~)~~N; 
(ii) (y,s) is an upper bound of (x~,~~),,~N, and lim,,, r,, = s; 
(iii) lim,,, x,, = y and lim,,, r,, = s. 
Proof. (i)+(ii) Since (x,,~,)~~N is ascending with upper bound (y,s), (r,,)ngN is 
descending with lower bound s. Thus, we only have to show that for all E > 0, there is 
n in N such that r, < S+E. Assume the contrary, i.e., there is E > 0 such that r,ks+& 
for all n in N. Since (x~)~~N is a Cauchy sequence (Prop. 3), there is N in fW such that 
d(x,,x,) < 42 for all n,maN. Hence for all n>N, d(xnn,xN) < ~/2<r,, -(s+E/~), or 
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(xn, r,,) C (XN, s + 42). Since the sequence is ascending, (XN, s + s/2) is an upper bound 
of the whole sequence. Thus (y,s) C (xv,s + s/2), whence s 2s + s/2, a contradiction. 
limii) + (iii) F or every n in N, (xn,rn) C (y,s) holds, or d(x,, y)<r, - s. Since 
n+oo r,, = s holds, limn+nc? x, = y follows. 
(iii) + (i) First, we show that (y,s) is an upper bound. For every man, (x,, r,) 5 
(xm,rM) holds, whence d(x,,x,)<r, -r,,,. Letting m tend to infinity, we obtain d(x,, y) 
<r, - s, whence (xn, r,) C (y, s). 
If (z, t) is an arbitrary upper bound of the sequence, then (x,,r,) L (z,t) holds for 
all n in N, whence d(x,,z) <r, - t. Letting n tend to infinity, d( y,z) 6s - t follows, 
i.e., (y,s) C (z, t). 0 
From Theorem 5, we may conclude a direct connection between metric completeness 
and dcpo completeness. This reveals a deep relationship between these two kinds of 
completeness. 
Theorem 6. For a metric space X, the following are equivalent: 
(i) X is a complete metric space, i.e., every Cauchy sequence has a limit. 
(ii) In BX, every ascending sequence has a least upper bound. 
(iii) BX is a dcpo, i.e., every directed set has a least upper bound. 
Proof. The equivalence of (ii) and (iii) follows from Theorem 2. 
Let X be complete. If (x~,v~)~~N is an ascending sequence in BX, then by Prop. 3, 
(m )nEN converges to some s in R+, and (x,),~N is a Cauchy sequence in X. By 
completeness, (x,)~~N converges to some y in X. By Theorem 5, (y,s) is the least 
upper bound of (x,,~,),~N. 
Assume (ii) holds, and let (x,)~~N be a Cauchy sequence in X. By Lemma 4, it has 
a subsequence (x,,)~~N such that (~,,,2-~) is ascending. By (ii), this sequence has a 
least upper bound (y,s). By Theorem 5, limk-, xnr = y. Since the whole sequence 
(x,)&N is Cauchy and a subsequence converges to y, the whole sequence converges 
toy. 0 
2.3. Continuity of BX 
In this subsection, we show that for every metric space X, the poset BX is contin- 
uous. Usually, this notion and related ones are defined for dcpo’s only, but they can 
easily be generalised to arbitrary posets; one only has to replace quantifications such as 
‘for every directed set’ by ‘for every directed set which has a least upper bound’. This 
is done in Section 1.4 of [ 181, where continuous posets are defined and it is shown that 
their elementary properties are in complete analogy with those of continuous dcpo’s. 
Thus for instance, the way-below relation in a continuous poset P is interpolative, and 
the sets fb with b in P form a basis of the Scott topology. 
First, we characterise the way-below relation on BX. 
Proposition 7. (x, r) 6 (y, s) iff d(x, y) < r - s. 
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Proof. First assume (x,~) e(y,s). Consider the sequence a, = (y,s + l/n) which is 
obviously ascending. By Theorem 5, (y, s) is its least upper bound. From the hypothesis, 
there is some n such that (x,~) L (y,s + l/n), whence d(x, y)<r - s - l/n < r - s. 
For the opposite direction, assume d(x, y) < r - s. Hence, there is E > 0 such that 
d(x, y) < r - s - E. Let S be a directed subset of BX such that u S = (z, t) exists and 
(y,s) C (z,t) holds. By Theorem 2, there is an ascending sequence (z,, t,,)nGN in S 
with least upper bound (z, t). By Theorem 5, lim,,, z, = z and lim,,, tn = t holds. 
Hence, there is some n in FV such that d(z,,z) < s/2 and t,z < t + s/2. The estimation 
a’(x,zn) G 44Y) + 4YJ) + d(z,zn) 
< (r - s - E) + (s - t) + s/2 
=r-(t+E/2) <r-t, 
shows (x, r) & (z,, t,). 0 
We now come to the continuity theorem. We prove that BX is continuous, and also 
show how a basis of BX can be obtained from dense subsets of X and [w+. Recall that 
a subset B of a poset P is a basis of P iff for all p in P, the set JBp = (b E B 1 b+ p} 
is directed with least upper bound p. In case of P = BX, Theorem 2 implies that B 
is a basis 8 for all (x,r) in P, the set &,(x,r) contains an ascending sequence with 
least upper bound (x,r). 
Theorem 8. Let X be a metric space with a dense subset A, and let Q be a dense 
subset of R, = [O,co). ThemA x Q is a basis of BX. 
Proof. Consider (x,r) in BX. For every n in N, there is a,, in A such that d(a,,x) < 
4~“, and q,, in Q such that r + 2 ’ 4~” < qn < r + 3 ’ 4~*. Then d(a,,x) < 4-” < 
2 .4-” < q,! -r, whence (an,q,)G(x,r). For n > 1, 
d(a,-l,a,) < d(a,-1,x) + d(a,,x) 
< 4-(“-1) +4-” = 5.4-n 
= (r + 2.4-‘“-“) - (r + 3 .4-“) 
< qn-I -4n 
whence (an_l,qn_l ) C (a,,q,). Clearly, lim,,, a, = x and lim,,, q,, = r, whence 
(x,r) is the least upper bound of (a,,qn)nEN by Theorem 5. q 
It is also possible to show an implication in the opposite direction: 
Proposition 9. If B is a basis of BX, then {a E X 1 (a,r) E B} is dense in X. 
Proof. For every x in X, there is an ascending sequence (an,r,,)nEN in B with least 
upper bound (x,0). By Theorem 5, (an)nEN converges to x. 0 
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Corollary 10. For every metric space X, BX is a continuous poset. It is o-continuous 
(i.e., has a countable basis) $f X is separable (i.e., has a countable dense subset). 
Proof. A poset is continuous iff it has a basis. Theorem 8 shows that BX =X x R+ is 
a basis. The equivalence follows from Theorem 8 with Q being the positive rational% 
and Proposition 9 for the opposite direction. q 
2.4. Embedding X into BX 
In this subsection, we study the function i : X + BX with ix = (x,0). Clearly, this 
function is a one-to-one correspondence between X and the subset X x (0) of BX, 
which we call X+. 
Proposition 11. The elements of Xi are precisely the maximal elements of BX. 
Unless otherwise stated we consider BX equipped with its Scott topology. When we 
consider measures on X, we need the following result: 
Proposition 12. X+ is a Gs-subset of BX. 
Proof. For every n in N, the set 0, = lJxEX f(x, l/n) is Scott open in BX. The equality 
0, = X x [0,1/n) is easily verified. Therefore, the intersection nnEN 0, is X+. 0 
For (x,r) in BX, i- (T(x,r)) =0(x, r) holds by Proposition 7. The sets T(x,r) form a 
basis of the Scott topology on BX, while the open balls O(x,r) are a basis of the metric 
topology on X. Hence, i is a topological embedding, which makes X homeomorphic 
to the subspace X+ of BX in the relative Scott topology. 
The complements of the sets T(x,r) together with the sets f(x,r) form a subbasis of 
the Lawson topology on BX. By definition of ‘L’ in BX, i- (t(x,r)) is C(x, r). Thus, 
i is also a topological embedding w.r.t. the Lawson topology. Summarising, we obtain: 
Theorem 13. On the subset Xf =Max(BX), the relative Scott and the relative Law- 
son topology agree. The function i : X + BX with ix = (x,0) is a homeomorphism 
from X with the metric topology onto Xf with the relative Scott or Lawson topology. 
If X is a separable complete metric space, then BX is an o-continuous dcpo by 
Corollary 10. Thus, BX can be given an effective structure along the lines of [2]. This 
structure can be used to derive an effective structure for X via the homeomorphism 
between X and X+. This provides a computational framework for X. Recall that a 
Polish space is a topological space which is metrisable with a separable complete 
metric. Thus, we obtain a computational model for a Polish space by choosing a 
separable complete metric for it. 
Some authors have studied the subspace of maximal points of a domain with the 
relative Scott topology (MP space). Kamimura and Tang [12] considered MP spaces 
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of bounded complete o-continuous domains; in the algebraic case, these spaces were 
shown to be Polish spaces. 
This result has now been elegantly generalised by Lawson [ 151. He shows that for all 
w-continuous domains where the relative Scott and relative Lawson topologies agree on 
the maximal points, the MP spaces are Polish spaces. He also provides a construction 
for the opposite direction which shows that every Polish space can be obtained as an 
MP space of such an o-continuous domain. The construction presented in the paper at 
hand proves the same in a much simpler fashion. Furthermore, as we will see in the 
following, we obtain new results for Banach spaces and a functorial construction; we 
are also able to prove various fixed point theorems. 
2.5. Normed vector spaces 
In Section 2.1, we mentioned that C(x, r) > C( y, s) does not imply d(x, y) < Y - s in 
general. Here, we prove that the equivalence does hold in non-trivial normed vector 
spaces. Normed vector spaces (X, /I . 11) ( over R) form a special class of metric spaces 
where the distance is given by d(x, y) = /Ix - yll. A normed vector space is non-trivial 
if it contains elements different from 0. 
Theorem 14. In a non-trivial normed vector space, C(x, r) 2 C(y, s) holds ifSd(x, y) < 
r - s. 
Proof. Let t = d(x, y) + s. In the case x = y, let u be an element of X different from 
x, which exists by non-triviality. In the case x # y, let u = y. In both cases, let z = 
x+{t/(d(x,u))}(u-x). Then d(x,z)=t and d(y,z)=s. Hence, z is in C(y,s) C C(x,r). 
Thus, d(x,y)+s=t=d(x,z)<r, whence d(x,y)<r -s. 0 
Corollary 15. For a non-trivial normed vector space, the poset of formal balls is 
order isomorphic with the poset of closed balls ordered by reverse inclusion. 
A Banach space is a normed vector space which is complete in the metric induced 
by the norm. A Hilbert space is a Banach space whose norm is derived from an inner 
product. 
Corollary 16. For a separable non-trivial Banach space, in particular for a separable 
non-trivial Hilbert space, the poset of closed balls ordered by reverse inclusion is an 
o-continuous dcpo. 
2.6. Completion 
Starting from an arbitrary metric space (X,d), we may first construct its metric com- -- 
pletion (X,d), and then the poset Bx, which is a continuous dcpo by Theorem 6. On 
the other hand, we may construct BX, which is a continuous poset, consider (BX, 6) 
as an abstract basis and construct its rounded ideal completion Y(BX) [l], which is 
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a continuous dcpo. We claim that the two continuous dcpo’s B(X) and 9(BX) are 
isomorphic. 
We may consider X as a subset of x such that 2 restricted to X is d. Since X is 
dense in x, the set BX = X x R+ is a basis of Bx by Theorem 8. By Proposition 7, 
the way-below relation of Bx restricts to that of BX. By the theory of continuous 
domains, Bz is isomorphic to the rounded ideal completion of its basis BX. 
With these results, the metric completion can be constructed domain-theoretically. 
Starting from an arbitrary metric space X, construct the continuous poset BX and use 
rounded ideal completion to obtain D = 9(BX). Since we know D 2 BF, Theorem 13 
tells us that x is (homeomorphic to) Max D, the space of maximal elements of D in 
the relative Scott topology. Thus, we obtain x as a topological space. In a future paper, 
the metric of X will be extended to a partial metric on BX and D, whose restriction 
to Max D will recover the metric on x. 
3. The functor B and the fixed point theorem 
In this section, we make B into a functor from a category of metric spaces to the 
category of continuous posets and continuous functions. This functor is then used to 
show how Banach’s fixed point theorem for complete metric spaces can be derived 
from the dcpo fixed point theorem. 
3.1. The functor B 
Let f :X -+ Y be a function between two metric spaces. A Lipschitz constunt for f 
is a number c in lR+ such that for all x, x’ in X, d( fx, fx’) <c . d(x,x’) holds. If f 
has a Lipschitz constant then it is continuous. However, not every continuous map has 
a Lipschitz constant. 
The collection of pairs (f, c) of a function and a Lipschitz constant forms a category 
with idx = (idx,l) and (g,c’)o(f,c) = (go f,c’.c). The functor B is defined on this 
category by B(f, c)(x,Y) = (fx,c.r) for every (x,r) in BX. The mnctorial properties of 
B are obvious. We also want to show that g = B(f, c) : BX + BY is Scott continuous. 
The function g is monotonic since 
(x,r) 5 (x’,s)+d(x,x’)<r-s 
+d(fx,fx’)<c.d(x,x’)<cr-cs 
=+ (fx, cr) L (fx’, cs) 
*g(x,r) c g(x’,s). 
For Scott continuity, it suffices to consider ascending sequences. If (x,,,r,,)nEN is as- 
cending with least upper bound (x,r), then by Theorem .5(ii), (x,r) is an upper bound 
of (xn,rn)nE~ and lim,,, r,, = r. Hence lim,,, cr,, = cr, and by monotonicity of g, 
A. E&at, R. HeckmannlTheoretical Computer Science 193 (1998) 53-73 63 
g(x,r) = (fx,cr) is an upper bound of (g(xn,rn))nEN = (f~~,cr~),,~~. By Theorem 5 
again, g(x, r) is the least upper bound of (g(xn, r”))nEN. 
Let us see how g cooperates with i. For every x in X, g(ix) = B(f, c)(x, 0) = 
(fx, 0) = i(fx) holds, whence g o i = i o f. If we identify X and Xf, this means that 
g extends f. 
Theorem 17. With the definition B( f, c)(x, r) = (fx, c. r), B becomes afunctor from 
the category of maps with Lipschitz constants between metric spaces to the category 
of Scott continuous functions between continuous posets. This functor has the property 
B(f, c) o i = i of for all maps f with Lipschitz constant c. 
3.2. The fixed point theorem for contracting functions 
As announced earlier, we now give a domain-theoretic proof of the Banach fixed 
point theorem. 
Theorem 18. A contracting map on a complete metric space has a uniqueJixed point 
which is the limit of the orbit of any point in the space. 
Proof. Let (X, d) be a complete metric space and f :X + X a contracting map. This 
means f has a Lipschitz constant c < 1. The function g = B( f, c) : BX + BX is 
Scott continuous. 
Let x be an arbitrary point of X, and let R, = d(x, fx)/(l - c). For every r aR,, 
we obtain d(x, fx) <( 1 - c)r = r - cr, whence (x,r) & (fx, cr) = g(x, r). Using 
monotonicity, this relation implies that g maps T(x,r) into itself. 
Since T(x,r) is a dcpo with least element (x,r), the dcpo fixed point theorem implies 
that (f”x, c’Zr),EN is an ascending sequence whose least upper bound (y,s) is the least 
fixed point of g on T(x,r). By Theorem 5, s = lim,,, c”r = 0 and y = lim,,, f”x 
holds. Since (y,s) = (y, 0) is maximal in BX by Proposition 11, it is not only the 
least, but also the unique fixed point of g on T(x,r). 
Clearly, (y,O) = (limn+W f”x, 0) is independent from r 2 RX. We show that it is 
the unique fixed point of g not only in 7(x, r), but in the whole of BX. Let (z, t) be 
an arbitrary fixed point of g. Let r > max(R,, d(x,z) + t). Then (z, t) is in T(x, r) and 
thus must equal (y, 0). 
So far, we have shown that (y, 0) is the unique fixed point of g in BX. Hence, y 
is independent from x, i.e., y = limn+oo f”x for all x in X. Since z E X is a fixed 
point of f :X + X iff (z, 0) is a fixed point of g: BX -+ BX, it follows that y is the 
unique fixed point of f. 0 
4. Iterated function systems 
Banach’s fixed point theorem can be extended to systems (X; f 1,. . . , f n) of several 
contracting maps f i : X + X. Such systems are called (hyperbolic) iterated function 
systems (IFS). 
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In the classical work of Hutchinson [9], one considers the space I-E of non-empty 
compact subsets of X with the Hausdorff metric dH. One shows that (Hx, dH) is a com- 
plete metric space and that the map f: HX +m defined byf(K) = Ul<i<Nf+(K) 
is contracting. It will therefore have a unique fixed point in HX, the so-called attractor 
of the IFS. 
With the techniques used in the proof of Theorem 18, a domain-theoretic proof of 
this result can be given which completely avoids the Hausdorff metric. This extends the 
corresponding result for a compact metric space as in [8,5]. The proof is performed in 
the Plotkin power domain [l] of the domain BX. We first recall some basic definitions 
(see VI>. 
Let D be a continuous dcpo. For subsets A and B of D, we define 
- A -XL B iff for all a in A, there is a b in B such that a< b; 
_ A -XU B iff for all b in B, there is an a in A such that a@ b; 
-A-xBiffA+~BandA-xuB. 
Let Yfi,,D be the set of non-empty finite subsets of D. The structure (Yfi”D, 4) is 
an abstract basis, whose rounded ideal completion is CD, the Plotkin power domain 
of D. The points of CD are the rounded ideals of (.9&D, +), i.e., non-empty subsets 
Y of 9&D with 
(i) if F E 4 and G + F, then G E 9; 
(ii) for every F, G in Y, there is H in 4 such that F, G + H. 
Property (ii) implies that for every F in 9, there is H in 9 such that F < H. The 
order of CD is set inclusion ‘c’ among the rounded ideals. 
Let .Yc,,,D be the set of all non-empty compact subsets of D. (These sets are not 
required to be saturated.) For every K in PC;,,,,, D there is a corresponding element 
K’ = {F E 9&D 1 F + K} of CD. Note that K; = K; does not imply K1 = K2. For 
finite F and G, F* C G* holds iff F 5~ G and F LU G, where ‘CL’ and ‘5” are 
derived from ‘ C’ on D in the same manner as ‘4~’ and ‘ +U ’ are derived from ‘ -$ ‘. 
Thefunction+:CDxCD+CDwithX+$={HEYe’fi,DI3FE_%,GE$:H+ 
F U G} is continuous, commutative, associative, and idempotent. For K, L in ,5EOmD, 
K’ + L* = (K U L)’ holds. For continuous h : D -+ D, there is a continuous function 
Ch : CD -+ CD with Ch (3) = {G E Y&D 1 3F E _%: G + h+F}. For K in YccomD, 
Ch (K*) = (h+K)* holds. 
We apply these general results to D = BX for a complete metric space X. By 
Cororollary 10 and Theorem 6, D is a continuous dcpo. In this special case, we can 
say more about the structure of CD. 
For F in 9$,D, we define rF to be the greatest radius of formal balls in F, i.e., 
rF = max{r 1 (x,r)~F}. Note that F + G implies rF > rG. For Y in CD, we define 
?Y = inf{rF I F E 9). For F in Yh,D, fF* equals rF. Later, we shall see that the 
elements 9 of CD with r.Y = 0 are maximal in D and can be identified with the 
non-empty compact subsets of X. For this, we need a lemma. 
Lemma 19. If an element 9 of CD contains a sequence (F,,)nE~ with lim,,, rF, = 
0, then for every G in .%, G + F,, holds for some n in N. 
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Proof. For G in 9, there is H in 9 such that G + H. Let 6 = min{r - s - d(x, y) 1 
(x, r) E G, (y, s) E H, (x, r) % (y,s)}, which is greater than 0. Thus, there is n in N 
such that rF, < 612. Since both H and F, are in 9, there is M in 9 such that 
H, F,, 3 M. We claim G 4 F,,. 
To prove G 5~ F,,, let (x,Y) be in G. Because of G 4 H + M + F,, there are 
(y,s) in H, (z, t) in M, and (a, u) in F,, such that (x, r) 4(y,s) @(z, t) $((a, u). The 
computation 
4% a) < 4x, Y) + d(w) + 44 a> 
-=I (r - s - S) + (s - t) + (u - t) 
<r+u-6<r-u 
shows (x, r) 6 (a, u). The last ‘ < ’ follows from u < rF, < 6/2. 
To prove G +U F,, let (a,~) be in F,,. Because of G 3 H 4 M >- F,,, there are 
(z,t) in M, (y,s) in H, and (x,r) in G such that (x,r)4(y,s) <(z,t)+(a, u). As above, 
(x, r) 6 (a, u) follows. 0 
Theorem 20. Every 9 in CD with r4 = 0 is maximal in CD. 
Proof. Assume 9 C f for some $ in CD. We have to show f C 4. For every n 
in N, 9 contains some F,, with rF,, < l/n. Because of 4 C 9, all F,, are in f. By 
Lemma 19 applied to f, every G in 9 satisfies G 5 F,, E 9 for some n. By property 
(i) of rounded ideals, G is in 9. 0 
Next, we show how to characterise the least upper bound of an ascending sequence 
with r-values tending to zero. 
Proposition 21. For a sequence (F,)nE~ in Pfi”D with F,’ C Fi+, for all n and 
lim,,, rF, = 0, the least upper bound UnEN F,* is maximal in CD and equals A*, 
where A is the filtered intersection nnEN TF,,. This set A is a non-empty compact 
subset of Max D =X+. 
Proof. Let 9 = UnEN F,*. For every n in N, f9 < fF, = rF,, holds, whence r9 = 0. 
By Theorem 20, 9 is maximal in CD. 
Let A = nnEN TFn. Since F,* C F;+, implies TF, 2 TF,+l, this is a filtered inter- 
section of non-empty compact saturated subsets of D. Since D is sober as a continuous 
dcpo, A is non-empty and compact in D. Since lim,,, rF, = 0, A is a subset of X+. 
We claim 9 = A*. Because of maximality of 9, it suffices to show ‘c’, If G is in 
3, G 4 F, holds for some m in iV. Relation G +u A follows from A 7, F, >u G. 
For G +L A, let c be in G. Then c<b for some b in F,,,. Using F, CL F,,,, for n>m 
and F, 7~ F,_I for 1 < n <m, we obtain a sequence bl 5 b2 L . . with b, in F,, and 
b, = b. Let a = UnEN b,. Then a is in A, and c <<b, C a holds. This proves G 4 A, 
i.e., GEA*. Cl 
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Let K be an element of Y&,X, i.e., a non-empty compact subset of X. Then K+ = 
i+K={(x,O)IxEK}’ 1s a non-empty compact subset of D = BX. Hence, FK = (K+)* 
is an element of CD. This defines a function r: Yc’,,,X -+ CD. 
Theorem 22. The function i: 9&,X + CD is a one-to-one correspondence between 
PccornX and the elements Y o[ CD with !Y = 0. 
Proof. First we prove r3 = 0 for 9 = LK where K in gc‘,,,X. Let K+ = {(x,0) 1 x E 
K}, and fix r > 0. Then K+ C UIEK t(x,r) holds. Since K+ is compact in D, there is a 
finite subset S of K with K+ C UxES f(x, r). Thus F 4~ K+ where F = {(x, r) 1 x E S}. 
Relation F +L K+ holds since (x,Y) $(x,0). Hence F is in FK. Clearly, rF is r. Thus 
rY<r for every r > 0, whence rY = 0. 
Second, we show injectivity of 6 Let iK = :L, and assume there is x in K which 
is not in L. For every y in L, let sY = $d(x, y) > 0. By arguments as above, :L 
contains some finite subset G of {(y,sY) 1 y E L}. From k = k, G < K+ follows. 
In particular, there is some (y,s,) in G such that (x,0) > (y,sY), or d(x,y) < sY, a 
contradiction. 
Finally, for 9 in CD with rY = 0, we find a non-empty compact subset K of X 
with Y = :K. By property (ii) of rounded ideals and 79 = 0, there is a sequence 
F1 + F2 -+ . . in 9 with rF, < l/n. Hence, F,* 5. F,‘,, follows. By Lemma 19, 4 = 
UnEN F,* holds, and by Proposition 21, UnEN F,* = A* for some non-empty compact 
subset A of X+. Since X and X+ are homeomorphic by i, K = i-A is a non-empty 
compact subset of X. From 3 = A*, 3 = iK follows. 0 
After these preliminaries, we now come to the theorem about hyperbolic IFS. 
Theorem 23. An hyperbolic IFS on a complete metric space has a unique non-empty 
and compact attractor. 
Proof. Given fi, . . . , fN : X + X where each f; has a Lipschitz constant ci < 1, we 
have to show that f: LP~,,,X + %,,X with f(K) = UI Gi4N f+K has a unique fixed 
point. 
The functions gi = B( f i, ci) : BX + BX are continuous, whence g : CBX + CBX 
with g(9) = CIQidN Cgi(Y) is continuous. For compact K C BX, g(K*) = {(fix,cir) 
1 1 <i<N, (x,r) E K}* holds. Hence, go ;= To f follows. From this and injectivity of 
i, we conclude that K is a fixed point of f iff LK is a fixed point of g. 
The following is similar to the proof of Theorem 18. Fix any x in X, let R = 
maxi <i<N d(x, fix)/( 1 - ci), and consider an arbitrary r >R. For a = (x,r), gia 2 
a holds for all i, whence g{a}* 2 {a}*. Therefore, g maps the subdomain T{a}* 
to itself and thus has a least fixed point Y0 = UnEN g”(a)* on it. For every n 
in N, rY0<V(g”{a}*)6c” . r holds where c = maxiGi<Nci < 1. Hence, rYO is 
0. By Theorem 20, Ya is maximal in CD, and thus the unique fixed point of g in 
-T-{a)*. 
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If r’>r, then ]{( x, r’ )} * > T { (x, r )} * . By the uniqueness statement just proved, &, r) 
and J$~J) are identical. Let us write ,aX for it. By Theorem 22, there is some K, in 
gc’,,,X such that y1 = :K,. By the arguments at the beginning of this proof, K, is a 
fixed point of f. 
Let L be an arbitrary fixed point off. By compactness of L, there is some Y > R such 
that L C 0(x, Y). Then (x, r) 4 (y, 0) for all y in L, whence {(x, r)} 4 {(y, 0) 1 y E L}, 
which implies LL E T{(x, r)}*. S’ mce ;L is a fixed point of g, k = & = ;K, follows, 
whence by Theorem 22, L = K,. 0 
The unique non-empty compact attractor K of the IFS can be obtained as a filtered 
intersection of finite unions of closed balls. Fix x in X and r > R as in the proof above. 
From the proof, we know FK = UnEN g” {(x,r)}*. For every n in N, g”{(x,r)}* = F,* 
holds where F, = {(fi, . . .h,,X,ci, . . .ci, . r) 1 it,. . . ,i,, E C} with C = { 1,. . .,N}. By 
Proposition 21, IK = A* follows where A is the filtered intersection nnEN TF,. Hence, 
K = i-A = nnEN i-(TFn). Since i-(T(y,s)) = C(y,s), K is the filtered intersection 
nnEN Uij,...,iy EZ C(f il . . . f i,& cil . . . ci,, . y). 
5. A computational framework for measure theory 
In this section, we embed the space M’X of normalised Bore1 measures on a metric 
space X into the probabilistic powerdomain PBX of valuations on BX. Thus, PBX 
becomes a computational model for M’X, similar as BX itself is a model for X. 
5.1. Measures and valuations 
A (Borel) measure on a topological space X is a function cc from the Bore1 sets 
of X to lR+ which is strict (~8 = 0), modular @(A U B) + p(A fl B) = pA + pB for 
Bore1 sets A and B), and countably continuous (p(UnEN B,) = SUP,~,-~ pB,, for Bore1 
sets B1 CBzC...). 
A measure p on X is normalised if &X = 1, and continuous if p(UiEI Ui) = 
supiEl FLui for every directed family (U.). I rEl of opens. All measures on a separable 
metric space are continuous. 
The support of a measure ,U is the closed set of all x such that ~0 > 0 for all 
opens 0 containing x. We call a measure p well-supported if @’ = 0 holds for the 
complement S’ of the support of p. Obviously, every continuous measure is well- 
supported. By Theorem 2.2.16 in [7], all measures on metric spaces have separable 
support. Hence, well-supported measures on metric spaces are continuous. Therefore, 
the notions ‘well-supported’ and ‘continuous’ coincide on metric spaces. 
It is consistent with set theory to assume that all measures are well-supported 
(see [7]). Apparently, this assumption was implicitly adopted by Hutchinson [9]. 
The computational framework for measure theory will be defined in terms of val- 
uations on BX. A valuation on a topological space Y is a function from the opens 
of Y to lR+ which is strict, modular, and Scott continuous. The probabilistic power 
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domain PY [IO, 1 l] of Y consists of all valuations v on Y with v(Y) d 1, ordered by 
their values on Scott open sets. 
For a in Y, the point valuation 6(a) is defined by 6(a)(O) = 1 if a in 0, and = 0 
otherwise. The function 6(.) is an order embedding, i.e., 6(a) C 6(b) holds iff a & b. 
For continuous h : Y --+ Y’, the function Ph : PY + PY’ with PA(v)(O) = v(h-0) is 
well-defined and continuous. Obviously, Ph(G(a)) = &ha) holds. 
A simple valuation is a finite linear combination rr &al ) + . . . + r, . &a,) of point 
valuations. If Y is an (w-)continuous dcpo with its Scott topology, then PY is (w-) 
continuous again [ 10, 1 l] with a basis of simple valuations. In fact, simple valuations 
with rational coefficients over elements of a basis of Y are sufficient. 
From the definitions, it is obvious that every continuous measure yields a valuation 
when restricted to the opens. Different measures yield different valuations since Bore1 
measures are uniquely determined by their values on open sets. On a metric space, 
every valuation p extends uniquely to a continuous measure by defining @ = inf { PO 1 
0 open > B} for Bore1 sets B. Hence, continuous measures and valuations can be 
identified on metric spaces. A corresponding result for continuous dcpo’s is not known. 
For o-continuous dcpo’s however, it is known that every valuation extends uniquely 
to a Bore1 measure [ 13,161. 
5.2. Valuations on BX 
For a complete metric space X, let M’X be the set of normalised well-supported 
measures on X. We embed M’X into the probabilistic power domain PBX of BX, 
which forms a continuous dcpo. Let SX be the set of all v in PBX with v0 = 1 for all 
open supersets 0 of X+. We shall prove that SX is a subset of the maximal elements 
of PBX, and define a one-to-one correspondence ;: M’X + SX. For both statements, 
we need an auxiliary lemma. 
Lemma 24. Let v be in PBX, U an open of BX, and c in R, such that VU > c. 
Then there are opens V and W of BX such that V G U, VV > c, V n W = 8, and 
uu w>x+. 
Proof. For n in iV, let V, = {(x, r) E BX 1 ( x, r + l/n) E U}. These sets are open 
as inverse images of U under the continuous functions (x,r) H (x,r + l/n). Clearly, 
VI C VZ C..- holds. Since (x,r) = UXEN(x,r+ l/n), we obtain U = UnEN V,. By the 
countable continuity property, VU = SUP,,~~ vV, > c follows, whence there is some n 
such that VP’,, > c. 
Let V = V, and W =U{f(x, l/n) 1 (x,0) $ U}. For every x in X, (x,0) $! U implies 
(x,0) E W. Hence, X+ is a subset of U U W. If (x,r) is in V f? W, then so is (x,0). 
Thus (x, l/n) is in U, and there is (y,O) $8 U such that (x, O)%(y, l/n). The latter 
relation implies (y,O)$(x, l/n). This is impossible since (x, l/n) is in U, but (y, 0) is 
not. Therefore, V fl W is empty. 0 
The lemma can be used to prove the maximal&y claim. 
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Theorem 25. For every complete metric space X, the elements of SX are maximal 
in PBX. 
Proof. Let v be in SX, and let v C v’ for some v’ in PBX. Assume v’U > VU 
for some open U. By Lemma 24, there are opens V C U and W with v’V > VU, 
Vn W=0, and UU W>X+. 
v’( v u W) = v’v + v’ w since V n W = 0 
> vu+vw since v’V > VU and v’ J v 
> v(UUW) by modularity 
= 1 since X+ C U U W and v in SX. 
The result v’( V U W) > 1 is impossible. 0 
Next, we show by a similar argument that for v in SX, the value v0 only depends 
on i-0, where i : X -+ BX with ix = (x,0) is the embedding of X into BX. 
Proposition 26. Let v be in SX. Zf U and U’ are two opens of BX with i-U C i-U’, 
then VU d VU’. 
Proof. Assume VU > VU’, and apply Lemma 24. It gives opens V C U and W with 
vV> VU’, Vn W=8, and UU W>X+. 
v(VU W) = vv+vw since V n W = 0 
> vu’+VW since VV > VU’ 
> v(U’ u W) by modularity 
= 1 sinceXci_UUi-WCi-U’ui-W 
However, v( V U W) > 1 is impossible. 0 
Now we come to the correspondence between M’X and SX. 
Theorem 27. For every complete metric space X, the function r: M’X + SX with 
rp( V) = p(i- V) for opens V of BX is a bijection. 
Proof. Since p in M’X restricts to a continuous valuation on X, rp is a continuous 
valuation on BX. If X+ C V, then i- V = X and so r,(V) = p.X = 1. Thus, rp is in 
SX. 
For the opposite direction, let v be in SX. Since i : X -+ BX is a topological em- 
bedding, every open U of X can be written as U = i-V for some open V of BX. 
Let U* be the union of these V. The assignment U H U* is monotonic, and sat- 
isfies i-U* = U for opens U of X and V C(i-V)* for opens V of BX. We can 
use it to define v’U = v(U’) for opens U of X. The function v’ is a valuation on 
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X with v’X = 1. To prove this note that i- V = i- W implies VV = v W by Propo- 
sition 26. Hence, v((Ur U l_Jz)*) = v(U; U UT) holds, and likewise for ‘n’. Thus 
v’(U1 U U2) + v’(U, n U,) = v(U; U UT) + v(U; n UT) = v’U1 + v’U2. Continuity is 
shown analogously. 
Consider p H rp H (rp)‘. For opens U of X, (rp)‘( U) = p( i- U' ) = @J holds. 
Finally, consider v H v’ H iv’. For opens V of BX, iv’(V) = v(( i- V)* ) 2 VV holds. 
By Theorem 25, iv’ = v follows. 0 
5.3. The separable case 
We can obtain much stronger results when we restrict ourselves to separable com- 
plete metric spaces X. In this case, BX is an o-continuous dcpo, and PBX is w- 
continuous as well [lo, 111. Thus it admits an effective treatment along the lines of 
[2]. This generalises the results of [4,3], which were restricted to locally compact 
spaces. 
By Theorem 27, the set M’X of normalised measures of X corresponds to the subset 
SX of PBX. By [6], this correspondence is a homeomorphism if M’X is equipped 
with the weak topology and SX with the relative Scott topology. 
By w-continuity, every valuation v on BX extends uniquely to a Bore1 measure 
[13, 161; for convenience this unique extension will be denoted by v as well. Since X+ 
is a Gs-subset of BX (Proposition 12), the defining condition of SX can be simplified 
to v(Xf) = 1. 
By Theorem 25, every element of SX is maximal in PBX. In the separable case, the 
opposite statement also holds. Lawson [14] has proved this independently from us even 
for the more general situation where BX is replaced by any o-continuous dcpo D such 
that the relative Scott and Lawson topology agree on Max D and X is homeomorphic 
to Max D. While Lawson’s proof uses the von Neumann Selection Lemma, we present 
an elementary proof for the case of D = BX. 
Theorem 28. If X is a separable complete metric space, then every maximal element 
of PBX is in SX. 
Proof. Let D = BX, and let ,U be maximal in PD. Let W be an open of D with 
X+C W. We show pW = 1. 
In the first part of the proof, we consider ~1 as a valuation. Let S be a countable 
dense set of X. Fix any x in S, and let U be the complement of l(x,O) in D. Let 
~‘0 = ~(0 n U) for open sets 0 of D, and let v = p’ + (1 - pU> .6(x, 0). Obviously, 
p’ and v are valuations on X. Since VD = pU + 1 - ,uU = 1, v is in PD. If (x, 0) 
is not in 0, then 0 C U, and thus v0 = ~(0 n U) = ~0. If (x,0) is in 0, then 
v0 = ~(0 rl U) + 1 - pUap(O n U) + ~(0 U U) - pU = ~0. Hence, p C v in 
PD, whence p = v follows by maximality of p. Applying this to D and W, we obtain 
@ = VD = 1, and since (x,0) E X+C W, pW = p(W n U) + 1 - pl_J, whence 
p( W U U) = 1 by modularity. 
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From now on, we consider ,u as a Bore1 measure. From @ = p( W U U) = 1, 
we conclude p(C fl 1(x,0)) = 0, where C is the complement of W. By additivity 
of 1-1 and countability of S, p(C n UxES 1(x, 0)) is 0. If (y, s) is in C, then s > 0 
because C is disjoint from X+. Since S is dense in X, O(y,s) contains some x in S, 
and (y,s) E l(x,O) follows. Therefore, C is a subset of UxES 1(x,0). Thus we obtain 
PC = 0, whence by complementation pW = 1. 0 
Corollary 29. For any complete separabIe metric space X, the space M’X of nor- 
malised measures on X is homeomorphic with the space of maximal elements of the 
w-continuous dcpo PBX. These maximal elements are characterised by p(X+) = 1. 
Every normalised measure on X can be obtained via this homeomorphism as the least 
upper bound of an increasing chain of simple valuations on BX. 
This domain-theoretic framework for measure theory can be used to do generalised 
Riemann integration theory on complete separable metric spaces or indeed on Polish 
spaces as in the case of compact metric spaces in [3]. 
6. Iterated function systems with probabilities 
An IFS with probabilities is an IFS (X; f 1, . . . , f N ) together with a vector (~1,. . . , 
pN> of real numbers pi > 0 with CL, pi = 1. For every f i : X + X, there is a 
function Mf; : M’X -+ M’X with Mfi (p)(B) = u(fiB) for Bore1 sets B. Using 
these functions, one can define f =CL, p; . Mfi : M’X -+ M’X. In [9], it is shown 
that f has a unique (well-supported) fixed point with bounded support, the so-called 
invariant measure of the IFS. Hutchinson proved his result by defining a complete 
metric on the set of normalised (well-supported) measures with bounded support with 
respect to which f is contracting. He also shows that the invariant measure has compact 
support. 
In [4], a domain-theoretic proof of this result is established for compact metric 
spaces. Here, we will use the domain-theoretic framework of the previous section to 
extend the above result to any complete (not necessarily separable) metric space. Thus 
we obtain Hutchinson’s theorem in its full generality. 
Theorem 30. A hyperbolic IFS with probabilities on a complete metric space has 
an invariant measure which is unique among the normalised well-supported measures 
with bounded support. The invariant measure has compact support. 
Proof. Given the probabilistic IFS (X; f 1,. . . , f n; PI,. . . , pn), let Z = (1,. . . ,N} 
and f = CiEZ pi . Mfi : M’X + M’X. Let ci < 1 be Lipschitz constants for the 
functions fi. The functions gi = B(f,,ci) : BX + BX are continuous. They in- 
duce continuous functions Pgi : PBX + PBX with Pgi(v)(O) = v(gi 0). Hence g = 
CiEz pi ’ Pgi : PBX + PBX is continuous. The equality go T= To f is easily verified. 
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With injectivity of L, it follows that p is a fixed point of f iff L, is a fixed point 
of g. 
The following is similar to the proof of Theorem 18. Fix any x in X, let R = 
maxiez d(x, f ix)/( 1 - ci), and consider an arbitrary r 2 R. For a = (x, r), gia 2 a holds 
for all i, whence g(&a)) = C,,-r pi . b(giu) 2 Cicz pi . 6(u) = 6(u). Therefore, g 
maps the subdomain r&u) to itself and thus has a least fixed point v, = UnEN v,,~ on 
it where v,,, = gn(6(u)). 
We introduce some abbreviating notations. For G = (ii,. . . ,i,) in C”, let ai = 
(ii, . . , i,, i), pU = pL, . . . . pi,, and gg = gi, 0.. .-a gin. The notations c, and f q are 
defined analogously. 
For every n in N, v,,, = C,,Ez” p. .6(g,u) holds. This can be shown by induction 
using linearity of g. Let F, = {g,u 1 a E C”}. 
Since gia 2 a for all i in C, and all the go are monotonic, g,,u C gci a follows. 
Consider the tree with node set C’ = lJnEN Zn and edges a -+ ai. This is an infinite 
tree with constant degree N at every node. If node a is labeled by gdu, then infinite 
paths in the tree correspond to ascending sequences in BX. Let K be the set of least 
upper bounds of all these sequences. If K C 0 for some open set 0, then F, C 0 for 
some n by K&rig’s Lemma. This property suffices to show compactness of K. Since 
F,, G 0 implies v,,,O = 1, we conclude: 
(i) If K C 0 open, then v,O = 1. 
If some x in K is contained in an open set 0, then some F,, meets 0. Since pi > 0 
for all i in C, v,,,O > 0 follows. Thus, we obtain: 
(ii) If K meets an open set 0, then v,O > 0. 
Since g,u = (f ,,x, c, .r) and ci < 1, the set K is a subset of X+. Therefore, property 
(i) implies v, E SX. By Theorem 25, v, is maximal in PBX and thus the unique fixed 
point of g in T&u). Since r’ > r implies f&x, r’) > t&x, r), v(~,~) does not depend on 
r. Hence, we may write v, for it. 
By Theorem 27, there is a normalised well-supported measure P.~ on X with v, = 
rpX. Let S = i-K. Since K is a compact subset of X+, S is a compact subset of X. 
Properties (i) and (ii) imply analogous properties for S: if S C U open, then pXU = 1, 
and if S meets an open set U, then pXxU > 0. These two properties imply that S is 
the support of pX. 
So far, we have shown the existence of invariant normalised measures ,u~ for every 
x in X. These measures are continuous with compact support. For uniqueness, let p be 
an arbitrary invariant normalised well-supported measure with bounded support. Then 
there is some r 2R such that the support is contained in 0(x, r). Since p is well- 
supported, p(O(x,r)) = 1 holds. Let v = rp. This is a fixed point of g. If (x, r) is 
in some open V of BX, then T(.x,r) C V, whence O(x,r) = i-(f(x,r)) & i-V, whence 
VI’ = p(i- V) = 1. This implies 6(x, r) L v. Since v, is the unique fixed point of g on 
fd(x,r), v = v, follows whence p = p1 by injectivity of i 0 
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7. Future work 
To obtain a full domain-theoretic treatment of metric completion, the metric of X will 
be extended to a partial metric on BX. This partial metric should be easily extendible 
to the rounded ideal completion of BX, to obtain the metric completion x. 
A major area for further work is in developing the domain-theoretic measure and 
integration theory on Polish spaces. Given a Bore1 measure on a complete separable 
metric space X, we need to explicitly construct an increasing chain of simple valuations 
on BX whose least upper bound is the given measure. One should then be able to use 
generalised Riemann integration theory to compute the expected value of well-behaved 
continuous functions with respect to the Bore1 measure to any degree of accuracy. 
This can provide new computational techniques in probability theory and stochastic 
processes. 
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