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Abst raet - -A  family of implicit methods based on intrastep Chebyshev interpolation has been 
d 2 developed to integrate initial value problems of the second-order harmonic oscillator form ~ +wy = 
f(y(t); t). The procedure integrates the homogeneous part exactly (in the absence of roundoff errors). 
The Chebyshev approach uses stepsizes that are considerably arger than those typically used in 
Runge-Kutta or multistep methods. Computational overhead is comparable to that incurred by 
high-order conventional procedures. Chebyshev interpolation coupled with the iterative nature of the 
method substantially reduces local errors. Global error propagation rates are also reduced, making 
these procedures good candidates for use in long-term simulations of perturbed oscillator systems. 
The procedure isapplied to integrations ofthe KS transformed equations for the oblateness-perturbed 
orbital motion of an artificial satellite. @ 2003 Elsevier Science Ltd. All rights reserved. 
Keywords - -Numer ica l  integration, Chebyshev methods. 
1. INTRODUCTION 
In earlier papers, the second author and others (see [1-3]) have presented implicit, one- and 
two-step Chebyshev numerical integration procedures for initial value problems described by 
differential equations of the first and second order. These methods were originally devised for 
integration of dynamical systems whose solutions were expected to have a periodic (oscillatory) 
or quasi-periodic character. However, periodic or quasi-periodic motions are not a requirement 
for these procedures to work properly. The motivation of the papers of Richardson and Panovsky 
was to construct efficient procedures whose global error propagation rates were significantly lower 
than those produced by conventionally-available methods. These procedures have been recently 
used in long-term simulations of the motion of the planets and the Moon. 
We have recently turned our attention to orbital mechanics imulations. The Chebyshev pro- 
cedures appear to provide very accurate, low overhead integrations whose cost is competitive 
with better known, classical procedures. The present paper is an adaptation of these methods 
to dynamical systems that can be represented as systems of perturbed harmonic oscillators. A 
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portion of this research is explained in detail in [4]. In astrodynamics applicat,ions, our principal 
focus has been the KS transformed equations for the orbital motion of an artificial satellite. 
The method presented here is applicable to initial value problems of all second-order, continuous 
systems that are described by the normal-form oscillator equations 
d2Y~ + w~yi f~(Yl . . . ,  Yn; t), i 1, n. (1) 
dt 2 ' . , 
The new procedure integrates the homogeneous part of the equations exactly to within machine 
roundoff error. In this way we expect hat the method will produce improved error propagation 
characteristics. In particular, for systems of equations where f~ -- O(~) with ~ << [[y~[[, accuracy 
is maintained over very long simulation intervals. In these cases, the global error rate is quite 
small and the error itself propagates almost linearly. Good evidence of this is shown in Section 5 
where the procedure is applied to the oblateness-perturbed orbital motion equations of a satellite 
of high eccentricity. This is a special-case application of the theory for systems that can be 
written as perturbed oscillators having a single frequency wi = w. 
Our Chebyshev procedure constructs olutions through Chebyshev interpolation at intrastep 
nodal points. Chebyshev polynomials were chosen because of their superior convergence-rate 
properties and their near minimax error characteristics within the interpolation i terval. Dis- 
tributing the error evenly over the interpolation i terval appears to help diminish the buildup 
of global error. The coefficients of the polynomials can be obtained by a variety of methods. A 
Gauss-Seidel-like iteration coupled with a low-order Taylor series or a Newton-Raphson iteration 
have proved to provide the best approach. The stepsizes required are typically much larger than 
those used in conventional methods. Because of the low rate of global error propagation, the 
present method appears to be well-suited for long-term simulations. 
The history of the use of Chebyshev polynomials as the basis of integration schemes began 
with the work of Lanczos [5]. His approach was elaborated and extended by Clenshaw [6], 
Clenshaw and Norton [7], and Norton [8]. All of these methods utilize a slowly-convergent 
iteration process which generates a considerable overhead. This makes their use undesirable 
for some applications--in particular for long-term simulations. Chebyshev multistep methods 
for nth-order initial value problems have been considered by Lyche [9]. His procedures provide 
explicit expressions for stepsize-dependent coefficients in those cases where it is desirable to 
integrate a certain set of functions exactly. Exact integration was the subject of the pioneering 
paper of Stiefel and Bettis [10]. This paper was the first important research to address problems 
associated with the drifting of solutions generated by Cowell's method. 
2. DERIVAT ION 
We assume that the functions fi in equations (1) axe real-valued and of class C 1 for all t in the 
interval [0, b], b > 0. The notation and procedure is very close to that presented in [1,3]. 
The fundamental equation upon which the procedure is based is an integral equation obtained 
from equations (1) through application of the variation of parameters (VOP) method. If the 
general solution to each equation and its derivative are written in VOP form as 
y~ = Ai cos ~it + Bi sin wit, ~]i = -~ iA ,  sin w~t + wiB i  cos w~t, 
then the VOP equations for the parameters Ai and B~ are found from the solution to the 2n-order 
system 
[ J ]¢  = F,  (2) 
where [J] is the 2n × 2n Jacobian, 
~z 
[J] = 0-U' 
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with the 2n vectors 
Z ---- (Y l ,Y l , " ' ,Yn ,Yn)  T,  C = (A1,B1, . . . ,An ,  Bn) T, F = (O, f l ,O, f2 , . . . ,O , f~)  T. 
Because of the 2 × 2 subblock structure of [J], the equations for each ./1~ and/3, are easily obtained. 
We have, after dropping the subscript, 
Integrating produces 
A : - f-- sin wt, B : --f cos  wt.  
O2 02 
A= 1 L - -  f ( s )  sinws ds + Ao, B = - f ( s )  cosws ds + Bo. (3) 
02 O2 
Thus, the general solution for each yi to equation (1) on [to, t] is written 
y(t) = Aocoswt + Bosinwt + 1 f "  - -  f (s)s in02(t  - s)ds.  
02 Jto 
Applying the initial conditions y(0) = Yo and 9(0) = Yo at t = to gives 
- 1 / i  
y(t) = Yo cos02(t - to) + 9o sin02(t - to) + - f ( s )  sin02(t - s) ds. (4) 
02 O2 
This is the fundamental equation from which we derive the integration procedure. 
If equation (4) is re-evaluated using the intervals [t, t + A] and It, t - A], we have the equations 
i /t+A 
y(t + A) = y(t) cos(02A) + 9(t) sin(02A) + - f ( s )  sin 02(t + A - s) ds, 
02 02 .,t (5) 
1 i t  t-A y(t - A) = y(t) cos(02A) - y(t) sin(02A) + - f ( s )  sin o~(t - A - s) ds. 
td 02 
The integral in the last equation can be rewritten using the dummy variable z = 2t - s. This 
gives 
1 
y(t - A) = y(t) cos(02A) - 9(t) sin(02A) + -- I (2t  - z) sin02(t + A - z) dz. 
(M O) j t 
By adding this equation and the first of equations (5), we have the fundamental expression 
y(t + A) - 2y(t) cos(02A) + y(t - A) 1 f t+A =- -  [f(s) + f (2 t -  s)]s inw(t + A-  s )ds  = I (6) 
w jr 
To execute the integration on the right-hand sides of the above equation, we first approximate 
the integrand by finite Chebyshev sums defined on the interval [t, t+A]. We begin by transforming 
the integral I using the new dummy variable a where -1  < a < 1. The transformation is 
s = t + 2h(a  + 1), (7) 
where h is the integration stepsize and is related to A by the relation A = ~h. The scaling 
parameter ~ lies in the positive interval 0 < ~ 5 1. The integral becomes 
I = 2w J -1 [f+ + f - ]  sin -~ . 
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where f+ and f -  are defined on -1 < a < 1, and 
[1 ] f+(a)=f t+~h(c~+l) , f - (a )  = f [ t - lh (a+l ) l .  (9) 
The functions f+ and f -  are each defined on -1 _< a _< 1 and have their own absolute and 
uniform infinite Chebyshev expansions. These infinite series are replaced by their finite-sum 
approximations [11] using n + 1 discrete points in [-1, 1]. We have 
{-(o)}.(o) ,} > ~'~ ak Tk(a). 
= a~ 
(10) 
We define the upper limit n as the degree of the method. The Chebyshev polynomials Tk(a) are 
defined by Tk(cos ¢) = cos(k¢), and for k _> 2, they are found from the recursion relation 
Tk(~) - 2aTk_l(a) + Tk-2(a) = 0, (11) 
with the starting values To(a) = 1 and Tl(a) = a. Here and in the sequel, double primes indicate 
that both the first and !ast terms of the summation are to be halved. 
+ in equation (10) are given by The coefficients a k 
{a~(~)} 2~"[ f(tj)}coskOj, a;(a) = n = [.f(t_j) (12) 
where 
(n-j)~ 
n 
The variables tj and t_ t, j = 0 , . . . ,  n, are abbreviations for the expressions 
(13) 
tj = t+ 2h[1 + cos0 j ] - t  + ~jh, 
t - j  = t -  lh[1 + cos0 j ] - t -  ~jh, 
(14) 
where 
~j = ~(1 + cos0j), j=O, . . . ,n .  
The starting values are to = t-0 = t. Replacing ~ with ~j, the integral of equation (8) becomes 
the general expression 
h n t/ f2~j -1  
±J = V~ (q  + a;)  sin ~(2~j - 1 - a)T~(a)da 
k=O d-  I 
h ~t% II 
- (q  + q)  Rjk( h), 
k=O 
(15) 
where 
Rjk(wh) = sin a(2~j - 1 - a)Tk(a) da, j = 0, . . .  ,n, (16) 
J -1  
and a = wh/2. Setting j = n and using equation (6) gives the fundamental equation that steps 
the solution from t to t + h, 
y(t + h) = 2y(t) cos(wh) - y(t - h) + In. (17) 
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To calculate I~ requires knowledge of y(t + ~jh) within [t,t + h) at the nodal points ~j, 3 = 
0 . . . .  , n - 1. See equations (10) and (12). These values are given by 
The definite integral Rjk(wh ) in the expression for Ij is evaluated using the following integral- 
table formula. If P~ is a polynomial of degree n, then 
[~/q p(2k) l,~ 
P,(t) s inmtdt -  c°smt E ( -1 )k  ~ ~J 
• 7Yt 7712 k 
k=O 
[(n+l)/2l (2k-l) 
sinmt ( 1)k_1P,~ ( t )  
-L  T E -- ,m2k-1 
k=l 
where P,~(t) is the k TM derivative of Pn with respect o t, and [k/2] denotes the largest integer 
satisfying [k/2] <_ k/2. After some algebra, the expression for Rjk(coh) becomes 
[k/21 7,~, 0 [k /2 ]  T(2i+1)(_1) + _  E (-1)~+1 cr 2~ cos 2o-~j ( 1) Rjk(wh) - sin2a~j(7 E ( -1 ) i+ l  k o "2i+1 (7 
z=O i=0 
[k/2l T(2,) 
+ a }--}(_1),~ (cos0,) 
G G 2i 
i=0 
The derivatives of the Chebyshev polynomials are found through recurrence relations For 
k > 2 and m > 1, we ibund two [12] that were useful, 
(X) = ZX lk_ l  (X) q- _ k_2(X), 
T 2kTF_? k (~)= (z )+k_2  k-2, , .  
(21) 
We note that the coefficients Rjk (wh) are constants that depend on the frequency and the degree n 
of the method. Consequently, their values must be calculated only at the time when n is selected. 
Currently, we have no rationale in place for changing n during an integration, so the /~.(~,/~) are 
calculated and stored at program startup. 
Because of the highly implicit nature of our procedure, efficient iteration procedures must 
be utilized. We have had success with a Gauss-Seidel-like iteration process called ite'r'at~on by 
continuous ubstitution that has been described in [1,13] and [3]. In addition, we have experi- 
mented with a first-order Newton-Raphson iteration approach. Fewer passes are required than 
with continuous ubstitution. 
However, a Jacobian matrix must be calculated at every iteration pass. For systems with com- 
plicated right-hand sides, the Newton-Raphson iteration can take much longer to execute. We 
generally prefer continuous ubstitution; however, we have several test cases in which continuous 
substitution fails to converge and Newton-Raphson must be applied. In most instances, contin- 
uous substitution is begun with starting values that are generated by a Taylor series about the 
starting point of the interval [t, t + hi. This process allows a significant reduction in the number 
of iteration passes to convergence. 
3.  LOCAL  TRUNCATION ERROR 
The process of stepping from values at t to values at t + h is accomplished through equation (17): 
y(t + h) -- 2y(t) cos@h) - y(t - h) + ~r~. 
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The finite-sum approximation for In is given in equation (15). If instead of the approximations 
for equations (10) and (12), they are replaced by their convergent, infinite series expansions, 
{ 1+(~1 oo, c+ 
f - (a )  }=k~__O {c~-}Tk(a), (22) 
and 
(C~ } : ~- :11(  f+ (z) c k 1-  (z) } Tk (z) ~/1 - z 2 dz. (23) 
Then, In becomes the exact expression 
in = ~w Z (c~" + c~-) Rnk. (24) 
k=O 
The difference 
en = L - *n = ~ (e~ + c;) R~k - ~ (a~ + a;)  Rnk (25) 
\k=O k=O 
gives the magnitude of the local truncation error for methods of degree n. The single prime on 
the summation indicates that the first term is to be multiplied by 1/2. 
From [11], the coefficients ak and Ck are related by 
ak = Ck -F (C2n_ k q- C2n+k ) q- (¢4n-k "}- C4n+k) -~t- . . . , 0 < k < n. (26) 
Thus, the truncation error is approximated by 
,v h 
en = ~ (en++l + c;,+1) (P~(n+l) - P~(n-~)), (27) 
with 
f R~k = sin[a(1 - a)]Tk(a) da. 1 
To estimate the truncation error,/~k is approximated using the first term in the Taylor expansion 
for sin[a(1 - a)]. This gives 
L 1 Rnk ~ a(1 - a)Tk(a) da. (28) 
1 
From [14], we have the following integration formula: 
j 1 [~+1 ~-1  )] Tk(oOdo~ = ~ Tk+l(a) - -  Tk-l(Ot , k _> 2. (29) 
Using the recurrence relation of equations (11), we have 
1 
aTk(a) = 5[Tk+l(a) + Tk-l(a)]. 
Thus, we obtain 
= I Ik-~Tk+2(a)- k-~Tk-2(c~) ] , k _> 3. (30) 
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After some algebra, the approximation for Rnk becomes 
wh 
k2---L-~, k odd, k >_ 1, 
Rnk ~ -wh 
k 2 -1 '  keven,  k_>0. 
(31) 
Consequently, the local truncation error is the expression 
en '~ 2h 2 (en+ 1 + Cn+l) 
1 
u odd, 
n (n 2 - 4)' (32) 
- -n 
n even. 
(n2 - 1)(n2 - 9)' 
The coefficients Cn+l are replaced by 
n+l  D~ f(fl) 
Cn+l -- 2n(n  + 1)!' 
where from [12], Dn~+lf(~) is the (n + 1) th derivative of f(c~) evaluated at some point J m the 
domain [-1, 1]. Changing variables using equation (7) gives 
n+l n+l h D, f (s(3))  
Cn+l = 22n+l(n + 1)! s(Z) c It, t + hi 
If we make the assumption that there is some value/3* such that 
D,,+af+(s(/3,)) n+l - * ..~ n+l * D s f (s(~ )), = Ds f (s(8 ) )= 
then 1 
= hn+aDn+lf(s(~*)) { n (n 2 --n4)' n odd, 
en 22n- l (n+l ) !  (n 2 -1 ) (n  2 -9 ) '  n even. 
It is apparent hat a method of degree n has a local truncation error of©(h~+3). 
(33) 
4.  PROCEDURE FOR n = 1 
Our method corresponding to n = 1 is not used in our investigations because its accuracy is 
too low for most applications. It is presented here merely to illustrate the structural aspects of 
the procedure. 
To step the dependent variable Yi = Y from t to t + h is done by the equation 
y(t + h) = 2y(t) cos(wh) - y(t - h) + I1, (34) 
where 
h 
I1 = ~ [(ao + -[- ao) Rio + (al + + a l )  R i l l .  (35) 
We use 
to = t, 00 = ~, (o = 0, 
tl =t+h,  01:0 ,  ~1 = 1, 
t - l=t -h .  
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This gives 
a + = f ( t )  + f ( t  + h), 
a + = - f ( t )  + f ( t  + h), 
a o = f ( t )  + f ( t -  h), 
a? = - f ( t )  + y( t  - h). 
Using equation (16) directly produces 
f 1 R10 = sin[a(1 - c~)] dc~ = (1 - cos 2a), 
1 
1"  1 1 
Rll  = J_ c~ sin[o.(1 - ~)] dc~ = -L-~ (o. + acos2o. - sin 2o.). 
1 O'2 
The expression for I1 is easily formed, .and equation (34) becomes 
y(t  + h) = 2y(t)cos(~oh) - y(t  - h) + 4-~g~2 [(2o. - sin 2a) I ( t  - h) 
+ 2(sin 2o. - 2(7 cos 2o.)f(t) + (2o. - sin 2a) : ( t  + h)l. 
(36) 
The magnitude of the corrections Ix in the above expression can be seen by replacing sin 2a and 
cos 2a by the first two terms of their Taylor expansions. This produces the approximation 
h 2 . 
11 = -~[f( t  - h) + 4f(t)  + f ( t  + h)] + 50 (h4). (37) 
Expanding cos(wh) through order h 2 and rearranging ives 
h 2 
y(t + h) ~- 2y(t) cos(wh) - y(t - h) + -~[f(t  - h) + 4f(t)  + f ( t  + h)] (38) 
h 2 
= 2y(t) - y( t -  h) + -~ [ f ( t -  h) + 4f(t)  + f ( t  + h) - 6w2y(t)] + 50 (h4). (39) 
By way of comparison, the corresponding Cowell [15] and Chebyshev methods [1] are 
Cowell: 
Chebyshev: 
h 2 
y(t + h) = 2y(t) - y(t - h) + -~[f( t  - h) + 10f(t) + f ( t  + h)] + 50 (h6). (40) 
h 2 
y(t + h) = 2y(t) -y ( t -  h) + -~[ f ( t -  h) + 4f(t) + f ( t  + h)] + 50 (ha) . (41) 
The small truncation error in the Cowell approximation is not typical at all orders. It arises 
in this case because the next higher-order coefficient in the finite difference approximation is
identically zero. 
Currently, our codes are written so that the user can select he stepsize and the degree n of the 
method. (An automatic, variable-stepsize v rsion is now under development.) To provide a code 
that allows a large range of input values for n dictates that explicit analytical developments of
the remainder Ij (equations (18) and (15)) would have to be avoided. The explicit replacement of
± as it was done above would require considerable algebraic manipulation even for relatively the a k 
small values of n. Accordingly, explicit representations for y(t + h) as seen above in equation (38) 
are not contained within the codes. 
5. NUMERICAL  TESTS 
The current version of the code is written in FORTRAN 77 and is valid for one frequency 
only. This code has received initial testing on Duffing-like elliptic oscillator equations and linear 
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Mathieu systems. Details are available from Vigo-Aguiar. Error propagation rates appear to be 
consistent with those reported in [1]. 
A more demanding test of our procedures involved the numerical integration of the three- 
dimensional equations of motion for an artificial satellite orbiting an oblate Earth- - the main 
problem of artificial satellite motion. The initial osculating orbit was chosen to be highly eccentric 
(e = 0.75) with a semimajor axis selected to give a low perigee height. The "true solution" was a 
REAL*16 extended precision integration of the equations of motion written in geocentric x. y. z 
Cartesian coordinates. These equations were 
+ #x _ __15Cz2x 3Cx 
r 3 r7 r5 , 
#y 15Cz2y 3Cy 
~j+ - - -  
/.3 r7 r5 ' 
~tz 15Cz 3 9Cz / /+ - - -  
,r 3 7-7 r 5 ' 
where r 2 = x 2 + y2 + z 2, and C is the constant 
(42) 
1 
C = 2#J2R~ = 1.37621 x 106 kmS/sec 2. 
These. equations were integrated in extended precision using a small fixed stepsize of h = 0.5 
normalized time units. This corresponded to 108 steps per initial orbital period. The method was 
the second-order Chebyshev procedure 1 of degree 30 of [1]. The integration interval was 16,000 
normalized time units or approximately 296 initial orbital periods. Units of mass, distance, and 
time were established (according to Kepler's Third Law) by setting the gravitational constant 
= 1 and the mean equatorial radius Re = 1. 
The initial state for all integrations was obtained by requiring the following initial (normalized) 
osculating orbital elements 
a = 4.2, e = 0.75, I = 60 °, w = 30 °, D = 30 °. (43) 
To test our procedures against he extended precision solution required rewriting equations (42) 
in perturbed-oscillator form. The desired form was obtained by applying a KS transformation 
as described by Stiefel and Scheifele [16]. The relationship between the configuration variables 
x = (x, y, z, 0) T and the KS variables u = (Ul, u2, ua, U4) T is given by the KS transformation, 
x = L(u)u, (44) 
where L(u) is the orthogonal KS matrix 
Ul --U2 --U3 U4 ) 
r (u~= u2 u2 -u4  -u3  
U3 U4 Ul U2 
U 4 --U 3 U 2 --U 1 
(45) 
and L - l (u )  = LT(u) / r .  The new independent variables s is related to the time t by the differ- 
ential relation 
at + + = + + + (46) d--~ =r= 
and velocity transformation is 
± = -~L(u)u'. (47) 
r 
Here and below, primes denote differentiation with respect o s. 
1 Chebyshev procedures typically allow stepsizes of an order of magnitude greater than that needed for conventional 
procedures to achieve comparable global errors. 
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For an arbitrary perturbing potential V, the KS-transformed equations of motion become 
h 1 0 
u~ + -~uj = -~ Ou--].(rY), j = 1,2,3,4, (48) 
where -h  = constant is the total energy. For the main problem, the perturbing potential is 
] v= Lr  -1  . (49) 
The graphics below summarize our tests. Three of our Chebyshev procedures corresponding 
to n = 6 (CHEBY6), n = 11 (CHEBYll) ,  and n -- 16 (CHEBY16) were used in the REAL*8 
computations. The output within the interval 0 < t < 16000 was compared against he REAL*16 
data, and a log10 error graphic is shown in Figure 1. Also on this graphic is an error comparison 
using other integration methods applied to the same equations of motion. We selected the 
adaptive-stepsize Runge-Kutta procedure (ARK) found in [17] and the extrapolation method 
(XBS) of [18]. In both routines, the local error threshold was set at near machine precision. The 
stepsize for each Chebyshev integration was fixed at 6.25 time units (approximately 11.6% of the 
initial orbital period). Figure 2 shows relative computation times for the REAL*8 computations. 
• 6.o I.- .,~ CHEBY6 
0 
-7.0 
-8.0 
-9.0 
-10.0 
, . _ .~  ARK 
- XBS 
CHEBYI I 
-11.0 
-12.0 CHEBY16 
-13.0 
25oo.0 5000.0 75oo.o 1o0o0. msoo. 15ooo. 
time (normalized units) 
Figure 1. lOglo errors for the n = 6, 11, 16 Chebyshev procedures (CHEBYxx), 
adaptive Runge-Kutta (ARK), and Bulirsch-Stoer (XBS). 
Figure 1 shows that the Chebyshev global error remains nearly constant throughout the simula- 
tion time. Both CHEBYl l  and CHEBY16 are able to maintain smaller globM errors than is pos- 
sible with the (ARK) adaptive Runge-Kutta method or the (XBS) Bulirsch-Stoer extrapolation 
procedure. CHEBY6 is not considered appropriate for high-accuracy computations. However, 
because of its low execution time (Figure 2), it is appropriate for use in dynamical simulations 
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CHEBY16 
XBS 
CHEBY11 
- - - - - ' - - - -  CHEBY6 
2500.0 5000.0  7500.0 10000. 12500. 15000, 
time (normalized units) 
Figure 2. Execution time as a function of simulation time for all procedures. 
where only modest accuracy is required, e.g., in the computation of Lyapunov exponents for 
chaotic-system analysis. 
From Figure 2, it appears that the (ARK) adaptive Runge-Kutta procedure isnot desirable be- 
cause of its high computational overhead. The Bulirsch-Stoer (XBS) method and the CHEBYll 
and CHEBY16 procedures are all relatively comparable in execution timings. 
REFERENCES 
1. J. Panovsky and D.L. Richardson, A family of implicit Chebyshev methods for the numerical integration of 
second-order o dinary differential equations, d. of Computational nd Applied Mathematics 23, 35, (1988). 
2. J.P. Coleman and A.S. Booth, Analysis of a family of Chebyshev methods for y" = f(x, y), J. of Computa- 
tional and Applied Mathematics 44, 95, (1992). 
3. D.L. Richardson, A family of implicit Chebyshev methods for the numerical integration of first-order differ- 
ential equations, AAS/AIAA Paper No. 93-691, (1993). 
4. J. Vigo-Aguiar, Doctoral Dissertation (in Spanish), U. of Valladolid (1993). 
5. C. Lanczos, Applied Analysis, Prentice-Hall, Englewood Cliffs, N J, (1956). 
6. C.W. Clenshaw, Numerical solution of ordinary differential equations in Chebyshev series, In P.I.C.C. Sym- 
posium on Differential and Integral Equations, Rome, p. 222, Birkh~user Verlag, (1960). 
7. C.W. Clenshaw and H.J. Norton, The solution of nonlinear ordinary differential equations in Chebyshev 
series, Computer J. 6, 88, (1963). 
8. H.J. Norton, The iterative solution of nonlinear ordinary differential equations in Chebyshev series, Com- 
puter J. 7, 76, (1964). 
9. T. Lyche, Chebyshevian multistep methods for ordinary differential equations, Numer. Math. 19, 65, (1972). 
10. E. Stiefel and D.G. Bettis, Stabilization of Cowell's method, Numer. Math. 13, 154, (1969). 
11. L. Fox and I.B. Parker, Chebyshev Polynomials in Numerical Analysis, Oxford U. Press, London, (1968). 
12. M. Snyder, Chebyshev Methods in Numerical Approxima$ion, Prentice-Hall, Englewood Cliffs, N J, (1966). 
13. J. Panovsky and D.L. Richardson, A method for the numerical integration of ordinary differential equations 
using Chebyshev polynomials, AAS/AIAA Paper No. 85-405, (1985). 
14. C.W. Clenshaw, Chebyshev series for mathematical functions, In Mathematical Tables, Vol. 5, Her Majesty's 
Stationery Office, London, (1962). 
15. P. Henrici, Discrete Variable Methods in Ordinary Differential Equations, John Wiley, New York, (1962). 
16. E.L. Stiefel and G. Scheifele, Linear and Regular Celestial Mechanics, Springer-Verlag, New York, (1971) 
36 J. VIGO AGUIAR AND D. L. RICHARDSON 
17. W.H. Press, S.A. Teukolsky and W.T. Vetterling, Numerical Recipes in Fortran. The Art of Scientific Com- 
puting, Cambridge University Press, Cambridge, (1992). 
18. R. Bulirsch and J. Stoer, Numerical treatment of ordinary differential equations by extrapolation methods, 
Numer. Math. 8, 1, (1966). 
19. J. Vigo-Aguiar and J.M. Ferr£ndiz, A general procedure to construct adapted multistep methods to oscillatory 
problems, SIAM J. of Num. Anal. 38, 1684-1708, (1998). 
