Realized variance, being the summation of squared intra-day returns, has quickly gained popularity as a measure of daily volatility. Following Parkinson (1980) we replace each squared intra-day return by the high-low range for that period to create a novel and more efficient estimator called the realized range. In addition we suggest a bias-correction procedure to account for the effects of microstructure frictions based upon scaling the realized range with the average level of the daily range. Simulation experiments demonstrate that for plausible levels of non-trading and bid-ask bounce the realized range has a lower mean squared error than the realized variance, including variants thereof that are robust to microstructure noise. Empirical analysis of the S&P500 index-futures and the S&P100 constituents confirm the potential of the realized range.
Introduction
Measuring and forecasting volatility of financial asset returns is important for portfolio management, risk management and option pricing. By now it is well established that volatility is both time-varying and, to a certain extent, predictable. An important issue is how to measure ex-post volatility, which is necessary for proper evaluation of competing volatility forecasts, among other purposes. Recently much research has been devoted to the use of high-frequency data for measuring volatility. In particular, the sum of squared intra-day returns, called realized variance, is rapidly gaining popularity for estimating daily volatility. In theory, the realized variance is an unbiased and highly efficient estimator, as illustrated in Andersen et al. (2001b) , and converges to the true underlying integrated variance when the length of the intra-day intervals goes to zero, see Barndorff-Nielsen and Shephard (2002) .
In practice, market microstructure effects such as bid-ask bounce pose limitations to the choice of sampling frequency. Returns at very high frequencies are distorted such that the realized variance becomes biased and inconsistent, see Bandi and Russell (2005a,b) , Aït-Sahalia et al. (2005) , and Hansen and Lunde (2006b) . Popular choices in empirical applications are the five-and thirty-minute intervals, which are believed to strike a balance between the increasing accuracy of higher frequencies and the adverse effects of market microstructure frictions, see e.g. Andersen and Bollerslev (1998) , Andersen et al. (2001a) , Andersen et al. (2003), and Fleming et al. (2003) .
An alternative way of measuring volatility is based on the difference between the maximum and minimum prices observed during a certain period. Parkinson (1980) shows that the daily (log) high-low range, properly scaled, not only is an unbiased estimator of daily volatility but is five times more efficient than the squared daily close-to-close return. Correspondingly, Andersen and Bollerslev (1998) and Brandt and Diebold (2006) find that the efficiency of the daily high-low range is between that of the realized variance computed using 3-hour and 6-hour returns. This paper starts from the crucial observation that Parkinson's result concerning the relative efficiency of the high-low range applies to any interval, in particular also to the intra-day intervals employed by the realized variance. That is, in theory, for each intra-day interval the high-low range is a more efficient volatility estimator than the squared return over that interval. We therefore suggest to measure daily volatility by the sum of high-low ranges for intra-day intervals. The resulting estimator, which we dub 'realized range', should be more efficient than the realized variance based on the same sampling frequency. Indeed, in concurrent independent work, Christensen and Podolskij (2005) derive the theoretical properties of the realized range, similar to Barndorff-Nielsen and Shephard (2002) for realized variance.
In an ideal world (continuous trading, no market frictions) the realized range is five times more efficient than the corresponding realized variance, and converges to the integrated variance at the same rate. At the same time, in such an ideal world there seems to be no need to consider the realized range, as the true daily volatility can be approximated arbitrarily closely by the realized variance using higher and higher frequencies. However, it is often claimed that the daily range is more robust against the effects of market microstructure noise than the realized variance, see Alizadeh et al. (2002) and Brandt and Diebold (2006) , among others. Obviously, the realized range will be affected more heavily by microstructure noise as each of the intra-day ranges is contaminated. Nevertheless, in realistic settings it is an open question as to whether the realized variance or the realized range renders a superior measure of daily volatility. In this paper we attempt to shed light on this question.
Our approach is based upon Monte Carlo simulation and an empirical analysis for S&P500 index-futures and the individual stocks in the S&P100 index. The simulation experiments reveal that both realized range and realized variance are upward biased in the presence of bid-ask bounce. We find that in fact the realized range is affected more than the realized variance at the same sampling frequency.
Infrequent trading induces a downward bias in the realized range, while it does not affect the realized variance. In case the price path is not observed continuously the observed minimum and maximum price over-and underestimate the true minimum and maximum, respectively, such that the observed range underestimates the true range.
We consider a bias-adjustment procedure for the realized range estimator, which involves scaling the realized range with the ratio of the average level of the daily range and the average level of the realized range. This is based upon the idea that the daily range is (almost) not contaminated by microstructure noise and thus provides a good indication of the true level of volatility. In the simulation experiments, we find that the scaled realized range is more efficient than the (scaled) realized variance estimator based on returns sampled at considerably higher frequencies.
Comparing the scaled realized range with popular corrections of the realized variance for microstructure noise, we find that it outperforms kernel-based estimators, as considered by Barndorff-Nielsen et al. (2004) and Hansen and Lunde (2005, 2006b) , and is competitive to the two time-scales estimator of Zhang et al. (2005) .
The empirical analysis confirms that for both measuring and forecasting volatility the (scaled) realized range can compete with and often improves upon realized variance estimators at popular sampling frequencies, including the versions that correct for microstructure noise. This is slightly more so for more actively traded stocks.
The remainder of this paper is organized as follows. Section 2 defines the realized range, including the suggested bias-adjustment procedure to counter the adverse effects of market microstructure noise. Section 3 describes the design and results of the simulation experiments that illustrate the properties of the realized range in the presence of market microstructure frictions. Section 4 presents the empirical results for the S&P500 index-futures, both concerning basic properties of the realized range and a comparison between realized range and realized variance. Section 5 extends the comparison to the constituents of the S&P100 index. Finally Section 6 concludes.
The realized range estimator
Let the security price P t at time t follow the geometric Brownian motion dP t = µP t dt + σP t dB t ,
where µ denotes the drift term, σ is the constant volatility parameter and B t is a standard Brownian motion. By Ito's lemma, the log price process log P t follows a Brownian motion with drift µ * = µ − σ 2 /2 and volatility σ. For ease of notation we normalize the daily interval to unity. Then for the i-th interval of length ∆ on day t, for i = 1, 2, . . . , I with I = 1/∆ assumed to be integer, we observe the last price in that interval C t,i = P t−1+i∆ , the high price H t,i = sup (i−1)∆<j<i∆ P t−1+j and the low price L t,i = inf (i−1)∆<j<i∆ P t−1+j . If the drift µ * is equal to zero, an unbiased estimator of the variance during interval i, σ 2 ∆, is the squared return,
which has variance equal to 2σ 4 ∆ 2 . Parkinson (1980) proposes the scaled high-low range estimator for the variance,
which is also unbiased if µ * = 0, but has variance (9ξ(3)/((4 log 2)
Hence the variance (and the mean squared error) of the squared return (2) is about five times larger than that of the high-low estimator (3).
If we are interested in estimating the daily variance, we can aggregate either squared intra-day returns to obtain the so-called realized variance RV ∆ t or high-low ranges for intra-day intervals to obtain the realized range RR ∆ t :
If prices follow the continuous geometric Brownian motion with drift µ = σ 2 /2 and constant volatility σ as specified in (1), it is straightforward to show that both RR ∆ t and RV ∆ t are unbiased and consistent estimators of the daily variance σ 2 .
In addition, the relative efficiency result stated before for the squared daily return versus the daily high-low range continues to hold for RV A few remarks concerning the (realized) range estimators are in order. First, Garman and Klass (1980) suggest to further improve efficiency by utilizing the open and close prices in addition to the high and low prices. Assuming that the first price in the i-th interval, O t,i , is identical to the last price in the (i − 1)-st interval, C t,i−1 , their minimum variance unbiased estimator for the volatility during the i-th interval of day t is given by
which is theoretically 7.4 times more efficient than the squared return in (2). They also propose a "practical" estimator achieving virtually the same efficiency, which is simply a linear combination of the high-low range and the squared close-to-close return:
In the context of the daily range, Brown (1990) and Alizadeh et al. (2002) are 'regular' prices observed throughout the day. Indeed, we included realized range estimators based on (6) and (7) in the simulation experiments discussed in the next section, and found that they further improve the efficiency relative to RR ∆ t defined in (5). Detailed results are not reported here for space considerations, but are available upon request.
Second, the assumption of zero drift, µ * = µ − σ 2 /2 = 0 in (1), is crucial for the unbiasedness and consistency of the high-low range in (3). Rogers and Satchell (1991) were the first to relax this assumption and suggested the estimator
which is independent of the drift µ and is only slightly less efficient than the GarmanKlass estimator in (6) in case µ = σ 2 /2. Subsequently, Kunitomo (1992) and Yang and Zhang (2000) put forward alternative estimators that allow for non-zero drift, essentially by considering a transformed price process to eliminate the drift. Finally, and most important for our purposes, Christensen and Podolskij (2005) establish consistency of the realized range estimator RR ∆ t as defined in (5) for the integrated variance under the assumption that the log price follows a continuous sample path martingale, that is
where the instantaneous mean µ = {µ t } t∈[0,∞) is a locally bounded predictable process, the spot volatility σ = {σ t } t∈[0,∞) is a càdlàg process, B s again is a standard
Brownian motion, and σ s− = lim t↑s σ t . Under the additional assumptions that µ is continuous and σ is everywhere invertible, the asymptotic distribution of RR ∆ t is shown to be mixed normal, with σ governing the mixture. This result is important for two reasons. First, it allows for general specifications of the drift µ, which is possible thanks to the fact that the mean component vanishes sufficiently fast as ∆ → 0. Second, the range estimator traditionally has been analyzed under the strict assumption that volatility is constant (at least within a trading day). The results of Christensen and Podolskij (2005) demonstrate that the realized range estimator remains consistent in the presence of stochastic volatility. The conditions on σ are in fact rather weak, and allow for models with leverage, long-memory, jumps and diurnal effects.
Bias-correcting the realized range
The effects of microstructure noise such as bid-ask bounce on realized variance estimators has been studied intensively, see Barndorff-Nielsen et al. (2004) , Bandi and Russell (2005a,b) , Zhang et al. (2005) , and Hansen and Lunde (2006b), among others. As mentioned before, the realized range may also be expected to suffer from market microstructure effects. In case prices are observed continuously, the high price is likely to be an ask while the low price is likely to be a bid such that the observed range overestimates the true range by exactly the spread. As this will be the case for each intra-day interval, this may cause a substantial upward bias in the realized range for high sampling frequencies. One may attempt to correct for this bias by subtracting the spread from each intra-day range, as suggested by Brandt and Diebold (2006) in the context of the daily high-low range estimator. However, in practice prices are not observed continuously such that the high price may actually be a bid with a certain probability that depends on the trading intensity, complicating this bias-adjustment. In addition, as mentioned before infrequent trading itself induces a downward bias in the realized range, as the observed minimum and maximum price over-and underestimate the true minimum and maximum, respectively.
Two procedures have been suggested for correcting the downward bias in the range due to infrequent trading. First, Rogers and Satchell (1991) derive expressions for the expected difference between the observed high and low prices and their true but unobserved counterparts. For the i-th interval during day t, the (log of the) observed high and low price, H t,i and L t,i are equal to log H t,i = log H *
where H * t,i and L * t,i are the true maximum and minimum prices, respectively. Under the assumption of equidistant prices, Rogers and Satchell (1991) 
with b = (1 + (3π/4))/12, where N i is the number of prices observed during the i-th interval. Using this result, it is straightforward to derive that a bias-corrected version of the high-low range estimator given in (3) is the positive root of the equation
Second, Christensen and Podolskij (2005) argue that the downward bias in the (realized) range is caused by the fact that the scaling factor 4 log 2 in (3) 
Christensen and Podolskij (2005) suggest to replace this factor by the expected value of the squared range of a Brownian motion that is observed N i times, the number of observations during the i-th intra-day interval. In case of equidistant prices, for example, this boils down to
Unreported results from the simulation experiments in the next section show that both bias-correction procedures work adequately, in that they remove the downward bias in the realized range estimators due to infrequent trading to a large extent, even for the highest frequencies. The Christensen-Podolskij procedure achieves a slightly lower RMSE than the Rogers-Satchell procedure. A limitation of both correction procedures is, however, that they cannot cope with the upward bias induced by bidask bounce. Hence, we suggest an alternative bias-correction procedure by scaling the realized range with the ratio of the average level of the daily range and the average level of the realized range over the q previous trading days. That is, the scaled realized range is defined as
where RR t ≡ RR 1 t denotes the daily range. This is based upon the idea that the daily range is (almost) not contaminated by microstructure noise and thus provides a good indication of the true level of volatility. An important choice to be made when implementing this bias-adjustment is of course the number of trading days q used to compute the scaling factor. If the trading intensity and the spread do not change for the asset under consideration, q may be set as large as possible in order to gain accuracy. Of course, in practice both features tend to vary over time, which suggests that only the recent price history should be used and q should not be set too large. We return to this issue below.
We close this section by discussing several alternatives for bias-correcting the RV ∆ t estimator that have been put forward recently and that will be included in the subsequent analysis. First, the scaling procedure suggested for the realized range also can be applied to the realized variance estimator. That is, the scaled realized variance, RV ∆ S,t , may be obtained from (11) Second, the effect of bid-ask bounce (and presumably other types of microstructure noise) can be removed by adding autocovariances to the realized variance. In particular, we consider the RV ∆ AC1,t estimator, which incorporates the first-order autocovariance,
We refer to Barndorff-Nielsen et al. (2004) and Hansen and Lunde (2005, 2006b ) for an in-depth analysis of the properties of this realized variance estimator.
Third, Zhang et al. (2005) develop the so-called two time-scales (TTS) estimator, which combines realized variance estimators obtained from returns sampled at two different frequencies. In particular, the realized variance estimator obtained using a certain (low) frequency is corrected for bias due to microstructure noise using the realized variance obtained with the highest available sampling frequency. The essential argument is that the low-frequency estimator renders a biased estimate of the true integrated variance with the bias being a function of the variance of the noise in the return processes. The realized variance estimator using the highest possible frequency consistently estimates this noise variance and can therefore be used to reduce and potentially even eliminate the bias of the low-frequency estimator. In addition, subsampling is used to reduce the variance of the low-frequency realized variance estimator as follows. Assume that we observe N + 1 equidistant prices during the trading day, where N is an integer multiple of I, the number of intra-day intervals corresponding to a particular sampling frequency. In that case, the grid of intervals of length ∆ = 1/I can be laid over the trading day in N/I different ways.
For example, in case prices observed once every minute, for the realized variance based on the five-minute sampling frequency rather than starting with the interval 9:30-9:35 one could also start with 9:31-9:35, 9:32-9:37, 9:33-9:38 or 9:34-9:39. In this way five 'subsamples' are created and each of these can be used to compute the realized variance. The final realized variance is then taken to be the average across subsamples. A practical problem with this procedure is how to treat the loose ends at the start and the end of the trading session. Here we omit these and proportionally inflate the realized variances for the missing part of the trading day.
Based on the above, the two time-scales estimator RV ∆ T T S,t is obtained as
where RV ∆ Subs,t is the subsampling estimator using returns over intervals of length ∆ with I = (I − 1) + I/N being the average number of intraday return observations used by each of the realized variance estimators used in the subsampling process, and RV M ax,t is the realized variance based on the highest possible sampling frequency using all N return observations.
Simulation
We simulate prices for 24-hour days, assuming that trading can occur round the clock. For each day t, the initial price is set equal to 1, and subsequent log prices are simulated using log P t+j/J = log P t+(j−1)/J + ε t+j/J , j = 1, 2, . . . , J,
where J is the number of prices per day. To approximate the ideal situation with continuous trading and no market frictions we simulate 100 prices per second, such that J = 8, 640, 000 as there are 86,400 seconds in a 24-hour day. The shocks ε t+j/J are independent and normally distributed with mean zero and variance
where total annualized standard deviation σ of the log price process is set equal to 0.21 (21%), and D is the number of trading days in a year, which we set equal to 250. We simulate prices for 5000 trading days in all experiments reported below.
To illustrate the promise of realized range as a measure of (daily) volatility we compute both the realized range and the realized variance for the prices simulated in the ideal world as described above. To do so we divide the trading day into xminute intervals, which is called the x-minute frequency. For example when x = 1
we divide the 24-hour day into 1440 1-minute intervals. For the realized variance the squared 1-minute returns are summed to obtain the realized variance at that frequency. For the realized range the high and low are computed per 1-minute interval and the resulting 1-minute ranges are summed to obtain the realized range for the day. We also consider the scaled versions of the realized range and the realized variance computed according to (11). In subsequent experiments with nontrading and bid-ask bounce, the characteristics of these microstructure frictions are identical for all trading days, such that we can use a large number of trading days q to compute the scaling factor. We therefore set we set q = 5000 to fully explore the possibilities of the scaling bias-adjustment procedure. The sensitivity of the results with respect to the value of q is discussed in more detail below. Finally, the RV ∆ AC1,t kernel-based estimator and the two time-scales estimator RV ∆ T T S,t are included. For the latter we use all observed prices to compute the realized variance at the highest possible frequency to obtain an accurate estimate of variance of the measurement noise, and implement the subsampling estimator by shifting the intra-day intervals ten seconds at a time. For each selected frequency we compute the mean and Root Mean Squared Error (RMSE) for the various volatility estimators, taken over 5000 simulated trading days. The results are presented in Table 1 .
-insert Table 1 about here -For x = 1440 minutes (the final row in the table) the realized range equals the daily high-low range and the realized variance equals the daily squared return.
As expected the RMSE of the range is substantially lower at 2.564 than that for the daily squared return at 5.664, reflecting the fact that the daily range is five times more efficient than the daily squared return. Akin to the findings of Andersen and Bollerslev (1998) and Brandt and Diebold (2006) the realized variance requires the 4-hour (240 minutes) frequency to achieve a similar RMSE as the daily range.
Obviously in this case the RMSE of the realized range is always substantially lower than that of the realized variance at the same frequency. We also observe that the RMSE of the TTS estimator is lower than the RMSE of the corresponding realized variance estimator, because of the reduction in variance due to the subsampling used. This is not sufficient though to achieve the same efficiency as the realized range estimator. Finally, in the absence of microstructure noise, the RMSE of the RV ∆ AC1,t estimator is about 1.7 times the RMSE of the standard realized variance, cf. the theoretical results of Hansen and Lunde (2005, 2006b ).
From Table 1 it appears that the realized range is slightly downward biased for the highest frequencies (the true variance is 4.41). This is inherent to the nature of the high-low range: In case the price path is not observed continuously (in our case we observe 'only' 6000 prices per minute) the observed minimum and maximum over-and underestimate the true high and low prices, respectively, such that the observed range underestimates the true range. To investigate this problem in more detail Table 2 shows the results when infrequent trading occurs, such that the price is observed on average only every τ = 10 seconds. That is, given the simulated paths underlying Table 1 , the probability to observe the price is equal to π = 1/(100τ ).
-insert Table 2 about here -
The results for the realized range show that the RMSE first declines when increasing the sampling frequency up to the 30-minute frequency. Then it increases again for higher frequencies because the increase in the bias due to non-trading (and hence underestimating the range for each intra-day interval) then outweighs the re-duction in the standard deviation of the estimates. The different realized variance estimators are not affected by infrequent trading, except for a slight increase in the (standard deviation and thus in) RMSE. As a result at the 30-minute frequency, for example, the realized range still is a more accurate volatility measure than the corresponding realized variance, but at the 5-minute frequency the realized variance has a substantially lower RMSE than the realized range. Of course the exact frequency at which one estimator improves over the other will depend on the trading intensity. For example when observing a price on average every second the realized range improves over the realized variance up to the 5-minute frequency. Unreported results using the bias-correction procedures of Rogers and Satchell (1991) and Christensen and Podolskij (2005), which are explicitly designed for handling the effects of infrequent trading, shows that both procedures work satisfactorily, in the sense that they largely remove the bias in the realized range estimators, even for the highest frequencies. The results for RR ∆ S,t in Table 2 demonstrates that scaling the realized range does not eliminate the bias completely, which is due to the fact that the daily range also is somewhat biased downward due to the infrequent trading. In terms of RMSE, the scaling procedure is slightly better than the Rogers-Satchell procedure, and only slightly worse than the Christensen-Podolskij procedure. For example, at the 5-minute frequency the RMSE of RR ∆ S,t is equal to 0.205, compared to 0.229 and 0.187 for the bias-corrected realized range estimators based upon (9) and (10), respectively.
As noted in the previous section, the number of trading days q used to compute the scaling factor for RR ∆ S,t is a crucial choice to be made. If the trading intensity and the spread are constant over time, q may be set large in order to gain accuracy.
On the other hand, when the magnitude of these microstructure frictions varies over time, only the recent price history should be used and q should be set fairly small. Figure 1 shows the RMSE of the scaled realized range for the experiment with infrequent trading as a function of q, with the rightmost point of each line showing the RMSE for q = 5000 as given in Table 2 . The RMSE monotonically declines as q increases, but the largest gains occur up to q = 500, beyond which the RMSE more or less stabilizes. Also note that the reduction in RMSE due to increasing q is largest for higher sampling frequencies.
-insert Figure 1 about hereNext, we consider the effects of bid-ask bounce. For this purpose we assume that transactions take place either at the ask price or at the bid price, which are equal to the true price plus and minus half the spread, respectively. Hence, if a transaction occurs at t + j/J, the actually observed price P * t+j/J is equal to P t+j/J + s/2 (ask) or P t+j/J −s/2 (bid), where s is the bid-ask spread and P t+j/J is the true price obtained from (14) . As in Brandt and Diebold (2006) , we set s = 0.0005 (or 0.05% of the starting price of 1) and assume that bid and ask prices occur equally likely.
The results in Table 3 show that as expected both realized range and realized variance suffer upward bias, which gets worse as the sampling frequency increases.
The bias in the realized range is caused by the fact that in the limit the observed range will overestimate the true range by exactly the spread, as the maximum price will be an ask and the minimum price will be a bid. The realized variance is biased upwards because half of the times (when the return is computed from bid to ask or from ask to bid) the squared bid-ask spread is included. The realized range is affected more by the bid-ask bounce than the realized variance, when comparing them at the same sampling frequency. In this particular parameter setting the realized range outperforms the realized variance up to the 1-hour (60-minute) frequency. For higher sampling frequencies the RMSE of the realized variance is lower. Scaling the realized range works remarkably well, in the sense that the bias is removed completely and the RMSE values are brought back to the original level observed for RR ∆ t in the ideal case without bid-ask bounce shown in Table 1 , or even slightly below. The unreported results for the bias-correction procedures of Rogers and Satchell (1991) and Christensen and Podolskij (2005) show that logically they completely fail to correct for the bid-ask bounce effects. Scaling the realized variance also removes a large part of the bias, but at frequencies higher than 60 minutes, say, the RSME remains substantially higher than the RMSE of RV ∆ t in Table 1 . As expected, both RV ∆ T T S,t and RV ∆ AC1,t are robust to the presence of bid-ask bounce. Note that the scaled realized range outperforms the TTS estimator (and therefore the kernel-based estimator as well) at all frequencies considered.
-insert Table 3 about hereFinally, we consider the realistic situation where both bid-ask bounce and infrequent trading are present, combining the specifications for these two frictions as discussed before. Results of this experiment are shown in Table 4 . The realized range still suffers from an upward bias, but of a considerably smaller magnitude than in the case of bid-ask bounce only due to the off-setting negative bias induced by infrequent trading. As a result, the realized range now has a lower RMSE than the realized variance up to the 30-minute frequency, as well as at the 1-minute frequency. In addition the overall minimum RMSE is obtained at 0.749 for the realized range at the 45-minute frequency. For the realized variance the optimal frequency is the 10-minute frequency for which the RMSE is 0.717, hence only slightly smaller than that for the optimal realized range. Also here we find that scaling the realized range works adequately in removing the bias and bringing the RMSE of the RR ∆ S,t estimator down to the levels originally observed in the case of no market microstructure frictions. Finally, again we observe that the two time-scales estimator and the kernel-based estimator remain unbiased, but their RMSEs are higher than those of the scaled realized range.
-insert Table 4 about hereConcluding, the simulation experiments quite convincingly demonstrate the potential of the realized range as a measure of volatility. In case of continuous trading and no market frictions it always improves upon the popular realized variance when using the same sampling frequency. In reality trading is discontinuous and observed prices are bid and ask prices. In that case scaling the realized range with the average (relative) level of the daily range is an effective procedure to remove the induced bias and restore the efficiency of the realized range. Of course these results are obtained assuming a specific price process that may affect the results. In particular, we have assumed that the microstructure noise is temporally independent and independent from the true price process. As discussed in Hansen and Lunde (2006b), there is substantial empirical evidence against both these assumptions at ultra-high frequencies. Further investigation of the properties of the realized range estimator under more general specifications of the noise process is therefore warranted. As such it will also be interesting to look at its performance for actual market data in Sections 4 and 5 below.
S&P500 index futures
The S&P500 index-futures contract is the largest equity futures contract in the but it is not far off either. In Section 5 we will repeat some of the analysis below for the S&P100 index constituents that provide much more noisy data. The variation in the average spread implies that the ratio of the average level of the daily range relative to the average level of the realized range changes over time. For this reason we compute the scaling factor for RR ∆ S,t in (11) using the previous q = 66 trading days or approximately three months.
Characteristics of realized range
Initially we follow Andersen, Bollerslev, Diebold and Ebens (2001) -insert Table 5 about here -
The mean daily squared (close-to-close) return is 1.792 implying an annualized standard deviation for the S&P500 index of around 21.4%. The mean realized variance is close to this (1.818), whereas as expected the realized range has a lower average at 1.533. Hence it seems that bid-ask bounce is not a crucial issue at the selected sampling frequency, whereas not observing a continuous path of prices causes a downward bias in the realized range. This problem will obviously increase for higher frequencies. We return to this point below when considering results for other sampling frequencies. Here we note that scaling the realized range with the ratio of the average level of the daily range for the previous q = 66 days, as in (11), increases the average to 1.750, more in line with the realized variance.
Both the realized variance and the realized range are right-skewed and leptokurtic, although less so for the realized range than for the realized variance. The stan-dard deviation of the daily squared returns is 3.263, substantially higher than the standard deviation of the realized variance at 1.879. This is in line with the notion that both measures are unbiased but realized volatility is less noisy. The standard deviation of the TTS estimator is only slightly lower at 1.840, while that of the kernel-based RV ∆ AC1,t estimator is higher at 1.942. This also suggests that the effects of microstructure noise are limited for the S&P500 index-futures contract. Finally, we observe that the realized range is even less noisy with a standard deviation of 1.408. Even after adjusting for the bias the standard deviation remains below that of the realized variance at 1.678, underlining the potential of the realized range estimator.
ABDE report that daily returns standardized with the realized standard deviations are approximately Gaussian for the 30 Dow Jones stocks. Table 6 reports the corresponding results for the realized range. The results in the first column for the daily returns show that normality is rejected at conventional significance levels. For the daily returns standardized with the square root of the (scaled) realized range, however, the sample kurtosis is reduced to 2.814 (2.800) from 4.310 for the raw returns. Note that the Jarque-Bera test statistic is asymptotically χ 2 (2), with a 5% critical value of 5.99 (1%: 9.21). Hence for the daily returns standardized with the (square root of the) (scaled) realized range the null hypothesis of normality cannot be rejected. In contrast, for the daily S&P500 returns standardized with the (scaled) realized standard deviation the null of normality is rejected at the 5% significance level.
-insert Table 6 about here -
We examine the effect of the sampling frequency on the properties of the realized range by varying the length of the intra-day intervals. For the floor trading period between 9:30 and 16:15 EST (405 minutes) we consider x ∈ {1, 2. 5, 5, 15, 27, 33.75, 45, 81, 405} minutes, and for the electronic trading period from 16:15 to 9:30 EST (1035 minutes)
we consider x ∈ {5, 15, 45, 115, 207, 1035} minutes. All 54 combinations are tracked.
For a selection of these combinations, Table 7 reports the mean and standard devi-ation of the realized range and the realized variance and the scaled versions thereof, as well as the two time-scales estimator and the first-order kernel-based estimator.
-insert Table 7 about hereFor both the realized range and the realized variance the standard deviation decreases for higher sampling frequencies, as expected. At the same time, the mean of the realized range decreases, suggesting that the downward bias induced by infrequent trading dominates the upward bias due to bid-ask bounce. For the realized variance the mean actually increases for the highest sampling frequencies. This is also expected because bid-ask bounce will play a relatively more important role at those frequencies, while realized variance is not affected by infrequent trading. We also observe a considerable (and unexpected) increase in the mean for the two timescale estimator as the sampling frequency increases. Scaling (again using q = 66) stabilizes the mean of both realized range and realized variance across frequencies, but comes at the cost of an increased standard deviation. Note though that at high sampling frequencies the standard deviation of the realized range remains below that of all realized variance estimators, including the two time-scales estimator.
Measuring and forecasting: realized range vis-à-vis realized variance
The ultimate objective is to find the most accurate way of measuring and forecasting volatility. How to decide, however, on the best volatility measure if we need that measure to evaluate the candidates? To avoid biasing the results one way or another when comparing realized variance and realized range, we follow Beckers ' (1983) ideas. Beckers (1983) 
where d is the sample mean loss differential d = 
In these three cases rejecting the null hypothesis that d = 0 implies that there is a significant difference between forecast i and forecast j. Harvey et al. (1998) propose a similar test for encompassing regressions based on, ENC :
Here rejecting the null hypothesis indicates forecast j has useful information not already impounded in forecast i. 
with z t ∼ iid(0, 1) and
where V t is the measure of volatility for day t used to update the conditional variances. In our case that could be the squared close-to-close return, the daily high-low range, the (scaled) realized range, the (scaled) realized variance or the two timescales estimator. Following Fleming et al. (2003), we adjust the conditional variances in (16) obtained using the 'raw' realized range and realized variance for bias by scaling with the conditional variances based on the daily counterparts, as in (11), i.e. the daily squared returns for the realized variance and the daily high-low range for the realized range. We set the number of trading days q used to estimate the bias adjustment coefficient to 66 as before. The decay parameter α and the bias adjustments (which are functions of α) are estimated simultaneously using maximum likelihood for the full sample. To load the conditional variances in (16) we use the first 100 realized ranges (variances), and we also drop those 100 observations from the analysis to preserve the same 'forecast' period.
To compare the realized range and realized variance estimators with the procedure outlined above several variants are tested. First, three sampling frequencies are considered: 1/5 (one-minute intervals from 9:30-16:15 EST, five-minute intervals from 16:15-9:30 EST), 5/15, and 27/45 minutes. Second, the issue of market closure is addressed by not only looking at the close-to-close 24-hour day, but also only at the open-to-close period (9:30-16:15 EST for the S&P500 index-futures, 9:30-16:00 EST for the individual stocks in Section 5). Third, closely related to this is the presence of large outliers in especially the realized variance series of the individual stocks for the close-to-close period, often caused by a large overnight return. Therefore next to the unadjusted series results are also reported when all variance measures are truncated at the median plus or minus four times the median absolute deviation.
2
The results for the S&P500 index-futures are reported in Tables 8 to 13 . Regardless of the sampling frequency, the outlier adjustments, or close-to-close versus open-to-close, the unadjusted realized range performs significantly better than the realized variance with only a few exceptions, as shown in Table 8 . The main exceptions are at the one-minute frequency with realized variance as the forecasting target y t and the MSE or MAE as performance measures. This can be explained by the fact that the realized range is severely downward biased at the one-minute frequency as shown in Table 7 . The logical next step is therefore to look at the scaled versions of the realized variance and the realized range in Table 9 . Here we do see an improved performance of the realized range at the one-minute frequency. The overall picture remains that the (scaled) realized range is superior. The encompassing regressions even suggest the (scaled) realized variance contains no incremental information beyond that already captured by the (scaled) realized range.
-insert Tables 8-10 about here -
In the simulation experiments in Section 3 we found that the TTS estimator came closest to the performance of the scaled realized range in the presence of market microstructure noise. Table 10 reports the corresponding results for the S&P500, showing that also for this empirical application the TTS estimator does a better job than the (scaled) realized variance. Still the number of significant results in Table 10 is 61-4 in favour of the scaled realized range. This is perhaps a bit surprising in light of the simulation results. In our opinion, it mainly illustrates the robustness of scaling as a bias-adjustment procedure compared to a bias-corrected estimator based on specific model assumptions. The data generating process in our simulation experiment exactly satisfies the conditions under which the TTS estimator was derived, but the actual data probably do not completely adhere to those conditions. So far we considered random walk forecasts. Tables 11 to 13 provide the corresponding results for the rolling forecasts following the procedure of Fleming et al. (2003) . Here the improved forecast performance of the (scaled) realized range relative to the (scaled) realized variance and the TTS estimator are even more pronounced than before. Counting the number of significant results across the entire table we now get 74-5 in Table 11 (was 77-6 in Table 8 ), 92-0 in Table 12 (was 80-1 in Table 9 ), and 82-0 in Table 13 (was 61-4 in Table 10 ), all in favour of the realized range.
-insert Tables 11-13 about here -
S&P100 constituents
Obviously the analysis in the previous section only considers 1 particular asset, the S&P500 index-futures, which is an extremely liquid asset with a small bid-ask spread. With the main issue at stake being whether the realized range better deals with market microstructure than the realized variance this could provide a biased picture. For that reason we also consider the individual stocks in the S&P100 index -insert Table 14 about here -
The average realized range at 4.798 and the average standard deviation of the range at 3.637 are both larger for the individual stocks compared to that for the S&P500 index-futures. The large skewness and kurtosis is partly the result of large overnight returns after disappointing firm-specific news announcements. The general features are similar for the scaled realized range. Obviously for stocks where the infrequent trading bias dominates the mean is scaled upwards (e.g. in the lowest percentile), and for stocks where the bid-ask bounce bias dominates the mean is scaled downwards (e.g. in the highest percentile).
Again we compare the realized range and realized variance, along the lines described in Section 4. We do not consider the two time-scale estimator here as the highest available sampling frequency only is one minute. The results are presented in Table 15 to 17, where we record a DM test either as a win for realized variance
(1-0), a win for realized range (0-1), or undecided (0-0) using a 5% significance level in a one-sided test. Note that for the encompassing test it is possible that both score a win (1-1). The results in Table 15 indicate that in particular for the popular fiveand 30-minute frequencies the realized range performs significantly better than the realized variance. Only for the one-minute frequency the realized variance performs significantly better than the realized range when realized variance is used to evaluate both, whereas the realized range outperforms the realized variance when realized range is used to evaluate both. Of all significant differences 80% are in favour of the realized range.
-insert Tables 15-16 about here - Table 16 shows the results for the scaled versions of the realized variance and the realized range. The results are similar to the ones in 15 in the sense that still about 80% of the significant differences are in favour of the scaled realized range.
There are, however, a few notable differences. Most of these occur when using the MSE and MAE, where the volatility measure that is not used as the forecast target is now more often winning. A logical explanation for this is that these measures increase for large differences in the levels of the actual volatility and the forecast.
As we already have seen in the simulation experiments at the highest frequencies we consider here the realized range has a higher average than the realized variance in the presence of both non-trading and bid-ask bounce. This difference is removed when using the scaled versions.
Producing rolling forecasts following Fleming et al. (2003) , Table 17 clearly favours the realized range. Now 88% of all significant results favour the realized range. The additional gains come especially for the R-squared and the encompassing regression measures.
-insert Table 17 about here -
To further analyse the effect of non-trading on the realized range, we look at the relation between trading activity in a stock and the win-loss ratio. In particular we construct a variable that counts per stock the number of wins for the realized variance minus the number of wins for the realized range, taken over all instances covered by Tables 15 to 17 (so open-to-close, with and without outliers, etc.). We measure trading activity by the average number of minutes per day without a trade.
When regressing the win-loss difference on this (non-)trading activity variable we find a statistically significant negative relationship. Hence, the realized range is more likely to win if a stock is more actively traded. Obviously in this case we move closer to the S&P500 example where results were strongly in favour for the realized range.
Concluding remarks
In this paper we studied the properties and merits of the 'realized range', a measure of daily volatility computed by summing high-low ranges for intra-day intervals. In theory the high-low range is a more efficient estimator of volatility than the squared return. Hence, just like the daily high-low range improves over the daily squared return, the 'realized range' should improve over the 'realized variance' obtained by summing squared returns for intra-day intervals. Theoretically that is. In practice we need to account for market frictions such as bid-ask bounce and infrequent trading.
For this purpose, we proposed a bias-adjustment procedure for the realized range estimator, which involves scaling the realized range with the ratio of the average level of the daily range and the average level of the realized range.
A simulation experiment first confirms that in theory indeed the realized range is a better volatility measure than the realized variance when using the same sampling frequency. This no longer is true for the highest sampling frequencies in the case of infrequent trading as this leads to a downward bias in the realized range and does not affect the realized variance. When allowing for bid-ask bounce both realized range and realized variance are upward biased, but the realized range suffers more as the minimum (maximum) is often half a spread below (above) the true minimum The results are more mixed here, but realized range still significantly improves over realized variance for the popular sampling frequencies of five and 30 minutes. Note: The table shows the results of a simulation experiment where 5000 days of 8,640,000 (log) prices (100 prices per second) are simulated from a normal distribution with mean zero and variance 4.41 (21% standard deviation on an annual basis). All prices are observed. For each day the realized range (RR Note: The table shows the results of a simulation experiment where 5000 days of 8,640,000 (log) prices (100 prices per second) are simulated from a normal distribution with mean zero and variance 4.41 (21% standard deviation on an annual basis). Subsequently, with probability π = 0.001 we observe a price and with probability 1 − π we do not. For each day the realized range (RR ∆ t ), the scaled realized range (RR ∆ S,t ), the realized variance (RV ∆ t ), the scaled realized variance (RV ∆ S,t ), the two time-scales estimator (RV ∆ T T S,t ) and the first-order kernel-based estimator (RV ∆ AC1,t ) are computed for various sampling frequencies shown in column 1. RR ∆ S,t and RV ∆ S,t are obtained from (11) with q = 5000 (with RR replaced by RV for the scaled realized variance). 
The table shows the results of a simulation experiment where 5000 days of 8,640,000 (log) prices (100 prices per second) are simulated from a normal distribution with mean zero and variance 4.41 (21% standard deviation on an annual basis). All prices are observed, but are converted to bid and ask prices (with equal probability) by either subtracting or adding half the spread s = 0.005 (on a starting price of 1). For each day the realized range (RR Note: The table shows the results of a simulation experiment where 5000 days of 8,640,000 (log) prices (100 prices per second) are simulated from a normal distribution with mean zero and variance 4.41 (21% standard deviation on an annual basis). Subsequently with probability π = 0.001 we observe a price and with probability 1 − π we do not, while the observed prices converted to bid and ask prices (with equal probability) by either subtracting or adding half the spread s = 0.005 (on a starting price of 1). For each day the realized range (RR 0.993 1.000 0.929 0.000-0.000 1.000 1.000 1.000 0.000-1.000 27/45 1.000 1.000 1.000 0.000-1.000 1.000 1.000 1.000 0.000-1.000
Note: The table summarizes the relative forecasting performance of the realized range (RR ∆ t ) and the realized variance (RV ∆ t ). The table reports p-values of the MDM test of equal predictive accuracy and forecast encompassing. p-values below q (above 1 − q) indicate that the null hypothesis of equal R 2 (MSE or MAE) can be rejected in favor of the lagged realized variance (realized range) as a predictor having a higher R 2 (or smaller MSE or MAE) than the lagged realized range (realized variance) at the 100q% significance level. For example, the first number in the table (1-minute daytime frequency, 5-minute night frequency; R 2 criterion; realized variance the target), i.e. 0.991, indicates that the lagged realized range has a significantly higher R 2 than the lagged realized variance at the 0.9% (1 -0.991) significance level. For the encompassing regression test (ENC) there are two numbers. The first (second) reflects whether the lagged realized variance (range) has a significant contribution after the lagged realized range (variance) is already included. Here a high p-value rejects the null that the second forecast has no incremental information so for both we look for high p-values to reject the null. 1.000 1.000 1.000 0.000-1.000 1.000 1.000 1.000 0.000-1.000 5/15 1.000 1.000 1.000 0.000-1.000 1.000 1.000 1.000 0.000-1.000 27/45 1.000 1.000 1.000 0.000-1.000 1.000 1.000 1.000 0.000-1.000 1.000 1.000 1.000 0.000-1.000 1.000 1.000 1.000 0.000-1.000 5/15 0.994 1.000 1.000 0.000-1.000 1.000 1.000 1.000 0.000-0.999 27/45 0.996 1.000 0.998 0.000-0.999 1.000 1.000 1.000 0.000-0.998
Note: The table summarizes the relative forecasting performance of the bias adjusted rolling forecasts obtained from the scaled realized range RR ∆ S,t and the scaled realized variance (RV ∆ S,t ) obtained from (11) with q = 66. See Table 8 for further details. Note: The table summarizes the relative forecasting performance of the realized range (RR t ) and the realized variance (RV t ). The entries show the number of times realized variance wins and the number of times realized range wins (out of a possible 100, significant differences based on Diebold-Mariano statistic at the 5% significance level). For example, the entry 61-5 (left uppercorner) indicates that with the realized variance (at 1-minute frequency) as the target, the lagged realized variance as a predictor has a significantly larger (smaller) R 2 than the lagged realized range for 61 (5) stocks. See Table 8 for further details. Tables 8 and 15 for further details.
