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Abstract
With the growing use and desire for intelligent computer systems, there is an in-
creasing need for the ability for computers to be ‘aware’ of its environment. With
respect to the visual perception of humans, there may be a need to understand
the motions and actions of the subject. For this to occur, the position and mo-
tion of the body needs to be determined, either indirectly, where understanding
is inferred from the changes made to the visual domain, or explicitly, by directly
localising the kinematic structure of the human body.
This ability to automatically estimate the pose of humans via a computer
has numerous applications in the computer vision field, ranging from human-
computer interactions, to automated medical monitoring of patients. It is a chal-
lenging task, more so when achieved without the aid of artificial visual markers
placed on the body. Various sensor modalities, such as depth, are beneficial, but
are limited in its deployability and cost compared to standard cameras.
To estimate the pose of a human from an image, there first needs to be a
way of automatically identifying regions of the image where the person occupies.
This image segmentation process is fundamental to many other computer vision
problems, yet can still be prone to errors outside of highly controlled conditions,
where noise and lighting effects degrade the performance of existing algorithms.
Obtaining accurate image masks (or silhouettes) extracted by the segmentation
is vital to many approaches to pose estimation.
This dissertation proposes improved image segmentation techniques that re-
sult in increased accuracy. A new implementation of the GrabCut algorithm is
made with optimisations to the colour model estimation. The algorithm extracts
a mask of an object in an image from an enclosing bounding box by modelling
the colour distributions of the foreground and background and applying graph
cuts. The changes are shown to simultaneously improve segmentation accuracy,
as well as reduce computational time.
ABSTRACT
Improvements to motion-based image segmentation techniques are explored,
through the inclusion of gradient information as a feature, in addition to pixel
colour values, as well as investigate ways of integrating graph cuts. From this,
a multi-view segmentation algorithm is developed, making use of overlapping
camera views to minimise falsely detected motion.
Using these extracted silhouette masks, a novel full body pose estimation
algorithm using annealed particle filters is proposed. Regions in the silhouettes
are assigned labels based on the estimated pose. Optical flow is used to propagate
these pose labels between frames, aiding in the estimation process in successive
frames.
Additionally, a volumetric feature detector and correspondence algorithm was
also developed, and shown to be effective on 3D face imagery. A basic five-point
pose estimation is also extended to include tracking with a particle filter.
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Chapter 1
Introduction
The visual understanding of human motion comes naturally to us humans, where
actions, emotions, and identity can be subconsciously recognised. Experiments
on human perception by Johansson [68] showed that people are able to perform
various forms of recognition even from simple temporal data. Subjects had lights
attached to joints on the body and were filmed performing specific actions in a
dark room, such that only the motion of the lights can be seen. When shown
a single frame, it appears to be simply a random collection of points, yet when
the video was played back, they were able to correctly recognise actions shown.
Later experiments have also shown that gender could be estimated, as well as
identification of friends from their walking style.
These experiments show that certain recognition tasks can be achieved with-
out explicit knowledge of the underlying body orientation, and that it can be
inferred from the motion of a relatively small number of cues. This is useful as
we increasingly make use of computationally intelligent devices, and it would be
beneficial in many cases that they are able to understand human motions in order
to improve our interaction with them. The less information that is required to
achieve recognition, the easier it is for us to implement.
Like other vision-based recognition applications, early implementations have
mostly taken a holistic approach, where recognition is achieved through observing
pixel values, without explicitly identifying the relative position and configuration
of individual targets. This form of approach to recognition is commonly cate-
gorised as an appearance-based technique; contrasted with model-based methods
which form two different, yet sometimes overlapping paradigms.
Appearance-based algorithms are simpler to implement, though can be limited
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Figure 1.1: Human pose estimation. Extracted human poses at varying levels of
articulation.
in their flexibility and ability to adapt to different situations. Relying on image
appearance, they are susceptible to environmental changes, as well as variations
in subject appearance.
A more robust approach would be to identify the location of key target points.
This is known as a model-based approach. In the context of humans, this would
be to localise individual components of the body, or more specifically, to extract
the underlying kinematics of human motion. This is known as pose estimation,
can examples can be seen in Figure 1.1.
Recognition systems utilising complete pose information have little of the
limitations of the appearance-based counterparts, considering all parameters of a
person’s motion is known, given that the human skeletal system can be accurately
modelled as a kinematic chain. Recognition is generally performed based on the
motion of joints. Achieving accurate pose estimation, however, is an extremely
difficult task, and also needs to overcome the very same image related issues
shared by appearance-based techniques.
Despite this, pose estimation offers better flexibility for recognition appli-
cations, and certain applications, such as motion capture for use in computer
animation, explicitly require the use of pose estimation.
Various implementations of pose estimation exist. Commercial motion capture
systems used for computer animations can achieve pinpoint accuracy, but require
the use of markers placed on the body. This limits its application to controlled
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Figure 1.2: Visual pattern recognition. Most vision-based recognition tasks can
be broadly generalised into these three steps.
situations. The Microsoft Kinect [95] reconstructs pose for gesture-based control
in video games. It performs pose reconstruction using depth imagery captured
from an active sensor that can only reliably function indoors.
It is desirable for pose estimation to be achieved without the use of specialised
equipment, in order maximise its possible applications. Various such implementa-
tions exists in the literature with varying levels of complexity, though the accuracy
is still limited under difficult situations.
The overarching aim of the research presented in this thesis is to improve the
general performance of pose estimation systems.
1.1 Aims and scope
Human pose estimation is a complex task that builds upon a range of under-
lying components. It follows the general flow of other computer vision tasks of
localisation, feature extraction, and recognition/classification (Figure 1.2).
To begin, the target subject must first be detected and located. Some form of
tracking may be also involved to maintain localisation of the target as they move
through the scene, and also to distinguish between individuals when multiple
subjects are present. Feature information is then extracted from the target,
which is finally then used for the modelling and estimation of the pose.
Detection of humans can be performed in a variety of ways, either with ob-
ject identification algorithms, or through the detection of motion. Motion is a
reliable method of detecting people as any significant movement in areas inhab-
ited by humans are the humans themselves or objects and vehicles they move
and operate. A motion mask outlining the silhouette of moving objects can be
produced. These silhouettes are also a common feature used in pose estimation,
where high segmentation quality is desired. Improvements to the extraction of
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silhouettes, particularly ways of reducing error, will be examined in this thesis.
Person tracking will not be considered within this thesis. The tracking of
humans does not in itself contribute directly to the performance of the pose
estimation algorithms that will be considered, and interactions between two or
more people will be beyond the scope of this thesis. For simplicity, only a single
subject will be in the scene in any pose estimation experiments performed, and
thus the subject can be assumed to be the only detected object within the image.
To perform pose estimation, features from the subject need to be extracted.
A variety of features have been used, ranging in complexity depending on its
target usage. Developing new, and refining existing features is another avenue of
research in improving pose estimation.
Once the appropriate features are obtained, the pose of the subject can then
be estimated. Effective use of the features, as well as appropriate modelling
algorithms, is crucial to the success of the pose estimation. New pose estimation
algorithms will need to be proposed to properly utilise the features developed.
It is assumed that multiple overlapping camera views will be available, and
that experiments will be using datasets that provide this. Multiple viewpoints
allow easier and more accurate estimations of 3D geometry, though the contribu-
tions made can be applied to monocular pose estimation techniques as well. Pose
experiments performed will be limited to controlled, indoor scenes, to minimise
segmentation noise in the silhouettes used.
Overall, the research in this thesis aims to improve the performance of pose
estimation systems by producing original contributions in the following areas
identified.
Image segmentation
While some tasks, such as person tracking, do not require high segmentation
quality where a general blob indicating the location of a person may be sufficient,
the silhouettes used as features in pose estimation require a high degree of accu-
racy. Sensor noise, environmental lighting, shadows, and reflections, as well as
unwanted background motion and clutter can all affect the performance of im-
age segmentation algorithms. More recent developments have introduced the use
of graphical methods, which have been shown to be effective at improving seg-
mentation quality. To address these issues, this thesis will explore the following
questions:
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• How can graph-based segmentation be used to improve the output quality
of segmentation algorithms?
• What changes to graph-based segmentation algorithms can be made to
further improve quality?
• What other image processing techniques can be introduced to reduce noise?
In order to answer these, research will be conducted for a general case by first
developing improvements for an existing graph-based image segmentation algo-
rithm, before applying the techniques learnt to motion based segmentation. Seg-
mentation is then performed on clean, controlled datasets in order to directly
optimise graphical segmentation techniques in the absence of external noise fac-
tors.
Feature extraction and modelling
Features need to be extracted from the image stream before pose estimation
algorithms can be applied. The features used vary in complexity, from simply
using segmented silhouettes, to full 3D model reconstructions. Silhouettes are
commonly used, though are limited in their effectiveness due to their simplistic
nature. Other features, such as edge information are often used to complement
it. Alternate algorithms use point features which can be matched to a target
template model from which pose can be transferred. In this context, we aim to
address the following questions:
• How to improve silhouette based features for use in pose estimation?
• What features can be extracted from the silhouettes themselves for use in
pose estimation?
• What features can be used from 3D reconstructions of humans?
It is proposed that binary silhouettes will be extended by adding labels to them
dependent on their estimated pose. This adds information that can be used
for estimations in subsequent frames. Boundary distance values extracted from
silhouettes have also been used for simple pose estimation implementations. Im-
provements on how they are extracted and utilised are to be researched.
A 3D volumetric feature detector is also proposed. The detector is to operate
on volumetric voxel models and the detected features need to be consistently
found and stable across a range of conditions.
5
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Pose estimation
As novel features are to be developed throughout the thesis for pose estimation,
alternative algorithms will also have to also be introduced in order to effectively
use these features.
• How can the original features developed in this thesis be utilised for pose
estimation?
An optical flow based method is proposed to transfer labels from silhouettes in
previous frames in order to be matched in the current frame. This is to be
implemented within a stochastic search framework in order to estimate pose.
A particle filter tracking algorithm is proposed for tracking detected body
extremities across frames. This will allow a more robust estimation due to the
particle filter’s ability to maintain multiple hypotheses.
A feature correspondence algorithm is also to be developed. The detected
features in the test set is matched to that of a template in order to determine the
relative difference in pose between the test and template model.
1.2 Original contributions
Original contributions resulting from the research presented in this thesis is as
follows.
Improved GrabCut segmentation
Image segmentation is a key early stage in many computer vision applications,
and any errors can result in failures in the rest of the system. Two modifications
to the GrabCut algorithm have been proposed. GrabCut is an iterative image
segmentation algorithm which extracts an object mask from a given bounding
box prior.
Both contributions concern with how the colours are modelled at each itera-
tion. The first changes the pixels selected to train the background colour model,
improving the modelling and resulting in a cleaner segmentation, as well as re-
ducing overall computational cost.
The second modification is the introduction of a quick model retraining algo-
rithm which significantly reduces training time, though at a cost of segmentation
accuracy. The key novelty is to delay the use of the quick algorithm to a later
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iteration, recovering most of the quality lost, but still executing faster than the
original.
Motion segmentation with gradient features and graph cuts
Image segmentation techniques, like GrabCut, require prior knowledge of the tar-
gets’ location in order to function, and may not be an optimal method of segment-
ing humans from video. Motion detection based image segmentation techniques
takes the assumption that any moving object is a foreground object, and seg-
mentation is performed on the bases of changes in pixel values. A basic motion
segmentation algorithm has been extended by adding gradients to its feature set
of pixel colour and brightness. Graph cut techniques was also employed as a
post-processing step to improve segmentation quality, with further modifications
to the motion algorithm to further improve results under graph cut.
Evaluations using the ETISEO dataset [100] shows that using the graph cut
post-processing results in a significant reduction in errors, while the gradient fea-
tures complements it very well in many cases. Tests with SABS dataset [23]
were also performed, showing good performance with graph cuts implemented.
It is noted that gradient information fails to perform under highly dynamic back-
grounds, which did not exist in the ETISEO test sequences used.
Improved background subtraction via novel image normalisation
Automatic functions in image acquisition devices allow it to adapt to changing
light levels in the environment. This causes the relative changes in pixel values
between images to deviate from the true real life values, introducing noise into seg-
mentation algorithms. A simple colour normalisation process was also proposed
to normalise the foreground and background images to each other, correcting for
the introduced distortions. Experiments and examples using the CMU MoBo [54]
and CASIA datasets [63] show improved segmentation under their capture setup.
Improved graph cut segmentation via edge weight subtraction
Graph cut segmentation algorithms provide improved accuracy by considering
the likeness of neighbouring regions. This, however, can also cause background
regions with similar appearance to an adjacent foreground region to be incorrectly
classified as foreground and vice versa. The solution proposed was to keep only
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gradient weights used in the graph cut process from the foreground object, by
subtracting from a background image.
Improved segmentation from multiple cameras
When appropriate, other sources of information can be used to improve the seg-
mentation quality. A two stage multi-view segmentation algorithm was proposed.
First, each view is segmented with a low threshold in order to minimise any false
negatives in the result. An intermediate step is performed where a volumetric
model is generated from the segmentation of the overlapping camera views. This
process reduces the incidence of false positives as the same error needs to be
replicated in each of the views. The model is then projected back into each view,
adjusting weights for a second segmentation stage.
A similar technique was performed using the colour and depth images from
a Microsoft Kinect. Segmentation of the depth image is extremely simple and
clean, though the initial depth estimation is of a lower spatial resolution and can
be prone to errors. The depth image can be used to augment the weights of
the corresponding colour image for segmentation. Both techniques are shown to
improve over their respective baseline implementations.
Volumetric feature and correspondence
Pose can be estimated by extracting specific feature points and matching them
to a template model.
A robust scale space volumetric feature descriptor and detector was developed.
It was initially tested using face scans from the FRGC dataset [107]. Results show
good localisation of the nose and inner eye corners, with consistency rivalling that
of manual selection. A reversible jump Markov chain Monte Carlo (RJMCMC)
spatial correspondence algorithm was also implemented to align the faces of the
same person under different facial poses.
Initial tests of the feature using 3D full body models show that it is unreliable
at the resolutions available, and unsuitable for performing pose estimation.
Five-point pose estimator
Pose estimation systems vary in complexity, depending on the fidelity of the model
used. A simple five-point (head, hands, and feet) pose estimator was implemented
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which operates by detecting maxima along the silhouette boundary. A robust set
of heuristics was developed to ensure accurate labelling of candidate points. The
system was then adapted to 3D by exploring multiple overlapping camera views.
The system was then extended by incorporating particle filtering, improving both
the estimation and tracking of the pose.
Silhouette synthesis and label propagation for pose estimation
Optimisation based algorithms are a robust, though slow method of performing
full body pose estimation. A new silhouette based feature is developed which as-
signs labels to different regions of a silhouette based on the estimated pose. These
labels can then be propagated between frames to be used. It is implemented in the
context of an annealed particle filter optimisation framework. Experiments show
that this new feature allows more accurate tracking under heavy self occlusion,
but is less able to recover from errors.
1.3 Thesis outline
The remaining chapters in this thesis are structured as follows:
Chapter 2 provides an overview of existing pose estimation research, as well
as applications in areas such as action and gait recognition. Image segmentation
techniques are also examined as they provide the foundation to most of the work
presented.
Chapter 3 introduces a form graph cut based image segmentation, as well as
its use in the GrabCut algorithm. Improvements to this algorithm are proposed,
in the form of two independent ways in which the colour models used in the
segmentation are learnt. These changes are benchmarked against the baseline in
terms of overall segmentation accuracy, convergence rate, as well as computation
time.
Chapter 4 extends a basic motion segmentation algorithm by adding image
gradients to its feature space, as well as incorporating the graph segmentation
techniques from the previous chapter as a post-processing step. The motion seg-
mentation algorithm is also modified in order to better make use of the graph cut
segmentation. Performance is evaluated using the ETISEO and SABS datasets.
Improvements on how graph-based segmentation can be better applied is also
explored by eliminating possible external sources of error. First, potential defi-
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ciencies in the background model are removed by replacing the motion segmen-
tation and segmenting via subtracting the background with a static image. Basic
shadow detection, as well as a novel colour equalisation technique are applied to
further reduce unwanted noise. Following this, subtraction of edge weights is pro-
posed as a method of improving segmentation quality. Evaluation is performed
using the MoBo dataset. A multi-view segmentation approach is also proposed,
utilising the multiple camera views available in the dataset.
Chapter 5 develops an integral scale-space volumetric feature descriptor.
This feature is initially applied to human faces where a large dataset of clean 3D
data (FRGC ) is available. The consistency of the algorithm at detecting the same
points on different scans of the same person was examined. A reversible jump
Markov chain Monte Carlo correspondence matching algorithm was developed
in order to align the faces together using the feature points. The feasibility of
applying the feature and matching algorithm to 3D images of the whole human
body was also explored.
Chapter 6 proposes a simple multi-view five-point pose estimation system.
Points are detected via maxima in the silhouette boundary and labelled under
a set of heuristics. These points are extended into 3D by combining multiple
view points. A particle filter is then applied to allow robust tracking of the
points throughout a video sequence. Examples demonstrating the system using
the IXMAS dataset are shown.
Chapter 7 presents a more advanced pose estimation system utilising full-
body models. Derived from the baseline annealed particle filter tracker, pose
labels are incorporated into the model optimisation framework, with the labels
propagated across frames through the use of optical flow. To properly achieve this,
synthesised silhouette and edges are proposed to be used in the model matching.
The proposed system is compared to one without the labelling using the IXMAS
dataset.
Chapter 8 implements some of the research produced here in the context of
gait recognition. The importance of having clean segmentation is demonstrated
when using silhouettes for appearance-based recognition.
Chapter 9 concludes this dissertation with a summary of the research as well
as providing directions for future work.
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Literature Review
Like most computer vision applications, performing recognition tasks on humans
first requires the target to be identified and isolated, and then tracked through
the video sequence. Features are then extracted from these people as they move.
The person’s movements can then be classified into different actions based on this
set of features.
The set of features needed and the classification algorithm used depends heav-
ily on the requirements and the complexity allowed in the system. The features
can be as simple as a silhouette mask of the person, or even a colour segmented
patch representing the hand, to as complex as a full 3D representation of a per-
son’s joint locations.
The classification algorithm used can depend on the type of data, ranging
from a simple Euclidean distance metric, to multi-layered Bayesian networks.
This chapter will provide an overview of the research that has been done in
human motion recognition, as well as the underlying techniques that allow it
to happen. Research more relevant to the contributions in this thesis will be
summarised within each chapter.
2.1 Visual recognition of human motion
Early experiments using moving light displays revealed may insights into how the
human mind perceives human motion. Subjects were filmed while performing in
a dark room with lights attached to various locations on the body. Contrast was
adjusted such that only the spots of light are visible. Observers were able to
identify various actions of varying complexity [68]. Differentiation of gender, as
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well as identification of friends when walking was also possible [6].
There are two theories on how the mind performs such recognition [25]; either
people subconsciously recover the underlying body information from the motion
of the points and then perform recognition based on the structural movement, or
recognition is performed directly without explicit reconstruction of pose (though
the structure can then be inferred from the action). Motion, however, is essential
as static markers are meaningless [69] to observers.
These ideas mimic the two general categories in which algorithms have been
developed to perform visual motion-based recognition, which are generally termed
(though other names have been used) appearance-based and model-based.
2.1.1 Appearance-based action recognition
Without attempting to localise specific body parts, features will need to be di-
rectly extracted from the image stream.
Temporal images
The simplest approaches treat the input video simply as a sequence of images.
Features are extracted per frame and matched to examples of various recognition
classes in order to recognise the motion. The earliest methods have simply been
to use extracted silhouettes and perform a pixel by pixel matching against target
templates. Later implementations use feature space reduction techniques, such as
principal component analysis (PCA), or simply averaged subsampling to improve
robustness to noise and segmentation errors, and to reduce computational time
and memory requirements.
To perform recognition, early approaches simply compared the images on
a pixel by pixel basis, calculating a distance metric from the number of cor-
rect matches. Later, hidden Markov models (HMMs) become popular, influ-
enced heavily from their success when used in speach-based recognition applica-
tions [110] due to its affinity for sequential data.
Yamato et al . [145] used silhouettes extracted from background subtraction
to recognise tennis strokes. The subject is cropped form the binary image, which
is then divided into a grid to reduce the dimensionality of the feature space by
calculating the on/off pixel ratio in each grid cell. The result is vector quantised;
a single discrete symbol, chosen from a limited set, is used to describe the feature
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space. This is performed for each frame, and HMMs are used to classify the
video sequence into specific tennis strokes (forehand, backhand, etc) based on
the stream of symbols generated. This was the first application of HMMs to
action recognition.
Optical flow was used by Polana and Nelson [109] for his implementation.
The subject is cropped from the video and the optical flow calculated with the
background motion removed. Dimensionality of the feature space was reduced by
dividing the optical flow image into a grid and averaging the magnitude of the
flow vectors in each cell. The actions used are assumed to be periodic, and thus a
system was implemented to detect the periodicity. Different periods are averaged
to produce a single cycle of action. The resultant sequence is then segmented into
a number of time divisions with the values in each division averaged through time.
A concatenation of the features in each division is used to represent the entire
action sequence. Classification was performed through an Euclidean distance
measure.
Iwai et al . [65] used PCA on his optical flow implementation. PCA is used
to extract 40 principal components from an 18x10 optical flow map (360 fea-
tures). Vector quantisation was then used along with discrete HMMs to perform
recognition.
Both the optical flow and silhouette image were used by Ahmad and Lee [2,3].
Dimensionality of the optical flow features were deduced the same way as [109]
though the x and y components were taken into account instead of using only the
magnitude. PCA on the other hand was applied to the binary image. Discrete
HMMs were used to perform classification.
Taking advantage of the fact that small changes in viewing angle produce
negligible effects on appearance, some view independence was also implemented.
Three HMMs were trained for each action corresponding to views taken from
-45, 0 and 45 degrees. This was successfully tested on test sequences that were
captured from arbitrary angles between +/- 60 degrees.
Li [84] also used an optical flow method. The optical flow vectors was placed
into a 90 bin histogram according to their angles and weighted by their magnitude.
PCA was then applied, reducing the dimensions down to 5. HMMs were used to
model the actions.
Efros et al . [40] converted the optical flow into positive/negative x/y compo-
nents, with each slightly blurred and normalised. A similarity matrix is produced
13
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by comparing every frame in a test sequence against every frame in a target se-
quence. If the two sequences are similar, there will be strong similarity values
along the diagonal. The matrix is convolved with a diagonal shaped kernel to
produce a final similarity metric.
In another silhouette based technique, Yu et al . [148] traces the contour of
the silhouette and calculates the distance to the centroid. PCA is applied to the
distances and a neural network used for recognition.
Image templates
Another method for action recognition is to encode the information of video
sequences into a single image, reducing the classification stage to simple image
matching techniques.
Bobick and Davis [15, 16] pioneered the idea of the Motion Energy Image
(MEI) and Motion History Image (MHI). The MHI is generated from a sequence
of silhouettes, where the intensity of each pixel determines how recent motion has
occurred at that pixel. Bobic calculated Hu moments [60], a set of 2D central
moments that are rotation and scale invariant. The Mahalanobis distance metric
was used for classification.
Babu and Ramakrishnan [5] adapted this idea for using optical flow. The
flow vectors are directly extracted from the p-frames in MPEG-1 video, which is
used to create Motion Flow History (MFH). The MFH consists of the dominant
flow vector for each ‘pixel’ over the length of the image. MHIs were also used by
generating silhouettes through shareholding the optical flow. Various classifiers
were used (Bayes classifier, perceptron, SVM and k-nearest neighbours) all giving
similar results.
A similar idea was employed by Masoud [88] where he used greyscale values
instead of binary silhouettes. The background is subtracted from greyscale video
and recursive filtered, where the current ‘feature’ image is the weighted sum of
the current input image (after background subtraction) and the previous feature
image. PCA is applied and the Hausdorff distance metric used for classification.
The MEI/MHI concept have also been extended to 3D by Weinland et al . [140]
into Motion Energy Volumes (MEV) and Motion History Volumes (MHV). Binary
voxel models, in what are essentially 3D versions of silhouettes, were created
from multiple cameras, and the MEV/MHV computed in the same way as their
2D counterparts. Moments were not used as they believe it is insufficient to
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capture the information accurately. Instead, the voxel model was converted into
cylindrical coordinates and the 1D FFT computed along the φ axis for every ρ and
z value. PCA was then applied to further reduce the feature space. Mahalanobis
distance is finally used for classification. The MEV was found to be redundant.
Spatio-temporal volumes
Expanding upon the ideas in the previous section, some techniques treat a video
sequence as a 3 dimensional spatial temporal ‘volume’, essentially concatenating
the individual 2D frames to form a 3D space.
Laptev and Lindeberg [81] extends the Harris/Forstner feature detector into
3D to detect features in the spatio-temporal domain. Similar actions will have
interest points at similar locations and thus can be compared to template actions
for classification. A Mahalanobis metric was used. Schuldt [118] used the same
features but classified with SVMs.
Blank et al . [13] and Gorelick et al . [52] concatenated extracted silhouettes
to create a space-time volume. The Poisson equation was applied to create a
‘saliency’ volume and 6 ‘local feature’ volumes. Three dimensional moments
were used to generate the feature set, which is then classified using an Euclidian
distance metric.
Ke et al . [72] adapted the mean-shift algorithm [33] to 3D to segment his
spatio-temporal volumes. Regions are segmented based on their colour similarity.
An algorithm was devised to tolerate fragmentation in the segmentation, match-
ing template volumes to multiple, connected segmented regions. The distance to
the template is used as a feature, along with flow information. SVM is used to
classify the actions.
View invariance
Appearance-based techniques generally require a fixed viewpoint, as even small
deviations in viewing angle can cause significant apparent changes in the image
stream. A simple brute force approach is to simply learn models from multiple
views [2, 3]. Alternatively, transformation models between different viewpoints
can be trained in order to ‘warp’ the extracted feature to the desired feature
space.
The issue with view dependency is lessened when using model-based feature
extraction techniques, particularly when 3D based methods are applied.
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2.1.2 Model-based methods
Appearance based approaches to human action recognition are generally fast and
simple to implement. They are generally quite robust and high recognition rates
have been achieved. They however, require ‘global’, more obvious movement, such
as running or waving. More localised actions, such as those when gesturing, will
require specific locations of the body to be identified and tracked. Appearance
based methods are also sensitive to view changes and occlusion, something that
can be more properly dealt with using a pose based technique.
Blobs
One of the simpler methods at identifying specific body locations is through colour
segmentation. Skin colours are relatively uncommon in most environments and
can be easily segmented out from the rest of the image, identifying the hands
and face. Further segmentation can differentiate the upper and lower body and
further tracking can give decent estimates for the location of limbs. A body part
is represented as a blob, a collection of pixels grouped based on their colour, and
even spatial motion.
A simple implementation would be to track the hands and feed the coordinates
into an HMM based classification system. Such a method has been used by
many [17,21,22,130] to implement gesture recognition systems.
Starner and Pentland [130] was able to develop a system to recognise a small
subset American Sign Language using the P-finder system [142]. The location of
both hands, as well as the axis angle and eccentricity of a bounding ellipse for
each hand were used as features and fed into an HMM based system.
Brand et al . [21] used a stereo blob tracker to obtain 3D coordinates for each
hand. Coupled HMMs, a variation of HMMs, was used, allowing models to be
trained for each hand individually.
Bregler [22] used a hierarchical probabilistic framework to recognise different
gait actions. The lowest level groups pixels with similar motions into blobs, while
the highest level consists of an HMM state machine.
Techniques are available to achieve view independence when tracking a single
point from a single camera. Using the constraint that the camera views have to
originate from the upper hemisphere of the viewing sphere, Rao and Shah [111]
was able to create a view independent gesture recognition system. Cuntoor and
Chellappa [34] uses no restrictions and was even able to achieve better results
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using the same dataset.
Joint angles
When dealing with a full body situation, where multiple body locations are
known, joint angles become a favourable feature to use. Angles alleviate scal-
ing issues between different sized people when using absolute locations.
Ali obtains profile view silhouettes and skeletonises them, yielding a curve
representing the legs and torso. This curve is divided into 3 segments, modelling
the torso, thigh, and calf. The 2 angles between the segments were used as
features. Sequences were normalised in length and Euclidean distance used to
classify.
Gravila and Davis [50] used a stereo camera and markers to identify limb
joints and the head. Joint angles were used as features and classification was
done through Dynamic Time Warping.
Peursum et al . [105] uses the ‘star’ skeletonisation technique [47] to produce
a simple 6 point representation (head, limbs, and centroid) of the human body.
The angles between the legs and the arms are used as features. The distance of
the limbs to the centroid was also used as true joint angles were not available
(knees, elbows, hip, etc. not identified). HMMs were used for classification.
Once specific body locations are known, it would be trivial to compute the
joint angles and send the result to an HMM based classification system to de-
termine the action to a high degree of accuracy. The difficulty however, is in
acquiring these locations and acquiring them accurately.
2.2 Object detection and segmentation
By far the most common method for locating humans is to use motion detection.
This can be very effective as in most populated areas there are very few objects
of significant size that move. In some situations, a simple size threshold in the
motion ‘blobs’ is all that is required to distinguish between humans and other
objects (mostly cars), while in others it can correctly be assumed that anything
that moves is considered to be a human.
Background subtraction is often used for motion detection. The simplest
method is to subtract the video from a background image, which represents the
scene when no objects are present. This method however is very sensitive to
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changing lighting conditions, limiting it mostly to indoor use though issues such
as shadows and reflections can be a problem. Many attempts have been made to
overcome this.
Stauffer and Grimson [131] model each pixel in the background as a mixture
of Gaussians and updated the Gaussians every frame, adapting to slow changes
to the scene. This allows for outdoor use as it is tolerant to changes due to the
time of day, however fast changes such as cloud cover are not properly handled.
This method has become the standard for background subtraction though ad-
vances have since been made [98]. An example includes the use of texture [58]
information to allow for rapid changes in lighting.
Other methods of motion detection include that of using optical flow. Optical
flow maps the movement of points between video frames. Points with similar
flow characteristics, likely to be representing the same body, can then be grouped
together [138]. An advantage of using the optical flow method is the ability to
perform motion detection from a moving camera.
Other methods for locating people include shape and appearance based iden-
tification, and also segmentation using depth information [98], either estimated
or measured from a stereo camera. Simple applications such has hand tracking
could also use skin segmentation to locate the hands. Hybrid techniques also
exist, such as combining optical flow with motion detection [35].
2.3 Object tracking
Once people have been detected, they need to be tracked as they move across
the scene. Implementations range from simple techniques such as using position
and velocity information to predict the location of a person in the next frame
and matching it the nearest detected person to that location, to using more
advanced methods such as the Kalman filter [71]. Features such as colour and
texture have also been used to enforce that the same person is being tracked
between frames [98]. Algorithms such as Condensation [64] have been used to
track contours, and have been used by Ong and Gong [104] to track the upper
human body.
An example of a complete surveillance implementation is the W4 (Who,
When, Where, What) system [56]. It is able to handle some occlusion within
a small group of people by tracking their head, and also able to detect objects
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(a) (b) (c)
Figure 2.1: Pose Estimation. (a) Holistic methods attempt to estimate pose from
the overall appearance of the subject. (b) Part-based detection methods identify
specific body parts which is then combined to establish the pose. (c) Model
fitting approaches attempt to fit a model to the observations.
carried by a person. It is also able to determine pose and provide some simple be-
havioural analysis, though it lacks any action recognition and is limited to using
only a single view.
Person detection and tracking through the scene will not be explicitly per-
formed in this thesis, where the target subject will simply be assumed to be the
only foreground object in the video. However, it has to be noted that pose esti-
mation uses some of the very same algorithms as the individual body parts are
tracked.
2.4 Pose estimation
Pose estimation techniques can be roughly grouped into three main categories;
holistic, parts, and model based (Figure 2.1).
2.4.1 Holistic
Holistic approaches to pose estimation take an appearance-based solution to a
model-based problem.
Agarwal and Triggs [1] used an example-based approach to recover 3D pose
from monocular video. Non-linear regression was used to learn mappings between
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silhouette shape descriptors to a 3D pose.
In a somewhat counter-intuitive approach, Efros et al . [40] used action recog-
nition to achieve pose estimation, though given at the time, appearance-based
action recognition algorithms were much more robust than pose estimation. Man-
ually labelled pose sequences are associated with particular action templates.
When an action is detected, the pose labels are transplanted into the image se-
quence.
A similar approach was implemented by Gall et al . [49]
2.4.2 Part detection and assembly
A very simple approach is what has been dubbed as ‘star’ skeletonisation. It
traces the contour of the silhouette of a person, calculating the distance to the
centroid of the silhouette and taking the 5 most prominent peaks of this distance
measure. These 5 points corresponds to the head, hands and feet, and when
connected to the centroid, resembles a star shape. Fujiyoshi and Lipton [47]
uses the lower two points, the feet, to determine between walking and running
from its periodic frequency. Slight adaptations to the algorithm have been made
and have been used for fence climbing detection [147] and also human action
recognition [105].
The Pfinder system [142] tackles the pose estimation problem by modelling
the human body as a series of 2D blobs, with each corresponding to parts of
the human body (head, hands, feet, upper and lower body). It uses silhouettes
extracted from motion detection. The system has been used in various implemen-
tations, such as a control mechanism to navigate 3D virtual game environment,
and was also the basis for the American Sign Language recognition system [130].
More modern methods uses various classifiers to detect specific body parts.
Ren et al . [112] computes the edge map of the image and then identifies parallel
lines from the map. Pairwise constraints between body parts are then used to
assemble a human body from these lines. Mori et al . [99] also uses an edge map
for his implementation. A normalised cut approach is then used to segment the
image with each of the segments passed through various detectors in an attempt
to identify limbs and torso.
Felzenszwalb and Huttenlocher [41] uses an object recognition approach to fit
a full-body model consisting of rectangles to a silhouette image.
These part recognition pose estimation algorithms are becoming increasingly
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popular [4, 19, 146], with improvements in features and classifiers allowing them
to perform well.
Probably what is the most well known implementation of such an algorithm
is the one used in Microsoft’s Kinect [95], which performs part-based recognition
using depth images [122].
2.4.3 3D from 2D points
Most of he methods presented so far have been 2D techniques. Given the 2D
locations of joints in an image, it is possible to estimate the 3D locations based
on constraints imposed such as distances and angles between the joints [134].
Depth is only estimated however, and ambiguities exist due to the possibilities of
multiple solutions.
2.4.4 Model fitting
Continuing with the ‘skeletonisation’ approach, a more complex method which
also labels the elbow and knee joints, the hip and neck has been proposed by
Thome et al . [135]. A silhouette of a person is first skeletonised using a method
based on Voronoi diagrams and then the skeleton pologonalised. The skeleton
is then decomposed into a directed acyclic graph and matched against a human
model to label the points in the skeleton. Tracking was applied to each individual
point to help resolve ambiguities when matching and so assist in dealing with self
occlusion.
Approaches that try to estimate 3D pose directly from a single viewpoint
exists however. Sminchisescu and Triggs [129] used image matching, joint limits
and non-self-intersection constraints to implement their 3D recovery system.
For robust 3D pose estimation, 2 or more viewpoints are needed, allowing 3D
coordinates to be accurately triangulated. Most techniques consist of having a
full 3D model of a human, composed of boxes or ellipses and other superquadrics.
The model is then fitted to the observed data.
Two major methods are commonly used to perform this. The simplest is
to reconstruct a 3D representation of the subject from the camera views, usually
done by carving out the visual hull, and performing the model fitting in 3D space.
The other method is to project the edges of the 3D model into each of the 2D
viewpoints and perform fitting based on the edge or gradient images. This second
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method is more computationally expensive, but more robust, due to the visual
hull being highly susceptible to noise and segmentation errors [106].
Implementations that employ the edge fitting technique include [50, 76, 77].
Peursum et al . [106] also uses this technique, but combines it with action recog-
nition to improve the pose estimation results. The drawback however is that the
pose estimation will only work for actions that the system has been trained on.
Instead of having a full 3D model of a human body, Menier et al . [93] uses
a model of the human skeleton. A 3D reconstruction is generated through hull
carving and then skeletonised. The human skeleton model is then fitted to the
results of the skeletonisation to recover pose.
2.5 Datasets
The datasets used throughout this thesis are summarised here.
2.5.1 Microsoft GrabCut dataset
Rother et al . [113] references a dataset [96] consisting of 330 images of people,
animals, plants, and objects. 50 of these images are provided with bounding
boxes, as well as segmentation ground truth, and can be used to evaluate object
segmentation algorithms.
In this thesis, this dataset is used to benchmark the segmentation algorithms
presented in Chapter 3.
2.5.2 ETISEO
ETISEO [100] was a video understanding evaluation project and provides a
dataset of surveillance footage across a large range of situations. A few sequences
from this dataset will be used to evaluate the image segmentation algorithms in
Chapter 4.
2.5.3 CMU Motion of Body
The CMU Motion of Body database (MoBo) [54] is a gait recognition database
containing 25 subjects walking on a treadmill under four different conditions;
slow walk, fast walk, walking while carrying a ball, and walking on an inclined
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surface. Each sequence consists of between 6 and 8 gait cycles. The database is
captured from six synchronised cameras. Camera calibration details had to be
manually estimated as they were not able to be obtained from the authors. No
background images were supplied for the inclined treadmill, resulting in difficulty
in extracting clean silhouettes for that test case.
This dataset will be used to perform image segmentation experiments in Chap-
ter 3. The resulting silhouette masks will also be used to demonstrate pose es-
timation in Chapter 7. Subjects 04013, 04015, 04070, and 04071 have different
camera orientations from the rest, and have been excluded from the experiments
in this thesis.
2.5.4 CASIA Dataset B
The CASIA [63] dataset is a gait recognition dataset containing 125 subjects.
The subjects are recorded from 11 separate cameras, arranged in a half-circle to
the left of the walk path, allowing testing of different view points.
Gain and colour correction in the cameras seem to be defective, resulting in
the images being heavily biased towards the green, with lower than ideal contrast.
This problem is ‘fixed’ in a few sequences where a more natural appearance is
seen, resulting in poor segmentation performance from mismatched backgrounds.
Due to this, the dataset will be used to demonstrate certain aspects of the im-
age segmentation algorithm in Chapter 4, with the resulting silhouettes used to
perform gait recognition in Chapter 8.
While multiple views are available, the frames between the different cameras
are not synchronised, and therefore unsuitable for multi-view pose reconstruction.
2.5.5 Stuttgart Artificial Background Subtraction
The Stuttgart Artificial Background Subtraction dataset (SABS ) [23] is a syn-
thetic dataset for evaluating background subtraction algorithms. It depicts a
vehicle T-intersection containing moving vehicles and pedestrians. A dynamic
background, as well as shadows and reflections, emulates segmentation difficul-
ties encountered in a real world environment.
The dataset is artificially rendered, and as a result also renders a pixel-accurate
ground truth. The motion segmentation algorithms developed in Chapter 4 is
evaluated with this dataset.
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2.5.6 Face Recognition Grand Challenge
The Face Recognition Grand Challenge (FRGC ) [107] was a face recognition
program, part of which was focused on the recognition of 3D faces. A portion of
its dataset consists of a set of 3D face scans of multiple subjects under different
facial poses. These 3D faces will be used in Chapter 5 to test the proposed 3D
feature extraction and pose alignment system.
2.5.7 IXMAS
The IXMAS [140] database is an action database captured from five synchronised,
calibrated cameras and downsampled to 390×291 resolution. It consists of 10
subjects, each performing a series of actions 3 times in 3 separate sequences.
This dataset will be used to evaluate the multi-view pose estimation algo-
rithms covered in Chapters 6 and 7.
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Image Segmentation
Image segmentation is the process of partitioning an image into various distinct
regions (Figure 3.1). Typically, image segmentation algorithms are employed to
label an image into a foreground region of interest and a background region,
though separating into multiple regional classes can also be considered. It is
a fundamental image processing task with numerous applications ranging from
image editing to, given the subject of this thesis, automatic pose estimation.
Image segmentation is an important process in computer vision as it identifies
the pixels of interest, providing a mask of the objects’ location in an image.
Manually labelling each pixel by hand is extremely slow and tedious, and even
in applications where full automation is not required, it is desirable to require as
little user input as possible.
Many algorithms perform on a pixel by pixel basis, with their appearance
modelled independently from its neighbours. A graphical approach to image seg-
mentation takes into account local appearance, allowing for some errors to be
corrected by comparing with its neighbourhood. Various image segmentation al-
gorithms using graph cuts have been developed, with robust object segmentation
achieved using rough, initial user marked regions [12,20,137]. Automatic segmen-
tation of an image into multiple distinct regions has also been developed [42,121],
though only binary image segmentation will be considered in this thesis, where a
target object region is extracted from the rest of the image.
Segmented binary silhouettes of humans will be used extensively for the pose
estimation algorithms described in this thesis, from finding and locating the sub-
ject in the scene, as well as to being used as a feature to estimate pose. Achieving
clean silhouettes is therefore of great importance, as errors will impact the accu-
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(a) (b) (c)
Figure 3.1: Image segmentation. Example segmentation of (a) an image into (b)
separate internally similar regions. This thesis focuses on a specialised case where
only two regions are considered (c), typically a foreground region outlining the
target of interest, and the background (everything else).
racy of the pose estimation. This chapter will focus specifically on the GrabCut
image segmentation algorithm [113], and propose novel optimisations to it which
improve both segmentation accuracy and computational time.
3.1 Binary graph-based image segmentation
Image segmentation algorithms using graph cuts are generally performed by first
representing the image as a Markov random field (MRF). The undirected graph,
G = (V,E), is constructed with a set V of vertices for each pixel in the image,
and a set E of edges joining the vertices of neighbouring pixels.
Each pixel is also connected to two special vertices, called the source (s)
and sink (t), which for this problem represents the foreground and background
respectively. By performing a graph cut which separates the s and t vertices
onto separate graphs (S and T respectively, such that S ∪ T = G, S ∩ T = ∅),
segmentation can be achieved by determining which resulting graph on which the
pixel lies, such that the output mask, M , at pixel, u, is represented by,
M (u) =
1 u ∈ S0 u ∈ T. (3.1)
An illustration of the graph structure of an example segmentation task is
shown in Figure 3.2. A (heavily down-sampled) image is represented by the
nodes, appropriately coloured. Each pixel can be seen forming edges with its
eight neighbours, as well as the foreground (red) and background (blue) node.
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Figure 3.2: Image segmentation using graph cuts. (left) Graph structure of an
example segmentation problem. Edge lines are weighted based on capacity values.
(right) The same graph is shown but with the source and sink vertices removed
for clarity.
Figure 3.3 shows the same problem after performing the graph cut. It can be
seen that the original graph have been split into two graphs, with the source and
sink nodes separated onto different ones.
This graph cut is typically performed by performing the minimum cut. The
graph cut is driven by weights assigned to the edges, which can be seen as a cost
value incurred should that edge be removed. The cut is made to the graph such
that the energy, or total cost incurred, of the cut is minimised. The algorithm
finds the globally optimal solution, achieving a ‘minimum cut’.
The edge weights are derived from the joint probabilities between vertices in
the MRF, which is the likely-hood of the two vertices occurring together in the
same region, i.e. the capacity value, cuv, of the edge uv is determined by,
cuv ∝ P(u, v ∈ X), (3.2)
where X can either be the foreground (FG) or background (BG) region.
For the weights between neighbouring pixels, this value is usually derived
based on similarity in pixel appearance, typically simply the distance between
the pixels’ colour values. Pixels with a close similarity are more likely to belong
together in the same region, and thus given a higher cost value, reducing the
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Figure 3.3: Graph cut via min-cut. The resulting graphs after graph cut (left)
with and (right) without the source and sink vertices.
potential they will be separated in the graph cut.
Similarly, the foreground and background weights (cut and cus) are determined
by the pixels’ likely-hood in belonging in the foreground and background. As the
s and t vertices can only exist in its own region, equation (3.2) can be expressed
as,
cus ∝ P(u ∈ FG)
cut ∝ P(u ∈ BG).
(3.3)
These edge weights are generally computed based on some form of foreground or
background model, such as a global colour model.
In Figure 3.2, the weights are represented by the density of the edge, where a
higher weight value results in a darker line.
The consequence of using the minimum cut to perform the segmentation re-
sults in a preference for silhouette boundaries to occur along the edges of distinct
regions, helping to group pixels of similar appearances together. This is because
the joint probabilities of the pixels across the boundary are generally lower. This
method of segmentation is likely to result in cleaner silhouettes versus one where
the foreground and background probabilities are simply compared, particularly
in the cases where the models themselves are not very accurate.
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3.1.1 Graph cut theory
Connected vertices that have their edges severed lie on separate regions. Since
each pixel vertex is connected to both the foreground and background, one of these
edges, but not both, must be severed by definition of the graph cut employed in
order to separate the source and sink. As a result, the classification of each pixel
as background or foreground can be determined by which of these two edges are
cut.
Under the case where all edges between pixels have a weight of zero, the
decision as to which cut is made is dependant on which edge, {u, s} or {u, t},
has the higher weight. The inter-pixel edges can be arbitrarily removed as doing
so incurs no cost, and as a result, the minimisation of the total cost is simply a
comparison of which edge is more expensive,
u ∈
S cus > cutT cus < cut, (3.4)
reducing the segmentation problem to a comparison of foreground and back-
ground probabilities.
Under normal circumstances, when a non trivial problem is proposed, the
inter-pixel weights will not all be zero, and thus when choosing the cut between
the {u, s} and {u, t} edge, the weight values of the entire graph are considered.
Still, when deciding between these two edges, it is the difference between cus and
cut that is taken into consideration, and not their individual values. In choosing
which edge to cut, the algorithm needs to determine whether the extra cost in
choosing a more expensive edge over the cheaper one can be compensated by any
potential saving from having to remove different edges in the rest of the graph.
Setting the weight of an edge to infinite will ensure that that edge will never
be removed by the graph cut. Provided that the problem is still solvable, i.e. s
and t can still be separated, the two vertices joined by this edge can effectively
be treated as a single vertex. Any edges to the old vertices are simply re-linked
to the new vertex. Any multiple edges between two vertices that are formed from
this can simply be combined by assigning the new edge with the sum of their
individual weights.
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3.1.2 Basic implementation
Boykov and Jolly’s [20] graph cut based segmentation algorithm serves as the
foundation of the segmentation algorithms covered in this thesis. To initialise
the segmentation, select regions on the image are first manually labelled to be
foreground or background, which is then used to build histogram models of the
two classes. A graph is created as described previously in Chapter 3.1 with
weights assigned as follows,
cus ∝ − log P (u|BG) (3.5)
cut ∝ − log P (u|FG) (3.6)
cuv ∝ exp
(
−(I (u)− I (v))
2
2σ2
)
. (3.7)
The weights for the {u, s} and {u, t} edges are derived from the probability
of the pixel value appearing in the given histogram. Note that the relationship
between the weight and the corresponding model is reversed compared to (3.3)
as a higher probability causes a lower log-likelihood.
For the pixels that have been manually labelled as foreground, 0 is given for
cut and a constant value for cus. The reverse is true for a marked background
pixel. Weights for the edges linking neighbouring pixels are assigned based on
the difference in pixel value, scaled by σ, which is the global variance in pixel
intensity.
The algorithm operates on greyscale intensity values and was demonstrated
using both 2D images and 3D volumes, such as spatial temporal volumes. To
adapt the graph for volumetric data, vertices are created for each 3D ‘pixel’,
or voxel, which are connected to their 26 neighbours, with the s and t vertices
linked as normal with weights appropriately assigned. This can be scaled up to
any number of dimensions, however, for the scope of this thesis, only the 2D case
will be considered.
3.2 GrabCut
The GrabCut implementation [113] is an interactive tool that incorporates an it-
erative graph cut segmentation algorithm. A bounding box containing the desired
objection is provided by the user and is used to initialise the segmentation.
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Initialise from
bounding box
Learn colour
models
Calculate pixel
weights
Segment using
graph cutIterate until converged
Figure 3.4: The GrabCut algorithm.
Two Gaussian mixture models (GMMs) are used to model the foreground and
background colour. A GMM is a weighted collection, or ‘mixture’, of individual
normal distributions. Given sufficient number of components, a GMM can model
any arbitrary distribution to any desired accuracy [10].
Pixels within the bounding box are used to initialise the foreground GMM
while those outside are used to initialise the background. A graph cut based
segmentation is then performed. As this initial colour estimate of the foreground
and background does not accurately represent that of the ground truth, partic-
ularly the foreground GMM which contains background regions in its estimate,
significant errors are likely to exist in the segmentation. As a result, an iterative
approach is adopted by the GrabCut algorithm, with the GMMs updated based
on the new foreground and background estimates. The graph cut is performed
again with the latest colour models, and the process is repeated until the result
converges. Figure 3.4 provides a summary of this algorithm.
This iterative process is illustrated in Figure 3.5. The initial foreground and
background regions (cyan and magenta) are derived from the supplied bounding
box, and a graph cut based segmentation is performed based off the learnt colour
models. Subsequent foreground and background regions are then generated from
the segmentation result of the previous iteration, updating the colour models to
provide a better estimate for the next segmentation.
The GrabCut implementation also allows for an interactive clean-up phase,
in which the user can mark certain regions of the image to be foreground or
background. The graph cut is then iterated again with the appropriate foreground
and background weights adjusted.
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(a) (b) (c) (d) (e)
Figure 3.5: GrabCut visualisation. (a) Example image with bounding box and
(b) corresponding mask showing the initial foreground and background regions
for learning colour models. (c) Segmentation after one iteration and (d) mask of
new regions. (e) Final segmentation after convergence.
As foreground and background colour is modelled, edge matting is also in-
cluded in the final segmentation. This, along with the clean-up phase of the
GrabCut algorithm will not be considered in this thesis as the goal is for the
automatic creation of binary silhouettes.
3.2.1 Graph structure
The MRF for the graph cut is constructed similar to that described in Chapter 3.1.
Each pixel forms an edge to its neighbouring pixels, as well as to the foreground
and background vertices. Pixels outside the bounding box, though, are assumed
to belong to the background and can be safely excluded from the graph while
providing an identical solution to one with them included. As a result, they
will not be included in the graph cut in order to improve the efficiency of the
calculation.
Under this optimisation however, the pixels lying on the edge of the segmen-
tation region will have vertices on the other side of the boundary that no longer
exist. In order maintain a correct solution, the weights for these pixels will need
to be altered.
To calculate these values, lets first consider the problem when the entire graph
is used as no vertices are removed. To ensure that the pixels, ub, outside the
bounding box are segmented as background, the weights need to be assigned
such that the cut during the graph cut is always made along the {ub, t} edge and
never the {ub, s} edge. As explained in Chapter 3.1.1, this is achieved by setting
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the weights along the {ub, s} edges to be infinite.
These background pixels can now be considered as being part of the back-
ground and any edges joining to these vertices can safely be changed to connect
to the background vertex instead without altering the solution. By merging
these vertices with s, the edge between any two neighbouring background pixels,
{ub, vb}, becomes a loop {s, s}, which does not contribute to the graph cut. Any
{ub, t} edge now becomes a {s, t} edge which will always be removed by min-cut
by definition, and therefore does not affect the graph cut in the rest of the graph
in any way.
All that remains are the edges along the bounding box, {u, vb}, connecting
a vertex u within the bounding box, and a vertex vb outside the bounding box,
which now become {u, s} edges. A pixel can have multiple neighbours, resulting
in multiple {u, s} edges, including the original. These can be combined into a
single edge by summing the weights, such that,
cus
′ = cus +
∑
all vb
cuvb . (3.8)
All other weights for the pixels in the bounding box remain the same, and the
vertices outside the bounding box can be removed from the calculations.
3.2.2 Colour modelling
The GrabCut algorithm operates in the RGB colour space, using two GMMs to
model the foreground and background colour. Pixels within the bounding box are
used to learn the foreground colour model and pixels outside are used to estimate
the background.
This initial estimation is likely to be poor, particularly in the foreground model
since background pixels are used in the training as they are contained within the
bounding box. An example is seen in Figure 3.6, where the foreground and
background weights are shown.
In this example, the initial foreground model has poor representation of the
foreground region, with most of the background given strong weights due to
the background colours contained within the bounding box. The background
model performs better as it does not include the foreground object, though in
this example, similar colours as the foreground object exists in the background
region, providing a sub-optimal starting estimate.
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maxmin FGBG
(a) (b) (c) (d) (e)
Figure 3.6: GrabCut colour modelling. Changes in the foreground and back-
ground colour models between the (top) first, (mid) an intermediate, and (bot-
tom) final iteration. (a) Source of the foreground and background pixels used
to learn the colour models, resulting in the (b) foreground and (c) background
weights. The first iteration shows the source regions as the bounding box over
the example image, while subsequent iterations simply use the graph cut segmen-
tation of the previous iteration. (d) Difference between weights and (e) simple
comparison mask.
To more easily visualise the relative weights, the difference between between
the two weights is shown, as well as a comparison mask between the weights. It
can be seen that large parts of the image background have stronger foreground
weights than background. Note that this mask is simply a per pixel comparison
of which model weighting is higher. The actual segmentation mask produced by
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the graph cut on these weights is shown on the next row. The benefit of the
graph cut segmentation incorporating neighbouring pixel information is clearly
evident.
With GrabCut ’s iterative approach, new colour models are learnt based on
the segmentation result of the previous iteration. Each subsequent set of models
should therefore provide better estimates of the colour in the true foreground and
background regions, allowing for a more accurate segmentation.
For the example in Figure 3.6, GrabCut converges after three iterations, in
that the segmentation in the third iteration is (nearly) identical to the second.
Though subtle, the evolution of the background weights can be seen placing more
emphasis on the darker regions of the background as it incorporates the regions
within the bounding box into its model. The foreground model, by the last
iteration, has rejected most of the background colours, allowing a clear distinction
between the foreground and background.
3.2.3 Edge weights
The values used for the weight of the edges in the graph used by GrabCut are
derived from the ones used by Boykov and Jolly [20]. As GMMs are used to
model the colours, the conditional probabilities in expressions (3.5) and (3.6) are
replaced by ones derived from the normal distribution. The probability density
function (PDF) of a multivariate normal distribution with N dimensions is given
by,
P (x) =
(2pi)−
N
2√|Σ| exp
(
−1
2
(x− µ)T Σ−1 (x− µ)
)
. (3.9)
For the GMMs used, which are three dimensional, the equation becomes,
P (u|Mk) = wk (2pi)
− 3
2√|Σk| exp
(
−1
2
(I (u)− µk)T Σ−1k (I (u)− µk)
)
, (3.10)
where wk is weight of the kth mixture of the model, M . Taking the negative
log-likelihood gives,
−log P (u|Mk) = 3
2
log 2pi−log wk√|Σk|+12 (I (u)− µk)T Σ−1k (I (u)− µk) , (3.11)
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extracting a constant term. This term can be ignored as it exists in both the fore-
ground and background weights, and as mentioned previously in Chapter 3.1.1,
the difference between the two determines the graph cut, and as a result, they
will cancel.
The actual probability of a pixel appearing in a given GMM is determined
by the closest matching component, and thus, the one which gives the highest
probability, or the lowest log-likelihood,
−log P (u|M) = min
k
[
− log wk√|Σk| + 12 (I (u)− µk)T Σ−1k (I (u)− µk)
]
. (3.12)
From this, the weights for the {u, s} and {u, t} edges are derived to be,
cus = min
k
[
− log wbk√|Σbk| + 12 (I (u)− µbk)T Σ−1bk (I (u)− µbk)
]
, (3.13)
cut = min
k
[
− log wfk√|Σfk| + 12 (I (u)− µfk)T Σ−1fk (I (u)− µfk)
]
. (3.14)
From (3.7), the inter-pixel weights are adapted by adding a scaling factor, γ,
and renaming the variance term to β,
cuv = γ exp
(−β |I (u)− I (v)|2) , (3.15)
β =
1
2
(
E [I2]− E [I]2) . (3.16)
The segmentation now works with colour images, instead of greyscale as used
previously [20], and so the Euclidean distance between the pixels’ colour in RGB
space is used.
β specifies a tolerance in the differences in colour value between the neigh-
bouring pixels.
γ controls the relative scaling between the inter-pixel weights and the fore-
ground/background weights, controlling the relative influence each has on the
graph cut; a higher γ encourages ‘cohesion’ between pixels of similar colours,
due to the higher joint probability represented in the MRF. Having γ = 0 would
remove any attachment between the pixels, reducing the minimum cut to a com-
parison between foreground and background weights (Chapter 3.1.1). A γ value
of 50 was used by [113], chosen through optimising over a set of 15 images. It
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has been shown to be applicable over a wide range of images [12].
Now that the equations for the weights have been defined, recall to Chap-
ter 3.2.1 where the background weights for pixels on the edge of the initial selec-
tion region require a change to its background weights. Substituting into equation
(3.8) produces,
cus = min
k
[
− log wbk√|Σbk| + 12 (I (u)− µbk)T Σ−1bk (I (u)− µbk)
]
+
∑
all vb
γ exp
(−β |I (u)− I (vb)|2), (3.17)
where vb represents all neighbouring pixels outside the bounding box.
3.3 Background optimisation
To better model the background, a new strategy of selecting image regions for
learning the background has been devised as part of this thesis. Normally, the
entire image is used to estimate the colour models used for the segmentation.
For the first iteration in the GrabCut algorithm, this would be necessary, as
background estimates need to be sourced from outside the bounding box since
no segmentation has yet been performed. However, for subsequent iterations,
the background regions within the bounding box can be exclusively used for this
purpose.
Therefore, it is proposed in this thesis that only the background pixels inside
the bounding box will be used to model the background colour in all but the
first iteration. Modelling for the foreground region is otherwise left unchanged.
Figure 3.7 illustrates this new technique. Comparing it to Figure 3.5, the first
iteration is identical, though in the second iteration, the pixels outside the bound-
ing box has been excluded from the model training.
The advantages of this are two fold; first, it can lower the computational time
required to re-estimate the background colour as a smaller region of the image is
used, but more importantly, it provides a more localised model of the background
colour, one which should be a better approximation for the segmentation region.
The localised modelling of the background is illustrated in Figure 3.8. The
foreground and background weights at the second iteration are compared between
running the optimisation and without. The foreground weights are identical (or
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(a) (b) (c) (d) (e)
Figure 3.7: Background optimised GrabCut. (a) Example image with bounding
box and the (b) corresponding initial foreground and background regions. (c)
Segmentation after one iteration and (d) mask of new regions under optimisation
scheme, showing the exclusion of background pixel outside the bounding box. (e)
Final segmentation.
close enough, due to potential randomness in the training algorithm) as the same
pixels are being used after the first segmentation to learn this colour model.
However, some differences can be seen in the background, which in this case, has
resulted in a slight change of emphasis on where the weights are distributed.
This can be more clearly seen when comparing the foreground and background
weights against each other. When considering the entire image, it may not be
immediately obvious which method provides better overall modelling at this stage
in the algorithm. Both have the target object given more weight in the foreground
model, though they also have significant background regions that have also been
given more weight.
However, there are significant differences in where these areas are. It can
be noted that the one with the background optimisation has more incorrectly
weighted regions outside of the bounding box compared to the original algo-
rithm. This is acceptable as it would be almost entirely ignored by the graph cut
segmentation. What is important though, is the area within the bounding box,
and in that respect, the optimisation provides a more accurate estimate.
For this particular example, the segmentation also converges after three iter-
ations, with the same result as without the background optimisation. Even in a
more complex example, it is possible that the background optimisation may not
produce a more accurate segmentation, given enough iterations for the colours be
sufficiently modelled. However, it would likely cause the algorithm to converge
faster.
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maxmin FGBG
(a) (b) (c) (d) (e)
Figure 3.8: Colour modelling with background optimisation. Difference in the
foreground and background colour models after the first iteration (bottom) with
and (top) without background optimisation. (a) Example image with bounding
box and resulting (b) foreground and (c) background weights. (d) Difference
between weights and (e) simple comparison mask.
It is also possible that the background optimisation can have a detrimental
effect on the segmentation, by over-fitting into the colour distribution of false
negatives at each iteration, causing a cascade effect, increasing the error. This
will be examined when the evaluation is performed on this algorithm.
3.4 Optimised Re-estimation
To improve computation time, an implementation of GrabCut [139] used a quick
re-estimation algorithm to re-estimate the colour models after each iteration. A
standard GMM estimation algorithm still needs to be performed for the first
iteration, though this would greatly reduce the computational cost needed to
update the colour models. This re-estimation strategy will be referred to here as
fast re-estimation.
When performing fast re-estimation, the GMMs are updated based on the
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pixel associations in the previous iteration. After each iteration, each pixel is
linked with an individual Gaussian component in either the foreground or back-
ground GMM, based on the segmentation, as well as which component gives the
highest probability (minimises either equations 3.13 or 3.14). Each component is
then updated with the mean and covariance of the linked pixels’ colour values,
with the component weight being the ratio of pixels in each model belonging to
the component.
This significantly improves the speed of the overall algorithm as, along with
the min-cut calculation, training the GMMs are the most computationally ex-
pensive parts of the GrabCut algorithm. The boost in speed however, is likely
to come at a cost in performance. The fast re-estimation algorithm would only
allow for small shifts in the individual Gaussian mixtures.
Generally, this would be acceptable as only small changes in the segmentation
between each iteration is expected as the system converges. However, in the
transition between the first two iterations, large changes to the colour profiles of
the foreground and background are possible.
Firstly, it is arguable that the most significant change in the regions oc-
cur between the first and second iterations. A large number of pixels that are
‘clearly’ background transition from the foreground due to initially being within
the bounding box. This is likely to cause significant changes to the colour distri-
bution in these two regions.
This situation is compounded when using the background optimisation (Chap-
ter 3.3, as the background now also looses all the pixels in its original colour
model.
Figure 3.9 highlights the changes in the regions using the example shown
previously. The changes between the second and third iteration appears less
significant compared with those between the first and second.
As a result, it is proposed that the fast re-estimation algorithm is not to be
applied immediately after the first iteration, but delayed until a later iteration.
Figure 3.10 highlights the changes made. This optimised re-estimation will allow
the GMMs to more closely estimate the the foreground and background colours
before using the faster approximation. A more accurate segmentation is likely to
be achieved, at a reduced improvement in the speed. For this thesis, it will be
applied after the second iteration.
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1 2 3 2 3
Baseline Background optimisation
Figure 3.9: Region evolution. Foreground (cyan) and background (magenta)
regions as they change through the first to third iteration. Second and third
iterations are different under the baseline algorithm and with the background
optimisation, and labelled accordingly.
Initialise from
bounding box
Learn colour
models
Calculate pixel
weights
Fast re-estimate
colour models
Calculate pixel
weights
Segment using
graph cut
2nd iteration
1st iteration
Iterate until converged
Figure 3.10: Optimised model re-estimation. Modification to the GrabCut algo-
rithm in which the fast re-estimation is used after the second iteration.
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3.5 Segmentation accuracy
3.5.1 GMM training
Two different GMM training software libraries will be used in algorithms for
the experiments presented here; an expectation-maximisation (EM) optimisation
method (Torch [61]), and a minimum description length (MDL) based method
(CLUSTER [18]). Under Torch, k-means clustering is first applied on the input
to group it into K clusters, after which EM is used to optimise the parameters
of the GMM to best model the colour distribution. This is the standard method
used in training mixture models [10].
CLUSTER uses an MDL criterion along with multiple EM stages with differ-
ent number of Gaussian mixtures in order to also determine the optimal number
of clusters to use for the GMM model. The number of Gaussian mixtures, K,
used in the experiments when using the CLUSTER algorithm therefore refers to
the parameter used in the training and not the final number of mixtures used in
the GMM.
Both libraries only produce diagonal covariance matrices for the GMMs.
3.5.2 Experimental setup
A database provided by the GrabCut authors [96] is used to evaluate the proposed
modifications to the GrabCut algorithm. It contains 50 images with bounding
boxes and ground truth. Examples of the images in the dataset, along with the
bounding boxes and ground truth are shown in Figure 3.11. Note that some,
but not all, of the ground truth images contain pixels along the boundary of
the foreground object that may be difficult to visually classify. These pixels are
simply ignored in the evaluation, and have been labelled as such.
The provided bounding boxes are used to initialise the GrabCut segmentations
presented here. An exception is made to the image cross, as the bounding box
simply consists of the entire image. The foreground object itself spans the entire
image, extending past all but the top edge, of which is closely approaches. The
GrabCut algorithm requires background regions to operate, and as a result the
bounding box for this particular image has been modified to allow a 15 pixel gap
along the top edge.
Each image is tested multiple times under a variety of parameters.
42
3.5 Segmentation accuracy
181079 189080 208001 227092 304074 376043 388016 teddy
bush cross grave memorial person3 person5 person6 person7
banana1 banana2 banana3 book ceramic elefant flower
music person1 person2 person4 person8 scissors stone1
106024 124084 153077 153093 209070 21077 24077
Figure 3.11: GrabCut dataset example images and ground truth.
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Fast Optimised Background
Re-estimation Re-estimation Optimisation
Baseline
F X
F2 X X
B X
BF X X
BF2 X X X
Table 3.1: Segmentation test cases. Table of the different test cases using various
configuration parameters.
The GrabCut algorithm will be applied using standard GMM modelling at
each iteration, as well as the two GMM re-estimation optimisation strategies
detailed in Chapter 3.4. In each of these cases, experiments will be conducted
with and without the background optimisation explained in Chapter 3.3. On
top of this, both GMM learning using the two different software libraries will be
applied. A list of the test cases is summarised in Table 3.1.
For each test case, experiments will be executed with the number of GMMs,
and in the case of CLUSTER, the maximum number of GMMs, varied between 1
and 20. Each experiment is repeated 50 times, in order to account for the random
initialisations of k-Means training that can potentially cause large differences in
the output segmentation. To simulate manual selection, the bounding box is
randomly adjusted for each individual instance. This also serves to generate
slightly different data should the fixed input cause the solution to stuck in a
local optima. Each extent of the bounding box is adjusted by randomly adding
between 0 and 10 pixels, uniformly distributed, to the provided base coordinates.
Naturally, the bounding box is also limited to the edge of the image should the
padding cause it to exceed it.
Due to the high computational cost of learning the GMMs using the CLUS-
TER library, experiments are performed with the original images sub-sampled
by a factor of 4 for the GMM training. Only pixels from every second row and
column are to be used to estimate the GMMs. The weight calculations and graph-
cut segmentation, however, are still performed on the full image. Experiments
without sub-sampling are also performed for GMMs with up to 10 components,
in order to demonstrate any possible effects.
Pixel error rates are reported here to evaluate the different algorithms. Only
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pixels within the bounding box are used to calculate these metrics. The rate
is simply the total error (false positives and false negatives) divided by the size
of the bounding box. The results are averaged over the 50 repetitions for each
image.
3.5.3 Overview
Figure 3.12 shows the pixel error rate averaged over the dataset at each Gaussian
mixture number setting.
Overall, it can be seen that, at least for larger GMM mixture sizes (K > 5),
using only the background optimisation (B) achieves the best results. It provides
a small, though consistent improvement over the standard algorithm, demonstrat-
ing that in general, the more localised background colour modelling is beneficial.
Using the fast re-estimation (F and BF ) introduces a noticeable degradation,
as hypothesised. It appears to affect the background optimisation more, removing
any benefits from the optimisation, bringing the two to be roughly in line with
each other. This suggests that the optimisation is more sensitive to the lack of
proper colour estimation in the second iteration, likely due to the greater change
in training regions as discussed in Chapter 3.4.
Applying the optimised re-estimation (F2 and BF2 ) recovers most of the loss,
with BF2 reliably exceeding the baseline implementation.
The CLUSTER algorithm performed better on average compared to the Torch
implementation.
Figure 3.13 again shows the average pixel error rate, but with error bars at 1
standard deviation. A significant portion of the high variance between individual
trials can be attributed to the randomised bounding box used in this experiment,
as well as the random initialisation in learning GMMs (the CLUSTER library
however, does not do this and always produces the same result given the same
inputs). Since the min-cut algorithm provides an exact solution, this shows that
the algorithms are highly sensitive to the modelling of the colour space.
3.5.4 Convergence
To more clearly show the improvements of the proposed optimisations, the dif-
ferent algorithms are compared on an iteration by iteration basis. Figure 3.14
shows the average pixel error after each iteration with the number of Gaussian
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Figure 3.12: Average pixel error rate. Pixel error rate for each number of Gaussian
mixtures, averaged over all images and simulations.
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Figure 3.13: Average pixel error. Pixel error rate averaged over all images. Error
bars shown at 1σ.
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Figure 3.14: Convergence rate. Average pixel error after each iteration using
Torch with K = 6.
mixtures set to 6 (K = 6) using Torch. This was chosen as their average segmen-
tation accuracy match up very closely in many of the tests, and makes it easier
to compare how the different algorithms converge on their final answer.
All systems average out to roughly the same error after the first iteration as
expected, since no changes to the algorithm have yet been made. The same can
be said when comparing the optimised re-estimation systems to their standard
counterpart after the second iteration.
It is seen, that despite having almost the same final error rate, the background
optimised algorithms (B and BF2 ) converges slightly faster than the baseline
configuration, though mostly due to the initial boost of enabling the optimisation
at the second iteration.
Another example is seen in Figure 3.15, which shows the convergence at K =
10. Under Torch, BF2 can be seen converging to a similar error rate compared to
the baseline, but does so much faster. It deviates from B, let down by the crude
estimation algorithm, showing potential benefit in delaying the fast re-estimation
even later, or perhaps an intelligent alternation to allow the GMM clusters to be
completely redefined at specific intervals.
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Figure 3.15: Convergence rate. Average pixel error after each iteration at K = 10.
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Figure 3.16: Relative convergence rate. Pixel error for each segmentation scaled
between 0 and 1 to represent a relative convergence. Plots shows the average of
all tests between 10 and 20 mixture components (10 ≤ K ≤ 20).
Figure 3.16 shows the average convergence rate of mixture numbers between
10 and 20, where the average pixel error rate is scaled between the first and last
iteration. This demonstrates how fast the segmentation converges, regardless of
their final segmentation accuracy. The improvement shown by the background
optimisation is clearly evident, though the faster convergence of BF2 compared to
B is due to its lower final accuracy. The same can be said of F2 when compared
to the baseline.
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Figure 3.17: Varying sub-sampling. Pixel errors of four test configurations show-
ing the effects of sub-sampling. Lighter versions of the lines are tests without
sub-sampling, and extend only to a maximum of 10 GMM components.
3.5.5 Sub-sampling
The experiments were performed with the images sub-sampled by a factor of 2
for model training (original image used for segmentation), reducing the number
of pixels to a quarter, in order to speed up the computation under CLUSTER
for large mixture numbers. Figure 3.17 shows the segmentation result for some
experiments with and without sub-sampling (maximum of K = 10 without). Not
all the experiments are shown in the plots, though the two CLUSTER experiments
shown exhibit the greatest deviation with sub-sampling. These plots show that
sub-sampling the image for the purpose of training the colour models has minimal
impact to the segmentation accuracy under this dataset.
3.6 Example outputs and error analysis
Figure 3.18 lists example results from the test dataset. The images are segmented
with background optimisation (B) enabled with K = 20 while using the CLUS-
TER library. This configuration was selected as it produces the lowest overall
error (Figure 3.12).
Segmentation accuracy varies widely between images, with the difficulty of
each image characterised by how similar the foreground and background colour
spaces are. Images where the colours of the foreground object are distinct from
the background, and where the background colours within the bounding box are
well represented outside of it, are easy to segment. Good examples of this can
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181079 189080 208001 227092 304074 376043 388016 teddy
bush cross grave memorial person3 person5 person6 person7
banana1 banana2 banana3 book ceramic elefant flower
music person1 person2 person4 person8 scissors stone1
106024 124084 153077 153093 209070 21077 24077
Figure 3.18: Example segmentations. Silhouettes generated using CLUSTER
with 20 mixtures and background optimisation.
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be seen in teddy and flower. Moving away from these conditions increases the
difficulty of a given image, introducing potential segmentation errors.
Going to the extreme, the hardest case would be where the colours of a back-
ground region simply not existing outside the bounding box, and therefore not
modelled in the initial background GMM. This results in the region being seg-
mented as foreground. If the colours are distinct enough from potential neigh-
bouring background regions, these pixels will never be able to be segmented as
foreground. While given the assumptions of the algorithms, the result may not
be technically incorrect, it nevertheless is not the desired result of the user.
The most prominent example can be seen in 153093, where a large section of
the background has been segmented as foreground. Certain background colours
within the bounding box simply do not exist out side of it, or at least in sufficient
amounts, such that these regions will always retain higher foreground weights.
The ‘busy’ nature of the background also means that the graph cut segmentation
is unable to adequately address this issue, as the strong edges form good candidate
segmentation boundaries. Other examples can be seen in ceramic and elefant,
where the shadows are unique to within the bounding box.
The reverse situation also makes the segmentation more difficult, where some
of the foreground object’s colour also exists extensively in the background. Un-
der such circumstances, the ‘camouflaged’ regions will have comparatively high
background probabilities, to the extent where they may be wrongly classified.
Examples of this is prevalent in the example images, such the horns on the goat
in 304074, the helmet in 376043, or hair of some of the people in the images.
A curious case is that of 106024, where the white feathers of the penguin
appear to blend in quite well with the background snow, yet the resulting seg-
mentation shows a mostly correct segmentation. Upon closer examination, the
reason for this was determined to be fine differences in the various white values
between the feathers and snow. The large mixture number used to produce the
silhouette allowed those variations to be accurately modelled. Figure 3.19 shows
the result of the same image, but with K = 5, clearly showing the degradation
in segmentation quality.
However, this is an extreme case, though on average, most images will show a
gradual deterioration in silhouette accuracy as the model complexity is lowered.
The average pixel error rates shown previously in Figure 3.12 details this decline,
though at below K = 5, the GMMs begin to become insufficient to model the
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γ = 20 γ = 10 γ = 2000 γ = 10 γ = 20
K = 20 K = 20 K = 20 K = 20 K = 20
γ = 50 γ = 100 γ = 50 γ = 50 γ = 50
K = 5 K = 20 K = 2 K = 5 K = 4
Figure 3.19: Changing parameters. Segmentation results using the same param-
eters as Figure 3.18. K or γ however, are altered to demonstrate the effects of
these parameters.
images in this dataset with sufficient accuracy.
An exception to this, though, can be seen in banana3, where a large number of
mixtures can cause over-fitting of the data, resulting in segmentation errors, and
demonstrating that the selection of K can be crucial to the accurate segmentation
of different images. Like some of the images covered previously, the erroneously
segmented region actually contain colours that are unique to the bounding box.
But in this case, the difference is small, with a slightly different shade of red
to the rest of the background. Like in the case with the penguin, the large
number of Gaussians used to model the colour space allows this small variation
to be modelled. In this case, it effectively over-fits the colour space, giving an
undesired outcome. A smaller number of mixture components in the GMM will
allow a more generalised modelling, forcing each Gaussian component to cover a
wider range of colours. Figure 3.19 shows this outcome, with K = 5.
The same situation is encountered in banana1 and scissors, with the error
mostly reduced at K = 2 and K = 4 respectively. The case of banana1 appear
strange as the segmentation boundary seem almost arbitrary, with a uniform
transition between the incorrect region and the background. Since the difference
in colour is minute compared to that of the foreground, increasing ‘cohesion’
between neighbouring pixels should improve the segmentation. Raising the γ
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value from 50 to 2000 removes the error; the 40 fold increase is required as the
error region is large and therefore have a lot of cost weights in the graph to
compensate for.
Altering γ does not improve banana3 due to the larger gradient values in the
background pattern, while the errors scissors are isolated from the rest of the
background and therefore also offers no help. This issue of segmenting holes will
be discussed later in Chapter 3.8.
Increasing the γ parameter also solves the issue experienced in cross, produc-
ing a correct segmentation at γ = 2000. However, all this does not imply that
the default γ value used may be too low. The missing head in person3 can be
recovered with γ = 10, as the colours are very similar to the neighbouring back-
ground, leaving a weak boundary gradient. The same issue can be resolved in
person7 and 181079, but with γ = 20, while the helmet can be mostly corrected
in 376042.
The β parameter is automatically derived from the colour variance in the
image. Though this value can be altered, preliminary tests appear to show little
or no improvement can be achieved from changing this from the computed value.
3.7 Computation time
One of the benefits of the enhancements proposed is a possible reduction in its
computational requirements. Table 3.2 and Figure 3.20 list the processing time
required to run the various algorithms over the test dataset using the same exper-
imental set up as Chapter 3.5.2. Each test is executed 50 times and the median
time recorded to account for any transient variability in the test machines.
The experiments are performed on the HPC platform at the Queensland Uni-
versity of Technology. Each test is limited to run on a single core of an Intel
E5-2670 (2.66 GHz). The CPU time is recorded, which should minimise the
effects of varying IO loads.
Reductions in the processing time are seen over the baseline algorithm when
the proposed modifications are applied. The changes made directly impact the
time required in modelling the colour models after each iteration, with greater
relative improvements observed when a longer estimation time (e.g . when using
more expensive estimation algorithms or a larger number of Gaussian mixtures)
is required. The time required to perform the graph cut can also be indirectly
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Figure 3.20: Segmentation time. Total time required to perform segmentation
over test dataset. Time is plotted against the number of Gaussian components
used in each method.
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Time (minutes)
K Baseline F F2 B BF BF2
Torch
5 3.62 3.45 3.33 2.63 2.53 2.58
10 6.82 4.98 5.10 4.33 3.52 3.53
15 9.93 6.75 7.00 5.82 4.47 4.42
20 12.78 8.18 8.58 7.37 5.35 5.58
CLUSTER
5 11.70 4.78 6.07 7.22 3.85 4.47
10 55.52 10.63 16.85 26.23 9.13 11.58
15 115.57 19.15 31.30 54.35 16.40 21.62
20 196.93 30.33 53.08 95.62 27.42 37.25
Table 3.2: Segmentation time. Total time required to perform segmentation over
test dataset.
affected, where differences in the modelling results in variations in the MRF,
which may be quicker or slower to solve.
The fast GMM re-estimation (F & BF ) is able to reduce the overall processing
time by forgoing a more robust (and slower) estimation algorithm and using a
very quick approximation in all but the initial iteration. The differences are more
substantial when the base estimation is more expensive, with the slowest test
case providing a reduction of almost 85%. The optimised re-estimation (F2 &
BF2 ) forfeits some of the speed improvements, as expected, by not utilising the
fast estimator in the second iteration.
Using the background optimisation (B) also results in a reduction in pro-
cessing time. This is achieved by decreasing the number of pixels used in the
estimation of the background colour model.
In all, the proposed modifications to the GrabCut algorithm provide reduc-
tions to the computational cost, performing as expected with respect to this
metric, though not all test cases adhere to these generalised conclusions. This
is seen in the cases where the Torch implementation is used with a low number
of mixture components (K < 5 when comparing the baseline to F & F2, and
B to BF & BF2 ; K < 10 when comparing between F and F2, and between
BF and BF2 ). The model estimation under these configurations are relatively
quick, and do not dominate the time required to compute the minimum cut. As
a result, increases in time required by the min-cut algorithm are more noticeable,
and likely responsible for these despondencies.
Any differences in computing the graph cut is brought along by differences
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in the model estimation as suggested previously. Given that the discrepancies
occur under setups where a worse model estimation is expected to be provided, it
should be safe to conclude that the graph cut is computed faster when modelled
more accurately, in other words, when the foreground and background weights
agree with the weights between pixels in the image geometry.
3.7.1 Segmentation efficiency
Viewed in isolation, the computational cost of an algorithm is not a meaningful
metric as it does not show how well it actually performs. On the other hand,
the accuracy results given earlier do not give the complete picture as a less ac-
curate, though significantly faster system, could potentially use a larger number
of Gaussian components to achieve similar performance, yet finish in less time.
Figure 3.21 shows the average pixel error rate compared against the computa-
tion times of the experiments performed to give a fairer benchmark between the
systems.
Using the Torch library, it is clear that the background optimised methods is
superior to the ones without, achieving more accurate segmentation results in less
time. B and BF2 perform roughly on par with each other, with BF achieving
worse results, comparable to those of the baseline. F and F2 perform worse than
the baseline, demonstrating that the speed gains under these configurations are
not worth the loss in accuracy without the use of background optimisation.
With the CLUSTER implementation, BF and BF2 performs the best, with
the baseline performing the worst. Using the proposed optimisations is always
preferred in terms of efficiency, due to the high computational time of the CLUS-
TER library.
It has to be noted however, that this comparison is performed without consid-
ering the effects of varying number of iterations. Ten complete iterations are used
throughout all the experiments in this chapter, and while the segmentation accu-
racy was recorded after each iteration, the computational time was not. Looking
back at Figure 3.16 though, it can be seen that any efficiency comparison will
likely favour BF2 (and B under Torch) more over other configurations due to its
faster relative convergence rate.
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Figure 3.21: Segmentation efficiency. Segmentation error plotted against the
computation time required to perform the segmentation.
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maxmin
(a) (b) (c) (d) (e)
Figure 3.22: Colour distribution of the Temple dataset. (a) Example image. (b)
Log intensity map. The colours are clustered into (c) 2, (d) 4, and (e) 16 clusters,
illustrated in false colour for clarity.
3.8 Hole segmentation on simple images
A peculiarity was found when segmenting images from the Temple dataset [119],
which is commonly used in dense 3D reconstructions. The dataset consists of a
scale model of the Temple of the Dioskouroi, captured from 312 different views
arranged in a hemisphere centred around it. The model exists over a uniform
background, with clear contrast between it and the object, and hence should be
quite easy to segment accurately.
However, it was found that using the base algorithm, the gaps between the
pillars in the model was not able to be reliably segmented properly in a large num-
ber of the images. This situation is similar to the one encountered in Chapter 3.6
in the scissors image.
Upon closer inspection, this can be attributed to slight differences in actual
colour values of the background between the pillars and around the model com-
pared to the rest of the image. This difference in colour values means that the
colour of the holes are modelled initially by the foreground model and not the
background. This difference in colour is highlighted in Figure 3.22, where an in-
tensity map of an example image is shown. The number of colours has also been
decreased in an image editor, providing a sense on how the discretised colour
levels may be distributed by the clustering in a GMM learning algorithm. False
colour has been applied to emphasise the different regions.
To further understand understand what situations cause the segmentation
to fail, and if possible, what algorithm configurations are needed to overcome
this issue, a simple evaluation is performed to test GrabCut ’s ability to correctly
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(a) (b) (c) (d) (e)
Figure 3.23: Classification of hole types in segmented silhouettes. (a) 1 large and
2 small, along with (b) correct segmentation. (c) 2 large and 1 small, with (d)
‘correct’ segmentation. (e) 2 large and 1 false.
segment the holes in this dataset. Different test parameters are compared by
counting their ability to detect the existence of holes in the images. The actual
quality and accuracy of the overall segmentation is not accessed, though it can
be noted from qualitative observation that using 5 or more GMMs in each colour
model is able to produce an accurate boundary segmentation, with larger number
of components failing to provide any noticeable improvement.
The gaps between the pillars in this dataset have been grouped into two
different sizes through visual inspection. Examples of what constitutes as a ‘large’
and ‘small’ hole is illustrated in Figure 3.23. For each test case, the total number
of detected holes of each size is counted, as well any false detections. Only a
partial segmentation is required to mark a hole as being detected, as the aim of
this experiment is to examine the differences in hole segmentation and analysis
on segmentation quality has already been performed earlier in this chapter.
The detection results are listed in Table 3.3, as well as the ground truth. Note
that the images used here are only a subset of the full Temple dataset, and are
missing images 210–298.
Simpler GMM models are better able to detect the holes, but are unable to
produce a clean segmentation. Increasing the number of Gaussian components,
in general, decreases the ability to segment the holes between the pillars. This is
due to the colour models over-fitting the data, where extra Gaussian components
are able to finely model the subtle variations in the colour differences, resulting
in higher weights for the holes in the foreground model than the background.
Using the CLUSTER algorithm is able to overcome some of this issue, though
the greatest benefit is seen when the background optimisation is applied.
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K Large Small False
Ground Truth – 279 75 –
Torch 2 135 15 12
3 144 13 0
4 139 8 0
5 128 4 0
7 116 5 0
10 98 0 0
CLUSTER 7 155 29 1
Background Optimisation 7 239 39 0
Table 3.3: Hole segmentation results. Each test configuration lists the number
of segmented holes, both ‘large’ and ‘small’, over the test dataset, as well as the
number of false detections. The ground truth is listed for comparison.
3.9 Summary
Improvements to the GrabCut algorithm were proposed, leading to increased
segmentation accuracy, as well as reduced computational cost. Changes to the
way pixels were selected for building colour models resulted in fewer pixels needed
leading to a reduction in calculation time. The pixels also better represent the
colour distribution around the foreground target resulting in a more accurate
overall segmentation.
A faster GMM re-estimation algorithm was also used in such a way such that
significant improvements to the speed was achieved with minimal degradation to
its accuracy. Overall, the combination of the two achieves performance in excess
of the baseline at comparable computational requirements.
Other improvements have also since been developed, such as that by [82]
which takes boundary proximity into account when determining weights. Since
it can be assumed that the bounding box supplied by the user is rational and
comfortably encloses the object without excessive unbalanced padding, weights
can be adjusted to encourage segmentation towards the boundary extents. Given
that the contributions made here operate only on how the colours are modelled
between iterations, these improvements can be incorporated into such algorithms.
The issues discussed in Chapter 3.6 highlight the limitations of the GrabCut
algorithm, limitations that unfortunately cannot be resolved using the modifica-
tions introduced in this chapter. The sensitivity to certain parameters introduces
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difficulty for further automation, requiring optimising for them under each ap-
plied condition. The requirement of the bounding box itself imposes further
restrictions, though other algorithms may be used to provide the initial object
detection. This may already be necessary under many applications, but it is
usually desirable to have the two integrated into a single process.
Furthermore, the dependence on having clear colour distinctions between the
foreground and background makes its application limited in complex scenes,
though perhaps introducing other features into its modelling, such as texture
information, may alleviate it somewhat. This is the result of having a single,
global foreground/background model, mostly unavoidable due to operating on a
single static image.
In many applications, multiple images will be available, extracted from a
video camera. More information of the scene can be extracted, as objects move
from region to region. In such instances, a model can be formed at each pixel,
resulting in higher accuracies. As a result, background subtraction and motion
segmentation will be looked into in the next chapter. The knowledge gained with
regards to graphical segmentation methods will also be applied.
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Background Subtraction &
Motion Segmentation
Motion segmentation is a form of image segmentation where segmentation is
performed according to detected motion. This is performed on a sequence of
images, in which pixels in each frame are marked based on whether they are part
of an object in motion, generally by detecting changes in the pixels’ appearance
over time.
The simplest method is to compare two frames (usually sequential) and note
the pixels where significant changes have occurred, in a process known as frame
differencing. The result is a mask showing which pixels have changed between
the two frames, and while it is good for detecting motion, with advanced tech-
niques proposed [67], it is not so useful for segmenting clean silhouettes of moving
objects. For one, though it marks the region of objects that are moving into new
pixels, it also marks the background regions where an object has moved away
from. Secondly, if the moving object is fairly uniform in colour, the body of the
object will not be detected. This is not useful for applications that require the
silhouette masks of moving objects.
Most motion segmentation methods use what is known as background sub-
traction, where a background is modelled to be subtracted from the image to
identify foreground objects [108]. The model can be as simple as a single image,
which contains the state of the scene in the absence of foreground objects. Mo-
tion is detected as changes in pixel values, such as when objects move across the
scene, though changes such as lighting will trigger false positives.
These methods, however, assume that the camera is static, as movement of
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the camera artificially introduces movement into the scene that will be detected.
Algorithms that can deal with camera motion include those that use optical
flow [92], where the ‘background’ flow vector is subtracted. Optical flow can
also be used in static scenes, and hybrid methods combining it with background
subtraction have been proposed [36].
Research in this thesis will be limited to using static camera sources, with the
segmentation performed focused on background subtraction methods. An existing
motion segmentation algorithm will be extended in the first half of this chapter,
adding different modelling techniques, as well as a secondary step in which graph
cut is incorporated. The second half will forego the developed motion detector,
opting instead for a simple background subtraction system, so that focus can be
placed on the graph cut system, developing techniques so that it better synergises
with motion segmentation algorithms.
4.1 Background subtraction & modelling
At their core, background subtraction algorithms extract a foreground mask by
comparing the differences between the current image frame with that of a back-
ground model. A basic implementation is simply to have an image containing
only the background (B) as the background model, which the image is subtracted
from. A threshold is applied to compensate for noise, resulting in a binary mask,
M , such that,
M(u) =
0 |I (u)−B (u)| > T,1 otherwise. (4.1)
Such an implementation may be adequate for certain indoor scenes, where
illumination conditions are tightly controlled. However, under more general situ-
ations, the background is expected to vary over time. This variation may consist
of actual motion as well, where ‘background’ motion, such as vegetation in the
presence of wind, is desired to be modelled as part of the background.
For slow changes, like sun position or gradual cloud cover, the solution is to
incrementally update the background so that it shifts along with the observed
background. This can be done by adding the difference between the model to
the image frame, scaled by a learning factor, to the background model, so as to
adapt to any changes.
By allowing detected motion to alter the background as well, sudden, long
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term changes, such as switching of lights, can be recovered from. Moving objects
that have stopped and became part of the background can also slowly blend in.
To tolerate more short term, intermittent changes, such as swaying trees or
flashing lights, a more complex background model, which allows multiple states
for each pixel, is required. This allows each pixel to have multiple background
appearances. An example of this can be seen in the method proposed by Stauf-
fer and Grimson [131] which models each pixel with a Gaussian mixture model
(GMM).
4.2 Fast cluster-based motion segmentation
An efficient method of foreground segmentation that is robust and adapts to light-
ing and background changes was proposed by Butler et al . [24]. This approach is
similar in design to the MoG approach proposed by Stauffer and Grimson [131],
in that each pixel is modelled by a group of weighted modes that describe the
likely appearance of the pixel.
The algorithm uses YCbCr 4:2:2 images as input. YCbCr 4:2:2 is used as a
form of lossy image compression, under the assumption that the human percep-
tion system is less sensitive to change in colour as it is to intensity. The format
uses the YCbCr colour space, but with only half the chrominance resolution, i.e.
each pixel in a YCbCr 4:2:2 image contains a single luminance value (Y), and a
single chrominance value that alternates between blue (Cb) and red (Cr).
As input into the system, pairs of adjacent horizontal pixels are grouped to-
gether, such that each pixel pair contains two luminance values and two chromi-
nance values. This pairing results in the motion detection being performed at half
the horizontal resolution of the image, with the benefit of reduced computational
requirements.
Let I (u, n) be the input ‘image’ frame, where u is the pixel pair, and n is the
channel. n can take four values, being the intensity values of the pixels in the
pair, as well as the two different chrominance values,
n ∈ {Y1,Y2,Cb,Cr} . (4.2)
The motion detector itself consists of K weighted ‘clusters’ for each pixel pair,
representing a multi-modal probability density function (PDF). Each cluster con-
tains a centroid, Ck (u, n), and a weight, wk (u), where k is the cluster index. A
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higher weight means a greater likelihood that the cluster appearance belongs in
the background. The clusters are ordered in descending weight and sum to one.
Clusters are matched to incoming pixel pairs by finding the highest weighted
cluster where the pair lies within fixed thresholds to the cluster centroid,
|I (u,Y1)− Ck (u,Y1)|+ |I (u,Y2)− Ck (u,Y2)| < TLum (4.3)
|I (u,Cb)− Ck (u,Cb)|+ |I (u,Cr)− Ck (u,Cr)| < TChr, (4.4)
where TLum and TChr are thresholds for the luminance and chrominance respec-
tively. The matching cluster centroid is adjusted towards the current pixel value,
so the new value of the cluster centroid becomes,
C ′m (u, n) = Cm (u, n) +
1
L
(I (u, n)− Cm (u, n)) , (4.5)
where m is the matching cluster index and L is the learning rate. The weights of
the clusters are also adjusted to reflect the new state according to,
w′k (u) = wk (u) +
1
L
(Mk − wk (u)) , where Mk =
1 k = m,0 otherwise. (4.6)
If no matching cluster is found, the lowest weighted cluster is replaced with a
new cluster with the centroid constructed from the values of the incoming pixel
pair and a low initial weight (e.g . 0.01). Clusters are gradually adjusted and
removed as required as frames are processed, allowing the system to adapt to
changes in the background.
After updating the clusters, the weights are normalised to ensure that they
sum to unity,
w′k (u) =
wk (u)
K∑
i=1
wi (u)
. (4.7)
Based on the accumulated pixel information, the foreground probability of a
cluster is the sum of all higher weighted clusters, recalling that higher weighted
clusters are more likely to belong in the background,
Wk (u) =
K∑
i=m+1
wi (u) , (4.8)
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and thus the probability of a pixel being foreground becomes,
P (u|FG) = Wk (u) . (4.9)
A threshold can be applied to these probability values to classify pixels as motion.
For the purposes of this thesis, 0.5 will be used, such that the foreground motion
mask, M , is obtained by,
M (u) =
1 P (u|FG) > 0.5,0 otherwise. (4.10)
If the value of L used is a power of two, the entire algorithm can be imple-
mented in fixed point using mostly addition and bit-shift operators, with minimal
use of multiplications, allowing it perform very fast compared to other algorithms.
4.2.1 Generalisation
A generalised form of this algorithm is proposed, operating at pixel resolution and
in any colour space, allowing an arbitrary number of colour channels. As a result
of the modification, the input image frame, I (u, n), u now represents the actual
pixel location in the image while the channel number, n, range between one and
the total number of channels, N . Likewise, the cluster centroids are adapted to
this change. The matching of incoming pixels to the stored model now needs to
satisfy,
2 |I (u, n)− Ck (u, n)| < Tn, (4.11)
for all values of n, where Tn is the threshold for each channel. The process of
updating of centroids and weights is otherwise unchanged.
The distance between the pixel value and the cluster centre used here is dou-
bled so that the thresholds used are in the same scale as those in the original
implementation.
4.3 Background gradient modelling
A limitation of a per-pixel based motion detection algorithm is that should a
moving object have similar pixel appearance to the background, the detector will
have difficulty accurately classifying that region. Texture based motion detectors
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are one way of overcoming this, though their computational requirements are
generally much higher. A fast implementation using local binary patterns has
been proposed [58], as well as local histogram-based methods [101,102].
Here, it is proposed that image gradients are used as a feature for use in motion
detection, in addition to intensity and colour. The use of a simple gradient value,
instead of computing binary codes or histograms, allows the feature to be easily
integrated into the motion detector in use. Gradient values are determined at each
pixel and the resulting value maps can simply be represented as extra ‘colour’
channels in the input image stream of the detector.
With eight neighbours for each pixel, this allows for eight different gradient
features to be easily computed from the image. However, to reduce the feature
space while still modelling the local appearance, the gradient is calculated by
finding the difference in the two adjacent pixels along one of the possible four
directions (the horizontal, vertical, and two diagonals), resulting in four gradient
channels. This results in a total of seven channels (N = 7) in the proposed input
of the motion detector.
For simplicity, only the image intensity is used for the gradient calculations,
such that the gradient G at pixel u is calculated by,
G(u) =
∣∣I(u+)∣∣− ∣∣I(u−)∣∣ , (4.12)
where u+ and u− are the two adjacent pixels to u along one of the four possible
directions.
In Figure 4.1, an example of the effect of adding gradient features to the mo-
tion detector is shown. In this particular case, the thresholds of the intensity and
chrominance channels have been kept the same between the two detectors. It can
be seen that extra motion has been detected, primarily at regions of strong edge
changes. Falsely detected motion also exists however, particularly just outside
the boundary of objects, where the foreground object makes a change in gradient
to the background pixels.
4.4 Motion detection with graph cuts
To improve the segmentation accuracy of the motion detector, it is proposed
that Markov random fields (MRFs) solved using graph cuts, detailed previous in
Chapter 3.1, be used. Graph cut based segmentation can take into account local
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maxmin +−
(a) (b) (c) (d)
Figure 4.1: Adding gradient features to motion detection. (a) Example video
frame and corresponding motion detector output weights using (b) only YCbCr
input and (c) with gradient information. (d) Difference between the two outputs,
highlighting changes in detected motion with the addition of gradient information.
The parked car in the foreground is segmented as motion as it has only recently
stopped, lacking sufficient time for it to be integrated into the background model.
appearance, and will be used here to help correct miss-classified regions. The
output of the motion detector will be used to drive the segmentation.
Like the algorithms presented in Chapter 3, Equation (3.15) will be used as
the inter-pixel weights here. The β value, however, will not be automatically
computed and will be left as an input parameter.
From equation 3.3, it is seen that the foreground and background weights are
proportional to the likelihood of the pixels belonging to the respective regions.
Only a single set of probabilities are generated by the motion detector however,
though the probability that a pixel is background can be thought of as the inverse
of the probability of it being in the foreground. Therefore the following edge
weights can be used for the graph cut,
cus = P (u|FG) ,
cut = 1− P (u|FG) .
(4.13)
Since the difference between the two weights at each pixel is what contributes to
the graph cut (Chapter 3.1.1),
cus = 2P (u|FG) ,
cut = 1,
(4.14)
results in an identical cut. The {u, t} weight is now assigned a constant and in
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essence acts as a threshold parameter.
cus = P (u|FG) ,
cut = 0.5.
(4.15)
With a γ of 0 for the inter-pixel weights, the graph cut produces the same seg-
mentation as (4.10).
4.5 Motion segmentation evaluation
4.5.1 Test dataset
Three sequences from the ETISEO [100] dataset have been used to benchmark
the effectiveness of the systems presented. The sequences (VS1-BE-20, VS2-
BC-16 and VS2-RD-6) are from different locations and under different lighting
conditions. Example frames can be seen in Figure 4.2.
The VS1-BE-20 sequence shows cars parking and people entering a building
during twilight hours. The C3 camera view is used which overlooks the carpark.
Contrast is very poor, with reflections and illumination changes due to headlights
adding to the complexity of the scene.
VS2-BC-16 shows footage from a camera looking down a corridor with people
walking. The scene is poorly lit, resulting in low contrast between the people and
the background. Shadows cast by the people can pose an issue, with significant
reflections off the floor adding further challenges.
The VS2-RD-6 sequence shows a quiet road during the day with some moving
cars and pedestrians on the foot path. The scene is well lit.
Select frames have been labelled by hand to form the ground truth for these
experiments. Table 4.1 lists the frames that have been manually segmented.
Three classes of labels have been used; one for true motion (red), one for back-
ground (white), and one for regions that are ignored in the evaluation (blue and
green). For the later case, blue is used for static regions that are ignored (e.g .
black boarders, overlaid text), while green is used for regions that were difficult
to label (e.g . ill defined boundaries, motion blur). Examples of this ground truth
labelling can be seen in Figure 4.2.
Within VS2-BC-16, the glass door region at the end of the corridor is ignored
as reflections and motion behind it makes it difficult to segment even by hand.
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VS1-BE-20-C3 frame 300 VS2-BC-16-C1 frame 260 VS2-RD-6-C7 frame 660
Figure 4.2: ETISEO example frames with ground truth. White represents the
background while red marks regions of motion. Blue labels excluded pixels while
green is for uncertainty, which is also excluded. Objects that are only temporarily
stationary are considered to be foreground objects (e.g . car in VS1-BE-20 and
VS2-RD-6-C7 example image).
Sequence Frames Interval
VS1-BE-20-C3 100 – 500 100
VS2-BC-16-C1 200 – 380 20
1060 – 1320 20
1640 – 1740 20
VS2-RD-6-C7 5 –
10 – 50 10
200 – 400 20
540 – 760 20
Table 4.1: List of manually segmented frames from the ETISEO dataset. Frames
in the ranges and interval specified have been manually segmented to provide
ground truth for experiments.
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Gradient MRF
Baseline (YCbCr)
YCbCr4G X
YCbCr-G X
YCbCr4G-G X X
Table 4.2: Test configuration. The different test configurations used in the eval-
uation.
Motion that occurs in front of the door is still considered however. Within VS2-
RD-6, the top and bottom of the video has been masked out due to the text
overlay and existing vehicular motion. The blinking hazard lights of a parked car
have also been ignored.
4.5.2 Experimental setup
The motion detection systems explored thus far will be compared. The gener-
alised form (Chapter 4.2.1) of the algorithm by Butler et al . [24] will stand as
the baseline in these tests. It will operate like the original, where no gradient
information is used, nor is graph cut applied. Three other test cases are per-
formed, with the motion detector running with a combination of using gradient
information and/or applying graph cut. This is outlined in Table 4.2.
A set of three threshold values are used (where applicable), one for the lumi-
nance channel (TLum), one for both chrominance channels (TChr), and one for the
gradient channels (TGrad).
The ETISEO dataset is used to perform this evaluation. The frames in which
ground truth has been marked are split into two sets for each sequence; every
second frame, starting from the first, is used as part of the cross-validation, while
the rest are assigned to the test set.
The systems are tested on each sequence with a variety of parameters, and
the results which minimise the total pixel error in the cross-validation set are
selected. The total pixel error is simply the total number of pixels that have been
misclassified in a given test sequence according to the ground truth in frames
when they exist. Parameters are optimised within a certain range with a step
size of 1 for thresholds (assuming 8 bit values), while the β and γ parameters use
a quasi-exponential stepping. Table 4.3 shows the search space used.
Six clusters (K = 6) are used, with a learning value of L = 512. These val-
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Parameter Possible values
TLum 1 – 128
TChr 1 – 64
TEdg 1 – 64
β 0.001, 0.002, 0.005, 0.01, 0.02, 0.05, 0.1
γ 0.5, 0.75, 1, 1.5, 2, 2.5, 3, 3.5, 4, 5, 6, 8, 10
Table 4.3: Parameter search values. Possible set of parameter values when per-
forming the motion segmentation evaluation.
ues were not specifically optimised for, and simply chosen as they are functional.
Changing these parameters is not expected to affect the final results much, pro-
vided that a sufficient number of clusters are used and the learning rate is not
too high, since the test sequences used lack significant dynamic motion in the
background.
4.5.3 Results
The results presented in Table 4.4 show that the inclusion of gradient information
in the input image channel space improves upon the base implementation in every
test case presented. The same can be said of the application of graph cuts to the
segmentation process.
Including gradient information into the input feature set improves upon the
base system, reducing the number of pixel errors by approximately 25% in two
of the three test sequences, while also providing further improvements of be-
tween 20% to 40% in the graph cut implementations. The extra information
provided by the gradients allow certain regions of motion to be detected that
would otherwise be missed at a given threshold level. This effect is reflected in
the optimal threshold parameters, where the new luminance and chrominance
threshold values are raised when gradient information is included, lowering false
positives while allowing the edge information to cover for any potential increase
in false negatives.
Little improvement is seen in the BC-16 sequence however, where the thresh-
olds have remained the same, with the high gradient threshold reducing a neg-
ligible amount of pixel errors. The ineffectiveness of the gradient information
could probably be attributed the combination of low contrast in the scene and
general smoothness in the background surfaces and clothing worn by the people.
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Thresholds Total pixel error
TLum TChr TGrad β γ Val Test Total
VS1-BE-20-C3
Baseline 45 26 – – – 4154 6689 10 843
YCbCr4G 54 43 16 – – 3313 5027 8340
YCbCr-G 41 12 – 0.001 0.5 1960 3797 5757
YCbCr4G-G 68 21 10 0.02 1 1301 2952 4253
VS2-BC-16-C1
Baseline 47 9 – – – 23 473 23 394 46 867
YCbCr4G 47 9 55 – – 23 453 23 353 46 806
YCbCr-G 16 3 – 0.05 8 9016 14 529 23 545
YCbCr4G-G 60 11 4 0.05 3.5 6395 8943 15 338
VS2-RD-6-C7
Baseline 73 12 – – – 8468 7902 16 370
YCbCr4G 92 14 43 – – 6190 5876 12 066
YCbCr-G 84 7 – 0.002 1.5 5684 5486 11 170
YCbCr4G-G 118 13 29 0.005 1 3886 3856 7742
Table 4.4: Motion segmentation results (cross-validation error). Parameters are
shown based on the search range optimising over the cross-validation error.
Combining with the graph cut, however, does allow the gradient information to
provide a significant improvement.
Table 4.5 lists the results of the same experiments, but with the parameters
optimised over the total error. Little change is observed. These parameters were
used to generate the output silhouettes shown.
Looking at the actual segmentation outputs reveal in detail where the changes
in quality have occurred. In VS1-BE-20 sequence (Figure 4.3), YCbCr4G im-
proves over the baseline with reduced shadow effects (from raised luminance and
chrominance thresholds) while providing more detected motion due to the gra-
dients. The MRF implementations filled in the missing holes in the vehicle and
people, with the version using gradients (YCbCr4G-G) providing better overall
shadow handling, though with a segmentation issue on the left person in frame
400.
No difference can be seen between the baseline and YCbCr4G in the VS2-BC-
16 sequence, and as a result, only the baseline output is displayed in Figure 4.4.
Once again the graph cut implementations have detected the missing face and
shirt sections from the baseline, with YCbCr4G-G providing better shadow han-
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Thresholds Total pixel error
TLum TChr TGrad β γ Val Test Total
VS1-BE-20-C3
Baseline 48 24 – – – 4220 6520 10 740
YCbCr4G 54 47 12 – – 3428 4783 8211
YCbCr-G 42 10 – 0.002 1 2089 2613 4702
YCbCr4G-G 66 21 8 0.01 1 1424 1874 3298
VS2-BC-16-C1
Baseline 46 9 – – – 23 482 23 362 46 844
YCbCr4G 46 9 55 – – 23 462 23 319 46 781
YCbCr-G 18 3 – 0.05 9 9911 10 150 20 061
YCbCr4G-G 68 12 4 0.02 2 6543 8696 15 239
VS2-RD-6-C7
Baseline 77 12 – – – 8492 7834 16 326
YCbCr4G 91 14 49 – – 6216 5843 12 059
YCbCr-G 85 7 – 0.002 1.5 5688 5437 11 125
YCbCr4G-G 127 10 42 0.002 1 4086 3538 7624
Table 4.5: Motion segmentation results (total error). Parameters are shown based
on the search range optimising over total pixel error.
dling. YCbCr-G has intensified the shadows in frames 1120 and 1140 compared
to the baseline, but improved them in all other cases. The graph cut post-process
in conjunction with the gradients apply poorly to narrow gaps as seen in frames
1140, 1260, and 1280. This is due to the gradient feature detecting motion in the
background pixels neighbouring the foreground object, and with few background
pixels available, having the graph cut force them all into the foreground.
A small, though interesting error can be seen in frames 240, 380, and 1120,
where small sections of the background have been segmented as foreground which
quite clearly should not have been. This is due to the strong edges the small
regions make with the rest of the background, while having relatively weak edges
to the dominant foreground object, allowing the graph cut to classify incorrectly
in its optimisation. These cases are similar to those discussed in Chapter 3.6 for
GrabCut.
The same narrative is seen in the VS2-RD-6 sequence (Figure 4.5) as the previ-
ous two, with YCbCr4G reducing shadows and detecting more motion compared
to the baseline, and YCbCr-G and YCbCr4G-G delivering further improvements.
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0100 0200 0300 0400 0500
Figure 4.3: Output silhouettes – VS1-BE-20. (top to bottom) Baseline,
YCbCr4G , YCbCr-G , YCbCr4G-G .
4.6 Modelling uncertainty
Unlike Stauffer and Grimsons’s MoG [131], the motion system used here lacks a
range of probabilistic output. Output probabilities generated by the detector are
equal, or very close to 0 or 1. Intermediate values are only produced when there is
a multi-modal background, or when a foreground object remains stationary for an
extended period of time and the algorithm begins to fade it into the background.
It is not able to properly model uncertainties, with the hard thresholds used
confining pixels into one cluster or another.
Here, two methods are proposed to further extend Butler’s [24] algorithm so
as to allow it to be more effective for use with a MRF post processing step.
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0200 0240 0280 0360 0380 1100 1120 1140
1180 1240 1260 1280 1640 1680 1700 1740
Figure 4.4: Output silhouettes – VS2-BC-16. (top to bottom) Baseline, YCbCr-
G , YCbCr4G-G . YCbCr4G was left out as it is visually identical to the baseline.
0010 0200 0340 0360 0400 0540 0680 0740
Figure 4.5: Output silhouettes – VS2-RD-6. (top to bottom) Baseline, YCbCr4G ,
YCbCr-G , YCbCr4G-G .
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4.6.1 Centroid distance
A simple way to introduce greater diversity in the output would be to implement
a form of additional weighting applied based on the distance of the pixel value to
the matching cluster. This, to a limited extent, emulates the function of a GMM.
Due to the way the clusters are created, every pixel will have a cluster assigned
to it. As a consequence, the cluster weight scaled by the distance does not make
much sense. Instead, the clusters at each pixel are grouped into two separate
categories, split by their cumulative weights,
k ⊂
FG
∑K
i=k+1wi > 0.5,
BG otherwise.
(4.16)
Two distance measures are calculated, one to the foreground and one to the
background. The weight of each channel is calculated independently, and the
channel with the lowest weight used to represent the cluster. The highest weighted
cluster at each pixel is then used for the weight.
The maximum channel distance can be found first to save having to repeatedly
calculate the exponential, so that the weighted cluster distance, Dk, is,
Dk (u) = exp
(
−max
n
(
2 (I (u, n)− Ck (u, n))
Tn
)2)
. (4.17)
This is equivalent to scaling by Gaussian, with the standard deviation equal to
twice the threshold, so cluster matches within the threshold value are weighted
close to 1.
The distance weight is then scaled by the cluster weight, and the largest value
from each cluster group is selected,
P (u|FG) = max
k
[Wk (u)Dk (u)] for all k ∈ FG,
P (u|BG) = max
k
[(1−Wk (u))Dk (u)] for all k ∈ BG.
(4.18)
These are then used for the foreground and background edge weights,
cus =
1
2
P (u|FG) ,
cut =
1
2
P (u|BG) .
(4.19)
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maxmin FGBG
(a) (b) (c) (d)
Figure 4.6: Centroid distance. (a) Example video frame and motion detector
output with (b) foreground and (c) background weights. (d) Combined weights.
The weights have been halved to bring the weights into the same scale with the
other detectors.
Figure 4.6 gives an example of the output of the centroid distance based
detector. ‘Trails’ can be seen in the foreground weights as motion has to be first
detected for there to be a foreground cluster to match to.
4.6.2 Dual thresholds
One way of modelling uncertainty would be to run two motion detector systems
concurrently, operating under different threshold levels, with one being higher
than the other. The rationale is that the detector with the higher thresholds is
set such that it minimises false positives (and maximises true negatives), while
the one with the lower thresholds tries to maximise true positives (and minimises
false negatives).
The output of the detectors can then be combined,
cus =
1
2
(P (u|FGL) + P (u|FGU)) ,
cut = 0.5,
(4.20)
where U and L denotes the upper and lower thresholds. Pixels where the two
detectors agree will have high and low weights for foreground and background
respectively, while areas where the two conflict denotes regions where the algo-
rithm is uncertain about its classification and are given weights in between. The
two weights have been averaged so as to conform to the same scale.
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maxmin FGBG
(a) (b) (c) (d)
Figure 4.7: Dual thresholds. (a) Example video frame and motion detector
output with (b) higher and (c) lower thresholds. (d) Combined weights.
The previous graph weights can also be expressed as,
cus =
1
2
P (u|FGU) ,
cut =
1
2
(1− P (u|FGL)) ,
(4.21)
where one detector functions as modelling the background. These two are equiv-
alent (it does not even matter if the higher or lower threshold detector is used
for the foreground or background) and merely serves as a different approach to
visualise the problem.
An example output of the motion detector with dual thresholds is shown in
Figure 4.7.
4.6.3 Fusion
The two presented detector algorithms (Chapters 4.6.1 and 4.6.2) can be com-
bined into one, where the individual detectors in the dual threshold method are
replaced with the one using centroid distances. The edge weights for the MRF
can be expressed as,
cus =
1
4
(P (u|FGU) + P (u|FGL)) ,
cut =
1
4
(P (u|BGU) + P (u|BGL)) .
(4.22)
Figure 4.8 shows an example of the output weights of this detector.
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maxmin FGBG
(a) (b) (c) (d)
Figure 4.8: Fusion. (a) Example video frame and motion detector output with
(b) higher and (c) lower thresholds. (d) Combined weights.
4.7 Motion segmentation evaluation (cont.)
The three new detector modifications are tested using the same evaluation pre-
viously in Chapter 4.5.2. Parameter search ranges and step sizes for the centroid
distance technique are the same as before. For the systems using dual thresholds,
the step sizes for the thresholds have been reduced as the number of threshold
parameters have been doubled, exponentially increasing the search space. An ini-
tial step size of 10 is used, followed by a manually controlled second stage where
a more constrained threshold search range set and a smaller step size of 5 or 2
used, depending on the size range. The graph cut implementation with gradients
from the baseline for this set of experiments.
The results for the experiments is listed in Tables 4.6 and 4.7. Overall, the
centroid distance implementation is not able to produce a convincing improve-
ment over the test baseline. Lower errors can be seen in the optimisation set
(cross-validation in Table 4.6 and total in Table 4.7), but showing poor overall
generalisation across the whole sequence.
The dual threshold method shows improved results, though the increased
configuration complexity arising from the extra threshold parameters makes it
hard to recommend. Fusing it with the centroid distance, however, removes
any benefit. The fusion cases can be seen performing worse than the centroid
distance in some cases. This is likely a result of the higher granularity in the
search window, as the systems are equivalent if the higher and lower thresholds
are identical.
Figures 4.9, 4.10, and 4.11 shows the output silhouettes using the optimal
parameters from Table 4.7.
81
CHAPTER 4. Background Subtraction & Motion Segmentation
Thresholds Total pixel error
TLum TChr TGrad β γ Val Test Total
VS1-BE-20-C3
YCbCr4G-G 68 21 10 0.02 1 1301 2952 4253
Centroid 54 60 18 0.02 2.5 1079 3163 4242
Dual
100 20 19
0.002 0.5 1184 2812 3996
40 15 5
Fusion
100 30 19
0.01 0.75 974 5703 6677
90 25 5
VS2-BC-16-C1
YCbCr4G-G 60 11 4 0.05 3.5 6395 8943 15 338
Centroid 64 12 6 0.05 2.5 6093 9264 15 357
Dual
70 13 7
0.05 4 4951 7863 12 814
20 5 3
Fusion
70 13 7
0.1 3 4940 8545 13 485
65 13 1
VS2-RD-6-C7
YCbCr4G-G 118 13 29 0.005 1 3886 3856 7742
Centroid 140 16 54 0.002 0.5 3448 3368 6816
Dual
130 15 50
0.005 0.75 3614 3800 7414
130 7 40
Fusion
140 15 50
0.002 0.5 3548 3335 6883
140 15 50
Table 4.6: Motion segmentation results (cross-validation error). Parameters are
shown based on the search range optimising over the cross-validation error. Upper
and lower thresholds shown for Dual and Fusion.
4.8 SABS Evaluation
The SABS dataset [23] is an artificial background subtraction evaluation dataset
of a vehicle T-intersection in an urban environment, where vehicles and pedes-
trians cross the scene. The synthetic nature of the dataset automatically allows
for an extensive pixel-accurate ground truth to test the performance of motion
segmentation algorithms.
Realistic lighting is depicted, with objects illuminated and casting shadows
from the various light sources (sun, traffic lights, tail lights, and store light), as
well as reflections off glass windows (both vehicles and buildings). The interplay
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Thresholds Total pixel error
TLum TChr TGrad β γ Val Test Total
VS1-BE-20-C3
YCbCr4G-G 66 21 8 0.01 1 1424 1874 3298
Centroid 70 60 16 0.05 3 1205 2125 3330
Dual
100 20 17
0.002 0.5 1299 1379 2678
50 10 5
Fusion
95 30 19
0.05 3 1484 1500 2984
50 30 15
VS2-BC-16-C1
YCbCr4G-G 68 12 4 0.02 2 6543 8696 15 239
Centroid 69 11 8 0.02 1.5 7859 7321 15 180
Dual
75 15 9
0.05 2.5 5352 7191 12 543
30 5 3
Fusion
65 19 9
0.05 2 5478 6712 12 190
30 5 9
VS2-RD-6-C7
YCbCr4G-G 127 10 42 0.002 1 4086 3538 7624
Centroid 142 16 59 0.002 0.5 3559 3239 6798
Dual
140 15 50
0.001 0.5 3657 3415 7072
100 7 50
Fusion
140 15 50
0.002 0.5 3548 3335 6883
140 15 50
Table 4.7: Motion segmentation results (total error). Parameters are shown based
on the search range optimising over total pixel error. Upper and lower thresholds
shown for Dual and Fusion.
of lights and shadows creates a highly dynamic background, on top of which the
branches and leaves of a tree also move, adding background motion. Noise is also
added to the images to simulate sensor noise.
The various test sequences contain identical motion, though various environ-
mental factors change the final appearance of the scene. Example images of the
different sequences are shown in Figure 4.12. The Basic test sequence shows the
sequence under daylight. The same sequence is used for Dynamic, which restricts
the evaluation to the tree, as indicated by the bounding box. Bootstrapping
also uses the same Basic sequence, but foregoes background training. Darkening
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0100 0200 0300 0400 0500
Figure 4.9: Output silhouettes – VS1-BE-20. (top to bottom) YCbCr4G-G , Cen-
troid , Dual , Fusion.
gradually darkens the scene, while Light Switch, which periodically toggles the
lights in a store, and Noisy Night, which increases the strength of the artificial
noise, depicts the scene at night. Headlights are not used by cars, though the
tail lights emit a soft glow. A camouflage case also exists where some cars and
pedestrians have been rendered in grey so as to blend in to the road. Evaluation
is also bounded to a subregion.
An evaluation of various motion segmentation systems have been performed
using the SABS dataset [23], with the precision-recall plots replicated in Fig-
ure 4.13. The precision (p) is a measure of how much of the detected motion is
accurate, while the recall (r) is how much of the actual motion has been detected.
The precision and recall are calculated from the true positive and error counts of
the classification,
p =
TP
TP + FP
, r =
TP
TP + FN
. (4.23)
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0200 0240 0280 0360 0380 1100 1120 1140
1180 1240 1260 1280 1640 1680 1700 1740
Figure 4.10: Output silhouettes – VS2-BC-16. (top to bottom) YCbCr4G-G ,
Centroid , Dual , Fusion.
Maximum F1 scores are listed in Table 4.8. The F1 score is derived from the
precision and recall as follows,
F1 = 2
p · r
p+ r
, (4.24)
and can be used to compare the performance of a classification system with a
single metric.
All systems presented so far in this chapter will be tested using this dataset,
following the provided evaluation methods. The video compression test sequences
have been omitted.
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Basic Dynamic Bootstrap Darkening
McFarlane [90] 0.614 0.482 0.541 0.496
Stauffer [131] 0.800 0.704 0.642 0.404
Oliver [103] 0.635 0.552 – 0.300
McKenna [91] 0.522 0.415 0.301 0.484
Li [83] 0.766 0.641 0.678 0.704
Kim [73] 0.582 0.341 0.318 0.342
Zivkovic [150] 0.768 0.704 0.632 0.620
Maddalena [86] 0.766 0.715 0.495 0.663
Barnich [7] 0.761 0.711 0.685 0.678
Baseline 0.609 0.419 0.523 0.508
YCbCr4G 0.610 0.419 0.523 0.508
YCbCr-G 0.842 0.775 0.777 0.804
YCbCr4G-G 0.842 0.775 0.777 0.803
Centroid 0.826 0.716 0.770 0.760
Dual 0.845 0.773 0.777 0.809
Fusion 0.825 0.748 0.773 0.778
Light Noisy
Camouflage
No
Switch Night Camouflage
McFarlane [90] 0.211 0.203 0.738 0.785
Stauffer [131] 0.217 0.194 0.802 0.826
Oliver [103] 0.198 0.213 0.802 0.824
McKenna [91] 0.306 0.098 0.624 0.656
Li [83] 0.316 0.047 0.768 0.803
Kim [73] – – 0.776 0.801
Zivkovic [150] 0.300 0.321 0.820 0.829
Maddalena [86] 0.213 0.263 0.793 0.811
Barnich [7] 0.268 0.271 0.741 0.799
Baseline 0.225 0.249 0.787 0.819
YCbCr4G 0.225 0.249 0.797 0.827
YCbCr-G 0.379 0.655 0.839 0.861
YCbCr4G-G 0.379 0.653 0.854 0.866
Centroid 0.355 0.537 0.863 0.882
Dual 0.302 0.586 0.850 0.867
Fusion 0.316 0.523 0.869 0.886
Table 4.8: SABS evaluation maximum F1 scores. Other results reproduced
from [62].
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0010 0200 0340 0360 0400 0540 0680 0740
Figure 4.11: Output silhouettes – VS2-RD-6. (top to bottom) YCbCr4G-G , Cen-
troid , Dual , Fusion.
Parameter
Possible values
Normal Dual
TLum step: 10 step: 20
TChr step: 10 step: 20
TEdg step: 20 step: 40
β 0.0001 – 0.02
γ 0.5, 0.75, 1, 1.5, 2, 3
Table 4.9: Parameter search values.
Due to the size (both image size and sequence length) of the dataset, each
test run takes up significantly more time than those performed on the ETISEO
dataset. As a result, a much larger threshold stepping was used, with an even
larger step used for experiments requiring two sets of thresholds. The parameter
values used are listed in Table 4.9.
The number of clusters and learning rate were first optimised over the basic
test sequence and then fixed for all other experiments. The values used are 18
clusters and a learning value of 128 (L = 128). The reason for the large number
of clusters is likely due to the motion of the tree as part of the background.
Table 4.8 shows the maximum F1 scores for each of the test sequences per-
formed. The precision-recall plots are charted in Figure 4.14, overlaid over the
plots from Figure 4.13. Figure 4.15 shows some example output masks.
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Basic 0150 Basic 0250 Camouflage 0200
Darkening 0500 Darkening 1000 No Camouflage 0200
Light Switch 0299 Light Switch 0300 Noisy Night 0200
Figure 4.12: SABS dataset. Example images from the SABS dataset. Move-
ment of the tree can be seen in the Basic frames. The bounding box centred
around the tree is the evaluation region for Dynamic. The bounding box shown
in Camouflage and No Camouflage are the evaluation area for these two tests.
Overall, the baseline motion detection system performs poorly compared to
the systems in the evaluation. It has difficulty modelling background motion, as
seen from the larger relative drop in performance in the Dynamic sequence, which
is the same as Basic but with a region of interest focused on the swaying tree
instead of the entire scene. It does appear to fare comparatively better under
noisy conditions (Noisy Night), though still falls short of the top performers.
Good performance is seen in the two camouflage tests, owing to the fact that the
evaluation sub-window does not include the tree.
Adding gradients to the baseline shows significant improvement in the higher
recall regions under Camouflage, demonstrating its effectiveness in detecting mo-
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Figure 4.13: SABS evaluation precision-recall plots. Reproduced from [62].
tion where the foreground object is of similar colour to the background. In No
Camouflage, gradients allow the base detector to out perform most of the other
systems in the evaluation.
However, in all other test sequences, the gradient-based implementations pro-
vide no benefit their gradient-less counterparts. The optimal thresholds for the
gradient are raised so high as to contribute very little to the motion detection.
The fact that the two camouflage sequences do exhibit an improvement points to
the presence of background motion as the culprit. The changes in the background
in the ETISEO sequences are due solely to fluctuations in lighting conditions, and
as a result did not see this issue appear.
The reason for the gradient’s poor performance in modelling background mo-
tion is likely due to a difficultly of having the gradient features at a given pixel
match up to an existing cluster, compounded with the fact that the colours also
need to match. The swaying motion in the tree effectively produces unique gra-
dient combinations at each pixel for every frame due to the density of the leaves,
requiring sufficient a large number of clusters in the model, as well as sufficient
example training data to accurately learn the possible feature variations.
The same situation is seen when applying the graph cut stage, with gradients
providing no benefit. Nevertheless, significant improvements are seen from the
graph cut post-processing, particularly in Noisy Night.
90
4.8 SABS Evaluation
Recall
P
re
ci
si
on
Basic
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
Recall
P
re
ci
si
on
Dynamic
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
Recall
P
re
ci
si
on
Bootstrapping
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
Recall
P
re
ci
si
on
Darkening
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
Recall
P
re
ci
si
on
Light Switch
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
Recall
P
re
ci
si
on
Noisy Night
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
91
CHAPTER 4. Background Subtraction & Motion Segmentation
Recall
P
re
ci
si
on
Camouflage
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
Recall
P
re
ci
si
on
No Camouflage
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
Baseline YCbCr4G YCbCr-G
YCbCr4G-G Centroid Dual Fusion
Figure 4.14: SABS evaluation results. Precision-recall results of the proposed
methods plotted over those reproduced from [62].
Time (s) Time (s)
Baseline 181 Centroid 1102
YCbCr4G 232 Dual 629
YCbCr-G 483 Fusion 2298
YCbCr4G-G 538
Table 4.10: Segmentation time. Time required to segment the Bootstrapping
sequence of the SABS dataset.
Like the results found in Chapter 4.7, Centroid and Dual , as well as the hybrid
Fusion system do not appear to provide any consistent benefit over YCbCr-G ,
with them performing marginally better in the two camouflage tests, but worse
in the others.
4.8.1 Computation time
Table 4.10 shows the computation time required to segment the Bootstrapping
sequence, which is 1400 frames in length, using each of the proposed methods.
This sequence was chosen as it does not include any initial learning frames, and
therefore is not biased towards methods using graph cut which is not applied
during the training.
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Figure 4.15: SABS segmentation masks. (top to bottom) Baseline, YCbCr4G ,
YCbCr-G , YCbCr4G-G , Centroid , Dual , Fusion.
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4.9 Summary
It can be seen that adding in the gradient information does impact the com-
putation time somewhat, due to the calculation of gradients and the addition of
four ‘colour’ channels. The increase, however, is reactively small compared to
the other implementations, with the graph cut segmentation adding about 300
seconds to the total segmentation time.
Calculating the distance metric (Equations (4.17) and (4.18)) is extremely ex-
pensive, resulting in the slowness of the Centroid method, and leaving the Fusion
method even further behind due to the need of running the motion algorithm
twice.
4.9 Summary
Gradients can be a beneficial feature, with improved results when used in many
cases. However, in the current implementation used here, it is ineffective in
the presence of significant background motion. A possible solution may be to
decouple it from the pixel intensity and colour as a single feature cluster, with
separate models for the two feature types. This way, the features can be more
intelligently combined to deal with this shortfall.
The implemented graph cut segmentation step is extremely effective at im-
proving the segmentation quality. The proposed extensions to the baseline algo-
rithm that attempts to make it integrate better with the graph cut did not result
in any appreciable improvements, though the dual threshold method shows some
promise under certain cases. The larger step sizes used in the optimisation means
that the optimal results were not obtained. Conversely, the fact that the larger
step sizes were needed to offset the significantly larger parameter space means
that fully optimising would be impractical.
The graph cut segmentation as a post processing step is general enough that
it can be applied to other motion segmentation algorithms, such as the better
performing systems in the evaluation, like ViBE [7] or that by Zivkovic and van
der Heijden [150], with even higher overall performance expected.
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4.10 Graph-based segmentation
By performing the segmentation by solving a graph of interconnected pixels,
local appearance can be taken into consideration, instead of just background and
foreground weights. However, while significant improvements are seen over simple
per-pixel segmentation techniques, certain errors have been introduced solely due
to the use of graph cuts. This has been discussed previously in Chapters 3.6
and 4.5.3.
These errors are due to the colour similarity between a small background
region to an adjacent dominant foreground object, as well as a dissimilarity in
colour to other neighbouring background regions. This allows the classification
error to occur when optimising the minimum cut, despite any extra costs incurred
from cutting the higher {u, t,} edges. The reverse can also happen, where a
small foreground region is classified as background due to a similar coloured
neighbouring background patch.
So far, only the modelling of foreground and background appearances have
been considered for segmentation. The rest of this chapter will focus on creating
different ways in which the graph cut can be used to further improve segmentation
quality, particularly for a method to resolve the afore mentioned error.
To do so, segmentation will be performed under controlled conditions, where
lighting is maintained and background motion is absent, minimising external
sources of error. This also allows the background to be very accurately modelled
with a single background image, with the implemented system forgoing the use
of a dynamic background model.
The RGB colour space will be used instead of the YCbCr one used previously,
allowing the removal of a threshold parameter that needs to be optimised as all
three colour channels are now on the same scale. One of the benefits of using
the YCbCr colour space is the better inherent handling of shadows, however, a
dedicated shadow detection system will be developed for this purpose instead.
4.10.1 Background subtraction with graph cuts
Again, graph cuts as described in Chapter 3.1 will be used to segment images.
The Euclidean distance in pixel values between the image and the background
is used to weight graph edges; the larger distance results in a higher foreground
weight. For the background weight, a similar situation to 4.4 is needed where a
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threshold value, T , is used. For simplicity, the distance value is directly used,
such that the graph capacity values become,
cus = T,
cut = |I (u)−B (u)| ,
(4.25)
assuming a colour channel range of 0–1. Once again, (3.15) will be used for
weights between neighbouring pixels. Likewise, should these weights be set to
zero (γ = 0), then the solution would be identical to (4.1) where the weights are
thresholded by T .
4.10.2 Test dataset
In order to evaluate the graph cut implementation, as well as other algorithms
presented later in this chapter, select frames from the CMU Motion of Body
(MoBo) [54] gait dataset will be used. The ETISEO sequences used earlier in
this chapter is not feasible for use in these experiments as the background does not
remain static over the duration of the sequence. Variations in lighting, even subtle
ones, means that good results are not achievable without the use of an adaptive
background model. Even the indoor VS2-BC16-C1 sequence exhibit sufficient
changes in illumination over the duration of the sequence that the lowest total
pixel error achieved using the techniques developed in the rest of this chapter is
24517, significantly higher than the values obtained in Chapter 4.7.
The MoBo dataset itself presents certain difficulties for use in background
subtraction. Though captured in a controlled manner with good lighting, signif-
icant shadowing occurs. The background is quite cluttered, in contrast to many
other datasets, where a plain uniformly coloured backdrop is used so that clothing
colour, for example, can be controlled for. The images themselves also exhibit
significant noise, both sensor noise, as well as compression artefacts.
The images used in the test will be a very small subset of the dataset, with
only four frames of each view from three sequences used. The sequences are
from the first three subjects (04002, 04006, and 04011 ), with a different walking
action for each (ball, fast, and slow, respectively). The forth action, walking on
an inclined surface, has been omitted as the treadmill used has been titled but
no appropriate background image with the changed treadmill has been provided.
The frames are chosen starting from the first and taking every 30th frame. This
97
CHAPTER 4. Background Subtraction & Motion Segmentation
number was chosen in order to select frames from the sequence such that the
subject is in different stages of their gait cycle.
In order to obtain the ground truth mask, the GrabCut algorithm was em-
ployed [113]. The system developed in Chapter 3 is used, but extended with the
interactive clean-up step found in the original algorithm. It allows the user to
manually label specific pixels as foreground and background, which is then added
into the MRF to be solved. Extensive input from the user is applied to achieve
the segmentation quality desired, though is still much less laborious than com-
pletely manually segmenting, providing a very good trade-off in terms of accuracy
to time spent.
It has to be noted, however, that using GrabCut to obtain the ground truth
would result in a slightly biased evaluation in favour of the graph cut imple-
mentations, due to the similarities in the underlying algorithm. Many of the
segmentation boundaries are likely to align as a result of the gradient informa-
tion used. The ground truth though, from a visual inspection, corresponds well
to the actual image, and therefore any bias should be minimal. A two pixel wide
(one pixel to either side) ignore boundary has also been added when evaluating
the segmentation which should further minimise any biases, as well as any errors
in the ground truth.
Figure 4.16 shows example images used in the evaluation, along with ground
truth and the foreground and background labelling used to generate them. The
bounding box used in the segmentation was not recorded, though given the exten-
sive labelling provided, near identical results in the output silhouette should be
achieved provided that the subject is properly contained within. The black bor-
der along the top and right edges are ignored in the evaluation, as well as a region
in the back view camera where the camera operators can be seen. Information
on the pixel statistics is summarised in Table 4.11.
4.10.3 Post-processing comparison
Binary morphology has been shown to overcome much of the gap between in
motion segmentation problems [23]. It remains a simple, yet powerful tool in
removing small segmentation errors. Here, binary morphology will be applied by
first performing morphological opening followed by closing. rS denotes the radius
of the structuring element used to perform the morphology.
The different camera views have different overall image brightness. In order
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Figure 4.16: CMU MoBo ground truth. (top) Original images with overlayed
labels for GrabCut; foreground in (red) and background in (blue). (bottom)
Resulting ground truth masks.
to have a single threshold used for the entire test set and not optimise over each
individual view, the threshold value (T ) used is simply scaled according to the
average intensity of the image I. This scale factor is normalised using the first
image in the test set, so that for the nth image, the threshold used would be,
Tn =
∑ |In|∑ |I1|T. (4.26)
Like in Chapter 4.5.2, the different test cases are performed over a variety of
different configurations and the set which gives the optimal result, which again
is the minimum pixel error, is selected for each case. The threshold is varied
with a step of 0.01. The search range used for the other parameters are listed in
Table 4.12; these are the β and γ parameters for the graph cut, as well as the
kernel size when using morphology.
Table 4.13 lists the results of the evaluation. Some improvement is seen from
applying morphology, though here, the graph cut vastly improves on the result
obtained from either. For morphology, the optimal kernel size was 1.
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Pixel count
Total foreground 2 935 880
Total background 18 108 664
Total boundary pixels 46 238
Total ignored pixels 1 350 336
Ignored border region (per frame) 13 368
Ignored background region (per frame, where applicable) 32 320
Table 4.11: CMU MoBo test set pixel count.
Parameter Values
T 0.01 – 0.25
rS 1, 2, 3, 4
β 0.005, 0.01, 0.02, 0.05, 0.1
γ 0.5, 0.75, 1, 1.5, 2, 2.5, 3, 4
Table 4.12: Parameter search values. Range of parameter values to be optimised
over in the evaluation.
The segmented silhouette outputs from some of the test images can be seen in
Figure 4.17. Thin treadmill outlines can be seen in some of the silhouettes. This is
the result of a slight downward displacement of the treadmill due to the applied
load. Overall, the overwhelming majority of errors are due to false negatives,
where the foreground regions have been misclassified as background due to the
difference in colours between them to be lower than the threshold value.
The optimal threshold values used here appear quite high are not lower likely
due to the increased errors from false positives not able to overcome any potential
benefits. This suggests a likely disparity between the test and background images,
either due to noise, or some other factor. After all, the threshold used here
for background subtraction is simply a tolerance value to compensate for any
noise. Under a perfect, noiseless case, the optimal threshold would be 0, since
background regions would remain identical, while any difference in pixel value
would indicate a foreground region.
An example can be seen in the 5th image, where significant errors in the
background occurs for little apparent reason. A visual inspection of the images
shows that there is a brightness and contrast imbalance between the image and its
corresponding background. This issue occurs to some degree in nearly all images,
but is most prevalent for that camera view. In order to improve the results of
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rS β γ T Error
Threshold – – – 0.22 646 247
1 – – 0.19 589 337
Graph cut – 0.05 2 0.21 115 597
Table 4.13: Background subtraction results.
Figure 4.17: Background subtraction examples. (top to bottom) Thresholding,
thresholding with morphology, graph cut.
the segmentation, this issue needs to be resolved.
4.11 Colour correction
Basic background subtraction techniques require some stored background tem-
plate to match the incoming image sequence. As a result, they are generally only
suitable for use under controlled environments, where unwanted movement in the
background can be removed and lighting conditions are static. However, there
can be another source of noise which is commonly overlooked, and the first step
in improving the segmentation accuracy is to ensure that the backgrounds in fact
do match that of the image.
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Even under controlled conditions, the overall brightness of the image can be
unstable due to the use of automatic capturing controls in the video cameras, es-
sentially the ‘auto’ mode found in all modern digital cameras. As objects of vary-
ing brightness and colour enter and leave a scene, the camera will automatically
adjust the capturing parameters such that the output matches a predetermined
target profile. This is desirable for applications as it reduces the complexity of
operation. However, for computer vision applications, this can be a cause of un-
wanted changes in appearance in the background, where it should otherwise have
remained the same. As demonstrated in the previous section, this can have a
significant impact on the segmentation quality.
Many datasets have this problem, particularly those that are sourced from
surveillance networks, as they are designed for human viewing. Even datasets
captured under controlled conditions may exhibit this, either due to the lack of
manual control in the capturing set up, or as an oversight by the operators.
The capturing parameters that are commonly adjusted are the gain and shut-
ter speed (or exposure time), which affect the overall intensity of the image, as
well as white balancing, which changes the relative intensities in the different
colour channels. The shutter speed itself can be modelled as changes in applied
gain. As a result, barring any changes to the actual lighting conditions, these can,
for the most part, almost trivially be corrected for, should the actual parameters
be known. However, these values are almost never recorded and thus a method of
estimating the applied gain from the images is needed. To do this, it is proposed
that image colour histogram matching is used.
4.11.1 Histogram matching
Histogram-based normalisation techniques are commonly used in medical imag-
ing [115] and astronomy to perform background subtraction in order to detect
changes. In such applications, the images can be taken years apart under differing
conditions, as well as using different equipment, requiring some form of contrast
normalisation techniques to be applied in order for the images to be compared
accurately.
Histogram-based features, which allow normalisation at the feature level , have
also been used in background subtraction related tasks. Here however, histogram
matching is simply used as a pre-processing step, in order to transform an image
such that the background appearances are normalised. Given the controlled na-
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(a) (b) (c) (d)
Figure 4.18: Example colour distorted images. (a) Foreground and (b) back-
ground image. Colour discrepancy between the two makes it difficult for accu-
rate segmentation to be performed. (c) Colour corrected background image using
histogram matching, with the (d) region mask used for this dataset.
ture of the experiment here, the background can be guaranteed to remain static,
and since any apparent changes to its pixel values can be attributed to an effective
applied gain (or noise), normalising the colour distribution between the images
should be able to correct for any differences in the background.
To perform the transform, histograms of the background for both the target
and source images need to be calculated. Given that the goal is to segment out
the background, this may seem premature, though for the purposes here, only a
part of the background is needed, with a few caveats. Firstly, the pixel locations
used must be the same between the two images. Care needs to be taken to select
only background pixels, and only those that lighting effects, such as shadows are
consistent between the two. Finally, sufficient representation of the colour profile
is needed; not necessarily that the actual distribution is obtained, but that enough
samples have been selected at each colour value so that an accurate mapping can
be determined.
Given that in many datasets, such as in gait recognition, subjects move along
predetermined paths and are restricted to specific regions in the scene, the back-
ground regions used to build the histograms can be manually selected. Alter-
natively, should the differences in applied gain between the two images not be
substantial, a preliminary background subtraction step can be performed with
low thresholds to ensure that the background pixels are those with minimal dif-
ferences.
To illustrate this process, an extreme example (Figure 4.18) has been taken
from CASIA Gait Dataset B [63]. There appears to be an issue with their captur-
ing system, where the image is dark and heavily biased towards the green. This
problem is consistent though, and therefore does not impact (apart from the low-
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(a) (b) (c)
Figure 4.19: Image colour histograms. Histograms (top) and cumulative his-
tograms (bottom) of the (a) source and (b) target images, as well as the (c)
corrected image after transformation. The differences in the corrected image’s
histogram are due to the discrete colour values.
ered contrast) the extracting of silhouettes. In a few select sequences however,
for a few seconds, the video will revert to a more natural appearance, making
background subtraction almost impossible.
Since the motion path of the foreground subject is predetermined, a single
manually labelled mask has been used throughout the entire dataset for each
view. Following the previously stated conditions, the mask masks out the region
where motion is expected to be, leaving behind the static background pixels.
Histograms (Figure 4.19) are constructed of the background pixels for both
the source and target images, with each channel treated independently. A trans-
form is created that maps the pixel intensity values of the source image to the
target. The mapping is calculated such that the cumulative histogram of the
transformed image matches that of the target. Given that S and T are the cu-
mulative histogram distribution of the source and target images, the map m can
be calculated as follows,
1: k ← 0
2: for i← 0, 255
3: while T (k) < S (i) and k ≤ 255
4: k ← k + 1
5: m (i)← k
The resulting map is shown in Figure 4.20a. This map is applied to the entire
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Figure 4.20: Colour map. (a) Calculated intensity transform for all 3 colour
channels from histogram matching. (b) Background pixel intensity values of the
source image plotted against the target.
source image, with the resulting image seen in Figure 4.18c.
In this example, the mapping appears to be linear, and therefore a gain and
offset value could be fit to the transform. Alternatively, the transform can be
produced from the regression of the colour differences between the two images.
Figure 4.20 plots the pixel values of the source image against the target image.
Comparing it to the mapping from the histogram matching, it can be seen that
the results would be similar. However, the histogram-based method is used as it
is simpler.
A more common scenario, where the difference is more subtle, can be seen
in Figure 4.21. The difference is not clearly noticeable at first, but upon closer
inspection, small differences in colour can be seen in the background, as well as
changes in the brightness of the treadmill. The background image is corrected to
match the colour profile of the foreground image. Silhouettes are extracted using
background subtraction with a low threshold (0.05) to highlight the differences.
Segmentation errors are dominated by those due to shadowing, as well as the
high level of noise (relative to the threshold level). A reduction in errors can be
seen when using the corrected background as it lowers the offset imposed due to
the differences inherent in the image.
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(a) (b) (c) (d) (e)
Figure 4.21: Colour correction example. (a) Foreground image. (b) Background
image. (c) Background image corrected to match foreground. Silhouettes gen-
erated using background subtraction before correction (d), and after correction
(e), with a threshold of 0.05.
Eq rS β γ T Error
Threshold – – – 0.22 646 247
X – – – 0.22 555 257
X – – – 0.16 486 135
1 – – 0.19 589 337
X 1 – – 0.19 481 700
X 2 – – 0.09 316 986
Graph cut – 0.05 2 0.21 115 597
X – 0.05 2 0.21 104 153
X – 0.02 0.75 0.16 77 720
Table 4.14: Background subtraction results with equalisation.
4.11.2 Results
The effect of applying the proposed colour normalisation scheme is evaluated
using the same setup as before. From the results shown in Table 4.14, it can be
seen that an improvement can be seen over those from Chapter 4.10.3 by simply
enabling the equalisation. In fact, for every case within the parameter search
range used in the optimisation, the error with equalisation is always lower than
the ones without, holding all other parameters equal. Further improvements can
be obtained after tweaking the threshold after enabling equalisation.
As a major source of noise is removed, the thresholds can be lowered without
introducing significant false positives. With morphology applied, the number of
erroneous pixels is almost halved under optimal parameters.
From the actual output masks (Figure 4.22), it can be seen that the issue with
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Figure 4.22: Colour correction segmentation examples. (top to bottom) Thresh-
olding without and with correction, graph cut without and with correction.
the background on the 5th image has been solved. With the lowered thresholds,
the number of false negatives in the silhouettes have also been reduced. The
graph cut implementation now produce near complete silhouettes, though some
false positives still occur.
Looking back at Figure 4.21, it can be seen that shadows contribute a signifi-
cant part to the possible errors in this dataset. The next avenue of investigation
would be to allow handling of this. Given the universal benefit, unless otherwise
mentioned, it can be assumed that the results shown in the rest of this chapter
will have the background equalisation performed.
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4.12 Shadow detection and compensation
From the results shown so far, shadows remain as a prevalent issue. They pre-
vent further lowering of the threshold as it introduces significant false positives.
Previously, some tolerance to shadows is achieved by designing a feature that is
robust to its effects. Here, an attempt will be made to actively detect shadows.
Various methods of shadow detection have been proposed [59,70].
In general, they achieve this by exploiting a property characteristic of shadows.
Assuming white light, shadows cast cause a drop in brightness while leaving
the colour relatively unchanged. As a result, the detection of shadows can be
approximated by finding regions where there is a drop in intensity accompanied
by a small change in colour.
4.12.1 Implementation
Normalised RGB (nRGB) will be used as the colour space for colour detection in
the implementation here. The nRGB values are obtained from RGB by simply
dividing the individual channel values by the pixel intensity. This removes the
brightness information, leaving only colour behind.
For the implementation used, a pixel is classified as a potential shadow when
the drop in intensity is larger than the change in colour scaled by a factor sstr,
|B (u)| − |I (u)| > sstr |In (u)−Bn (u)| , (4.27)
where n denotes that the image is in nRGB colour space.
To compensate for detected shadow regions, a weight value is created to di-
rectly offset those generated by the instance of shadows. This weight, S, is calcu-
lated from the difference in intensity values subtracted by the weighted difference
in colour,
S (u) = |B (u)| − |I (u)| − sstr |In (u)−Bn (u)| . (4.28)
The weight is set to zero if it is calculated to be negative, or should the intensity
actually increase (|B (u)| < |I (u)|, i.e. not a shadow). This weight value is
then multiplied by another scaling factor and then directly subtracted from the
foreground weights,
cut = |I (u)−B (u)| − sintS (u) . (4.29)
The implementation here has significantly reduced the foreground weights of
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maxmin
(a) (b) (c) (d) (e)
Figure 4.23: Shadow detection. (a) Original image. Foreground weights (b)
without and (c) with shadow compensation, with corresponding threshold images,
(d) and (e), at the same threshold level.
β γ Shadow sstr sint T Error
Threshold – – – – 0.09 316 986
– – X 0.8 0.6 0.07 209 699
Graph cut 0.02 0.75 – – 0.16 77 720
0.05 0.75 X 0.8 0.8 0.12 49 703
Table 4.15: Background subtraction results with shadow compensation. Image
equalisation used for all tests. Kernel size of 2 used for morphological post-
processing when graph cut is not used.
the background subtraction in the example shown in Figure 4.23, though not
enough such that the person becomes undetectable. The reason for the drop
is due to the person being darker than the background, triggering the detector,
though sufficient changes in colour allow the foreground to still be segmented with
only a slight reduction. This could potentially be compensated by a lowering of
the thresholds now that the shadows in the segmentation have been completely
removed. The lower part of the body occluding the treadmill retains its higher
weights as the background is darker.
4.12.2 Results
In general, an improvement can be seen from enabling the shadow compensation
(Table 4.15 and Figure 4.24). Comparing the thresholding, instances of shadows
have been reduced, and the optimal thresholds are now lower due to the shadow
compensation, achieving a more accurate segmentation, though some false nega-
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Figure 4.24: Shadow compensation segmentation examples. (top to bottom)
Thresholding without and with shadow compensation, graph cut without and
with shadow compensation.
tives have been introduced.
Little change is seen visually in the graph cut. However, a sizeable percentage
drop is seen in the total error, it is already small enough such that the changes are
hard to notice. The graph cut was already able to accurately segment out most of
the shadows, though now the lowered thresholds and compensated weights have
reduced the total incidence of segmentation errors.
Overall, the segmentation quality has been improved enough such that it
would be sufficient for many applications. Having removed, or accounted for the
majority of the sources of background modelling error, it would be appropriate
to examine the strengths and weakness of the graph cut segmentation algorithm
and look into ways of improving it.
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Figure 4.25: Graph cut segmentation errors. Segmentation errors introduced due
to the use of graph cut are highlighted. These small adjacent regions are incor-
rectly segmented as foreground due to their colour similarity to the neighbouring
foreground pixels.
4.13 Inter-pixel weight subtraction
In some of the segmentation results shown so far using graph cuts, some small
regions in the background adjacent to the foreground subject have been incor-
rectly classified as foreground regions. Many of these miss-classifications are of
regions that remain static with regards to the background image and would not
have normally been labelled as foreground without the use of the applied graph
cut post-processing.
Highlighted examples are shown in Figure 4.25, using the results from Fig-
ure 4.24. These errors are absent from the thresholding results, and though not
present individually in every case, are frequently found in the previous exam-
ples using graph cuts. Similar errors were seen previously when using GrabCut
(Chapter 3.6), as well as earlier in the chapter with the ETISEO dataset (Chap-
ter 4.5.3).
The reason for these errors is due to the edges these objects make. In the
described cases, the background objects are of similar colour to the adjacent
foreground regions, and thus produce a weak edge along their common boundary.
In the graph, this results in high weights between the pixels along the boundary.
Under the right conditions, breaking this boundary can cost more than incorrectly
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labelling these regions as foreground when performing the minimum cut. This
generally means that the region is relatively small, and forms strong gradients to
other neighbouring background regions so that the cost of separating them from
the rest of the background is low.
The reverse of this can also be true, where a small foreground region is forced
into the background due to a similar coloured dominant background object. This
can be seen on the shoes in the fourth example in Figure 4.25, though they are
compounded by the fact that the missing regions are similar in appearance to the
background pixels behind them.
Since these errors are due predominantly to the existence of strong edges in
the background, a solution would be to remove them from the perspective of the
graph cut, i.e. ideally, the entire background region will have high inter-pixel edge
weights, while maintaining low weights between the boundary to the foreground
object. As the background image is available, it is proposed that the subtraction
of background edges be used in order to achieve this.
4.13.1 Gradient from difference image
Segmentation here is performed via background subtraction, which, when in the
absence of noise, results in the removal of the background (pixel values of 0). Since
the background is subtracted, gradients in the background region also no longer
exist. As a result, it is proposed that inter-pixel weights are to be calculated
using the background subtracted image.
Modifying (3.15), the joint likelihood weights of neighbouring pixels becomes,
cuv = γ exp
(−β |(I (u)−B (u))− (I (v)−B (v))|2) , (4.30)
where I (u)−B (u) is the foreground image subtracted by the background image
at pixel u. This can be re-expressed as,
cuv = γ exp
(−β |(I (u)− I (v))− (B (u)−B (v))|2) , (4.31)
which is the same as subtracting the gradient of the two images.
Figure 4.26 shows the effect of this change in weight calculation. Most of the
background edges have been reduced, though the background edges that were
previously occluded by the subject are now included. This may have undesirable
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(a) (b) (c) (d) (e)
Figure 4.26: Gradient from difference image. (a) Image with (b) weight values
originally used in the graph. (c) Background image and the (d) background
subtracted image, with (e) weight values calculated from difference image.
consequences to the segmentation as they serve as potential segmentation paths
for the graph cut.
Results from the evaluation performed using this modified edge weight algo-
rithm is summarised in Table 4.16. Both colour equalisation and shadow compen-
sation are applied. Only the graph cut method is shown as the edge subtraction
does not apply to basic thresholding.
It can be seen that applying this method of gradient suppression increases the
total pixel error when performing segmentation on the test dataset. However,
the output silhouettes in Figure 4.27 show that it was successful in removing the
background objects from the segmentation.
It also created a new problem though, which is the reverse of the original;
occluded background objects now can carve out holes in the foreground silhouette,
resulting in higher overall errors. This can be seen in the elevated beam at
the front of the treadmill in the 3rd image, as well as some boxes in the first.
These regions have high background probabilities due to their colour similarity
to the background, and are always classified as background when segmenting via
threshold in previous examples. Normally, high inter-pixel weights between it
and the rest of the foreground prevents incorrect segmentation when using graph
cuts. However, the introduction of these edges within the subject, as mentioned
earlier, significantly lowers these weights.
Additional errors have also appeared in holes and ‘narrow’ background regions,
such as the gaps between limbs and torso. This could be due to weakened edges
along the foreground boundary due to the applied algorithm. Due to these issues,
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Edge Subtraction β γ sstr sint T Error
0.05 0.75 0.8 0.8 0.12 49 703
X 0.02 0.5 0.6 0.4 0.09 77 952
Table 4.16: Background segmentation results with background gradient subtrac-
tion.
Figure 4.27: Background gradient subtraction segmentation examples. (top)
Without and (bottom) with background gradient subtraction.
a more robust method of removing the background edges is needed.
4.13.2 Gradient weight subtraction
For this method, the gradients of the background will be subtracted from the
foreground gradients after the weighting function is applied. The weights are first
applied to the foreground and background images independently, before being
subtracted.
The edge weights are first calculated normally from the test image. They
are then subtracted from another set of weights calculated from the background
image, such that,
cuv = γ
(
exp
(−β |I (u)− I (v)|2)− exp (−β |B (u)−B (v)|2)+ 1) . (4.32)
The offset is added as higher weights denote a non-edge pixel. It shifts the
output range from [−γ, γ] to [0, 2γ], and aligns them to the desired results.
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highlow
(a) (b) (c) (d) (e)
Figure 4.28: Gradient weight subtraction. Weights of the (a) foreground im-
age and (b) background image. (c) Resulting weights after subtraction and off-
set. Some higher weighted values can be seen within the foreground object. (d)
Same image but with weights capped to be in the same scale as other images.
(e) Weights from previous method for comparison. Note the stronger boundary
around the foreground object.
Edge Subtraction β γ sstr sint T Error
Gradient 0.02 0.5 0.6 0.4 0.09 77 952
Weight 0.05 0.3 0.6 0.4 0.11 60 674
Table 4.17: Background segmentation results with gradient weight subtraction.
Edges that exist in both the foreground and background would be removed (high
weight), while edges that exist in the foreground but not the background will
remain (low weight). Edges in the background occluded by the subject, how-
ever, results in above normal weights. This is likely to be acceptable as they are
internal to the desired segmentation region. The behaviour of this function is
summarised later in Table 4.18.
Figure 4.28 shows that the background edges have been removed, while pre-
serving the edges in the segmentation target. The values have been capped at γ
and therefore the abnormally higher weights are not visualised. Compared to the
previous implementation however, the weights along the boundary of the fore-
ground object appear to be weaker overall. This may worsen the errors in narrow
background regions seen in the previous implementation.
From Figure 4.29, it can be seen that the effects of the background objects
have been removed, both for the original problem, as well as the one introduced
using the previous method. The result is a significantly cleaner boundary around
the silhouette. The total error is lower (Table 4.17), though still higher than if
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Figure 4.29: Gradient weight subtraction segmentation examples. (top) Previous
gradient subtraction method. (bottom) New weight subtraction method.
the inter-pixel weights have been left unchanged.
The issue with the segmentation of small holes and around narrow background
regions still persists, and from a visual inspection, appears to be worse. This is
consistent with the observation made of Figure 4.28 that the edge weights appear
to be weaker.
4.13.3 Hybrid method
For the gradient subtraction method, background edges occluded by foreground
objects are added, resulting in low weights for these pixels; when applying the
weight subtraction method, these same pixels are raised to an abnormally high
weight. Though this high weighting value is not expected to greatly impact the
segmentation result, it can be used to hide the issue when using the first method.
As a result, a hybrid method is proposed.
This method simply averages the inter-pixel weights between the two previ-
ous methods. The anomaly in the occluded edges in the two methods cancels,
while the other pixels remain in a relatively similar state. The first method also
produces stronger foreground edges, and as a result an improvement over the
second method may be seen. The effects of the edge weight subtraction methods
proposed is summarised in Table 4.18, while a comparison on an example image
can be seen in Figure 4.30.
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Foreground Background
Is edge? Weight Is edge? Weight Desired Gradient Weight Hybrid
No 1 No 1 1 1 1 1
No 1 Yes 0 1 0 2 1
Yes 0 No 1 0 0 0 0
Yes 0 Yes 0 1 1 1 1
Table 4.18: Edge weight subtraction summary. Using the gradient weight sub-
traction method, occluded background edges produces an undesired result.
highlow
(a) (b) (c) (d) (e)
Figure 4.30: Hybrid edge weight subtraction. (a) Image with (b) weight values
originally used in the graph. Weight values using (c) 1st method, (d) 2nd method,
and (e) hybrid method.
Edge Subtraction β γ sstr sint T Error
– 0.05 0.75 0.8 0.8 0.12 49 703
Gradient 0.02 0.5 0.6 0.4 0.09 77 952
Weight 0.05 0.3 0.6 0.4 0.11 60 674
Hybrid 0.05 0.5 0.6 0.6 0.11 50 273
Table 4.19: Background segmentation results with hybrid edge weight subtrac-
tion.
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Figure 4.31: Hybrid edge weight subtraction segmentation examples. (top to
bottom) No weight subtraction, gradient subtraction, gradient weight subtraction,
hybrid.
Improvements in the total pixel error is observed over the previous imple-
mentations (Table 4.19), though is still slightly higher than without gradient
subtraction. Comparing the output segmentation in Figure 4.31, most of this
improvement can be attributed to better segmentation around narrow regions,
which surprisingly also appears to performs better than the first implementation.
Its ability to segment these regions is still marginally worse than not using
gradient subtraction, and is likely the cause of the higher error. The difference
in pixel error is only 570 however, 0.02% of the total foreground pixel count, or
alternatively, a mere 1.2% of the number of pixels in the two pixel wide ignore
boundary around the ground truth used in the evaluation.
This hybrid method still maintains the ability to accurately exclude those
small adjacent background objects from the silhouette, which can be argued re-
sults in higher quality silhouettes, despite the minute difference in total pixel
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error. However, the choice on whether to use the weight subtraction ultimately
depends on the needs of the target application. For those that may be more sensi-
tive to the external shape of a segmented object, applying the weight subtraction
may be beneficial.
4.14 Multi-view background subtraction
Weights used for the segmentation can be derived from other sources when avail-
able. Kohli et al . [78] demonstrate a simultaneous segmentation and pose estima-
tion method, where candidate poses are used to weight the graph in a graph-based
segmentation. He et al . [57] use structure from motion to first reconstruct the
3D geometry of an object from a moving camera, and then projecting the model
back into the individual frames to assist in the segmentation.
Here, two techniques are proposed that utilise multiple camera viewpoints
together in order to improve the segmentation over what is achievable when the
individual views are considered independently. The first method is similar to that
in [57] where reconstruction of the foreground object in 3D is performed, though
from the multiple camera views instead.
A second approach is also examined using the Kinect, where the depth infor-
mation from the second ‘view’ is used. The information from both cameras is
used in conjunction in order to improve both the overall segmentation, as well as
the quality of the depth detection.
4.14.1 Multi-view cameras
Given a 3D volumetric model of the foreground object, it can be projected back
into each of the 2D views in order to adjust the weights used for segmentation.
The simplest method of 3D volume reconstruction would be to extract the
visual hull from the silhouettes of multiple overlapping camera views. Only convex
surfaces can be reconstructed with this method, though that should not be a
problem as these surfaces cannot be seen from a binary silhouette anyway. A
quick voxelisation method is to iterate through every point in the voxel space,
projecting the point into each view. If the mask is true in the silhouette of every
view, the voxel is filled in, otherwise, it is left blank.
This method of reconstruction is very sensitive to errors in the silhouettes,
where a wrongly segmented hole in one of the silhouettes will cause a hole to
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form in the voxel model. The reverse is also true however, where erroneously
labelled foreground regions could be removed in the 3D model as the same error
is unlikely to occur in the multiple overlapping views. This can be used to the
advantage of the segmentation algorithm described here.
It is proposed that a two stage segmentation process be used. First, segmen-
tation is performed with lowered thresholds to ensure minimal false negatives.
This will cause an increase in false positives, but given sufficient differing views,
much of it can be removed in the intermediate step.
A voxel model is constructed, removing false positives that are not shared
between the views. This is then projected back into the individual views to be
added as weights for the final segmentation stage. Let this projected mask be M .
Morphological erosion or dilation with a kernel S is performed on it to determine
the regions in the foreground (Mf) and background (Mb) where the weights are
added,
Mf = M 	 S,
Mb = M ⊕ S.
(4.33)
This creates a buffer zone in order to tolerate potential errors in the mask. The
{u,s} and {u,t} weights of the MRF are modified as follows,
c′ut = cut + wfMf (u) ,
c′us = cus + wbMb (u) ,
(4.34)
where wf and wb are weight factors. A second round of segmentation is then
performed with these adjusted weights to achieve the final silhouettes.
In the experiment shown here, segmentation parameters for the first stage
is fixed in order to reduce the dimensionality of the search space. The graph
cut parameters, β and γ, are set to 0.5 and 0.2 respectively, so only a minimal
level of post processing is performed. A low threshold level of 0.05 is used,
with the shadow compensation values tied to the same ones used in the second
stage. A voxel resolution of approximately one voxel per cm3 is used in the model
reconstruction.
The results of the segmentation is shown in Table 4.20, with example silhou-
ettes in Figure 4.32. A reduction in pixel errors is seen when using the multi-view
technique, and interestingly, further improvement, however insignificant, is seen
when also applying edge subtraction.
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Multi-view Edge Subtraction β γ sstr sint T Error
0.05 0.75 0.8 0.8 0.12 49 703
X 0.05 0.5 0.6 0.6 0.11 50 273
X 0.02 0.5 0.8 0.6 0.11 44 333
X X 0.05 0.3 0.8 0.4 0.09 44 181
Table 4.20: Multi-view segmentation results.
Figure 4.32: Multi-view segmentation examples. (top to bottom) Normal, multi-
view, multi-view with edge subtraction.
While the change in error is somewhat substantial, very little difference can
be discerned from a visual inspection, similar to the situation experienced when
applying shadow compensation (Chapter 4.12.2). What can be seen though, is
the complete removal of the errors seen in the rear camera view due to movement
of the operators in the background. This region does not exist in any other view,
and therefore can not be reconstructed in 3D, allowing the weighting to suppress
it into the background. This has no affect on the results of the evaluation however,
as this region is masked out in the ground truth.
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farnear
(a) (b) (c) (d) (e)
Figure 4.33: Depth background subtraction. (a) Colour image, (b) corresponding
depth image, and (c) background depth image. Depth image segmentation via
(d) background subtraction, and (e) volume cropping.
4.14.2 Depth images
A similar concept weighting the background probabilities will be applied here to
the Kinect, using its multi-view and multi-modal information to achieve cleaner
silhouettes. The Kinect consists of two cameras, a colour camera and an infra-red
camera, as well as an infra-red projector. The two infra-red components acts as
a structured light scanner in order to determine depth.
Segmentation using depth can be a much simpler task than using colour im-
agery. As the foreground object generally causes a significant displacement in
the depth values, a simple background subtraction will result in a near perfect
segmentation, though subject to the quality of the depth reconstruction. If the
local geometry is known, segmentation can also be performed by simply removing
the pixels outside of a given view volume.
This is shown in Figure 4.33. The depth image is projected into world coordi-
nates using calibration information, and a virtual ‘corridor’ was created to along
the path of the subject. Any points that exist outside of this volume cropped,
leaving only the subject behind. The corresponding background subtraction re-
sults using the depth images is noisy due to missing regions in the depth image.
The depth image is subject to fairly significant amounts of noise, as well as
operating at a lower effective resolution. Colour segmentation on the other hand,
has been shown throughout this thesis to be potentially difficult under many
conditions. A simple demonstration on how the two can be combined will be
shown.
The two imaging domains complement each other quite well. Depth operates
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(a) (b) (c) (d) (e)
Figure 4.34: Background segmentation using depth information. (a) Colour im-
age, and (b) corresponding segmentation. (c) Segmented depth image, and its
(d) projection into the colour camera view. (e) Segmentation of the colour image
using depth information.
off surface geometry is are not affected by lighting (at least not in the visual
spectrum) and colour variations (such as camouflage), while the colour image
is of a higher effective resolution. An example segmentation case is shown in
Figure 4.34. Parts of the clothing is of a similar colour to the background, and
therefore difficult to segment accurately.
The depth segmentation is projected into the colour image in order to adjust
the weights for the segmentation in the colour image. The depth coordinates are
projected into world coordinates before projecting into the colour image based on
their respective cameras’ calibration, to ensure that the depth mask aligns. The
mask is eroded and dilated to mark the regions for weight adjustment, much like
in the multi-view case (Chapter 4.14.1). Segmentation is then performed using
the modified weights. As can be seen (Figure 4.34), an improved segmentation is
achieved.
The resulting silhouette is also much cleaner than the one achieved using
solely the depth image. As a result, the depth image can also be ‘improved’
using this segmentation. First, the region around the segmented depth image is
interpolated, as corresponding colour segmentation will not match up exactly, and
will likely exceed the boundary in many areas. The silhouette is then projected
into the depth viewpoint, and used to simply mask the interpolated image.
The final depth image, seen in Figure 4.35 is cleaner than the original, though
depth values that need to be interpolated may vary in accuracy. No tests have
been performed however, to determine if the visual improvement in the depth
image has any positive impact on real-world experiments using this data.
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farnear
(a) (b) (c) (d) (e)
Figure 4.35: Improved depth image using segmentation information. (a) Seg-
mented depth image, with (b) interpolated values. (c) Segmented silhouette from
RGB image with depth information, (d) projected into the depth view, which is
then used to mask the interpolated image creating an (e) improved depth image.
4.15 Summary
Graph cut-based segmentation was applied to background segmentation, and an
edge subtraction method developed to improve the quality of the extracted silhou-
ettes. A simple image normalisation and shadow detection system was applied
to handle the effects of variable camera gain and shadows.
These improvements were developed separately to the motion segmentation
system introduced earlier in the chapter, and an integration of the techniques
should be a priority for future research directions. A method for extracting a
background gradient image from a multi-modal background model will need to
be developed in order to implement the edge subtraction algorithm.
A multi-view segmentation system was also developed, as well as one to im-
prove segmentation from RGB-depth images.
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3D Facial Feature Extraction &
Registration
One way of performing pose estimation is by registering a set of observations to
a known template model, allowing the transfer of annotated markers from the
template to the aligned model. For full body human pose estimation, this can
be done using reconstructed 3D body models. Parts of the 3D model can be
matched to a template, and the corresponding part identified.
3D volumes can be acquired a number of ways, such as using active sensors
like the Microsoft Kinect [95], or with simple hull carving used previously in
Chapter 4.14.1. This chapter aims to develop a volumetric feature descriptor
and detector, as well as a registration algorithm to perform the matching. Initial
development will be performed using 3D face scans, due to easy accessibility to
high resolution data, before moving onto full body meshes.
5.1 Background
Generating automated feature extraction and subsequent correspondence algo-
rithms is fundamental to any computer vision system which requires any form of
normalised database construction or object reconstruction. In particular, algo-
rithms designed for real world implementations should be able to deal with two
fundamental problems which occur: pose variation and occlusions. These chal-
lenges are also amplified in a surveillance environment where it is desirable to
recognise faces in a more unconstrained environment [45,85]. Many applications
such as face recognition and medical imaging also encounter significant object
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deformation [89, 114, 141, 144]. A number of previous attempts have been made
in solving the automated feature extraction and correspondence problem.
One of the most recognised of all correspondence algorithms is the iterative
closest point (ICP) algorithm developed by Besl and McKay [9]. They describe
a general purpose method for the registration of 3D shapes, requiring only a pro-
cedure to find the closest point on an entity to a given point. Given a reasonable
initial alignment, the method converges monotonically to the nearest local mini-
mum. This method is susceptible to gross statistical outliers, occlusions and does
not necessarily guarantee convergence to a global minimum.
Chui and Rangarajan [32] formulated feature based non-rigid registration as
a non-rigid point matching problem, based on a framework that does not depend
on any particular form of spatial mapping. The authors incorporate thin plate
splines into a general point matching framework which results in a specific form of
robust non-rigid point matching which they refer to as TPS-RPM. The algorithm
utilised the soft-assign, deterministic annealing, the thin-plate spline of spatial
mapping and outlier rejection to solve for both the correspondence and mapping
parameters. Preliminary results were presented on cortical anatomical structures,
however, more extensive tests are required before the true utility of this approach
is understood in other computer vision applications.
Shelton [120] described a novel automatic technique for finding dense corre-
spondence between a pair of n-dimensional surfaces with arbitrary topologies. An
energy function is defined for all possible correspondence relations, based upon
similarity, structure and prior information. With some mathematical reduction it
can be shown that the resulting function can be solved using least squares. The
operation of this correspondence algorithm in situations where occlusion may be
present is still not clear.
Blanz and Vetter [14] establish dense point-to-point correspondences between
a face and a reference face based on optical flow. Using a heuristic weighted en-
ergy functional, the authors determine correspondences between scans of different
individuals. The correspondences are then improved via Laplacian pyramids and
the use of smoothing and interpolation algorithms at various levels of resolution.
The system still employed between six and eight manually defined feature points
and hence was not completely automatic.
Scho¨lkopf [117] explored whether it is possible to learn a combination of fea-
tures that for a set of aligned human heads, characterised the notion of correct
126
5.2 Volume descriptors
correspondence. This was done by expressing the aim of computing correspon-
dences as the determination of a deformation function which mapped each point
on the reference object to the target object. They determine the correct corre-
spondences by minimising an energy function composed of two terms, the first
which expresses a prior belief in a smooth deformation and the second term which
measures the local similarity of a warp invariant feature function extracted from
the reference and target objects. The technique was tested on a database of 10
heads and indicated that achieved results were comparable to those of manu-
ally determined landmarks. However, the algorithm does take up to one hour to
converge based on the features and number of scales employed.
From the literature it is clear that the ideal correspondence system would fulfil
all the requirements that would be encountered in real world scenarios. Namely,
the system would be fully automatic, have the ability to deal with outliers, oc-
clusion, pose variation and in some instances even handle moderate amounts of
deformation between the template and probe images. A system is presented in
this thesis which is capable of handling the aforementioned requirements, based
on a novel feature extraction system coupled with a reversible jump Markov chain
Monte Carlo (RJMCMC) registration of the features.
5.2 Volume descriptors
Feature extraction algorithms which rely on differential geometry generally re-
quire some form of smoothing to remove noisy components which are amplified
when derivatives are computed. This then leads to other questions such as the
type of smoothing to undertake and of course the magnitude of smoothing that
is required in the given conditions.
An alternative is to use integral descriptors. Manay [87] showed that integral
invariants have the desirable properties of their differential cousins, such as lo-
cality of computation (which allows matching under occlusions) and uniqueness
of representation (in the limit), however, they are not as sensitive to noise in the
data.
Gelfand et al . [51] further developed this work through the integral volume
descriptor. A sphere is convolved with a given object along its surface to deter-
mine a feature value at every point on the surface of the object. For a shape P
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Figure 5.1: Integral volume descriptor. The spherical integration kernel (red),
is moved along the object with the centre of the sphere lying on the surface of
the object. The descriptor value, Vr(p), is determined by the intersection volume
between the kernel and the object.
consisting of N points p1, . . . , pN , this is defined as follows,
Vr (p) =
∫
Br(p))∩S
dx. (5.1)
The integration kernel Br(p) is a sphere of radius r centred at the point p and S
is the interior of the surface represented by P . The quantity Vr(p) is the volume
of the intersection between the sphere Br(p) and the surface defined by the input
mesh. This is illustrated in Figure 5.1.
This quantity can be calculated efficiently by performing a multiplication of
the input shape occupancy voxel grid VP with the sphere grid VB in the Fourier
domain,
Vr(f) = VP (f)× VB(f). (5.2)
The value of the volume descriptor v at each vertex can then be calculated via
an inverse Fourier transform.
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nearfar 10 rarecommon
(a) (b) (c) (d)
Figure 5.2: Volume descriptor. The (a) original face, along with a shaded depth
map, and corresponding (b) volume descriptor values. These are used to calculate
the (c) rarity, which determine the (d) feature points. Corresponding shaded
representations are shown on the bottom row.
A point on the object surface is regarded as a feature point depending on its
‘uniqueness’ compared to other points on the surface. This is done by calculating
the histogram of the surface feature values and taking only the points present
in the lower occupancy bins. For the experiments here in this thesis, the lower
percentile of histogram bins is taken.
Figure 5.2 shows the results of this process. The face model in Figure 5.1
is convolved with the integration kernel to produce the volume descriptor map.
Each point on the face surface is then given is then given a rarity value based on
the descriptors. The rarer points are kept and become feature points.
These feature points form a compact representation of the shape which may
then be used for tasks such as registration, correspondence, and recognition. For
this to be performed consistently over a designated class of shapes, it is necessary
to be able to reliably extract the same feature points for a surface. This can be
done effectively by using scale-based volume descriptors.
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5.3 Scale-based volume descriptors
Face recognition literature is populated with a range of techniques which capture
holistic features, local features, or a fusion of these features in order to produce
the best possible recognition performance. This motivates the development of a
scale based volume descriptor for use in faces.
Building upon the volumetric feature descriptor described in Chapter 5.2, the
radii of the spherical kernel used is varied over a range of sizes. Specifically,
small scale features are persistent for small radii of the descriptor, and large scale
features are persistent for large radii. Empirical tests with faces has indicated
that the range of radii for feature extraction lies between rmin = 7 × ρ and
rmax = 46 × ρ where ρ is the voxel resolution of the face, which is equivalent to
1mm in the experiments presented here. For these experiments, ten equi-spaced
sphere radii in the range rmin and rmax.
This implementation of scale-space differs from that of [51] where they deem
a point as a ‘persistent’ feature if it is selected as a feature point over consecutive
scales. Their method did not lend well for this application, however, as the
feature points extracted failed to line up consistently with landmark locations.
Here, a different scale-space approach is developed, changing the classification of
‘persistent’ points, along with the addition of a clustering step. The approach
here was designed to maximise the consistency in locating facial feature points.
The first stage of the scale based algorithm, is an iterative process where each
sphere Bri(p) with radius rmin < ri < rmax is passed over the surface and the
captured feature points are used to cast votes in an M × N matrix Vf . The
matrix Vf is identical in size to the X, Y, Z data input matrices.
Once all the votes have been entered over the different scales, we define a
persistent feature as being those which exists over three or more scales at the
same location, and use this information to build a map Vfp of persistent features
as they exist across the face. By having the features exist over three scales we
are able to have both local and holistic features retained in the representation.
The resulting map Vfp is used to ‘activate’ points on the original surface.
These points are then clustered using Euclidean distances with a threshold of
10mm. This figure was derived via empirical tests performed on the face class.
The centroids of the resulting clusters form the scale-based volume descriptors
which accurately and consistently extract the landmarks of the human face.
Ten scales of radii were used in the experiments presented in this thesis.
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10
Figure 5.3: Volume descriptor feature values. Feature values extracted using
various scale sizes.
rarecommon
Figure 5.4: Rarity map. Rarity calculated from descriptor values in Figure 5.3.
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Figure 5.5: Feature points. Extracted feature points over various scales by thresh-
olding the rarity values in Figure 5.4.
Figures 5.3, 5.4, and 5.5 show the extracted feature values, rarity, and resulting
feature points respectively over the ten scales. This clearly shows the need for the
scale based extension. At the smaller scales, many features are detected though
larger structures, such as the nose, are missed. The larger kernel sizes are able
to detect the nose though little else. Combining the results of the various scales
enables the detection of different sized features.
By taking only the persistent features, a clean feature representation of the
face is able to be obtained. In these tests, features that are extracted over 3
or more scales are considered persistent. Figure 5.6 shows a cumulation of the
feature points at various scales and the extracted persistent feature points.
5.4 Hessian feature detector
As a way to compare our results, we implement a determinant of Hessian feature
detector [97].
The characteristic scale determinant of Hessian feature extractor operates as
follows. A scale-space is generated by convolving the depth image with Gaussian
kernels with varying scale parameter (σ),
I (x, σ) = I (x) ∗ g (x, σ) , (5.3)
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100 5
Figure 5.6: Extracted landmark points. (top) Scale-space feature points, which
are thresholded and clustered to generate the (centre) landmark points. For
comparison, (bottom) feature points generated using a Hessian feature detector.
where,
g (x, σ) =
1
σ22pi
exp
(−x>x
2σ2
)
. (5.4)
For each level in the scale-space, I (x, σ), the determinant of the scale normalised
determinant of Hessian matrix [8] is computed at each pixel as,
H (I (x, σ)) = σ2
∣∣∣∣∂2I (x)∂x∂x>
∣∣∣∣ = σ2
∣∣∣∣∣
[
∂2
∂x2
∂2
∂xy
∂2
∂xy
∂2
∂y2
]
I (x)
∣∣∣∣∣ . (5.5)
A set of multi-scale features are extracted by finding the maxima in H (I (x, σ))
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for each scale. The method of [79, 80] is used to graph the loci of features in
scale-space and to select the features that are characteristic scale features.
The random sample consensus (RANSAC) [43] algorithm is used as the base-
line correspondence implementation.
5.5 Results
This section will examine: the features that are typically extracted on faces;
the intra-facial variance that is obtained and how this compares with manual
landmarking; and finally the number of features that are extracted at each of
the different scales of the spheres that are run across the face. The scale based
volume descriptors were tested using the FRGC 1.0 [107] dataset. The 3D data
of the FRGC dataset contained 640× 480 images and our experiments used 943
images of over 300 different people.
Figure 5.6 presents an example of four faces from the FRGC database with
the resulting voting matrix and extracted features from the scale based volume
descriptors. The voting matrix is colour mapped according to the number of
votes received at each point, ranging from blue (zero votes) to red (10 votes).
In all of the cases, the nose-tip and eye corners accurately match up to 3 of the
extracted scale based volume descriptors, with the nostrils and lip corners showing
up fairly consistently. These points are crucial landmarks which are required for
face based applications. By extracting this number of points, combined with a
reasonable correspondence algorithm it is not hard to see how this would form
the basis of a registration/active shape model system. Given that this is the
intended use of this algorithm the next step is to investigate the reproducibility
of the landmark extraction by the volume descriptors.
Using a very simple set of heuristics, the nose-tip and inner eye corners were
identified. The nose is assumed to be the front-most point on the face, with the
eyes being the dominant (most populous cluster) point in each of the top two
quadrants of the face. This method was effective, with only a few cases where the
eyes were not correctly identified. In such instances, points on the eyebrows or the
outer eye corner were usually identified instead, though some cases did fail due
to excessive distortions caused by reflections of the scanning laser on the retina.
This could be overcome by applying further pre-processing to the data [46].
These three landmark points should maintain their relative positions given
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Figure 5.7: Aligned feature points. Different colours represent a different person.
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Figure 5.8: Histogram of intra-facial feature variance (volume descriptor).
changes in pose and expression, and can be used as an indicator of the algorithm’s
ability to repeatedly extract the same locations.
To align the three points across different instances, the mean of the points is
first subtracted, and the points are rotated into alignment through the use of a
singular value decomposition (SVD).
Given X1 and X2 are k×n matrices for k points in n dimensions, and XT1 X2 =
USV T such that USV T is the SVD of XT1 X2, X2 can be aligned to X1 by the
rotation matrix V UT, X ′1 = X1V U
T
Some examples of the alignment can be seen in Figure 5.7. The plots are
coloured such that points belonging to the same person have the same colour.
To quantify the accuracy of the alignment, the variance of each of the three
aligned marker locations within the same ID is calculated. Figure 5.8 presents
the histograms of these variance values for the eyes and nose where two or more
scans of the same person exists in the database.
The median intra-ID variance for the inner eye corners were 0.65 mm and
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Figure 5.9: Histogram of intra-facial feature variance (hessian).
Median variance (mm)
Volume Descriptor Hessian
Nose tip 0.5648 1.7965
Inner eye corner (left) 0.6460 2.9345
Inner eye corner (right) 0.8621 2.5776
Table 5.1: Median variance. Variance of the 3 major landmark points when
aligned over various instances of the same ID.
0.86 mm, and the nose tip variance were 0.56 mm (Table 5.1). This compares
favourably to manual selection of these points which has been shown in studies
to produce intra-ID variations of the order of 1–2 mm [132]. The histogram did
produce some outliers due to the incorrect identifications mentioned previously.
Having the ability to correctly identify 4 or more points consistently from the front
view of a face also means that accurate registration results can be obtained from
simple SVD calculations rather than performing the computationally intensive
ICP algorithm.
The Hessian feature detector was not able to reliably locate the inner eye
corners as a feature point, and when it does, the points are not very stable,
resulting in median intra-ID variance values of 2.93 mm, 2.58 mm and 1.80 mm
respectively. Instances where any of these three points were not detected were
removed, which resulted in the significantly lower population as recorded by the
histograms (Figure 5.9).
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5.6 Automatic correspondence
As outlined in Chapter 5.1, the development of a correspondence algorithm in the
computer vision field is a particularly complex and challenging task. Real world
situations will generally involve rigid/affine transformations as well as occlusions,
where some of the extracted feature points from the template will not be visible
in the model that is presented to the system. As such, the algorithms that are
developed need to be able to perform non-linear optimisations with the ability to
move across varying sizes of parameter spaces.
Green [53] generalised the Metropolis-Hastings (MH) [94] algorithm to include
the simulation of a vector of parameters whose dimension is not fixed, and his
algorithm is referred to as RJMCMC. The algorithm takes proposals from a set
of proposal distributions and the candidates are accepted randomly according to
the acceptance ratio α given by,
α = min (1, likelihood ratio× prior ratio× proposal ratio× Jacobian) . (5.6)
Green shows that α ensures reversibility when relative normalising constants
between the different subspaces are preserved. The following paragraphs derive
the posterior distribution from which samples will be drawn by the RJMCMC
algorithm and correct correspondence is ultimately estimated. It is assumed that
the number of correspondences g that exist between the template and the data
can vary and generate the joint distribution of the template feature vector and
number of correspondences.
The correspondences between the feature vector of the candidate c and the
feature vector of the template t may be represented statistically using Bayes’
Theorem as follows,
p(c|t) = p(t|c)p(c)
p(c)
, (5.7)
p(c,v,g|t) = p(t|v, g)p(v, g)
p(c)
, (5.8)
where v denotes the normalised volume descriptor values that are extracted from
the feature extraction stage detailed in the previous section.
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Hence, the final optimisation takes the form of,
max
c,g
{p(c,g|t)} ∝ max
v,g
{p(t|v, g)p(v, g)} . (5.9)
From here it is clear that we need to develop the forms of the likelihood ratio
p(t|v, g) and the prior ratio p(v, g), so that the form of the posterior may be
specified and sampled.
5.6.1 Likelihood derivation
We commence the derivation of an appropriate form for the likelihood by exam-
ining the error of the fit between a set of g feature points from the candidate c
and the template t. The goal of the correspondence is to find for each ci ∈ c a
set of corresponding points ti ∈ t and the standard measure for performing this
task between two point sets with known correspondences is the coordinate root
mean squared error, e2cRMS(c, t),
e2cRMS(c, t) = min
R,t
{
1
n
g∑
i=1
‖Rci + tt− ti‖2
}
. (5.10)
where, R is the rotation matrix and tt is the translation matrix. Given that
we are interested in searching primarily for correspondences, and not the rigid
transformation between the points it would be helpful in this instance to be
able to reformulate this problem so as to avoid the estimation of the rotation and
translation parameters. One way to do this is to calculate the distance root mean
squared error, or dRMS, which is computed by comparing all internal pairwise
distances of the two point sets and is defined as,
dRMS2(C, T ) =
1
g2
n∑
i=1
n∑
j=1
(‖ ci − cj ‖ − ‖ ti − tj ‖)2 . (5.11)
From (5.11), under the assumption that the quantity dRMS is white Gaussian
distributed dRMS ∼ N(0, v2), we can establish the likelihood as having the
following form,
p(t, v2|c, g) =
(
1
2piv2
) g
2
exp
[
1
2v2g2
n∑
i=1
n∑
j=1
(‖ ci − cj ‖ − ‖ ti − tj ‖)2
]
. (5.12)
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The variance term v2 is a nuisance variable and should be removed. This
can be achieved by assigning v2 the conjugate inverse Gaussian distribution and
integrating the term out of (5.12). Before doing this v2 is reparametrised such
that,
φ =
1
v2
∼ G(α, β), (5.13)
where G is the gamma distribution. The likelihood is then found to have the
form,
l(t|c, g) ∝
{
1
2
n∑
i=1
n∑
j=1
(‖ ci − cj ‖ − ‖ ti − tj ‖)2 + β
} g
2
−α
. (5.14)
5.6.2 Prior derivation
The derivation of the prior distribution p(v, g) is the next step in the formulation
of the full posterior for the correspondence fitting process. The first step in the
derivation is a standard Bayesian separation of the variables,
p(v, g) = p(v|g)p(g). (5.15)
The first prior which needs to be calculated is p(v|g). By examining the error
equation κ =
∑g
i=1(Vpi − VEi) between the volume descriptors associated with
the proposed set of correspondences and the volume descriptors of the original
feature locations, and under the assumption that κ ∼ N(0, var(κ)) the following
form can be established for the prior,
p(κ, ν2|g) =
(
1
2piν2
)m/2
exp
([−1
2ν2
κ
])
. (5.16)
The prior p(g) represents the number of correspondences which exist between
the template and the candidate set of points and in this case, it was chosen to
describe the variable by using a Poisson distribution as follows,
p(g) =
λg
g!
exp (−λ) . (5.17)
Although λ is a hyper parameter, no appropriate conjugate priors such as
the gamma distribution have been assigned as the resulting expression would
involve an additional MH sampling for the generation of the parameters from
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the posterior. Empirical tests were conducted with the datasets presented in the
results section to set the hyper-parameter to an appropriate value.
5.6.3 RJMCMC sampling
Bayesian inference on the parameter of interest, in this case g, can be made based
upon the joint posterior distribution p(v, g|t) which was derived in Chapter 5.6.
In theory, once this joint posterior is obtained one can employ marginalisation
and transformation techniques in order to estimate all the posterior features.
Practically, this is very difficult, as firstly the derivation of these quantities gen-
erally involves the evaluation of high dimensional integrals of a non-linear function
which is impossible to do analytically. Secondly, in correspondence scenarios it is
generally unknown which features, let alone how many features correspond to one
another. Hence, standard techniques such as Metropolis-Hastings cannot be used
and it is required to employ RJMCMC to generate samples from the posterior
distribution.
The set of possible transitions which can be made in this problem is as follows:
• A birth step - insert a new correspondence;
• A death step - delete a correspondence;
• A move step - switch hypothesised correspondences.
An independent random choice between attempting any one of the three in-
dependent step types is denoted with bg for the birth step (g → g+ 1); dg for the
death step (g → g − 1), and mg for the move step. Naturally, since bg, dg and
mg represent probabilities then bg + dg + mg = 1. We begin by defining these
quantities for the boundary conditions. Namely, for a correspondence to exist
between two objects it is reasonable to expect that at least two points on the
template can be found on the candidate, thus for the case where g = 2, d2 = 0
and where the maximum number of correspondences between the objects has
been found g = gmax then bgmax = 0. In all other cases we adopt Green’s [53] sug-
gestion of assigning the birth and death probabilities in a manner which ensure
that bgp(g) = d(g + 1)p(g + 1) is satisfied. This corresponds to the simple MH
algorithm that draws samples for the number of steps alone. The resulting birth
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and death probabilities may then be determined to have the form,
bg = cmin
[
1,
p(g + 1)
p(g)
]
(5.18)
dg = cmin
[
1,
p(g)
p(g + 1)
]
, (5.19)
where c is a constant subject to the constraint that bg + dg ≤ 0.66 to ensure that
adequate mixing of all possible move types occurs. For each of the three transition
types we must then calculate the acceptance ratio (5.6). The derivation of the
birth and death acceptance probability may be done in a similar manner. The
following will outline only the derivation of the birth acceptance probability.
The first step is to derive the likelihood ratio which can be easily shown to
be,
likelihood ratio ∝
{
1
2g+2
∑g+1
i=1
∑g+1
j=1(‖ ci − cj ‖ − ‖ ti − tj ‖)2 + β
} g+1
2
−α
{
1
2g
∑g
i=1
∑g
j=1(‖ ci − cj ‖ − ‖ ti − tj ‖)2 + β
} g
2
−α .
(5.20)
In a similar manner the prior ratio has the form,
prior ratio ∝
λg+1
(g+1)!
exp−λ
λg
g!
exp−λ
, (5.21)
∝ λ
g + 1
, (5.22)
and using [53] the proposal ratio can be shown to have the form,
proposal ratio ∝ dg+1gmax
bg(g + 1)
. (5.23)
The Jacobian in this case is equal to unity [53]. Hence, the acceptance prob-
ability α is now completely determined and may be evaluated using the product
of the likelihood ratio, the prior ratio and the proposal ratio.
Determining the acceptance probability for the move set is quite simple as
the number of correspondences does not vary, the prior probability does not
change between the steps and proposals are made from the same distribution.
The acceptance probability then takes the form, α = min(1, likelihood ratio).
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Figure 5.10: Synthetic RJMCMC convergence.
5.7 Results
A synthetic set M of normally distributed data points (µ = 0, σ = 5) were
generated in 3D space. The correspondence system then attempted to find the
correct set of correspondences to the set N , a rotated and translated subset of
M with Gaussian noise added. The correspondences vector c was initialised with
two randomly chosen correspondences.
Figure 5.10 illustrates the convergence of the proposed correspondence algo-
rithm under different levels of noise corruption. Given that the system utilises
intrinsic features of the surface there is no need to display graphs of the conver-
gence of the algorithm in different poses.
Given that the system gradually builds correspondences based on the statisti-
cal convergence of the intrinsic geometric features that are input, the system also
works in occluded scenes where N is a subset of M. The algorithm was able to
converge 100% of the time for levels of occlusion in this synthetic data ranging
from 0 – 80%.
This capability is important in real world applications as often only a portion
of the face is visible and hence systems that require the full correspondence set
to be visible will not work. Hence, given these results it is clear that a corre-
spondence system for 3D data points has been developed which can handle noise,
is robust to occlusions and is also pose invariant. Features which are highly
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Session ID A (%) B(%) Session ID A (%) B (%)
02463d452 100 100 02463d560 100 100
02463d454 100 100 02463d562 100 100
02463d456 100 100 02463d652 100 100
02463d458 100 100 02463d654 100 100
02463d460 100 100 02463d656 100 100
02463d462 100 100 02463d658 100 100
02463d464 100 100 02463d660 100 100
02463d466 100 100 02463d662 80 100
02463d546 100 100 02463d664 100 100
02463d548 100 100 02463d666 100 100
02463d550 92 100 02463d668 96 100
02463d552 100 100 02463d670 100 100
02463d554 96 94 02463d672 100 100
02463d556 100 100 02463d674 100 100
02463d558 100 100
Table 5.2: Intra-ID convergence. (A) RJMCMC. (B) RANSAC.
desirable in any real world computer vision system.
5.7.1 Matching real faces
The system was then applied in the matching of faces using the 3D range im-
ages in the FRGC dataset. Faces were chosen as they pose a somewhat more
difficult problem than the matching of rigid objects as there is often small scale
deformations which must be taken into account with expression changes that may
occur from the template face to the probe face. The first experiment run was the
matching of a face to different instances of itself captured at different times. The
aim of this experiment was two-fold, firstly to examine whether corresponding
volume descriptors could be captured and secondly to determine whether varia-
tions in fiducial points brought about by expression changes would be sufficient
to prevent convergence from taking place.
The convergence of the algorithm was tested on 29 different instances with
50 simulation runs of 100,000 iterations on the faces of the same person taken
at different times within the FRGC 2.0 dataset and the results are presented in
Table 5.2.
An example of the extracted and correctly identified correspondences between
two instances of the same face are shown in Figure 5.11.
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Figure 5.11: Example correspondence. Same coloured points indicate correspond-
ing points. Smaller black dots are points that lack corresponding points, or those
that were not matched by the algorithm.
From Table 5.2 it is obvious that the algorithm has an extremely high conver-
gence rate in accurately detecting corresponding features across the same face.
At this point it is worthwhile noting that in some cases the number of feature
points that were presented to the algorithm could vary by up to 25% depending
on the pose of the face and the type of expression that was present between one
instance and the next. Given the symmetry that is present in faces there was also
a 180 degree flip which was present in some of the correspondences and this is
easily rectified in the post processing step by calculating the MSE of the final fit
when all data points are considered. The system took approximately 90 seconds
to complete 100,000 iterations in a non-optimised MATLAB environment and
complete the correspondence optimisation.
Using scale-invariant feature transform (SIFT) and RANSAC was able to
perform even better, establishing a correct set of correspondences for almost
every trial.
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Session ID A (%) B(%) Session ID A (%) B (%)
02463d452 100 100 04237d139 100 94
04200d74 96 0 04239d302 96 100
04201d302 100 66 04243d330 92 100
04202d344 96 50 04252d169 92 100
04203d340 96 0 04256d311 88 100
04211d337 100 100 04257d128 88 100
04212d346 100 98 04261d255 100 100
04213d241 100 80 04265d211 100 0
04214d155 92 100 04267d141 100 80
04219d341 100 96 04273d246 88 88
04221d343 92 0 04274d164 100 100
04222d345 88 100 04279d235 100 100
04225d207 100 100 04282d89 88 6
04226d329 92 0 04284d53 100 100
04228d333 80 98 04286d184 100 100
04229d350 96 94 04287d45 100 100
04233d308 100 100 04288d180 96 100
04236d154 96 100 04297d208 100 18
Table 5.3: Inter-ID convergence. (A) RJMCMC. (B) RANSAC.
5.7.2 Matching across different faces
Given the results achieved for matching across the same face taken at different
points in time, the algorithm was then tested for correspondence matching per-
formance across different faces. In this case 36 different IDs were taken from the
FRGC database and the system attempted to automatically find correspondences
across the faces. These results are documented in Table 5.3.
This set of IDs was randomly selected from the complete FRGC dataset.
The results indicate that correspondence can be consistently established across
different faces. The rate of convergence in this dataset is not as high as that
of the previous section where the same id was being matched and this can be
attributed to the larger scale of variation in shape, pose, expression and even the
set of features that are extracted which can be expected when you are dealing
with different people.
For comparison, the RANSAC implementation completely fails to converge
on a correct correspondence on certain faces. This can be attributed to the
Hessian’s lower performance in extracting the same features, particularly those
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Figure 5.12: 3D model reconstruction. (left) Visual hull. (right) Dense recon-
struction using [48].
across different people.
A possible solution to further improve these results would be to introduce
more prior information about the face shape class, in particular provide some
form of elastic deformation component to account for known variations between
people within a database. Nonetheless, there is sufficient evidence to illustrate
that the algorithm has the ability to operate in a range of other correspondence
scenarios where a class of objects needs to be registered i.e. cars or human skeletal
models.
5.8 Full-body feature extraction
The scale-space volumetric feature detector was applied to full-body models. To
start, full 3D volumes need to be obtained from the datasets available (MoBo [54]
and IXMAS [140]). Two methods were tried to reconstruct models; first was to
simply use the visual hull generated from the views’ silhouettes (Chapter 4.14.1),
the other was to apply a dense reconstruction method, such as [48]. Example
results of the reconstruction is seen in Figure 5.12.
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Figure 5.13: Volume descriptors on full-body models.
The visual hull is very coarse, but provides a distinguishable model. The
dense reconstruction on the other hand, appears to generate more detail in some
areas, but is largely incomplete given the dataset used. As a result, the visual
hull approach will be used. Figure 5.13 shows the results of the feature detector.
At the available model resolution and quality, the detected feature points
do not correspond to major landmark points on the body, except for the toes,
and occasionally, the hand. Moreover, the detected points are not repeatable
consistently across different people and poses.
As a result a higher resolution dataset, or a 3D reconstruction algorithm that
can produce higher quality models needs to be obtained before the developed
feature extraction and correspondence algorithm can be applied to full-body pose
estimation.
5.9 Summary
A volumetric feature descriptor for 3D binary volumes was developed. This de-
scriptor operates over a variety of scales in order to detect features of differing
sizes. This feature was applied to 3D face scans, which was found to be able to
extract key landmark points with an accuracy comparable to manual selection. A
correspondence algorithm using RJMCMC was also developed in order to match
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different instances of faces using these extracted features.
However, when the feature descriptor was applied to full-body models of hu-
mans, reliable feature points were not able to be extracted. This is due to a
limitation in the quality of the datasets used. The technique is appropriate for
high resolution 3D face scans, and may be also for full body captures of an accept-
able resolution. However, it is not appropriate for noisy, low resolution estimates
that are typical when reconstructed from video at a distance. As a result, other
techniques will be investigated for pose estimation.
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5-Point Skeleton Pose Estimation
As detailed previously in Chapters 1 and 2, human pose estimation has numerous
applications in the area of human-based recognition algorithms. The next two
chapters will discuss methods in which improvements can be made to existing
pose estimation algorithms in order to provide more accurate estimations under
challenging situations.
To start off, a simple five-point body model is used, one which is sometimes
also known as ‘star’ skeletonisation, so called due to the star-like stick figure
shape of the final model when the detected points are joined to the centroid.
6.1 Five point body pose estimator
The ‘star’ skeletonisation algorithm proposed by Fujiyoshi and Lipton [47] was
used as the basis for the pose estimation described here. This method involves
tracing the boundary of a silhouette and calculating the distance to the centroid of
the shape. Extremities are found by finding the maxima of these distance values.
Tracking the five most extreme points results in a ‘star-like’ representation of the
human body when joined to the centroid, as can be seen in Figure 6.1. Under
various conditions, these points corresponds to the head, hands, and feet.
Modifications to this algorithm have been proposed by Peursum et al . [105]
and Yu et al . [147]. Yu moves the ‘centre’ point from which the silhouette contour
distance is calculated from the centroid to the head. Peursum also moves this
centre point towards the head, though only two thirds of the distance from the
centroid. These changes correct a problem faced with the original algorithm in
which the hands can be incorrectly detected (Figure 6.2).
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Figure 6.1: ‘Star’ skeletonisation (left) Silhouette with detected extremities form-
ing a star pattern. (right) Distance of the silhouette boundary to centroid, with
detected extremities marked with crosses.
6.1.1 Boundary extraction and smoothing
First, the boundary of the silhouette is extracted by tracing its external contour.
This boundary needs to be smoothed to remove noise, as well as any superfluous
peaks that are generated when the distance to the centroid is calculated. This is
done through the use of Fourier descriptors.
The boundary’s 2D coordinates, b [n], are represented as complex numbers.
The Fourier descriptors, B [k], of the boundary is simply the discrete Fourier
transform of b [n]. To filter the signal, the higher frequency descriptor components
are set to zero, and an inverse DFT is applied to produce the filtered boundary,
b′ [n]. This can be expressed as,
B [k] =
N−1∑
n=0
b [n] e−j2pink/N for k = 0, . . . , N − 1 (6.1)
b′ [n] =
1
N
L/2∑
k=−L/2
B [k] ej2pink/N for n = 0, . . . , N − 1, (6.2)
where N is the number of samples in the boundary, and L is the number of
components kept.
The results of the smoothing can be seen in the example shown in Figure 6.3.
Small scale features resulting in ripples have been removed, with the overall shape
largely intact. For this particular example, 150 of the lowest frequency compo-
nents in its Fourier descriptor were retained (L = 150), out of the 1783 pixel
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Figure 6.2: Five-point modification (left) Silhouette with detected extremities
using original algorithm, as well as the hands using the modified algorithm in
cyan. Distance of the silhouette boundary to the centroid (top) as well as the one
to the shifted point (bottom), with detected points marked with crosses.
Figure 6.3: Boundary smoothing. (left) Original boundary with distance and
(right) smoothed boundary (N = 1783, L = 150).
samples in the boundary (N = 1783). Typically, keeping 10% of the frequency
components is sufficient to retain the overall shape of the original silhouette to a
high degree of detail, with fewer components kept if further smoothing is required.
The distance, d1 [n], of the smoothed boundary to the silhouette centroid, c,
is calculated,
d1 [n] = |b′ [n]− c| . (6.3)
From this distance signal, local maxima are found to act as candidate points from
which five will be selected to represent the pose. In most cases, more than five
peaks will be found, and therefore a metric is needed to quantify the importance
of each peak, in order to aid the selection process.
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Figure 6.4: Peak prominence. Local maxima and minima are labelled A, . . . , I
and a, . . . , i respectively. Each peak’s prominence, and the corresponding valley
used to calculate it are marked by the dashed lines.
6.1.2 Prominence
The detected peaks are ranked by their ‘prominence’, which is a measure of how
dominant a peak is. It is used here to refer to the height of a peak to the higher
of the two lowest common valley shared by its neighbouring greater peaks. Find
the two lowest points between the peak and the next higher (or equal) peak to
either side of it. The difference in height of the higher valley to the peak. The
prominence of the tallest peak would be the difference in the highest and lowest
points as there are no higher point in the boundary.
An explanation can be seen in Figure 6.4. D is the highest peak, and therefore
its prominence is the difference in height between the highest (D) and lowest (c)
points. A is the next highest peak, and therefore has D as the higher neighbouring
peak to either side (remembering the circular nature of the boundary distance).
c is the lowest point to the right and g is the lowest point to the left; g is higher
so is used to calculate A’s prominence. This way, A is assigned a much greater
importance than say E, despite being lower.
6.1.3 Labelling
While Fujiyoshi and Lipton [47] used the centroid to determine the peaks and
Peursum et al . [105] used a shifted point, here, a hybrid approach is used. The
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centroid closely estimates the pelvic area for most upright poses, and therefore
makes more sense to be used to detect the limbs attached to it, i.e. the legs. On
the other hand, the two thirds shifted point provides a reasonable approximation
of the shoulder/neck region, and should provide better detection of the arms, as
well as the head.
First, the centroid, c1, is found and the distance of it to the boundary is cal-
culated and smoothed (d1). Maxima in this signal are then found. The subject
is assumed to be upright, and therefore the temporary head point is simply as-
sumed to be the uppermost extremity. With this, the secondary ‘centroid’ point,
c2, is obtained by selecting the point two thirds of the distance towards the head
from c1. A second set of maximal points are found from the boundary distances
obtained from c2.
The points in the model are labelled given the following set of heuristics. As
each point is labelled, corresponding points from each set are removed from the
set.
1. The head is extracted from the topmost point in the second set.
2. The feet are labelled as the two lowest extremities that exist in the lower
third of the silhouette.
3. The hands are taken as the two most prominent points remaining from the
second set. If less than two points exist in the second set, the search is
extended to the first set.
This algorithm is robust given the constraints; the subject needs to be upright
(or in a known orientation), and the limbs must not be occluded in the silhouette.
6.2 Multi-view
Given calibrated cameras, one is able to map a point in 3D space to a coordinate
in the camera view. To do the reverse, at least two different views are need. A
point in a 2D view projects into a line in 3D space. Two corresponding points
in two different views will produce two intersecting (assuming perfect accuracy)
lines, where the intersection is the points’ location in 3D.
For every point of a given ‘type’ (head, hand, foot) we triangulate with ev-
ery point of the same type in another view, calculating the point where the two
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projected lines are closest and working out the separation. We then find corre-
spondences between points in different views. This is done by isolating pairs of
points with the smallest distance between them at their closest approach. This
way, we are able to discount false detections in the 2D stage. It also allows us
to use multiple points, e.g . having say 4 candidate ‘hand’ points being extracted
from 2D to hopefully include correct points that may otherwise be missed. This
however, allows for the chance where two unrelated points happen to provide a
good correspondence.
This process is applied to every possible combination of two camera views,
resulting in numerous detected points in space for each body part. Points are
grouped by joining with its nearest neighbouring point and the average of the
closest two points become the candidate point for that group. The candidate
points with the smallest separations are then labelled as the final 3D points.
This 3D process is also applied again with the distinction between the different
hands and feet, giving a second set of ‘final’ points. This is combined with the
first set to produce a more robust result.
6.2.1 Results
The alba1 sequence of the IXMAS dataset [140] was used for the experiments
here. The dataset is a multi-view action recognition dataset. It consists of five
overlapping camera views of a subject performing various actions. The silhouettes
used are generated using the multi-view segmentation technique developed in
Chapter 4.14.1, as they are of better quality than those provided with the dataset.
Examples estimation of various poses can be seen Figure 6.5. It can be seen
that under good conditions, where the assumptions of the algorithm are met,
the algorithm is able to fairly accurately detect the head, hands, and feet. The
detection of the feet though, does vary between the toe and and heel, depending
on the pose.
However, when the conditions of the algorithm are broken, the labels are
misplaced. Examples can be seen in Figure 6.6, where the extremities do not
correspond to the hands and feet, and where the highest point is not the head.
Even some slight occlusions of the limbs can occur during actions and the label
can ‘jitter’ for a frame or two where the shoulder, hip, or elbow are labelled
instead.
To help overcome some of these problems, some form of smoothing could be
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Figure 6.5: Examples under various poses. (top to bottom) Alba1, frames 0, 120,
600, 890.
Figure 6.6: Failure examples. (top to bottom) Alba1, frames 180, 310, 680. De-
tection fails when assumptions are broken.
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applied, where the small fluctuations can be removed. Alternatively, tracking
can be introduced, which allows the addition of constraints of possible maxima
candidates based on the locations of previous detections. It is proposed that
tracking be implemented through the use of particle filters.
6.3 Tracking
6.3.1 Particle filter
Particle filters [116] are a sequential Monte Carlo method based on ‘particle’
representation of probability densities. Each particle is a discrete sample in the
probability space, with the full set of particles approximating the distribution.
Increasing the number of particles improves the approximation. For the purposes
of tracking, each particle holds a probable state of the object being tracked.
The particles are weighted (importance weight) by drawing from the distri-
bution. This probability value is the likelihood of the particle state matching
that of the observations. This likelihood measure is evaluated from an objective
function which is created for the given application. This collection of particles
forms a multi-modal hypothesis of the tracked object’s location.
For each time instance, this process is repeated, but with a new particle set
drawn from the old set in a process called importance resampling. The new par-
ticle populated is ‘resampled’ from the previous by randomly sampling based on
the importance weight. Higher weighted particles are more likely to be resampled,
potentially multiple times.
Noise is then added to each particle, stochastically sampling the new proba-
bility distribution at the next time instance. A 1D visual representation of this
process can be found in Figure 6.7.
6.3.2 Implementation
The five-point pose estimation algorithm presented earlier does not lend itself to
be directly integrated into the stochastic sampling framework of a particle filter.
As a result, there needs to be modifications, though the underlying principals
remain the same.
The simplest approach would simply be to take the detected points of the
algorithm and assign weights to the regions around them. This, however, brings
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Figure 6.7: The particle filter. Initial particle population samples the probabil-
ity space to acquire weights. Particles are re-sampled based on their weights,
with the new particles then randomly redistributed for the next iteration. Image
reproduced based off [136].
forth little benefit of the particle filter, and is still limited to the accuracy of the
heuristics used to select the points. Instead, weights will be applied based on the
detected peaks, and scaled based on the possible labelling of the points.
The state of the particles used are simply the 3D coordinates of the five
tracked points. Individual filters are used for each point, resulting in a particle
dimension of 3, instead of the 15 should a single particle filter be used. Smaller
dimensions require less particles to adequately cover the search space, and are
therefore faster. This is possible here as the points are largely independent from
each other in the simple model used.
Particles are sampled by projecting the particle state into each viewpoint and
combining the results of the objective function from each of the views.
The objective function for the sampling is determined by the peaks’ associated
weight, scaled by the particle’s distance to the peaks. The highest probability
from a peak is taken. Scaling is performed using a Gaussian.
The weights for each peak are assigned different values depending if sampling
for head, hands, or feet particles. The weights are determined using heuristics
based on the ones used earlier. First, the boundary maxima that is closest to the
estimated head position is designated the head ‘peak’. When sampling for the
head, this point is given full weight, while all other peak points are scaled given
proximity and prominence; lower prominence and further distance to the head
peak is given a lower weight.
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For sampling the four other filters, the head peak is given a weight of 0. For all
other peaks, the weight is determined by their distance to the centroid/shoulder
point and scaled by their prominence. For foot particles, larger centroid distances
results in higher weights, while for the hands, a ‘medium’ distance is preferred,
with priority given to the peaks from the shoulder distance over the centroid.
A constraint was also added to pairs (hands, feet), so that particles cannot
be distributed to a location that is closer to the centre of the other pair than its
own. This prevents a potential merging of the two particle populations as the
same objective function and weight profile is used for both.
6.4 Results
The new particle filter implementation of the five-point algorithm is tested using
the same IXMAS dataset. The initial pose of the tracker needs to be provided,
which is obtained using the tracker-less five-point detector.
Figure 6.8 shows a comparison of the new algorithm against the original with-
out any tracking applied during the walk action. This particular action sequence
poses some issues for the base implementation as the limbs constantly slip in and
out of occlusion in the differing views, which results in incorrect detection in some
views every few frames, impacting in the final triangulated result.
However, while frequent, the errors are usually only transient, allowing the
particle filter implementation to maintain an accurate track. Since the algorithm
no longer relies on a strict heuristic, and the weights at the desired locations are
still relatively high (detected peaks in most views), good localisation accuracy
can be achieved.
This ability, though, also allows the system to track incorrect points instead.
For example, should a few successive frames of poor five-point detection due to a
difficult configuration of the body structure, the tracker can deviate and end up
tracking a suboptimal point, even if the true locations is detectable with the five-
point algorithm. This can be seen in the 5th example frame in Figure 6.8, where
the particle filter system has incorrectly tracked the hands, while the original
algorithm is able to correctly extract their location. The system is however, able
to eventually recover.
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Figure 6.8: Five-point pose tracking via particle filter. Frames from the walk
action from two separate views, comparing the results of the (left) proposed five-
point algorithm, and the (right) proposed particle filter implementation.
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6.5 Summary
The proposed five-point algorithms builds upon existing implementations, as well
as extending it to incorporate the use of particle filters. It is both algorithmi-
cally simple, and computationally inexpensive, yet performs well when operating
within the constraints of its limitations.
However, the simple representation of a person’s pose limits the algorithm’s
use in various applications. That is not to say that there aren’t any; action recog-
nition [105, 147] have been successfully performed (given limited number of ac-
tions), as well as classification of more complex pose configurations (posture) [74]
from the relatively simple five-point pose representation. These algorithms how-
ever, can benefit from having a higher fidelity pose estimation system.
As a result, a full-body pose estimation system will be explored.
160
Chapter 7
Full Body Human Pose
Estimation
In this chapter, a model-based approach to pose estimation will be implemented.
A full-body representation of the human body is matched to observations via
search algorithms in order to determine the pose.
A significant problem with this approach is the high degree of freedom (DOF)
required to adequately model the human body. Typically, a minimum of 25 DOF
are required, depending on modelling quality, and can rapidly grow depending on
the level of detail required. A 28 DOF model is used in the experiments in this
chapter.
A high parameter model results in an extremely large search space, with an
exponentially growing number of particles required for a particle filter to ade-
quately track the system.
This is contrasted with the five-point model used in Chapter 6, which has a
total DOF of 15, split between five independent particle filters with 3 dimensions
each. By using a full-body model, the model parameters are interdependent and
can not be split in this way, requiring a particle dimension to match the model
parameter size.
To help resolve this issue, Deutscher et al . [37,38] developed the annealed par-
ticle filter for use in human pose estimation. His system will form the foundation
of the pose estimation algorithm developed in this chapter.
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7.1 Annealed particle filter
The annealed particle filter (APF) is an extension of the particle filter in which the
principles of simulated annealing [75] have been introduced into its optimisation
framework. It was developed in response to the exponentially increasing number
of particles required to model higher dimensional spaces.
The APF adds multiple stochastic sampling stages into each step of the par-
ticle filter. Each annealing stage is effectively the same as a single step in the
standard particle filter algorithm, except that the sampling distribution is altered
between each stage, and, in the context of pose estimation, the same frame is kept
throughout an entire annealing run.
The sampling distribution between each successive annealing stage is reduced,
comparable to the cooling process in metallurgy from where it derived its name.
As the particles ‘cool’, their range of motion is reduced, progressively producing
a finer optimisation. Figure 7.1
This iterative behaviour causes the annealed particle filter to perform more
of a search algorithm than one for tracking. With each successive stage, particles
migrate towards the maxima. While this allows the true peak to be more closely
approximated, it narrows the final distribution coverage, potentially weakening
its ability to maintain multiple pose hypotheses. However, the superior search
more than compensates for this, by simply starting with a large initial search
range for each frame.
For the implementation in pose estimation, each particle represents a hypoth-
esis of a model state x, and is weighted based on how well the model matches the
observations. x is a vector of parameters for the model, which typically is the
kinematic state of the body model used. By running the APF, the particles will
converge towards the optimal match between the model and the input, estimating
the pose of the subject.
7.1.1 Silhouette and edge sampling
To obtain the weights for each particle state, an objective function is created
which compares a body model with observations, typically extracted silhouettes
and/or edge images.
The body model is a volumetric 3D model of the human body. Complexity
ranges from simple geometric shapes, to dense full-body meshes. The model is
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Figure 7.1: The annealed particle filter. Using the particle filter example in
Figure 6.7, 3 stages of annealing has been added to the first iteration. Each stage
of the annealing reduces the variance of the particle redistribution, allowing the
particles to converge towards local maxima.
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arranged according to its underlying kinematics, which is projected into each
available camera view to be compared.
In [37], the body is represented as a set of conic sections, with elliptical cross-
sections. The model and the feature images are compared via a collection of
sample points, derived from the model itself. Silhouette sample points are pop-
ulated from within the conical section, while edge sample points are taken along
the projected edge. The sample points ‘sample’ the corresponding pixel in each
view to derive values for the objective function.
The objective function with N sample points is given by,
f (x) = exp
(
− 1
N
N∑
i=1
(1− I (ui (x)))2
)
, (7.1)
where ui (x) is the pixel location in the feature image, I, of the ith sample point
given by model x. I is simply the binary silhouette mask when sampling silhou-
ettes, while a blurred thresholded gradient map is used when sampling edges. If
both silhouettes and edges are used, the output weight is the product of the two
weights.
When matching edges, Gavrila and Davis [50] use chamfer images, which is
a distance transform applied to an edge mask. These kind of feature images are
used such that edges in the model and image do not need to be perfectly aligned
to generate reasonable weights.
7.2 Label propagation
The system used by Deutscher et al . [37, 38] succeeds through its robust search
algorithm. It lacks a model of motion dynamics, resulting in a much simpler
implementation due to the lack of need in gathering the training data to build
such a model. However, it is slower than others that do incorporate motion
models as it guides model parameters, placing limits to the search space.
A model-less motion estimation system is proposed here to be implemented
within an APF framework, or any other search-based pose estimation system that
uses silhouettes as a feature. Motion between frames is estimated using optical
flow, which allows optimisations to the objective function.
It is possible that the estimated flow vectors can be used to project the nodes
in the model into the next frame. By solving the inverse kinematics, it is possible
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(a) (b) (c)
(d) (e) (f)
Figure 7.2: Label propagation. (a) Silhouette of the current frame and the (b)
matching labelled model, which is used to (c) label the silhouette. Calculated
flow vectors are used to propagate this labelled silhouette into (e) the next frame,
which is used to label the (d) corresponding silhouette for that frame, producing
(f ) the labelled silhouette which can be used in the matching process with the
labelled model. The black pixels are regions that did not receive a label due to
the coarseness of the optical flow.
to help initialise the search using the projected model. However, this will not be
considered here.
Instead, pose labels are to be projected between frames using the flow infor-
mation. Unique labels are assigned to individual segments in the body model.
This will allow pixels in the silhouette to be imprinted with these labels. Optical
flow is used to compute the movement between successive frames. The resulting
flow vectors can then be used to propagate the silhouette labels, assisting in the
matching process in the next frame.
For this to work effectively, proper occlusion modelling needs to be imple-
mented; occluded body parts should not insert its label into the silhouette. To
achieve this, it is proposed that artificial silhouettes based on each model state
be synthesised using a 3D rendering framework. The resulting silhouettes are
matched to the observed silhouette to compute the particle weights.
The optical flow algorithm used in the implementations is that by Black et
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(a) (b) (c)
Figure 7.3: Synthesised silhouettes. Synthesised (a) binary silhouette, (b) la-
belled silhouette, and (c) edge image.
al . [11, 66]. Any optical flow algorithm can be used provided that reasonably
accurate results can be obtained, with much newer algorithms likely to produce
more robust results than the one used.
7.2.1 Silhouette synthesis
Silhouettes (and edges) are synthesised using the OpenGL rendering framework.
Details on how this is achieved can be seen in Appendix A.
Labels are assigned to individual segments and appear in the synthesised
silhouette as different pixel values. These labels aid the matching process by
assigning particles higher weights when the labels align. Conversely, lower weights
are given when the labels are mismatched. This is problematic at joints where
the labelling can be ambiguous.
A ‘partial’ model strategy like Deutscher et al . [37] is used, where only the
centre region of each body segment is modelled. However, a ‘complete’ body
model is still required so that occlusion can be properly modelled. As a result,
labels are partially assigned, with the rest of the silhouette given a neutral label.
An example of the rendered labelled silhouette, as well as an edge image can be
found in Figure 7.3
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Match type Value
False positive 1
False negative 1
Label match 0
Label mismatch 0.7
Neutral label match 0.2
True negative 0
Table 7.1: Objective function match values.
7.2.2 Labelled silhouette matching
The synthetic silhouettes are matched to the observation to compute the objective
function. With edges, the situation remains unchanged from (7.1), except the
sample points are now the pixels where edges have been rendered.
For the silhouettes however, the synthesised silhouette and the extracted la-
belled silhouette are compared to each other on a pixel by pixel basis. This also
allows optimisation via minimisation of false negatives, something that was not
possible using the point sample method described in Chapter 7.1.1.
The objective function for matching labelled silhouettes become,
f (x) = exp
(
− 1
N
∑
(match (L, Sx))
)
, (7.2)
where L is the labelled extracted silhouette and S is the synthesised silhouette.
The match function evaluates to different values depending the type of match
that occurred. Both false positives and negatives (in terms of binary matching)
are given a value of 1, while a true negative is given 0. For true positives, the
values are assigned based on the matching of the label. 0.7 is given for a label
mismatch, while 0.2 for matching a neutral label. Matched labels are also given
0. This is summarised in Table 7.1.
7.3 Body model
The 3D model used here consists of 12 body segments with 28 degrees of freedom.
6 degrees of freedom is given to the base translation and rotation of the model,
with each shoulder and hip joint having 3. The hand/wrist is not modelled,
resulting in a single DOF for the elbows, while the knee has 2 and 1 for the
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Figure 7.4: Kinematic model DOF. The red, green, and blue circles represent the
rotational freedom around the x, y, and z axis respectively. The z axis is in the
direction along the length of the model segment.
ankle. The head is the only segment modelled as an ellipsoid with 2 degrees of
freedom. All other body segments are modelled as truncated cones. Figure 7.4
shows the kinematic model used, viewed from two different angles.
Segments extend fully from joint to joint, with spheres at the ends where
appropriate to ensure a full model with no gaps. Labels are only applied partially
along segment, with everything else given a neutral label.
A 2D model was also created, limited for estimation of profile views. An
analogue of the 3D model, the body segments are constructed from trapeziums,
with the head modelled with an ellipse. Each joint has a single DOF, which
combined with the 3 for the base translation (x and y) and rotation, results in a
total of 12 DOF.
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Figure 7.5: Full-body pose estimation examples. Each row shows a different
time instance from the alba1 sequence, with each column showing one of the five
camera views.
7.4 Results
The IXMAS dataset [140] was used in this set of experiments. An APF-based
pose estimation system using synthesised binary silhouettes without labelling will
form the baseline system. This keeps the use of synthesised silhouettes constant
and as a result allows a direct comparison for the use of silhouette labelling.
Various actions are performed thought out the duration of each sequence, with
both systems able to successfully track the pose through most actions. Examples
can be seen in Figure 7.5.
There are two actions though where the two pose estimation systems have
difficulty accurately estimating the pose. The first is where the subject sits down
and crosses the legs. Both systems were able to track the pose during the down-
ward sitting motion, but start to fall apart when the legs begin to cross. This is
not completely unexpected as significant self occlusion occurs, particularly when
the subject is fully seated. Both systems are able to recover once the subject
returns to an upright position.
The second action is an arm crossing sequence. Again, self occlusion makes
the tracking difficult, though differing levels of success are achieved.
169
CHAPTER 7. Full Body Human Pose Estimation
Baseline Labelled
Track Final Track Final
6 17 16 15
Table 7.2: Self occlusion test. Number of correct estimations of the ‘cross arms’
action in the alba1 sequence over 20 trials.
7.4.1 Multi-view self occlusion
During this action, the arms are crossed in front of the torso. The arms are
difficult to track as the silhouette becomes ambiguous and the edge features are
jumbled from self occlusion. Both systems have mixed success in tracking through
this action, with different outcomes.
To compare the two systems, this action sequence was tracked over multiple
times and two metrics devised to evaluate the systems. The first is their ability
to track through self occlusion on the lead-up to the rest pose, while the second
criteria is the ability to converge towards the crossed arm pose. These are referred
to Track and Final in Table 7.2, which lists the results of this experiment over
20 repetitions.
The tracker using binary silhouettes had trouble tracking the arms during
motion, though was able to roughly converge into the correct pose a few frames
after the arms have crossed and are at rest. The labelled tracker on the other
hand, was able to track far more successfully (though not perfect), demonstrating
the ability of the labelled silhouettes to improve the tracking ability during higher
amounts of self occlusion.
However, when the tracking did fail, the labelled tracker was not able to
correctly recover to the rest pose, though was able to once the arms uncrossed.
This is likely a result of the labelling, as a minor incorrect labelling can cause
a feedback to the system, where the labelling worsens as it tries to match an
already incorrect label. This is compounded by the difficult conditions, preventing
recovery.
7.4.2 Side-view walk tracking
To further demonstrate the benefits of the labelled silhouettes in tracking through
self occlusion, a profile-view walking sequence is used. Ambiguity exists between
the left and right limbs, as they appear identical through a binary silhouette,
170
7.5 Computation cost
Baseline Labelled
2 9
Table 7.3: 2D walk sequence. Number of correct tracking of a side view walk
sequence over 20 trials.
while the differences in the edge image are not substantial enough.
Without the use of any other priors, such as trained motion models, success-
fully tracking the limbs through occlusion is a challenging task. The ambiguity
can cause the pose estimator to mix up the limbs as they come together and then
separate.
Table 7.3 lists the results after tracking through a short walking sequence
10 times each. The sequence consists of half a walk cycle, from maximum leg
separation to maximum separation, with a single cross over of the limbs. A
successful track consists of the same limbs being tracked throughout the duration
of the sequence.
It can be seen that the baseline approach fails to successfully track the walk
sequence in most of the test runs. In all failure instances, the algorithm tracks the
limbs as they come together, but swap the legs that are tracks as they separate.
The labelled tracker was able to successfully maintain tracks on the correct limbs
in most tests.
For comparison, a point sampling matching tracker, as described in Chap-
ter 7.1.1, was also implemented for this experiment. As the model consists of
sampling points instead of a solid shape, the objective function cannot optimise
for false negatives. As a result, the arms simply merge with the torso once they
are close enough, and the two legs combine and track a single leg.
7.5 Computation cost
By far the most computationally intensive part of the proposed pose estimation
algorithm is in the synthesising of the silhouettes. A software renderer was used,
which may lead to less than optimal performance. The test machine renders
approximately 340 frames at the IXMAS 390×291 resolution every second on a
single CPU core. Using 100 particles and 10 annealing stages, this results in 14.7
seconds required to estimate a single frame of the 5 available views. Having a
larger number of particles, number of annealing stages, image resolution, and/or
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number of views, will naturally result in an even higher computation time.
The labelled silhouette estimator does require slightly more time than the pro-
posed baseline as it requires the calculation of the optical flow. The optical flow
algorithm used [11] takes approximately half a second to compute a single frame
for all five views. The algorithm does require the storage of the rendered silhou-
ettes of the previous frame, which increases with particle count, number of views,
and resolution. The memory overhead should be fairly small and insignificant to
any modern system (54 MB for 500 390×291 images).
7.6 Summary
A labelled silhouette feature was proposed for use in pose estimation and in-
tegrated into an annealed particle filtering framework. The algorithm assigns a
unique label for each body segment, using optical flow to propagate the silhouette
labels into subsequent frames, allowing them to be used for model matching.
The pose estimation system demonstrates a stronger ability to track through
self occlusion than an equivalent system without the use of labelled silhouettes.
It does however, have a weaker ability to recover from tracking errors.
Another potential drawback is the requirement to artificially render silhou-
ettes. These take significant time to draw under the system developed, and
makes the implementation unsuitable for real-time applications at present. How-
ever, with the growing use of graphics processing hardware in general computing
tasks, significant improvements in speed should be possible.
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Application
The results of some of the proposed methods developed in this thesis will be
demonstrated here in the context of gait recognition. Gait recognition is the
identification of people by their gait; the way they walk. Both appearance-based
and model-based techniques will be demonstrated, with the appearance-based
experiments showing the benefits of having accurate silhouette segmentation.
8.1 Appearance-based gait recognition
Appearance-based gait recognition attempts to perform identification of people
walking without modelling the underlying kinematic motion of the target subject.
Features are extracted directly from the video sequence to be used for recognition.
A side-view perspective is typically used as it maximises the gait dynamics cap-
tured from a 2D image. Gait energy features [55] are commonly used as they are
simple to construct and provide superior recognition to other appearance-based
techniques.
8.1.1 Gait energy images
Motivated by motion history images and motion energy images used in action
recognition [16], Han and Bhanu [55] proposed a simple and effective gait feature
called the gait energy image (GEI). GEI based approaches are simple, fast, and
perform comparatively well when using side-view images.
The GEI represents the static and dynamic behaviour of human motion within
a gait cycle as a single image template by averaging the silhouettes over that cycle.
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Figure 8.1: Gait energy image. Select silhouettes from an example gait cycle
along with its (right) corresponding GEI.
The GEI template, G, is constructed from silhouettes, M , such that,
G =
1
T
T∑
t=1
Mt, (8.1)
where t is the frame index and T is the number of frames in the gait cycle.
The silhouettes, however, first need to be normalised and aligned. Figure 8.1
shows select silhouette frames of an example gait cycle with its corresponding
GEI template.
8.1.2 Gait energy volumes
The gait energy volume (GEV) [125] is a simple extension of the GEI into three
spatial dimensions. Instead of silhouettes extracted from video, binary voxel
volumes are used. The voxel models can be constructed in a number of ways,
though for the experiments presented here, simple hull carving of the convex hull
of multiple overlapping views, like in Chapter 4.14.1, will be used. Like the GEI,
the binary voxel volumes over a given gait cycle are averaged to produce the GEV
template. Figure 8.2 shows an example of a GEV.
8.1.3 Feature conditioning and classification
For the experiments presented here, sparse representation classification (SRC) [39]
will be used to perform classification. SRC was used to great effect in [143] for
face recognition, and has since been applied to gait recognition [126], achieving
state-of-the-art results for the CASIA dataset when in conjunction with the GEI
feature.
Only the lower half of the GEI and GEV templates will be used. This min-
imises the effects of pose and appearance changes in the upper body as part of
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Figure 8.2: Gait energy volume. Binary voxel volumes and (second from right)
the GEV. (right) A cross-sectional slice of the GEV is also shown.
Figure 8.3: Comparing CASIA dataset silhouette quality. Silhouettes and re-
sulting GEIs using the (top) original silhouettes in the dataset and (bottom)
segmentation algorithm presented in Chapter 4.
.
various test classes. PCA and MDA will also be applied to the features to lower
the dimensionality and improve the discriminability of the feature space.
8.1.4 Evaluation
The CASIA [63] dataset B will be used in this evaluation. It consists of 124
subjects under 3 different walking conditions, normal walk (nw), bag (bg) and
clothing (cl), with 6 sequences each for nw and 2 for the others. GEIs constructed
from the original silhouettes provided in the dataset will be compared to ones
made using the segmentation methods presented in Chapter 4.14. The differences
in the segmentation can be seen in Figure 8.3.
The evaluation will follow the guidelines set out in [149], where an intra-class
experiment is performed on the nw class with 4 sequences per subject allocated
for the gallery and 2 for the probe. The inter-class experiments are performed on
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Figure 8.4: CASIA ROC. Original silhouettes. Cleaned silhouettes.
the bg and cl classes against nw, with all 2 sequences used as probe and 4 from
nw as gallery.
Verification tests were performed, with the results of each test plotted as a
receiver operator characteristic (ROC) curve in Figure 8.4. The true positive rate
is plotted against the false positive rate, and as such, curves that extend closer
towards the top left corner denotes a better result (higher true positive rate at a
lower false positive rate). Table 8.1 lists the area under the ROC curve, of which
a higher value is a better result.
It is clear that having accurate segmentation, even if it is only a small im-
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nw-nw nw-cl nw-bg
Original 0.9957 0.9196 0.8428
Cleaned 0.9991 0.9582 0.9036
Table 8.1: CASIA AUC.
sw-b fw-b sw-fw
Original 0.9726 0.9547 0.9396
Cleaned 0.9800 0.9708 0.9501
Table 8.2: MoBo AUC.
provement, can have a significant positive effect on the results.
A similar experiment is performed using GEVs and the CMU Motion of Body
dataset. The dataset is smaller, with only 25 subjects walking on a treadmill
under 4 conditions, slow walk (sw), fast walk (fw), walking carrying a ball (b),
and walking on an incline. The last test class is not used as background images
taking into account the inclined treadmill was not provided to allow accurate
segmentation. Each subject has approximately 7 to 8 gait cycles for each walking
class performed, with the first used as gallery and the remaining used as test
probe cycles.
Once again, cleaned silhouettes will be compared to the ones provided in the
dataset. The ROC curves are shown in Figure 8.5 and its area in Table 8.2.
Increased classification performance is seen when using the cleaned silhouettes.
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Figure 8.5: MoBo ROC. Original silhouettes. Cleaned silhouettes.
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Chapter 9
Conclusions
Human pose estimation from video is a complex task with numerous appli-
cations, including human-computer interactions, security and surveillance, and
sports analytics. This thesis has explored various methods of improving pose
estimation techniques, covering each of the three main research themes identified
in Chapter 1. The following is a summary of the contributions made in each
of these areas; where the publications arising from this research can be found
in [26–31,44,124–128].
Foreground segmentation
Image segmentation is a fundamental first step in many computer vision appli-
cations. Likewise, many pose estimation implementations depend on the use of
their extracted foreground masks. The accuracy of the segmentation is crucial,
as any errors are likely to lead to the degradation of performance in the rest of
the system. Reducing errors in the segmentation is therefore an obvious goal in
improving pose estimation performance.
• Improvements to the GrabCut algorithm
Two improvements were made to the GrabCut segmentation algorithm.
First, the pixel selection used to model the background colour distribution
have been optimised, providing a better modelling of the local background
appearance, and therefore improved accuracy. Less pixels were also used as
a result, leading to reduced computational cost.
The second was the novel use of a fast, though crude, model estimator. Its
use was restricted to later iterations of the GrabCut algorithm, retaining
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most of the speed improvements, while limiting the impact to the segmen-
tation accuracy.
• Incorporating gradient information to motion segmentation with graph cut
post processing
A basic motion segmentation algorithm was modified to incorporate gra-
dient values as an additional feature set. This extra information allows
the algorithm to detect motion under certain cases where the original pixel
colour and intensity features are less sensitive. A post processing step utilis-
ing graph cuts was also implemented. It complements the gradient features,
and when used in conjunction, produced significant improvements in seg-
mentation quality.
• Image colour normalisation for background subtraction
Various quirks in the nature of video recording systems can result in sig-
nificant changes in the pixel values of an image even when the region has
physically remained static. It is proposed that this issue be corrected for
before performing segmentation in order to reduce errors. A simple imple-
mentation using colour histogram matching was used, resulting in significant
improvements in segmentation accuracy in problematic images.
• Gradient weight subtraction for graph cut segmentation
A potential problem when performing segmentation with graph cuts is that
small background objects of similar colour to an adjacent foreground object
may be incorrectly segmented, but not under normal background subtrac-
tion. The issue was resolved through the subtraction of background gradient
values. The gradients of the foreground and background images are sub-
tracted from each other such that all but the edges in the foreground object
are suppressed.
• Multi-view image segmentation
If multiple views of a scene exist, the overlap can be used to improve the
segmentation accuracy. A simple two stage segmentation algorithm is pro-
posed, where the results of the first segmentation stage is used to generate
the convex hull of the overlapping views, eliminating some false positives.
This is then reprojected back, adjusting the weights in the second segmen-
tation stage, resulting in a cleaner image.
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A similar weight adjustment is performed using the Kinect [95]. The depth
image is easily segmented, but contains errors. The segmented depth image
can then be projected into the colour image in order to aid the segmentation
there.
Feature extraction
Pose estimation algorithms (like other computer vision applications) operate on
features extracted from the raw image. Features can be simply the silhouette
mask of the target person. New and novel features have been developed for use
in pose estimation.
• Scale space volumetric feature descriptor
A volumetric feature descriptor was developed for use in 3D binary volumes.
A sphere is integrated along the surface of an object to obtain a descriptor
value. A point on the surface is deemed ‘unique’ if it exists in the lower
percentile. Multiple sphere sizes are used to capture points at various scale
sizes, with points discarded if it does not persist over multiple scales. These
persistent points are then clustered to achieve the final feature point. These
feature points are good at localising the nose, and inner eye and mouth
corners. Deviations in the nose and inner eye corners were found to be
comparable to manual selection.
The feature was experimented on 3D full body models and it was found to be
unsuitable for the model resolution used, typical to those from surveillance
cameras.
• Adaptation of five-point star skeletonisation feature for particle filter track-
ing
A variant of a five-point pose model was adapted to generate candidate
feature points for use by stochastic sampling based trackers like the particle
filter. Silhouette boundary maxima are detected and weighted according to
a set of heuristics to generate the objective functions used.
• Development of labelled silhouettes
Silhouettes are common features used in pose estimation algorithms, where
a model is matched to the silhouettes segmented from the image stream. A
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new silhouette-based feature is proposed. The estimated pose configuration
is used to assign unique labels to regions of the silhouette corresponding to
matching body segment. This ‘labelled’ silhouette can then be used in the
matching process in subsequent frames.
Pose estimation
To effectively exploit the unique elements of the developed features, new algo-
rithms that make use of these characteristics need to be formulated.
• RJMCMC feature registration
A reversible jump Markov chain Monte Carlo (RJMCMC) search algorithm
was developed to match features detected using the developed volumetric
descriptor. The results were shown to be robust when matching 3D face
scans of the same person under different facial poses.
• Five-point pose estimator with particle filter tracker
Particle filtering was applied to the boundary distance features developed
for tracking of the five-point pose model. This tracking allowed the pose
estimator to be more robust in acquiring the pose over the test sequences,
while also allowing distinction between the different hands and feet which
was not implemented in the base estimation algorithm.
• Development of full body pose estimator using labelled silhouettes
To utilise the labelled silhouette feature proposed, the silhouette match-
ing process is modified to use optical flow vectors and synthesised silhou-
ettes. The labelled synthesised silhouette representing a pose hypothesis is
matched to the extracted silhouettes from the image stream like other sil-
houette matching optimisation schemes. However, optical flow is also used
to match the pose to the solution in the previous frame where the labels
are compared. All this is integrated into an annealed particle filter pose
estimator framework. Experiments show multiple benefits of the labelling,
such as better tracking under self occlusion, though it is harder to recover
from failure scenarios.
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9.1 Future work
One observation from the results in Chapter 3.5.4 was the identifying possibility
of delaying the fast GMM re-estimation to an even later iteration to the one
use. This was not performed in this research, and further experiments should be
performed to determine an optimal trade-off for accuracy and computation time.
While improvements to the GrabCut algorithms have been developed in this
thesis, other extensions have also been proposed, such as that by Lempitsky et
al . [82] which adds extra constraints to the segmentation from the bounding box.
As it retains the same modelling and iterative process, the algorithms proposed
here can also be incorporated into these other implementations.
Likewise, the base motion segmentation algorithm used is also quite basic.
Though it performs quite well comparatively in the noisy and camouflage test
cases in the SABS evaluation, the base segmentation falls behind without the
use of graph cuts in the other video sequences. Therefore, it is recommended
that a more robust segmentation algorithm is used to build upon the novelty
generated from this thesis.
The one by Zivkovic and van der Heijden [150] is a clear choice due to its
good performance and similarity to the current implementation. Similarly, the
parametric method by Barnich and Van Droogenbroeck [7] is also a good choice
with comparable performance and easy configurability; a problem with the cur-
rent implementation is the large number of parameters available that can heavily
impact the quality of the segmentation.
A workaround for the gradient features’ incomparability with background mo-
tion should also be looked into. This thesis has shown that it is a useful feature,
and therefore it would be desirable to be applied to a more general case. A po-
tential solution is to decouple the gradient information from the other features.
Instead of having the gradient combined with the colour and intensity within
a cluster, separate cluster sets could be used, so that matching is performed
separately and the results combined. This may resolve the likely cause of the
incompatibility, where insufficient matches occur to model it as background.
The proposed techniques that were performed on the static backgrounds
should be incorporated into a motion segmentation algorithm with a dynamic
background model. The image normalisation could be extended in such a case,
perhaps having the colour models use a high dynamic range, allowing pixel values
outside of the usual 8-bit 0–255 range. The edge weight subtraction for graph
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cuts should also be incorporated, though there may be difficulty in extracting an
appropriate background image to extract the edge gradients from the dynamic
model.
A more comprehensive evaluation of pose estimation should be performed on
the HumanEva dataset [123], which provides ground truth annotations from a
motion capture system. The labelled silhouettes can also be into other pose es-
timation systems that utilise silhouette matching. The annealed particle filter
approach was chosen for its relative robustness given the simplicity of its im-
plementation. More robust algorithms exist in the literature that provide more
efficient computation and reliability in its tracking.
A weakness in the labelled silhouettes is in its error recovery. As the estimated
pose deviates from the true pose, the labels are applied to erroneous locations,
forcing future optimisations to further converge into an incorrect pose state. The
ability to detect when a pose estimate may have diverged too far would be useful,
and allows the relaxation of the labelling parameter to allow for a more general
search in order to recover.
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Pose Rendering
To synthesise the silhouettes used to perform the model-based pose estimation
in this thesis, a 3D rendering framework is used, specifically, the OpenGL (Open
Graphics Library) software API. This is used in conjunction with the off-screen
renderer component of the Mesa 3D Graphics Library, which allows drawing
directly to a user defined memory space instead of only to the screen.
A.1 The OpenGL rasteriser
OpenGL provides a framework for rendering what is essentially a collection of
vector-based graphic objects as a raster image. Objects are constructed from
polygons (generally triangles, with other shapes internally tessellated into trian-
gles by the software library), with vertex coordinates provided by the user in
order to draw the desired shapes.
The vertices are transformed by a series of transformation matrices in order
to change from the user’s 3D projective coordinate system to that of the target
output. The resulting coordinate system is a 3D one, with the x and y coordi-
nate corresponding to the image (or framebuffer), and a third depth value for
determining if objects are in front or behind each other.
Most implementations render these objects into the framebuffer on a polygon
by polygon basis, filling in between the transformed vertex coordinates and in-
terpolating the depth values, which is written to the depth buffer. The depth
of each new pixel to be drawn is compared with the existing depth value, and
skipped if it is behind.
Here, the Mesa 3D Graphics Library is used, which provides a software based
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rendering implementation of OpenGL. It allows the framebuffer to reside in a
block of user defined memory, allowing it to be manipulated by the pose estima-
tion algorithms used in this thesis. Normally, the framebuffer is placed in video
memory, as the implementations are designed for displaying 3D graphics on a
screen.
A.2 Camera transformation
The transformation matrices used in OpenGL are different to the 3×4 camera ma-
trix used in computer vision. While functionally identical, the target coordinate
space after transformation from world coordinates are different.
Firstly, the 2D coordinate system used between the two are different; the
camera matrix uses a pixel coordinate system with the origin at the upper-left
corner of the image, while the system OpenGL uses maps the image extents to
−1 and 1, with (−1,−1) at the bottom left corner.
Secondly, the depth is retained, and as a result, a 4×4 transformation matrix
is required. A near and a far clipping plane is used, which is also mapped between
-1 and 1. Anything outside the range of [−1, 1] in all three dimensions are ignored.
This is known as the view frustum, so called due to the clipping planes.
Given this, the intrinsic parameters of the standard camera matrix,fx αfy cx 00 fy cy 0
0 0 1 0
 , (A.1)
where f is the focal and c is the camera centre, is converted to the OpenGL
equivalent as, 
2fx
w
2αfy
w
2cx
w
− 1 0
0 −2fy
h
2(h−cy)
h
− 1 0
0 0 Zfar+Znear
Zfar−Znear
−2ZfarZnear
Zfar−Znear
0 0 1 0
 , (A.2)
where Znear and Zfar are the near and far planes. The x and y axis have been
scaled ( 2
w
and 2
h
). The y axis has been flipped and the camera centres have also
been shifted accordingly.
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(a) (b) (c)
Figure A.1: Synthesised silhouettes. (a) Silhouette without connecting spheres.
Notice the gap between segments. (b) Rendered spheres at joint locations. (c)
Silhouette with connecting spheres.
A.3 Rendering silhouettes
The model used in the pose estimation consist of truncated cones for the torso
and limbs, and an ellipsoid for the head. Spheres are also used at the joints to
ensure there are no gaps at the joint when it is bent.
To render the silhouette, the individual components of the model are rendered
one after another with a uniform colour value, without any need to consider
the order. The image is then thresholded to differentiate the silhouette from
the background, obtaining the binary silhouette. An example can be seen in
Figure A.1, showing the silhouette with and without spheres, as well as just the
spheres themselves.
A.3.1 Silhouette labels
To generate the labelled silhouette, each segment is given a different colour, or
simply a grey value corresponding to the segment’s label. In the implementation
used, labels are given a numerical identifier and the colour is the 8-bit grey value
of this number. The joining spheres are given a neutral label as they do not
belong to a given segment. Figure A.2a shows a colourised representation of the
synthesised labelled silhouette.
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(a) (b) (c) (d)
Figure A.2: Synthesised labelled silhouette. (a) Labelled Silhouette. Each body
segment is given a unique identifier. (b) Body segments trimmed from the ends,
holes in the model now exist. (c) Full model rendered first as a mask before
rendering the labels. Notice the rendering errors. (d) Final labelled silhouette
using modified rendering technique.
The labelled silhouettes used also have the labels reduced from the ends, as
the optical flow is unlikely to be accurate due to deformations near the joints.
This region is also to be given a neutral label in order to maintain a complete
silhouette.
Rendering this however, is a little more complicated. The labelled portion can
not be simply drawn over the neutral part as they occupy the same space; preci-
sion errors in the depth calculations mean that the new surface is not guaranteed
to be drawn over the old, which can be seen in Figure A.2c. Yet, the depth buffer
cannot be simply ignored as any occlusions between objects need to be modelled
for the labelling to work. The solution implemented here will utilise the concept
of face culling [133].
Back-face culling is used in many graphics engines as it greatly reduces the
number of polygons that need to be drawn. The faces of an object that are
orientated away from the camera are completely occluded by the faces that are
oriented towards, and therefore can be skipped over without impacting the output
image. The facing of a given triangle can be easily determined by ensuring that
the vertices of all triangles are defined in a fixed order. The vertices of a triangle
facing towards the camera that are ordered in a clockwise pattern will maintain
the clockwise order given any set of transformations provided that the triangle
is still orientated towards the camera. This ordering will be reversed when the
triangle faces away from the camera, allowing one to choose to draw only the
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front-facing or back-facing polygons.
Drawing only the back-facing triangles of an object will result in an identical
silhouette shape as drawing only the front-facing triangles, but with different
depth values. Using this, the labelled silhouettes will be drawn in two rendering
passes. First, the back-facing triangles of the full object is drawn with a neutral
label. Doing so will establish the full silhouette, but with the depth values behind
the frontal surfaces. This allows the front-face of the trimmed segment to be
drawn over, with the appropriate label applied.
A pseudocode of the rendering process is detailed as follows,
1: glCullFace(GL FRONT) . Draw only back-facing polygons
2: set colour mask colour
3: for each object
4: draw object.model
5: glCullFace(GL BACK) . Draw only front-facing polygons
6: draw joints
7: for each object
8: set colour object.label colour
9: draw object.trimmed model
A.4 Rendering edges
Obtaining the edges of the model, particularly with proper occlusion modelling, is
not a straightforward task to perform under OpenGL. Again, multiple rendering
passes are required, with the implementation here using a similar concept as the
one employed for rendering the labelled silhouettes.
Drawing the objects as lines will yield a wireframe representation of the model
(Figure A.3a). Drawing only the back-facing polygons still yield the full outline
of the object. Finding a way of removing the lines in the object will result in
the desired edge image. This can be achieved by drawing the model (front facing
polygons) over the lines using the background colour. Alternatively, the model
can be drawn first using a transparent colour (zero alpha value), writing only to
the depth buffer. Drawing the wireframe afterwards will result only in the edge
lines as the rest of the lines will be behind the model and not drawn.
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(a) (b) (c)
Figure A.3: Synthesised edge images. (a) Model wireframe. (b) Model wireframe
drawing only back-facing polygons. (c) Final edge image.
1: glCullFace(GL BACK) . Draw only front-facing polygons
2: set colour transparent colour
3: for each object
4: draw object.model
5: draw joints
6: glCullFace(GL FRONT) . Draw only back-facing polygons
7: glPolygonMode(GL BACK,GL LINE) . Draw back-facing polygons as lines
8: set colour edge colour
9: for each object
10: draw object.truncated model
The width of the lines used need to be greater than 1.0 (3.0 is used), as using
it will generate a single pixel wide line that sits on the outer edge of the silhouette,
causing it to be completely masked out. Using 3.0 produces a 3 pixel wide line,
resulting in a 1 to 2 pixel wide line after the masking.
A final image combining the labelled silhouettes with the edge image by sim-
ply drawing the two one after the other, for a total of four rendering passes.
Figure A.4 shows the result of this, though the edges are a little difficult to see
in these images.
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Figure A.4: Combined silhouette. Labelled silhouettes drawn with edges.
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