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18. Groups of type A. 19. Classical groups of low rank. 20. Groups of type &, E,, 
and Gz. 21. Groups of type E8 and F4. 
This paper is part of a series [S, 13, 173 devoted to the study of a class G 
of irreducible perverse sheaves (called character sheaves) on a connected 
reductive algebraic group G. (The numbering of chapters, sections and 
references continues that of [S, 13, 171.) This paper contains a 
classification of the character sheaves of G assuming that G is almost sim- 
ple of type A or an exceptional group (in good characteristic). It is proved 
that such G are clean (in the sense of (13.9.2)), that they satisfy the parity 
condition (15.13), and that the class of character sheaves coincides with the 
class of admissible complexes defined in [4]. We also prove (for the groups 
in question) a multiplicity formula rather analogous to the main theorem 
(4.23) in [6]. The case of classical groups will be considered in part, V. 
17. PARAMETRIZATION OF 6, (STATEMENT AND FIRST REDUCTIONS) 
17.1. In this chapter, W denotes the Weyl group of a root system 
with a fixed set S of simple reflections. An isomorphism of Weyl groups is 
always assumed to come from an isomorphism of root systems and to map 
simple reflections to simple reflections. This applies in particular to the 
group of automorphisms Aut W of W. 
17.2. Let (r E Aut W be an automorphism of order c and let C, W 
be the semidirect product of the cyclic group C,. of order c with generator 0 
and W (with W normal and crwc-l =a(~), WE W). 
Let E be an irreducible W-module (over aI) which is extendable to a 
C,W-module. Then E can be extended in c different ways to a C,W- 
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module. We shall single out one particular extension B and call it the 
preferred extension; this is done separately in the various cases. 
(a) W irreducible, (T = 1. Take $ = E. 
(b) W of type A, (n > 2) or E, and c = 2. Define E by the condition 
thata:E-+Eactsas(-l)“E. wO where wO is the longest element in W and 
uE is as in 16.2. 
(c) W of type D4 and c = 3. Define 6 to be the unique extension of E 
which is defined over Q [6, 3.21. 
(d) W of type D, (n 3 4) and c = 2. The irreducible representations of 
C,W which remain irreducible upon restriction to W have been 
parametrized in [6, 4.181 by certain symbols with two rows (an upper row 
and a lower row) and an even number of entries; the two representations of 
Cz W which extend a given irreducible representation of W correspond to 
symbols which differ one from another only by interchanging the two rows. 
We say that ,!? is preferred if the corresponding symbol has the following 
property: the smallest entry which appears in only one row appears in the 
lower row. For example, the preferred extension of the unit representation 
of W is the unit representation of C,W; its symbol is (;;). 
(e) Assume that W = W, x W, x ... x W, with Wi irreducible Weyl 
groups and that cr permutes cyclically the factors Wi: cr(~y,, We,..., wr) = 
(O,(w,), h(w,),..., 4,- l(w,- ,)I where 4, : W, -, Wz, h: W2 + WI..., d,-, : 
W,-, + W,, and 4,: W, + W, are isomorphisms of Weyl groups (see 
17.1). Then E can be written as an external tensor product E = 
E, W E, W ... H E, where Ei are irreducible W,-modules (1 6 id r). Since 
E is extendable to C,.W, there exist isomorphisms of Q,-vector spaces: 
h,:E, -,Ez,h,:E,~E3,...,h,-1:E,~, +E,,h,:E,-+E, 
such that 
hi(w;et) = 9z(wi) hi(ei) (Vwi E W, ei E E,). 
for 1 < i < r. (These isomorphisms are unique up to non-zero scalars.) We 
normalize them in such a way that h,-, . ..h.h, h,: E, + E, defines a 
preferred extension (see (a)(d) above) of the W,-module E, to a C,.,,W,- 
module where the generator of C,.,, acts on W, as dr-, . ..&drd..: W, + W,. 
(Note that E, is extendable to C,.,,W, since E is extendable to C,.W.) We 
then define E to be the extension of E to a C,.W module for which CJ: E + E 
is given by 
a(e, EG e, Ed ... iX e,) = h,(e,) iH h,(e,) q ... IX h,- ,(e,- ,) (e, E Ej). 
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This is independent of the choices of hi, by the normalization condition 
for h,-,...&h,h,. 
(f) In the general case, we can write uniquely W = 
w’xw2x .*. x W’ and E= E’ q E2 RI ... IX E’ where W’ are o-stable 
Weyl subgroups , E’ are irreducible W’-modules and W’ and E’ satisfy the 
conditions of (e) for all i. The preferred extension B is given by the map cr: 
E + E which is the external tensor product of the maps cr”‘:E’ -+ E’ defined 
as in (e). 
(g) When W is of type D, or D3 and c = 2 then the method of (d) 
still gives a preferred extension of E to C2W. On the other hand, in the 
case D2, the method of (e) gives a preferred extension and in the case 
D, = A, the method of (b) gives a preferred extension of E to C2W. It is 
easy to check that these definitions of the preferred extension coincide. 
17.3. Now let R be a finite abelian group with a given 
homomorphism R -+ Aut W. This gives rise to the semidirect product I1W, 
with W normal and ~WK ’ = (T(W) for 0 ES& w  E W. The irreducible 
representations of RW can be described as follows. Start with an 
irreducible representation E of W. Let QE be the set of all u E n such that 
E can be extended to a C,.W-module. where C,, is the cyclic subgroup of 
Aut W generated by the image of G in Aut W. For beaE, there is a well 
defined map r.r: E --, E which gives rise to the preferred extension (17.2) of E 
to the group C,.W just considered. The maps cr: E + E for the various 
(r ~0, define an extension of E to a representation E of the semidirect 
product Qz,W. Now let 8 be an one-dimensional representation aE --+ Q:; 
we regard it as a representation of fi,W, trivial on W, and we consider the 
induced representation 6, = ind$$,, (0 q E) of S2W. It follows from 
Mackey’s theorem that & is irreducible and that the existence of an 
isomorphism E, z&. (where E, E’ are irreducible representations of W) 
implies that E, E’ are in the same a-orbit and that 6’= 8’ as characters of 
CbE=S-&. 
17.4. The set W of irreducible representations of W (up to 
isomorphism) is partitioned into families (see [6, 4.21). By a result of Bar- 
basch and Vogan [6, 5.251, E, E’ E W are in thEame family if and only if 
E- LREl (see 16.2). More generally, the set fiW of irreducible represen- 
tations of fiW (see 17.3) can be partitioned into families as follows. We say 
that two irreducible representations of nW are in the same family if their 
restrictions to W each contain some irreducible component which is in the 
same family (of W). 
Thus we have a l-l correspondence between the set of families of fiW 
and the set of families of W modulo the obvious action of Q: if 9 is a 
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family of W and 9’ is the corresponding family of fiW, then 9:’ consists of 
the representations E,, where E runs over the representations in 9 and 6 
runs over the characters of QE (see 17.3). Moreover, the set of families of 
QW is in 1-l correspondence with the set of two-sided cells nW defined as 
in 16.3 (for S’lW instead of Q, IV,). It is characterized by the property: if 
E E 9”’ and E,FX E fiW (EL7 defined as in 16.2) then 9’ corresponds to 
the two-sided cell containing x. 
17.5. In [6, 4.44.133 we have attached to each family 9 of W 
(assumed irreducible) a finite group SF, isomorphic to a symmetric group 
6, (n < 5) or to a product of cyclic groups of order 2. Moreover, we have 
defined an imbedding SG&!(S,), where for any finite group 9, the set 
.R;e(‘S) is defined as follows. A(%) consists of all pairs (x, r) where x is an 
element of 9 and z is an irreducible representation over 0, (up to 
isomorphism) of Z,(x) modulo the equivalence relation 
(x, r) N (gxg-‘, 7”) for any g E 9, where r” is the irreducible representation 
of Z,(gxg-‘) = gZ,(x) g-’ defined by composing T with conjugation by 
-1 
g ’ 
This can be extended to the case where W is no longer assumed to be 
irreducible. Write W = W, x W, x ... x W, with Wi irreducible. A family 
F of W is of the form 6 H R* q . . . EK 9, where Fi are families of W;. 
We define Y,s to be gY, x Y,Fz x . . . x 9,F--,. Then we have a natural bijec- 
tion JY(%,~) = ~&‘(9~,) x ,&‘(9,,) x ... x J%‘(%,,~) (see [6, (4.3.1)]) and 
the product of the embeddings Fj CF~(%~,) gives the required imbedding 
5 4 A(3.p). 
The group 9,F is functorial in the following sense: an isomorphism of 
Weyl groups W, , W, which takes a family % to a family F? induces an 
isomorphism gF-, + Y.,. We require that this isomorphism be compatible 
with the decomposition of W into a product of irreducible Weyl groups 
and the corresponding decomposition of qe,. Hence to define it we may 
assume that W, = W, is irreducible. If F1 # F1 then we have necessarily 
%,, = gFz = (e} (and W, if of type D,,) so there is a unique isomorphism 
9 F, s ?JY12; if & = 4 we define 9,F, + Y, to be the identity map. 
17.6. Now let 9’ be a family of OW, and let 9 be the 
corresponding family of W (defined up to the action of a). Let 0, be the 
stabilizer of 9 in Q. Then Q,, acts naturally on the group g9 (by the 
functoriality of gF). Using this action we construct the semidirect product 
fi9Y, (with 9, normal). We define 
Note that 9 is not uniquely determined by F’ (only its a-orbit is). If 6 is 
another family of W in the Q-orbit of 9, then any element c ofi which 
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takes 9 to 9i defines an isomorphism g9 r Y, (by the functoriality of 
Y*) and hence an isomorphism i,: aFYF + O,s,, which is the iden- 
tity on 0, ; note that a, = nPp, since Sz is abelian. If we replace u E R by 
gyro where oO E a2, then i,,, = i, 0 i,, where i,,: n9C9$ --) Q9Y, is con- 
jugation by B,,, hence an inner automorphism. Now i,, i,,, induce 
isomorphisms j,, j,,, : A(a9%F) -, ~Vfi~,~~~). W have L, = .Lj,, 
where joO: A(Q,9,) -+ ,&i/(Q,gY) is induced by an inner automorphism 
of RP9J9 and hence j,, = identity. Thus j,,, = j,. It follows that 
(17.6.2) g9 is well defined up to isomorphism and A(%,) is well 
defined up to unique isomorphism. 
17.7. For any family F’ of QW, we consider the subset 
h!O(%~~) = {(x’, 7’) E AqYF,) Ix’ E 2&F} 
of A(g9,), with notations in 17.6. We shall define an imbedding 
(17.7.1) 9’4JVO(~.P,). 
We choose a family 9 of W as in 17.6. For simplicity, we shall write Y 
instead of Y9 and 9’ instead of 9JF,. Let E E 9 and let 9 be a one-dimen- 
sional representation of II, (see 17.3). We want to associate to E, (see 
17.3) an element of A,(%‘). The imbedding ~cGJH(~) (see 17.5) associates 
to E an element (x, z) E &!(g9). 
We write W = W, x *.. x W,, with Wi irreducible. Accordingly, we have 
%=Y, x ... x3,, where 9Ji=YF, and Pi is a family in Wi. The group fi 
acts on W and induces a permutation of the set of indices [ 1, n]. By 
functoriality of Y,, we may identify canonically gi, gj for i, j in the same 
orbit of Q9 on [ 1, n]. Then the action of a, on 9 is simply by per- 
mutations of the n coordinates. Let gi be a set of representatives for the 
conjugacy classes in gi; we may assume that Qi = gj whenever ~9~ = sj. We 
may assume that x = (xi ,.,., x,) E 9 satisfies xi E gi. 
Let fi, be the centralizer of x in Sz,. Then Cl, normalizes Z,(x). 
Moreover, Z,*(x) is the semidirect product &Z,(x). Indeed, let 
oy E &$4x), fJ E a,, Y ~9. Then o-‘xa=yxy-‘. We have u-~xo=(x,(,), 
X a(2p-7 x,(,,)) where a is a permutation of [l, n]. It follows that xaCi) = 
yixiyil (yi E 9Ji) for all i. Since x,(~), xi E B,, it follows that xOCi) = xi for all i. 
Thus, we have CJ -ixc~ = x = yxy - ‘, hence Z,(x) c &Z,(x). The reverse 
inclusion is trivial. The group Q, normalizes Z,(x), hence it acts on the set 
of irreducible representations of Z,(x). We now show that 
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(17.7.2) The stabilizer of r in Q2, is equal to QE. 
Let CJE~,. Since the imbedding Pc;J%‘(~) is functorial, it maps E” to 
(a(x), T”), where E”, ta have an obvious meaning. If E” = E then 
(a(x), P’) = (x, T) in J!(S). In particular, a(x) is conjugate to x in 9’. As we 
have seen earlier this implies rr(x) =x, i.e., CJ E Q,. We also have P = r, 
hence 0 stablizes r. Conversely, if cr E a, stablizes r, then we see that E and 
E” have the same image under 9 -+ .,&z’(g). Since this map is injective, we 
have E = E”, hence o E fiE and (17.7.2) is proved. 
We can write Z,(x) = Z,,(x,) x ‘.+ x Zy.(x,,), and QE acts on Z,(x) by 
permuting the coordinates. We have z = t1 q .. H z,, where r, are 
irreducible Z,,(xi)-modules and we may assume that zi = t, for i, j in the 
same S1,-orbit on [I, n]. Hence t extends naturally to a a2,Z,(x)-module 
?; an element of R, acts on r by permutations of components of a tensor. 
We now consider the Z,.(x)-module z”, = Ind$&, (e EX 7). (Recall that 
Z,(x) = R,Z,(x)laZ,Z,(x).) Here 8 is regarded as a character of 
f12,Z,(x), trivial on Z,(x). Fom (17.7.2) and Mackey’s theorem it follows 
that fB is irreducible. We now define the map (17.7.1) by E, E+ (x, Yn). It is 
easy to see that it is well defined and injective. 
17.8. Let us fix 9 E Y(T); recall that T is a maximal torus of G. In 
the discussion of 17.1-17.7, we take W= W,, Q=Q2, (see 5.1) so that 
Q, W, = WY. The imbeddings (17.7.1) give rise together to an imbedding 
(disjoint union over all families 9’ of W’); the restriction of this 
imbedding to 9’ is just (17.7.1). We denote by mE the image of E E @‘II 
under (17.8.1); it is an element of &(4e,,,) for some 9’. 
Consider the pairing { , } on &(9,,,) defined by 
(17.8.2) ((x, ~1, (x’, 0) 
(see [6, (4.14.3)]). 
We extend it to a pairing { , } on LI,,,JV(~~,) as follows. If m, m’ are 
in the same piece &(g9,) then (m, m’} is given by (17.8.2); otherwise, 
{m, m’} is defined to be zero. 
We consider the following statements for (9, 2). 
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(17.8.3) There exists a bijection 6, c*ll,.~I’(S~.), (A -CA), (S’ 
runs over all families in W9) such that 
(A : RZ) = E ,^ {tiiA : rnE> 
for all A E e, and all E E a’. (Here 2 A = f 1 is defined as in (15.11.2) and 
Rz is defined in (14.10.3).) 
(17.8.4) G is clean and any character sheaf A E c?~ satisfies the con- 
dition sA =iA (see (15.13.1)). 
We shall also consider the following statement for G. 
(17.8.5) Any irreducible cuspidal perverse sheaf on G is a character 
sheaf (see (7.1.1)). 
We would like to prove that the statements (17.8.3)-(17.8.5) are always 
true. In this paper we shall verify them in the case where G is of type A or 
an almost simple exceptional group (with some restrictions on the charac- 
teristic on k). 
In Sections 17.9-17.16, we shall give some reductions of the statements 
(17.8.3)-( 17.8.5). 
17.9. Let &’ be a local system of rank 1 on G which is the inverse 
image under G + G/Gd,, of a local system b, E Y(G/Gd,,). (Here Gder is the 
derived group of G, hence G/G*,, is a torus. The class of local systems 
Y(G/G,,,) is defined just as Y(T) in 2.2.) For each 3 E Y(T) we define 
dp@ d as the tensor product of S? and the restriction 6 1 T; then 
.L?@OdE(T). It is clear that IV”= IV&B8 and that Rz@‘“=KT @&for 
all WE IICY. It follows that 
(17.9.1) A -+ AmI is a bijection GY rGYB,, 
(17.9.2) Rz@‘=Rg@b, for all EE Fk&,, 
(17.9.3) (A:Rz)=(A@&:Rz@“), for all AEG~ and all EEL@& 
(17.9.4) PH’(~~@“)=pHi(I?~)@~, for all WE IV” and all i. 
It follows that the statements (17.8.3) (17.8.4) hold for (G, 3) if and only 
if they hold for (G, 2 0 8). 
17.10. Let G’ = G/Z& T’ = T/Z& 9’ E Y(T), 2 = inverse image of 
8’ under the canonical map T + T. Then 2 E ,Y( T). Let rc: G + G’ be the 
canonical map. It is smooth, with connected tibres, hence it takes 
irreducible perverse sheaves on G’ to irreducible perverse sheaves on G (see 
1.8). From the definitions it follows immediately that n*(R$‘) = RF for all 
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WE W”= W”,, where Kc ’ is defined with respect to G’. From (1.8.1) it 
then follows that for all i, we have Z(PH’Pd’mG’R~‘) =J’Hi-dimG(R$). 
From this and (1.8.1)-( 1.8.4) we deduce 
(17.10.1) A’+itA’ is a bijection c;‘&. se,, 
(17.10.2) itR$’ = R$ , for any E’ E I&“, = IkY, 
(17.10.3) (A’ : Rf$‘) = (5A’ : R$), for any A’E: Glty, and any 
EIE bk/= I?& 
(17.10.4) q,, =E*~,, iA. =&,‘, for any A/EC?&.. 
It follows that the statements (17.8.3) (17.8.4) hold for (G’, 9’) if and 
only if they hold for (G, 2). 
Since any local system in Y(T) is of form Y @ 6 with 9 as above (com- 
ing from 9’) and d as in 17.9, we see, using 17.9, that the statements 
(17.8.3), (17.8.4) hold for G’ and any 2’ E ,u?( T) if and only if they hold for 
G and any -4p, EY(T). In the same way we see that (17.8.5) holds for G’ if 
and only if it holds for G. 
17.11. Assume now that G is a product G, x ... x G, where G, are 
reductive connected groups over k. The character sheaves of G are precisely 
the complexes of form A, H . . q A,,, where Ai is a character sheaf on Gj 
for each i. If the statements (17.8.3)-(17.8.5) hold for each Gi then they 
hold also for G. (The proof is left to the reader.) 
17.12. Let YE Y(T) and let I be a subset of the set S of simple 
reflections in W such that IV” = IV”., (notation of 15.6). Let L,, RF.’ be as 
in 15.6 and let if be as in 15.3. Assume that G is clean. We shall prove that 
(17.12.1) if defines a bijection (i,), %GY, 
(17.12.2) if(Rz,‘) = Rz for any EE I&” = I@“.,, 
(17.12.3) (ifA : Rz) = (A : RzJ) for any A E (L,), and any EE I@“, 
(17.12.4) If I# S, then G, contains no cuspidal character sheaves. 
From (15.3.4) and (15.3.2) we see that 
(17.12.5) (ifA : i;A’)=C,(r:-I,,,,A : yx~;nr,r-IA’) 
where A, A’E (E,), and the notations are as in (15.3.4) with Z=J. Con- 
sider the term in the last sum corresponding to a fixed x; assume that it is 
non-zero. From the proof of 15.7, we see that 
I r,-,,,,,A= sum of character sheaves in (i,-,,.Y,,),, 
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for various y E Wx-llxn,, 
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Y.Arinxlx- ,A’) = sum of character sheaves in (~X~l,Xr\,)X-,Zrp 
for various ZE W,nx,xm~. Since our term is non-zero, it follows that there 
exist y, z as above such that (2,)91, 
J=x-‘IxnI, L$ =yzY, dz; =I-” 
(L,),, are not disjoint, where 
9. Using now 11.2(c), it follows that 9r;, 
=!& are in the same W,-orbit. It follows that uy=x-‘zu for some 
UE Wx-l,.rn*, UE WY. We have y, z, u E W, and v E W” = W$,, (by 
assumption), hence v E W, and XE W,. Since x has minimal length in 
W,xW,, we must have x= 1. Hence (17.12.5) simplifies to 
(17.12.6) (i;A : $A’) = (A : A’). 
This implies that if: (E,), -+ ey is well defined and injective. Now 
(17.12.2) follows from 15.7(a) and our assumption W, = W9,,. Consider 
LEGS. Then (A: Rg)#O for some EE l@9 (see 14.12). Using (17.12.2), 
we then have (A” : i;Rz’) #O. Hence there exists A, E (e,)P such that 
(A” : ifA ,) # 0. Since ifA, is a character sheaf, we must have 2 = if.4 r , and 
(17.12.1) is proved. Now (17.12.3) follows from (17.12.2) and (17.12.6). 
Finally, (17.12.4) clearly follows from (17.12.1). From (17.12.1), (17.2.3), 
and 15.12 we deduce that 
(17.12.7) ifthe statements (17.8.3), (17.8.4) holdfor (L,, 2) then they 
also hold for (G, 9) (assuming that G is clean and that W” = W”,,). 
17.13. We preserve the notations ,& 17.12, but we drop the 
assumption w$ = W$,*. For each E, E W!!,1 we define a W$-module 
J(E,) = Jz, (E,) as the I&submodule of ind$, (E,) generated by all 
irreducible IV&,-submodules E satisfying aE = aE1 ; for any irreducible sub- 
module E of ind2 (E,), we have uE B aE, [6, (4.1.5)]. (Here aE is defined 
with respect to Wzand uE, is defined with respect to IV”,, (see 16.2).) We 
extend J by linearity to a homomorphism J: a( WY,,) --+a( W”) or J: 
B( W$ I) 0 Q, + B( W$) @ QI (notation of (14.10.3)). From the definition 
of families in [6, 4.21 and 17.4, it follows that given a family %0 of WY,, 
there is a unique family % of WY with the following property: for any 
E, E%~, any irreducible IV-submodule of J(E,) is in 9. We say that % is 
the family of W” induced by %O. 
We shall make the following assumption: 
(17.13.1) the statement (17.8.4) holds both for (G, 9) and for 
(Lo yip)- 
We then have a partition 
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(17.13.2) GY =FG,,9 
(F runs over the families in I@“): we say that A E G, is in G,,, if the 
two-sided cell in IV” attached in 16.7 to A corresponds by 17.4 to 9. We 
define similarly a subset (%,)u,FO for any family Y0 in I@!.,. 
We now define for any character sheaf A, E (~,)v.,qo, (PO as above) an 
element jf(A,) E X0(G) as follows. Let 9 be the family in pY induced by 
9$. Consider $(A i) (see 15.3); it is a linear combination CAmA A of 
character sheaves A E G9 with integral, 3 0 coefficients mA (see 4.8(b)). 
We set, by definition, jf(A , ) = Cm, A, sum over all A E e,., . We also 
define by linearity j;(x) for any element x E A&(L,) @Q, which is a Q,- 
linear combination of character sheaves in (i,),,,,. From 16.7 and 157(a) 
it follows immediately that 
(17.13.3) jf(Rg,‘) = RgE,,, 
for any E, l 9( IV”,,)@Q, which is a Q,-linear combination of represen- 
tations in 9$. (Here R~~‘EX,(L,)@Q,, RgE,,~Xo(G)@Q,, and J: 
a( W’.l) 0 0, + 9( IV”) 0 0, is defined as above.) 
It is easy to see that for any WE I%?,., in the two-sided cell corresponding 
( 17.4) to FO, we have 
(17.13.4) J(@ ,(,, $J = y&y 
where CI,,, w, iy,, (rev. %,w$ ) is the element CI,. of (16.2.7) defined with respect 
to W&,,(resp. WY). (Compare [6, [S.lOS)].) 
Introducing this into (17.13.3) we get 
(17.13.5) jf(RE;$y,,l = R&,9. 
Next, we note that if EE R( WY) @ Q, is a Q,-linear combination of 
representations in 9 and A, E (L,),,, then 
(17.13.6) (jf(A,) : RF) = (A, : R$‘,). 
(Here ‘J: B( WY) @ Q, + W( WY,,) 0 a, is the linear map defined by: coef- 
ficient of E, in ‘J(E) = coefficient of E in J(E,), (E, E L@“,,, EE b&“‘).) 
Indeed, by the definition of jf, the left-hand side of (17.13.6) is equal to 
($(A,) : Rg). Similarly, the right-hand side of (17.13.6) is equal to (A, : 
Rf$L) = (A, : $RF) (see 15.7(c)). It remains to use (15.3.2). 
In the remainder of this section we shall assume (in addition to 
(17.13.1)) that 9, & have the following property. The map E, -+J(E,) is a 
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bijection Jz%~ r %; moreover, there is an isomorphism Y, r Y, (see 
17.5) such that the diagram 
is commutative. (The bottom arrow is induced by gFO s gS.) In this case 
we shall say that 9 is smoothly induced by %O. 
Under these assumptions we shall prove the following. 
(17.13.7) Zf (17.8.3) holds for (L,, Y), then (17.8.3) also holds for 
(G, 2’) as far as C?,., 
k% 
is concerned, in other words, there exists a bijection 
-JH(S,), (A-m,) such that the equality in (17.8.3) for (G, 2’) 
holds for all A E G,,, and all E E 9. 
More precisely, we shall prove 
(17.13.8) jS defines a bijection (L,),,, r eTe.F. 
We can then define the bijection in (17.13.7) in such a way that the 
diagram 
is commutative. (The left vertical arrow is provided by (17.8.3) for 
(L,, Y).) This bijection has the required property, by (17.13.6). 
It remains to prove (17.13.8). First, we show thatjs(A,)#O for all A, E 
chL%o. If we had jS(A,) =0 then, from (17.13.6), it would follows that 
(A, : R<i ) = 0 for all E E I@“. From our assumption J: %0 2 % it follows 
that (AI : Rz’) = 0 for all El E %0, contradicting 14.12. Thus, jS(A , ) # 0 for 
all A, E (~I)g,Fo. 
We now fix A, E(E,)~,~~. From 14.12 and 16.4 it follows that there 
exists w  E IVYqI such that (A, : RF) # 0, where a, is defined as in (16.2.7) 
with respect to WY,,. By 16.6 we have 
(17.13.9) Rz’=n,A, +n,A, + .-. +n,A, 
where Ai E (E,),,, are distinct (1 < i < r) and n,, n2,..., n, are integers > 0. 
Let d, be the element a, of (16.2.7) defined with respect to Wk. We have 
J(a,) = E, (17.13.4); since J: %0 3 9 it follows that 
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(17.13.10) ‘J(L?,) = ~1, + a linear combination of representations in 
lPp., not in &. 
We have 
i n,n,(jf~, : j;~~) = (j;(R$‘) : j;(R~9 (by (17.13.9)) 
i,j= 1 
= (jf(R$') : RE,) (by (17.13.5)) 
= (RZJ : RTy(&) (by (17.13.6)) 
= (Rz’ : Rz,‘) (by (17.13.10)) 
(by (17.13.9)). 
On the other hand, j;A, is a non-zero linear combination of character 
sheaves with integral > 0 coefficients. Hence (j;A, : jfAj) is 2 1 for i=j 
and is > 0 for i # j. Hence from the equality 
jclnj= i n,n,(jfA, : jfA,) 
r,,= I 
it follows that (jfAi : $Aj) is 1 if i = j and is 0 if i # j. In particular, j;A, is 
a character sheaf in G,,,,. Hence jf defines a map (E,),., + G,,,. We 
show that this map is surjective. Let A E G,,,. By 14.12, there exists EE F 
such that (A : R$) # 0. We have E= J(E,) for some E, E F& hence 
O# (A : RzE,,)= (A : jf(Rg-I)) (by (17.13.3)). Hence there exists 
A i E (z,),., such that (A i : Rz’) # 0 and (A : jf(A , )) # 0. This implies 
A = jS(A,); thus jS is surjective. We now show it is injective. Assume that 
A=jW,)=jfl~d (Al,A2e@) , Y.50). Let E E 9 and let E, E F. be such 
that J(E,) = E. Then ‘J(E) = E, + a linear combination of representations 
in PVY., not in &. We have for i = 1 or 2: 
(A : Rg) = (jf(A ;) : R$) = (A; : Rs&) (by (17.13.6)) 
= (Ai : R;,‘). 
Hence (A,: Rg.‘) = (A,: Rz’) for all E, E&. This implies that 
(A,: RE,‘) = (A,: Rz,‘) for all w  E IV”,, where ~1, has the same meaning as 
in (17.13.9). We now choose w  such that (A,: Rz,,‘) #O. Then 
(A,: Rz’) # 0 and we may assume that A i, A, are the first two terms in 
the right-hand side of (17.13.9). But we have shown earlier for these A, that 
(j;A I : j:A,) = 0. This contradicts the assumption j;A, = j;A *, and com- 
pletes the proof of (17.13.8) and of (17.13.7). 
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We also note the following. 
(17.13.11) In the setup of (17.13.7), assume also that L,#G. Then 
Gs= contains no cuspidal character sheaves. 
Indeed, (17.13.8) shows that any AE~,,, is of form jf(A,) 
(A, ~(2 1 I P,YO), hence it is a direct summand of indg, (A,), with PI as in 
15.3. Hence A is not cuspidal. 
17.14. We now assume that we are given 9 E Y(T) and a family 
9 c &“’ such that (17.8.4) holds for (G, 9) and such that (17.8.3) holds 
for (G, S?) as far as GP,F is concerned (see (17.13.7)). Then FOE (with E 
as in (12.9.7)) is again a family in WY. 
Assume that we are given a bijection 4: A(%,) --) J(gF BC) such that 
(17.14.1) {b(m), &m’)} =EA(m, m’} for all m, m’E&(g*), 
where m corresponds to A E c?,,, under (17.8.3) and m’ corresponds to 
EEF under (17.7.1). Recall that { , } is given by (17.8.2). 
We assume also that the following diagram is commutative. 
(17.14.2) 
We show that under these assumptions, the statement (17.8.3) holds for 
(G, 9) as far as Gz,F B)E is concerned. 
Indeed, we define a bijection 
(17.14.3) ~lP,m3~ - + -4Y.F@E) 
by the requirement that the diagram 
G 5e.F N ’ “%;“(%.%=I 
+dl 
e 
I t 
Y.F@E ----+ Jw9.F @J 
be commutative. Here, the top arrow is the bijection of (17.8.3) for G,,, 
and +d is defined by A++E^,d(A) (see 15.5). The fact that +d is well 
defined and bijective follows from 15.8(c), (15.4.5), and (15.4.3). It is then 
clear that the bijection (17.14.3) has the property required in (17.8.3). 
17.15. Let YEY(T) be such that (17.8.3) (resp. (17.8.4)) holds for 
(G, 2). Let w  E W, we set Y= w*g. Then (17.8.3) (resp. (17.8.4)) holds 
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for (G, 9’). This follows easily from 14.15. (We may assume that w  is a 
simple reflection of W.) 
17.16. Let G’ be a connected reductive group over k and let x: 
G’ -+ G be a surjective homomorphism with finite kernel. Let 9’ E Y( T) 
and let 9’ be the inverse image of 9 under rc: z-l(T) -+ T. We have 
w, = w,, cw;,cwp~ in a natural way. If w  E I+“’ and iE Z then it 
follows from definitions that 
(17.16.1) x*K: = K;‘, 71 * Pffp = PH’KY 1 w H’ 3 
and 
(Here & runs over the one-dimensional local systems on T which are direct 
summands of the direct image of a, under rc: K’(T) -+ T. They are in 
Y(T).) 
It follows that if A is a character sheaf of G then n*A is a direct sum of 
character sheaves of G’ such that the associated action (11.5) of ker TC is 
trivial. Conversely if A’ is a character sheaf of G’ such that the associated 
action (11.5) of ker rr is trivial, then xc* A is a direct sum of character 
sheaves of G. From this we can deduce: 
(17.16.3) If (17.8.5) holds for G’ then it also holds for G. 
Indeed, let A be an irreducible cuspidal perverse sheaf on G. Then A is a 
direct summand of rc,rc*A. It is clear that n*A is a direct sum of 
irreducible cuspidal perverse sheaves on G’ with trivial action of ker z. By 
(17.8.5) for G’, it is a direct sum of character sheaves of G’ with trivial 
action of ker rc. Hence z,n*A is a direct sum of character sheaves of G, and 
therefore A is a character sheaf of G. 
We also see that: 
(17.16.4) If (17.8.4) holds for G’ then it also holds for G. 
Indeed, let A be a cuspidal character sheaf, and let A’ be a direct sum- 
mand of z*A. Then A’ is a cuspidal character sheaf of G’, hence it is clean, 
by assumption. It follows that n, A’ is clean. Since A is a direct summand 
of 7t*A’, it is also clean. Applying this argument to the Levi subgroups of 
parabolic subgroups of G, we see that G is clean. 
If A is a character sheaf on G and A’ is a direct summand of x*A, then 
by (17.16.1), we have cA =E~,. Since A, A’ have supports of the same 
dimension, we also have 2A = 8,,. Thus, the equality sAz = taz implies 
A 
E,, = sA, and (17.16.4) follows. 
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17.17. For each element z E 2, = centre of G, we denote tZ: G + G 
the map g + zg. It follows easily from definitions that 
(17.17.1) t,*R;E”=KF 
for any LZEE(T) and any WE IV’. 
This implies that: 
(17.17.2) If A EC?, then ~:AEG~. (But t,*A is not necessarily 
isomorphic to A.) 
Hence t,* defines a homomorphism tf: &(G)@Q, +X0(G) @Q,. From 
(17.17.1) it follows that 
(17.17.3) t,*RF = Rz 
for any 9 E P’( 7’) and any E E If”‘. 
PROPOSITION 17.18. Assume that G is clean and let 3 E 9’(T). 
(a) For any w  E WY, the elements RE,, Rz, pf X0(G) QQ, are Z- 
linear combinations of character sheaves A E G9 such that E~ = 
t-11 ‘(w)PO(W). (Here sA is given by (15.1.1) and f(w), a(w) are as in 16.6(a).) 
(b) Zf A E 6, satisfies (A: RE) #O then the map 11.9 attaches to A 
the coset w  W,. 
(Note that this is variant of Theorem 16.6(a) in which the parity condition 
(15.13) is not part of assumption; part (a) is similar to the integrality 
theorem [6, 6.14(i)].) 
Proof In the proof of [6, 6.14) it is shown that (with notations in 16.2 
and 16.5) 
(17.18.1) CI, = (- l)““‘~Tr(C, -~ay,,,Cy, E(u); -a(w)/2)E 
E Y  
where E runs over I@Y and y runs over the set of elements in w  W, such 
that y zw; we have 
a y,w = c 
a(i) i/2 
Y.W 7.l . 
icH 
i>0 
ir/(w)+/(y)(mod2) 
Strictly speaking, the proof in [6] applies in the case w  E W,; however, in 
the general case, the proof is the same. From (17.18.1) and (15.10.1) it 
follows that 
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(17.18.2) 
(A: Rz)= ( - l)“““c Tr(C,, E(u); -Q(w)/~)(A: R;) 
E 
-1 c 1 ( - l)““‘)a$,Tr(C,,, E(u); -a(w)/2 - i/2)(A: RF) 
E y i>0 
This shows that (A: RE) is an integer. Since in the last sum over y, i we 
have the restriction i E Z(w) + I(y) (mod 2) it follows that (A: Rz) = 0 
unless E +dA = (_ l)l(n+dN. (Here, the sign is taken so that f dA is a 
character sheaf.) From the definition of d (154.1) and from the conser- 
vation of E,,, by induction (5.12) it follows that dA is a Z-linear combination 
of character sheaves A’ such that sA. = E,., Hence, we have 
(17.18.3) E+& =&A. 
Thus (A: R”) = 0 unless E 
follows from the formula A 
- ( - l)“““P”‘““. The analogous result for Rzs 
- 
(17.18.4) Rzw = dR< 
(see 15.8(c) and (16.2.8)). 
We now prove (b). In the sum over y in (17.18.2) y runs over elements 
in wW,. Hence if (A: Rz)#O, then we have (dA: PH’E-ff)= 
(A: dPHiKf)#O for some y~wW,. From 13.10 it follows that (dA: 
Ci( - l)i @H’K~y) #O and from 12.6 it follows that (dA: C( - l)iPH’K.T) #O 
for some y’~ wW,. Now using 15.8(b), we deduce (A: Ci( - l)ipHiK.$‘)#O 
hence (A: PH’K.T) #O for some j. From 11.10, we see that under the map 
11.9, A is sent to y’ W, = w  W,, as required. 
17.19. Let S!EY(T). In (a)(f) below, we consider the following 
pairs (E,, E2) of irreducible representations of IV”. 
(a) If W, is of type E,, Q, = {e}, take E, =512:, E, =512, 
(notation of [6, 4.121). 
(b) If W, is of type E, x A,, Q, = {e}, take E, = 512: q 1, E, = 
512, q 1 or E, = 5121, q E, E, = 512, EX E (E = non-trivial character of 
A i - factor). 
(c) If W, is of type Es, Q, = {e}, take E, = 4096,, E, = 4096, or 
E, = 40961,, E, = 4096,’ (notation of [6, 4.133). 
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In the cases (d), (e), and (f), assume Q, = Z/22 acts non-trivially on 
W,, E, is the preferred extension (7.12) of EE @‘T to WY and E2 is the 
other extension. 
(d) If W, is of type A,, E is the unique 16-dimensional represen- 
tation in PY. 
(e) If W, is of type A,, E is one of the two 64-dimensional represen- 
tations in Pg. 
(f) If W, is of type E6, E is one of the two 64-dimensional represen- 
tations in WY. 
In all cases, there exist an element x E W$ such that ( - 1 )‘(x)-Rx)-l~x = 
E, - E,, ‘I(x) = a(x) + 1 (mod 2) and an element x’ E W, such that 
a,, = E, + Ez, t(x) = u(x) 
(See [6, 5.21, 5.22, 5.23, (7.6.2), 7.101.) 
(mod 2). 
17.20. Let 9 E Y( T). Assume that W, has no irreducible factors 
of type E, or E, and that for any irreducible factor IV’ of W, of type A, or 
E6, the following condition is satisfied: if WEQ, normalizes IV’, then it 
centralizes IV’. Then: for any x E I+?$ such that a, # 0 we have I(x) = a(x) 
(mod 2). The same conclusion holds if IVY is as in 17.19 and if XE WZ is 
assumed to be outside the two-sided cell corresponding to E, and E2 where 
(E,, E,) is one of the pairs in 17.19. (See [6, (6.18.10) and pp. 231, 2321.) 
PROPOSITION 17.21. Assume that G is clean and let 8 E 9’(T) be such 
that w19 is as in 17.19(e) or (f). Assume also that the generator of !2r;p has 
odd length in W. Let A E G, be such that Ed = 1 and such that dA = E^A . 
Assume that under the map 11.9, A is mapped to the non-trivial coset in 
W”fW,. Then t)A=A for all z~Zo, (see 17.17). 
Proof Let EE tiY be such that (A: Rz) #O. By 16.4, we have 
(A: RE) # 0 for some x in the two-sided cell corresponding to E and from 
17.18(a) it follows that l(x) E a(x) (mod 2). From 17.18(b) it follows that 
XE wy- w,, hence l(x) E T(x) + 1 (mod 2), since the generator of Sz, has 
odd length in W. Thus, T(x) = a(x) + 1 (mod 2). 
From 17.20, it now follows that E= E, or E,, where (E,, EJ is a pair as 
in 17.19 for w$. In the same way, we see that (A: Rg + Rg) = 0. Since 
(A: Rg) #O, it follows that (A: Rg - Rg) #O. By 17.18 and 17.19, 
Rg - Rg is a Z-linear combination of character sheaves and by 14.13, it 
has inner product (:) with itself equal to 2. It follows that R$ - Rg = 
VA + v’A’ where v, v’ E { f 1 } and A’ E @g is different from A. Applying d 
and using 15.8(e) we see that RgBE - RgBz =v dA +v’ dA’. We have 
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{E,, E,}n (E, BE, E2 @E} =fzI hence, by 14.13, we have (Rg -Rg: 
R&m -R&m )=O. Thus, we have (VA +v’A’: v dA+v’dA’)=O. By our 
assumption we have dA = E^,A. It follows that (A’: dA’) + ga = 0 hence 
dA’= -gAA’, and I,, = -iA. Since the operation tr (17.17) clearly preser- 
ves the dimension of support and hence E ,^ it follows that A’ # t* A for any 
ZE2G. 
By (17.17.3), Rg - Rg is invariant under t,*. It follows that VA + #A’= 
vt$A+v’t,*A’. Hence we have either t:A=A, trA’=A’ or trA=A’, 
tT,4’ = A. We have just seen that the second alternative cannot hold. It 
follows that t: A = A and the proposition is proved. 
18. GROUPS OF TYPE A 
18.1. The main result of this chapter is Proposition 18.5, which 
states that the statements (17.8.3)-( 17.8.5) hold for groups of type A. We 
shall begin with a result characterizing the cuspidal character sheaves for 
any clean G. 
PROPOSITION 18.2. Assume that G is clean and let A E 6,. Then A is 
cuspidal if and only if the following condition is satisfied: zf (A: xi 
( - l)iPHi(Kz)) # 0, (w E W”), then w: T/Z: + T/Z”, has only finiteZy many 
fixed points. 
Proof: Assume first that A is not cuspidal. Then there exists Z$ S such 
that r;A # 0. Since r:A is a combination with 3 0 integral coefficients of 
character sheaves of L,, there exists 9’ E Y(T), w’ E IV”,,, and i E Z such 
that (rSA: PHiK$Y,r) >O (notations of 15.6) Applying (14.11.1) with G, A, 
9, w  replaced by L,, rSA, Y’, w’, we see that (rSA: Rg’,‘)#O for some 
E, E b&t. It follows that ($A: Cj( - 1 )iPH’K$‘,‘) # 0 for some w” E IV”.,,. 
Now using (15.3.2) and (15.7.1), we deduce that (A: Ci( - l)iPHiK$‘)#O. 
(Here, KS,’ is defined with respect to G.) From 11.2(c) we see that 9’ must 
be in the W-orbit of 9 and from 11.2(b) we see that (A: 
Ci( - l)jPH’Kz) # 0 f or some element w  E W which is W-conjugate to 
w” E Wt. The fixed point set of w’: T/20, + T/S?‘“, contains a”,,/%“, hence it 
has dimension 2 1. Since w  is conjugate to w”, the fixed point set of w: 
T/S’: + T/2’“, also has dimension 2 1. This proves one-half of the lemma. 
Conversely, assume that A E 6, satisfies (A: Ci( - 1 )ipHi( K$)) # 0 for 
some w  E WY such that w: TjS”o, -+ Tj57: has a fixed point set of dimension 
> 1. Replacing w  by a conjugate, we may assume that w  E IV”,,, (Z$ S). 
Using (15.7.1) we see that (A: $(C( - l)iPHi(K~~f))) ~0, and using (15.3.2) 
we see that $A # 0 so that A is not cuspidal. The lemma is proved. 
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18.3. Assume that G is clean and let A E 6, be cuspidal. Let XW 
(x E Q,) be the coset in W”lW, attached to A in 11.9 and let N be the 
number of orbits of the permutation of ST (see 2.3) defined by SI+XSX-‘. 
Assume that for any E E I@” such that (A : R$) # 0, we have 
(18.3.1) Tr(T,,,, E(u))Eu~“?,[u, u-l] for all w~xW, 
(notation of (12.9.3)). Then sA =E:, (see (15.13.1)). 
Proof. Let w  E II?* be an element of minimal possible length in W such 
that (A: j’H’K;EP) # 0 for some i. Then, by (12.7.1), we have (A: pHjI?z) = 
(A: PH’Kz) for any j and, in particular, (A: pH’j?$) #O. It follows that 
ci( - l)j(A: pHjKz) #O. (By 13.10(a), only the terms corresponding to 
jr i (mod 2) can be non-zero, hence they all have the same sign.) It also 
follows that cj( - l)j(A: pHjK$‘) #O. Using 10.2, we see that w  acts on the 
vector space V spanned by the roots (in the character group of T) without 
eigenvalue 1. Since w: I’+ V is of finite order and defined over Q, its deter- 
minant on V must be equal to ( - l)dim ‘. Hence l(w) E dim Y (mod 2). On 
the other hand, we have dim V- dim(G/S’t) (mod 2) hence 
(18.3.2) I(w) = dim(G/S$) (mod 2). 
We now write the identity (14.11.1) for our A and w. The left-hand side 
is a non-zero element in udim “2Q [u, u ~ ‘1 if E, = 1 and in 
U(dimG+1V2~[U, u-I ] if sA = - 1. The right-hand side is, by (18.3.1), in 
U(N+l(w)+dimG--T(W))12~,[U, u-l]. It follows that 
(18.3.3) cA = (- l)N+‘(w)-Rw); 
on the other hand, we have 
(18.3.4) E^* = ( - 1) dim (G/2$) - dim(supp A/St) = ( _ 1 )dim(G/S$) 
since, by 3.12, (supp A)/ZZ”O, is the closure of a single conjugacy class in 
G/SO, and hence, it has even dimension. The identity sA = E ,^ is therefore 
equivalent to the congruence 
N + I(w) +?(w) + dim(G/%“L) = 0 (mod 2). 
By (18.3.2), this is equivalent to the congruence 
(18.3.5) I(w) = N (mod 2). 
This is proved as follows. Let V, be the subspace of V spanned by the 
roots in R, (see 2.3) and let rrS be the basis of V1 formed by the simple 
roots of R,. Then w: V+ V leaves V, stable, and being of finite order, 
defined over Q, without eigenvalue 1, it satisfies det(w, Vi) = ( - l)dim ‘1. 
We have w=xwlr where XEB~, w1 E W,, and det(w, Vi)= 
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det(x, V,) det(v,, V,)= ( - 1)““‘) det(x, V,) = ( - l)%“‘det(x, V,). Since x: 
V, + V, permutes the elements in the basis 7~~ of V,, we have 
det(x, V,)= (- l)dim ‘1-N where N is the number of orbits of the per- 
mutation defined by x. It follows that ( - l)dim ‘I = ( - 1)7’“)( - l)dim ‘1~ N 
and (18.3.5) follows. The corollary is proved. 
LEMMA 18.4. Assume that G/TG is a product of projective general linear 
groups and let 9 E Y(T) be such that W, = {e}. Assume that (17.8.4) holds 
for (G, 2’) and that there exists x E 0, such that x is a Coxeter element of 
W. Let u, be the element defined in (16.2.7) in terms of G, 2, x. Then 
(a) IQ,1 = I~G/.f.W. 
(b) RE = @,A,,, (sum over all ZE S,/2’0,), where A,, is a cuspidal 
character sheaf of G with support contained in ~22’: (unipotent variety of G}. 
In particular, the A,,= (z E 9’,/2~) are distinct. 
Proof: We may assume that G is semisimple. The following statement is 
a reformulation of (a) in terms of the dual group G’. 
(18.4.1) Let s be a regular semisimple element of G’ such that there 
exists a Coxeter element w  of the Weyl group of G’ with respect to the 
maximal torus Z’(s), such that w  E Z(s). Then 1 Z(s)/Z”(s) 1 is equal to the 
order of the kernel r of the simply connected covering 71: G -+ G’ of G’. 
Let SEE-‘(S). We have Z,.(s)/Z$(s) = {XE G’Ixixx’ EX’}/Z~JS). This 
shows that I Z,,(s)/Z&(s) I d I rl and that to prove equality is equivalent to 
showing that for any YET, s” is conjugate to Sy. This statement clearly 
follows from the statement (18.4.1) in the case where G’ is adjoint. We can 
further reduce ourselves to the case where G’ is adjoint, simple, hence, 
G’ = PGL,(k). In this case our assumption on s implies that n is invertible 
in k and that s can be represented by the image in PGL,(k) of the diagonal 
matrix (1, [, [* ,..., [“-I) where i is a primitive nth root of 1 in k. In this 
case it is clear that I Z,,(s)/Z”,.(s) I = n and (a) is proved. 
We now prove (b). Since W’ =QP, each character 13: Q, + QT may 
also be regarded as a representation of PV,. For any x’ ESZ~,, we have 
CI,~ = (- l)flX”~B~(x’)~ and from 16.6(a) we see that 
(18.4.2) R$ = ( _ 1 p’) Ce qx’) R; = ( - 1 p’) xi ( - 1 )I + dim G 
“H’(KT) is a combination with integral 20 coefficients of character 
sheaves. By (14.13), we have 
(18.4.3) (RE.: RE.) = IQ, 1, if X’ZX” 
(x’, x” E 0,). 
= 0, if x’ #x” 
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Hence, if A is a character sheaf such that (A: Rz) # 0 then (A: R,$) = 0 for 
x’#x. Using (18.4.2) and 18.2, it follows that A is cuspidal. From 3.12 it 
follows that the support of A is contained in the set zZ~ * {unipotent 
variety of G} for some z E SG. Then supp( t,* A) c 3% * { unipotent variety} 
(see 17.7). Note that t,*A is again a character sheaf (17.17.2) and it is a 
component of R,$ by (17.17.3). When z runs over a set of representatives 
for S,/%oO,, then the t,*A have distinct supports hence they are distinct. 
This gives at least 1 S?‘,JTEI distinct character sheaves which are com- 
ponents of Rf. By (18.4.3) and (a), we have (RE : Rz) = (QYp( = 
I S“G/S“s 1, so that all components of Rz must be obtained as described, and 
they all have multiplicity one. The lemma is proved. 
PROPOSITION 18.5. Assume that G/S”, is a product of adjoint groups of 
type A. Then 
(a) G satisfies (17.8.5). 
(b) (G, 2’) satisfies (17.8.4) for any 9 E Y(T). 
(c) Let 9 E 9’( T), let 9 = (E} be a family in fiY and let 9’ = 
{ & ) 0 character of Q,( = Q, } be the corresponding family in I& (see 
(17.3)). Recall that the imbedding .sF’cc&(Y~,) (see (17.7.1)) is I!$ H (1, 6). 
Let GY+FT be de$ned as in (17.13.2). There exists a bijection 
G&P ,-A(S,.), A-(xA, (?,)EJY(Y~,), such that 
(A:R~)=(~/I~,I)EA~(xA)-~, &A =(-1) ‘(-), (A E G2 $cf, E, E 9’). 
(I is the restriction of the length function of W to a, ; we have 
xA E GF, = a,.) In particular, (17.8.3) holds for (G, 2’). 
Proof The proposition is trivial when G has a single element. Assume 
now dim G > 1 and that the proposition is true for groups of the same type 
as G, of strictly smaller dimension than G; we shall prove that it is also true 
for G. If G is not semisimple, then dim(G/ZO,) <dim G and the method of 
17.10 reduces us to the case of G/S?‘“, to which the induction hypothesis 
applies. Hence, we may assume that G is semisimple. 
We now prove (b). To prove (b), we may assume by (17.16.4) that G is 
simply connected and, by 17.11, that G = S&(k). Using the induction 
hypothesis, we see that it is enough to show that any cuspidal character 
sheaf A on G is clean and satisfies E~ = 1,. 
From 3.12 it follows that the support of A is contained in the set 
z(unipotent variety of G }, for some z E &. As in the proof of 18.4, by 
replacing A by t,*A (z~52’o; see 17.7) we see that we are reduced to the 
case where the support of A consists of unipotent elements. We shall apply 
7.9 to A. The hypothesis of 7.9 are verified. Indeed, since A is a character 
22 GEORGE LIJSZTIG 
sheaf, it is strongly cuspidal (7.1.13). From 3.12 it follows that for any 
cuspidal pair (Z, 6) for G with ,E a unipotent class we have C = regular 
unipotent class. Finally, if 9 is a Levi subgroup of a proper parabolic sub- 
group of G, then any irreducible cuspidal perverse sheaf on L is a character 
sheaf (by the induction hypothesis) hence it is strongly cuspidal. Thus, 7.9 
is applicable to A and shows that A is clean. 
Let Jo Z, Y E Y( T), and w  E Wb be such that (A: PHjKz) # 0. Since A is 
an irreducible cuspidal perverse sheaf on SL,(k) with support in the 
unipotent variety, we see from [4, 10.31 that n is invertible in k and that 
the action (11.5) of TOG on A is through a character of order n. From 11.10 
we see that the image of the coset wW, c W”/W, under the 
homomorphism (11.8.1) has order n. Using (11.8.2) it follows that this 
coset has order n in the group WY/W,. 
It is easy to check the following statement: if d%; E Y(T) and w1 E W”, is 
such that w1 WY, has order n in W”,/W,, then w, is a Coxeter element in 
Wand W,, = {e}. (An equivalent statement is: ifs is a semisimple element 
in PGL,(k) such that the group of components of its centralizer has some 
element p of order n, then s is regular (hence contained in a unique 
maximal torus) and p represents a Coxeter element in the Weyl group of 
that torus.) 
In our case it follows that w  is a Coxeter element and that W, = {e}. 
Then 18.3 is applicable and shows that Ed = E ,^ . This completes the proof of 
(b), assuming the induction hypothesis. 
We now prove (c). As we have seen earlier, we may assume that G is 
semisimple. Assume first that either E is not the sign representation of W, 
or that W, = (e} and no element of 0, is a Coxeter element of W. Then 
it is easy to see that (after replacing if necessary Y by w*Y for some 
w  E W, see 17.15), there exists a proper subset I of the set of simple reflec- 
tions in W and a family 96 of WP,1 such that 9’ is smoothly induced by 
Fb, as in i7.13. By the induction hypothesis, (17.8.3) (or, more precisely, 
(c)) holds for (L,, 9) and (17.8.4) holds for both (G, U) and (L,, 3). 
Using (17.13.8) we see (just as in the proof of (17.13.7)) that (c) holds for 
our family 9’. Next, assume that E is the sign representation of W, and 
that W, # {e}. We have gP, =gFIBE =QP, where E: WY + ( f 1) is 
given by E(W) = (- 1)““‘. Define a bijection 4: JZ(g,,) + A(‘??,.,,) by 
4(x, 0) = (x, 8 0 (E IQ,)), (x E Q,, 8 E Hom(B,, a:)). Then the diagram 
(17.14.2) with this 4 (and 9 instead of F) is commutative. It is also clear 
that {4(x, e), &l, e’)} = ( - l)““‘{ (x, e), (1, e’)} for all XEQ,, and all 
characters 0, 0’ of Q,. (Both sides are ( - 1)““‘0’(x))‘.) Hence the identity 
(17.14.1) is satisfied in our case. (Since (c) is already established for F’, we 
have sA = ( - I)““) for A ++m = (x, 0) in (17.14.1).) The proof in 17.14 then 
shows that (c) holds for B’ @ 8. (Note that E f dA = sA, as a consequence of 
15.12 and (15.4.1)) 
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We can therefore assume that W= {e} and that Qfi contains some 
Coxeter element of W. We now show that 
(18.5.1) for each XEQ,, the element R,“: of (18.4.2) is a sum of 
character sheaves, each with multiplicity 1. 
When x is a Coxeter element of W, this follows from 18.4. Assume now 
that x~s2, is not a Coxeter element. Replacing 9 by a W-conjugate, we 
may assume that x is a Coxeter element of W, where Z$ S. From (17.13.5) 
we see that RE is obtained by applying jS (see 17.13) to the analogous 
element R”,’ defined in terms of L,, 8, x. We can apply 18.4 to RzJ 
(instead of%:) and we see that REX* = A 1 @ A, @ . . . 0 A, where A i ,..., A, 
are distinct cuspidal character sheaves on L, such that supp A, = z,?Z’~, 
{ unipotent variety of L,} and z, ,..., z, is a system of representatives for the 
cosets 9’,,/9’~,. We shall assume, as we may, that each zi E sG. We have 
jf.4, = ifA, since W, = (e}. Hence it is enough to prove the following two 
statements. 
(18.5.2) For any i, ifA, is a sum of character sheaves, each with mul- 
tiplicity 1. 
(18.5.3) (ifAi: ifAj) = 0 for i#j. 
To prove (18.5.2) we argue as follows. From the definition of induction 
we see that ind(Ai) (the perverse sheaf on G induced by AJ has the 
property that its restriction to zi x {regular unipotent class of G} is, up to 
shift, a local system of rank 1. This forces ind Ai (which is semisimple) to 
have at least one irreducible summand with multiplicity one. According to 
[4, 3.5, (4.1.1)], the endomorphism algebra of ind(A,) is a twisted group 
algebra of a certain finite group: the isotropy group ri in NG(LI)/LI of Ai. 
Any element y of ri can E represented by an element in N,( W,). Since it 
keeps Ai fixed, and Ai E (L,),, it must map 9’ to a local system in the W,- 
orbit of 9 (by 11.2(c)). Replacing y by an element in the same WI-coset, 
we see that y can be represented by an element in W$nN& W,) = 
52, n N,( W,). It follows that ri is abelian. Our twisted group algebra has 
some one-dimensional representation (since ind(A i) has some irreducible 
component with multiplicity one); hence it is an ordinary (untwisted) 
group algebra. Thus, the endomorphism algebra of ind(Ai) is abelian and 
(18.5.2) follows. 
Next, we prove (18.5.3). From (4.3.1) we see that ind(A,) is a direct sum 
of irreducible perverse sheaves on G with support equal to the closure of 
(18.5.4) Xi = u X(Z~(LT~,)~~UL,)X-~ 
XEG 
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where UL, is the set of regular unipotent element in L, and (a”,,),,, is the 
set of all g E a:, such that %O,(g) = L,. It is enough to show that 
(18.5.5) xinxi =@ for if j. 
Assume that we have X, nX, # 0. Then there exist g, g’ E (9’F,)reg, 
4 u’ E UL,’ x, x’ E G such that xzi gux ~ ’ = x’zj g’u’x’ - ‘; we want to deduce 
that i = j. We may assume that x’ = 1. By uniqueness of Jordan decom- 
position, we have xzjgx-l = zj g’. We have zi?;(xzigx-‘) = 
xzi%““,( g)x ~ i = xL,x- ’ = 9’E(zj g’) = L,. Hence x E NJL,). It follows that 
x%“o,,x - I = z;,. Hence from xzigxP1 = zjg’ we deduce zi’z, = 
xgx-’ . g’-’ E a;,. But the zi are representatives for the cosets ZZL,/ZF,, 
hence z,: ‘zj E Zi, implies i = j. Thus (18.4.3) is proved. At the same time, 
(18.5.1) is proved. 
From (18.5.1) and (18.4.3) it follows that, for any XEQ~, Rz has 
exactly 1 Qlp 1 irreducible components (with multiplicity one) which can be 
put in l-l correspondence with the various characters 8 of Q,; we shall 
denote them A,,, E G Y; thus e, consists of ) Q,I z character sheaves AI,@ 
(XEQ,, 8: 52, + Q:). We have 
(A,,,: R:.)= 1, if x=x’ 
= 0, if x#x’. 
Let Rf’ be as in the proof of 18.4. Then 
Rz= IL&-’ c (- l)‘%(x)-IRE, 
xsRy 
see (18.4.2), hence, 
(A,,: R~)=(-l)“x’)~2,)~‘8’(x)~‘. 
By (17.18(a), we have E~,,~ = ( - 1)““‘. This completes the proof of (c), 
assuming the induction hypothesis. 
We now prove (a). Using (17.16.3) we see that we may assume that G is 
semisimple, simply connected and using 17.11, we are reduced to the case 
G= SL,(k). From [4, 10.3, 2.101 we see that the number of irreducible 
cuspidal perverse sheaves on G is rib(n) (if n is invertible in k) and is zero 
otherwise. Here d(n) is the Euler function. Hence to prove (a) we may 
assume that n is invertible in k. Let w  be a Coxeter element in W. We can 
find 9 E 9’(T) such that w  E IV”, W, = {e}. The group II?, = 0, is cyclic 
of order n and each generator of it is a Coxeter element in W. By 18.4, 
applied to 9’ and any generator of 9,, we see that there are at least n4(n) 
cuspidal character sheaves in 6 9 ; they are indexed by pairs (x, z) where x 
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is a generator of 52, and z E ZZOG. It follows that each of the nqS(n) 
irreducible cuspidal perverse sheaves on G belongs to GY. This proves (a) 
and completes the proof of the proposition. 
19. CLASSICAL GROUPS OF Low HANK 
19.1. The main results in this chapter are 19.3, 19.4, 19.6 which 
assert that the statements (17.8.3k( 17.8.5) hold for certain classical groups 
of low rank. This prepares the ground for the study of character sheaves on 
exceptional groups in the following two chapters. 
FROP~SITION 19.2. Let 9 E .40(T) be such that 
(a) (G, 2) satisfies (17.8.4). 
(b) W, has all irreducible components of type A, except possibly for 
one component which is of type D, (4<m 68), B,(2 <m < 5), or C, 
(2<m<5). 
(c) I WLJW,I <3. 
Then (17.8.3) holds for (G, 9). 
Proof We fix a family % in RY and let %’ be the corresponding 
family in pY (see 17.4). The family % consists of either a single represen- 
tation E or of three representations E, M, N where E is a special represen- 
tation [6, (4.1.4)]. 
Case 1. Assume tirst that IV” = W9. From results in [6, 4.53 we see 
that if % = {E}, then there exists an involution x E W, such that CI, = E, 
Rx) E a(x) (mod 2), while if % = {E, M, N} then each of the four elements 
E + M, E - M, E + N, E - N is of the form LX, for some involution x E W, 
such that T(x) E a(x) (mod 2). 
If % = {E}, we see from 16.6 that Rz is a combination with integral > 0 
coefficients of character sheaves, and from 14.13 that Rg is a single charac- 
ter sheaf A. From 17.18(a) we see that sA = 1. 
If 9 = {E, M, N}, we see from 16.6 that Rg + R& Rz -R-& RF + R$‘, 
Rg - R$ are combinations with integral > 0 coefficients of character 
sheaves. From 14.13 we see that the inner products ( : ) of these four 
elements are described by the matrix i 0 21120 02. 1 1 1 
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It follows that there exist four distinct character sheaves A,, A,, A,, 
A4 E e, such that 
R$+Rz=A, +A, 
R$-Rs=A,+A, 
Rz+R$=A, +A, 
Rz-R$=A2fA4. 
Thus, we have 
R:=&% +A,+A,+A,) 
%=$(AI +A,-A,-A,+) 
R$=$(A, -A, +A, -A.& 
Moreover, from 17.18(a) we see that Ed, = 1 (1 d id 4). Hence the pattern 
of (17.8.3) is established. 
Case 2. Next, we assume that WY/W, has order 2 or 3 and Q, = {e>. 
Then E and M, N (if defined) do not extend to IV”-modules; 9’ consists 
of E’=ind E (if P= {E}) or of, E’ = ind E, M = ind M, N’ = ind N (if 
9 = {E, M, N} ). Here, ind = ind “;. The arguments in Case 1 remain valid 
if we replace RF, Rf$, R$ by R[ R$., R$. 
Case 3. Assume that W”/ W, has order 2 and that Sz, = St,. Then E 
and M, N (if defined) extend to WI’-modules; we shall denote by $ and fi, 
n (if M, N are defined) the preferred extensions (see 17.2), and by p and 
I@, F (if M, N are defined) the non-preferred extensions. 
When 9 = {E}, the following result can be extracted from [6, (7.6.6)]: 
there exist X, x’ E WY such that E+ ,!?’ = c1,, I(x) = a(x) (mod 2), E-p = 
( - l)f(+@‘)ax,. Now using 16.6 we see that RF+ Rg and 
( - 1 )‘(~“)pa’i’)(Rf - Rf$) are linear combinations with integral 2 0 coef- 
ficients of character sheaves. From 14.13, the inner products ( : ) of these 
two elements are described by the matrix (z t). Hence there exist four dis- 
tinct character sheaves Ai (1 6 i 6 4), such that Rf’ + R$T = A, + A,, 
( - l)‘(x’)pa(x’)(R$ - Rg) = A, + A,, and from 17.18(a), we see that E,, = 
E A~ = 1, EAT =&A,, = ( - 1)/(x’) ‘J(x’). We have 
Rg=i(A, + A2 + EA~A~ + &A4A4) 
R$=+(A, +A, -E~,A, -tA4A4) 
so that the pattern of (17.8.3) is established. 
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When 9 = {E, M, N}, the following result can be extracted from [6, 
(7.6.7)] : There exists xi E w$ ( 1 < i < 8) such that 
E+El+A+iiil=a,, 
E+EyA+liil)=cc,, 
E+6+(rn+P)=,,, 
E+E-(rn+iv)=rx,, 
( - p-4.~5)(~- E + (fi- Jp)) = ax5 
( - l)~(x6)--O(x6)(~- 6 _ (fi- &j’)) = cI, 
( - l)‘h--a(xq- E + (fi- p,, = a,, 
(- l)‘(x8)-U’x8’(&& (&~))=~~r8 
and I(x,) E a(~,) (mod 2) for 16 i Q 4. 
Now using 16.6, we see that the eight elements RF where ? runs over the 
last eight expressions are linear combinations with integral > 0 coefficients 
of character sheaves. From 14.13, the inner products ( : ) of these eight RF 
are described by the matrix 
4 0 2 2 
0 4 2 2 
2 2 4 0 0 
2 2 0 4 
4 0 2 2 
0 0 4 2 2 
2 2 4 0 
2 2 0 4. 
It follows that there exist 16 distinct character sheaves Ai (1 < i< 16) such 
that 
Rf’+Rg+R$+R$=A, +A*+A,+A, 
Rg+Rg-R.$-Rj$=A,+A,+A,+As 
Rg+Rg+R$+Rg=A,+A,+A,+A, 
Rg+Rg-Rg-R$=A3+Aq+A7+Ag 
( - l)r(x5)-n(Xs)(R~ - Rg + Rj$ - R$) = A, + A,, + A,, + A,, 
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( - l)‘(x6)--a(x6)(R$ - Rg - R$ + R$,) = A,, + AI4 + A,, + A,, 
(-1)““7)~“(“7)(R~-R~+RW-~~)=As+A,o+A1~+A14 
(-l)““8’-a’*g’(R~-R~-R~+R~)=A1, +A,2+A,5+A16. 
From 17.18(a), we see that sA, = 1 (1 <id 8) and E^,r = (- l)‘C-‘/)-a(-X~) for 
9<i<16, S<j<8. 
From this we can express each of RF, Rf$, R& R& Rj$‘, R$, as an 
explicit combination of ea,Ai (1 < id 16) with coefficients of form _+ a, and 
we see that the pattern of (17.8.3) is established. 
Case 4. Assume that W”/ W, has order 3 and that 52, = Q,. 
Then E and M, N (if defined) extend to IV”-modules; we shall denote by E 
and fi, fi (if M, N are defined) the preferred extensions (see 17.1), and 
by & and I@#, fid (if M, N are defined) the extensions obtained from 
,?, M, fl by tensoring with a non-trivial character d of Q, (regarded as a 
representation of K”’ with kernel W,). Let q5’, 4” be the two non-trivial 
characters of Q,. When 8 = {E}, the following result can be extracted 
from [6, (7.6.6)]: for any OEQ~, there exists x, EO W, such that 
E+ qY(o)E,. + qY’(W)B,. = ct& and I(x,) = a(x,) (mod 2). 
Using 16.6, we see that the three elements RF + q5’(w)R$ + q5”(w)R$,, 
(w E 52,) are linear combinations with integral 3 0 coefficients of character 
sheaves. From 14.13, the inner ,products ( : ) of these elements are 
described by the matrix 
i 0 3 0 3 0 3i 
Hence there. exist nine distinct character sheaves A,,, (o E Q,, 1 <i< 3) 
such that 
Rg + f(w) Rg, + #“(co) R$ = A,,, + Au.2 + A,,, (w E Q,). 
Moreover, from 17.18(a), we see that Ed,,, = 1 for all w. i. We have 
Rg=$A,,i 
WI 
R~=$W%L,;, for d=q5’ or d”, 
0J.I 
and the pattern of (17.8.3) is established. When 9 = {E, M, N), the follow- 
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ing result can be extracted from [6, (7.6.7)]: for any o~S2~, there exist 
x,7 Y,, ZUJP u, E o W, such that 
and I(x,) c a(~,) (mod 2), I(y,) = a(y,) (mod 2), l(z,) = a(~,) (mod 2) 
Z(u,) s a(u,) (mod 2). Using 16.6 we see that the four elements R% where ? 
runs over the last four expressions (for fixed w) are linear combinations 
with integral B 0 coefficients of character sheaves. The inner products ( : ) 
of these four Ry are described by the matrix 
Moreover two Rf' corresponding to distinct w  have ( : ) = 0. It follows 
that there exist 36 distinct character sheaves A,,j (~ESZ~, 1 <i< 12) 
such that 
R~+R~/~'(o)(R~.+R~,.)+ &'(o)(R~,,+R&) 
=&1 + 4A, + &,, + A,,, + A,,, + A,,, 
Rf'-Rfi+4'(4(R~.-Rf&)+~"(w)(R~.-R~,.) 
=A%7 +&8 +40,, +&,,, +A,,,, +A,,,* 
R~+R~+~'(o)(R~.+R~~)+~"(o)(R~.+R~~) 
= 4Al + AA2 + Au,, + 4u.m + ‘&Jl + Ao,J* 
R~-R~+~'(~)(R~.-R~~,.)+~"(~)(R~..-R~~) 
=40,4 +40,5 +A&, +A,,, +A,,, +A(+ 
From 17.18(a), we see that cA,,, = 1 for all o,i. We can now express each 
of R%, RX, R$, R$,,... as an explicit combination of the A,,i with coef- 
ficients of form 4 x sixth root of 1, and we see that the pattern of (17.8.3) is 
established. This completes the proof of the proposition. 
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PROPOSITION 19.3. Assume that G/9”, has all its irreducible factors of 
type A, except possibly for one factor which is of type D, (4 < m Q 7) or C, 
(2 d m < 3). Assume also that )9,/Z”, 1 6 3. Then (17.8.3)-( 17.8.5) holdfor 
G. 
ProofI We may assume that dim G > 1 and that the proposition is 
already proved for groups satisfying the same assumptions as G, but of 
dimension strictly smaller than that of G. If we can prove (17.8.4) for G 
then (17.8.3) will also hold for G, by 19.2. Thus, it is enough to prove that 
(17.8.4), (17.8.5) hold for G. 
Let G, , G, ,..., G, be the set of almost simple closed normal subgroups of 
G. Applying the results in 17.16 to the finite covering map G, x G2 x ... x 
G, + G given by multiplication in G, and applying 17.11 to the product 
G, xG, x ... xG,, we see that we are reduced to the case where G is 
almost simple. Since the case where G is almost simple of type A is covered 
by 18.5, we see that we are reduced to the case where G is almost simple of 
type D, (4 d m d 7) or C, (2 <m < 3), and the centre of G has at most two 
elements. To check the statement (17.8.4) for G it is enough, using the 
induction hypothesis, to check that any cuspidal character sheaf A on G is 
clean and satisfies E, = CA. We now consider the classification of irreducible 
cuspidal perverse sheaves on G, following [4]. (This list contains as a sub- 
list the cuspidal character sheaves of G; at this stage we do not know that 
the two lists coincide.) We shall write for any G: 
(19.3.1) Irr’G = set of irreducible cuspidal perverse sheaves on G. 
(a) G = SO,(k), char k # 2. There are exactly two complexes A’, A” 
in Irr’G. They have the same support: the closure of the class of su whre s 
is a semisimple element with Z,(s) z O,(k) and u is a regular unipotent 
element in Z’&(s). Then A’ and A” are clean by 7.1 l(d) and 18.5 for SO,(k). 
Assume that A’ E G,. To verify the parity condition ( 15.13.1) for A’ we use 
18.3. The possibilities for Y are restricted by 17.12: we must have W” = 
W,= Wor W”= W,oftypeA, xA,. In both cases, N in 18.3 is even and 
the representations of the corresponding Hecke algebra have traces in 
ecu, u -‘I. Thus, 18.3 is applicable. We see that if A’ or A” is in G then it is 
clean and satisfies the parity condition. (If neither A’, A” is in G then there 
is nothing to prove.) Thus G satisfies (17.8.4). Now, by 19.2, we see that 
(17.8.3) holds for G. 
Let bj (i= 1, 2) be the two local systems in Y(T) whose stabilizer in W 
is W itself. From 11.2(e) it follows that G,, #G,,. Let 2 be either d, or 
82. We have W” = W, = W. Let A E G, be the character sheaf 
corresponding under (17.8.3) to the family 9 c fi such tat gfl = z/22, 
and to the pair (g2, E) E &(6,); here g, is the element #e of 2122 and E is 
the non-trivial character of gF. From (17.8.3) we see that (Ed A: Rz) = t, 
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(EAA:Rfg= -1, (EAA:Rz)= -1, where p is the two-dimensional 
irreducible representation of W and si, s2 are its one-dimensional represen- 
tations other than 1 and sign; we also see that (sAA: Rf’)=O, 
(sAA: R&) = 0. It is easy to check that the character of the virtual 
representation p - .si - Ed of W vanishes on elements with some eigenvalue 
1 in the reflection representation of W. It follows that (sAA: x(KF)) = 0 (see 
6.5) whenever WE W has some eigenvalue 1. From 18.2, it follows that A is 
cuspidal. We thus find two cuspidal character sheaves of G (one for 
P’ = 8,) on for 2 = $). As the set of cuspidal character sheaves of G is 
contained in the set {A’, A”}, these two sets must coincide and (17.8.5) is 
verified. 
(a’) G = Sp,(k), char k # 2. There is a unique complex in Irr’G. It is 
A = n*A’ = n*A” (A’, A” as in (a)), where rc: Sp,(k) -+ SO,(k) is the stan- 
dard double covering. Using (a) and the arguments in 17.16, we see that A 
is a character sheaf of G, that it is clean and that it satisfies sA = ta. 
(a”) G is simple of type B,, char k = 2. There is a unique complex A 
in Irr’G. Its support is the unipotent variety of G. If A is a character sheaf, 
then it is clean by 7.9, and, as in the proof in (a) it satisfies the parity con- 
dition. Thus (17.8.4) is satisfied by G. (If A is not a character sheaf, there is 
nothing to verify.) By 19.2, we see that (17.8.3) holds for G. Arguing as in 
(a) with 2 = Qr, we see that G, contains a cuspidal character sheaf which 
is necessarily A. Thus, G satisfies (17.8.5). 
(b) G = PSp,(k), char k # 2, or a simple group of type C,, 
char k = 2. The set Irr’G is empty, hence there is nothing to check. 
(c) G= Sp,(k), char k#2. The set Irr’G consists of two complexes 
A’, A”. The centre of G acts (11.5) nontrivially on both A’, A”. The support 
of A’ is the closure of a unipotent conjugacy class and A” is obtained by 
applying t,* to A’ for z = - 1 E G (see 17.17). If A’E G then it is clean by 
7.9; from (17.17.1) it then follows that A” E G and is also clean. If A” E 6, 
then by ( 17.17.1) we have A’ E G’, hence again both A’, A” are clean. In any 
case, G is clean. If A’ E G, we show that sAS = iA. as follows. The 
possibilities for 9 are restricted by 17.12: we must have W$ = W, = W or 
W,=A, xA, xA1, alp of order 2 acting non-trivially on W,, or 
W, = A,, Q, of order 2 acting-nontrivially on W,, or W, = B,, Q2, of 
order 2. In the case where IV” = W, = W, we see from 11.10 that the cen- 
tre of G acts trivially on any character sheaf in 6,; thus A’ cannot be in 
6,. In the remaining cases, the hypothesis of 18.3 are verified: in all cases, 
N in 18.3 is even and the representations of the corresponding Hecke 
algebras have traces in Q[u, u-l]. From 18.3 we see that sA, =E^,,. The 
same argument applies to A” if A” E 6,. Thus, G satisfies (17.8.4). By 19.2, 
we see that G also satisfies (17.8.3). Now let 9 E .Y( T) be such that W, is 
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of type B, and Q, is of order 2. Let 8 be the family {p, E,, sZ} of 
W, = B, (see (a)), and let 9’ be the corresponding family of W’. Then 
3Ff=39 xQ2,. Consider the character sheaves A’, 2” in G, 
corresponding under (17.8.3) to ((g,, gz), E q 1) or ((g2, g2), E H E) in 
A(gYiF,). Here g2 denotes the element #e of %T or Q,, E denotes the non- 
trivial character of gF or Q,, . when we write E IX 1, the factor E refers to 
gF and the factor 1 refers to 52,. We now use the fact that the character of 
the virtual representation (p q s-p q 1 -8, q E + E, q 1 -E* H E + 
&2 q 1) of wiz= w, xsz, vanishes on elements of W:’ which have some 
eigenvalue 1 in the reflection representation of W. As in (a), we see that A’, 
A” are cuspidal. Hence they are A’ and A” and (17.85) is verified for G. 
(d) G = PSO,(k), char k # 2. There are exactly four complexes Ai 
(I< i < 4) in Irr’G. They have the same support: the closure of the class of 
SU, where s is a semisimple element such that Z:(s) is isogenous to 
S&(k) x S&(k) x S&(k) x X,(k) and u is a regular unipotent element in 
Z”,(s). The Ai are clean by 7.11(d) and 18.5 for Z:(s). To verify the parity 
condition (153.1) for Ai (assumed to be in GY) we use 18.3. The 
possibilities for Y are restricted by 17.12: we must have IV = W, = W or 
W,= W, of type A, xA, xA, xA,. In both cases, N in 18.3 is even and 
the representations of the corresponding Hecke algebras have traces in 
Q[u, u-l]; thus, 18.3 is applicable. It follows that G satisfies (17.8.4). Using 
19.2, we see that (17.8.3) holds for G. 
Let 4. (1 < i < 4) be the four local systems in Y(T) whose stabilizer in W 
is W itself. From 11.2(e), it follows that the sets G,, (1 < i < 4) are disjoint. 
Let 9 be one of the 4. We have W’ = W, = W. Define A E G, exactly as 
in (a). From (17.8.3), we see that (EVA: Rz)=$, (EVA; Rz)= -i, 
(EVA: Rg) = -& where {ps, p6, p2) is the unique family in W with three 
members, dim pi = i. Moreover, we have (E, A: Rz) = 0 for all other p E I&‘. 
It is easy to see that the character of the virtual representation 
+(pp - p6 - p2) of W is concentrated on elements without eigenvalue 1 in 
the reflection representation of W. As in (a), it follows that A is cuspidal 
and that each of A 1, A,, A,, A, is a character sheaf. Thus, (17.8.5) holds 
for G. 
(d’) G = SO,(k), char k # 2. Let X: SO,(k) + PSO,(k) the standard 
double covering. There are exactly two complexes A’, A” in Irr’G. We may 
arrange notation so that A’= n*A, = n*A,, A” = n*A, = n*A,. Using (d) 
and the arguments in 17.16, we see that A’, A” are clean character sheaves 
satisfying the parity condition. 
(d”) G is simple of type D,, char k = 2. There is a unique complex A 
in Irr’G. Its support is the unipotent variety of G. If A is a character sheaf, 
then it is clean by 7.9 and as in the proof of (d) it satisfies the parity con- 
dition. Thus (17.8.4) is satisfied for G. By 19.2, we see that (17.8.3) holds 
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for G. Arguing as in (d) with Y = 0, we see that GY contains a cuspidal 
character sheaf which is necessarily A. Thus, G satisfies (17.8.5). 
(e) G is simple of type D, or D,, char k= 2, or G = PSG,,(k), 
SO,,(k), PSG,,(R), or SO,,(k), char k # 2. The set Irr’G is empty, hence 
there is nothing to prove. 
(f) G = $pin,,(k), char k # 2. (The half spin group @pin,,(k) is the 
quotient ( # SO,,(k)) of Spin,,(k) by a central subgroup of order 2, for 
n > 3.) There are exactly four complexes A r, A,, A,, A, in Irr’G. They 
have non-trivial action of the centre of G. They have the same support: the 
closure of the class of su, where s is a semisimple element such that Z”,(s) is 
isogenous to X,(k) x S&(R) and u is a regular unipotent element in Z:(s). 
Each Ai is clean by 7.1 l(d) and 18.5. Hence G is clean. Let 2 E Y(T) be 
such that W, is of type A, and Sz, is of order 2 acting non-trivially on 
W,. (Up to W-conjugacy, there are two such 9.) Let E be the unique 16- 
dimensional irreducible representation of W,, let E be its preferred exten- 
sion (17.2) to WP and let ,!?’ be the other extension of E to a W”-module. 
From 17.19 we see that there exists XE W$ such that ,!?- ,!? = 
(_ l)l(.Y)-7(x)+ la,, r(x) + a(x) (mod 2). Such x must necessarily be in 
WY - W,, since for any y E W,, E and p appear with the same coef- 
ficient in cl,,. It is easy to check that for our 2, the non-trivial element of 
Q, has odd length in W. Hence I(o) E?(V) + 1 (mod 2) for all 
UE W”- W,. It follows that E-E=@,, ,(x)=a(x) (mod2). From 17.18 
we see that Rg - Rg is a Z-linear combination of character sheaves A such 
that E~ = 1. From 14.13, it follows that (Rg - Rg : R-j’- Rj$) = 2, hence we 
have Rg - Rg = f A’ f A” where A’ #A” are two character sheaves. We 
have E~, = sA” = 1. Now let E, be any irreducible representation of W, and 
let E,, & be its extensions to WY. It is known from [6, 5.161 that 
~,-R1=+cr,forsomey~W~- W,. From 17.18 we see that Rg - Rg 
is a Z-linear combination of character sheaves A such that &A = - 1, 
whenever E, #E. Hence (A’: Rg - R$) = 0. On the other hand, for any 
E,, the character of E, + 8; is concentrated on W, and it follows from 
11.10 that Rj$ + Rg is a Q,-linear combination of character sheaves A with 
trivial action of thd centre of G. The same result shows that A’ has non- 
trivial action of the centre of G. It follows that (A’: Rg + Rg) = 0. We 
deduce that (A’: Rg) = -(A’: Rj$I) = f l/2, (A’: Rg) = (A’: R-&) = 0 for 
E, #E. 
The virtual representation J!?- 81 of W$ has character concentrated on 
elements in Wz - W, without eigenvalue 1 in the reflection representation 
V of W. (This is proved as follows. Let V= V, 0 V,I be the W,-stable 
decomposition of V with V,I one-dimensional, and let y be the generator of 
Sz,. Any element yw, WE W,, acts as -1 on V,l and as - wow on V, 
where w. is the longest element in W,. Its trace on E- ,?’ is, up to sign, 
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the trace of wow on E. Hence, it is enough to show the following: if 
Tr(w,w, E) # 0 then - wow has no eigenvalue 1 on V,,. We can choose an 
isomorphism W, %Sp,(F,); then E becomes the Steinberg representation 
of Sp4(F2). Its character is zero on elements of order divisible by 2. Hence 
we are reduced to the following obvious statement: if r~ E W, has odd 
order then it has no eigenvalue -1 on VO.) 
It follows that (A’: x(KyW)) =0 (see 6.5) whenever WE IV” has some 
eigenvalue 1 on V. From 18.2 it follows that A’ is cuspidal. Similarly, A” is 
cuspidal. Thus, e, contains at least two cuspidal character sheaves. Since 
there are two choices for 2, as above, we see that Ai (1 6 id 4) are exactly 
the cuspidal character sheaves of G, so that (17.85) is verified. To verify the 
parity condition it is enough to show that sAf = Zas for A’ as above. We 
have seen already that &AS = 1. From (18.3.4) we see that tAZ = 1 since 
dim G is even. Thus, (17.8.4) is verified for G. 
(g) G is simple of type D,, char k = 2 or G = PSO,,(k) or SO,,(k), 
char k # 2. The set Irr’G is empty, hence there is nothing to prove. 
This completes the proof of the proposition. 
PROPOSITION 19.4. Assume that G satisfies one of the following: 
(a) G/Z”o, = SO,(k) 
(b) G = SO,(k), char k # 2. 
(c) G = PSO,,(k), char k # 2. 
Then (17.8.3)-( 17.85) hold for G. 
Proof (a) Since Irr’G (19.3.1) is empty, the statement (17.8.4) for G 
follows form the analogous statement for Levi subgroups of proper 
parabolic subgroups, where 19.3 applies. Using 19.2, we see that (17.8.3) 
holds for G. The statement (17.85) is empty in our case. 
(b) In this case Irr’G consists of a single complex A. It support is the 
closure of a unipotent class in G. Since (17.8.5) holds for the Levi sub- 
groups of proper parabolic subgroups by 19.3 and (a), we see from 7.9 that 
A is clean if it is a character sheaf. It follows that G is clean (without 
assumption on A). We now assume that A E G, and prove that sA = E^,. 
The possibilities for 9 are restricted by 17.12: IV” = W, must be of type 
B4, B, x A,, or B, x B,. In each case, N in 18.3 is even and the represen- 
tations of the corresponding Hecke algebras have traces in Q[u, u- ’ 1. By 
18.3, we see that sA = .&. Hence (17.8.4) holds for G. We now prove that 
A E 6. Let 9 E Y(T) be such that WY = W, is of type Bz x B,. The proof 
of 19.2 (Case 1) applies without change as far as the families with one or 
three members in W, are concerned and establishes (17.8.3) for them. We 
now consider the remaining family 9; it consists of nine representations 
E I% E’ where E, E’ run over the representations p, E,, s2 (see the proof of 
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19.3 (a)) of the Weyl group B,. As in the proof of 19.2 (Case 1) we see that 
the following are combinations with integral 2 0 coefficients of character 
sheaves: 
By 14.13, the inner product ( : ) of any two of these 16 expressions is 
known (it is 4, 2, 1, or 0). This forces the decomposition pattern of these 
expressions: there are 16 character sheaves A,, AZ,..., A,, such that 
(Ai: Rgm E ) = k$ with th e pattern of signs described by (17.8.3); from 
17.18(a) we see that sA, = 1. (In our case, S, =2/22x2/22.) We now 
consider the character sheaf A,, i, E [l, 161, which under (17.8.3) 
corresponds to the pair ((g2, g2), E EX E) E &(a,). (Here, g, is the element 
#e of Z/22 and E is the non-trivial character of iZ/2Z.) We have 
(A,: RF, Er) = a, if E~E’=p~p,~~O~~,i,j~{1,2} 
1 
= -a, otherwise. 
It is easy to check that the character of the virtual representation p I% p + 
Ci,j~i iZ sj -zip q E, -& El p of W, vanishes on elements which have 
some eigenvalue 1 in the reflection representation of W. It follows that 
(A,: x(K;s”)) = 0 whenever WE W, has some eigenvalue 1. From 18.2, it 
follows that A, is cuspidal. Hence A = A, and (17.8.5) is verified for G. We 
have also verified (17.8.3) for one particular 2. For the other 9, the proof 
of 19.2 is applicable; thus (17.8.3) holds for all 2. 
(c) In this case, Irr’G consists of a single complex A. The proof of 
(b) applies with minor changes; the various 2 such that GP can possibly 
contain a cuspidal character sheaf have IV” = W, of type D,, 
D, x A, x A,, D, x A,, D, x A,, and for the 9 such that W, is of type 
D, x D,, we see exactly as in (b) that G, contains a cuspidal character 
sheaf (which must be A). 
19.5. Let G = Spin,,(k), char k # 2. From [4] it follows that Irr’G 
consists of eight complexes Ai (1 d i < 8). We may arrange notation, so that 
A,, A, have the same support, the closure of a unipotent class, and Ai 
(3 < i < 8) are of form t;* A, or t;* A, (17.17) where z runs through the non- 
trivial elements of the centre of G. Moreover, the centre of G acts on each 
Ai by characters of order 4. We now state the following result. 
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PROPOSITION 19.6. With the notations in 19.5, Ai (1 <id 8) are clean, 
cuspidal character sheaves of G. 
Proof: If L is a Levi subgroup of a proper parabolic subgroup P of G, 
then either L/b, is a product of groups of type A, hence, 18.5 applies to it, 
or EZ’,/ZZ’F has order at most 2, hence, 19.3 applies to it. In particular, 
(17.8.4) and (17.85) hold for L. Now using 7.9, we see that if A, (or AZ) is 
a character sheaf, then it is clean. Since any other Aj is related to A, or A, 
by t;* (see 19.5) it follows that those Ai which are character sheaves are 
clean. Hence G is clean. 
Let .Y E Y(T) be such that W, is of type A, and 0, is cyclic of order 4, 
acting non-trivially on W,. (Note that 9 is uniquely determined up to W- 
conjugacy. It corresponds to a semisimple class in the dual group 
PSO,,(k): the class containing the image of a semisimple element in 
SO,,(k) with two eigenvalues 1, two eigenvalues - 1, three eigenvalues 
i= G, and three eigenvalues - i.) 
Let E be the two-dimensional irreducible representation of W,, 1 the 
unit representation, and 0 the sign representation. For each character 0: 
Q9 -07 we define the W’,-modules E, =E@tl, ‘i, =I@& C0=5@8 
extending E, 1, and (T, as in 17.3. Fix a generator o of Q,. Let si, s? be the 
simple reflections of W,, so that ws, w  - ’ = s2, os2 w  ~ i = s 1. We have 
~w.~2.s, = CI, .s,. y2 = ( - l)‘(o)+ i 1 e(o)& 
a, = ( - 1)““’ 1 e(w)?, 
e 
a WS,S~S, = ( - 1)““’ c @o)C:, 
The same formulas remain valid when o is replaced by o ~ ‘. On the other 
hand, for i = 0 or 2, we have 
%~s, = %J’S> = c tqo’)E, 
C(,r, = 1 e(w’)i, 
e 
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From 17.18, we see that &0(o)Rg is a Z-linear combination of character 
sheaves A such that sA = ( - l)@)+’ and such that A is mapped by 11.9 to 
the coset w  W,. From the same result we see that &B(o) R<, C 0(o) R$ 
are Z-linear combinations of character sheaves B such that .sB = ( - l)‘@‘; 
so these B are not among the A above. From 17.18(b) we see that for any 
p E fi2, &8(d)R$ (w’# w) is a Z-linear combination of character 
sheaves C which are mapped by 11.9 to the coset w’W, # w  W,; so these 
C are not among the A above. It follows that if AE eY is such that 
(A: &d(o)Rf$) # 0 then we have: 
(A: cf3(oi) Rg) = 0, 
0 
(A: CO(oi) RfJ = 0, 
e 
(A: 1 d(d) R$) = 0, 
e 
if o’#o 
for all i 
for all i. 
Hence we have 
(A: R<)=O, 
(A: R$,)=O, 
(A: R$J = r(o) 0(o) - ‘, 
for all 0 
for all 6 
for all 8. 
where T(W) # 0 is independent of 8. 
From this we can deduce (as in the proof of 19.3 (f)) that A is cuspidal, 
using 18.2. It is enough to check that the character of &0(o)-‘& vanishes 
at all elements of WY which have some eigenvalue 1 in the reflection 
representation of W. The value of this character at O’X (x E W,) is zero if 
oi # o and is + Tr(s, s2sIx, E) if wi = o. The last trace is nonzero precisely 
when x = si, s2 or sis2s1. Thus we must prove: if x E W, is a reflection, 
then wx has no eigenvalue 1 on the reflection representation V of W. We 
identify the roots with vectors in V. We denote the simple roots by ai 
(1 <i<5) so that c1i, a4, a5 correspond to ends of the Dynkin diagram, a3 
to a branch point, and ~1~ is joined to a*, a4, a5. Let si be the simple reflec- 
tion corresponding to ai. We may assume that W, is generated by si, s2. 
There are exactly two elements of order 4 in W which map a1 to a2 and a2 
to a,. One of them maps a4 + a5 + - 01~ -+ - aj + a4 and the other maps 
a4 + - a5 + - a4 + a5 + cr,; both map t13 to - u3 + a combination of 
al, a2, a4, as. It follows that o must be one of these two elements. From 
this, we see that the characteristic polynomial of sio or s2w on V is 
(q3 + l)(q2 + 1) and the characteristic polynomial of sis2sio on V is 
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(q + 1)3(q’ + 1). Neither of these polynomials has q= 1 as a root. This 
proves that A is a cuspidal character sheaf. It is one of the Ai (1 d i < 8) in 
19.5. 
From 19.5 we see that t$A (z E centre of G) are distinct. They are com- 
ponents of &~(o)R& with the same multiplicity as A, since &0(0)Rg is 
invariant under all t: (see (17.17.3)). Since (&0(0)Rg : &~(o)R$J = 4 
(by 4.13), it follows that &8(w)Rj$ = +C=t,*A (z runs over the centre of 
G). An analogous result with the same proof holds for &e(o-‘)Rg; it is 
up to sign a sum of four distinct cuspidal character sheaves. Moreover, 
these must be different from the t:A above since by 17.18(b), the first four 
are mapped by 11.9 to w?V, and the last four are mapped to w- ’ W,. 
Thus, there exist at least eight different cuspidal character sheaves on G. It 
follows that each of the Ai (1 6 id 8) in 19.5 is a cuspidal character sheaf. 
From this we deduce, as we have seen at the beginning of the proof, that 
each Ai is clean. The proposition is proved. 
20. GROUPS OF TYPE E,, E,, G, 
20.1. The main results in this chapter are 20.3, 20.5, 20.6 which 
assert that the statements (17.8.3)-(17.8.5) hold for the groups E,, E,, G,, 
at least under certain restrictions on char k. 
PROPOSITION 20.2. Let 3’ E 9’(T) be such that (G, 9’) satisfies (17.8.4) 
and W9 = W,. Assume that one of the following conditions is satisfied: 
(a) W, is of type E, x A,. 
(b) W, is of type E, x A,. 
(c) W, is of type G,. 
Then (17.8.3) holds for (G, 9’). 
ProoJ We fix a family 9 in fiP. When 9 consists of one or three 
representations, the argument in the proof of 19.2 (Case 1) applies without 
change and shows that the Rz (E E 9) decompose according to the pat- 
tern of (17.8.3). Assume now that 9 is a family consisting of two represen- 
tations. Then we are in case (b) and we have 9 = {E, E’ } where E = 
512, q p, E’=512: q p where 512,, 512: are as in 17.19 and p is an 
irreducible representation of the An-factor of W,. From [6, 5.221, we see 
that there exist x, x’ E W, such that 
a,=E-E’, 7(x) = a(x) + 1 (mod 2) 
a,, = E+E’, ‘Ijx’) = a(x’) (mod 2). 
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From 16.6 it follows that Rg - Rg and Rz + Rg are combinations with 
integral >O coefficients of character sheaves. By 14.13, the inner products 
( : ) of these two elements are described by the matrix (i.;). It follows that 
there exist four distinct character sheaves Ai (1 6 i< 4) in G, such that 
Rg--R$=Al+Az, Rz+Rz=A3+A4. Thus, we have RF= 
h(A, +A, +A3 +A& Rz = 4( - A, -A, + A, + A4). Moreover, by 
17.18(a) we have aA, =aA2 = - 1, cA3 = cAq = 1. Hence the pattern of 
(17.8.3) is established. 
Next, we assume that in case (a) with n = 0, 9 is the family consisting of 
80,, 60,, 90,, lo,, 20, (notations of [6, 4.111). By [6, 7.31 each of the vir- 
tual representations 80, + E. 60, + lo,, 80, + E .60, + 90,, 2.80, - lo,, 
2.80, - 90,, 80, - 20, (E = + 1) is of the form a, for some x E W, such 
that qx) ra(x) (mod 2). From 16.6, we see that the expressions 
R& + ER& + REl$“O,, R& + ER& + Rg”o,, 2-R&-R& w3, - R& 
R& - R2”o, (E = f 1) are combinations with integral > 0 coefficients of 
character sheaves. Using [6, 7.7(iii)] we deduce that the pattern of decom- 
position of each R, (EEF) is as in (17.8.3). (For each A E G,, we have 
&A = 1 by 17.18(a).) The same argument applies whenever 9 is a family 
with live representations. Essentially the same argument, using [6, 7.7(ii)] 
instead of [6, 7.7(iii)], applies in the case where 9 is a family consisting of 
four representations (which can only arise in case (c)). Since in our case, 
there are no families with more than five representations, the proposition is 
proved. 
PROPOSITION 20.3. Assume that G is one of the following: 
(a) an adjoint group of type E,, 
(b) a simply connected group of type E6, with char k # 2, 
(c) an adjoint group of type E,. 
Then (17.8.3~( 17.8.5) hold for G. 
Proof. In many respects the proof is similar to that of 19.3. 
(a) To any Levi subgroup of a proper parabolic subgroup of G, we 
may apply 19.3. Hence to check (17.8.4) for G it is enough to check that 
any cuspidal character sheaf of G is clean and satisfies the parity condition. 
The complexes in Irr’G are classified as follows [4]. If char k # 3, Irr’G 
consists of six complexes with the same support: the closure of the con- 
jugacy class of su where s is a semisimple element whose connected cen- 
tralizer is isogenous to X,(k) x S&(k) x X.,(k) and u is a regular 
unipotent element in PG(s); these complexes are clean by 7.11 (d) and 18.5. 
If char k = 3, Irr’G consists of two complexes with the same support: the 
unipotent variety of G; if one of these complexes is a character sheaf, then 
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it is clean by 7.9, since (17.8.5) is known to hold for proper Levi subgroups. 
Hence G is clean. 
If G, contains a cuspidal complex, we see from 17.12 that the 
possibilities for Y are restricted: we must have WY = W, of type E6, 
A, x A, x A, or A, x A,. In each of these cases, 18.3 shows that the parity 
condition is satisfied. 
Thus, G satisfies (17.8.4). Now using 20.2(a) and 19.2, we deduce that G 
satisfies (17.8.3). To prove (17.8.5) it is enough to prove the following 
statement: if W, = W then G, contains at least two distinct cuspidal 
character sheaves. (When char k # 3, there are precisely three 6p such that 
W, = W; when char k = 3, there is only one such 2.) 
We consider B E Y(T) such that W, = W. Let A, be the character sheaf 
in G,, which under (17.8.3) corresponds to the family F = { 80,, 60,, 90,, 
lo,, 20,) (notation of [6,4.11]) and to the element (gj, ~)EJ~‘(Y~) where 
g, is an element of order 3 of $z:S, and 8 is a non-trivial character of 
zF&L) f Z/32. 
From (17.8.3) it follows that 
(c/&o : R&J = f, (c,&o : R&l = 0, (&,,,A0 : Rr$)= -4; 
(E,& : R$>,) = - f, (EA~,AR : R$,J = f, 
and 
(EDGAR : RF) = 0 for all EE I&‘,, E$F. 
In order to prove that A, is cuspidal it is enough, using 18.2 as in the 
proof of 19.3(a), to show that the character of the virtual representation 
80,Y - 90, - 10, + 20, of W vanishes on all elements of W which have some 
eigenvalue 1 in the reflection representation W. This is easily verified, using 
for example the character table of W. Thus the A, for the two choices of 8 
are cuspidal and the proposition is proved in our case. 
(b) If char k = 3, this is proved exactly as in (a). Hence, we may 
assume that char k # 2, 3. As in (a), to check (17.8.4) for G it is enough to 
check that any cuspidal character sheaf of G is clean and satisfies the parity 
condition. The complexes in Irr’G are classified as follows (see [4]). The 
set Irr’G consists of 14 complexes. Two of these have trivial action of E& 
and are of the form rc*A where A is one of the cuspidal character sheaves 
of G/?& described in the proof of (a). (Here, rc: G -+ G/TG is the canonical 
map.) Hence these two complexes are clean character sheaves satisfying the 
parity condition. In addition, there are six complexes in Irr’G whose sup- 
port has the following form: the closure of the conjugacy class of an 
element su where s is a semisimple element whose centralizer is isogenous 
to Z,(k) x S!,,(k), and u is a regular unipotent element in Z,(S); these 
complexes are clean by 7.1 l(d) and 18.5. 
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Next, there are two complexes A’, A” in Irr’G with the same support: the 
closure of a unipotent class in G. Finally, t,* A’, t: A” (see 17.7), where z is 
a non-trivial element in &, are in Irr’G. If one of the complexes A’, A” is a 
character sheaf, then it is clean, by 7.9. The same is then true for t,*A’, 
QA”. Thus, G is clean. Assume now that A E G, is a cuspidal character 
sheaf. The possibilities for 2 are restricted by 17.12: we must have W$ = 
W,=Wor W”=W,oftypeA,xA,or W,oftypeA,xA,xA,with 
8, of order 3 acting by cyclic permutation of the factors, or W, of type 
D4 with Q, of order 3 acting non-trivially on W,, or W, of type 
A, x A, x A, x A, with Sz, of order 3 acting non-trivially on Sz,. Using 
18.3, we see that A satisifes the parity condition. Thus, G satisfies (17.8.4). 
Using 19.2 and 20.1(a), we see that G satisfies (17.8.3). It is then enough to 
show that G has at least 14 distinct character sheaves. As we have seen 
earlier in the proof (as a consequence of (a)), G has at least two character 
sheaves with trivial action of .?&. 
Let dp E Y(T) be such that W, is of type D4 and 52, is of order 3, 
acting non-trivially on W,. Then 5? is uniquely determined up to W-con- 
jugacy. It is enough to show that G2 contains at least 12 character sheaves 
which are mapped by 11.9 to some nontrivial coset in W&,/W,. Let 
5 c l+‘2 be the family {ps, p6, pz} (notations as in the proof of 19.3(d)), 
and let 9’ be the corresponding family ((&&, (p6)s, (&),> in J@” 
(Notations are as in the proof of 19.2 (Case 4); 8 is any character of Q2,.) 
We have gFP = a, x Z/22. We denote by g any element of Z/22, by w  
some generator of Q,, and by E the non-trivial character of Z/22. Then 
6 q E is a character of 8,, and we denote by Ao,g,B the character sheaf in 
GP corresponding under (17.8.3) to 9’ and to (wg, 0 q E) E J%(%,.). 
When w, g, 0 vary, we get 12 different character sheaves. We shall show 
that &g,e is cuspidal. From (17.8.3), we see that 
(El 4&J : R&,) = g’(o)-‘, h4g.e : R&J = - gqo) -1, 
(61 &,g,e : R$-6,,.)=:e’(o)-‘c(g), (E,A~,~,~ : Rg) =0 
for any E, E kkg - F’. Here, .zi E { + 1 }. To show that Ao,g,B is cuspidal, it 
is enough, using 18.2 as in the proof of 19.3(a), to show that the character 
of the virtual representation 
of W$ vanishes on all elements of Wz which have some eigenvalue 1 in 
the reflection representation of W. This, in turn, follows from the following 
statement. 
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(20.3.1) The characters of both virtual representations ps - p2 and p6 
of W$ vanish on all elements of form ox E IV” (o = generator of 52,, 
XE W,) which have some eigenvalue 1 in the reflection representation 
of w. 
This can be checked as follows. We may assume that W, is generated by 
four simple reflections of W. The normalizer IV’ of W, in W is isomorphic 
to a Weyl group of type F4 and W& is a subgroup of index 2 of W’. The 
representations ps, )?*, p6 of WY extend to representations of IV’. We can 
then make use of the character table of a Weyl group of type F4 and see 
that (20.3.1) holds. This completes the proof of the proposition in case (b). 
(c) If L is the Levi subgroup of a proper parabolic subgroup of G, 
we may apply either (a) or 19.3 to L/Z?‘:. Hence (17.8.4) holds for L/S?“o, 
and for L. Hence to check (17.8.4) for G it is enough to check that any 
cuspidal character sheaf of G is clean and satisfies the parity condition. The 
complexes in Irr’G are classified as follows. If char k # 2, then Irr’G con- 
sists of four complexes with the same support: the closure of the conjugacy 
class of su where s is a semisimple element whose connected centralizer is 
isogenous to SL,(k) x SL,(k) x SL,(k) and u is a regular unipotent element 
in Z”,(s); these complexes are clean by 7.1 l(d) and 18.5. If char k = 2, then 
Irr’G consists of two complexes; they have the same support: the unipotent 
variety of G. If one of these is a character sheaf, then it is clean by 7.9, since 
(17.85) is known to hold for proper Levi subgroups. Hence G is clean. 
Let S? E Y(T) be such that W$ = W, = W. If char k # 2, then there are 
two such 2, and if char k = 2, there is a unique such 9. If we show that 
G, contains at least two cuspidal character sheaves A,, A, with 
EAl = EA2 = -1 then it will follow that (17.8.4) and (17.85) are verified for 
G. (We have necessarily 8,, = EIA2 = - 1, since G has odd dimension; see 
(18.3.4).) By [6, 5.221 there exist x, x’ E W, such that 
u, = 512, - 512;, Z(x) = u(x) + 1 (mod 2) 
~1.~8 = 512, - 512;, Z(x) E u(x) (mod 2) 
(notations of 17.19). If we set E=512,, E’= 5122, it follows from 17.18 
that Rz - Rz is a Z-linear combination of character sheaves A such that 
Ed = -1 and that R$ + R$ is a Z-linear combination of character sheaves 
A’ such that Ed, = 1. By 14.13 we have (Rz- Rz : Rz - Rz)=2, hence, 
there exist two character sheaves A, # A, such that Rz - Rg = f A, f A,. 
Moreover, we have sA, = &A2 = -1 hence, (Aj : R$+ Rz)=O, for i= 1,2. 
Any E, E fiY othen than E, E’ is a Q-linear combination of elements uY for 
y in a two-sided cell other than that of x (see 16.4). From 17.19, for all such 
y, we have Z(y) = a(y) (mod 2); now using 17.18, we see that Rg is a @ 
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linear combination of character sheaves A such that E~ = 1. It follows that 
(Ai : Rg) = 0, for i = 1,2 and El #E, E’. We also see that 
(Ai :Rg)= -(Ai :Rj$)= +J (i= 1,2), 
We shall show that A,, A, are cuspidal. Using 18.2 as in the proof of 
19.3(a), we see that it is enough to show that the character of the virtual 
representation 512, - 5121, of W vanishes on all elements of W which have 
some eigenvalue 1 in the reflection representation V of W. This is proved as 
follows. We identify W with Sp,(F,) x Z/22 and 512,, 512: with the two 
extensions of the Steinberg representation of Sp6(F2) to Sp6(F2)x Z/22. 
(The Z/2Z-factor is generated by the longest element w0 of W.) The charac- 
ter of the Steinberg representation is zero on elements of order divisible by 
2. Since w0 acts as -1 on V, we are reduced to the following obvious 
statement: if w  E W has odd order then it has no eigenvalue -1 on V. 
(Compare with the proof in 19.3(f).) Thus, A,, Az are cuspidal. This shows 
that (17.8.4) (17.8.5) hold for G. We may now apply 20.2(b) and we see 
that (17.8.3) also holds for G. This completes the proof of the proposition. 
COROLLARY 20.4. Assume that G is an aa’joint group of type E,. Let 
f: G + G be the non-trivial outer automorphism of G such that f(B) = B, 
f(T) = T. Let 5? = Q, E Y(T). Then for any A E e,, we have f *A z A. 
ProojI We have W, = W. It is clear that f * takes G, to itself. For any 
EE I@, we have f *Rg = Rg where i? is the W-module obtained from E by 
composition with the automorphism of W induced by f. As this 
automorphism of W is inner (conjugation by the longest element), we have 
i?= E hence, f *Rg = RF. Hence, for any E E I@ and any A E 6, we have 
(f*A: Rf)= (A : Rz). From (17.8.3) for (G, U), we see that AE &, is 
completely determined by the multiplicities (A : Rz), (E E I@), except when 
A is cuspidal. 
Hence, f *A w  A if A E 6, is non-cuspidal. Assume now that A E ez is 
cuspidal and char k = 3. Then A is completely described by a (non-trivial) 
one-dimensional representation of the group Z(u)/Z’(u) of components of 
the centralizer of a regular unipotent element UE G. (The support of A is 
the closure of the class of u.) We can choose u such that f (u) = u; it is then 
enough to show that f acts trivially on Z(u)/Z’(u). This follows from the 
known fact that Z(u)/Z’(u) is a cyclic group (of order 3) generated by the 
image of u. 
Assume next that char k # 3. Let s E T be a semisimple element such that 
the simple root corresponding to the branch point takes the value 8~k* 
(d3 = 1, 8 # 1) on s and all other simple roots take the value 1 on s. Then 
Z’(s) is isogenous to SL,(k) x SL,(k) x SL,(k). Let u E Z”(s) be a regular 
unipotent element. We have f(s) = s and we may assume that f(u) = u. The 
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group of components Z(su)/Z”( su is isomorphic to C, x C; where C3, C; ) 
are cyclic groups of order 3 and C3 is generated by the image of SU. The 
action off on Z(su)/Z”(su) is as follows: f is the identity on C, and facts 
asg+g-’ on C;. The six cuspidal character sheaves of G are supported by 
the closure of the class of su; they are completely described by a one- 
dimensional representation of Z(su)/Z”(su) = C3 x C; which is non-trivial 
on C3. From the description of the action off on C, x C; given above it 
follows that there are exactly two cuspidal character sheaves of G which are 
fixed by f *. If a cuspidal character sheaf is in G,,, 9’ # .Y, then it is not 
fixed by f *, since f maps .P” to Y’- ’ which is not in the W-orbit of Y’. 
This implies that the two cuspidal character sheaves in GY must be fixed 
by f *. The corollary is proved. 
PROPOSITION 20.5. Assume that G is simply connected of type E,, 
char k # 3. Then ( 17.8.3 t( 17.8.5) hold for G. 
Proof If char k = 2, this is proved exactly as in 20.3(c). We assume now 
that char k # 2, 3 and we denote by z the non-trivial element in ?&. By 19.3 
and 20.3(a), the statements (17.8.3t(17.8.5) hold for L/Z?!; where L is any 
Levi subgroup of a proper parabolic subgroup of G; hence they also hold 
for L. 
According to [4], the set Irr’G consists of eight complexes. Two of these 
have trivial action of SYG and are of form z*A, where A is one of the 
cuspidal character sheaves of G/& described in the proof of 20.3(c). (Here, 
n: G + G/TG is the canonical map.) Hence, these two complexes are clean 
character sheaves satisfying the parity condition; they belong to G,, where 
Y. = 0,. In addition, there is a unique complex A E Irr’G whose support is 
the closure of a unipotent class. If it is a character sheaf, then it is clean, by 
7.9. The same is true for tfA E Irr’G. Note that t;* A #A since they have 
different support. 
Next, there are two complexes A, A” E Irr’G with the same support: the 
closure of the conjugacy class of SU, where s is a fixed semisimple element 
whose centralizer is isogenous to SL,(k) x SL,(k), and u is a regular 
unipotent element in Z,(s). Then A’, A” are clean by 7.11(d) and 18.5; the 
same holds for tr A’, t: A” E Irr’G. 
Note that tf A’, t,* A” have the same support which is different from the 
support of A’, A” since zs is not conjugate to S. This completes the list of 
complexes in Irr’G. The complexes A, t,* A, A’, A”, t;* A’, t:A” all have 
non-trivial action of ?& and none of then is fixed by tr. We see that G is 
clean. 
To prove that G satisfies (17.8.4), it is now enough to prove that for any 
cuspidal character sheaf A of G on which SYL acts non-trivally, we have 
&A = ia. 
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If A E GT, then 52, must be of order 2 (since Z& acts non-trivially on A) 
and the possibilities for dR are further restricted by 17.12. We must have 
(i) W, of type A, x A, x A,, with 52, switching the two A,-factors. 
(ii) W, of type A,, with 52, acting non-trivially on W,. 
(iii) W, of type E,, with Q, acting non-trivially on W,. 
(iv) W, of type D, x A, x A,, with Q, acting non-trivially both on 
the D,-factors and on the A, x A, factor. 
(v) W, of type A, x A2 x A,, with a, switching two of the A,- 
factors. 
In all cases, 52, has four orbits on the set of simple reflections of W,. If 
we are in case (i), (iv), or (v), the representations of the Hecke algebra 
corresponding to IV2 have traces in Q[u, u-l], and from 18.3, we see that 
sA = ZA. Assume now that we are in case (ii) or (iii). Since A is cuspidal, we 
have dA = 2,A (see 15.5). Since JZ?‘~ acts non-trivially on A, we have 
t,*A #A, as we have seen earlier in the proof. Now using 17.21, it follows 
that sA = - 1. (It is easy to check that the generator of QP has odd length 
in W.) Since G has odd dimension and A is cuspidal, we have E^A = - 1 (see 
(18.3.4)). Hence, again we have E ,^ = aA. This shows that G satisfies 
(17.8.4). 
We now show that (G, 2) satisfies (17.8.3) for any PEP’(T). If 2 is 
not as in (iii) above, this follows from 20.2 and 19.2. Hence we may assume 
that 9 is as in (iii) above. We may also assume that W, is generated by a 
subset I of S. Any family in WY consists of 2, 6, or 10 representations. For 
families with 2 or 6 representations, we may argue exactly as in the proof of 
19.2 (case 3). 
Let us now consider the family 5’ in pY consisting of the represen- 
tations Gs, 6?j,, !%-, EJ, %, (preferred extensions to W’ of the represen- 
tations 80,, 60,, 90,, lo,, 20, of W,; see [6, 4.111) and @,, a,, m,, m,, 
zs (the non-preferred extensions). We have W, = W, = IV”,, (notation of 
15.6). Let 9 be the family {80,, 60,, 90,, lo,, 20,) of P@‘,. Let L,, Rg*‘be 
as in 15.6 and let if be as in 15.3. If A, A’E (L,),, we have 
(20.5.1) (ifA : $A’) = (A : A’) + (A : f*A’) 
where f: L, + L, is the map given by conjugation by a representative in 
ZV( T) of the non-trivial element in BY. The proof of (20.5.1) is almost iden- 
tical to that of (17.12.6); the only difference is that x in that proof is not 
necessarily 1; it can be any element of Q,. We have Y = n$$ I T, where 
: L, + L,/(L,)der is as in 17.9 and $ E Y(L,/L,),,,) is the unique local 
iistern such that $ #Q,, SF2 = 0,. Let rcl: L, + (L,)ad be the canonical 
projection, T the image of T under z,, and let Y1 be the local system QI 
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on T. From 17.9 and 17.10 it follows that A, + ii,A 0 rc$b, is a bijection 
((L:),,), -+ (E,),. Now using 20.4, and the isomorphism f*(~$&) = 
z$$, we see that f*A’=A’ for all A’E (e,)Y. Hence (20.51) becomes 
(20.5.2) ($A : ifA’) = 2(A : A’). 
This implies that for each character sheaf A E (L,),, there exist two charac- 
ter sheaves A #A”’ on G such that 
(20.53) i;A = A” + A”‘. 
Moreover, A is uniquely determined by either A” or 2’. If EE 8, we have 
indz=E+E; using 15.7(i) it follows that $(R$‘) = Rg + R$‘. Since 
(17.8.3) is already known for (L,, 6p) (it follows from 20.3(a)), we know 
that @A,,, consists of eight character sheaves A r, A*,..., A, and we know 
explicitly the coefficients cLE in 
Applying if and using (20.5.3) we find 
(20.5.4) Rg + Rff = i ci.& + A”;.) (EE F). 
i=l 
In particular, the 16 character sheaves Ai, A”( (1 <i< 8) are in (G),,,, and 
the multiplicities (Ji: Rg + Rg) = (A”(: R$ + Rg) = ci,E are known. 
Note also that Ai, A”: have trivial action of L!&. (Indeed, L, has a connec- 
ted centre; this implies that each ifA, has trivial action of Zo, hence our 
asserition.) 
This gives only a part of the pattern (17.8.3) for 9’. To get the full pat- 
tern we must also decompose the differences Rg - Rg (E E 9). We shall do 
that using the following statement. 
(20.5.5) For any AE G,,,. with non-trivial ?&-action, we have 
?;*A #A. 
Assume for a moment that (20.5.5) is proved. From [6, 7.101, we see 
that the following seven virtual representations of IV” are of form c(, for 
some XE &-- W, such that T(x) =a(~) (mod 2): 
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(20.56) (~~-~,)+E(~,--~)+(m,-~,), 
(8ij,-~,)+E(~,--~)+(~,-~S)) 
2(Ej, Xl,)-(E, -i0,), 
2(87jS -rn,)- (iq -W,), 
(tq -so,)- (26, -rns). 
Here, E= + 1. 
By 16.6 and 17.18(b) the elements Ry, where ? is one of the expressions 
(20.5.6), are combinations with integral 20 coefficients of character 
sheaves with non-trivial action of ZG. Moreover, from (20.55) and 
(17.17.3) we see that these Rf’ are combinations with integer, > 0 coef- 
ficients of expressions (A + t,*A) where A are character sheaves in GY,FS 
with non-trivial action of Z&. The inner product ( : ) of any two such Rf’ 
is known from 14.13. We may apply [6, 7.7(ii), (iii)] to the real vector 
space V spanned by all A + t,* A (where A is any character sheaf in GY,S, 
with non-trivial action of Z&), with orthonormal basis (l/d)(A + t:A), 
and to the orthonormal set (l/$)(Rz -RF) (EE 9). 
This gives each of (l/a)(Rz - Rg) as an explicit Q-linear combination 
of ;(A i + t,* A i, (1 Q i < 8) where A ’ ,..., A 8, t,* A ’ ,..., t,* A8 are distinct charac- 
ter sheaves with non-trivial action of Z&. (Hence, they are distinct from 
A” I)...) &, 2; )..., 2, above.) This gives the pattern of decomposition of each 
R% - Rg (EE 9). Since the pattern of decomposition of each Rg + Rg is 
already known, we find the pattern of decomposition of each Rf and Z$’ 
in terms of the 32 character sheaves A’,..., A*, t!A’,..., t,*A’, A”, ,..., A,, 
-1 A ,,..., Al;, and we see that the pattern of (17.8.3) is verified. 
Let us now verify (20.5.5). If A (as in (20.5.5)) is cuspidal, then we have 
t,* A # A. (As we have seen earlier in the proof, for any A’ E Irr’G with non- 
trivial Z&-action, we have tr A #A.) Assume now that A is noncuspidal. 
Then A is a direct summand of a complex induced by a cuspidal character 
sheaf A’ of the Levi subgroup L, of a parabolic subgroup P, of G of type 
D6 or Al x Al x A,. (In the last case, P, is defined by the following three 
vertices of the Coxeter graph of E,. One is the end point v1 at distance one 
from the branch point, one is the end point v2 at distance three from the 
branch point and one, v3, is at distance two from both vr and v,; see [6, 
15.11.) 
The case where P, is of type D, cannot actually occur. Indeed, in that 
case we would have EIA = 1 (see the proof of 15.5), hence, sA = 1 (since 
(17.8.4) holds for G). On the other hand, from (18.3.3) we see that eA = -1 
for all A E GY,S*. (Indeed, in (18.3.1) we have N even for all EEL’.) 
Hence PJ must be of type Al x A, x A, (described above). In this case, it 
follows that the support of A is the closure of one of the following two sets 
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where TOOL,Leg, U,, are defined as in (18.54) and z, = e, z2 = z. Just as in 
the proof of (18.55) we see that X, n X, = a, hence, 8, # X2. We have 
X, = ~1,. Hence, if A has support R, (resp. R,) then t:A has support T? 
(resp. x,), so that t;*A #A, and (20.5.5) is verified. This also completes the 
verification of (17.8.3) for G. It remains to prove that G satisfies (17.8.5). 
We have seen already that if Ypo = Q,, then G,,, contains at least two 
cuspidal character sheaves. It is then enough to show that, if 2 is as in (iii) 
above, then GY contains at least six distinct cuspidal character sheaves. 
Consider the family 9’ in W’ consisting of 10 representations. We have 
gFS = QY x 8,. We consider the character sheaves Ati, E G,,,. (1 <i 6 6) 
which under (17.8.3) correspond to the elements (og,, v q 0), (0, v q 1) 
in A’(gF,); here v is any character of Q, zZJ22, o is the generator of 
sz Y, g, is an element of order 3 of ZG,(g3) z z/32, 0 is a non-trivial 
character of Z,,(g,), and 1 is the unit representation of 8,. We show that 
Aci, (1 <id 6) are cuspidal. Using 18.2 as in the proof of 19.3(a), we see 
that it is enough to show that the characters of the virtual representations 
of IV” vanish on all elements of IV” which have some eigenvalue 1 in the 
reflection representation of W. This, in turn, is equivalent to the following 
statement. The characters of the virtual representations 
80, - 90, - 10,y + 20, 
of W, vanish on all elements of W, which have some eigenvalue -1 on 
the reflection representation of W,. This can be checked using the charac- 
ter table of W,. This completes the proof of the proposition. 
PROPOSITION 20.6. Assume that G is simple of type G2 and char k # 2.3. 
Then (17.8.3))( 17.8.5) hold for G. 
Proof: By 18.5, the statements (17.8.3)-(17.8.5) hold for L/ZE’“o, where L 
is any Levi subgroup of a proper parabolic subgroup of G; hence, they also 
hold for L. The complexes in Irr’G are classified as follows [4]. The set 
Irr’G consists of four complexes. One of them is supported by the closure 
of the conjugacy class of su where s is a semisimple element with centralizer 
xSO,(k) and u is a regular unipotent element in Z(S). This complex is 
clean by 7.1 l(d) and 18.5. Two other complexes in Irr’G are supported by 
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the closure of the conjugacy class of s’u’ where s’ is a semisimple element 
with centralizer w,%,(k) and u’ is a regular unipotent element in Z(S). 
These complexes are clean by 7.1 l(d) and 18.5. Finally, there is a complex 
in Irr’G which is supported by the closure of the subregular unipotent class 
in G. If this is a character sheaf, then it is clean by 7.9. It follows that G is 
clean. 
To prove that G satisfies (17.8.4) it is now enough to show that for any 
cuspidal character sheaf A E G, we have eA = tA. The possibilities for 8 
are restricted by 17.12; we must have W$ = W, of type G2, A 2 or A 1 x A 1. 
In each case, we see from 18.3 that eA = iA. Thus, G satisfies (17.8.4). Now 
using 20.2(c) and 19.2, we see that (17.8.3) holds for G. To prove that 
(17.8.5) holds for G, it is enough to show that if 9 = @, then G, contains 
at least four cuspidal character sheaves. Let Ai, A,, A3, A4 E 6, be the 
character sheaves corresponding under (17.8.3) to the family F = { V, V’, 
cl, e2} of W (notations of [6, 4.8]), and to the elements (1, E), (g2, E), 
(gj, e), (g3, 8’) in J%‘(%,) = A(@,). Here g, is an element of order 2 of 
(fJ3, E is the sign character of ej3 or its restriction to Z&g,), g, is an 
element of order 3 of (5,, and 8, 8* are the nontrivial characters of Zo,(g3). 
We shall show that A,, A,, A3, A4 are cuspidal. Using 18.2, as in the proof 
of 19.3(a), we see that it is enough to show that the characters of the vir- 
tual representations 
V-31/‘+2~, +2&*, v- v, V--E1 -&* 
of W vanish on all elements of W which have some eigenvalue 1 in the 
reflection representation of W. This is easily checked using the character 
table of W. This completes the proof of the proposition. 
21. GROUPS OF TYPE E, AND F4 
21.1. In this chapter we shall prove that the statements 
(17.8.3k(17.8.5) hold for the groups of type Es and F4, assuming that we 
are in good characteristic. 
PROPOSITION 21.2. Assume that G is simple of type E, and char k # 2, 3, 
5. Then G satisfies (17.8.4). 
ProoJ By 20.3, 19.3, the statements (17.8.3~(17.8.5) hold for L/S”, 
where L is a Levi subgroup of any proper parabolic subgroup of G; hence, 
these statements also hold for L. 
According to [4], the set Irr’G consists of 13 complexes. 
(a) There is a unique complex in Irr’G supported by the closure of a 
unipotent class; if it is a character sheaf, then it is clean, by 7.9. 
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(b) There is a unique complex in Irr’G supported by the closure of 
the class of SU, where s is a semisimple element with Z,(s) isogenous to the 
product of SL,(k) with a simply connected group of type E, and u is a cer- 
tain unipotent element in Z,(s); this complex is clean by 7.1 l(d), 18.5 (for 
SL,(k)), and 20.5. 
(c) There are two complexes in Irr’G with the same support: the 
closure of the class of SU, where s is a semisimple element with Z,(s) 
isogenous to the product of SL,(k) with a simply connected group of type 
E6 and u is a certain unipotent element in Z,(s); these complexes are clean 
by 7.11(d), 18.5 (for SL,(k)), and 20.3(b). 
(d) There are two complexes in Irr’G with the same support: the 
closure of the class of SU, where s is a semisimple element with Z,(s) 
isogenous to Spin,,(k) x SL,(k) and u is a certain unipotent element in 
Z,(s); these complexes are clean by 7.11(d), 18.5 (for SL,(k)), and 19.6. 
(e) There are four complexes in Irr’G with the same support: the 
closure of the class of SU, where s is a semisimple element with Z,(s) 
isogenous to SL,(k) x SL,(k) and u is a regular unipotent element in 
Z,(s); these complexes are clean by 7.11(d) and 18.5 (for SL,(k)). 
(f) There are two complexes in 1rr”G with the same support: the 
closure of the class of SU, where s is a semisimple element with Z,(s) 
isogenous to SL,(k) x SL,(k) x SL,(k) and u is a regular unipotent element 
in Z,(s); these complexes are clean by 7.11 (d) and 18.5. 
(g) Finally, there is a complex in Irr’G whose support is the closure 
of the class of SU, where s is a semisimple element such that Z,(s) is 
isogenous to Spin,,(k) and u is a certain unipotent element in Z,(s). This 
complex is clean by 7.11(d) and 19.4(c). (Note that from [4] it follows that 
any complex in Irr’ Spin,,(k) supported by the closure of a unipotent class, 
comes from a complex in Irr’ PSO,,(k), so that 19.4(c) is applicable.). 
This completes the classification of complexes in Irr’G and shows that G 
is clean. Assume now that A E GY is a cuspidal character sheaf. To com- 
plete the proof it is enough to show that sA = iA. The possibilities for 9 
are restricted by 17.12; we must have IV” = W, of type E,, E, x A,, 
E6 x A,, D, x A,, A, x A,, A, x A, x A,, A,, A, x A,, D,. In all cases but 
the first two, we may apply 18.3; the integer N in 18.3 is even in these cases. 
Hence, we may assume that W, is of type E, or E, x A,. Assume first that 
W, is of type E, (hence, W, = W). From (18.3.4) we see that E^A = 1. 
Assume that sA = -1. We shall reach a contradiction as follows. 
Let Ai (i= 1, 2) be the two cuspidal character sheaves in (2,)P, where 
ZC S is such that LI/S~ is an adjoint group of type E, (see the proof of 
20.3(c)). If LEG normalizes L,, then conjugation by n leaves each Ai 
stable; indeed Ai come from cuspidal character sheaves of L,/%“$, and con- 
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jugation by n induces an inner automorphism of L,/St,. It follows that in 
our case, (17.12.5) simplifies to 
($A, : ifA]) = 2(A, : A,), i, jE { 1,2}. 
Hence, we can write iSA, =A”i +A”;, ifA, =& +A”; where A”,, A;, A”*, A”; 
are four distinct character sheaves of G. By (17.83) for L,, we have 
R”.’ 
512, 
_ ~2.’ = A, + AZ. Applying if to both sides and using 15.7(i), we find 
512; 
(21.7.1) R&: - R&,; + R&,,x - R.$& = A”, + A”; + A”, + A”;. 
From 17.18 and 17.19 we see that both Rf&,. - Rfmhr and RG6, - R&,,Z 
are Z-linear combinations of character sheaves; since both of these 
elements have self inner product ( : ) equal to 2, we see from (21.7.1) that 
each of them is the sum of two of the character sheaves A”,, A”;, AZ, A”;. 
From the definition of A”,, A”;, J,, J;, we see that neither of them is 
cuspidal. We deduce that our given cuspidal character sheaf A satisfies 
(A : Rf& - RGhf) = (A : R$& - R&,,:) = 0. From 17.8 and 17.9 we see 
that RF&,;. + R$,,: and R&,X + R$&, are Z-linear combinations of charac- 
ter sheaves A’ such that aA, = 1. Since E, = - 1, we must have (A : R$,,, + 
R&,,,) = (A : R&.,x + R&,J = 0. It follows that (A : R&,6:) = (A : R&,. i = 
(A : ii&,,) = (A : R$,,j = 0. For all EE I@ such that dim E # 4O96,x the 
character of the corresponding representation E(u) of the Hecke algebra 
has values in Q[u, u-l]. We may therefore use 18.3 and we see that 
EA =tA, a contradiction. 
The case where W, is of type E, x A, is treated in an entirely similar 
way. (In this case, the .trouble is created by the four irreducible represen- 
tations of degree 512 instead of those of degree 4096 for W, of type Es.) 
This completes the poof. 
PROPOSITION 21.3. Assume that G is simple of type F4 and char k # 2, 3. 
Then G satisfies (17.8.4). 
Proof: By 19.3 and 19.4(a), the statements (17.8.3)-(17.8.5) hold for L 
where L is a Levi subgroup of any proper parabolic subgroup of G. 
According to [4] the set Irr’G consists of seven complexes. 
(a) There is a unique complex in Irr’G supported by the closure of a 
unipotent class; if it is a character sheaf, then it is clean, by 7.9. 
(b) There is a unique complex in Irr’G supported by the closure of 
the class of SU, where s is a semisimple element with Z,(s) isogenous to 
Sp,(k) x SL,(k) and u is a certain unipotent element in Z,(s); this complex 
is clean by 7.11(d), 18.5 (for SL,(k)), and 19.3. 
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(c) There are two complexes in Irr’G with the same support: the 
closure of the class of SU, where s is a semisimple element with Z,(S) 
isogenous to X,(k) x X,(k) and u is a regular unipotent element in 
Z,(S); these complexes are clean by 7.1 l(d) and 18.5 (for SL,(k)). 
(d) There are two complexes in Irr’G with the same support: the 
closure of the class of SU, where s is a semisimple element with Z,(S) 
isogenous to X,(k) x S&(k) and u is a regular unipotent element in 
Z,(s); these complexes are clean by 7.1 l(d) and 18.5. 
(e) There is a complex in Irr’G supported by the closure of the con- 
jugacy class of SU, where s is a semisimple element such that 
Z,(s)zSpin,(k) and u is a certain unipotent element of Z,(S); this com- 
plex is clean by 7.11(d) and 19.4(b). (Note that from [4] it follows that 
any complex in Irr’ Spin,(k) supported by the closure of a unipotent class 
comes from a complex in Irr’ SO,(k), so that 19.4(b) is applicable.) 
This completes the classification of complexes in Irr’G and shows that G 
is clean. To complete the proof it is enough to show that sA = EA for any 
cuspidal character sheaf A E 6,. The possibilities for 9 are restricted by 
17.12; we must have W& = W, of type F4, Cd, B, x A,, A, x A,, A, x A,. 
In each case, 18.3 shows that CA = sA. This completes the proof. 
COROLLARY 21.4. Assume that G is as in 21.2 and 21.3. 
(a) If $P E Y(T) is a focal system # QI then (17.8.3) holds for (G, 9). 
(b) If 9’ E Y(T) is the local system a, and 9 c W, is a family with 
at most five representations then (17.8.3) holds for (G, 9’) as far as 9 is 
concerned. 
Proof: (a) follows from 20.2(a), (b), and 19.2, since (17.8.4) holds for G, 
by 21.2, 21.3. We now prove (b). If B has one or three representations, the 
proof of 19.2 (case 1) applies without change. If 9 is a family with two or 
five representations, the argument in the proof of 20.2 applies without 
change. This completes the proof. 
21.5. Assume that z. = Q, E Y(T). According to [4, 9.2(d)], the 
endomorphism algebra of K,“” = K? is canonically isomorphic to the group 
algebra a,[ W]. Hence, we have a canonical direct sum decomposition 
K? = @ EE G (E@ A& where A, are character sheaves of G and E@ A, is 
an isotypical component for the action of W. Recall that in 17.8 we have 
defined mE to be the image of EE I@ under the imbedding (17.8.1) (we now 
have J? = Yo). Thus, mE E &jt;c(s,), where F runs over the families of 
W. With these notations, we can state the following result. 
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PROPOSITION 21.6. Assume that G is clean. For E. E’ E I@ we have 
(A, : RF) = {mE’, mEI 
where { , } is defined as in (17.8.2). 
Proof: We may assume that k is an algebraic closure of the finite field 
Fq. We choose an F,-rational structure on G as in 13.1. We assume that q 
is large enough so that each maximal torus in G defined over F, contains 
regular elements defined over F,. We shall show that the desired formula 
can be reduced to an analogous formula concerning irreducible represen- 
tations of G(F,), which in turn, is a special case of the main theorem 4.23 
in [6]. For each A, (EE I@) we have a canonical choice for the 
isomorphism #aE: F*A, r A, (see (13.8.1)) with the following property: If 
s, E G(F,) is a regular semisimple element corresponding to the conjugacy 
class of w  E W, then x~~,)~~(E(s,) = ( - 1) dim GTr(w, E). It follows that the 
number tAE attached to A, m 13.10(b) is equal to 1. (Indeed it is enough to 
test the eigenvalues of dAE: I’AE.i,w + Vaa,i,w in 13.10(b) for w  = e.) 
Let us write the identity in 14.14 for 19 = 1 and g = s,, as above. In the 
right-hand side of that identity, we have a sum over all A E G,; however, 
the only A which can contribute to the sum are those for which 
xAJsw) #O. For such A, the support of A contains some regular semisim- 
ple elements, hence A must be of form A, (E E W). Moreover, in that for- 
mula, we have v(A) = 1 (see 14.7), since G is adjoint; we also have lAE = 1, 
as noticed above. Hence, in our case, the identity of 14.14 reads 
(21.6.1) Tr(s,, PL) = 1 (A, : RF) Tr(w, E’) (EE fi). 
E’em 
Here 9; is an irreducible principal series representation of G(I;,). Its 
character at the regular semisimple element s, E G(F,) is equal by [3, 7.91 
to the multiplicity of 9; in the virtual G(F,)-representation R& of [3], 
where T(,,,, is the maximal torus of G containing s,. This multiplicity is 
computed by [6, 4.231 (the relationship of 9; with the parametrization in 
[6, 4.231 is explained in [6, 10.21). It follows that 
(21.6.2) Tr(s,, 9;) = c (m., mE} Tr(w, E’). 
E.Ekv 
Comparing now (21.6.1) and (21.6.2) we get the identity 
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for all w  E W. Since the functions w  -+ Tr(w, E’) on W are linearly indepen- 
dent (E)E I@), it follows that (AES : Rz)= {m,., m,}, as desired. 
21.7. Assume that G is as in 21.3 and that F0 = 0, E Y( T). We 
wish to classify the non-cuspidal character sheaves in G,. They are of two 
types: 
(a) the 25 character sheaves A, (EE I&) (see 21.5); 
(b) the components of indg,(A’) where P, is of type B, and A’ is the 
unique cuspidal character sheaf in (L,), (see 19.3(a)). 
Next, assume that G is as in 21.2 and that Y0 = Q, E Y( T). 
The non-cuspidal character sheaves in G, are of four types: 
(c) the 112 character sheaves A, (EE I@) (see 21.5); 
(d) the components of indz,(A’) where P, is of type D, and A’ is the 
unique cuspidal character sheaf in (e,)PO (see 19.3(d)); 
(e) the components of indF,(A’) (i= 1,2) where P’ is of type E, and 
A’ are the two cuspidal character sheaves in (t,), (see the proof of 
20.3(a)); 
(f) the components of indz(A’) (i = 1,2) where P, is of type E, and 
A’ are the two cuspidal character sheaves in (E,), (see the proof of 
20.3(c)). 
In each of the cases (b), (d), (e), (f), the endomorphism algebra End 
indF,(A’) is isomorphic to a twisted group algebra of N(L,)/L, (N(L,)= 
normalizer of L, in G); see [4, 3.5, 3.6, (4.1.1)]. Note that in each case A’ is 
stabilized by the full N(L,)/L,. (This is obvious in cases (b), (d), and has 
been verified during the proof of 21.2 in case (f); in case (e) it follows from 
the arguments in the proof of (20.5.2)) 
The twisting is described by a 2-cocycle of N(L,)/L,. The twisting is in 
fact trivial. To show this it is enough to show that the algebra End 
indg,(A’) has some one-dimensional representation or, equivalently, that 
there exists a character sheaf of G which appears with multiplicity 1 in 
indF,(A’); this is verified in Lemma21.8 below. Assuming that this 
verification has been done, we see that: 
-There are exactly 5 character sheaves of type (b). (The group 
N(L,)/L, is a Coxeter group of type B,, hence it has five irreducible 
representations.) 
-There are exactly 25 character sheaves of type (d). (The group 
N(L,)/L, is a Coxeter group of type F4, hence, it has 25 irreducible 
representations.) 
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-There are exactly 6 + 6 character sheaves of type (e). (The group 
N(L,)/L, is a Coxeter group of type G2.) 
-There are exactly 2 + 2 character sheaves of type (f). (The group 
N(L,)/L, is of order 2.) 
It follows that if G is as in 21.2, then 6, contains exactly 153 = 
112 + 25 + 12 + 4 non-cuspidal character sheaves. If G is as in 21.3, then 
e, contains exactly 30 = 25 + 5 non-cuspidal character sheaves. 
LEMMA 21.8. In each of the Cases (b), (d), (e), (f) in 21.7, there exists a 
character sheaf A of G such that (A : indF,A’) = 1. Here we have i= 1 in 
Cases (b), (d) and i= 1,2 in Cases (e), (f). 
Proof In the case (f), this already has been verified, during the proof of 
21.2. 
In the case (b), let 9 be the family (4,, 2,, 23} (notation of [6, 4.101). 
From 21.6, we see that A+, AZ,, AZ3 are in e,,,. By 21.4, the statement 
(17.8.3) holds for 9. In particular, there is a fourth element A in eY,,F and 
For any E E I@ we have (A E : indz,A’) = 0 since all irreducible components 
of ind$A ’ have support # G. Hence 
(A:indz,A’)=(A+A,,+A,, +A2, :ind’&A’) 
= 2(R? : ind$,A’) 
= 2(re$,(Rz) : A’) 
= 2(R& : A’) P-v 15.W)) 
=l (by (17.8.3) for L,) 
so that A has the required property. 
The case (d) is entirely similar: we replace in the previous argument {42, 
2,, 231 by (112,, 84,, 28,) (notation of [6, 4.131). 
In case (e), let 9 be the. family { 1400,, 1344,, 1008,, 448,, 56,) 
(notation of [6, 4.131). By 21.4, the statement (17.8.3) holds for 9. We 
have 9, = 03. Let g, be an element of order 3 of YS and let 8, 8’ be the 
non-trivial characters of its centralizer ( w2/32). Let r be the two-dimen- 
sional irreducible representation of gF. Let A, (resp. A82, A”) be the 
character sheaf in e 90,S corresponding under (17.8.3) to (g3, fl) E &(9,) 
(resp, (g3, 0*), (1, r)). From 21.6, we see that A,,,z eGPO,* and that 
(A 1o08, : RT) = (A : RF) for all E E 9; the last inner product is determined 
by (17.8.3) for 9. From (17.8.3) we also see that if A’E e,,, satisfies 
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(A’ : Rp) = (2 : RT) for all EE 9, then A’ = A”. It follows that A” = A ,oo8, 
and hence its support is the whole of G. Since all components of indgl(A’) 
have support # G, it follows that (2 : indg,A’) = 0 and hence 
(A, + AOZ : indg,A’) = (A, + A02 + A” : indF,A’). 
From (17.8.3) for 9 it follows that A0 + A02 + A” = R$,,. - R$& + Rz-. 
Hence, 
(A, + AOZ : indF,(A’)) = (Rf&,: - Rf&; + Rzz : indg,A’) 
= (R20 *es 1400: - K&m: + R%jI : A i) 
z 1 (by (17.8.3) for L,). 
Hence, precisely one of A,, A02 appears in ind$,(A’) with multiplicity 1. 
This holds for both i= 1 and 2. Since indz,(A’), indz,(A2) have no com- 
mon components, it follows that one of Ao, A02 appears with multiplicity 1 
in indF,(A’) and the other appears with multiplicity 1 in indF,(A’). The 
lemma is proved. 
21.9. Assume that G is as in 21.2 or 21.3 and & = Q, E Y(T). If 
9 c I@ is a family with a single representation E, we see from 21.6 that 
&4?,,, and from 21.4(b), we see that GYo.F = {AE}. If 9 c I$’ is a 
family consisting of three representations {E, E’, E”}, we see from 21.6 that 
Am &, A.. me,., and from 21.4(b) that GZo.P= {AE, AC, A..., Al}, 
where .? is a fourth character sheaf. Just as in the proof of 21.8 we can 
compute (A” : indF,(A’)) where P,, A’ are as in 21.7(b) or (d); we find that 
it is non-zero, hence A” is a component of indg,(A ’ ). We shall denote by & 
the unique family in I@ which consists of strictly more than live represen- 
tations. If G is as in 21.3, the previous argument shows that Ur + F0 G,, 
consists of 14 character sheaves of type 21.7(a) and of 2 character sheaves 
of type 21.7(b). It follows that 
(21.9.1) Go,, consists of 11 character sheaves of type 21.7(a) (the 
AE such that EE &), of 3 character sheaves Aj, (1 < i < 3) of type 21.7(b), 
and of an unknown number of cuspidal character sheaves. 
Assume now that G is as in 21.2. If 9 c L@ is a family consisting of two 
representatives (E, E’J, then we see from 21.6 that A,, Ar E GYo,F ; from 
the proof of 21.2 we see that GYo,F contains two character sheaves of type 
21.7 (f), and from 21.4 (b) we see that GP,,;s contains no further character 
sheaves. 
If 9 c m is a family consisting of five representations, we see from 21.6 
that A, EC?,,, for all EE S. Exactly as in the proof of 21.8, we see that 
there is one character sheaf in G Y,,F which has multiplicity 1 in ind$,(A’) 
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and another character sheaf in G TaF which has multiplicity 1 in indz,(A*). 
(Here P,, A’ are as in 21.7(e).) This accounts for seven out of the eight 
character sheaves in 6 Z,,F (see 21.4(b)). Let A be the eight character sheaf 
in GPOSS. By 21.4(b). A appears with coefficient l/2 in RT where E is the 
special representation in 9. All A’ E G,, other than A are of type other 
than 21.7(d), hence if we write PI, L7, d’ instead of P,, L,, A’ in 21.7(d), 
we have 
(A : indgj(A”‘)) = f(Rp : indgi(A”‘)) 
= f(res F,Rp : A’) 
=f(Rz$i’). 
The last inner product may be computed using (17.8.3) for L7 and turns 
out to be non-zero. It follows that A is of type 21.7(d). 
We see now that US + *,, GYaF consists of 95 character sheaves of type 
21.7(c), of 20 character sheaves of type 21.7(d), of 8 character sheaves of 
type 21.7(e), and of 4 character sheaves of type 21.7(f). It follows that 
(21.9.2) Go,, consists of 17 character sheaves of type 21.7(e) (the 
A, such that EE &), of 5 character sheaves Aa (1~ i < 5) of type 21.7(d), 
of 4 character sheaves AL (1~ i<4) of type 21.7(e), and of an unknown 
number of cuspidal character sheaves. 
21.10. We shall need a variant of Lemma 14.3. Assume that G is 
semisimple and let (C, b) be a cuspidal pair for G (as in (7.1.2)). Let A be a 
perverse sheaf on G which is a direct summand of the complex R induced 
by an irreducible cuspidal perverse sheaf of a Levi subgroup of a proper 
parabolic subgroup. We shall prove the following result. 
(21.10.1) If Z is a regular conjugacy class of G and char k is not a bad 
prime for G, then the local system %‘A IC does not contain 8 as a direct 
summand. 
This is proved as follows. We may assume that A = K’. Using 7.11 (a), 
and (14.2.1), (14.2.2), we see that we are reduced to the case where C is a 
unipotent class. From the results of [4], it is known that (in good charac- 
teristic), the regular unipotent class of G cannot carry a cuspidal pair 
unless G is isogenous to a product of groups SL,(k). Hence we may further 
assume that G is as in 18.5. In this case, by 18.5, G is clean and any 
admissible complex on G is a character sheaf. Hence Lemma 14.3 is 
applicable and the result follows. 
We now state the following result. 
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LEMMA 21.11. Assume that G is semisimple, simply connected, and that 
char k is not a bad prime for G. Let A, be an irreducible cuspidal perverse 
sheaf on G on which So acts trivia& and such that supp A0 = E;, where Z is 
a regular conjugacy class of G. Then A, is a character sheaf of G. More 
precisely, if w is a Coxeter element of minimal length of W and if YO = 
Q, E Y(T), then (A, : x(K?)) = 1. 
Proof Recall from 2.4 that K$ = (rc,)!Q[. According to Steinberg 
[18], we can choose geC such that gE BwB. We have a commutative 
diagram 
where /? is the canonical map, a(x)= (xgx-‘, xBx-‘), cr’(x)=xg.u~‘. 
Clearly, a’ is an isomorphism. According to [ 16, 8.21 (which is just a refor- 
mulation of Steinberg’s results in [IS]), the map CI is also an isomorphism. 
It follows that K?IC= (~‘)!fl!Q(. We now factorise fi as follows 
G/T%“, ~G/(dc . Z;(g)) -% G/Z,(g). 
According to 3.12, the group Z”,(g) is unipotent; its dimension is r = 
rank G. Since all fibres of PI are isomorphic to Z”,(g), we have (/I1 )!Q, = 
QI [ -2r]. (We disregard the Tate twist.) On the other hand, p2 is a prin- 
cipal covering with (finite) group Z,(g)/(2YG Z”,(g)), hence, P!Q,[2r] = 
(PJ!(PIhQIWI = W!Q, = d‘ rrec sum of all G-equivariant local systems t 
on E corresponding to irreducible representations of Z,( g)/ZO,( g) which 
are trivial on .YG. All these local systems are one-dimensional and appear 
with multiplicity 1, since Z,( g)/ZO,( g) is abelian. In particular we see that, 
if d is the local system on C such that A,, 1 ,Y = d[dim C], then d appears 
with multiplicity 1 in the local system X’*‘(K?) / L? and d does not appear 
in the local system %‘(K:) 12 for i # 2r. Hence, 
(21.11.1) c( - l)i (multiplicity of & in S’(K?)IZ) 
is equal to 1. 
On the other hand, the expression (21.11.1) is clearly equal to 
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(sum over all A E 6,) where 
m, = I( - l)i (multiplicity of &’ in S’(A) 12). 
It follows that 
(21.11.2) x(A : x(K?))m, = 1. 
A 
From (21.10.1), we see that mA =0 whenever A is not cuspidal. It is also 
clear that mA = 0 if A is cuspidal with support # 1, (Since .X is a regular 
class, we have Cc supp A 3 c = supp A, for A cuspidal.) If A is cuspidal 
with support E;, then from the definition of m, we see that 
m A = (- l)dimZ= 1 if A ICz:b[dim C] and mA = 0, otherwise. It follows 
then from (21.11.2) that there is a unique cuspidal AE G, such that 
A 1 Cxd[dim C] (hence A = A,), and that (A, : x(K?)) = 1. The lemma is 
proved. 
PROPOSITION 21.12. Let G be us in 21.2 and let TO =Q, EY(T). Then 
(17.8.3) holds for (G, TO) and (17.8.5) holds for G. 
Proof By 21.4(b), we know that (17.8.3) holds for (G, &) as far as 9 
is concerned for any family % # R0 where 9$ is the unique family in I&’ 
such that Y, = 6,. 
In [6, p. 2271 we have described 28 virtual representations Xi,, ,..., X,,d of 
W of the form clY for some y E W such that Z(y) = a(y) (mod 2). By 16.6, the 
corresponding 28 elements RF;, ,..., R2:pl are combinations with integral > 0 
coefficients of character sheaves in G,,,,,. Let us consider a Coxeter 
element w  of minimal length in W. From (14.10.3) it follows that 
(21.12.1) x(K?)= 1 Tr(w, E)Rp. 
EE Iv 
As noted in [6, p. 3101, any E E Y0 is a Q-linear combination of the 28 
virtual representations X1,1,..., X,,d and of CEEF,Tr(w, E)E. It follows that 
in order to establish (17.8.3) for PO, it is enough to establish the pattern of 
decomposition of R2,,..., Rz4 and of CEEFOTr(w, E) Rp. Some of the 
elements Xi,j are of the form &I) where J: a( W,) + W(W) is defined as in 
17.13 with Z$ S and where /I is a virtual representation of W, of form clY 
(relative to W,) (see [6, pp. 173, 2281). From (17.13.5) it follows that the 
corresponding RT, are of form jf(Rp’), hence, all irreducible components 
of RTj are also components of if(Rp’). Using this, we can tell what type of 
components RzJ can have. In particular, we see that 
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(21.12.2) R$ (1 d id 7) are combinations of A, (EE &) only; the 
elements Rz2 (1 <f<5), R$, Rz4 are combinations of A E (E E &) and of 
Ai (1 <j< 5) (see (21.9.2)); the ‘element R$ is a combination of A, 
(EC%) and of Ai (1 <j<4) (see (21.9.2)); the element R$ is a com- 
bination of A, (EE&), of Ai (1 <j<5), and of A: (1 <j<4). 
Using 14.13 and (21.12.1) we see that 
(x(K?) : X-K?)) = 1 Tr(w, E) Tr(w, E’) = 30 
EXE bv 
since the order of the centralizer of w  in W is 30. This can be expressed in 
an equivalent form: 
(21.12.3) c (A : x(K?))* = 30. 
AEGyo 
Since (A : RF) is already known for any E E I@ and any A $ ~.Ipo,yo, we can 
also compute (by (21.12.1)) (A : x(K?)) for such A. We find that it is f 1 
for exactly 20 character sheaves A E GTO - G,,,, and it is zero for the 
remaining character sheaves in C?, -G,.,. Now using (21.12.3) we 
deduce that 
(21.12.4) c (A : x(K?))‘= 10, 
A E GZY~F~ 
From 21.11, we see that the four complexes (say K,o, Kii, K,,, K,,) in 
21.2(e) and the two complexes (say K,, K,) in 21.2(f) are in dZ,,, and they 
have inner product 1 with x(K?); by 21.9, they are necessarily in GreO,SO. 
Hence from (21.12.4) we deduce 
(21.125) x(A : x(K2))‘=4, 
sum over all A E 6-Lpo,yo, A ZK,, K,, Klo, K,, , K,,, K,,. If A = A, where 
EES$, then (A :x(K?)) is computable from (21.12.1) and 21.6; we find 
that this equals 1 if E = 70,, the unique 7Gdimensional representation in 
&, and is zero for all other E in &. It follows that 
(21.12.6) x(A : x(Kp))* = 3, 
sum over all A E C? 20,~oo, A ZfG, 4, K,,, Kll, K12, K,,; A not of form A,. 
Using 14.13 and (21.12.1) we can compute (x(K?) : Rgz)=2. The only 
character sheaves which can appear both in x(K?) and Rz;“, are A, 
(E = 70,) and AL (1 d i < 5). We have seen that ATop appears with mul- 
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tiplicity 1 in x(K?) and, by 21.6, it also appears with multiplicity 1 in RzP,. 
Hence, 
(21.12.7) 1 (A; : x(K~))(A; : R$) = 1. 
lGi45 
It follows that (Ai : x(K?)) #O for some i6 [l, 5-j. Similarly, from 
(21.12.8) (x(K$‘o) : R$$ = - 2 
it follows that (Ai : ~(K$J)) #O for some Jo [l, 43. From the definition of 
A{ we see that the Verdier dual of AL is AL for some j’ #i, i’ E [ 1,4]. On 
the other hand it is easy to see that the components of x(K?) are permuted 
by Verdier duality (since & is self-dual). It follows that there are at least 
two indicesj, PE [l, 41 such that (A! : x(K?))#O, (AL : x(K?))#O. 
Now using (21.12.6) we see that there is a unique index i in [l, 51 (say 
i = 3) such that (AL : x(K?)) # 0, and exactly two indices j, i’ in [ 1,4] (say 
1 and 2) such that (A: : x(K$?)) #O, (Al : x(K$)) ~0; moreover, these 
three inner products are + 1. Using (21.12.7) and (21.12.8) it follows that 
(AZ : x(K$)) = 1, (Aa : x(K?)) = (4; : x(K?)) = -1. 
We also see from (21.12.6) that there are no cuspidal character sheaves 
other than K6, K,, Klo, K1,, K,,, K13 which appear in x(K?). From 16.6 
and (21.12.1) we see that 
It follows that 
(21.12.9) c Tr(w,E)R~=AAoy+A~-Aa-A,2+K6+K, 
Ee4ro 
+ Km + K,, + Kn + Kn. 
Let us now consider the euclidean space H with orthonormal basis given 
by the 39 objects A, (EE&), A$ (l<i<5), Ai(l<i<4), and Ki 
(1 < i< 13). (The last 13 objects correspond to the 13 irreducible cuspidal 
perverse sheaves on G described in 21.2(ab(g); 6 of them are already 
known to be character sheaves by (21.12.9).) We can regard Rz,,..., Rz4 as 
28 vectors in H. They have integral and 2 0 coordinates; some of the coor- 
dinates are known a priori to be zero, by (21.12.2). The mutual inner 
products of these vectors are known by 14.13. The inner products of these 
vectors with the vector given by the right-hand side of (21.12.9) are also 
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known by 14.13. The coefficients of A, (EE &) in these 28 vectors are 
explicitly known by 21.6. 
We also know that both A,3, Aj appear with coefficient > 0 in at least 
one of our 28 vectors. These properties determine uniquely the pattern of 
coefficients of our 28 vectors; in particular, they force each K, (7 d i d 13) 
to appear with coefficient >O in at least one of the 28 vectors. (Hence, 
(17.8.5) holds for G.) The pattern is the one described in the table in [6, 
pp. 304, 3051 which should be interpreted as follows. The rows X ,,,,..., X,,, 
in that table correspond to our vectors; the first 17 columns correspond to 
the A, (EE &), the next 5 columns correspond to the AL the next 4 
columns correspond to the AL, and the last 13 columns correspond to the 
Ki. The columns of that table are put into l-l correspondence with the 
elements of J@(S,) in [6, pp. 369, 370]; this also defines a l-l correspon- 
dence G P0,F0 ++ A( G5). This completes the proof. 
PROPOSITION 21.13. Let G be as in 21.3 and let YO = 0, E Y(T). Then 
(17.8.3) holds for (G, YO) and (17.8.5) holds for G. 
Proof The proof is entirely similar to that of 21.12. We must check 
(17.8.3) for (G, 2*) only as far as F0 is concerned, where P0 is the unique 
family in I@’ with ge, = 6, (see 21.4(b)). 
In [6, p. 2271 we have described 19 virtual representations Y,,, ,..., Y,,, of 
W of the form CI,, for some y E W such that l(y) E a(y) (mod 2). By 16.6, the 
corresponding 19 elements R$ ,..., Rq5 are combinations with integral > 0 
coefficients of character sheaves in G,,,. Let us consider a Coxeter 
element w  of minimal length in W. As in 21.12, we see that x(K?) = 
CEt aTr(w, E)RF is a combination of 12 character sheaves, with coef- 
ficients 1, and that 
(21.13.1) c Tr(w,E)RF=AAbz-AA+K1+KZ+Kj+K4 
Et.%% 
where 6, is the exterior square of the reflection representation of W, AA is 
as in (21.9.1) K1, K2 are the two complexes in 21.3(e), and K,, K4 are the 
two complexes in 21.3(d). 
One checks that any E E F0 is a Q-linear combination of the 19 virtual 
representations Y1,l,..., Y,,, and of CEEROTr(w, E)E. It follows that in 
order to establish (17.8.3) for F0 it is enough to establish the pattern of 
decomposition of Rz,,..., R25 and of CEE F0 Tr(w, E)RF. 
We now consider the euclidean space H with orthonormal basis given by 
the 21 objects A, (EE%), Ai (l<i<3), and Ki (l<i<7). (The last 7 
objects correspond to the seven irreducible cuspidal perverse sheaves on G 
described in 21.3(a)-(e); the first four of them are already known to be 
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character sheaves; see (21.13.1).) We can regard Rz,,..., Rz;", as 19 vectors 
in H. These vectors have the following properties: ’ 
-They have integral 20 coordinates. 
-R$ (1 < i < 5) are combinations of A, (EE FJ only. 
-R90 R$'",, Rz2, R$ Y3.2' , are combinations of A E (E E &) and AL 
(1 <i<3). 
-The mutual inner products of these 19 vectors are known by 14.13. 
-The inner products of these 19 vectors with the vector given by the 
right-hand side of (21.13.1) are known by 14.13. 
-The coefficients of A, (E E S$) in these 19 vectors are explicitly 
known by 21.6. 
These properties determine uniquely the pattern of coefficients of our 19 
vectors; in particular, they force each K, (5 < i < 7) to appear with coef- 
ficient > 0 in at least one of the 19 vectors. (Hence, (17.8.5) holds for G.) 
The pattern is the one described in the table in [6, p. 3061 which should be 
interpreted as follows. The rows Y,,, ,..., Y,,S in that table correspond to our 
19 vectors; the first 11 columns correspond to the A, (E E &), the next 3 
columns correspond to the Ai and the last 7 columns correspond to the Ki. 
The columns of that table are put into l-l correspondence with the 
elements of A(6,) in [6, pp. 371, 3721; this also defines a l-l correspon- 
dence &,,, c, A( G4). This completes the proof. 
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