From the examples in the previous chapter it is obvious that there are many ways to assay and analyse genetic variation. Choice of analytical method is partly dependent on the type of genetic marker used. Furthermore, different aspects of variation that can be assessed depend on whether the marker is subjected to selection (non-neutral) or not (being selectively neutral). Here I outline the most common measures of genetic variation used in conservation genetic studies (see e.g. Karp et al. 1997) . I have chosen to structure this discussion around the type of data collected and a summary of the different markers used can be found in Table 2 .1.
Codominant neutral variation
Genetic variation in endangered species is most commonly assayed using genetic markers that are suspected to be neutral or nearly neutral, such as allozymes, microsatellites, and-increasingly-neutral single nucleotide polymorphisms (SNPs; see below). These are all codominant markers, meaning that in diploid genomes there are two copies at any locus. By neutral we mean that there is no evidence of selection being involved in shaping the allele frequencies observed at the loci studied. This is most often assessed by testing whether the allele frequencies differ from what is expected from Hardy-Weinberg expectations. The HardyWeinberg equilibrium expectation is the heterozygosity expected at a locus given that the alleles observed in a sample segregate randomly according to Mendelian inheritance.
Genetic variation at allozyme (or isozyme) loci are assayed at the protein level using starch gel electrophoresis and used to be the marker of choice in early studies of genetic variation. Allozyme variation studies are still performed but have become less common. Contemporary studies instead tend to use microsatellite variation as an alternative when studying genetic variation of endangered species. SNPs are still not common when non-model organisms are studied.
(p.19) There are basically two reasons for the change from allozymes to microsatellites. First, allozyme variation has sometimes been suspected to be non-neutral, meaning that at least some of the variation observed within and among populations may be attributed to selection (e.g. Szarowska et al. 1998) . However, the same argument has been suggested to apply also to microsatellites (Kauer et al. 2003) and hence it is a poor reason for choosing microsatellites instead of allozymes as the marker of choice in any study. However, the second reason, destructive sampling, is more relevant. Allozyme studies require larger amounts of high-quality tissue and most often involve culling the study organisms. Clearly, culling is not a good idea when studying endangered species. Even if enough material can be collected without culling, preservation of the tissue until relevant material can be extracted in the laboratory is much more cumbersome in the case of allozymes PRINTED FROM OXFORD SCHOLARSHIP ONLINE (www.oxfordscholarship.com). (c) Copyright Oxford University Press, 2018. All Rights Reserved. Under the terms of the licence agreement, an individual user may print out a PDF of a single chapter of a monograph in OSO for personal use (for details see www.oxfordscholarship.com/page/privacy-policy). Subscriber: HINARI; date: 19 December 2018 compared with microsatellites. One aspect in favour of allozymes is the relatively low laboratory costs involved given that sufficient material can be obtained.
SNPs have become increasingly popular in genetic studies of model organisms. The most often cited reason is that, in contrast to microsatellites, the mutational processes involved in creating a SNP is simple and well understood. Microsatellites are believed to evolve primarily because of slippage of the endogenous DNA polymerase during transcription but other mutational processes may also be involved that complicate analyses and interpretations (Eisen 1999) . According to the stepwise mutation model, new microsatellite alleles are created by addition or removal of repeat motifs. This is thought to occur relatively commonly (mutation rates in the order of 10
−3
). This has the consequence that any allelic state may have arisen in the evolutionary past of a study population more than once. In contrast, SNPs are believed to evolve primarily due to point mutations and/or via insertions and deletions, events that occur much more rarely (in the order of 10 −6 per generation).
Thus any two SNP alleles can safely be assumed to be traced back to a unique mutational event which greatly simplifies the theory for understanding the patterns of genetic variation in contemporary populations and the tools used to analyse such patterns.
For allozymes, microsatellites, and SNPs many of the analytical tools for studying genetic variation are the same. The following metrics occur in the literature. Wright (1929 Wright ( , 1951 Wright ( , 1969 was the first to note that in a species subdivided into more than one subpopulation, matings are non-random when considering the whole species. Thus even if matings are random within populations, subdivision causes a form of inbreeding when considering the whole species. The extent of population differentiation may thus be regarded as an inbreeding coefficient entirely due to population subdivision and in its most general form it is defined as Therefore one may expect populations of endangered species to show more subdivision than more numerous species. Often the differentiation between pairs of populations within (p.23) a larger sample is calculated as pair-wise F ST . In this case H T is calculated for the combined sample of the two populations compared.
Gene flow
Assuming an island model-that is, with all populations equidistant from one another-and that the populations are of roughly equal size, Wright showed that the number of migrants per generation (the product of population size, N, and the probability of migration, m) is inversely related to population differentiation such as 
Dominant neutral markers
With codominant markers, the investigator can infer the state of each of the alleles at a locus and to directly infer the level of heterozygosity. Several methods (see below) have been developed where the researcher cannot directly infer heterozygosity of the 'alleles' detected by the marker, often referred to as dominant markers in line with the fact that if there is complete dominance at a locus, the allelic state cannot be inferred from the phenotype.
One of the first of these methods that used the PCR technique was randomly amplified polymorphic DNA (RAPD). With this method the researcher uses short (10-12 bp in length) primers that anneal randomly to the target DNA and amplify the DNA positioned between any two random primer pairs. If the primers anneal to the template DNA and if the targeted DNA sequence is short enough, an amplification product will be produced that can be visualized: a so-called RAPD profile of the targeted organism. technique is very sensitive to laboratory conditions and the quality of the DNA template used. Therefore the presence or absence of an amplification product could be because of differences among the targeted DNA sequences (the desired condition) or simply because samples differ in DNA quality or quantity.
Using restriction fragment length polymorphisms (RFLPs) the investigator may also detect dominant genetic variation within and between populations. This method takes advantage of the fact that restriction enzymes (restriction endonucleases) may cut DNA at specific target sequences throughout the genome (p.24) depending on the enzymic system used. Different RFLP profiles are produced depending on whether a specific target sequence is present and the incidence of insertion/ deletions and crossing-over events. RFLP profiles are usually enriched and visualized using Southern blots but other techniques are also available.
The advantage of using RFLPs is that it is a cheap, straightforward technique that like RAPDs requires no previous knowledge of the target DNA sequence (restriction sites are present in all organisms). It is considered a more reliable and reproducible technique than using RAPDs. On the downside, the investigator needs high concentrations of highquality DNA and the laboratory protocol is often labourintensive. Furthermore, the RFLP bands on a gel are not always easy to interpret, even with family data. For this reason, RFLP studies of population data are seldom conducted and it is not often used to assess genetic variation in endangered populations.
AFLP stands for amplified fragment length polymorphism and is a method that is akin to RFLP. Like with RFLPs, restriction enzymes are used to cut genomic DNA. This step is then followed by ligation of complementary double-stranded adaptors to the ends of the restriction fragments. The restriction fragments are amplified using primers complementary to the adaptor and restriction-site fragments and visualized (see Bensch et al. 2002 , Vos et al. 1995 .
AFLP is considered a more reproducible technique than using RAPDs and has become a popular technique to assess genetic variation, especially in non-model organisms since it also does not require any knowledge of the targeted DNA sequences. Since AFLPs use a PCR step, the required amount and quality of DNA is less than in RFLP studies.
As indicated, the techniques briefly outlined above produce data about dominant markers and therefore many of the metrics reviewed at the start of the chapter, such as heterozygosity, cannot be calculated directly from such data. However, various assumptions can be made in which dominant data can be interpreted and compared with the traditional measures. For example, under the assumption that the presence or absence of a restriction fragment corresponds to a genetic locus, allele frequencies can be estimated as q, equal to the square root of the frequency of '0' phenotypes (Lynch and Milligan 1994). There are also methods for estimating nucleotide and haplotype diversities (see below; see also Nei and Tajima 1981, Nei 1987).
Sequence variation
With sequence data selected (non-neutral) variation is most often detected and studied in the exons of protein-coding genes if the substitution has altered the amino acid sequence and biochemical properties of the encoded proteins. The same metrics as above may of course also be applied to genetic markers that have been subjected to selection. However, the researcher needs to be aware of the fact that the interpretation of the metric may be different in this case. For example, it is not possible to infer levels of inbreeding and migration if selection has been involved in shaping the allele frequencies at a given locus. Nevertheless, comparisons among neutral and non-neutral loci may allow other interesting inferences. As an example, in a recent study of an endangered bird species, the great snipe (Gallinago media), F
ST was compared within and among two geographic regions for microsatellites (neutral) and major histocompatability Mhc genes (non-neutral; Ekblom et al. 2007) . It was shown that regional differentiation was more pronounced for Mhc genes than microsatellites. This may suggest that the snipe are differentially adapted to a local parasite fauna.
A number of tests for investigating whether any particular locus is evolving under neutral expectations or is under selection have been proposed in the literature. First and foremost standard tests for deviations from Hardy-Weinberg equilibrium may give a hint as to whether the locus is neutral or not. There may of course be reasons other than selection if a locus departs from neutral expectations, but this is a first test.
A commonly employed test with sequence data is to calculate the ratio of non-synonymous (dN) to synonymous substitutions (dS): dN/dS (or kN/kS). Purifying stabilizing selection will cause a low dN/dS ratio whereas diversifying positive selection will cause a high ratio. This aids in identifying genes or stretches of DNA that are evolutionarily constrained (low dN/ dS) or, alternatively, codons (p.27) that have been selected to be more variable than expected under neutrality (high dN/dS). The latter may apply to genes for immunity that sometimes may be under frequency-dependent selection (see Chapter 5).
Tajima's D is a statistical test designed to distinguish between DNA sequences evolving under neutrality and those evolving under a non-random process, including directional and diversifying selection. Note that expanding and contracting past population sizes and selection on genes located nearby in the genome (hitchhiking) may also cause deviations from neutral expectations. The test rests on the assumption that under neutrality and in a population at mutation-drift equilibrium the expectation of nucleotide diversity E(π) = θ π = 4Nµ (Kimura 1969 
Quantitative additive genetic variation
In the age of whole-genome sequencing of more and more organisms it is easy to forget more traditional methods to study quantitative genetic variation. There is currently somewhat of a renaissance in quantitative genetics due to new theory and software development. Furthermore, the combination of quantitative genetics and genomic tools are creating new research possibilities (Chapter 7). The ultimate goal of many genomic studies is to understand the genetic basis behind complex traits such as morphology, life-history variation, and disease resistance/susceptibility. By mapping the genomic regions associated with quantitative variation (p. 28) and linking genomic variation with phenotypic variation a fuller understanding of phenomena such as local adaptation to a variable environment, disease resistance, and life-history variation may be gained (see Chapter 7). However, the study of the genetic basis behind quantitative variation has a history which goes far beyond the discovery of the DNA molecule as the basis for inheritance. In the following I will briefly outline the theory of quantitative genetic variation of relevance to conservation genetics.
In the simplest case, all alleles at any given locus contribute equally to the phenotype determined by that locus. This is referred to as additive gene action. The alternative is dominance: that one allele contributes more (or less) than an equal share to the phenotypic variation. The simplest additive genetic model assumes that (1) all differences between individuals in a population are genetic, (2) alleles act additively (the alternative being dominance), and (3) epistasis can be ignored; that is, there is no interaction among genes. Thus the phenotypic value, P, of any given trait can be found by adding the genotypic values, G, for each of the alleles present at a locus. For example, if allele 1 has a G of 1 and allele 2 has a value of 2, then P is 3.
In reality, no trait is solely determined by its genotypic values. There is almost invariably environmental influence, E. A more realistic model is thus that the phenotypic value is the sum of the genotypic values and the environmental influence (P = G + E). Furthermore, it is unrealistic to assume that there is no dominance, D, and further that there is no interaction among loci, I. Thus the genotypic values, G, are influenced both by dominance and epistasis, such as G = A + D + I, where A stands for the additive effects. This means that a full quantitative genetic model is composed of P = A + D + I + E (Fig. 2.1 ).
It is often stated that quantitative genetics is concerned with the analysis of complex traits affected by many genes. Whereas polygenic inheritance is by far Just as the phenotypic values of a trait can be partitioned into additive, dominance, and environmental components, the variance of the same trait in a population can be partitioned accordingly such as:
It is important to note that the important component in conservation studies (and indeed in any evolutionary application) is V A since this is the only component that is inherited from the parents that can respond to selection. While it is true that individuals in a sense inherit the dominance at a given locus from their parents because they inherit their alleles at any given locus, any individual cannot inherit the dominance deviation at that locus nor any particular epistatic variation. Thus the V D and V I components are effects of the Mendelian lottery and V A is the critical evolutionary component.
Heritability is defined as h 2 = V A /V P and is the proportion of the variance in a trait that is due to additive genetic effects. Or put in another way, it is the proportion of the genetic variance that is heritable and which can respond to selection (see below). This is a dynamic property that is population-specific and subject to change throughout the evolution of a species. For example, under circumstances when the environmentally induced variance is high, heritability is lower.
Estimating heritability in natural populations is usually done either via parent-offspring regressions or sib analyses. In parent-offspring regressions, the offspring's value of any given trait is regressed on the parents' values ( Fig. 2.2) . Heritability is estimated as the slope of the regression between parents and offspring. The slope is multiplied with the inverse of the probabilities of identity by descent to obtain the heritability depending on what kind of comparison is made. For example, value), and a contributing 0. Allele frequencies are 0.5 per locus. Trait expression is only due to genes. There are several techniques and protocols on how to perform sib analyses. For example, in a North-Carolina Design 1 experiment, males (sires) are mated with several females (dams). The offspring are raised and measured and the measurements subjected to analysis of variance (ANOVA) to estimate the variance components (Table   2 .2). This allows three different heritability . The latter two contain both dominance and maternal effects while the former contains no dominance effects (see the table for definitions and details). By comparison the dominance component can be estimated.
Morphological traits of vertebrates usually have heritabilities in the range of 0.3-0.8. The theoretical upper limit is 1 (i.e. the variance in the trait in the population is solely determined by additive genetic effects). Life-history traits of wild vertebrate populations usually have heritabilities below 0.4 (Gustafsson 1986). The same discrepancy also appears true for invertebrates (Houle 1992) . This difference can partly be understood by the underlying evolutionary dynamics of selection acting on the trait which is known as Fisher's fundamental theorem of natural selection, after Sir Ronald Fisher who first described it (Fisher 1930) . To understand the theorem we first need to deal with natural selection in a quantitative genetic framework.
Imagine a population that is subjected to a selection event and assume that we have measured the population before and after the selection event. The selection event could be survival or differential reproduction. The importance is that the selection events determines which individuals propagate their genetic material to the next generation. The selection differential is S = µ 1 − µ where µ 1 is the population mean after the selection event and µ is the mean before (Fig. 2.3 ).
(p.31) The bold typeface used here indicates we are working with matrices and G stands for the additive genetic variance-covariance matrix describing all the genetic variance and covariances (correlations) between any traits under consideration. β is the directional selection gradient describing selection on each of the traits. β can also be written as β = S/P where S is a vector of the selection gradients on each of the traits and P is the phenotypic variance-covariance matrix. Thus
In words, the response to selection equals the proportion of additive genetic variance (and covariance) multiplied by selection in accordance with the univariate case.
Fisher formulated his fundamental theorem in words by saying that 'the rate of increase in fitness of any organism at any time is equal to its genetic variance in fitness at that time' (Fisher 1930) . That is to say, the evolutionary response depends on the heritability. In modern terms the theorem could be stated as follows: the rate of increase in the mean fitness of any organism at any time ascribable to natural selection acting through changes in gene frequencies is exactly equal to its genic variance in fitness at that time.
A formal proof of the theorem came from Maynard Smith (1998) . Recall that R = h 2 S and S = µ 1 − µ. The trait under consideration is fitness such that the weighted selection differential on fitness is (p.33) where k is number of offspring to a parent and N = Σk; that is, the total number of offspring. The number of offspring to a parent is that parent's fitness, W, and the weighted selection differential on fitness is Substituted into the breeder's equation we get which was to be proven.
By way of example we can understand the above argument by assuming that at a locus we have the following fitnesses for three genotypes: w(AA) = 1; w(Aa) = 0.6, and w(aa) = 0.3, and the starting frequency of A is very low, say 0.01. Thus the mean fitness in the population is close to 0.3. Now, when the A allele starts to rise in frequency owing to its selective advantage, the mean fitness in the population will rise accordingly as the allele frequency of A increases (Fig. 2.4) . Seen over generations, both mean fitness and the allele frequency of A will increase in a sigmoidal manner and finally become fixed in the population. It can be seen that initially the heritability in the population is very low since initially almost all individuals have the aa genotype and thus there is very little additive genetic variation. Heritability increases in the population as the allele increases in frequency, reaching a peak when p = q = 0.5 and the mean fitness is 0.6. When the A allele starts to take over, the additive genetic variance starts to decline and accordingly so does the heritability.
The proof and the example above illustrate the important point that heritability is a dynamic property that changes with the evolutionary dynamics of the trait. Furthermore, it shows that traits closely related to fitness quickly become fixed and by necessity must have a heritability close 0. The closer the trait is related to fitness, the more likely the heritability is to be low. This is one explanation for why life-history traits have lower heritabilities than morphological traits. /P where P is the mean phenotypic value of the trait. Evolvability was high for bristle numbers, fecundity, and longevity (around 10) but low for wing length (1.56). This implies that the low heritabilities of the lifehistory traits is due to a high V E and that given that this property is reduced, there should be ample additive genetic variance, V A , for these traits to respond to selection.
As noted above, populations of endangered species are expected to show more subdivision than more numerous species. With genetic data it is possible to estimate population differentiation by calculating F ST . We noted above that a general formulation of F ST = (H T − H S )/H T (Nei 1975) .
Another way of formulating this is
where V a is the among-sample genetic variance component, V b is the between-individual within-sample component, and V w is the within-individual component (Weir and Cockerham 1984) . Wright (1951) showed that for quantitative genetic data where V gb is the additive genetic variance among populations and V gw is the additive genetic variance within populations. Thus population differentiation can be calculated also for quantitative genetic data (see also Chapter 6).
For practical purposes Q ST can be obtained as in which the variance components can be obtained from a standard one-way ANOVA. Here g is the assumed proportion of variance among populations due to additive effects, V pop is the phenotypic variance due to populations, h 2 is the heritability of a trait within populations, and V err is the phenotypic error variance (Lande 1992, Spitze 1993).
(p.36) 2.6 Conclusions
This chapter is a review of the most common techniques used in conservation genetics to study genetic variation. The list encompasses techniques at the phenotypic level from the basics of quantitative genetics, allozymes, various anonymous genetic markers such as AFLP and microsatellites, to DNA sequencing techniques. In Chapter 7 I will review genomic applications relevant for conservation studies.
