In a review of landscape-scale empirical studies, Fahrig (2017a) found that ecological responses to habitat fragmentation per se (fragmentation independent of habitat amount) were usually non-significant (> 70% of responses) and that 76% of significant relationships were positive, with species abundance, occurrence, richness, and other response variables increasing with habitat fragmentation per se. Fahrig concluded that to date there is no empirical evidence supporting the widespread assumption that a group of small habitat patches generally has lower ecological value than large patches of the same total area. Fletcher et al.
Introduction
In their critique, "Is habitat fragmentation good for biodiversity?", Fletcher et al. (2018) object to the methods, results, and conclusions presented in a review by Fahrig (2017a) . Fahrig (2017a) reviewed the empirical evidence for ecological responses to habitat fragmentation per se, i.e. habitat fragmentation independent of habitat amount. She found that responses were usually non-significant (> 70% of responses), and of the significant responses, 76% increased with habitat fragmentation per se. Response variables included, in decreasing order of prevalence, the occurrence/abundance of individual species, the richness/abundance of species groups, the movement/demographic success of individual species, and water quality measures. Fahrig (2017a) also categorized the responses by species conservation status, taxonomic group, biome, and various study attributes. In all cases there were more significant positive responses to habitat fragmentation per se than negative responses. Fletcher et al. (2018) argue that Fahrig's (2017a) results are biased, and that the conclusions drawn from the results are dangerous for conservation. We discuss these claims in separate sections below. But first we describe a fundamental problem in the reasoning of Fletcher et al. (2018) . Fletcher et al. (2018) take the occurrence of particular patterns and mechanisms observed at the patch scale (effects of habitat patch size and isolation, and edge effects) as evidence for negative fragmentation effects at landscape scales. This reasoning is flawed because: (1) it ignores other mechanisms that can cause positive responses to fragmentation per se (e.g., reduced competition, increased habitat diversity, higher between-patch movement success), which may counteract effects of the documented mechanisms; and (2) relationships between mechanisms and patterns at one scale cannot be simply extrapolated to other scales. Such extrapolations are predictions that must be tested. To avoid inaccurate predictions of pattern from mechanism, scientists proceed either by: (1) first documenting a pattern and then conducting further study to elucidate the mechanism(s) responsible for that pattern; or (2) establishing potential mechanisms, building a model to predict a pattern from these mechanisms, and then testing this prediction. Such tests are critical because even highly intuitive mechanisms may not produce the predicted pattern in nature, especially when the prediction involves cross-scale inference. We elaborate on this important point in the next section.
Extrapolation constitutes prediction, not evidence Fahrig (2017a) reviewed the empirical evidence for effects of habitat fragmentation per se on ecological response variables. As explained by Fahrig (2003 Fahrig ( , 2017a , habitat fragmentation per se is a concept that applies specifically at landscape scales, and not to individual patches. Although Fletcher et al. (2018) do not challenge this definition, many of their comments suggest a mixing of patch and landscape scales in their conceptualization of fragmentation per se. For example, while they refer to "fragmented landscapes," they also state that, "most species now live in fragmented patches." As the word "fragmented" means "broken apart," by definition a single patch cannot be described as fragmented.
To avoid possible confusion, here we reiterate the definition of habitat fragmentation per se and explain why this concept applies at landscape scales and not at a patch scale (see also Fahrig, 2003; 2017a) . When natural land cover is converted to anthropogenic land cover ("habitat loss"), the remaining natural land cover is often fragmented into a greater number of smaller patches. "To fragment" literally means "to break apart," so fragmentation refers specifically to an increase in the number of patches, which often accompanies habitat loss. Although habitat removal often causes habitat fragmentation, habitat removal does not necessarily entail habitat fragmentation. For example, if a single large area of habitat is diminished, this is not habitat fragmentation because the number of patches has not increased; the habitat has not been broken apart. Similarly, habitat fragmentation does not occur when a whole habitat patch is removed from a landscape, because the number of patches has not increased, but rather decreased.
For a given loss of habitat, the extent of fragmentation can vary greatly among landscapes of a given size (e.g., De Camargo et al., 2018) , resulting in a few large patches in some landscapes and many small patches in others ( Fig. 1 : A vs. B, or C vs. D). Does it generally matter to species occurrence, abundance, or richness whether habitat is fragmented into many small or few large patches? In other words, do large patches generally have a higher ecological value than groups of small patches totalling the same area?
[Figure 1]
Note that these questions cannot be addressed by asking, for example, whether a single small patch has lower species richness than an equal-area portion of a large patch, a question asked in some studies that Fletcher et al. (2018) cite. If, for example, we find that a single small patch contains fewer species than an equal-area portion of a large patch, it can still be the caseand indeed often is the case (Fahrig, 2017a )that many small patches collectively harbour more species than a few large patches of the same total area. This results from high beta diversity across the small patches (Tscharntke et al., 2012) . In this situation, removing a small patch would on average have a larger impact on total species richness than removing an equal-sized area from a large patch, even though the species richness of a small patch may be lower than the species richness in an equal sized area in a large patch. In other words, the patch-scale result need not scale up to a landscape.
The question, "Do large patches generally have a higher ecological value than groups of small patches totalling the same area?" is important for conservation. If fragmentation, independent of habitat amount (fragmentation per se), has widespread negative effects on species abundance, occurrence, and richness, then conservation should focus on preserving large, contiguous habitat areas. If fragmentation per se has negligible effects on species then conservation efforts should focus on all habitat, regardless of the sizes of the patches in which it is distributed. If fragmentation per se has widespread positive effects on species then conservation efforts should focus on preserving a large number of small patches. Note that in all cases the primary goal is to conserve habitat and the species and ecological processes housed therein. To be as clear as possible, we emphasize that in no sense are we arguing that converting a landscape with continuous habitat cover into a landscape of small, isolated habitat patches would be good for the species that rely on that habitat, because this would involve a reduction of the total amount of habitat. But understanding the potential role of fragmentation per se is important to conservation, as has been recognized for decades (e.g., Simberloff and Abele, 1982) .
It is quite straightforward in principle to answer the question, "Does it matter to a species or a group of species whether their habitat is fragmented into many small or few large patches?" This requires measuring the ecological response variable, e.g., species occurrence, abundance, or richness, in different landscapes with different levels of habitat fragmentation ( Fig. 2D) . To measure the level of fragmentation of a landscape we measure the number or density of habitat patches, or highly related metrics (e.g., Jaeger, 2000; see list of search terms in Fahrig, 2017a and below), where habitat is defined according to the requirements of the particular species or species group. As noted by Fletcher et al. (2018) , fragmentation is often inversely correlated with habitat amount across randomly selected landscapes. If this correlation is high, then landscapes should be selected to minimize that correlation across the set of sample landscapes (e.g., Ethier and Fahrig, 2011; Trzcinski et al., 1999) . Habitat amount can then be included in models along with other covariates such as geographic position, time since habitat removal, or landscape matrix attributes such as road density, agricultural intensity, or matrix heterogeneity, to control for these effects in estimating the effects of habitat fragmentation per se. Although Fletcher et al. (2018) correctly point out that some statistical techniques (e.g., residual regression) are limited in their ability to discriminate habitat fragmentation from other effects, other techniques such as standardized partial regression coefficients (Smith et al., 2009) or structural equation models (Grace 2006 ) yield unbiased estimates of the effects of habitat fragmentation per se, even when it is moderately correlated with habitat amount.
[ Figure 2 ] A great deal of research has been conducted on species-habitat relationships by comparing across multiple patches rather than multiple landscapes. These patch-scale studies measure ecological responses to patch size, isolation, and distance to edge, providing an enormous amount of information about patch-scale effects on a wide variety of organisms. If a conservation effort were concerned with an individual patch, the results of these studies could help guide decisions. However, they cannot guide decisions about the conservation value of sets of large patches vs. small patches totalling the same area. Thus, our key concern here is that patch-scale results have frequently been used to make inferences about the ecological effects of habitat fragmentation per se (e.g., third column of Table 1 in Fletcher et al., 2018) , which is a landscape-scale phenomenon. While patterns at landscape scales might be determined mainly by patchscale processes, there is no logical reason to infer that they must be. That is a hypothesis that must be tested.
Pitfalls in extrapolation across scales are well documented in ecology. For example, biodiversity responses to a variety of natural and anthropogenic drivers vary across spatial scales, and sometimes switch directions from one spatial scale to another (Chase et al. 2018) . As first pointed out by Levine and D'Antonio (1999) , diversities of native and exotic plants are often negatively correlated at a small scale, but they are usually positively correlated at larger scales. Similarly, human presence often correlates negatively with species richness at small spatial scales, but positively at larger scales (Pautasso, 2007) . The same is true for temporal biodiversity change: trends at small scales cannot necessarily be extrapolated to larger scales (Jarzyna and Jetz, 2018) . In short, we should not be surprised to find that results at the patch scale do not permit reliable predictions at landscape scales.
In the context of habitat fragmentation effects, predictions from patch-scale studies to landscape-scale fragmentation effects may be wrong for two reasons. First, patch-scale studies confound habitat fragmentation with habitat amount: a larger patch has more habitat, and a more isolated patch is more isolated exactly because there is less habitat nearby. It is therefore not logically possible to extrapolate from effects of patch size and isolation to landscape-scale effects of habitat fragmentation controlling for habitat amount (fragmentation per se). Confounding of habitat fragmentation with habitat amount may partially explain why Fletcher et al. (2018) argue that the effects of habitat fragmentation per se cannot be estimated using standard statistical approaches. They argue that habitat fragmentation effects cannot be separated from habitat amount effects owing to the inter-linked nature of the mechanisms that underlie them both. This argument makes sense at the patch scale: if studies were conducted only at the patch scale, then it would indeed be impossible to partition variance between habitat fragmentation and habitat amount. It is precisely for this reason that efforts to quantify effects of habitat fragmentation per sethe focus of Fahrig (2017a)study replicate landscapes, rather than replicate patches. When observations are replicated across landscapes, it is fairly straightforward to estimate empirically the effects of fragmentation per se using standard statistical methods, so long as replicate landscapes can be selected such that the correlation between habitat amount and habitat fragmentation is not too high (e.g., Trzcinski et al., 1999; Ethier and Fahrig 2011; De Camargo et al., 2018) .
The second reason that patch-scale studies do not provide evidence for effects of fragmentation per se is that mechanisms shown to influence patch-scale species occurrence, abundance, or richness (e.g, distance to edge) may be counteracted by other mechanisms influencing these ecological responses at landscape scales (also discussed by Arroyo-Rodriguez et al., 2017) . For example, if we show that a particular species avoids habitat edges, then we might predict that the species will have lower occurrence or abundance in a landscape containing more edge (i.e., a more fragmented landscape, as edge density and number of patches are usually correlated) than in a landscape containing less edge. The argument is that negative edge effects mean negative fragmentation effects. This extrapolation across scales is repeatedly argued by Fletcher et al. (2018) , and is one of the key reasons that they cast doubt on the results of Fahrig (2017a). However, this argument is a hypothesis about landscape-scale patterns; it is not evidence. A landscape-scale test of this hypothesis, comparing species occurrence or abundance across different landscapes with different levels of fragmentation, might show no effect of fragmentation, or even a positive effect because of other mechanisms (e.g., increased movement success, decreased inter-species competition, increased landscape complementation) that counteract the edge effect ( Fig. 3 ). As a case in point, based on documented negative edge effects on a variety of taxa in the tropics (Laurance et al., 2002) , Fahrig (2003) predicted that ecological effects of fragmentation per se would be generally negative in the tropics. But tests of this prediction did not support it: Fahrig (2017a) found that 92 of 126 (73%) significant responses to habitat fragmentation per se in the tropics and subtropics were positive ( Fig. 11a in Fahrig, 2017a) . Thus, the patch-scale mechanism (negative edge effects) did not translate to the predicted landscape-scale pattern. So, even if negative edge effects are as widespread as suggested by Fletcher et al. (2018) , this does not necessarily lead to widespread negative effects of habitat fragmentation per se. Habitat fragmentation research should thus move from patch-scale to landscapescale investigation of mechanisms, to understand the landscape-scale patterns better. These patterns may result from a complex interaction among multiple mechanisms, or they may result from rather simple processes (Prevedello et al., 2016) . The answer awaits further study.
[Figure 3]
To summarize this point: to determine whether a widespread small-scale mechanism creates a particular widespread large-scale pattern we need to first demonstrate that the large-scale pattern actually exists, and then to conduct studies aimed at identifying the mechanisms underlying this pattern. In contrast to this approach, the empirical literature described by Fletcher et al. (2018) as addressing "habitat fragmentation" over the past 30 years consists largely of patch-scale studies that demonstrate the occurrence of particular patch-scale patterns and mechanisms, and then extrapolate these to an as-yet undocumented landscapescale pattern of negative fragmentation effects (Fig. 2) . Fahrig (2017a) found that responses to fragmentation per se are usually non-significant, and when they are significant, positive responses are three times as common as negative responses. This suggests that other mechanisms, leading to positive fragmentation effects, counteract and can even outweigh the mechanisms leading to negative effects. Many mechanisms might in fact lead to positive effects of habitat fragmentation per se at landscape scales (Fig. 3) . In her review, Fahrig (2017a) generated a preliminary list of such mechanisms by documenting the explanations suggested by authors who actually found positive fragmentation effects. Several of these mechanisms have been known in the ecological literature for many decades, e.g., spreading of risk, reduced competition, and stabilization of predator-prey interactions.
Note that we do agree with Fletcher et al. (2018) that elucidation of mechanisms is important and that more research is needed to connect patterns and mechanisms at multiple scales (see also Soranno et al., 2014) . That said, we suggest that it is not helpful to document a mechanism, and then insist that the patterns predicted from that mechanism must occur, irrespective of the empirical evidence. The empirical evidence summarized in Fahrig (2017a) does not support the prediction of generally strong, negative fragmentation effects at landscape scales. Rather, the pattern indicates that relationships are usually nonsignificant, and when they are significant they are more often positive than negative. Research efforts to elucidate mechanisms should focus on those that explain the patterns that are actually observed. Thus, evidence that positive effects of fragmentation are more common than negative effects (Fahrig, 2017a) should motivate us to focus more attention on the potential underlying mechanisms of these positive effects.
In contrast to this approach, Fletcher et al. (2018) attempt to infer effects of fragmentation per se at landscape scales from particular patch scale patterns and mechanisms. As these predictions are not supported by the studies reviewed by Fahrig (2017a), Fletcher et al. (2018) conclude that the data in Fahrig (2017a) must be biased, i.e., that Fahrig (2017a) excluded studies showing the opposite. However, while Fletcher et al. (2018) suggest potential sources of bias, they do not show that addressing these would actually change the results of Fahrig (2017a) , as explained in the next section.
Bias
The main "bias" identified by Fletcher et al. (2018) is that Fahrig's (2017a) review does not include patchscale studies "that are highly relevant to the questions addressed." These include studies on the effects of patch size, patch isolation, corridors, or edges. Fletcher et al. (2018) argue that these studies constitute the bulk of the "fragmentation" literature. We agree that these studies make significant contributions to understanding patch-scale phenomena. However, as explained by Fahrig (2017a) and above, these patchscale studies do not actually test for effects of habitat fragmentation per se. The results from these studies have been extrapolated to make predictions about fragmentation per se, but they do not provide evidence for those predictions. Therefore they were excluded from Fahrig (2017a) , which was focussed exclusively on evidence at landscape scales. Fletcher et al. (2018) also argue that by omitting theoretical studies, Fahrig (2017a) excluded important evidence about the effects of habitat fragmentation per se on ecological responses. However, mechanistic modelling studies make predictions of what we would see in nature if their assumptions hold, and if the factors that are excluded from the model do not influence nature. Models do not provide evidence of what actually does happen in nature, except insofar as they successfully predict patterns observed in nature. Just as with patch-scale studies, the predictions from modeling studies must be tested by studying ecological responses across actual landscapes varying in their level of habitat fragmentation. The objective of Fahrig (2017a) was to review such empirical landscape-scale tests of the ecological effects of habitat fragmentation per se. Fletcher et al. (2018) also state that the search terms used by Fahrig (2017a) led to a biased review. As mentioned by Fletcher et al. (2018) , a vast and growing number of studies use the term "fragmentation." They also correctly point out that very few of the studies that estimate the effect of habitat fragmentation independent of habitat amount actually use the term "fragmentation per se." However, they incorrectly state that "habitat fragmentation per se" was the only search term used by Fahrig (2017a) . In fact, the approach in Fahrig (2017a) was to identify an extensive set of search terms related to the methods that researchers use to estimate fragmentation effects independent of habitat amount. The search terms were: "fragmentation per se" OR "SLOSS" OR [("edge density" OR "edge length" OR "number of patches" OR "mean patch size" OR "boundary length" OR "patch density" OR "median patch size" OR "clumping index" OR "splitting index" OR "aggregation index" OR "like adjacencies" OR "fractal dimension" OR "IJI" OR "mean circumscribing circle" OR "largest patch index" OR "shape index" OR "mean core area" OR "proportion core area" OR "mean nearest-neighbor" OR "mean perimeter to area" OR "mean edge to area") AND ("habitat" OR "forest" OR "grassland" OR "wetland" OR "coral" OR "landscapes" OR "watersheds" OR "catchments")] (Fahrig, 2017a) . Fletcher et al. (2018) are particularly concerned that Fahrig's (2017a) review did not include the seven "fragmentation" experiments conducted by several of the authors of Fletcher et al. (2018) . These impressive long-term experiments have produced a wide range of findings on effects of habitat loss and a variety of patch-scale patterns and processes. However, Fahrig (2017a) omitted them because, to date, the analyses that have been conducted using the data from these experiments do not actually test for effects of fragmentation independent of habitat amount by comparing responses across landscapes. Study designs that control for habitat amount meet at least one of three conditions: (1) replicate landscapes in the study have the same amount of habitat, but varying amounts of fragmentation; or (2) there is little correlation between habitat fragmentation and habitat amount across landscapes; or (3) effects of landscape-scale habitat amount are included in statistical analyses, to isolate the effects of fragmentation (e.g., Trzcinski et al., 1999; Ethier and Fahrig 2011; De Camargo et al., 2018) . Fletcher et al. (2018) specifically mention the omission of the results of Gonzalez et al. (1998 ) by Fahrig (2017a . In addition to comparing a continuous landscape to a fragmented landscape containing four small patches and much less total habitat (i.e., not fragmentation per se), Gonzalez et al. (1998) also compared species abundances in patches within a corridor treatment to those in patches within a pseudo-corridor treatment with breaks in the corridors. Here, each treatment contained four patches and approximately the same total habitat area. This comparison could indeed be used to evaluate effects of fragmentation per se if the data were analyzed at the landscape scale. Given that one can never be certain of having comprehensively found all relevant studies, no doubt there are additional studies that could be added to the database in Fahrig (2017a) . Importantly, however, Fletcher et al. (2018) provide no evidence at all that the studies in Fahrig (2017a) were biased systematically with respect to the direction or magnitude of the effect of fragmentation per se, as we describe in subsequent paragraphs. Fletcher et al. (2018) identify various other shortcomings of the methods in Fahrig (2017a), which they say could "bias" the results. However, they do not explain how these shortcomings would lead to a bias specifically in favour of positive significant fragmentation effects. For example, they point out that Fahrig (2017a) used a simple vote-counting approach rather than a full meta-analytic approach. This is a fair criticism, and one that Fahrig (2017a) discussed. However, Fletcher et al. (2018) provide no evidence or argument for why vote-counting would specifically favour positive significant responses to fragmentation per se. Such a bias seems highly unlikely. Fletcher et al. (2018) also argue that Fahrig's (2017a) results are biased because she did not consider time since fragmentation. However, Fletcher et al. do not state the process by which they expect time since fragmentation to produce a bias in favour of positive effects of fragmentation per se. Perhaps they assume that positive fragmentation effects occur immediately following habitat removal, and that these effects then become negative over time. For this to create a bias in favour of positive fragmentation effects in Fahrig's (2017a) review, the habitat removal that created the fragmentation gradients in the studies finding negative fragmentation effects would need to have occurred longer ago than the habitat removal that created the fragmentation gradients in the studies that found positive effects. As most of the studies in Fahrig (2017a) do not contain information on the time since habitat removal, this assumption cannot be directly evaluated. Here we also note that Fletcher et al.'s comment conflates the time since fragmentation with the time over which a system is studied, in that they criticize the multi-landscape observational studies in Fahrig (2017a) as representing only "snapshots" in time. This criticism ignores the fact that most of these snapshots were taken many decades after habitat removal, so short-term effects have likely dissipated in many of the study systems Fahrig (2017a) reviewed. Nevertheless, we do agree that the potential role of time since fragmentation requires further investigation. Fletcher et al. (2018) also object to the inclusion of SLOSS-type studies, citing critiques by Ramsey (1989) and Mac Nally and Lake (1999) of Quinn and Harrison (1988) . However, these papers specifically criticize the saturation index, not the SLOSS accumulation curve introduced by Quinn and Harrison (1988) . Fahrig (2017a) used the curves, not the saturation index, to estimate the directions of the SLOSS study results. Fletcher et al. (2018) note that there is no test for statistical significance of SLOSS accumulation curves. This is true, and for this reason, Fahrig (2017a) included only completely unambiguous SLOSS results, i.e., those in which either the single-large curve was entirely above the several-small curve or the several-small curve was entirely above the single-large curve (see Fig. 7 in Fahrig, 2017a). Fahrig found 60 such unambiguous cases; in all 60 cases the several small curve was above the single large curve, indicating positive fragmentation effects on species richness. Fletcher et al. (2018) do correctly point out that two curves are missing from Fahrig (2017a) , contained in Blake and Karr (1984) . From that study, Fahrig (2017a) included only the curve for all bird species combined. Blake and Karr (1984) also have curves for two subgroups, forest interior specialists, which showed a negative effect of fragmentation per se, and long-distance migrants, which showed a positive effect of fragmentation per se. Therefore, the correct count for the SLOSS studies in Fahrig (2017a) is that 61 of 62 significant SLOSS-based fragmentation effects (98%) are positive. This result does not shift the weight of evidence, and therefore does not influence the conclusions of Fahrig (2017a) . We also note that omitting all of the SLOSS studies from Fahrig (2017a) would not affect the conclusions, as 72% (230 of 321) of the significant fragmentation per se effects from the non-SLOSS studies were positive ( Fig. 9a in Fahrig 2017a). Similarly, Fletcher et al.'s argument that inclusion of studies using species richness as a response variable biased the results is not supported. The majority of significant responses were for single-species response variables (mostly species occurrence or abundance) and of these responses, 68% (158 of 232) were positive ( Fig. 9d in Fahrig 2017a ). Fletcher et al. (2018) also suggest that including some undesired species such as exotics biased the results of Fahrig (2017a) . It is true that Fahrig (2017a) did not pre-screen response variables for their conservation value. She also did not reverse the sign of fragmentation responses for undesired species. However, Fahrig's (2017) conclusions regarding conservation are not affected by these decisions. This is because the majority of significant relationships with habitat fragmentation per se were positive for threatened and declining species and for habitat specialist species groups. In fact, a slightly higher proportion of responses were positive for declining species than for increasing species (Fig. 9e in Fahrig, 2017a) . In other words, the majority of significant responses indicated increasing habitat conservation value with increasing habitat fragmentation per se. Contrary to the arguments of Fletcher et al. (2018) , these results do not contradict patch-scale studies showing, for example, that threatened species are disproportionately edge-sensitive (Pfeiffer et al., 2017) , for the reason already described: there is no a priori reason to expect patch-scale mechanisms to scale up to landscapes.
Thus, the claim that the conclusions of Fahrig (2017a) derive from biases in Fahrig's methods is not supported. In fact, Fahrig (2017b) demonstrated that publication bias and confirmation bias likely favour negative effects of fragmentation per se across the studies in Fahrig (2017a) . Even with this bias in favour of negative fragmentation effects, the significant effects of fragmentation per se are more often positive than negative. Fletcher et al. (2018) argue that understanding the influence of habitat fragmentation per se on biodiversity is critically important for conservation. In particular, they state, "it is alarming that Fahrig (2017a) concludes that, 'there is no justification for assigning lower conservation value to small patches than to an equivalent area within a large patch' " (Fletcher et al., 2018) . We agree that this debate is important for conservation. But, given the results of Fahrig (2017a) , what we find "alarming" for conservation is the nearly complete lack of protection for habitat that is divided into small patches. Around the world, habitat protection almost always emphasizes large, "intact" habitats while ignoring small patches of habitat, even where these may sum to a large total area. For example, most small wetlands have little or no protection (reviewed by Hill et al., 2018) . The same is true for small forest patches: forestry policy in Ontario, Canada, recommends cutting patterns that "defragment" the remaining forest by removing small patches (OMNR, 2002) ; and in Mexico and Costa Rica, landowners and communities can be paid to preserve forest, but only patches larger than 25 ha in Mexico or 2 ha in Costa Rica (Hernández-Ruedas et al., 2014; Oficina Nacional Forestal, 2018) . These minima are larger than the majority of remaining forest patches in the tropics (Taubert et al., 2018) .
Conservation
The widespread assumption that fragmentation effects are large and negative has clearly contributed to this lack of concern for conservation of small patches. It has led to the cumulative erosion of natural habitats, one small patch at a time, as the loss of these patches goes unnoticed even in highly degraded landscapes (Arroyo-Rodríguez et al., 2009; Bennett et al., 2013; Tulloch et al., 2016) . A first step in halting habitat loss and biodiversity decline is the general recognition that there is no empirical biological justification for a general rule that automatically assigns lower conservation value to small patches than to an equivalent area within large patches. All habitat loss has ecological consequences.
Of course there may be particular situations where it makes sense to focus conservation efforts on large patches, such as when the target species or species group responds negatively to fragmentation per se. Indeed, Fahrig (2017a) found 24% of significant responses to fragmentation per se were negative. In addition, in some situations there may be practical reasons to favour large patches, related to other land management objectives, the availability of habitat for protection, and the logistics of protecting a network of small patches. However, none of these qualifications affects the need for evidence-based landscape management decisions.
Thus, the answers to the reciprocal questions posed in the titles of Fletcher et al. (2018) ("Is habitat fragmentation good for biodiversity?") and this response ("Is habitat fragmentation bad for biodiversity?") are both "no" for fragmentation per se, the subject of the review in Fahrig (2017a) . Habitat loss, and habitat fragmentation measures that are confounded with habitat loss, generally show negative relationships to biodiversity. However, habitat fragmentation per se, i.e., fragmentation controlling for habitat amount, is neither generally good nor generally bad for biodiversity or other ecological response variables. Overall its effects are usually non-significant (>70% of responses; Fahrig 2017a), and when they are significant, the relationships are about three times as likely to be positive as negative. In addition, the majority of significant responses are positive for threatened and declining species and for specialist groups of species. Of course this conclusion may change with the accumulation of more empirical studies of habitat fragmentation per se, and so we acknowledge that the characterization of "fragmentation is bad" as a zombie idea (Fahrig, 2017a ; b) may be premature. We understand that some readers of Fahrig (2017a; b) may object to the use of this term. We do not see it as an invective, but rather as a challenge, in the context of scientific debate and reflection, to a long-lived perspective that apparently does not hold up under the weight of evidence (Fahrig, 2017a) . The data to date suggest that conservation planners should focus on the conservation and restoration of habitat, and on the avoidance and mitigation of other important impacts on species such as high-intensity agriculture and road traffic. As a general rule, approaches that maximize the total amount of habitat conserved, irrespective of its level of fragmentation, will result in the largest ecological benefit.
Finally, we emphasize that we agree with Fletcher et al. (2018) that this debate is important for conservation. We also agree that research is needed to explain "why and when these habitat fragmentation effects occur, how they interact with other human-induced changes, and under what situations fragmentation effects will be positive or negative" (Fletcher et al., 2018) . Multiple mechanisms may result in positive or negative landscape-scale responses to habitat fragmentation (Fig. 3) , and these may vary with context. Therefore, understanding the mechanisms for a particular effect of fragmentation per se is not a trivial undertaking. Thus, we encourage future work directed at disentangling the effects of those mechanisms on the observed landscape-scale responses to habitat fragmentation.
In closing, we reiterate that documenting a mechanism is not equivalent to demonstrating a pattern predicted from that mechanism, especially when the mechanism and pattern are evaluated at different spatial scales. The goal of Fahrig's (2017a) review was to determine the degree to which a general pattern of negative or positive effects of habitat fragmentation is manifested across existing landscape-scale studies. More work is needed to understand why the significant effects of fragmentation per se are more often positive than negative. At the same time, it is important that conservation practitioners recognize that automatically assigning low conservation value to small habitat patches of equivalent total area to fewer large patches is not justified based on the biological evidence to date, and that in many cases the opposite may be warranted.
Figure Captions
Figure 1. For a given habitat amount (here, 30% in landscapes A and B, and 15% in landscapes C and D), habitat fragmentation per se increases with an increase in the number of patches in a landscape of a given size (here, from 3 to 12 patches: A vs. B, and C vs. D). Note that the size of a landscape depends on the particular question and response variable (Miguet et al. 2015 , Martin 2018 , and the land cover type designated as "habitat" depends on the particular species or species group. To estimate ecological responses to fragmentation independent of habitat amount, landscapes are selected to avoid or minimize the correlation between the amount of habitat and the number of patches across landscapes (e.g., Ethier and Fahrig, 2011; Trzcinski et al., 1999) . Figure 2 . Patch-scale studies (A, B, C) document the effects of patch size, patch isolation, or distance to edge on ecological responses, by comparing these responses over multiple patches. Fletcher et al. (2018) extrapolate results of these studies to make inferences about landscape-scale habitat fragmentation effects. These extrapolations are not evidence of landscape-scale fragmentation effects; rather they are predictions that need to be tested using landscape-scale studies (D). Such studies are the subject of the review by Fahrig (2017a) . Figure 3 . A wide variety of mechanisms, operating at both patch (P) and landscape (L) scales, may underlie the landscape-scale effects of habitat fragmentation per se on species occurrence, abundance or richness. Some of these mechanisms, emphasized by Fletcher et al. (2018) , would predict negative fragmentation effects (red), while others would predict positive fragmentation effects (blue). Fahrig (2003 Fahrig ( , 2017a found that effects of fragmentation per se are usually not statistically significant (> 70% of effects). This implies either that effect sizes are generally small or that both types of mechanisms are often in play, counteracting each other. Fahrig (2017a) also found that 76% of statistically significant effects of fragmentation per se were positive. This implies that mechanisms leading to positive effects often outweigh mechanisms leading to negative effects of fragmentation. Therefore the observed overall pattern is one of weak effects that are more often positive than negative when significant (thick purple line). 
