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En l’actualitat tota mitjana o gran empresa, formada per diferents sucursals o 
sèus, necessita una xarxa privada que connecti els treballadors i les diferents 
sèus. D’aquesta xarxa depèn el correcte funcionament dels processos de 
l’empresa, ja que serveix per comunicar els treballadors i que s’intercanviïn 
arxius i correus electrònics, així com també s’utilitza per l’execució de molts 
processos per via telemàtica. 
 
Per aquest motiu, tota empresa necessita supervisar el correcte funcionament 
d’aquesta xarxa, i, per fer-ho, necessita una manera de monitoritzar tant els 
enllaços com els equips per poder detectar qualsevol incidència que pugui 
afectar el funcionament de la xarxa. Aquestes incidències poden ser la caiguda 
o saturació d’un enllaç, la caiguda d’un port del switch, la saturació de la 
memòria o la CPU d’un switch, la pèrdua de paquets, etc. Tots aquestes 
incidències es poden monitoritzar amb una eina anomenada Cacti. 
 
Cacti és una eina de monitorització en la que els seus principals avantatges 
són que pot monitoritzar grans xarxes i que la seva utilització és de fàcil 
aprenentatge gràcies a les plantilles que utilitza. Encara que el principal 
avantatge de Cacti és que per molt de temps que es monitoritzi un paràmetre, 
no augmenta la memòria utilitzada per guardar les dades que formen les 
gràfiques. Aquesta característica és deguda a la capacitat d’emmagatzematge 
de la RRDTool. 
 
En aquest treball s’exposen totes les característiques de Cacti així com també 
s’explica el seu funcionament i la seva instal·lació. Més endavant, es procedeix 
a la millora d’aquesta eina mitjançant una sèrie de processos i scripts.  
 
Finalment, es procedeix a provar el funcionament de Cacti en uns escenaris 
creats en el laboratori. En aquests escenaris es modifiquen les configuracions 
dels switchs i es força alguna incidència per poder veure com canvien les 
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At present all medium or large company, consisting of different branches or 
offices, you need a private network to connect workers and offices. The proper 
functioning of the processes of the company depend on this network, since it 
serves to communicate workers, exchange emails and files, as well as used for 
the execution of many processes electronically. 
 
For this reason, every company needs to monitor the network correct operation, 
and to do so, you need a way to monitor links and equipment to detect any 
problems that may affect the operation of the network. These incidents may be 
the falling or saturation of a link, the fall of a switch port, the saturation of the 
CPU or memory of a switch, packet loss… All these incidents can be monitored 
with a tool called Cacti. 
 
Cacti is a monitoring tool in their main advantages are that can monitor large 
networks and the use is easy to learn because it works with templates. This is 
the main advantage, although a parameter is monitored for a long time, it 
doesn’t increase the memory used to store the data that form the graphic. This 
is due to the storage capacity of rrdtool. 
 
In this document presents all the characteristics of Cacti as well as explain its 
operation and its installation. Later, we proceed to the improvement of this tool 
through a series of processes and scripts. 
 
Finally, we proceed to test the operation of Cacti in scenarios created in the 
laboratory. In these scenarios are modified configurations of switches and 
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Avui en dia les empreses tenen xarxes privades en les que circula bastant tràfic 
i en les que s’ha de controlar l’estat dels diferents enllaços, ja que la possible 
caiguda o saturació d’un enllaç podria provocar que una part de la xarxa 
quedés incomunicada i això pot provocar grans problemes en l’empresa. Per 
poder controlar l’estat de tota la xarxa s’ha d’utilitzar una eina que permeti 
monitoritzar-la. Aquesta monitorització la pot fer la mateixa empresa o 
contractar una empresa o consultoria tecnològica, aquesta segona opció és la 
que es sol realitzar en les grans empreses. 
 
Hi ha diferents eines de monitorització de xarxes, i en aquest treball es vol 
presentar una de les eines més utilitzades últimament en moltes empreses 
anomenada Cacti. Cacti és un software de lliure distribució, que obté les dades 
necessàries de la xarxa per consultes SNMP i utilitza aquestes dades per poder 
generar gràfiques de diferents paràmetres de la xarxa. El paràmetre més 
consultat és el tràfic que circula en els diferents enllaços, però hi ha d’altres 
paràmetres interessants com la utilització de la CPU, la utilització de la 
memòria dels switchs de la xarxa o el tràfic que circula en una VLAN. 
 
Un dels punts forts pel que moltes empreses estan apostant per Cacti com a 
eina de monitorització és que és gratuït, però hi ha altres aspectes importants 
com la utilització de plantilles de gràfiques que faciliten la utilització d’aquesta 
eina per un usuari inexpert, i la capacitat d’emmagatzematge que té la RRDtool 
(Round Robin Database tool) que és l’eina que utilitza Cacti per guardar la 
informació necessària per generar les gràfiques. 
 
En aquest Treball de Final de Carrera s’han traçat els següents objectius: 
 
 Explicar el funcionament principal de Cacti, així com també del protocol 
SNMP utilitzat per obtenir les dades i de l’eina RRDtool que s’utilitza per 
guardar aquestes dades. 
 
 Instal·lar correctament Cacti en una màquina Windows i en una màquina 
Linux, i després comprovar-ho monitoritzant una xarxa. 
 
 Optimitzar alguns processos de Cacti: agregació de dispositius i migració de 
gràfiques d’una màquina a una altra. 
 
 Cercar i instal·lar plugins que puguin ajudar a millorar la monitorització de la 
xarxa. Es farà una breu explicació o tutorial de com funcionen aquests 
plugins. 
 
 Esbrinar i documentar com crear una gràfica a partir de més d’una gràfica ja 
existents. 
 
 Realitzar proves de monitorització en una xarxa creada al laboratori. 
 
El document està organitzat de la següent manera:  
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En el segon capítol, anomenat “Coneixements bàsics sobre Cacti” es fa una 
explicació dels protocols RRDTool i SNMP que utilitza Cacti per funcionar. És 
imprescindible tenir uns mínims coneixements d’aquests protocols per després 
poder entendre el funcionament i les parts de Cacti que també s’expliquen en 
aquest capítol. 
 
En el tercer capítol, anomenat “Instal·lació de Cacti”, es fa una breu explicació 
dels elements necessaris per la instal·lació de Cacti tant en Windows com en 
Linux. L’explicació detallada d’aquesta instal·lació es pot trobar en l’annex A. 
 
En el quart capítol, anomenat “Administració de Cacti” s’explica la millora o 
agilització de diferents processos de Cacti. En primer lloc, es crea un script 
PHP que aconsegueix agregar a la vegada tants dispositius com es vulgui. 
Seguidament, s’explica uns seguit de passos, entre els quals hi ha l’execuació 
d’un script PHP, que serveixen per migrar les gràfiques d’un dispositiu a un 
altre. Finalment, s’explica com quins passos s’han de seguir per crear una 
gràfica sumada. 
 
En el cinquè capítol, anomenat “Proves laboratori” està dividit en dos apartats: 
captura de paquets amb Wireshark i proves de monitorització. En el primer 
apartat es capturen els paquets que s’envien des de Cacti per comprovar que 
el funcionament de Cacti és l’explicat anteriorment. En el segon apartat es 
monitoritza diferents escenaris creats en el laboratori per poder veure si les 
gràfiques creades són les correctes i poder extreure alguna conclusió 
d’aquestes gràfiques. 
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2. Coneixements bàsics sobre Cacti 
 
Cacti és un software de lliure distribució que s’utilitza per a la generació de 
gràfiques d’una xarxa amb la finalitat de monitoritzar els enllaços d’aquesta. 
Aquest software s’aprofita de la capacitat d’emmagatzematge que té l’aplicació 
RRDTool (Round Robin Database tool). La RRDTool utilitza uns arxius .rrd per 
emmagatzemar la informació que es necessita per poder monitoritzar els 
diferents elements (CPU, memòria, interfícies, etc.) d’un dispositiu. Per poder 
obtenir aquesta informació que s’emmagatzemarà als arxius .rrd s’han de fer 
unes consultes SNMP als dispositius que es vol monitoritzar. 
 
Abans d’aprofundir en l’explicació de les parts i el funcionament de Cacti, s’ha 
d’explicar en que es basa tant l’eina RRDTool com el protocol SNMP per 





RRDTool va tenir el seu origen en el MRTG (Multi Router Traffic Grapher) i és 
un sistema per emmagatzemar dades al llarg del temps com per exemple el 
tràfic d’una xarxa, la utilització de la CPU, la memòria utilitzada  la lliure, la 
temperatura d’un dispositiu, etc. RRDTool és l’acrònim de “Round Robin 
Database Tool” i és una eina que treballa amb una base de dades amb una 
planificació Round-robin, és a dir, una planificació on es selecciona els 
elements d’una manera ordenada i equitativa dintre d’un grup d’elements. 
Round-robin és una tècnica que treballa amb una quantitat fixe de dades i un 
punter a l’element actual. És com una circumferència amb una quantitat finita 
d’espais on emmagatzemar informació. El punter és com una fletxa que apunta 
des del centre de la circumferència a un d’aquests espais, i quan es llegeix o 
s’escriu les dades actuals el punter es mou al següent element. En una 
circumferència no hi ha principi ni final, per tant, després d’un temps 
s’utilitzaran tots els espais disponibles i automàticament el procés utilitzarà 
posicions antigues, esborrant el que es troba en elles. D’aquesta manera, el 
conjunt d’informació no augmenta la mida amb el temps i, per tant, no requereix 
manteniment. 
 
A la figura 2.1 es pot observar el caràcter circular que té l’eina RRDTool. 
 
 
Fig. 2.1 Inserció de dades en les posicions de la RRDTool 
4  Reestructuració i millora de Cacti 
 
2.1.1. Informació que s’emmagatzema en el RRD 
 
La RRDTool només pot emmagatzemar el que li sigui proporcionat en intervals 
de temps regulars. Els valors han de ser numèrics, encara que no fa falta que 
siguin enters com en el MRTG. El més habitual és utilitzar el protocol SNMP 
per sondejar els dispositius i obtenir els valors a emmagatzemar. Aquests 
valors són els que es guarden en els arxius RRD i poden referir-se al tràfic (bits 
o bytes per segon) entrant o sortint d’una interfície d’un dispositiu, la utilització 
de CPU, la utilització de memòria, etc. 
 
D’aquesta manera l’eina RRDTool permet crear una base de dades, 
emmagatzemar la informació en ella, recuperar aquestes dades i crear 
gràfiques en format PNG per mostrar-les en un navegador web. En aquestes 
gràfiques es mostra la informació recollida dels dispositius mitjançant el 
protocol SNMP. 
 
Les dades es recullen amb una freqüència determinada i s’emmagatzema en 
diferents RRA (Round Robin Archive) depenent de la resolució, on aquesta 
resolució depèn directament de la freqüència amb la que es recullen les dades.  
 
A la figura 2.2 es pot observar un exemple d’una base de dades RRD i com 
s’actualitzen els diferents RRA. 
 
 
Fig. 2.2 Base de dades RRD amb 3 arxius RRA 
 
 
En la base de dades RRD de la figura 2.2 hi ha tres arxius RRA per diferents 
períodes de temps. L’arxiu “5 Minute RRA” conté els últims valors recollits, 
cada 5 minuts hi ha una nova entrada en aquesta cua de 12 posicions i 
s’actualitza la posició on apunta el punter. A partir de 12 valors de l’arxiu RRA 
de 5 minuts s’aconsegueix un valor de l’arxiu “1 hour RRA”. Finalment, l’arxiu 
per un dia, “1 day RRA”, s’aconsegueix a partir de 24 valors del RRA d’una 
hora. 
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Cada un d’aquests arxius tenen una mida fixa ja que no creix en el temps, hi ha 
un punter que apunta a l’última dada recollida i els diferents arxius s’actualitzen 
en paral·lel a partir de les actualitzacions periòdiques. 
 
Aquesta propietat de la RRDTool és anomenada “consolidació de dades” i és 
aquesta la que permet que es guardin les dades recollides de manera que no 
ocupi molt d’espai en el disc. Els intervals amb el que són guardades les dades 
són els intervals definits en les RRAs quan es crea la RRD. Finalment s’ha 
d’escollir quina funció de consolidació (CF) es vol utilitzar, on la CF està 
relacionada amb el tipus de dades es vol recollir: la mitjana, el màxim, el mínim 
o l’última mesura. 
 
2.1.2. Funcions de la RRDTool 
 
A continuació es definirà les diferents funcions de la RRDTool que serveixen 
per gestionar aquesta eina. Aquestes funcions poden executar-se des de la 
línia de comandes, però també poden ser utilitzades directament des de 
llenguatges com Perl, Python, TCL, PHP, etc. 
 
 create: crea una nova base de dades RRD amb la seva mida final i s’omple 
amb dades “UNKNOWN”. El nom de l’arxiu RRD hauria d’acabar amb 
l’extensió .rrd, encara que la RRDTool acceptarà qualsevol tipus de nom. 
 
 update: emmagatzema un nou conjunt de valors en el RRD, aquests valors 
es processen depenent de les propietats del RRD. 
 
 graph: crea una gràfica a partir de les dades d’un o varis arxius RRD. 
 
 dump: aquesta funció escriu el contingut d’un RRD de manera que una 
persona ho pugui entendre. Aquest format pot ser llegit per la funció restore, 
mitjançant les dos funcions es pot transferir els seus arxius de l’arquitectura 
d’un ordinador a un altre ordinador, i també manipular el contingut d’un 
RRD. 
 
 restore: llegeix la representació XML d’un RRD i el converteix en el format 
original del RRD. 
 
 fetch: normalment s’utilitza internament per la funció graph per obtenir 
dades de RRDs. Analitzarà la RRD i intentarà recuperar les dades en la 
resolució sol·licitada. 
 
 xport: exporta dades basades en un o varis RRD en format XML. 
 
 rrdgci: utilitat externa per produir gràfiques sota demanda. 
 
 tune: permet modificar alguns dels valors bàsics de configuració en l’àrea 
de l’encapçalament d’una Round Robin Database (RRD). 
 
 last: retorna el dia i la hora de l’actualització més recent de la RRD. 
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 info: imprimeix la informació de l’encapçalament d’una RRD en un format 
amigable per analitzar. 
 





En realitat el Simple Network Management Protocol (SNMP) es refereix a un 
conjunt d’estàndards per a la gestió de la xarxa, incloent un protocol, una 
especificació d’estructura bàsica d’informació i un conjunt d’objectes de dades 
que proporcionen als usuaris un conjunt d’operacions que permeten la gestió 
remota d’una xarxa. El nucli de SNMP és un grup d’operacions que proporciona 
als administradors de xarxa la capacitat de modificar o monitoritzar l’estat 
d’alguns dispositius basats en SNMP, per exemple habilitar una interfície en un 
router, comprovar la velocitat d’una interfície, monitoritzar la temperatura del 
switch, etc. 
 
SNMP és un protocol de la capa d’aplicació que forma part de la família TCP/IP 
i s’han definit tres versions d’aquest protocol, encara que les versions 1 i 2 són 
les més utilitzades. 
 
SNMP es sol associar a la gestió de routers, encara que també es pot utilitzar 
per gestionar altres tipus de dispositius (sistemes UNIX, Windows, 
impressores), a diferència del seu antecessor Simple Gateway Management 
Protocol (SGMP) que va ser creat per gestionar routers d’Internet. Es pot 
gestionar qualsevol dispositiu capaç d’executar el software necessari per 
recuperar informació SNMP, no només dispositius físics, sinó també servidors 
web, bases de dades, etc. 
 
Un altre aspecte de la gestió de xarxa és la monitorització de la mateixa, és a 
dir, monitoritzar una xarxa completa en comptes de routers, hosts o altres 
dispositius individualment. Aquesta monitorització global de la xarxa és 
anomenada Remote Network Monitoring (RMON) i serveix per ajudar als 
administradors a entendre com funciona la xarxa de forma global, a més 
d’entendre com afecten els dispositius individuals a la xarxa. També es pot 
utilitzar per monitoritzar interfícies WAN. 
 
2.2.1. Components i comandes bàsiques de SNMP 
 
Una xarxa administrada a través de SNMP consta de tres components clau: 
 
 Dispositiu administrat: és un node de xarxa que conté un agent SNMP i 
està en una xarxa administrada. Aquests recullen i emmagatzemen 
informació d’administració que després es posa a disposició dels 
administradors de xarxa o gestors. 
 
 Agent: és un mòdul de software d’administració de xarxa en un dispositiu 
administrat. Un agent posseeix un coneixement local d’informació 
d’administració (ús de la CPU, memòria lliure, número de paquets IP rebuts, 
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etc.), la qual es traduïda a un format compatible amb SNMP i organitzada 
en jerarquies. 
 
 Sistema administrador de xarxa o gestor: executa aplicacions que 
supervisen i controlen als dispositius administrats. L’administrador de xarxa 
o gestor té el volum de recursos de processament i memòria necessaris per 
l’administració d’una xarxa. Ha d’existir almenys un en qualsevol xarxa 
administrada. 
 
Els dispositius administrats són supervisats i controlats pel gestor utilitzant 
quatre comandes SNMP bàsiques: 
 
 Comanda de lectura: és utilitzada pel gestor per supervisar elements de 
xarxa. El gestor examina diferents variables que són emmagatzemades pels 
dispositius administrats. 
 
 Comanda d’escriptura: és utilitzada per controlar elements de xarxa. El 
gestor canvia els valors de les variables emmagatzemades dintre dels 
dispositius administrats. 
 
 Comanda de notificació o “trap”: és utilitzada pels dispositius administrats 
per notificar incidències de forma asíncrona al gestor. 
 
 Operacions transversals: són utilitzades pel gestor per determinar quines 
variables suporta un dispositiu administrat i per recollir informació en tables 
de variables. 
 
2.2.2. Versions actuals de SNMP 
 
SNMP Versió 1 (SNMPv1) és la versió estàndard actual del protocol SNMP que 
està definit en la RFC 1157 i és un estàndard IETF complet. La seguretat de 
SNMPv1 està basada en comunitats que simplement són contrasenyes: 
cadenes de caràcters que permeten a qualsevol aplicació basada en SNMP 
que les coneix obtenir accés a la informació de gestió d’un dispositiu. Les tres 
comunitats típiques de SNMPv1 són “read-only”, “read-write” i “trap”. 
 
SNMP Versió 2 (SNMPv2) està definida en la RFC 1905, RFC 1906 i RFC 
1907. No existeixen grans diferències entre SNMPv1 i SNMPv2 perquè encara 
que al principi SNMPv2 plantejava un esquema de seguretat molt complexa, va 
ser refusada i es va quedar amb les comunitats de SNMPv1. Les aportacions 
que fa SNMPv2 són: 
 
 Apart de l’esquema gestor-agent s’afegeix el de gestor-gestor, en el que un 
gestor sol·licita informació al altre i aquest li respon. 
 
 S’afegeixen nous tipus d’operacions: getBulkRequest per sol·licitar vàries 
OIDs al mateix temps (és semblant a un getNextRequest però indicant 
quants elements es volen) i informRequest per què un gestor pugui enviar 
un informe a un altre gestor amb OIDs i els seus valors. 
 
8  Reestructuració i millora de Cacti 
 
 Afegeix més codis de resposta d’error i nous tipus de dades (Unsigned32 i 
Counter64). 
 
SNMP Versió 3 (SNMPv3) és l’última versió i té canvis amb relació a les 
anteriors, sobretot en l’aspecte de seguretat, no obstant encara no ha estat del 
tot acceptada per la indústria. 
 
2.2.3. Comunitats SNMP 
 
Tal com s’ha comentat anteriorment, SNMPv1 i SNMPv2 utilitzen el concepte 
de comunitat per establir la confiança entre gestors i agents, a través d’una 
contrasenya compartida. Un agent es configura amb tres noms de comunitats: 
read-only (només escriptura), read-write (escriptura-lectura) i trap (notificacions 
asíncrones des de l’agent). Les tres cadenes de caràcters de comunitat 
controlen diferents tipus d’activitats. La cadena de caràcters de comunitat read-
only permet llegir dades però no permet modificar-les. La cadena de caràcters 
de comunitat read-write permet llegir i modificar dades. Finalment, la cadena de 
caràcters de comunitat permet rebre notificacions de l’agent. 
 
La majoria de proveïdors proporcionen cadenes de caràcters de comunitats per 
defecte pels seus dispositius: el més típic és posar public per la comunitat de 
només lectura i private per la comunitat de lectura i escriptura. Quan s’instal·la 
un agent SNMP es pot configurar el destí on s’enviarà qualsevol dels traps que 
generi. Posat que les comunitats SNMP s’envien en text en clar, es pot 
configurar un agent per enviar un trap d’autentificació SNMP quan algú intenti 
consultar un dispositiu amb una comunitat incorrecta. Entre altres coses, els 
traps d’errada d’autentificació poden resultar molt útils per determinar el 
moment en el que un intrús pogués haver estat intentant aconseguir accés a la 
xarxa. 
 
Ja que les comunitats són bàsicament contrasenyes, s’haurien de tenir en 
compte les mateixes regles per elegir-les que per elegir les claus d’usuaris: que 
no siguin paraules de diccionari, que estiguin formades per qualsevol tipus de 
símbols, etc. Tal i com s’ha comentat anteriorment, el problema de 
l’autentificació de SNMP és que les comunitats s’envien en text en clar, el que 
permet que la gent pugui interceptar-les fàcilment i utilitzar-les. SNMPv3 no 
utilitza comunitats i permet l’autentificació i la comunicació segura entre 
dispositius SNMP. Hi ha formes de reduir el risc d’atac, com per exemple amb 
filtres o firewalls que minimitzen la possibilitat de que algú pugui obtenir 
informació d’algun dispositiu de la xarxa atacant-lo mitjançant SNMP. Es pot 
configurar el firewall per permetre el tràfic UDP des de només una sèrie de 
hosts coneguts. Els firewalls no són 100% efectius, però redueixen el risc 
d’atac. 
 
2.2.4. Funcionament SNMP 
 
SNMP utilitza el protocol UDP (User Datagram Protocol) i com protocol de 
transport per intercanviar informació entre gestors i agents. Es va elegir UDP 
sobre el protocol TCP (Transmission Control Protocol) perquè no és orientat a 
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connexió, és a dir, no estableix una connexió extrem a extrem entre l’agent i el 
gestor quan s’envien els paquets d’un costat al altre.  
 
Aquest aspecte d’UDP fa que sigui poc fiable ja que no hi ha reconeixement 
dels datagrames perduts. Per això, depèn del protocol SNMP determinar si els 
datagrames s’han perdut i retransmetre’ls si és necessari. El gestor envia una 
petició UDP a un agent i espera una resposta. La quantitat de temps que esperi 
el gestor depèn de la seva configuració. Si salta el timeout i el gestor no ha 
rebut res de l’agent, assumeix que el paquet s’ha perdut i retransmet la petició 
(també es pot configurar el número màxim de retransmissions). 
 
Les peticions d’informació habituals no pateixen el caràcter no fiable d’UDP ja 
que no és crític que es perdi una petició d’aquestes. En canvi, si l’agent envia 
un trap i mai arriba al gestor, aquest no té ninguna forma de saber que li han 
enviat un trap, i l’agent tampoc sap que ha de reenviar el trap ja que el gestor 
no ha d’enviar una confirmació de la recepció del trap. 
 
L’avantatge de fer servir UDP és que l’impacte en la càrrega del rendiment de 
la xarxa és molt petit. També es possible implementar SNMP sobre TCP, però 
es sol fer servir més en situacions especials. Quan una xarxa està molt 
congestionada, SNMP sobre TCP no és una bona idea: quan una xarxa està 
fallant, un protocol que intenta obtenir dades però que si no pot obtenir-les 
abandona és millor elecció de disseny que un protocol que inunda la xarxa amb 
retransmissions. 
 
SNMP utilitza el port 161 per enviar i rebre peticions, i el port 162 per rebre els 
traps dels dispositius gestionats. Cada dispositiu que implementa SNMP ha 
d’utilitzar aquests ports per defecte. Si es canviessin aquests ports per defecte, 
el gestor hauria de ser conscient d’aquests canvis per que pugui consultar al 
dispositiu en els ports correctes. 
 
2.2.5. Missatges SNMP 
 
La PDU (Protocol Data Unit) de SNMP és el format de missatge que utilitzen 
els agents i gestors per enviar i rebre informació de gestió de SNMP. En la 
figura 2.3 es pot observar els camps que té aquesta PDU. 
 
Fig. 2.3 Camps del missatge SNMP i la SNMP PDU 
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En el missatge SNMP es poden observar tres camps: 
 
 Versió: número de versió del protocol SNMP que s’està utilitzant. 
 
 Comunitat: nom o paraula clau que s’utilitza per l’autentificació. 
 
 SNMP PDU: contingut de la unitat de dades del protocol que depèn de 
l’operació que s’executi. 
 
Dintre de la SNMP PDU hi ha 5 camps, encara que els que són realment 
importants són: 
 
 Tipus: indica quin tipus de missatge SNMP s’està enviant. 
 
 Identificador: és el número que permet al gestor i al agent diferenciar els 
diferents missatges que s’envien simultàniament. 
 
Com es pot veure en la figura 2.4 hi ha diferents missatges SNMP, que a 
continuació es definiran. 
 
 
Fig. 2.4 Pila de protocols i missatges SNMP 
 
 
 GetRequest: a través d’aquest missatge el gestor sol·licita al agent el valor 
d’un objecte determinat de la MIB. En resposta l’agent envia una resposta 
indicant l’èxit o fracàs de la petició. Si la petició ha estat correcta, el 
missatge de resposta també contindrà el valor de l’objecte sol·licitat. 
 
 GetNextRequest: aquest missatge és utilitzat per recórrer una taula 
d’ojectes. Una vegada que s’ha utilitzat un missatge GetRequest per recollir 
el valor d’un objecte, pot ser utilitzat el missatge GetNextRequest per repetir 
l’operació amb el següent objecte de la taula. D’aquesta manera el gestor 
pot recórrer una taula de longitud variable fins que hagi extret tota la 
informació. 
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 SetRequest: aquest missatge és utilitzat pel gestor per sol·licitar a un agent 
la modificació dels valors d’un objecte. El gestor envia a l’agent envia un 
llistat de noms d’objectes amb els seus corresponents valors. 
 
 GetResponse: aquest missatge és utilitzat pels agents per respondre un 
missatge GetRequest, GetNextRequest o SetRequest. En el camp 
“Request_id” porta el mateix identificador que el “request” al que està 
responent. 
 
 GetBulkRequest: Aquest missatge és utilitzat per un gestor que utilitza 
SNMPv2 o SNMPv3 quan es requereix una llarga transmissió de dades i 
recorre llargues tables. En aquest sentit és similar al missatge 
GetNextRequest utilitzat en SNMPv1, encara que GetBulkRequest és un 
missatge que implica un mètode molt més ràpid i eficient, ja que es pot 
sol·licitar tota la tabla amb un sol missatge. 
 
 InformRequest: un gestor que utilitza SNMPv2 o SNMPv3 transmet un 
missatge d’aquest tipus a un altre gestor amb les mateixes característiques 
per notificar informació sobre objectes administrats. 
 
 Trap: l’agent informa al gestor d’un succés inusual predefinit. 
 
2.2.6. OID (Object Identifier) 
 
Per referenciar recursos en un sistema a monitoritzar es necessita un mètode 
comú per nombrar als objectes denominats Object Identifiers (OIDs) i que es 
troben agrupats en un arbre jeràrquic definit per una seqüència de números 
enters no negatius. Aquesta estructura és la base per l’esquema de noms 
SNMP. Un ID d’un objecte es composa d’una sèrie d’enters separats per punts i 
basats en els nodes de l’arbre. Encara que existeix una forma més fàcil 
d’entendre pel ésser humà que consisteix en canviar els números enters pels 
noms dels nodes de l’arbre, en aquest cas també separats per punts. En la 




Fig. 2.5 Arbre MIB 
12  Reestructuració i millora de Cacti 
 
En aquesta figura es mostra un exemple d’alguns dels nodes d’aquest arbre 
amb els seus noms i els seus números associats. En l’arbre d’objectes, el node 
de la part superior s’anomena arrel (root), qualsevol node amb altres nodes 
penjant d’ell s’anomena subarbre i qualsevol node del que no penja res 
s’anomena node fulla.  
 




Els nodes amb informació, nodes fulla dels quals no penja cap altre node, estan 




Aquests nodes i la seva informació estan guardats en la MIB. 
 
2.2.7. MIB (Management Information Base) 
 
La MIB (Management Information Base) es pot veure com una base de dades 
d’objectes gestionables que registra l’agent. Qualsevol tipus d’estat o 
d’informació estadística a la que pugui accedir el gestor ve definida en una MIB. 
D’alguna manera es pot veure la MIB com una especificació que defineix els 
objectes que suporta un dispositiu.  
 
Un agent pot implementar moltes MIBs, però tots els agents implementen una 
MIB particular anomenada MIB-II (RFC 1213). Aquest estàndard defineix 
variables (objectes) per a elements com estadístiques d’interfície (velocitat 
d’interfície, MTU, octets enviats/rebuts, etc). L’objectiu principal de MIB-II és 
proporcionar informació de gestió TCP/IP general, però no cobreix cada 
possible element que un proveïdor pogués voler gestionar en el seu dispositiu 
particular. Encara que els proveïdors poden definir variables MIB pel seu propi 
ús i crear la seva pròpia MIB, a vegades com MIB propietària. 
 
Hi ha dues maneres de consultar l’arbre MIB d’un dispositiu, per línia de 
comandes o a través d’un “MIB Browser”. 
 
 La comanda snmpwalk permet consultar una part o la totalitat de l’arbre MIB 
d’un dispositiu a partir de realitzar una sèrie de getnexts de forma 
automàtica. Aquesta comanda s’aplica de diferent manera si s’executa en 
una màquina amb el sistema operatiu Windows o si s’executa en una 
màquina amb el sistema operatiu Linux. 
 
o Windows  snmpwalk.exe –v [version] –c [community] [host] [variable 
name or OID] 
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o Linux  snmpwalk –v [version] –c [community] [host] [variable name or 
OID] 
 
 Version: versió SNMP que té implementada el dispositiu a consultar. 
 Community: comunitat SNMP del dispositiu a consultar. 
 Host: direcció IP o hostname del dispositiu a consultar. 
 Variable name: el nom de la variable de l’arbre o l’OID que es vol 
consultar. 
 
 El “MIB Browser” és un programa amb interfície gràfica, que funciona tant 
amb Windows com amb Linux, que permet fer diferents tipus de consulta 
(Get, Get Next, Get Bulk, Get Subtree, Walk i Set) per poder analitzar l’arbre 
MIB d’un dispositiu. En l’annex del software utilitzat es fa una breu 
explicació d’aquest programa. 
 
 
2.3. Funcionament i parts de Cacti 
 
Cacti és una solució completa per a la monitorització de xarxes mitjançant 
gràfiques i recopilació de dades gràcies a la potència de RRDTool. L’aplicació 
està construïda en PHP, ja que el software està composat per scripts PHP que 
són el que donen forma i defineixen les funcionalitats de la interfície web de 
Cacti. 
 
Cacti utilitza la base de dades MySQL per l’emmagatzematge de tota la 
informació de gràfiques, dades d’usuaris, les diferents plantilles, etc. A part, 
també s’emmagatzemen les característiques i les relacions dels objectes i parts 
de la mateixa aplicació. Però en aquest apartat ja s’aprofundirà més endavant. 
 
Aquest sistema de monitorització conté un recol·lector de dades excel·lent, un 
sistema avançat de creació de plantilles i gràfiques, i una complexa interfície de 
gestió d’usuaris. 
 
A continuació desglossarem com estan organitzades les dades i com es 
defineix la manera en que es recullen les dades. Per explicar-ho en primer lloc 
hem de definir els diferents objectes en els que s’encapsulen les dades. 
 
2.3.1. Processament de dades 
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La primera operació que es produeix és la recuperació de dades. Cacti utilitza 
un poller per enviar periòdicament les consultes als OIDs dels dispositius i així 
poder recuperar les dades necessàries per crear les gràfiques. Aquest poller 
s’executa des del planificador de tasques del sistema operatiu, crontab en el 
cas d’Unix i el “Planificador de tareas” en el cas de Windows. 
 
En l’emmagatzematge de dades Cacti utilitza la RRDTool. Les dades 
recuperades pel poller es guarden en arxius .rrd els quals van emmagatzemant 
dades periòdicament, però la mida de l’arxiu no augmenta. 
 
2.3.1.1. Data Sources 
 
El Data Source és la unitat bàsica de dades de Cacti, relaciona un arxiu .rrd 
amb una gràfica aportant les dades que necessita aquesta gràfica. Els camps 
d’un Data Source són el Data Template utilitzat, el dispositiu que monitoritza, la 
ruta on està guardat l’arxiu .rrd on hi ha guardades les dades i algun camp més 
(port, tipus de dades recollides, etc.). En la figura 2.11 es pot observar un 




Fig. 2.11 Exemple d’un Data Source 
 
Aquesta unitat de dades és utilitzada per aportar la informació necessària a les 
gràfiques. En cada Data Source només pot haver un tipus de dades, és a dir, hi 




Gairebé tot en Cacti està relacionat d’alguna manera amb un gràfic. En 
qualsevol moment, pots llistar tots els gràfics disponibles clicant l’element 
Graph Management del menú, encara que la forma més eficient per mirar les 
gràfiques és clicar a la pestanya “graphs” de la part superior. En aquest cas, 
apareixerà l’arbre de gràfiques a l’esquerra de la pantalla amb el conjunt de 
dispositius que hi ha agregats en aquest arbre. Al clicar sobre qualsevol 
d’aquests dispositius apareixeran tots els seus gràfics a la part central de la 
pantalla. A la figura 2.12 es pot observar un exemple d’una gràfica d’un 
dispositiu des de la pestanya “graphs”, en aquest cas estem visualitzant la 
interfície Gigabit Ethernet 1/2/1 (Gi1/2/1) del dispositiu Dispositiu_projecte1. 
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Fig. 2.12 Gràfica de la interfície Gi1/2/1 del Dispositiu_projecte1 
 
 
Les gràfiques poden obtenir les dades de més d’un Data Source, de fet cada 
gràfica obtindrà les dades de tants Data Sources com elements a representar hi 
hagi. Per exemple, una gràfica del tràfic d’una interfície on es representi el tràfic 
d’entrada i el tràfic de sortida, hi haurà un Data Source associat al tràfic 
d’entrada i un altre associat al tràfic de sortida. Tanmateix, en una gràfica sobre 
la utilització de memòria hi haurà un Data Source per la memòria utilitzada i un 
altre per la memòria lliure. En una gràfica pot haver tants elements a 
representar com es necessiti. 
 
2.3.1.3. Data Queries 
 
Els Data Queries proporcionen una manera per llistar els elements d’una taula 
SNMP d’un dispositiu i així poder elegir quins elements es volen consultar. 
Sense els Data Queries no es podrien graficar aquests elements ja que no es 
sap quin OID tenen perquè estan en una taula. L’exemple més clar és el cas de 
les interfícies d’un dispositiu que no es pot posar un OID general a consultar 
per a qualsevol interfície, ja que les interfícies estan dintre d’una taula SNMP i 
cada una d’elles té un OID diferent. En l’apartat 2.3.3. Creació de gràfiques hi 
ha la figura 2.18 on es pot veure el llistat d’interfícies que té un dispositiu, 
aquest llistat s’ha obtingut gràcies al Data Query “SNMP - Interface Statistics”. 
 
Tots els Data Queries consten de dos parts: l’arxiu XML que defineix quina 
informació té cada objecte d’una taula SNMP i com recuperar-la, i la definició 
del Data Query dintre del Cacti en la que trobem la ruta on es troba l’arxiu XML 




Els dispositius es poden llistar clicant el submenú de l’esquerra “Devices” dintre 
del menú “console”. En aquesta pantalla, a part de veure tots els dispositius i 
poder entrar a veure i editar la seva configuració, a la part superior a la dreta hi 
ha un botó on posa “Add” que al polsar-lo permet afegir un nou dispositiu a 
Cacti. Al polsar aquest botó apareix una pantalla on es defineixen els camps 
dels dispositius. 
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Com es pot veure en la figura 2.13 els camps indispensables a omplir són 
description (nom descriptiu del dispositiu), Hostname (IP del dispositiu), Host 
Template (plantilla adient pel tipus de dispositiu) i el camp SNMP Community 
(comunitat SNMP del dispositiu per poder consultar l’arbre MIB). Finalment, un 
cop s’han omplert aquests camps, s’ha de polsar el botó “create” i el dispositiu 




Fig. 2.13 Configuració d’un nou dispositiu 
 
 
2.3.2.  Plantilles 
 
El vertader punt fort de Cacti és la utilització de plantilles. Hi ha tres tipus de 
diferents plantilles amb la instal·lació bàsica de Cacti: “Data Templates”, “Graph 
Templates” i “Host Templates”. Encara que es poden crear “Data Sources” i 
gràfiques sense utilitzar plantilles, la utilització d’aquestes facilita molt la creació 
de gràfiques i automatitza el procés per crear-les. En la majoria de xarxes hi ha 
molts dispositius que són del mateix tipus i tenen el mateix arbre MIB, per tant, 
hi ha moltes dades que es poden recollir de la mateixa manera en diferents 
dispositius. Aquí és quan entra l’avantatge d’utilitzar plantilles, ja que en les 
plantilles es defineixen els paràmetres necessaris per crear un arxiu .rrd amb 
les dades d’un objecte concret de l’arbre de la MIB. A continuació s’explicarà 
els tipus de plantilles que existeixen en Cacti. 
 
2.3.2.1. Data Template 
 
En Cacti, una Data Template proporciona un esquelet als “data source” que es 
creïn a partir d’aquesta plantilla, és a dir, quines dades hi haurà en un Data 
Source determinat i com estaran organitzades. És en aquest tipus de plantilla 
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on s’especifica l’OID que s’ha de consultar per obtenir les dades que es 
necessiten, a part d’altres camps com veurem a continuació. 
 
La figura 2.14 és un exemple on es veu la configuració de la Data Template 
“Cisco Router - 5 Minute CPU”. Primer de tot hi ha el nom que se li assigna a la 
Data Template, després en el menú “Data Source” es troba el nom que se li 
donarà als Data Sources creats a partir d’aquesta plantilla. El més habitual és 
posar |host_description| en aquest camp ja posant això els Data Sources 
tindran un nom que començarà amb el nom del dispositiu del que estan 
obtenint les dades i és la millor forma d’organitzar els Data Sources. Altres 
camps importants al crear una nova Data Template són el Data Input Method 
(són la manera en que s’obtenen les dades, les més habituals són per consulta 
SNMP o per un script) i l’Associated RRA’s (els RRA són els que defineixen els 
intervals de consulta). Finalment, el camp més important a omplir és el de l’OID 





Fig. 2.14 Configuració de la Data Template “Cisco Router – 5 Minute CPU” 
 
 
2.3.2.2. Graph Template 
 
Una Graph Template és una plantilla que dóna forma a les gràfiques, és a dir, 
és la plantilla que defineix les propietats que tindran les gràfiques formades a 
partir d’aquesta plantilla. Al crear una Graph Template primer de tot se li ha 
d’assignar un nom a la plantilla i el títol que tindran les gràfiques creades. El 
següent pas és anar afegint ítems, que són els elements que hi haurà en la 
gràfica. Aquests ítems poden ser de diversos tipus: àrea, línia, comentari, 
llegenda, etc. Quan s’afegeix un ítem et surt una pantalla on es poden elegir 
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camps com quin Data Source representarà, el tipus de ítem, el color en el cas 
que sigui de tipus àrea o línia, la “Consolidation Function” que és el tipus de 
valor que s’utilitza en aquest ítem (mitjana, màxim, mínim, últim valor), la 
“CDEF Function” que és la funció que s’aplica en aquest ítem, etc. En la figura 
2.15 es pot veure un exemple del ítem que representa el tràfic d’entrada de la 




Fig. 2.15 Configuració d’un ítem de la Graph Template “Interface – Traffic” 
 
 
En aquest cas, en la figura anterior es pot veure que aquest ítem representa el 
Data Source “Interface - Traffic - (traffic_in)”, que es representa en la gràfica a 
través d’un ítem del tipus “AREA” de color verd i que es representa el valor de 
mitjana “AVERAGE” en bits, ja que es passen els bytes a bits amb la “CDEF 
Function”. Un cop creats tots els ítems, la Graph Template “Interface - Traffic 




Fig. 2.16 Ítems de la Graph Template “Interface – Traffic (bits/sec)” 
 
 
Es pot observar que aquesta Graph Template consta de 8 ítems, els quals el 
primer (tipus AREA que representa el tràfic d’entrada) i el cinquè (tipus LINE1 
que representa el tràfic de sortida) són els que es representen en la gràfica. Els 
altres ítems són els que fan que hi hagi una llegenda sota la gràfica amb els 
valors numèrics del últim valor obtingut (LAST), la mitjana dels valors que estan 
representats a la gràfica (AVERAGE) i el valor màxim de la gràfica (MAX) tant 
del tràfic d’entrada com del tràfic de sortida. En la figura  de l’apartat “2.3.1.2 
Gràfiques” es veu un exemple d’una gràfica creada a partir d’aquesta Graph 
Template i quin paper tenen els ítems abans explicats. 
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2.3.2.3. Host Template 
 
Una Host Template és una plantilla que serveix per relacionar les graph 
templates i els Data Queries amb un tipus de dispositius. Al crear un dispositiu 
s’ha d’especificar quin tipus de Host Template tindrà associat, llavors 
indirectament també se li està associant unes Graph Templates i uns Data 
Queries que permetran fer gràfiques mostrant diferents estadístiques d’aquest 
equip.   
 
Cada Host Template té associades unes Graph Templates i uns Data Queries 
determinats. Per exemple, la Host Template “Cisco_Universal” creada per mi té 
associades les Graph Templates “Cisco_Universal_CPU Usage”, 
“Cisco_Universal_Memory Usage” i  “Interface – Traffic (bits/sec)” i la Data 




Fig. 2.17 Host Template “Cisco_Universal” 
 
 
La raó perquè existeixin diferents Host Templates és per agrupar els dispositius 
segons el fabricant, segons el model del fabricant, segons el sistema operatiu 
en el cas dels ordinadors, etc. S’agrupen segons aquests criteris perquè els 
diferents tipus d’equips tenen diferents arbres MIB i, per tant, per obtenir les 
mateixes dades s’han de consultar diferents OIDs. La conclusió és que les Host 
Templates s’utilitzen per definir diferents tipus de dispositius on cada un 
d’aquest tipus tenen el mateix arbre MIB i es consulten les dades en les 
mateixes OIDs. 
 
2.3.3. Creació de gràfiques 
 
A l’hora de crear una gràfica hi ha dos possibles camins: 
 
1. Anar a Console  Devices on es visualitzen tots els dispositius i entrar en el 
dispositiu del que es vol crear una gràfica. Un cop dintre del dispositiu, en la 
pantalla on es poden editar les característiques del dispositiu, clicar en 
“Create Graphs for this Host” que està en la part superior a la dreta i s’obrirà 
la pàgina que permet crear les gràfiques d’aquest dispositiu. 
 
2. Anar a Console  New Graphs i directament s’obrirà la pàgina per crear les 
gràfiques, encara que s’obrirà en el primer dispositiu que apareix en ordre 
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alfabètic. Llavors s’ha de buscar el dispositiu del que volen crear les 
gràfiques. Per seleccionar el dispositiu s’ha de clicar on apareix el dispositiu 
actual al costat d’un cartell en el que posa “Host” que està situat a la part 




Fig. 2.18 Creació de gràfiques 
 
 
Es veu en color groc les Graph Templates i les interfícies del dispositiu 
Dispositiu_projecte1 que s’han seleccionat per crear les gràfiques. Per 
seleccionar-se només s’han de clicar a sobre de cada un d’ells. Finalment 
només queda elegir quin tipus de gràfiques es vol que siguin les interfícies 




Fig. 2.19 Elecció de tipus de gràfica 
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3. Instal·lació de Cacti 
 
L’eina de monitorització Cacti es pot instal·lar en diferents sistemes operatius. 
En concret, en aquest treball s’explicarà els procediments a seguir i les 
configuracions necessàries per instal·lar aquesta eina en Windows i en Linux. 
Per procedir a la instal·lació de Cacti en una màquina, tant en Windows com en 
Linux, abans s’ha d’assegurar que aquesta màquina compleix uns 
requeriments. Aquests requeriments és que ha d’haver instal·lats i amb la 
correcta configuració els següents serveis: 
 






En l’annex A s’explica detalladament la instal·lació en Windows i en Linux, així 
com també s’explica com es realitza la instal·lació dels plugins de Cacti. 
 
Un cop Cacti està instal·lat s’ha de comprovar si les els serveis s’han instal·lat 
correctament i si les configuracions, tant d’aquests serveis com del mateix 
Cacti, són les adequades. Per fer aquesta comprovació només fa falta entrar a 
Cacti posant http://localhost/cacti i autenticant amb un usuari i la seva 
contrasenya. Un cop s’ha entrat, s’ha d’anar a Utilities -> System Utilities -> 
Technical Support i allà es pot veure la informació dels serveis instal·lats, com 




Fig. 3.1 Technical Support 
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En l’apartat de “General Information” es pot veure la versió de Cacti instal·lada 
(0.8.7h), el sistema operatiu en que ha estat instal·lada (win32), la versió de 
SNMP (NET-SNMP:version: 5.5.1) i de RRDTool (RRDTool 1.2.x). En aquest 
apartat també hi ha el nombre de dispositius agregats, el nombre de gràfiques i 
el nombre de data sources d’aquest Cacti. 
 
En l’apartat de “Poller Information” es veu l’interval de temps entre l’execució 
del poller.php i la següent execució (300 segons/5 minuts) i al final apareix un 
camp que  s’anomena “Last Run Statistics” on apareix el temps en que tarda a 
fer totes les consultes (34.9443 segons). 
 
En el cas que Cacti no funcioni correctament pot ser degut a que la 
configuració no és correcte o no és l’adequada per les versions instal·lades. Per 
modificar la configuració s’ha entrar a Configuration -> Settings. En primer lloc, 




Fig. 3.2 Configuration -> Settings (General) 
 
 
En Settings (General), pantalla mostrada en la figura 3.3, es pot modificar la 
versió NET-SNMP i la versió RRDTool perquè coincideixin amb les versions 
instal·lades. També es poden modificar paràmetres SNMP com la versió SNMP 








Fig. 3.3 Configuration -> Settings (Paths) 
 
 
En la pestanya de les Paths és on s’escriuen els directoris on hi ha les diferents 
eines necessàries perquè Cacti funcioni (snmpwalk, snmpget, snmpbulkwalk, 
snmpgetnext, rrdtool, php), on hi ha l’arxiu de log de Cacti i on hi ha l’arxiu per 
executar un altre tipus de poller anomenat “Spine”. Si el directori és el correcte 
a sota apareix “[OK: FILE FOUND]”, i si no és correcte, apareix “[ERROR: FILE 
NOT FOUND]”. 
 
Finalment, hi ha un altra pestanya important dintre de Configuration -> Settings 
que és la pestanya “Poller”. En la figura 3.4 es pot apreciar quins són els 




Fig. 3.4 Configuration -> Settings (Poller) 
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4. Administració de Cacti 
 
En aquest capítol es vol millorar alguns processos de l’administració de Cacti, 
ja sigui agilitzant-los o creant-los ja que no existeixen. 
 
4.1. Agregació de dispositius de forma massiva 
 
En principi, l’agregació de dispositius en Cacti es realitza en la interfície web. 
S’ha d’entrar en l’apartat “Devices” del menú “Console” i clicar “Add” per afegir 
dispositius d’un en un. Aquest procés d’agregació de dispositius és bastant lent, 
sobretot si s’han d’afegir bastants dispositius a la vegada. 
 
Per millorar la gestió d’aquest procés de Cacti s’ha creat, com a una de les 
tasques proposades per al present TFC, un procediment per poder agregar 
tants dispositius com es vulgui a la vegada, sense haver de fer-ho a través de 
la interfície web i accelerant el procés. 
 
El funcionament es basa en un script PHP que llegeix un arxiu Excel en el que 
cada fila equival a un dispositiu per agregar. El script introdueix les dades de 
cada dispositiu en la base de dades MySQL de Cacti. A continuació s’explicarà 
detalladament com funciona el script i què signifiquen les seves línies. Després 
també s’explicarà com està estructurat l’arxiu Excel i els passos a seguir per 
utilitzar aquest script. 
 
4.1.1. Funcionament i explicació del script 
 
La funció principal d’aquest script PHP anomenat simplecsvimport.php és 
introduir la informació de cada dispositiu a la taula Host de la base de dades de 
Cacti. Per començar s’ha d’explicar què fan les línies del script, per després 
poder explicar i entendre el funcionament general del script i per a què serveix.  
 
En les primeres línies s’han d’incloure unes llibreries necessàries per utilitzar 
funcions que permetin modificar els diferents objectes de Cacti i per poder 
realitzar consultes a la base de dades. Primer es defineixen dues rutes 
bàsiques, la ruta on es troben les llibreries i la ruta bàsica d’on penja tota 
l’estructura de fitxers de Cacti, per així no haver-les de repetir contínuament en 
cada inclusió. Les llibreries incloses són les següents: 
 
$config = array("library_path" => "/var/www/html/cacti/", 
"base_path"=>"/var/www/html/cacti/"); 
include_once($config["base_path"] . "/lib/data_query.php"); 
include_once($config["library_path"] . "/lib/poller.php"); 
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Tot seguit, es defineixen les variables utilitzades per obrir una connexió 
MySQL, obrir un arxiu .csv i fragmentar aquest arxiu per introduir les dades en 
la base de dades de Cacti (el símbol “;” és el que separa els camps d’un mateix 
dispositiu i el símbol “);;” és el que separa els diferents dispositius en l’arxiu 
.csv): 
 
$databasehost = "localhost";                    /* Host on està localitzada la base de dades */ 
$databasename = "cacti";                                   /* Nom de la base de dades */ 
$databasetable = "host";         /* Nom de la taula on s’introduiran les dades */ 
$databaseusername = "cactiuser";                                 /* Usuari en la base de dades */ 
$databasepassword = "cactiweb";           /* Password de l’usuari en la base de dades */ 
$fieldseparator = ";";                             /* Símbol que separa els camps en l’arxiu .csv */ 
$lineseparator = ");;";                      /* Símbol que separa els dispositius en l’arxiu .csv */ 
$csvfile = "Plantilla tipo Alta_dispositivos.csv";                            /* Nom de l’arxiu .csv */ 
 
La següent part del codi a analitzar és la part on s’obre l’arxiu “Plantilla tipo 
Alta_dispositivos.csv” que conté la informació sobre els dispositius a agregar. 
Si no troba l’arxiu envia un missatge que no ha trobat l’arxiu i que has de 
verificar que el directori buscat és el correcte. En cas de trobar-lo es guarda en 
la variable $file. Després es calcula la mida de l’arxiu amb la funció filesize i es 
guarda el valor obtingut en la variable $size per després poder comprovar si 
l’arxiu està buit. Finalment es llegeixen les variables $file i $size i es gurden en 
la variable $csvcontent: 
 
if(!file_exists($csvfile)) { 
echo "Arxiu no trobat. Comprova que el directori és el correcte.\n"; 
 exit; 
} 
$file = fopen($csvfile,"r"); 
if(!$file) { 
 echo "Error a l'obrir l'arxiu.\n"; 
 exit; 
} 
$size = filesize($csvfile); 
if(!$size) { 
 echo "L'arxiu està buit.\n"; 
 exit; 
} 
$csvcontent = fread($file,$size); 
 
Un cop obert l’arxiu es procedeix a establir la connexió MySQL amb la base de 
dades de Cacti mitjançant la funció @mysql_connect on se li passa les 
variables de host, usuari i contrasenya ja definides anteriorment. També es 
defieneixen una sèrie de variables ja definides en el mateix codi que 
s’utilitzaran durant el script: 
 
$con = @mysql_connect($databasehost,$databaseusername,$databasepassword) or 
die(mysql_error()); /* Connexió MySQL a la base de dades */ 
 
@mysql_select_db($databasename) or die(mysql_error()); 
 
$lines = 0;                                                            /* Comptador de línies en l'arxiu .csv */ 
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$queries = "";                                   /* Variable on es guardaran les consultes MySQL */ 
$linearray = array();                /* Variable en la que se guardaran les dades d’una línia 
de l’arxiu .csv */ 
$host_id=0;                                             /* Variable on es guardarà l’id de cada Host */ 
$host_template_id=0;             /* Variable on es guardarà l’id de cada Host Template */ 
$snmp_array = array();                                                          /* Variable del tipus array */ 
 
A partir d’aquest punt comencen les consultes MySQL a la base de dades de 
Cacti. La primera consulta serveix per obtenir l’últim id de la taula host, la 
segona és una funció per passar a valor numèric el valor anterior, i la tercera és 
una consulta que fa que els host_id dels dispositius que s’agregaran en aquest 
script comencin a partir de l’últim host_id de la taula host. 
 
$id_temp = mysql_query("select id from host order by id desc limit 1;");      /* S’executa 
una consulta MySQL 'select' que permet obtenir l’últim valor del camp id de la taula 
host */ 
 
$host_id = mysql_result($id_temp, 0);  /* Funció que serveix per obtenir el host_id de 
la consulta MySQL anterior */ 
 
$reset_id = mysql_query("ALTER TABLE host AUTO_INCREMENT = $host_id;");   /* 
S’executa una consulta MySQL 'ALTER TABLE' que, en aquest cas, serveix per 
agregar a dispositiuz amb un id a partir del últim valor del camp id de la taula host */ 
 
Després hi ha un bucle que es repetirà tantes vegades com dispositius per 
agregar hi hagi en l’arxiu “Plantilla tipo Alta_dispositivos.csv”. Aquest bucle està 
fet a partir d’un foreach en el que se li passa per paràmetre una funció que 
separa el contingut de la variable $csvcontent en línies mitjançant la variable ja 
definida anteriorment $lineseparator, i guarda el contingut de cada una 
d’aquestes línies en la variable $line. Després separa els camps de cada línia i 
els guarda en la variable $linearray. Un cop es tenen els camps separats, 
s’agafa el segon camp i es guarda en la variable $Host_Template_id. Aquesta 
variable s’utiltza després en una consulta MySQL a la taula 
host_template_graph on s’obtindrà els graph_template_id associats a una Host 
Template determinada. 
 







 echo "Host_id: $host_id\n";  
 $lines++; 
 $line = trim($line," \t"); 
 $line = str_replace("\r","",$line); 
$linearray = explode($fieldseparator,$line);  /* Aquesta funció separa els camps 
de cada línia de l’arxiu */ 
 $linemysql = implode("','",$linearray);       /* Aquesta línia extreu les comes que 
hi ha entre els camps */   
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     $host_template_id = $linearray[1];            /* S’obtè el valor del host_template_id 
a partir del segon camp de cada línia */ 
 echo "Host_Template_id associada al dispositiu amb id $host_id és: --> 
$host_template_id\n"; 
 $result = mysql_query("select graph_template_id from host_template_graph 
WHERE host_template_id = $host_template_id;");    
/* S’executa una consulta MySQL 'select' que permet obtenir el valor dels 
graph_template_id associats a una Host Template */ 
 
En la següent part del script s’associa cada un dels Graph Templates obtinguts 
en la consulta anterior amb el dispositiu de la fila processada. Per poder 
associar tots els Graph Templates es fa un bucle mitjançant un “while” per 
recórrer els graph_templates obtinguts en la consulta anterior. Per realitzar 
aquesta associació s’han d’introduir el host_id del dispositiu i el 
graph_template_id en la taula host_graph mitjançant la consulta MySQL “insert 
into”: 
 
while($row = mysql_fetch_array($result, MYSQL_BOTH)) 
{ /* Bucle que permet associar els graph_template al host */ 
   
$consulta = mysql_query("INSERT INTO host_graph (host_id, 
graph_template_id) VALUES (". $host_id .", ". $row[0] .");");  /* S’executa una consulta 
MySQL 'insert into' que permet insertar els valors de host_id i de graph_template_id en 
la taula host_graph */ 
 
echo "Graph_template_id associat: ----". $row[0] . "---\n"; 
} 
 
A continuació, s’obtenen els snmp queries associats al Host Template de 
l’actual dispositiu fent una consulta MySQL “select” a la taula 
host_template_snmp_query en la que se li passa el paràmetre del 
hos_template_id. També es crea un vector d’arrays anomenat 
$snmp_array[$lines] on el paràmetre $lines és la fila de l’arxiu 
simlecsvimport.csv on es troba i la posició en el vector d’arrays. Així, es podrà 
afegir més d’un snmp_query_id en cada un dels dispositius. Després, es fa un 
bucle que es repetirà tantes vegades com snmp_query_id haguem obtingut en 
la consulta anterior. Al interior d’aquest bucle s’introdueixen el valor del host_id 
i del snmp_query_id en la taula host_snmp_query, així s’aconsegueix 
relacionar el dispositiu amb un snmp_query_id. Finalment, es guarda el 
snmp_query_id dintre un vector anomenat $snmp_query_id[$count]. 
 
$result2 = mysql_query("select snmp_query_id from host_template_snmp_query 
WHERE host_template_id= $host_template_id;");  /* S’executa una consulta MySQL 
'select' que permet obtenir el valor dels snmp_query_id associats al Host Template */ 
$count=0; 
$snmp_array[$lines] = array(); 
while($row2 = mysql_fetch_array($result2, MYSQL_BOTH)) 
{   /* Bucle que permet associar els snmp_query al host */ 
$consulta2 = mysql_query("INSERT INTO host_snmp_query (host_id, 
snmp_query_id) VALUES (". $host_id .", ". $row2[0] .");");  /* S’executa una consulta 
MySQL 'insert into' que permet introduir els valors host_id i snmp_query_id en la taula 
host_snmp_query */ 
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$snmp_query_id[$count]=$row2[0]; 




La següent part del script té la funció d’introduir tots els camps del dispositiu de 
cada línia de l’arxiu "Plantilla tipo Alta_dispositivos.csv" en la taula host. 
Després de realitzar aquesta acció ja es pot tancar el bucle creat pel “foreach” 
ja que en aquest punt acaben les accions que s’han de repetir per cada una de 
les línies. Fora d’aquest bucle es tanca també la connexió MySQL ja que a 




$query = "insert into $databasetable values('','$linemysql');"; 
else 
$query = "insert into $databasetable values('$linemysql');"; 






Finalment, les següents línies del script tenen la funció d’actualitzar els data 
queries associats en cada un dels dispositius agregats, ja que si no es fa un 
“reload” d’aquests data queries l’associació no consta en la interfície web de 
Cacti. Primer hi ha un bucle que recorrerà tots els dispositius agregats, dintre 
del qual, el primer que es fa és obtenir el nombre de data queries associats a 
un dispositiu fent un ‘count’ al array on s’han guardat aquests. Tot seguit, s’obre 
un altre bucle dintre del primer per recórrer cada un dels data queries de cada 
dispositiu i, dintre d’aquest bucle, s’executa la funció run_data_query en la que 
se li passa per paràmetre l’identificador del dispositiu i l’identificador del data 
query. Aquesta funció fa el “reload” del data query corresponent i així 
s’aconsegueix que es vegi l’associació entre dispositiu i data query en la 
interfície web de Cacti. Aquesta funció està en la llibreria data_query.php que 
s’ha inclòs anteriorment. 
 
for ($i = 2 ; $i <= $lines ; $i++) 
{ 
 $k = count($snmp_array[$i]); 
 for($j=0 ; $j<$k ; $j++) 
{  
   echo "--------host_id: ". $id[$i] . "--------\n"; 
                      echo "--------snmp_query_id: ". $snmp_array[$i][$j] . "--------\n"; 
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4.1.2. Explicació de l’arxiu Excel 
 
L’arxiu Excel s’utilitza per introduir la informació dels dispositius que es volen 
agregar. Aquest arxiu té el nom de “Plantilla Tipo Alta_dispositivos.xlsx” i té 
tantes columnes com camps té la taula host de la base de dades de Cacti. En 









Fig. 4.1 Columnes de l’arxiu “Plantilla Tipo Alta_dispositivos” 
 
 
Aquests camps de la figura 4.1 es poden classificar en tres grups: 
 
 Camps que ha d’omplir la persona que afegeix els dispositius: 
Host_Template_id, Description (Hostname), Device (IP) y 
snmp_community. 
 
 Camps que sempre tenen el mateix valor: snmp_version, 
snmp_auth_protocol, snmp_priv_protocol, snmp_port, snmp_timeout, 
availability_method, ping_method, ping_port, ping_timeout, ping_retries, 
max_oids, status y status_event_count. 
 
 Camps que no s’han d’omplir: ID, notes, snmp_username, snmp_password, 
snmp_priv_passphrase, snmp_context, disabled, status_fail_date, 
status_rec_date, status_last_error, min_time, max_time, cur_time, 
avg_time, total_polls y failed_polls. 
 
 Camp availabitily: aquest camp s’ha domplir amb els símbols “);;”, ja que a 
partir d’aquests símbols el script php podrà delimitar on acabar un dispositiu 
i on comença el següent. S’han d’omplir totes les files excepte la fila de 
l’últim dispositiu a afegir, ja que si s’omple aquesta última fila s’afegirà un 
dispositiu en blanc que no es vol afegir. 
 
Una vegada omplerts tots els camps necessaris dels dispositius que es volen 
afegir, s’ha de guardar aquest arxiu com a “Plantilla Tipo Alta_dispositivos.csv” 
ja que el procés d’agregació de dispositius està dissenyat per tractar un arxiu 
que tingui els camps separats pel símbol “;” i els arxius .csv separen les 
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columnes amb aquest símbol. Per fer-ho només s’ha d’anar a Archivo -> 
Guardar Como i canviar el tipus d’arxiu a guardar per “CSV (delimitado por 
comas) (*.csv)”. Llavors la informació estarà organitzada amb un dispositiu a 
cada línia de l’arxiu, els camps separats per “;” i el símbol “);;” que delimita on 
comença el següent dispositiu. Llavors l’arxiu està preparat per ser utilitzat en 
el script php. 
 
4.1.3. Procediment per agregar dispositius 
 
Per explicar millor aquest punt he fet un exemple agregant 10 dispositius 
mitjançant el script simplecsvimport.php i he fet captures dels diferents passos 
principals a seguir. 
 
El primer pas és omplir l’arxiu “Plantilla Tipo Alta_dispositivos.csv”, arxiu que es 




Fig. 4.2 “Plantilla Tipo Alta_dispositivos.csv” 
 
 
En la figura 4.2 es veuen els camps més importants a omplir que són el camp  
“Host_Template_id” del qual depèn tipus de plantilles que tindrà associades el 
dispositiu, el camp “Description (Hostname)” que és el nom que tindrà el 
dispositiu dintre de Cacti, el camp “Device (IP)” que és l’adreça IP del 
dispositiu, i el camp “snmp_community” que és contrasenya del dispositiu per 
poder realitzar consultes snmp. 
 
Una vegada que s’han introduït totes les dades dels dispositius a agregar s’ha 
de guardar l’arxiu com a “Plantilla Tipo Alta_dispositivos.csv” en la mateix 
directori on es tingui guardat el script simplecsvimport.php, que en aquest cas 
és en el directori arrel de Cacti /var/www/html/cacti. Finalment només queda 
executar el script en la línies de comandes de la següent manera: 
 




Fig. 4.3 Script simplecsvimport.php executat 
 
 
En la figura 4.3 es pot observar com al executar el script surt per pantalla la 
següent informació de cada dispositiu agregat: host_id, host_template_id 
associat, i tots els graph_template_id i els snmp_query_id associats al 
dispositiu. Vaig fer que surtís per pantalla aquesta informació per verificar que 
el s’executaven totes les parts del script i per poder veure que la informació que 
s’extreu i s’introdueix a la base de dades és la correcta. 
 
Quan s’acaba de crear tots els dispositius i associar les diferents plantilles, 
aquest script també treu per pantalla la part del “reload” dels snmp quaries 
associats a cada dispositiu. Quan el script entra en el bucle final on es produeix 
aquesta acció, per la pantalla surt el host_id i el snmp_query_id per cada 
dispositiu i passa un cert temps fins que procedeix a fer el mateix pel següent 
dispositiu. Aquest temps d’espera és el temps que es tarda en executar la 
funció run_data_query i a fer les actualitzacions dels snmp queries. Finalment, 
surt per pantalla el total de files trobades en l’arxiu “Plantilla Tipo 
Alta_dispositivos.csv”, encara que s’ha de recordar que també conta la primera 
fila on hi ha els noms dels camps i no és cap dispositiu. Per tant, com s’han 
afegit 10 dispositius, que surti que hi ha un total de 11 files és correcta. En la 
figura 4.4 es pot veure com acaba l’execució del script. 
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Fig. 4.4 Fi del script simplecsvimport.php executat 
 
 
Llavors ja només queda entrar a Cacti i comprovar que aquests dispositius 
s’han agregat correctament. Per fer-ho només cal anar a la pestanya “Devices” 
i posar la paraula “Dispositiu” en el filtre i polsar el botó “go” i tot seguit es veu 
que els dispositius estàn actius (Up), que els identificadors d’aquests 
dispositius són correlatius a partir de l’id del últim dispositiu que hi havia fins 
aleshores i que les IPs són les que s’havien introduït en l’arxiu “Plantilla Tipo 
Alta_dispositivos.csv”. Aquesta comprovació és fa en la pantalla de dispositius 




Fig. 4.5 Dispositius agregats 
 
 
La última comprovació que es pot fer es entrar un a un en els dispositius 
agregats i verificar que les plantilles associades a aquest dispositiu són les 
correctes. 
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4.2. Migració de dispositius 
 
En aquest punt es tractarà la migració de dispositius, que realment es refereix a 
la migració de les dades recollides d’una màquina a una altra, on les dos tenen 
instal·lades Cacti.  
 
Tenim una màquina amb el Cacti instal·lat on hi ha creats varis dispositius i 
s’està monitoritzant la CPU, la memòria, les interfícies, les vlans, etc. Si arriba 
un dia que es vol migrar part o totes les gràfiques a una altra màquina per 
qualsevol motiu (falta d’espai de memòria, alleugerir Cacti per millorar el temps 
de “polling”, canviar l’organització de la monitorització de la xarxa, etc.), no hi 
ha cap manera per fer-ho mantenint la informació obtinguda fins aquell 
moment. Per tant, he dissenyat un procés que permet migrar les gràfiques 
d’una màquina a una altra, sense perdre la informació i que es segueixi 
monitoritzant correctament en la màquina on s’han migrat. 
 
El funcionament d’aquest procés es basa en un script php que consulta el nom 
de totes les gràfiques que s’estan monitoritzant d’un cert dispositiu a la base de 
dades MySQL. A partir del nom d’aquestes gràfiques obtingudes també 
s’obtenen el nom dels arxius .rrd que guarden la informació d’aquestes 
gràfiques i altres camps. Després d’això, el script crea un arxiu Excel on es 
guarden totes les dades obtingudes de la base de dades i també s’introdueixen 
unes funcions que s’explicaran més endavant. Finalment, només queda 
executar unes comandes en la màquina on es migren les gràfiques. 
 
Abans d’aprofundir més en l’explicació dels passos a seguir per migrar les 
gràfiques d’un dispositiu s’ha d’explicar detalladament com funciona el script i 
què signifiquen les seves línies, per així després poder entendre millor el 
procés. 
 
4.2.1. Funcionament i explicació del script 
 
Aquest script s’anomena datos_dispositivos.php i la seva funció principal és 
consultar els noms de les gràfiques d’un determinat dispositiu i obtenir dades 
relacionades amb aquestes gràfiques. Després el script crea un script on 
s’introduiran les dades obtingudes de la base de dades de Cacti. A continuació 
s’explicaran què signifiquen i què fan les línies del script. 
 
En les primeres línies s’inclouen les llibreries necessàries per utilitzar funcions 
que permetin modificar els diferents objectes de Cacti, poder realitzar consultes 
a la base de dades, i per poder crear i modificar arxius Excel. Primer es 
defineixen dues rutes bàsiques, la ruta on es troben les llibreries i la ruta bàsica 
d’on penja tota l’estructura de fitxers de Cacti, per així no haver-les de repetir 
contínuament en cada inclusió. Es pot observar que per incloure la majoria de 
llibreries s’utilitza “include”, en canvi, per incloure les llibreries relacionades 
amb Excel s’utilitza “require”. La diferència és que amb “include” el codi s’inclou 
en temps d’execució, i amb “require” el codi s’inclou abans que s’executi el 
script. Una altra diferència és que en cas de no trobar l’arxiu amb el “require” 
dóna un error fatal i no s’executa el script, en canvi amb el “include” dóna un 
“warning” i el script es segueix executant. Les llibreries incloses són: 
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<?php 
$config = array("library_path" => "/var/www/html/cacti/", "base_path" => 
"/var/www/html/cacti/"); 
 
include_once($config["base_path"] . "/lib/data_query.php"); 
include_once($config["library_path"] . "/lib/poller.php"); 









Tot seguit es defineixen les variables utilitzades per obrir una connexió MySQL: 
 
$databasehost = "localhost";    /* Host o IP on es trova aquesta base de dades */ 
$databasename = "cacti";              /* Nom de la base de dades */ 
$databaseusername ="cactiuser";                                  /* Usuari en la base de dades */ 
$databasepassword = "cactiweb";           /* Password de l’usuari en la base de dades */ 
 
En les següents línies es crea l’arxiu Excel i es defineix el directori on es 
guardarà aquest arxiu una vegada sigui creat. També es guarda el primer 
argument en la variable $arg i després es treu per pantalla el valor d’aquesta 
variable per confirmar que és el correcte. En aquest script és necessari passar-
li un argument que serà el valor de l’identificador del dispositiu que es vulgui 
migrar i aquest valor serà diferent en cada execució del script. 
 
$export_file = "xlsfile://var/www/html/cacti/Info_Graficas.xls"; 
$fp = fopen($export_file, "wb"); 
if (!is_resource($fp)){ 
    die(“No se puede abrir $export_file"); 
} 
$arg = $_SERVER['argv'][1]; 
echo "El host con id: ". $arg ."\n\n"; 
 
Després s’obre una connexió MySQL a la base de dades en la que se li passa 
les variables $databasehost, $databaseusername i $databasepassword 
definides anteriorment. També es realitza una consulta en la que s’obtenen tots 
els identificadors de gràfiques relacionades amb un host_id en concret. Aquests 
identificadors s’utilitzaran per obtenir altres dades com el títol de la gràfica, la 
ruta amb el nom del data source on es guarda la informació de la gràfica i 
l’identificador d’aquest data source. Aquests identificadors s’utilitzaran per 
saber el nombre de vegades que s’executarà el codi que hi ha dintre del bucle. 
 
$con = @mysql_connect($databasehost,$databaseusername,$databasepassword) or 
die(mysql_error()); /* Connexió MySQL a la base de dades */ 
@mysql_select_db($databasename) or die(mysql_error()); 
$result = mysql_query("select id from graph_local where host_id=". $arg .";"); 
$i=0; 
$num=2; 
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En la següent part del codi s’obre un bucle amb la funció “while” que es repetirà 
tantes vegades com gràfiques relacionades amb el dispositiu hi hagi, ja que el 
bucle es seguirà executant mentre es compleixi la condició que hi hagi dades 
per llegir de l’array $row. Graciés a la funció mysql_fetch_array, que serveix per 
bolcar les dades d’una consulta MySQL en un array, es poden tractar les en 
l’array $row. Dintre del bucle s’executen una sèrie de consultes MySQL que 
permeten obtenir les dades esmentades anteriorment i es guarden en vectors 
on cada posició del vector està relacionada amb una gràfica. Després es treuen 
per pantalla el títol, el nom del fitxer .rrd i l’identificador del data source per 
comprovar que les consultes s’han realitzat correctament. 
 
while($row = mysql_fetch_array($result, MYSQL_NUM)){ 
 $graph_id[$i] = $row[0]; 
 echo "\nGraph_id asociado a este host: ----". $graph_id[$i]. "---\n"; 
 $titulo = mysql_query("select title_cache from graph_templates_graph where 
local_graph_id='" . $graph_id[$i] ."';"); 
 $title[$i] = mysql_result($titulo, 0; 
 $nom_rrd = mysql_query("select data_source_path from data_template_data 
where name_cache='". $title[$i] ."';"); 
 $nombre_rrd[$i] = mysql_result($nom_rrd, 0);  
 $id = mysql_query("select local_data_id from data_template_data where 
data_source_path='". $nombre_rrd[$i] ."';"); 
 $id_rrd = mysql_fetch_array($id, MYSQL_NUM); 
 echo "Titulo: ". $title[$i] ."\n"; 
 echo "Nombre_rrd: ". $nombre_rrd[$i] ."\n"; 
 echo "Id data source: ". $id_rrd[0] ."\n\n"; 
 
El següent pas es crear un array que tingui l’estructura adient per després  
poder escriure aquest array en un arxiu Excel. Per explicar aquesta estructura 
ajudarà tenir un exemple de com es defineix cada columna: "Graph_id"=> 
$graph_id[$i]. En primer lloc s’ha de posar entre cometes el títol que se li vol 
assignar a la columna, en aquest cas “Graph_id”; després ha d’haver el símbol 
de fletxa “=>”, i finalment el valor que es vol que hi hagi en cada fila en aquesta 
columna, en aquest cas $graph_id[$i]. Aquest valor pot ser un vector on s’ha 
guardat el camp d’aquesta columna amb la variable $i indicant la posició, una 
cadena de caràcters que sigui una funció d’Excel o un espai en blanc. Aquesta 
estructura s’ha de repetir per totes les columnes que hagi de tenir l’arxiu Excel, 
en el cas d’aquest script crea un array amb 10 columnes (Título, Graph_id, 
Id_rrd, Nombre_rrd, Longitud_Nombre_rrd, Longitud_sinPath, Nombre_sinPath, 
Id_rrd_nuevo, Nombre_rrd_nuevo i Comanda_Final). En alguna de les 
columnes s’escriuen cadenes de caràcters que es refereixen a funcions d’Excel 
com ja s’ha dit anteriorment.  En aquestes funcions a vegades s’han 
d’especificar posicions de caselles d’Excel amb una lletra i un número on la 
lletra és la columna i el número és el fila (per exemple C5). Com en aquest cas 
al introduir aquestes posicions s’haurà de canviar el número de la fila per cada 
gràfica s’utilitza la variable $num que s’ha inicialitzat anteriorment a 2 (perquè 
la primera fila és on hi ha els títols) i que s’incrementa just abans de tancar el 
bucle. Finalment, es treu per pantalla la fila introduïda en l’array, s’incrementa 
el valor de les variables $i i $num i es tanca el bucle. 
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 $array1[] = array("Titulo"=> $title[$i], "Graph_id"=> $graph_id[$i], "Id_rrd"=> 
$id_rrd[0], "Nombre_rrd"=> $nombre_rrd[$i], "Longitud_Nombre_rrd"=> "=LARGO(D". 
$num .")", "Longitud_sinPath"=> "=E". $num ."-11", "Nombre_sinPath"=> 
"=DERECHA(D". $num .";F". $num .")", "Id_rrd_nuevo"=> " ", "Nombre_rrd_nuevo"=> 
"=SUSTITUIR(G". $num .";C". $num .";H". $num .")", "Comanda_Final"=> 






En la última part del script es treu per pantalla tot el que s’ha guardat en l’array 
$array1 per verificar que totes les dades s’han introduït correctament, 
s’introdueix aquest array en $fp (variable on s’ha obert l’arxiu Excel) mitjançant 











4.2.2. Procediment per migrar dispositius 
 
Per explicar millor aquest procés he fet un exemple de la migració d’un 
dispositiu i he fet captures dels principals passos a seguir. Per facilitar la 
nomenclatura de les màquines i no haver de fer referència constantment a quin 
equip ens volem referir, a partir d’ara la màquina on hi ha el Cacti que ja fa 
temps que està monitoritzant el dispositiu s’anomenarà “Màquina1” i la màquina 
on es volen migrar les gràfiques “Màquina2”. 
 
En primer lloc s’ha d’obrir la consola en la Màquina1 i anar al directori on està 
emmagatzemat el script “datos_dispositivos.php” i executar-lo. A continuació, 
en la figura 4.6, es pot veure l’execució d’aquest script i les dades d’alguns dels 
dispositius que surten per pantalla. 
 




Fig. 4.6 Execució del script datos_dispositivos.php 
 
 
Com es pot observar en la figura 4.6, per executar el script s’ha de posar: php 
datos_dispositivos (identificador del dispositiu a migrar). En l’exemple 
l’identificador del dispositiu és el 420 i el directori on s’ha d’executar el script és 
/var/www/html/cacti. Tot seguit es veuen les 10 columnes que formaran l’arxiu 
Excel. Hi ha 4 columnes (Título, Graph_id, Id_rrd i Nombre_rrd) en les que 
s’introdueixen les dades relacionades amb la primera gràfica d’aquest 
dispositiu, després n’hi ha 5 (Longitud_Nombre_rrd, Longitud_sinPath, 
Nombre_sinPath, Nombre_rrd_nuevo i Comanda_final) en les que 
s’introdueixen funcions d’Excel que ja s’explicaran més endavant, i hi ha una 
columna (Id_rrd_nuevo) que es deixa en blanc. En la figura 4.7 es veu com 
continua l’execució del script. 
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Fig. 4.7 Dades de les gràfiques amb id 96, 97 i 98 
 
 
El següent pas és crear el dispositiu en la Màquina2 associant-li la mateixa 
Host Template que tenia en la Màquina1. Després, entrar en el dispositiu i 
clicar a “Create Graphs for this Host” i, un cop allà, s’han de crear les mateixes 
gràfiques que hi havia creades en la Màquina1. 
 
Llavors s’ha d’entrar en el directori /var/www/html/cacti/rra de la Màquina1, el 
directori on es guarden els arxius .rrd, buscar els arxius que guarden la 
informació de les gràfiques del dispositiu a migrar i copiar tots aquests arxius 
en la mateixa carpeta de la Màquina2. Per copiar-los es pot fer des de la 
mateixa Màquina1 utilitzant un programa anomenat WinSCP que és un client 
SFTP (SSH File Transfer Protocol) que s’utilitza per facilitar la transferència 
segura d’arxius entre un sistema local (Màquina1) i un sistema remot 
(Màquina2). Una altra manera de copiar els arxius seria copiar-los en una 
memòria USB i portar-los fins a la Màquina2. En la figura 4.8 es pot veure que 
el WinSCP es basa en la part de l’esquerra que és el directori local i la part de 
la dreta és el directori remot, i per copiar un arxiu només s’ha d’arrossegar d’un 
costat al altre. 




Fig. 4.8 WinSCP 
 
 
Un cop fet això, s’ha d’obrir l’arxiu Excel “Info_Graficas.xls” creat pel script 




Fig. 4.9 Columnes A, B, C, D i E de l’arxiu Info_Graficas.xls 
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En la figura 4.9 es poden observar les primeres 5 columnes, on en les 4 
primeres hi ha la informació extreta de la base de dades de Cacti i la 5a calcula 
el nombre de caràcters hi ha en casella D de cada fila. Després es necessitarà 
saber aquest nombre de caràcters per poder extreure la part que posa 




Fig. 4.10 Columnes F, G, H, I i J de l’arxiu Info_Graficas.xls 
 
 
Les funcions de cada columna de la figura 4.10 són les següents: 
 
 Longitud_sinPath: es resta 11 (longitud de la cadena de caràcters 
“<path_rra>”) a la Longitud_Nombre_rrd. 
 
 Nombre_sinPath: la funció DERECHA agafa una cadena de text que se li 
passa per paràmetre i retorna els últims X caràcters d’aquesta cadena, on X 
és un número que també se li passa per paràmetre. En aquest cas, per una 
fila Y, a aquesta funció se li passa com a paràmetre de cadena de text DY 
(Nombre_rrd) i com a número FY (Longitud_sinPath). 
 
 Id_rrd_nuevo: aquesta columna s’ha d’omplir amb els identificadors dels 
data sources que donen la informació de les gràfiques creades en el Cacti 
de la Màquina2. Necessitem aquest id per substituir-lo pe l’id que hi havia 
en el nom del rrd de la Màquina1. 
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 Nombre_rrd_nuevo: la funció SUSTITUIR agafa una cadena de text i dintre 
d’aquesta cadena reemplaça una part d’aquesta cadena per una altra. En 
aquest cas, per una fila Y, a aquesta funció se li passa la cadena de text 
principal GY (Nombre_sinPath) i busca dintre d’aquesta cadena de text una 
part que coincideixi amb el segon paràmetre que se li passa CY (Id_rrd). 
Quan troba aquesta part la reemplaça pel tercer paràmetre que se li passa 
HY (Id_rrd_nuevo). En aquesta columna s’obté el nom del rrd que té la 
informació de la gràfica d’aquesta fila en la Màquina2. 
 
 Comanda_final: La funció CONCATENAR enllaça diferentes cadenes de 
text que se li passen per paràmetre. En aquest cas, per una fila Y, se li 
passa per paràmetre la cadena de text “mv ”, GY (Nombre_sinPath), un 
espai en blanc i IY (Nombre_rrd_nuevo). En aquesta columna s’obté una 
comanda que té la següent estructura: mv (Nombre_sinPath) 
(Nombre_rrd_nuevo). Amb aquesta comanda s’aconseguirà canviar els 
noms dels arxius .rrd que s’han copiat en la Màquina2. Els nous noms que 
tindran aquests arxius són els noms dels arxius .rrd dels que s’extreu la 
informació de les gràfiques creades en la Màquina2. 
 
Un cop omplerta la columna H queda una comanda final com es pot observar 




Fig. 4.11 Comanda final amb la columna H omplerta 
 
 
Finalment, només queda entrar en la consola de la Màquina2, anar al directori 
/var/www/html/cacti/rra i allà copiar totes les comandes de la columna J 
(Comanda_Final) perquè s’executin i canviïn el noms dels arxius .rrd copiats. 
 
 
4.3. Com crear una gràfica sumada 
 
En ocasions es possible que sigui interessant crear una gràfica on es representi 
la suma de dos o més gràfiques creades anteriorment. Per crear aquesta 
gràfica s’ha d’utilitzar l’eina aggregate i seguir els següents passos: 
 
1. Primer de tot s’han de seleccionar les gràfiques que vulguis sumar (poden 
ser dues o més gràfiques) al apartat “Graph Management”. Aquestes 
gràfiques poden ser del mateix dispositiu o de dispositius diferents. 
 
2. Un cop seleccionades les gràfiques, seleccionar “Create Aggregate Graph” 
en el menú “Choose an action” que hi ha en la part inferior a la dreta del 
mateix apartat “Graph Management”. Un cop seleccionat, pulsar el botó “go” 
que hi ha al costat. 
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3. Llavors, apareix una pantalla que diu les gràfiques que es sumen, els data 
sources associats a aquestes gràfiques i on s’ha de seleccionar el tipes de 
gràfica que es vol obtenir. Hi ha tres opcions, si es vol fer una suma de les 
gràfiques s’ha de seleccionar “Make i tan AREA/STACK Graph”, si es vol 
sumar les gràfiques en una línea es seleccionarà “Make it a LINE1 Graph”. 
En aquesta pantalla també és on s’adjudica un nom a la gràfica resultant de 
la suma. A continuación es pot veure en la figura 4.12 aquesta pantalla i es 




Fig. 4.12 Pantalla on es selecciona el tipus de gràfica sumada 
 
 
4. Un cop creada la gràfica, al entrar a veure aquesta gràfica creada pot ser 
que no es vegi correctament. Llavors s’ha de polsar “Turn On Graph Debug 
Mode” per poder veure que està passant. Amb el “Turn On Graph Debug 
Mode” es pot veure que fan els diferents ítems de la gràfica i si hi ha algun 
que és erroni també ho indica. Un cop es sap on hi ha l’error en la gràfica, el 
que s’ha de fer és eliminar els ítems que sobren i modificar els ítems que 
tinguin algun error per aconseguir que la gràfica mostri el resultat buscat, és 
a dir, la suma de la gràfica Dispositiu_projecte1 – Traffic – Gi1/1/17 i la 
gràfica Dispositiu_projecte1 – Traffic – Gi1/1/18. 
 
5. Un cop modificats els ítems per aconseguir la gràfica correcta (amb àreas, 
amb línies, amb áreas superposades a altres…), en les figures 4.13 i 4.14 
es pot observar (els ítems i la gràfica) com ha quedat l’exemple que s’ha 
anat realitzant. 
 




Fig. 4.13 Ítems de “Gràfica_Sumada_Projecte” 
 
 
En la figura 4.13 es veuen els diferents ítems d’aquesta gràfica i les seves 
propietats. Entre aquestes propietats les més importants són el “Graph Item 
Type” i el “CF Type”, on el primer indica com es representarà el ítem i el segon 
indica quin tipus d’informació es representa. Entre els tipus d’ítems els més 
comuns són: línia, àrea, llegenda (GPRINT) o STACK que representa el ítem 
amb el mateix tipus que s’hagi representat l’anterior però superposat a aquest. 
Pel que fa al tipus d’informació representada pot ser la mitjana (AVERAGE), la 




Fig. 4.14 Gràfica_Sumada_Projecte 
 
 
En la figura 4.14 es pot observar el tràfic d’entrada de la interfície Gi1/1/17 
representat amb l’àrea en blau, el tràfic d’entrada de la interfície Gi1/1/18 
representat amb l’àrea (STACK) en verd superposada a l’anterior. Pel que fa al 
tràfic de sortida d’aquestes interfícies es representen amb dues línies, una 
vermella (Gi1/1/17) i l’altre negra (Gi1/1/18). 
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6. Finalment, es pot afegir un ítem per sumar el tràfic d’entrada de les dos 
gràfiques i un altre ítem per sumar el tràfic de sortida. Per fer això, al crear 
el ítem nou s’ha de canviar la “CDEF Function” per una ja existent o per una 
que creïs tu mateix. En aquest cas, s’ha creat una funció CDEF que realitza 
la suma dels ítems d’entrada i dels ítems de sortida. Més endavant 
s’explicarà com crear una funció CDEF i que s’ha de tenir en compte. En la 
figura 4.15 es pot veure la Gràfica_Sumada_Projecte un cop afegits els dos 




Fig. 4.15 Gràfica_Sumada_Projecte final 
 
 
Aquests últims ítems afegits són anomenats “Total IN” i “Total OUT” i aquests 
sumen la última dada recollida, la mitjana i el màxim. En el cas del màxim pot 
ser que no coincideixi amb la suma dels dos valors màxims d’entrada o de 
sortida, ja que aquest ítem no dóna la suma dels valors màxims, sinó que dóna 
el valor màxim de la suma en un instant concret. Per tant, només coincidirà 
aquest màxim calculat amb la suma dels màxims dels altres dos ítems quan 
aquests dos màxims es donin en el mateix instant com succeeix en el cas del 
Total OUT (132.67Mbps+241.37Mbps=374.04Mbps). En canvi en el cas del 




Les CDEFs són les funcions que determinen les operacions que s’aplicaran en 
una gràfica determinada, és a dir, si en una gràfica es vol sumar el primer i el 
quart ítem s’haurà de buscar una funció que realitzi aquesta suma. Hi ha 
funcions que ja estan creades, però també es poden crear de noves. Aquestes 
funcions es poden trobar al subapartat “CDEFs” de l’apartat “Graph 
Management”. 
 
Primer de tot mostrarem com és una CDEF ja creada i les seves parts i, tot 
seguit, enumerarem i explicarem els passos a seguir per crear una CDEF nova. 
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A continuació es veurà una imatge on es podrà observar com està formada la 




Fig. 4.16 CDEF “Suma de 2 valores consecutives” 
 
 
A dalt de tot es pot observar el nom que li posem a la CDEF, en aquest cas 
“Suma 2 valores consecutivos”. Després hi ha la funció en si de la CDEF, en 
aquest cas “cdef= a,b,+,8,*” que significa que aquesta funció suma els dos 
primers ítems d’una gràfica i després multiplica el resultat de la suma per 8, per 
així passar el resultat de bytes a bits. Finalment, hi ha els CDEF Items on es 
defineix l’estructura i el que farà la funció. En aquest cas hi ha 2 ítems (Custom 
String) els quals junts formen la CDEF final. En aquest apartat es pot afegir 
més ítems polsant “Add” i així poder donar més funcionalitats a aquesta CDEF. 
 
Per fer una CDEF nova és molt senzill, només s’ha d’anar al subapartat 
“CDEFs” de l’apartat “Graph Management” i un cop allà polsar “Add”. Llavors, 
s’obre una finestra on s’ha de posar un nom a la CDEF, a poder ser relacionat 
amb la funció d’aquesta, i polsar “Create”. 
 
Llavors, s’ha de començar a afegir CDEF Items per donar les funcionalitats que 
es vol que tingui aquesta CDEF. Primer de tot s’ha d’entendre com funciona la 
nomenclatura dels ítems de les gràfiques. En les CDEFs es posen lletres 
ordenades alfabèticament relacionades amb l’ordre dels ítems de la gràfica. Es 
comença la nomenclatura per la “a” que està relacionada amb el primer ítem. A 
continuació, en la figura 4.17, es mostrarà la relació que hi ha entre els ítems 
d’una gràfica i la nomenclatura d’aquests basant-nos en l’exemple de la gràfica 
sumada anterior (es pot veure aquesta nomenclatura en una gràfica polsant 
“Turn On Graph Debug Mode” dintre la gràfica corresponent). 
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Fig. 4.17 “Graph Debug Mode” 
 
 
En la figura 4.17 es pot observar com es defineixen els valors de "a, b, c, d, e, f, 
g, h, i, j, ba, bb, bc, bd, be i bf" com els valors "Average", "Last", "Average" i 
"Max" de 4 Data Sources diferents de la gràfica Gràfica_Sumada_Projecte. 
Primer s'ha de seleccionar el "CDEF document Type" que es vol afegir. Es pot 
triar entre afegir una “Function” (SIN, COS, LOG, etc.), un “Operator” (+,-,*, 
etc.), un “Special Data Source”, un altre CDEF o un “Custom String”. Un cop ja 
s’entén la nomenclatura d'aquests valors, es pot començar a afegir CDEF 
Items. En l'exemple s'afegeix un Custom String on es defineixen les 




Fig. 4.18 CDEF utilitzada en la gràfica Gràfica_Sumada_Projecte 
 
 
S'ha creat la funció com un sol CDEF Item, encara que també es podria haver 
creat aquesta mateixa CDEF amb diversos CDEF Items. La funcionalitat 
d'aquesta CDEF d'exemple és sumar el primer (a) i el cinquè (e) valor. 
Finalment, multiplica per 8 el resultat de la suma dels 2 valors anteriors, així 
s'aconsegueix passar els bytes a bits. 
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5. Proves laboratori 
  
En aquest capítol es vol demostrar el funcionament de l’eina Cacti que s’ha 
explicat anteriorment. Per demostrar-ho s’han dissenyat dos tipus de proves. 
 
El primer tipus de proves realitzades és la captura, amb el programa Wireshark, 
dels paquets intercanviats per la màquina on hi ha instal·lat Cacti. Aquesta 
prova permetrà demostrar que el funcionament explicat anteriorment, utilitzant 
diferents missatges SNMP per obtenir la informació necessària dels equips de 
la xarxa, és l’utilitzat per Cacti. També es podrà observar quina informació 
transporten aquests missatges SNMP. 
 
En el segon tipus de proves realitzades es basa en la comprovació de que la 
informació utilitzada per generar les gràfiques és la correcta. Per poder realitzar 
aquestes proves s’han dissenyat diferents escenaris en el laboratori que 
estaran monitoritzats per Cacti. Un cop es transmetin diferents taxes pels 
enllaços es podrà comprovar si coincideix el que s’està transmetent amb el que 
apareix en les gràfiques de Cacti. 
 
5.1. Captura de paquets amb Wireshark 
 
L’objectiu d’aquesta prova es comprovar els tipus de paquets enviats per la 
màquina on hi ha instal·lat Cacti per obtenir la informació necessària de la 
xarxa i quina és la informació que porten aquests paquets en el seu interior. En 
aquesta prova els resultats esperats són capturar paquets SNMP on hi ha els 
OIDs dels objectes de la MIB que es volen consultar del diferents dispositius de 
la xarxa. Aquests paquets capturats han de ser get-request, enviats per la 
màquina on hi ha instal·lat Cacti consultant als OIDs, i get-response que seran 
les respostes dels diferents dispositius de la xarxa en els que hi haurà la 
informació útil per generar les gràfiques. 
 
En primer lloc s’ha capturat, amb el programa Wireshark, el tràfic que 
s’intercanvia la màquina on hi ha instal·lat Cacti amb la xarxa que monitoritza. 
Al capturar aquest tràfic permetrà comprovar el funcionament de Cacti: quins 
tipus de trames s’intercanvia, quin és el contingut d’aquestes trames, des de 
quins dispositius s’envien, etc. 
 
En la figura 5.1 es pot observar que totes són trames SNMP i són 
intercanviades entre la màquina on hi ha instal·lat Cacti (147.83.115.98) i el 
switch al que està connectat (147.83.115.85). Que totes les trames tinguin 
147.83.115.85 com la IP de d’origen o de destí ve donat a que és el punt 
d’accés a la xarxa a monitoritzar. Per tant, totes les trames són enviats a 
aquesta equip i aquest el reenvia a altres equip sinó van dirigits a ell, o són 
rebuts des d’aquest equip perquè totes les trames enviats des de qualsevol 
punt de la xarxa han de passar per ell abans d’arribar a la màquina on hi ha 
instal·lat Cacti. Això fa que amb el wireshark no es pugui saber a quin equip en 
concret va destinat cada trama. 
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Fig. 5.1 Trames intercanviades al realitzar les consultes de Cacti 
 
 
En la figura 5.1 està seleccionat la trama 32 i es pot veure el seu contingut. 
Aquesta és una trama SNMP (port 161) amb IP origen 147.83.115.85 i amb IP 
destí 147.83.115.98. Dintre d’aquesta trama porta un missatge SNMP get-
response amb request-id=16805 i que transporta la informació de l’objecte 
1.3.6.1.2.1.2.2.1.16.120. Aquest objecte s’anomena ifOutOctets i és el tràfic de 
sortida d’un port en concret, en aquest cas el valor que hi ha de tràfic de sortida 
són 2007 bytes. Aquesta trama SNMP amb el missatge get-response és la 
resposta de la trama 31 que porta un missatge get-request al objecte 
1.3.6.1.2.1.2.2.1.16.120. Les següents dos trames, 33 i 34, tenen la mateixa 
finalitat que les dues anteriors, amb la diferència que en aquest cas es consulta 
l’objecte 1.3.6.1.2.1.2.2.1.10.120 que s’anomena ifInOctets i és el tràfic 
d’entrada del mateix port que s’ha consultat abans. Les següents trames fan les 
mateixes consultes a altres ports, ja que canvia l’últim número de l’objecte. 
Finalment, en aquesta trama també es pot veure la versió de SNMP que 
utilitzen (version-1) i la comunitat SNMP (public). 
 
La conclusió que es pot extreure d’aquesta prova és que Cacti obté la 
informació per generar les gràfiques tal com s’ha explicat en el segon capítol 
(Coneixements bàsics sobre Cacti), ja que els paquets capturats són els 
resultats esperats en aquesta prova. 
 
5.2. Proves de monitorització 
 
En aquest apartat s’han dissenyat diferents escenaris i s’han reproduït aquests 
escenaris al laboratori per poder-los monitoritzar amb Cacti. Amb la 
monitorització d’aquests escenaris es podrà comprovar el correcte 
funcionament de Cacti i treure alguna conclusió de les gràfiques obtingudes. 
Per tant, l’objectiu d’aquestes proves és verificar que coincideixen els resultats 
obtinguts en les gràfiques amb les taxes enviades per realitzar les proves. En el 
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cas que no coincidicin els resultats es realitzarà un estudi per saber què ha 
afectat als resultats. 
 
Per poder enviar tràfic des d’un ordinador a un altre s’ha utilitzat el programa 
Jperf per enviar diferents taxes de tràfic UDP. El funcionament i les possibles 
configuracions d’aquest programa s’explicaran en l’annex dels softwares 
utilitzats. 
 
Finalment, abans de començar amb les proves, s’ha de saber que les taxes de 
transmissió que a continuació s’enviaran a través del Jperf es refereixen a 
taxes especificades a nivell de transport, i Cacti fa les mesures a nivell MAC. 
Per tant, en les següents proves de monitorització s’obtindran unes taxes 
diferents a les enviades des del Jperf. Aquesta diferència en les taxes és 
deguda al conjunt de capçaleres que afegeixen els nivells inferiors al nivell de 
transport. 
 
5.2.1. Escenari 1 
 
Aquest escenari consta de 2 switchs (3com 1100 i 3com 4924) i 2 ordinadors, 
un connectat al port #20 del switch 3com 1100 i l’altre al port #23 del switch 
3com 4924. Els dos switchs estan connectats entre ells del port #24 del 3com 
1100 al port #20 del 3com 4924. Aquest enllaç que uneix els dos switchs està 
configurat a una velocitat de 10 Mbps, ja que els ports del switch 3com 1100 
només poden treballar en aquesta velocitat. Aquesta característica del switch 
3com 1100 afecta a tots els enllaços connectats a aquest switch. En la figura 




Fig. 5.2 Esquema de l’escenari 1 
 
 
Prova 1 – Enviament de tràfic UDP de PC1 a PC2  
 
S’envia un flux UDP de 10 Mbps, 12 Mbps, 15 Mbps i 20 Mbps del PC1 al PC2 
per comprovar si canvia el tràfic enviat pel PC1 i rebut pel switch 3com 1100. 
Les transmissions tenen una durada de mitja hora per cada flux UDP:  
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17:00 – 17.30: 10Mbps UDP 17:30 – 18:00: 12Mbps UDP 
18:00 – 18.30: 15Mbps UDP 18:30 – 19:00: 20 Mbps UDP 
 
En la figura 5.3 es pot observar que el port #24 del switch 3com 1100 rep un 
tràfic d’entrada constant de 9,38 Mbps durant tota la durada de la primera 
prova, encara que s’intenti enviar un flux més elevat de 10 Mbps. Això és degut 
a que els ports del switch 3com 1100 són 10Base-T, per tant, només poden 
transmetre o rebre com a molt una taxa de 10Mbps. Llavors, com el PC1 està 
configurat per negociar automàticament la velocitat i el tipus de dúplex, negocia 
amb el 3com 1100 i s’acorda que l’enllaç permet una velocitat de 10Mbps. Per 
això no es rep més de 10 Mbps encara que s’enviïn taxes superiors com el cas 
de 12, 15 o 10 Mbps. En quan al tipus de dúplex acordat, veient aquesta gràfica 
no es pot determinar quin tipus de dúplex és el que ha estat configurat en 
aquest enllaç, encara que més endavant hi ha una altra prova per saber quin 




Fig. 5.3 Gràfica del port #24 del switch 3com 1100 
 
 
Prova 2 – Enviament de tràfic UDP de PC2 a PC1 
 
S’envia un flux UDP de 10 Mbps (13:30 – 13:45) i de 15 Mbps (13:45 – 14:20) 
del PC2 al PC1. Aquesta prova permetrà veure la diferència entre enviar-ho del 
PC1 al PC2 i enviar-ho del PC2 al PC1. La figura 5.4 mostra el tràfic d’entrada 
del port # 23 del switch 3com 4924. 
 




Fig 5.4 Gràfica del port #23 del switch 3com 4924 
 
 





Fig. 5.5 Gràfica del port #24 del switch 3com 4924 
 
 
La diferència que es troba amb la prova anterior és que en aquest cas es pot 
transmetre més de 10 Mbps ja que els ports del switch 3com 4924 poden 
treballar a 10 Mbps, 100 Mbps i 1 Gbps. Per tant, el PC2 i el switch 3com 4924 
negocien la velocitat i el tipus de Dúplex que utilitzaran com en el cas anterior, 
però en aquest cas no hi ha la restricció que un dels costats de l’enllaç només 
pot treballar a 10 Mbps. En la figura 5.3 s’observa que el port #23 del switch 
3com 4924 arriba a rebre un màxim de 15,64 Mbps, en canvi en la figura 5.4 
s’observa que el port #24 d’aquest mateix switch transmet al voltant de 10 
Mbps, ja que aquest port enllaça amb el switch 3com 1100 i succeeix el mateix 
que abans. Per tant, hi ha una part de la transmissió que es va guardant en el 
buffer de sortida del port #24 i quan el buffer estigui ple es començaran a 
descartar trames. En la figura 5.6 es pot veure la gràfica que mostra les trames 
perdudes del port #24. 
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Fig. 5.6 Errors port #20 del switch 3com 4924 
 
 
Per saber els bytes que es perden s’ha de multiplicar el nombre de trames 
perdudes pels bytes que hi ha en cada trama. Com aquestes proves es van fer 
amb una mida de trama de 1500 bytes que sumats a les capçaleres i el 
preàmbul dóna un total de 1518 bytes. Amb aquesta dada es pot deduir que 
com hi ha una taxa màxima de trames perdudes de 488,11 trames/segon que 
multiplicat pels 1518 bytes per trama dóna una pèrdua màxima de 740950,98 
bytes/segon. 
 
Prova 3 – Modificació del mode de dúplex 
 
Aquesta prova es vol demostrar els canvis i les pèrdues que succeeixen en els 
diferents enllaços del escenari 1 quan es canvia el mode de dúplex d’aquests 
enllaços. 
 
Per realitzar aquesta prova s’ha obert un servidor i un client Jperf tant en el 
PC1 com en el PC2, per tant, s’enviaran tràfic UDP creuat als dos PCs. En tot 
moment s’enviarà una taxa de 10 Mbps des de cada un dels Pcs a l’altre. En 
els següents intervals de temps s’han fet les modificacions del mode de dúplex: 
 
16:45 – 17:30:  
Tots els enllaços en mode 10 Mbps Full-Dúplex 
 
17:30 – 18:15:  
Es canvia l’enllaç del PC2 al switch 3com 4924 a 10 Mbps Half-Dúplex 
 
18:15 – 19:00: 
Es canvia l’enllaç del PC1 al switch 3com 1100 a 10 Mbps Half-Dúplex 
 
En primer lloc, els resultats esperats es que mentre els dos enllaços estan 
configurats a 10 Mbps Full-Dúplex no hi ha d’haver trames descartades ja que 
si es transmet 10 Mbps des de cada un dels PCs no es tenen perquè saturar 
els enllaços ni omplir els buffers. En l’instant en que es modifica el mode de 
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dúplex del enllaç del switch 3com 4924 al PC2 a Half-Dúplex, s’haurien de 
començar a omplir els buffers i començar a descartar trames en el port #23 del 
switch 3com 4924. Això és degut a que en un enllaç on només poden circular 
10 Mbps sumant el tràfic en els dos sentits s’intentarà transmetre 10 Mbps en 
cada sentit. Finalment, quan es canvia el mode de dúplex en l’altre enllaç, 
s’espera que en el switch 3com 4924 el nivell de trames descartades pel port 
#23 baixi. 
 
En la figura 5.7 es pot observar el tràfic que passa pel port #24 del switch 3com 
1100 durant tota aquesta prova, i en la figura 5.8 les trames descartes en 




Fig. 5.7 Gràfica del port #24 del switch 3com 1100 
 
 
En la gràfica de la figura 5.7 es pot apreciar com durant el primer interval de 
temps rep 10 Mbps, és a dir, tot el tràfic enviat tant pel PC1 com pel PC2. En el 
segon interval, segueix rebent del PC1 els 10 Mbps, però el tràfic provinent del 
PC2 decreix fins al voltant dels 5 Mbps. Finalment, en el tercer interval tant el 
tràfic provinent del PC1 com el del PC2 s’estabilitza als 5 Mbps. A continuació, 




Fig 5.8 Trames descartades port #24 del switch 3com 1100 
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El més interessant d’aquesta última gràfica és que no és fins a l’últim interval 
temporal, quan es modifica el mode de dúplex del enllaç entre el PC1 i el switch 
3com 1100, que no es comencen a descartar trames. 
 
En les següents figures es podrà observar el que succeeix en el switch 3com 
4924 durant aquestes modificacions. En primer lloc, en la figura 5.9, es mostra 




Fig 5.9 Gràfica del port #23 del switch 3com 4924 
 
 
En la gràfica 5.9 es poden observar els resultats esperats en cada un dels 
intervals. En el primer es transmet 10 Mbps en els dos sentits, en el segon es 
transmet uns 5 Mbps en cada sentit i, finalment, en el tercer el tràfic enviat des 
del PC2 augmenta fins els 6 Mbps i el tràfic enviat des del PC1 disminueix una 
mica per sota dels 4 Mbps. En aquest últim cas, al canviar el tipus de mode de 
dúplex del enllaç entre el PC1 i el switch 3com 1100, a fet que el tràfic que 
arriba al switch 3com 4924 provinent del PC1 disminueixi i això fa que augmenti 
el tràfic provinent del PC2, sense que la suma dels dos tràfics mai sobrepassi 
els 10 Mbps. A continuació, en la figura 5.11, es mostren les trames 




Fig 5.10 Trames descartades port #23 del switch 3com 4924 
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En aquesta figura es veu que fins al segon interval de temps no es comencen a 
descartar trames, això ja era d’esperar ja que en el primer interval no hi ha cap 
tipus de restricció i tot el tràfic es pot transmetre. La taxa de trames 
descartades augmenta fins que s’estabilitza al voltant de les 500 trames/segon. 
Durant aquest segon interval segueix arribant una taxa d’uns 10 Mbps 
provinent del PC1, i és això el que causa que es descartin tantes trames en el 
port #23 del switch 3com 4924. Finalment, en el tercer interval de temps, 
aquesta taxa de trames descartades disminueix fins al voltant de les 150 
trames/segon. Aquesta disminució és deguda al canvi de mode de dúplex que 
es fa en l’enllaç entre el PC1 i el switch 3com 1100, que provoca que arribi 
menys tràfic provinent del PC1 en aquest port. Tot i així, encara es segueixen 
descartant trames. 
 
A continuació es passarà a observar el que succeeix en el port #24 d’aquest 





Fig 5.11 Gràfica port #24 del switch 3com 4924 
 
 
En aquesta gràfica es mostra el tràfic que hi ha entre els dos switchs. L’única 
diferència que hi ha entre aquesta gràfica i la gràfica del port #23 del mateix 
switch (figura 5.9) és en el tràfic d’entrada provinent del PC1 durant el segon 
interval. Aquesta diferència és deguda a que durant el segon interval es 
transmeten els 10 Mbps del switch 3com 1100 al switch 3com 4924, però 
aquest últim switch no pot transmetre els 10 Mbps cap al PC2 pel port #23 
perquè aquest enllaç ja està en mode 10 Mbps Half-Dúplex. 
 
Tot seguit, en la figura 5.12, es mostren les trames descartades en el port #24, 
per així poder-les comparar amb les descartades en el port #23. 
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Fig 5.12 Trames descartades port #24 del switch 3com 4924 
 
 
En aquest cas, les trames descartades en el port #24 no tenen cap similitud 
amb les descartades en el port #23, més aviat són oposades. En la figura 5.12 
es pot apreciar que en el primer interval es comencen a descartar algunes 
trames, encara que una taxa molt baixa, però era del tot inesperat ja que en 
principi s’hauria de poder transmetre tot el tràfic que no sigui superior a 10 
Mbps. Llavors, al revisar la gràfica del tràfic rebut des del PC2 en el port #23 
(figura 5.9) es pot observar que aquest tràfic és superior a 10 Mbps (un màxim 
de 10,37 Mbps), per tant, és lògic que hi hagi trames descartades en el primer 
interval. En arribar al segon interval, deixa d’haver trames descartades ja que el 
tràfic rebut des del PC2 ha disminuït a uns 5 Mbps i no hi ha problemes de 
saturació ni del enllaç ni dels buffers. Finalment, en el tercer interval tornen ha 
haver trames descartades, i aquest cop en una taxa molt més elevada. Això és 
degut a que el tràfic provinent del PC2 és d’uns 6 Mbps i l’enllaç per on s’ha 
d’enviar aquest tràfic està saturat. Si es comparen aquest últim interval de 
trames descartades amb el de trames descartades en el port #24 del switch 
3com 1100, es pot apreciar que tenen una forma molt similar, encara que la 
taxa del port #24 del switch 3com 4924 és el doble que la del altre. Aquesta 
relació entre les dues taxes de trames descartades ve donada pel tràfic rebut 
des de cada un dels dos PCs. 
 
Després d’haver analitzat les gràfiques més interessants del escenari d’aquesta 
prova es pot dir que els resultats obtinguts en aquesta prova són 
majoritàriament els esperats. 
 
Finalment, dir que en aquesta prova es pot extreure la conclusió que un canvi 
en el mode de dúplex d’un enllaç no només afecta en aquest enllaç, sinó que 
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5.2.2. Escenari 2 
 
Aquest escenari és el mateix que l’escenari 1, però se li afegeix un altre 
ordinador, anomenat PC3, connectat al port #18 del switch 3com 4924 com es 
pot veure en la figura 5.13. En aquest escenari no hi ha cap enllaç forçat a una 
velocitat o mode de dúplex, estan tots configurats en negociació atomàtica. Per 
tant, s’espera que els enllaços connectats amb el switch 3com 1100 estiguin 
treballant a 10 Mbps Full-Dúplex, ja que no pot treballar a més velocitat, i els 
enllaços que connecten el PC2 i el PC3 amb el switch 3com 4924 estaran 




Fig 5.13 Esquema de l’escenari 2 
 
 
Prova 4 – Enviament de tràfic UDP creuat 
 
En aquesta prova es podrà observar quin tipus de Dúplex (Half-Dúplex o Full-
Dúplex) han establert en la negociació els switchs amb els PCs. També es 
podrà observar com varia el tràfic i les trames perdudes en cada port si es puja 
la taxa UDP. 
 
Per realitzar aquesta prova s’ha obert un servidor Jperf en cada un dels 3 PCs, 
també s’han obert dos clients Jperf al PC1 (un enviant tràfic al PC2 i l’altre al 
PC3), i finalment, s’ha obert un client Jperf en el PC2 i en el PC3 enviant tràfic 
al PC1. Les taxes enviades són les següents: 
 
16:20 – 17:00 10 Mbps en tots els clients Jperf 
16:55 – 17:20 15 Mbps en tots els clients Jperf 
 
En la figura 5.14 es representa el tràfic que passa pel port #18 del switch 3com 
4924 i aquesta gràfica és similar a la del port #23 del mateix switch. Es pot 
observar que el tràfic d’entrada (que és el tràfic enviat pel PC3) està al voltant 
dels 10 Mbps fins a les 16:55, a partir d’aquell instant creix fins arribar a un 
màxim de 16, 08 Mbps. La raó de que el tràfic d’entrada no passa de 0 a 10 
Mbps, directament, és perquè no ha estat just a les 16:20 que s’ha començat la 
transmissió, ha estat uns minuts més tard. Al fer la consulta fa la mitjana del 
tràfic d’entrada que ha rebut el port els últims 5 minuts, i com hi ha algun minut 
que el tràfic era 0 la mitjana no pot donar 10 Mbps. La transició de 10 Mbps a 
15 Mbps és escalada pel mateix motiu, ja que s’havien d’aturar els clients Jperf 
Proves laboratori  57 
per canviar la taxa de tràfic UDP enviat, mentre els clients Jperf estaven aturats 
no enviaven tràfic i, per tant, això farà que disminueixi bastant la mitjana 
calculada en aquest interval. Després, al aturar les transmissions, la gràfica 
tampoc va de 15 Mbps a 0 en un interval, i això és degut a 2 motius: el primer 
és el mateix que s’ha explicat anteriorment, que no s’ha aturat la transmissió 
just a les 17:20 i això ha modificat la gràfica, i el segon és el buffer de sortida 





Fig. 5.14 Gràfica del port #24 del switch 3com 4924 
 
 
Pel que fa el tràfic de sortida és el provinent del PC1 i el seu valor màxim és de 
5,18 Mbps. Aquí es pot veure que encara que s’enviï una taxa de 10 o 15 Mbps 
des del PC1 només arribarà una taxa al voltant de 5 Mbps al PC2 i al PC3, ja 
l’enllaç entre el PC1 i el switch 3com 1100 és de 10 Mbps i es reparteix la 
meitat d’aquest enllaç per cada una de les dues transmissions. El tràfic de 
sortida també disminueix com el tràfic d’entrada pels mateixos motius. 
 
A continuació, en la figura 5.15, es pot veure la gràfica del port que connecta 




Fig. 5.15 Gràfica del port #24 del switch 3com 4924 
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En la figura 5.15 es pot apreciar el tràfic d’entrada i de sortida que passa pel 
port #24 del switch 3com 4924 i es veu que està al voltant dels 10 Mbps ja que 
està connectat amb el switch 3com 1100 i la velocitat negociada és de 10Mbps. 
Com no pot transmetre més de 10 Mbps, quan s’ha de transmetre un flux 
superior aquest port comença a descartar trames com es pot veure en la figura 
5.16. A partir de les 17:20 el tràfic d’entrada disminueix, però la gràfica no va 
dels 10 Mbps a 0 ja que encara rep tràfic del buffer de sortida del port #24 del 
switch 3com 1100 fins les 17:40. 
 
En la figura 5.15 també es pot apreciar que el dúplex negociat en aquest enllaç 
és Full-Dúplex ja que transmet i rep un taxa al voltant dels 10 Mbps a la 
vegada, per tant, es dedueix que els ports del switch 3com 1100 suporten 
aquest tipus de dúplex. 
 
La figura 5.16 representa el nombre de trames descartades en cada instant. Es 
normal que es descartin trames ja que aquest port havia de transmetre el tràfic 
provinent del PC2 i del PC3 (10 Mbps al principi i de 15 Mbps després per cada 




Fig. 5.16 Gràfica de les trames descartades del port #24 del switch 3com 4924 
 
 
En aquesta gràfica es pot observar que el nombre de trames descartades per 
segon augmenta fins que arriba a estabilitzar-se al voltant de les 1000 
trames/segon. En canvi, quan es comença a transmetre a 15 Mbps augmenta 
el nombre de trames descartades per segon fins arribar a estabilitzar-se en un 
màxim de 1780 trames/segon. A partir d’aquesta dada es pot extreure la 
conclusió que en un port on s’intenta transmetre una taxa superior a la velocitat 
que pot transmetre el nombre de trames descartades per segon augmenta fins 
que arribarà un punt que aquest nombre de trames descartades s’estanca. Això 
es degut a que al principi de la transmissió el buffer està buit i, per tant, al 
principi el que farà es omplir-se el buffer. Llavors, es va omplint i buidant i es 
comencen a descartar trames. A mesura que arriba més flux UDP es troba el 
buffer més ple i es descarten més trames. Però aquest nombre va augmentant 
fins que arriba a un punt que s’estabilitza perquè s’arriba a un equilibri entre el 
nombre de trames que arriben i la suma del nombre de trames descartades i el 
nombre de trames que entren en el buffer. 
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Quan s’augmenta la taxa de transmissió a 15 Mbps també augmenten les 
trames descartades i es produeix el mateix procés que abans fins que es torna 
a estabilitzar aquest nombre. En aquest cas, quan es canvia la taxa el buffer ja 
està ple. 
 
Finalment, es pot veure que un cop s’ha aturat la transmissió disminueix el 
nombre de trames descartades per segon ja que es va buidant el buffer de 
sortida, però al mateix temps encara està rebent tràfic dels buffers dels port #18 
i #23 del mateix switch i dels buffers dels PCs. Per aquest motiu encara es 
descarten trames un cop aturada la transmissió. 
 
5.2.3. Escenari 3 
 
Aquest escenari, mostrat en la figura 5.17, és el mateix que l’escenari 1, encara 
que es crea una altra connexió entre el switch 3com 1100 i el switch 3com 
4924. Així es provoca que hi hagi dos possibles camins i, per tant, es crea 




Fig. 5.17 Escenari 3 
 
 
Com hi ha dos possibles camins per anar del PC1 al PC2 o a la inversa, si no 
es modifica cap paràmetre de la configuració dels dos switchs no hi ha 
connectivitat entre els dos switchs. Això succeeix perquè no està habilitat el 
Spanning Tree Protocol en cap dels dos switchs i, aleshores, es crea una 
tempesta de broadcast que provoca la saturació dels dos enllaços. 
 
Per solucionar aquest problema s’ha d’entrar en els dos switchs. En aquest cas 
s’ha fet via Telnet de la següent manera: 
 
# telnet 147.83.115.85 (per entrar en el switch) 
 
Un cop a l’interior s’ha d’entrar en els següents submenús per habilitar el 
Spanning Tree Protocol:  
 
bridge  spanningTree  stpState (Enable/Disable Spanning Tree on a bridge) 
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Un cop habilitat el Spanning Tree Protocol en els dos switchs, l’escenari torna a 
funcionar correctament ja que s’ha habilitat un dels dos camins possibles 
segons els seus costos. 
 
Prova 5 – Modificació dels costos dels ports 
 
Per modificar els costos s’ha fet per veia Telnet entrant als següents 
submenús: 
 
bridge  port  stpCost (Set the Spanning Tree Path Cost) 
 
Per introduir el stpCost s’havia d’especificar el port que es volia modificar i 
després introduir el valor del cost que es volia que tingués aquell port. 
 
A les 16:50 h del 19/03/2012 s’ha modificat el cost del port #7 del switch 3com 
4924 i del port #12 del switch 3com 1100 a un valor de 150. Mentrestant, als 
ports #24 d’aquests dos switchs se’ls hi assignat un cost de 300. D’aquesta 
manera el camí habilitat hauria de ser el del port #7 del switch 3com 4924 al 
port #12 del switch 3com 1100. 
 
A les 17:20 h del 19/03/2012 s’ha modificat el cost del port #7 del switch 3com 
4924 i del port #12 del switch 3com 1100 a un valor de 400. Mentrestant, els 
port #24 s’han deixat amb el cost de 300 que ja tenien. A partir d’aquest instant 
s’hauria d’haver canviat el camí escollit al que uneix els ports #24 dels dos 
switchs. 
 
Finalment, a les 18:05 s’ha modificat el cost de tots els ports assignant un valor 
de 300 a tots els ports. En aquest punt, segons el Spanning Tree Protocol, en 
cas de ser el mateix cost prefereix el que té el nombre de port més petit. Per 
tant, en aquest cas s’hauria d’haver canviat el camí un altre vegada. 
 
A continuació es mostraran les gràfiques dels ports #7 i #24 del switch 3com 
4924 per demostrar que s’han modificat els ports habilitats i bloquejats en cada 
modificació que s’ha realitzat en els switchs. En primer lloc es mostra la gràfica 




Fig. 5.18 Gràfica del port #7 del switch 3com 4924 
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En aquesta gràfica es pot veure que en aquest port circula tràfic de les 17:00 a 
les 17:30 i de les 18:00 a les 19:00. Aquesta captura pertany a la gràfica 
mensual (s’agafa una mostra cada 30 minuts) i per aquest motiu la resolució és 
més petita, els valors mostrats són una mitja dels valors reals en l’interval de 30 
minuts. De les 17:00 a les 17:30 hi ha un tràfic d’uns 7 Mbps (hauria de ser 
d’uns 10 Mbps), això és degut a que a partir de les 17:20 no va haver-hi tràfic i 
això va baixar a 7 Mbps  la mitjana del tràfic. Passa el mateix de les 18:00 a les 
18:30 ja que no es va canviar el valor dels costos dels ports fins les 18:05. 
 




Fig. 5.19 Gràfica port #24 del switch 3com 4924 
 
 
Amb aquestes dues gràfiques es pot observar que en els moments en els que 
es canvia els costos dels ports canvia el camí que recorre el flux UDP enviat. 
Primer s’envia pel port #7 fins les 17:20 (encara que en les gràfiques surt que 
és fins les 17:30, però això és degut a que es fa la mitjana dels valors obtinguts 
entre les 17:00 i les 17:30). A partir de les 17:20 fins les 18:00 s’envia pel port 
#24, i finalment, a partir de les 18:00 es torna a enviar pel port #7. Aquestes 
gràfiques mostren els resultats esperats segons la teoria del funcionament del 
Spanning Tree Protocol. 
 
Com a conclusió de totes les proves de monitorització realitzades s’ha observat 
que la generació de gràfiques de Cacti funciona correctament ja que, en la 
majoria dels casos, els resultats són els esperats i coincideixen amb les taxes 
enviades. En els casos que no coincideixen els resultats de les gràfiques amb 
les taxes enviades és degut a una mala configuració dels switchs o, en la 
majoria dels casos, a que no coincideix el moment en que el poller fa les 
consultes a la xarxa amb el moment en que es comença a transmetre. També 
hi ha variacions en els resultats al canviar les configuracions dels switchs o al 








L’eina Cacti és molt interessant per gestionar la monitorització de qualsevol 
xarxa, ja sigui petita o molt gran. Al utilitzar l’eina RRDTool per emmagatzemar 
les dades recollides, fa que els arxius on es guarden les dades no augmentin la 
seva mida encara que segueixin emmagatzemant dades. Aquesta 
característica permet que no es necessiti una màquina amb una gran capacitat 
d’emmagatzematge per poder monitoritzar una gran xarxa. Una altra 
característica important de Cacti és la seva organització en plantilles (de 
gràfiques, de dispositius, etc.) que facilita molt la seva utilització per nous 
usuaris. Per tant, la primera conclusió que es pot extreure d’aquest treball és 
que Cacti és una eina molt útil en qualsevol tipus d’empresa que tingui una 
xarxa per poder monitoritzar els nodes o dispositius d’aquesta, i poder 
investigar els possibles incidents de la xarxa. 
 
L’aportació més important d’aquest treball és la creació dels dos scripts,  
simplecsvimport.php i datos_dispositivos.php, que permeten la millora de 
processos d’administració de Cacti. En el cas del simplecsvimport.php 
s’aconsegueix agregar a Cacti tants dispositius com es vulgui en pocs minuts, 
quan si els has d’agregar d’un en un és un procés molt lent. Per tant, 
s’aconsegueix millorar el temps de realització d’aquest procés d’agregació de 
dispositius. En el cas del datos_dispositivos.php s’aconsegueix migrar les 
gràfiques d’una màquina a una altra sense perdre les dades recollides fins 
aquell moment. Aquest procés no existeix en Cacti, per tant, la millora 
consisteix en que s’ha aconseguit realitzar un procés de migració de gràfiques 
quan a Cacti no hi havia cap opció per fer-ho. 
 
Una altra part important d’aquest treball ha estat la comprovació al laboratori 
del funcionament  de la recollida de dades de Cacti amb missatges SNMP i la 
comprovació del correcte funcionament de Cacti al generar les gràfiques a 
partir d’aquestes dades. També s’han creat diferents escenaris en el laboratori, 
per poder demostrar que es poden deduir i treure conclusions del que està 
succeint en una xarxa observant les gràfiques de Cacti. Modificant diferents 
paràmetres de la transmissió o de la configuració dels switchs s’aconsegueix 
veure com afecten aquestes modificacions a les gràfiques de Cacti, per 
després extreure teories de què succeeix i com funciona la xarxa. 
 
Finalment, es pot dir que s’han assolit tots els objectius, alguns amb resultats 
més interessants i aprofitables que d’altres, proposats al inici d’aquest treball. A 
part dels objectius tècnics sobre Cacti, també he assolit un altres tipus 
d’objectius personals com l’aprenentatge del llenguatge de programació PHP i 
l’aprenentatge del funcionament i l’organització de les bases de dades MYSQL. 
 
Com a proposta a possibles ampliacions d’aquest treball o treballs futurs 
relacionats amb aquest, una possibilitat seria implementar Cacti per 
monitoritzar la xarxa d’una gran empresa, que monitoritzés tots els enllaços i 
els dispositius d’aquesta xarxa. També es podria millorar aquesta eina amb la 
automatització de la creació de gràfiques amb un script PHP, que al agregar un 
dispositiu a Cacti, es creessin automàticament una quantitat de gràfiques 
estàndards (utilització de memòria, utilització de CPU, etc) que es 
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necessitessin monitoritzar en tots el dispositius. Una idea interessant a 
implementar en un treball futur seria fer una comparació entre Cacti i altres 
eines de monitorització, per així poder observar els avantatges i els 
desavantatges de cada una d’aquestes eines. Finalment, una última 
implementació seria buscar nous plugins que aportessin noves funcionalitats a 
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Annex A. Instal·lació de Cacti 
 
L’eina de monitorització Cacti es pot instal·lar en diferents sistemes operatius. 
En concret, en aquest treball s’explicarà els procediments a seguir i les 
configuracions necessàries per instal·lar aquesta eina en Windows i en Linux. 
Per procedir a la instal·lació de Cacti en una màquina, tant en Windows com en 
Linux, abans s’ha d’assegurar que aquesta màquina compleix uns 
requeriments. Aquests requeriments és que ha d’haver instal·lats i amb la 
correcta configuració els següents serveis: 
 






A continuació, explicaré els passos que he seguit per instal·lar Cacti en 
Windows i Linux. 
 
A.1 Instal·lació en Windows 
 
La instal·lació de Cacti la he efectuat en una màquina amb el sistema operatiu 
Windows 7 de 32 bits. Primer de tot dir que he utilitzat el servidor XAMPP, que 
és un software lliure que consisteix en la base de dades MySQL, el servidor 
web Apache i els llenguatges de script PHP i Perl. 
 
En primer lloc s’ha de procedir a la descarrega dels servidors i els paquets 
següents: 
 
 Cacti: hi ha diferents versions de Cacti per descarregar. He preferit 
descarregar la última versió que hi havia quan ho vaig instal·lar, Cacti 
0.8.7h, encara que ara ja existeix la versió Cacti 0.8.7i. He descarregat 
aquesta versió de la següent URL:  
http://www.cacti.net/download_cacti.php 
 
 RRDTool: s’ha de tenir en compte que sigui una versió per Windows de 32 
bits (win32) i que la versió 1.3.x d’aquesta eina només és suportada per la 
versió de cacti 0.8.7c o superiors. En el meu cas he descarregat la versió 
RRDTool-1.2.15-cygwin-1.5.20 de la següent URL, on es poden trobar 
diferents versions d’aquesta eina:  
http://www.cacti.net/downloads/RRDTool/win32/ 
 
 Net-SNMP: descarregar una versió win32 i aquest ha de ser com a mínim la 
versió 5.3.1. La versió que he seleccionat és la net-snmp-5.7.1 i la he 
descarregat de la següent URL: 
http://net-snmp.sourceforge.net/download.html 
 
 XAMPP: he descarregat l’última versió de XAMPP que existeix per 
windows: xampp-win32-1.7.7. Hi ha diferents formes de descarregar 
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XAMPP (.zip, .tar, .exe), en aquest cas he descarregat l’executable xampp-
win32-1.7.7-VC9-installer.exe en la següent URL:  
http://www.apachefriends.org/en/xampp-windows.html#641 
 
Aquesta versió del XAMPP inclueix: 
 
o Apache 2.2.21 
o MySQL 5.5.16 
o PHP 5.3.8 
o phpMyAdmin 3.4.5 
o FileZilla FTP Server 0.9.39 
o Tomcat 7.0.21 
 
El primer pas que s’ha de fer és instal·lar i configurar el XAMPP i els serveis 
que porta. 
 
A.1.1 Instal·lació i configuració de XAMPP 
 
Primer de tot executar l’arxiu xampp-win32-1.7.7-VC9-installer.exe. Llavors 
s’obre un menú d’instal·lació on s’ha de seguir els següents passos: 
 
1. Escollir l’idioma d’instal·lació del XAMPP. Vaig escollir l’anglès ja que els 
tres idiomes disponibles són l’anglès, l’alemany i el japonès. 
 
2. Tot seguit surt la primera pantalla on presenta la instal·lació on explica la 
versió de XAMPP que s’instal·larà i adverteix que es tanquin les altres 
aplicacions que estiguin obertes. En aquesta pantalla només s’ha de prémer 
el botó “Next”. 
 
3. Llavors passa a la pantalla on s’ha d’elegir el directori on es guardaran els 
arxius del XAMPP, en aquest cas he utilitzat el directori per defecte 




Fig. A.1 Selecció de la ruta on guardar els arxius de XAMPP 
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4. En la següent pantalla s’ha d’elegir els serveis que es vol instal·lar i 
començar la instal·lació pròpiament dita. En aquest cas he elegit l’Apache i 




Fig. A.2 Elecció dels serveis del XAMPP que es volen instal·lar 
 
 
5. Finalment surt una pantalla conforme el XAMPP s’ha instal·lat correctament.  
 
Llavors s’ha d’executar el panell de control de XAMPP per confirmar que la 
instal·lació ha estat correcta i que els serveis s’estan executant, com es pot 




Fig. A.3 Panell de control de XAMPP 
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Llavors s’ha de prémer amb el botó dret sobre “Equipo” i polsar “Administrar”. 
Anar a “Servicios” dintre de l’administrador de l’equip, buscar el servei “Servicio 
de administración de web” i, en el cas que estigui aturat, iniciar-lo. 
 
Després s’ha d’obrir el navegador web i connectar-se a la URL: http://localhost/. 
Llavors apareixerà la interfície web de XAMPP on es pot administrar la base de 
dades MySQL (com es veurà més endavant) i visualitzar l’estat del serveis 





Fig. A.4 Estat dels serveis que ofereix XAMPP 
 
 
Tot seguit agafar l’arxiu, abans descarregat, cacti-0.8.7h.zip i descomprimir-lo 
en el directori C:\xampp\htdocs i canviar el nom de la carpeta cacti-0.8.7h per 
cacti. 
 
A.1.1.1 Configuració PHP 
 
Per començar la configuració del PHP s’ha d’anar a: Panel de Control  
Sistema y Seguridad  Sistema  Configuración avanzada del sistema  
Variables de entorno. Un cop allà, verificar que existeixen les variables del 
sistema Path i PHPRC, en les que en les dues ha d’haver el valor 
C:\xampp\php. Tot seguit, afegir una nova variable d’entorn anomenada 
MIBDIRS la qual tindrà el valor C:\xampp\php\Extras\mibs. 
 
Un cop afegides aquestes variables d’entorn, s’ha d’obrir i modificar l’arxiu 
C:\PHP\php.ini afegint les següents línies: 
 
fastcgi.impersonate = 1 
register_argc_argv = On 
safe_mode = Off 
cgi.fix_pathinfo = 1 
cgi.force_redirect = 0 
upload_tmp_dir = "C:\PHP\Uploadtemp" 
session.save_path="C:\PHP\Session" 
 
Finalment s’han de modificar els permisos de les carpetes 
C:\xampp\php\Uploadtemp i C:\xampp\php\Session per concedir drets de 
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modificació dels arxius d’aquests directoris als usuaris IUSR_ i IIS_WPG. 
També s’han de canviar els permisos de la carpeta 
C:\xampp\php\extras\mibs\index modificant els drets de modificació dels arxius 
d’aquesta carpeta al usuari que executi les “Tareas programadas”. Aquestes 
modificacions dels permisos de les carpetes es realitzen clicant amb el boto 
dret sobre la carpeta, entrar a les propietats de la carpeta i a la pestanya de 
seguretat, un cop allà es poden modificar els permisos dels usuaris en aquest 
directori. 
 
A.1.1.2 Configuració MySQL 
 
Per configurar el servei MySQL primer de tot s’ha d’obrir el navegador per anar 
a la interfície web de XAMPP a la URL http://localhost/. Un cop allà, clicar al 
submenú “phpMyAdmin” on es poden crear noves bases de dades MySQL. En 
aquest cas es crearà una base de dades que s’anomenarà “cacti”. Un cop 
creada la base de dades s’ha d’anar a la pestanya “Importar”, que serveix per  
carregar l’estructura de taules i camps que té cada taula, i importar aquesta 
estructura de l’arxiu cacti.sql que es troba en el directori C:\xampp\htdocs\cacti. 
Un cop realitzat aquest pas, s’ha de clicar en la pestanya “Privilegios” on es 
podrà veure els diferents usuaris que tenen accés en la base de dades “cacti”, i 
llavors clicar en “Editar privilegios” de l’usuari root del servidor localhost. 
Llavors s’obre una finestra on hi ha un apartat anomenat “Cambio de 
contraseña”, allà s’ha d’especificar quina contrasenya vols que tingui aquest 
usuari per editar i consultar informació d’aquesta base de dades. En aquest cas 
la contrasenya posada va ser “contracacti”. 
 
En aquest moment si s’intentés entrar en la base de dades “cacti” a través del 
“phpMyAdmin” de XAMPP surt un missatge error de MySQL que diu que les 
configuracions no són vàlides. Això és degut a que la contrasenya assignada al 
usuari també s’ha d’especificar en l’arxiu de configuració de phpMyAdmin 
config.inc.php que es troba en el directori C:\xampp\phpMyAdmin. Dintre 
d’aquest arxiu s’ha d’escriure la mateixa contrasenya assignada anteriorment 
en el camp ‘password’ de la part on especifica el tipus i la informació 
d’autenticació. La línia en qüestió és la següent: 
 
$cfg['Servers'][$i]['password'] = 'contracacti'; 
  
Un cop feta aquesta modificació es pot procedir a obrir el navegador amb la 
URL http://localhost/cacti, però al fer-ho surt un missatge d’error que diu que no 
es pot connectar al servidor MySQL de ‘localhost’. Per resoldre aquest 
problema s’ha d’anar al arxiu config.php que es troba en el directori 
C:\xampp\htdocs\cacti\include i modificar les línies on es defineix l’usuari i la 
contrasenya per entrar en la base de dades: 
 
$database_username = "root"; 
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A.1.2 Instal·lació Net-SNMP i RRDTool 
 
Primer de tot executar l’arxiu net-snmp-5.5.1-1.x86.exe. Els passos a seguir en 
el menú d’instal·lació són: 
 
1. Acceptar els termes de l’acord de llicència. 
 
2. En la pantalla on s’escullen els components que es volen instal·lar, 
seleccionar el component “With Windows Extension DLL suport” en comptes 
del “Standard Agent” en l’apartat “Net-SNMP Agent Service”. També 
desmarcar el component “Net-SNMP Trap Service” i el component “Perl 




Fig. A.5 Elecció dels components de Net-SNMP a instal·lar 
 
 
3. En la següent pantalla s’ha d’escollir el directori on es guardaran els arxius 
del Net-SNMP. En aquest cas he escollit el directori C:\Net-SNMP\. 
 
4. En la següent pantalla s’escull la carpeta del menú d’inici on es vol crear 
l’accés directe al programa i comença la instal·lació. 
 
5. Quan acabi la instal·lació s’ha de clicar “Finalitzar” i l’agent Net-SNMP per 
Windows ja estarà instal·lat correctament. 
 
Després d’això es procedeix a la instal·lació de RRDTool. Aquest procediment 
és molt més simple, ja que només es tracta d’agafar l’arxiu comprimit rrdtool-
1.2.15-cygwin-1.5.20.zip i descomprimir-lo en C:\rrdtool. Dintre d’aquesta 
carpeta hi haurà tres arxius executables i cinc arxius .dll que dotaran la 
màquina amb la capacitat d’utilitzar les característiques de la RRDTool, 
essencials per al funcionament de Cacti. 
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A.1.3 Instal·lació de la versió de Cacti 
 
La primera vegada que s’obre el navegador web amb la URL 
http://localhost/cacti s’obre automàticament amb la pàgina de la Guia 
d’Instal·lació de Cacti, que serveix per indicar a Cacti en quins directoris es 
troben la RRDTool, l’arxiu de Log de Cacti, la versió de RRDTool, etc. Els 
passos a seguir són: 
 
1. La primera pantalla que surt només explica que estàs a punt d’instal·lar 
Cacti i diu que s’han de llegir els acords de la llicència. Un cop llegits s’ha 
de clicar “Next”. 
 
2. En la segon pantalla s’ha d’escollit “New Install” en el tipus d’instal·lació i 
verificar que l’usuari (root), hostname (localhost), base de dades (cacti) i 
sistema operatiu (win32) que apareixen són correctes, sinó és així s’han de 
canviar en l’arxiu C:\xampp\htdocs\cacti\include\config.php. Després d’això 
clicar “Next”. 
 
3. En la tercera pantalla és en la que s’especifiquen els directoris on hi ha els 
arxius executables de la RRDTool, del PHP, de les diferents consultes snmp 
(snmpwalk, snmpgel, snmpbulkwalk i snmpgetnext) i també on s’especifica 
quina versió de la RRDTool s’utilitzarà (1.0.x, 1.2.x o 1.3.x). En aquest cas 
només s’ha de canviar la carpeta per defecte de PHP c:/php/php.exe per 
c:/xampp/php/php.exe que és on hi ha realment aquest arxiu executable, i 
triar la versió 1.2.x de la RRDTool ja que la descarregada és la 1.2.15. 
Després d’això només falta clicar “Finish” i ja es podrà entrar en la interfície 
web de Cacti per monitoritzar qualsevol tipus de xarxa. 
 
L’últim pas és crear una tasca que executi el script poller.php perquè es facin 
les consultes SNMP per obtenir les dades necessàries per dibuixar les 
gràfiques. Per crear aquesta tasca en Windows s’ha d’anar al “Programador de 
tareas” i un cop allà crear una tasca nova. En aquest cas, s’ha creat una tasca i 
s’ha anomenat “Crontab Cacti”. En aquesta tasca se li han de definir uns 
paràmetres de configuració com quan  comença a executar-se, quan temps 
passa entre una execució i la següent, quina acció a d’executar aquesta tasca, 
etc. En la tasca “Crontab Cacti” s’ha configurat que s’executi diàriament, que es 
repeteixi cada 5 minuts i les accions que ha de fer són executar els scripts php 
C:\xampp\php\php.exe i C:\xampp\htdocs\cacti\poller.php. Finalment, només 
queda habilitar aquesta tasca i llavors cada 5 minuts s’enviaran les consultes 
SNMP automàticament. 
 
A.2 Instal·lació en Linux 
 
La instal·lació es fa en una màquina amb el sistema operatiu CentOS que és un 
producte de lliure distribució que és molt similar al Red Hat Enterprise Linux. 
 
Abans d’instal·lar Cacti s’ha de procedir a la instal·lació dels dipòsits RPMforge 
que són unes eines d’administració de paquets capaces d’instal·lar, actualitzar, 
desinstal·lar, verificar i sol·licitar programes. Per això primer hem d’assegurar-
nos que ja està instal·lat priorities, que és una eina útil per ordenar la prioritat 
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dels dipòsits i així evitar que al actualitzar arxius del sistema es pugui posar en 
perill l’estabilitat del sistema operatiu: 
 
# yum install yum-priorities 
 
Per assegurar-nos de que yum-priorities està activat s’ha de mirar l’arxiu 





Una vegada s’ha instal·lat yum-priorities toca descarregar els dipòsits 
RPMforge a la URL http://packages.sw.be/rpmforge-release/rpmforge-release-





Després toca instal·lar els dipòsits, però abans importem la clau gpg que és la 
que permet xifrar els missatges: 
 
#rpm --import http://dag.wieers.com/rpm/packages/RPM-GPG-KEY.dag.txt 
#rpm -i rpmforge-release-0.5.1-1.el5.rf.i386.rpm 
 
Ara ja tenim instal·lat els dipòsits necessaris per poder instal·lar cacti en la 
màquina on tenim instal·lat el sistema operatiu CentOS. 
 
Llavors es procedeix a la instal·lació de Cacti pròpiament dita amb les següents 
comandes: 
 
#yum --enablerepo=rpmforge -y install php httpd mysql mysql-server php-mysql 
vim-enhanced net-snmp net-snmp-utils php-snmp initscripts perl-rrdtool rrdtool 
initscripts 
# yum --enablerepo=rpmforge -y install cacti* net-snmp* rrtool 
 
Amb això ja tenim instal·lat Cacti i tots els paquets necessaris. 
 
A.2.1 Configuració del servidor PHP 
 
Per començar s’ha d’anar al arxiu /etc/php.ini i realitzar els següents canvis: 
 
 Modificar la línia de codi on es defineix la ruta cap al directori d’extensions. 
 
extension_dir = /etc/php.d  
 
 Activar l’extensió MySQL accedint a /etc/php.d/mysql.ini i afegint la següent 
línia de codi. 
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; Enable mysql extension module 
extension=mysql.so 
 
 Activar l’extensió MySQL accedint a /etc/php.d/snmp.ini i afegint la següent 
línia de codi. 
 
; Enable snmp extension module 
extension=snmp.so 
 
A.2.2 Configuració del servidor Apache 
 
Modificar l’arxiu httpd.conf del directori /etc/httpd/conf per indicar-li al servidor 
que ha de cargar els arxius de configuració que es troben en el directori 
/etc/httpd/conf.d: 
 
# Load config files from the config directory "/etc/httpd/conf.d". 
Include conf.d/*.conf 
 
Si s’utilitza php5 s’ha d’afegir les següents línies: 
 
# PHP is an HTML-embedded scripting language which attempts to make it 
# easy for developers to write dynamically generated webpages. 
 
LoadModule php5_module modules/libphp5.so 
 
Les següents línies serveixen perquè l’intèrpret de php pugui manipular arxius 
amb extensió .php: 
 
# Cause the PHP interpreter to handle files with a .php extension. 
 
AddHandler php5-script .php 
AddType text/html .php 
 
Després també s’ha d’afegir la línia que permet afegir l’arxiu index.php a la llista 
d’arxius que serveixen com índexs del directori. 
 




Al final del document s’ha d’afegir: 
 
<directory /var/www/html/cacti> 
    Order allow,deny 
    Allow from all 
</directory> 
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A.2.3 Configuració del servidor MySQL 
 
Cacti també necessita que MySQL s’estigui executant. Per arrencar el servei 
MySQL s’utilitza la següent comanda: 
 
# service mysqld start 
 
Un cop iniciat el servei, el primer pas és crear un password per l’usuari root: 
 
# mysqladmin --user=root password 123456 
# mysqladmin --user=root --password reload 
 
Tot seguit s’ha de crear una base de dades per Cacti, a la que s’anomenarà 
“cacti”: 
 
# mysqladmin --user=root --password=123456 create cacti 
 
Un cop creada la base de dades “cacti”, s’ha d’importar tota la informació de 
l’arxiu cacti.sql que està en la ruta /var/www/html/cacti. En aquest arxiu hi ha 
tota la informació sobre les taules i els camps de cada taula de la base de 
dades que ha de tenir Cacti. S’importa la base de dades amb la següent 
comanda: 
 
# mysql --user=root --password=123456 cacti < /var/www/html/cacti/cacti.sql 
 
Després es crea un usuari per entrar en la base de dades de Cacti: 
 
# mysql --user=root  --password=123456 
CREATE USER 'cactiuser'@'localhost' IDENTIFIED BY 'cactiweb'; 
GRANT ALL ON cacti.* TO cactiuser@localhost IDENTIFIED BY 'cactiweb'; 
 
FLUSH PRIVILEGES; 
SHOW GRANTS FOR 'cactiuser'@'localhost'; 
 
Finalment, s’ha de canviar l’arxiu de configuració config.php que està en la ruta 
/var/www/html/cacti/include amb els paràmetres introduïts en la configuració 
anterior. Els canvis que s’han de fer en aquest arxiu són: 
 
# vi /var/www/html/cacti/include/config.php 
 
$database_type = "mysql"; 
$database_default = "cacti"; 
$database_hostname = "localhost"; 
$database_username = "cactiuser"; 
$database_password = "cactiweb"; 
 
76  Reestructuració i millora de Cacti 
 
A.2.4 Configuració dels permisos en els directoris 
 
Per el correcte funcionament de la generació de gràfiques en Cacti, s’han de 
canviar els permisos a les carpetes /rra i /log que estan ubicades en la ruta 
/var/www/html/cacti: 
 
# cd /var/www/html/cacti 
# chown -R cactiuser rra/ log/ 
 
A.2.5 Afegir ordre en el Crontab 
 
Com s’ha comentat anteriorment en l’explicació general del funcionament de 
Cacti ha d’haver un poller que enviï periòdicament les peticions per obtenir la 
informació necessària per dibuixar les gràfiques. En Linux, gràcies al Crontab 
s’aconsegueix que s’executi el poller periòdicament, amb els intervals que es 
vulgui. Això s’aconsegueix obrint el Crontab: 
 
# crontab -e 
 
I afegint la següent línia, que significa que l’usuari cactiuser executi l’arxiu 
poller.php que està ubicat en la ruta /var/www/html/cacti cada 5 minuts de 
manera totalment silenciosa. 
 
*/5 * * * * cactiuser php /var/www/html/cacti/poller.php > /dev/null 2>&1 
 
Finalment, es reinicien tots els serveis perquè s’apliquin tots els canvis que 
s’han realitzat en les configuracions: 
 
# service httpd restart 
# service snmpd restart 
# service mysqld restart 
# service snmptrapd restart 
 
A.3 Instal·lació de plugins en Cacti 
 
Per poder instal·lar plugins en Cacti es necessari instal·lar abans el Plugin 
Architecture (PA), que és un conjunt de canvis en la base del codi de Cacti que 
permeten la instal·lació de qualsevol tipus de plugin. 
 





Una vegada descarregat s’han de descomprimir els continguts: 
 
# unzip cacti-plugin-0.8.7e-PA-v2.6.zip 
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Després s’ha d’entrar en la carpeta on s’ha descomprimit i copiar el “parche” en 
la carpeta arrel de Cacti: 
 
# cd cacti-plugin-arch/ 
# cp cacti-plugin-0.8.7e-PA-v2.6.diff /var/www/html/cacti/ 
# patch -p1 -N < /var/www/cacti/cacti-plugin-arch.diff 
 
Finalment, s’ha d’importar a la base de dades “cacti” l’arxiu pa.sql: 
  
# mysql –u cactiuser –pcactiweb cacti < pa.sql 
 
Ara s’ha de verificar que l’arxiu global.php segueix tenint la configuració d’accés 
correcta, ja que es pot haver modificat al copiar el “parche”: 
 
$database_type = "mysql"; 
$database_default = "cacti"; 
$database_hostname = "localhost"; 
$database_username = "cactiuser"; 
$database_password = "cactiweb"; 
 
Després s’ha d’editar la següent línia que defineix el directori on tenim instal·lat 
el Cacti. Això dependrà de la URL que en aquest cas és http://localhost/cacti/, 
per tant, el directori és /cacti/. 
 
$ config['url_path'] = '/cacti/'; 
 
Ara ja es pot procedir a la instal·lació i activació del plugin “thold” en Cacti, que 
s’utilitza per crear llindars d’alerta que un cop són superats avisen mitjançant 
un correu o un SMS al administrador de Cacti. 
 
El primer pas és descarregar el plugin: 
 
# wget http://cactiusers.org/downloads/thold.tar.gz 
 
Descomprimir el contingut: 
 
# tar -xzvf thold-0.4.1.tar.gz 
 
Ara s’ha de moure la carpeta del plugin al directori de plugins de Cacti: 
 
# mv thold/ /var/www/html/cacti/plugins/thold 
 
S’ha d’incluir el plugin en l’arxiu global.php. S’ha de buscar la línia on apareix 
$plugins = array() i afegir en la següent línia: 
 
# vi /var/www/html/cacti/include/global.php 
 
$plugins[] = 'thold'; 
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On “thold és el nom de la carpeta contenidora del plugin. Una vegada es tingui 
el plugin en la carpeta s’ha de procedir a la seva instal·lació, per això primer 
l’usuari de Cacti ha de tenir permisos d’administració de plugins. Per atorgar 
aquests permisos s’ha d’anar a Utilities  User management  ‘Nuestro 
Usuario’ en la interfície web de Cacti i clicar en el nostre usuari. Llavors, s’ha 
d’entrar al apartat “Real Permissions” i activar la casilla “Plugin management” 




Fig. A.6 Permisos dintre de Cacti  
 
 
Ara ja es pot gestionar els plugins i es pot procedir a la seva instal·lació. Anar a 
Configuration  Plugin Management i allà apareixeran els plugins que s’han 





Fig. A.7 Instal·lació i habilitació del plugin “thold” 
 
 
El plugin s’instal·larà i ja només quedarà activar-lo fent clic en “Enable” en el 
mateix menú del “Plugin Management”. Llavors ja hi haurà el plugin “thold” 
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Annex B. Plugins 
 
A Cacti es pot instal·lar una sèrie de diferents plugins que permeten utilitzar 
funcionalitats que no estan a Cacti per defecte. Aquestes funcionalitats són 
eines que complementen la monitorització de les gràfiques. A continuació hi ha 




El plugin weathermap permet fer esquemes de qualsevol xarxa que s’estigui 
monitoritzant els seus dispositius amb Cacti. En aquest esquema o mapa de la 
xarxa es pot veure en temps real el tràfic de cada un dels enllaços entre els 
diferents dispositius de la xarxa. En els weathermaps, si es posa el cursor 
sobre un dels enllaços apareix el gràfic vinculat amb aquell enllaç. 
 
Els weathermaps utilitzen els data sources i les gràfiques de Cacti per saber 
quin tràfic està circulant en cada enllaç del mapa. 
 
He fet un parell d’exemples  de weathermaps amb els dispositius que s’havien 
agregat amb el script d’agregació de dispositius de forma massiva, del punt 4.1 
del projecte, per poder explicar millor el funcionament i la creació d’un 
weathermap. 
 
B.1.1 Exemples de weathermap 
 
Per poder crear un weathermap el que s’ha de fer en primer lloc es crear un 
fitxer .conf que s’ha de programar segons un cert llenguatge que s’explicarà per 
sobre amb els exemples realitzats. 
 
B.1.1.1 Exemple weathermap1_Projecte 
 










TIMEPOS 846 17 Created: %b %d %Y %H:%M:%S 
KEYPOS DEFAULT 50 43 Traffic Load 
KEYTEXTCOLOR 0 0 0 
KEYBGCOLOR 255 255 255 
BGCOLOR 255 255 255 
TITLECOLOR 0 0 0 
TIMECOLOR 0 0 0 
SCALE DEFAULT 1 10   140 0 255 
SCALE DEFAULT 10 25   32 32 255 
SCALE DEFAULT 25 40   0 192 255 
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SCALE DEFAULT 40 55   0 240 0 
SCALE DEFAULT 55 70   240 240 0 
SCALE DEFAULT 70 85   255 192 0 
SCALE DEFAULT 85 100   255 0 0 
 
 
# End of global section 
 
# DEFAULT definitions: 
NODE DEFAULT 
        LABELFONT 100 
        MAXVALUE 100 
 
LINK DEFAULT 
 BWLABEL bits 
 BWFONT 50 
 WIDTH 5 
 BANDWIDTH 1G 
 HTMLSTYLE overlib 
 
# End of DEFAULTS section 
 
# Node definitions: 
 
NODE Dispositiu_projecte2_1 
 LABEL Dispositiu_projecte2_1 
 ICON images/vss_server.jpg 
 LABELOFFSET N 
 POSITION 300 100 
 
NODE Dispositiu_projecte2_2 
 LABEL Dispositiu_projecte2_2 
 ICON images/vss_server.jpg 
 LABELOFFSET N 
 POSITION 700 100 
 
NODE Dispositiu_projecte6 
 LABEL Dispositiu_projecte6 
 ICON images/catalyst_nexe2.gif 
 LABELOFFSET E 
 POSITION 500 250 
 
NODE Servidor1 
 LABEL Servidor1 
 ICON images/Server.GIF 
 LABELOFFSET S 
 POSITION 200 500 
 
NODE Servidor2 
 LABEL Servidor2 
 ICON images/Server.GIF 
 LABELOFFSET S 
 POSITION 400 500 
     
NODE Servidor3 
 LABEL Servidor3 
 ICON images/Server.GIF 
 LABELOFFSET S 
 POSITION 600 500  
 
NODE Servidor4 
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 LABEL Servidor4 
 ICON images/Server.GIF 
 LABELOFFSET S 
 POSITION 800 500 
 
# End of NODE section 
 
# Link definitions: 
      
LINK Dispositiu_projecte2_1-Dispositiu_projecte6 

















































 NODES Dispositiu_projecte6 Servidor4 




# End Link definitions 
A continuació s’explicaran les parts principals del codi: 
 
En el primer apartat, anomenat “global section”, es defineix la imatge que hi 
haurà com a fons (en aquest cas es diu Imagen_fondo.JPG, però és una 
imatge en blanc), el títol del weathermap (en aquest cas 
weathermap1_projecte) i també es crea la llegenda, anomenada “Traffic Load”, 
de colors del tràfic dels enllaços. 
 
En el següent apartat, anomenat “Defaults section”, es defieneixen totes les 
propietats dels nodes i dels enllaços per defecte. Entre aquestes propietats es 
troben la mida de les etiquetes dels nodes, l’amplada de banda màxim dels 
enllaços per després poder calcular el percentatge utilitzat, i la unitat de 
l’etiqueta dels enllaços (en aquest cas bits). 
 
El següent apartat, anomenat “Node section”, es defineixen els nodes del 
weathermap. En primer lloc es defineix el nom amb la paraula “NODE”, en la 
següent línia, després de la paraula “LABEL” es posa el text que s’escriurà en 
l’etiqueta del node (sol ser el nom del node). En la tercera línia s’escriu “ICON” 
seguit de l’arxiu de la imatge (especificant el directori on es troba) que es vol 
que representi aquest node. En la quarta línia s’especifica on es col·locarà 
l’etiqueta respecte la figura que representa el node, hi ha 4 opcions de 
col·locació d’aquesta etiqueta N (a sobre de la figura), S (a sota de la figura), E 
(a la dreta de la figura) i W (a l’esquerra de la figura). Finalment, en la última 
línia es defineix la posició del node amb la paraula “POSITION” seguida de 
dues coordenades. A continuació es veu l’exemple de la definició d’un node. 
 
NODE Dispositiu_projecte2_2 
 LABEL Dispositiu_projecte2_2 
 ICON images/vss_server.jpg 
 LABELOFFSET N 
 POSITION 700 100 
 
Finalment, en l’últim apartat anomenat “Link Definitions” es defineixen els 
enllaços entre els nodes. En la primera fila, es defineix l’enllaç mitjançant la 
paraula “LINK” seguit dels dos noms del nodes que uneix l’enllaç separats per 
un guió (LINK Dispositiu_projecte2_1-Dispositiu_projecte6). En la següent línia 
es dóna la URL del node o enllaç amb la paraula INFOURL (INFOURL 
/cacti/graph.php?action=view&local_graph_id=6808&rra_id=all). En la tercera 
línia es dóna la URL de la gràfica, per aparèixer quan et poses a sobre de 
l’enllaç, mitjançant la paraula OVERLIBGRAPH (OVERLIBGRAPH 
/cacti/graph_image.php?local_graph_id=6808&rra_id=0&graph_nolegend=true
&graph_height=100&graph_width=300). En la quarta línia s’especifiquen els 
nodes que uneix aquest enllaç (NODES Dispositiu_projecte6 Servidor1). 
Finalment, en la última línia especifica la ruta de l’arxiu .rrd amb la paraula 
TARGET (TARGET 
/var/www/html/cacti/rra/dispositiu_projecte6_traffic_in_6876.rrd). A continuació 
es veu la definició d’un enllaç els nodes Dispositiu_projecte6 i Servidor1. 
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LINK Dispositiu_projecte6-Servidor1 








A continuació, en la figura B.1, es veu el weathermap1_Projecte que s’ha 




Fig. B.1 Weathermap1_Projecte 
 
 
En la figura B.1 es pot observar que la utilització dels enllaços és d’entre el 1% i 
el 10%, excepte l’enllaç entre el Dispositiu_projecte2_2 i el Dispositiu_projecte6 
en la que la utilització d’aquest enllaç està entre el 10% i el 25%. Quan entres 
dintre d’aquest weathermap en Cacti apareix aquesta pantalla, i si es col·loca el 
cursor sobre de l’enllaç apareix la gràfica del tràfic d’entrada i sortida del últim 
dia associada a aquest enllaç. 
 
B.1.1.2 Exemple weathermap2_Projecte 
 











TIMEPOS 846 17 Created: %b %d %Y %H:%M:%S 
 
KEYPOS DEFAULT 50 43 Traffic Load 
KEYTEXTCOLOR 0 0 0 
KEYBGCOLOR 255 255 255 
BGCOLOR 255 255 255 
TITLECOLOR 0 0 0 
TIMECOLOR 0 0 0 
SCALE DEFAULT 1 10   140 0 255 
SCALE DEFAULT 10 25   32 32 255 
SCALE DEFAULT 25 40   0 192 255 
SCALE DEFAULT 40 55   0 240 0 
SCALE DEFAULT 55 70   240 240 0 
SCALE DEFAULT 70 85   255 192 0 
SCALE DEFAULT 85 100   255 0 0 
 
 
# End of global section 
 
# DEFAULT definitions: 
NODE DEFAULT 
        LABELFONT 100 
        MAXVALUE 100 
 
LINK DEFAULT 
 BWLABEL bits 
 BWFONT 50 
 WIDTH 5 
 BANDWIDTH 1G 
 HTMLSTYLE overlib 
 
# End of DEFAULTS section 
 
# Node definitions: 
 
NODE Dispositiu_projecte1_1 
 LABEL Dispositiu_projecte1_1 
 ICON images/vss_server.jpg 
 LABELOFFSET N 
 POSITION 400 100 
 
NODE Dispositiu_projecte1_2 
 LABEL Dispositiu_projecte1_2 
 ICON images/vss_server.jpg 
 LABELOFFSET N 
 POSITION 600 100 
 
NODE Dispositiu_projecte11 
 LABEL Dispositiu_projecte11 
 ICON images/catalyst_nexe2.gif 
 LABELOFFSET S 
 POSITION 200 400 
 
NODE Dispositiu_projecte12 
 LABEL Dispositiu_projecte12 
 ICON images/catalyst_nexe2.gif 
 LABELOFFSET S 
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 POSITION 800 400  
 
# End of NODE section 
 
# Link definitions: 
      
LINK Dispositiu_projecte1_1-Dispositiu_projecte11 








































 NODES Dispositiu_projecte11:-10:-5 Dispositiu_projecte12:-10:-5 









 NODES Dispositiu_projecte11:-10:-15 Dispositiu_projecte12:-10:-15 
 WIDTH 2 
 TARGET 
/var/www/html/cacti/rra/dispositiu_projecte11_traffic_in_7010.rrd 








 NODES Dispositiu_projecte11:-10:15 Dispositiu_projecte12:-10:15 









 NODES Dispositiu_projecte11:-10:5 Dispositiu_projecte12:-10:5 




# End Link definitions 
 
En quan a l’explicació del codi és la mateixa que en el primer exemple, amb 
l’excepció que es creen 4 enllaços entre Dispositiu_projecte11 i 
Dispositiu_projecte12 en els que s’ha d’especificar l’amplada dels enllaços 
(WIDTH 2). 
 
A continuació, en la figura B.2, es mostra el weathermap2_Projecte que s’ha 




Fig. B.2 Weathermpa2_Projecte 
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B.2 Threshold 
 
El plugin threshold consisteix en uns llindars d’advertència que es posen en les 
gràfiques, tant llindar superior o màxim com llindar inferior o mínim, que quan 
són sobrepassats envien correus electrònics als administradors de la xarxa, 
que anteriorment han estat designats en Cacti, i advertències en el log de 
Cacti. 
 
Aquest plugin és molt útil per no haver d’estar constantment vigilant les 
gràfiques avera si l’enllaç està saturat o si ha passat alguna cosa i ha caigut 
l’enllaç. Posant un llindar superior i un llindar inferior en cada una de les 
gràfiques més conflictives només s’ha d’esperar que arribi un correu electrònic 
avisant que s’ha sobrepassat un llindar o mirar en el log de Cacti on també 
apareixen aquestes advertències. 
 
Al entrar en l’apartat de thresholds s’obre una pantalla on es pot veure l’estat 
de tots els llindars configurats, tant els superiors com els inferiors. En aquesta 
pantalla apareix un llistat amb totes les gràfiques en les que s’ha especificat un 
llindar, al costat hi ha dues columnes on hi ha els valors del llindar superior i del 
llindar inferior de cada gràfica. Aquestes dues columnes tenen el fons dels 
valors en color blanc per defecte, en el cas que estigui el fons en color groc 
significa que s’ha sobrepassat el llindar en una ocasió (un temps de polling) i 
està en estat d’advertència, i en el cas que estigui el fons en color vermell 
significa que el llindar s’ha sobrepassat com a mínim en les dues últimes 
consultes (dos temps de polling). 
 
Finalment, es poden configurar diferents paràmetres, encara que entre aquests 
paràmetres el més important és l’interval que passa per enviar la notificació que 
s’ha sobrepassat el llindar pel correu electrònic. Aquest paràmetre, que està en 
segons, ha de ser múltiple del temps de polling de Cacti (5 min/300 segons), i 
per defecte és de 600 segons, per tant, quan es sobrepassa dues vegades 
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Annex C. Software utilitzat 
 
En aquest annex faré una breu explicació de tots els softwares utilitzats en 
aquest projecte, a part d’explicar perquè s’han utilitzat i exposar un exemple de 




Wireshark és un analitzador de protocols utilitzat per realitzar anàlisis i 
solucionar problemes de xarxes de comunicacions, per desenvolupament de 
software i protocols, i com a eina didàctica per educació. En aquest cas s’ha 
utilitzat per realitzar anàlisis i solucionar problemes de les xarxes utilitzades en 
el laboratori, però sobretot s’ha utilitzat per entendre i verificar el funcionament 
de Cacti. 
 
La funcionalitat que dóna aquest software és similar a la de tcpdump, però 
afegeix una interfície gràfica i moltes opcions d’organització i filtrat d’informació. 
Així, permet veure tot el tràfic que passa a través d’una xarxa (normalment una 
xarxa Ethernet, encara que es compatible amb algunes altres) establint la 
configuració en mode promíscua.  
 
Permet examinar dades d’una xarxa que està funcionant en aquell instant o 
d’un arxiu de captura guardat en el disc. Es pot analitzar la informació 
capturada, a través dels detalls i sumaris per cada paquet. Wireshark inclou un 
complet llenguatge per filtrar el que es vol veure i la habilitat de mostrar el flux 
reconstruït d’una sessió de TCP. 
 
Wireshark és un software lliure, i s’executa sobre la majoria de sistemes 
operatius Unix (Linux, Solaris, FreeBSD, NetBSD, OpenBSD i Mac OS X) i en 
Microsoft Windows. 
 
Wireshark consta de 4 parts: la barra de filtre, panell de la llista de paquets, 
panell de vista d’arbre del paquet seleccionat i panell del detall de les dades. 
 
Barra de filtre: aquesta barra possibilita que en el panell de la llista de paquets 
mostri només els paquets que es volen veure, és a dir, serveix per filtrar el tipus 
de paquets que mostra el panell de la llista de paquets. A continuació es pot 





Fig. C.1 Barra de filtre 
 
 
En la figura C.1 es poden diferenciar les diferents parts de la barra de filtre que 
són: 
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 Botó de filtre: Permet definir un filtre per la visualització dels paquets, de 
forma que es pugui centrar en l’anàlisi d’un determinat protocol o en el tràfic 
entrant o sortint d’un ordinador determinat. 
  
 Text del filtre: Aquí apareix el text del filtre. És possible introduir el text del 
filtre directament en aquest camp o seleccionar algun dels filtres que s’hagin 
utilitzat anteriorment. 
 
 Botó per eliminar el filtre: Polsant aquest botó s’elimina el filtre que estigui 
actiu, presentant-se en el panell de la llista de paquets tots els paquets 
capturats. 
  
 Botó per aplicar el filtre: Polsant aquest botó s’aplica el filtre definit i en el 
panell de la llista de paquets només es mostren els paquets que compleixen 
les condicions indicades en el filtre. 
 
 Botó d’expressió del filtre: Al polsar en aquest botó s’accedeix a un quadre 
de diàleg per la definició de l’expressió del filtre. En la figura C.2 es pot 




Fig. C.2 Quadre d’expressió del filtre 
 
 
Panell de la llista de paquets: Mostra un resum de cada paquet capturat. 
Polsant sobre els paquets es controla el contingut dels altres dos panells 
següents. 
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En la figura C.3 apareix la barra de filtre i el panell de la llista de paquets on 





Fig. C.3 Panell de la llista de paquets 
 
 
Panell de vista en arbre: Mostra el paquet seleccionat en el panell de la llista de 
paquets amb més detall, permetent accedir als diferents nivells de protocol. Al 
polsar sobre cada un dels nivells es ressalten les dades del paquet 
corresponents al nivell en el panel del detall de les dades. 
 
Panell del detall de les dades: Mostar el contingut del paquet seleccionat en el 
panell superior en format hexadecimal i ASCII. 
 
En la figura C.4 es poden veure el panell de vista en arbre i el panell del detall 




Fig. C.4 Panell de vista en arbre i panell del detall de les dades 
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En la figura C.4 es pot apreciar que en el panell de vista en arbre és veu tota la 
informació que té el paquet seleccionat en el panell de la llista de paquets. 
S’anomena panell de vista en arbre perquè es pot desglossar el paquet 
seleccionat en els diferents nivells que està empaquetat, és a dir es pot veure 
la informació de les capçaleres que té aquest paquet. En aquest cas es pot 
veure primer la capçalera de la trama física en la que ens diu que és de 68 
bytes (688 bits), després també hi ha la capçalera de la trama ethernet on 
especifica l’adreça MAC d’origen i de destí, tot seguit hi ha la capçalera del 
paquet IP que ens dóna l’adreça IP d’origen i de destí, i també hi ha la 
capçalera UDP que aporta els ports d’origen i de destí. Finalment, hi ha el 
paquet SNMP on hi ha la informació o dades que es volen transferir. Com es 
pot veure, aquestes dades estan desglossades en forma d’arbre, format que 
també es podia aplicar a les capçaleres anteriors, i es pot distingir la versió 
SNMP utilitzada, la comunitat SNMP, quin missatge SNMP conté aquest 




Jperf és una interfície gràfica per Iperf. Està basat en Java i té les mateixes 
funcionalitats que Iperf. La seva filosofia d’ús és la mateixa que Iperf, s’obre el 
programa Jperf en dos màquines, en una farà de servidor i en l’altra de client. 
També es pot executar Iperf en una de les dos màquines i en l’altra utilitzar 
Jperf i la comunicació funciona correctament. 
 
Iperf és una eina de proves, de codi obert i que funciona en diversos sistemes 
operatius, que pot crear fluxos TCP i UDP, i mesurar el rendiment d’una xarxa. 
Iperf permet al usuari configurar diversos paràmetres que poden ser utilitzats 
per a la verificació o l’optimització d’una xarxa. Té una funcionalitat de client i 
servidor, i pot mesurar el rendiment entre els dos extrems, ja sigui 
unidireccional o bidireccional. 
 
C.2.1 JPerf com client 
 
En el JPerf que actua com a client s’han d’omplir alguns camps per poder 
efectuar la transmissió extrem a extrem. Els Camps més importants a omplir 
són: 
 
 iPerf command: s’omplirà automàticament al introduir la IP del host remot 
en el camp server address i els altres camps. És la comanda que 
s’executaria si s’utilitzés l’iPerf, encara que en el JPerf s’executa també, 
però la comanda s’escriu automàticament quan es van omplint els camps 
dels quadres Aplication layer options i Transport layer options. 
 
 Choose iPerf Mode: s’indica si es vol utilitzar JPerf en mode client o 
servidor. En aquest cas en mode client. 
 
 Server address: aquí s’ha d’introduir l’adreça IP del host remot que actua de 
servidor. 
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En la part superior de la figura C.5 es poden observar els camps definits i quins 




Fig. C.5 JPerf en mode client 
 
 
En la figura C.5 també es poden veure els 2 quadres mencionats anteriorment: 
 
 Application layer options: D’aquest quadre cal destacar que es pot delimitar 
el temps de transmissió en segons o en la quantitat de bytes a transmetre. 
En aquest cas es va optar per delimitar-ho amb 100000 segons. Després 
també permet definir en quina unitat es volen els resultats (KBits) i cada 
quants segons es vol obtenir una mesura (10 segons). 
 
 Transport layer options: aquí s’indica quin protocol es vol utilitzar en la 
transmissió, TCP o UDP. En TCP es pot ajustar el valor de la mida de la 
finestra, la longitud del buffer TCP i el MSS (Maximum Segment Size). En 
canvi, en UDP es pot definir quin és l’amplada de banda del flux a 
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C.2.2 JPerf com a servidor 
 
La principal diferència és que en mode servidor no s’ha d’especificar l’adreça 
IP, ja que són els clients que es connecten al servidor. En el servidor tampoc 
s’ha d’especificar el temps o interval en el que es transmetrà ja que només cal 
executar-lo polsant “Run IPerf” que està situat a la part superior a l’esquerra i 
esperar que es connectin un o més clients, ja que amb un sol servidor es poden 





Fig. C.6 JPerf en mode servidor 
 
 
Finalment, aquest software m’ha permès crear els fluxos UDP necessaris per 
poder comprovar el funcionament tant de Cacti com dels escenaris dissenyats. 
 
C.3 MIB Browser 
 
A continuació es fa una breu descripció del software “MIB Browser”, en el que 
es visualitzen les variables SNMP en format d’arbre. El software permet 
explorar l’estructura d’una de forma amigable. També ofereix la possibilitat 
d’enviar peticions de lectura o escriptura a un agent SNMP. En la següent 
imatge es pot veure l’aspecte general del software. 
 




Fig. C.7 Visualització de la MIB en iReasoning 
 
 
En la figura C.8 es pot observar la part superior del MIB Browser on s’han 
d’omplir els camps:  
 
Address: direcció IP del dispositiu que es vol consultar. 
 
OID:  OID de l’objecte de la MIB que es vol consultar.  
 
Operations: el tipus de missatge SNMP que es vol enviar. Depenent d’aquest 




Fig. C.8 Zona on especificar adreça IP, OID i operació en el MIB Browser 
 
 
A part també hi ha un camp anomenat Advanced que al polsar-lo apareix una 
finestra on es poden omplir alguns camps complementaris com el port, la 
comunitat d’escriptura i de lectura, i la versió SNMP. Es pot veure aquesta 
finestra en la figura C.9. 
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Fig. C.10 Arbre MIB 
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En l’apartat SNMP MIBs en la figura C.10 es pot veure l’arbre de la MIB. Aquí 
també es pot desglossar l’arbre per la branca que es vol consultar. En aquest 
cas es veu desglossada la branca de “interfaces” en la que al interior hi ha un 
taula, on hi ha tots el camps que es mostren a l’interior de “ifTable” per cada 
una de les interfícies. Cada un d’aquests nodes, tant els nodes que tenen 
objectes que pengen d’ells com els nodes finals, té una OID que els identifica. 
 
Polsant en cada un dels nodes de l’arbre es pot veure a la part inferior el nom 
del node, l’OID, la versió de la MIB i altres valors com si és un valor que es pot 
canviar o només llegir. A continuació hi ha un exemple en el que es mostra 




Fig. C.11 Informació de l’objecte ifInOctets 
 
 
Finalment, hi ha la taula de resultats que, com el seu propi nom indica, és on es 
mostren els resultats obtinguts de les consultes fetes als objectes de l’arbre 
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Annex D. Configuració switchs 3com 
 
En aquest Annex es farà una breu explicació de com es configuren els switchs 
3com del laboratori C4-331G. 
 
D.1 Configuració switch 3com 1100 
 
Per configurar el switch 3com 1100 es pot fer per dues maneres. Entrant al 
switch per telnet a través de la consola o pel navegador web. En aquest 
projecte he utilitzat les dos maneres, encara que es poden modificar els 
mateixos valors, per tant, en aquest apartat s’explicarà com es configura per la 
interfície web. 
 
Per poder configurar el switch 3com 1100 s’ha de posar la URL 
http://147.83.115.86 al navegador web. Llavors, s’ha d’introduir l’usuari i 
contrasenya per autenticar-se per entrar al switch. En aquest cas l’usuari és 
“manager” i la contrasenya també és “manager”. Un cop autenticat, apareix la 
següent pantalla on hi ha la informació bàsica del switch (nom, direcció MAC, 
versió del Hardware, versió del software, temps que porta funcionant el 
dispositiu, etc.) i un panell on hi ha representats els ports d’aquest switch, 




Fig. D.1 Pantalla principal configuració switch 3com 1100 
 
 
Clicant en un dels ports d’aquest panell es pot entrar a visualitzar i modificar la 
configuració del port clicat. La pantalla de configuració d’un port és la que 
apareix en la figura D.2. 




Fig. D.2 Configuració del port 24 del switch 3com 1100  
 
 
En la figura D.2 es pot veure la configuració del port 24 del switch 3com 1100. 
Un cop en aquesta pantalla es poden modificar els diferents paràmetres 
d’aquest port com l’estat del port (habilitat o deshabilitat), la velocitat i el dúplex 
que utilitza, si utilitza l’auto-negociació, si està habilitada la seguretat, a quina 
VLAN pertany, etc. 
 
Un cop configurats els ports, també es pot entrar en una configuració general 
del switch clicant al icona en el que posa “Configuration” que hi ha en la part 




Fig. D.3 Configuració avançada del switch 3com 1100 
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La figura D.3 és la pantalla de configuració avançada del switch 3com 1100 en 
el que es poden modificar alguns paràmetres en els que els més destacables 
són: el mode de transmissió del switch (en aquest cas està en mode 
“Intelligent”), si està habilitat o no el funcionament del Spanning Tree i si està 
habilitat el “802.1Q VLAN Learning”. 
 
Després es pot determinar quins ports estan designats a cada VLAN clicant al 
subapartat “VLANs”, que com la configuració avançada pertany al menú 
“Configuration”, que està ubicat a la part superior de la pantalla com  apareix en 




Fig. D.4 Configuració de la “1 Default VLAN” 
 
 
En la figura D.4 es pot observar la pantalla de configuració d’una VLAN, en 
aquest cas la VLAN 1 per defecte. Es pot veure en la figura que tots els ports 
pertanyen a aquesta VLAN per defecte. Es pot seleccionar la VLAN que es vol 
configurar a on posa “VLANs Available”. Després hi ha dos llistats en el que el 
de l’esquerra representa els ports disponibles i el de la dreta representa els 
ports que pertanyen a la VLAN seleccionada. 
 
Finalment, també es pot configurar els paràmetres de l’adreçament IP del 
switch 3com 1100 clicant al icona “Management Settings” a l’esquerra de la 
pantalla. En la figura D.5 es pot observar la pantalla de configuració de 
l’adreçament IP. 
 




Fig. D.5 Configuració adreçament IP del switch 3com 1100 
 
 
En aquesta pantalla es pot modificar l’adreça IP, la màscara de subxarxa i el 
router per defecte del switch 3com 1100. 
 
Fins aquí s’ha explicat com es configuren els paràmetres més importants i més 
modificats en el projecte del switch 3com 1100. 
 
D.2 Configuració switch 3com 4924 
 
Per configurar el switch 3com 4924 es pot fer per dues maneres: entrant al 
switch per telnet a través de la consola o pel navegador web. En aquest 
projecte he utilitzat les dues maneres, encara que es poden modificar els 
mateixos valors, per tant, en aquest apartat s’explicarà com es configura per la 
interfície web. La interfície web de configuració del switch 3com 4924 és 
diferent a la del switch 3com 1100 com es veurà a continuació. 
 
Per poder configurar el switch 3com 4924 s’ha de posar la URL 
http://147.83.115.85 al navegador web. Llavors, s’ha d’introduir l’usuari i 
contrasenya per autenticar-se per entrar al switch. En aquest cas l’usuari és 
“manager” i la contrasenya també és “manager”. Un cop autenticat, apareix la 
següent pantalla on hi ha la informació bàsica del switch (nom, localització 
física del dispositiu, versió hardware, versió del software, temps que porta 
funcionant el dispositiu i adreça IP) com es pot veure en la figura D.6. 
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Fig. D.6 Pantalla d’informació principal del switch 3com 4924 
 
 
Aquesta informació principal que s’ha pogut veure en la figura D.6 pertany a la 
pestanya “Summary” de la part superior a l’esquerra. Si es vol entrar a 
configurar un a un els ports del switch 3com 4924 s’ha de clicar a la pestanya 
“Device View” que està just al costat de la pestanya anterior. Llavors, apareix la 




Fig. D.7 Panell de ports del switch 3com 4924 
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En la figura D.7 apareixen en verd els ports connectats del switch 3com 4924 i 
els ports no connectats apareixen en negre. Aquesta pantalla també mostra 
informació general del switch com la que ja sortia en la pantalla de la figura D.6 
i alguna més com l’adreça MAC, el “Product Number”  i el “Serial Number”. Per 
configurar un dels ports, estigui connectat o no, s’ha de clicar en ell i llavors 
entra en la pantalla “Port Setup Summary” del port clicat. En la figura D.8 es pot 




Fig. D.8 “Port Setup Summary” del port 23 del switch 3com 4924 
 
 
En la figura D.8 es poden veure els paràmetres que es poden modificar en la 
configuració de cada port: “Port State”, “Label”, “Port Mode”, “Advertised 
Capabilities”, “HD Flow Control” i “Default FD Flow Control”. Els paràmetres 
més que afecten en la transmissió són l’estat del port (habilitat o deshabilitat) i 
el mode en el que està configurat el port, que defineix la velocitat de 
transmissió i el dúplex amb els que treballarà el port. Aquest últim paràmetre 
“Port Mode” pot ser: 10 HD, 10 FD, 100 HD, 100 FD, 1000 FD i Auto. 
 
Encara que hi ha altres paràmetres modificables, tant per la interfície web com 
per telnet, en aquest annex D s’ha mostrat el procediment per configurar els 
paràmetres que s’han modificat més durant aquest projecte via interfície web. 
També he entrat en els switchs per telnet per modificar coses durant el 
projecte, encara que no s’ha mostrat en aquest annex perquè la informació es 
presenta en consola i no és una forma tan amigable com la interfície web per 
fer l’explicació de la configuració dels switchs. Per entrar als switchs per telnet 
serveix el mateix usuari (manager) i contrasenya (manager) que s’utilitzen per 
entrar als switchs per la interfície web. 
