Childhood obesity is associated with increased morbidity and mortality in adulthood, leading to substantial healthcare cost. There is an urgent need to promote early prevention and develop an accompanying surveillance system. In this paper, we make use of electronic health records (EHRs) and construct a penalized multi-level generalized linear model. The model provides regular trend and outlier information simultaneously, both of which may be useful to raise public awareness and facilitate targeted intervention. Our strategy is to decompose the regional contribution in the model into smooth and sparse signals, where the characteristics of the signals are encouraged by the combination of fusion and sparse penalties imposed on the likelihood function. In addition, we introduce a weighting scheme to account for the missingness and potential non-reprentativeness arising from the EHRs data. We propose a novel alternating minimization algorithm, which is computationally efficient, easy to implement, and guarantees convergence. Simulation shows that the proposed method has a superior performance compared with traditional counterparts. Finally, we apply our method to the University of Wisconsin Population Health Information Exchange database.
Introduction
Global obesity prevalence has nearly tripled since 1975. According to WHO [2017] , more than 1.9 billion adults were overweight, and 650 million of these were obese by 2016. US Childhood obesity rates have also increased considerably over the past three decades [Ogden et al. 2016] . Given that obese children are more likely to become obese adults [Ludwig 2007 , Ward et al. 2017 , childhood obesity prevention has become increasingly important to control the global obesity pandemic.
Granular-level surveillance of childhood obesity that identifies and tracks obesity trends to design prevention pathways is needed. Multiple factors can influence childhood obesity, and the interplay of these factors are in turn embedded in the context of the community environment and may explain local community variation in obesity prevalence . Thus, identifying obesity prevalence at a granular level may help to design interventions to aid overweight children and guide policy solutions within limited monetary resources [Longjohn et al. 2010] . Most of the national datasets, such as the Behavioral Risk Factor Surveillance System (BRFSS) and the National Health and Nutrition Examination Survey (NHANES), have limited utility in evaluating obesity at local levels. Several efforts have been made to construct local surveillance systems instead [Hoelscher et al. 2017] . For example, Blondin et al. [2016] reported that 14 states collect child BMI data for public health surveillance, 13 of which are school-based. Although school-based surveillance can be effective for data collection and implementation, there are concerns about privacy, stigmatization, and dysfunctional behavioral responses [Mass. Dep. Public Health 2014] . Alternatively, routinely collected massive health databases such as Electronic Health Records (EHRs) are gaining attention as a platform for assessing trends and local childhood obesity risk [Lager et al. 2009 , Friedman et al. 2013 , Tatem et al. 2017 .
The University of Wisconsin Electronic Health Record Public Health Information Exchange (UW eHealth PHINEX) database contains EHR data from a south-central Wisconsin academic healthcare system. It consists of patient records with a documented primary care encounter at family medicine, pediatric, and internal medicine clinics occurring from 2007 to 2012. All PHINEX data were derived from the Epic EHR Clarity Database (EpicCare Electronic Medical Record, Epic Systems Corp., Verona WI). Furthermore, the program geocodes to the census block group and links EHRs with communitylevel social determinants of health. It was created to improve clinical practice and population health by understanding local variations in disease risk, patients, and communities [Guilbert et al. 2012 ]. This paper focuses on developing novel methods for local community level childhood obesity surveillance using EHR data.
Statistical methods for geospatial surveillance of childhood obesity may include two aspects: i) monitoring regional trends in prevalence and ii) identifying unexpected variation in the prevalence of different locations. Traditionally, these two tasks have been accomplished separately. For task i), obesity literature mainly utilized the standard generalized linear mixed effect model (GLMM) to account for individual factors and community environments [Zhang et al. 2011 , Drewnowski et al. 2014 , Davila-Payan et al. 2015 , Lin et al. 2017 . However, those approaches assumed the regional random effects to be independent without fully leveraging the spatial dependence. To account for spatial dependence, "disease mapping" or "risk mapping" methods have been proposed from both frequentist and Bayesian perspectives. Under Poisson log-linear models or multilevel logistic models, the region-specific effects were smoothed by kernel methods [Ghosh et al. 1999] or splines [Maiti et al. 2016 ], or were modeled as a dependent random vector [Mollie and Richardson 1991 , Waller et al. 1997 , Pascutto et al. 2000 , Mercer et al. 2015 . In addition, some approaches encouraged spatially adjacent locations to have the exact same fitted values on the regional effect, utilizing a Dirichlet process prior [Knorr-Held and Raßer 2000] or a hidden Markov Random Field (HMRF, Forbes et al. 2013 ). These strategies resulted in "clustered" risk maps, which enhanced interpretability. However, those methods cannot identify aberrant locations out of trend. For task ii), the most popular approaches for detecting locations with outbreaking incidence are the spatial scan statistics proposed by Kulldorff and Nagarwalla [1995] and Kulldorff [1997] , which was further extended to general outcomes [Jung et al. 2007 , Huang et al. 2007 , Kulldorff et al. 2009 ] and covariates adjustment [Jung 2009 ]. The scan statistic methods search over a pre-specified set of geographical districts and conduct a generalized likelihood ratio test for testing whether the proportion of events are homogeneous across, inside, and outside the district. The method yields clusters of locations that reject the null, i.e., locations with the lowest or highest event rates. Although the scan statistics were successful in identifying multiple clusters with fixed sizes, they may not be suitable for identifying multiple locations with heterogeneous sizes (see, e.g., Cheng et al. 2013) . On the other hand, residuals generated from aforementioned regression approaches can be used to detect regional outbreaks. The estimation of the residual variance in Poisson log-linear models was discussed in Parker [1989] , Kafadar and Stroup [1992] , Farrington et al. [1996] and Zhao et al. [2011] . However, residual-based outlier detection is well known to fail when an outlier is a leverage point or there are multiple outliers [She and Owen 2011] .
It is worthwhile mentioning that estimating population health metrics from EHRs can be particularly challenging. First, subjects enrolled in EHRs are not randomly sampled. EHRs only capture people seeking health care for various reasons, including visits for preventive services, disease management, acute care etc. Second, recorded data often suffers from missingness, because for each patient, EHRs only collect data on the tests and conditions that clinicians diagnose and order. Thus, statistical models regarding EHR should deal with the sampling bias and missing values. Some have demonstrated that EHRs incorporated with sample reweighting procedures can produce prevalence estimates comparable to those from national survey data , McVeigh et al. 2016 , Klompas et al. 2017 .
In this paper, we develop a new method that simultaneously produces an interpretable regional trend and conducts outlier detection, while adjusting for missingness and potential non-representativeness. The method is then applied to childhood obesity surveillance using the PHINEX database. We formulate a multi-level logistic model to naturally incorporate risk factors. A novel hybrid regularization is introduced in the model, where the region-specific effect is represented by the summation of a smooth signal and a sparse signal. The smooth signal is regularized by a fusion penalty so that adjacent locations tend to have similar fitted baseline obesity rates. A nonconvex sparse penalty is enforced for the sparse signals so that nonzero fitted coefficients signify potential outliers. We further adopt a two-step weighting procedure, including weighting to account for missing data and to adjust the covariate distribution of the given dataset for a nationally representative sample. We establish an alternating minimization algorithm to optimize a nonconvex objective function, which is computationally efficient and can leverage the strength of off-the-shelf software packages.
Use of the fusion penalty for smoothing was first proposed in least squares setup [Tibshirani et al. 2005] . The resulting fit from the fusion penalty appears to be piecewise constant, yielding a natural clustering of fitted values that provides a simple interpretation of the fitted model. One key advantage of the fusion penalty compared to an ordinary local constant regression is that change-points are chosen adaptively by a specification of the tuning parameter. Furthermore, smoothing by the fusion penalty enables an additional regularization using a different penalty, such as a sparse penalty. Note that this kind of natural extension may not be straightforward in Bayesian methods or HMRF models. On the other hand, the use of sparse penalty for outlier detection was discussed in Kim et al. [2009] , Tibshirani and Taylor [2011] and She and Owen [2011] with the squared error loss. Kim et al. [2009] and Tibshirani and Taylor [2011] considered the l 1 penalty, and She and Owen [2011] reported that nonconvex penalties (the hard penalty in particular) outperformed both l 1 penalty and residual-based approaches for detection in standard multiple linear regression with varying magnitudes and numbers of outliers.
Our original contributions are twofold. First, while the hybrid regularization of the fusion and l 1 penalties has been considered in linear models [Kim et al. 2009, Tibshirani and Taylor 2011] , to the best of our knowledge, we are the first to incorporate a fusion penalty and a nonconvex penalty to identify outliers. Second, while the fusion penalty-based regression focused mainly on linear models, our method handles a generalized linear model, with an efficient optimization algorithm provided. Actually, our algorithm allows an easy extension to other generalized linear models or convex loss functions.
The rest of the paper is organized as follows. In Section 2, we introduce the PHINEX database that motivated our study. We introduce our model and formalize the objective function in Section 3. We also develop a computational algorithm and discuss tuning parameter selection in this section. Simulation studies are conducted in Section 4, which demonstrate the superior performance of our proposed method. We apply our method to the PHINEX database in Section 5. Finally, we provide some concluding remarks in Section 6.
Data
The PHINEX dataset is an existing EHR-based system collecting Wisconsin data on childhood obesity. The study was approved by the University of Wisconsin-Madison School of Medicine and Public Health IRB (Research Protocol M-2009 -1273 , titled Family Medicine/Public Health Data Exchange). The data were collected from January 1st 2007, up through December 31st 2012. In this paper, we focused on 93,130 patients aged 2-19 years during [2011] [2012] . BMI values (in kg/m 2 ) were calculated from a subject's height and weight, measured at the same visit. These values, along with the age / sex growth charts from the CDC (year 2000), were used to assess the BMI percentile of the subject. Any subject with a BMI at or above the 95th percentile was categoried as obese [Spear et al. 2007] . Among all the patients, 34,852 (37.4%) were missing a valid body mass index (BMI).
Subject covariates included sex, age, race / ethnicity, health service payer (i.e., insurance), and the 2010 census block group information on subject residence. Economic hardship index (EHI) [Nathan and Adams 1976; 1989] was used as a measure of block group socioeconimic status, and was calculated from a block group's: % of housing units with more than one person per room, % of households below the federal poverty level, % of people >16 years of age who are unemployed, % of people >25 years of age without a high school education, % of people <18 or >64 years of age, and per capita income. EHI was normalized for all Wisconsin census block groups. The values were continuous, ranging from 0 to 100, with larger values indicating greater hardship. Urbanicity of a census block group was based on its 11 Urbanization Summary Groups, according to Environmental Systems Research Institute [2012] . These Summary Groups were derived from data on census block group population density, city size, proximity to metropolitan areas, and economic / social centrality. Urbanicity integer values ranged from 1 to 11.
The PHINEX dataset can serve as a time-saving and cost-effective alternative to primary data collection. However, in order to effectively guide improvement in reducing childhood obesity burden, a statistical modeling framework should be developed to better estimate prevalence and identify potential risk factors and outliers. This framework should also take into account the challenges that EHR has imposed, including massive data volumes, complex data structures, and missing data. We introduce our proposed method in the following sections.
Method

Model setup
We use a double subscript, ij (j = 1, . . . , n i , i = 1, . . . , K) to indicate the j-th subject in the i-th region. We consider a region as a census block group in our analysis, but one may also consider other geographical units. Let S i be the location of the i-th region. Let X i denote the region-level covariates such as urbanicity and EHI. Let Y ij be the obese indicator of the (ij)-th subject, with Y ij = 1 indicating obese. Lastly, let Z ij be a vector of the covariates of the (ij)-th subject such as gender, age, race/ethnicity and insurance payor.
Let
. We formalize our model for the p ij as
subject to
for some constants c 1 , c 2 ≥ 0, where logit(t) = log{t/(1 − t)}, and I(·) denotes the indicator function. In this model, β i represents a regional-specific effect for the i-th region that is not explained by X i . Since the probability of a child being obese might be affected by the community environment he or she resides in, we expect the regional contribution on the obesity prevalence be similar for individuals in closer locations, and thus a smoothness constraint (2) is imposed on β i . The fusion weight ρ i 1 ,i 2 (ρ i 1 ,i 2 ≥ 0) represents the strength of the "fusion" for each pair of i 1 and i 2 . A higher value of ρ i 1 ,i 2 will lead to a more similar pair of the fitted β i 1 and β i 2 . We believe the local spatial smoothness can be reflected by assigning a larger value to ρ i 1 ,i 2 where (i 1 , i 2 ) are geographically closer. Note that although we use geodistance to define the similarity between different locations to define ρ i 1 ,i 2 , our model allows other measures of similarity depending on the context. With an appropriate choice of tuning parameter, the values that the solution of β i could take are limited, where similar locations are grouped together. In this sense, we may interpret the distinct levels as segmentation or clustering of the locations. We also note that (2) can be seen as a two-dimensional generalization of the total variation constraint used in the fused lasso [Tibshirani et al. 2005] . γ i is introduced to capture potential aberrant locations. Given the sparsity constraint (3), we expect γ i be be zero for most locations, but a few might be nonzero, which signifies outliers with an unusual trend in obesity.
Estimation with complete data
If all patients had complete records, the parameters could be estimated by a penalized logistic likelihood, where ( α, β, γ) = argmin α,β,γ φ(α, β, γ), and the objective function φ is defined by
The normalized negative log-likelihood function is
The second term P λ 1 (β) is a fusion penalty that stems from the Lagrangian of (2), where
We use
, where the d(S i 1 , S i 2 ) denotes a distance between S i 1 and S i 2 . Other forms are also possible. For example, Tibshirani and Taylor [2011] utilized the fusion penalty in geospatial smoothing, where ρ i 1 ,i 2 = 1 if two locations share border and ρ i 1 ,i 2 = 0 otherwise. Without loss of generality, we assume max i 1 ,i 2 ρ i 1 ,i 2 = 1, otherwise one can normalize it by redefining ρ i 1 ,i 2 with
It should be noted that the computational cost of the optimization involving fusion penalty increases quadratically in the number of nonzero ρ i 1 ,i 2 's. Furthermore, the optimization can be ill-posed if there exist extremely small values of ρ i 1 ,i 2 . Thus, one may want to retain a few ρ i 1 ,i 2 s with large values and truncate the others to zero for ease of computation. The third term Q λ 2 (γ) is a separable sparse penalty that will be a relaxation of the Lagrangian of (3), where
and q λ (·) is a univariate penalty function. In particular, we consider the hard penalty function as proposed in She and Owen [2011] ,
The hard penalty results in a nonconvex formulation on (4), which guarantees convergence to a local minima. Hence, the choice of the initial parameters matters. We weigh the i-th penalty by n i such that subjects across different regions are penalized with the same amount.
Optimization algorithm
We developed an alternating minimization algorithm. The algorithm alternately updated α, β, and γ, each time minimizing one of them while keeping the others fixed. Denote the current iterates by α (t) , β (t) , and γ (t) . In addition, we denote
α-step Fix β = β (t) and γ = γ (t) . The objective function is equivalent to
i for each i and j, which corresponds to a classical logistic regression on N individuals. One can run standard packages (such as glm in R) by specifying a covariate matrix as Q N ×q which consists of Q T ij in each row, a response column as {Y ij } and an offset column as {µ
for each i and j. The restricted objective function is convex in β. We consider a local quadratic approximation of the likelihood evaluated at β (t) . The same strategy was applied in implementing R package glmnet to optimize the objective function of the generalized linear model with the elastic-net penalty [Friedman et al. 2010] . Define ψ(β) = φ α (t+1) , β, γ (t) and decompose it as
where ∇ β and ∇ 2 ββ are the first and the second derivative operators with respect to β. We refer to the local penalized quadratic approximation of ψ(β) evaluated at
We solve forβ = argmin
With simple algebra, one can rewrite (10) bỹ
This can be solved with packages implementing the generalized lasso penalty. We applied the majorizationminimization algorithm proposed by Yu et al. [2015] that iteratively minimizes a surrogate function, which yields a stable solution and can be simply implemented. We need to guarantee that the objective function in the penalized local quadratic approximation (10) decreases monotonically upon each update. Although the solutionβ satisfies ψ(
close enough to β, the inequality may not hold if β (t) is not [Krishnapuram et al. 2005] . We use Lee et al.
[2016]'s one-step modification. If ψ(β (t) ) ≥ ψ(β), we let β (t+1) =β. Otherwise, let
The optimization for (12) can be done simply by a grid search. We will show in Proposition 1 that such a minimizer always exists and the monotone decreasing property holds.
γ-step Given that α = α (t+1) and β = β (t+1) , the objective function can be simplified as
where ν
. The objective function is separable with respect to i. Define a univariate objective function φ i (γ) and a loss function l i (γ) (i = 1, . . . , K) as
Thus, it suffices to optimize K univariate functions φ i (·), i = 1, . . . , K. Note that φ i (γ) is nonconvex on [−λ 2 , λ 2 ] but sill convex elsethe where. Hence, we propose to do an initial grid search on {t 1 , . . . , t T } ⊆ [−λ 2 , λ 2 ] and run a univariate function optimizer with an initial value set as argmin γ∈{γ,t 1 ,...,t T } φ i (γ).
Details of the algorithm are provided in the Appendix. The following proposition is guaranteed by the proposed algorithm. Proposition 1. Suppose that, for each i, there are at least one j 1 and j 2 such that Y ij 1 = 0 and Y ij 2 = 1. For any choice of α (t) , β (t) and γ (t) , the updated iterates α (t+1) , β (t+1) and γ (t+1) by Algorithm 1 satisfies a monotone decreasing property:
The proof is deferred to the Appendix. The assumption indicates that the naive prevalence rate n i j=1 Y ij /n i lies on (0, 1) for each i, which is crucial to guarantee the existence of the optima at each step. By Proposition 1, any limit point of {(α (t) , β (t) , γ (t) )} is a stationary point of φ if φ is continuous.
Note that our objective function φ is nonconvex due to the nonconvexity of the hard penalty function. As a result, the proposed algorithm can only guarantee the convergence to a local optimum and requires a careful choice of the initial point. If the objective function is optimized multiple times for a given set of tuning parameters, we could use the warm start strategy, where the solution under the previous tuning parameter is used as the initial point for the next choice of tuning parameter. Remark. Although the algorithm is tailored to handle a binomial likelihood function, it can be easily extended to other likelihood functions or twice differentiable convex loss functions. To optimize these functions, we can still solve the α-step using the off-the-shelf package (e.g. glm in R to fit generalized linear model), and β-and γ-steps can be followed using the same strategies as outlined in the paper.
Choice of tuning parameter
The proposed procedure involves the choice of λ 1 and λ 2 . We implemented a model selection procedure to tune those parameters. Particularly, we used the modified BIC proposed in She and Owen [2011] ,
Here, loglik( α, β, γ) is (5), and DF, abbreviated for the degrees of freedom, is calculated by combining the DF calculated in the lasso and fused lasso regressions [Tibshirani et al. 2005 , Zou et al. 2007 , Tibshirani and Taylor 2011 , where
+(# of nonzero values of γ).
We searched for the (λ 1 , λ 2 ) among a candidate set that minimizes the BIC * (λ 1 , λ 2 ).
An alternative tuning method is cross-validation, though special care should be taken when splitting the data. The training dataset should contain at least one obese and one non-obese subject for all locations in each split to guarantee the convergence. Since cross-validation is much more computational demanding, we use the BIC * (λ 1 , λ 2 ) throughout.
Weighting to account for missingness
As indicated in the previous sections, our dataset involves a large number of missing values for the obese indicators (Y ij ). Furthermore, the data may not be directly comparable to a national sample. For example, for geographic areas and population groups that have traditionally experienced disparities in health care access and outcomes, the adoption of EHRs may not be as widespread. These locations could be less represented in our data. Hence, we consider a two-step weighting procedure ] to adjust for both missing BMI values and selection bias. The first step is to account for the missingness. We assumed that the data is missing at random, where the probability of missing BMI is independent of its response conditional on the covariates [Little and Rubin 2014] . Let R ij = 1 if Y ij is observed and R ij = 0 otherwise. The weight was defined as the inverse probability of observing BMI, P(R ij = 1|Z ij , X i ). This was unknown in practice. Hence we estimated it with a logistic regression using the observed data. The second step is to adjust for the population distribution of age, sex, and race/ethnicity. We applied a post-stratification correction using the 2012 national census data. The final weight for each subject was the product of the inverse probability weight and the post-stratification weight.
The objective function and subsequent procedures are modified subsequently. Denote the final weight as w ij for (ij)-th subject. The modified objective function φ is defined by
where
with w i· = j w ij I(R ij = 1) and w ·· = i j w ij I(R ij = 1). The case of complete data can be understood as w ij = 1 and R ij = 1 for all i and j. Algorithm 1 in Appendix describes the alternating minimization algorithm adjusted for the weight. The result of Proposition 1 remains the same as long as the dataset contains at least one obese and non-obese subject observed for all locations. The modified BIC reflecting the weight is
where loglik w ( α, β, γ) is given in (14) and DF is given in (13).
Simulation study
We compared the proposed method with the commonly applied methods for risk mapping and outlier detection: (a) a classic generalized mixed effect model ("GLMM"), logit(p ij ) = Z T ij α 1 + X i α 2 + b i + δ where b i ∼ N (0, σ 2 ); and (b) the spatial scan statistic ("Scan statistic") proposed by [Kulldorff and Nagarwalla 1995, Kulldorff 1997] . We used the function glmer() of R package lme4 to implement the procedure. We also conducted outlier detection based on GLMM, where the function ranef() was used to obtain the predicted random effect. Then, let b i be the predicted random effect of i-th region from the fitted model. The i-th region was treated as an outlier if | b i | > 2.5 σ. We implemented the scan statistic using R function kulldorff() from R package SpatialEpi. The scan statistic method output clusters with the highest likelihood ratio as outlier regions, indicating these regions either had the highest or the lowest estimated incidence rates. In addition, to investigate the consistency of the proposed method, we also included three "oracle" versions of our methods, where φ is minimized with respect to one of α, β, or γ while the other two parameter vectors are fixed by their true value: (c) with respect to α; (d) with respect to β; and (e) with respect to γ.
We chose several performance metrics to compare different methods. First, we compared the performance of our proposed method with cases (a) and (c) and measured the bias of the individual-level covariate effect, α 1 − α 1 , community-level covariate effect, α 2 − α 2 , and the root mean squared error (RMSE) of the region-level prevalence rates,
and p i is the empirical average of the estimated individual-level prevalence estimates, p ij , taken over j = 1, . . . , n i . Second, to investigate how well our proposed method can estimate the baseline obesity rate of different locations, we calculated the RMSE of β, Here, TP stands for true positive, where the detected outlier region is indeed an outlier; TN stands for true negative, where the labelled normal region is normal; FP stands for false positive, where the detected outlier region is actually normal; and FN stands for false negative, where the labelled normal region is identified as an outlier. A higher value of MCC is preferred, where MCC = 1 indicates a perfect classifier and MCC = 0 indicates a random guess. We evaluated the MCC on the proposed, (a), (b) and (e). We considered K (K = 20, 40) locations where the number of subjects in each region was n (n = 50, 100). We generated the individual-level and region-level covariates as Q ij = (Z ij , X i ) T , where Z ij and X i were drawn from Bernoulli distributions with a probability of 0.5. We set α = (α 1 , α 2 ) = (−0.2, 0.2). For simplicity, we located K locations on a one-dimensional line by generating S i ∼ Unif(5, 95), i = 1, . . . , K. Hence, the distance between any two locations S i 1 and S i 2 , and subsequently ρ i 1 ,i 2 , can be easily calculated. For the baseline obesity rate, β i was set to logit(0.4) if 5 ≤ S i < 35, logit(0.5) if 35 ≤ S i < 65, and logit(0.6) if 65 ≤ S i ≤ 95. We randomly chose K O locations, where γ i = 2 for K 0 /2 locations ( t is the maximum integer no larger than t) and γ i = −2 for the remaining locations. We varied the number of outliers so that K O /K = 0%, 5%, 10%, 15%. For each scenario, we repeatedly generated the data 1000 times. We applied different methods on each dataset, and evaluated the aforementioned performance metrics. Then we averaged the performance measures over 1000 replications. The tuning parameters were selected using the proposed modified BIC, among a pre-defined candidate set with λ 1 ∈ [2 −2 , 2 12 ] and λ 2 ∈ [2 −5 , 2 2 ]. Table 1 summarizes the biases of α 1 , α 2 , and the root mean squared error (RMSE) on estimating the area-level prevalence rates. The biases of estimating α 1 , the individual-level covariate effect, were close to zero in the proposed method, especially when both n and K increase. The confidence intervals from the proposed and GLMM were comparable. The biases of α 2 , the region-level covariate effect, were reduced as K increased from K = 20 to K = 40 in the proposed. The performances of the proposed and the case (c) where β and γ were known were similar in terms of the biases. In addition, they were barely affected by the increased proportion of outliers. On the other hand, the biases of α 2 in the GLMM increased with a larger proportion of outliers. The RMSEs of p i , area-level prevalences, were smaller in the proposed than in the GLMM, although as anticipated, larger than the case where only α was unknown.
The RMSEs of β and the MCCs are presented in Figure 1 . The RMSE of β decreased when n or K increased, and slightly increased with a larger proportion of outliers. Compared with case (d), where α and γ were known, the difference between two methods became smaller with an increasing K. The MCC of the scan statistic was around zero, even when n and K were increased, indicating that the scan statistic failed to detect multiple outlier regions. This might be due to the fact that the scan statistic approach ignored the individual heterogeneity. The MCC of the GLMM decreased when either the proportion of outlier or the K increased. This is consistent with the literature suggesting that residual-based outlier detection may not operate well with multiple outliers. The MCC of the proposed method was improved over increasing K or increasing proportion of outliers. In addition, the results became similar to its oracle counterpart, Case (e), where α and γ were known. In summary, our method showed promising performance in identifying outliers, especially when the proportion of outliers increased.
Application to the PHINEX database
We considered census block group as the geographic unit. To avoid suppressed or unreliable area-level estimation, we excluded certain block groups with small sample sizes and large variabilities, following the guideline of Behavioral Risk Factor Surveillance System [CDC 2016] . The guided exclusion criteria were (1) the number of patients within the block group was less than 50, n i < 50, or (2) the relative standard error to the mean was more than 0.3, i.e., se The individual covariates Z ij included sex, age as of 2012, race/ethnicity and insurance status, and the region-level covariates X i included urbanicity and EHI. Age was categorized into 3 groups: 2-4 years, 5-9 years, and 10-14 years. Race and ethnicity were combined into a single covariate, and categorized into 4 groups: Hispanic, non-Hispanic white, non-Hispanic black, and non-Hispanic other. Patients with health service payor as commercial or Medicaid were included, where a few subjects with no insurance were excluded. Urbanicity, ranging from 1 to 11, was categorized into 3 groups: urban (1-4), suburban (5-8), or rural (9-11), following Environmental Systems Research Institute [2012] guidelines. We standardized EHI for numerical stability of the proposed algorithm. The location S i was defined by a vector of the longitude and latitude of the centroid of the i-th region. We constructed ρ i 1 ,i 2 as the inverse of geodesic distances,
denotes the greater circle distance between S i 1 and S i 2 . For the i 1 -th unit, we retained the L largest ρ i 1 ,i 2 's and truncated the others to zero as discussed in Section 3.1, where we treat L as a tuning parameter. Then, a grid search on λ 1 ∈ [2 −1 , 2 17 ], λ 2 ∈ [2 −5 , 2 2 ] and L ∈ {3, 5, 7} was conducted to find the best combination of tuning parameters. In addition, we applied the GLMM and the scan statistic for comparison.
The estimated individualized-level coefficients, α, were summarized in Table 2 . The results from our model and the GLMM were comparable in general. The rate of obesity in females is lower compared to males, and younger children had lower obesity rates. Obesity rates in both non-Hispanic white and nonHispanic other were lower than those in non-Hispanic black and Hispanic patients. The obesity prevalence was higher in subjects with Medicaid compared to those with commercial insurance. Urbanicity slightly affected the obesity rates, with subjects from suburban areas having the lowest rates. The EHI was positively associated with the estimated obesity rate. The signs of the fitted coefficients were stable over the choices of tuning parameters. The fitted baseline obesity rates were displayed in a map of Figure 2 , which clearly showed areas with different prevalence rates. The fitted trends appear to coincide with empirical knowledge of the greater Madison area. The lowest prevalence areas included the western portion of the Madison, Middleton, and Verona areas. It is empirically known that these areas were more recently developed and expanded in the greater Madison area, and include people who are generally younger and more socioeconomically advantaged compared to the surrounding areas. The intermediate prevalence areas, comprising the greater central and eastern Madison region, are more established and historic portions of the region, and are also known to contain a more stereotypical middle-class citizens of the region. The highest prevalence areas are clearly the most geographically distant from the center of Madison, and are also all outside of Dane county, which contains Madison. Although such socioeconomic conditions were included in our covariates, they might also have affected other endogeneous environmental factors not included in the covariates (e.g. school-level nutrition and retail food environment), which in turn may have been captured in the baseline obesity rates. The proposed method identified several outliers as well. Aberrant locations with obesity rates above the trend ( γ i > 0) and below the trend ( γ i < 0) were shown as black and yellow, respectively, in Figure 2 . We identified 6% of block groups as outliers above the trend, and 8% as below the trend. These outliers are presented in Table 3 , along with their:
• crude obesity rate, p crude
• baseline obesity rate, p bsl i = logit −1 ( β i );
• obesity rate adjusted for covariates and outliers, p
We note that the outlier identification is relative to the fitted trend. For example, block group 212 had an ordinary level of the estimated crude obesity rate (0.180). However, the crude rate was much higher than the fitted value of expected obesity prevalence (0.085). There existed unexplained information that could contribute to the elevated rate. Hence, it was declared as an outlier above the trend. The localized outbreak from our model may enable comparative investigations at granular level. For example, what potential factors explain the outlier block groups that are significantly above or below the trend? Obesity prevalence is determined by the interplay of patient demographic characteristics, behaviors, and community environmental factors. Our model has accounted for only a subset of them. At the individual level, it is sex, age, race/ethnicity, insurance status; and at the community level, it is urbanicity and EHI. Thus outliers could represent communities with meaningfully different environments than expected (e.g. much better or worse than average access to grocery stores, parks, and recreational facilities), and/or it could represent community members with behaviors that are substantially different than expected (e.g. much greater or less physical activity, substantially better or worse dietary habits, etc.). Based on our results, health care professionals could look into the risk factors within the outlier and compare these factors with its adjacent block groups.
Compared to the scan statistic and GLMM, the results of the proposed method were more informative and interpretable. As shown in Figure 2 , the scan statistic identified the central Madison area as abnormal, which ignored the granular variation in obesity prevalence. On the other hand, the GLMM successfully captured local variation by its random effect, as displayed in Figure 2 . However, the obesity pattern was not smoothed over the state, which could be difficult to explain and investigate.
Concluding remarks
Motivated by childhood obesity surveillance using routinely collected EHR data, we developed a multilevel penalized logistic regression model. We incorporated the fusion and the sparsity penalty in the likelihood function, which enabled us to conduct regional smoothing and outlier detection simultaneously. The proposed method showed superior performance over traditional methods. We applied the proposed method to the PHINEX database, which provided insights on childhood obesity at granular level. Methodologically, we extended a simultaneous fused lasso-based smoothing and outlier detection procedure to a generalized linear model setup. In particular, we utilized a nonconvex penalty for outlier detection. Furthermore, the proposed alternating minimization algorithm could be generalized to handle a general convex loss in a straightforward fashion.
A future direction is to develop inferential procedures for the proposed work. We could potentially utilize ideas underlying significance testing and confidence regions for regularized procedure. For example, Hyun et al. [2016] developed a post-selection inference for generalized lasso applied to linear models. A general selective inference procedure for penalized likelihood has been developed for l 1 penalty [Taylor and Tibshirani 2018] . Bootstrap could also work for inference after tuning parameter selection [Efron 2014] , although further exploration is needed for penalties other than the l 1 penalty. sity, Incheon, South Korea) for sharing R codes on the majorization-minimization algorithm, and Albert Y. Kim (Amherst College, Amherst, MA) for sharing the source codes for the R package SpatialEpi.
A Proof of Proposition 3.1
From the construction of α-step and γ-step, we obtain that φ(α (t) , β (t) , γ (t) ) ≥ φ(α (t+1) , β (t) , γ (t) ) and φ(α (t+1) , β (t+1) , γ (t) ) ≥ φ(α (t+1) , β (t+1) , γ (t+1) ). For the descent property of the β-step, we verify a more generic lemma. It indicates such a property is satisfied by the modified local quadratic approximation algorithm for a smooth convex loss function combined with a convex penalty function that is possibly non-differentiable.
Lemma 1. Let ψ(β) = l(β) + P (β) where l(β) is a twicely-differentiable convex function and P (β) is a convex function that is not necessarily differentiable. Letl(β; β 0 ) = l(β 0 ) + ∇ β l(β 0 ) T (β − β 0 ) + 1 2 (β − β 0 ) T ∇ 2 ββ l(β 0 )(β − β 0 ),ψ(β; β 0 ) =l(β; β 0 ) + P (β), and β * = argmin βψ (β; β 0 ). Take The proof is essentially the same as the proof of Proposition 1 in Lee et al. [2016] . They assumed P (β) = λ β 1 for some λ, which can be easily extended to a general convex function P (·). Furthermore,
h .
As h → 0 + ,φ(β * ; β 0 ) −φ(β 0 ; β 0 ) − {l(β h ; β 0 ) −l(β 0 ; β 0 )}/h converges to −∇ βl (β 0 ; β 0 ) + ∇ β l(β), which vanish to zero by the construction ofl. Therefore, we have lim sup
h ≤φ(β * ; β 0 ) −φ(β 0 ; β 0 ) < 0.
Therefore, there exists at least one h ∈ (0, 1] such that φ(β h ) < φ(β 0 ). φ(β 1 ) < φ(β 0 ) subsequently according to the construction of β 1 .
B Optimization algorithm
Algorithm 1 describes the proposed alternating minimization algorithm solving (4).
Algorithm 1 An alternating minimization algorithm for (4) require: Arrays {Y ij }, {Q ij }, {R ij } and {w ij }, i = 1, . . . , n i , j = 1, . . . , K, array {ρ i 1 ,i 2 }, scalar λ 1 and scalar λ 2 , tolerance level = 10 −6 initialize α (0) , β (0) , γ (0) , φ (0) = φ(α (0) , β (0) , γ (0) ) define w i· ← j w ij I(R ij = 1) and w ·· ← i j w ij I(R ij = 1) while |φ (t+1) −φ (t) | max{1,|φ (t) |} > do (1. Updating α) 1-1. µ (t) ij ← β 4. φ (t+1) ← φ(α (t+1) , β (t+1) , γ (t+1) ) end while return (α (t+1) , β (t+1) , γ (t+1) )
