Abstract. Based on the optimality criteria established in Part I, we show a primal-type cyclecanceling algorithm and a primal-dual-type augmenting algorithm for the valuated independent assignment problem: Given a bipartite graph G = (V + , V − ; A) with arc weight w : A → R and matroid valuations ω + and ω − on V + and V − respectively, find a matching M (⊆ A) that maximizes 
1. Introduction. Part I of this paper [24] has introduced an extension of the independent assignment problem using the concept of valuated matroid of Dress-Wenzel [5] . A matroid M = (V, B) defined on a ground set V by the family of bases B is called a valuated matroid if it is equipped with a function ω : B → R that enjoys the exchange axiom: Here R is a totally ordered additive group (typically R = R (reals), Q (rationals), or Z (integers)). The problem considered in Part I is as follows: 
subject to the constraint
where ∂ + M and ∂ − M denote the sets of vertices in V + and V − incident to M .
We assume r + = r − for the feasibility of the problem, where r + and r − denote the ranks of M + and M − . A special case of this problem is
[Intersection problem]
Given a pair of valuated matroids M 1 = (V, B 1 , ω 1 ) and M 2 = (V, B 2 , ω 2 ) defined on a common ground set V , and a weight function w : V → R, find a common base B ∈ B 1 ∩ B 2 that maximizes w(B) + ω 1 (B) + ω 2 (B).
Also considered in Part I is the following more general form of the valuated independent assignment problem.
[VIAP(k)]
Maximize
subject to the constraint that M is a matching of size k, and
Obviously, VIAP(k) with k = r + = r − is the valuated independent assignment problem above, although VIAP(k) does not presuppose that r + = r − . VIAP(k) with trivial valuations (ω ± ≡ 0 on B ± ) is nothing but the problem of finding a maximumweight independent matching of size k. For the intersection problem (with valuations) VIAP(k) takes the following form:
Maximize w(I) + ω 1 (B 1 ) + ω 2 (B 2 ) under the constraint that I is a common independent set of size k and B 1 (resp., B 2 ) is a base of M 1 (resp., M 2 ) containing I.
Part I has established the optimality criteria to the above problems.
Part II is to give a primal-type cycle-canceling algorithm and a primal-dual-type augmenting algorithm for the valuated independent assignment problem, both of which run in strongly polynomial time with oracles for the valuations ω ± . Our cycle-canceling algorithm is based on the negative-cycle criterion (Theorem 4.3 of Part I) and is an extension of Fujishige's [9] for the ordinary independent assignment problem. It can be polished up to a strongly polynomial algorithm using the minimum-ratio-cycle strategy invented by Zimmermann [28] . Our augmenting algorithm, on the other hand, solves VIAP(k) for k = 0, 1, 2, · · ·, and is an extension of the well-established primal-dual algorithm for the ordinary independent assignment problem and the weighted matroid intersection problem due to Iri-Tomizawa [15] and Lawler [18] [19] (see also Frank [7] ; for the submodular flow problem see and Fujishige [11] [12]). Remark 1.1. Extensions of the proposed algorithms to the linkage-type problems as considered in Fujishige [10] and Iri [14] should be obvious from the results of this paper combined with those in [10] and [14] . In this paper no further explicit accounts will be made about this. 2
Let us recall some notations and lemmas from Part I which are constantly referred to in this part. Let M = (V, B, ω) be a valuated matroid. For B ∈ B, v ∈ V − B and u ∈ V , 
Here 
This is a strainghtforward extension of the primal algorithm of Fujishige [9] for the ordinary independent assignment problem, which extends the classical idea of Klein [17] and which is further extended later by Fujishige [11] and by Zimmermann [27] for the submodular flow problem (see also Fujishige [12] and the references therein).
The above algorithm assumes an initial independent assignment M , which can be found by the existing algorithms for the (unweighted) matroid intersection. For each M the graph G M can be constructed with r + (|V + | − r + ) evaluations of ω + and r − (|V − | − r − ) evaluations of ω − , where r + and r − are the ranks of M + and M − respectively (we have r + = r − for a feasible problem). When the valuated matroids are associated with polynomial matrices as in Example 3.2 of Part I, ω ± can be evaluated by the method of interpolation or by an algorithm of combinatorial relaxation type (see Murota [23] for detail); or more directly ω ± (·, ·, ·) can be determined by pivoting operations on the matrices if arithmetic operations on rational functions can be performed.
A negative cycle having the smallest number of arcs in (i) can be found easily by a variant of the standard shortest-path algorithm. It should however be worth noting that the minimality of the number of arcs is not really necessary, and in fact this observation adds more flexibility to the algorithm, as we will see soon. Recalling the notation
we call a cycle Q in G M admissible if both (B + , B + ) and (B − , B − ) satisfy the uniquemax condition in M + and M − respectively. The admissibility of Q guarantees (by "unique-max lemma") that the modified matching M remains to be an independent assignment.
In the proof of Lemma 4.4 of Part I it has been shown that if a negative cycle Q is not admissible, a family of cycles, denoted Q k (k = 1, · · · , q) there, is naturally defined and that at least one of its members is a negative cycle. Following the terminology of Zimmermann [28] 
Lemma 2.2. For an admissible cycle
Remark 2.1. In the case of the ordinary independent assignment problem, the admissibility of a cycle defined above agrees with the admissibility in the sense of [28] and with the feasibility in the sense of [2] . This is due to the observation made in Remark 3.2 of Part I.
2
The algorithm finds the optimal independent assignment in a finite number of steps since there exist a finite number of independent assignments in the given graph and the objective function value Ω(M ) increases monotonically; we have seen
(It may be emphasized, however, that the gain in Ω(M ) can be larger than −γ M (Q), which phenomenon cannot occur in the ordinary independent assignment problem.
See the proof of Lemma 4.5 of Part I.) However, the number of iterations of the loop (i)-(ii) is not bounded by a polynomial in the problem size, as is also the case with the original form of the primal algorithm for the ordinary independent assignment problem.
Recently Zimmermann [28] has shown (for the submodular flow problem) that, when R ⊆ R, a judicious choice of a negative cycle renders the number of iterations bounded by r + (= r − ). The idea is to introduce an auxiliary weight function α on A and to select a cycle Q of minimum ratio γ M (Q)/α(Q) (satisfying some extra condition). In what follows we shall show that this idea carries over to our problem, making the number of iterations of the loop (i)-(ii) of our algorithm bounded by r + (= r − ).
We maintain a subset M • of A, called the active arc set, and define α : A → {0, 1} by
An arc is said to be active if it belongs to
takes the minimum value among all cycles with α(Q) > 0. We assume R ⊆ R till the end of Section 2.
[Cycle-canceling algorithm with minimum-ratio cycle]
Starting from an arbitrary independent assignment M and active arc set defined by 
and the function α accordingly. (iii) Modify the current independent matching along the cycle Q by
The following properties are maintained throughout the computation:
• Any negative cycle in G M contains an active arc (cf. Lemma 2.8).
• M is an independent assignment (i.e., ∂ + M ∈ B + , ∂ − M ∈ B − ). Because of the first property, the minimum-ratio cycle in (i) is well-defined, as long as G M contains a negative cycle. In (ii), on the other hand, the active arc set M • decreases monotonically, at least by one element in each iteration. This implies the termination of the algorithm in at most r + (= r − ) iterations, whereas the obtained matching M is an optimal independent assignment by the second property and Theorem 4.3 of Part I.
An admissible minimum-ratio cycle can be found in a polynomial time in the problem size as follows. By an algorithm of Megiddo [22] a minimum-ratio cycle Q can be generated in O(| V | 2 | A| log | V |) time. We can test for the admissibility of Q on the basis of Lemma 3.5 of Part I by means of an algorithm for the weighted bipartite matching problem. This takes O(| V | 3 ) or less time. In case Q is not admissible, it induces a (nonempty) family of minimum-ratio cycles, each having a smaller number of arcs than Q, as will be shown later in Lemma 2.5. We pick up any one of the induced minimum-ratio cycles, and repeat the above procedure. After repeating not more than | V | times we are guaranteed to obtain an admissible minimum-ratio cycle.
Summarizing the above arguments we have the following theorem, where R ⊆ R is assumed.
Theorem 2.3. The cycle-canceling algorithm with minimum-ratio cycle selection is a strongly polynomial time algorithm (modulo a polynomial number of evaluations of ω ± ).
In connection to Lemma 2.2 it may be noted (cf. Lemma 2.6) that the minimumratio cycle selection yields an equality in (2.4) (in contrast to the original version of the algorithm).
Finally we mention two other variants of the cycle-canceling algorithm using the minimum-mean-cycle strategy, which was introduced by Goldberg-Tarjan [13] for the minimum-cost flow problem and adapted to the submodular flow problem by CuiFujishige [2] . The mean length of a cycle Q in G M is γ M (Q) divided by |Q| (= the number of arcs in Q), and a minimum-mean cycle means a cycle having the minimum mean length. Note that a minimum-mean cycle is a minimum-ratio cycle for α ≡ 1.
The variants suggested here are to select, as in [2] , a minimum-mean cycle Q in G M according to one of the rules:
(N) Select a minimum-mean cycle having the smallest number of arcs, (L) Select a minimum-mean cycle such that q M (∂ + a) = π(∂ − a) for each arc in it, where π : V → {1, 2, · · · , | V |} is a fixed one-to-one mapping (= ordering of V ) and
It is observed in [2] that such minimum-mean cycles can be found in O(| V | | A|) time using an algorithm of Karp [16] (see also McCormick [21] and Orlin-Ahuja [25] for algorithms for minimum-mean cycles). The validity of these variants can be shown similarly as that of the minimum-ratio cycle algorithm (see Remark 2.2). Again we have an equality in (2.4).
Validity of the minimum-ratio cycle algorithm.
We shall show the validity of the cycle-canceling algorithm using the minimum-ratio cycle selection. Basically we follow the arguments in [13] , [28] while establishing two lemmas (Lemma 2.5 and Lemma 2.7) specific to our problem. We abbreviate γ M to γ for notational simplicity.
For ε ≥ 0 an independent assignment M is said to be ε-optimal (with respect to α) if there exists a function p : V → R such that
Noting (2.5) is equivalent to saying that the modified arc length γ(a) = γ(a) + εα(a) admits a function p such that
we see that the existence of p with (2.5) is also equivalent to is well-defined and M is ε-optimal with ε = −µ > 0. Hence we have the following statement.
Lemma 2.4. Condition (2.7) is satisfied if and only if
Proof. In addition to the above argument note that the case ε = 0 corresponds to an optimal M , for which (2.7) is vacuously true due to Theorem 4.3 of Part I.
Under the condition (2.7) we define ε(M ) to be the minimum value of ε ≥ 0 for which M is ε-optimal. The above argument shows, under (2.8), that
The following lemma substantiates the step (i) of the algorithm. 
Lemma 2.5. Assuming (2.7) and (2.8) let Q be a minimum-ratio cycle. Either Q is admissible or else it induces a minimum-ratio cycle having a smaller number of arcs than Q. In particular, a minimum-ratio cycle having the smallest number of arcs
holds. By the choice of M we have γ(Q ) ≤ γ(Q), which implies
We claim that the equality holds in (2.12). In fact, (2.12) shows
.7) and (2.9). With the equality in (2.12) we obtain γ(Q ) = γ(Q) since α(Q ) = α(Q).
It then follows from (2.11) that
Hence, putting
we have M ⊆ A * , where Since (B + , B + ) does not satisfy the unique-max condition, there exist distinct 
for some q with 1 ≤ q < q, which shows γ(Q k )−µα(Q k ) = 0 for each k. Therefore Q k is a minimum-ratio cycle for k with α(Q k ) > 0, while such k exists since
Lemma 2.6. Assuming (2.7) and (2.8) let Q be an admissible minimum-ratio cycle. Then M is an independent assignment with Ω(M ) = Ω(M ) − γ M (Q).
Proof. The same as the proof of Lemma 4.5 of Part I, except that (2.13) is used.
Lemma 2.7. Assuming (2.7) and (2.8) let Q be an admissible minimum-ratio cycle. Then ε(M
Proof. Put ε = ε(M ), which is equal to −µ by (2.10). By the ε-optimality of M
holds for some p. Note that
Denote by G M = (V , A) the auxiliary graph for M ; with obvious additional notations
for the same p. This is obvious for a ∈ M
• − M • since α(a) = 0 and its reorientation
In what follows we show (2.18) for a ∈ A + ; the proof for the remaining case with a ∈ A − is similar. We abbreviate ω + , V + , B + and B + to ω, V , B and B respectively.
Then (2.18) for a ∈ A + can be written as
Recalling the definition
and noting α(a) = 0 (a ∈ A + ) we see from (2.5) that 
Thus (2.19) is established. It may be remarked that the essence of (2.19) lies in Lemma 3.9 of Part I.
Combining Lemma 2.4 and Lemma 2.7 we see that the condition (2.7) is preserved in updating an independent matching in the step (iii) of the algorithm. That is, we have the following.
Lemma 2.8. Assuming (2.7) and (2.8) let Q be an admissible minimum-ratio cycle. Then the condition (2.7) is satisfied by M .
We have justified all the claims about the cycle-canceling algorithm with minimumratio cycle selection.
Remark 2.2. The validity of the variants using the minimum-mean cycle can be shown similarly. To be specific, we have the following.
Lemma 2.9. Let Q be a minimum-mean cycle selected by rule (N) or (L). Then Q is admissible and M is an independent assignment with
Proof. Put α ≡ 1 in the proof of Lemma 2.5. This shows that if Q were not admissible, each induced cycle Q k would be a minimum-mean cycle. Case (N): We have
which is a contradiction since i q+1 = i 1 . The proof of the second half is the same as the proof of Lemma 2.6.
It should be emphasized, however, that no polynomial bound on the number of iterations can be deduced from the above lemma. 
where s + and s − are new vertices referred to as the source vertex and the sink vertex respectively. The arc set A consists of eight disjoint parts:
where
The arc length γ(a)
= γ (M,B + ,B − ) (a) (a ∈ A) is defined by γ(a) =                  −w(a) (a ∈ A • ) w(a) (a = (u, v) ∈ M • , a = (v, u) ∈ M ) −ω + (B + , u, v) (a = (u, v) ∈ A + ) −ω − (B − , u, v) (a = (v, u) ∈ A − ) 0 (a ∈ F + ∪ S + ∪ F − ∪ S − ) (3.1) Lemma 3.1. Let (M, B + , B − ) be a
feasible solution of VIAP(k). Problem VIAP(k+ 1) has a feasible solution if and only if there exists a directed path in
Proof. First note that the graph G (M,B + ,B − ) does not depend on w nor on ω ± , except for the arc length. Then the claim follows from a standard result for the independent matching problem (e.g., [1] , [12, Theorem 4.7] ).
Suppose that (M, B + , B − ) is optimal for VIAP(k), and that VIAP(k + 1) is feasible. It follows from Lemma 3.1 that there is a (directed) path in G (M,B + ,B − ) from the source s + to the sink s − , and from Theorem 5.2 of Part I that there is a shortest path from s + to s − with respect to γ. Let P be (the set of arcs on) a shortest path from s + to s − having the smallest number of arcs. Then the following theorem holds true; the proof is given later. 
is optimal for VIAP(k + 1).
With this theorem, we obtain the following algorithm of augmenting type that solves VIAP(k) for k = 0, 1, 2, · · ·. At the beginning of the algorithm we set M = ∅ and find a maximum-weight base B + of M + with respect to ω + and a maximumweight base B − of M − with respect to ω − . Obviously this choice gives the optimal solution to VIAP(0).
[ Note that the graph G (M,B + ,B − ) can be constructed in a similar manner as the graph G M for the cycle-canceling algorithm.
Just as the primal-dual algorithm for the ordinary minimum-cost flow problem and the independent assignment problem, the algorithm outlined above can be made more efficient by the explicit use of a potential function p : V → R, the use of which has been invented independently by Tomizawa [26] and by Edmonds-Karp [6] .
Suppose again that (M, B + , B − ) is optimal for VIAP(k). By Theorem 5.2 of Part I there is a potential p : V → R such that
This condition is equivalent to the following set of conditions appearing in Theorem 5.1 of Part I:
B + is a maximum-weight base of M + with respect to ω
B − is a maximum-weight base of M − with respect to (3.10) where it should be recalled from Part I that p ± denotes the restriction of p to V ± and that
are called the similarity transformations of ω ± .
In the following algorithm we maintain such potential function p in addition to (M, B + , B − ), and a shortest path is sought with respect to the modified arc length γ p , which is nonnegative by virtue of (3.5) . At the beginning of the algorithm the potential p is chosen as
which is easily seen to be legitimate. In the general steps p is updated to First note that M is a matching of size k + 1 and that
by the definition of ∆p.
Lemma 3.3.
Proof. The first follows from (3.13) for a ∈ A • , while the second is due to
Lemma 3.4. (2)
Proof. We prove the case "+" only and omit the superscript "+".
(1) By (3.13) for a ∈ A + we have
Here we have an equality if i = j and a strict inequality if i < j by the definitions of p and P . Then the unique-max property follows from Lemma 3.5 of Part I.
(2) We see from the above that p is the optimal dual variable in the sense of matching theory, and hence 
Proof. Again we prove the case "+" only. By Lemma 3.1 of Part I it suffices to show by Lemma 3.5 and the unique-max lemma (Lemma 1.2) . Therefore the RHS of (3.14) is bounded by
Thus we have shown (3.6) in Lemma 3.3, (3.7) and (3.8) in Lemma 3.6, (3.9) and (3.10) in Lemma 3.4. This completes the proof of Theorem 3.2.
