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Abstract 
 
Texture segmentation is the process of partitioning 
an image into regions with different textures 
containing similar group of pixels. This paper presents 
a comparative study of four texture segmentation 
methods based on the following features: descriptors, 
heuristic function, fuzzy logic and Mask based 
features. Many types of textures are considered for 
analysis. The comparative results show that descriptor 
based approach is the most suitable for segmenting 
both natural and mosaic textures whereas heuristic 
function based approach is most suitable for random 
textures. Fuzzy features based approach is found to 
yield better segments for regular patterns while Mask 
feature based approach is the best for segmenting 
Natural images, but fails miserably on Mosaic textures. 
Fuzzy C-means classification is used for achieving 
texture segmentation.  
 
1. Introduction 
 
Texture segmentation has long been an important 
task in image processing. Basically, it aims at 
segmenting a textured image into several regions 
having the similar patterns. An effective and efficient 
texture segmentation method will be very useful in 
applications like the analysis of aerial images, 
biomedical images and seismic images as well as the 
automation of industrial applications. Like other 
segmentation problems, the segmentation of textures 
requires the choice of proper texture-specific features 
with good discriminative power [1]. Generally 
speaking, texture feature extraction methods can be 
classified into three major categories, namely, 
statistical, structural and spectral. In statistical 
approaches, texture statistics such as the moments of 
the gray-level histogram, or statistics based on gray-
level co-occurrence matrix are computed to 
discriminate different textures. In structural 
approaches, “texture primitive”, the basic element of 
texture, is used to form more complex texture patterns 
by applying grammar rules, which specify how to 
generate texture patterns. Finally, in spectral 
approaches, the textured image is transformed into 
frequency domain. Then, the extraction of texture 
features can be done by analyzing the power spectrum. 
Various texture descriptors have been proposed in the 
literature. In addition to the aforementioned methods, 
Law’s texture energy measures, Markov random field 
models, texture spectrum etc., are some other texture 
descriptors. 
A texture can be either regular pattern like man 
made texture, for e.g., “Mat” or “Fence” or it can be a 
random texture as in Natural images. We have 
implemented several methods for segmentation of 
Natural as well as mosaic images.  
The paper is organized as follows: Section 2 gives 
an overview of the descriptor based approach for 
texture segmentation. In this section, various 
descriptors, viz, energy, entropy and inertia are 
discussed. In section 3, the feature based on heuristic 
function is explained. In Section 4, an overview of the 
mask-based feature for texture segmentation is 
discussed. Section 5 presents a comparison of results 
from different texture segmentation techniques. 
 
2. Pre-processing 
 
The ambiguities in texture that arise due to fuzzy 
nature of image function give an opportunity to devise 
fuzzy texture features [2]. Since texture is region based, 
we consider arrangement of image functions (i.e., 
intensities) of pixels in a local region, say, a window, in 
order to characterize the texture. 
Spatial interaction model is used in the present work 
to evolve texture features. This approach brings into 
consideration the spatial arrangement of pixel 
intensities in a window.  A pixel having similar 
intensity as that of its neighborhood will have a higher 
correlation.  
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The correlation of pixel x(j) about its neighborhood 
x(i) in a window of size pp×  can be represented by a 
Gaussian membership function, which depends on the 
difference in their gray values. The membership 
function is defined as 
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where,  
 τ is the fuzzifier selected as 10% of the 
 window  size 
 
We have calculated the membership value with the 
maximum gray level in a window as the reference. 
Accordingly, the membership function in (1) is 
modified to:  
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The membership value is ( ) 1=iu j  for ( ) maxxjx = .  
The membership values are less than or equal to 1 for 
the neighboring pixels in the window. Next, we obtain 
the cumulative response to the current pixel, x  by 
taking weighted sum. So we have 
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where,  n is the number of pixels in a window.  
 
The output will be maximum when all the 
neighboring pixels are of the same value. Following 
this, the cumulative responses of all pixels are 
computed by forming 3x3 windows on original 512 x 
512 image giving rise to an output image. 
 
2.1 Texture Descriptors 
 
If we use all the elements of Y , we would be 
bogged down by the computational problem. Instead, 
we derive texture descriptors that capture the essence 
of the texture sub-image. If Y  is of size MM × , it is 
then partitioned into sub-images, each of size ww×  
where w << M. We compute the n-descriptors for each 
sub-images, which results into a descriptor matrix, D of 
size RR× , where wMR = .  The element of D is a 
vector [ ]Tnddd K21 , whose size n  is equal to the 
number of descriptors.  We want to capture the 
underlying structure of a texture through a few 
descriptors. We will use four texture descriptors 
employing the spatial dependence of on the texture 
image. For example, maximum value of Y  would 
represent the highest response of a texture feature in a 
window. We can use the entropy to represent the 
information content in the texture of an image. 
Likewise, other descriptors are aimed at describing 
different concepts such as uniformity, the arrangement 
of texture with respect to the diagonal ofY . Four 
descriptors are presented here.  
 
Descriptor 1:  The maximum occurrence of any 
texture feature computed on   windows of size ww×  is 
designated as 
 
 { }];),(max[1 jiYd =              (4) 
where,   
 ( )jiY , is the element of matrix Y.  
 
This descriptor picks up the most frequently occurring 
response value from the response matrix ( )jiY , . Here 
max corresponds to the maximum number of times.   
 
Descriptor 2:  Element difference moment of order k,   
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This descriptor has relatively low value when the high 
values of Y are near the main diagonal, because the 
difference (i-j) is smaller there. Here we have to select 
a proper value for k. This is also termed as 'inertia' 
feature. 
 
Descriptor 3:  Entropy  
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This descriptor is a measure of randomness present in 
the neighborhood of current feature. It also gives the 
information content as mentioned above. A high value 
of d3 indicates that all elements of Y are equal. 
 
Descriptor 4:  Uniformity, measures the similarity. It 
is the lowest, when all elements of Y are equal. It is 
computed as:  
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This is also called 'Energy' feature.  In the computation 
of the above descriptors, the indices i and j lie in the 
overlapping window in Y, i.e., ( ) wwji ×∈, .  
 
3. Heuristic function   
 
The following heuristic function is used to calculate the 
texture feature. This has been devised by 
experimentation.  
 
  ( ) ( ) ( )2TE p x t f x taf x b = + + ∑          (8) 
 
The parameter “t” is obtained by optimizing the 
expression for ET.  So, we have 
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where, 
 ( )xp  is the de-fuzzified response of the 
 current pixel; 
 ( )xf  is the fractal dimension for the current 
 window; and  
 a  & b  are two additional parameters 
 introduced for   suitably changing the heuristic 
 function according to texture type. 
 
The heuristic function is assumed to be a 
polynomial in t multiplied by the probability of 
occurrence of the intensity function in the proposed 
heuristic function. By including two more parameters 
we have the flexibility to modify the heuristic function.  
It is able to capture several natural textures that we 
experimented thus justifying its form. The expression 
for ( )xp  and ( )xf  are derived as under. 
 
Expression for p(x) 
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maxx  is the max gray level in current window 
 with respect to which the gray levels of all 
 neighboring pixels are compared; and  
 τ is the fuzzifier which is taken to be the initial 
 size of the window. 
 
Expression for f(x) 
Let us take (χ) as the initial window size for calculating 
the defuzzified response. Then fractal dimension is 
defined as 
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where,  
 yj(χ) denotes the defuzzified response found in 
 each window, given by: 
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Here µj(x) is computed from (12).  
 
The initial window size is (χ). If we use various 
scales “s” to change the window size, then the 
defuzzified response found for each change in scale is 
yi(s χ), which can be utilized for finding the fractal 
dimension α from the following equation:       
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Extending the equation to n number of scales, and then 
summing we will get the following: 
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Now using the value of α∑ , we can segment the 
various patterns in the given texture image. 
 
Implementation Details 
 
We take an original mosaic image of size 512 X 
512. We form the sub-images of 7 X 7 in the 512 X 
512 image. So we get 73 X 73 sub-images. Then we 
determine the fractal dimension for all the sub-images 
by finding the defuzzified responses for 3X3, 5X5 and 
7X7 windows/sub-images. So f(x) = fractal dimension 
for the sub-image 7 X7 is computed as follows: 
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where,   
 j=1,2 and s = 5/3,  7/3 
 
Then we find the cumulative response for 14X 14 sub-
image from the original image by calculating ET for the 
four 7 X 7 windows in a 14 X 14 window. 
 
4. Feature Extraction  
 
Laws’ Texture Energy Measures (TEM) [3] 
determine textural properties by assessing average 
gray-level, edges, spots, ripples, and waves in texture. 
The measures are derived from three simple vectors:  
L3= (1,2,1) , E3 = (-1,0,1) , S3=(-1, 2 ,-1). 
 After convolution of these vectors with themselves 
and each other, five vectors  will result:  
L5 = 1,4,6,4,1), E5 = (-1,-2,0,2,1), S5 = (-1,0,2,0,-
1), R5 = (1,-4,6,-4,1) and W5=(-1,2,0,-2,-1)  
where,  
 L5 represents local averaging. 
 S5 and E5 are spot and edge detectors, 
 R5 can be used as “ripple” detector and W5 as 
 “wave” detector  
 
The four masks can be derived as follows: 
L5
T
 X E5= [-1 -2 0 2 1;-4 -8 0 8 4;-6 -12 0 12 6;-4 -8 0 
8 4;-1 -2 0 2 1] 
L5
T
 X S5= [-1 0 2 0 -1;-4 0 8 0 -4;-6 0 12 0 -6;-4 0 8 0 
-4;-1 0 2 0 -1] 
L5
T
 X R5= [1 -4 6 -4 1;4 -16 24 -16 4;6 -24 36 -24 6;4 
-16 24 -16 4;1 -4 6 -4 1] 
L5
T
 X W5= [-1 2 0 -2 -1;-4 8 0 -8 -4;-6 12 0 -12 -6;-4 
8 0 -8 -4;-1 2 0 -2 -1] 
 
The texture value of the pixel at coordinate (i,j) is 
defined as  
2
55
55
2
55
55
2
55
55
2
55
55
),(),(),(),(
),(








+








+








+








=
Max
T
T
Max
T
T
Max
T
T
Max
T
T
XVL
XVL
XRL
XRL
XSL
XSL
XEL
XEL
f
jif
f
jif
f
jif
f
jif
jif
                              (15)            
where,  
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f i j  are the convoluted results of the 
image with the four masks,  
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These texture features can be directly used for 
segmentation. 
 
5. Recognition Scheme  
 
Here we present the results of the segmentation on 
two mosaic images and two Natural images using 
different texture features. We will explore first the 
fuzzy descriptors and then heuristic function based 
features and finally mask based features. We compare 
their performance on the texture segmentation. The 
validity measure considered is the well known Cluster 
validity which is defined as the ratio of compactness to 
the maximum separation among the clusters. We have 
carried out simulations using MATLAB on a P-IV 
machine with 2.6 GHz Processor and 512 MB RAM. 
The time complexity parameter used for comparison of 
different feature extraction algorithms is the actual 
machine time taken by the particular algorithm. 
5.1 Results of Image segmentation using    
Descriptors 
 
This section gives the simulation results for the texture 
segmentation based on Fuzzy Descriptors. The texture 
descriptors used for segmentation are Entropy, Energy, 
Inertia and Frequency corresponding to 
1d , 2d , 3d  and 
4d  respectively. The segmentation is done using Fuzzy 
C-Means for both the Natural as well as mosaic images.   
 
   
Figure 1: Results for Mosaic Image-1 for segmentation 
using Descriptors 
 
369
      
Figure 2: Results for Natural Image-2 for 
segmentation using Descriptors 
 
The results for the Mosaic Image-1 shows that the 
texture features used are able to retrieve majority of 
the segments. Out of the four predominant textures of 
mosaic, we are able to retrieve three textures with 
quite good validity. Only the first texture of the mosaic 
is segmented with low validity. We can conclude from 
the results that the features used are able to segment 
the regular textures well, but the proposed features are 
not able to segment first texture, which is random. The 
total time taken for execution of the algorithm is 
48.8750 secs. 
 
Table 1: Cluster Centers and Validity of Mosaic 
Image-1 for segmentation using Descriptors 
 
      CLUSTER CENTER VALIDITY 
Freq. Inertia Entropy Energy  
0.777 0.787 0.765 0.641 0 .021 
0.544 0.539 0.486 0.304 0.031 
0.729 0.538 0.492 0.328 0.066 
0.913 0.914 0.913 0.860 0.058 
0.798 0.634 0.596 0.438 0.026 
 
Table 2: Cluster Centers and Validity Natural Image-2 
for segmentation using   Descriptors 
 
            CLUSTER CENTER VALIDITY 
Freq. Inertia Entropy Energy  
0.4117 0.363 0.294 0.137 0.032 
0.9537 0.863 0.842 0.762 0.193 
0.7303 0.701 0.656 0.501 0.001 
0.3193 0.262 0.196 0.072 0.019 
0.5851 0.516 0.452 0.278 0.130 
 
Natural Image-2 is segmented in 42.7190 secs. The 
results show that the image is segmented well, so we 
are able to retrieve all the textures present in the 
original image. 
 
5.2 Results of Image segmentation using Heuristic  
      Function 
 
The results of feature extraction using heuristic 
function reveals that the function is well suited for 
random textures like the “Grass” texture that is 
segmented perfectly but this function is not suitable for 
regular textures, since we are not able to retrieve the 
other textures. The total time for computation is 2.7030 
seconds. 
 
          
Figure 3: Results for Mosaic Image-1 for segmentation 
using Heuristic Function 
 
 
    
Figure 4: Results for Natural Image-2 for 
segmentation using Heuristic Function 
 
The simulation results on Natural Image-2 give 
clusters with low validity. Only the mountain cluster is 
segmented with high validity. The time complexity for 
this image is 3.4840 secs. 
 
Table 3: Cluster Centers and Validity Mosaic Image-1 
for segmentation using Heuristic Function 
 
C No. CLUSTER CENTER     VALIDITY 
1. 35.701 0.0105 
2. 13.344 0.0155 
3. 49.85 0.0926 
4. 25.392 0.002768 
5. 62.372 0.0696 
    
Table 4: Cluster Centers and Validity Natural Image-2 
for segmentation using Heuristic Function 
 
C No. CLUSTER CENTER VALIDITY 
1. 118.68 0.0224 
2. 21.49 0.0101 
3. 69.189 0.0415 
4. 309.99 0.0900 
5. 241.02 0.2457 
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5.3 Results of Image segmentation using 
Defuzzified Feature  
 
The results of the proposed method for texture 
segmentation show that this technique is good for 
segmenting Natural as well as man-made regular 
textures. Out of the four textures present in the mosaic 
image, the three regular textures are retrieved with 
good validity, but one random texture of “Grass” is not 
segmented. The total time taken for computation is 
19.9060 sec, which is much less than that involved 
with the descriptors but much higher than that using 
the heuristic function feature.  
 
  
Figure 5: Results for Mosaic Image-1 for segmentation 
using Defuzzified Feature 
 
  
Figure 6: Results for Natural Image-1 for 
segmentation using Defuzzified Feature 
 
Table 5: Cluster Centers and Validity of Mosaic 
Image-1 for segmentation using Defuzzified Feature 
 
C No. CLUSTER CENTER VALIDITY 
1. 904.58 0.0296 
2. 177.58 0.0101 
3. 126.92 0.0078 
4. 1498.7 0.1478 
5. 211.72 2.2229 
   
Natural Image-1 is not segmented perfectly with the 
proposed procedure. We can see that only the “sky” 
part of the image is segmented well with high validity. 
The rest of the textures, i.e., random textures are not 
segmented. The total time taken for the processing of 
proposed algorithm on Natural Image-1 is 13.0940 
seconds. 
 
Table 6: Cluster Centers and Validity of Natural 
Image-1 using Defuzzified Feature 
 
C NO. CLUSTER CENTER VALIDITY 
1. 49.963 0.2130 
2. 28.552 0.2036 
3. 91.707 0.0177 
4. 120.65 0.2473 
5. 69.842 0.2150 
 
5.4 Results of Image segmentation using Mask 
based Feature  
 
     
Figure 7: Results for Mosaic Image-1 for segmentation 
using Mask based   Feature 
 
   
Figure 8: Results for Natural Image-2 for 
segmentation using Mask based Feature 
 
The proposed algorithm gives the segments with quite 
poor validity. It is not good at segmenting mosaic 
images. The time complexity for the procedure is 
61.4840 seconds. 
 
Table 7: Cluster Centers and Validity of Mosaic  
Image-1 for segmentation using Mask based Feature 
 
C NO. CLUSTERCENTER VALIDITY 
1. 0.64586 0.2655 
2. 1.0994 0.2645 
3. 0.14069 0.5029 
4. 0.87833 0.2505 
5. 1.3038 0.5313 
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Table 8: Cluster Centers and Validity of Natural 
Image-2 for segmentation using Mask based Feature 
 
CLUSTER 
NO. 
CLUSTER 
CENTER 
VALIDITY 
Cluster 1 1.3142 0.01746 
Cluster 2 2.3020 0.0908 
Cluster 3 0.5975 0.1265 
Cluster 4 1.7382 0.4196 
Cluster 5 0.8875 0.05786 
 
The results using Mask based features show that 
this approach is well suited for Natural Images. It is 
able to produce segments with high validity unlike on 
Mosaic image. The segments are produced with high 
validity and all the relevant textures are retrieved. The 
time complexity for this image is 58.8440 seconds. 
 
7. Conclusions  
 
In this paper, we have experimented on several 
features for texture segmentation keeping the clustering 
technique the same (i.e., in this case, we have used 
FCM) as selection or proper choice of texture features 
is more important than the clustering technique. Our 
features are derived using four approaches, viz., 
descriptor-based, heuristic function based, defuzzified 
feature based and mask feature based.  The 
performance of these approaches depends on the type 
of texture. The performance of descriptor-based 
approach is dependent on the surrounding texels. For 
natural images, it yields high validity segments. 
Heuristic based approach is found to be useful for 
random textures because of its property to capture 
randomness. Hence is not suitable for regular textures. 
The defuzzied feature based approach is amenable for 
regular patterns/textures. This is because it integrates 
the surrounding information and arrives at the 
defuzzifed value. If the surrounding information is 
similar to the texel under consideration, it gives good 
validity otherwise not. This way it only captures 
homogeneous texture.   The mask- based approach 
derives its features by convolving the image with five 
masks. These masks represent local averaging, spot and 
edge detector, ripple detector and wave detector. Since 
a natural image comprises of these factors (spot, edge, 
ripple and wave), this approach is immensely 
appropriate for natural textures.  
In this study, we haven’t made an attempt to 
ascertain the type of texture present in a texture image. 
This will help then which features need to be extracted 
depending on the texture type. Regarding the time 
complexity, we may mention that heuristic approach 
takes the least time followed by defuzzified featured 
approach. This is because of considering a single 
feature as against several features in other two 
approaches, which are comparable in terms of time 
complexity. 
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