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The process of homologous recombination is essential to all organisms. Yet 
despite the extreme importance of homologous recombination, relatively less is 
known about its biological regulation.  
In the current research project, we studied the effect of ChvG, the sensor protein 
of ChvG-ChvI two-component system of Agrobacterium tumefaciens, on the 
regulation of homologous gene recombination.  
 Gene recombination efficiency was compared between chvG+ and chvG− 
strains, exploiting general recombination (RecA-dependent) and intramolecular 
recombinogenic recombination (IRR) (RecA-independent) as well. chvG+ strain was 
found to possess a much higher DNA recombination capacity. These results suggest 
that loss of a functional ChvG may interfere with one or more key steps of 
homologous recombination process.  
 Mutation is also a fundamental biological process and it drives the evolution 
forward. However, mutation is also a complicated biological process. In the current 
study, we took the advantage of tetR-tetA operon to explore the potential role played 
by ChvG protein in the regulation of mutation process occurring in A.  tumefaciens. 
Our mutation assay system is superior to some conventional reverse mutation assay 
systems. This is because that most of reversion mutation systems are not satisfactory 
for determining mutational spectra in that for a given mutation, there are a very 
limited sites and/or kinds of mutations that can produce a reversion. Some important 
sources of mutation, such as insertion of transposable element, are usually thoroughly 
excluded from the study that employs the reversion system. 
 In our experiments, firstly, the mutation phenotype was compared between 
chvG+ strain A6007 and chvG− derivative strain A6340. It is found that if selection 
 viii
was conducted on a rich medium  (MG/L), the wild type strain showed a much 
higher mutation frequency. However on simple selective media (AB), a comparable 
mutation level was obtained. This suggests that the fitness under selection makes the 
substantial contribution to the final mutation result. In order to analyze the molecular 
basis of mutation, PCR and sequencing were utilized. For wild type strain A6007, 
more than 90% mutants were point mutants; while for chvG− strain A6340, more than 
90% mutants accorded to insertion of transposons. This different mutation pattern 
implies that bacteria strains could have evolved to be capable to invoke to various 
mutation mechanisms to keep a constant mutation rate at a specific genome locus. 
 Mutation assay was further extended to the stationary-phase because there 
may be fundamental difference in terms of origin of mutation arising at these two 
growth phases. To do this, wild type strain and chvG− strain were starved on agar 
plates without readily-usable carbon source and the time course of mutation frequency 
and mutation spectra were tracked continuously. Loss of functional ChvG was found 
to be able to render bacterial cells a hypermutation state during starvation. In addition, 
at stationary phase, most of mutation occurring in chvG wild type strain was 
insertion-mediated, just like the situation observed in chvG− strain during exponential 
growth. Our finding bears on the evolutionary significance because bacterial 
population usually spends most of its time in kinds of stress in its natural niches.  
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 Chapter 1. Literature Review 
The process of homologous genetic recombination is essential to all kinds of 
organisms. Most of homologous recombination events are mediated by RecA-
dependent pathways that require large regions of homology between the donor and the 
recipient DNA (Kowalczykowski et al., 1994). The loss of recA through mutation 
reduces the recombination frequency by 99.9% (Moat et al., 2002). The process of 
RecA-dependent homologous recombination can be viewed in six steps: (1) strand 
breakage, (2) strand pairing, (3) strand invasion/assimilation, (4) chiasma or crossover 
formation, (5) breakage and reunion, and (6) mismatch repair.  
Although RecA is the core component for genetic recombination, there is also 
RecA-independent mechanism for gene recombination. Intramolecular 
recombinogenic recircularization (IRR) is a kind of RecA-independent homologous 
recombination, which occurs at short DNA repeats (4-10 bp) (McFarlane and 
Saunders, 1996). The underlying mechanism for IRR could be DNA strand-annealing, 
in which the exonuclease activity could be provided by proteins (such as exonuclease 
III) other than RecA (Conley et al., 1986).  
Just like gene recombination, mutagenesis is also fundamental to all organisms, 
because it generates variability that conditions all evolutionary change (Drake, 1991). 
During growth of an organism, DNA can be damaged by a variety of factors. Any 
heritable change in the nucleotide sequence of a gene is called mutation regardless of 
whether there is an observable change in the characteristic (phenotype) of the 
organism. Mutation themselves come in a variety of different forms. A change in a 
single base is a point mutation. A point mutation could be a transition that involves 
changing a purine to a different purine or a pyrimidine to a different pyrimidine. A 
transversion is a point mutation where a purine is replaced by a pyrimidine or vice 
1
 versa. If a mutation process causes the removal of a series of nucleotides in a 
sequence, the result is a deletion mutation. Likewise, the addition of extra bases into a 
sequence is an addition or insertion mutation.  
Mutations can be classified into two categories according to the time of their 
occurring (Rosenberg, 2001). If the mutation occurs at the exponential growing phase, 
it is normally called spontaneous mutation. If the mutation occurs in cells without 
growing or only slowly growing, it is called an adaptive or stationary-phase mutation. 
It is necessary to point out that adaptive mutation is not directed. In other words, 
adaptive mutation also has an underlying random basis that does not invoke true 
directed mutations.  
With the accumulation of the knowledge of homologous gene recombination 
and mutation, one important question arises: whether these are regulated biological 
processes, as many other biological processes. Among bacterial signal transduction 
systems, two-component systems are of prime importance in transmitting 
environmental signals and adjusting adaptive responses. The availability of complete 
genome sequences has allowed definitive assessment of the prevalence of two-
component proteins. We believe that two-component systems are the potential 
candidates that play important roles in regulating homologous recombination and 
mutagenesis.  
This review serves as an introduction to homologous recombination, 
spontaneous recombination, adaptive mutation and bacterial two-component systems 
(two-component systems in A. tumefaciens are reviewed as examples). Because 
adaptive mutation is relatively new research topic and may bear on important 
evolutionary significance, a relatively more detailed knowledge review is provided 
.  
2
 1.1. Overview of homologous recombination 
Homologous recombination is essential to all organisms, because it is important 
for generation of genetic diversity, the maintenance of genomic integrity, and the 
proper segregation of chromosomes (Okada and Keeney, 2005). Especially DNA 
double-strand breaks (DSB) and single-stranded gaps are efficient initiators of 
homologous recombination, which results in their accurate repair using an intact 
homologous template in the same cell (Symington, 2002). Yet despite the importance 
of homologous recombination, the details of molecular mechanisms underlying the 
process are not easy to obtain because (i) the isolation and characterization of 
homologous recombination intermediate proved to be impractical because of their 
complexity and/or lability; (ii) homologous recombination involves a multitude of 
genes, which in many cases, have overlapped functions. Nevertheless, recently the 
combination of genetic, molecular and biochemical analyses has revealed a detailed 
picture of this central biological process (Moat et al., 2002).  
 Interestingly, to the date, in most cases genes identified as important one in 
homologous recombination was not involved in other biological processes but, instead, 
had been shown to be uniquely important to recombination or recombinational repair 
(Kowalczykowski et al., 1994). The current list of components needed for efficient 












Table 1.1. Recombination components 
 
Components Activity 
RecA DNA strand exchange; DNA 
renaturation; DNA dependent ATPase; 
DNA- and ATP-dependent coprotease 
RecBCD (exonuclease V) DNA helicase; ATP-dependent 
dsDNA and ssDNA exonuclease; ATP-
dependent ssDNA endonuclease; χ hot 
spot recognition 
RecBC DNA helicase 
RecE (exonuclease VIII) dsDNA exonuclease, 5’→3’ specific 
RecF ssDNA and dsDNA binding; ATP 
binding 
RecG Brand migration of Holiday 
junction; DNA helicase 
RecJ ssDNA exonuclease, 5’→3’ specific 
RecN Unknown function 
RecO Interaction with RecR 
RecQ DNA helicase 
RecR Interaction with RecO 
RecT DNA renaturation 
RuvA Holliday-, cruciform- and four-way 
junction binding; interaction with RuvB 
RuvB Branch migration of Holiday 
junction; DNA helicase; interaction with 
RuvA 
RuvC Holliday junction cleavage; four-
way junction binding 
SbcB (exonuclease I ) ssDNA exonuclease,3’→5’ specific; 
deoxyribophosphodiesterase 
SbcCD ATP-dependent dsDNA 
exonuclease 
SSB ssDNA binding 
DNA topoisomerase I Type I topoisomerase 
DNA gyrase Type II topoisomerase 
DNA ligase Ligase 
DNA polymerase I DNA polymerase, 3’→5’ or 5’→3’ 
exonuclease 
Helicase II Helicase 
Helicase IV Helicase 
Chi (χ) Recombination hot spot(5’-
GCTGGTGG-3’); regulator of RecBCD 
holoenzyme nuclease activity 




 1.1.1.  Biochemical models of homologous recombination: (i) DNA strand 
invasion mechanism 
The original model of homologous recombination envisioned ssDNA breaks as 
the initiators of DNA exchange (Holliday, 1964). Subsequently, dsDNA break repair 
model was proposed which envisioned a dsDNA break followed by exonucleolytic 
degradation as the initiator of recombination events (Resnick, 1976; Szostak et al., 
1983). Actually, this modification was supported by the observation that in E. coli, the 
recombination during conjugation or transduction or between λ phage was initiated at 
dsDNA breaks (Thaler and Stahl, 1988). Thus, DNA invasion model can be 
simplified as the reaction between a linear dsDNA molecule and a supercoiled DNA 
molecule (Fig. 1.1). dsDNA break repair model can be divided into four steps: (i) 
initiation (substrate processing); (ii) homologous pairing and DNA exchange; (iii) 
DNA heteroduplex extension (branch migration); and (iv) resolution.  
The initiation is the process which converts dsDNA to ssDNA suitable for RecA 
function. This step actually can be accomplished by a few pathways. In wild type E. 
coli cells, the combined helicase activity and nuclease activity of RecBCD convert 
intact dsDNA into unwound dsDNA (Taylor and Smith, 1980). RecBCD unwinds and 
degrades linear dsDNA asymmetrically until it encounters a χ sequence (Dixon and 
Kowalczykowski, 1991). χ sequence(5’-GCTGGTGG-3’) is a regulatory sequence 
which can attenuate the nuclease activity but not the helicase activity of RecBCD 
holoenzyme (Dixon and Kowalczykowski, 1991). The degradation done by RecBCD 
results in the generation of ssDNA terminating near χ with the 3’ invasive end that is 
preferred for RecA-dependent invasion of supercoiled DNA (for example, 





















 (Dixon and Kowalczykowski, 1993; Ponticelli et al., 1985). It is worth noting that the 
ssDNA released by RecBCD is trapped, bound and protected by RecA or SSB, so it is 
not degraded by other cellular nuclease. ssDNA can also be generated by other 
pathways even without the involvement of a nuclease. For example, in the absence of 
the unwinding function provided by RecBCD, RecQ can work as a helicase to rescue 
the otherwise destroyed recombination pathway (Umezu et al., 1990). Also possible 
means to generate an ssDNA can be a nuclease action without the facilitation of the 
helicase. For example, the product of recE gene is a dsDNA exonuclease. RecE 
processively degrades the 5’-terminal strand of dsDNA to produce a molecule with a 
3’ ssDNA tail, which is the preferred substrate for RecA-dependent invasion of the 
supercoiled recipient DNA (Joseph JW and Kolodner, 1983). Another alternative to 
generate ssDNA is the combination of the action of RecQ, a helicase with the action 
of RecJ, a recombination specific nuclease.  
 After generating an ssDNA end (RecA bound), the next recombination step is 
the strand invasion of the supercoiled DNA by the 3’ end of the newly produced 
ssDNA to form a functional recombination complex. The RecA protein, aided by SSB 
(single strand binding) protein, can polymerize on ssDNA, forming a presynaptical 
complex. Interestingly, because RecA polymerization on ssDNA is polarized (5’ to 3’) 
(Register and Griffith, 1985) and the initial RecA binding is random, the 3’ end of 
ssDNA is always more likely to be coated by RecA, contributing to seemingly more 
invasive 3’ end (Konforti and Davis, 1987; Konforti and Davis, 1990). The 
presynaptical complex then conducts rapid homology search within the adjacent 
supercoiled DNA (for example, chromosome DNA) that results in a formation of a 
joint molecule. Once such a homology is found, joint molecule can give rise to a 
7
 Holliday junction by pairing of the strand displaced from dsDNA with invasive 
ssDNA (West et al., 1982), which is the formation of heteroduplex.  
 The third step is the extension of heteroduplex region, which is virtually the 
strand exchange between the homologous molecules. Branch migration actually can 
occur without the facilitation of enzymes, but the thermal movement is rather slow 
(Müller et al., 1992) and bidirectional (Panyutin and Hsieh, 1993). In contrast, RecA-
dependent heteroduplex extension is rapid and unidirectional (Cox and Lehman, 1981) 
and can allow the large region of heteroduplex (several hundred nucleotides) (Bianchi 
and Radding, 1983). In addition to RecA, branch migration is also promoted by other 
helicase(s). In E. coli, RuvAB holoenzyme can promote RecA-promoted heteroduplex 
extension by about 5 folds (Tsaneva et al., 1992).  Besides, RecG seems to be another 
branch migration protein (Lloyd and Sharples, 1993). However, RecG has the 
propensity for the reversal of RecA-mediated DNA strand extension, diminishing the 
heteroduplex formed by RecA and RuvAB (Whitby et al., 1993).  
 The final step is the nucleolytic resolution of joint molecules (Holliday 
junction). Symmetric cleavage yields recombinant progenies that either have 
undergone the exchange of flanking markers and contain heteroduplex DNA (spliced 
molecules) or have simply exchanged ssDNA strands, resulting in heteroduplex DNA 
(patched molecules). Holliday junction-cleavage enzyme RuvC seems to be in charge 
of this step (Connolly et al., 1991; Connolly and West, 1990).  
1.1.2.  Biochemical models of homologous recombination: (ii) DNA strand-
annealing mechanism 
Conservative homologous recombination model maintains the DNA molecules 
(even nucleotides) in the process, but the actual homologous recombination processes 
need not always be very preserved (Stahl et al., 1990). Intramolecular recombination 
8
 between directly repeated sequences in plasmids can recombine through a DNA 
strand-annealing mechanism (Keim and Lark, 1990) (Fig. 1.2). Such recombination 
process can be accomplished in three consecutive steps: (i) initiation-generation of 
ssDNA end; (ii) renaturation, and (iii) repair and ligation. 
A prerequisite for DNA strand-annealing model is either a dsDNA break or an 
ssDNA break which can be subsequently converted to a dsDNA break. As in DNA 
strand invasion model, the generation of ssDNA can occur by a few alternative means. 
A simple means is to use strand-specific dsDNA exonuclease to degrade one strand 
and thus produce an ssDNA end. In E. coli, this strand-specific exonuclease activity 
could be provided by RecE (Kowalczykowski et al., 1994). An alternative to produce 
ssDNA from a dsDNA break could be that a DNA helicase, such as RecQ which 
unwinds the dsDNA and this action is in concert with a 5’→3’ ssDNA necleolytic 
degradation provided by a nuclease, such as RecJ. Furthermore, a helicase, such as 
RecQ alone, may suffice to produce an ssDNA end, a process functionally mimicking 
the previous two means (Kowalczykowski et al., 1994). Theoretically, RecBCD 
should also be a component involved in the ssDNA end generation. However, this 
was found to be the case in recD− cells (Amundsen et al., 1986; Lovett et al., 1988), 
which means that the strong exonuclease activity of RecBCD may be too much for 
producing a functional 3’ end in DNA strand-annealing model. 
The second step in the annealing pathway requires proteins which are capable of 
re-annealing ssDNA. The first candidate could be RecA, because in addition to its 
unique strand exchange activity, it also promotes DNA renaturation which is 
stimulated by ATP (Weinstock et al., 1979). The second candidate responsible for 
renaturation is RecT protein (Hall et al., 1993). In addition, RecT was also found to 
be able to carry out strand exchange/strand displacement, resulting in the extension of 
9
 heteroduplex DNA into regions of dsDNA (Hall and Kolodner, 1994) (Fig. 1.2). The 
final candidate for renaturation might be SSB protein, since it is also capable of DNA 
renaturation and it is adjacent to recombination core (Christiansen and Baldwin, 1977).  
The final step requires the repair of the annealed DNA followed by ligation. In 
this step, replicative repair is needed if resection by the nuclease progresses beyond 
the first sequence overlap (Fig. 1.2). Polymerase I is a candidate for this replication 
(Joyce et al., 1982). Any ssDNA tails remaining after reannealing should be degraded 
by ssDNA-specific nuclease, such as RecJ. Polymerase I is also a candidate for this 
step because it can endonucleolytically cleave ssDNA at the junction of dsDNA, 
provided that the ssDNA tail has a free 5’ terminus (Lyamichev et al., 1993). 
Subsequent ligation of the molecule would produce a product with heteroduplex if 


















 1.2. Overview of premutagenic damage causes 
 Spontaneous mutations and rearrangements of chromosomes are reasons that 
lead to the alteration of chromosome and act as the drive for evolution. Almost every 
mutation is derived from a premutagenic damage of DNA (Friedberg et al., 1995). 
The premutagenic damage can be converted to a mutagenic intermediate upon DNA 
replication by the normal replicative apparatus or by the specialized replicative 
apparatus able to replicate a DNA lesion, called translesion DNA synthesis (TLS) 
(Fig. 1.3). The mutagenic intermediate can become a mutation during the next round 























  The major causes of spontaneous premutagenic damage are: (i) errors made by 
the normal DNA replicative apparatus during DNA replication with the normal 
template and the normal dNTPs; (ii) insertion of an abnormal (mutagenic) nucleotide, 
which causes a non-Watson-Crick base pairing; (iii) chemical reactions by 
endogenous mutagens, such as reactive oxygen species, and spontaneous 
decomposition of primary DNA structure (Maki, 2002).  
1.2.1.  Replication errors made during normal DNA synthesis 
 Of the various replication errors made by the normal DNA replication 
apparatus, two types are mostly seen and have been well characterized: single-base 
mispair causing a base substitution and a single-base bulge leading to one nucleotide 
addition or one nucleotide deletion (also called simple frameshift). Since such 
replication errors do not involve the mutagenic nucleotide, they are also named native 
replication errors. Native replication errors will become a mutation in the next round 
of replication, so native replication error is a kind of premutation as well (Maki, 2002).  
 There are methods which can be used to study the kinetics and characters of 
native replication errors. Among these methods, gel kinetic analysis has proved to be 
a powerful tool. In characterizing different native replication errors, the availability of 
a rapid assay measuring the fidelity at arbitrary template loci would be useful in 
determining how differences in polymerases and in templates contribute to different 
types of base substitution or simple frameshift. A gel fidelity analysis, outlined in Fig. 
1.4, is used to determine the fidelity and kinetics of the incorporation of each of four 
dNTPs as the function of dNTPs concentration. The nucleotide incorporation rate 
opposite a target site can be obtained by measuring ∑IT/IT−1, where ∑IT is the 
integrated band intensity of primers extended to the target site and beyond, and IT−1 is 
the integrated band intensity just prior to the target site (Bloom et al., 1997). A plot of 
13
 the relative incorporation rate, as a function of dNTPs concentration results in a 
rectangular hyperbola whose slope in the initial linear region is the apparent Vmax/Km. 
Apparent Vmax and Km values can be obtained using a least square fit to the 
rectangular hyperbola. The relative Vmax value is equal to the maximum value of 
∑IT/IT−1. In reactions where the misincorporation opposite the target site is relatively 
inefficient, plot of ∑IT/IT−1 versus concentrations of dNTPs showed little curvature 
and the apparent of Vmax/Km values can be obtained by a least squares fit of the data to 
the straight line (Bloom et al., 1997).  
 Using gel kinetic analysis, the estimated rate of misincorporation by normal 
replicative apparatus (Polymerase III in E. coli) is about 1×10−4 and 
1×10−5/base/replication for transition and transversion types of terminal mispair, 
respectively (Maki, 2002). It should be noted that most of the terminal mispair would 
not survive during DNA synthesis because of the efficient proofreading of DNA 
polymerase holoenzyme. Thus, the rate of the formation of actual mispair is 50- to 
100 fold lower than that for terminal mispair (Bloom et al., 1997). Misalignment of 
the growing chain with the template may occur via simple slippage of the terminus, 
leading to the formation of a single-base bulge. The terminus slippage involving two 
or more nucleotides has been observed but the occurrence is very rare compared with 
that of single-base frameshift (Kunkel, 1993). Duplex DNA may undergo terminus 
slippage when the replicative apparatus dissociates from the template-primer (called 
spontaneous breathing of the terminus). However, during a processive replication with 



















 proofreading activity, such breathing-misalignment seems hardly to happen (Kunkel 
et al., 1994). 
The terminal mispair was shown to be a potential inducing factor which may 
stimulate the terminus misalignment, but such misalignment is strongly suppressed by 
polymerase proofreading (Bebenek et al.,1992; Pham et al.,1999). Thus, it can be 
expected that a significant portion of single-base bulge results from an inefficient 
proofreading. Actually, this expectation has been supported by the finding of a pol3 
mutant of Saccharomyces cerevisiae that shows an anti-mutator effect for single-base 
frameshift, but not for base substitution (Hadjimarcou et al., 2001).   
1.2.2. Spontaneous DNA lesion 
The nature of native replication errors caused solely by action of the replicative 
apparatus has been extensively characterized, whereas relatively less is known about 
the spontaneous DNA lesions which potentially induce spontaneous mutations 
(Friedberg et al., 1995). Actually all biological macromolecules spontaneously 
decompose. Nucleic acid also undergoes spontaneous decomposition in solution, 
RNA being particularly vulnerable (Lindahl, 1993). Because the presence of 2’-
hydroxyl group of ribose, the phosphodiester bond of RNA is very susceptible to 
hydrolysis, particularly facilitated by divalent cations, such as Mg2+ and Ca2+ (Lindahl, 
1967). Reduction of ribose to deoxyribose provides genomes of greatly enhanced 
chemical stability. However, the price paid for the enhanced stability of 
phosphodiester bond in DNA is a labile N-glycosyl bond (Lindahl, 1993). The 
instability of N-glycosyl bond was measured by the registering the incorporation of 
apurinic sites in ccc (covalently closed circular) DNA as they become sensitive to 
alkali DNA repair enzyme, AP endonuclease (Lindahl, 1972). Purines are liberated 
from DNA faster than that for purimidine. Interestingly, the difference in depurination 
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 velocity between double-strand DNA and single-strand DNA is just four folds, 
meaning that double-helix does not provide a good protection against hydrolysis to N-
glycosyl bond (Lindahl, 1993).  
In addition to the intrinsic lability of N-glycosyl bond, DNA base residues also 
suffer hydrolytic deamination. Cytosine and its homologue 5-methylcytosine are the 
main targets for deamination (Shapiro, 1981). The biochemical method used to 
monitor such deamination is to trace the conversion from cytosine to uracil and from 
5-methylcytosine to thymine as a function to pH or temperature (Lindah and Nyberg, 
1974; Ehrlich et al., 1990). Besides, a sensitive genetic reversion assay measuring the 
rate of deamination at a single-strand cytosine site in E. coli lacZ gene was used to 
investigate such deamination (Frederico et al., 1990). In contrast to depurination, 
however, the double-helix provides a good protection against hydrolytic DNA 
deamination (about 0.5% of the rate in single-strand DNA (Lindahl, 1993).  
It is worth comparing the deamination of cytosine and 5-methylcytosine. 
Although both cytosine and 5-methylcytosine undergo hydrolytic deamination, it was 
found that 5-methylcytosine is deaminated three to four times more rapidly than 
cytosine (Lindahl et al., 1974; Ehrlich et al., 1990). The difference in the rate of 
deamination is further amplified by the significantly different DNA repair exerted 
upon these two premutagenic damages. The deaminated form of cytosine can be 
efficiently excised by abundant and ubiquitous uracil-DNA glycosylase to generate a 
base-free site, which is efficiently corrected. In contrast, no efficient repair to 
deaminated 5-methylcytosine is found. In wild type E. coli, 5-methylcytosine is the 
hot spot for mutation (Lindahl, 1993). Interestingly, in an ung− strain, which is 
deficient in uracil-DNA glycosylase, all cytosines became mutation hot spots (Duncan 
and Miller, 1980). The higher rate of deamination of 5-methylcytosine, combined 
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 with the inefficient repair of its deaminated product, thymine, contributes to making 
methylated CpG site preferential target for spontaneous mutation; the resulting G:C to 
A:T transition accounts for one third of point mutation in inherited human disease 
(Cooper and Youssoufian, 1988). However, compared with the hydrolytic 
deamination of cytosine or 5-methylcytosine, deamination of purine is a minor 
reaction. Adenine is deaminated to hypoxanthine in DNA at only 2-3% of the rate of 
cytosine deamination and the deamination of guanine to xanthine is even smaller than 
that for adenine (Karran and Lindahl, 1980).  
Oxidized DNA is another kind powerful source of premutation damage, which 
is produced by the action of reactive oxygen species (ROS). ROS are produced in 
aerobically growing cells and attack DNA to produce various DNA lesions (Friedberg 
et al., 1995). An estimated amount of 3000-5000 lesions/cell/generation is produced 
in E. coli under normal aerobically growing conditions (Park et al., 1992). Free 
nucleotides are attacked more efficiently by ROS than DNA and oxidized nucleotides 
are produced in cell nucleotides pool (Maki, 2002). Thus, an oxidative DNA lesion 
can be generated through two pathways: the direct oxidation of a residue in a DNA 
chain or the incorporation of an oxidatively damaged nucleotide by DNA polymerase. 
In fact, it was reported that these two pathways contribute equally to the formation 8-
OH-Gua in DNA (Tajiri et al., 1995).  
Among kinds of oxidative DNA damage reported, 8-OH-Gua is recognized as a 
very important mutagen (Kasai and Nishimura， 1984; Wood and Lindahl., 1990). 
This modified base is widely used as the marker of DNA oxidation because its 
sensitive detection by HPLC system (Asami et al., 1996). Another oxidative base, 2-
OH-Ade, is produced by Fenton-type reactions of deoxyadenosine derivatives 
(Kamiya and Kasai, 1995). It was reported that the treatment of human cells with 
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 H2O2 induces 2-OH-Ade accumulation in DNA (one fifth of that of 8-OH-Gua) 
(Jaruga and Dizdaroglu, 1996). Moreover, 2-OH-Ade was found to be similar 
powerful as that of 8-OH-Gua in E. coli and in human cells (Kamiya and Kasai, 
1997a; 1997b). The addition of 50 nmol of 8-OH-Gua and 2-OH-Ade into E. coli 
suspension induced 12- and 9-fold more base substitution than the normal 
spontaneous mutation background (Inoue et al., 1998). This is a little bit different 
from a previous conclusion that hydrolytic deamination of cytosine to uracil and 
oxidation of guanine to 8-OH-Gua are the two major types of spontaneous 
premutagenic damage in living cells (Lindahl, 1993).  
A very intriguing phenomenon of the mutagenesis of oxidative bases is that they 
exhibit sequence context-dependent mispairing to some extent. In a study, two major 
oxidative products of cytosine, 5-hydroxycytosine and 5-hydroxyuracil, were found to 
specifically choose some nucleotides opposite them during in vitro polymerization 
(Purmal et al., 1994). In that study, in one sequence context, dG was the predominant 
nucleotide incorporated opposite 5-OH-Cytosine; in this sequence context, dA was 
the principal nucleotide incorporated opposite 5-OHdU. However, in a second 
sequence context, dC was found to be the predominant nucleotide incorporated 
opposite both 5-OH-cytosine and 5-OH-uracil. The finding of sequence context-
dependent mispairing shows that DNA local structure could be an important factor 
affecting the misreplication or post-replication repair.  
In addition to oxidation lesion and hydrolytic decomposition of primary DNA 
structure, methylation of DNA, such as methylation on cytosine and adenine, also 
causes some types of premutagenic damage (Friedberg et al., 1995). However, the 
spontaneous frequency of such methylation was estimated to be much lower than that 
for the oxidation of DNA (Maki, 2002).  
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 1.3. Overview of adaptive mutation  
 
1.3.1. The beginning of modern adaptive mutation study 
 
 For over 40 years it was thought that spontaneous mutation arises as random 
errors during genomic replication (Foster, 1999). In 1988, John Cairns and his 
colleague published a paper which challenged that dogma (Cairns, 1988). They 
extended previous works done by Ryan (Ryan, 1959; Ryan et al., 1963) and Shapiro 
(Shapiro, 1984) suggesting that mutations may arise in the apparently static bacterial 
population when subjected to nonlethal selective pressure. 
 Because the article of Cairns is extremely important to all that has followed in 
this research field, it might be necessary to briefly describe the experiments 
introduced in this paper (Cairns, 1988). Cairns used E. coli strain SM195 which 
harbors an amber stop codon in lacZ gene, and this SM195 is not able to readily 
metabolize lactose. When SM195 was plated onto M9 minimal plate with lactose as 
the solo carbon and energy source, Cairns noted the “unexpected” progressive 
appearance of “late” lac+ colonies resulting from apparently static lac− cells. Cairn 
also introduced the “delayed-overlay experiment” to demonstrate that mutations did 
accumulate when cells were simply in stationary phase (in particular in Cairns’ case, 
when cells were simply starving). Simply, stationary-phase (glycerol-limited) lac− 
cells were plated in top agar on minimal medium without a carbon source, and at 
various times thereafter the plate was overlaid with top agar containing lactose as the 
solo carbon source. Cairns found if the addition of lactose was delayed one or three 
days, the whole time course of appearance of colonies was delayed one or three days. 
Cairns concluded that this indicated the “inducing role” of lactose during this 
apparently “directed” or “adaptive” mutation.  
20
 In addition, in order to show that the specific nature of “directed” mutation, 
Cairns carried out a control experiment to demonstrate that the failure of other un-
related mutations to accumulate during lactose selection. To do this, they used a 
second mutation marker involving mutations from wild-typed valine sensitivity to 
mutated valine resistance (some wild type E. coli strains are sensitive to valine). To 
screen for Valr mutant occurring at increased frequency with time of incubation on 
lactose minimal plate, some of the plate on which late-developing lac+ colonies had 
arisen were overlaid with medium containing valine (selecting valine-resistant 
colonies) and glucose (to provide a carbon and energy source on which either lac− or 
lac+ could grow and form colonies if they became resistant to valine). Cairns found 
that under lactose selection, a population which was accumulating lac+ revertants was 
not, at the same time, accumulating Valr mutants. This was seen as another convincing 
evidence to show that the directed nature of Cairns’s experiment.  
 However a few subsequent experiments threw Cairns’s “directed” mutation 
into question. Firstly, Prival investigated the nature of lac+ revertants of strain SM195 
that appeared on day 3 to day 5 after lac− cells were plated on lactose minimal plate 
(Prival and Cebula, 1996). By characterizing the revertants genetically, Prival found 
most of these late-arising lac+ revertants were ochre suppressors (a kind of tRNA 
mutation) which can suppress the amber mutation carried on by SM195 lacZ gene. 
Apparently, lactose selection does not specifically direct the mutation to lacZ gene, 
which is responsible for the utilization of lactose. In addition, Prival also introduced 
the “reconstruction” experiment. Namely, the newly arisen lac+ revertant was 
streaked out on a new lactose minimal plate to see how long it needed to form a 
visible colony. Prival found that most of late-arising lac+ revertants were slow-
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 growing cells. This means that these revertants actually had been present in the 
culture prior to plating on the selective medium.  
 Secondly, MacPhee repeated Cairns’s control experiment but he changed the 
carbon source in the overlay agar from glucose to glycerol (MacPhee, 1993). As 
mentioned in Cairns’s control experiment, glucose overlay did not give any Valr 
colonies. However, in very marked contrast to Cairns’s previous findings, the plates 
to which glycerol was added yielded hundreds of Valr colonies. This suggests that in 
Cairns’s experiment, it was the choice of glucose in overlay agar that prevented the 
Valr mutants from forming visible colonies. MacPhee concluded that the apparent 
“directed” nature of late-arising mutants is actually a manifestation of the long-known 
phenomenon of glucose repression. And MacPhee further suggested, in lactose-
utilization case, the global regulatory cAMP-CAP catabolite repression system acts as 
the regulation mechanism.  
1.3.2. Classical lac reversion model of adaptive mutation in E. coli 
E. coli strain FC40 cannot utilize lactose (lac−) but readily reverts to lactose 
utilization (lac+) when lactose is its sole carbon and energy source. The lac region 
was deleted from the chromosome of FC40 and it carries a mutant lac allele on its F’ 
episome. The lac− allele carried on by FC40, Φ(lacI33-lacZ), has an ICR191-induced 
+1 frameshift at 320th codon of lacI, changing CCC to CCCC  (Calos and Miller, 
1981). The allele is derived from a fusion of the lacI gene to the lacZ gene that 
eliminates the coding sequence for the last four residues of lacI, all of lacP and lacO, 
and the first 23 residues of lacZ. Constitutive expression is initiated form the lacIq 
promoter (Müller and Kania, 1974). Reversion to lac+ is a rare event during 
exponential growth but occurs in stationary cultures when lactose is the only source of 
energy.  
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 Cairns and Foster used FC40 to study the timing of appearance of lac+ 
revertants (Cairns and Foster, 1991). When FC40 was plated on a lactose-M9 plate, 
lac+ revertants continued to be produced for a period of a week or two, until the plate 
was covered with revertant colonies. The number of lac+ revertant colonies arising 
each day was proportional to the number of FC40 cells which were plated. In this 
experiment, scavenger cells (cells that can neither utilize lactose nor revert to lac+) 
were added at the same time to compete for the possibly contaminated carbon source 
in lactose-M9 minimal plate. Because they found that during the whole course, the 
viable cell number of FC40 roughly kept a constant, the authors suggested that lac 
frame-shift reversion assay was a kind of adaptive mutation. In addition, if these lac+ 
reversion colonies do arise after plating, the numbers found on parallel plates should 
form a Posssion distribution (Luria and Delbrück 1943). And this was confirmed in 
lac frame-shift reversion assay too.  
Since its description in 1991 (Cairns and Foster, 1991), FC40 has become the 
most popular strain in the study of adaptive mutation. The reason is clear: the 
abundance of adaptive lac+ mutations that appear makes the phenomenon easy to 
study (Foster, 1999). lac+ colonies can appear at a rate of nearly 1 per 107 cells per 
day. Of lac+ colonies that appeared late during incubation on lactose, around 95% are 
due to mutations that occur after the cells were subjected to selection (Foster, 1994). 
Today the definition of “adaptive mutation” is different from that used by Cairns 
in 1988 (Cairns, 1988). Actually, the term “adaptive mutation” was first initiated by 
Delbrück to indicate the mutation formed as a response to the environment in which 
the mutation was selected (Delbrück, 1946). The term was adopted subsequently by 
Tlsty to distinguish the mutation that pre-existed at the time the cells were exposed to 
selective conditions versus the mutations that formed after exposure to the selection 
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 (Tlsty et al., 1989).  Now, there are some common criteria for determining adaptive 
mutations (Rosenberg, 2001). The fluctuation test of Luria and Delbrück is most 
famous. The rationale is that if the mutant distribution in each of the multiple replicate 
cultures gives a highly variable distribution, then it indicates that the mutation forms 
before selection. However, if the distribution gives a poission distribution, it needs 
further reconstruction assay to assess whether the mutation occurs during selection. In 
the lac frameshift reversion assay, both point reversion mutants and amplified isolates 
were shown to be genuinely adaptive by reconstruction assay (Hastings, 2000).  
1.3.3. Features of adaptive point mutation in the classical lac system in E. coli 
  
 The prototype of adaptive mutation was described in Cairns’s lac frame-shift 
assay (Cairns and Foster, 1991). When lac− FC40 cells are spread on lactose-mimimal 
plate, colonies of lac+ revertant appear during several days of incubation. The early 
arising lac+ colonies consist of growth-dependent mutations which formed before the 
cells are exposed to lactose selection, while the later revertants consist of genuine 
adaptive mutants (Hastings, 2000). Most of late arising lac+ revertants carry point 
mutations (Rosenberg et al., 1994; Foster, 1994) and the molecular mechanism that 
gives rise to the point mutation during stationary phase is marked different from those 
that generate growth-dependent lac+ mutations.  
1.3.4. Adaptive point mutation requires homologous recombination proteins 
  
 One of the earliest explorations for the mechanism of the adaptive mutation 
came along with the first paper describing classical FC40 mutation system (Cairns 
and Foster, 1991). In that paper, Cairns and Foster tested the happening of adaptive 
mutation in a FC40 strain derivatives with its kinds of chromosome rec genes 
eliminated. They found that one of recA alleles, recA430, which lost the ability of 
processing LexA and UmuD (Ennis et al., 1985; Nohmi et al., 1988; Shingagawa et 
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 al., 1988), showed a 5-10 fold reduction in adaptive lac+ reversion. They also found 
that lexA3, a lexA allele which produces a lexA allele that is resistant to RecA-
mediated cleavage, conferred about a 3-fold reduction in adaptive lac+ reversion. 
Furthermore they found UmuC and UmuD did not affect the adaptive mutation. 
Taken together, Cairns and Foster suggested that RecA may affect the adaptive 
mutation not simply through the pathway of SOS error-prone repair, because the 
recA-deficient strains showed more reduction in adaptive mutation than a lexA− strain. 
They proposed that adaptive mutation in FC40 may depend on the recombination 
function of RecA, other than its cleavage function.  
 Following the finding that RecA is absolutely required in adaptive mutation of 
FC40 system, Harris et al. found that genetic requirements for adaptive mutation 
parallel those for homologous recombination in the RecBCD pathway (Harris et al., 
1994). They found that either null mutation in recB or null mutation in recC destroyed 
adaptive mutation. On the contrary, RecD seemed to function as an inhibitor of 
adaptive mutation, because null mutation in recD greatly increased the adaptive 
mutation in FC40 reversion system. Because RecD functions as a negative inhibitor of 
RecBCD heteromultimer such that recD null mutants are hyper-recombinagenic 
(Thaler et al., 1989; Amundsen et al., 1986; Biek and Cohen, 1986), these results 
indicate that the same pathway is used for adaptive reversion in FC40 and in 
homologous recombination. It is necessary to show that the effect of RecBC and 
RecD were all RecA-dependent, because no difference was observed between 
recBrecA and recDrecA strains.  
 The hypothesis that adaptive mutation uses the same pathway of that used in 
RecABCD homologous recombination was further supported from the research using 
ruv mutants and recG mutants (Harris et al., 1996; Foster et al., 1996). It was found 
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 that ruvA, or ruvB or ruvC mutant destroyed adaptive mutation in FC40. However, 
interestingly, mutation in recG contrasted with ruv, which greatly enhanced adaptive 
mutation in FC40. The results showed that RuvABC are required for lac+ reversion in 
FC40 while RecG inhibits lac+ reversion. Again, the effect of RuvABC and RecG 
were all RecA dependent. In E. coli, when processing strand exchange intermediates, 
RuvABC and RecG, as the two helicases, actually have opposite polarity (Whitby and 
Lloyd, 1995). In other words, for a specific strand exchange intermediate, if RuvAB 
promotes the extension of heteroduplex or homoduplex, RecG tends to make it shorter, 
and vice verse.  
Because only 3’ end invasion are suggested to be able to lead to adaptive 
mutation (only 3’ end can prime DNA synthesis), and because RuvABC and RecG 
have different junction migration polarity, it is easy to understand why RuvABC and 
RecG show opposing effect in FC40 adaptive mutation. In addition, Harris et al. also 
showed that if both ruv and recG were defective, the strain was hypermutagenic 
(Harris et al., 1996). However, they indicated that there must be an eventual place 
where a DNA strand exchange intermediate can be resolved; in their case this was 
done in scavenger cells accompanying FC40 to consume any contaminated non-
lactose carbon source. The hypermutagenesis of ruv−recG− implies that strand 
exchange intermediate is also an intermediate in adaptive mutation pathway.  
1.3.5. Adaptive mutation in FC40 requires conjugal function but not actual 
conjugation 
 In FC40 lacI33:lacZ reversion system, the revertible lacZ− allele is located on 
the F’ episome. On one hand, it is possible that the episome transfer can occur 
between FC40 cells and overwhelming scavenger cells; on the other hand, because 
there was the report that episome transfer can occur between starved male cells 
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 (Radicella et al., 1995), it is also possible that episome transfer occurs between 
different FC40 cells. Thus it is possible that adaptive lacZ− reversion in FC40 depends 
on the conjugation (Foster and Trimarchi, 1995).  
 Firstly, it is possible that the placement of lacI33:lacZ allele on F’ episome is 
a requirement for adaptive mutation in this system. In order to test this possibility, an 
F− cell with the lacI33:lacZ allele on the chromosome was used to test the adaptive 
reverstion to lacZ+ and it was found that the reversion was about 1/100th that of cells 
with lacZ− allele on episome (Foster and Trimarchi, 1995; Radicella et al., 1995). 
Secondly, traD and traQ, two important genes in conjugation were tested to see if the 
conjugation proteins are indispensable in adaptive lacZ− reversion. The result showed 
that either traD mutation or traQ mutation decreased the level of adaptive reversion to 
1/10th of that in FC40 (Foster and Trimarchi, 1995). Thus the evidence shows that 
both placement of episome and expression of conjugation functions are important for 
the adaptive reversion of lacI33:lacZ allele.  
 Another question is that whether the actual conjugation is needed during 
adaptive reversion in FC40 system. As mentioned, traD or traQ mutation decreased 
the conjugation level to 1/10th that of FC40, but it was noted that normally tra− caused 
about 104-fold decrease in episome transfer (Kathir and Ippen-Ihler, 1991). In testing 
if actual episome transfer is needed, Foster et al. argued that actual conjugation was 
not needed because (i) adaptive reversion occurred in FC40 cells (indicator cells), but 
not scavenger cells; (ii) among indicator FC40 cells, little episome transfer was 
detected (Foster and Trimarchi, 1995). However, Fox et al. found that 0.01% SDS 
severely decreased the adaptive reversion of FC40, and they argued that this was due 
to that SDS destroyed the formation of mating aggregates (Radicella et al., 1995). 
Regarding this, Foster argued SDS might destroyed the cell membrane structure to 
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 which conjugation complex is associated, and Tra proteins processed mutation 
intermediate in conjugation complex. So Foster claimed that the real episome transfer 
was not needed (Foster and Trimarchi, 1995).  
 It is worth pointing out that because F’ episome can recombine at various loci 
on the chromosome, allowing any segment of the chromosome to become episome, all 
of E. coli genes are potential substrate of adaptive mutation (Foster and Trimarchi, 
1995).  
1.3.6. Adaptive mutation produces mostly −1 deletion in small nucleotide repeats  
 Adaptive point reversion in FC40 depends on the recombination functions 
provided by E. coli RecA and RecBC proteins (Cairns and Foster, 1991; Harris et al., 
1994). Possible recombination-depentdent mechanism for adaptive mutation could be 
divided into two classes. The first class, hypothesized by Hastings et al. (1992), is 
called templated mutation- blocks of information from preexisting DNA sequences 
that are similar to the mutated gene could be transferred into the gene by 
recombination.  In this model, the preexisting template need be only partially 
homologous to the mutating gene. In the second class, called non-templated mutation, 
recombination is required but the mutation occurs de novo. For example, the 
mutations may result from errors made by a DNA polymerase (Harris et al., 1994), by 
a RNA polymerase (Cairns, 1998); with the error either indirectly (Cairns, 1998) or 
directly (Harris et al., 1994) associated with recombination. These two classes are 
distinguished by the sequences of reversion mutation that each hypothesis predicts. If 
the mutation were recombined from somewhere with similar sequences, then the 
revertants should usually have the same mutation sequence or a small subset of 
mutation sequences, because the similar sequences should be rare to find. Also a 
distinctive pattern of co-transfer of extraneous nucleotide(s) change(s) near the site of 
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 reversion mutation could occur if the donor template or templates were not perfectly 
identical to the mutated lacZ gene. On the contrary, if mutation occured de novo and 
was not templated, the mutations would be expected to occur anywhere in a region 
that is capable to restoring the correct reading frame of lacZ gene. Only very rarely 
would they include any extraneous nucleotide(s) changes (Rosenberg et al., 1994; 
Foster, 1994).  
 Rosenberg and Foster separately found that in FC40, adaptive reversion of a 
+1 frameshift mutation occurs by -1 deletion in regions of small mononucleotides 
repeats (Rosenberg et al., 1994; Foster, 1994). They found that the reversion mutation 
sequences under no selection are more heterogeneous, including bigger deletion, 
insertion and addition. In Foster’s result, among 20 growth-dependent revertants, 9 of 
them were complex mutation other than -1 simple deletion. However, for revertants 
isolated during adaptive mutation, one in thirty one was a complex mutation while the 
other were all -1 deletions (Foster, 1994). Foster found no sequence change other than 
the sites that reverted the frameshift. And furthermore, -1 deletion was found to occur 
at seven different sites. Thus, the lack of silent extraneous nucleotide(s) change and 
the diversity of mutation of mutation sites argue against the theory that the late-arising 
mutations result from recombination with homologous sequences located elsewhere in 
the genome (Foster, 1994; Rosenberg et al., 1994).  
 Because it was found that adaptive reversion of a +1 frameshift mutation 
occurs by -1 deletion in regions of small mononucleotides repeats (Rosenberg et al., 
1994; Foster, 1994), and that mononucleotide-repeat instability is thought to reflect 
the DNA polymerase errors formed by template slippage (Ripley, 1990), it implies 
that adaptive mutation may be polymerase errors. There are three major DNA 
polymerases present in Escherichia coli, namely Pol I, Pol II, and Pol III (Kornberg 
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 and Baker, 1992). Foster used a mutant allele of pol II (polB), polBex1, which is 
exonuclease-deficient, to replace the chromosomal polB (Foster and Trimarchi, 1995). 
They found that polBex1 allele increased adaptive mutations in FC40 lacZ frame-shift 
reversion mutation system. They also found that the presence of a Pol III antimutator 
allele (dnaE915) reduced adaptive mutation in both polB wild type cells and in cells 
deleted for polB to below wild-type level (Foster and Trimarchi, 1995). This suggests 
that both Pol II and Pol III are involved in the DNA synthesis during adaptive 
mutation and that Pol III may play the major role.  
However, it is possible the antimutator Pol III indirectly affects mutation 
through modulation of the MutHLSU syetem (Harris et al., 1997). Actually, during 
rapid cell growth, errors made by a proofreading-defective Pol III saturated the 
mismatch repair system (Schaaper and Radman, 1989). During starvation, mismatch 
repair proteins are also limiting (Longerich et al., 1995). Therefore, antimutator Pol 
III could act indirectly by releasing more mismatch repair activity which would then 
correct errors made by other polymerase(s) (Harris et al., 1997). In order to 
distinguish these two possible hypotheses, Harris et al. tested the effect of wild type 
Pol III and antimutator Pol III under mismatch repair-deficient background. They 
found that in mutL and mutS null mutant strains, antimutator Pol III can decrease 
adaptive mutation compared with wild type Pol III. This indicates that Pol III acts 
independently of mismatch repair level, supporting a directing role for DNA Pol III in 
recombination-dependent adaptive mutation (Harris et al., 1997). 
1.3.7. SOS response regulates adaptive mutation 
 The bacterial SOS response, studied extensively in E. coli, is a global response 
to DNA damage in which the cell cycle is arrested and the DNA repair and 
mutagenesis are induced (Friedberg et al., 1995). The central part of SOS response is 
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 LexA protein. In SOS pathway, as a response to DNA damaging, RecA is activated to 
have a protease activity. Then RecA protease cleavages LexA, a repressor of many 
unlinked genes, which collectively constitute the SOS regulon (reviewed in Sutton et 
al., 2000). More than 20 genes are under direct or indirect transcription control of the 
LexA repressor. The LexA regulon includes repair and recombination proteins such as 
recA, recN and ruvAB; nucleotide excision repair protein such as uvrAB and uvrD; the 
error-prone DNA polymer gene dinB (encoding pol IV) (Wagner et al., 1999), 
umuDC (encoding pol V) (Tang et al., 1999) and DNA polymerase II (Bonner et al., 
1990) in addition to many other functions not yet understood (McKenzie et al., 2000).  
 SOS response was first implicated in mutagenesis in a paper which reported 
that aging E. coli colonies induced SOS and mutation (Taddei et al., 1995).  In aging 
cells, SOS response requires cAMP, a signal molecule produced in starvation. In 
FC40 lacZ− reversion system, SOS response was also found to be implicated 
(McKenzie et al., 2000). Firstly, although RecA is absolutely required in adaptive 
reversion of FC40, it was found that other SOS genes were also needed, because 
constitutively expressed recA allele was not able to restore the adaptive mutation of 
lexA− cells. Secondly, RecF, required in SOS induction (McPartland et al., 1980), was 
suggested to allow SOS induction and by this way affecting adaptive mutation. The 
involvement of RecF in adaptive mutation also implies that ssDNA, other than 
dsDNA break, might be the substrate of adaptive mutation, because RecF specifically 
processes ssDNA not at a dsDNA end (McPartland et al., 1980). Thirdly, two 
enzymes, DinI and PsiB, both have roles in SOS response (Yasuda et al., 1998; 
Bagdasarian et al., 1992) and an effect on adaptive mutation. PsiB as an anti-SOS 
protein seemed to be an adaptive mutation inhibitor while DinI seemed to be a 
positive regulator, even though DinI probably competed poorly with PsiB for RecA 
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 binding. Because both PsiB and DinI can be recA co-protease inhibitor, it implies that 
the concentration of RecA* (co-protease RecA) are crucial to successful adaptive 
mutation.  
1.3.8. Mismatch repair is limited transiently during adaptive mutation 
 
1.3.8.1. Overview of mismatch directed repair  
Mismatch repair is one of the most essential contributors to avoidance of 
mutation due to DNA polymerase error in replication (Radman and Wagner, 1988). 
Mismatch repair also enhances the genetic stability by editing the fidelity of DNA 
recombination and transposition precision (Modrich, 1991).  And mismatch repair 
component is also involved in the transcription-coupled DNA repair and very-short-
patch repair (Radman and Wagner, 1988; Modrich, 1991; Lieb and Rehmat, 1995). 
The mismatch repair proteins are highly conserved in different kingdoms of 
organisms and in eukaryotes they play similar roles as those that they play in 
prokaryotes (Modrich, 1994; Kolodner, 1995). Mismatch repair proteins act on 
incorrectly paired or unpaired bases in DNA that arise as replication errors, 
recombination of diverged sequences and DNA damages (Harris et al., 1997). The 
consequences of failing to maintain a functional mismatch repair are profound for 
speciation (Zahrt et al., 1994) and for formation of cancers (Modrich, 1995).  
There are a few key components of mismatch repair in E. coli (for review, see 
Modrich, 1991). MutS binds to mismatched base pairs, to insertion or deletion with 
single-stranded loops of four or fewer nucleotides and probably also to DNA damage 
sites (Mello et al., 1996). MutL interacts with MutS after mismatch binding and is 
thought to coordinate MutS with MutH. MutH, as an endonuclease, nicks newly 
synthesized (unmethylated) strand of a nearby hemimethylated GATC sequence 
(GATC sequence is hemimethylated because the newly synthesized strand is 
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 transiently unmethylated). MutU enters DNA at the single-stranded nick and displaces 
the nicked strand, which may be degraded during displacement (Modrich, 1995). 
DNA polymerase III then resynthesizes the DNA and thus corrects the mismatch 
(Harris et al., 1997).  
1.3.8.2. MutL becomes limiting during stationary-phase mutation 
For a long time, whether mismatch repair was under regulation was not well-
known (Hastings and Rosenberg, 1992; Longerich et al., 1995; Rosenberg et al., 
1995). If mismatch repair is regulated, then cells may take advantage of it to evolve. 
There are two lines of important evidence to show that mismatch repair may be under 
regulation.     
Firstly, in FC40 the stationary-phase reversion of lac +1 frameshift mutation 
appeared to be the DNA polymerase errors which escape from mismatch repair 
correction. The stationary-phase reversion mechanism seems to be distinct from that 
of growth-dependent mutation: they need homologous recombination functions, SOS 
function and error-prone DNA polymerase(s). The sequence spectra of stationary-
phase reversion are also distinct from that of growth-dependent mutation: most 
reversion mutants are single nucleotide deletion at small mononucleotide repeats. This 
spectrum is significantly different from that of growth-dependent mutation. In 
growth-dependent reversion of FC40, the mutation spectra are highly heterogeneous, 
including more nucleotide deletion, large scale insertion and other gene 
rearrangements. However, Longerich found that the spectra of stationary-phase 
reversion were almost indentical to that of growth-dependent reversion in mismatch 
repair null mutant strains (Longerich et al., 1995). In Longerich’s result, all of mutS− 
revertants and most of mutL− growth-dependent mutation revertants were -1 deletions 
in the same mononucleotide repeats which were also reversion region of mismatch 
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 repair wild type cells in stationary-phase. They also tested if Dam methylase has any 
effect on adaptive mutation spectra. Dam methylase can methylate adenine at 
d(GATC) site and in cells lacing Dam (dam−), there is no indispensable 
discrimination between the newly synthesized DNA strand (transiently unmethylated) 
and the template strand (fully methylated), which could lead to the fixation of DNA 
polymerase errors (Modrich, 1991).  Longerich found that most of the growth-
dependent dam− revertants gave the same mutation spectra as that of stationary-phase 
mutants of wild type. So, the spectra of growth-dependent reversion of mutS−,mutL− 
and dam− are indistinguishable with that adaptive mutation of wild type cells, 
indicating that stationary-phase mutation could be the result of the failure of mismatch 
repair and/or DNA methylation.  
Secondly, some evidence shows that the protein levels of some mismatch repair 
proteins is declining in stationary-phase or under stress (Feng et al.,1996). Using 
cultured cells extracting at different time points, Feng et al. found the protein level 
persisted throughout all phases, even to the 6th day after cells entered stationary phase. 
In contrast, although the protein level of MutS is even higher than that of MutL in log 
phase and transition phase, it dropped sharply when cells entered stationary phase and 
became hardly detected above the background level less than 1 day after the cells 
entered stationary phase. Likewise, the cellular amount of MutH became noticeably 
decreased compared with that in exponential growth phase. Thus, the down-regulation 
of Mut proteins seems to support the idea that stationary-phase mutation is due to the 
deficiency of mismatch repair.  
However, although MutS and MutH declined in stationary phase, it does not 
necessary means that they are not functional enough in stationary phase, because it is 
obvious that the DNA replication also decline in stationary phase. Interestingly, in 
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 FC40 lactose utilization assay, it is MutL, not MutS or MutH, that were found to be 
limiting at stationary phase (Harris et al., 1997). The rationale of Harris et al. is that if 
one of the mismatch repair proteins is limiting in stationary phase, then it is 
imaginable that over-production of this protein can restore the mismatch repair 
function and decrease the stationary phase mutation. Harris found that overproduction 
of MutL significantly decreased stationary phase mutation, but overproduction of 
MutS or MutH did not depress stationary phase mutation (Harris et al., 1997). In 
addition, they also found that overproduction did not act indirectly by stabilizing 
MutS or MutH.  
As mentioned earlier, Feng found that MutL did not change significantly (Feng 
et al., 1996), so it is interesting to discuss why MutL becomes limiting when the 
actual DNA synthesis dropped in stationary phase. Harris proposed a few 
explanations (Harris et al., 1997). Firstly, MutL might be modified in stationary phase. 
Secondly, though the apparent level did not change, MutL might be titrated by more 
DNA mismatch formed in stationary phase. It was hypothesized that mismatch repair 
could be titrated by excess DNA polymerase error (Schaaper and Radman, 1989), by 
mutagens thought to increase polymerase error (Cupples et al., 1990) and by 
overproduction of single-stranded DNA (Maas et al., 1996). Thirdly, functional MutL 
could become limiting when some special proteins in stationary phase, such as Vsr 
(Doiron et al., 1996), is up-regulated. Fourthly, overproduction of MutL might 
stabilize a mismatch protein other than MutS or MutH. Fifthly, because there was 
evidence that in stationary phase, a fraction of cells may differentiate into a special 
phase, called hypermutation phase, in these differentiated sub-populations MutL 
might become limited transiently, however the method Harris used was not able to 
detect such decline.  
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 It is necessary to point out that MutL is not limiting during exponential growth. 
Foster ever challenged the view that MutL is not limited during exponential growth 
(Foster 1999). Foster found that if the mutant colonies were counted at 48 hrs after 
cells were streaked on lactose minimal plates, mutL null mutant harboring MutL-
overexpressing plasmids gave much fewer growth-dependent mutants. However, as 
Harris pointed, mutL null mutant harboring MutL-overexpressing plasmids grew 
slower than wild type cells (Harris et al., 1999), which confirmed by paralleled 
reconstruction experiment. So, it seems that the data of Harris et al. is more 
interpretable and more scientific. 
1.3.8.3. Study of mismatch repair in stationary phase in other assay system 
Besides reversion system in FC40 E. coli strain, a reversion system in B. subtilis 
has been used to study the roles of Mismatch Repair (MMR) in the generation of 
stationary phase mutation in gram-positive bacteria (Sung and Yasbin., 2000; 2002). 
Important differences have been found to exist between these two model systems. For 
example, in B. subtilis reversion system, SOS response or RecA-initialization is 
dispensable while in FC40 system it is absolutely required (McKenzie et al., 2000). 
For another example, in B. subtilis model system, it was found that ComA and ComK 
(Msadek, 1999), two important transcription factors, are involved in generation of 
stationary phase mutation (Sung and Yasbin, 2000; 2002), however, no such 
interaction has been found in FC40 system.  
Mario et al. studied the effect of MutL and MutS on stationary phase mutation 
in B. subtilis (Pedraza-Reyes and Yasbin, 2004). They tested the ability of stationary 
phase reversion to essential amino acid synthesis and found that if mutSL was deleted, 
B. subtilis showed a strong stationary phase mutation capacity compared with the wild 
type strains. In addition, they showed that the overexpression of MutSL or only MutS 
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 significantly reduced stationary phase mutation. The results reported in B. subtilis was 
consistent with that in FC40 model system in the aspect that both results strongly 
support the conclusion that stationary phase mutation is a consequence of the 
inefficiency of MMR during stationary phase or under nonlethal stress. However, it is 
extremely important to point out the difference between these two model systems. 
That is, in FC40 system, the limiting component of MMR was found to be MutL, but 
in B. subtilis system, the limiting one was suggested to be MutS. And also very 
importantly, over-expression of MMR seemed not to completely suppress the 
generation of stationary phase mutation in both systems (Pedraza-Reyes and Yasbin, 
2004; Harris et al., 1999). This actually highlights the necessity of the study of more 
possible stationary mutation pathways.  
It may be informative to briefly introduce the study of MMR on stationary phase 
mutation in eukaryotes. Stationary phase mutation has been found in both prokaryotes 
and eukaryotes (Heidenreich and Wintersberger, 2001). Because of the involvement 
of MMR in stationary phase mutation in prokaryotes, it is natural to speculate that 
MMR proteins are also involved in stationary phase mutation in eukaryotes. In S. 
cerevisiae, there are six MutS-related proteins-Msh1 to Msh6 (Reenan and Kolodner 
1992; New et al., 1993; Ross-Macdonald and Roeder, 1994; Hollingsworth et al., 
1995; Marsischky et al., 1996) and four MutL-related proteins-Mlh1 to Mlh3 and 
Pms1 (Kramer et al., 1989; Prolla et al., 1994; Flores-Rozas and Kolodner 1998).  
Halas et al. (2002) studied the influence of MMR on stationary phase 
mutagenesis in yeast S. cerevisiae and found that MMR were involved. Namely, for 
MutS-related protein, they found that Msh2 contributed most to the generation of 
stationary phase mutagenesis. Msh3 and Msh6 showed a lesser extent of effect. This 
is consistent with the finding that Msh2 is absolutely necessary for the recognition 
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 and binding of DNA mismatch, while Msh3 and Msh6 can complement for each other 
(Nakagawa et al., 1999). For MutL-related proteins, they found Mlh1 showed the 
strongest effect on stationary phase mutagenesis, while Mlh3 and Pms1 have the 
lesser. Again, this is consistent with the finding that Mlh1 is indispensable for the 
formation of an active mismatch repair complex (Nakagawa et al., 1999).  
Although Halas et al. (2002) did a pioneering work on MMR in stationary-phase 
mutagenesis in eukaryotes, it is necessary to indicate that there may be experiments 
that they should have done. First, they did not test double mutant strains in which both 
mutL and mutS-related proteins are inactivated. This is difficult to achieve but may be 
necessary to address whether mutation pathway exist in stationary phase mutagenesis 
in yeast cells. Second, Halas et al. did not give any information about the MMR 
protein levels in stationary yeast cells. This is an essential data to assess whether the 
real protein quantity of MMR is limiting or there are much more DNA damage which 
can satiate unchanging MMR in stationary phase.  
1.3.9. Hypermutable  sub-population 
 Adaptive mutation, in its narrow sense, means that only the genes which help 
cells to escape the suppresses are under active mutation. This notion seemed to be 
corroborated by the findings that during lactose starvation chromosomal rpoB genes 
did not mutate while F’ lacZ− allele experienced high level of adaptive mutation 
(Foster, 1994). However, subsequent studies showed that such “directed mutation” is 
not what happens. Firstly, Foster found that nonadaptive mutation do occur on the F’ 
episome during adaptive mutation conditions in Escherichia coli (Foster, 1997). 
Foster created a second mutation target on F’ episome by mutation of a Tn10 element, 
which encodes tetracycline resistance (Tetr), to tetracycline sensitive (Tets). During 
lactose selection, the reversion rate to Tetr was measured. Foster found that after one 
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 day delay, Tetr cells accumulated on lactose plate at about 80% of the rate that lac+ 
cells accumulated. As we know, unlike growth-dependent mutation, adaptive 
reversion of F’ lacI33-lacZ allele requires both recombination functions and 
conjugation functions. Foster found that reversion of unselected mutation target tet 
also requires recombination functions, such as RecA, RecBC and RuvAB and 
conjugation functions such as TraD. Therefore, the Tetr mutation that occurs during 
lactose selection seems to be created or preserved by a similar mechanism as the lac− 
reversion (Foster, 1997).  
 Secondly, unselected mutations in plasmids or in bacterial chromosome were 
found to occur. Torkelson et al. examined the reversion of mutant tetracycline 
resistance genes (tet) located on pBR322-based plasmids (Torkelson et al., 1997). 
They found that these mutant tet allele reverted at a rate high enough to score when 
cells were under lactose selection. Furthermore, they found that tet reversion was 10-
100 times higher in lac+ reversion cells than that in lac− under the same starved 
conditions. Torkelson et al. examined the sequence of tet revertant colonies and found 
that most of reversion occurred by +1 or -1 frameshift in momonucleotides repeats, 
which is apparently a sequence similarity to lac adaptive mutation. From these results, 
the simplest implication is that there exists a sub-population which has a higher 
mutation rate than the rest of the cell population.  
 Hall firstly proposed that mutation in population under selective pressure 
depends on a hypermutable sub-population (Hall, 1990). He suggested that adaptive 
mutation normally is specific to selection because hypermutable cells die unless they 
produce a suitable mutation which allows the resume of the growth. Enlightened by 
the hypermutation hypothesis, Cairns modeled the contribution that the hypermutating 
sub-population would make to the frequency of the selected mutation among the 
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 population under selection (Cairns 1998). In Cairns’s model, the cell population is 
assumed to contain two types of cell types: a majority with a normal low mutation 
rate and a minority (p) with a higher mutation rate (M). As long as we did two 
independent measures, p and M can be determined. Firstly, R1/0, the frequency of 
second mutation among the selected primary mutants divided by the frequency of 
second mutation among non-mutants;
  
Secondly, R2/0 the frequency of second 
mutation among the selected primary mutants bearing another mutation divided by the 
frequency of second mutation among non-mutants.  
 Based on the formula of Cairns, Rosche and Foster tested for non-selected 
mutations in lac+ revertants and lac− starved cells under lactose selection (Rosche and 
Foster, 1999). Under lactose selection, they monitored the change in bacterial motility 
phenotype, which was affected by as many as 55 genes (Blatter et al., 1997). They 
also tested mutation in a few antibiotics resistance genes as the third mutation target. 
After calculation, they found for lactose selection, R1/0 was about 24 and R2/0 was 
about 203. From these two data, they estimated that the hypermutating sub-population 
made up about 0.06% of the population and that the mutation rate of the 
hypermutating sub-population was increased around 200 fold.  
 Contrary to the Hall’s original hypothesis of hypermutating sub-population, 
Roshce and Foster (1999) argued that most of lac+ mutants are arising in general low-
mutation rate population rather than arising in the hypermutable sub-population. The 
reason they gave was that the frequency of motility mutation in lac+ revertants 
bearing another mutation was much higher than the frequency of motility mutation in 
lac+ revertants, because if lac+ mutants mostly arise in hypermutating sub-population, 
the two frequencies should be the same. 
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  However, Bull et al. challenged such claim and proposed a “sliding scale” 
model of hypermutable sub-population (Bull et al., 2001). Enlightened by the finding 
that extended lactose selection was able to increase the mutation rate of unselected 
genes (Godoy et al., 2000), they argued that once a cell enters the so-called 
hypermutation state, it is capable of generating genome-wide mutations. Such cells 
will exit hypermutation state when they obtain a mutation under selection. So 
different cells can spend variable lengths of time in hypermutation state. If the rate of 
mutation in hypermutation state is a constant with time, then the more time a cell 
spend in the hypermutation state, the more likely that the cell can obtain a second or 
even more mutations. Interestingly, “sliding scale” model seems to be supported by 
the finding that mismatch repair (MMR) becomes limiting in stationary phase.  
1.3.10. Features of adaptive amplification in classical lac system in E. coli 
Gene amplification is the repetition of a certain length of a DNA sequence. It 
represents a reversible genetic alteration in situations in which extra gene copies 
bestow a growth advantage upon cells (reviewed by Stark and Wahl, 1984; Windle 
and Wahl, 1992).   
Amplification of mutant lac allele may also lead to lac+ colonies. As mentioned 
previously, lacZ mutant allele has been extensively used in the study of mutation 
mechanism, especially in adaptive mutation studies. It is important to notice that some 
such mutant alleles are “leaky”, which means that these mutant alleles could give 
residual activity of β-galactosidase, compared with the null lac which produces null β-
galactosidase activity. Actually, such residual level of β-galactosidase produced by a 
frameshift mutant lac allele comes from the frequency of the spontaneous 
frameshifting that may occur during translation (Atkins et al., 1972).  In E. coli, some 
leaky lacZ mutant alleles have been found to be amplified in some of lac+ colonies, 
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 which grew on the medium containing lactose as the only carbon source (Tlsty et al., 
1984).  In E. coli FC40 lacZ frame-shift reversion system, it is known that some lac+ 
colonies are ones harboring amplified leaky mutant lacZ allele (Foster, 1994). 
However, the authors there did not propose that the amplification of leaky lac− allele 
could be a separate pathway leading to adaptive mutation. They only showed that 
amplification of the lac region may give rise to a detectable microcolony. And they 
believed that if amplification per se can produce lac+ cells, these lac+ cell are only a 
small minority of the mutant population (Foster, 1994).  
Gene amplification has long been seen as marker of genomic fluidity and it is 
supposed to be a spontaneous event (Tlsty et al., 1989). In a mammalian experiment 
system using rat liver epithelial cells, Tlsty studied the correlation between the 
resistance to the cytotoxic drug, N-(phosphonoacetyl)-L-aspartata (PALA) and the 
amplification of the gene encoding the multifunctional protein CAD. They applied a 
fluctuation assay to determine the nature (i.e. whether the mutation happens as 
adaptive response to the drug) of the PALA-resistant variants and found that the 
mutation showed a clustered, Luria-Delbruck distribution (Tlsty et al., 1989).  
However, in Tlsty’s experiment, the author challenged the rat cells with 9 times of 
LD50 of PALA. As Rosenberg et al. pointed, at the concentration of PALA used may 
be lethal to the cells which did not carry the amplification of CAD gene at the time of 
being exposed to the drug (Hastings et al., 2000). If that were so, Tlsty’s experiment 
cannot be called an adaptive mutation experiment, because only the preexisting gene 
amplification could be detected, and the cell population did not experience the so-
called stationary phase at all. Actually, this question was articulated by Delbruck too 
(Delbruck, 1946).  
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 In bacteria, gene amplification was suggested to be a model of adaptive response 
(Foster and Cairns, 1992) or a selective amplification model (Roth et al., 1996).  The 
experiment evidence that gene amplification can be an adaptive genetic change was 
given by and Hastings et al. (Hastings et al., 2000).  
1.3.10.1. Hypothesis that adaptive amplification is the intermediate of point 
mutation  
Darwinian evolution supposes that selection acts on preexisting genetic variation, 
and neo-Darwinism, more stringently, believes that rates of variation are constant 
(Mayr, 1982). However, the discovery that some mutations arise as a response to 
selective conditions (adaptively) revealed that this is not the exclusive course of the 
evolution (Cairns, 1988; Cairns and Foster, 1991; McKenzie et al., 1998). Since its 
discovery, adaptive mutation has been described in many different assays in bacteria 
and yeast (reviewed by Foster, 1999). Apparently similar adaptive phenomena may 
occur in multicellular eukaryotes (reviewed by Metzgar and Wills, 2000).  
The idea of adaptive mutation has been controversial because it seems that it 
suggests to some extent a violation of the principle that evolution does not involve 
foresight (Dickinson and Seger, 1999).  Some researchers believe that adaptive 
mutation is the alteration in specificity and rate of mutability seen in bacteria during 
stress. Andersson et al. proposed a model that apparent adaptive mutability might 
really be a form of standard spontaneous mutation, identical to that in growing cells 
(Andersson et al., 1998; Roth et al., 1996). In this model, amplification of leaky 
mutant lac allele was proposed to be able to allow some growth of lac− cells. Thus, 
many lac− cells have leakier lac allele, all of which mutate at normal (low) level. 
Using Salmonnella, Andersson made use of an F’ episome, which carries a mutant lac 
allele similar to that used in E. coli FC40. They found that in their lactose starvation 
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 experiment, a few percent of the cells in each mutant lac+ colony were amplified, 
while the other cells in the same colony were point mutants.  Andersson et al. 
proposed that because the amplification can allow some growth of lac− cells, the 
growth-dependent mutation occurs among the many lac gene copies amplified. The 
mutation rate was proposed to be higher than is observed during exponential growth 
because there are much more copies of the lac gene and therefore lac alleles have 
more opportunities to mutate. Recently, using Monte Carlo simulations, Pettersson et 
al. simulated the proposed amplification-mediated model and implied that the model 
can explain Cairnsian adaptive mutation (Pettersson et al., 2005)  
1.3.10.2. Evidence showing that adaptive amplification is a separate strategy 
Andersson’s model suggested gene amplification is only a precursor to adaptive 
mutation, which they proposed is only a form of mutation mechanism as that in 
growing cells (Roth et al., 1996; Andersson et al., 1998). Hastings et al. (2002) 
proposed that, contrary to amplification-mediated model (or growth-dependent 
mutation model), amplification is a separate adaptive genomic change and it does not 
necessarily lead to DNA mutation. They provided three lines of evidences to show 
their conclusion. 
Firstly, adaptive mutation is not prompted by amplification. The “growth-
dependent mutation model” specifies that amplification of lac region is a sufficient 
condition to achieve point mutation of lac. Hastings et al. examined 680 lac+ colonies 
which were lac amplified. They grew these lac+ colonies over a few generations and 
obtained a total of 23,000 colonies. They tested what percent of these sub-clones gave 
a point mutation genotype. The result was that only one subclone in 680 original lac+ 
colonies produced point mutation decedents. This low percentage shows that 
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 amplification of lac region does not readily lead to point mutation with amplified lac 
allele (Hastings et al., 2000).  
Secondly, amplified clones are not hypermutated. It is shown that lac+ adaptive 
mutants come from a sub-cell population which shows a genome-wide 
hypermutability. If amplification is the intermediate of gene mutation, then amplified 
clones should also have a propensity to carry a genome-wide hypermutation, as 
adaptive mutants do. However, they found that amplified lac+ clones had a far lower 
mutability compared to that of adaptive mutant clones. This indicated that the 
amplified lac+ clones did not come from a similar sub-cell population as of adaptive 
mutants (Hastings et al., 2000).  
Thirdly, the growth-dependent mutation model suggests that amplified DNA 
titrates out mismatch repair function and thus leads to a mutator phenotype. The 
logical extension of this model is that after multiple gene copies have been 
deamplified and a point mutant has overtaken the lac+ colony (the model believes that 
once a lac+mutation occurs, it would segregate away from the amplified DNA, the 
lac+ revertant would overtake the amplified cells in the colony because of their 
substantial growth advantage), the mutation rate would decrease. However, the 
authors found that point mutant lac+ clones own the same mutation rate as amplified 
lac+ clones. This shows that amplification does not lead to a growth-dependent 
mutator phenotype (Hastings et al., 2000) 
1.4. Overview of two-component system 
Bacteria have the ability to grow in or survive complicated environment.  There 
are various rapid and unexpected changes in the environment in nutrients, toxin levels, 
acidity, temperature, cell density, osmolarity, humidity, and many other conditions.  
In order to survive in such ever changing environment, bacteria must constantly sense 
45
 and adapt to their environment by adjusting their structure, physiology, and behavior 
accordingly.  To achieve this, they should have the mechanisms for altering their gene 
expression rapidly and efficiently in reply to environmental signals. 
Bacteria possess enormous adaptive capabilities that allow them to modulate 
their behavior and reprogram gene expression in response to environmental changes. 
Bacteria two-component sensory transduction systems are often parts of complex 
regulatory networks and cascades.  They are of prime importance in transmitting 
environmental signals and adjusting adaptive responses (Nixon et al., 1986; Ronson et 
al., 1987; Winans et al., 1986; Parkinson et al., 1992; Tokishita and Mizuno, 1994).  
In this sensory-response system, bacteria take advantage of signaling pathways that 
involve phosphorylation of key effector proteins (normally DNA binding protein) by a 
histidine protein kinase (HK).  These pathways enable bacteria to adjust their 
metabolism and structure in response to environmental signals in a turning on/off 
manner.   
1.4.1. General overview of two-component systems in prokaryotic cells 
The first bacterial two-component signal transduction system was the NR 
system, a regulatory system that controls gene expression in response to nitrogen-
source availability in E. coli (Ninfa and Magasanik, 1986).  
Subsequently it was showed that there are a huge number of other bacterial 
sensory systems containing the similar sequences to NR system (Nixon et al., 1986).   
These systems were found to operate via a biochemical mechanism more or less 
similar to that utilized by the NR system.  Sequencing work confirmed that two-
component systems are widely harbored in both Gram-positive and Gram-negative 
pathogenic bacteria.  For example, there are 62 two-component pairs in Escherichia 
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 coli, 27 in Streptococcus pneumoniae, 70 in Bacillus subtilis, and 24 in 
Methanobacterium thermoautotrophicum (Mizuno, 1997).  These systems not only 
regulate basic housekeeping functions but also control expression of toxins and other 
proteins important for pathogenesis.  However, not all prokaryotes use two-component 
systems as extensively as E. coli.  The numbers of two-component systems differs 
greatly in different species, ranging from 0 as in Mycoplasma genitalium to 80 as in 
Synechocystis sp., in which these proteins account for about 2.5% of the genome 
(Mizuno, 1997).  Although two-component systems have not been identified in 
animals, worm and fly genomes, it is indeed present in fungi, slime molds, and plants 
though far less numerous than in bacteria.  
 There are significant differences in the way two-component systems are used in 
different species.  Generally, in most prokaryotic systems, the output response is 
affected directly by the response regulator (RR), which functions as a transcription 
factor. On the contrary, in eukaryotic systems, two-component proteins are found at 
the beginning of signaling pathways where they interface with the conventional 
eukaryotic signaling strategies such as mitogen-activated protein (MAP) kinase and 
cyclic nucleotide cascades (Loomis et al., 1997).  
The prototype of two-component system consists of a sensor kinase (HPK), 
which perceives environmental signal with its N-terminal input domain, and a 
response regulator protein (RR), which mediates cell response with its C-terminal 
output domain by regulating expression of specific genes (Fig. 1.5) (West and Stock, 
2001).  Signaling is normally achieved by phosphotransfer from a highly conserved 
His residues in the sensor’s transmitter domain, which is autophosphorylated in the 
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 presence of the appropriate stimulus, to an Asp residue in the N-terminal receiver 
domain of the regulator protein.  
The chemistry of the basic two-component phosphoryl transfer signal 
transduction pathway involves three phosphoryl transferring reactions and two 
phosphoprotein intermediates (Stock et al., 2000): 
1. Autophosphorylation: HK-His + ATP ↔ HK-His~P + ATP 
2. Phosphotransfer: HK-His~P + RR-Asp ↔ HK-His + RR-
Asp~P 
3. Dephosphorylation: RR-Asp~P + H2O ↔ RR-Asp + Pi 
Firstly, γ-phosphoryl in ATP is transferred to the conserved His side chain of 
HK. The RR then catalyzes the phosphoryl transfer from phosphoryl-His to a 
conserved Asp side chain within its own regulatory domain. Finally the phophoryl 
group was transferred from phophoryl-Asp to water in a hydrolysis reaction.  
The phosphorylation of receiver domain may result in a conformational change 
of the response regulator, which elicits the specific response.  The output response of 
the system is determined by the level of phosphorylated RR.  The genes encoding the 
sensor and regulator are often cotranscribed as a single transcript.   
There are two phosphorylation pathways in Eubacteria, Archaea and Eukarya: 
His/Asp and Ser/Thr/Tyr. Both phosphorylation pathways (His/Asp and Ser/Thr/Tyr) 
can function in both prokaryotes and eukaryotes.  His-Asp phosphotransfer systems 
make up the majority of signaling pathways in eubacteria but are quite rare in 
eukaryotes, in which kinase cascades involving Ser/Thr and Tyr phosphorylation are 
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 in the majority (Mizuno, 1997).  Several features distinguish eukaryotic systems from 
those of prokaryotes. Firstly, hybrid HKs that contain RR are rare in prokaryotes, 
whereas eukaryotic HKs are almost exclusively all hybrid HKs; the only known 
exception is Arabidopsis ERS (Mizuno, 1997; Hua et al., 1995). Secondly, 
prokaryotic RRs are predominantly transcription factors; whereas there is only one 
know eukaryotic RR with DNA-bind domain (Brown et al., 1993). Although in 
eukaryotes, as in prokaryotes, the ultimate response is the regulation of gene 
expression, other signaling pathways that are themselves regulated by two-component 
systems can affect final responses in eukaryotes. Therefore, this more complex 
scheme provides a greater number of steps for regulation.  
The two-component systems are responsible for the sensing of a wide variety of 
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Fig. 1.5. Two-component phosphotransfer schemes. (a) A typical two-component 
phosphotransfer system consists of a dimeric transmembrane sensor HK and a 
cytoplasmic RR. A monomer of a representative HK is shown with transmembrane 
segments indicated by TM1 and TM2. Conserved sequence motifs N, G1, F and G2, are 
located in the ATP-binding domain. HKs catalyze ATP-dependent autophosphorylation 
of a specific conserved His residue (H). The activities of HKs are modulated by 
environmental signals. The phosphoryl group (P) is then transferred to a specific Asp 
residue (D) located within the conserved regulatory domain of an RR. Phosphorylation 
of the RR typically activates an associated (or downstream) effector domain, which 
ultimately elicits a specific cellular response. (b)A multi-component phosphorelay 
system often begins with a hybrid HK that has an additional RR regulatory domain at 
the C-terminus. More than one His
¯
Asp phosphoryl transfer reaction takes place and the 
scheme usually involves a His-containing phosphotransfer (HPt) protein that serves as a 
His-phosphorylated intermediate. Abbreviations: HK, histidine protein kinase; RR, 
response regulator protein (cited from West et al., 2001). 
50
 produced by a host, while others could be synthesized by the bacterial populations 
themselves. In the latter case, the signals may be produced in coordination with the 
cell density of a population and thereby ensure regulatory mechanisms commonly 
known as quorum sensing.  To date, for a number of two-component systems, the 
signals they sense are not yet known.   
1.4.2. Structure and activities of sensor histidine protein kinase (HPK) 
In the typical two-component systems, sensor histidine protein kinases (HPKs) 
are normally transmembrane proteins that monitor external stimuli with variable 
extracellular domains and transmit this information to the RR by a phosphotransfer 
event.  The sizes of the members of the sensor HPK family range from 40 kDa to 200 
kDa. Normally, HPKs function as homodimers, in which one HPK monomer 
catalyzes the phosphorylation of the conserved His residue in the second monomer.  
Archetypal constructs of HPK contain two typical modules: a diverse sensing domain 
and a highly conserved kinase core region, also called the transmitter domain. This 
conserved 350-residue long region exhibits sequence that is generally conserved in 
the histidine protein kinase superfamily (Nixon et al., 1986; Ronson et al., 1987; 
Parkinson and Kofoid, 1992).  
1.4.2.1. The kinase core module  
The kinase core is about 350 amino acids in length, which is responsible for 
binding ATP/ADP and directing kinase transphosphorylation.  Five conserved amino 
acid motifs define the core region and have been termed the H, N, G1, F and G2 
boxes (Parkinson and Kofoid, 1992). The H box contains the conserved His residue 
that is the site of phosphorylation.  In most HPKs, the H box is part of the 
dimerization domain and functions as an intermediate in the phosphotransfer pathway, 
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 accepting a phosphoryl group from upstream donor (a HK bound ATP) and then 
transferring it to the downstream RR domain.  Therefore, residues surrounding the 
conserved His are expected to be involved in phosphotransfer catalysis as well as 
protein–protein interaction.  The N, G1, F and G2 boxes comprise the nucleotide 
binding cleft. These motifs are usually contiguous, but the spacing between them is 
somewhat varied. In typical HPKs, the conserved His is located within the 
dimerization domain, adjacent to the nucleotide binding domain.  However, not all 
HKs have the same domain organization. In CheA, the HPK of the bacterial 
chemotaxis system, the H box is located in the P1 domain, two domains N-terminal to 
the ATP-binding domain, P4 (Hess et al., 1988).  
Other systems derived from typical HPK use His-containing phosphotransfer 
domains (HPt), distinct from the His-containing dimerization domains, which contain 
an invariant His capable of carrying out phosphoryl transfer (Fig. 1.5).  In some 
cascades, this HPt domain is distinct from the kinase and constitutes an isolated 
module.   
There are many features that distinguish HPKs from the family of Ser/Thr/Tyr 
kinases (STTK).  Firstly, unlike typical protein kinase reaction in which a kinase 
catalyzes direct transfer of a phosphate from ATP to the substrate, each HPK must 
first be autophosphorylated, and then the phosphoryl group from HPK-P is passed on 
to the specific RR. Secondly, there is a one-to-one relationship between HK and RR 
in most two-component systems, while one protein kinase phosphorylates multiple 
targets in classic protein kinase amplification cascades.  Thirdly, the site of HPK 
autophosphorylation is a His residue and the site of RR phosphorylation is an Asp 
residue (Bourret et al., 1990).  The energetic and chemical stabilities of phospho-His 
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 and phospho-Asp differ significantly from those of "more traditional" phospho-amino 
acids (phospho-Tyr, phospho-Ser, and phospho-Thr).  In addition to catalyzing the 
forward phosphorylation reaction, some HPKs also have a phosphatase activity, 
enabling them to catalyze dephosphorylation on their cognate RRs.  Through these 
opposing actions, the HPK is able to regulate the phosphorylation level of the 
downstream RR, controlling the flow of information through the signaling pathway.  
It is reported that such dephosphorylation is commonly present in phosphotransfer 
pathways that need to be shut down quickly (Hsing and Silhavy, 1997). 
1.4.2.2. Sensing domain  
The sensing domains of HPKs share little primary sequence similarity, reflecting 
many different specific ligand/stimulus to which HPKs are responsive.  Based on 
localization, HPKs can be divided into two classes:  soluble and membrane bound.  In 
membrane bound HPKs that contain extracellular domains, the sensor domains are 
periplasmic and can detect the environmental signals. While in soluble HPKs such as 
chemotaxis kinase CheA, the sensor domains could be regulated by intracellular 
stimuli and/or interactions with cytoplasmic domains of other proteins.  In many cases 
(including that of EnvZ),  the deletion of sensor modules results in a partially or 
completely active form of the kinase (Parkinson and Kofoid, 1992).  This shows that 
the sensor domain may also serve as kinase inhibitor and suggests that a common 
mechanism of kinase regulation could be the removal of this inhibition.  
1.4.3. Linker domain 
 In transmembrane HKs, the sensing domain is connected to the cytoplasmic 
kinase core through a transmembrane helix and a cytoplasmic linker domain (Stock et 
al., 2000). These linker domains are crucial for the proper signal transduction 
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 (Atkison and Ninfa, 1992; Jourlin et al., 1996). The linker domains range from 40 to 
>180 amino acids (Fabret et al., 1999). Alignment analysis of these linker domains 
revealed a 50-residue α-helical, coiled coil-like (CC) motif that, in most cases, 
directly precedes the H-box of kinase core (Aravind and Ponting, 1999). This domain 
may promote the intramolecular associations or, as suggested by a mutational analysis 
of EnvZ linker region, correct structural alignment of monomers within the HK dimer 
(Park and Inouye, 1997).  
1.4.4. Structure and activities of response regulator proteins (RRs)  
In prokaryotic systems, RRs are typically found at the ends of phosphotransfer 
pathways and function as phosphorylation-activated switches to affect the adaptive 
responses.  Most RRs have a two-domain structure with a conserved N-terminal 
regulatory domain and a variable C-terminal effector domain (Bourret et al., 1990; 
Brissette et al., 1991; Stewart, 1993; Lukat et al., 1991)   
The RRs’ regulatory domain containing the Asp-phosphorylation site is about 
125-residues and could have three activities (Volz, 1993).  Firstly, they can catalyze 
phosphoryl transfer from the phosphorylated HPKs to one of their own Asp residues.  
Secondly, they can catalyze autodephosphorylation and thus limit the lifetime of the 
activated state. Finally, they can regulate the activities of their associated effector 
domains in a switches on/off manner.  
The effector domains are diverse with regard to both structure and function.  In 
order to elicit the output response, they normally have a DNA-binding module and 
function to activate and/or repress transcription of specific genes.  However, some 
RRs control more diverse responses such as the regulation of motility, activation of 
mitogen-activated protein (MAP) kinase cascades, and modulation of cyclic 
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 nucleotide levels.  Based on the homology of their DNA-binding domains, the RRs 
can be divided into three major subfamilies (Makino et al., 1988; Stewart, 1993; 
Weiss and Magasanik, 1988).  These subfamilies are designated OmpR (with a 
modified winged-helix fold), NarL (with a four-helix bundle) and NtrC (with an 
ATPase and a helical DNA binding domain) after their representative members.  Due 
to the specific DNA sequences that effector domains recognize, the arrangement of 
binding sites and individual mechanisms of activation of transcriptional machinery 
differ from each other even within the same subfamiily.   
How a conserved regulatory domain can regulate so many wide-ranging effector 
domain activities has been a central question in the two-component system studies.   
The genetic, biochemical and biophysical studies of many different RRs support the 
view that RR regulatory domains function as generic on/off switch modules.  These 
domains can exist in equilibrium between two predominant conformations, namely 
the inactive and active states.  Normally phosphorylation induces conformational 
changes that shift the equilibrium towards the active conformer.  It provides a simple 
and adaptable mechanism for the regulation of RRs activity. 
The different molecular surfaces of the regulatory domain in the two 
conformations can facilitate specific protein-protein interactions and thus different 
output responses can be achieved.   
1.4.5. Two-component systems identified in A. tumefaciens  
The ability to respond to environmental stimuli is particularly important for α-
proteobacteria that are associated pericellularly or intracellularly with animals and 
plants either as pathogens or as endosymbionts.  Many two-component sensory 
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 transduction systems operate in this group of bacteria and they often control complex 
regulatory networks and are essential for the establishment of a relation between these 
bacteria and their hosts, no matter whether the latter are animals or plants (Cheng and 
Walker, 1998; Sola-Landa et al., 1998).  For example, B. abortus BvrR/BvrS controls 
cell invasion and intracellular survival which are likely to be involved in regulating 
the synthesis of OM components essential in the interaction with eukaryotic host 
cells.   
As a member of α-proteobacteria, Agrobacterium tumefaciens also contains 
many two-component pathways.   BLAST analyses of the A. tumefaciens genome 
database have revealed that there are at least 25 putative two-component regulatory 
gene pairs (Goodner et al., 2001).  The two well studied of these are VirA/VirG and 
ChvI/ChvG, which play important roles in A. tumefaciens mediated tumorigenesis 
(Charles et al., 1992; Charles and Nester, 1993; Parkinson and Kofoid, 1992; Winans, 
1992; Winans et al., 1994).    
1.4.5.1. VirA/VirG is the first two-component system identified in A. tumefaciens 
The Ti plasmid-encoded VirA/VirG system is the best studied two-component 
system  in Agrobacterium.  As a transmembrane protein, VirA works as the sensor 
component of a two-component system, while VirG functions as the cytoplasmic 
transcriptional regulator (Winans et al., 1986; 1989; 1994).  This two-component 
system controls the expression of the Ti-plasmid-harbored vir genes that are required 
for causing crown gall tumors on plants.   
VirA is a 92 kDa membrane-bound histidine protein kinase (Chang et al., 1992; 
Leroux et al., 1987; Winans et al., 1989) and exists as a homodimer in its native 
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 conformation, which is important for its normal function (Pan et al., 1993).  As a 
sensor protein, VirA contains two major modules: a sensing module at its N-terminal 
and a kinase core module at its C-terminal.  The N-terminal periplasmic domain of 
VirA could sense monosaccharides and phenolic compounds, which are required for 
optimal vir genes induction.  These monosaccharides include arabinose, galactose and 
mannose etc (Melchers et al., 1989).   Once a stimulus or signal is captured, the C-
terminal cytoplasmic domain of VirA will be autophosphorylated at His-474, which is 
conversed in all sensor molecules (Huang et al., 1990; Jin et al., 1990a).  Activated 
VirA can then transfer this phosphate to an Asp residue in VirG (Jin et al., 1990a; 
1990b). 
VirG, a DNA binding protein, functions as the response regulator in the 
VirA/VirG two-component system (Winans et al., 1986).  Once phosphorylated by 
the activated VirA at Asp-52, the C-terminal domain of VirG can bind specifically to 
the vir-box (Jin et al., 1990c), which is a specific 12-bp conserved regulatory element 
present in the promoters of most of the virulence genes (Powell et al., 1990).  This 
binding will result in the induction of the vir genes expression.  Non-phosphorylatable 
mutant VirA and VirG protein fail to induce any vir gene expression (Jin et al., 1990a; 
1990b; 1990c). 
1.4.5.2. ChvG/ChvI is the second two-component system detected in A. 
tumefaciens 
Unlike the VirA/VirG system, ChvG/ChvI is a chromosomally located two-
component system that has also been well studied in A. tumefaciens.  Using 
mutagenesis technology based on TnphoA, Cangelosi et al. (1991) constructed a 
series of insertion mutations in genes that encode proteins with extracytoplasmic 
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 domains. The rationale is that certain virulence determinants are likely to be 
associated with the cell envelope.  These mutants were then tested for their 
tumorigenesis ability.  A number of avirulent mutants were identified and 
characterized.  Charles and Nester (1993) found that two of these mutants contained 
lesions in a gene encoding a putative sensor protein.  They designated this gene chvG 
and the adjacent cognate response regulator (chvI) was identified by additional 
sequencing of the region.  ChvG/ChvI was also identified independently by Mantis 
and Winans (Mantis and Winans, 1993) by complementing an E. coli phoB mutant 
with members of an Agrobacterium clone bank.  Interestingly, mutations in either 
chvG or chvI abolished tumorigenesis ability, suggesting that both ChvG and ChvI are 
directly or indirectly required for virulence.   
ChvG is a 66 kDa membrane protein, which functions as a sensor in this two-
component system.  Analysis of the ChvG molecules shows that it contains the 
conserved signature sequence pattern, the H, N, D/F and G boxes that are usually 
present in sensor histidine kinases (Fig. 1.6) (Li et al., 2002).  These highly conserved 
histidine kinase domains lie in the C-terminal region that is predicted to be 
cytoplasmic, while the N-terminal of ChvG contains two transmembrane domains 
(TM1 and TM2). Subcellular localization analysis showed that the ChvG protein is a 
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Fig. 1.6.  Diagrammatical presentation of predicted ChvG domains.  TM1 
indicates transmembrane domain 1; TM2 indicates the transmembrane domain 
2; P indicates the periplasmic domain; C indicates the cytoplasmic domain.  H 
Box, N Box D/F Box and G Box are also indicated. (cited from Li et al., 2002)   
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 ChvI is made up of 241 amino acids and functions as a response regulator 
protein in A. tumefaciens (Charles and Nester, 1993; Mantis and Winans, 1993).   It 
has about 35% amino acid identity to E. coli PhoB protein, which acts as the response 
regulator in the PhoR/PhoB two-component system. The PhoR/PhoB two-component 
system is involved in the control of phosphate-regulated genes in E. coli.  ChvI 
contains an Asp residue that is conserved within response regulators, which in some 
cases has been shown to be the site of phosphorylation (Parkinson and Kofoid, 1992).  
Therefore, ChvI should be activated in its phosphorylated state and bind to specific 
DNA sequence upstream of the transcription start site of target genes.    
Both chvG and chvI were required for the growth in complex or acidic media, 
suggesting that ChvG/ChvI may regulate the expression of several genes involved in 
metabolism (Mantis and Winans, 1993).  It was found that the expression of several 
virluence genes was significantly attenuated and the pH-induced expression of virG 
was also abolished in a chvI null background.  The plant apoplast, especially after 
wounding, is acidic, because of the leakage of acidic vacuolar contents (Grignon and 
Sentenac, 1991).  Therefore, acidic pH is potentially an important signal in the 
interaction between A. tumefaciens and the plant.  Since chvG/chvI null mutants are 
highly sensitive to acidic pH, it is possible that ChvG/ChvI constitute a two-
component regulatory system involved in the regulation of acidic pH-inducible genes.   
Two-component regulatory system generally controls multiple gene expression.  
In addition to acidic pH-sensitive phenotype, chvG/chvI mutants were found to be 
hypersensitive to detergents and several antibiotics, suggesting that the permeability 
of the cell envelope could be altered in these strains (Charles and Nester, 1993).  
60
 A genomic analysis revealed that A. tumefaciens ChvI/ChvG system showed a 
high degree of homology to some chromosomally encoded two-component regulatory 
systems present in both plant and animal pathogens (Cheng and Walker, 1998; Sola-
Landa et al., 1998).  For example, the Sinorhizobium meliloti exoS and chvI genes are 
highly homologous to the A. tumefaciens chvG and chvI genes, respectively.  Strong 
homology was also found between the two proteins throughout their entire length.  
Brucella abortus BvrS and BvrR, which control the cell invasion and virulence of B. 
abortus on animal cells, are also homologous to ChvG and ChvI, respectively.  ChvG 
is also homologous to Mesorhizobium loti ExoS, Brucella melitensis ChvG, and a 
putative Bartonella bacilliformis and Caulobacter crescentus kinase to a certain 
degree in all defined domains.  Interestingly, all of these bacteria belong to the α-
proteobacteria.  This group of highly related system seems to be crucial for the 
bacteria-host cell interaction.  For instance, R. meliloti exoS/chvI is involved in 
regulating the production of succinoglycan, which plays an important role in the 
establishment of the symbioses between Rhizobium and its host plant (Cheng and 
walker, 1998). And B. abortus BvrR/BvrS regulates the expression of at least two 
outer membrane proteins (Omps), one of them known to be involved in Brucella 
virulence.  As BvrS and ChvG are different mostly in the periplasmic domain, it 
seems likely that B. abortus, R .meliloti and A. tumefaciens systems belong to a 
superfamily of two-component system that share a common ancestor that has evolved 
to sense different stimuli in both plant and animal hosts. 
1.5. Objectives of this study 
Both homologous gene recombination and mutation are the fundamental 
biological processes, which are rather complicated at the same time. Relatively little is 
61
 known about the regulation of these processes, although such a regulation is of 
extreme importance because they are evolutionarily conserved among all living 
organisms. Thus, the current study is aimed to elucidate whether and how ChvG, a 
sensor component of ChvG-ChvI two-component signal transduction system affects 
these two biological processes in Agrobacterium tumefaciens,  
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 Chapter 2.  General Materials and Methods 
2.1. Bacterial strains, plasmids, media and antibiotics 
Bacterial strains and plasmids used in this study are listed in Table 2.1.  
Preparations of media used in this study for the growth of bacterial strains are 
formulated as listed in Table 2.2.  For long-term storage, the bacteria were kept in LB 
with 50% glycerol at –80°C.     
Escherichia coli strains were grown at 37°C in LB (Sambrook et al., 1989) and 
Agrobacterium tumefaciens strains were grown at 28°C in MG/L or AB media 
(Cangelosi et al., 1991) supplemented with the appropriate antibiotics when necessary.  
When any carbon source other than glucose was used, it would be indicated. Plasmid 
DNA was introduced into A. tumefaciens strains by electroporation (Ditta, 1980). The 
preparation and concentration of antibiotics and other solutions used in this study are 









 Table 2.1.  Bacterial strains and plasmids 
Bacterial strain 
or plasmid 







DH5α EndA1 hsdR17 supE44 thi-1 recA1 gyrA96 relA1 
∆(argF-lacZYA)U169 φ80dlacZ ∆M15 
Bethesda Research 
Laboratories 
MT607 Pro-82 thi-1 hsdR17 supE44 end44 endA1 recA56 Finan et al, 1986 
MT616 
 
MT607(pKR600), mobilizer Finan et al, 1986 
S17.1(λpir) λpir lysogen, recA, thi, pro, hsdR-M+, RP4:2-
Tc:Mu:KmR , Tn7, TpR , SmR 






CGI1 Derivative of C58 in which aopB was disrupted by the 
mini-Tn5 transposon 
Li Luoping et al., 
2002 
A6340 A6007 chvG340::TnphoA; chvG- Cangelosi et al., 
1991 
AG6 A348  catalase::mini-Tn5; katA- Xu and Pan, 2000 
A6007 A348 Pho-; SmR Parkingson and 
Kofoid, 1992 
CG9 Derivative of C58 in which rrn was disrupted by the 
mini-Tn5 transposon 
Li Luoping et al., 
2002 
483 Derivative of A6007 in which atu4029 was disrupted 
by the mini-Tn5 transposon 
This study 
715 Derivative of A6007 in which lonD was disrupted by 
the mini-Tn5 transposon 
This study 
TcM3 Derivative of A6007 in which sdhA was disrupted by 
the mini-Tn5 transposon 
This study 
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 TcM5 Derivative of A6007 in which atu2583 was disrupted 





pAG408 promoter-probe gfp-based mini-transposon vector Suarez et al., 1997 
pML122 IncQ expression vector, Gmr Labes et al., 1990 
pSP-329G Broad-host-range IncP plasmid, Gmr Laboratory 
collection 
 pUCA19 pUC19 (US Biochemical) harboring repA for efficient 
replication in both E. coli and A. tumefaciens, Ampr 
Laboratory 
collection 
pUCA19G The 1.8 kb DNA fragment carrying chvG  in HindIII 




















 Table 2.2.  Media preparation 
Media or solutions Preparation a, b Reference 
LB (Luria broth) Tryptone, 10 g; yeast extract, 5 g; NaCl, 10 
g; pH 7.5 
Sambrook et al., 
1989 
SOB Tryptone, 20 g; yeast extract, 5 g; NaCl, 0.5 
g; 10 ml of 250 mM KCl; pH 7.0,sterilize 
by autoclaving and add 5ml of filter-
sterilized 2 M MgCl2. 
Sambrook et al., 
1989 
TB 10 mM PIPS, 55 mM MnCl2, 15 mM CaCl2, 
250mM KCl; 
 
MG/L LB, 500 ml; mannitol, 10 g; g sodium 
glutamate, 2.32; KH2PO4, 0.5 g; NaCl, 0.2 
g; MgSO4. 7H2O, 0.2 g; biotin, 2 µg; pH 
7.0. 




20 × AB salts, 50 ml; 20 × AB buffer, 50 
ml; 0.5% glucose 900 ml (autoclaved 
separately before mix together). 
(note: in some case, 2% glycerol is the 
carbon source in stead of 0.5% glucose) 
Cangelosi et al., 
1991 
 
20 × AB salts 
 
NH4Cl, 20 g; MgSO4. 7H2O, 6 g; KCl, 3 g; 
CaCl2, 0.2 g; Fe SO4. 7H2O, 50 mg. 
 
Cangelosi et al., 
1991 
 
20 × AB buffer 
 
K2HPO4, 60 g; NaH2PO4, 23 g; pH7.0. 
 
Cangelosi et al., 
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 1991 
a Preparation for 1 liter, and sterilized by autoclaving;  







































100 100 100 
Gentamycin (Gm) Same as above 
 
50 10 50 
Kanamycin (Km) 
 
Same as above 100 50 100 
Norfloxacin(Nor) 
 







34 17 -- 
Tetracycline (Tc) 
 
Same as above 5 10 5 
Proteinase K Dissolved in 
dH2O 
 
20 50 50 
RNase Dissolved in 
dH2O 
 









 2.2. DNA manipulations 
2.2.1. Plasmid DNA preparation 
Plasmid DNA was prepared following the method described previously with 
some modifications (Sambrook et al., 1989).  Briefly, E. coli cells from 2 ml of 
overnight culture were collected by centrifugation at 10, 000 rpm (Eppendorf 5417C) 
for 1 min.  The cell pellet was resuspended in 100 µl of ice-cold solution I (50mM 
glucose, 25 mM Tris-HCl, 10 mM EDTA, pH 8.0) thoroughly by vigorous vortex.  
Then, 200 µl of freshly prepared solution II (0.2 N NaOH, 1% SDS) was added and 
the contents were mixed by inverting gently for 4-6 times.  After the addition of 150 
µl of Solution III (3 M potassium, 5 M acetate), the mixture was inverted for 4-6 
times to disperse Solution III through the viscous bacterial lysate.  The lysate was 
extracted with equal volume of chloroform once by centrifuging at 14, 000 rpm 
(Eppendorf 5417C) for 5 min.  The supernatant was then transferred to a clean 
eppendorf tube.  To precipitate the plasmid DNA, 2 volumes of ethanol was added 
and the mixture were centrifuged as above.  The DNA pellet was washed once with 
70% ethanol and dried in a vacuum concentrator.  The extracted plasmid DNA was 
dissolved in 20 µl of sterile water and stored at -20 °C, ready for subsequent use after 
thawing.     
2.2.2. Genomic DNA preparation from Agrobacterium 
Genomic DNA of Agrobacterium was prepared according to Charles and Nester 
(1993).  Cells from 100 ml of overnight culture were harvested by centrifugation at 
3000 rpm for 5 min.  The cells were washed once with 4 ml of TES (10 mM Tris-HCl, 
25 mM EDTA, 150 mM NaCl, pH 8.0) and resuspended in 4 ml of TE buffer (10 mM 
69
 Tris-HCl, 25 mM EDTA, pH 8.0).  To lyse the cells, 500 µl of 5 M NaCl, 500 µl of 
proteinase K (5 mg/ml), and 500 µl of 10% SDS were add to the cell suspension and 
then incubated at 68 °C for 30 min.  The lysate was extracted once with 1:1 phenol-
chloroform and then chloroform alone.  To precipitate genomic DNA, 7.5 M 
ammonium acetate was added to the final concentration of 2 M and then 2 volumes of 
ethanol were added.  The DNA pellet was washed once with 70% ethanol and vacuum 
dried.  Genomic DNA was dissolved in 500 µl of distilled water and stored at 4 °C. 
2.2.3. DNA digestion 
DNA digestion was conducted following the instructions of the manufacturers 
supplying the enzymes.  Digestion reaction systems comprised of buffer, enzyme, 
DNA and water, and incubated at 37 °C for 1 hour to overnight as required.  
2.2.4. Polymerase chain reaction 
Polymerase chain reaction was carried out using a PCR machine in a thin wall 
PCR tube with a volume of 200 µl.  The reaction mixture usually contained the 







 10 × PCR buffer (without MgCl2) 5 µl 
25 mM MgCl2 3 µl 
Primer 1 (10 pmol/µl) 5 µl 
Primer 2 (10 pmol/µl) 5 µl 
dNTPs (10 mM each)  1 µl 
Template DNA or bacterial colony a 20-100 ng 
Taq DNA polymerase 1 µl (1 unit) 
Add distilled water to a final volume of  50 µl 
a











 The PCR was run using the following cycling conditions:  
1 cycle   95 °C for 1 min or 3 min a 
30-35 cycles 95 °C for 30 seconds 
 Annealing at (Tm-5) °C for 30 seconds 
 Extension at 72 °C for 1 min per kb 
1 cycle 72 °C for 10 min 
a
 If the template was the purified DNA, the first cycle was 1 min; if the bacterial cells 
were used as the template, the first cycle was 3 min 
2.2.5. DNA gel electrophoresis and purification 
DNA fragments were electrophoresized in an 1 × TAE (0.04 M Tris-acetate, 
0.001 M EDTA, pH 8.0) agarose gel along with a standard DNA marker (Fermentas).  
DNA products resolved by electrophoresis were usually purified with QIAquick Gel 
Extraction Kit (QIAGEN) following the instructions provided by the manufacturer.  
Briefly, DNA was separated in an 1% agarose gel.  The gel slice containing the 
desired DNA band was excised and transferred to a pre-weighted eppendorf tube.  
Then 3 gel volumes (100 mg gel ≈ 100 µl) of buffer QG were added and the tube was 
incubated in a 55 °C waterbath for 5-10 min to dissolve the gel completely.  For DNA 
fragments larger than 4 kb or smaller than 500 bp, 1 gel volume of isopropanol was 
added.  The mixture was transferred to a QIAquick spin column in a 2-ml collection 
tube.  The binding of DNA to the column was achieved by centrifugation for 1 min at 
14, 000 rpm (Eppendorf 5417C).  The column was then washed once with 750 µl of 
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 buffer PE with one additional centrifugation to remove residual ethanol. The column 
was placed into a clean 1.5-ml centrifuge tube. To elute DNA, 30-50 µl of sterile 
water or EB buffer was applied to the center of the column membrane and the column 
was centrifuged at 14, 000 rpm (Eppendorf 5417C) for 1 min. 
2.2.6. Preparation of competent E. coli cells 
 E. coli DH5α was routinely used as the host for cloning experiments unless 
otherwise specified.  High efficient competent cells were prepared as described 
previously (Inoue et al., 1990).  E. coli cells were streaked from frozen stock and 
cultured overnight on an LB plate at 37 °C.  Then several colonies were picked and 
inoculated into 100 ml of SOB medium in a 1-liter conical flask.  The cells were 
cultured at room temperature (about 19°C) with vigorous shaking (250 rpm) to an 
OD600 of 0.5-0.7.  The cells were chilled on ice for 10 min before they were collected 
by centrifugation at 2600 rpm (Eppendorf 5810R) for 5 min at 4 °C.  The cell pellets 
were resuspended in 30 ml of ice-cold TB buffer (10 mM PIPES, 55 mM MnCl2, 15 
mM CaCl2, 250mM KCl, pH 6.7; all components except MnCl2 were dissolved and 
autoclaved; 1M MnCl2 solution was filter-sterilized and added to make TB buffer; 
store at 4 °C) and then incubated on ice for 10 min.  Cells were collected by 
centrifugation as above and resuspended in 5 ml of ice-cold TB buffer.  Thereafter, 
DMSO was added to a final concentration of 7% and the cell suspension was 
aliquoted into pre-cooled sterile eppendorf tubes at 100 µl each. The competent cells 




 2.2.7. Transformation of E. coli 
A plasmid product was introduced into E. coli by transformation for 
amplification or screening (Sambrook et al., 1989). A frozen competent cell (100 µl) 
was thawed on ice. Plasmid (50-100 ng in 10µl or less) was added and the contents of 
the tube were mixed by gently tapping the tube a few times. The tube was then 
incubated on ice for 30 minutes.  The mixture of cells and DNA were heat-shocked at 
42 °C for 90 seconds.  After chilling the cells on ice for 2 min, 900 µl of fresh LB 
medium were added.  The cultures were incubated at 37 °C for 30 min with agitation.   
The cells were collected and spread onto a LB agar plate containing appropriate 
antibiotic(s).  Colonies usually appear after 12-16 hr of incubation at 37 °C.   
2.2.8. Sequencing 
The PCR reaction for sequencing was usually carried out in a 20 µl total volume 
containing 2 µl of Terminator Ready reaction mix, 0.3-0.5 µg of template, 3.2 pmoles 
of primer and proper volume of deionized water. 
The PCR program for sequencing was as follows: 96°C for 15 sec, 50°C for 5 
sec, 60°C for 4 min; repeated for 25 cycles, and then put on hold at 4°C.  The PCR 
product was purified upon completion of the PCR reaction. For each sequencing 
reaction, to a 1.5-ml microcentrifuge tube was added the following: 2.0 µl of 3 M 
sodium acetate (NaOAC), pH 4.6, 50 µl of 95% ethanol.  Upon addition of the 
sequencing product, in the tube was vortexed and kept at RT for 15 min.  After the 
tube was spun in a microcentrifuge at the top speed for 20 min, the supernatant was 
carefully aspirated and the pellet was washed with 250 µl of 70 % ethanol.  Following 
centrifugation for 5 min, the supernatant was removed, and then the pellet was dried 
in a vacuum centrifuge. 
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 Chapter 3. ChvG can affect homologous recombination  
3.1. Introduction 
 The process of homologous recombination is essential to all livings. It is 
important for the generation of genetic diversity, the maintenance of genomic 
integrity, and the proper segregation of the chromosomes (Kowalczykowski, 1994). 
The predictable assortment of genes by homologous recombination underlies the basic 
principles of genetics.  
Most genes, which are important to gene recombination, are shown not to be 
involved in other DNA metabolic processes. In addition, the genetic disclosure of 
redundant gene recombination functions serves to underscore the intricacy of the 
recombination process. Due to these reasons, it is very difficult to address the 
question of how homologous recombination is regulated and whether it could be a 
response to environmental changes.  
Bacteria two-component sensory transduction systems are often parts of 
complex regulatory networks and cascades.  They are of prime importance in 
transmitting environmental signals and adjusting adaptive responses (Nixon et al., 
1986; Ronson et al., 1987; Winans et al., 1986; Parkinson et al., 1993; Tokishita and 
Mizuno, 1994). Recently, in A. tumefaciens, ChvG as the sensor component of 
ChvG-ChvI two-component system, was proposed to be a global sensor protein, 
because it can regulate unlinked acid-inducible genes encoding different functions in 
different ways (Li et al., 2002). In this project, the potential regulation of homologous 
recombination by ChvG protein was explored. It may provide the information on how 
bacteria resort to the DNA rearrangement as a response to the changes in the 
extracellular environment.  
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 3.2. Materials and methods 
3.2.1. Triparental mating 
The plasmid could be introduced into A. tumefaciens from E. coli by a modified 
triparental mating procedure (Schardl et al., 1987). E. coli strain DH5α(pSP329-G) 
(donor) was grown on LB plate containg 10 µg/ml gentamycin, E. coli strain MT616 
(used as the helper strain) was grown on LB plate containg 17µg/ml chloramphenicol 
and A. tumefaciens chvG+ strain A6007 and chvG− strain A6340 were grown on AB 
plate respectively at 28 oC. For each strain, appropriate amount of freshly grown cells 
was scraped off the plate and washed once in sterile dH2O. The cells were spun down 
and resuspended in sterile dH2O. The cell density of the cell resuspension was 
adjusted to contain 1×109 cells/ml. 50 µl of the cell suspension of DH5α(pSP329-G), 
MT616 and A6007 or A6340 were mixed in a tube and then the mixture was dropped 
onto the top of a LB plate. The plates were allowed to air dry in a laminar flow with 
the cover open for 30 min. The mating plate was transferred to 28 oC incubator and 
incubated for 6 hrs. Then, the cells were washed off from mating plate and 
resuspended in 300 µl sterile dH2O. 100 µl of the cell resuspension was plated on AB 
plate containing 50µg/ml gentamycin. Then the selective plates were incubated at 28 
oC for 5 days. The conjugation efficiency was calculated using the following formula:  
ls platedterium celof AgrobacNumber
gantstransconjuofNumber
efficiencynConjugatio =  
3.2.2. Preparation of electrocompetent A. tumefaciens cells 
A. tumefaciens cells were streaked out for single colonies from −80 oC on AB 
plate. The freshly grown single colony was picked up with sterile wooden stick and 
streaked on fresh AB plate. The plate was incubated at 28 oC for 2 days. The 
appropriate amount of cells were scraped off the plate, and resuspended well in sterile 
dH2O in a 1.5 ml centrifuge tube.  The cells were spun down at 14,000 rpm in an 
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 eppendorf centrifuge for 1 min at room temperature, and washed twice in 1 ml ice 
cold 15% glycerol.   
The cells may be used immediately or frozen in liquid nitrogen and stored at 
−80°C. 
3.2.3. Transformation of electrocompetent A. tumefaciens cells with plasmid 
DNA or total DNA by electroporation 
The electrocompetent cells were thawed on ice.  2-5 µl plasmid DNA (or 
genomic DNA) was added into and gently mixed well with the cell suspension.  The 
mixture was incubated on ice for approximately 2 min, and then was transferred into a 
chilled 0.2 cm Bio-Rad electroporation cuvette.  The Bio-Rad Gene Pulser apparatus 
was set to the 25 µF capacitor; and the Pulse Controller Unit was set to 400 Ω before 
the cuvette was transferred to a chilled Bio-Rad Gene Pulser slide and applied with a 
single 2.5 kV electrical pulse (this should result in a fields strength of 12.5 kV/cm 
with an exponential decay constant of approximately 9 sec). 900-950 µl of AB broth 
was added to the cuvette immediately following the electrical pulse, and the cells 
were gently resuspended by shaking.  The cell suspension was later transferred to a 
10-ml culture tube and incubated at RT with shaking for 1 hour. The samples were 
spread out on an appropriate selection medium (if dilution needed, do dilution 
appropriately) and incubated at 28°C until the transformant colonies were readily 
visible.  
 The transformation efficiency was calculated using the following formula:  
latedof cells pNumber
ntstransformaofNumber




 3.3. Results 
3.3.1. ChvG can affect of RecA-dependent homologous recombination 
As to determine whether ChvG-ChvI two-component signal transduction system 
regulates homologous recombination, we compared the efficiency of homologous 
recombination between the wild-type strain A6007 and the chvG− strain A6340. To 
do this, we electroporated total DNA of three mini-Tn5-containing A6007-derivative 
strains into A6007, A6340 and A6340(pUCA19G) strain and then calculated the 
efficiency of the transformation. The rationale is that the transformation event 
represents the homologous recombination event, because we select transformants on 
AB agar plate containing 50 µg/ml gentamycin, which specifically selects 
mini-Tn5-encoded gentamycin resistance. Illegitimate recombination should be rare 
in our assay, because Southern analysis for randomly chosen recombinants showed 
that recombination process was homologous recombination (Qian, unpublished data).   
Table 3.1 and Fig. 3.1 show the result of homologous recombination experiment. 
It can be seen that the chvG+ strain A6007 showed a much higher efficiency of 
homologous recombination, whatever total DNA was used as the transformation 
substrate. When CGI1 (containing aopB::mini-Tn5) total DNA was introduced into A. 



























































Fig. 3.1. The efficiency of homologous recombination. Wild-type strain A6007, 
chvG− strain A6340 and the complementary strain A6340(pUCA19G) were 
electroporated using three kinds of total DNA. Bacteria were spread from −80 oC 
stock on AB plate and incubated at 28 oC for 2 days. Then cells were harvested, 
washed and resuspended to appropriate cell density. After electroporation, appropriate 
amount of AB liquid was added and the mixture was incubated at 28 oC for one hour 
with constant shaking. Then appropriate amount cells were plated on AB(Gen50) 
selection plate. The value is the one of two independent experiments. Transformants 
of the wild type strain A6340(pUCA19G) and the complementary strain appeared 
about 4 days after electroporation. Transformants of chvG− strain A6340 appeared 





 for A6007 was about 17.92×10−10 µg−1 total DNA, while the recombination efficiency 
for A6340 was 0.42×10−10 µg−1 DNA. When AG6 (katA::mini-Tn5) total DNA was 
introduced, the recombination efficiency for A6007 was about 14.86×10−10 µg−1 total 
DNA, while the recombination efficiency for A6340 was about 3.20×10−10 µg−1 total 
DNA. When CG9 (rrn::mini-Tn5) total DNA was introduced, the recombination 
efficiency for A6007 was about 3.82 ×10−10 µg−1 total DNA, while the recombination 
efficiency for A6340 was less than 0.46 ×10−10 µg−1 total DNA. To confirm the effect 
of ChvG on homologous recombination, we complemented the chvG− strain with a 
plasmid-harboring chvG gene when testing the efficiency of homologous 
recombination. The complementation result shows that over expression of ChvG from 
a plasmid can fully restore the recombination efficiency to the level of the wild type 
strain (Table 3.1).  
A possible explanation for the difference in the above recombination assay 
could be that there may exist significant difference in the efficiency of DNA 
introduction into the bacteria cells between the chvG+ strain A6007 and the chvG− 
strain A6340. If this is the case, we cannot conclude that homologous recombination 
is affected by ChvG protein. In order to test this, we introduced a plasmid into the 
chvG+ strain A6007 and the chvG− strain A6340 to compare the efficiency of DNA 
introduction of these two strains. Plasmid pML122 was chosen because it encodes 
gentamycin resistance, which is the same selection marker as the one used for 
selecting for homologous recombination events. Table. 3.1 shows the 
electroporation-mediated transformation efficiency using pML122. The result shown 
here indicates that when using electroporation as the transformation method, DNA 
delivery efficiency for the chvG+ strain A6007 was not higher than that for the chvG− 
strain A6340.  
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  Based on the result of homologous recombination result and the control 
transformation experiment using pML122 as a substrate, it can be concluded 
unambiguously that the loss of a functional ChvG protein significantly reduces the 


















Efficiency / Frequency （×10−10） 
 
 



















9640 ± 670 
 
7900 ± 2700 
 







36000 ± 3400 
 
229200 ± 11900 
 
50700 ± 4700 
HindIII-digested pML122 
 








1420 ± 141.4 < 40  1060 ± 84.9 
aopB:mini-Tn5 17.92 ± 2.95 0.42 ± 0.59 30.42 ± 4.13 













 3.3.2. ChvG also affects RecA-independent DNA recombination 
Introducing total DNA into cells and then monitoring the recombination can detect 
RecA-dependent gene recombination events. However, it should be noticed that bacteria 
encode a complex group of proteins, consisting of a few pathways to accomplish DNA 
recombination task (Kowalczykowski et al., 1994). For example, in vitro linearized 
plasmid DNA can undergo recircularization in vivo (Chua and Oliver, 1992), and this 
recircularization process is not a simple re-ligation process (Conley and Saunders, 1984). 
In fact, this process is recombination function-dependent and because of this dependence, 
it was termed as intramolecular recombinogenic recircularization (IRR). Previous study 
has shown that IRR is essentially RecA-,RecB-independent process (Conley et al., 1986)  
In order to determine whether ChvG can affect RecA-independent gene 
recombination, we introduced in vitro HindIII-digested pML122 into A. tumefaciens cells 
by electroporation and monitored the transformation efficiency to compare the in vivo 
intramolecular recombinogenic recircularization. The efficiency of IRR is shown in Table. 
3.1. In this assay, we did not obtain transformants when introducing linearized pML122 
into the chvG− strain A6340.  
The result of IRR shows that the loss of a functional ChvG severely lowers the 
RecA-independent gene recombination. Thus, ChvG is most probably an upstream 
regulator, affecting various recombination pathways. In other words, it is most likely that 
much of the recombination network is affected by ChvG-ChvI system. The reason could 
be that ChvG exerts a huge influence on the general physiological condition of A. 
tumefaciens cells. In fact, both RecA-dependent gene recombination and 
RecA-independent gene recombination are ATP-dependent, which is manifest because 
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 RecA and RecFOR (in RecA-independent gene recombination) depend on ATP to work 
(For review, see Kowalczykowski 1994). Thus, it is reasonable to speculate that the 
metabolism level is remarkably different between the wild type and the chvG− strain. 
More specifically, it could be that the ATP level in the chvG− strain is significantly lower 
than that in the wild type.  
3.3.3. ChvG does not affect recombination-independent conjugation process 
Based on the results of the recombination experiments, it is conclusive that ChvG 
regulates recombination processes, which are either RecA-dependent gene recombination 
or RecA-independent gene recombination. Thus, it can be speculated that ChvG may 
exert a different effect on those gene transfer process that are recombination-independent. 
Bacterial plasmid conjugation is such a recombination-independent biological process 
(Clark and Margulies, 1965). One of the common requirements for both 
recombination-mediated DNA repair and conjugation is DNA synthesis, although it may 
be carried out by DNA polymerase I (Lyamichev et al., 1993) during recombination 
while by DNA polymerase III during conjugation (Lanka and Wilkins, 1995). Thus, if we 
know whether ChvG can affect DNA conjugation, it is also helpful to obtain some hint on 
whether ChvG can affect gene recombination and/or conjugation by regulating DNA 
synthesis.  
We took advantage of a tri-parental mating system, which has increased mating 
efficiency (Li, 2001). The plasmid transferred in our conjugation system is pSP-329G, 
which also encodes the same gentamycin resistance selection marker used for comparing 
homologous recombination efficiency and intramolecular recombinogenic 
recircularization (IRR).  
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 The efficiency of conjugation of pSP-329G is shown in Table 3.1. The result was 
surprising to some extent. It can be seen that the conjugation efficiency of the chvG− 
strain A6340 (229×10−7 recipient−1) was about 6-fold that of chvG+ strain A6007 
(36×10−7 recipient−1).  The result of the conjugation assay implies that DNA synthesis in 
the chvG− strain A6340 is not less than that in the chvG+ strain A6007. Therefore, this is 
also the evidence supporting the hypothesis that the loss of ChvG sensor protein 


































 3.4. Discussion 
In order to know whether ChvG can affect gene recombination process, we used 
two commonly used recombination assays to assess the gene recombination efficiency in 
strain A6007 (chvG+) and A6340 (chvG−): electroporation of homologous genomic DNA 
(general recombination) and intramolecular recombinogenic recircularization (IRR). Our 
results in both assays clearly showed that there were significant difference in terms of 
gene recombination between the chvG− and the wild type strain. Namely, we found that 
the recombination efficiency for the wild type strain was about more than 10-fold higher 
than that for the chvG− strain. 
A possible explanation for the difference in gene recombination could be that a few 
special recombination proteins are not working properly in the chvG− strain. For example, 
RecBCD and RecFON have overlapped functions in processing double-strand DNA 
and/or stabilizing ssDNA (Kowalczykowski et al., 1994), so either one could be 
malfunctioning in the chvG− strain. Another example, RuvABC and RecG have 
overlapped functions in junction migration and resolution (as above), so either one could 
be malfunctioning in the chvG− strain too. 
In addition, it could be possible that the general physiological conditions determine 
the recombination level. More specifically, it could be the different transcription levels 
and/or replication levels that cause the different recombination levels. Notably, when 
comparing the growth rate of the chvG+  strain A6007 and the chvG− strain A6340, it 
was found that A6007 proliferated much faster than A6340 (Fig. 4.14 in Chapter 4). Thus, 
it is reasonable to speculate that the transcription/replication in the wild type strain is 
more active than in the chvG− strain.  
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 There has been some evidence supporting the hypothesis that the elevated 
transcription of a DNA segment can cause an increase in the rate of recombination. In 
yeast Saccharomyces cerevisiae, for example, Yeal et al. found that the recombination 
efficiency between a transposon family, Ty family, could be increased more than 10 
times if artificially enhancing the transcription only part of its DNA fragment 
(Nevo-Caspi and Kupiec, 1994). Because Ty family almost represents 1-2% of yeast 
genome DNA (Boeke and Sandmeyer, 1991), they proposed that a tightly-controlled 
transcription may be a method to lower the recombination of naturally occurring repeat 
sequences in yeast genome (Nevo-Caspi and Kupiec, 1994). Also in S. cerevisiae, 
Thomas et al. took advantage of the loss propensity of a genome-integrated 
Gal10-containing (which shares homologous DNA in yeast genome) plasmid and they 
observed a 15-fold increase in the rate of plasmid loss in cells constitutively expressing 
the plasmid genes compared with cells that are not (Thomas and Rothstein, 1989).  
The reasons causing such transcription-induced recombination could be: (i) 
recombination may result from changes in DNA structure caused by the passage of RNA 
polymerase. Chances are that when transcriptome passes, some proteins are removed 
which normally inhibit recombination or during transcription, unwound DNA is more 
amenable to recombination machinery (Nickoloff, 1992; Oltz et al., 1993; Lauster et al., 
1993). (ii) A high level of recombination could be due to an increase in the repair activity. 
Such repair could result in secondary DNA lesion which may promote DNA 
recombination (Selby and Sancar, 1993; Schaeffer et al., 1993). Anyway, that more 
recombination occurs at actively transcribed DNA region could facilitate 
recombination-mediated repair, thus ensuring a standard copy of genes which are 
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 essential to cells. Furthermore, more recombination may bear on some evolutionary 
meanings. For example, it could diversify the essential genes, likely generating more 
adaptive alleles.  
Both DNA recombination and mutation are fundamental biological processes and 
they are inter-related. For example, DNA repair, which is often error-prone, is usually 
recombination-dependent (for review, see Kowalczykowski et al., 1994). The closest 
relationship between homologous recombination and mutation is seen in the study of the 
genetic requirement in adaptive mutation (also called stationary-phase mutation). Cairns 
and Foster first found that in FC40 lacZ reversion system, the adaptive mutation was 
RecA- and LexA- dependent (Foster and Cairns, 1992); they also suggesteded that RecA 
may affect the adaptive mutation not simply through the pathway of SOS error-prone 
repair, because the recA-deficient strains showed more reduction in adaptive mutation 
than a lexA− strain. They proposed that adaptive mutation in FC40 might depend on the 
recombination function of RecA, other than its cleavage function (Cairns and Foster, 
1991). Following the finding that RecA is absolutely required in adaptive mutation of 
FC40 system, RecBCD, RuvABC and RecG were subsequently found to be implicated in 
adaptive mutation process too (Harris et al., 1994; Foster et al., 1995). Now, it is firmly 
confirmed that the genetic requirements for adaptive mutation parallel those for 
homologous recombination (for review, see Rosenberg 2001; Fig. 3.2).  
Such close relationship between homologous recombination and mutation process 
prompted us to further compare the mutation between the chvG+ and the chvG− strains 













Fig. 3.2. Recombination funcitions in adaptive mutation. DNA acquires a 
double-stranded break. RecBCD-mediated DSB-repair by homologous recombination 
allows strand invasion of a region of homologous DNA (perhaps present in a sister 
chromosome) and primes DNA replication, during which errors accumulate (asterisk). 
The error could be caused by the mutator DNA polymerase pol IV or by another DNA 
polymerase. Strand invasion requires RecBC, and RecA, which are required for 
recombination-dependent adaptive point mutation. The branch migration activity of the 
RuvABC proteins is proposed to stabilize 3′-end invasion intermediates, which are 
postulated to prime replication; the opposite polarity branch migration activity of RecG is 
proposed to unwind and destroy the intermediates that lead to DNA replication. These 
events might explain the requirement in adaptive point mutation for RuvABC and its 
depression by RecG. DSBs and DSBR are directly associated with mutation in models 
such as this (adapted from Rosenberg 2001). DSB, double-strand break; DSBR, 




 Chapter 4. ChvG can regulate mutation both in rapid 
growth phase and in starvation 
4.1. Introduction 
Both DNA recombination and mutation are fundamental biological processes. 
Actually they are closely linked. For example, perhaps the most valuable usage of 
gene recombination in normal cells could be the recombination-mediated DNA repair. 
In addition, the relationship between homologous recombination and mutation has 
been elucidated in the study of the genetic requirement in adaptive mutation (also 
called stationary-phase mutation). And it is the consensus that adaptive mutation 
actually makes use of the same set of genes that homologous recombination uses.  
In Chapter 3, it has been shown that ChvG protein can regulate the homologous 
recombination process in A. tumefaciens, regardless of whether it is RecA-dependent 
or RecA-independent. Due to the inter-connection between DNA recombination and 
mutation, we also studied the potential role of ChvG in regulating mutation process. 
Spontaneous mutation has been reviewed in Chapter 1. In that chapter, the main 
focus was put on the following types of mutation: base substitutions, including 
transition (a purine changed to a purine or a pyrimidine changed to a pyrimidine) and 
transversion (a purine changed to a pyrimidine or vice versa); frameshift, including 
the loss or addition of one or two base pairs.  
Transposition is also a kind of mutagenesis. During the study of spontaneous 
mutation of A. tumefaciens chvG wild strain and chvG− strain, it has been found that 
the mutation pathway might be significantly different between these two strains, at 
least when the mutation for tetracycline resistance is concerned. Namely, for the wild 
type strain, when cells being rapidly growing a predominant portion of mutants were 
point mutants (for simplicity, including frameshift and substitution as well); while for 
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 the chvG− strain, most of the mutations were transposon insertion events. Due to this 
difference, it is necessary to do a brief review about the transposition. The literature 
review on transposition is enormous and no attempt is made to discuss the biology of 
transposition. Here the focal point is the mechanisms by which transposition can be 
regulated.  
4.1.1. Overview about transposition 
 Transposition is a DNA recombination reaction that results in the translocation 
of a discrete DNA segment, called transposable element or transposon, from a donor 
site to one of many possible nonhomologous target sites (Craig, 2002). Transposition 
can promote other DNA rearrangement, such as deletion and inversion. Transposable 
elements can be an ideal substrate for recombination, especially homologous 
recombination, because such a long homology exists between two transposons. Thus 
deletions, inversions and replicon fusions were reported to be due to homologous 
recombination between transposons (Craig, 2002). The acquisition of a transposable 
element has considerable consequences on the host genetic information. For example, 
transposon insertion can directly lead to the inactivation of a structural gene. Actually, 
one critical contribution of transposon study has been the usage of transposon as a 
genetic tool to analyze bacterial lifestyle (Slauch and Silhavy, 1991). Some 
transposons encode outwardly firing promoters, so the insertion of such elements may 
activate downstream host genes (Craig, 2002).  
 Transposable elements are diverse and widespread, which have been found in 
virtually all organisms (Craig, 2002). The first such mobile element was identified as 
the mobile controlling element by the pioneering work of Barbara McClintock 
(McClintock, 1952). Interestingly, it is bacteria that have provided the most 
knowledge of transposition. Although much of the basic knowledge of transposition 
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 was elucidated in bacteria, it is now clear that the transposition mechanism is 
basically similar in all kingdoms.  
 Transposons normally encode a specialized recombinase, transposase, which 
specifically recognizes and acts on the cognate DNA sequence at the end of the 
tranposon and promotes the cleavage of the transposon and the subsequent joining to 
a target site. Transposons do not need sequence homology to be transferred and 
transposition does not require host recombination functions. Transposition usually 
accompanies the duplication of a small patch of host sequence (called host target 
sequence). Since transposition is a random process, these target sequences are not 
constant. However, these target duplications are the same in length, which is 
characteristic of different transposons.  
 There are two mechanisms of transposition (Fig. 4.1) (Mizuuchi and Baker, 
2002): (i) non-replicative and (ii) replicative transpositions. In non-replicative 
transposition, also called “cut-and-paste” mode, the transposon is excised from the 
donor replicon and directly inserted into a target sequence. During non-replicative 
transposition, replication of DNA only occurs to repair the gap produced by a 
staggered cleavage of the target site. During replicative transposition, the transposon 
itself is resynthesized soon after the transposon is translocated, generating a structure 
called cointegrate which contains two copies of tranposons as bridges connecting the 
donor backbone and the target replicon. The cointegrate may be subsequently 
resolved to generate a simple insertion and a donor replicon, which is genetically 
identical to the original donor DNA.  
4.1.2. Three classes of transposable elements 
 Based on the structural differences, transposable elements can be broadly 
grouped into three classes: (i) insertion sequences and composite IS transposons; (ii) 
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 noncomposite drug resistance transposons; and (iii) bacteriophage Mu. It might be 
helpful to note that structurally distinct transposons may use the fundamentally 
similar transposition mechanism to move (Haniford and Chaconas, 1992). Insertion 
sequence (IS) is normally small, ranging from 0.75 to 2.0 kb (Craig, 2002). They 
encode the minimum of transposition functions, i.e., transposase and the cis-acting 
terminal sites for the recognition of cognate transposase. Some well-studied elements 
include IS1, IS3, IS10 and IS50. Composite transposons contain two IS element 
bounding a segment of DNA, which encodes some auxiliary functions, such as 
antibiotic resistance or metabolic genes. The flanking IS element in the composite 
transposon provides transposition functions, i.e., transposase and cis-acting terminal 
sites.  
 Noncomposite drug resistance transposons encode transposition functions and 
other determinants, such as antibiotic resistance and virulence factors, however, they 
lack terminal IS elements. Representatives of this class of transposable elements 
include Tn3 and Tn7. The latter is intriguing because it encodes multiple transposition 
genes.  
 Bacteriophage Mu is a temperate phage which takes advantage of 
transposition to integrate into the host chromosome during lysogeny and to replicate 
itself rapidly during lytic cycles through multiple rounds of replicative transposition, 
generating about 100 progeny phage in less than one hour (Craig, 2002).  
4.1.3. Regulation mechanisms of transposition in bacteria 
The simplest way for regulating transposition is to regulate the level of active 















Fig. 4.1. Two kinds of transposition: cut & paste transposition and replicative 










 not on the transcription level (Raleigh and Kleckner, 1986; Johnson and Reznikoff, 
1983). In the case of IS10 and IS50, the inefficient translation of transposase is 
attributable to the ribosome binding site (RBS) of mRNA of the transposase, which 
shows little resemblance to an efficient consensus RBS (Casadaban et al., 1982). In 
IS903, when the initiation codon was changed from GUG to a more favored AUG, its 
transposase expression was significantly enhanced (Kleckner, 1990). In IS10, a region 
of transposase mRNA can pair with the 5’ end of the same mRNA, thus blocking the 
translation of transposase mRNA (Kittle et al., 1989).  
 In bacteria translation is tightly coupled to transcription. So any blocking of 
the translation or any delay of the initiation of translation can potentially lead to the 
premature termination of transcription. Thus, an inefficient translation could be a very 
effective way to reduce transposase level, because it not only directly blocks the 
production of transposase protein, but also indirectly blocks the production of 
transposase mRNA. On the other hand, even though the probability of making a 
beginning transposase molecule is low, but if this does begin, transposase would be 
synthesized in a small burst, because any transcript successfully translated once 
should also have an increased probability to be translated again (Kleckner, 1990). In 
IS1 the site for translation shift overlaps a rho-dependent transcription terminator 
(Zerbib et al., 1990). In IS10 it was found that mutations leading to increase or 
decrease of translation of transposase were accompanied by the increase or decrease 
of the transcription of transposase (Kleckner, 1990).  
 A crucial transposition regulation is exerted by methyltransferase (product of 
dam gene), which specifically methylates the N-6 of adenine on the symmetrical 
sequence GATC (Roberts et al., 1985). In IS10 some mutations in dam greatly 
enhance IS10-promoted DNA recombination (Kleckner, 1989). The effects of these 
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 mutations are the direct consequence of the absence of methylation at two GATC site; 
the first one overlaps −10 region of transposase gene promoter near the O-end, and 
the second one resides in the transposase binding site at I-end. Thus Dam regulation 
combines the control at the level of transposase expression by the modification of 
promoter of transposase gene with the control at level of transposition process by 
modification of transposition substrate. Dam regulation limits the happening of 
transposition in a short time window, because normally the GATC site is fully 
methylated in E. coli (Campbell and Kleckner, 1990). Hemimethylated DNA, 
however, is only generated transiently after GATC site is replicated. Indeed, substrate 
methylation affects transposition more than transposase promoter modification does 
(Kleckner, 1989). Dam regulation not only keeps transposition level at the minimum, 
but also ensures the survival of transposon. This is due to the fact that the excision of 
a transposable element definitely produces a gap in donor DNA, so coupling 
transposition with chromosome replication ensures that there is a second chromosome 
to be the genetic material carrier in case the gap cannot be repaired in time, which is a 
lethal event to the host cell and transposon itself as well. Furthermore, Dam regulation 
also predicts that transposition should be transiently induced when a transposon enters 
a new host in which there is no transposon previously. For example, following 
conjugation, complementary strand synthesis in the recipient cell will generate a 
hemimethylated transposon, which can produce an active transposase and encodes a 
suitable hemimethylated end for the recognition by transposase. In addition to IS10, 
some evidence suggests that IS50 appears to be regulated in a similar Dam 
methylation system (Yin and Reznikoff, 1988).  
 IS50 also encodes a negative regulator: a trans-acting element-encoded 
regulator protein. This negative regulator is in the same coding region with the 
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 cognate transposase, but they use different promoters and different translation 
initiation sites. Actually it is essentially the cognate transposase lacking its N-terminal 
(Yin and Reznikoff, 1988). This inhibitor protein blocks transposition by binding to 
transposase to form a non-functional dimer or binding directly to the transposon end 
to interfere the binding of transposase. The overall level of transposition is governed 
by absolute and relative levels of transposase and inhibitor (Yin and Reznikoff, 1988). 
Interestingly, the regulation by Dam methylation and by the inhibitor protein, while 
mechanistically unrelated, appear to be a synergistic process. Because only the 
transposase promoter is under methylation control, when a semi-methylated 
transposon first enters a naïve host cell (a cell carrying no transposon), transposase 
expression is active and the ratio of transposase to inhibitor is high, and then the level 
of transposition is high (a burst of transposition). As methylation occurs in the new 
host cell, the transposase transcription is blocked and the transposon end is locked by 
methylation. Then the ratio of transposase to inhibitor becomes high, and the effect of 
negative control is reestablished (McCommas and Syvanen, 1988).  
 Two important features of the regulation of transposition are cis-acting 
transposase and trans-acting negative regulator. IS transposases are characterized by 
its preferential cis action, i.e., a copy of transposon preferentially uses the transposase 
produced by itself (Phadnis et al., 1986). In the complementary assay, the frequency 
of transposition was approximately 100-fold higher when the transposase was 
provided in cis than provided in trans. Such preferential cis action can reduce the 
transposition probability because even if the copy number a transposon inside a cell is 
increasing, the effective transposase concentration is not necessary increasing. In 
other words, the increase of tranposon copy number results in only a linear increase of 
transposition activity rather than an exponential increase (Kleckner, 1990). As 
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 mentioned previously, transposon DNA is in hemimethylated state only transiently, 
i.e., immediately after it is replicated. Thus transposons at different loci of the 
chromosome are hemimethylated at different times. Consequently, the transposase 
produced by one transposon is not able to act on other transposons, because at that 
time the recognition ends of other transposons are fully methylated and cannot 
respond to the transposase.  
 Contrary to the cis-acting preference of transposase, some transposons encode 
negative regulator which is trans-acting. As mentioned earlier, IS10-encoded negative 
regulator is an anti-sense RNA, which is complementary to the 5’ end of its cognate 
transposase and this pairing blocks ribosome binding and thus prevents the initiation 
of translation (Simons and Kleckner, 1983). In IS50, the negative regulator was 
discussed above, which is essentially the transposase lacking amino terminal. As 
mentioned above, the balance between the transposase and the negative regulator will 
be broke when the transposon first enters a naïve host, because the transposase 
production is enhanced at the very beginning, but the balance will be re-established 
after a period of transient induction.  
4.1.4. Host factors that affect the transposition 
 Host factors are involved in the transposition too and this actually provides a 
kind of communication way between transposition and its bacterial host. As 
mentioned above, in E. coli Dam methylase can affect transposition of IS10 (Roberts 
et al., 1985) and IS50 (Yin and Reznikoff, 1988). The regulation of transposition by 
methylation state provides a link between the life cycle (physiological condition) of 
the host cell and the transposition.  
 IHF and Hu are host factors affecting the transposition of Mu (Lavoie and 
Chaconas, 1994) and IS10 (Signon and Kleckner, 1995). IHF can promote DNA 
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 bending at specific site and Hu can promote DNA flexibility in a sequence-
independent fashion. The involvement of such proteins in transposition means that the 
conformation of the DNA molecule is a crucial factor in transposition. Some host 























 Table 4.1. Host factors involved in transposition 
Protein Element Reference 
ClpX Mu Levchenko et al., 1995 
Dam IS10 Roberts, 1985 
 IS50 Yin, 1988 
DnaA Tn5 Phadnis and Berg, 1987 
FIS Mu Betermier et al., 1993 
 IS50 Weinreich and Reznikoff, 1992 
H-NS Mu Falconi, 1991 
Hu Mu Craigie et al., 1985; Lavoie and 
Chaconas, 1993 
 IS10 Signon and Kleckner, 1995 
IHF Mu Alazard et al., 1992; Gamas et 
al., 1987x 
 IS10 Huisman et al., 1989; Signon 
and Kleckner, 1995 
 γδ Wiater and Grindley, 1990 
 IS1 Gamas et al., 1987 
 IS50 Makris, 1990 
LexA Tn5 Kuan et al., 1991; Weinreich et 
al., 1991 




Mu Kruklitis and Nakai, 1994 





 4.2. Materials and methods 
4.2.1. Mutation assay and calculation of mutation frequency  
A. tumefaciens single colonies were streaked out on rich media MG/L or 
mimimal media AB plate from −80 oC refrigerator. Single colonies appeared on 
MG/L plate about 2 days after streaking and on AB plate about 3 days after streaking. 
A single colony for each test strain was picked up with a sterile wood stick and 
transferred to a new plate same as the plate on which single colonies were obtained. 
The cells were evenly streaked on the plate. Then the plate was incubated at 28 oC for 
2 days. The appropriate amount of cells were scraped off the plate and washed once in 
sterile dH2O by vortexing. The cells were spun down at 14,000 rpm for 1 min at room 
temperature. The cells were then resuspended in appropriate volume of sterile dH2O. 
OD600 of the cell resuspension was measured to estimate the cell density of the 
resuspension. The cell density was adjusted appropriately and then the appropriate 
volume of cell suspension was pipetted and spread out on the appropriated selection 
plates. The plate was wrapped in an air-tight plastic bag, only allowing minimum air 
circulation. The plate was then incubated at 28 oC. The number of mutant colonies on 
the selection plate was counted when they were readily visible. The remaining 
selection plate was stored at 4 oC.  
 The mutation frequency (f) was calculated using the following formula:  
plated cells ofNumber
MutantsofNumberfrequencyMutation =  
4.2.2. Calculation of mutation rate (µ) 
A. tumefaciens chvG+ and chvG− strains were inoculated in a sterile 15-ml 
Falcon culturing tube containing 1-ml AB-glucose liquid culture from −80 oC stock 
and incubated at 28 oC with constant shaking (150rpm). When the cell density reached 
1×109 cells/ml, transfer the appropriate amount of cells to a new batch of AB-glucose 
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 culture and dilute the cell density to 1×104 cell/ml. 1 ml of dilution was dispensed to 
each of 33 sterile 15-ml Falcon culturing tubes and grew cultures at 28 oC with 
constant shaking (150rpm) until the cell density reached about 1×108 cell/ml. 
Randomly pick up 3 cultures and do a serial dilution for each culture. An appropriate 
volume of dilution was plated on AB-glucose agar plate (non-selective) to estimate 
the total number of cells plated. From each of the remaining 30 cultures, 100 µl 
culture was pipetted and plated on a AB-glucose(Tc5) agar plate (selective plate). The 
selective and non-selective plates were wrapped in an air-tight plastic bag, allowing 
minimum air circulation, and then incubated at 28 oC. The colony number on selective 
or non-selective plates was counted when colonies were readily visible.  
 P0 method was used to calculate the mutation rate (µ) (Rosche and Foster, 
2000). The formulas are as follows: 
       
  
numbercultureTotal
mutant no with cultures ofNumber 
 P  0 =  




µ =  
Where P0 is the proportion of cultures without mutants, m is the number of 
mutation per plate, Nt is the number of viable cells per plate and µ is the mutation rate 
(mutation per cell per generation). 
4.2.3. Random mutagenesis of Agrobacterium tumefaciens with mini-Tn5 
transposon 
The plasmid pAG408 carried a mini-Tn5 transposon containing the promoterless 
gfp gene (Suarez et al., 1997). Our lab introduced this plasmid into E. coli S17.1(λpir) 
(Li,  2001) according to the method of Dower et al. (1988), and used the transformant 
as the donor strain in mini-Tn5-mediated random mutagenesis.  
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 E. coli S17.1(λpir)(pAG408) was grown on LB agar plate containing 50 µg/ml 
kanamycin. A. tumefaciens chvG wild type strain A6007 was grown on MG/L plate. 
Transposition of the mini-Tn5 transposon into A. tumefaciens cells was carried out by 
mixing the freshly grown cell suspension of S17.1(λpir)(pAG408) (donor) with that 
of A6007 (recipient) on agar plates of MG/L. The cell density was 6  × 1010 cells ml -1 
for both the donor and recipient, but the ratio of the cell suspension volume for the 
donor to the recipient was 1:4.  After the mixture was spotted on the plates, they were 
dried for 1 h at 37°C.  They were then incubated at 28°C for 24 h.  The bacterial cells 
were plated onto agar plates of a minimal medium AB containing 100 µg ml-1 
kanamycin.  The plates were incubated at 28°C for 3 days.  
4.2.4. Selection of mini-Tn5-inserted mutants with changed mutation phenotype 
to tetracycline 
A. tumefaciens chvG wild type strain A6007 was mutagenized with mini-Tn5 
transposon. The mutant colonies arising from AB agar plate were transfer to fresh AB 
agar plate containing 100 µg/ml kanamycin for 2-day growth. Then the appropriate 
amount of freshly grown mutant and WT cells were scraped off and streaked evenly 
on MG/L agar plates containing 5 µg/ml tetracycline. The selective plate was 
incubated at 28°C for 3 or more days. The mutant strains were marked and saved at 4 
°C, which showed significantly increased or decreased tetracycline mutation 
frequency. This was the first round screening or primary screening.  
The mutants candidates saved in the first round screening were streaked out for 
single colony from 4 °C stocks on fresh MG/L agar plate to test whether their growth 
on rich media was normal. The plates were incubated at 28°C for 2 days. Mutants that 
showed defective growth on MG/L agar plate were marked and saved, and those that 
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 showed normal growth were marked and saved separately. This was the second round 
of screening. 
Mutant candidates left from the first two rounds of screening were streaked out 
for single colony from 4 °C stock on fresh AB agar plate and incubated at 28°C for 2 
days. The freshly grown cells were harvested and saved in −80 °C for archival storage. 
The single colony were streaked out on AB agar plate from −80 °C stock and 
transferred on a fresh AB plate for growing another 2 days at  28°C. The appropriate 
amount of cells were scraped off the plate and washed once in sterile dH2O by 
vortexing. The cells were spun down at 14,000 rpm for 1 min at room temperature. 
The cells were then resuspended in appropriate volume of sterile dH2O. OD600 of the 
cell resuspension was measured to estimate the cell density of the resuspension. The 
cell density was adjusted appropriately and then the appropriate volume of cell 
suspension was pipetted and spread out on the selection plate. The selection plate was 
wrapped in an air-tight plastic bag, only allowing for minimum air circulation. The 
plate was then incubated at 28 oC. The number of mutant colonies on selection plate 
was counted when they were readily visible. The mutation frequency was calculated 
using the following formula:  
plated cells ofNumber
MutantsofNumberfrequencyMutation =                              
The insertion loci of mini-Tn5 in mutants, which were confirmed to show 
different tetracycline mutation phenotype, were identified using GeneWalking kit 
from GeneAid company (Qian, unpublished results).  
4.2.5. Stationary-phase mutation assay 
4.2.5.1. Stationary-phase mutation assay 
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 A. tumefaciens chvG wild type strain A6007 and chvG− strain A6340 were 
streaked out for single colonies from −80 oC refrigerator on AB-glucose agar plate 
and incubated for 2-3 days at 28 oC. Inoculate 2 ml AB-glucose liquid with a freshly 
grown colony for each of the two strains. Incubate above cultures at 28 oC with 
constant shaking until the cultures reached the log phase. Inoculate 50 ml fresh AB-
glucose liquid with 1 ml above log-phase culture and grow the culture at 28 oC with 
constant shaking until the cell density reaches 2 × 108 cells/ml. Mix 100 µl above 
culture with 3 ml previously melt top agar (without carbon source) and vortex briefly 
and gently. Immediately after mixing, the mixture was poured onto the surface of a 
AB agar plate (without carbon source) and the plate was swirled briefly to distribute 
the mixture evenly on the whole surface. The plates were left in the laminar flow with 
cover open to make the plates dry. For Day 0 treatment group of plates, the above 
plates were overlaid with the previously melted 4 ml AB top agar containing 2% 
glycerol and 5 µg/ml tetracycline. For Day 2, 4 and 6 treatment groups, the plates 
were overlaid similarly at the corresponding day. The plates, overlaid or not, were 
wrapped in air-tight plastic bags allowing for minimum air circulation, and incubated 
at 28 oC. The tetracycline-resistant mutant colonies appeared 4 days after overlay for 
chvG+ strain A6007 and 5 days after overlay for chvG− strain A6340. 
The mutation frequency was calculated using the following formula:  
cells  viableofNumber
MutantsofNumberfrequencyMutation =  
A few mutant colonies were randomly picked with a sterile wood stick and streaked 
on a fresh AB-glucose agar plate containing 5 µg/ml tetracycline. The plates were 
incubated at 28 oC for 1 day and then stored at 4 oC. 
4.2.5.2. Estimation of the viable cell number during stationary-phase mutation 
assay 
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 At Day 2, 4 and 6, a plate without an overlay was chosen randomly. One fourth 
of the agar was cut off and inserted the slice cut into a 50-ml sterile Falcon tube 
containing 10 ml sterile dH2O. The agar slice was completely smashed with sterile 
wood sticks. Then sterile dH2O was added to the tube to 50 ml and the tubes were 
vortexed for another 15 mins. 100 µl cell resuspension was serially diluted 104 folds 
and plated on AB-glucose plate. The plates were incubated at 28 oC until the colonies 
were readily visible. The number of colonies was counted and the viable cell number 
on the original group of plates was estimated considering the dilution factor.  
4.2.6. Norfloxacin resistance mutation assay 
A. tumefaciens strain was streaked out for single colonies from −80 oC stock on 
AB plate and incubated at 28 oC. The single colony was picked up with a wooden 
stick and streaked evenly on a fresh AB plate and incubated at 28 oC for 2 days. The 
appropriate amount of freshly grown cells were scraped off the plate and washed once 
with sterile dH2O. The cells were spun down at 14,000 rpm for 1 min and then 
resuspended in sterile dH2O. The cell density of the resuspension was adjusted to be 
1×109 cells/ml, except for strain 483, where cell density was 1×108 cells/ml. Plate 100 
µl above cell resuspension on AB plate containing appropriate amount of norfloxacin. 
The plate was wrapped in air-tight plastic bag allowing for minimum air circulation, 
and then incubated at 28 oC until resistant colonies were readily visible. The mutation 
frequency was calculated using the following formula:  
plated cells ofNumber
MutantsofNumberfrequencyMutation =  
4.2.7. Semi-quantitative RT-PCR 
4.2.7.1. RNA fixation for Agrobacterium tumefaciens cells 
A. tumefaciens cells were streaked out for single colonies from −80 oC stock on 
MG/L agar plate (rich media) or AB agar plate (simple media). The freshly grown 
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 single colony was picked up using sterile wood stick and used to inoculate fresh 
MG/L or AB liquid. The inoculated liquid culture was incubated at 28 oC with 
constant shaking, during which the OD600 of the culture was monitored. When OD600 
of the culture reached 0.6, the cells were centrifuged at 14,000 rpm for 1 min. The cell 
pellet was washed once in ice dH2O and spun down as above. The pellet was 
resuspended in ice dH2O and the cell density was adjusted to be 5×109 cells/ml. To 
keep the gene expression profile unchanged, Qiagen RNA stabilization reagent was 
used. Briefly, 100 µl above obtained cell resuspension was mixed with 200 µl Qiagen 
RNA stabilization reagent. The mixture was vortexed briefly and the mixture was left 
at room temperature for 5 min. The mixture was centrifuged briefly for 5 min at 
14,000 rpm. The supernatant  was decanted gently and the tubes were left upside 
down on a tissue paper to drain out any residue reagent. The obtained pellet can be 
used for RNA isolation immediately or stored in −20 oC refrigerator.  
4.2.7.2. RNA isolation from Agrobacterium tumefaciens cells 
RNA was isolated from A.  tumefaciens cells using the RNA isolation kit from 
Roche Company. Briefly, the above fixed cell sample was resuspended in 200 µl 
10mM Tris solution (pH8.0) (note: Tris solution was prepared in DEPC-treated sterile 
dH2O). 4 µl of 100 mg/ml lysozyme solution (note: lysozyme solution was prepared 
in DEPC-treated sterile dH2O) was added and vortex the mixture briefly. The mixture 
was incubated at 37 oC for 15 min. Then the isolation work followed the 
manufacturer’s guidance strictly. The elution volume was 20 µl. After elution, 1 µl 
DNase I (Invitrogen) was added to the RNA sample and the reaction was incubated at 
37 oC for 1 hr. The DNA digestion treatment was terminated by heating the reaction at 
65 oC for 15 min. 1 µl of the obtained RNA sample was used as the substrate in a 
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 normal PCR to confirm that there is no detectable DNA contamination (PCR thermal 
cycling condition was the same as that used in RT-PCR).  
4.2.7.3. cDNA synthesis 
cDNA was synthesized using the RevertAid™ H Minus M-MuLV Reverse 
Transcriptase from Fermentas. Briefly, (i) prepare in a sterile tube: 
Total RNA sample  2 µl 
Random hexmer (Promega) 0.2 µg 
DEPC-dH2O   to 11 µl 
(ii) Incubate the mix at 70°C for 5 minutes and chill on ice 
(iii) Add the following in the order indicated: 
5X reaction buffer    4µl 
10mM 4 dNTP Mix   2µl (1.0mM - final concentration) 
Ribonuclease Inhibitor (Fermentas)           20u 
DEPC-treated Water   to 19µl 
(iv) Incubate at 25°C for 5 minutes 
(v) Incubate at 25°C for 10 minutes and then at 42°C for 60 minutes  
(vi) Stop the reaction by heating at 70°C for 10 minutes and then chill on ice 
The cDNA synthesized can be used for normal PCR immediately or stored in 
−20°C refrigerator.  
4.2.7.4. PCR amplification using synthesized cDNA as the substrate and the 
comparison of the transcription level of target genes 
 The above obtained cDNA sample was used as the substrate in semi-
quantitative PCR to compare the gene expression level of target genes of different 
treatment groups. In our semi-quantitative assay, internal control gene was rrn (16S 
ribosomal RNA gene), except when comparing the expression level of 
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 glycosyltransferase gene. In that case, fsrR was chosen as the internal control gene 
because it had been shown to be expressed in a similar level in chvG+ and chvG− 
strains (Qian, unpublished results). The dosage of cDNA used was titrated to make 
sure the amplification level of internal control gene was in the similar level among 
different groups. The 50 µl RT-PCR reaction mixture was comprised of the following 
components: 
10 × PCR buffer (without MgCl2) 5 µl 
25 mM MgCl2 3 µl 
Primer 1 (10 pmol/µl) 5 µl 
Primer 2 (10 pmol/µl) 5 µl 
dNTPs (10 mM each)  1 µl 
cDNA 1-5 µl 
Taq DNA polymerase 1 µl (1 unit) 
Add distilled water to a final volume of 50 µl  
  
The PCR was run using the following program:  
1 cycle   95 °C for 1 min 
30 -35 cycles 95 °C for 30 seconds 
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  Annealing at 55 °C for 30 seconds 
 Extension at 72 °C for 30 seconds 
1 cycle 72 °C for 10 min 
 
 The PCR products were subjected to agarose gel electrophoresis and the gel 
photo was analyzed using LabMate software (Labmate Company) to compare the 
relative density of PCR products from different groups. The relative density of PCR 
products from different groups were used as the parameter when comparing the 
expression level of target gene in different groups.  
4.2.8. Tetracycline accumulation assay 
 
4.2.8.1. Standard absorbance curve of tetracycline solution  
The determination of tetracycline accumulation was done using the method of 
Mortimer and Piddock (1993).  Briefly, tetracycline stock solution (5mg/ml) in 5M 
HCl was diluted to make serials of tetracycline solution. The concentration (mg/L) is: 
1, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 110, 120, 130, 140 and 150. They were 
boiled for 5 min. The samples were allowed to cool down to room temperature. Using 
5M HCl as blank, the above samples were measured for the absorbance at 440nm on 
spectrometry machine (Perkin Elmer). The data was used to draw the standard 
absorbance curve of tetracycline solution.  
4.2.8.2. Determination of internal tetracycline accumulation 
A. tumefaciens was inoculated in 50ml MG/L or AB liquid broth directly from 
−80 oC refrigerator and then incubated at room temperature with constant shaking 
(150rpm) until the OD600 of the culture reached about 0.6. The cells  were harvested 
by centrifugation at RT. The cells were resuspended in 5 ml in appropriate liquid 
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 broth and incubated at RT for 10 min for equilibration. 1 ml of resuspension was 
collected as Sample 0. Then tetracycline was added to a final concentration of 100 
mg/L. The culture was incubated at RT with constant shaking (150rpm). 1 ml was 
collected at indicated time point. Immediately after sampling, the sample was rapidly 
sedimented by the centrifugation at 14,000 rpm for 1 min. Then the pellet was washed 
once in 1 ml Tris-Cl (10mM, pH8.0). It was centrifuged again as above and then the 
supernatant was decanted completely. The pellet was resuspended in 100 µl 5M HCl. 
The resuspension was heated at 100 oC for 7 min. The sample was cooled down to 
room temperature and the suspension was centrifuged at 14,000 rpm for 15 min. The 
supernatant was used for measuring the absorbance at 440 nm. The absorbance data 
was used to read against the standard curve to determine the concentration of 
tetracycline of the sample.  
4.3. Results 
4.3.1.  Mutation at chvG locus severely lowers the tetracycline-resistance 
mutation frequency in MG/L rich media but not in AB minimal media 
In order to test the effect of ChvG on mutation, we carried out the mutation 
assay using tetracycline as the selection agent. We also compared the potential effect 
of growth media on the mutation.  
Fig. 4.2A shows the mutation assay on MG/L plates containing 5 µg/ml of 
tetracycline. Bacterial cells were grown from rich media-MG/L agar plate or minimal 
media-AB agar plate before plating. On MG/L selection plate containing 5 µg/ml of 
tetracycline,  the chvG+ strain A6007, either grown from AB or MG/L plate, showed a 
high mutation frequency (also see Table 4.2). It is worth noting that AB-grown cells 
produced more mutants than MG/L-grown cells did. On the contrary, the chvG− strain 
A6340 had a much lower mutation frequency if grown from AB minimal media and 
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 did not even produce any mutants if grown from MG/L rich media. This result is 
consistent with a previous report in which a low Tc-resistance mutation frequency 
was observed on MG/L rich media for A6340 (Charles and Nester, 1993).  
Fig. 4.2 (B) shows the mutation assay on AB(Tc5) plates. Bacterial cells were 
grown from rich media-MG/L agar plate or minimal media-AB agar plate before 
plating. Similar to the situation on MG/L(Tc5) plate, the chvG+ strain A6007 had  a 
high mutation frequency, although it was apparent that AB-grown cells produced 
more mutants than MG/L-grown cells did. For the chvG− strain A6340, MG/L-grown 
cells did not produce visible colonies during the first 3 days, but after 4 to 5 days, 
mutant colonies appeared and had a similar mutation frequency with that of MG/L-
grown A6007 (see Table. 4.2). AB-grown A6340 also produced a comparable number 
of mutant colonies with that of A6007 and its Tc-resistant mutant colonies grew faster 
than mutants from MG/L-grown cells (see Table 4.2). This result was not reported 
previously and it indicates that ChvG may regulate a mutation pathway which takes 
place mainly in MG/L media and/or that there may be a mutagenesis mechanism on 
AB minimal media which is different from that on MG/L rich media.  
 Alternatively, the apparent difference could be caused by the reduced fitness 
of the chvG− strain A6340 on MG/L plate. In fact, A6340 has a lower plating 
efficiency on MG/L  
plate than A6007 (data not shown). The reason could be that the chvG+ strain may be 
more adapted to the catabolism of mannitol, the main carbon source of MG/L media. 
The catabolism of mannitol makes use of Entner-Doudoroff pathway, which is an 
alternative to glycolysis. In this pathway, mannitol is first converted to mannose by 
mannitol dehydrogenase. Mannose is then phosphorylated to mannose-6-phosphate. 
Phosphogluco-isomerase converts mannose-6-phosphate to fructose-6-phosphate. At 
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 last, fructose-6-phosphate can be converted to glucose-6-phosphate by Phosphogluco-
isomerase (Moat et al., 2002). G-6-P can then be degraded through Entner-Doudoroff 
pathway. Thus, it is possible that the loss of ChvG renders A. tumefaciens inefficient 
in catabolizing mannitol.    
Based on this datum, it seems that the loss of a functional ChvG severely 























Fig. 4.2. (A) Spontaneous mutation on MG/L plates containing 5 µg/ml tetracycline. 





















Fig. 4.2. (B) Spontaneous mutation on AB plates containing 5 µg/ml tetracycline.. 
Photos were taken 3 day after plating for WT strain or 4 days later for chvG− strain. 
 
Fig. 4.2. The effect of the growth media and selection media on mutation frequency. 
Cells were harvested from growth plate and then washed once in water. After that, 








A6007 (WT) A6340 (chvG−) 
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 Table 4.2. Tetracycline-resistance mutation frequency and the effect of 
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802 ± 96 
 
 
750 ± 38 
 
 
About 5×108 cells were plated. The value shown is the average of a triplicate.  
a WT mutant colonies appeared 2 days after plating; chvG−  mutant colonies appeared 
4 or 5 days after plating. 
b
 WT mutant colonies appeared 3 days after plating; chvG−  mutant colonies appeared 
4 days after plating. 
c











 4.3.2. Calculation of the mutation rate of the chvG− strain and the wild type 
strain 
It is a well known fact that mutation rate (µ) is more informative than mutation 
frequency (f) due to the two reasons (Luria and Delbruck 1943; Lea and Coulson, 
1949). Firstly, mutation rate is more accurate and reproducible than the mutation 
frequency. Secondly, the mutation rate gives more information about biological 
processes than mutation frequency does (Rosche and Foster, 2000). Therefore, in 
order to further compare the mutation capacity between the wild type strain A6007 
and the chvG− strain A6340, we carried out a fluctuation test to determine the 
mutation rates of these two strains, using tetracycline as the selection force and the 
mutation rate was calculated using e0 method based on 25 parallel 1-ml AB cultures 
(see Materials and Methods). The sample data of our fluctuation assay is shown in 
Table 4.3. The mutation rate obtained was 1.03 × 10−7 cell−1.generation−1 for A6007 
and 1.32 × 10−7 cell−1.generation−1 for A6340. Thus, the result indicates that if A6007 
and A6340 are growing in AB minimal culture, they could have similar mutation 

















Table 4.3. Fluctuation assay 
 
 
Number of cultures with r a mutants 
 
 
Number of Tc-resistant 







0 8 5 
1 3 2 
2 2 1 
3 1 1 
4 7 0 
5 0 1 
6 4 9 
7 1 0 
8 1 5 
10 0 1 
12 0 1 
22 0 1 
33 1 0 
48 1 1 
211 0 1 
328 1 0 
377 1 1 
 
The chvG+ strain A6007 and the chvG− strain A6340 were inoculated from −80 oC 
stock into a 5-ml AB minimal liquid culture. The two cultures were grown to late log-
phase (OD600=1.0). Then the cultures were diluted 10−4 into AB minimal liquid 
medium, and 35 1-ml cultures were distributed and grown at 28 oC with constant 
shaking until the OD600 was equal to 0.1. Aliquots from 3 cultures were diluted and 
plated on AB plates to estimate the total cell number (Nt) per culture. The other 30 
cultures were plated on AB(Tc5) plates. The plates were incubated at 28 oC. Note that 
A6007 Tc-resistant colonies arose 3 days after plating and A6340 Tc-resistant 
colonies arose 4 days after plating.  
a










 4.3.3. Mutagenesis of A. tumefaciens with mini-Tn5 transposon 
 
Transposable elements have proven to be the superb tools for many purposes in 
molecular genetics. Particularly mini-Tn5 transposon derivatives have been widely 
used for the construction, manipulation and analysis of complex phenotypes in a wide 
range of Gram-negative bacteria (De Lorenzo and Timmis, 1994).  The mini-Tn5-
transposon mutagenesis has been used to successfully isolate Rhodospirillum 
centenum mutants defective in phototactic colony motility (Jiang et al., 1998). These 
transposon-based searches for potential pathogenicity determinants should also be 
valuable for screenings for genes in A. tumefaciens involved in the mutation process. 
In this study, A. tumefaciens was mutagenized with a mini-Tn5 from plasmid pAG408 
(Fig. 4.3; Suarez et al., 1997) to identify and study the genes that are involved in 
mutation process.  
The colonies that appeared on those AB plates containing 100 µg/ml kanamycin 
were the mini-Tn5 transposon-inserted mutants, since kanamycin resistance is 
encoded by the mini-Tn5 transposon harbored by a plasmid that can replicate in E. 
coli S17.1(λpir) (which cannot grow on the AB medium) but not in A. tumefaciens 
(which is sensitive to kanamycin).  So only the A. tumefaciens colonies with mini-Tn5 
transposon insertions can arise on AB plates containing 100 µg/ml kanamycin. 
More than 3,000 colonies of mini-Tn5-containing A6007 mutants were obtained 
on AB plates containing 100 µg/ml kanamycin.  Among them, four mutants named 
TcM3, TcM5, 483 and 715 showed significantly changed tetracycline-resistance 
mutation phenotypes (Fig. 4.4), which are summarized in Table 4.4. Strain 715 (305 
×10−9 mutant/cell) and TcM5 (< 10 ×10−9 mutant/cell) had a lower mutation 























tnp bla RP4 oriT R6K ori atpE gfp aphA-3 Gmr 
O 
Fig. 4.3. Structure of the promoter-probe gfp-based mini-transposon pAG408 
bla, B-Lactamase encoding gene; GmR, gene encoding gentamycin resistance; aphA-3, aminoglycoside 
phosphotransferase (with kanamycin resistance function) encoding gene,; I and O, inner and outer ends of 
IS50; tnp, Tn5 transposase; ori R6K, origin of replication; oriT RP4, transfer origin. 









Fig. 4.4. Mutant phenotypes of mini-Tn5-inserted A6007 derivative strains. Cells were 
harvested from AB plate and plated on MG/L (Tc5). About 2.5×108 cells were plated. 
Photos were taken 3 days after plating for strain 483 and 715 or 8 days after plating for 
strain TcM3 and TcM5.  
a





 mutant/cell). Strain 483 seems to be a mutator strain, with a much higher mutation 
frequency (10308×10−9 mutant/cell). Strain TcM3 had the same level of mutation rate as 



















































10308 ± 2110 
 
Mutation frequency is 10 






protease LA 2) 
 
305 ± 87 
 
Mutation frequency is 3  









1000 ± 353 
 
Mutant colonies appeared 8 









< 10 a 
 
Mutation  frequency is 10- 
100 folds lower than WT 
 
 
A. tumefaciens  cells were streaked from −80 oC stock and allowed to grow on AB plate at 28 
oC. After 2 days, cells were harvested and washed once in sterile water. The cell resuspension 
was adjusted to contain around 5×108 cells per ml, except 483, where about 1×107 cells were 
plated. The selective plate was MG/L (Tc5). The results shown were from a triplicate 
experiment.  
a
 TcM5 Tc-resistant mutant did not arise on MG/L (Tc5) even after 8 days. It is assumed that 






 4.3.4. chvG+ and chvG− strains show different mutation spectra  
The chvG+  strain A6007 and its derivatives (such as the chvG− strain A6340)  give 
rise to spontaneous resistance to tetracycline at a high frequency, because they contain a 
positively acting gene conferring resistance to tetracycline that was first found in A. 
tumefaciens  strain C58 (Luo and Farrand, 1999). The resistance determinant is an operon, 
which is located at A. tumefaciens linear chromosome and about 2 kb in length (see Fig. 
4.5). There are two open reading frames in this region. One 1184-bp gene is very similar to 
tetA class of tetracycline resistance genes from E. coli transposons, with the highest 
similarity to tetA of Tn1721. tetAC58 could encode a protein having 46% identity (55% 
similarity) to TetA from IncP1α R plasmid RP4 (Pansegrau et al., 1994). The other product, 
647 bp in length, shows 46% identity (55% similarity) to tetR from RP4. TetAC58 contains 
putative hydrophobic transmembrane segments, which is the typical feature of the major 
facilitator superfamily of proteins (Marger and Saier, 1993; Pao et al., 1998). TetRC58 is a 
putative inhibitor to the transcription of tetAC58 (Luo and Farrand, 1999). tetAC58 and tetRC58 
are separated by an 88-bp intergenic region with the feature of regulated divergent 
promoters. A 15-bp inverted repeat (IR) overlaps the putative −10 region of tetAC58 
promoter. The same IR overlaps the putative −35 region of tetRC58 promoter. IR C58 is 
identical to the operator of the tet operon of RP4 (Pansegrau et al., 1994). However, the 
operator region lacks the second IR normally present in tetRP4. Furthermore, the intergenic 
region is considerably shorter than those of RP4 and Tn1721 (Luo and Farrand, 1999). 
Previously, it has been shown that tetracycline mutation could occur by transposon 
insertion at tetR (Luo and Farrand, 1999). In order to know the molecular basis of 






647 bp 89 bp 1184 bp
2 bp TTGACAC  TTTATCACTGATAAA   CATAATATGTCCACCAAC   TTATCAGTGATAA  AGA  50 bp
2 bp TTGACAC  TTTATCACTGATAAA   CATAATATGTCCACCAAC   TTATCAGTGATAA  AGA  50 bp











Fig. 4.5. Genetic organization of the tet operon. Primer pair used to amplify tet operon is: 
Tet-up:   5’- CAATG CGCCT  TCATT TCGGC TGTTC ACGC 
Tet-down:      5’- TGACG CGCCC  CTCCT TTGAA GACCTGG 








 we amplified tetR-tetA operon (plus a few hundreds bps flanking sequences) of Tc-resistant 
mutants of the chvG+ parental strain A6007, the chvG− derivative strain A6340 and mini-
Tn5-containing derivative strains 483, 715, TcM3 and TcM5. The PCR products of tet 
operon were resolved by electrophoresis and the results are shown in Fig. 4.6.  
In addition, we also sequenced tetR region of tetracycline-resistant colonies of strain 
A6007 and A6340 and found that nearly all mutations occurred at tetR coding domain 
(Table 4.5 and next section). Thus, based on the PCR result, the mutation pattern of a strain 
can be obtained. In other words, it can be known whether point mutation is predominant or 
insertion is predominant. As shown in Table 4.5, in terms of the contribution of these two 
mutation mechanisms, we found that most of A6007 Tc-resistant colonies came from point 
mutations while only very few mutants came from transposon insertion. On the contrary, 
most of A6340 Tc-resistant mutants came from transposon insertion, while only a small 
proportion of mutants came from point mutations. Using Fisher’s 2×2 matrix to compare 
the way how A6007 and A6340 were mutated, it was confirmed statistically that these two 
strains mutated to Tc-resistance with significantly different mechanisms (P<0.0001). The 
results suggest that ChvG may directly (directly involved in the choice of mutation 
pathway), or maybe more possible, indirectly affect the choice (affecting the general 
physiological cell condition, which prefers point mutation or transposition) of mutation 
mechanism.  
Also, an intriguing result was that for mini-Tn5-containing derivative strains 483, 715, 
TcM3 and TcM5, the overwhelming contribution of either mutation type was seen too 













Fig. 4.6. PCR products of Tc-resistant mutant colonies of A. tumefaciens  strains A6007, 
A6340, 483, 715, TcM3 and TcM5. All mutant colonies were obtained on AB (Tc5) 
selection plates. 3kb bands represent point mutation events within tetR region and bigger 











 mutants were transposon insertion mutants. In sdhA– strain TcM3, 68% mutants were 
transposon insertion mutants while in strain TcM5 (putative glycosyltransferase mutant), 
transposon insertion’s percentage was 23.50%. Notably, strain 483 showed a mutator 
phenotype with a mutation frequency of 97.00×10−7 mutant/cell, which was more than 10 
fold of that of its parental strain A6007 (7.34×10−7 mutant/cell). Even more surprisingly, all 
tetracycline-resistant colonies of strain 483 were point mutants.  
Interestingly, it was found that if a strain grows faster, it has a higher point mutation 
ratio.  For example, strain 483, which grew fastest among the strains we tested (data not 
shown), has the highest point mutation ratio. This growth speed-linked mutation pattern 
was seen for other strains tested too. Namely, strain A6007 and TcM5, which mutated 
preferentially by point mutation, proliferated more quickly than strain A6340 and TcM3 
(data not shown), which preferentially mutated by transposon insertion. It is possible that 
strain 483 and TcM5 can catabolize carbon source more efficiently and therefore they grow 
faster. More specifically, in strain TcM5, glycosyltransferase was disrupted by the insertion 
of mini-Tn5. Thus it is possible that in TcM5 the synthesis of extracellular polysaccharides 
(important components of cell wall) is reduced and therefore more monosaccharides can be 
used for glycolysis. In strain 483, gluconolactonase was inactivated by a mini-Tn5 insertion. 
Gluconolactonase acts on a wide range of hexose-1,5-lactones. For example, it can convert 
gluconolactone to gluconic acid by hydrolyzing carboxylic ester bond. Gluconolactonase is 
the linking point to pentose pathway and Entner-Doudoroff pathway (converting 6-P-
gluconolactone to 6-phosphogluconate), both of which are the alternatives of glycolysis 
(Fig. 4.7).  It is possible that the loss of Entner-Doudoroff pathway pushes more carbon 




































































 energy production is increased, because Entner-Doudoroff is less efficient compared with 
glycolysis (Moat et al., 2002). 
Strain TcM3 has the lowest growth speed among strains tested, possibly due to sdhA 
being disrupted in this strain. sdhA encodes succinate dehrdrogenase, which is one of key 
enzymes in TCA cycle, responsible for oxidizing succinate to fumarate. Strain 715, which 
has a comparable growth speed with A6007, exceptionally mutated mainly by transposition. 
This could be due to the reason that La protease (encoded by lon gene) is disrupted in this 
strain. It was reported previously that in E. coli lon− strain, the half life of transposase of 
IS903 was much longer than in the wild type strain and thus the trans-action of IS903 
transposase was increased 10- to 100-fold (Derbyshire et al., 1990).  
In summary, our results indicate that different A. tumefaciens strains could take 
different pathways to mutate to Tc-resistance. In addition, our result shows that 

















































793 ± 38 
 
734 ± 17 
 




92.50 ± 2.12 
 







723 ± 44 
 
47 ± 66 
 




6.50 ± 9.19 
 















27.50 ± 3.54 
 







338 ±  6 
 
108 ± 14 
 




32.00 ± 4.24 
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119 ± 3 
 




76.50 ± 2.12 
 







9700 ±  651 
 

















 4.3.5.  Sequence analysis of the tetracycline-resistant mutants of chvG+ and chvG− 
strains 
 
Spontaneous mutations are believed to result from the small portion of premutagenic 
damages that are overlooked or unrecognized by anti-mutagenic cellular processes (for 
review, see Maki 2002). From studies of mutations occurring in E. coli mutator strains and 
those generated during DNA synthesis by the replicative apparatus in vitro, major classes 
of premutagenic damage and the corresponding prevention pathways have been elucidated 
(Schaaper and Dunn, 1991). Some believed that the most frequent type of intrinsic 
replication error was the slippage error which leads to single-base frameshift (Yoshiyama 
et al., 2001). However, others believed that base mispairing, which leads to nucleotide 
substitution, was the most frequent intrinsic replication error (Maki, 2002). Both types of 
intrinsic replication errors can be corrected efficiently by mutHLS-dependent mismatch 
repair (MMR) system. In addition, DNA damage caused by endogenic mutagen (such as 
oxidation of guanine nucleotide) is also a source of spontaneous mutation. mutMYT-
dependent repair was found to cooperate to suppress oxidation-caused base substitution 
(Michaels and Miller, 1992). And furthermore, transposition contributes the spontaneous 
mutation too. 
However, relatively less is known about the origin of spontaneous mutations in 
normally growing cells and even less is known about the regulation of spontaneous 
mutations in normally growing cells. To approach this intricate problem, we carried out 
sequencing analyses of spontaneous tetracycline-resistant colonies occurring in the chvG+ 
strain A6007 and the chvG− strain A6340 as well. We wanted to know whether ChvG, as a 






























































































































































Fig. 4.8. Sequencing result of tetR locus of Tc-resistant colonies of the chvG+ strain A6007 
and the chvG− strain A6340. Only A6340 harbors an IS50 in its genome. Position number 
is in accordance with the sequence data of A. tumefaciens of U. of Washington. Empty 
triangle: IS426; black triangle: IS50; point mutations are shown under genetic map.  
Primer R1-R4 are sense sequencing primers and F1-F4 are antisense sequencing primers. 
The sequences of sequencing primers are:  
F1: 5’-GACATGTTGTATACCGGAAACTGATTG; F2: 5’- 
CTCCCTGTTCTTCGAGCAC; F3:  5’- GCGATCGCAGTGATAACGC; F4: 5’- 
CGCCGATAAA TTTATCACTG; R1: 5’- CGGCGAATACCCCCAGC; R2: 5’- 
CGGACGTGATCGCATTGTC; R3: 5’- AAGACCTTGCTCACCGTGC; R4: 5’- 
CACAGTTCCCCCTGCTTG 
a
 For chvG+ strain A6007, totally 29 mutant colonies were sequenced 
b






 A. tumefaciens, especially the distribution of point mutations, including small-scale 
frameshift. We sequenced tetR locus and its flanking region of spontaneous tetracycline-
resistant colonies.  
The mutation spectra of two strains are summarized in Fig. 4.8. We found that almost 
all mutations occurred at the tetR locus, consistent with the colony PCR result reported 
early. For the chvG+ strain A6007, point mutation was the dominant event (27 among 29 
mutants). By analyzing the distribution of different point mutations, it was found that 
position 3519 (Sec120 of A. tumefaciens linear chromosome) was a hot-spot for frameshift. 
For A6007, 17 mutants had an addition of a G and 4 had a deletion at this position. For 
A6340, among 5 point mutants, 3 had an addition of G at this position. The sequence near 
position 3519 is (3518)-5’-aggggga. This is a typical mono-nucleotides repeat and thus is a 
natural hot spot for frameshift (Ripley, 1990).  The very high proportion of mutation at this 
mutation hot spot suggests that local DNA structure here could be very suitable for 
premutation damage or could be inaccessible to DNA repair machinery. In addition to this 
hot spot, in the chvG wild type, the only other point mutation occurred at position 3920 (6 
among 27 point mutants), where an A to G transition occurred.  Position 3920 seems not to 
be an ideal spot for point mutation in chvG− strain, because it was not seen in our samples. 
For the chvG− strain A6340, among the very few (5) point mutants obtained, an A was 
deleted in one mutant colony at position 3665. Very intriguingly, we obtained a mutant 
colony in which a dinucleotide, TG was deleted. Dinucleotide deletion could be 
fundamentally different from that of the mononucleotide deletion in mechanism. However, 
due to the small sample size of our sequencing work, it is too early to conclude that there 
exists significant differentiation in the mutation spectra between the chvG wild type and the 
134
 chvG− strain. However, it is clear that the point mutation ability of chvG− strain is far 
behind that of the chvG wild type. Therefore it is reasonable to hypothesize that it is the 
difference of point mutation capacity that directly or indirectly leads to the potential 
difference in point mutation spectra.  
 Compared with the site distribution of point mutation, insertion occurred more 
evenly. In chvG− strain A6340, among 22 insertion mutants, 10 insertions occurred at 
position 3634, while the other 12 occurred at 12 different positions. For chvG+ strain, only 
2 insertion mutants were obtained and insertion occurred at position 3365. The site 
distribution of the insertion event suggests that local DNA structure could also be important 
factor affecting the choice of insertion site (Kleckner, 1990).  
4.3.6. No significant difference in the transcription level of Tc-resistant mutation-
related genes between chvG+ and chvG− strains 
The mutation patterns to tetracycline resistance were distinct between the chvG+ 
strain A6007 and the chvG− strain A6340, although statistically the mutation frequency and 
mutation rate showed no significant difference between these two strains. For A6007, more 
than 90% mutants were point mutants, while for A6340 more than 90% mutants were IS 
transposition mutants. Interestingly, four mini-Tn5-containing A6007 derivative strains 
analyzed also had their favorable mutation pathway respectively. In order to know whether 
ChvG can regulate expressions of the genes which are disrupted by mini-Tn5 in these 
A6007 derivatives we carried out semi-quantitative RT-PCR to compare the transcription 
level of these genes in the chvG+ strain A6007 and the chvG− strain A6340. 
 Fig. 4.9 shows the results of semi-quantitative RT-PCR assay. Generally, these 
results show that ChvG does not affect the transcription of the genes we tested. The 
135
 transcription level of individual genes was comparable in the chvG+ strain A6007 and the 
chvG− strain A6340. The result indicates that ChvG may not regulate the mutation pathway 
by regulating the expression of genes tested in this study.  
One intriguing observation was that the transcription of atu4029, putative 
gluconolactonase precursor gene, which is disrupted by mini-Tn5 in strain 483, was not 
detected. This was further confirmed by RT-PCR using gene-specific primer pair 
complementary to the coding region of this gene. Thus, this seems to show that 
gluconolactonase precursor is somewhat unrelated to mutation in A. tumefaciens. 
Paradoxically, tetracycline-resistant mutants of strain 483 were all point mutants, which 
strongly indicates that gluconolactonase precursor is involved in the mutation. It remains 
unanswered why this gene seems not to be expressed in normal condition and why the 
disruption of this unessential gene makes all mutations point mutations, at least in 
tetracycline-resistance mutation assay.  
Another interesting finding from the semi-quantitative RT-PCR analysis was that 
medium type did not affect the relative transcription level of genes tested. For example, for 
the chvG+ strain A6007, the ratio of transcription level of glycosyltransferase to rrn was 
0.43 in MG/L and a similar ratio was observed in AB, which was 0.53. For the other two 
genes tested, sdhA and lon, no effect of growth media was seen either.  
 






















atu4029 a - - - - 
atu3697 0.26 0.19 0.28 0.27 
Atu2643 1.21 0.87 0.70 0.84 
Atu2583 0.43 0.51 0.53 0.45 
 
Fig. 4.9. Comparison of transicription level of Tc mutation-related genes between chvG+ 
and chvG− strains. RNA was extracted from cells grown in MG/L liquid or AB liquid. 
When analyzing the transcription level of atu2583, internal control was fsrR gene and the 
amplification reaction for internal control and for target gene were performed in the same 
reaction tube. In other cases, 16S ribosomal RNA gene (rrn) was the internal control and 
the amplification reaction for internal control and for target gene were performed in 
separate reaction tubes.  
Lane 1: DNA marker; Lane 2: MG/L-A6007; Lane 3: MG/L-A6340; Lane 4: AB-A6007; 
Lane 5: AB-A6340; Lane 6: A6007 total DNA; Lane 7: negative control. 
The table shows the ratio of the expression level of target gene to internal control estimated 
by using Labmate software (see Materials and Methods). 
a




 4.3.7. No significant difference in the transcription level of two IS426 putative 
transposases between chvG+ and chvG− strains 
IS426 is an aboriginal insertion element existing in the genome of A. tumefaciens 
with more than one copy. During the analysis of the mutation pathway to tetracycline 
resistance, we found that in the chvG+ strain A6007, all insertions were IS426 tranposition; 
in the chvG− strain A6340, most of insertion events were IS426 tranposition. Furthermore, 
we noticed that the chvG+ strain A6007 mutated to tetracycline preferably using point 
mutation, while chvG− strain A6340 made use of IS426 insertion. Thus, a question was 
raised: whether IS426’s transposition is upregulated in chvG− strain, but not in chvG+ strain. 
In order to address this problem, we monitored the transcription level of the putative 
transposase genes encoded by IS426. IS426 was found in 1986 (Vanderleyden et al., 1986). 
It has 32/30 bp inverted repeats with 6 mismatches, is 1,313 bp long and generates 9 bp 
direct repeats upon integration. The authors there predicted that only orf1 in IS426 was 
preceded by potential transcriptional and translation sequence. Using promoter prediction 
software (Neural Network Promoter Prediction), we analyzed the sequence of orf1 (828bp) 
and another preceding orf (named as orf2, 390bp) as well (Fig. 4.10). The prediction result 
was that neither sequence contains recognizable promoter sequences.  
Fig. 4.11 shows the semi-quantitative RT-PCR analysis of orf1 and orf2 of IS426 in 
the chvG+ strain A6007 and the chvG− strain A6340. To our surprise, we detected no 
mRNA of orf1. Then the semi-quantitative RT-PCR analysis of orf1 was repeated using 
gene-specific primer pair and no transcription was detected either. This was contrary to the 

















Fig. 4.10. Insertion of IS426 in tetR and genetic organization of IS426.  
(A) tetR-tetA operon. Position number is in accordance with the sequence data 
of A. tumefaciens of U. of Washington. 















 was not predicted by the previous paper. However, we did not find the significant 
difference in the mRNA level of orf2 between chvG+ strain A6007 and chvG− strain A6340.  
Based on the current result, putative transposase of IS426 may not be the factor due to 




















































Fig. 4.11. Transcription level of two IS426 putative transposases between WT and 
chvG− strains. RNA was extracted from cells grown in MG/L liquid or AB liquid. 
16S ribosomal RNA (rrn) gene was chosen as the internal control.  
The table shows the ratio of the expression level of target gene to internal control 









 4.3.8. Comparison of the capacity of point mutation using norfloxacin as the selection 
force  
As reported earlier, the result of tetR-tetA operon mutation assay analysis shows that 
in some A. tumefaciens strains, point mutation was the predominant choice of mutation 
while in other strains insertion events were overwhelming. tetR-tetA mutation system has 
an edge over other some previous mutation systems because it is possible to capture not 
only simple DNA rearrangements such as single-base frameshift but also more complex 
mutations, for example, multiple nucleotide change or insertion of transposable element(s). 
Thus, a mutation system in which most of the mutation should have arisen from the simple 
mutation would be helpful for evaluating the solo mutation capacity of simple DNA 
arrangement. 
Fluoroquinolines are antibacterial agents that target DNA gyrase and topoisomerase 
IV on chromosome DNA (Zhao et al., 1997). Both DNA gyrase and topoisomerase IV 
belong to bacterial type II topoisomerase group, which catalyze the cleavage, passage and 
reunion of double-stranded DNA in an ATP-dependent fashion (Drlica and Zhao, 1997). In 
addition, both enzymes are A2B2 tetramers. In E. coli, the A subunit (GyrA or ParC) 
catalyzes DNA breakage and reunion, whereas the B subunit (GyrB or ParE) binds and 
hydrolyzes ATP to drive the process (Reece and Maxwell, 1991). Fluoroquinolones 
effectively inhibit type II DNA topoisomerases by breakage-reunion reactions (Reece and 
Maxwell, 1991). The result is an accumulation of lethal, double-stranded DNA breaks 
(Yoshida et al., 1993). Resistance to fluoroquinolines is typically conferred by point 





































































     (B) Tetracycline resistant mutation 
 
Fig. 4.12. Mutation under a serial concentration of tetracycline and norfloxacin. Panel A 
compares the mutation capacity of chvG+ strain A6007 and chvG− derivative strain A6340 
at different norfloxacin concentration. Mutation capacity is shown as the number of mutant 
colonies per 108 cells. Panel B compares the mutation capacity of chvG+ strain A6007 and 
chvG− derivative strain A6340 at different tetracycline concentration. Mutation capacity is 




 (QRDR) located near the N terminus of the A subunit of GyrA or ParC (Yoshida et al., 
1990). In addition, point mutants of GyrB or ParE were also isolated (Drlica and Zhao, 
1997).  
Because of the obligate point mutations fluoroquinolones can select, we take 
advantage of this feature to estimate the capacity of point mutation using norfloxacin (one 
kind of fluoroquinolones) as the selection force. Fig. 4.12 (A) shows the mutation assay 
under a gradient of norfloxacin concentration and Fig. 4.12 (B) shows the mutation assay 
under a gradient of tetracycline concentration. It can be seen that under a range of 
tetracycline concentrations (0.5-5 µg/ml), the apparent mutation frequency to this antibiotic 
was roughly in the same level for A6007 and A6340. And as reported earlier, it was the 
higher transposition in the chvG− strain A6340 that compensated the lower point mutation 
in tetracycline mutation assay. In the case of norfloxacin selection, however, because 
insertion events can not be selected, it was expected that the apparent mutation frequency 
of the chvG− strain A6340 would be markedly lower than that of the chvG wild type strain 
A6007. Actually this was manifested in Fig. 4.12 (B). It can be seen that under a range of 
norfloxacin concentrations (5-20 µg/ml), the apparent mutation frequency of the chvG− 
strain A6340 was much lower than that of the wild type strain. Furthermore the 
norfloxacin-resistance mutation assay was extended to include mini-Tn5-containing A6007 
derivative strains. The apparent norfloxacin-resistance mutation frequency is summarized 
in Table 4.6. Interestingly, strain 483, which had the highest level of apparent total and 
point mutation in Tc-resistance mutation assay, showed the highest mutation frequency to 
norfloxacin again. The exception was for strain 715, which has a low point mutation 
frequency, showed the second highest mutation frequency to norfloxacin, which could be 
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 explained if the loss of La protease does not affect point mutation capacity (see PCR 
analysis of mutation pattern). For other strains, if it has the high point mutation level in Tc-
resistance assay, it had a high mutation frequency in Nor-resistance assay.  
In a summary, our result shows that mutation at chvG could specifically lower the 

















Table 4.6. Mutation capacity of mini-Tn5-inserted derivative strains of A6007 
 
 



























59 ± 17 
 
734 ± 17 
 







676 ± 66 
 
47 ± 66 
 


















230 ± 14 
 
108 ± 14 
 







36 ± 3 
 
119 ± 3 
 











7500 ± 849 
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 4.3.9. ChvG can regulate stationary-phase mutation too 
 
Stationary-phase mutation is a kind of spontaneous mutation that is different from 
growth-dependent mutation, because it occurs in nondividing or very slowly dividing 
populations (Hall, 1995). Hall proposed that mutants arising from stationary-phase could 
originate from a differentiated subpopulation which experiences a (random Darwinian) 
genome-wide hypermutable state (Hall, 1990). This hypothesis was supported by the 
finding that in E. coli strain FC40 lacZ− reversion system, stationary-phase mutation was 
genome-wide (Torkelson et al., 1997), but not specific to lacZ, which is the gene under 
selection. Hypermutation could bear on the evolutionary significance because bacterial 
population actually gets into some kinds of stationary-phase time and again.  
However, it remains unanswered until recently that whether the hypermutation simply 
results from a failure of various error correction mechanisms at stationary-phase or it is a 
regulated response, directly or indirectly. During the current study of the role of ChvG-
ChvI two-component signal transduction system in mutation, we observed that during 
exponential growth, ChvG can regulate the choice of mutation pathway to make the cell 
become resistant to tetracycline. More specifically, it was found that in the wild type strain 
A6007, most growth-dependent mutants were point mutants, while in the chvG− strain 
A6340, most growth-dependent mutants were transposon insertion mutants. This prompted 
us to further explore the potential effect of ChvG on stationary-phase mutation. To address 
this problem, we carried out a prolonged incubation assay in which A. tumefaciens cells 
were incubated on AB agar plate without any readily-usable carbon source available. After 
different period of time, the plate was overlaid by AB-glycerol top agar containing 5 µg/ml 





























Fig. 4.13. (A). Time course of mutation frequency during starvation. The values are the 
average of a triplicate for Day 0, Day 2 and Day 4. Day 6 value is the average of a 
duplicate. The error bar represents the standard deviation. In some cases, error bars are 

















































 Fig. 4.13. (B). The change of viable cell numbers during starvation assay. One fourth of a 
plate of agar was cut off from the corresponding plate and was used to estimate the number 
of viable cells (see Materials and Methods). Logarithm of the number of viable cells is 
shown here.  
 
Fig. 4.13. Starvation mutation assay. Cells were harvested on AB minimal agar plate and 






 that it may be necessary to use glycerol, rather than glucose, as the carbon source in top 
agar. This is because there are literatures reporting that mutagenesis may be subject to 
glucose repression (MacPhee, 1985; Hafner and MacPhee, 1989; MacPhee, 1993). This 
means that a glucose-repressible function responsible for generating mutations can be 
switched on by growth on non-glucose, such as glycerol as the sole carbon source. Another 
important fact was that tetracycline, as the selective force, did not exert any detectable 
inducing effect for mutation occurrence. In a control experiment, we found that after the 
first batch of Tc-resistant colonies appeared, no more colonies appeared subsequently (data 
not shown). Therefore, most mutant colonies observed came from the mutation occurring 
before the selective force was exerted (overlay of Tc-containing top agar).  
Fig. 4.13 (A) shows the time course of mutation frequency change during starvation 
period. On day 2, it can be seen that for the chvG− strain A6340, a marked hypermutation 
state appeared, showing an apparent mutation frequency of 4930 ×10−9 /cell, which was 
about 63 folds of the apparent value for wild type. This is a divergent trend if the cell 
growth is taken into account too (4.13 (B)). From Day 0 to Day 2, the cell number of 
A6007 increased about 100 times (still a very slow growth, remembering that the 
generation time of A6007 is about 2 hrs), while there was no increase for A6340 during the 
same period. However, at Day 2 the numbers of recovered Tc-resistant colonies per plate 
were similar between these strains (190 for A6007 vs. 100 for A6340). If comparing Day 
2’s apparent mutation frequency with that of Day 0’s value, which is virtually the mutation 
frequency during growth-dependent growth, it can be seen that for the wild type strain 
A6007 the mutation frequency during starvation was actually sharply slumping (the value 
of Day 0 is 793×10−9 /cell), while for chvG− strain A6340, the value of Day 2 was about 7 
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 folds of the value at Day 0 (723×10−9 /cell). The mutation frequency of A6340 decreased at 
Day 2, however, we observed that there appeared many small colonies that were not able to 
grow up. It is possible that these colonies suffered mutations occurring in genes important 
for colony development. This is possible because it was previously shown that a second 
mutation could occur at the high frequency in such hypermutator population (Torkelson et 
al., 1997).  
In summary, the hypermutation state was observed for the chvG− strain A6340, but 
not in the wild type strain A6007. The result reported here suggests that hypermutation is 
truly a regulated response to stress. In our case, ChvG-ChvI two-component system is 
apparently involved in such a regulation. It appears that when under the harsh situation A. 
tumefaciens can enhance opportunity to survive by actively increasing genome-wide 
mutations in order to escape from the adversity. This may be achieved by transiently 
repressing the function of ChvG-ChvI signal transduction system.  
To determine the mutation pattern at the stationary-phase, we carried out PCR to 
amplify tetR-tetA operon to compare the relative contribution of point mutation and 
transposon insertion. The PCR results are shown in Fig. 4.14 and the portion of two types 
of mutations are summarized in Table 4.7. The most striking result obtained was that the 
mutation pattern at stationary phase was similar between the chvG− strain A6340 and the 
wild type strain A6007. Namely, for both strains, insertion mutation showed an 
overwhelming contribution than point mutation. The disruption of chvG locus did not make 
a difference in stationary-phase, just contrary to the situation of growth-dependent mutation, 











Fig. 4.14. Mutation pattern at stationary phase. Cells were harvested from AB minimal agar 
plate and washed in water prior to being plated on AB agar plate containing no readily 
utilizable carbon source. Plates were overlaid with AB agar containing 2% glycerol and 5 
µg/ml tetracycline and incubated at 28 oC. Tc-resistant mutant colonies appeared 4 days 
after plating for the wild type strain A6007 or 5 days after plating for the chvG− strain 
A6340. Mutant colonies were picked up randomly and used as the PCR substrate. PCR 







A6007 (WT) A6430 (chvG−) 
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 strain A6340, either in growth-dependent or stationary-phase mutation, insertion mutation 
was predominant. An extended conclusion could be that the hypermutation observed in 
A6340 was mainly due to hyper-transposition. Thus it is reasonable to assume that ChvG-
ChvI two-component signal transduction system is also a regulator of transposition (in our 
case, the transposition of IS426). As we know, ChvG is a global pH sensor (Li et al., 2002), 
regulating a few genes located on different parts of the chromosome of A. tumefaciens. In 
addition it was reported that many genes, responsible for distinct cell functions were 
involved in the regulation of transposition (Twiss et al., 2005). Therefore in A. tumefaciens, 
it is very likely that ChvG can repress the potentially harmful movement of insertion 
element most of the time, but when cells enter a harsh environment, ChvG may be 










Table 4.7. Time course of stationary phase mutation  
 
 
Mutation frequency (×10−9) 
 
 












































































































































 4.4. Discussion 
4.4.1. The implication of the observation that a similar mutation frequency occurs at a 
specific locus via different mutation mechanisms in different strains 
The current study attempted to study the potential effect of ChvG-ChvI, a two-
component signal transduction system, on mutation in A. tumefaciens. The most important 
index when assessing the mutation process is probably the mutation frequency or mutation 
rate. Therefore, throughout the entire study, special attention was given to such numbers.  
One of the most intriguing results of our experiments was that in tetracycline 
resistance mutation assay, we noticed that the chvG+ strain and the chvG− strain showed a 
roughly same mutation rate and mutation frequency, while they took rather different 
mutation pathways to achieve such a mutation level. More specifically, it was noteworthy 
that among total tetracycline-resistant mutants of the chvG+ strain A6007, more than 90% 
came from point mutations at tetR locus, including of both one-nucleotide frameshift and 
single-base substitution.On the other hand, among the mutants of the chvG− strain A6340, 
more than 90% mutants were due to an insertion events, including both IS426 and IS50R 
inserted at tetR locus. Therein lies the dilemma for our thought: in these two strains, how 
could a similar final mutation level be achieved by engaging actually fundamentally 
different mutation mechanisms? For the wild type strain A6007, even only focusing on 
point mutations, it was worthy pointing out that the two types of point mutation pathways 
used, namely one-nucleotide frameshift and single-base substitution, were very distinct in 
terms of their origins. It is commonly believed that one-nucleotide frameshift originates 
from mis-alignment of the elongated new chain during normal DNA polymerization (for 
review, see Ripley 1990). Thus, one-nucleotide frameshift can be called a native mutation. 
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 Base substitution is basically due to some kinds of DNA lesions, such as oxidation of 
nucleotide, so it could be called an induced mutation (for review, see Maki 2002).  
Similarly, when analyzing transpositions occurring in the chvG− strain A6340, it is 
important to know that transposition machinery for IS426 and IS50R could be largely 
different, although the transposases of both IS426 and IS50R show sequence similarity to 
the DDE transposase (data not shown). In other words, unless there exist some overlapped 
regulation mechanism(s), these two transposable elements should not move in a 
coordinated way. Thus, what is the “deep force” that makes use of these mechanistically 
diverse mutation pathways to produce a similar apparent mutation result?  
One interesting result was ever reported when Drake calculated the mutation rate of a 
few DNA-based microbes. He compared the mutation rates of three bacteriophages, one E. 
coli strain (two mutation markers) and one yeast strain. In this group of microbes whose 
genome sizes vary by 6,500-fold and whose average mutation rate per base pair vary by 
16,000-fold, mutation rates per genome vary by only 2.5-fold (Drake, 1991). It is 
astonishing that the range of mutation rate per genome is so small because as the author 
indicated, there was huge difficulty when estimating the real value of the mutation rate and 
it was not conclusive whether the sample organisms were the best representatives of the 
species. Thus, a common mutation rate per genome for such a diverse species strongly 
implies that this rate could be highly evolved and this rate could have been shaped in 
response to evolutionary forces of a very general nature, forces independent of kingdom 
and niche (as above).  
In our case, it seems that the mutation rate at a specific locus is under the control of a 
kind of central force which can make use of different mutation machineries. When 
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 considering such central force, it is necessary to consider the two sides of it. On one hand, 
such force could be in favor of new mutants with a higher-than-average mutation rate at a 
specific locus, because this could potentially increase the adaptability (and thus 
survivability) of a species. On the other hand, however, a new mutant with a higher-than-
average mutation rate could potentially cause many deleterious mutations elsewhere, which 
may greatly put the survivability of a species at risk. Therefore, it is possible that the 
“central force” is the balance of these two sides.  
It should be noted that the observed similar mutation level was achieved when A. 
tumefaciens cells were growing at exponential phase. Thus, we can say that the replication-
dependent mutation level is similar between these two strains. However, surprisingly, 
totally different result was obtained if the cells were at the stationary-phase, the period in 
which a hypermutation state was seen in the chvG− strain A6340 but not in wild type strain 
A6007. In nature because a microbe population might spend most of its time in 
malnourished environment (Koch, 1971), it could be more meaningful to analyze the 
mutation at stationary-phase. Hypermutation was actually a manifest that the mutation in 
stationary-phase contains a substantial DNA replication-independent, time-dependent 
component (Cairns et al., 1988; Hall, 1990). In our experiment, we found that the loss of 
ChvG, a sensor protein, led to a burst of mutation in stationary phase. This indicates that 
ChvG-ChvI could be a key regulator maintaining a steady mutation when A. tumefaciens 
met some adversity. Not until ChvG-ChvI is disrupted or transiently suppressed, are not 
there opportunities for cells to escape stationary phase by sharply enhancing the mutation 
level. Thus our result shows that the time-dependent spontaneous mutation could be subject 
to constraints too.  
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 4.4.2. A possible explanation for the difference in point mutation level 
One of the most important results we obtained is that the point mutation capacity in 
growth-dependent mutation was remarkably different between the chvG− strain A6340 and 
the wild type parental strain A6007. More specifically, most A6007 Tc-resistant mutants 
corresponded to point mutation (including single-base frameshift and single-base 
substitution); while for the chvG− strain A6340, insertion mutants predominated.  
 In normal growth phase, point mutations mainly arise as the error when DNA 
polymerase III replicates DNA (Ripley, 1990). We speculate that the big difference in point 
mutation ability may be attributed to the difference in the efficiency of post-replication 
repair (such as MMR, methyl-directed mismatch repair) between chvG− and chvG+ strains. 
As shown before, ChvG-ChvI was a global regulator (Li et al., 2002) and it is very likely 
that it plays a key role in responding to physiological or environmental changes. We 
compared the growth-speed in liquid AB or MG/L culture and found that chvG− strain 
proliferates slower than chvG+ strain (Fig. 4.15). This may indicate that the DNA 
replication rate in chvG− strain is slower. So, if the post-replication repair system(s) 
function equally in both chvG+ and chvG− strains, it is possible that, in chvG− strain, there 
would be less point mutation or small nucleotide deletion or addition. Alternatively, it is 
also possible that bacterial post-replication repair system works differently in these two 
strains. MMR is the key system to avoid the point mutation (Kunkel and Erie, 2005) and 
many MMR mutant strains are mutator strains (Miller,1996). Due to this feature, we cannot 






















A6007 (WT) in MG/L
A6007 (WT) in AB
A6340 (chG-) in MG/L
A6340 (chvG-) in AB
 
Fig. 4.15. Growth curve of the chvG+ strain A6007 and the chvG− strain A6340 in AB 
minimal medium or in MG/L rich media. Late AB log-phase cultures were inoculated into 
AB minimal medium or late log-phase MG/L cultures were inoculated into MG/L minimal 
medium with a starting OD600 of 0.1. Cells were grown at 28 oC. Optical density at 600 nm 
was measured at 2-hr interval over a 6-hr period. The value represents the average of a 








 post-replication repair systems. A further hypothesis is that ChvG may regulate the error 
frequency made by bacterial DNA polymerase(s). Actually it has been suggested that 
general mutation (spontaneous mutation) could be under the tight control of the general 
physiologicalal condition of the bacteria (Taddei et al., 1995). It is possible that ChvG-
ChvI, as a global physiological sensor-regulator, may directly or indirectly decide what 
kind of DNA polymerase (error-free or error-prone) would be recruited to replicate DNA 
or to what extent the DNA polymerase makes mistakes.   
In addition to the possible involvement of MMR when explaining the different point 
mutation capacity in chvG+ and chvG− strains, transcription-associated mutation (TAM) 
could be another attractive causative factor. It was found that high levels of transcription 
were associated with elevated mutation rates in yeast (Morey et al., 2000). In their 
experiment, a chromosomal lys2 frameshift allele was placed under transcriptional control 
of the highly inducible yeast GaL1-10 promoter (PGAL). A high reversion rate was obtained 
in the high transcription strain compared to that in the low transcription strain. And it 
seems that there was proportionality between the rate of transcription and the mutation rate 
(Datta and Jinks-Robertson, 1995). They also showed that such association could be 
general to all actively transcribed genes. During the current study of mutation in A. 
tumefaciens, it is possible that the transcription is more active in the wild type strain A6007 
than in the chvG− strain A6340, which was shown indirectly by the slower growth of 
A6340 (Fig. 4.15). As mentioned earlier, from our mutation assay using either tetracycline 
or norfloxacin as the selection force, it was shown that the point mutation level was higher 
in the chvG+ strain A6007 than in the chvG− strain A6340. Thus, in A. tumefaciens this 
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 difference in point mutation could be explained if there is also an association between high 
level transcription and high level spontaneous (point) mutation. 
Besides, DNA damage was implicated as the possible cause for TAM (Morey et al., 
2000). The link could be that highly transcribed DNA is more susceptible to damage or that 
highly transcribed DNA is less efficiently repaired than silent DNA or DNA transcribed at 
a low level. For example, transcribed DNA was found to be packed into a more open 
chromatin structure than silent DNA (for review, see Kornberg and Lorch, 1995). So, it is 
logical that the highly transcribed DNA could be more accessible to endogenous DNA 
damaging agents (Ljungman and Hanawalt, 1992). It is also possible that transient single-
strand, non-transcribed strand of actively transcribed genes, is more susceptible to damage. 
Such damage targeted to non-transcribed strand was truly reported for the deamination of 
cytosine in actively-transcribed genes of E. coli (Beletskii and Bhagwat, 1996). Another 
mutation facilitating effect exerted by transcription could be that iterative transcription of a 
gene may interfere with its normal replication and/or repair.  
At last, one more important factor could be the general energentics of a cell.  It has 
been shown that binding of ATP to topoisomerase drives the supercoiling reaction (Drlica 
and Zhao, 1997). In the absence of ATP, gyrase removes negative supercoils from DNA 
(Gellert et al., 1982). Since the ratio of ATP to ADP determines the final level of 
supercoiling state achieved, [ATP]/[ADP] is a key aspect of the supercoiling-relaxation 
relationship (Westerhoff et al., 1988). This makes gyrase and supercoiling sensitive to 
changes in intracellular energetics, which are themselves sensitive to the changes of 
extracellular environment such as salt concentration (Higgins et al., 1988) or oxygen 
tension (Dorman et al., 1988). Noticeably, pH influences DNA supercoiling, although it 
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 was not determined whether change of extracellular pH can alter intracellular [ATP]/[ADP] 
(Karem and Foster, 1993). Because ChvG has been shown to be a key global pH sensor (Li 
et al., 2002), it is likely that ChvG, when sensing the change of pH in the milieu, may alter 
the intracellular energetics and thus indirectly alter the supercoiling-relaxation state of 
cellular DNA. Therefore, ChvG may indirectly affect the mutation mechanism, especially 
simple DNA arrangement, such as single-base frameshift, through changes of local DNA 
structure(s), which is well known to be implicated in the mutation processes (for review, 
see Maki 2002).  
4.4.3. The potential coupling of hypermutation and transposition 
Genetic changes can be divided into two general classes: the growth-dependent 
mutation and the stationary-phase mutation. Compared with growth-dependent 
spontaneous mutation, stationary-phase mutation (also called adaptive mutation) was put 
under the limelight only recently (for review, see Rosenberg 2001). Stationary-phase 
genetic changes under selection have been the subject of intense debate since 1980’s, when 
Cairns and his collaborators claimed that bacteria could be able to direct mutations to a 
particular gene under selection (Cairns et al., 1988). Contrary to classically studied 
bacterial mutants, which are obtained by the lethal selection (thus only those mutations 
occurred prior to selection can be selected), adaptive mutation are detected in non-growing 
or slowly growing bacteria by using nonlethal selection (for review, see Foster 2005). More 
and more attention has been putting on stationary-phase mutation, possibly because in 
nature bacterial populations spend most of their time in poor nutritioned environment 
and/or facing the various environmental stresses (Foster, 1993).  
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 In the beginning of the current study, we assumed that ChvG-ChvI two-component 
system would affect the spontaneous mutation occurring at exponential growth phase. This 
has been confirmed. However ChvG-ChvI seems not to regulate the apparent rate of 
growth-dependent mutation. Actually it plays a role in the mutation process by influencing 
the choice of mutation pathway. Namely, it was found that the chvG+ strain A6007 mainly 
mutated to tetracycline-resistant through point mutation, while the chvG− strain A6340 
became resistant to tetracycline preferentially through transposon insertion events. Thus, 
one question arose: would the same effect of ChvG be seen in stationary-phase mutation? 
To find the answer, we carried out the stationary-phase mutation assay by starving the 
bacterial population and monitoring the changing of mutation frequency and the mutation 
spectra. Our results clearly show that: (i) during stationary-phase, loss of a functional 
ChvG actually enables bacteria to have a hypermutation response to starvation and (ii) 
insertions predominate in both the chvG− strain and in the wild type strain. Our results 
suggest that (i) at stationary phase, in our mutation assay system, most mutation events are 
transposition-mediated and ChvG can significantly suppress the frequency of transposition 
at this stage and (ii) at rapid growth phase, the loss of chvG actually renders transpostion 
into an active state occurring at stationary phase. We believe this finding bears on some 
evolutionary meanings. Thus, it is rational to speculate that when experiencing prolonged 
stress (such as a poor-nutritioned environment), A. tumefaciens could transiently enhance 
its mutation level by briefly increasing the transposition level, which is achieved by rapidly 
suppress the function of ChvG-ChvI.  Thus, our mutation assay actually shows the strong 
connection between the hypermutation at stationary-phase and the regulation of DNA 
rearrangement mediated by transposition.  
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 Transposition is likely to be favored in cells that are subject to stresses, such as 
nutrient depletion. In this situation, the activation of cryptic genes and the rearrangement of 
genes and their regulators could be critical to the cell survival (Twiss et al., 2005). In fact 
there are a few precedents for this hypothesis. Activation of cryptic bgl operon in E. coli 
involves insertion of IS1, IS5 and Mu (Reynolds et al., 1981; Schnetz and Rak, 1992). 
These insertions were found to be more frequent at stationary phase. Similarly, formation 
of ara-lacZ fusions mediated by Mu occurred in nutrient-starved cultures (Shapiro, 1997). 
Transposition of Pseudomonas putida transposon, Tn4562, was found to be regulated by 
stationary-phase sigma factor RpoS (IIves et al., 2001). E. coli transposon, IS903 was 
found to be activated at late times during colony growth (Coros, 2005).  
Now we have come to a point which prompts us to consider more on the regulation 
network controling  stationary-phase mutation. Perhaps stationary-phase sigma factor σs, 
encoded by rpoS, could be the core regulator to the stationary-phase mutation. When 
bacteria enter the stationary phase of growth, a set of genes are induced by the activation of 
an alternative sigma factor, RpoS, which directs RNA polymerase to the promoters of these 
genes (Foster, 2005). There are more than 70 genes involved in RpoS regulon, and most of 
them encode proteins that help the cell survive the challenges encountered by non-growing 
cells. Thus, RpoS is considered to be a master regulator of a general stress response (for 
review, see Hengge-Aronis 2002). Recently, it was reported that error-prone DNA 
polymerase IV is induced in stationary-phase cells under positive control of RpoS and this 
RpoS-dependent induction of Pol IV is independent of LexA inactivation (Layton and 
Foster, 2003). Notably, Pol IV was implicated in adaptive point mutation in the lacZ-
frameshift reversion system in E. coli FC40 (for review, see Rosenberg 2001). In lac-ara+ 
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 fusion mediated by Mu (this is the first thoroughly documented example of adaptive 
mutation), it was found that RpoS was strictly required (Gomez-Gomez et al., 1997). 
During the study of starvation-induced transposition of Pseudomonas putida Transposon 
Tn4652, it was found that the expression of its transposase was under the direct control of 
RpoS. Thus, the available evidence indicates that RpoS could be responsible for the general 
response to stationary-phase.  
Recently, the potential relationship between RpoS and bacterial two-component 
system was quantified in a macro-array study for Pseudomonas aeruginosa (Dong et al., 
2005). They reported that a mutation at pprB, the response regulator gene of PprA-PprB 
two-component system, down-regulated the expression of RpoS by more than 3 fold. Thus, 
it is clear that bacterial physiological signal transduction networks, including two-
component systems and RpoS, might be responsible for the response to stationary-phase.  
4.4.4. Membrane permeability assay is the important control experiment in our 
mutation assay 
Many mutation assays used antibiotics to estimate the mutability of specific bacterial 
population without any accompanying data to show the accumulation and/or influx of 
antibiotics used. Sometimes antibiotic accumulation data could be considered to be 
negligible when the isogenic strains are only different in specific cytosolic components, 
such as DNA recombination proteins. However, I believe in most cases using antibiotics as 
the selection agents, basic accumulation data should be provided.  
In fact, the accumulation of an antibiotic into bacteria can be an important factor in 
determining both the spectrum and the activity of the drug. The target sites of many 
commonly used antibiotics, such as quinolones (DNA gyrase; Gellert et al., 1982), 
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 tetracycline (ribosome; Goldman et al., 1983), chloramphenicol (ribosome; Gale et al., 
1981) and β-lactam (PBPs; Spratt, 1989) are located within the cytoplasm or associated 
with the cytoplasmic membrane. Therefore for Gram-negative bacteria cell membranes 
must be traversed before these agents can exert their antibacterial action. Furthermore, it is 
crucial to know the internal antibiotic concentration because it is the real concentration 
bacterial cells are exposed to.  
Due to the extreme importance of accumulation data, during our study of ChvG’s 
effect on mutation to tetracycline resistance, we monitored the internal accumulation of 
tetracycline and found: (i) cells grown in rich media MG/L accumulated approximately 2-
fold of tetracycline of that accumulated by cells grown in minimal media AB and (ii) the 
chvG− strain A6340 accumulated tetracycline into the cell much faster than the wild type 
strain A6007.  
It has been pointed out that the selection of a particular antibiotic-resistant variant 
may happen only in a narrow range of drug concentrations that defines a selective window 
(Martinez and Baquero, 2000). In other words, the observed mutation rate is very sensitive 
to changes in drug concentration, and different rates and types of mutants may be obtained 
in a discontinuous way along the range of concentrations (as above). In our experiment, 
cells selected on MG/L(Tc5) agar plates showed a lower mutation frequency than those on 
AB(Tc5). It is quite possible that this is at least partly due to the fact that the actual drug 
concentration in cells is higher on MG/L plates than in cells on AB plates. In addition, 
because the chvG+ strain A6007 spent much more time (about 50 min) to become Tc 
satiated than the chvG− strain A6340 (only about 10 min), it is imaginable that A6007 
could have a higher mutation level and may have a significant different mutation spectra 
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 compared with that of A6340, because the selective effect of the drug may depend on the 
time of exposure, a period critical to yield one or another net mutation result (Martinez and 
Baquero, 2000). 
In order to propose some tentative explanation for the different dynamic profile of the 
tetracycline accumulation, it may be helpful to give a brief description about the well 
established model for uptake of tetracycline in E. coli (Fig. 4.16).  
This model has been discussed in detail by Nikaido and Thanassi (1993). Tetracycline 
is thought to traverse the outer membrane of gram-negative bacteria through the porins 
composed of OmpF (Thanassi et al., 1995) and OmpC (Mortimer and Piddock, 1993), 












































Fig. 4.16.  Uptake of tetracycline by Escherichia coli. Tetracycline, protons, metal cations, 
and the metal-tetracycline complex are depicted as tc, H+, M2+, and [M-tc]+ respectively 







 observation that porin-deficient mutants are less susceptible to tetracycline (Pugsley and 
Schnaitman, 1978). The cationic [M-tc]+ could be attracted by the Donnan potential across 
the outer membrane leading to the accumulation in the periplasm, where the [M-tc]+ 
complex might dissociate, yielding uncharged tetracycline. This weakly lipophilic 
compound can diffuse through lipid bilayers and does not depend on a protein channel 
(Argast and Beck, 1984). Thus, tetracycline is expected to penetrate the cell in its 
electrically neutral form. In the cytoplasm it may be converted to an ionic compound again 
since the internal pH and the M2+ concentration are higher than that in the periplasm 
(Nikaido and Thanassi, 1993; Thanassi et al., 1995). The pH difference is dependent on the 
proton motive force and can explain the energy dependence of tetracycline accumulation. 
In agreement with this model, the uphill accumulation of tetracycline is only driven by 
∆pH and not by the transmembrane electrical potential (∆ψ) (Yamaguchi et al., 1991). 
 It is possible that the different Tc influx speed is caused by the potential different 
membrane structure between the chvG+ strain A6007 and the chvG− strain A6340. So far, it 
is known that due to the loss of ChvG, A6340 lacks two outer membrane proteins-AopB 
(Jia et al., 2002) and Atu4026 (Qian, unpublished data). Interestingly, it was reported that 
the loss of OmpF reduced tetracycline accumulation up to 60%, while the loss of another 
outer membrane protein, PhoE, actually enhanced Tc accumulation up to 119% compared 
to the wild type. Therefore, it is reasonable to hypothesize that it is the structural difference 







Chapter 5. General conclusions and future perspective 
5.1. General conclusions 
 The current research work attempted to investigate the potential role played by 
ChvG protein, the sensor kinase of ChvG-ChvI two-component signal transduction 
system, in the regulation of the homologous gene recombination and the mutation 
process occurring in Agarobacterium tumefaciens.  
 We systematically compared the efficiency of RecA-dependent general 
recombination, RecA-independent intramolecular recombinogenic recombination 
(IRR), recombination-independent DNA conjugation, and recombination-independent 
plasmid introduction in A. tumefaciens. We found that the loss of a functional ChvG 
protein significantly lowered the efficiency of gene recombination, but did not affect 
the introduction of extraneous DNA. To our knowledge, this is the first experiment 
showing that homologous gene recombination can be regulated by a bacterial two-
component signal transduction system. Therefore, it implies that gene recombination 
can be an inducible molecular response to environmental changes.  
Due to the close inter-relationship between gene recombination and mutation 
process, we further explored the regulation role of ChvG in DNA mutation process in 
A. tumefaciens. Different from many previous mutation assays, we did not employ the 
popular reversion system because reversion systems are not satisfactory for 
determining mutational spectra due to the reason that for a given mutation, there are a 
very limited number of sites and/or kinds of mutations that can produce a reversion. 
Some important sources of mutation, such as the insertion of a transposable element, 
are usually thoroughly excluded from the study that employs the reversion system. 
Instead, we took advantage of an endogenous readily-mutable gene locus, tetR-tetA 
operon, to study the regulation exerted by ChvG on the mutation process.  
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 Using this system, we found that ChvG can regulate the mutation differentially 
at two growth phases. Firstly at exponential growth phase, a functional ChvG seems 
to be able to greatly suppress the movement of transposable element, which is 
potentially deleterious or lethal. Secondly, at stationary phase, the loss of functional 
ChvG rendered bacterial cells at a hypermutation state, owing to a burst of 
transposition, suggesting that bacteria might suppress the function of ChvG to 
enhance the transposition in order to produce a “rescuing” mutation. The regulation 
role played by ChvG-ChvI two-component system may be of utmost importance, 
because it indicates that the mutation process is not a completely constant activity or a 
completely random process. On the contrary, mutation is under control of a 
complicated network of regulation. To our knowledge, our work should be one of the 
earliest, if not the first one, experiments that address the role of bacterial two-
component systems in regulating mutation process both at exponential growing phase 
and at stationary phase.  
 During the study, we found that normally a constant mutation level was 
achieved at a specific locus by different strains. Surprisingly, such constant mutation 
level was achieved through fundamentally distinctive mutation pathways. This 
different mutation pattern implies that different bacteria strains could have evolved to 
be capable of resorting to various mutation mechanisms to keep a constant mutation 
rate at a specific genome locus. 
 For the sake of obtaining a complete and detailed profile relating to mutation 
assay, we compared the antibiotic accumulation between chvG isogenic strains. We 
found that the loss of a functional ChvG remarkably increased the speed of drug 
influx, although the final drug accumulation levels were comparable. This data 
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actually provide more reasonable molecular basis for the result of the mutation assay 
we obtained.   
5.2. Future perspective 
 In the current study, we have shown that the ChvG protein, which is the sensor 
kinase of ChvG-ChvI two-component signal transduction can (i) regulate homologous 
gene recombination process whatever it is RecA-dependent or RecA-independent; and 
(ii) regulate mutation process at both exponential growing phase and stationary phase. 
Nonetheless, we tried identifying but failed to find any downstream genes 
directly regulated by ChvG. This may imply that the regulation upon gene 
recombination and/or mutation could be accomplished by a complex signal 
transduction network. In the future, we think that the comparison of genome-wide 
transcription profile might be helpful for digging out genes which directly regulate 
recombination and mutation pathways. Perhaps microarray is an attractive method to 
enable us to dig out points in this network and finally provides a precise network map, 
by combining future work in genetics and biochemistry. 
 Prokaryotic transposable elements have proved to be a powerful genetic tool. 
However, during continuous upgrading of such tools, relatively less notice was put on 
the mechanism of transposition, especially the regulation of transposition. Our study 
strongly suggests that the two-component system might be involved in such key 
regulation. In the future, it could be necessary to pay more attention to research 
studying the relationship between transposition machinery and signal transduction. 
We believe that the crux of the matter is to know how cells respond at DNA level to 
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