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We report a measurement of the ratio of the bottom quark production cross section in antiproton-proton
collisions at As5630 GeV to 1800 GeV using bottom quarks with transverse momenta greater than 10.75
GeV identified through their semileptonic decays and long lifetimes. The measured ratio s(630)/s(1800)
50.1716 .0246 .012 is in good agreement with next-to-leading order quantum chromodynamics.
DOI: 10.1103/PhysRevD.66.032002 PACS number~s!: 13.85.Qk, 12.38.QkI. INTRODUCTION
Hadroproduction of heavy quarks, such as the bottom ~or
b) quark, at proton-antiproton colliders is an area where one
expects perturbative quantum chromodynamics ~QCD! to
provide accurate and reliable predictions. Because b quarks
are light enough to be produced in sufficient quantities to
enable high statistics measurements ~unlike the heavier top
quarks at the present time!, they provide an excellent arena
in which to test these predictions. It therefore came as a
surprise that Fermilab Tevatron measurements @1–7# of the
b-quark cross section in antiproton-proton collisions at As
51800 GeV were substantially larger ~roughly a factor of 2!
than predicted by next-to-leading order ~NLO! QCD, par-
ticularly since the UA1 measurements at As5630 GeV did
not seem to show such a marked departure from prediction
@8#.
This disagreement could indicate that NLO QCD is insuf-
ficient and that higher order calculations are needed. It could
indicate that our heavy quark fragmentation models are in-
sufficient, such as suggested in the paper of Cacciari, Greco
and Nason @9# which discusses improvements in theoretical
predictions from resummation and altering fragmentation
functions. It could also be explained by more exotic pro-
cesses. For example, Berger et al. @10# propose gluino pair
production with a subsequent decay into a bottom quark and
a light bottom squark. Since the assumed gluino mass is
larger than the mass of the b quark, this process would turn
on more slowly with energy than pure QCD production of
bb¯ pairs. This new physics process will depress the ratio of
the b-quark cross section at 630 GeV relative to 1800 GeV
by of order 10%.
To address this apparent discrepancy, the Tevatron ran for
nine days at an energy of As5630 GeV to provide a sample
of b quarks produced at this energy. Rather than calculating
the absolute cross section at both energies and comparing,
we chose to calculate the ratio of cross sections at the two
energies. Both experimentally and theoretically, many sys-
tematic uncertainties partially or completely divide out. In
particular, the largest theoretical uncertainty is the choice of
scale, and in predicting the ratio a consistent scale must be
chosen at both energies: this reduces the theoretical uncer-
tainty from a factor of 2 to approximately 15% for the ratio.
This analysis identifies b-quark candidates by searching
for long-lived particles with a muon as a decay product, and
*Present address: University of California, Santa Barbara,
CA 93106.03200from the ratio of the number of candidate events at the two
energies, we compute the ratio of cross sections. While a
differential cross section with respect to transverse momen-
tum (ds(b)/dpT) would provide the best comparison with
theory, we have neither the number of events nor the pT
resolution to make a differential measurement. Instead we
report the b-quark cross section above a minimum transverse
momentum, pT(min). We adopt the convention that pT(min)
will be chosen so that 90% of our reconstructed and identi-
fied b quarks have a larger transverse momentum: for this
analysis that is 10.75 GeV/c .
In this analysis, we make the assumption that the frag-
mentation, decay, and detector response to a b quark of a
given pT are the same at the two energies. Certainly the
decays should be the same. In principle, there might be a
difference in fragmentation between 630 GeV and 1800 GeV
due to the difference in velocities of the proton remnant. It is
common to use Peterson @11# fragmentation ~developed for
e1e2 collisions! in p¯ p collisions, and one would expect that
any energy-dependent fragmentation change would be
smaller than the error introduced in going from lepton to
hadron colliders. Additionally, any difference should be at its
minimum for b’s at central rapidity ~measured in this analy-
sis! because they are farthest from the forward-going proton
and antiproton remnants.
The Collider Detector at Fermilab ~CDF! is described in
detail elsewhere @12#; a brief discussion follows. In the CDF
detector, a 51 cm long silicon vertex detector ~SVX! @13#,
located immediately outside the beampipe, provides precise
track reconstruction in the plane transverse to the beam and
is used to identify secondary vertices that can be produced
by b and c quark decays. Because pp¯ interactions are spread
along the beamline with a standard deviation of about 30 cm,
slightly more than half of the events originate from primary
vertices inside the SVX fiducial region ~this fraction is a
function of beam energy!. The momentum of charged par-
ticles is measured in the central tracking chamber ~CTC!,
which sits inside a 1.4 T superconducting solenoidal magnet.
Outside the CTC are electromagnetic and hadronic calorim-
eters arranged in a projective tower geometry, covering the
pseudorapidity region uhu,4.2 @14#. Surrounding the calo-
rimeters, drift chambers in the region uhu,1.0 provide muon
identification. In this analysis, we restrict ourselves to muons
in the most central region (uhu,0.6), requiring muons de-
tected in both the inner central muon chambers ~CMU!, lo-
cated behind approximately five interaction lengths of mate-
rial, and the outer central muon upgrade chambers ~CMP!
behind an additional 60 cm of steel.2-3
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Our goal was to make the two datasets ~630 GeV and
1800 GeV! as similar as possible. All the data were collected
between December 1995 and February 1996. Therefore,
changes to the detector configuration and time-dependent ef-
fects were minimized.
Both online and offline event selections were identical for
the two beam energies. A three-level trigger selected events
with a high transverse momentum muon for this analysis. A
muon was identified by requiring a match between the ex-
trapolated track as reconstructed in the CTC and track seg-
ments reconstructed in the muon chambers, taking into ac-
count multiple scattering of the muon. At Level 1, events
were selected online by having at least one identified short
track ~called a ‘‘stub,’’ having at least two hits out of four
possible! in the CMU muon chambers with confirming hits
in the outer CMP muon chambers. At Level 2, events were
required to have a 4.7 GeV/cpT two-dimensional (r-f)
track in the central tracker pointing at a stub in the CMU. At
Level 3, events were selected that had a good 3-dimensional
track with pT.4.5 GeV/c pointing at muon stubs with at
least three hits in both the CMU and CMP chambers. Offline,
the muon candidate was required to pass tight track-stub
matching requirements: the momentum-dependent matching
x2 must have been less than 9 in the x-direction for both
CMU and CMP, and must have been less than 12 in the
z-direction for CMU. The x2 variables were calculated for
one degree of freedom. The muon track was required to have
pT.5.0 GeV/c as well as to have at least 3 ~of 4 possible!
hits in the SVX. For muons with pT above 6 GeV/c , the
trigger efficiency is essentially constant ~variation less than
1% with pT). Monte Carlo calculations indicate 90 percent
of the b quarks passing these requirements have transverse
momenta above 10.75 GeV/c .
Much of the 1800 GeV sample had the 4.7 GeV/c Level
2 muon trigger dynamically prescaled. At high luminosities,
these triggers were run with a very high prescale factor ~100
or more!, and as the luminosity decreased, the prescale fac-
tors were lowered until the trigger ran with no prescale. This
strategy maximizes the number of events recorded to tape,
but complicates the calculation of the live luminosity. We
elected to use the data itself to make this calculation. ~Run-
by-run bookkeeping yields a consistent result.! We looked at
muon events that passed an unprescaled 12 GeV/c muon
trigger and we subjected them to the same offline cuts used
for our sample, except that the minimum pT was required to
be 15 GeV/c . Every one of these events should have passed
the unprescaled 4.7 GeV/c muon trigger, so this sample al-
lows us to determine the effective prescale factor. We have
3943 such events, of which 1282 pass the prescaled trigger:
our raw luminosity must therefore be multiplied by a pres-
cale correction of 0.325060.0075. Applying this effective
prescale and the luminosity systematic uncertainty of 4.2%
@15#, we get an effective integrated luminosity of 623
630 nb21 at 1800 GeV.
At 630 GeV, this trigger had no prescale applied, and we
collected an integrated luminosity of 582624 nb21.
The uncertainties on the integrated luminosities are inde-03200pendent, so the uncertainty on the ratio is straightforward to
calculate. We obtain the ratio
L~630!
L~1800! [
E Ldt~630!
E Ldt~1800! 50.9346 .060.
III. b FINDING ALGORITHM
The short running time at 630 GeV required us to develop
a highly efficient b quark finding algorithm ~described in
detail below! based on triggered leptons of moderate pT .
This algorithm achieves its high efficiency by only partially
reconstructing the bottom hadron; the cost of this is rela-
tively poor momentum resolution of the bottom hadron on an
event-by-event basis. This resolution substantially contrib-
utes to the difficulty of making a differential cross-section
measurement.
To identify b hadrons, we begin with a muon as a seed.
We then select tracks with pT.1.0 GeV/c in a cone of R
[(Dh21Df2)1/2,1.0 and we require that the invariant
mass of the muon-track combination be below 5.3 GeV/c2
when the track is assumed to be a pion. From this sample we
select the track with the highest pT . The track and muon are
fit to the constraint that they come from a common point.
Events with a fit x2-based probability greater than 1% are
selected if they also possess a secondary vertex within 2 cm
of the primary vertex in the transverse plane. The number of
b hadrons is proportional to the number of events with the
two-track vertex ahead of the primary vertex ~a sample com-
posed of bottom hadrons plus mismeasured tracks! less the
number with the two-track vertex behind the primary vertex
~a sample composed predominantly of mismeasured tracks!.
In this context, ‘‘ahead’’ means that the secondary vertex
displacement r is in the direction of the momentum vector of
the bottom candidate and ‘‘behind’’ means that the secondary
vertex displacement is opposite the direction of the momen-
tum vector. We require the transverse flight distance (Lxy
[rpˆ T) of a b candidate to exceed 250 mm, and the back-
ground sample to have Lxy,2250 mm. Vertices with small
uLxyu are dominated by prompt particles.
Monte Carlo studies show that a few percent of real bot-
tom hadrons are reconstructed in the 2Lxy sample, that is,
behind the primary vertex. This exact fraction varies some-
what with different production models, most likely because
of the different DR and Df distributions between the b and
b¯ hadrons. However, a common feature of all Monte Carlo
studies is that this fraction is the same at both 630 GeV and
1800 GeV, so the procedure outlined above still produces an
accurate ratio of the number of events produced from colli-
sions at 630 GeV and 1800 GeV.
To reduce the contamination in our sample from charm
hadrons, we require the two-particle mass to be greater than
1.5 GeV/c2, where we assume the second track is a pion.
This is a very tight cut, being at the kinematic limit of charm
decays, and rejects approximately half the b→mh6X events.
There are also indications of a high background level ~for2-4
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JET @16# Monte Carlo studies show negligible charm con-
tamination after these selection requirements.
This algorithm differs from the ones used in our top quark
analyses, because the algorithms are designed to do quite
different things: our top quark analysis is designed to iden-
tify b’s in a relatively b-poor sample, whereas this algorithm
is designed to accurately count b’s in a relatively b rich
sample, with significant c-contamination.
IV. RELATIVE ACCEPTANCE CALCULATION
To calculate the relative acceptance of the detector at the
two different energies, two Monte Carlo datasets were cre-
ated for this analysis, one simulating data at As5630 GeV
and the other at As51800 GeV. Both use the Martin-
Roberts-Stirling Set A8(MRSA8) parton distributions and a
renormalization scale of m0[Amb21pT2 .
Ten million events were generated at each energy and for
a variety of parton distributions using a b-quark Monte Carlo
calculation with minimum b quark pT of 6.75 GeV/c and
uy u<1 and then fragmented using Peterson @11# fragmenta-
tion with e50.006. The 6.75 GeV/c point was chosen be-
cause in a sample 10% this size, no events passing our se-
lection requirements had a parent b quark with transverse
momentum below this value. This insures that the 10% of
events with b quark pT between 6.75 GeV and 10.75 GeV
are properly accounted for. Bottom hadron decays were then
simulated with version 9.0 of the CLEO B decay Monte
Carlo calculation @17#, using the standard decay tables. No
decays ~for instance b→m1X) were forced, as b→c→m is
about 5% of the total acceptance at 630 GeV, and 18% of the
total acceptance at 1800 GeV. Forcing the b to decay directly
to muons would skew the results.
Events with a muon with a transverse momentum of at
least 4.0 GeV/c were then simulated using a fast detector
simulation, and events with a muon candidate with a trans-
verse momentum of 5.0 GeV/c or greater were kept for fur-
ther analysis.
The number of Monte Carlo events in the 1800 GeV
sample passing all cuts is 4045667 after subtraction of
events with negative Lxy , and the equivalent number in the
630 GeV sample is 2850656. The relative acceptance
A630 /A1800 is therefore 0.70560.018.
A correction to this is necessary as the SVX acceptance in
the two datasets is not identical. The 630 GeV run had the
Tevatron’s final focus running at a nominal b* of approxi-
mately 75 cm rather than the usual value at 1800 GeV of 35
cm, which widened the z distribution of collisions, causing
more events to fall outside of the SVX acceptance. Addition-
ally, the mean primary vertex position was shifted with re-
spect to the 1800 GeV data.
We measured the acceptance from the data by looking at
good CTC tracks and asking how often a good SVX track is
associated with it. In particular, we use muons that pass all
the cuts in this analysis, although for calculating the accep-
tance we do not care if they are part of a b candidate or not.
We calculate the relative acceptance for the SVX in the
following way:03200A630/18005
@Nm~SVX !/Nm#630
@Nm~SVX !/Nm#1800
@Nm*~SVX !/Nm*#1800
@Nm*~SVX !/Nm*#630
.
The unstarred quantities are the number of muons in the
entire luminous region, and the starred quantities are the
number of muons in the region where the SVX efficiency
and acceptance are at their largest ~the region where the ver-
tex z-position is between 10 and 20 cm on both the east and
west sides!. This calculation is done to decouple the SVX
reconstruction probability from the difference in acceptance
due to the differing beam profile. This probability may be
different for muons from p and K decays than for prompt
muons and muons from heavy flavor decays, and the muon
sample composition may differ at the two energies. This
technique divides out this effect so that only the geometric
factor remains. This approach is equivalent to taking the
1800 GeV SVX efficiency curve and superimposing it on the
630 GeV beam profile. The measured values are shown in
Table I. We calculate a relative acceptance factor due to the
beam profile of 0.81760.014.
The Monte Carlo dataset used in the acceptance calcula-
tion was generated with pT(b).6.75 GeV/c2 to fully popu-
late the pT spectrum, but the convention is to quote the cross
section above a pT(min) such that 90% of the reconstructed
b quarks have pT.pT(min). For this analysis pT(min) is
10.75 GeV/c . Because of the different pT spectra at the two
energies, Monte Carlo datasets that have the same number of
entries for pT(b).6.75 GeV/c will not have the same num-
ber of entries for pT(b).10.75 GeV/c , so an additional cor-
rection factor of 1.28260.007 is necessary. The uncertainty
was obtained by varying the scale from m0 to m0/2 and 2m0
and varying b quark mass from 4.75 GeV/c2 to 4.5 and
5.0 GeV/c2. Combining all these factors yields a total rela-
tive acceptance A630 /A180050.73860.023.
A number of studies were made to insure the stability of
this result: we verified that gluon splitting to cc¯ does not
affect this result, nor is it sensitive to the fraction of b’s
produced by gluon splitting rather than 2→2 processes. We
also verified that the algorithm’s choice of fragmentation
tracks over b daughters is the same at both energies. Finally,
we verified that changing the track selection algorithm leaves
the ratio of cross sections unchanged, and we verified that we
were insensitive to the value of b quark lifetime when we
varied ct between 400 and 500 mm.
TABLE I. Quantities used to determine the silicon vertex detec-
tor acceptance.
1800 GeV 630 GeV
Nm ~all! 57882 28444
Nm ~with SVX track! 37825 14213
Nm* ~all! 13891 5913
Nm* ~with SVX track! 13219 52682-5
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A. b quark counting
The Lxy distributions at 1800 GeV and 630 GeV are
shown in Fig. 1 and 2 respectively. As shown in Table II in
the 1800 GeV sample, there are 3083 events at least
250 mm ahead of the primary vertex and 1527 events at
least 250 mm behind the primary vertex, yielding a forward
excess of 1556668 events. In the 630 GeV sample, there are
383 events at least 250 mm ahead of the primary vertex and
200 events at least 250 mm behind the primary vertex,
yielding a forward excess of 183624 events. Fitting the ex-
cess at positive Lxy yields a proper lifetime of 1.460.1 ps at
1800 GeV and 1.460.3 ps at 630 GeV, consistent with bot-
tom hadrons.
The ratio of observed b-quark candidate events ~before
correcting for acceptance! is therefore given by
N630 /L630
N1800 /L1800 50.1266 .020.
TABLE II. Number of candidate events at each energy.
1800 GeV 630 GeV
Luminosity (nb21) 628630 582624
Events Lxy.250 mm 3083 383
Events Lxy,2250 mm 1527 200
Forward Excess 1556668 183624
FIG. 1. The transverse flight distance distribution for b candi-
dates at As51800 GeV. The shaded region is the excess at large
positive Lxy .03200FIG. 2. The transverse flight distance distribution for b candi-
dates at As5630 GeV. The shaded region is the excess at large
positive Lxy .
FIG. 3. The ratio of s(b) at As5630 GeV to As
51800 GeV as a function of the minimum b-quark transverse mo-
mentum, pT(min). The inner error bars are statistical only, and the
outer ones include systematic uncertainties as well. This is com-
pared to the NLO QCD prediction using MRSA8 parton distribu-
tions; the central value is obtained with a b-quark mass of
4.75 GeV/c2 and a renormalization scale of m05Amb21pT2 . The
shaded region covers the variation obtained by varying the scale
between m0/2 and 2m0 and the mass between 4.5 and 5.0 GeV/c2.2-6
MEASUREMENT OF THE RATIO OF b QUARK . . . PHYSICAL REVIEW D 66, 032002 ~2002!B. Relative cross section
The relative cross section is given by
sb~pT.10.75!630
sb~pT.10.75!1800
5
Nb~630!/Nb~1800!
Ab~630!/Ab~1800!L~630!/L~1800!
which, when all the factors are put in, yields
sb~pT.10.75!630
sb~pT.10.75!1800
50.1716 .0246 .012
where the first uncertainty is statistical and the second is
systematic.
The theoretical prediction of NLO QCD @8,18# using
MRSA8 parton distributions @19# is 0.1746 .011. The uncer-
tainty was obtained by varying the renormalization scale
from m0 to m0/2 and 2m0 and by varying the b quark mass
from 4.75 GeV/c2 to 4.5 and 5.0 GeV/c2. Our results are
compared to NLO QCD predictions using MRSA8 and
MRS-twine ~MRST! @20# parton distributions in Figs. 3 and
4 respectively.
We can combine this with our measured B meson cross
section at 1800 GeV @1# and fragmentation ratios @21# to
obtain a cross section at 630 GeV which can be compared
directly with the results from the UA1 experiment @22#. This
is shown in Fig. 5.
FIG. 4. The ratio of s(b) at As5630 GeV to As51800 GeV as
a function of the minimum b-quark transverse momentum, pT(min).
The inner error bars are statistical only, and the outer ones include
systematic uncertainties as well. This is compared to the NLO QCD
prediction using MRST parton distributions; the central value is
obtained with a b-quark mass of 4.75 GeV/c2 and a renormaliza-
tion scale of m05Amb21pT2 . The shaded region covers the variation
obtained by varying the scale between m0/2 and 2m0 and the mass
between 4.5 and 5.0 GeV/c2.03200VI. CONCLUSIONS
The ratio of the b-quark cross sections at 630 and 1800
GeV matches well with the QCD prediction. Interpreting this
as an absolute cross-section measurement at 630 GeV shows
our measurement above the UA1 value, but not so far above
that the measurements would be inconsistent at the 95% con-
fidence level. The large b-quark cross section is not some-
thing that is specific to 1800 GeV data. It is interesting to
note that NLO QCD predictions using modern parton distri-
butions tend to be below the most recent UA1 points as well,
although at a level consistent with their uncertainties.
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FIG. 5. The b quark cross section at 630 GeV for CDF and
UA1. The solid line is the NLO QCD prediction using MRST par-
ton distributions using a renormalization scale of m05Amb21pT2 .
The dashed lines cover a scale variation between m0/2 and 2m0 and
a b-quark mass variation between 4.5 GeV/c2 and 5 GeV/c2. The
dotted line is the equivalent of the solid line except with MRSA8
parton distributions.2-7
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