Efficient Distributed Estimation of Inverse Covariance Matrices by Arroyo, Jesús & Hou, Elizabeth
EFFICIENT DISTRIBUTED ESTIMATION OF INVERSE COVARIANCE MATRICES
Jesu´s Arroyo*, Elizabeth Hou*
Department of Statistics, University of Michigan
ABSTRACT
In distributed systems, communication is a major concern due to is-
sues such as its vulnerability or efficiency. In this paper, we are inter-
ested in estimating sparse inverse covariance matrices when samples
are distributed into different machines. We address communication
efficiency by proposing a method where, in a single round of com-
munication, each machine transfers a small subset of the entries of
the inverse covariance matrix. We show that, with this efficient dis-
tributed method, the error rates can be comparable with estimation
in a non-distributed setting, and correct model selection is still pos-
sible. Practical performance is shown through simulations.
Index Terms— Distributed Estimation, Debiased Estimators,
Efficient Communication, Gaussian Graphical Models, Inverse Co-
variance Estimation
1. INTRODUCTION
The collection of copious and meticulous amounts of information
has led to the modern phenomena of datasets being both high-
dimensional and very large in sample size. These massive datasets
are distributed over multiple machines due to size limitations or
because data is collected and stored independently. Even in the case
when a single machine is large enough, there are efficiency, security,
and privacy concerns in aggregating all the data onto one machine.
Bandwidth restrictions can make impossible or inefficient to send
large amounts of data and the more communication in the system,
the more vulnerable it is to attacks. In addition, the raw dataset may
contain sensitive information in the individual samples such as in
medical or financial records. Thus, it is advantageous, if not neces-
sary, for each machine to be able to calculate compact estimates that
can be efficiently communicated and preserve the confidentiality of
the samples.
Estimation of the inverse covariance matrix is used in the anal-
ysis of different types of data, such as gene expression or brain
imaging. In particular, when samples are Gaussian, the non-zero
entries of the inverse covariance correspond to the edges of a Gaus-
sian Markov random field. Thus, accurately estimating the non-zero
pattern of the inverse covariance matrix is crucial.
In this paper, we develop a method for estimating a sparse in-
verse covariance matrix when the samples of the data are distributed
among machines. Our method is efficient in communication, in the
sense that only a single round of communication between each ma-
chine and a central hub is sufficient, and the bandwidth required is
small compared to the size of the matrix estimated.
1.1. Related Work
High-dimensional estimation of inverse covariance matrices is usu-
ally addressed by `1 penalized convex optimization [1, 2]. In a
*Both authors contributed equally
distributed setting, general frameworks for convex optimization in-
volve multiple rounds of communication between all machines [3,
4], which can be expensive. For some `1 penalization problems, the
communication cost can be reduced to a single round of commu-
nication [5, 6] by reducing the bias with bootstrapped or debiased
estimators [7]. Our work follows a similar approach as [6] for penal-
ized linear regression; however, we introduce efficiency not only in
the amount of communication, but also in the size of the communi-
cation channel. Related work on inverse covariance estimation has
focused on the case where variables are distributed and the structure
of the associated graphical model is known [8]. Here, our samples
are distributed, and we must estimate the structure of the matrix and
the value of its entries.
1.2. Outline
The rest of this paper is organized as follows: Section 2 presents a
communication efficient method for inverse covariance estimation in
a distributed setting. Section 3 studies the error rates of the estima-
tor and shows that model selection consistency is possible. Section
4 studies the practical performance and compares our method with
other distributed and non-distributed approaches. Proofs of the the-
oretical results are included in the appendix.
2. DISTRIBUTED INVERSE COVARIANCE ESTIMATION
BY DEBIASING AND THRESHOLDING
We work in a setting where samples are distributed among M dif-
ferent machines. Each observation is a vector of size p coming from
a distribution with covariance Σ and inverse covariance Θ. Let s be
the number of non-zero entries in Θ and d the maximum number of
non-zeros per row. Let S denote the set of non-zero entries of Θ and
Sc the set of zeros. We assume that the data is split equally over
all machines, where each machine has n observations, so we denote
Xm ∈ Rn×p as the data matrix on machine m. We are interested in
estimating Θ.
In a distributed setting, it is desirable to have a single round of
communication between each machine and the central hub. More-
over, bandwidth or storage capacity often limits the amount of data
that can be shared with the central hub, forcing the data to be dis-
tributed. Thus, our approach is based on constructing sparse esti-
mators on each machine that when aggregated in the central hub,
provide a good estimation for Θ.
In the high dimensional setting, where n  p, a common ap-
proach to obtain a sparse estimator of Θ is by minimizing the `1-
penalized log-determinant Bregman divergence. Thus on each ma-
chine, this estimator, known as graphical lasso, is defined as
Θˆm := arg min
θ∈Sp++
{
tr(θΣˆm)− log det θ + λ||θ||1,off
}
, (1)
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where ‖ · ‖1,off denotes the `1 norm of the off-diagonal entries
of a matrix, and Sp++ is the cone of positive definite matrices of
size p. For a single machine, this estimator has been studied and
shown to be asymptotically consistent in mean squared error with
rate OP (s log p/n) [9]. Moreover, the set of non-zero entries of Θˆ
coincides with S when λ √log p/n and under certain conditions
[10].
A naive approach for distributed estimation would be to average
the estimated Θˆm from each machine. However, this estimator is
biased due to the `1 penalty, and averaging only improves the vari-
ance, not the bias. We adopt a similar approach as [6] did for lasso
regression by trading-off the bias for variance.
The debiased graphical lasso estimator was proposed in order to
construct confidence intervals for the entries of Θ [11]. The idea of
this estimator is to invert the Karush-Kuhn-Tucker (KKT) conditions
of the optimization problem in equation (1) in order to get a debiased
estimator defined as
Θˆdm := Θˆm + Θˆm((Θˆm)
−1 − Σˆm)Θˆm. (2)
The debiased graphical lasso has the appealing property that each
entry of the matrix is asymptotically normal distributed. It is shown
that Θˆdm can also be written as
Θˆdm = Θ−Θ(Σˆ− Σ)Θ + ∆m, (3)
where ‖∆m‖∞ = OP (d log p/n) accounts for the bias, and the sec-
ond term in the equation is asymptotically normal [11]. The bias of
these estimators is of smaller order than the bias of the graphical
lasso, and the variance is reduced when we average these estimators
in the central hub to get an overall estimator 1
M
∑M
m=1 Θˆ
d
m. When
the data is not distributed into too many machines, the averaged es-
timator can get similar error rates in `∞ norm as the graphical lasso
performed on all the data (see Lemma 1).
The debiased graphical lasso estimator is not sparse. This fact is
problematic in a distributed setting, since it will require the transfer
of p2 entries, which might be larger than the data on each machine.
Under the sparsity assumption on Θ, we are actually only interested
in the value of s + p entries. Hence, on each machine we select the
most significant coefficients of Θˆm and send them to the central hub.
The sparse estimator is defined as
Θˆd,ρij := Θˆ
d
ij I
(
|Θˆdij | > ρ σˆij
)
,
where σˆij is an estimator for σ2ij = Var(Θi·X1·X
T
1·Θ·j) and I(E)
is the indicator of the event E. For gaussian random vectors, a good
estimator for this quantity is σˆ2ij = ΘˆiiΘˆjj + Θˆ
2
ij (Lemma 2 of
[11]). In order to achieve correct estimation (in the central hub) of
the support of Θ, it is optimal to send as many entries as possible. So
we let the threshold parameter ρ be a function of B, the bandwidth
of the communication channel from each machine to the central hub,
and we set ρ as the smallest threshold that still fits in the channel. In
Algorithm 1, we summarize the estimation procedure on each ma-
chine.
The average debiased graphical lasso estimator is also not
sparse, which might be unpractical, in particular because estimating
the set of non-zeros can be more important than the values of the en-
tries themselves. However, if the averaged estimator is thresholded
at a certain level τ  √log p/(nM), correct model selection on
the non-zero entries of the matrix is possible (see Theorem 1). Each
entry again requires an estimator of σ2ij . For normally distributed
data, we use Θ¯iiΘ¯jj + Θ¯2ij , where Θ¯ = 1M
∑M
m=1 Θˆ
d,ρ
m . Algorithm
2 shows the complete procedure in the central hub.
Algorithm 1 Thresholded Debiased Estimator
Machine: Do on each machine m
Input: Data matrix Xm, penalty λ, threshold ρ.
1) Define Θˆ as the solution of (1) with penalty λ.
2) Define Θˆd = Θˆ + Θˆ(Θˆ−1 − Σˆ)Θˆ.
3) Calculate an estimate σˆ2ij for σ
2
ij .
4) Threshold Θˆd, so Θˆd,ρij = Θˆ
d
ij I
(
|Θˆdij | > ρ σˆij
)
.
return Sparse matrix Θˆd,ρ.
Algorithm 2 Distributed Inverse Covariance Estimator
Central Hub:
Input: Estimators from each machine Θˆd,ρm , threshold τ .
1) Define ΘˆD := ΘˆD(ρ) = 1
M
∑M
m=1 Θˆ
d,ρ
m .
2) Calculate an estimate σˆ2M,ij for σ
2
ij .
3) Threshold ΘˆD , so ΘˆD,τij = Θˆ
D
ij I
(
|ΘˆDij | > τ σˆM,ij
)
.
return Overall distributed estimator ΘˆD,τ .
3. THEORETICAL RESULTS
In this section, we derive bounds for the estimation error of our
method. We show that the error of our distributed estimator has the
same rate as the non-distributed graphical lasso when the number of
machines increases slower than M . n/(d2 log p). Moreover, we
show that a bandwidth of size O(p2−c), with c an absolute constant,
is enough to correctly identify the set of non-zero entries of Θ.
The following assumptions are necessary in order for the graph-
ical lasso and debiased graphical lasso to have a good estimation
performance [10, 11], and we require them for our theoretical re-
sults.
(A1) There exists someα ∈ (0, 1] such that max
e∈Sc
||ΓeS(ΓSS)−1||1 ≤
(1− α) where Γ := (Θ)−1 ⊗ (Θ)−1 is the Hessian of (1).
(A2) There exists a constant L <∞ such that 1/L ≤ Λmin(Σ) ≤
Λmax(Σ) ≤ L where Λmin(Σ) and Λmax(Σ) are the mini-
mum and maximum eigenvalues of Σ.
(A3) The samples of the data are subgaussian random variables
X ∈ Rp, with E[X] = 0, Cov(X) = Σ and subgaussian
norm ‖X‖φ2 ≤ K.
(A4) The quantities |||Σ|||∞ and
∣∣∣∣∣∣(ΓSS)−1∣∣∣∣∣∣∞ are bounded,
where |||·||| is the opertor norm of a matrix.
In the literature, it is common to allow the error rates to depend
on the bounding constants from the previous assumptions. Here, in
order to keep the results simple, we state the error rates as a function
of the dimensionality (n, p,M ), sparsity (s, d), and smallest entries
of Θ, while keeping the other quantities bounded by absolute con-
stants.
The work from [11] studies the error rate of debiased graphical
lasso. This result can be extended to the average of multiple debiased
estimators as follows.
Lemma 1. Suppose that assumptions (A1) through (A4) hold, M <
p and define λm 
√
log p/n in equation (1). Then, the averaged
debiased graphical lasso estimator satisfies∥∥∥∥∥ 1M
M∑
m=1
Θd,ρm −Θ
∥∥∥∥∥
∞
= OP
(
max
{√
log p
Mn
, d
log p
n
})
.
The previous lemma splits the error rate of the distributed esti-
mator into two parts, which correspond to the variance and the bias.
The variance vanishes as the number of machines increases, but the
bias remains. However, when M . n/(d2 log p), the variance be-
comes dominant and the error is OP
(√
log p/(Mn)
)
. This is the
same error rate as the graphical lasso when the data is not distributed
[9]. Previous work shows similar results for distributed `1 penalized
regression [6]. Our method expands the framework to the graphical
lasso estimator. Additionally, in the next theorem we show that a
bandwith of size B  p2−c is enough to select the correct set of
entries and a similar rate for the mean squared error as the graphical
lasso on the full data.
Theorem 1. Suppose that (A1) through (A4) hold and M < p. De-
fine the tuning parameters of the algorithms as λ √log(p)/n and
τ  √log(p)/(Mn). If ηmin := min
(i,j)∈S
|Θij |
σij
= Ω(
√
log(p)/n),
then there exists a constant c ∈ (0, 1] such that the following results
hold for a bandwidth B = Ω
(
p2−c
)
.
1. Algorithm 2 recovers the correct set of non-zero entries of Θ
with high probability, that is,
P
(
S(ΘˆD,τm ) = S(Θ)
)
≥ 1−O (1/p) .
2. The mean squared error of the estimator given by Algorithm
2 satisfies
∥∥∥ΘˆD,τm −Θ∥∥∥2
F
= OP
(
(s+ p) max
{
log p
Mn
,
d2 log2 p
n2
})
.
(4)
4. SIMULATION RESULTS
To evaluate the performance of our distributed estimator, we conduct
a simulation study. We study the effect of varying the total sample
size by changing the number of machines in the distributed system.
We fix the number of variables to p = 1000 and the sample size on
each machine to n = 100. Samples were generated from a normal
distribution N(0p,Σ) such that Θ = (Σ)−1 has the form Θi,i = 1
and Θi,i+1 = Θi,i−1 = 0.4 for i = 1, . . . , p. Thus, the associated
Gaussian graph is a chain. All of our simulation results are calcu-
lated over 100 different trials.
To solve the problem (1), we use GLasso [2] with the R package
huge [12]. We set the tuning parameters λ and τ according to the
rates in Theorem 1, so for each machine λ =
√
log(p)/n and τ =√
log(p)/(Mn). The bandwidth is set to B = 10p, so only 1% of
the entries of Θˆdm are sent to the central hub.
We compare the performance of our distributed estimator (Dis-
tributed) with the following estimators.
1. (Naive) An estimator based on averaging the graphical lasso
estimators from each machine Θˆnaive = 1
M
∑M
m=1 Θˆm.
2. (Full) An estimator based on the full non-distributed data
given by the graphical lasso Θˆfull.
3. (Full Debiased) Since debiasing decreases the bias of the esti-
mation, we also compare with a thresholded debiased graph-
ical lasso estimator on the full data ΘˆD,full.
Fig. 1: Estimation error of the different estimators based on MSE
and `∞ norm. Note that Debiased Full has the same error in `∞ as
the Full estimator. For a small number of machines, the performance
of our distributed estimator is similar to that of the estimator on the
full data, and superior to the naive estimator.
Fig. 2: FPR and FNR for recovering the correct set of non-zero en-
tries of Θ using our distributed estimator. The number of machines
is set to 10 and we vary the tuning parameters of the algorithm. We
note the robustness of the estimators in recovering the correct sup-
port using different values of λ and τ .
In Figure 1, the errors of the different estimators are shown. In
general, a better estimator can be obtained using the full data, which
is expected. However, when the number of machines is small, the
performance of our distributed estimator is comparable to the esti-
mators on the full data, both in mean squared error and `∞ norm.
In mean squared error, when M is small, the debiased estimators
perform better because they trade off bias for variance. Thus, Debi-
ased Full performs the best and Distributed has similar performance.
Naive performs poorly under this norm for all M . In `∞ norm, the
performance of Full and Full Debiased is exactly the same because
the largest error is from the entries in the diagonal, which are equal
since the diagonal is not penalized. The error of Distributed is ap-
proximately the same for a wide range of values of M . However,
in M = 2, the performance of Distributed is affected by the band-
width since missing edges in any machine have a larger impact on
the error. But as the number of machines increases, the estimation
of Distributed becomes insensitive to the bandwidth.
To evaluate the robustness of the method against the selection of
the tuning parameters λ and τ , we measure false positive rate (de-
fined as percentage of zeros of Θ identified as edges by the estimator)
and false negative rate (defined as percentage of edges missed by the
estimator). We use the same settings as the previous scenario, but the
number of machines is fixed to M = 10. The values of the tuning
parameters for our method vary proportionally to λ = β
√
log(p)/n
and τ = β
√
log(p)/(Mn) with β between 0.2 and 2. The band-
width is still fixed at 1% of the entries. We observe that for a wide
range of parameters we recover the correct set of non-zeros.
5. DISCUSSION
We have proposed a method for estimating sparse inverse covariance
matrices when the samples of a dataset are distributed over different
machines. Our method agrees with other results for efficient dis-
tributed estimation in high-dimensional settings, and we also intro-
duced efficiency in the bandwidth size. Asymptotically, the perfor-
mance of our estimator is analogous to estimators with samples that
are not distributed. Our simulation results are consistent with the
theoretical rates and also show that we perform significantly better
than a naive approach to estimation in a distributed setting.
6. APPENDIX
Proof of Lemma 1. Using the decomposition given in equation (3),
we have∥∥∥∥∥
M∑
m=1
Θdm
M
−Θ
∥∥∥∥∥
∞
≤
∥∥∥∥∥Θ
(
M∑
m=1
Σˆm
M
− Σ
)
Θ
∥∥∥∥∥
∞
+
M∑
m=1
∥∥∥∥∆mM
∥∥∥∥
∞
=
∥∥∥Θ(Σˆ− Σ)Θ∥∥∥
∞
+
1
M
M∑
m=1
‖∆m‖∞ ,
where Σˆ is the covariance matrix using the full data. Thus, the first
term can be bounded as
∥∥∥Θ(Σˆ− Σ)Θ∥∥∥
∞
= OP
(√
log p/(Mn)
)
(equation (11) of [11]) and the second term can be bounded as
P
(
1
M
M∑
m=1
‖∆m‖∞ ≤ δ
)
≥ P (‖∆m‖∞ ≤ δ)M
= (1− 1/p2)M > (1− 1/p2)p > 1− 1/p
when M < p and δ √log p/n [10].
Lemma 2. Suppose assumptions (A1) through (A4) hold. Let γ be
a constant in [0, 1] and define the events
Eγ(ΘˆD(0)) =
{
|ΘˆDij(0)| > γσijηmin for (i, j) ∈ S
}
,
Nγ,b(ΘˆD(0)) =
 ∑
(i,j)∈SC
I
(
|ΘˆDij(0)| > γσijηmin
)
≤ b
 .
Thus, Eγ denotes the event that all non-zero entries of Θ in ΘˆD(0)
are above a threshold γσijηmin, and Nγ,b the event when at most
b entries of ΘˆD(0) corresponding to the zeros of Θ are above the
threshold. Then,
P (Eγ) = 1−O
(
se−0.5(1−γ)
2nM(ηmin)
2
)
P (Nγ,b) = 1−O
(
(p2 − s− b)e−0.5γ2nM(ηmin)2
)
Proof of Lemma 2. By the asymptotic normality of the debiased
graphical lasso entries [11], ΘˆDij(0) is asymptotically distributed as
N(Θij , σ
2
ij/(nM)). Therefore,
P
(Ecγ) ≤ ∑
(i,j)∈S
P
(
|ΘˆDij(0)| < tij
)
+ o(1)
≤ s max
(i,j)∈S
P
(
|Z +
√
nM
Θij
σij
| < γ
√
nMηmin
)
+ o(1)
≤ sP
(
Z < −(1− γ)
√
nMηmin
)
+ o(1),
where Z is a standard normal random variable. Using a similar ar-
gument, the second event can be bounded as
P
(N cγ,b) = P
 ⋃
A⊂Sc
|A|≤b
⋂
(i,j)∈Ac
(|ΘˆDij(0)| ≥ tij)
+ o(1)
≤ min
A⊂Sc
|A|≤b
∑
(i,j)∈Ac
P
(
|Z| ≥ γ
√
nMηmin
)
+ o(1)
≤ 2(p2 − s− b)P
(
Z ≤ −γ
√
nMηmin
)
+ o(1)
Using tails of a normal distribution, the results follow.
Proof of Theorem 1. Part 1. In order to recover the correct set
of non-zero entries, the event Eτ (ΘˆD(ρ)) ∩ Nτ,B−s(ΘˆD(ρ))
must hold. Note that if in Algorithm 1, the threshold given
by the bandwidth contains all non-zero entries, then ΘˆDij(ρ) =
ΘˆDij(0), for (i, j) ∈ S. Moreover, since P
(
|ΘˆDij(ρ)| > h
)
≤
P
(
|ΘˆDij(0)| > h
)
for (i, j) ∈ SC and all h > 0, then, by con-
ditioning on the event ∩Mm=1
(
Eρ(Θˆdm)) ∩Nρ,b(Θˆdm)
)
, it holds
that
P
(
Eτ (ΘˆD(ρ)) ∩Nτ,0(ΘˆD(ρ))
)
≥
P
(
Eτ (ΘˆD(0)) ∩Nτ,0(ΘˆD(0))
)
P
(
∩Mm=1
(
Eρ(Θˆdm) ∩Nρ,b(Θˆdm)
))
.
Using the conditions of Theorem 1, in particular the size of
ηmin, and by Lemma 2, it holds that the first term of the product
is 1 − O (p−1). Similarly, using Lemma 2 again, we calculate the
probability of correct recovery in all machines
P
(
∩Mm=1
(
Eρ(Θˆdm) ∩Nρ,B−s(Θˆdm)
))
=
(
1−O
(
1
p1+c1
))M
,
which is 1 − O
(
1
p
)
when M < p, and c1 > 0 is an absolute
constant. Thus, correct model selection holds with high probability.
Part 2. Using the equivalence between `∞ and Frobenius norm to-
gether with the correct recovery result of part 1, we obtain equation 4
as a consequence of multiplying the result of Lemma 1 by p+s.
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