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The aim of this research is to develop a secondary
weather station prototype for measurements of
temperature, humidity and atmospheric pressure. To
validate the operation, a variance analysis and an
experimental design r&R were conducted. The TMP36,
RHT03 and BMP085 sensors were selected for Arduino
UNO platform and calibrated with a weather station and
a digital hygrometer certifies by the authorities. Our
system uses open hardware and software and is a low
cost weather station designed for environmental
analysis. 
Key words Weather station, variance analysis,
repeatability and reproducibility (r&R), sensors
RESUMEN:
El objetivo de esta investigación es desarrollar un
prototipo de estación meteorológica secundaria para
mediciones de temperatura, humedad y presión
atmosférica. Para validar la operación, se realizó un
análisis de varianza y un diseño experimental r&R. Los
sensores TMP36, RHT03 y BMP085 fueron seleccionados
para la plataforma Arduino UNO y calibrados con una
estación meteorológica y un higrómetro digital
certificado por las autoridades. Nuestro sistema utiliza
hardware y software abiertos y es una estación
meteorológica de bajo costo diseñada para el análisis
ambiental. 
Palabras clave Estación meteorológica, análisis de
varianza, repetitividad y reproducibilidad (r&R),
sensores.
1. Introduction
Knowledge about climate behavior and its prediction is vital in order to prevent ecological,
economic and social damage. For this reason, this is an issue that is responsibility for
government, trade, agriculture, and other range of entities that are interested in knowing how
climate can affect them (Fridzon et al., 2009; Abistado et al., 2014; Palmer, 2014;). In the
agriculture case, it is vital to predict climate variables that have a significant influence on the
product, such as periods of rainfall or lack of it, even when it is one of the most difficult
variables to determine due to the nature of the atmospheric processes (Antolik, 2000; Fedele et
al, 2014; McIntosh et al, 2007). It is necessary to help farmers to provide them a basis for
making decisions (Ghile and Schulze, 2009; Mishra et al., 2013), especially in crops that
depend solely on rain, such as the rainfed agriculture (Zinyengere et al, 2011; Peng et al,
2014). On the other hand, climate monitoring in cities is important in applications focused on
early warning systems to detect events such as flash floods, tornadoes, flood risk and forest
fires (Cama-Pinto et al, 2016; Azmil et al, 2015).
Widespread use that it is given to meteorology stations for measure or prediction in zones
destined to agriculture (Doeswijk and Keesman, 2005; Montoya et al., 2013) has suffered an
increase nowadays, largely due to worry about global climate change and phenomena like heat
and cold waves, flooding, storms and strong wind affect crops and people's health negatively
(De Sario et al., 2013; Borick and Rabe, 2014; Meléndez et al, 2017), produced, mainly, due to
the greenhouse emissions that are causing a rise in sea level and also a decrease of ice in the
Polar Regions (Ford et al., 2014; Liu et al., 2014). However, this phenomenon doesn't only
affect to the increase in temperature, also in a contrary way, it produces big disasters by
freezing (Zhang et al., 2013). In fact, nowadays, it is being given more importance to study the
meteorology in other points on earth, as the Antarctic Continent, jungle regions from North
Africa or South America's Amazon jungle, whose vegetation plays a vital role in global climate
(Geissler and Masciadri, 2006; Cama et al., 2013; Schmidt et al., 2014).
For this reason, and having in mind the advances in electronic and construction of sensors and
transducers, this research has developed an embedded prototype which gives a suitable
management for analysis and acquire environmental information in order to obtain advantages
in crops managing, displaying several of these stations in areas within a region with different
microclimates (Catania et al., 2013), whose density is determined by the number of
environmental factors to be monitored and its spatial variations (Ndzi et al., 2014). This device
is an open development platform, has all kind of functions that make the information
management an easier process, allowing be a important alternative for that an integral device
manages all needed variables to supervise the measurement and predict atmospheric and
climatic events and use collected data to elaborate predictions as of numerical models. This fact
means that the cost of the device is less than other commercial devices. Therefore, it makes far
easier the design, and also the project budget can be lower.
Nevertheless, academic world has had limited researches about sensors, due to the high cost of
this kind of devices (Anzalone et al., 2013). Therefore, it appears the necessity of set out new
possibilities of studying about open hardware platforms like Arduino. Its development
environment is well known and due to this fact, is one of the most frequent choices for
developing project of monitoring systems. For example: images monitoring, measure electric
current in a Smart Grid, supervision of variables environmental in agronomy, measure the
temperature in greenhouses or measure humidity levels in the ground of cultivated fields (Yu et
al., 2014; Sung et al., 2014, Cama et al 2017), measure the temperature, humidity, air quality
in industrial sectors, inclusive in applications for immersive virtual environment (Comas-
Gonzalez et al, 2016). Because of this, in this paper we proposed a evaluation of a Synoptic
Meteorological Station named “Open Forecast”, using static analysis through of ANOVA and an
r&R experiment design. These analyze the conditions for the proof in the selection of the
sensors implementation in the Station.
 
To accomplish the increased demand for agricultural products due to the growing world
population, are necessary new ways to make existing agricultural processes more efficient
(Kaloxylos et al, 2012; Blank et al, 2013), being one of them, the meteorological knowledge
that influence over the crops. Therefore, in our work we have designed a meteorological station
"Open Forecast" applying experimental design technique on Arduino platform (Arduino, 2014),
with aim to obtain a complete measurement of the main environmental variables used in
agriculture: temperature, humidity and atmospheric pressure (Michaels, 1982; Coelho and
Costa, 2010; Luo et al., 2014).
The rest of this paper is organized as follows: the section 2 explains the methodology for the
work development. The section 3 shows the results obtain with the application of the
experimental design for the selection of the sensors. Finally, the conclusions are described.
2. Methodology.
This section shows the methodology for the selection of sensors to work with the Arduino
platform in order to design a low-cost synoptic meteorological station through an ANOVA and
r&R experimental design. The station will be used as a support tool in environmental
measurement tasks applied to agriculture and Internet of Things (IoT). For this, climate-related
variables such as temperature, relative humidity and atmospheric pressure are chosen, because
those variables are the most used and also, allow synthesizing the climate behaviour of a
region. Besides of that, this information matches with a type of weather station called synoptic
station (Varfi et al., 2009; Yan et al., 2009; Kousari et al., 2011).
2.1. Hardware.
2.1.1 Arduino.
The criterion to select Arduino UNO platform were the attributes for the project target
(processor speed, available memory, energy consumption, etc) and the circuits and ports for
the connection of external devices (sensors, GSM modems, etc) required for each specific
project. The main reasons to choose them are: a small price of implementation and installation,
a high compatibility (several different shields), open licenses and multiplatform software (based
on Processing). This device differs from the main family, because it includes a MOSFET chip that
can supply power by an auto selection system (DC/USB). Moreover Arduino UNO devices have a
boot loader (OptiBoot) that allows loading programs up to 115 Kbps and it uses only 512 Bytes,
maximizing the memory using.
2.1.2 Weather Station Vantage Pro2
For the test and verification process of the data, Vantage Pro2 (Vantage, 2012) was chosen,
because it is the weather station at the “Universidad de la Costa”. This dispositive has wireless
transmission up to 300 mts and it is powered outside with solar energy. This use WeatherLink
software through USB or RS232. It has a programmable data logger until 120 minutes, a
storage capacity of 2560 data sets and the possibility to generate additional sensors' registers.
Vantage pro 2 make measurements of ambient variables such as temperature: from -40º to +
65ºC (± 0.5º); Humidity: from 0 to 100% (± 3%); Pressure: from 540 to 1100 (± 1.0 hPa);
Windspeed: from 3 to 241 km / h (± 5%); Direction: from 0º to 360º (± 4º); Rainfall: from 0
to 9999 mm/d.
2.1.3 Sensors for Open Forecast
For the sensors in the market, several parameters were kept in mind, like if they could be so
digital or analogical sensors; also if they are popular on the market, which means, easy to
acquire. Because a medium price with high reputation in its results ensures a minimum costs
with high quality. The table 1 describe the sensors features analyzed on a previous stage
(Figure 1), before deciding which ones are finally the chosen for this prototype.
Figure 1











Temperature TMP36 2.7 V to 5.5 V +/- 2º C < 50 µA -40ºC to 125ºC
MCP9700 2.3 V to 5.5 V +/- 2º C 6 - 12 µA -40ºC to 125ºC
RTH03 3.3 V to 6 V +/- 0.2º C 1 - 1.5 mA -40ºC to 125ºC
Humidity RTH03 3.3 V to 6 V +/- 2 % 1 - 1.5 mA 0 to 100 %
HIH4030 4 V to 5.8 V +/- 3.5 % 200 - 500 µA 0 to 100 %
Barometric BMP085 3.3 V to 6 V +/- 1 hPa 650 - 1000 µA 300 to 1100 Kpa
MPL115A1 2.37 V to 5.5 V +/- 1 KPa 3 - 10 µA 50 to 115 Kpa
2.2. Implementation of the experimental design.
For a scientific evaluation that allows the selection of the sensors, which present better
performance in their measurements together with Arduino UNO, an analysis of variance
(ANOVA) and a r&R experimental design by to determine if there is a statistically significant
difference was suggested. To establish whether a sensor provides better performance than the
other, according to the important factors established to compare them. For this experiment,
100 repetitions were carried out at different times in order to average the samples needed to
validate the study performed.
For this step, the samples cycle is started in order to select the sensors with a better
performance against the weather station. Initially, to analyze this behavior and know how to be
grouped sensors and allowing to establish the randomization of the tests, it was made a design
of experiments 2^k factorial, using the software tool Minitab v16 with factor 3, factor level of
5.2.2, 100 executions of the experiment and 5 repetitions, giving the results reported in Table
2:
Table 2
Description of 2k factorial experimental design.
Factor Name Levels
A Sensor_Temp "MCP9700" "TMP36" "RHT03" "MPL115A1" "BMP085"
B Sensor_Pressure "BMP085" "MPL115A1"
C Sensor_Humidity "RHT03" "HIH4030"
 
Subsequently, the samples are prepared to verify a normal operation that delivers remarks
about the results obtained from the sensors:
The sensor HIH430 presented data with a progressive increment in a very high manner.
The sensor RHT03 had disadvantages with the processing of the data from errors of the reading
assigned-code.
The analogical sensor (MCP9700, TMP36) deliver wrong data since the beginning of the test, but
during it, the calibration curve fitted to the expected data.
Barometric Sensor (BMP085, MPL115A1) expressed as temperature measurements, an internal
temperature that was significantly higher than the room temperature.
 
Because of this, modifications were made to sensor codes that had drawbacks in
measurements. Also, the temperature measurement from the barometric sensors (BMP085,
MPL115A1) was discarded. After, data blocks were sampled, allowing assessment of controllable
design factors (internal heating and voltage differences) and uncontrollable (altitude, climate
and environmental conditions). So that's not deliberately controlled factors influenced on
response of the most interesting variables for the experiment (temperature, humidity and
atmospheric pressure). Later, was applied the variance's analysis (ANOVA) to determine
variability between the measurements and nominal factor. A new session of samples was
organized as shown in Figure 2.
Figure 2
Equipment used in sample stage. Left: Prototype with Arduino (v0.1). 
Right: Prototype with Arduino (v0.1) vs Vantage Pro2
For this new test day, the sensors were distributed into five blocks, each with 6 iterations in
one-minute intervals, generating the values shown in Table 3 and Table 4.
Table 3
Temperature samples on the Open Forecast and Vantage Pro 2 Station
SENSOR Time
Sample Number (in min.)
Average
1 2 3 4 5 6
RHT03
10:15 a.m.
33,5 31,3 33,6 34,7 34,3 34,8 33,7
TMP36 31,05 32,03 31,05 33,01 32,03 32,03 31,87
MCP9700 31,54 33,01 32,52 31,54 31,54 32,52 32,11
Vantage Pro 2 30,7 30,7 30,6 30,6 30,7 30,6 30,65
RHT03
10:22 a.m.
33,2 34 34,6 34 34 33,9 33,95
TMP36 30,57 31,05 31,54 29,59 29,59 30,57 30,49
MCP9700 30,57 32,52 31,05 31,54 33,01 30,08 31,46
Vantage Pro 2 30,6 30,6 30,6 30,6 30,5 30,5 30,57
RHT03
10:29 a.m.
34,6 33,8 33,7 33,9 34 33,6 33,93
TMP36 30,57 31,05 31,54 32,03 32,03 31,05 31,38
MCP9700 32,03 30,08 31,05 33,5 31,54 32,03 31,71
Vantage Pro 2 30,6 30,6 30,6 30,6 30,6 30,5 30,58
RHT03
10:35 a.m.
34,1 34,9 34,3 34,1 34,8 35,2 34,09
TMP36 31,54 30,57 31,05 31,54 32,03 32,03 30,36
MCP9700 32,52 34,47 32,52 33,9 33,01 32,03 31,43
Vantage Pro 2 30,4 30,5 30,5 30,5 30,4 30,4 30,45
RHT03
10:42 a.m.
35,4 35,7 36 36,2 37,5 37,5 33,83
TMP36 32,52 31,05 33,5 31,54 32,52 32,03 31,61
MCP9700 34,47 32,52 34,47 33,01 36,43 33,98 31,97
Vantage Pro 2 30,6 30,6 30,7 30,8 30,9 31 30,77
The beginning of the sampling system was performed 10 min after initialized (when was
stabilized)
Table 4
Humidity samples on the Open Forecast and Vantage Pro 2 Station
SENSOR Time
Sample Number (in min.)
Average
1 2 3 4 5 6
HIH4030
11:09 a.m.
15,9 18,23 18,79 19,57 16,98 19,46 18,16
RHT03 45,7 44,6 46 48,8 49,4 48,7 47,2
Station 49 50 50 50 50 50 49,83
HIH4030
11:15 a.m.
24,89 11,93 30,52 22,84 20,75 27,14 23,01
RHT03 47,1 47,5 47,8 46,9 48 47,4 47,45
Station 50 50 50 50 50 50 50
HIH4030
11:21 a.m.
26 19,79 21,55 18,8 19,99 18,87 20,83
RHT03 48,3 47,4 46,5 47,1 46,4 44,9 46,77
Station 50 50 50 50 50 51 50,17
HIH4030
11:28 a.m.
16,45 15,09 21,08 15,42 10,68 0,82 13,26
RHT03 43,6 43 46,4 46 43,9 41,7 44,1
Station 51 51 51 51 51 51 51
HIH4030
11:34 a.m.
7,23 5,59 7,05 17,2 8,52 15,6 10,2
RHT03 41,6 42,5 42,7 45,2 44,3 43 43,22
Station 50 50 50 50 50 52 50,33
The beginning of the sampling system was performed 10 min after initialized (when was
stabilized)
For all the tests performed the atmospheric pressure measurements were the same and did not
present fluctuations as in the other variables, due to effects such as maintaining the same
altitude in the measurements. Accordingly, it is noteworthy that during the day of
measurements both Vantage Pro2 Weather Station and the "Open Forecast" platform remained
the same height, meaning thereby discarding the values of atmospheric pressure.
3. Results
Upon finished the tests of the above section, the data for temperature sensors were arranged in
the Minitab v16 statistical tool and generating the following ANOVA designs graphs, to be
obtaining through the Fisher LSD method (Fig. 3). The means for each pair of factor levels and
error rate of individual were compared with a significance level of 5% and a confidence level of
95%.
Fig. 3
Residual plot for temperature sensors
Upon analyzing the residual plot (Fig. 3) for the temperature sensors, a distribution three in
one is presented, where in the first from left to right, is the normal probability of residues chart,
followed by residues versus settings chart, and finally the histogram of residue. The normal
probability of residue chart shows a straight line for the accuracy of the temperature sensors
measurements, so it is valid to say that there is no evidence of non-normality, skew ness,
outliers or unidentified variables. The residues versus the adjusted values chart shows that
residues appear to be scattered randomly around zero. It is evident that there is no presence of
non-constant variance, i.e. residues that increase or decrease with the adjusted values in a
funnel-form pattern, missing terms or outliers. The histogram of residue shows the distribution
of residue for every observation, and for the data about the accuracy of the temperature
sensors, it can see that there is no skew ness or outliers.
The analysis of graph 4 shows of individual data values and the box data of the temperature
sensors:
RHT03 sensor values were generally more distant.
The variability in the data due to the factor is the same for all three data sets, but looking at the
charts, you can see a significant difference in the means for each case.
There is not point that are unusually larger or smaller than the rest (outliers).
The sensor RHT03 has farthest values and larger mean and median, which result in lower accuracy
for the measurement data.
The TMP36 sensor has the closest values, the mean and the smallest median, inferring more
accurate data.
The first middle half of the data for the TMP36 sensor is spread, as indicated by the median of its big
box.
The TMP36 sensor also has a larger general range, as indicated by the ends of the limits, which
represent the upper and lower 25% of the data values.
No outliers, represented by asterisks (*) in the data for any of the levels.
Fig. 4
Individual values and box plot for temperature sensors
 
The residual chart for humidity sensors (Fig. 5) is obtained similarly, and a distribution three in
one is presented, where the first from left to right, is the normal probability chart of residue,
followed by residues versus settings chart and finally by the residue histogram.
The normal probability of residue chart shows that the accuracy of the humidity sensors
measurements follows a straight line, so it is valid to say that there is no evidence of non-
normality (data that deviate from a normal distribution.), skew ness, outliers or unidentified
variables. The residues versus the adjusted values chart shows that residues appear to be
scattered randomly around zero. It is evident that there is no presence of non-constant
variance, i.e., residues that increase or decrease with the adjusted values in a funnel-form
pattern, missing terms or outliers. The histogram of residue shows the distribution of residue
for every observation, and for the data about the accuracy of the humidity sensors, it can see
that there is no skew ness or outliers. It is important to consider the methods of regression and
ANOVA applied, kept the following assumptions regarding the errors:
The errors are normally distributed with zero mean.
The error variance does not change for different levels of a factor or in accordance with the values of
the predicted response.
Each error is independent of all other errors.
Fig. 5
Residual plot for humidity sensors
The fig 6 shows the individual data values of the humidity sensors charts and the data box
charts and is analyzed:
The values of sensor HIH-4030 were the farthest.
The variability in the data due to the factor is significantly distant to the two data sets, with a
significant difference in the means and medians for each case.
There are not points, which are unusually larger or smaller than the rest (outliers).
The sensor HIH-4030 has too distant values and a much larger mean and median, which results in a
bad accuracy for the measurement data.
The sensor RHT03 has nearby values, the mean and the smallest median, inferring more accurate
data.
The middle half of the data for the sensor RHT03 is little bit scattered, as indicated by the median of
its big box.
The sensor HIH-4030 also has a comprehensive range of larger, as indicated by the ends of the
limits, which represent the upper and lower 25% of the data values.
Not outliers, represented by asterisks (*) in the data for any of the levels.
Fig. 6
Individual values and box plot for humidity sensors
-----
Fig. 7
Graph Temperature and Humidity Sensors vs Station Vantage Pro 2
From the analysis of the condensed information of ANOVA designs made with the software
Minitab and crossing data of the sensors and Vantage pro 2 Station (Figure 7), the selection of
the TMP36 sensors for temperature measurement and the RHT03 sensor for measuring
humidity are made. It is important to note that this selection is closely related to the analysis of
the graphs provided by the design of experiments, mainly, graphs of individual values and
graphs of boxes, since they are configured to work with small data sets, ensuring better
responsiveness with respect to the statistical analysis of data. The sensor BMP085 was select
for the Open Forecast due to libraries supplied by the manufacturer and a better fitting for the
designed system. The statistical data not were considered, as explained above. This selection
provides a weather station with the following limits or ranges, intrinsically to the physical or
material of each sensor values:
Temperature: −40°C ≤ TA ≤ +125°C
Humidity: 0-100% RH (Relative humidity)
Atmospheric pressure: 300-1100 hPa (Hecto Pascals)
To perform the calibration process a digital hygrometer from manufacturer Taylor was available,
reference 1523 (Taylor, 2009), previously calibrated by a certified institute as the INCONTEC
(Colombian Institute of Technical Norms and Certification), for the case Metrological Research
for the Caribbean entity, METROCARIBE S.A, that evaluated all the regulatory and legal
perspective to support the measurement and selection processes, so that they were able to
reduce the variability of the results, guaranteeing performance and stability of the prototype
Open Forecast.
For the analysis of the information an experimental design technique was proposed like the
used in similar studies as in (Weber et al., 2014; Geng et al., 2013) and (D'Apuzzo et al.,
2011). From such requirement, the R&R study (Evans et al., 2013) of the measurement system
of the Minitab tool is implemented (Manivannan et al., 2010) in order to control the quality and
monitor changes in critical processes, ie, help to identify problems that exist with the
measurement system, and thus have a backup of the data or by failing to make real
improvements in their processes. It is important to point, that the r&R studies determine it the
inconsistencies in the measurement system are large enough to invalidate it (Low et al., 2009),
and based on the set of parameters can be considered in detail the interpretation of the results
shown in Figure 8:
In the Figure 8, it is important to note that for measurements the repeat and Reproducibility
bars do not sum to the r&R study of the measuring system because these percentages are
based on standard deviations, not variances. The R Graph it should be ensured that any point
on the graph is not located above the upper control limit (UCL), hence confirming that the
operator is measuring the parts uniformly. For the measurement by an operator determine
whether the measurements and the variability between operators, this shows that are uniform.
For the case above, operators can realize uniform measurements, ensuring similar
measurements. The measurements by a part graph show average measurements by each
operator for each part, showing that the averages vary significantly. This should occur because
the parts chosen for study should represent the full range of possible parts. The following
ranges of selection are taken into account:
r&R < 10%                    Suitable
10% ≥ r&R   ≤ 30%    Reserves
r&R > 30%                    Not suitable
Fig. 8
r&R of the measurement system for temperature variables
In the exposed case, the temperature variable characterization shows that the r&R of the total
measurement is 3.750%, which allows the TMP36 sensor to be suitable for the implementation
in the Open Forecast platform.
After the analysis of the data of the temperature variable, it continued with the interpretation of
the RHT03 humidity variable as part of the sensor and the graphs presented in Figure 9 were
obtained:
For the fig. 9, the components of variation graph indicate similarly that the Repeat and
Reproducibility bars do not sum to the R&R study of the measuring system because these
percentages are based on standard deviations, not variances. The measurements by part graph
shows measurements-parts interaction that averages vary significantly. This should occur
because the parts chosen for this study should represent the full range of possible parts. On the
measurements by operator graph can be seen than the absence of outliers and the operators
make uniform measurements, ensuring similar measurements. On the measurements by part
indicate for the case exposed, the humidity variable characterization that the R&R of the total
measurement is 7.0928%, which allows the RHT03 sensor to be suitable for the implementation
in the Open Forecast platform.
Fig. 9
r&R of the measuring system for humidity variables
4. Conclusions
The aim of this research was to design and development a low cost weather station for
environmental analysis. This paper discuss the elaboration of a high efficiency prototype that
fulfills all the characteristics of a synoptic station by using three types of sensors for the
measurement of the temperature, humidity and atmospheric pressure variables (TMP36 sensor,
RHT03 sensor, BMP085 sensor respectively). The weather station was denominated “Open
Forecast”, and it has a net value close to $75 USD with the advantages of using elements 100%
open in their documentation, software and hardware guaranteeing that every interested person
or institution can improve the system implementing or migrating it to the specific needs of the
place or climatic zones. As it can be proved in this paper, the weather station was evaluated for
6 sensors (2 ambient temperature, 2 relative humidity and 2 atmospheric pressure) with a total
net cost of round $125 USD, without taking into count the intrinsic difficulties of the materials
and elaboration conflicts due to incompatibilities with the libraries provided by the
manufacturers. Nevertheless after the determination of the principal design factors and the
execution of the previously mentioned techniques and statistical studies, it was possible to
reduce the variability of the answer, allowing saving 60% of the costs and improvements of
performance and stability of the weather station. In order to continue and promote the
development of this knowledge, details of the study have been recorded in a web (Open-
Forecast Project, 2014). This study has highlighted implications for future weather stations in
environmental studies on evaluating the effectiveness of these open systems.
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