We investigate the Anderson metal-insulator transition for random Schrödinger operators. We define the strong insulator region to be the part of the spectrum where the random operator exhibits strong dynamical localization in the Hilbert-Schmidt norm. We introduce a local transport exponent β(E), and set the metallic transport region to be the part of the spectrum with nontrivial transport (i.e., β(E) > 0). We prove that these insulator and metallic regions are complementary sets in the spectrum of the random operator, and that the local transport exponent β(E) provides a characterization of the metal-insulator transport transition. Moreover, we show that if there is such a transition, then β(E) has to be discontinuous at a transport mobility edge. More precisely, we show that if the transport is nontrivial then β(E) ≥ 1 2d , where d is the space dimension. These results follow from a proof that slow time evolution of quantum waves in random media implies the starting hypothesis for the authors' bootstrap multiscale analysis. We also conclude that the strong insulator region coincides with the part of the spectrum where we can perform a bootstrap multiscale analysis, proving that the multiscale analysis is valid all the way up to a transport mobility edge.
Introduction
In his seminal 1958 article [An] , Anderson argued that a Schrödinger operator in a highly disordered medium would exhibit exponentially localized eigenstates, in contrast to the extended eigenstates of a Schrödinger operator in a periodic medium. For a Schrödinger operator with a random potential and spectrum of the form [E 0 , ∞), the following picture (e.g., [LGP, Section 4.2] ) is widely accepted: The region of the spectrum near the bottom of the spectrum E 0 results from large fluctuations of the potential, with the corresponding states localized primarily in the regions of such fluctuations. But in three or more dimensions, at very large energies the kinetic term should dominate the fluctuations of the potential to produce extended states. Thus a transition must occur from an insulator regime, characterized by localized states, to a very different metallic regime characterized by extended states. The energy E me at which this metal-insulator transition occurs is called the mobility edge. The medium should have zero conductivity in the insulator region [E 0 , E me ] and nonzero conductivity in the metallic region [E me , ∞). The standard mathematical interpretation of this picture is that the random Schrödinger operator should have pure point spectrum with exponentially decaying eigenstates in the interval [E 0 , E me ] and absolutely continuous spectrum on the interval [E me , ∞).
Fortysome years have passed since Anderson's article, but our mathematical understanding of this picture is still unsatisfactory and one-sided: we know that there exists an energy E 1 > E 0 such that the random Schrödinger operator exhibits exponential localization (i.e., pure point spectrum with exponentially decaying eigenstates) in the interval [E 0 , E 1 ] (e.g., [GMP, KS, FS, HM, FMSS, CKM, vDK, AM, Ai, CH1, Klo2, KSS, Wa2, GK1, Klo3, Klo4, GK3] ). But up to now there are no mathematical results on the existence of continuous spectrum and a metal-insulator transition. (Except for the special case of the Anderson model on the Bethe lattice, where one of us has proved that for small disorder the random operator has purely absolutely continuous spectrum in a nontrivial interval [Kle1] and exhibits ballistic behavior [Kle2] .) The existence of a mobility edge separating pure point spectrum from pure absolutely continuous spectrum remains a conjecture. Moreover, the issue of the nature of the metal-insulator transition, if it exists, is widely open. The possibility of an interval of singular continuous spectrum interpolating between the pure point spectrum and the expected absolutely continuous spectrum cannot be ruled out, nor can the possible coexistence of spectra of different type (but see [JaL] ).
The intuitive physical notion of localization has also a dynamical interpretation: an initially localized wave packet should remain localized under time evolution. In a periodic medium there is ballistic motion: the n-th moment of an initially localized wave packet grows with time as t n [AK, KL] . In a random medium the insulator regime should exhibit dynamical localization: all moments of an initially localized wave packet are uniformly bounded in time.
Exponential and dynamical localization are not equivalent notions. Although dynamical localization implies pure point spectrum by the RAGE Theorem (e.g., the argument in [CFKS, Theorem 9 .21]), the converse is not true. Dynamical localization is actually a strictly stronger notion than pure point spectrum: exponential localization can take place whereas a quasi-ballistic motion is observed [DR+1, DR+2] . Dynamical localization always excludes transport, but exponential localization may allow transport. (See also [DR+2, Tc] for an analysis of the difference between the two notions of localization.) These considerations raise the question of what is the appropriate characterization of the insulator region.
But in spite of the differences between exponential and dynamical localization, it turns out that for the Anderson model, the most commonly studied random Schrödinger operator, wherever exponential localization has been proved, so far, so has dynamical localization, even strong (i.e., in expectation) dynamical localization, both on the lattice [Ai,ASFH] and on the continuum [GDB, DSS, GK1] . (For similar results in related contexts see [Ge, DBG,JiL, GJ, DSS] .) In fact, one can always proves more: strong dynamical localization in the Hilbert-Schmidt norm [GK1] .
There are similar questions about the metallic region. Absolutely continuous spectrum (and more generally uniformly α-Hölder continuous spectrum with α ∈ (0, 1])) is known to force nontrivial transport [Gu,Co,La] . But the situation is not clear as far as point or singular continuum spectrum is concerned, since either kind of singular spectrum may or may not give rise to nontrivial transport. It is possible to go through different types of spectra while the transport properties remain essentially the same. (E.g., [GKT] , where an example is given of a random decaying potential which exhibits a transition from pure point to singular continuous spectrum, with the Hausdorff dimension going from 0 to 1, but for which the lower asymptotic transport exponent β(E) (see (2.20) ) is equal to 1 everywhere on the spectrum.) Thus a spectral transition is far from being sufficient to determine a transport transition.
In this article we present a new approach to the metal-insulator transition based on transport instead of spectral properties. This new point of view, in addition to being closer to the physical meaning of a "metal-insulator" transition, allows for a better understanding of the transition as shown in this paper. We define the strong insulator region to be the part of the spectrum where the random operator exhibits strong dynamical localization in the Hilbert-Schmidt norm, and hence no transport. We introduce a local transport exponent β(E), and set the metallic transport region to be the part of the spectrum with nontrivial transport (i.e., β(E) > 0). We prove that these insulator and metallic regions are complementary sets in the spectrum of the random operator. (This rules out the possibility of trivial transport, i.e., transport with β(E) = 0.) Since the strong insulator region is defined as a relatively open subset of the spectrum, there is a natural definition of a transport mobility edge. We thus show that the local transport exponent β(E) provides a characterization of the metal-insulator transport transition. Moreover, we show that if there is such a transition, then β(E) has to be discontinuous at a transport mobility edge. More precisely, we show that if the transport is nontrivial then β(E) ≥ 1 2d , where d is the space dimension. These results follow from a proof that slow time evolution of quantum waves in random media implies the starting hypothesis for the authors' bootstrap multiscale analysis [GK1] . We also conclude that the strong insulator region coincides with the part of the spectrum where we can perform a bootstrap multiscale analysis, proving that the multiscale analysis is valid all the way to a transport mobility edge.
It turns out that the strong insulator region may be defined by a large number of very natural properties, all equivalent. There is an appealing analogy with classical statistical mechanics: the energy is the parameter that corresponds to the temperature, the region of exponential localization is the analogous concept to the single phase region with exponentially decaying correlation functions, and the strong insulator region corresponds to the region of complete analyticity [DS1, DS1] , possessing every possible virtue we can imagine! In this article our results are stated for random Schrödinger operators in the continuum, but the present analysis remains valid in the more general setting when there is a Wegner estimate and the bootstrap multiscale analysis can be performed. In particular, it applies to the Anderson model in the lattice, to classical waves in random media as in [FK1, FK2, KK1, KK2] , and to Landau Hamiltonians with random potentials as in [CH2, Wa1, GK3] . This paper is organized as follows: In Section 2 we first introduce the random Schrödinger operators we consider in this article; their relevant properties are proven in Appendix A. We then define the strong insulator and the metallic transport regions, and state our main results: Theorems 2.8, 2.10, and 2.11. The first two theorems are consequences of the third, which is proven in Section 6. In Section 3 we study properties of transport exponents. Section 4 is devoted to the study of the strong insulator region; we show that it may be defined by a large number of natural properties, all equivalent (Theorem 4.2). In Section 5 we give a characterization of the metallic transport region, and a criterion for an energy to be in this region (Theorem 5.1).
Statement of main results
In this article a random Schrödinger operator will be a random operator of the form
where ∆ is the d-dimensional Laplacian operator and V ω is a random potential, i.e., {V ω (x); x ∈ R d } is a real valued measurable process on a complete probability space (Ω, F, P), such that:
, are real valued measurable processes on (Ω, F, P) such that for P-a.e. ω we have:
is relatively form-bounded with respect to −∆ with relative bound < 1.
ω (x − y) for i = 1, 2 and all y ∈ Z d . (IAD) Independence at a distance: There exists > 0 such that for any bounded subsets
It follows from (R) that H ω is defined as a semi-bounded selfadjoint operator for P-a.e. ω. Note that using (R 2 ) and the ergodicity given in (E), we conclude that there are nonnegative constants Θ 1 < 1 and Θ 2 such that for all ψ ∈ D(∇) we have
Thus H ω ≥ −Θ 2 for P-a.e. ω. Moreover, H ω is a random operator, i.e., the mappings ω → f (H ω ) are strongly measurable for all bounded measurable functions on R.
is a random operator follows from [KM, Proposition 6] . Using H (1) ω , we conclude that H ω is a random operator as in [KM, Proof of Proposition 4] .) In view of (E), it now follows from [KM, Theorem 1] that there exists a nonrandom set Σ such that σ(H ω ) = Σ with probability one, and that the decomposition of σ(H ω ) into pure point spectrum, absolutely continuous spectrum, and singular continuous spectrum is also independent of the choice of ω with probability one.
A typical example is given by an Anderson-type Hamiltonian, a random Schrödinger operator with a random potential of the form
where V per is a periodic potential (by rescaling we take the period to be one), and
where u is a real valued measurable function with compact support, and the {λ i (ω); i ∈ Z d } are independent identically distributed random variables; see [CH1, Klo2, KSS] . We require
per relatively form-bounded with respect to −∆ with relative bound
, and take the random variables λ i (ω) to be bounded. It follows that W ω is a potential in Kato class for P-a.e. ω (see [Si] ), and H ω = V per + W ω is a random Schrödinger operator satisfying conditions (R), (E), and (IAD). Other examples of random Schrödinger operators are studied in [Klo1, CH1, CHM, CHN, HK, CHKN] .
Remark 2.1. Although in this paper we only treat explicitly random Schrödinger operators on the continuum, our results also apply to random Schrödinger operators on the lattice. These are of the form
where ∆ is the discrete Laplacian and {V ω (x); x ∈ Z d } is a real valued stochastic process on a complete probability space (Ω, F, P). We still require conditions (E) and (IAD), but (R) is not needed since the discrete Laplacian is a bounded operator. (It is not hard to see that the results of [GK2] hold for any Schrödinger operator on the lattice, with the constants in the estimates independent of the potential.) Such operators include the usual Anderson model (e.g., [FS, FMSS, MS, vDK, AM, Ai, ASFH, Wa2, Klo3] 
and by Λ L (x) the closed box, where Throughout this paper we use the sup norm in R d : 
is the gradient operator restricted to either to the open box Λ L (x) with Dirichlet boundary condition, or to the closed box Λ L (x) with periodic boundary condition, then it follows from (2.2) that for
(For Dirichlet boundary condition (2.7) follows immediately from (2.2) for all boxes with the same Θ 1 and Θ 2 as in (2.2). For periodic boundary condition (2.7) follows from (2.2) by using a smooth partition of the identity on the torus, with the same Θ 1 but with Θ 2 enlarged by a finite constant depending only on the dimension d, so we can modify Θ 2 in (2.2) so (2.2) and (2.7) hold with the same Θ 1 and Θ 2 for all boxes 
Remark 2.2. Wegner estimates have been proven for a large variety of random operators [Weg, HM, CKM, CL, PF, CH1, Klo2, CH2, CHM, Ki, FK1, FK2, Wa1, KSS, St, CHN, HK, CHKN, KK2] . In some of these estimates one gets L bd instead of L d in the right-hand-side of (2.8), with b > 1. Recently the expected volume dependency (i.e., L d ) has been obtained for certain random operators, at the price of loosing a bit in the η dependency [CHN,HK,CHKN] . In this paper, we shall use (2.8) as stated, the modifications in our methods required for these other forms of (2.8) being obvious (see Remark 2.13). Our methods may also accomodate (2.8) being valid only for large L, and/or only
Remark 2.3. For Bernoulli and other singular potentials, there are Wegner-type estimates, but they are not of the same form as (2.8); they only estimate the probabilities of sub-exponentially small distances to the spectrum, i.e., η = e −L β with 0 < β < 1 [CKM, LKS, DSS] . While the bootstrap multiscale analysis may still be performed with these Wegner-type estimates (see [GK1, Remark 3.13, Theorems 5.6 and 5.7] , and hence applied to the random Schrödinger operators in [CKM,LKS, DBG,DSS] , the results of this paper are not applicable to such operators with our proof of Theorem 2.11. This is due to the fact that whereas we only have polynomial decay for the operator kernels of smooth functions of these operators (see Theorem A.5), the bootstrap multiscalse analysis for such operators requires subexponentially small probabilities for bad events.
If x ∈ R d we write x = 1 + |x| 2 . We use X to denote the operator given by multiplication by the function x . By χ x we denote the characteristic function of the the cube of side 1 centered at We start by defining the (random) moment of order n ≥ 0 at time t for the time evolution in the Hilbert-Schmidt norm, initially spatially localized in the cube of side one around the origin, and "localized" in energy by the function X ∈ C ∞ c,+ (R), by
its expectation by 10) and its time averaged expectation by
These quantities are always finite for X ∈ C ∞ c,+ (R) (see Proposition 3.1).
Definition 2.4. The random Schrödinger operator H ω exhibits strong HS-dynamical localization in the open interval I if for all
(2.12)
The random operator H ω exhibits strong HS-dynamical localization at the energy E ∈ R if there exists an open interval I, with E ∈ I, such that there is strong HS-dynamical localization in the open interval I.
The intuitive idea behind the last definition is that the moments of an initially localized wave packet remain uniformly bounded under time evolution "localized" in an open interval around the energy E. By taking the Hilbert-Schmidt norm we take into account all possible wave packets localized in a given bounded region.
Note that H ω exhibits strong HS-dynamical localization in an open interval I if and only if H ω exhibits strong HS-dynamical localization at every energy E ∈ I, as it should. The "if" part can be shown by using the compacteness of the support of functions X ∈ C ∞ c,+ (I) and a smooth partition of unity. Note that the conclusion of Theorem 4.1 is that Σ MSA ⊂ Σ SI . On the lattice strong HS-dynamical localization turns out to be the same as strong dynamical localization (of wave packets) and was originally proven by the Aizenman-Molchanov method [Ai,ASFH] . Note that if Σ AM denotes the set of energies in the spectrum satisfying the the starting hypothesis of the Aizenman-Molchanov method [AM, Ai,ASFH] , we have
Definition 2.5. The strong insulator region Σ SI for H ω is defined as
On the continuum strong dynamical localization of operators (not just of wave packets) appears to be the appropriate notion. The most natural definition from the point of view of applicability was given in Definition 2.4 and uses the Hilbert-Schmidt norm. But it is also natural to use operator norms, we may say that H ω exhibits strong operator-norm-dynamical localization in an open interval or at an energy if we replace condition (2.12) in Definition 2.4 by
It turns out that for random Schrödinger operators the two notions are equivalent (see Theorem 4.2), as pointed out to the authors by B. Simon with a different proof.
In Section 4 we show that the strong insulator region is defined by a large number of very natural properties, all equivalent. In the analogy with classical statistical mechanics: the strong insulator region corresponds to the region of complete analyticity [DS1, DS1] .
We now turn to transport properties. If X ∈ C ∞ c,+ (R), we have that X (H ω ) is either = 0 or = 0 with probability one. To measure the rate of growth of moments of initially spatially localized wave packets under the time evolution, "localized" in energy by X ∈ C ∞ c,+ (R) with X (H ω ) = 0, we compute the upper and lower transport exponents
14)
(Note that we normalize by n.) If X (H ω ) = 0 we set β ± (n, X ) = 0. We define the n-th upper and lower transport exponents in an open interval I by β ± (n, I) = sup 16) and the n-th local upper and lower transport exponents at the energy E by
Roughly speaking, the exponents β ± (n, E) provide a measure of the rate of transport for which E is responsible. (We discuss an inversion formula for (2.17) in Remark 3.3.) In Proposition 3.2 we show that each exponent is increasing in n and prove the ballistic bound
The asymptotic upper and lower transport exponents may thus be defined by β 19) and the local asymptotic upper and lower transport exponents by
and we have 0 ≤ β ± (I), β ± (E) ≤ 1, with β ± (E) = 0 if E / ∈ Σ. Note that β ± (E) > 0 if and only if β ± (n, E) > 0 for some n > 0.
In this paper we will mostly work with the lower transport exponents; for convenience we will drop the superscript and use simply β for β − , i.e., we will write β(E) for β − (E), etc.
Definition 2.7. The metallic transport region Σ MT for H ω is defined as the set of energies with nontrivial transport:
(2.21)
Its complementary set in the spectrum will be called the trivial transport region Σ TT (note that logarithmic transport is not excluded a priori):
It follows from the definitions and [GK1, Corollary 3.10] that 
The equality (2.24) shows that the strong insulator region is canonical in the sense that it may be defined by three equivalent conditions or properties, all very natural. In fact we will see in Theorem 4.2 that the number of such conditions/properties is actually much larger.
Remark 2.9. Theorem 2.8 asserts that the range of applicability of the multiscale analysis is optimal in the sense that it includes the whole strong insulator region. From this point of view, Theorem 2.8 may be regarded as the converse to the multiscale analysis introduced in [FS] , of which the bootstrap version of [GK1] is the most powerful version. By showing that the input and the conclusion of the bootstrap multiscale analysis are equivalent, Theorem 2.8 shows that the multiscale analysis functions everywhere in the strong insulator region, and thereby, all the way to a metal-insulator transport transition (if any). This leads to a characterization of the metallic transport region (Theorem 5.1).
Since the strong insulator region is a relatively open subset of the spectrum, we have 
Theorem 2.8 shows that the local transport exponent β(E) provides a characterization of the metal-insulator transport transition. Theorem 2.10 says that if this transition occurs, β(E) has to be discontinuous at a transport mobility edge.
To put this result in perspective, note that existence of absolutely continuous spectrum would imply β(E) ≥ 1 d [Gu, Co] . In fact, the existence of uniformly α-Hölder continuous spectrum (α [La] . (While the Guarnieri-Combes-Last bound is stated for a fixed self-adjoint operator, the same bound follows for random operators using Fatou's Lemma and Jensen's inequality.) But the converse is not true, a lower bound on the local transport exponent does not specify the spectrum (e.g., [DR+2, La, DBF, BGT, CM, GKT] ).
We stress that the lower bound on the local transport exponent supplied by Theorem 2.10 is obtained without any knowledge of the type of spectrum that may exist in Σ MT . Theorems 2.8 and 2.10 are consequences of our main technical result, namely Theorem 2.11 below, which ensures that slow transport cannot take place for random Schrödinger operators satisfying our assumptions. Note that a weaker form of this result has been discussed by Martinelli and Scoppola [MS, Section 8] [Ki, FK1, FK2, KSS, St, KK2] , where b = 2, the only changes in our results would be that in Theorem 2.11 we would need n > 2bdα + (9b + 2)d, and hence we would have β(E) ≥ 1 2bd in (2.27). If we have Q E η s L d with 0 < s < 1 in the right-hand-side of (2.8), as in [CHN,CHKN, HK] , there are no changes in our results.
Theorem 2.11 has the following immediate corollary, which can be read as follows: if the transport at an energy E is too slow (i.e., β(n, E) < 
c,+ (I), and hence we have (2.28) with n 0 > 2dα + 11d for all X ∈ C ∞ c,+ (I). Since we can pick X ∈ C ∞ c,+ (I) such that X ≡ 1 on some open interval J ⊂ I, with E ∈ J, we can apply Theorem 2.11 to conclude that E ∈ Σ MSA ⊂ Σ SI . Theorem 2.8 follows immediately from Corollary 2.14, since β(E) = 0 ⇒ β(n, E) = 0 for all n ≥ 0. The same is true for Theorem 2.10, since if β(n, E) < 1 2d − 11 2n for some n > 11d, it follows from Corollary 2.14 that E ∈ Σ SI and hence β(E) = 0.
Theorem 2.11 is proven in Section 6. We show that (2.28) implies the starting hypothesis for the bootstrap multiscale analysis of [GK1] (recalled below as Theorem 4.1), which only requires polynomial decay of the finite volume resolvent at some large scale with probability close to one (how close being independent of the scale). The kernel polynomial decay estimate, which follows from [GK2] , plays an important role in the proof. The Wegner estimate also plays a major role, in particular, it is used to rule out a possible set of energies of zero Lebesgue measure of singular energies where the starting hypothesis for the bootstrap multiscale analysis may not hold.
Transport exponents
In this section we study properties of the moments (2.9)-(2.11) and of the transport exponents (2.14)-(2.17) of a random Schrödinger operator H ω . 2 ]+3 (3.1) for P-a.e. ω ,
Proof. It is easy to see that
Thus we also have the first two inequalities in (3.2).
To prove the last inequality in (3.1), note that if Y ∈ C ∞ c (R; C), we have
where B 1 denotes the trace norm of the operator B. We now pick ν > d 4 and use
where we used (A.12). It now follows from (3.5), (3.7) and the kernel decay estimate (A.15) that
for P-a.e. ω and all k = 1, 2, . . .. We conclude from (3.6) and (3.8) that for P-a.e. ω
for all k = 1, 2, . . . and n ≥ 0. Recalling (A.16), we see that
Given n ≥ 0, we pick ν = , and choose k = n + 3d 2 + 1; note k − n − 2ν > d. It follows from (3.9) and (3.10) that for P-a.e. ω 11) which is the last inequality in (3.1). The inequalities in (3.2) follow immediately from (3.1). The inequalities in (3.3) follow from (3.2) by averaging in time and using tT ≤ t T .
Proposition 3.2. Let X ∈ C ∞ c,+ (R), I an open interval, and E ∈ R. Then
Proof. It suffices to prove the proposition for β ± (n, X ). We may assume X (H ω ) = 0 without loss of generality. We first show that (ii) follows from (i) and (3.3). To see that, note that (3.3) yields
Thus, since β ± (n, X ) is increasing in n by (i),
We now turn to (i). If for F ∈ C c (R d ) we also use F to denote the operator given by multiplication by the function F (x), then
gives a positive linear functional on C c (R d ) by Proposition 3.1, and hence there exists a Borel measure
We thus have by monotone convergence that
and we can see that µ X ,T is a finite measure, as
Let m ≥ n ≥ 0. We may use Jensen's inequality with respect to the finite measure µ X ,T to conclude that 18) and hence that
It follows that β ± (n, X ) is monotone increasing in n.
We may thus define
20)
and we have 0 ≤ β ± (I),
Remark 3.3. It is natural to wonder whether one can recover β ± (n, I) from the local transport exponents β ± (n, E) for E ∈ I. One can easily check that this is true locally, i.e. that for each E one can find a small intervall J containing E such that β ± (n, J) ≈ sup E ∈J β ± (n, E ). More precisely, one shows that for any E, n ∈ N and ν > 0, there exists J E,n,ν E such that: sup E ∈J E,n,ν β ± (n, E ) ≤ β ± (n, J E,n,ν ) ≤ sup E ∈J E,n,ν β ± (n, E ) + ν, or, using the monotonicity of the function β ± (n, I) in I:
(This should compared to (2.17).) This local inversion formula turns into a global one for upper exponents:
This can be seen by combining the local inversion formula and a compactness argument, plus the fact that
Note also that (3.23) trivially extends to the upper asymptotic transport exponents: β + (I) = sup E∈I β + (E), using Proposition 3.2 (i).
The strong insulator region
In this section we show that the strong insulator region may be defined by a large number of very natural properties, all equivalent, courtesy of the bootstrap multiscale analysis and Theorem 2.11. The characteristic function of a set
, and Λ L (x) is a finite box as in (2.5), we set
and define its boundary belt bỹ
it has the characteristic function
χ y a.e. (4.4)
We will also need an inner boundary belt and and its characteristic function, given by
, and L ∈ 6N, we say that the box
and
The bootstrap multiscale analysis [GK1, Theorem 3.4] yields strong HS-dynamical localization [GK1, Corollary 3.10] . In Theorem A.1 we show that random Schrödinger operators as defined in Section 2 satisfies Assumptions SLI, EDI, IAD, NE, and SGEE of [GK1] , so the relevant results of that article may be restated as follows:
Theorem 4.1 ([GK1]). Let H ω be a random Schrödinger operator satisfying a Wegner estimate in an open interval I. Given θ > d, for each E ∈ I there exists a finite scale L θ (E) (depending only on θ, E,
In the next theorem we give a long list of properties of an energy in the strong insulator region; they are all equivalent and any of them may be used to define the strong insulator region (hence the analogy with the the region of complete analyticity in classical statistical mechanics [DS1, DS1] ). We use B 1 (R) to denote the bounded real-valued Borel functions f of a real variable with sup t∈R |f (t)| ≤ 1. We also write C ∞ c,+,1 (I) for the functions in C ∞ c,+ (I) which are bounded by 1. 
e., H ω exhibits strong HS-dynamical localization at E. (xi) H ω exhibits strong operator-norm-dynamical localization at E (see (2.13)). (xii)
β + (E) = 0. (xiii) E ∈ Σ TT , i.
Proof. It is clear that (i)
, and that (x) ⇒ (xi). The proof of [GK1, Corollary 3.10] shows that (vii) ⇒ (viii).
To see that (xi) ⇒ (x), note that, proceeding as in the proof of Proposition 3.1 and using (A.12) as in ( 3.7),
The nontrivial content of the theorem is that (iv) ⇒ (v), and (xvi) ⇒ (i). The first implication is the content of [GK1, Theorem 3.8] . To prove the second implification, we note first that (xvi) ⇒ (iv) by Theorem 2.11. To finish the proof, we must show that (iv) ⇒ (i). This can be proved by, either adapting the proof of [GK1, Theorems 5.1 and 5.2], or by using the already established fact that (iv) ⇒ (xiii), that it follows from (xiii) that there exists X ∈ C ∞ c,+ (R), with X ≡ 1 on some open interval containing E, such that for all α ≥ 0 and n > 2dα + 11d we have (2.28), and hence that (i) follows from the proof of Theorem 2.11 since given arbitrary θ > d we can pick α ≥ 0 and n > 2dα + 11d such that the proof of Theorem 2.11 gives (4.9) with this θ (see (6.47) and (6.54)). 
The metallic transport region
In this section we give a characterization of the metallic transport region, and a criterion for an energy to be in it. Roughly speaking, the criterion says that if the finite volume resolvent does not decay faster than the inverse of the volume of the box, then the energy E must be in the metallic transport region. More precisely, it says that if (4.10) is violated with 
The main proof
In this section we prove our main technical result, Theorem 2.11. Its main hypothesis, condition (2.28), is formulated in terms of the dynamics, but the starting hypothesis of the bootstrap multiscale analysis, condition (4.8), is stated in terms of resolvents. We start by reformulating condition (2.28) in terms of resolvents. 
In particular, if we set
condition (2.28) in Theorem 2.11 is the same as
Proof. The equality (6.1) follows from Lemma 6.3 below, applied to the family of operators X n 2 N , a cut-off of X n 2 inside the ball of radius N centered at the origin, and the Monotone Convergence Theorem. 
Proof. By the spectral theorem,
Multiplying on the left by the operator A and on the right by the operator B, taking matrix elements of both sides, and applying Plancherel's Theorem we get that for any vector ψ ∈ H we have
The lemma then follows from the definition of the Hilbert-Schmidt norm: T 2 2 = n T e n 2 , where (e n ) n∈N is any orthonormal basis for the Hilbert space.
The proof of Theorem 2.11 requires that we obtain the finite volume condition (4.8) out of the infinite volume condition (6.3). The following lemma will play an important role in estimating finite volume probabilities out of infinite volume expectations.
We recall our notation for finite volume introduced in (2.5) and in Section 4 (see (4.1) -(4.6)). Following [FK1, FK2, KK1] 
In what follows we work with boxes centered at 0 and omit the center from the notation. 
We shall use Lemma 6.4 with
, and
Proof of Lemma 6.4. We write χ 1 and χ 2 for χ B 1 and χ B 2 , note that φ L χ 1 = χ 1 and Γ L ≤ χ 2 . We start by estimating the quantity
The estimate is given in (6.18) below.) To do so, we proceed as in [KK1, Lemma 3.7] , obtaining
is the canonical injection. Taking adjoints, we get
Thus, proceeding as in the proof of [KK1, Lemma 3.8] , and recalling (6.7)-(6.10),
We now use Lemma A.2 (choosing always an appropriate a > 0 in (A.2)) to obtain
where we used ρ L χ 1 = 0, and
We now fix γ > d and a > 0. Using Chebychev's inequality and the Wegner estimate (2.8), we obtain
where we used the Wegner estimate (2.8). The estimate (6.12) now follows from (6.11).
We are now ready to prove Theorem 2.11.
Proof of Theorem 2.11. Suppose condition (2.28) holds for given X ∈ C ∞ c,+ (R), with X ≡ 1 in an open interval J ⊂ I, α ≥ 0, and n > 2dα + 11d, so we have (6.3) by Proposition 6.1. To prove Theorem 2.11, it suffices to show that for each E ∈ J there is some θ > d such that condition (4.10) is satisfied, i.e., lim sup (6.23) so the starting condition (4.8) of the bootstrap multiscale analysis holds at some finite scale L > L θ (E).
So let E ∈ J, θ > d, and L ∈ 6N. We start by estimating
Using (6.12) in Lemma 6.4 with a = 2L −θ would provide an estimate for P E,L . But later on we would need n > 3dα + 11d to conclude the proof. To work with n > 2dα + 11d, we squeeze a bit more from Lemma 6.4. We use the resolvent identity (6.20), plus (6.27 ) by (6.12) with a = 1, and
28) using (6.11) with a = 1. The
Compared to the direct use of (6.12) with a = L −θ , the gain lies in the fact that now L will be chosen such that
. This will allow us to work with n > 2dα + 11d instead of n > 3dα + 11d.
Let I be a compact subinterval of J. We will estimate the righthand-side of (6.29) for E ∈ I. To do so, let (6.30) where Q E is given in (2.8). We need to estimate the expression
, plus two similar terms. To do so, we use
To estimate the last term, note that since X (u) = 1 for all u ∈ J, the function
is a bounded, infinitely differentiable function on the real line for E ∈ J and ε ∈ R. Moreover, it is easy to see that (6.33) (The norms are defined in (A.16) .) It follows from (A.15) and (6.33) that for all E ∈ I and |ε| ≤ 1 we h ve
On the other hand,
where we used L ≥ 6 and A ≤ A 2 .
Combining (6.31), (6.34), (6.35), and (6.2), we conclude that for E ∈ I and 0 < ε ≤ 1 we have
The two other similar terms in (6.29), namely the terms given
are estimated in the same way, using the fact that dist(
for all E ∈ I and 0 < ε ≤ 1. For a given ε > 0 we set (with
(6.38)
for ε small enough, depending on Q I , p 0 , d. It follows from (6.37) and (6.39) that there existsε(I) =ε
such that for all 0 < ε ≤ε(I) and E ∈ I we have
At this point we might be tempted to conclude the proof by noting that applying Fatou's Lemma to condition (6.3) yields To overcome this difficulty we use two facts: a) the Wegner estimate (2.8) holds everywhere in the interval J, and, b) the information that we have at our disposal is stronger than (6.41), we are given the finiteness of the right-hand-side of the inequality in Fatou's Lemma, namely condition (6.3).
We shall prove that there are no singular energies, i.e., that (6.23) holds for all E ∈ J. In view of (6.3) we can pick a sequence ε k → 0+ such that
Given a compact subinterval of I of J and M > 0, we set
In view of (6.43), we have (6.45) where |A| denotes the Lebesgue measure of the set A. It follows from (6.40) and (6.39) that for each E ∈ A k,I,M we have
where L k (I) = L(I, ε k ), and
with m > 0 for suitable n's. We set
(6.49) From (6.46) we see that
It follows from (6.45) and (6.48) that we can find E ∈ A k (I) such that
The resolvent identity gives
−γ for k large enough, depending only on θ and γ. Using the Wegner estimate (2.8) with the estimates (6.52) and (6.50), we see that we have
for all k large enough, depending on Q I , θ, γ, p 0 , but independent of the energy E ∈ I. Given n > n(α) = 2dα + 11d, we now choose θ > d and γ > d such that (6.54) It follows from (6.53) that for all E ∈ I we have lim sup
(6.55) Since 0 < p 0 < 1 is arbitrary, we conclude that (6.23) holds for each E ∈ I.
Theorem 2.11 is proven.
A. Properties of random Schrödinger operators
In this appendix we verify properties of random Schrödinger operators that are needed for the bootstrap multiscale analysis [GK1] (justifying Theorem 4.1) and for the proof of Theorem 2.11. Proof. We saw in Section 2 that H ω is a random self-adjoint operator; Z d -ergodicity is the content of condition (E), and Assumption IAD of [GK1] was built into condition (IAD). (Condition (IAD) is not needed to prove any of the other properties.) We consider a (nonrandom) Schrödinger operator H = −∆ + V on L 2 (R d , dx), where the potential V = V (1) + V (2) satisfies the regularity condition (R) of Section 2, with constants 0 ≤ Θ 1 < 1 and 0 ≤ Θ 2 < ∞ as in (2.7). We will prove properties for H that will then be valid for random Schrödinger operators with probability one, proving Assumptions SLI, EDI, NE, and SGEE.
We start with an interior estimate, which is also used in the proof of Lemma 6.4. Proof. We adapt the proof of [Wei, Auxiliary Theorem 10.26] . In the following the constants r, s, t > 0 will be chosen later on. We have (we omit x, L from the norms)
where we used (2.7) and the fact that Similarly, Assumption EDI is proven as in [KK1, Lemma 3.9] , with the constantγ I 0 appearing in [GK1, eq. (2.15) ] being the same as γ I 0 in Assumption SLI.
We now turn to Assumption NE, and prove a deterministic estimate. Since it follows from (2.7) that for A.5) it follows by standard arguments (e.g., [KK1, Lemma 3.3] ) that tr χ (−∞,E) (H x,L ) ≤ tr χ −∞, ]] ≤ (A.14)
( 
