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Abstract
With the new age of space exploration only a stones throw away, the requirement for more
advanced and sophisticated aerodynamic testing facilities and equipment is greater than
ever before. Today, a combination of well-tested analytical studies, computational fluid
dynamic (CFD) modelling and experimental testing are utilised during the design phase
to develop vehicles and devices not previously thought possible.
Modern ground based impulse testing facilities, such as the University of Queensland’s
X2 expansion tunnel, operate by employing a series of diaphragms which, upon rupture,
initiates the propagation of a shock wave. This propagation forms the basis of how these
facilities operate, providing a flow capable of reaching Mach numbers greater than 10.
Complications exist however, due to ruptured high-speed mild steel diaphragm fragments
making contact with costly test models and instrumentation. It was hypothesised that
an asymmetric shape transitioning nozzle could be developed which would allow a test
model to be positioned in a region of low risk of detrimental fragment contact.
This project began with the construction of a method for modelling the complex
geometry of an asymmetric shape-transition nozzle. The method prescribed in this
report makes use of Be´zier curves (defined as control curves) and surfaces to define the
nozzle surface contour. Next, the computational domain was constructed from the volume
beneath the surface by simple parametrisation. Each locational component of the Be´zier
control points could be modified to adjust the shape of the nozzle and the computational
domain.
A series of test cases, two axisymmetric nozzles and one asymmetric nozzle with
shape-transition, were constructed and implemented to operate with the University of
Queensland’s in-house CFD flow solver Eilmer4. The first two test cases performed as
expected resulting in an axisymmetric flow solution which agrees closely with theory and
v
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prior literature. The final test case however produced a flow solution in agreement with
over-expansion containing a separation region at the upper surface. This result highlights
the difficulty of designing off-axis asymmetrical nozzles.
Next, an optimisation algorithm was presented which couples the Nelder-Mead
optimisation method with the geometric model and Eilmer4 flow solver. An objective
function was constructed which aims to minimise variation of Mach number and flow
angle across the nozzle exit plane. This objective function contains multiple-objectives
and, as such, operates under the weighted parameter method.
A series of possible methods to reduce quantity of optimisation design variables were
suggested, reducing the number of variables from 88 to 24 to 16. However, this reduction
in variability comes at a cost of decreased flexibility. This trade-off is common-place for
engineering optimisation design problems, however, significant complications remain due
to the large amount of computational resources required to produce three-dimensional
CFD simulations. A further reduction simulation fidelity is ill-advised due to results
being rendered as physically invalid. Unfortunately, the high quantities of variables, slow
optimisation convergence and large computational resource requirements is greater than
any equipment capabilities currently at the University of Queensland. As such, the final
objective of this project was not able to be executed fully. It is however likely that this
project would set the tone for future developments in this area. Moreover, tools depicted
in this report, such as geometric modelling and computational work-flow methods and
scripts, are useful objects for various other projects.
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Chapter 1
Introduction
1.1 Context and Motivation
In recent years, technological advances in commercial and military flight programs have
enabled humans to reach heights and speeds that were not previously thought possible.
These developments in aerodynamic and space vehicles require a greater demand on test
facilities and procedures than ever before.
For this reason, all aspects of hypersonic flight, including air-breathing engines, rocket
flight testing, aerothermodynamics, computational fluid dynamics and optical diagnostics,
are major research areas at the University of Queensland [1]. While genuine flight testing is
a necessary element of aerodynamic vehicle research, technical and financial risks prohibit
its extensive use and ground based impulse testing facilities, such as the University of
Queensland’s X2 expansion tunnel, are required to produce much of the preliminary
experimentation to date [7].
Expansion tunnels operate by the propagation of a shock wave from an initial stage of
high pressure to a region of low pressure. The rupture of a primary diaphragm constructed
out of mild steel initiates this process inciting a shock wave to propagate down the
second stage as illustrated in Figure 1.1. When the shock wave reaches the second Mylar
diaphragm, another rupture results in a gas with elevated temperature and velocity to
follow the shock down the tube to be further accelerated by a supersonic diverging nozzle
before entering the test section at a velocity greater than 10 km/s. Use of these facilities
generally require the development of experimental scale models placed within the test
1
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section.
Figure 1.1: X2 Expansion Tunnel Configuration. Source: [1]
Manufacturing scale models to be tested in these facilities is often an expensive
operation. High tolerances and precise fabrication techniques are required in order to
develop a physical test model which can validate computer simulations. Furthermore,
highly accurate measurement instrumentation is required to establish the necessary data
from the experimental tests.
A current disadvantage of hypersonic testing facilities such as these, is that the
combination of high velocity flow and the rupturing of diaphragms causes high-speed steel
fragments to similarly propagate down the tube and meet with costly testing models and
measurement instrumentation. This fragment interaction often results in unusable test
models and damaged measurement instruments reducing the cost effectiveness of ground
based impulse testing facilities. The removal of this drawback would vastly benefit the
university’s ability to conduct hypersonic testing through the reduction of operational
cost.
1.2 Aims and Objectives
As presented, the motivation behind this thesis project is to remove the inevitable
contact between high-speed diaphragm fragments and the testing model. It is therefore
hypothesised that an asymmetrical shape-transitioning nozzle could be developed which
is able to produce the desired flow characteristics at the test section while ensuring that
the testing model remains undamaged. The aim of this project is to design such a nozzle
for the University of Queensland’s X2 expansion tunnel. Furthermore, the desired nozzle
exit will produce a steady, uniform, parallel and shock-free supersonic flow for hypersonic
testing capabilities.
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The aim of this project will be accomplished by the successful completion of achievable
objectives. The objectives of this project are:
1. Development of a geometric model for asymmetric nozzles that can be used to build
computational fluid dynamic (CFD) grids for potential future simulations
2. Modelling of the flow within specified nozzles and the review of a series of candidate
asymmetric nozzle shapes
3. Development of an optimisation algorithm to determine the optimum nozzle surface
contour to achieve desired steady, uniform, parallel and shock-free supersonic at the
nozzle exit
1.3 Project Scope
Structural design, manufacture and experimental testing of the established nozzle design
fall beyond of the scope of this thesis. As such, an optimised internal nozzle contour will
be presented with results validated through CFD simulation. Furthermore, this project
will make use of the University of Queensland’s numerical simulation code Eilmer4 for
compressible flow simulations. An advanced study into the numerical methods behind
this simulation code is additionally beyond the scope of this project.
1.4 Report Structure
Chapter 2 presents a comprehensive literature review of topics associated with this thesis.
This section begins with a brief overview of the implementation and operation of ground
based testing facilities with specific emphasis on expansion tubes. The addition of
supersonic nozzles to these facilities introduces a number of benefits. A discussion of these
benefits, flow theory and previous investigations applicable to expansion tube nozzles are
summarised. This chapter also presents a review of previously reported shape-transition
contour design methods and the optimisation algorithms most preferably coupled with
flow solvers and used in the literature for aerodynamic design.
4 1.4. REPORT STRUCTURE
Chapter 3 describes a methodology constructed to model the geometry of asymmetric
shape-transition nozzles. In addition, this chapter also presents the results of
axisymmetric validation flow analysis tests, and demonstrates a series of candidate
non-optimised nozzle shapes. An asymmetric-shape transitioning nozzle is included to
review the likelihood of flow distortion for a nozzle that moves off-axis.
Chapter 4 discusses the optimisation method used within this project designed to
operate in conjunction with the geometric modelling technique and included flow solver.
Decisions made are elaborated on in detail, along with a discussion of issues relating to the
optimisation process. Finally, recommendations for furthering the optimisation process
are provided.
Chapter 5 is the final chapter in this report. As such, an assessment is presented
of the geometric modelling method, optimisation algorithm and flow solver coupling
techniques. Recommendations for further work are included in an effort to extend all
presented capabilities.
Chapter 2
Literature Review
2.1 Ground Based Test Facilities
The development of ground based test facilities allow the experimental testing of high
velocity vehicles in a controlled environment and at a vastly reduced cost. Additionally,
controlled test facilities such as these are used to provide benchmark data for supersonic
and hypersonic CFD flow solver development [8].
The term ground based hypersonic testing facility encompasses a myriad of somewhat
different type of facility such as the: shock tube, expansion tube, shock tunnel,
conventional wind tunnel, hot-shot and long-shot. Initial categorisation of these facilities
were by the terms continuous flow, intermittent type or short duration pulse. Continuous
flow and intermittent type facility testing times ranged in length with some facilities able
to operate for periods in the order of 10 seconds or longer, however, were restricted in total
enthalpy and pressures to flows with speeds below Mach 12 [9]. Furthermore, continuous
test tunnels require enormous amounts of power to operate at speeds above Mach 8, thus
short duration pulse facilities are utilized.
The common feature among many types of facilities is that high pressure is used as
a source of energy for the fluid. In facilities such as shock and expansion tubes, high
pressure regions are separated by diaphragms. The rupturing of these diaphragms results
in a transient flow to propagate through the tube. Expansion tubes differ from shock tubes
due to the addition of a second constant area tube section. This second tube replaces the
steady expansion of the test gas in the nozzle with an unsteady expansion that travels
5
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the length of the second tube resulting in increased energy added to the fully expanded
part of the test flow [9].
Another common modification to these facilities is the introduction of a supersonic
diverging nozzle prior to the test section. Details of the effects of making this alteration is
discussed in subsequent sections (see Section 2.2). Relating to the expansion tube facility,
completion of this modification produces the facility known as the expansion tunnel.
Mcgilvray [10] states that the expansion tunnel is currently the only facility which can
offer full hypersonic flight property duplication at required pressures and total enthalpies
while maintaining correct chemical composition. Additionally, Simmons [11] reports that
the high temperatures, velocities and densities needed for the study of components such
as the scramjet combustion engine are only possible through a high-enthalpy facility such
as the expansion tunnel. Expansion tunnels however are not without problems. Due to
the partial unsteady wave process required to produce a high-energy flow, test time is
significantly reduced. Additionally, non-ideal diaphragm rupture results in fragmentation
to occur whereby the fragments becomes entangled in the test flow [12]. Substantial
momentum is to be expected with instrumentation impact and chemical contamination a
likely occurrence.
2.2 Supersonic Nozzles
The addition of a nozzle to an expansion tube has historically been performed in order to
achieve three alternative desired outcomes. Firstly, the attachment of a diverging nozzle
to a supersonic, compressible flow results in an increase in core flow velocity. Moreover, an
increase in core flow diameter is also reportedly achievable and allows a larger testing area,
and thus larger testing models, to be exploited [9]. Finally, based on the computational
investigation conducted by Stewart [13] and further experimental testing conducted by
Scott [6], the third benefit of this addition is an expected increase in the steady time
available for testing.
The design of an effective diverging nozzle is therefore beneficial, however, remains
complex by nature. This report section describes the background knowledge behind
supersonic nozzle design and the historical methods used to achieve these desirable
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outlined benefits in ground based test facilities.
2.2.1 Nozzle Effect on Core Flow Velocity
An isentropic, compressible flow analysis with area change is conducted in most university
level fluid mechanics textbooks such as that presented by White [14]. Within this analysis,
a quasi-one-dimensional flow is approximated. This approximation is validated in the
instance that area change is small and the wall radius of curvature large. For observing
the general effect that a supersonic nozzle divergence has on fluids this theory is valid,
however, overly-simplified for complete and complex analysis, see Section 2.5.
For steady, isentropic, one-dimensional flow of a perfect gas, the effect of area change
is demonstrated by reviewing the equations of continuity and momentum:
Continuity:
dρ
ρ
+
dA
A
+
dV
V
= 0 (2.1)
Momentum: dp+ ρV dV = 0 (2.2)
Combining equations (2.1) and (2.2) by eliminating dρ/ρ, obtains:
dp
ρ
=
dp
ρ
dρ
ρ
= −V dV (2.3)
Now, recalling that the sound-speed relation for an isentropic flow can be given by:
dp = a2dρ (2.4)
Finally, by combining equations (2.3) and (2.4), and defining in terms of the Mach,
the area-velocity relation is defined as:
dA
A
= (M2 − 1)dV
V
(2.5)
This result simply states that for supersonic flow, an increase in flow velocity is
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observed with an increase in duct area. Therefore, by supplementing an expansion tube
with a diverging nozzle, an increase in core flow velocity is to be expected [2].
2.2.2 Nozzle Effect on Flow Direction
Design of an effective high velocity nozzle is particularly difficult. As a supersonic flow
is turned away from itself, as encounted in a diverging nozzle section, an expansion wave
forms at the wall boundary [2]. Further downstream, expansion waves propagate across
the flow and reflect off the opposite wall as seen in Figure 2.1. During this expansion
section of the nozzle the direction of flow changes, with the greatest deflection angle
appearing at the boundary.
Figure 2.1: Axisymmetric Supersonic Nozzle Schematic. Source: [2]
Further downstream from this initial expansion section, a straightening section is
designed to gently coerce the direction of flow back to its original parallel state. High
quality, uniform and parallel flow at the nozzle exit is vital and necessary for an effective
test section. If the initial expansion section is too harsh, strong shock waves are produced
and the later section is not able to effectively correct the flow. For this reason, wind and
shock tunnel nozzles are usually long and contain a relatively slow expansion.
2.2.3 Operational Design, Research and Testing
The first investigation into the effect of nozzle addition to an expansion tube was first
conducted by Trimpi and Callis [15] in 1965 at the Langley Research Centre. This
report investigates theoretically the present facility configuration of providing a diverging
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nozzle at the downstream section of an expansion tunnel and makes use of perfect-gas
assumptions. This report reinforces the concept presented in Section 2.2.2, stating that
the investigated expansion tunnel would require relatively long nozzles due to the large
entrance Mach numbers used during testing. Trimpi and Callis conclude this report by
stating the advantages and disadvantages of adding a nozzle to the end of the expansion
tubes. Some of the more significant advantages are reportedly: increased testing time,
higher efficiency, and reduced secondary-diaphragm bursting problems whereby only a
small amount of gas initially in the intermediate is available for use in testing. Noted
disadvantages of the configuration are: the significant required length of nozzles, the need
for an additional diaphragm and an increased pumping capacity required. Trimpi and
Callis further close this report by stating that these advantages more than compensate
for the disadvantages of testing without the modification.
Further investigation into nozzle fitted expansion tube performance was conducted
at the Langley Research Centre by Callis [16] in 1966. Similarly, this report also
makes use of perfect-gas assumptions and attempts to alleviate some disadvantages
encountered in the earlier report. Three alternative configurations were presented.
The first two configurations investigate the effect of positioning the nozzle immediately
downstream of the primary diaphragm while the third includes the nozzle downstream
of the second diaphragm. Callis concludes this report by stating the unsuccessfulness
of these configurations stating that these positions require extreme driver pressures and
required nozzles resulting in strong nozzle re-compression shock waves disrupting useful
test flow.
Since Callis conducted this report, many other released documents have investigated
the inclusion of fitting a nozzle to expansion tubes in some way with varying success
such as the thesis project presented by Michael Scott [6] in 2006. Scott’s thesis aimed
to continue increasing the capabilities of ground based testing facilities in the high flow
speed regime through the simulation, manufacture and testing of a nozzle fitted to the
X2 expansion tunnel at the University of Queensland. Within this document it is stated
that the preferred method of nozzle contouring was to to solve parabolized Navier-Stokes
equations in the Nozzle domain, followed by using a Nelder-Mead simplex optimization
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algorithm to repeatedly perturb nozzle contour nodes. Results from simulation and testing
indicated that the addition of the nozzle would approximately double the test time, while
simultaneously increasing the core flow diameter. The characteristics of Scott’s final
design are presented in Table 2.1.
Table 2.1: Scott’s X2 Expansion Tunnel Nozzle Design Characteristics
Characteristic Value
Inlet Diameter 85.0 mm
Outlet Diameter 201.8 mm
Area Ratio 5.64
Total Length 1.4 m
2.3 Shape Transition Design
As previously presented, Scott [6] designed the nozzle fitted to the X2 expansion tunnel
by using an optimization process to repeatedly perturb nozzle contour nodes. This nozzle
contour was initially defined in two-dimensions by a Be´zier polynomial with ten control
points. Locations of these nodes were altered during the optimisation stage to deliver a
desired set of exit conditions such as Mach number and flow angle.
The use of Be´zier polynomials to contour a desired nozzle shape were used by Scott,
however alternative processes have been reported prior to the release of this thesis. In
1982, Barger [3] described an analytical three-dimensional procedure for designing smooth
transition surfaces for blended wing body configurations. This procedure requires initial
and final cross-sectional shapes separated by a desired distance to be defined before
generating a gradual transition from one to the other as an analytical blend between
the two as demonstrated in figure 2.2.
Later in 1986, Barley, Bangert and Carlson [17] investigated a method of calculating
the more specific circular to rectangular transition surfaces with particular emphasis on
high-aspect-ratio nonaxisymmetric nozzles. This method requires initial and final cross-
sectional shapes to be defined by the superellipse function. The gradual transition is then
performed by generating an analytical blend between the two in much the same fashion
as presented earlier by Barger.
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Figure 2.2: Barger’s Method for Creating Smooth Transitions. Source: [3]
In 2013, Kraiko and P’yankov [4] proposed an alternative method of contouring
asymmetric three-dimensional nozzles with shape transition for two specific nozzles
considered, namely, an infra-red stealth engine nozzle and the three-dimensional nozzle of
a high-velocity ramjet. The described method makes use Be´zier curves, and later uniform
rational B-splines. The curves or splines allow for parameters to be varied during the
process of optimization while additionally allowing a smooth Be´zier surface to define the
contour in the areas between the curves. Kraiko and P’yankov also make note as to the
decision to ultimately define the intermittent control curves by uniform rational B-splines
citing that this method allows three-dimensional aerodynamic shapes containing sharper
longitudinal bends to be better approximated and more precisely controlled. While this is
the likely case for the two considered applications, it is expected that the slow expansion
and straightening sections required for an expansion tunnel nozzle would benefit from the
global nature of the Be´zier curve.
Figure 2.3: Optimised IR Stealth Nozzle. Source: [4]
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2.4 Curves and Surfaces
2.4.1 Introduction to Free From Curves and Surfaces
The development of mathematical descriptions to represent free form curves and surfaces
by means parametric vector functions was first described by Ferguson of the Boeing
Aircraft Company in the early 1960’s [18]. The Ferguson curve is a cubic vector function
which requires the user to define the locations of two position and tangent vectors and
subsequently creates a curve segment by joining these positions smoothly. As a result,
the Ferguson curve was later used at Boeing to create the surfaces of their aircraft.
Similarly, Ferguson also proposed an additional method of creating surface portions,
later known as surface patches. These surfaces satisfy required conditions by specifying
position vectors and tangent vectors at all four points [18].
Yamaguchi [18] acknowledges the benefits of the Ferguson curve over the traditional
mathematical descriptions of curves citing the benefits:
1. Curves in a three-dimensional space could now be expressed by simple functions.
2. A parameter range could be used to specify part of a curve only.
3. Relaxed requirements of derivative functions.
4. The use of a transformation matrix could be used to perform previously tedious
transformations such as translations and rotations.
As a result, Ferguson introduced the notion of parametrically defined curves and
surfaces which later became the standard form of representation. Complications with
control and patch connection led to numerous subsequent mathematical curve and surface
description methods.
2.4.2 The Be´zier Curve
Similar to Ferguson, the Be´zier curve, named after Pierre Be´zier of the Renault Company,
was developed for use in automobile body design [18]. The Be´zier curve is a parametric
curve frequently used in computer graphics for it’s smoothness and the ability to increase
its degree of polynomial. Roger’s [19] defines the general form of the Be´zier curve as:
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P(t) =
n∑
i=0
PiBn,i(t) t ∈ [0, 1] (2.6)
Where the Bernstein bases function is:
Bn,i(t) =
n!
i!(n− i)!t
i(1− t)n−1 (2.7)
With n being the degree of polynomial, Pi contains the vector location components in
two or three-dimensions, and, i the particular vertex.
Roger’s [19] also describes that the use of a Be´zier curve allows the user a ”much
greater feel” between defined user input and function output. This quality is due to the
use of defined vertices, also known as control points. Adjusting the location of multiple or
only a single control point varies the shape of the curve. This characteristic is observable
in the figure below (see Figure 2.4). It is thought that changes in the polygon vertices
results in an intuitive input/output exchange.
(a) Example Orientation 1
(b) Example Orientation 2
Figure 2.4: Cubic Be´zier Curve with Control Polygon
The properties of the Be´zier curve are reportedly [19]:
1. The first and last points on the curves are coincident with the first and last points
on the defining polygon respectfully.
2. At the extreme ends of the curve, tangent vectors have the same direction as the
first and last polygon spans respectfully.
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3. A mathematical polynomial blending relation exists which interpolates between the
first and last vertices.
4. The curve is contained within the convex hull of the defining polygon and tend to
follow the polygon shape.
Roger’s makes note that the Be´zier curve contains characteristics which limit the
flexibility of this type of segment. Firstly, the degree of the curve is fixed by the user
initially by defining a number of control points. Thus the only way to increase the degree
of the curve is to define additional points and vice versa. This has the potential to vastly
increase the complexity of problem. Secondly, Roger’s states that due to the global nature
of the Bernstein basis (Bn,i(t)), a change in one vertex is felt throughout the entire span.
This characteristic restricts the ability to produce a specific local change to the segment.
2.4.3 The B-Spline
An alternative to the Be´zier curve is the B-spline curve which makes use of the B-spline
basis function. The B-spline basis contains the Bernstein bases function as a special case
only and is defined by [19]:
P(t) =
n∑
i=0
PiNk,i(t) t ∈ [0, 1] (2.8)
Where the B-spline bases function is:
Nk,1(t) =

1 if xi ≤ t ≤ xi+1
−x otherwise
(2.9)
and:
Nk,i(t) =
(t− xi)Nk−1,i(t)
xi+k−1 − xi +
(xi+k − t)Nk−1,i+1(t)
xi+k − xi+1 (2.10)
Similar to the Be´zier curve, the B-spline function control points are used to create
smooth curves by creating a combination of flexible bands. The basis function is
generally non-global due to an essentially unique basis function created for each vertex,
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Pi. Additionally, the B-spline basis function contains a knot vector, x simply defined as
a series of real integers (or parametric knots) xi such that xi ≤ xi+1 for all xi [19]. These
values are used to indicate the range of parameter t used to generate the curve. As such,
the use of a B-spline curve reduces simplicity for advanced flexibility and control.
2.4.4 The Be´zier Surface
As with the Be´zier curve, a Be´zier surface is defined by a series of control points expressed
in three-dimensional space. In this instance, the three-dimensionally expressed Be´zier
curve is further extended into a surface patch with the produced surface commonly referred
to as a control net. An example representation of the Be´zier surface is included below
(see Figure 2.5). Parametrisation makes use of the Bernstein basis function and occurs in
multiple directions.
Figure 2.5: Example Bezier Surface with Control Net. Source: [5]
Rogers [19], defines the general form of the Be´zier surface as:
P(s, t) =
m∑
i=0
n∑
j=0
Bi,m(s)Bj,n(t)Pi,j s ∈ [0, 1], t ∈ [0, 1] (2.11)
Where:
Bi,m(s) =
m!
i!(m− i)!s
i(1− s)m−1 (2.12)
Bn,j(t) =
n!
j!(n− j)!t
j(1− t)n−1 (2.13)
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The Be´zier surface consists of similar properties to the Be´zier curve however, in this
instance, each of the boundary curve in this case are defined by a Be´zier curve. As
mentioned (see Section 2.3), Kraiko and P’yankov [4] express the method of fitting a cubic
Be´zier surface to intermittently defined Be´zier curves for two specific nozzle designs.
2.5 Computational Fluid Dynamic Analysis with
Eilmer4
Following the preprocessing stage where the physical contour and boundary conditions
are defined, the general motion of fluid is described by a desired method which generally
solves a set of equations iteratively. Eilmer4 is a collection of modules and scripts
created at the University of Queensland and formulated around the integral form of the
Navier-Stokes equations presented in Eq.2.14 [20]. As such, transient, compressible gas
flows are numerically simulated in two or three dimensions.
∂
∂t
∫
V
UdV = −
∮
S
(Fi − Fv) · nˆdA+
∫
V
QdV (2.14)
A definition of the flow domain in the form of a mesh of finite-volume cells, as well
as boundary conditions are required execute the simulation of an evolving flow. Fluid
equations can be performed at each finite cell, with a greater number of total cells generally
providing a more accurate representation of the flow field.
2.6 Multi-Objective Optimisation
As suggested by Craddock [21], the coupling of flow solvers with optimisation algorithms
have become common place in the area of aerodynamic design. Due to the complex
characteristics of high Mach number flows, automated designs are performed by allowing
an optimisation algorithm to interpret the relationships between the defined contour and
a computational fluid dynamic flow-field.
In 1989, Huddleston [22] described an optimisation technique which directly couples
early CFD programs with optimisation algorithms with the intention that it be used for
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designing various aerodynamic shapes such as nozzles and aerofoils. This approach, later
used in depth by researchers such as Korte and Auslender [23], specifically integrates
the minimisation of a non-linear least-squares objective function in conjunction with the
Gauss-Newton (and quasi-Newton) optimisation method and the finite-difference Euler
and Navier-Stokes equations.
This type of optimisation algorithm is known wildly as an iterative, gradient-based (or
derivative-based) method which utilises use the derivative information directly within the
algorithm. An alternative category, known as a gradient-free (or derivative-free methods)
method which conversely only uses the values of the objective, without any derivatives.
An alternative way of classifying optimisation algorithms is by the terms deterministic or
stochastic. The term deterministic, relates to an algorithm which operates in a manner
without any random nature. For this type of algorithm, the same solution will be reached
eventually regardless of initial starting point. The alternative stochastic term responds to
an algorithm which is random by nature. Starting with the same initial point may result
in a different solution each time the algorithm is executed. Various other definitions are
frequently used to describe optimisation algorithm types with varying success for different
operations. An efficient optimizer is very important to ensure the optimal solutions are
reachable. The essence of an optimizer is a search or optimization algorithm implemented
correctly so as to carry out the desired search [24].
In additional work, Craddock employs the work of a gradient-search (deterministic
and derivative-free) Nelder-Mead optimisation algorithm coupled with a Navier-Stokes
flow solver in order to optimise the design of supersonic and hypersonic nozzles and
scramjets. Craddock states that the appropriate search direction is found through an
evaluation of objective function conclusions at vertices of a simplex. For this reason,
this algorithm is less sensitive in comparison to other methods and as such, does not
require a continuously differentiable objective function. A limitation of this method is
however presented, whereby the algorithm is reportedly susceptible to converging to a
local minimum as opposed to a global (truly optimised) minimum. As such, this report
concludes with the recommendation that to have reasonable assurance that the determined
minimum is in fact a global minimum, it may be necessary to begin the optimisation
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process from various initial points.
In 2014, Wei, Chan, Jacobs and Morgan [25] carried out a similar study whereby
the design of a truncated hypersonic nozzle was optimised through use of a Nelder-Mead
algorithm. In this report it is stated that problems may arise where the generation of
shock waves within the nozzle could result in a uniform exit Mach number core flow which
could in turn be seen as beneficial to the optimization algorithm. This effect would result
in an undesirable decrease in core flow size. To combat this problem a penalty function
was imposed on the defined objective function if the above situation would appear.
Alternative reports released by Korte [26], Chan [27] and Scott [9] use similar
optimisation techniques with equally successful results.
Chapter 3
Geometric Modelling Methodology
3.1 Introduction
Numerous historical methods of shape transition design have been presented in earlier
report sections (see Section 2.3). This chapter presents an alternative method of geometric
model representation that can be used to build CFD finite-volume grids for the design of
asymmetric nozzles. This method was devised based on the results of reviewed literature
and implementation with tools at the authors disposal such as the Eilmer4 flow solver.
Following the presentation of a geometric modelling method, the Eilmer4 flow solver
was executed and the model was tested using a series of contour designs which could be
used for model validation. Furthermore, all decisions were made with the intention of a
subsequent design optimisation algorithm to be developed.
3.2 Eilmer4 Geometry Package Implementation
With the intention of utilising the Eilmer4 CFD program, the proposed method was
required to work with the existing geometry package. This package includes support
for a series of geometric elements such as points, lines, surface patches and volumes.
Most existing elements are primarily two-dimensional, however, some three dimensional
elements are integrated. These three-dimensional elements include [28]:
1. TFIVolume:new{north=surfN , east=surfE, south=surfS, west=surfW ,
top=surfT , bottom=surfB }: This parametric volume is constructed from a
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set of six parametric surfaces which form a body-fitted hexahedral volume. This is
the most simple three-dimensional element and requires surfaces to be consistent,
align appropriately at each edge and to leave no gaps in the bounding surface.
2. TFIVolume:new{vertices={p0, p1, p2, p3, p4, p5, p6, p7}}: This volume is defined by
eight vertices. Straight-line edges are produced between these points and encloses
the constructed volume. This element is simple, however equally restricted in the
shapes it can produce.
3. SweptSurfaceVolume:new{face0123=surf, edge04=path}: This element constructs
the volume by extruding a defined surface along a described path. This path can
be represented by alternative two-dimensional geometric elements such as lines and
patches. More complex than the previous two, this element allows additional user
control.
4. LuaFnVolume:new{LuaFnName=”myLuaFunction”}: This element constructs a
volume from a user-supplied function. A single table of x, y and z coordinates
is returned based on a function defined by the parametrisation parameters r, s and
t.
5. SubRangedVolume:new{underlyingvolume=pvolume, r0=0, r1=1, s0=0, s1=1,
t0=0, t1=1}: Similar to the previous element, the SubRangedVolume element
constructs the volume as a ”subregion” of previously defined volumes. The
preliminary and final parametrisation parameters are able to be defined.
All three-dimensional elements vary in situational usefulness and difficulty of use,
however, for the application of the project at hand the user defined LuaFnVolume is
likely the most useful due to its accessibility and flexibility. These desired qualities are
apparent in subsequent sections.
3.3 Surface Representation
The implementation of a geometric modelling method was required to supply a nozzle, not
restricted axisymmetrically, capable of providing a steady, uniform, parallel and shock-free
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supersonic flow at its exit. In order to accomplish this task, the initial step was to
satisfy the requirement of generating a smooth transition from one cross-sectional shape to
another while maintaining flow effectiveness. When the hypersonic flow of a prescribed gas
is expanded through a supersonic nozzle, the flow undergoes many forms of variation such
as: separation, unsteadiness, flow mixing and shock induced boundary layer separation.
As such, the presence of a sharp, undesirable transition or contour shape would likely
result in a poor flow results.
For this reason, the resulting method of surface representation was selected. Firstly,
a series of Be´zier curve’s were utilised and arranged at fixed intervals axially along the
nozzle surface. It was expected that these curves would allow a desirable amount of user
control, flexibility and simplicity. These Be´zier curves are used to control the shape of
a later fitted Be´zier surface. Subsequently, these parametric curves will here onwards be
defined as control curves.
The use of a Be´zier surface to fill in the spaces in between user defined control
curves was selected for similar reasons as the parametric curves. Firstly, simplicity of
the method is maintained as the Be´zier surface requires only little manipulation following
the successful initiation of the three-dimensional Be´zier curve. Next, user control and
flexibility is adequately provided with a multitude of shapes able to be produced from
simply adjusting the location of control points. Finally, in conjunction with flexibility,
it is likely that the global nature of the Bernstein function would benefit the project by
providing smoother transitions than those functions known for increased flexibility such
as the B-spline basis function.
3.3.1 Control Curves
It’s important to note that, the aim of this project requires asymmetry about the
horizontal plane only. As a result, due to the symmetry of the geometry about a central
vertical plane, any control curve can be regarded as a half of a closed symmetric curve.
This will reduce computational time in subsequent project stages.
The inlet characteristics of the X2 expansion tunnel were determined by Scott [6] and
presented in Table 2.1. As a result, the first control curve must represent the circular shape
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of the nozzle inlet with a required initial diameter of 85.0 mm. Yamaguchi [18] provides a
brief calculation of approximate control point locations to adequately represent the first
quadrant of a circle using cubic Be´zier curve. This is consequently done by specifying the
condition that the point (R/
√
2, R/
√
2) (where R is the radius) must be passed through
at the quartile half way point (t = 0.5). As a result, the control point locations to
approximate a half-circle with two cubic Be´zier curves are:
P0,0 = (0.0, R, 0.0), P0,1 = (k,R, 0.0), P0,2 = (R, k, 0.0), P0,3 = (R, 0.0, 0.0),
P0,4 = (R, 0.0, 0.0), P0,5 = (R,−k, 0.0), P0,6 = (k,−R, 0.0), P0,7 = (0.0,−R, 0.0)
Where:
k =
4R
3
(
√
2− 1) (3.1)
Increasing the degree of the curve requires a greater number of control points. In this
instance, different control point locations would be required however, a similar method
could be used. In this case, a maximum deviation of 0.027% from a true circle is produced.
As such, a maximum diameter deviation of 22.95e−6 meters is deemed an adequate level
of accuracy in this instance. Therefore, the initial inlet curve is presented below in figure
3.1.
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Figure 3.1: Inlet Bezier Curve with Control Points
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Additional control curves were required to be defined in order to represent a
three-dimensional control net. The control points representing the intermediate and final
curves are available to be set individually and varied in order to influence desired flow
conditions throughout the nozzle. Two example shapes are presented below (see figure
3.2). In both instances, the enclosed area is equal and are included to illustrate the
flexibility of a geometric modelling method making use of control curves.
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Figure 3.2: Possible Intermediate or Final Control Curves Produced by two Cubic
Be´zier Curves
3.3.2 Surface and Volume Functions
Once control point locations are defined, a Be´zier surface is fitted by making use
of Equation 2.11. To implement this equation with the Eilmer4 geometric element
LuaFnVolume, this surface must be converted to include the internal volume (the volume
beneath the defined surface patch). This alteration is somewhat straightforward and
requires only a simple modification to the presented equation. As such, the expressions
for x, y and z are:
x(s, t, r) =
m∑
i=0
n∑
j=0
(Bi,m(s)Bj,n(t)xi,j)r (3.2)
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y(s, t, r) =
m∑
i=0
n∑
j=0
(Bi,m(s)Bj,n(t)yi,j)r (3.3)
While:
z(s, t) =
m∑
i=0
n∑
j=0
Bi,m(s)Bj,n(t)zi,j (3.4)
In the functions above, the parameters s, t and r represent the number of grid
parametrisation dimensions in the longitudinal, circumferential and radial directions
respectfully. These definitions are are symbolised for further clarification below (see Figure
3.3):
Figure 3.3: Parametrisation Parameter Definitions s, t and r
The associated Lua function for the upper volume only is provided in listing 3.1
which numerically utilises equations 3.2, 3.3 and 3.4. A similar function was used to
equivalently produce the lower volume, this time making use of the lower surface control
points. To complete the flow domain definition, the boundary conditions are required
to be specified. Three-dimensional structured grid blocks where utilised in conjunction
with Eilmer4’s SBlockArray constructor. The complete Lua script is included in the
appendix (see Appendix A) with further elaboration on the constructed flow solution
project segment included in subsequent sections (see Section 3.4).
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Listing 3.1: Upper Volume Implementation for Eilmer4 using a Be´zier Surface to define
its Contour
1 f unc t i on para nvo l upper ( s , t , r )
2 −− User−de f ined func t i on f o r the parametr ic volume maps from
3 −− parametr ic space to p h y s i c a l space f o r the upper volume.
4 −− Returns a t ab l e o f l a b e l l e d c o o r d i n a t e s .
5 i = 0 . 0
6 j = 0 . 0
7 xP = 0 . 0
8 yP = 0 . 0
9 zP = 0 . 0
10 whi le i < npo ints do
11 whi le j < mpoints do
12 npolynomial = b e r n s t e i n p o l y ( i , npoints −1, s )
13 mpolynomial = b e r n s t e i n p o l y ( j , mpoints−1, t )
14 xP = xP + mpolynomial∗npolynomial ∗ x loc upper [ i +1] [ j +1]∗ r
15 yP = yP + mpolynomial∗npolynomial ∗ y loc upper [ i +1] [ j +1]∗ r
16 zP = zP + mpolynomial∗npolynomial ∗ z l o c uppe r [ i +1] [ j +1]
17 j = j + 1
18 end
19 i = i + 1
20 j = 0 . 0
21 end
22 re turn {x=xP , y=yP , z=zP}
23 end
3.3.3 Geometry Test Cases
Through firstly defining the locations and quantity of desired control points, and secondly
executing the Eilmer4 - -prep (or - -custom-post) command, the geometry definition and
associated grid was created. Eilmer4 writes this data to VTK (Visualization Toolkit) file
format which is able to be read by a user preferred visualisation program. Throughout the
project, Paraview, an interactive open-source program, was used to assess the geometric
and flow solution data.
A series of test case’s were constructed to initially inspect the produced geometry, and
secondly to examine how the flow solver responds to this assembled configuration. These
test cases are presented here to visually demonstrate how grids are generated using this
supplied meshing structure.
Test Case 1: Constant Angle of Divergence
The first of these tests cases was a duct containing a constant angle of divergence, chosen
for it’s simplicity. A 3◦ angle of divergence was selected and location information presented
in Table 3.1).
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Table 3.1: Locational Information for a 3◦ Constant Angle of Divergence
Longitudinal Position (m) Radius (m) Longitudinal Position (m) Radius (m)
0.0 0.0425 0.7778 0.0832
0.1556 0.0506 0.9333 0.0913
0.3111 0.0588 1.0889 0.0995
0.4667 0.0669 1.2444 0.1076
0.6222 0.0751 1.4 0.1158
In order to create this example grid, a half-circle control curve representation was
arranged at regular longitudinal intervals. In this instance, only two cross-sectional control
curves were required (inlet and outlet) to represent a constant angle. Additionally, this
configuration utilised the earlier presented Be´zier control point half-circle constant (see
Equation 3.1) and control point locations for both curves.
In addition to the prescribed control point locations, the number of cells desired in
each direction were required (defined in lines 166-168 in Appendix A). In this example,
120, 000 cells were selected with the structure subdivided in the index directions:
• Number of cells longitudinally: 200
• Number of cells circumferentially: 20
• Number of cells radially: 30
These values where chosen specifically to reduce computational time for preliminary
test cases while maintaining reasonable resolution for accurate simulation results.
Additionally, parameter discretisation within the Eilmer4 LuaFnVolume is consistent
with grid step sizing. Therefore, a lower mesh resolution results in a course surface
representation. Further discussion on this phenomena is presented in Section 3.4.
The resulting structure is observable in Figure 3.4. It is clear that the established grid
domain is structured and three-dimensionally non-uniform and curvilinear. Flow solving
implementation results for this example is provided in Section 3.4.
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(a) Isometric (b) Outlet
(c) Internal
(d) External
Figure 3.4: 3◦ Constant Angle of Divergence Grid Structure (120, 000 Cells)
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Test Case 2: Michael Scott’s Axisymmetric X2 Expansion Tunnel Nozzle
A second test case is similarly presented. This second example consists of a
three-dimensional representation of Michael Scott’s optimised supersonic nozzle designed
for the University of Queensland’s X2 expansion tunnel [6]. As presented in earlier sections
(see Section 2.2.3), Scott designed this nozzle by making use of an optimisation algorithm
coupled with CFD flow solver simulations. The two-dimensional axisymmetric nozzle
contour was defined by a Be´zier curve whereby control points were repeatedly perturbed
thus altering the finite-volume flow domain throughout the process. The control point
locations of the final optimised turbulent profile nozzle contour are supplied below (see
Table 3.2).
Table 3.2: Scott’s Axisymmetric X2 Expansion Tunnel Nozzle Locational Information.
Source: [6]
Longitudinal Position (m) Radius (m) Longitudinal Position (m) Radius (m)
0.0 0.0425 0.403471 0.058292
0.034483 0.044861 0.590938 0.076543
0.085036 0.046159 0.825679 0.100123
0.158080 0.047400 0.100956 0.104087
0.261443 0.060497 1.4 0.104087
Similar to the first example, the two-dimensional profile was transformed to a
three-dimensional representation by making use of the Be´zier control point half-circle
constant (see Equation 3.1) and control point locations for each cross-sectional control
curve. However, in this instance additional control curves are required. Within Scott’s
project, a Be´zier curve was utilised consisting of ten control points. To represent this
contour in three-dimensions using this geometric model, ten control curves (inlet, outlet
and eight intermediates) are required consisting of eight control points each. The locations
of these control points are provided in the appendix (see Appendix C). The number of
cells desired in each direction were configured in the same way as in the previous example
resulting in 120, 000 total cells.
The produced grid structure is consistent with that created in the first example
however, in this example, a clear distinction between the expansion and straightening
nozzle sections exist. These characteristics are required to provide a supersonic nozzle
with desired flow characteristics such as flow which is uniform, shock-free, and parallel.
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(a) Isometric
(b) Outlet
(c) Internal
(d) External
Figure 3.5: Michael Scott’s Axisymmetric X2 Expansion Tunnel Nozzle Grid Structure
(120, 000 Cells)
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It is important to note at this point that the parametric component of the Be´zier curve
results in an irregularly-spaced grid. This quality can clearly be observed in this second
test case with a natural clustering effect being created closer to the nozzle inlet. This
response produces more finely spaced grids in this region while providing a comparatively
more coarse mesh closer to the nozzle exit. This consequence is due to control curves being
more closely distributed in this region. It is predicted that this effect is likely desirable
as greater fidelity is produced in regions where detail is more necessary while reduced
accuracy is required within later regions where the perceived flow is straighter. However,
if this quality is undesired, the user can:
1. evenly distribute control curves. This could provide mixed results for example,
control curves are more closely distributed in this region due to the requirement for
more contouring control at the nozzle inlet.
2. implement an analytical transformation using a clustering (grid stretching) function
(such as Eilmer4’s RobertsFunction)to redistribute the resultant mesh.
Test Case 3: Shape Transitioning, Asymmetric Nozzle
A third and final test case is provided. This example better demonstrates the capability
of this geometric modelling method and provides a useful exhibition as to why a
three-dimensional flow solving solution is required.
Similar to previous example test cases, the nozzle inlet was required to maintain
its restricted geometry. For this reason, two volumes were continued to be used. The
locations of the inlet control points were produced by reintroducing the Be´zier control
point quarter-circle constant (see Equation 3.1) and positioning. Similarly, ten control
curves (inlet, outlet and eight intermediates) were utilised in order to allow sufficient
flexibility throughout the nozzle during the shape transition process. Other location
points used in this test case were chosen simply as an example, complete control over
the location of each control point is possible, as is the benefit of this method, and each
different configuration would produce an alternative volume. The lower region of nozzle
however, was selected to maintain a horizontal with the inlet. As the aim of this project
is to enable a test area above which is currently capable, all expansion occurs in this
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direction. For documentation purposes, the locations of these control points are provided
in the appendix (see Appendix D).
The number of total cells within the computational domain was increased compared
to previous test cases. In this example, 300, 000 cells were selected with the structure
subdivided in the index directions:
• Number of cells longitudinally: 200
• Number of cells circumferentially: 50
• Number of cells radially: 30
These values were selected for this test case to maintain consistency with flow solver
implementation (see Section 3.4.3).
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(a) Isometric (b) Outlet
(c) Internal
(d) External
Figure 3.6: Shape-transitioning, Asymmetric Nozzle Grid Structure (300, 000 Cells)
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3.4 Flow Solver Implementation
Following the development of a geometric model for asymmetric nozzle design, complete
computation fluid dynamic simulation is required in order demonstrate the capabilities of
the method and subsequently assess its performance and the quality of the flow produced.
As mentioned, various geometric modelling test cases have been presented. The geometry
defined in test cases 1 and 2 can be computationally validated by common axisymmetric,
two-dimensional simulations. The others however cannot be easily validated as is the
necessity for a model such as this. Nevertheless, flow simulations for all test cases are
included with two-dimensional simulation added where possible.
As noted previously, UQ’s Eilmer4 flow solver program was used to test each case.
Once again, this program makes use of the compressible finite-volume Navier-Stokes
equations and requires a user input defining flow domain information and a description of
your flow conditions to be supplied in the Lua computing language. Prior sections present
the flow domain information supplied for each test case however, flow conditions are yet
to be defined.
Nozzle inflow conditions were programmed based on the information presented by
Scott [6] for air. A summary of these inflow properties are presented below (see Table
3.3).
Table 3.3: Summary of Nozzle Inflow Simulation Properties, Air
Property Value Units
Static pressure 30.0 kPa
Density 24.3 g/m3
Static temperature 3500.0 K
Mach number 7.3 −
Velocity 8.2 km/s
Additionally, the flow solution for each test case is defined over blocks of cells. For this
project, blocks are constructed by making use of Eilmer4’s FluidBlockArray. This function
allows boundary conditions to be specified and also permits defined blocks to be further
subdivided in various directions. This final characteristic is desirable as it produces faster
simulations by allowing these blocks to be assigned to alternative processors of a multi-core
machine as well as allowing the use of space-marching techniques. The space-marching
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technique, also referred to as block-marching, is a solution technique for steady flows
where the region of influence is predominantly downstream. The computational domain
is discritised into slices and integrated one slice at a time. Once a steady state is reached,
a solution is determined for the next slice in series by using the outflow plane of the
upstream slice as the new inflow plane. This procedure then continues slice-by-slice until
the final region is solved. This technique is commonly used for supersonic flow simulations
as the flow is likely to remain largely downstream and can provide much faster simulations.
Investigations, such as that undertaken by Korte [29], demonstrate that implementation
of a space-marching flow solver as opposed to the time-marching equivalent, can provide
good agreement for steady supersonic flow problems that do not have a strong downstream
influence.
Taking advantage of an inviscid assumption, the nozzle contour boundary was defined
as a solid wall with slip conditions with inflow and outflow boundary conditions provided
for the nozzle inlet and outlet respectfully. Additionally, by allowing an initial state to
be defined with inflow conditions, a faster convergence was produced requiring only one
millisecond of simulation time. Once again, the complete Lua script is included in the
appendix (see Appendix A).
3.4.1 Flow Solver Test Case 1: Constant Angle of Divergence
As presented in Section 3.3.3, the first test case consists of a duct containing a constant
3◦ angle of divergence. Inflow conditions used for this simulation was presented in Table
3.3). Additionally, the number of cells desired in each direction were increased. In this
example, the number of cells were modified from the 120, 000 described earlier to 300, 000
cells with the structure subdivided in the index directions:
• Number of cells longitudinally: 200
• Number of cells circumferentially: 50
• Number of cells radially: 30
This increase in cell count was performed to generate higher fidelity at the nozzle
exit, however this action at a large computational cost. In this instance, the flow
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solver terminate its 1ms simulated time after approximately 1.5 hours operating in
space-marching mode parallel on eight Intel Core i7-6700 3.4Ghz processors. Clearly this
level of resolution within the three-dimensional domain is impractical for optimisation
purposes.
The numerical stability of the flow calculations was maintained with a CFL number
of 0.5 and produced the results presented in Figures 3.7, 3.8 and 3.9.
A summary of results for the exit plane is presented below (see Table 3.4). Due to
the axisymmetric characteristics of this test case, values are evaluated vertically along the
plane of symmetry.
Table 3.4: Summary of Results Across the Exit Plane for Test Case 1 (Evaluated
Vertically Along the Plane of Symmetry)
Parameter Value Units
Average Mach number 11.026 −
Average Pressure 2.007 kPa
Average Density 4.289 g/m3
Maximum Mach number variation 0.884 −
Maximum flow angle variation 2.860 deg
These values can be validated through well-tested theory. For example, taking an
isentropic assumption, the nozzle area can be related to the Mach number and sonic
throat area by the relation:
A
A∗
=
1
M
( 2
γ + 1
) γ+1
2(γ−1)
(
1 +
γ − 1
2
M2
) γ+1
2(γ−1)
(3.5)
Resolving for this instance gives the values:
Ain = 5.675e
−3 m2, A∗ = 4.518e−5 m2, Aout = 4.213e−2 m2
As such, solving Equation 3.5 numerically predicts an exit Mach number of
approximately 11.238. As a result, it is resolved that this simulation test case presents a
reasonably accurate representation. It is believed that a greater mesh resolution would
determine more accurate results, more consistant with theoretical results.
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(a) Isometric (b) Outlet
(c) Internal
(d) External
Figure 3.7: 3◦ Constant Angle of Divergence Flow Solution (Mach Number)(300, 000
Cells)
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(a) Isometric (b) Outlet
(c) Internal
(d) External
Figure 3.8: 3◦ Constant Angle of Divergence Flow Solution (Pressure)(300, 000 Cells)
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(a) Isometric (b) Outlet
(c) Internal
(d) External
Figure 3.9: 3◦ Constant Angle of Divergence Flow Solution (Density)(300, 000 Cells)
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3.4.2 Flow Solver Test Case 2: Michael Scott’s Axisymmetric
X2 Expansion Tunnel Nozzle
The next test case is indicative of the nozzle currently installed in the University of
Queensland’s X2 expansion tunnel. As discussed in preceding sections, the nozzle was
designed by two-dimensional, axisymmetric contour optimisation.
To implement this test case, eighty control points were utilised and distributed
throughout two volumes each consisting of ten control curves. Once again, the locations
of these control points are accessible in the appendix (see Appendix C). Additionally,
inflow conditions and cell divisions were consistent with the first test case.
Results are presented below in Figures 3.10, 3.11 and 3.12. Through observation it is
clear that operations performed during the optimisation process provided the nozzle with
a more aggressive expansion section while allowing more gentle and effective straightening
section than the previous test case.
A summary of results for the exit plane is presented below (see Table 3.5) with values
similarly evaluated vertically along the plane of symmetry.
Table 3.5: Summary of Results Across the Exit Plane for Test Case 2 (Evaluated
Vertically Along the Plane of Symmetry)
Parameter Value Units
Average Mach number 10.883 −
Average Pressure 2.181 kPa
Average Density 4.554 g/m3
Maximum Mach number variation 1.028 −
Maximum flow angle variation 0.655 deg
These values agree somewhat closely with those determined by Scott [6] for the
two-dimensional, axisymetric model however, some disparity exists as Scott’s research is
inclusive viscous effects. An inviscid assumption causes dissipative, transport phenomena
of viscosity, mass diffusion and thermal conductivity to be neglected. As such, major
discrepancy occurs at the nozzle contour boundary where viscous effects produce a non-slip
wall condition. For an inviscid fluid, no friction is present to develop a non-slip attribute,
hence, the flow slips over the surface and the flow at this position must be tangent to the
wall [30].
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(a) Isometric (b) Outlet
(c) Internal
(d) External
Figure 3.10: Michael Scott’s Axisymmetric X2 Expansion Tunnel Nozzle Flow Solution
(Mach Number)(300, 000 Cells)
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(a) Isometric (b) Outlet
(c) Internal
(d) External
Figure 3.11: Michael Scott’s Axisymmetric X2 Expansion Tunnel Nozzle Flow Solution
(Pressure)(300, 000 Cells)
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(a) Isometric (b) Outlet
(c) Internal
(d) External
Figure 3.12: Michael Scott’s Axisymmetric X2 Expansion Tunnel Nozzle Flow Solution
(Density)(300, 000 Cells)
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Further analysis was also undertaken along the centreline of the nozzle in the direction
of flow. Results specifically for Mach number are presented below (see Figure 3.13).
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Figure 3.13: Mach Number Along the Centreline of the Nozzle (300, 000 Total Cells, 200
Cells Along Centreline)
Finally, a grid dependency study was undertaken on this test case to determine how
the grid resolution effects results. The mesh was refined based on the information in
provided Table 3.6. The results for Mach number and flow angle at the nozzle exit are
presented in Figures 3.14 and 3.15.
Table 3.6: Grid Dependency Study for Test Case 2 (Evaluated Vertically Along the
Plane of Symmetry)
Total Cell Count Longitudinally Circumferentially Radially Comp. Time (Sec)
22,500 50 15 30 472
60,000 100 20 30 2350
300,000 200 50 30 5450
By observing these results, it is clear that the grid demonstrates excellent independence
with grids consisting 60, 000 and 300, 000 cells practically indistinguishable. While a
grid domain of 22, 500 cells reports poor results in comparison, computation time is
significantly reduced.
From this study it is determined that a three-dimensional grid domain consisting of
60, 000 cells, distributed by 100, 20 and 30 cells in the longitudinal, circumferentially and
radial index directions respectfully, should provide a good initial approximation while
keeping computational time as short as possible.
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Figure 3.14: Grid Dependency Study: Mach Number (Evaluated Vertically Along the
Plane of Symmetry)
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Figure 3.15: Grid Dependency Study: Flow Angle (Evaluated Vertically Along the
Plane of Symmetry)
3.4.3 Flow Solver Test Case 3: Shape Transitioning,
Asymmetric Nozzle
Results for the final test case, first presented in Section 3.3.3, are disclosed in Figures
3.16, 3.17 and 3.18. A clear distinction is evident between results gathered from this
asymmetric case compared to the two previous axisymmetric examples.
A clear over-expansion of the nozzle is present in the upper region resulting in
a non-uniform flow at the exit. Slight over-expansion begins early within the nozzle
producing a shock wave at the nozzle boundary. Within this separation region the flow
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(a) Isometric
(b) Outlet
(c) Internal
(d) External
Figure 3.16: Shape-transitioning, Asymmetric Nozzle Flow Solution (Mach
Number)(300, 000 Cells)
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(a) Isometric
(b) Outlet
(c) Internal
(d) External
Figure 3.17: Shape-transitioning, Asymmetric Nozzle Flow Solution (Pressure)(300, 000
Cells)
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(a) Isometric
(b) Outlet
(c) Internal
(d) External
Figure 3.18: Shape-transitioning, Asymmetric Nozzle Flow Solution (Density)(300, 000
Cells)
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decreases significantly in Mach number while pressure and density increase. This
characteristic is indicative of shock flow-theory. As indicated by Lawrence and Weynand
[31], conditions at the nozzle wall control flow separation. An incorrectly contoured nozzle
surface contour affects the stability of the flow upstream of separation and the entrainment
pressure downstream..
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Figure 3.19: Asymetric Nozzle Exit Data: Mach Number (Evaluated Vertically Along
the Plane of Symmetry)
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Figure 3.20: Asymetric Nozzle Exit Data: Flow Angle (Evaluated Vertically Along the
Plane of Symmetry)
Due to the formation of shock waves coupled with large Mach number and flow angle
variation, it is concluded that this is an inefficient and undesirable asymmetric nozzle
contour. As such, the investigation of alternative contours is recommended.
Chapter 4
Design Optimisation
4.1 Introduction
This report section describes an optimisation algorithm designed to operate in conjunction
with the geometric modelling technique and flow solver implementation described in
previous sections. This chapter initially provides a brief overview of key optimisation
algorithms described in the relevant literature review section (see Section 4.4.3) before
detailing the algorithm implementation and EIlmer4 flow solver coupling technique.
Finally, some issues relating to multi-objective optimisation and recommendations are
provided.
4.2 Optimisation Algorithms
The consolidation of optimisation algorithms and flow solving has not changed
significantly since its first inception, however, conitunal improvements of computational
techniques, together with vast enhancements in computer technology has resulted in more
capable design methods and applications [21]. As noted in earlier sections (see Section
4.4.3), optimisation methods can be classified in many ways. A small number of these
classifications were provided such as: gradient-based and gradient-free, deterministic and
stochastic, and, gradient-search (also known as gradient-descent) [24]. The evaluation
of correct optimisation algorithm for a given task is crucially important. The type of
problem, nature of algorithm, desired quality of solutions, available computing resource,
and time limit, are all contributors to the requirement of correct algorithm selection.
49
50 4.2. OPTIMISATION ALGORITHMS
The coupling of computational fluid dynamics solvers with numerical optimization
methods for aerodynamic shape design produces a large number of challenges. These
challenges are namely [32]:
1. CFD simulations are computationally expensive. Often, a single simulation with
any reasonably desired level of accuracy can take hours or even days to run a single
simulation.
2. A large quantity of simulations is likely required. Depending on the number of
variables, accuracy of any initial guesses and efficiency of chosen optimisation
method, an optimisation cycle could take many thousands of cycles or more [33].
3. It is likely that a large number of design variables are required in order to allow
sufficient aerodynamic shape variability. For example, two-dimensional aerodynamic
shapes such as aerofoils are often designed with no-less than ten design variables.
Three-dimensional shapes can greatly add increase the number of required design
variables.
4. A test condition subject to multiple operating conditions, such as aerofoils operating
at over a range of Mach numbers and/or pressures.
5. An aerodynamic shape subject to multiple objectives, such as supersonic nozzles
with a desired level of Mach number variation and flow angle (discussed further in
Section 4.4.3)
6. A noisy objective functions containing many local minima. In this instance,
the optimisation method is highly reliant on initial variable conditions. Defining
different initial variable values would result in varied solutions.
As such, these challenges indicate that highly efficient optimisation algorithms are
required to increase the overall efficiency of the design process. Additionally, the fidelity
of each CFD simulation must be reduced during the optimisation process as high resolution
simulations are computationally far too expensive.
Gradient-based optimisation algorithms, such as the Gauss-Newton and adjoint-based
methods, require direct function derivative information. While it is possible, in
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some instances, to provide such information, implementation procedures are typically
non-trivial however, calculation of the gradient is effectively independent of the number
of design variables. A further disadvantage of this optimisation category is that they
generally required a large number of function evaluations [32]. As such, the coupling of
flow solvers with methods such as these can be greatly expensive.
The alternative to this method, gradient-free, do not require derivative information to
be defined directly. While these methods methods usually still require a large number of
function evaluations, additional advantages of these methods are that they can also handle
noisy and/or discontinuous objective functions. Local gradient-free search methods,
such as the pattern-search and Nelder-Mead algorithms, and global gradient-free search
methods, such as the Simulated Annealing, Evolutionary and Particle Swarm Algorithms,
are referred to as heuristic and meta-heuristic in nature. As such, they are designed to
solve problems faster and more efficiently by sacrificing precision and accuracy [34].
As presented, advantages and disadvantages exist for each optimisation category which
effectively increases or decreases applicability to aerodynamic design problems. For
reasons outlined above, generally stochastic algorithms are not desirable in this instance
as deterministic methods are likely more efficient. Algorithm computational efficiency and
simplicity was deemed as the most important aspects for this project as the computation
required for each flow solution is significant. As such, based on review literature, the
Nelder-Mead method (also known as the downhill simplex method) was selected and
implemented to work in conjunction with the Eilmer4 flow solver.
4.3 The Nelder-Mead Optimisation Algorithm
As stated, the Nelder-Mead method is a heuristic algorithm which performs a search
within an n-dimensional space. The algorithm is often referred to as the downhill simplex
method as a simplex structure is formed by n + 1 points. Hence, a line segment is
formed by one variable, two variables forms a triangle and the three-dimensional simplex,
the tetrahedron, is formed by the inclusion of three variables. This relationship holds
throughout an n-dimensional space. Similarly, the method does not require the derivative
information to be known, however, computation of the function values at the vertices of
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the simplex allows the algorithm to indirectly assess the function gradient.
The implementation remains essentially unchanged since Nelder and Mead developed
its modern form in 1965 [35]. This process begins initially with a user defined simplex
and uses one of four operations at each iteration to further modify the shape of the
simplex until a desired tolerance of convergence is satisfied. The four key operations
of the Nelder-Mead algorithm are: reflection, expansion, shrinking and contraction, as
presented in the figure below (Figure 4.1).
Figure 4.1: Nelder-Mead Operations
The sequence of operations performed based on the determined objective function
at each of the points. These values are calculated following the initial definition of the
preliminary simplex by an initial guess. After generating an initial simplex and evaluating
the objective function at each vertex, the points determined as the worst (largest value)
and best (lowest value) are identified. An operation is performed by the algorithm for the
vertex containing the worst value depending on the value of the objective functions at the
newly determined point relative to the other key points [36].
As such, the algorithm follows a detailed set of operations. The methodology of this
algorithm consists of [36]:
1. Evaluate the objective function at each vertex.
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2. Order each point from highest (x0) to lowest (x2) according to the values at the
vertices.
3. Compute the reflection point (xR). If the value at the reflected point is better than
the value at the second worst point (xR > x1) but not better than the value at the
best point (xR < x2), replace the worst point for the reflection point.
4. If the value at the reflected point (xR) is better than the value at all previous points
(xR > x2), compute the value at the expanded point (xE). If the value at the
expanded point is better than the value at the reflected point (xE.xR), replace the
worst point for the expanded point.
5. If the value at the expanded point is worse than the value at the reflected point
(xR > xE), replace the worst point for the reflection point.
6. If the value at the reflected point (xR) is better than the value at the worst point
(xR > x0) but not better than the value at the second worst point (x1 > xR),
compute the value at the outside contraction point (xC2). If the value at the outside
contraction point is better than the value at the worst point (xC2 > x0), replace the
worst point for the outside contraction point.
7. If the value at the outside contraction point is worse than the value at the worst
point (x0 > xC2), shrink.
8. If the value at the reflected point (xR) is worse than the value at the worst point
(x0 > xR), compute the value at the inside contraction point (xC2). If the value at
the inside contraction point is better than the value at the worst point (xC1 > x0),
replace the worst point for the inside contraction point.
9. If the value at the inside contraction point is worse than the value at the worst point
(x0 > xC1), shrink.
Typically, the Nelder-Mead method is designed to search for a minimum (or maximum)
objective function value until either, the objective function value is less than a user
prescribed tolerance value, or a difference in objective function values throughout
iterations becomes too small (symbolising convergence) [21].
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4.4 Optimisation Implementation and Coupling to
the Flow Solver
4.4.1 SciPy Optimisation Package
Implementation of the Nelder-Mead optimisation algorithm was undertaken in the Python
programming language. This choice of interpreter was selected for its familiarity,
flexibility, ease-of-use and powerful module, package and library interfaces. One such
interface is SciPy package. This package includes a series of mathematical algorithms
and functions built on the Numpy extension for scientific applications [37].
The SciPy optimisation (scipy.optimize) package contains numerous commonly used
optimisation algorithms, such as the:
1. Broyden-Fletcher-Goldfarb-Shanno algorithm
2. Nelder-Mead simplex
3. Newton-Conjugate-Gradient algorithm
4. Sequential Least Squares Programming method
5. Basin-hopping algorithm
6. Differential evolution stochastic algorithm
7. Least-squares minimization method
Implementation of the SciPy optimisation Nelder-Mead algorithm is a simple task
requiring only a defined object function and list of variables. All of which were defined
within the same Python script.
4.4.2 Objective Function
As defined in earlier sections (see Section 3.3), the surface contour of the nozzle was
defined by a Be´zier surface. As such, the nozzle shape and grid definition relies on the
positioning of a set of control points. Optimisation using the Nelder-Mead algorithm
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was conducted by the perturbation of the location of these nodes until the desired flow
characteristics were met.
An objective function for the optimisation algorithm was implemented with the desire
to determine a nozzle contour design which produces a supersonic flow with minimum
variation in Mach number and flow angle across the nozzle exit. Additionally, a desired
exit Mach number was fully defined and flow angle of zero degrees desired. As a desirable
flow is required within the upper region of the nozzle exit where the testing model would be
positioned, computational cells from the axis to the upper surface of the nozzle contour
were used to evaluate the objective function. As a result, the objective function was
defined as:
Obj = (fθ + falpha + fM + fpty)
2 (4.1)
Where the secondary functions are defined as:
fθ =
φ2θ
N
N∑
i=1
(vi/ui)
2 (4.2)
fα =
φ2α
N
N∑
i=1
(wi/ui)
2 (4.3)
fM =
φ2M
N
N∑
i=1
(Mi −MTarget)2 (4.4)
fpty =

C1 if Ai+1 < Ai
0 otherwise
(4.5)
Where the symbol N denotes the total number of computational cells evaluated at the
nozzle exit. The weighting parameters φθ, φα and φM are included to coerce the optimiser
to determine particular optimal solution by weighting one single objective more greatly
than another. This process is discussed more in subsequent sections (see Section 4.4.3).
Flow velocity variables ui, vi and wi are used to determine the flow angle at the exit,
whereby ui is in the direction of the flow, vi and wi are used to determine vertical and
horizontal angles respectfully.
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Within Equation 4.4, the difference between the Mach number within computational
cell (Mi) and the desired Mach number (MTarget) is computed. Calculated Mach numbers
too large or small in comparison to the target Mach number are undesirable and, as such,
produce a detrimental secondary function value.
The final secondary function presented in Equation 4.5 introduces a penalty parameter.
A parameter such as this is a standard technique used in general optimisation problems
to enforce a constraint or penalise an optimisation algorithm for unwanted behaviour
[34]. In this instance, a user defined penalty constant is introduced for the condition
whereby the cross-sectional area in a downstream section is less than that preceding
it. Cross-sectional areas are calculated at the control curves numerically using Simpson’s
method of integration and assessed against the previous cross-section. A constant penalty
parameter value was selected and implemented throughout the optimisation process.
Weighting parameter values were defined so that a flow fulfilling a prescribed target
would evaluate to a value of one or less. This method was described by Craddock [21]
in the hope that the optimisation algorithm would interpret both targets as equally
important throughout the process. It is thought that this method of prescribing weighting
parameters gives users a greater feel for the multi-objective nature of the method. When
a nozzle contour is determined which suits these targets is achieved, a successful level of
convergence is attained. As such, the weighting parameters are defined as:
φθ =
1
tan(dθTarget)
(4.6)
φα =
1
tan(dαTarget)
(4.7)
φM =
1
dMTarget
(4.8)
Design parameters selected are presented in the table below (see Table 4.1).
Additionally, the parameters for the Nelder-Mead optimiser are required to be defined.
These values are observable in Table 4.2.
CHAPTER 4. DESIGN OPTIMISATION 57
Table 4.1: Design Parameters
Parameter Value Units
Vertical flow angle variation (dθ) 0.5 deg
Horizontal flow angle variation (dα) 0.5 deg
Target Mach number (MTarget) 10.0 −
Mach number variation (dM) 0.5 −
Penalty value (C1) 10 −
Table 4.2: Optimiser Input Parameters
Parameter Value Notation
Tolerance for termination 0.1 tol
Maximum allowed number of function evaluations 20,000 maxfev
Maximum allowed number of iterations 20,000 maxiter
Absolute error in objective function between iterations
that is acceptable for convergence
0.0001 fatol
4.4.3 Multi-Objective Optimisation
As presented in the previous sections, the utilised optimisation method seeks to minimise
the objective function by altering the values of the design variables. The objective function
presented in in Equation 4.1, consists of several design criteria. As a result, this project
is regarded as a multi-objective optimisation problem.
For this reason, it is likely that a single solution does not exist which minimises
each design criteria simultaneously. Essentially, conflicting objectives provide a series of
optimal solutions, also referred to as Pareto optimal solutions. Single objective solutions
cannot be improved in any case without degrading at least one of the other objectives.
The notion of Pareto optimality have been applied to engineering design problems for
some time [38]. This concept states that each single objective optimum determines one
particular optimal solution point on the Pareto front. The weighted sum method is a
popular way of managing the combination of objectives to produce a particular position
on this front. A simple blending between single objective functions creates the system of
optimal solutions.
4.4.4 Flow-Solver Coupling
In earlier sections, information on geometric modelling methods, flow solver tools and
optimisation algorithms were presented. However, interconnection method between each
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stage is yet to be discussed. This section of the report aims to fill this void.
The optimisation method outlined within this report utilises the Nelder-Mead
algorithm with the objective function defined in Equation 4.1. These functions are
implemented within the Python programming script (observable in Appendix B). In order
to retain full access of optimisation variables, initial control point locations are similarly
included within this script additionally allowing easy access for penalty parameter
evaluation.
Upon running the Python script, commands are executed to build and prepare the
simple gas model. This command generates a gas model file with detailed specification of
an ideal-air gas model required by Eilmer4 for simulations. Next, the initial control point
locations are defined and exported to comma-separated value (CSV) files. These produced
files provide a simple technique for sharing data between Python and Lua scripts. The
program then calls the flow solver to prepare the described job file.
While preparing the job file, the Lua script is executed. As observable in A, this script
firstly defines initial and inflow configuration requirements before reading the Python
exported initial control point locations. The grid geometry is constructed and final
Eilmer4 configuration values introduced.
The next process, running the flow solver, is called by the Python script. Following the
simulation operation, the flow solution associated with the given design vector is output
in the form of a text based data file able to be returned to the main Python program. This
program then uses the flow solution data to evaluate the objective function by gathering
required information in order to solve Equation 4.1. This value is then passed to the
optimiser which subsequently checks for convergence and returns instructions on how to
move the simplex. The new geometry is then used to re-initiate the CFD flow solving
stage. This process is presented neatly in the Figure 4.2.
4.4.5 Design Parameters and Variables
Increased grid resolution produces greater accuracy of results however, high resolution
simulations are computationally expensive. For optimisation problems it is necessary
to decrease the accuracy of simulations initially to reduce convergence time. Once
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Figure 4.2: Optimisation Flowchart
convergence has occurred, it is possible to increase domain resolution by using the initially
determined result as a basis for the secondary starting position.
The initial computational grid for the optimisation problem was defined by 100 cells
in the longitudinal direction, 20 cells circumferentially and 30 cells radially producing a
total number of cells of 60, 000. These values were selected following the results of the
grid dependency study undertaken for the second flow solver test case (see Section 3.4.2).
It was concluded that this configuration generated adequate approximations for a reduced
computational time. Additionally, due to applying an inviscid assumption, the formation
of boundary layers is not possible. As such, clustering was not required or utilised in this
instance.
The entire simulation geometry was further comprised by a subdivision of 20 blocks in
the longitudinal direction and 4 circumferentially. This allowed the Eilmer4 flow solver to
be run in its spacing-marching mode, further reducing computational run time. As stated
previously, nozzle inflow conditions were introduced based on the information provided
by Scott [6]. This information is provided in Table 3.3.
Control point locations were implemented as variables. It was predicted that, to allow
sufficient flexibility within the nozzle, a significant number of control curves were required.
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Ten control curves were selected based on the number of control points required by Scott
to produce his optimised axisymmetric turbulent nozzle profile [6]. It is thought that
acceptable radial flexibility is possible by two volumes (upper and lower) consisting of
four control points each. This configuration allows a range of shapes to be produced
while similarly reducing variable quantity. In total eighty control points were used which
vary between being fixed, semi-fixed or free.
Control curves were fixed in the longitudinal direction and initially positioned at
locations defined by Scott [6]. This was done to again reduce the quantity of variables
while additionally allowing more control over the early expanding and flow turning nozzle
sections.
For maximum flexibility of the selected control curve layout, the location of all
non-restricted control points could be used as optimisation variables able to be perturbed
until convergence. Restrictions would be contributed by:
1. longitudinal (z) position
2. circular inlet with fixed radius
3. attachment to plane of symmetry
4. stitching together of upper and lower volumes
5. horizontal lower region to encourage expansion upwards
As a result, using this method would provide a total number of 99 optimisation
variables (consisting of 54 free control points in the vertical (y) direction and an addition
45 in the horizontal (x) direction). Fixing the second control curve to resemble the inlet
shape, as described by Kraiko and P’yankov [4] to ensure smoothness of the nozzle entry
region, further reduces the number of variables to 88 in total.
4.5 Discussion
In the previous section design parameters and variable selection was discussed. It was
concluded that a total of 88 design variables could be utilised to provide maximum
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flexibility for a system consisting of 10 control curves. However, such large variability
is not practical in this instance. Optimisation iterations are robust but slow due to the
need for recurrent computationally expensive three-dimensional simulations.
The optimisation process consists of altering only a single variable at each iteration,
while minimisation within a multidimensional space is strongly dependant on good initial
approximations of all variables. Moreover, the results concluded at convergence, if
convergence is possible at all, are not guaranteed to be desirable for the problem at
hand given full range of flexibility. For these reasons, a further reduction of variables is
strongly recommended.
One such possibility is to reduce the number of variables to 16 by supplying the
optimiser with 8 radii, constructing the third to final control curves, and a further 8
constants. In this instance, the constant would provide a shape-transition factor by
altering the value of the quarter circle cubic Be´zier curve constant (see Equation 3.1),
while the radius provides the control curves initial shape. This simple modification is
able to produce an array of shapes analogous to those constructed by the superellipse
function (for n < ∼ 4). The script to produce this method is provided in the appendix
(see Appendix E).
More control can be gained by introducing a curve fitting function, like that detailed
by Schneider [39], and coupling it with the control curves. In the same configuration a
total number of variables would be 24 consisting of the superellipse semi-diameters a and
b and constant n for the final 8 control curves.
Reducing the quantity of variables within engineering and scientific optimisation design
problems are common, however, significant complications remain due to the large amount
of computational resources required to produce three-dimensional CFD simulations. As
such, the optimisation process of this project was not able to be executed fully. At the
conclusion of his thesis, Scott [6] states that simplifying assumptions made to reduce
the computational resources of optimising a two-dimensional axisymmetric nozzle could
have rendered the results physically invalid. Similarly, Craddock [21] states that the
low-fidelity domain required to model a three-dimensional square cross-sectioned nozzle
resulted in poor outcomes. Additionally, he recognised that if a sufficiently discretised
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grid was utilised, an optimal solution wouldn’t have been converged upon for some time
(on the order of 140 days employee a single processor of the SGI Origin).
This result is akin to the one at hand. Unfortunately, this is not a practical design
problem to solve using the current computational resources available at The University of
Queensland however, may be possible in the future. It is however likely that this project
would set the tone for future developments in this area. Moreover, tools depicted in this
report, such as geometric modelling and computational work-flow methods and scripts,
are useful objects for various other projects.
Chapter 5
Conclusion and Future
Recommendations
5.1 Conclusion
The aim of this project was to design an asymmetrical shape-transitioning nozzle which
is able to produce a steady, uniform, parallel and shock-free supersonic flow at its exit.
This nozzle is additionally required to allow a test model to be positioned in a region of
low risk from high-speed diaphragm fragment contact. Moreover, development was to be
specifically targeted to the University of Queensland’s X2 expansion tunnel.
It was anticipated that successful completion of this project would be attained by
adequately:
1. developing a geometric model, able to construct asymmetric nozzles, that can be
used to build computational fluid dynamic (CFD) grids with potential for the
utilisation of future simulations
2. modelling of the flow within specified nozzles and the review of candidate
asymmetric nozzle shapes
3. developing an optimisation algorithm to determine the optimum nozzle surface
contour to achieve desired steady, uniform, parallel and shock-free supersonic at
the nozzle exit
Firstly, a method of geometric model representation that can be used to build CFD
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finite-volume grids was devised based on past developments in reviewed literature. This
method was devised to operate in conjunction with the University of Queensland’s
computational fluid dynamic flow solver Eilmer4. Due to program functionality, Be´zier
curves and surfaces were used to represent the contour of the defined nozzle. Small
modifications to this classic graphical technique allowed a domain of finite volumes to be
represented. The key feature of this method is that it allows a vast amount of shapes to
be constructed with only a select number of variables.
Three test cases were constructed to firstly test the geometric modelling method, and
secondly to construct and test the flow solver implementation. The first test case consisted
of a duct containing a constant 3◦ angle of divergence. This example was chosen initially
for its simplicity. Using the geometric model, the resulting grid structure was determined
to be structured and three-dimensionally non-uniform and curvilinear.
The second example was introduced as a three-dimensional representation of Michael
Scott’s optimised two-dimensional supersonic nozzle designed for the University of
Queensland’s X2 expansion tunnel. Ten control curves were selected to match the ten
control points used by Scott. An irregularly-spaced grid was produced due to control
curves being more closely distributed in the nozzle entrance region.
Finally, a third test case was selected which produced an asymmetric,
shape-transitioning nozzle. It is believed that this example better demonstrates the
capability of this geometric modelling method and provides a useful exhibition as to
why a three-dimensional flow solving solution is required.
The Eilmer4 flow solver was implemented and CFD flow solutions evaluated for
each test case. Nozzle inflow conditions for each example were introduced based on
the information presented by Scott for the X2 expansion tunnel. A mixture of results
were concluded from the flow solutions of each test. The first two axisymmetric cases
performed as expected with the second case outperforming the first in terms of Mach
number variation and flow angle at the exit plane. The third asymmetric example however,
produced a shockwave formed by over-expansion of the fluid. A separation region existed
were a sharp decrease in Mach number and pressure was experienced. In addition, the
angle of the flow at the exit was significantly inferior to that of the first two test cases.
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The next stage of the report introduced an optimisation algorithm and a method of
implementing the EIlmer4 flow solver. A series of optimisation algorithms were reviewed
and assessed for appropriateness for use in this project. Following this assessment,
the Nelder-Mead optimisation algorithm was selected. This algorithm is a simple
gradient-search algorithm that does not require the inversion of a sensitivity matrix,
derivative functions of a continuous objective function to find an appropriate search
direction.
Optimisation using the Nelder-Mead algorithm was conducted by the perturbation
of the location of these nodes until desired characteristics were met. These flow design
characteristics are defined by an objective function which aims to determine a nozzle
contour design which produces a supersonic flow with minimum variation in Mach number
and flow angle across the nozzle exit. Moreover, a desired exit Mach number was fully
defined and flow angle of zero degrees desired.
In the end, a number of alternative possibilities for initialising the flow solver are
presented with varying degree of control, flexibility and variability, however, significant
complications remain due to the large amounts of computational resources required to
produce three-dimensional CFD simulations. As such, the optimisation process of this
project was not able to be executed wholly. As is often the case, a significant reduction
in accuracy is required to execute a complete aerodynamic shape optimisation design. At
this point in time, computational resources at the University of Queensland required to
determine a valid result were not available, however, it is likely that future technological
advancements and progress in more efficient methods would produce a more desirable
conclusion.
5.2 Recommendations
The analysis and implementation of alternative optimisation methods are strongly
recommended in the future. It is possible that the computational burden of producing
high-fidelity three-dimensional CFD simulations with each iteration is too difficult a task
for the Nelder-Mead optimisation method. As such, it is recommended that future work
begins with the search for more efficient algorithms able to reach convergence with less
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iterations.
It is also recommended that, within future work, viscous effects are included in the
model. Moreover, the flow condition prior to entering the nozzle inlet itself is not steady
and contains a substantial boundary layer. Flow generated by the model presented in this
project are for ideal cases only and therefore limited.
Following the implementation of viscous effects, it is recommended that any CFD
simulation be tested and validated experimentally. As the geometrical modelling method
presented in this report is highly versatile, development simple test models for validation
purposes should be a simple task and recommended in future work.
Nevertheless, future developments in this area could potentially learn a great deal from
methods described in this report. Tools such as geometric modelling and computational
work-flow methods and scripts, are useful objects for various other projects. As a result,
this project is considered somewhat successful without a final design being presented.
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Appendix A
Eilmer4 Lua Script - Test Case 2:
Michael Scott’s X2 Expansion
Tunnel Nozzle
1 −− X2.lua
2 −− Paired with X2.py
3
4 −− Test Case 2 : Michael Scott ’ s X2 Expansion Tunnel Nozzle
5
6 −− This s c r i p t was as an i n i t i a l t e s t case f o r the des ign o f an asymmetric
7 −− three−dimens iona l nozz l e f o r the MECH4500 undergraduate t h e s i s p r o j e c t
8 −− ” Design o f an Asymmetric Shape−Trans i t i on ing Nozzle f o r an Expansion
9 −− Tunnel” . This code supports a user de f ined number o f c o n t r o l c u r v e s .
10
11 −− Execute by running in te rmina l ”python X2.py”
12
13 −− Author : DB
14 −− Last Edited : 26/10/17
15
16 pr in t ( )
17
18 −−−INITIAL CONFIGURATION−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
19 c o n f i g . t i t l e = ”Job = optimised−nozz l e ”
20 pr in t ( c o n f i g . t i t l e )
21 pr in t ( ” Desc r ip t i on = Asymmetric Nozzle Def ined by Bez i e r Sur face ” )
22 c o n f i g . d i m e n s i o n s = 3
23 c o n f i g . v i s c o u s = f a l s e
24 −−c o n f i g . t u r b u l e n c e m o d e l=”baldwin lomax ”
25
26 npo ints = 10 −− Number o f c o n t r o l curves
27 mpoints = 4 −− Number o f c o n t r o l po in t s
28
29 M inf = 7 . 3 −− Freestream Mach number
30 p i n f = 30 . 0 e3 −− Freestream pressure , Pa
31 T in f = 3500 −− Freestream Temperature , K
32 r h o i n f = 0 .0243 −− Density , kg/mˆ3
33 V inf = M inf∗math.sqrt (1 . 4 ∗287∗T in f ) −− Freestream v e l o c i t y , m/ s
34
35 nsp , nmodes = setGasModel ( ’ i d ea l−a i r−gas−model . lua ’ )
71
72
36 pr in t ( ”Gas Model = I d e a l Air ” )
37 i n i t i a l = FlowState : new{p=p in f , T=T inf , v e l z=V in f }
38 i n f l ow = FlowState : new{p=p in f , T=T inf , v e l z=V in f }
39
40 Q = in f l ow : toTable ( )
41 pr in t ( ” Def ined In f l ow : ” )
42 pr in t ( ” Temperature =” , Q.T , ”K” )
43 pr in t ( ” Pressure =” , Q.p , ”Pa” )
44 pr in t ( ” Dynamic Pressure =” , 0 . 5 ∗Q.rho∗V inf ∗V inf , ”Pa” )
45 pr in t ( ” Density =” , Q.rho , ”kg/mˆ3” )
46 pr in t ( ” Sound Speed =” , Q.a , ”m/ s ” )
47 pr in t ( ” In f low Mach number =” , V in f /Q.a )
48
49 −−− GEOMETRY −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
50 x loc upper = {} −− Create a t a b l e o f upper cp x−coord l o c a t i o n s
51 f o r l i n e in i o . l i n e s ( ” x l o c u p p e r . c s v ” ) do
52 x0 , x1 , x2 , x3 =
53 l i n e : match ( ”%s ∗( . ∗) ,%s ∗( . ∗) ,%s ∗( . ∗) ,%s ∗( . ∗) ” )
54 t a b l e . i n s e r t ( x loc upper , {tonumber ( x0 ) , tonumber ( x1 ) , tonumber ( x2 ) ,
55 tonumber ( x3 ) })
56 end
57
58 y loc upper = {} −− Create a t a b l e o f upper cp y−coord l o c a t i o n s
59 f o r l i n e in i o . l i n e s ( ” y l o c u p p e r . c s v ” ) do
60 y0 , y1 , y2 , y3 =
61 l i n e : match ( ”%s ∗( . ∗) ,%s ∗( . ∗) ,%s ∗( . ∗) ,%s ∗( . ∗) ” )
62 t a b l e . i n s e r t ( y loc upper , {tonumber ( y0 ) , tonumber ( y1 ) , tonumber ( y2 ) ,
63 tonumber ( y3 ) })
64 end
65
66 z l o c uppe r = {} −− Create a t a b l e o f upper cp z−coord l o c a t i o n s
67 f o r l i n e in i o . l i n e s ( ” z l o c u p p e r . c s v ” ) do
68 z0 , z1 , z2 , z3 =
69 l i n e : match ( ”%s ∗( . ∗) ,%s ∗( . ∗) ,%s ∗( . ∗) ,%s ∗( . ∗) ” )
70 t a b l e . i n s e r t ( z loc upper , {tonumber ( z0 ) , tonumber ( z1 ) , tonumber ( z2 ) ,
71 tonumber ( z3 ) })
72 end
73
74 x l o c l o w e r = {} −− Create a t a b l e o f lower cp x−coord l o c a t i o n s
75 f o r l i n e in i o . l i n e s ( ” x l o c l o w e r . c s v ” ) do
76 x0 , x1 , x2 , x3 =
77 l i n e : match ( ”%s ∗( . ∗) ,%s ∗( . ∗) ,%s ∗( . ∗) ,%s ∗( . ∗) ” )
78 t a b l e . i n s e r t ( x loc l ower , {tonumber ( x0 ) , tonumber ( x1 ) , tonumber ( x2 ) ,
79 tonumber ( x3 ) })
80 end
81
82 y l o c l o w e r = {} −− Create a t a b l e o f lower cp y−coord l o c a t i o n s
83 f o r l i n e in i o . l i n e s ( ” y l o c l o w e r . c s v ” ) do
84 y0 , y1 , y2 , y3 =
85 l i n e : match ( ”%s ∗( . ∗) ,%s ∗( . ∗) ,%s ∗( . ∗) ,%s ∗( . ∗) ” )
86 t a b l e . i n s e r t ( y loc l ower , {tonumber ( y0 ) , tonumber ( y1 ) , tonumber ( y2 ) ,
87 tonumber ( y3 ) })
88 end
89
90 z l o c l o w e r = {} −− Create a t a b l e o f lower cp z−coord l o c a t i o n s
91 f o r l i n e in i o . l i n e s ( ” z l o c l o w e r . c s v ” ) do
92 z0 , z1 , z2 , z3 =
93 l i n e : match ( ”%s ∗( . ∗) ,%s ∗( . ∗) ,%s ∗( . ∗) ,%s ∗( . ∗) ” )
94 t a b l e . i n s e r t ( z l o c l owe r , {tonumber ( z0 ) , tonumber ( z1 ) , tonumber ( z2 ) ,
95 tonumber ( z3 ) })
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96 end
97
98 −−− FUNCTIONS −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
99 f unc t i on f a c t o r i a l (n)
100 −− Function to determine the f a c t o r i a l o f a number r e c u r s i v e l y .
101 i f n == 0 then
102 re turn 1
103 e l s e
104 re turn n∗ f a c t o r i a l (n−1)
105 end
106 end
107
108 f unc t i on b e r n s t e i n p o l y ( i , n , t )
109 −− Bernste in polynomial f unc t i on
110 n i = f a c t o r i a l (n ) /( f a c t o r i a l ( i ) ∗ f a c t o r i a l (n−i ) )
111 s o l = n i ∗( t ˆ i ) ∗((1− t ) ˆ(n−i ) )
112 re turn s o l
113 end
114
115 f unc t i on para nvo l upper ( s , t , r )
116 −− User−de f ined func t i on f o r the parametr ic volume maps from
117 −− parametr ic space to p h y s i c a l space f o r the upper volume.
118 −− Returns a t ab l e o f l a b e l l e d c o o r d i n a t e s .
119 i = 0 . 0
120 j = 0 . 0
121 xP = 0 . 0
122 yP = 0 . 0
123 zP = 0 . 0
124 whi le i < npo ints do
125 whi le j < mpoints do
126 npolynomial = b e r n s t e i n p o l y ( i , npoints −1, s )
127 mpolynomial = b e r n s t e i n p o l y ( j , mpoints−1, t )
128 xP = xP + mpolynomial∗npolynomial ∗ x loc upper [ i +1] [ j +1]∗ r
129 yP = yP + mpolynomial∗npolynomial ∗ y loc upper [ i +1] [ j +1]∗ r
130 zP = zP + mpolynomial∗npolynomial ∗ z l o c uppe r [ i +1] [ j +1]
131 j = j + 1
132 end
133 i = i + 1
134 j = 0 . 0
135 end
136 re turn {x=xP , y=yP , z=zP}
137 end
138
139 f unc t i on para nvo l l ower ( s , t , r )
140 −− User−de f ined func t i on f o r the parametr ic volume maps from
141 −− parametr ic space to p h y s i c a l space f o r the upper volume.
142 −− Returns a t ab l e o f l a b e l l e d c o o r d i n a t e s .
143 i = 0 . 0
144 j = 0 . 0
145 xP = 0 . 0
146 yP = 0 . 0
147 zP = 0 . 0
148 whi le i < npo ints do
149 whi le j < mpoints do
150 npolynomial = b e r n s t e i n p o l y ( i , npoints −1, s )
151 mpolynomial = b e r n s t e i n p o l y ( j , mpoints−1, t )
152 xP = xP + mpolynomial∗npolynomial ∗ x l o c l o w e r [ i +1] [ j +1]∗ r
153 yP = yP + mpolynomial∗npolynomial ∗ y l o c l o w e r [ i +1] [ j +1]∗ r
154 zP = zP + mpolynomial∗npolynomial ∗ z l o c l o w e r [ i +1] [ j +1]
155 j = j + 1
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156 end
157 i = i + 1
158 j = 0 . 0
159 end
160 re turn {x=xP , y=yP , z=zP}
161 end
162
163 −−− GRID −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
164 −− Number o f C e l l s in Index Di r e c t i on
165 sc = 1 −− Ce l l s c a l i n g Factor
166 na = 100∗ sc −− Number o f c e l l s l o n g i t u d i n a l l y
167 nc = 20∗ sc −− Number o f c e l l s c i r c u m f e r e n t i a l l y
168 nr = 15∗ sc −− Number o f c e l l s r a d i a l l y per volume
169
170 −− Number o f Blocks in Index Di r e c t i on
171 nib = 20 −− Number o f b locks l o n g i t u d i n a l l y
172 njb = 4 −− Number o f b locks c i r c u m f e r e n t i a l l y
173 nkb = 1 −− Number o f b locks r a d i a l l y per volume
174
175 −− Upper Volume Flow So lu t i on Blocks
176 nvol0=LuaFnVolume : new{luaFnName=” para nvo l upper ”}
177 gr id0 = StructuredGrid : new{pvolume=nvol0 , niv=na+1, njv=nc+1, nkv=nr+1}
178 blk0 = SBlockArray{ g r id=grid0 , f i l l C o n d i t i o n=i n i t i a l , nib=nib , njb=njb ,
179 nkb=nkb , bcL i s t={ea s t=OutFlowBC Simple : new{} ,
180 west=InFlowBC Supersonic : new{ f lowCondit ion=in f l ow }}}
181
182 −− Lower Volume Flow So lu t i on Blocks
183 nvol1=LuaFnVolume : new{luaFnName=” para nvo l l ower ”}
184 gr id1 = StructuredGrid : new{pvolume=nvol1 , niv=na+1, njv=nc+1, nkv=nr+1}
185 blk1 = SBlockArray{ g r id=grid1 , f i l l C o n d i t i o n=i n i t i a l , nib=nib , njb=njb ,
186 nkb=nkb , bcL i s t={ea s t=OutFlowBC Simple : new{} ,
187 west=InFlowBC Supersonic : new{ f lowCondit ion=in f l ow }}}
188
189 −− Reorder Blocks to Use Block−Marching
190 f lu idBlocks New = {} −− New t a b l e w i l l house c o r r e c t order temporar i ly
191 i = 1
192 j = nib ∗njb∗nkb+1
193 k = 1
194 whi le i < 2∗( nib ∗njb∗nkb )+1 do −− Append c o r r e c t order to new t a b l e
195 f lu idBlocks New [ i ] = f l u i d B l o c k s [ k ]
196 i = i+1
197 f lu idBlocks New [ i ] = f l u i d B l o c k s [ j ]
198 i = i+1
199 j = j+1
200 k = k+1
201 end
202
203 −− Correct the now out−of−order b lock id ’ s and l a b e l s
204 i = 1
205 whi le i < 2∗( nib ∗njb∗nkb )+1 do
206 f lu idBlocks New [ i ] [ ’ id ’ ] = i−1
207 f lu idBlocks New [ i ] [ ’ l a b e l ’ ] = ’BLOCK− ’ . . t o s t r i n g ( i −1)
208 i = i+1
209 end
210
211 f l u i d B l o c k s = f lu idBlocks New −− Save the c o r r e c t e d order f o r Eilmer
212
213 i d ent i f yB lockConnec t i ons ( )
214
215 con f i g . b l o ck march ing = true
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216 c o n f i g . n i b = nib
217 c o n f i g . n j b = njb ∗2
218 con f i g . nkb = nkb
219 c o n f i g . p r o p a g a t e i n f l o w d a t a = true
220
221 −− FINAL CONFIGURATION −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
222 con f ig .max t ime = 1 .0e−3 −− Max s imu la t i on time seconds
223 con f i g .max s t ep = 1 .0e16 −− Max s imu la t i on s t ep s
224 c o n f i g . d t i n i t = 1 .0e−8 −− I n i t i a l s tep s i z e
225 c o n f i g . c f l v a l u e = 0 . 5 −− CFL value
226 −−c o n f i g . d t p l o t = 0 .1e−3 −− Write snapshots o f e n t i r e f low f i e l d
227
228 −− Check each volume be f o r e complet ion
229 gr id0 : w r i t e t o v t k f i l e ( ” check−g r i d 0 . v t k ” )
230 gr id1 : w r i t e t o v t k f i l e ( ” check−g r i d 1 . v t k ” )
231
232 pr in t ( )
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Appendix B
Python Script - Test Case 2: Michael
Scott’s X2 Expansion Tunnel Nozzle
1 # X2 . py
2 # Paired with X2 . lua
3
4 # Test Case 2 : Michael Scott ’ s X2 Expansion Tunnel Nozzle
5
6 # This s c r i p t was as an i n i t i a l t e s t case f o r the des ign o f an asymmetric
7 # three−dimens iona l nozz l e f o r the MECH4500 undergraduate t h e s i s p r o j e c t
8 # ” Design o f an Asymmetric Shape−Trans i t i on ing Nozzle f o r an Expansion
9 # Tunnel ” . This code supports a user de f ined number o f c o n t r o l curves .
10
11 # Execute by running in te rmina l ”python X2 . py”
12
13 # Author : DB
14 # Last Edited : 26/10/17
15
16 import math
17 import numpy as np
18 import sys , os
19 import shlex , subproces s
20 from subproces s import PIPE
21 from sc ipy . opt imize import minimize
22 from sc ipy import i n t e g r a t e
23
24 pr in t ( ”Begin” )
25
26 #### FUNCTIONS ###########################################################
27 de f run command ( cmdtext ) :
28 ” Function to run commands in te rmina l ”
29 p = subproces s . Popen ( cmdtext , s h e l l=True )
30 stdoutdata , s tde r rda ta = p . communicate ( )
31
32 de f b e r n s t e i n p o l y ( i , n , t ) :
33 ” Bernste in polynomial f unc t i on c a l l e d when determining pty parameter ”
34 n i = math . f a c t o r i a l (n) /(math . f a c t o r i a l ( i ) ∗math . f a c t o r i a l (n−i ) )
35 s o l = n i ∗( t ∗∗ i ) ∗((1− t ) ∗∗(n−i ) )
36 re turn s o l
37
38 de f f range ( s ta r t , stop , ns teps ) :
39 ”Range func t i on f o r f l o a t i n g po int numbers”
77
78
40 s tep = 1/ nsteps
41 i = s t a r t
42 whi le i <= stop+step :
43 y i e l d i
44 i += step
45
46 de f pena l ty ( xloc , yloc , pty , mpoints , npoints , ns teps ) :
47 ”””
48 Determines i f a pena l ty parameter i s r equ i r ed by c a l c u l a t i n g c o n t r o l
49 curve cros s−s e c t i o n a l are numer i ca l ly us ing Simpson ’ s r u l e . I f the
50 area produced by one cros s−s e c t i o n a l area i s l e s s than the area
51 preced ing i t , a pena l ty i s provided .
52 ”””
53 f p t y = 0 .0 # I n i t i a l i s e sum
54 c a r ea = 0 .0 # I n i t i a l i s e c ros s−s e c t i o n area
55 f o r i in range ( npo ints ) : # Create Bez i e r curve
56 x c u r v e v a l s = np . array ( [ ] )
57 y c u r v e v a l s = np . array ( [ ] )
58 f o r t in f range ( 0 . 0 , 1 . 0 , ns teps ) :
59 xP = 0 .0
60 yP = 0 .0
61 f o r j in range ( mpoints ) :
62 npolynomial = b e r n s t e i n p o l y ( j , mpoints−1, t )
63 xP += npolynomial ∗ x loc [ i , j ]
64 yP += npolynomial ∗ y loc [ i , j ]
65 x c u r v e v a l s = np . append ( x curve va l s , xP)
66 y c u r v e v a l s = np . append ( y curve va l s , yP)
67
68 # I n t e g r a t e to determine cros s−s e c t i o n a l area
69 c area new = abs ( i n t e g r a t e . simps ( y curve va l s , x=x c u r v e v a l s ) )
70
71 i f c area new < c a r ea :
72 f p t y += pty
73 e l s e :
74 f p t y += 0.0
75 c a r ea = c area new
76
77 re turn f p t y
78
79 de f o b j e c t i v e f u n c t i o n (R, L , R0 , R1 , mpoints , npoints , cmdtext ) :
80 ” Nelder−Mead opt im i s e r o b j e c t i v e func t i on ”
81 M tar = 10 .0 # Target Mach number
82 d th e t a t a r = 0 .5 # Target out f low ang le va r i a t i on , up−down ( deg )
83 da lpha tar = 0 .5 # Target out f low angle va r i a t i on , l e f t −r i g h t ( deg )
84 dM tar = 0 .5 # Target Mach v a r i a t i o n
85 pty = 10 .0 # Penalty Value
86
87 ” Reass ign opt im i s e r v a r i a b l e s ”
88 R2 = R[ 0 ] # I n t e r rad iu s No1
89 R3 = R[ 1 ] # I n t e r rad iu s No2
90 R4 = R[ 2 ] # I n t e r rad iu s No3
91 R5 = R[ 3 ] # I n t e r rad iu s No4
92 R6 = R[ 4 ] # I n t e r rad iu s No5
93 R7 = R[ 5 ] # I n t e r rad iu s No6
94 R8 = R[ 6 ] # I n t e r rad iu s No7
95 R9 = R[ 7 ] # I n t e r rad iu s No7
96
97 ” Ca lcu la te the c i r c u l a r c o n t r o l po int constant f o r each cros s−s e c t i o n ”
98 H0 = R0∗ ( 4 . 0 / 3 . 0 ) ∗math . tan (math . p i /8 . 0 ) # I n l e t c i r c u l a r cp const .
99 H1 = R1∗ ( 4 . 0 / 3 . 0 ) ∗math . tan (math . p i /8 . 0 ) # I n t e r No1 c i r c u l a r cp const .
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100 H2 = R2∗ ( 4 . 0 / 3 . 0 ) ∗math . tan (math . p i /8 . 0 ) # I n t e r No2 c i r c u l a r cp const .
101 H3 = R3∗ ( 4 . 0 / 3 . 0 ) ∗math . tan (math . p i /8 . 0 ) # I n t e r No3 c i r c u l a r cp const .
102 H4 = R4∗ ( 4 . 0 / 3 . 0 ) ∗math . tan (math . p i /8 . 0 ) # I n t e r No4 c i r c u l a r cp const .
103 H5 = R5∗ ( 4 . 0 / 3 . 0 ) ∗math . tan (math . p i /8 . 0 ) # I n t e r No5 c i r c u l a r cp const .
104 H6 = R6∗ ( 4 . 0 / 3 . 0 ) ∗math . tan (math . p i /8 . 0 ) # I n t e r No6 c i r c u l a r cp const .
105 H7 = R7∗ ( 4 . 0 / 3 . 0 ) ∗math . tan (math . p i /8 . 0 ) # I n t e r No7 c i r c u l a r cp const .
106 H8 = R8∗ ( 4 . 0 / 3 . 0 ) ∗math . tan (math . p i /8 . 0 ) # I n t e r No8 c i r c u l a r cp const .
107 H9 = R9∗ ( 4 . 0 / 3 . 0 ) ∗math . tan (math . p i /8 . 0 ) # Outlet c i r c u l a r cp const .
108
109 ”New Bez i e r c o n t r o l po in t s ”
110 x loc upper = np . array ( [ [ 0 . 0 , H0 , R0 , R0 ] , # Upper volume x va lue s
111 [ 0 . 0 , H1 , R1 , R1 ] ,
112 [ 0 . 0 , H2 , R2 , R2 ] ,
113 [ 0 . 0 , H3 , R3 , R3 ] ,
114 [ 0 . 0 , H4 , R4 , R4 ] ,
115 [ 0 . 0 , H5 , R5 , R5 ] ,
116 [ 0 . 0 , H6 , R6 , R6 ] ,
117 [ 0 . 0 , H7 , R7 , R7 ] ,
118 [ 0 . 0 , H8 , R8 , R8 ] ,
119 [ 0 . 0 , H9 , R9 , R9 ] ] )
120
121 y loc upper = np . array ( [ [ R0 , R0 , H0 , 0 . 0 ] , # Upper volume y va lues
122 [ R1 , R1 , H1 , 0 . 0 ] ,
123 [ R2 , R2 , H2 , 0 . 0 ] ,
124 [ R3 , R3 , H3 , 0 . 0 ] ,
125 [ R4 , R4 , H4 , 0 . 0 ] ,
126 [ R5 , R5 , H5 , 0 . 0 ] ,
127 [ R6 , R6 , H6 , 0 . 0 ] ,
128 [ R7 , R7 , H7 , 0 . 0 ] ,
129 [ R8 , R8 , H8 , 0 . 0 ] ,
130 [ R9 , R9 , H9 , 0 . 0 ] ] )
131
132 ” Michael Scott ’ s X2 nozz l e c o n t r o l po int l o c a t i o n s ”
133 z l o c uppe r = np . array ( [ [ 0 . 0 , 0 . 0 , 0 . 0 , 0 . 0 ] ,# Upper volume z va lue s
134 [ 0 . 0 3 4 4 8 3 , 0 .034483 , 0 .034483 , 0 . 0 3 4 4 8 3 ] ,
135 [ 0 . 0 8 5 0 3 6 , 0 .085036 , 0 .085036 , 0 . 0 8 5 0 3 6 ] ,
136 [ 0 . 1 5 8 0 8 0 , 0 .158080 , 0 .158080 , 0 . 1 5 8 0 8 0 ] ,
137 [ 0 . 2 6 1 4 4 3 , 0 .261443 , 0 .261443 , 0 . 2 6 1 4 4 3 ] ,
138 [ 0 . 4 0 3 4 7 1 , 0 .403471 , 0 .403471 , 0 . 4 0 3 4 7 1 ] ,
139 [ 0 . 5 9 0 9 3 8 , 0 .590938 , 0 .590938 , 0 . 5 9 0 9 3 8 ] ,
140 [ 0 . 8 2 5 6 7 9 , 0 .825679 , 0 .825679 , 0 . 8 2 5 6 7 9 ] ,
141 [ 1 . 1 0 0 9 5 6 , 1 .100956 , 1 .100956 , 1 . 1 0 0 9 5 6 ] ,
142 [ L , L , L , L ] ] )
143
144 x l o c l o w e r = np . array ( [ [ R0 , R0 , H0 , 0 . 0 ] , # Lower volume x va lues
145 [ R1 , R1 , H1 , 0 . 0 ] ,
146 [ R2 , R2 , H2 , 0 . 0 ] ,
147 [ R3 , R3 , H3 , 0 . 0 ] ,
148 [ R4 , R4 , H4 , 0 . 0 ] ,
149 [ R5 , R5 , H5 , 0 . 0 ] ,
150 [ R6 , R6 , H6 , 0 . 0 ] ,
151 [ R7 , R7 , H7 , 0 . 0 ] ,
152 [ R8 , R8 , H8 , 0 . 0 ] ,
153 [ R9 , R9 , H9 , 0 . 0 ] ] )
154
155 y l o c l o w e r = np . array ( [ [ 0 . 0 , −H0 , −R0 , −R0 ] ,# Lower volume y va lue s
156 [ 0 . 0 , −H1 , −R1 , −R1 ] ,
157 [ 0 . 0 , −H2 , −R2 , −R2 ] ,
158 [ 0 . 0 , −H3 , −R3 , −R3 ] ,
159 [ 0 . 0 , −H4 , −R4 , −R4 ] ,
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160 [ 0 . 0 , −H5 , −R5 , −R5 ] ,
161 [ 0 . 0 , −H6 , −R6 , −R6 ] ,
162 [ 0 . 0 , −H7 , −R7 , −R7 ] ,
163 [ 0 . 0 , −H8 , −R8 , −R8 ] ,
164 [ 0 . 0 , −H9 , −R9 , −R9 ] ] )
165
166 z l o c l o w e r = z loc uppe r # Lower volume z va lues
167
168 ”Write cur rent Bez i e r c o n t r o l po in t s f o r Eilmer4 Lua s c r i p t ”
169 np . save txt ( ’ x loc upper . csv ’ , x loc upper , d e l i m i t e r=” , ” )
170 np . save txt ( ’ y loc upper . csv ’ , y loc upper , d e l i m i t e r=” , ” )
171 np . save txt ( ’ z l o c uppe r . csv ’ , z loc upper , d e l i m i t e r=” , ” )
172 np . save txt ( ’ x l o c l o w e r . csv ’ , x l oc l ower , d e l i m i t e r=” , ” )
173 np . save txt ( ’ y l o c l o w e r . csv ’ , y l oc l ower , d e l i m i t e r=” , ” )
174 np . save txt ( ’ z l o c l o w e r . csv ’ , z l o c l owe r , d e l i m i t e r=” , ” )
175
176 ”Run Eilmer ”
177 f o r i in range ( l en ( cmdtext ) ) : # Execute prep /run/ post commands
178 cmd = cmdtext [ i ]
179 run command (cmd)
180
181 ”Read Eilmer4 nozz l e o u t l e t r e s u l t s data ”
182 data = np . l oadtx t ( ’ r e s u l t s . data ’ ) # Load Eilmer4 e x i t r e s u l t data
183 M = data [ : l en ( data ) , 2 0 ] # Exit Mach number data
184 ve lx = data [ : l en ( data ) , 5 ] # Exit x−v e l o c i t y data (m/ s )
185 ve ly = data [ : l en ( data ) , 6 ] # Exit y−v e l o c i t y data (m/ s )
186 v e l z = data [ : l en ( data ) , 7 ] # Exit z−v e l o c i t y data (m/ s )
187 theta = np . arctan2 ( vely , v e l z ) # Exit f low angle , up−down ( rad )
188 alpha = np . arctan2 ( velx , v e l z ) # Exit f low angle , l e f t −r i g h t ( rad )
189
190 ”Compute secondary f u n c t i o n s ”
191 s f t h e t a =0.0 ; s f a l p h a =0.0 ; sf M =0.0; N=0 # I n i t i a l i s e f u n c t i o n s
192 f o r i in range ( l en (M) ) :
193 s f t h e t a += ( ve ly [ i ] / v e l z [ i ] ) ∗∗2 # Secondary func t i on theta
194 s f a l p h a += ( ve lx [ i ] / v e l z [ i ] ) ∗∗2 # Secondary func t i on alpha
195 sf M += (M[ i ] − M tar ) ∗∗2 # Secondary func t i on Mach
196 N += 1 # Number o f e x i t c e l l s
197
198 ”Compute weight ing Parameter ( i n v e r s e o f t a r g e t s ) ”
199 ph i the ta = 1.0/ math . tan (np . rad ians ( d t he t a t a r ) )
200 ph i a lpha = 1.0/ math . tan (np . rad ians ( da lpha tar ) )
201 phi M = 1.0/ dM tar
202
203 ”Weight the secondary f u n c t i o n s by weight ing parameters ”
204 f t h e t a = ph i the ta ∗∗2 / N ∗ s f t h e t a
205 f a l p h a = phi a lpha ∗∗2 / N ∗ s f a l p h a
206 f M = ( ( phi M ∗∗2) /N) ∗ sf M
207
208 ”Determine i f pena l ty r equ i r ed and add”
209 nsteps = 200 .0 # Number o f s t ep s f o r pena l ty func t i on i n t e g r a t i o n
210 f p ty uppe r = penal ty ( x loc upper , y loc upper , pty , mpoints , npoints , ns teps )
211 f p t y l o w e r = penal ty ( x loc l ower , y l oc l ower , pty , mpoints , npoints , ns teps )
212 f p t y = f pty upper + f p t y l o w e r
213
214 ” Fina l o b j e c t i v e func t i on ”
215 o b j f u n c t = ( f t h e t a + f a l p h a + f M + f p t y ) ∗∗2
216
217 ” Pr int o b j e c t i v e func t i on value c l e a r l y ”
218 pr in t ( )
219 pr in t ( ’#############################################################’ )
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220 pr in t ( )
221 pr in t ( ’ Object ive func t i on value =’ , o b j f u n c t )
222 pr in t ( )
223 pr in t ( ’#############################################################’ )
224 pr in t ( )
225
226 ”Write a l l d e s i r e d r e s u l t s to runlog ”
227 f o t = open ( ’ runlog ’ , ’ a ’ )
228 f o t . wr i t e ( s t r (R0) + ’ , ’ )
229 f o t . wr i t e ( s t r (R1) + ’ , ’ )
230 f o t . wr i t e ( s t r (R2) + ’ , ’ )
231 f o t . wr i t e ( s t r (R3) + ’ , ’ )
232 f o t . wr i t e ( s t r (R4) + ’ , ’ )
233 f o t . wr i t e ( s t r (R5) + ’ , ’ )
234 f o t . wr i t e ( s t r (R6) + ’ , ’ )
235 f o t . wr i t e ( s t r (R7) + ’ , ’ )
236 f o t . wr i t e ( s t r (R8) + ’ , ’ )
237 f o t . wr i t e ( s t r (R9) + ’ , ’ )
238 f o t . wr i t e ( s t r ( f t h e t a ) + ’ , ’ )
239 f o t . wr i t e ( s t r ( f a l p h a ) + ’ , ’ )
240 f o t . wr i t e ( s t r ( f M ) + ’ , ’ )
241 f o t . wr i t e ( s t r ( f p t y ) + ’ , ’ )
242 f o t . wr i t e ( s t r ( o b j f u n c t ) + ’ \n ’ )
243 f o t . c l o s e ( )
244
245 re turn o b j f u n c t
246
247 #### TERMINAL COMMANDS ###################################################
248 cmd 0 = ’ prep−gas idea l−a i r . inp idea l−a i r−gas−model . lua ’
249 cmd 1 = ’ e4shared −−prep −−job=X2 ’
250 cmd 2 = ’ e4shared −−run −−job=X2 −−v e r b o s i t y=1 −−max−cpus=8 ’
251 cmd 3 = ’ e4shared −−post −−job=X2 −−tindx−p lo t=l a s t \
252 −−vtk−xml −−output− f i l e=r e s u l t s . data −−add−vars=”mach , p i to t , t o ta l−p”\
253 −−s l i c e − l i s t =”0,$ , : , : ” ’
254 cmdtext = np . array ( [ [ cmd 1 ] , [ cmd 2 ] , [ cmd 3 ] ] )
255
256 #### INITIAL GEOMETRY ####################################################
257 ” Constants ”
258 L = 1.4 # Total nozz l e length , m
259 npo ints = 10 # Number o f c o n t r o l curves
260 mpoints = 4 # Number o f c o n t r o l po in t s in each curve
261
262 ” Michael Scott ’ s X2 nozz l e c o n t r o l po in t s l o c a t i o n s ”
263 R0 = 0.0425 # FIXED I n l e t radius , m
264 R1 = 0.044861 # FIXED I n t e r No1 radius , m
265 R2 = 0.046159 # FREE I n t e r No2 radius , m
266 R3 = 0.047400 # FREE I n t e r No3 radius , m
267 R4 = 0.060497 # FREE I n t e r No4 radius , m
268 R5 = 0.058292 # FREE I n t e r No5 radius , m
269 R6 = 0.076543 # FREE I n t e r No6 radius , m
270 R7 = 0.100123 # FREE I n t e r No6 radius , m
271 R8 = 0.104087 # FREE I n t e r No6 radius , m
272 R9 = 0.104087 # FREE Outlet radius , m
273
274 #### MAIN ################################################################
275 ” Create or r e s e t runlog f i l e and c r e a t e header ”
276 f o t = open ( ’ runlog ’ , ’w ’ )
277 f o t . wr i t e ( ’ 0 :R0 , 1 :R1 , 2 :R2 , 3 :R3 , 4 :R4 , 5 :R5 , 6 :R6 , 7 :R7 , 8 :R8 , 9 :R9 , \
278 10 : f t h e t a , 1 1 : f a lpha , 12 : f M , 13 : f pty , 14 : o b j f u n c t ’ + ’ \n ’ )
279 f o t . c l o s e ( )
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280
281 ”Run prep−gas command f o r Eilmer ”
282 run command ( cmd 0 )
283
284 ” Optimiser cons tant s ”
285 t o l = 0.001 # Optimiser t o l e r e n c e
286 maxfev = 20000 # Maximum number o f f unc t i on e v a l u a t i o n s
287 maxiter = 20000 # Maximum number o f i t e r a t i o n s
288 x0 = [ R2 , R3 , R4 , R5 , R6 , R7 , R8 , R9 ] # I n i t i a l op t im i s e r v a r i a b l e s
289
290 ”Run opt im i s e r ”
291 r e s = minimize ( o b j e c t i v e f u n c t i o n , x0 , args=(L , R0 , R1 , mpoints , npoints ,
292 cmdtext ) , method=’ Nelder−Mead ’ , t o l=to l , opt ions={ ’ d i sp ’ : True ,
293 ’ maxfev ’ : maxfev , ’ maxiter ’ : maxiter })
294
295 ” Execute o b j e c t i v e func t i on once ”
296 o b j e c t i v e f u n c t i o n ( x0 , L , R0 , R1 , mpoints , npoints , cmdtext )
297
298 pr in t ( ”Done” )
Appendix C
Scott’s Axisymmetric X2 Expansion
Tunnel Nozzle Control Point
Locations
83
84
Upper Volume Lower Volume
x (m) y (m) z (m) x (m) y (m) z (m)
0 0.0425 0 0.0425 0 0
0.02347 0.0425 0 0.0425 -0.02347 0
0.0425 0.02347 0 0.02347 -0.0425 0
0.0425 0 0 0 -0.0425 0
0 0.04486 0.03448 0.04486 0 0.03448
0.02478 0.04486 0.03448 0.04486 -0.02478 0.03448
0.04486 0.02478 0.03448 0.02478 -0.04486 0.03448
0.04486 0 0.03448 0 -0.04486 0.03448
0 0.04616 0.08504 0.04616 0 0.08504
0.02549 0.04616 0.08504 0.04616 -0.02549 0.08504
0.04616 0.02549 0.08504 0.02549 -0.04616 0.08504
0.04616 0 0.08504 0 -0.04616 0.08504
0 0.0474 0.15808 0.0474 0 0.15808
0.02618 0.0474 0.15808 0.0474 -0.02618 0.15808
0.0474 0.02618 0.15808 0.02618 -0.0474 0.15808
0.0474 0 0.15808 0 -0.0474 0.15808
0 0.0605 0.26144 0.0605 0 0.26144
0.03341 0.0605 0.26144 0.0605 -0.03341 0.26144
0.0605 0.03341 0.26144 0.03341 -0.0605 0.26144
0.0605 0 0.26144 0 -0.0605 0.26144
0 0.05829 0.40347 0.05829 0 0.40347
0.03219 0.05829 0.40347 0.05829 -0.03219 0.40347
0.05829 0.03219 0.40347 0.03219 -0.05829 0.40347
0.05829 0 0.40347 0 -0.05829 0.40347
0 0.07654 0.59094 0.07654 0 0.59094
0.04227 0.07654 0.59094 0.07654 -0.04227 0.59094
0.07654 0.04227 0.59094 0.04227 -0.07654 0.59094
0.07654 0 0.59094 0 -0.07654 0.59094
0 0.10012 0.82568 0.10012 0 0.82568
0.0553 0.10012 0.82568 0.10012 -0.0553 0.82568
0.10012 0.0553 0.82568 0.0553 -0.10012 0.82568
0.10012 0 0.82568 0 -0.10012 0.82568
0 0.10409 1.10096 0.10409 0 1.10096
0.05749 0.10409 1.10096 0.10409 -0.05749 1.10096
0.10409 0.05749 1.10096 0.05749 -0.10409 1.10096
0.10409 0 1.10096 0 -0.10409 1.10096
0 0.10409 1.4 0.10409 0 1.4
0.05749 0.10409 1.4 0.10409 -0.05749 1.4
0.10409 0.05749 1.4 0.05749 -0.10409 1.4
0.10409 0 1.4 0 -0.10409 1.4
Appendix D
Asymmetric Nozzle Control Point
Locations
85
86
Upper Volume Lower Volume
x (m) y (m) z (m) x (m) y (m) z (m)
0 0.0425 0 0.0425 0 0
0.0234721019 0.0425 0 0.0425 -0.0234721019 0
0.0425 0.0234721019 0 0.0234721019 -0.0425 0
0.0425 0 0 0 -0.0425 0
0 0.049818 0.034483 0.044861 0.002361 0.034483
0.0247760462 0.049818 0.034483 0.044861 -0.0224150462 0.034483
0.044861 0.0311519118 0.034483 0.0247760462 -0.0425 0.034483
0.044861 0.003659 0.034483 0 -0.0425 0.034483
0 0.078494 0.085036 0.046159 0.003659 0.085036
0.0274929118 0.078494 0.085036 0.046159 -0.0238339118 0.085036
0.046159 0.0574085705 0.085036 0.0274929118 -0.0425 0.085036
0.046159 0.017997 0.085036 0 -0.0425 0.085036
0 0.074084 0.15808 0.0474 0.0049 0.15808
0.0301782971 0.074084 0.15808 0.0474 -0.0252782971 0.15808
0.0474 0.0559857826 0.15808 0.0301782971 -0.0425 0.15808
0.0474 0.015792 0.15808 0 -0.0425 0.15808
0 0.110586 0.261443 0.060497 0.017997 0.261443
0.0394115705 0.110586 0.261443 0.060497 -0.0214145705 0.261443
0.060497 0.0863165316 0.261443 0.0394115705 -0.0425 0.261443
0.060497 0.034043 0.261443 0 -0.0425 0.261443
0 0.157746 0.403471 0.058292 0.015792 0.403471
0.0401937826 0.157746 0.403471 0.058292 -0.0244017826 0.403471
0.058292 0.124919406 0.403471 0.0401937826 -0.0425 0.403471
0.058292 0.057623 0.403471 0 -0.0425 0.403471
0 0.165674 0.590938 0.076543 0.034043 0.590938
0.0522735316 0.165674 0.590938 0.076543 -0.0182305316 0.590938
0.076543 0.1330726628 0.590938 0.0522735316 -0.0425 0.590938
0.076543 0.061587 0.590938 0 -0.0425 0.590938
0 0.165674 0.825679 0.100123 0.057623 0.825679
0.067296406 0.165674 0.825679 0.100123 -0.009673406 0.825679
0.100123 0.1350726628 0.825679 0.067296406 -0.0425 0.825679
0.100123 0.061587 0.825679 0 -0.0425 0.825679
0 0.049818 1.100956 0.104087 0.061587 1.100956
0.0714856628 0.049818 1.100956 0.104087 -0.0098986628 1.100956
0.104087 0.0311519118 1.100956 0.0714856628 -0.0425 1.100956
0.104087 0.003659 1.100956 0 -0.0425 1.100956
0 0.078494 1.4 0.104087 0.061587 1.4
0.0734856628 0.078494 1.4 0.104087 -0.0118986628 1.4
0.104087 0.0574085705 1.4 0.0734856628 -0.0425 1.4
0.104087 0.017997 1.4 0 -0.0425 1.4
Appendix E
Python Script - 16 Variable
Optimisation Method
1 # asymmetric−nozz l e . py
2 # Paired with asymmetric−nozz l e . lua
3
4 # This s c r i p t was as an i n i t i a l t e s t case f o r the des ign o f an asymmetric
5 # three−dimens iona l nozz l e f o r the MECH4500 undergraduate t h e s i s p r o j e c t
6 # ” Design o f an Asymmetric Shape−Trans i t i on ing Nozzle f o r an Expansion
7 # Tunnel ” . This code supports a user de f ined number o f c o n t r o l curves .
8
9 # Execute by running in te rmina l ”python asymmetric−nozz l e . py”
10
11 # Author : DB
12 # Last Edited : 26/10/17
13
14 import math
15 import numpy as np
16 import sys , os
17 import shlex , subproces s
18 from subproces s import PIPE
19 from sc ipy . opt imize import minimize
20 from sc ipy import i n t e g r a t e
21
22 pr in t ( ”Begin” )
23
24 #### FUNCTIONS ###########################################################
25 de f run command ( cmdtext ) :
26 ” Function to run commands in te rmina l ”
27 p = subproces s . Popen ( cmdtext , s h e l l=True )
28 stdoutdata , s tde r rda ta = p . communicate ( )
29
30 de f b e r n s t e i n p o l y ( i , n , t ) :
31 ” Bernste in polynomial f unc t i on c a l l e d when determining pty parameter ”
32 n i = math . f a c t o r i a l (n) /(math . f a c t o r i a l ( i ) ∗math . f a c t o r i a l (n−i ) )
33 s o l = n i ∗( t ∗∗ i ) ∗((1− t ) ∗∗(n−i ) )
34 re turn s o l
35
36 de f f range ( s ta r t , stop , ns teps ) :
37 ”Range func t i on f o r f l o a t i n g po int numbers”
38 s tep = 1/ nsteps
39 i = s t a r t
87
88
40 whi le i <= stop+step :
41 y i e l d i
42 i += step
43
44 de f pena l ty ( xloc , yloc , pty , mpoints , npoints , ns teps ) :
45 ”””
46 Determines i f a pena l ty parameter i s r equ i r ed by c a l c u l a t i n g c o n t r o l
47 curve cros s−s e c t i o n a l are numer i ca l ly us ing Simpson ’ s r u l e . I f the
48 area produced by one cros s−s e c t i o n a l area i s l e s s than the area
49 preced ing i t , a pena l ty i s provided .
50 ”””
51 f p t y = 0 .0 # I n i t i a l i s e sum
52 c a r ea = 0 .0 # I n i t i a l i s e c ros s−s e c t i o n area
53 f o r i in range ( npo ints ) : # Create Bez i e r curve
54 x c u r v e v a l s = np . array ( [ ] )
55 y c u r v e v a l s = np . array ( [ ] )
56 f o r t in f range ( 0 . 0 , 1 . 0 , ns teps ) :
57 xP = 0 .0
58 yP = 0 .0
59 f o r j in range ( mpoints ) :
60 npolynomial = b e r n s t e i n p o l y ( j , mpoints−1, t )
61 xP += npolynomial ∗ x loc [ i , j ]
62 yP += npolynomial ∗ y loc [ i , j ]
63 x c u r v e v a l s = np . append ( x curve va l s , xP)
64 y c u r v e v a l s = np . append ( y curve va l s , yP)
65
66 # I n t e g r a t e to determine cros s−s e c t i o n a l area
67 c area new = abs ( i n t e g r a t e . simps ( y curve va l s , x=x c u r v e v a l s ) )
68
69 i f c area new < c a r ea :
70 f p t y += pty
71 e l s e :
72 f p t y += 0.0
73 c a r ea = c area new
74
75 re turn f p t y
76
77 de f o b j e c t i v e f u n c t i o n (R, L , R0 , R1 , mpoints , npoints , cmdtext ) :
78 ” Nelder−Mead opt im i s e r o b j e c t i v e func t i on ”
79 M tar = 10 .0 # Target Mach number
80 d th e t a t a r = 0 .5 # Target out f low ang le va r i a t i on , up−down ( deg )
81 da lpha tar = 0 .5 # Target out f low angle va r i a t i on , l e f t −r i g h t ( deg )
82 dM tar = 0 .5 # Target Mach v a r i a t i o n
83 pty = 10 .0 # Penalty Value
84
85 ” Reass ign opt im i s e r v a r i a b l e s ”
86 R2 = R[ 0 ] # I n t e r rad iu s No1
87 R3 = R[ 1 ] # I n t e r rad iu s No2
88 R4 = R[ 2 ] # I n t e r rad iu s No3
89 R5 = R[ 3 ] # I n t e r rad iu s No4
90 R6 = R[ 4 ] # I n t e r rad iu s No5
91 R7 = R[ 5 ] # I n t e r rad iu s No6
92 R8 = R[ 6 ] # I n t e r rad iu s No7
93 R9 = R[ 7 ] # I n t e r rad iu s No7
94 a0 = R[ 8 ]
95 b0 = R[ 9 ]
96 c0 = R[ 1 0 ]
97 d0 = R[ 1 1 ]
98 e0 = R[ 1 2 ]
99 f 0 = R[ 1 3 ]
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100 g0 = R[ 1 4 ]
101 h0 = R[ 1 5 ]
102
103 ” Ca lcu la te the c i r c u l a r c o n t r o l po int constant f o r each cros s−s e c t i o n ”
104 H0 = R0∗ ( 4 . 0 / 3 . 0 ) ∗math . tan (math . p i /8 . 0 ) # I n l e t c i r c u l a r c o n t r o l po int const .
105 H1 = R1∗ ( 4 . 0 / 3 . 0 ) ∗math . tan (math . p i /8 . 0 ) # I n t e r No1 c i r c u l a r c o n t r o l po int const .
106 H2 = R2∗ ( 4 . 0 / 3 . 0 ) ∗math . tan (math . p i /8 . 0 ) # I n t e r No2 c i r c u l a r c o n t r o l po int const .
107 H3 = R3∗ ( 4 . 0 / 3 . 0 ) ∗math . tan (math . p i /8 . 0 ) # I n t e r No3 c i r c u l a r c o n t r o l po int const .
108 H4 = R4∗ ( 4 . 0 / 3 . 0 ) ∗math . tan (math . p i /8 . 0 ) # I n t e r No4 c i r c u l a r c o n t r o l po int const .
109 H5 = R5∗ ( 4 . 0 / 3 . 0 ) ∗math . tan (math . p i /8 . 0 ) # I n t e r No5 c i r c u l a r c o n t r o l po int const .
110 H6 = R6∗ ( 4 . 0 / 3 . 0 ) ∗math . tan (math . p i /8 . 0 ) # I n t e r No6 c i r c u l a r c o n t r o l po int const .
111 H7 = R7∗ ( 4 . 0 / 3 . 0 ) ∗math . tan (math . p i /8 . 0 ) # I n t e r No7 c i r c u l a r c o n t r o l po int const .
112 H8 = R8∗ ( 4 . 0 / 3 . 0 ) ∗math . tan (math . p i /8 . 0 ) # I n t e r No8 c i r c u l a r c o n t r o l po int const .
113 H9 = R9∗ ( 4 . 0 / 3 . 0 ) ∗math . tan (math . p i /8 . 0 ) # Outlet c i r c u l a r c o n t r o l po int const .
114
115 ”New Bez i e r c o n t r o l po in t s ”
116 x loc upper = np . array ( [ [ 0 . 0 , H0 , R0 , R0 ] , # Upper volume x va lue s
117 [ 0 . 0 , H1 , R1 , R1 ] ,
118 [ 0 . 0 , H2+a0 , R2 , R2 ] ,
119 [ 0 . 0 , H3+b0 , R3 , R3 ] ,
120 [ 0 . 0 , H4+c0 , R4 , R4 ] ,
121 [ 0 . 0 , H5+d0 , R5 , R5 ] ,
122 [ 0 . 0 , H6+e0 , R6 , R6 ] ,
123 [ 0 . 0 , H7+f0 , R7 , R7 ] ,
124 [ 0 . 0 , H8+g0 , R8 , R8 ] ,
125 [ 0 . 0 , H9+h0 , R9 , R9 ] ] )
126
127 y loc upper = np . array ( [ [ R0 , R0 , H0 , 0 . 0 ] , # Upper volume y va lue s
128 [ R1+(R1−R0) , R1+(R1−R0) , H1+(R1−R0) , 0.0+(R1−R0) ] ,
129 [ R2+(R2−R0) , R2+(R2−R0) , H2+(R2−R0)+a0 , 0.0+(R2−R0) ] ,
130 [ R3+(R3−R0) , R3+(R3−R0) , H3+(R3−R0)+b0 , 0.0+(R3−R0) ] ,
131 [ R4+(R4−R0) , R4+(R4−R0) , H4+(R4−R0)+c0 , 0.0+(R4−R0) ] ,
132 [ R5+(R5−R0) , R5+(R5−R0) , H5+(R5−R0)+d0 , 0.0+(R5−R0) ] ,
133 [ R6+(R6−R0) , R6+(R6−R0) , H6+(R6−R0)+e0 , 0.0+(R6−R0) ] ,
134 [ R7+(R7−R0) , R7+(R7−R0) , H7+(R7−R0)+f0 , 0.0+(R7−R0) ] ,
135 [ R8+(R8−R0) , R8+(R8−R0) , H8+(R8−R0)+g0 , 0.0+(R8−R0) ] ,
136 [ R9+(R9−R0) , R9+(R9−R0) , H9+(R9−R0)+h0 , 0.0+(R9−R0) ] ] )
137
138 ” Michael Scott ’ s X2 nozz l e c o n t r o l po int l o c a t i o n s ”
139 z l o c uppe r = np . array ( [ [ 0 . 0 , 0 . 0 , 0 . 0 , 0 . 0 ] , # Upper volume z va lue s
140 [ 0 . 0 3 4 4 8 3 , 0 .034483 , 0 .034483 , 0 . 0 3 4 4 8 3 ] ,
141 [ 0 . 0 8 5 0 3 6 , 0 .085036 , 0 .085036 , 0 . 0 8 5 0 3 6 ] ,
142 [ 0 . 1 5 8 0 8 0 , 0 .158080 , 0 .158080 , 0 . 1 5 8 0 8 0 ] ,
143 [ 0 . 2 6 1 4 4 3 , 0 .261443 , 0 .261443 , 0 . 2 6 1 4 4 3 ] ,
144 [ 0 . 4 0 3 4 7 1 , 0 .403471 , 0 .403471 , 0 . 4 0 3 4 7 1 ] ,
145 [ 0 . 5 9 0 9 3 8 , 0 .590938 , 0 .590938 , 0 . 5 9 0 9 3 8 ] ,
146 [ 0 . 8 2 5 6 7 9 , 0 .825679 , 0 .825679 , 0 . 8 2 5 6 7 9 ] ,
147 [ 1 . 1 0 0 9 5 6 , 1 .100956 , 1 .100956 , 1 . 1 0 0 9 5 6 ] ,
148 [ L , L , L , L ] ] )
149
150 x l o c l o w e r = np . array ( [ [ R0 , R0 , H0 , 0 . 0 ] , # Lower volume x va lues
151 [ R1 , R1 , H1 , 0 . 0 ] ,
152 [ R2 , R2 , H2+a0 , 0 . 0 ] ,
153 [ R3 , R3 , H3+b0 , 0 . 0 ] ,
154 [ R4 , R4 , H4+c0 , 0 . 0 ] ,
155 [ R5 , R5 , H5+d0 , 0 . 0 ] ,
156 [ R6 , R6 , H6+e0 , 0 . 0 ] ,
157 [ R7 , R7 , H7+f0 , 0 . 0 ] ,
158 [ R8 , R8 , H8+g0 , 0 . 0 ] ,
159 [ R9 , R9 , H9+h0 , 0 . 0 ] ] )
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160
161 y l o c l o w e r = np . array ( [ [ 0 . 0 , −H0 , −R0 , −R0 ] , # Lower volume y va lue s
162 [ 0 .0+(R1−R0) , −H1+(R1−R0) , −R1+(R1−R0) , −R1+(R1−R0) ] ,
163 [ 0 .0+(R2−R0) , −H2+(R2−R0)−a0 , −R2+(R2−R0) , −R2+(R2−R0) ] ,
164 [ 0 .0+(R3−R0) , −H3+(R3−R0)−b0 , −R3+(R3−R0) , −R3+(R3−R0) ] ,
165 [ 0 .0+(R4−R0) , −H4+(R4−R0)−c0 , −R4+(R4−R0) , −R4+(R4−R0) ] ,
166 [ 0 .0+(R5−R0) , −H5+(R5−R0)−d0 , −R5+(R5−R0) , −R5+(R5−R0) ] ,
167 [ 0 .0+(R6−R0) , −H6+(R6−R0)−e0 , −R6+(R6−R0) , −R6+(R6−R0) ] ,
168 [ 0 .0+(R7−R0) , −H7+(R7−R0)−f0 , −R7+(R7−R0) , −R7+(R7−R0) ] ,
169 [ 0 .0+(R8−R0) , −H8+(R8−R0)−g0 , −R8+(R8−R0) , −R8+(R8−R0) ] ,
170 [ 0 .0+(R9−R0) , −H9+(R9−R0)−h0 , −R9+(R9−R0) , −R9+(R9−R0) ] ] )
171
172 z l o c l o w e r = z loc uppe r # Lower volume z va lues
173
174 ”Write cur rent Bez i e r c o n t r o l po in t s f o r Eilmer4 Lua s c r i p t ”
175 np . save txt ( ’ x loc upper . csv ’ , x loc upper , d e l i m i t e r=” , ” )
176 np . save txt ( ’ y loc upper . csv ’ , y loc upper , d e l i m i t e r=” , ” )
177 np . save txt ( ’ z l o c uppe r . csv ’ , z loc upper , d e l i m i t e r=” , ” )
178 np . save txt ( ’ x l o c l o w e r . csv ’ , x l oc l ower , d e l i m i t e r=” , ” )
179 np . save txt ( ’ y l o c l o w e r . csv ’ , y l oc l ower , d e l i m i t e r=” , ” )
180 np . save txt ( ’ z l o c l o w e r . csv ’ , z l o c l owe r , d e l i m i t e r=” , ” )
181
182 ”Run Eilmer ”
183 f o r i in range ( l en ( cmdtext ) ) : # Execute prep /run/ post commands
184 cmd = cmdtext [ i ]
185 run command (cmd)
186
187 ”Read Eilmer4 nozz l e o u t l e t r e s u l t s data ”
188 data = np . l oadtx t ( ’ r e s u l t s . data ’ ) # Load Eilmer4 e x i t r e s u l t data
189 M = data [ : l en ( data ) , 2 0 ] # Exit Mach number data
190 ve lx = data [ : l en ( data ) , 5 ] # Exit x−v e l o c i t y data (m/ s )
191 ve ly = data [ : l en ( data ) , 6 ] # Exit y−v e l o c i t y data (m/ s )
192 v e l z = data [ : l en ( data ) , 7 ] # Exit z−v e l o c i t y data (m/ s )
193 theta = np . arctan2 ( vely , v e l z ) # Exit f low angle , up−down ( rad )
194 alpha = np . arctan2 ( velx , v e l z ) # Exit f low angle , l e f t −r i g h t ( rad )
195
196 ”Compute secondary f u n c t i o n s ”
197 s f t h e t a =0.0 ; s f a l p h a =0.0 ; sf M =0.0; N=0 # I n i t i a l i s e f u n c t i o n s
198 f o r i in range ( l en (M) ) :
199 s f t h e t a += ( ve ly [ i ] / v e l z [ i ] ) ∗∗2 # Secondary func t i on theta
200 s f a l p h a += ( ve lx [ i ] / v e l z [ i ] ) ∗∗2 # Secondary func t i on alpha
201 sf M += (M[ i ] − M tar ) ∗∗2 # Secondary func t i on Mach
202 N += 1 # Number o f e x i t c e l l s
203
204 ”Compute weight ing Parameter ( i n v e r s e o f t a r g e t s ) ”
205 ph i the ta = 1.0/ math . tan (np . rad ians ( d t he t a t a r ) )
206 ph i a lpha = 1.0/ math . tan (np . rad ians ( da lpha tar ) )
207 phi M = 1.0/ dM tar
208
209 ”Weight the secondary f u n c t i o n s by weight ing parameters ”
210 f t h e t a = ph i the ta ∗∗2 / N ∗ s f t h e t a
211 f a l p h a = phi a lpha ∗∗2 / N ∗ s f a l p h a
212 f M = ( ( phi M ∗∗2) /N) ∗ sf M
213
214 ”Determine i f pena l ty r equ i r ed and add”
215 nsteps = 200 .0 # Number o f s t ep s f o r pena l ty func t i on i n t e g r a t i o n
216 f p ty uppe r = penal ty ( x loc upper , y loc upper , pty , mpoints , npoints , ns teps )
217 f p t y l o w e r = penal ty ( x loc l ower , y l oc l ower , pty , mpoints , npoints , ns teps )
218 f p t y = f pty upper + f p t y l o w e r
219
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220 ” Fina l o b j e c t i v e func t i on ”
221 o b j f u n c t = ( f t h e t a + f a l p h a + f M + f p t y ) ∗∗2
222
223 ” Pr int o b j e c t i v e func t i on value c l e a r l y ”
224 pr in t ( )
225 pr in t ( ’#############################################################’ )
226 pr in t ( )
227 pr in t ( ’ Object ive func t i on value =’ , o b j f u n c t )
228 pr in t ( )
229 pr in t ( ’#############################################################’ )
230 pr in t ( )
231
232 ”Write a l l d e s i r e d r e s u l t s to runlog ”
233 f o t = open ( ’ runlog ’ , ’ a ’ )
234 f o t . wr i t e ( s t r (R0) + ’ , ’ )
235 f o t . wr i t e ( s t r (R1) + ’ , ’ )
236 f o t . wr i t e ( s t r (R2) + ’ , ’ )
237 f o t . wr i t e ( s t r (R3) + ’ , ’ )
238 f o t . wr i t e ( s t r (R4) + ’ , ’ )
239 f o t . wr i t e ( s t r (R5) + ’ , ’ )
240 f o t . wr i t e ( s t r (R6) + ’ , ’ )
241 f o t . wr i t e ( s t r (R7) + ’ , ’ )
242 f o t . wr i t e ( s t r (R8) + ’ , ’ )
243 f o t . wr i t e ( s t r (R9) + ’ , ’ )
244 f o t . wr i t e ( s t r ( f t h e t a ) + ’ , ’ )
245 f o t . wr i t e ( s t r ( f a l p h a ) + ’ , ’ )
246 f o t . wr i t e ( s t r ( f M ) + ’ , ’ )
247 f o t . wr i t e ( s t r ( f p t y ) + ’ , ’ )
248 f o t . wr i t e ( s t r ( o b j f u n c t ) + ’ \n ’ )
249 f o t . c l o s e ( )
250
251 re turn o b j f u n c t
252
253 #### TERMINAL COMMANDS ###################################################
254 cmd 0 = ’ prep−gas idea l−a i r . inp idea l−a i r−gas−model . lua ’
255 cmd 1 = ’ e4shared −−prep −−job=asymmetric−nozz l e ’
256 cmd 2 = ’ e4shared −−run −−job=asymmetric−nozz l e −−v e r b o s i t y=1 −−max−cpus=8 ’
257 cmd 3 = ’ e4shared −−post −−job=asymmetric−nozz l e −−tindx−p lo t=l a s t \
258 −−vtk−xml −−output− f i l e=r e s u l t s . data −−add−vars=”mach , p i to t , t o ta l−p”\
259 −−s l i c e − l i s t =”0,$ , : , : ” ’
260 cmdtext = np . array ( [ [ cmd 1 ] , [ cmd 2 ] , [ cmd 3 ] ] )
261
262 #### INITIAL GEOMETRY ####################################################
263 ” Constants ”
264 L = 1.4 # Total nozz l e length , m
265 npo ints = 10 # Number o f c o n t r o l curves
266 mpoints = 4 # Number o f c o n t r o l po in t s in each curve
267
268 ” Michael Scott ’ s X2 nozz l e c o n t r o l po in t s l o c a t i o n s ”
269 R0 = 0.0425 # FIXED I n l e t radius , m
270 R1 = 0.044861 # FIXED I n t e r No1 radius , m
271 R2 = 0.046159 # FREE I n t e r No2 radius , m
272 R3 = 0.047400 # FREE I n t e r No3 radius , m
273 R4 = 0.060497 # FREE I n t e r No4 radius , m
274 R5 = 0.058292 # FREE I n t e r No5 radius , m
275 R6 = 0.076543 # FREE I n t e r No6 radius , m
276 R7 = 0.100123 # FREE I n t e r No6 radius , m
277 R8 = 0.104087 # FREE I n t e r No6 radius , m
278 R9 = 0.104087 # FREE Outlet radius , m
279
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280 a0 = 0.002
281 b0 = 0.004
282 c0 = 0.006
283 d0 = 0.008
284 e0 = 0.010
285 f 0 = 0.012
286 g0 = 0.014
287 h0 = 0.016
288
289 #### MAIN ################################################################
290 ” Create or r e s e t runlog f i l e and c r e a t e header ”
291 f o t = open ( ’ runlog ’ , ’w ’ )
292 f o t . wr i t e ( ’ 0 :R0 , 1 :R1 , 2 :R2 , 3 :R3 , 4 :R4 , 5 :R5 , 6 :R6 , 7 :R7 , 8 :R8 , 9 :R9 , \
293 10 : f t h e t a , 1 1 : f a lpha , 12 : f M , 13 : f pty , 14 : o b j f u n c t ’ + ’ \n ’ )
294 f o t . c l o s e ( )
295
296 ”Run prep−gas command f o r Eilmer ”
297 run command ( cmd 0 )
298
299 ” Optimiser cons tant s ”
300 t o l = 0.001 # Optimiser t o l e r e n c e
301 maxfev = 20000 # Maximum number o f f unc t i on e v a l u a t i o n s
302 maxiter = 20000 # Maximum number o f i t e r a t i o n s
303 x0 = [ R2 , R3 , R4 , R5 , R6 , R7 , R8 , R9 , a0 , b0 , c0 , d0 , e0 , f0 , g0 , h0 ] # I n i t i a l op t im i s e r v a r i a b l e s
304
305 ”Run opt im i s e r ”
306 r e s = minimize ( o b j e c t i v e f u n c t i o n , x0 , args=(L , R0 , R1 , mpoints , npoints ,
307 cmdtext ) , method=’ Nelder−Mead ’ , t o l=to l , opt ions={ ’ d i sp ’ : True ,
308 ’ maxfev ’ : maxfev , ’ maxiter ’ : maxiter })
309
310 ” Execute o b j e c t i v e func t i on once ”
311 #o b j e c t i v e f u n c t i o n ( x0 , L , R0 , R1 , mpoints , npoints , cmdtext )
312
313 pr in t ( ”Done” )
