There are different approaches for the detection of market phase changes in stock markets. Most of them utilize various assumptions and constraints which makes these methods somewhat arbitrary. This paper develops an algorithm which identifies bull and bear markets retrospectively in a very robust way without using exogenous parameters. At the same time the algorithm is very easy to execute, can be applied to several time series frequencies and is intended to identify rather longer subperiods than shorter ones. Knowing the different phases one can investigate a multitude of characteristics of bull and bear markets.
Introduction
For financial time series a prominent pattern is to find out whether different assets do or do not correlate (positively or negatively) with each other. For this analysis of time series, or rather their characteristics, it is of great interest whether such relations exist in general or only during particular periods of time. Thus, it is important to divide an entire time series in subperiods, which represents particular market phases. These subperiods (or market phases) can be in the form of bull and bear markets, which are here solely defined as increasing and decreasing stock prices.
So, the topic of this paper is the development of an algorithm for the identification of bull and bear markets, which therefore is simply called the IBB algorithm. In the present paper it is only applied to time series of different stock market indices, but it is also applicable to time series of individual stocks. Besides, the IBB algorithm can be applied to various data frequencies, which is shown below by analyzing daily, weekly and monthly closing prices. At the same time the resulting market phases are very robust.
There exist different approaches for the identification of bull and bear markets. The one which inspired the IBB algorithm most comes from Pagan and Sossounov (2003) , whose basic idea consists of the detection of local maxima and minima as turning points between bull and bear markets. Although this basic idea is often used by further authors (see e.g. Candelon et al., 2008; Coudert and Raymond-Feingold, 2011; Gonzalez et al., 2006; Wu and Lee, 2012) and is also used in the IBB algorithm, the IBB algorithm constitutes a new approach as we try to simplify the existing approaches. Commonly, existing approaches postulate that a market phase -so a bull or a bear market -has to last for at least a certain amount of time so that it can be identified as a separate market phase and can be called a bull or a bear market. This certain amount of time is exogenous in the existing approaches and is endogenous in the IBB algorithm like is shown below.
This considerably reduces the arbitrariness of the results as there is no consensus in the literature of how long a market phase has to last so that it can be called a separate market phase.
The algorithm of Pagan and Sossounov (2003) requires that a market phase has to last for at least four months. Otherwise it is not yet a separate market phase, but only a market adjustment during a longer lasting market phase. Furthermore, a cycle -consisting of one bull and one bear market -has to last for at least 16 months. Why they choose just these values for a market phase and a cycle is somewhat nebulous. Though they say that the minimum duration of a market phase is based on the well known work of Hamilton (1919) and the deduced minimum duration of three months, they do not explain why they choose the deviating four months or why they think that the three months of Hamilton (1919) would or would not be adequate as minimum duration. A similar criticism applies to cycles lasting 16 months. As Pagan and Sossounov (2003) describe that the duration of a cycle is leaned on the 15 months duration of business cycles, they do not say why a cycle of bulls and bears can be compared with business cycles. This question arises especially because expansions and contractions do not conform with bull and bear markets (see e.g. Chauvet and Potter, 2000; Gonzalez et al., 2006) . A further look in the relevant literature provides evidence of the arbitrariness of the choice of the minimum duration. Although Pagan and Sossounov (2003) are inspired by Bry and Boschan (1971) , Bry and Boschan (1971) use in their algorithm a minimum duration of five months for a market phase and 15 months for a cycle. However, their algorithm was created for the detection of business cycles and so for the identification of expansions and contractions. Candelon et al. (2008) postulate six months as the minimum duration for a market phase, whereas Hardouvelis and Theodossiou (2002) implement the option to choose due to the readers preferences between three, four, five or six months as minimum duration for a market phase. As a matter of fact, it could be useful to allow the user of an algorithm to choose if rather short-term or rather long-term market phases are to be identified.
Thus the user could adjust the algorithm so that it meets his need for the identification of shorter or longer subperiods -depending on whether he is more interested in shorter or longer effects.
Other papers postulate a broad increase or decrease of stock prices so that a separate market phase can be identified. Pagan and Sossounov (2003) e.g. allow -in spite of the postulated minimum duration -to identify a market phase which is shorter than four months if stock prices increase or decrease more than 20% in under four months. But the choice of 20% as the minimum increase or decrease is as arbitrary as the choice of four months as the minimum duration. Pagan and Sossounov (2003) themselves say that bull (bear) markets are characterized by an increase (decrease) of 20% to 25%, so that the choice of just 20% -and therefore not 25% e.g. -is questionable. Other authors prefer differing values as the minimum price variation. Lunde and Timmermann (2004) , for example, use a decrease of 10% to 15% for the identification of bear markets and an increase of 15% to 20% for the identification of bull markets. Gonzalez et al. (2006) , in contrast, are content with a price variation of just 10% to identify a separate market phase. In none of the cases it can be said why exactly these certain values are chosen. To avoid such kind of arbitrariness the IBB algorithm does not postulate a certain increase or decrease of stock prices.
The IBB algorithm is of a much simpler construction because less constraints have to be considered. Hence, it is much easier to implement and to work with -and still significantly less arbitrary. Furthermore, it is to mention that even authors who postulate minimum durations or minimum price variations are to some extent aware of the arbitrariness of their approaches.
The rest of this article is organized as follows. Section 2 presents the method of the IBB algorithm including a general definition of bull and bear markets. In section 3 the algorithm is applied to various financial time series to illustrate the applicability as well as the robustness of the algorithm and its results, respectively. And finally, section 4 concludes the paper.
Method
As already mentioned the basic idea is to detect local maxima and minima. Local maxima represent a turn from a bull to a bear market and local minima represent a turn from a bear to a bull market. So, local maxima are the beginning of a bear market and local minima are the beginning of a bull market. This is due to the widely referred link between bull (bear) markets and increasing (decreasing) stock prices (see e.g. Candelon et al., 2008; Coudert and Raymond-Feingold, 2011; Pagan and Sossounov, 2003) . Authors who postulate a mimimum duration or minimum price variation use in their definition of bull (bear) markets also increasing (decreasing) stock prices. While these links are now commonly accepted, the above mentioned minimum durations and minimum price variations are not. Hence, bull (bear) markets are here solely defined by generally increasing (decreasing) prices. Both kinds of market phases are comprehended as longer lasting periods of time so that each market phase can -and will -contain countermovements without already initializing a new market phase. This is very important because of the typical frequently occurring ups and downs in financial time series -especially looking at daily prices.
Each identified beginning of a market phase represents the end of the contrary market phase.
Because it cannot be said if the corresponding data point is the beginning or the end of a market phase, each local extremum is at the same time both a beginning and an end of a market phase.
Thus the corresponding data point is part of two market phases. Now, to detect the local extrema for the identification of longer lasting market phases a window is set symmetrically around each data point i with i ∈ N and for each such window both the local maximum and the local minimum is determined. The data points can be of different frequencies like daily, weekly and monthly data for example. The window size is variable due to the purpose of investigation. If one wants to identify rather longer subperiods a larger window size should be chosen, whereas one should choose smaller window sizes if one is more interested in shorter subperiods. By choosing larger window sizes less local extrema and hence less changes between bull and bear markets can be detected. In the present paper longer subperiods are requested and therefore larger window sizes are chosen. A great benefit of larger window sizes is a higher robustness of the results against changes of the exact window size. To minimize the arbitrariness of choosing the window size, the window size with the highest possible robustness against changes of this size has to be taken. So, there is no (arbitrary) choice of the window size, but the window size to be used is endogenous determined by the most robust one.
The total window size -measured in trading days or data points, respectively -is called F and has to be an odd number of data points due to its symmetry. f with f := F−1 2 denominates the number of data points which are considered previously and afterwards the data point, which represents the symmetrical center around which the window is set. Only deviations from this shall be made, if one sets a window around a data point i, which is too close to the start (end) of the time series so that there are not f data points previously (afterwards) this data point. In this case as many data points as existent are considered previously (afterwards) of data point i. To ensure that F is an odd number, the most robust f is determined and following from this one calculates F with F = f · 2 + 1. The determination of the exact value of the most robust f is the last step of the IBB algorithm and thus, this step will follow later on.
In the first step of the IBB algorithm for each such window the local maxima (Max(i)) and local minima (Min(i)) are detected. N denominates the total number of observations i or rather stock prices S i : Figure 1 shows an exemplary illustration of the identification of local maxima with the help of the described windows. Figure 1 . Illustration of the usage of windows to identify maxima. The figure shows exemplarily for two data points i the idea of the identification of local maxima with the help of the described windows. The windows are set symmetrically around each data point i. Based on the data point i, all f data points before and after this data point i are considered by the window of total size F. Thus, the start and the end of the window which is set symmetrically around data point i is located at data point i − f and i + f , respectively. The vertical dotted lines describe the data points i − f , i and i + f , the horizontal dashed lines describe the total window size and the circles describe the maxima of the corresponding windows.
In the next step of the IBB algorithm the function L Max i (L Min i ) in equation (3) ( (4)) counts the number of consecutive windows, for which the same local maxima (minima) are identified.
This counting algorithm is starting from 1 and adds 1 for each following consecutive window with the same maximal (minimal) value. If two consecutive windows exhibit different maximal (minimal) values, the counting algorithm starts from 1 again, and so forth. Once the counting algorithm reaches F -meaning that F consecutive windows exhibit the same maxima (minima) -the data point which is located f data points before the data point for which the counting algorithm reaches F represents the identified maximum (minimum). This is because this data point is just the symmetrical center of the window for which all f preceding and all f following data points exhibit one and the same maximal (minimal) value. So, the counting algorithm identifies in equation (5) ( (6)
In opposition to the fact that local maxima and minima have to alternate, here financial time series can feature successive local maxima without a local minimum in between and likewise they can feature successive local minima without a local maximum in between. But a bull market has necessarily to go from a local minimum up to a local maximum and a bear market has necessarily to go from a local maximum down to a local minimum. Therefore, multiple successive local maxima (minima) has inevitably to be eliminated so that local maxima and minima are alternating Figure 2 gives an exemplary illustration of the counting algorithm for the identification of possible beginnings of a bear market. Figure 2 . Illustration of the counting algorithm for the identification of possible beginnings of bear markets. The eight dashed horizontal lines illustrate eight representatives of the windows which are set symmetrically around each data point i. All these representatives identify one and the same possible local maximum which is described by the circle and the second dotted vertical line. So it represents a possible beginning of a bear market, which is identified by the counting algorithm. The two other dotted vertical lines describe the beginning and the end of the window which is set around this data point. The data point marked by the circle is identified as a possible beginning of a bear market because all windows which are set symmetrically around all f data points before and after this data point identify the data point marked by the circle as the maximal value. Thus, f data points before it the counting algorithm L Max i starts at 1. Because all F succeeding windows identify the same maximal value, the counting algorithm reaches f + 1 at the possible local maximum and F at f data points after it. This is equivalent to the identification of a possible beginning of a bear market at data point i if the counting algorithm reaches F at data point i + f .
In the case of already alternating local maxima and minima, a local maximum (minimum) lies automatically inside of two local minima (maxima). All possible beginnings of bull (bear) markets are then immediately actual ones and no elimination of successive local minima (maxima) is necessary. Exceptional cases are the first and last identifiable local extrema of the entire time series, which cannot have a preceding or a following extremum, respectively. If in contrast successive possible local maxima (minima) exist, then -following the idea of Pagan and Sossounov (2003) and Bry and Boschan (1971) -the highest (lowest) of the successive possible local maxima (minima) constitute the actual local maximum (minimum). All hereby eliminated possible local extrema are just countermovements or market adjustments inside a longer lasting market phase, but not the beginning of a separate market phase itself. It should be noted again that the beginning of a market phase implies that until this data point the contrary market phase persists. Figure 3 depicts an exemplary illustration of the application of the described elimination algorithm. Figure 3 . Illustration of the elimination algorithm for successive possible beginnings of bear markets. Suppose that the IBB algorithm identifies in its first step the data points (a), (b), (c) and (d) as possible beginnings of bear markets and the data points (A), (B) and (C) as possible beginnings of bull markets, whereas the data points (I) and (II) were not identified as possible beginnings of a bull market and, therefore, represent only countermovements. Thus (a), (b) and (c) are obviously successive possible beginnings of bear markets, so that the actual one has to be determined. The elimination algorithm would identify (c) as the actual beginning of a bear market, because it is the highest of the successive possible beginnings of bear markets. Bear markets are represented by shaded areas and bull markets by non shaded areas. Now, the most robust f can be determined. To do so the IBB algorithm has to be executed for a multitude of values for f . The more consecutive values for f result in the same bull and bear markets identified by the IBB algorithm, the more robust are the final results. This means that one has to ascertain the range of f for which the same results occur and that the largest range of f with the same occurring results is the most robust one. If this most robust range considers an odd number of observations then the median of this range -which is equivalent to the arithmetic mean of the limits of this range -represents the most robust f . In the case of an even number of observations the rounded down arithmetic mean of the limits of the most robust range is the most robust f . Using finally the most robust f for the IBB algorithm leads to highly robust results in terms of non arbitrary identified bull and bear markets.
At this point the IBB algorithm is already completed and uses only one variable -namely the window size F or f , respectively. The algorithms by Pagan and Sossounov (2003) and by Bry and Boschan (1971) require further steps during their execution. These steps are 1) testing if the identified market phases and cycles achieve the postulated minimum duration or minimum price variation, 2) eliminating (if necessary) market phases and cycles which do not achieve these postulations and 3) eliminating local maxima and minima which are too close to the start or the end of the entire time series. The first two steps do not have to be executed in the IBB algorithm due to the abandonment of minimum durations and minimum price variations. And the last of these steps does not have to be executed because the algorithm itself does not allow the detection of local maxima or minima which are too close to the start or the end of the entire time series.
As can be seen easily the IBB algorithm belongs to the semi-parametric rule-based methods.
According to Kole and van Dijk (2017) these are better qualified for the retrospective identification of market phases than the parametric Markov switching models induced by Hamilton (1989) . In contrast, Markov switching models are way better for forecasting market phase changes. But due to the consideration of returns as well as variances it can happen, for example, that in spite of increasing prices a market phase is retrospectively identified as a bear market due to a high variance, which can also occur during bull markets from time to time (Kole and van Dijk, 2017) . The here used definition of bull (bear) markets solely focuses on increasing (decreasing) prices. In general, bull (bear) markets are associated in addition with positive (negative) returns and low (high) variances (see e.g. Chauvet and Potter, 2000; Kole and van Dijk, 2017; Maheu and McCurdy, 2000) .
As a matter of fact positive (negative) returns follow from increasing (decreasing) prices and so the IBB algorithm can also be applied to cumulative stock returns instead of stock prices without any changes in results. Moreover, bull markets are lasting longer than bear markets in general (see e.g. Chauvet and Potter, 2000; Gonzalez et al., 2006; Pagan and Sossounov, 2003) .
Furthermore, the IBB algorithm is and should be applied to non smoothed time series like it is also done by Pagan and Sossounov (2003) and is not done so by Bry and Boschan (1971) .
Smoothing the time series would efface extreme prices, which might be most interesting. In addition, even a symmetric smoothing method would result into differing data points which are identified as the beginning of a market phase. So, not the highest (lowest) price would represent the beginning of a bull (bear) market, but some data point to the left or right of it. Besides, the choice of the smoothing method itself would affect the results, so that choosing a method would raise the arbitrariness of the results again.
Application
Due to the fact that bull (bear) markets describe increasing (decreasing) stock markets the IBB algorithm is here solely applied to diverse stock market indices. Of course every kind of stock market time series -not only indices -can be divided by it into bull and bear markets. So the IBB algorithm is not some kind of special case, which works only for the here selected time series.
Data
Although the IBB algorithm is especially made for the analysis of higher frequent data like daily prices it is applicable to lower frequent data as well. So beside daily data (dd), weekly data (wd) and monthly data (md) are also investigated here. The prices of all time series are closing prices -daily closing prices, weekly closing prices and monthly closing prices, respectively. The data used in the paper was obtained from Thomson Reuters Eikon and covers a period of more than 24 years from July 31, 1992 until September 30, 2016. For illustration, the data set consists of six stock market indices from five countries: Dow Jones and S&P500 (USA each), Nikkei (Japan), DAX (Germany), FTSE (Great Britain) and SMI (Switzerland). All index prices are denominated in their respective local currency. Table 1 It emerges that all most robust f comprise at least one year, which leads to a total window size F of at least two years. In some cases f exceeds even two years and F therefore even four years.
This underlines the ambition to identify rather longer subperiods than shorter ones. Looking at the most robust range it can be seen that the results are relatively high robust against changes of the only variable of the IBB algorithm. This can be emphasized by looking at the percentage variation of the most robust f inside the most robust range. For example, the most robust f for the weekly data of the Nikkei is 113 and the most robust range goes from 83 to 143. This means that even an f which is 26.55% smaller or larger than the most robust one would still yield the same results.
For every other index the respective most robust range is even larger than for this example and so the percentage variation is larger as well. The highest percentage variation can be found for the monthly data of the S&P500. There the most robust f is 19 and even for f = 32 the results would be still the same. This corresponds to a percentage variation of 68.42%.
Looking at the overall returns and mean returns the Nikkei performs worst over the entire period of time -independently of the frequency. Besides, it exhibits the highest standard deviation and volatility for daily data and the second highest for weekly and monthly data. For the latter, only the DAX has higher standard deviations and volatilities, but exhibits instead the highest overall return and mean return for all kinds of frequencies. By comparison the other four indices have conspicuously lower standard deviations and volatilities, with the differences between the indices being rather small. The returns of the Dow Jones, S&P500 and SMI are as well somewhat similar.
Solely the returns of the FTSE are slightly lower, but are far from being as low as the ones of the Nikkei. spite of little countermovements. These (sub-) periods of time represent bull and bear markets and are of special interest for longer term investments in stock markets. Now, these subperiods have to be identified properly.
Results
In tables 2 -4 2 all identified market phases for the six indices and three frequencies, which result from the application of the IBB algorithm, are tabulated chronologically each. This makes the IBB algorithm even easier to work with. But it has to be mentioned that this is not necessarily the case for every window size and not even for every window size which is within the most robust range for which the overall results stay the same. So there are window sizes for which the elimination algorithm is needed. However, it is possible that for every kind of stock market time series the use of the most robust f , leads to already alternating bull and bear markets, so that there is no need for the elimination algorithm. To give a final answer to this issue further research for this special question has to be done.
The tables 2 -4 contain for every identified market phase the data points i on which the market phases begin and end as well as their corresponding date. Additionally, for level prices the total number of observations and for returns the overall returns, mean returns, standard deviations and volatilities for every market phase are listed. The time series are divided by the IBB algorithm in five to six market phases consisting of three bull markets and two to three bear markets. 
Conclusion
The present paper gives a description of the IBB algorithm to identify bull and bear markets and thus to divide time series into subperiods. It can be applied to every kind of stock market time series and frequency. In addition, it can even be applied to non stock market time series to detect local maxima and minima and therefore turning points between increasing and decreasing values.
The partition by the IBB algorithm occurs under the ambition to find rather longer than shorter subperiods and to avoid the use of arbitrary assumptions or constraints. The IBB algorithm is therefore distinct from existing approaches. Such approaches always postulate exogenously that a market phase can only be identified as a separate market phase if it lasts for at least a certain amount of time or if the prices increase or decrease for at least a certain percentage. But there is no general agreement what 'certain' actually means. Because the IBB algorithm does not postulate exogenously a minimum duration or a minimum price variation, it is considerably less arbitrary.
Another circumstance that makes the IBB algorithm less arbitrary is the application of it to non smoothed time series, whereby a smoothing method does not have to be chosen. All this makes it very easy to execute it and makes the computational burden comparatively low. At the same time the whole IBB algorithm only needs one variable: The window size for which local maxima and minima have to be identified. But even this does not have to be chosen arbitrarily, because it is endogenously determined by the most robust window size. So, for example for the time series which are analyzed in the present paper, the window size can be varied from around 27% up to around 68% without any change in the resulting market phases, which are identified by the IBB algorithm. This makes the approach a pretty robust one. Furthermore, the typical characteristics of bull (bear) markets -positive (negative) returns, low (high) volatility and longer lasting bull than bear markets -are found in general. Knowing the bull and bear markets fosters further analyses, like investigating correlations between different assets in different (sub-) periods of time. DowJones and S&P500 (USA each), Nikkei (Japan), DAX (Germany), FTSE (Great Britain) and SMI (Switzerland). The data are monthly closing prices and cover the period from July 31, 1992 until September 30, 2016. The table lists the identified market phases as well as the beginning and end of the respective market phase in form of the data point i and the corresponding date. The date is indicated in the date format mm.dd.yyyy. For every market phase the number of observations (no. of. observ.) in level prices as well as the overall and mean return, the standard deviation and volatility in returns are added.
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