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偏微分方程式の数値計算の際に, 質量, エネルギー, 確率等の重要な量に関する性質を離散系において
も再現する試みはされてきた ([1,2,9]). 特に近年は, 有限体積法, 離散変分法, Finite element exterior
calculus(FEEC)法等によって, 偏微分方程式を計算する際に系の重要な性質を再現する事に成功して
いる ([2,3,9]). ところが, それぞれのやり方にはデメリットやメリットが少なからず存在した. 例えば
有限体積法では, 数学的な解析が容易に展開できないのに対して, 有限要素法よりも計算がしやすいと










が成り立たない等の問題がある. ただし, fk; gk 2 R(k = 0; : : : ; N);4x > 0, (1); (2) はそれぞれ１階
の中心差分及び２階の中心差分である. しかし離散変分法は, 非線形性が強い Cahn-Hilliard方程式の
数値計算にも成功している ([2,4]). Cahn-Hilliard方程式とは, 冶金学の分野において, ２元流体のモデ




= 4  W 0(u)  "24u ;






で与える. この時非線形項は, 特に "が小さく, uが 0の付近では, 非線形項の部分が
 "242u+ (3u2   1)4u+ 6ujruj2













  (u  u) (1)






動を表すモデル方程式である ([10]). 通常のマクロ相分離と比べると, ミクロ構造を持つというのが大
きな特徴である. そして Cahn-Hilliard方程式と比べると線形項が加わっただけの偏微分方程式である
が, Cahn-Hilliard 方程式よりも計算がしにくくなっている. まず厳密解が知られていないだけではな
く, 微小なパラメーターを含む方程式であり, 強い非線形性を持ち, 逆放物型偏微分方程式に近いといっ
3
た Cahn-Hilliard方程式の性質だけではなく, 長距離相互作用に由来する非局所項 uが式中に入ってい


















jruj2 +W (u) + 
2
j( 4)  12 (u  u)j2dx

(3)





udxである. ここで全エネルギー (2)では, 激しく振動する形状の解
は第１項, 第２項が大きくなるためあまり激しい振動はしないことがわかる. しかし（3）では, 第３項
の ( 4)  12 がコンパクト作用素であるため u   uが激しく振動するほど第三項は小さくなる. しかし
あまり振動すると第 1,2項が大きくなるため, 妥協点がどこかで存在する事が知られている ([4]).
我々は, この数値的不安定さを持つ Cahn-Hilliard-Oono方程式に対して, 離散変分法の枠組みを捉え
直し, もとの方程式と同じく質量保全性, エネルギー散逸性を持つ数値スキームを得た. また新しい枠組
みによって, 安定性, 一意性可解性, 誤差評価を, 従来よりも見通しよく導くことに成功した.　更に一意




= "2uxx + f(u)  v














u(x+ nL) = u(x) n 2 Z
などの応用上重要な方程式や境界条件が異なるケースにも新しい定式化が適用できることを確認した.
本論文においては, 再定式化した離散変分法により, 有限差分スキームを導出する. 差分法はやや安定性




初めに述べたように, 離散変分法の新しい定式化を行う. そして, 今までの離散変分法の公式や定理が
どのように記述されているかを見直し, 従来の離散変分法との違いを見ていく. 以下では, ある L > 0
に対して１次元領域 
 = (0; L) 上で考え, 
 を均等に N + 1 等分する. この時, 空間方向の分割は
4x = L=N となる. そして実 (N + 1)次元ベクトルをU = (U0; : : : ; UN )T 2 RN+1 等と表す.



















注意 2. 上の内積は, Q = diag (1=2; 1; : : : ; 1; 1=2)を用いれば,














00 fGd(U)gk4x = hGd(U);1i;














公式 4. 任意のN+1次元ベクトル U;V に対して, 離散変分導関数 Jd
(U;V)
: RN+1RN+1 ! RN+1
は, 以下を満たす.
hGd(U) Gd(V);1i = h Jd
(U;V)
;U Vi;
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0        1 1
1CCCCCCCCCCCCCCA
:






ただし (D+) は D+ の h・;・iに関しての共役行列を表している. (D ) も同様である.









; k = (k;0; : : : ; k;N )
T
で与えられる（k;j = cos(kj=N); k; j = 0; : : : ; N). 特に, Aは固有値 0を持つため, 正則ではない.
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補題 6. 行列 Aは, 内積 h・;・iに関して, 対称である.すわなち N + 1次元ベクトルU;Vに対して以
下が成立する：






となる. 一方 (QAQ 1)T = Aが成立するので, 対称性が証明できる. また Aの固有値は全て非負であ
るから, Aは半正定値行列である.
この補題５から fgNk=0 は内積 h・;・i に関する RN+1 の直交基底となることがわかる. 実際に





L; k = 0; N;p
2=L; k = 1; : : : ; N   1






定義 7. 任意の N + 1 次元ベクトル U = (U0; : : : ; UN )T 2 RN+1 に対して U の平均を以下で定義
する.










補題 8. 方程式 AU = V (U;V 2 RN+1) が解を持つ必要十分条件は, hV;1i = 0 である.





























Ukk = Vk k = 0;    ; N:




No solution (V0 6= 0);
any (V0 = 0):
一方,





M0 = fU 2 RN+1jhU;0i = 0g:












この条件は, 斉次 Neumann境界条件を課した Poisson方程式,(
  @2@x2u = v in 

@u





















補題 11. 任意のU;V 2 RN+1;  > 0;  > 0に対して以下が成立する:
hAU;Vi = hU; AVi; hA 0 U;Vi = hU; A 0 Vi








 1 = AjM0 :
Proof. スペクトル分解を用いて容易に, 証明できる.
また, 離散変分導関数を求める際に, 以下の補題が有用である.
補題 12. 任意  > 0について, 以下の等号が成り立つ.
hAU;Ui   hAV;Vi = hA(U+V); (U V)i U;V 2 RN+1
hA 0 U;Ui   hA 0 V;Vi = hA 0 (U+V); (U V)i U;V 2M0
Proof. 式は, A; A 0 の対称性から示す事ができる.
2.3 周期境界条件
Neumann境界条件の以外の場合も, ２階の中心差分, １階の中心差分, 前進差分, 後進差分といった
作用素について, 同様の公式が成り立つ.　本節では, 1次元領域 
 = (0; L)において, 周期境界条件を






2  1 0    0  1
















. . . 0
0  1 2  1
 1 0    0  1 2
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補題 13. 行列 Aper は定義の内積で,対称である.すわなち N + 1次元ベクトルU;V に対して以下が
成立する:








最後の式は,(QAperQ 1)T = Aper が成立するからである.
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補題 14. 行列 D(1)per は, 歪対称である.すわなち N + 1次元ベクトルU;Vに対して以下が成立する:











最後から２つめの等式は, (QD(1)perQ 1)T =  D(1) が成り立つからである.
2.4 ノルムの性質
導入した内積から導かれるノルムの諸定理について見ていく.










































これによって左の不等式が証明できる. 右の不等式については, K 2 f0; : : : ; Ng を, jUK j =
min0kN jUkjとなるようにとると,













(Uk+1   Uk); j < K;
より, 任意の j = 0; : : : ; N について以下の事がわかる:



































hD+U; D+Ui1=2 + hD U; D Ui1=2

 ChA1=2U; A1=2Ui1=2:








であり, 最後の不等式は,pa+pb+pc p3(a+ b+ c)を用いた.
3 離散変分法の適用例
この章では, 実際に再定式化した離散変分法の適用例をみていく. 原則断りが無い限り, 1 次元空間

 = (0; L)の場合を取り扱う. 以下, ベクトルどうしU = (U0; : : : ; UN )T;V = (V0; : : : ; VN )T 2 RN+1
の演算はそれぞれの成分の演算とする. 例えば積UVは成分ごとの積 (U0V0; : : : ; UNVN )T を表してい
る. また, U(m) を近似解の各分点を並べたベクトルつまり, (U(04x;m4t); : : : ; U(N4x;m4t))T と









x 2 (0; L)
@u
@x
= 0 on x = 0; L
u(x; 0) = f(x)
12
熱方程式というのは，ある空間上での気体や液体の熱の変化を表現した偏微分方程式である ([18]).



























































































































































実際の計算では, 刻み幅は空間, 時間共に一定にし,各々 4x;4tと表し, 空間領域は 
 = [0; 1]とす
る. 以下では, u(x; 0) = j cos(4x)j;4x = 1=40;4t = 1=1000として計算を行った. Figure1が解の時
14











































































例 21. 　 FitzHugh-Nagumo方程式
@u
@t




= vxx + u m0   v (10)
@u
@n
= 0 x = 0; L
@v
@n
= 0 x = 0; L
ただし 0 < "  1;   0;m0 2 ( 1; 1);  > 0; f(u) = u   u3 とする. この方程式は, 神経細胞などの
電気的興奮性細胞の活動電位を表現したモデルである ([11,12]). これは  = 0のとき, 以下の全エネル







juxj2 + F (u) + 
2
j( 4+ I)  12 (u m0)j2dx

;
ただし, F (u) = 1
4
(u2   1)2 は２重井戸型ポテンシャル関数である. そして, J
u
は
















 "2(uxxu+ (ux)2) + F 0(u)u+ 
2




 "2uxxu+ F 0(u)u+ ( 4+ I) 1(u m0)u dx+O(u2)
から J
u













(A1=2U)2 + F (U) +

2









4   U+V2 とおくと,




hA1=2U; A1=2Ui   hA1=2V; A1=2Vi









2 (U m01); (A+ E)  12 (U m01)
  










(A+ E) 1(U m01); (U m01)  

















































定理 22. 任意のmについて, スキーム (11)の解U(m) は以下の条件を満たす:
Jd(U

























定理 23. 任意のm = 0; 1; : : : に対して, このスキーム (11)の解U(m) は以下を満たす:
jjU(m)jjL2d  fId(U
























(u2   1)2  au2   a(a+ 1)　 (15)
が a > 0に対して, 成り立つので,
hF (U(m));1i  ha(U(m))2   a(a+ 1)1;1i = ahU(m);U(m)i   a(a+ 1)Li:
ここで, (12)及び不等式 (15)(ただし a = 1とする)により, (13)を得る. また, (15)において a = "2=2
とすると, m  0に対して,
Jd(U
(0))  Jd(U(m))  "
2
2


















となり, 補題 11より (14)が成り立つ.
このスキームについては, 一意可解性も証明できる. そのために,写像 T : RN+1RN+1 ! RN+1 を
以下のように定義する.
T (U;V)：= U  4t
2
f"2AV + g(U;V) +Vg+ 4t
2
(A+ E) 1(V  m01); (16)
ここで, g(u; v)：=  u2v + 2uv2   2v3 である. このとき T (U(m);・)：RN+1 ! RN+1 が不動点 V 
を持つならば, U(m+1)：= 2V  U(m) はスキーム (11)の解になっている.
































ここで, N = 4=(4x)2 が Aの最大固有値であることより,
jjT (U;V)jj  jjUjj+ 4t
2
f"2jjAVjj+ jjg(U;V)jj+ jjVjj+ jj(A+ E) 1(V  m01jjg
 jjUjj+ 4t
2











jjg(U;V)jj  24x (jjUjj
2jjVjj+ 2jjUjjjjVjj2 + 2jjVjj3);
が成立する. したがって, jjUjj  Rかつ jjVjj  2Rを用いてまとめると,

































次に, T (U; )が縮小写像であるための条件を求める. 上の議論と同様にして,
jjT (U;V)  T (U;V0)jj  4t
2

("2N + 1 +
































が必要である. これと (18)の条件をあわせると, 縮小写像の原理より補題の主張が成り立つ.
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定理 25. スキーム (11)は,4tが (17)を満たしているならば, 一意な解をもち jjU(m+1)jjL2d  Rが任
意のm  0で成り立つ. ただし R = fJd(U(0) + 2L)g1=2 である.
Proof. 補題 24 より, jjU(0)jj  R ならば, 写像 T (U(0); ) は一意的な解 V(0) をもつ. そして U(1)
：= 2V(0)  U(0) が, (11)の解になる. また定理 23から,jjU(1)jj  Rより, 補題 24を再び適用できる
ことがわかる. このように帰納的に証明をすればよい.
注意 26. 補題 24及び定理 25から, "  4xで計算すると良い事がわかる.
3.2.4 誤差評価













 m01) + F(m) (19)
ただし u(m) = (u(0・4x;m4t); u(1・4x;m4t); : : : ; u(N・4x;m4t))T とする. 証明の流れとして
は, 以下のようにして jje(m)jjを求める,




STEP3. 上の評価した式を m = 0;    ;M まで和をとり, 離散版グローンウォールの不等式を用いる.
まず STEP1を行うために必要な補題を示す.
補題 27. 非局所項に対し, 以下の評価が成立する:
jj(A+ E) 1u(m)   ( 4+ I) 1u(m)jj  c(4x)2:
ただし c > 0 は定数であり, u; ( 4 + I) 1u 2 C2

[0; T ]; C5

とする. 　また u; ( 4 + I) 1u 2
C2

[0; T ]; C3

のときは,
jj(A+ E) 1u(m)   ( 4+ I) 1u(m)jj  c0(4x);
ただし c0 > 0は定数である.
Proof. 以下では, u(m) を uと略記する. 条件 u; ( 4 + I) 1u 2 C2

[0; T ]; C5

のときのみを示す.
v = (A+ E) 1u;w = ( 4+ E) 1uとおく,
(A+ E)(v  w) = (A+ E)v   ( 4+ I)w
+ ( 4+A)w + (I   E)w
= ( 4+A)w:
21










また,  4+Aは２回微分と中心差分との差である. これは関数 f 2 C4 をテイラー展開をすると,















f(x0 +4x)  2f(x0) + f(x0  4x)
4x2   f
00(x0) = O(4x2)
を考えると, 補題が成立する. また, u; ( 4 + I) 1u 2 C2










補題 28. 滑らかさが ( 4+ I) 1u 2 C2

[0; T ]; C5

ならば, 任意のm  0に対して, 以下の評価が
成り立つ,
jjF(m)jj2  C0((4x)4 + (4t)4):
ただし, C0 は4x;4tに依存しない正定数である. また, u; ( 4+I) 1u 2 C2

[0; T ]; C3

の場合は,
jjF(m)jj2  C 00((4x)2 + (4t)4):
ただし, C 00 は4x;4tに依存しない正定数である.
Proof. ( 4 + I) 1u 2 C2

[0; T ]; C5











































  u(m+ 12 )3　 (21)
u(m+1) + u(m)
2
  u(m+ 12 )　 (22)














































































となる. この式は, 対称性から4xの項が消え, まとめると 4u(m+ 12 )3 +O(4x2)であり, したがって式
(21)は O(4x2)となる. 式 (22)もテイラー展開から誤差は O(4x2)である. 式 (23)に関しては補題２
７から誤差が O(4x2)となることがわかる. これらをまとめると補題が, 成立することがわかる.
これにより, 以下の誤差評価が得られる.
定理 29. 　誤差評価
連続問題の解 uが, u; ( 4+ I) 1u 2 C2

[0; T ]; C5

; 1 4t(7K2 + 5) > 0の条件を満たしており,
補題 28に依存するような定数 C0 に対して,
jje(M)jj2  TC0(4t
4 +4x4)





が成立する. ただしK = max
m0;k0
(ju(k4x;m4t)j; jU(k4x;m4t)j)とする. また u; ( 4+ I) 1u 2
C2

[0; T ]; C3













Proof. u; ( 4+ I) 1u 2 C2












































= h A"2(e(m+1) + e(m)); e(m+1) + e(m)i (24)










; e(m+1) + e(m)i (27)
+ hF(m); e(m+1) + e(m)i (28)
となる. 各項 (24)～(28)を順に評価していく, まず式 (24)は,
(24) =  "2jjA 12 (e(m+1) + e(m))jj2  0
となる. また式 (25)は, シュワルツの不等式より
(25) =  h(u(m+1);u(m))  (U(m+1);U(m)); e(m+1) + e(m)i




jj(u(m+1);u(m))  (U(m+1);U(m))jj2 + jje(m+1) + e(m)jj2

さらに, K = max
m0;k0
(ju(k4x;m4t)j; jU(k4x;m4t)j)より,
jj(u(m+1);u(m))  (U(m+1);U(m))jj　  jj(u(m+1);u(m))  (u(m+1);U(m))jj
+ jj(u(m+1);U(m))  (U(m+1);U(m))jj
 7K2(jje(m+1)jj2 + jje(m)jj2):





 jje(m+1)jj2 + jje(m)jj2:
24
式 (27)は,






































(jje(m+1))jj2 + jje(m))jj2) + 1
2
jjF(m)jj2: (29)












 (7K2 + 5)
MX
k=0
jje(k)jj2 +MC0((4t)4 + (4x)4):


















が得られる. また ( 4+ I) 1u 2 C2
h



































































= 0 x = 0; L
u(x; 0) = f(x)





u(x; t)dx;W (u) = 14 (u









juxj2 +W (u) + 
2






u dx = 0 により,
4 = uを満たす が存在するので, I の変分は,

































  "2uxx +W 0(u) + ( 4) 1(u  u) と求める事ができる














































ただし, hA 10 (U +V  U  U);U  Vi = 0及び fd(U;V) =

























































ただし, 式 (33)から (34)を導くときに, 1が Aの固有値 0に対する固有ベクトルであるからであるこ
























定理 32. 任意のm  0に対して, スキーム (31)の解U(m) は以下を満たす:
jjU(m)jjL2d  fId(U
























(u2   1)2  au2   a(a+ 1)　 (37)
が a > 0に対して成り立つので,
hW (U(m));1i  ha(U(m))2   a(a+ 1)1;1i = ahU(m);U(m)i   a(a+ 1)L:i
よって, (32)と式 (37)(ただし, a = 1)から, (35)を示す事ができる. また, (37)において a = "2=2と
すると, m  0に対して,
Jd(U
(0))  Jd(U(m))  "
2
2


















となり, 補題 11から, (36)が成り立つ.
次にスキーム (31)の一意可解性を示す. そのために, 写像 T : RN+1 RN+1 ! RN+1 を以下のよう
に定義する.
T (U;V)：= U  4t
2
Af"2AV + g(U;V) Vg   4t
2
(V  V);
ここで, g(u; v)：= u2v   2uv2 + 2v3 である. このとき, T (U(m);・)：RN+1 ! RN+1 が不動点 V  を
持つならば, U(m+1)：= 2V  U(m) はスキーム (31)の解になっている.













ならば, T (U; ) : RN+1 ! RN+1 は B := fV 2 RN+1 j jjVjjL2d  2Rgに一意な不動点を持つ.






khU;ki2  2N jjUjj2:
29
ここで, N = 4=(4x)2 が Aの最大固有値であることより,
jjT (U;V)jj  jjUjj+ 4t
2
f"2jjA2Vjj+ jjAg(U;V)jj+ jjAVjj+ jjV  Vjjg
 jjUjj+ 4t
2
f"22N jjVjj+ N jjg(U;V)jj+ N jjVjj+ jjVjjg:






g(U;V)  24x (jjUjj
2jjVjj+ 2jjUjjjjVjj2 + 2jjVjj3);
が成立する. よって, jjUjj  Rかつ jjVjj  2Rのとき,



























が必要となる. 次に, T (U; )が縮小写像であるための条件を求める. 同様の議論により,
jjT (U;V)  T (U;V0)jj  4t
2
f("22N + N + )jjV  V0jj+ N jjg(U;V)  g(U;V0)jjg:
非線形項の評価は,






























が成り立つことである. したがって, (38)が成り立てば (39),(40)が成り立つので, 縮小写像の原理より,
補題の主張が示される.
定理 34. スキーム (31) は, 4t が (38) を満たしているとき, 任意の m  0 に対し, 一意な解をもち,
jjU(m+1)jjL2d  Rが成り立つ. ただし R = fJd(U(0) + 2L)g1=2 である.
Proof. 補題 33 より, jjU(0)jj  R ならば, 写像 T (U(0); ) は 4t の条件から一意的な解 V(0) をもつ.




次に, このスキーム (31) の誤差評価を行う. m = 0; 1;    ;M; k =  1;    ; N + 1 に対して
e(m);F(m) を以下で定義する.






最初の e(m) は誤差だが, F(m) は処理誤差である. まずこの処理誤差について評価を行う. 差分スキー
ムの最終時刻を T とするとき, 以下が成立する.
補題 35. 解 u 2 C3







jjF(m)jj  C0T ((4t)4 + (4x)2):
さらに, 解が u 2 C3







jjF(m)jj  C 00T ((4t)4 + (4x)4)
と評価を改善できる. ただし, C0 と C 0 は4t;4xによらない定数である.
Proof. 後者 u 2 C3

[0; T ]; C6

の証明のみ行なう. 式 (41)の両辺のテイラー展開を t = (m+ 1=2)4t
において行う. 左辺については,
u(k4x; (m+ 1)4t)  u(k4x; (m)4t)
4t = ut(k4x; (m+ 1=2)4t) +O(4t
2)
が成り立つ. これは (1)から以下のように評価できる,
jF (m)k j  c1((4t)2 + (4x)2):
ここで, c1 は 4t;4xに依存しない定数である. さらに, jF (m)k jの和を m = 0;    ;M までとり, 補題
28の証明と同様の議論により, 議論が示される.
この一回当たりの処理誤差を m = 0; : : : ;M まで和をとってあわせていくことで, e(M) が評価さ
れる.
定理 36. u 2 C3

[0; T ]; C5

と仮定し, C0 を補題 35の定数とする. このとき, 以下が成立する:
jje(M)jj2  TC0((4t)
4 + (4x)2)
2(1  4t4"2 (1 + 3K2)2)
exp
2T (1 + 3K2)2
"2(1  4t4"2 (1 + 3K2)2)
;
ただし, K = max0kN;0mM (ju(m)k j; jU (m)k j)とし, 4tは 1   4t4"2 (1 + 3K2)2 > 0 を満たしている
とする. さらに, u 2 C3
h






2(1  4t4"2 (1 + 3K2)2)
exp
2T (1 + 3K2)2
"2(1  4t4"2 (1 + 3K2)2)
が成立する. ただし, C 00 は補題 35の定数である.
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Proof. 後者の u 2 C3

[0; T ]; C6


















が成り立つ. ただし (u;v) = u




















; e(m+1) + e(m)i (44)
  　
2
he(m+1) + e(m); e(m+1) + e(m)i (45)





































j(u(m+1)k ; u(m)k )  (U (m+1)k ; U (m)k )j  j(u(m+1)k ; u(m)k )  (u(m+1)k ; U (m)k )j






K2)(je(m+1)k j+ je(m+1)k j)
のように評価できる (ただしK = maxk;m(ju(m)k j; jU (m)k j)である). よって,
jj(u(m+1);u(m))  (U(m+1);U(m))jj2  1
2
(1 + 3K2)2(jje(m+1)jj2 + jje(m)jj2):












さらに, 4tが 1  4t4"2 (1 + 3K2)2 > 0が成り立つ事から,
jje(M)jj2  1














ここで, 離散 Gronwallの補題 [1, P126]を適用すると,
jje(M)jj2  TC
0((4t)4 + (4x)4)
2(1  4t4"2 (1 + 3K2)2)
exp
2T (1 + 3K2)2
"2(1  4t4"2 (1 + 3K2)2)
が得られる. この方法では  = 0の場合が証明できないが, しかし (46)の評価を
hF(m); e(m+1) + e(m)i  jjF(m)jjjje(m+1) + e(m)jj  1
2





１次元スキームと同様に, ２次元スキームを構築することができる. 領域を 
 = (0; Lx)  (0; Ly)
とし, x; y の空間方向の分割についてはそれぞれ 4x = Lx=Nx;4y = Ly=Ny とする. このとき
U = (Ui;j)0iNx;0jNy 2 RNx+1RNy+1を 
上の近似解とする. さらに, D(2)2 を RNx+1RNy+1
上の２階の中心差分とする. すなわち
(D2U)i;j =
Ui+1;j   2Ui;j + Ui 1;j
4x2 +
Ui;j+1   2Ui;j + Ui;j 1
4y2
ただし, 境界では, 斉次ノイマン条件の離散化として次の条件を課す:
U 1;j = U1:j ; UNx+1;j = UNx 1;j (j = 0; : : : ; Ny);
Ui; 1 = Ui;1; Ui;Ny+1 = Ui;Ny 1 (i = 0; : : : ; Nx):
このとき, 










1=4; if (i; j) = (0; 0); (Nx; 0); (0; Ny); (Nx; Ny)
1; if 1  i  Nx   1; 1  j  Ny   1;
1=2; otherwise:
１次元の時と同様に, A(2) =  D(2)2 とおくと, A(2) は (47)の内積に関して対称である. A(2)0 は, A(2)








; m = 0; 1; : : :
となる.
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注意 37. 質量保存性やエネルギー散逸性についても同様に示す事ができる. ただし安定性等について




上で提案したスキームを適用して計算した結果が Figure ６～８である. Figure ６は,  = 0
つまり Cahn-Hilliard 方程式の場合と Cahn-Hilliard-Oono 方程式を比較した図である. パラメー
ターは, 
 = (0; 1); " = 10 2=3  0:036;4x = 0:005;4t = 10 8 とした. この図より, Cahn-
Hilliard-Oono 方程式は, Cahn-Hilliard 方程式の場合と比べて解の形状がより振動していることが
わかる. また Figure ７は, 陽解法と離散変分法で解いた時の解の様子である. パラメーターは,

 = (0; 1);  = 5; " = 10 2=3  0:036;4x = 0:01;4t = 1:25 10 6 実際に陽解法では, 解の形状が崩
れてしまい, 計算がうまくいってないことがわかる. また Figure８は,　陽解法とのエネルギー比較, 質
量比較および離散変分法の質量のグラフを拡大したものである. これから陽解法は,確かにエネルギー







































































































































































u(x+ nL) = u(x) (n 2 Z); (48)
u(x; 0) = f(x):
上記の方程式は, 運河など広くて浅い川の水面において観察され, 形を変えることなく進行してい
く波の波形が満たす非線形偏微分方程式であり, 非線形格子の振舞いも近似しているといわれている
([13,14]). 境界条件は, 本来は, 空間領域 





= 0 (n = 0; 1; 2; : : : )










































































































このスキームは, もとの KdV方程式の持つ構造, すなわち質量保存性, エネルギー保存性を有してい
る. 以下これを示す.






































において, D(1)per が歪対称行列なので最後の式は 0になることで示される.
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かった問題に対して適用した. 今回は, 熱方程式, FitzHugh-Nagumo 方程式, Cahn-Hilliard-Oono 方
程式, KdV方程式への適用例を紹介したが, 他の方程式にも同様に適用でき, 境界条件も上にあげた例
以外の場合にも適用が可能である. しかし, 離散変分法には, まだ多次元の場合に数値計算量が多いとい





を用いて, 縮小写像法で, 数値計算を実装した. そしてこの場合の方が, 試した限り数値計算量は少な
かった. しかし２次元のケースだと, 結局行列のサイズが, 空間方向の分割数 N に対して, N2 となって







おいて, 貴重なご指導とご助言を頂いた金沢大学理工学域数物科学類伊藤秀一教授, 大塚 浩史教授, 木村
正人教授, , カレル・シュワドレンカ准教授に心より感謝申しあげます. また本研究を進めるにあたって
は, 他にも多くの方々と有益なご指導をいただきました. 特に, この研究の分野の面白さを伝えてくだ
さった故宮川 鉄朗教授, 中村健一准教授, 一橋大学商学研究科小林健太准教授に感謝を捧げます.
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