We use the small open economy concept to identify the determinants of region's exports at a NUTS-2 level for Poland and Spain over the period [2005][2006][2007][2008][2009][2010][2011][2012][2013][2014][2015].
INTRODUCTION
The interest in the regional perspective of exporting has grown over the years. Data on exports of enterprises established in regions within countries (i.e. subnational units) have gradually become more available. Regional authorities show more interest in their export potential because globalisation makes the regional economies more open and vulnerable to external economic shocks. The international trade channel has become an important factor influencing a region's economic performance, including the dynamics and volatility of economic growth as well as the labour market performance. Due to the economic transition and the accession to the European Union (EU), Poland's regions have become more open than ever. For regions of both Poland and Spain (an EU country similar to Poland in terms of the size and number of administrative units), being part of the EU's internal market with free circulation of goods and capital -exerts competitive pressure that can be regarded a stress test, showing the regional adaptive capacity and competitiveness.
Regions differ in many aspects, including size, the structure of the economy, the overall level of development, human as well as physical capital endowment, attractiveness to investors, transport infrastructure, proximity to foreign markets, etc. Foreign trade activity is another sphere in which regional disparities can be observed, which so far has often been neglected (Umiński, 2016) .
We focus on identifying factors which determine the so-called export base of regions. This question has not been thoroughly tackled in the empirical literature. If determinants of region's foreign trade relations are investigated, they are mostly analysed with the use of a gravity approach (Brodzicki & Umiński, 2018; Márquez-Ramos, 2016b) . The gravity concept offers many advantages and gravity related models, in fact, they have become the main tool of analysis of the intensity of bilateral trade relations. However, their major disadvantage is often the limited availability of data in a region-country framework. This disadvantage makes the identification of many interesting factors affecting trade difficult. On the other hand, the availability of data for individual regions is notably greater.
We investigate empirically the determinants of the regional export base using panel data models. We do it for regions from two EU Member States -Poland and Spain. Both countries are relatively large member states of the EU, situated on its peripheries. Each of them is bordering a 'big neighbour', which for Spain is France and for Poland -Germany. The neighbour is the main partner in foreign trade. In addition, Spain and Poland are at the roughly similar level of development. Both countries did not belong to the founding six member states of the European Economic Community (EEC), as they joined the EU later. Both underwent a transition from dictatorship to democracy, they are similar in size and population, as well as in the number of NUTS-2 regions (16 in Poland, 19 in Spain) . Despite the similarities, there are important differences between them. Poland is currently not a member of the eurozone (it enjoys temporary derogation). Both countries differ from an institutional point of view. The two-country perspective helps to identify more universal rules regarding the determinants of exports, therefore allowing to draw more robust conclusions. On the other hand, the differences between the two countries can also be traced. Altogether 35 NUTS-2 regions are analysed which represent a large research object. The analysis covers the period 2005-2015.
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We contribute to the body of the literature by using regions from a two-country perspective, which makes our results and observations more universal than for one country case, as exports for regions is usually assessed. We use the statistical data which are not simulated/estimated (as is often the case in similar research), which allows our research to reflect the nature of regions' exports better. Furthermore, we contribute to previous knowledge on the determinants of the regional export base, including a number of factors which have been typically neglected. Last but not least, by identifying export-affecting factors, we provide important information for decision makers responsible for export promotion at the regional level.
We utilize data from a number of sources: Polish Customs Chamber (Izba Celna) and DataComex Español, the Quality of Government EU Regional Dataset (Charron et al., 2016) and from Polska Agencja Informacji i Inwestycji Zagranicznych (PAIiIZ), as well as the Spanish Ministry of Economy and Competitiveness. We also utilize Penn World Tables PWT 9.0. (Feenstra, Inklaar, & Timmer 2015) .
The remainder of the paper is structured as follows. Section two reviews theoretical and empirical analyses on the discussed topic. Section three presents the dataset, reviews the data sources and presents our empirical strategy and methods of econometric estimation. Section four presents the results. The last section discusses the key results and concludes.
LITERATURE OVREVIEW
Essentially, we refer to the economic base theory as an underlying concept which links regions to the external economy. The economic base concept is predominantly understood as a method of analysis which divides the region's economy into the output consumed outside it and the one absorbed internally (Sirkin, 1959) . Initially, no particular attention was paid to whether the external sector means a foreign one, or not (North, 1955) . Our interpretation of the export base model is in terms of 'foreign' exports; factors stimulating the exports of a region are of the supply-side nature, however, the discussion about the supply and demand aspects of the export base model is on-going in the literature (Ha & Swales, 2012) .
International economics provides many theoretical concepts which explain trade. Their application to the regional scope of analysis is, however, limited. For a long time, economists have been treating countries as if regions did not exist. Export flows come from an undefined, homogenous space, which is in contrast with the reality in which countries are internally diversified in many respects. They are lumpy (Brakman & van Marrewijk, 2013; Courant & Deardorff, 1992) , which manifests in differentiated factor endowments, the economic structure and thus production, employment and product profiles, proximity to foreign markets, transport infrastructure as well as human capital availability. The consequence of unevenness is the differentiation of the regional export base that determines the ability of a given region to participate in the external economy.
The new-new theory of international trade allows firms to differ (Mayer & Ottaviano, 2008; Melitz, 2003) . The firm-level asymmetry is revealed in the fact that only some firms export, once they reach the necessary productivity threshold. Heterogeneity manifests in other aspects of firms' activity and embraces their innovative capacity. In addition, firms' endogenous location decisions matter. The regional portfolio of firms thus has to be taken into account as one of the key determinants of regions' exports. The most competitive regions attract the bulk of the most competitive firms, which is reflected in the agglomeration processes around metropolises (Parr, Hewings, Sohn, & Nazara, 2002) .
Foreign ownership can be treated as another aspect of firms' heterogeneity. Foreignowned entities (FOEs) possess ownership, localisation and internalisation advantages which contribute to their superior market performance. They fulfil functions described by Forsgren (2008) as dominators, coordinators, knowing firms (creating values), designers, networkers or politicising multinationals. Their influence on the regional economic performance is supposed to be positive for both Spanish and Polish regions, although the MNE are named by Forsgren (2008) 'a beauty and a beast', which relates to both positive and adverse consequences of their activity. Their impact on regional exports depends also on the structure of incentives which drive the FOEs activity, which can be a market, resources, efficiency and strategic assets and capabilities seeking (Dunning & Lundan, 2008) . Also, the character of the multinational structure matters, as it determines the position and functions performed by a particular firm within the MNE (Estrin, Meyer, Wright, & Foliano, 2008 ). At a more aggregated level, the nexus between foreign direct investment (FDI) and regional exports is more complex, with a number of factors playing a role, such as the vertical or horizontal nature of the FDI or the structure of the regional economy affecting the absorptive capacity. These factors have been analysed both for Spain (e.g., Rodriguez & Pallas, 2008; Villaverde & Maza, 2012) , as well as for Poland (e.g. Gradzewicz & Kolasa, 2005; Kolasa, 2008 , Cieślik, 2017a , 2017b in the hereto literature of the subject, but not in the direct context of the present study. Taking all factors into account and remembering the nuances, we expect the FDI to play a significant and overall positive role in determining the regional export base.
A theory which brings together localisation issues, agglomeration and international trade is New Economic Geography (NEG). The concept of heterogeneity is implemented to NEG models (Baldwin & Okubo, 2005; Ottaviano, 2011) , which makes them more realistic also through reducing the chances of the so-called catastrophic agglomeration. NEG seems to be the proper framework for the analysis of regions' exports determinants. Spanish and Polish regions are the EU member states, witnessing falling trade costs and pursuing enhanced integration within the EU's internal market. Within both countries, the regions are different, some of them are peripheral, while others are more central. The peripherality (or 'centrality') is further induced by the activity of FOEs, which tend to agglomerate predominantly in the most competitive regions.
As a conceptual framework alternative to NEG, Evolutionary Economic Geography (EEG) ought to be mentioned (Boschma, 2005; Boschma & Frenken, 2011) . It puts a strong emphasis on path dependency, institutional quality, related variety and regional spin-offs.
The research focused on determinants of exporting activity at the regional level is not affluent. Naudé and Gries (2009) paid attention to the role of geography and relative factor endowment. The following main determinants of regional exports have been identified: the economic size of a region (the home market effect), better access to foreign markets, low transport costs, high quality of local institutions and high skills to labour ratio. In another study for South Africa, Matthee and Naudé (2008) conclude that in the case of a developing country's regions, the distance to the nearest port is a more important determinant, compared to the European regions' case.
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Nicolini (2003) used a 'beyond gravity' approach in the assessment of the export potential of six European regions, focusing on the importance of transport costs and the home market effect. Berube and Parilla (2012) argue that metropolitan areas are essential for international trade. In the global economy, cities return to the role they traditionally used to play -as major commercial nodes in international trade. Also, Guerrieri and Iammarino (2006) have found for Italian regions that significant export capacity is accompanied by regional clustering and the so-called contextual dynamism related to the high standard of living.
Simmie (2002) argues that the export base theory seems to be a seriously revisited theory explaining the nexus between regional competitiveness, regions' exports and clustering of economic activity. Simmie (2003) identifies urban regions as international nodes of sharing and transferring knowledge, which generate competitiveness and exports. A similar conclusion has been formulated by Becchetti, Panizza and Oropallo (2007) . Firms located in industrial districts export more than firms located elsewhere and there are selfreinforcing relationships between productivity and growth, stimulating exports. Andersson and Johansson (2010) have shown that regions' endowment in human capital influences the structure of exports. This is the extensive trade margin that is predominantly affected by diverse endowments in human capital. Larger municipalities in Sweden have higher volumes of exports. Johansson and Karlsson (2007) prove that accessibility to R&D (for Swedish regions) positively influences the number of exported products, exporting firms and destinations.
The question of countries' internal lumpiness has been inquired by Brakman and van Marrewijk (2013) , who conclude that the lumpy distribution of production factors and urbanisation could exert influence on trade patterns and make them differ from the predictions of Heckscher-Ohlin model. Cassey (2011) confirms that exports are highly concentrated regionally and border regions export more than interior ones. Wahl (2016) has shown the consequences of the existence of historical trade centres and contemporary development that are transmitted through agglomeration processes, which in the light of the research on regions' exports brings important conclusions about the role of historical factors. Pradhan and Zohair (2016) have identified spatial differences that influence heterogeneity in the exports performance of regions.
As far as the role of FDI is concerned, Sun (2001) concludes that the FDI impact on the exports of Chinese regions differs. For coastal regions it is stronger than for inland ones, while for western regions it is insignificant. It is not surprising, taking into account the complex relations between FDI, exports, imports and regional growth.
Ciżkowicz, Rzońca and Umiński (2013) have found that regional export performance in Poland is positively influenced by the labour productivity, the share of foreign-owned enterprises in employment, regions' educational characteristics and location at the border of the country. Brodzicki and Umiński (2018) in the analysis of the panel model for the exports of Poland's regions pointed the role of municipalities, as well as of the historical legacy.
The above-presented literature proves that different determinants have been used in the inquiry into the exports of regions. Pradhan and Das (2015) have conceptualised regional export competitiveness factors, which influence exports, into the following groups: market conditions, factor conditions, spatial agglomeration, FDI and technological knowledge base. Márquez-Ramos (2016a) in a study of international trade of Spanish regions distinguished three components of the institutional environment (international, supranational and a subnational context). Within the subnational context, the following region's (exports origin) characteristics are distinguished: income, income per capita, remoteness and geography and infrastructure. The list of explanatory variables in the present study, together with their definitions and predicted impact on the dependent variable, is provided in Table 1 . Following Pradhan and Das (2015) and Márquez-Ramos (2016a), they are grouped into the following categories: factor conditions, FDI, infrastructure, market conditions, remoteness and geography, spatial agglomeration and technological knowledge base.
MATERIAL AND METHODS
The data panel which we use was constructed for 16 NUTS-2 level regions of Poland (voivodships) and 19 NUTS-2 level regions of Spain (17 autonomous communities and 2 autonomous cities) over the period of 2005-2015. This gives a total of 385 observations. Due to missing data in some of the specifications considered, the number of observations falls to 340. The data were acquired from a number of sources. The data on exports for Polish and Spanish regions were obtained from the Polish Customs Chamber (Izba Celna) and DataComex Español database (http://datacomex.comercio.es). The log of the value of region's exports is our dependent variable. The data for regions were predominantly acquired from the Quality of Government EU Regional Dataset (Charron et al., 2016) . The data on FDI inflows by trade partner into regions were obtained for Poland from PAIiIZ (currently Polska Agencja Inwestycji i Handlu -PAIH) and from http://datainvex.comercio.es, as well as from the Spanish Ministry of Economy and Competitiveness for Spain.
The data on regional total factor productivity (TFP) were obtained in the following way. We utilized the Penn World Tables PWT 9.0. country-level TFP yearly estimates for Poland and Spain and then we approximated the regional TFP using the ratio of regional real GDP per capita to the national mean. The observed variation in income per capita is mostly driven by differences in TFP (Easterly & Levine, 2001 ) and thus TFP is generally considered the prime determinant of regional real GDP per capita. TFP differences are substantial between regions from different countries, as well as between regions within countries and to large extent can be attributed to discrepancies in economic geography and historical development paths (Beugelsdijk, Klasing, & Milionis, 2017) . The estimation of TFP at the regional or subregional levels encounters a number of problems (Ciołek & Brodzicki, 2016) . The method applied, despite a potential bias, allows us to be coherent with the TFP estimates at the level of countries.
The dummy variables for the border region, the access to sea or capital region are the result of own elaboration. In order to account for the metropolitan status of a region, we took the ESPON study (Dühr, 2005) on metropolitan areas in the European Union and constructed a dummy variable for metropolitan regions (metro), and in addition we took into account the MEGA classification thus creating dummy variables for MEGA 1, 2, 3 & 4 regions (mega1, mega2, mega3 & mega4). In the case of the Spanish or Polish regions, MEGA 2 does not occur. The descriptive statistics of the utilized variables, their definitions and sources are given in Table 1 .
The empirical strategy in the present article is the following. We construct a basic specification of the model of regional exports and then extend it to test a number of hypotheses. The analysis is conducted jointly for a sample of Polish and Spanish NUTSThe Investigation into Determinants of Regional Exports Base. Panel Analysis … | 141 2 regions. We checked the robustness of the results by splitting the sample of the regions into two national subsamples -it does not affect the key results. The addition of the fixed temporal effect does not significantly affect the results, either (the estimates will be made available upon request).
The selection of the method of estimation method was made on the basis of the review of empirical literature on the subject undertaken and upon investigation of the data in our two-country regional panel data sample. Several possible estimation methods were investigated. For instance, Ciżkowicz et al. (2013) in their empirical analysis for Polish regional exports utilized four approaches: standard pooled type estimator (OLS), Panel Corrected Standard Errors (PCSE) on a panel of data, PCSE -AR -allowing for heteroskedasticity and autocorrelation in panels and finally generalised least squares (GLS) -assuming the autocorrelation coefficient is fixed for the whole panel.
In the case of our study, we deal with regions of Poland and Spain considered jointly. Thus, heteroskedasticity could be an obvious problem. We first estimate the base specification of the model (M1) on pooled data using OLS estimator. Then in the postestimation phase, we apply the Cook-Weisberg test for heteroskedasticity (hettest). The value of the chi2(1) test (263.46) points to a rejection of the null hypothesis of constant variance. Therefore, as expected we deal with heteroskedasticity. Furthermore, the analysis shows that we deal with autocorrelation and that it differs between the regions considered. Therefore, we adopt PCSE-PSAR1, that is Prais-Winsten regression, with correlated panels corrected standard errors (PCSEs). Beck and Katz (1995) have shown that in this case PraisWinsten estimates with PCSEs is superior to FGLS estimates.
In order to identify the differences clearly, we present each specification of the model twice. Firstly, it is estimated on pooled data with OLS assuming homoskedasticity and lack of autocorrelation. And, secondly, on panel data using Prais-Winsten estimator with PCSEs allowing for actual heteroskedasticity and the region-specific autocorrelation process. Our interpretation is based on the second approach. The estimates are provided in Table 2 .
RESULTS AND DISCUSSION
Several specifications of the model were tested with the use of different estimation methods in accordance with our empirical strategy described above. The baseline specifications are M1 and M2. M1 presents the estimates of the pooled OLS model and M2 of the preferred method -PCSE-PSAR1, allowing for heteroskedasticity and region-specific autoregressive process. The results obtained are in line with our expectations (Table 1, column  'expected sign' and Table 2 ). Furthermore, PCSE-PSAR1 estimation method brings the highest goodness of fit. As it could be expected, both methods give slightly different magnitudes impact of the independent variables on the value of exports.
A way of validating the results is to observe whether they are robust for the different specifications. Looking at all specifications considered (M1 -M16), the basic factors taken into account, in most of the cases, are statistically significant and their impact on the dependent variable is in line with theoretical expectations. The impact of a region size, as measured by the log of its total population, is positive. This is in line with Nicolini (2003) and the concept of the home market effect, fundamental to NEG theories. Among factors, also the size of the region in terms of its area in square km has a positive impact. The share of agriculture in regional employments exerts a negative impact and the share of manufacturing in total employment a positive impact -on the value of a region's exports. It is in line with the expectations. Looking from that perspective, deindustrialisation could be considered a major threat to a region's export base. The reindustrialisation postulate, pursed at the EU level, implemented in Poland -would thereof positively influence the regional export base. On the other hand, in the case of less developed regions, these are agricultural products that represent an important share of exports. Having comparative advantages related to food and agricultural products can also constitute good prospects for exports, especially if marketing capabilities and human capital (necessary to successfully penetrate foreign markets) will be improved. At the same time, more developed regions -as shown by the log of their real GDP per capita -ceteris paribus, export more. Among the other basic factors, their impact is generally positive -border regions show superior export performance, direct access to the sea proves beneficial and finally, this applies to the metropolitan status of a region (metro).
In the M3 and M4 specifications, we controlled for geographical/remoteness variables which are the longitude and the latitude of a region's capital city, of which only the latter has a significant (and positive) impact on the dependent variable. The latitude of the capital city of the region in the literature is treated as the one, which reflects the climate characteristics. In fact, little is known about the influence of latitude on exports; however, some correlation can be seen with agglomeration propensity. For instance, Chasco, Lopez and Guillain (2012) have found lower latitude to be negatively correlated with economic agglomeration in a panel of European NUTS-2 regions. Our results are in line with this observation. The introduction of latitude (which turned to be significant and which positively influences exports) eliminated the significance of the variable metro. Thus, the variable latitude took over the influence of variable metro.
At the same time, greater longitude (more easterly location) exerts a negative impact on the value of regional exports. We argue that this could reflect the impact of more peripheral location in Europe.
In the next specifications (M5-M6), the FDI factor was included, as the cumulated number of FOEs in a region. With high statistical significance, it positively affects the value of regional exports. The inclusion of this variable reveals the export-creating nature of FOEs, however, a higher magnitude was expected. The nature of FOEs is probably of large bearing, and it should be a matter of further research -if more precise data on FOEs would be available. It would be, for instance, interesting to inquire into the distribution of FOEs by size, as these are the largest of them (that are MNEs) which are able to fulfil functions described by Forsgren (2008) . Smaller FOEs are not able to positively contribute to exports, in comparison to 'big' multinationals. The obtained results show the export-creating nature of FDI. However, in order to robustly prove the complementarity between trade and FDI, information on the impact of the share of FOEs in the regions' exports would be recommended to include in the model. Unfortunately, this kind of information is not available for Spain.
The inclusion of the number of FOEs reduced the magnitude of influence exerted by the population size (with the PCSE-PSAR1 method) and resulted in the increased magnitude of the metropolitan dummy. This reflects the role of metropolises as the nodes of globalisation. Metropolises also attract the bulk of the FOEs. We expect the increasing role of the metropolitan areas as a factor determining regional exports. Exporting is The Investigation into Determinants of Regional Exports Base. Panel Analysis … | 143 a difficult activity, requiring human capital capabilities, as well as sharing, matching and learning. The proximity to other exporters which cluster in and around metropolises, positively affects spillover effects (Duranton & Puga, 2004) .
In the next specification, we look closer at the status of the region (M7-M8). It is clear from the obtained results that capital regions, ceteris paribus, export more. We furthermore differentiate between the significance of the metropolitan centre of the region by applying the ESPON's MEGA classification. It seems that the impact of MEGA1 and MEGA4 is significant. The impact of MEGA 3 is positive but insignificant. This could be the effect of Mazowieckie (with Warsaw), being the capital region of Poland (which is not the case with Madrid, classified as MEGA1).
In M9-M10 we control for region's TFP. In this specification, the real GDP per capita is omitted due to co-linearity reasons. The impact of TFP on the regional exports is positive and statistically significant. More productive regions, ceteris paribus, export significantly more. This is in line with both our expectations and the predictions of the firms' heterogeneity concept by Melitz (2003) .
In M11-M12 we control for a region's innovative potential. We do it, firstly, by accounting for the human capital endowment. Its impact on the regional exports is found to be insignificant, which is at least surprising. Secondly, contrary to our expectations, and to the predictions of the heterogeneous firms' concept, the impact of business expenditures on R&D as a percentage of real GDP of a region is not statistically significant.
In the last specifications (M13-M16), we control for transport infrastructure endowment of the region (the estimated coefficients are expected to be positive, see Table 1 and, for example, Bensassi, Márquez-Ramos, Martínez-Zarzoso and Suárez-Burguet, 2015) . In M15-M16 we omit the impact of direct access to the sea, to be able to verify the effect of a seaport (as shown by the size of maritime transport). The impact of railways is positive and statistically significant. The impact of motorways is positive, however, significant only at 10% level. The impact of other roads, ceteris paribus, is negative and insignificant or significant only at 10% level. Surprisingly, the impact of maritime transport (as a measure of a seaport size) is adverse and statistically significant in M14. It becomes insignificant if the impact of the location at the seaside is excluded. The result could be related to the significance of road transport in the intra-European trade, which in turn plays a dominant role in trade relations of the analysed regions. Finally, the impact of the airport (as shown by airport freight size) is statistically insignificant.
CONCLUSIONS
Taking into consideration that regions perform many important functions, we pay attention to an often-neglected one, which is international trade. The focus on regional determinants of exports rests on the general assumption that regions can be treated as small open economies. This enables to make use of a number of theoretical and empirical approaches which are used in international economics. The research presented has important policy implications, as regions are becoming increasingly interested in the engagement of firms in exports. In particular, regional authorities are active in exports' promotion, we evaluate its efficiency, as well as have noticed that export performance reflects regional competitiveness.
For the time being, the research into exporting activity determinants at the regional level is sparse. In the present study, we decided to combine a two-country perspective which enabled us to formulate more universal conclusions.
The aim of the research was to empirically identify factors which determine the exports of Polish and Spanish NUTS-2 regions. Upon the investigation of data and review of possibilities, we applied a robust method of estimation -namely PCSE-PSAR1 due to the presence of heteroskedasticity and region-specific autoregressive processes. The analysis was conducted jointly for a sample of Polish and Spanish NUTS-2 regions. In addition, we checked the robustness of the results by splitting the sample of the regions into two national subsamples, as well as by adding fixed temporal effect -it did not affect the key results.
The size of regions positively determines their exports (in line with Naudé and Gries (2009) conclusions), which is in line with the home market effect hypothesis. The share of agriculture in total employment has an adverse impact. On the other hand, manufacturing, as expected, in a positive way influences regions' exports. It brings an important policy implication that de-industrialisation could hamper regional export base, however, the increasing tradability of services could at least partially mitigate this effect.
The bordering regions have superiority in the access to foreign markets and this observation is in line with the gravity type model's conclusions. Also, the latitude of the region's capital is important, in fact, it reflects superior climate characteristics. Our results are in line with the observations by Chasco et al. (2012) that more southern latitude adversely affected the extent of economic agglomeration European NUTS-2 regions showed.
FDI turned out to positively impact regions' exports (in line with the results by Ciżkowicz et al., 2013) . Nonetheless, a higher magnitude of impact was expected, asat least in the case of Poland's regions -the share of FOEs in the exports of a particular region is high. However, we do not have data for the Spanish regions on the share of FOEs in exports, and therefore information on the number of FOEs was used instead. This aspect of research needs a more profound inquiry into the nature of the FDI inflow into regions, as far as the influence on exports is concerned (the role of large MNEs and the sectoral structure of FDI in particular).
Contrary to the expectations, human capital does not influence exports significantly; neither do business expenditures on R&D -our proxy for innovation potential. These aspects need further examination and, probably, different ways of the inclusion of human capital and R&D-related variables into the model. According to the predictions of the heterogeneity concept (new-new trade theory) and empirical research performed at the firm level, these two factors should positively influence exports. The question of the differentiation between an extensive and an intensive margin of exports is supposed to matter. However, as pointed by Johansson and Karlsson (2007) , knowledge cannot be 'spatially trapped', which means that inter-regional accessibility to R&D should be more thoroughly assessed, also with paying attention to margins of exports.
Contrary to our expectations, the impact of maritime transport -which proxies the size of seaports -is negative, so is the size of the regional airport. It deserves further research and probably other ways of the inclusion of transport infrastructure-related variables into the model. The seaport size (and the size of the airport -respectively) generates positive spillovers on exports potential that are not only limited to the particular region in which this kind of infrastructure is located. Source: own study. The utilized approach has its limits due to the nature of the estimated model and due to the utilized econometric methodology. We deal with the aggregated data flows. The choice of the variables was restricted by data availability. The presented research will be supplemented in a number of articles verifying the determinants of bilateral trade in a region-country framework using the gravity approach, as well as an article identifying the factors affecting the intensity and structure of intra-industry trade in the region-country framework. Furthermore, we do not account for the global value chains as the analysis was conducted at the aggregated level (regional exports) and we do not take into account the regional value added.
The future research should try to extend the sample of regions considered in the analysis by incorporating other countries, as well as take into account the impact of intracountry, interregional trade flows in order to test the robustness of the obtained results further. In addition, an analysis can be conducted for regional exports by sector in order to identify potential sectoral differences.
