In this study, a fast and accurate method to predict the radar cross-section (RCS) of large-scale and complicated shape targets is proposed based on a high-performance parallel finite difference time-domain (FDTD) numerical method. To this end, several most popular parallel computation methods [including OpenMP, graphics processing unit (GPU), and messagepassing interface (MPI)] are discussed first. Based on this discussion, a novel MPI-OpenMP-GPU hybrid parallel computation scheme for FDTD is developed. Moreover, the corresponding load-balance parallel configuration is discussed as well. Since this hybrid parallel scheme combines the merits of existing parallel technologies, the computation performance is remarkably improved. The results show that the computation time of the RCS simulation of a large-scale target can be reduced from 3 days to 0.8 h, that is, ∼98.9% time saving.
Introduction
A radar cross-section (RCS) is one of the electromagnetic scattering properties of a target (such as an aircraft and a ship). Generally, a lower RCS indicates that the target is more difficultly detected by radar. For this reason, RCS is a crucial measure of stealth technologies. In practice, the RCS of an aircraft or a ship can be reduced significantly by optimising its shape (such as the well-known F-117 aircraft, which has a lower RCS of ∼0.001 m 2 [1] than that of a small bird, which has an RCS of ∼0.01 m 2 [2] ) or coating some particular radar-absorber materials at its surface (such as the famous B-2 aircraft has an RCS of ∼0.1 m 2 [2] ). These developments of modern stealth technologies advance the highperformance simulation method to fast and accurately predict the RCS of complex and large-scale targets.
In past decades, a so-called computational electromagnetism, which is a numerical approach to solve Maxwell's equations, has been widely applied to calculate the RCS. Generally, it is consisted of high-frequency approximations and full-wave numerical methods. In high-frequency approximations, including geometric optics [3] , physical optics [4] , physical theory of diffraction [5] , and shooting bouncing ray method [6] , the wavelength is assumed far shorter than the target feature size; thus, the electromagnetic wave can be approximated as a light ray propagating in a simply uniform medium and ignoring the wave effects. Due to these approximations, the RCS of a large-scale target can be evaluated very fast; thus, it is the most popular traditional way for the RCS prediction problem. However, the accuracy and versatility of these methods are limited by their approximations. This limitation becomes more serious as the development of modern stealth technologies as more and more wavelength-comparable structure and complex medium, which play a critical role in the reducing the RCS thus they cannot be neglected in simulation, are coating on the surface of target. In this case, the wave effect should be accurately taken into account.
In order to overcome this challenge, full-wave numerical methods, including the well-known finite difference time-domain (FDTD) method [7, 8] , method of moments [9] , and finite element method [10] can be applied. However, these numerical methods are usually very time and memory consuming. Thus, in most of the case, they are limited by computer performance to smaller features. Recently, with the rapid development of massively parallel computation, the bottleneck of computer performance has been broken through. In this context, high-performance parallel full-wave numerical methods become one of the best ways to fast and accurately evaluate the RCS of complex and large-scale targets.
As we know, the FDTD method is based on hexagonal Yee's grids [7] ; thus, it exhibits more natural parallel computation features than other full-wave numerical methods which are based on tetrahedral meshes. For this reason, we propose a highperformance parallel FDTD method here which combines the merits of existing parallel technologies including the well-known OpenMP [11] , GPU [12] , and message-passing-interface (MPI) [13] technologies. Moreover, in order to further improve the efficiency of the parallel computation, a novel load-balance parallel scheme is proposed.
MOG hybrid parallel scheme
In this section, we propose a novel MPI-OpenMP-GPU (MOG) hybrid scheme for parallel FDTD simulation. Before doing that, it is necessary to discuss the merit and demerit of existing parallel technologies, namely OpenMP, GPU, and MPI technologies.
OpenMP parallel technology
Among existing parallel technologies, OpenMP is the easiest way to achieve a parallel code, as its commands is very simple and almost compatible with all existing programming languages. Thus, the non-parallel code only needs to be modified slightly to achieve a considerable parallel performance. However, OpenMP is a traditional parallel method which is based on CPU memory-sharing technology; thus, the available threads are usually very limited (the number of physical threads in most CPU is ∼10). In other words, the speed-up ratio for pure OpenMP is very limited, normally <10, because of the thread limitation.
GPU parallel technology
The thread limitation of OpenMP can be overcome very well by using the GPU parallel method, which is based on GPU memorysharing technology. Different from the physical architecture of CPU, GPU is a highly parallel structure designed to process large blocks of data. Generally, there are more than thousands in GPU, thus it could be thousand times faster than general-purpose CPU in Boolean operation of big data. However, this state-of-art parallel physical architecture of GPU leads to a quite lower efficiency in the logical operation, as most of the control units are replaced by the arithmetic units. In practice, GPU is only highly efficient when there are large blocks of data required being done some simple Boolean operation including addition and subtraction. Moreover, the size and the price of GPU memory cannot rival those of CPU memory.
MPI parallel technology
The limitations of CPU and GPU memory can be overcome by using MPI parallel technology, as the distributed memories can be connected efficiently by using its message passing technology. In a sense, the size of memory in MPI parallel technology is unlimited. This impressive feature is quite useful for the RCS evaluation of a large-scale target. However, MPI is just a message communication platform to send and receive the massages or data from one node to another; thus, it is a sort of single-processor parallel technology, which leads to a quite low computing efficiency. Moreover, the load balance is a serious challenge in this case.
Novel MOG parallel technology
Based on the above discussion, a novel MOG hybrid parallel computation scheme for FDTD is proposed here, as depicted in Fig. 1 . Based on the merits of existing parallel technologies, the MPI parallel technology is first used to setup a message communication platform to connect the distributed nodes, so that the limitation of the size of computation memory can be overcome. Subsequently, in each node, the simple but laboursome Boolean operation of big data is accelerated by GPU parallel technology, whereas the complicated but compact logical operation is speed up by OpenMP parallel technology.
The advantage of this novel MOG parallel scheme is that the drawback of one parallel technology can be made up by the other parallel technologies. For instance, the memory limitation of sharememory parallel technologies (such as OpenMP and GPU) can be compensated by the MPI parallel technology. On the other hand, due to the multi-processor computation, the OpenMP and GPU parallel technologies can be used to significantly improve the computation efficiency of the MPI parallel technology.
Adaptive load-balance parallel scheme
In parallel technologies, the load balancing is always a critical research, as it can optimise the distribution of workloads across the multiple nodes so that the communication time between nodes can be minimised. In order to develop a highly efficient load-balance scheme, it is necessary to study the approach to divide the computation domain properly.
Generally, there are three ways to divide the computation domain, namely 1D, 2D and 3D configuration, as depicted in Fig. 2 . In order to achieve an optimal parallel computation division, we should minimise the time consuming for both communication waiting and message passing. The former one (waiting time) can be saved by using a uniform distribution of workloads for each node. However, the latter one (passing time) should be well designed based on the practical applications. In FDTD parallel computation, the basic idea to save the passing time is reducing the data being passed, as it is proportional to the passing time. To this end, we need to develop an adaptive load-balancing parallel scheme for different FDTD simulation. Here, we assume that the size of the mesh grids of a general-purpose FDTD task is N x , N y , N z , and the total number of available nodes is P tot = P x × P y × P z , where the parameters P x , P y , P z indicate the corresponding number of nodes assigned to the x, y, z directions. For instance, the value of P x , P y , P z in Fig. 2 is 3, 1, 1 , 3, 1, 3 , 3, 3, 3 , respectively. In this way, the average number N aver of grid data needed to be passed can be evaluated by a general formula as follows:
where N cell is the total number of grid data needed to be passed in an FDTD simulation, and it is defined as
where η d = 1, when P d = 1;
where the subscript d = x, y, z . Based on these definitions, an adaptive load-balance scheme can be proposed as follows. For a given mesh grids of FDTD simulation N x , N y , N z and a certain number of available nodes P tot , we can optimise the value of P x , P y , P z through (2) and (3) to achieve a minimum communication workload as defined in (1) . Due to this adaptive load-balance scheme, a proper parallel computation division in Fig. 2 can be assigned to a particular FDTD simulation. In order to demonstrate the proposed adaptive load-balance scheme more clearly, a particular FDTD simulation with mesh grids N x = 2 × 10 3 , N y = 4 × 10 3 , N z = 1 × 10 4 is discussed in Fig. 3 . For a given number of nodes P tot , the average communication data N aver can be evaluated by optimise the value of P x , P y , P z via (1)-(3). The evaluated results are depicted in Fig. 3 , where the pink circle, green cross, and red triangle indicate the cases of 1D, 2D, and 3D parallel configurations (as shown in Fig. 2 ) correspondingly.
These results could lead to several important conclusions. Firstly, when the number of nodes is <10, the 1D parallel configuration is the best scheme of parallel computation division for this particular FDTD simulation, as the communication workload is the lowest (around 1.6 × 10 7 = 2N x N y when the computation domain is divided along the z-axis). Secondly, when 10 ≤ P tot ≤ 52, the 2D parallel configuration is the best parallel scheme for this particular FDTD simulation, as the communication workload could be the lowest in this case. Finally, when P tot ≥ 52, the 3D parallel configuration would be the best choice. However, the above conclusion is only applicable in the case of a cuboid computation domain. In other cases, the proposed adaptive load-balance parallel scheme should be reused to determine the best parallel computation division. For instance, the average number of grid data needed to be passed in the case of a cube computation domain is given in Fig. 4 , where it shows that the 3D parallel computation division is always better than the others. The above discussion indicates that the best scheme of parallel computation division for a particular FDTD simulation is dependent on both the number of available nodes and the shape of whole computation domain. Thus, the proposed adaptive loadbalance parallel scheme would be quite useful to optimise the corresponding parallel computation division to achieve the best performance.
Results and discussion
In this section, a simple example is given to demonstrate a highly efficiency can be achieved by using the proposed MOG hybrid parallel scheme. In this example, the RCS of an airplane (as shown in Fig. 5 ) is calculated by a FDTD simulation. The airplane is illuminated by a plane wave carrying a modulated Gauss pulse covering the frequency range [0.5 GHz, 3.1 GHz]. The plane wave propagates along the +y-axis. The mesh grids are N x = 668, N y = 1411, N z = 2430 in this case.
In order to achieve a high-performance MOG parallel FDTD computation, a 2D parallel computation division, which is determined by the proposed adaptive load-balance parallel scheme, is used in this example, as shown in Fig. 5 . Based on this configuration, the whole target is separated into six subdomains (R1-R6), and each of them is simulated by a corresponding node, as depicted in Fig. 6 . In this example, the node network is consisted of six Dell-T7610 nodes. For each node, the CPU is Intel-Xeon E5-2690 and the GPU is NVIDIA Tesla K20C.
Based on FDTD simulation, the RCS of the target in Fig. 5 is evaluated, and the corresponding results are given in Fig. 7 . In this figure, the computation time for different FDTD parallel schemes is compared. This comparison shows clearly that the classical serial FDTD simulation running at a single thread is the most timeconsuming case, which takes around 3 days for this example. In order to reduce the simulation time, this example is accelerated by OpenMP technology firstly. In this case, eight threads are used, thus the run time can be reduced into around 0.5 day. To further save the computation time, the MPI-OpenMP (MO) and the proposed MOG parallel technologies are utilised successively. In the MO case, six Dell-T7610 nodes are used, and eight threads are created in each node. Due to this advanced parallel technologies, the simulation time can be reduced from 3 days to 3 h (MO case) or even less (0.78 h in the MOG case).
Here, we should note that there is no result for pure GPU simulation in Fig. 7 , as the physical memory in a single GPU (5 GB in our case) is not big enough to handle this large-scale FDTD simulation. However, based on the proposed MOG parallel scheme, this bottleneck of GPU can be broken very well, as a GPU cluster can be integrated into the MO parallel platform. For this reason, the parallel performance, the existing MO parallel system can be further improved dramatically, as demonstrated in Fig. 7 .
Conclusion
In order to evaluate the RCS of a large-scale and complex-shape target, a high performance FDTD simulation with an MOG parallel scheme is discussed in this paper. In this novel parallel scheme, the MPI parallel technology is used to set up a highly efficient communication network to connect the distributed nodes. For each node, the OpenMP parallel technology is used to accelerate the complicated logical task, whereas the laboursome Boolean task is speed up by the GPU parallel technology. Moreover, a new adaptive load-balance parallel scheme is proposed as well. Based on this improvement, the time of RCS evaluation for a large-scale target can be saved up to 98.9%, as proved by our numerical example.
