Abstract. We build compactly supported biorthogonal wavelets and perfect reconstruction lter banks for any lattice in any dimension with any number of primal and dual vanishing moments. The resulting scaling functions are interpolating. Our construction relies on the lifting scheme and inherits all of its advantages: fast transform, in-place calculation, and integerto-integer transforms. We show that two lifting steps su ce: predict and update. The predict step can be built using multivariate polynomial interpolation, while update is a multiple of the adjoint of predict.
In the early 90's several solutions, both orthogonal and biorthogonal, and using di erent lattices became available 7, 10, 26, 34, 44] . These are typically concerned with two and three dimensions as the algebraic conditions in higher dimensions become increasingly cumbersome.
Other work in the signal processing literature uses two techniques: either cascade structures or one-to-multidimensional transformations. Although using cascade structures it is easy to build orthogonal or biorthogonal multidimensional lter banks 25, 26] , one cannot guarantee vanishing moments which are a necessary condition for both stability and smoothness. Oneto-multidimensional transformations include the method of separable polyphase components which cannot achieve perfect reconstruction for compactly supported lters 1, 4] as well as the McClellan transformation 20, 30] . The latter one preserves perfect reconstruction as well as zeros at aliasing frequencies and works only for zero-phase lters 4, 26, 42, 50] .
In the approximation theory literature one can also nd many constructions of multidimensional wavelets. These constructions often use box splines on product lattices as scaling functions and again focus mostly on low dimensions 6, 16, 37] . In 35] the Quillin-Suslin theorem is used to build compactly supported box spline wavelets on separable lattices in R s .
Recently, the lifting technique emerged providing a new angle for studying wavelet constructions 47, 48] . The original motivation behind lifting was to build time-varying perfect reconstruction lter banks, or second generation wavelets. Even in the time-invariant setting, lifting o ers several advantages and also connects to many earlier approaches. The basic idea behind lifting is a simple relationship between all lter banks that share the same lowpass or the same highpass lter, also observed by Vetterli and Herley in 57] . Lifting also leads to a lter bank implementation known as ladder structures 2]. Moreover, it is well known that all FIR lter banks t into lifting 15, 29, 41, 52] .
In this paper we aim to provide a general recipe based on lifting for building lter banks and wavelets in any dimension, for any lattice and any number of primal and dual vanishing moments. To our knowledge, no such systematic construction exists. Our main result is a generalization of Theorem 12 from 47] which describes a one-dimensional family of biorthogonal wavelets associated to the interpolating Deslauriers-Dubuc scaling functions. This construction involves only two lifting steps, predict and update, where update is the adjoint of the predict divided by 2. We show that the same result holds in higher dimensions and for M channels as long as the update is chosen as the adjoint of the predict divided by M. The predict lter belongs to a class of lters we call Neville lters, which can be constructed using the de Boor-Ron algorithm for multidimensional polynomial interpolation 17, 18] .
Our construction inherits all the built-in advantages of lifting such as custom-design, in-place computation, integer-to-integer transforms, and speed, the last one being particularly important in multiple dimensions. We show that the speed-up due to lifting is a factor M on the synthesis side, while it is at most 2 on the analysis side. As our construction results in interpolating scaling functions and halfband lters, it connects naturally to multidimensional interpolating subdivision 21, 36] . Our techniques allow the construction of a wavelet basis associated with any interpolating scaling function. Also, all wavelets built from interpolating scaling functions t into our predict/update lifting framework. The outline of the paper is as follows: Section 1 contains background material. Section 2 introduces Neville lters and their properties while Section 3 gives an overview of multiresolution analysis. Sections 4 and 5 contain the main results for two and M channels, respectively, as well as several examples. Finally, Section 6 discusses a fast algorithm and complexity.
1. Notation and Background Material 1.1. Signals and operators. A signal x is a sequence of real-valued numbers indexed by the index set K: x = fx k 2 R j k 2 Kg 2 R K ; where K can be either a nite or an in nite set. In this paper we focus on signals de ned on a lattice in d-dimensional Euclidean space and thus always take K = Z d . We say that a sequence is nite if only a nite number of x k are nonzero.
For two sequences x and y of`2 =`2(K) we use the standard inner product h x; y i = x y. We often work with linear operators A :`2 !`2 and de ne the adjoint (or transpose) of A to be the operator A so that h A x; y i = h x; A y i for all x and y in`2.
Let (x) be a multivariate polynomial (with x 2 R d ). Let (Z d ) (or for short) be the sequence formed by evaluating this polynomial on the lattice Z d :
We use n to denote the space of all polynomial sequences of total degree strictly less than n.
1.2. One-dimensional lters. When a linear operator A is time invariant we call it a lter. Its action is convolution with the impulse response sequence fa k j k 2 K = Zg,
In this work, we assume all impulse responses to be nite, that is, A is an FIR lter; therefore, the action of a lter on a polynomial sequence is well de ned.
The z-transform of the impulse response sequence is a Laurent polynomial A(z) = X k a k z ?k :
If we let z = e i! then A(e i! ) becomes the discrete-time Fourier transform of the impulse response.
Note that we use capital letters to denote operators as well as Fourier transforms of sequences. The meaning will be clear from the context. 3 We often use di erentiation with respect to ! to make statements about lters. It is convenient to de ne a scaled version of the di erentiation operator as r = d i d! : We also combine this symbol with the z notation. Keep in mind that the di erentiation is always with respect to ! and that z is nothing more than a place holder for e i! . For example, z is simply e i ! and there is no ambiguity even if is a noninteger. Thus r z = z for all real . We also de ne r n A(z) = A (n) (z) = X k a ?k k n z k ; so that r n A(z ) = n A (n) (z ): If we adhere to these rules, it is still true, as in one dimension, that
Note that the above equations are vector equations. We will also use 1 to stand for ( An example we will use in Section 5.1.4 is the two-dimensional triangular lattice where
We can now nd sublattices by premultiplying D by ?. Given that our construction relies on polynomial interpolation and cancelation, and that polynomial spaces of xed degree are invariant under a ne transformations, we can, without loss of generality, assume that ? is the identity. The only place where ? plays a role is in choosing neighborhoods for the interpolants. We will come back to this in the examples. X k p ?k (l + k) n = (l + ) n for jnj < N:
Given that polynomial spaces are shift invariant it is su cient to consider l = 0: X k p ?k k n = n for jnj < N; (6) where according to (2) , the left-hand side is equal to P (n) (1) . We thus showed the following proposition:
Proposition 4. A lter P is a Neville lter of order N with shift if and only if its impulse response satis es X k p ?k k n = P (n) (1) = n for jnj < N:
Note that the multiple of a Neville lter is not a Neville lter. The next proposition shows that the adjoint of a Neville lter, that is, the lter obtained by time-reversing its impulse response and thus replacing z with z ?1 , is a Neville lter as well.
Proposition 5. If P is a Neville lter of order N with shift , then P is a Neville lter of order N with shift ? . 6 Proof. Let q be the impulse response of P . Then Q(z) = P(z ?1 ). Given that r z ?1 = ?z ?1 , it follows from Proposition 4 that Q (n) (1) = (?1) jnj P (n) (1) = (? ) n for jnj < N:
The following proposition shows how Neville lters interact: Proposition 6. If P is a Neville lter of order N with shift , and P 0 is a Neville lter of order N 0 with shift 0 , then P P 0 is a Neville lter of order min(N; N 0 ) with shift + 0 .
Proof. The proof is left as an exercise to the reader. 
equations like (6) to satisfy, so one would expect we need f = q lter taps. To avoid extrapolation one should choose the f lter taps in the neighborhood of . The Neville lter can the be found by solving alinear system. In one dimension, this system has a Vandermonde matrix and is always invertible. This leads to classic Lagrangian interpolation; Neville's algorithm 45] provides a fast way of computing the interpolant at a given point. In higher dimensions, the linear system is not necessarily solvable. It can either be overdetermined or underdetermined; thus to achieve order N one may need either more than q or less than q lter taps. For example, three points in R 2 in general de ne a linear polynomial, unless they lie on a line in which case they de ne a quadratic polynomial. Thus the degree of interpolation depends not only on the number of interpolation points but also on the arrangement of the points; it is not clear a priori how many interpolation points one needs for a given degree. Fortunately, an elegant solution is provided by de Boor and Ron 17, 18] . They rst x a con guration of f points in R d and then nd the correct polynomial space and order N to make interpolation well de ned and provide an algorithm to compute the interpolant. We will use their algorithm to compute Neville lters.
Note that we rst need to x the neighborhood around and then compute the order N. If the order is insu cient, the neighborhood has to be enlarged. p ?k k n = 1=2 n ; for 0 6 n < 4;
leading to P 4 (z) = (?z + 9 + 9z ?1 ? z ?2 )=16. We say that a scaling function is interpolating if it is one at the origin and zero on the other points of the lattice: that is, '(k) = k . It is well known that if the scaling function is interpolating then the re nement lter H is interpolating as well. Note that the converse is not true. 9 We also consider a dual scaling function e '(x) This is equivalent to the primal scaling functions being able to reproduce polynomials up to degree e N exactly. Similarly, the primal wavelet has N vanishing moments and the dual scaling functions can reproduce polynomials up to degree N .
The above properties of the scaling function and wavelets can be easily translated to the lter sequences of the re nement relations. The vanishing moments conditions imply that (1 6 i 6 M ? 1) e G i = 0 for 2 e N ; and G i = 0 for 2 N :
The biorthogonality requirements imply that H e 
The following result is known:
Theorem 8. If N and e N are at least one and the transfer operator and dual transfer operator have all eigenvalues j j < 1 except for a simple eigenvalue = 1, then an associated multiresolution and a stable biorthogonal wavelet basis exist.
This combines results relating the stability of the wavelet basis to the Sobolev regularity of the functions 12] and results relating the Sobolev regularity to the spectrum of the transfer operator 9, 24, 38] . If the lters are FIR, then this condition can be checked by computing the eigenvalues of a nite matrix, the size of which depends on the length of the lters.
To actually compute the Sobolev regularity, we need to nd the transfer operator T and its invariant submatrix T r . Then we compute the eigenvalues of T r and use the fact that an estimate of the upper bound on the Sobolev exponent is given by 9]: log 2 log max 6 s 6 log 2 log min ; (11) where max ; min are the maximum and minimum eigenvalues of the dilation matrix, respectively, and is the maximum nonspecial eigenvalue of T r . Special eigenvalues are eigenvalues that correspond to a polynomial left eigenvector, see 46] for a discussion of the role of special eigenvalues. We rst consider the two-channel lter banks; the M-channel case then follows easily. The framework for a two-channel lter bank is depicted in Figure 1 . 
Two-Channel Interpolating Filter Banks
Using perfect reconstruction (12) one can see that the dual moment condition implies that H e H = . Indeed, if the highpass lter kills polynomials, these polynomials have to be preserved in the lowpass branch of the system. Similarly the primal moment condition implies that H e H = . The number of primal vanishing moments concerns the degree of the moments of an input sequence that are preserved by the lowpass branch, or, equivalently, the number of zero moments of elements in the highpass branch. Indeed, it makes obvious sense for the mean or DC component of the signal to appear only in the lowpass branch. In summary, we want to build lter banks that have the following three properties:
PR: Perfect reconstruction property as given in (12), DM: Dual vanishing moments as given in (13), PM: Primal vanishing moments as given in (13) .
In the next section we show how lifting allows us to obtain these properties. Figure 2 . The lifting scheme. P and U stand for prediction and update operators, respectively. 4.2. Lifting. Several methods have been introduced in the literature to build lter banks that satisfy PR, DM, and PM. Typically, they try to satisfy all three conditions at once which may lead to cumbersome algebraic conditions, especially in high dimensions.
The main feature of lifting is that it allows us to satisfy each condition separately. First, every lter bank built with lifting automatically satis es PR. Most often we build a lter bank starting from a trivial lter bank and then we enhance its properties using lifting steps. In this paper, two lifting steps will su ce: the rst one, called predict, ensures that DM is satis ed, while the second one, called update, ensures that PM is satis ed. We show how each step can be designed separately.
The trivial lter bank we use to start lifting is the polyphase transform which splits the signal into even-and odd-indexed components as in Figure 2 . The result is that the lter bank which is not time invariant because of downsampling, becomes time invariant in the polyphase domain.
In the rst lifting step, we use a predict lter P to predict the odd samples from the even ones.
The even samples remain unchanged, while the result of the predict lter applied to the even samples is subtracted from the odd samples yielding the highpass or wavelet coe cients. Here, we design the P lter so that if the input sequence is a polynomial sequence, then the prediction of the odd samples is exact, highpass coe cients are zero and DM is satis ed. In the second step, we use an update lter U to update the even samples based on the previously computed highpass or wavelet coe cients. Here we design U to satisfy PM.
To start, use Figure 2 to identify the polyphase matrix as 
The inverse adjoint polyphase matrix is P Figure 2 have to be zero, which implies that the prediction has to be exact. Therefore, P applied to the points of the original lattice has to give values on the points of the shifted lattice for all polynomials of degree less than e N. Therefore, P has to be a Neville lter of order e As an example, we let predict be P 4 and update P 2 =2 from Table 1 , and thus according to Theorem 10 P(z) = P 4 (z) = ? ?z + 9 + 9z ?1 ? z ?2 =16; U(z) = 1=2 P 2 (z) = (z + 1) =4:
We now have the complete system according to Figure 2 . To nd the actual lters as in Figure  1 , we use (14) respectively, which is equivalent to having 2 and 4 zeros at z = 1 in G (z) and e G(z), respectively. Note also that the primal/synthesis lowpass lter H is interpolating. The magnitude Fourier transforms of the analysis/synthesis pairs are given in Figure 3 . Note how the analysis highpass lter is smoother at the origin than the synthesis highpass. Using Theorem 10 one can build the entire biorthogonal wavelet family from 47]. These wavelets can be thought of as biorthogonal Coi ets; they were also derived independently, but without the use of lifting, by Reissell Using polynomial extrapolation instead of interpolation, it is possible to build both causal and anticausal Neville lters. By letting the predict be a causal Neville, and the update be the adjoint of an anticausal Neville lter, it is possible to build a lter bank with only causal lifting steps.
Upon nishing this paper, we learned of the work of Gerald Schuller 39, 40] concerning low-delay lter banks and applications in audio coding. This work, done independently from lifting, ts into the lifting framework and illustrates another feature of lifting, namely minimal delay lter banks. It is known that a lter bank with only causal lters typically has perfect reconstruction only up to a delay. In several applications, particularly audio coding, delay is undesirable. Orthogonal lter banks have delay proportional to the length of the lters. With lifting, however, one can build polyphase matrices with determinant one that contain only causal lters. Consequently the inverse polyphase matrix immediately has causal lters as well and the lter operations do not introduce any delay. The only delay in the system then comes from the polyphase representation and is proportional only to the number of subbands. Moreover, lifting completely characterizes all lter banks with minimal delay. (4) 2(8) 3(4) 4(8) 5(8) 6(4) respectively. Note that this combination does not lead to a stable biorthogonal basis, as given by Sobolev regularity in Table 3 .
also called the \symmetry" matrix. Figure 4 depicts the quincunx lattice together with its unit cell and the coset representative. Since coset representatives come from the unit square it follows that t 1 = (1; 0). According to Theorem 10, the shift for the Neville lters is = D ?1 t 1 = (1=2; 1=2), see Figure 4 . We choose di erent sizes of symmetric neighborhoods around and use the de Boor-Ron algorithm to compute the interpolation order and weights for the predict P. The results are given in Table 2 .
As an example, let us again construct a lter bank with e N = 4 and N = 2. According to where the update U is P 2 =2 and thus U(z 1 ; z 2 ) = P 2 (1=z 1 ; 1=z 2 )=2 = (1 + z 1 + z 2 + z 1 z 2 )=2 3 :
Then, the actual dual/analysis lters from Figure 1 In a similar manner we could obtain the synthesis lters. One can now easily check that r n e G(z 1 ; z 2 )j (0;0) = 0 for 0 6 n < e N = 4 and r n G(z 1 ; z 2 )j (0;0) = 0 for 0 6 n < N = 2: Figure 5 shows the magnitudes of the Fourier transforms of the analysis and synthesis highpass lters while Figure 6 shows the fth iteration of the dual and primal wavelets, respectively. To examine the regularity of the lters we obtained, we compute Sobolev regularity for the primal and dual lowpass lters with e N and N vanishing moments, respectively. We look at the eigenvalues of the invariant transfer matrix T r , as explained in Section 3. For our dilation matrix, both eigenvalues are p 2; thus the special eigenvalues are powers of p 2 and the Sobolev regularity is s = log 2 with the largest nonspecial eigenvalue. According to Theorem 8, if N and e N are at least one and both transfer matrices have all eigenvalues inside the unit circle except for one = 1 (which is equivalent to both scaling functions having positive Sobolev regularity) then the biorthogonal basis is stable. The results are given in Table 3 Table 4 . FCO Neville lters. The rings correspond to rings given in Figure 7 . The numbers in parentheses give the number of points in each ring. The coset representative is t 1 = (1; 1; 1). According to Theorem 10, the shift for the Neville lter is = D ?1 t 1 = (1=2; 1=2; 1=2). Table 4 gives Neville lters achieving linear and cubic interpolation. We will not explicitly construct lters here, as the process is the same as in the previous two sections. The only di erence is that z D in this setting is (z 1 z 2 ; z 2 z 3 ; z 1 z 3 ).
Numerator Denominator Figure 8 . The M-channel lifting scheme. P i and U i stand for predict and update lters, respectively. 
M-Channel Interpolating Filter Banks
The condition for dual vanishing moments DM can now be found, similarly to the two-channel case, as Table 6 . Three-channel Neville lters. Table 7 . Four-channel Neville lters. Table gives predict lter P 1 while P 2 corresponds to the Deslauriers-Dubuc predict lter and P 3 (z) = z P 1 (1=z). Figure 9 shows the original lattice as well as lattices in the sampled domain with interpolation neighborhoods. It is interesting to note that for the predict lters P 1 and P 3 neighborhoods turn out to be one dimensional and thus P 1 and P 3 can be taken from Table 1 . Moreover, the neighborhoods for P 2 are the same as those in the quincunx case, and thus, P 2 can be taken from Table 2 . Figure gives only the neighborhood for P 1 ; P 2 is the same as in the quincunx case and P 3 has the same neighborhood as P 1 except time reversed in both dimensions. The small black dot within the rst ring is the point (1=4; 1=4) at which we want to interpolate. The coset representatives are t i = (i; 0) for i = 1; : : : ; 3. According to Theorem 11, shifts for the Neville family we want to construct are i = D ?1 t i = (i=4; i=4); i = 1; 2; 3. We now have to nd a way of predicting the t 1 ; t 2 ; t 3 points given the points on the hexagonal lattice. Figure  10 gives neighborhoods for P 1 ; P 2 has the same neighborhoods as in the quincunx case and P 3 has the same neighborhoods as P 1 except time reversed in both dimensions. Table 8 gives weights for P 1 and interpolation orders 1; 2; 4; 6 (P 2 is the same as in the quincunx case and P 3 (z) = z 1 P 1 (1=z)). We obtained these values as the output of the de Boor-Ron algorithm. Table 9 . Triangular edge Neville lters. The rings correspond to rings given in Figure 11 . The numbers in parentheses give the number of points in each ring.
5.1.4. Triangular edge lattice. The triangular edge lattice and the downsampled lattice are shown in Figure 11 (upper left). This is the rst example where the original lattice is not Z 2 , rather it is K = ? triang Z 2 with ? triang from (4). It is called triangular edge, because new vertices live on edges. Structurally, this is the separable lattice of Section 5.1.2, which can be seen by drawing the unit cell in an orthonormal coordinate system as in Figure 11 . Thus D = 2I and 1 = (1=2; 0); 2 = (0; 1=2); 3 = (1=2; 1=2). However, the fact that the original lattice is organized in equilateral triangles leads to a di erent choice of neighborhoods which re ects the three symmetry axes of the lattice as in Figure 11 . The neighborhoods for the three cosets are rotated copies of each other. Table 9 gives the prediction lters of order 2, 4, and 6. Note that the order 2 prediction will lead to piecewise linear scaling functions (pyramid functions), while Table 10 . Triangular face Neville lters. The rings correspond to rings given in Figure 12 . The numbers in parentheses give the number of points in each ring. Figure 12 depicts the triangular face lattice together with its unit cell and the coset representatives which are t i = (i; 0) with i = 0; 1; 2. According to Theorem 11, our shifts for the Neville family we want to construct are i = D ?1 t i = (i=3; i=3); i = 1; 2. We now have to nd a way of predicting the t 1 ; t 2 points given the points on the tridiagonal lattice. Figure 12 gives neighborhoods for P 1 . The neighborhoods for P 2 can be found on the same gure as well. Table 10 gives weights for P 1 and interpolation orders 2, 3 and 5. The pseudo code illustrates one of the nice aspects of lifting: once the algorithm for the analysis is coded, the synthesis immediately follows by reversing the operations and ipping the signs. An integer-to-integer version can immediately be built by rounding o to the nearest integer before doing the += or ?= operations 3].
To see how much lifting will speed up the computation, we look at the polyphase matrices in Section 5. Let us start with the analysis side. Equation (17) corresponds to the implementation using lifting, while (18) would correspond to a standard implementation. We try to get a cost estimate of each implementation. Assume that the cost of each predict and update lter is the same and equal to C. Then With a similar analysis on the synthesis side using (19) and (20) 
