Storytelling algorithms aim to 'connect the dots' between disparate documents by linking starting and ending documents through a series of intermediate documents. Existing storytelling algorithms are based on notions of coherence and connectivity, and thus the primary way by which users can steer the story construction is via design of suitable similarity functions. We present an alternative approach to storytelling wherein the user can interactively and iteratively provide 'must use' constraints to preferentially support the construction of some stories over others. The three innovations in our approach are distance measures based on (inferred) topic distributions, the use of constraints to define sets of linear inequalities over paths, and the introduction of slack and surplus variables to condition the topic distribution to preferentially emphasize desired terms over others. We describe experimental results to illustrate the effectiveness of our interactive storytelling approach over multiple text datasets.
Introduction
Faced with a constant deluge of unstructured (text) data and an ever increasing sophistication of our information needs, a significant research front has opened up in the space of what has been referred to as information cartography [31] . The basic objective of this space is to pictorially help users make sense of information through inference of visual constructs such as stories [13, 17, 27, 28] , threads [9, 10, 23] , and maps [29, 30] . By supporting interactions over such constructs, information cartography systems aim to go beyond traditional information retrieval systems in supporting users' information exploration needs.
Arguably the key concept underlying such cartography is the notion of storytelling, which aims to 'connect the dots' between disparate documents by linking starting and ending documents through a series of intermediate documents. There are two broad classes of storytelling algorithms, motivated by their different lineages. Algorithms focused on news articles [27, 28] aim for coherence of stories wherein every document in the story shares an underlying common theme. Algorithms focused in domains such as intelligence analysis [12] and bioinformatics [14] must often work with sparse information wherein a common theme is typically absent or at best tenuous. Such algorithms must leverage weak links to bridge diverse clusters of documents, and thus emphasize the construction and traversal of similarity networks. Irrespective of the motivations behind storytelling, all such algorithms provide limited abilities for the user to steer the story construction process. There is typically no mechanism to interactively steer the story construction toward desired story lines and avoid specific aspects that are not of interest.
In this paper, we present an alternative approach to storytelling wherein the user can interactively provide 'must use' constraints to preferentially support the construction of some stories over others. At each stage of our approach, the user can inspect the given story and the overall document collection, and express preferences to adjust the storyline, either in part or in overall. Such feedback is then incorporated into the story construction iteratively.
Our key contributions are:
1. Our interactive storytelling approach can be viewed as a form of 'visual to parametric interaction' (V2PI [18] ) wherein users' natural interactions with documents in a workspace is translated into parameterlevel interactions in terms of the underlying machine learning models (here, topic models).
In particular, we demonstrate how high-level user feedback at the level of paths is translated down to redefine topic distributions.
2. The underlying mathematical framework for interactive storytelling is a novel combination of hitherto uncombined components: distance measures based on (inferred) topic distributions, the use of constraints to define sets of linear inequalities over paths, and the introduction of slack and surplus variables to condition the topic distribution to preferentially emphasize desired terms over others. The proposed framework thus brings together notions from heuristic search, linear systems of inequalities, and topic models.
3. We illustrate how just a modicum of user feedback can be fruitfully employed to redefine topic distributions and at the same time severely curtail the search process in navigating large document collections. Through experimental studies, we demonstrate the effectiveness of our interactive storytelling approach over multiple text datasets. Probability of weights of terms before (green) and after (blue) feedback. The inferred topic distributions are shifted to induce proximity between documents so that the story is consistent with user feedback.
Framework
A summary of notation as used in this paper is given in Table 1 . We utilize the terms nodes and documents interchangeably in this paper. As described earlier, we impute the notion of distance between documents based on vector representations inferred from probabilistic topic models (here, LDA). Specifically, we use the topic distributions θ (di ) and θ (dj ) for documents d i and d j (resp.) to calculate the distance or edge cost between d i and d j . We posit an edge between two documents if they share any terms and the edge cost is lower than a fixed cost ξ. While a number of probabilistic measure of distance can be utilized, in this paper we adopt the Manhattan distance metric. The heuristic distance for a node m is given by the straight line distance to the ending (target) document t. Since the Manhattan distance obeys the triangle inequality, it is well known that it is an admissble heuristic for A* search. As is customary, we define a node evaluation function f Score(l) as the sum of gScore(l) and hScore(l).
Obtaining User Feedback
After an initial story generated by heuristic search, the user provides a sequence of documents that ought to be included in the story (i.e., between the documents s and t). Suppose this sequence is C =< C 1 , · · · , C K >. The order of the documents is important, since the sequence is a reflection of desired story progression. We define the path P * as a concatenation of the shortest path between s and C 1 , followed by the nodes in C, and finally the shortest path between C K and t. This process is done in the original LDA-inferred topic space. We will now undertake a constrained A * search incorporating the user feedback.
Constrained A * search
Now we discuss the incorporation of the user's feedback into the story. Consider the case where the user insists that a document C (not in the initial story) should be included in the story. This case can be easily extended to a sequence of documents C =< C 1 , · · · , C K >. Suppose the adjacent nodes of a document d is denoted by N (d). There are five adjacent nodes to d in Fig. 3 . The heuristic distance between a neighbor (say, D 2 ) and the ending document t is given by h(D 2 , t) in the original A * search. Our redefined heuristic distance for constrained A * search is given by h
. If the feedback is a sequence of documents
However, while h * ensures that the f Score of a document depends on the path via the sequence of feedback nodes C, it must also consider the subset of C that already belong to the shortest path from s to D to estimate the heuristic distance h * (D, t). 
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Now assume O has O open nodes.
To enforce the user feedback that P * be the shortest path over all paths from s to t we define the following system of inequalities:
. . .
If we break each inequality in terms of topics then we obtain:
In addition to this set of inequalities, we also add another set of inequalities imposing that the cost of an edge in the new topic space, c(e) is at least as much as the cost of the edge in the initial topic space c 0 (e).
c(e) ≥ c0(e), e ∈ E
This constraint is imposed so that the proximity of the document does not change drastically, as otherwise this might disorient users.
Deriving Systems of Inequalities
A * is a heuristic algorithm to find the shortest path between two nodes. Given the shortest path, finding the edge costs or upper and lower limits thereof is thus as inverse shortest path problem. Our goal is to find a normalized topic distribution θ (di) so that P * is actually the shortest path in the new topic space. In our approach, we obtain the inequalities in Eqn 2 by using the following observation: if the cost of an edge e * ∈ P * crosses the upper threshold β * e or an edge e ∈ P * falls below the lower threshold α e , all the other edge cost being fixed P * is no longer the shortest path from s to t. Therefore the condition for P * being the shortest path is Red nodes are open nodes in τ (e * ) and do not contribute in Eqn. 6. The shortest path from s to t avoiding e * is the shortest path from s to t via any of the green nodes.
Upper and lower shortest path tolerances are presented in [25] as:
Therefore the inequities for the edges becomes:
Note that for the first equation in Eqn. 5, β e * is the difference of two path costs: the cost of the shortest path from s to t that avoid e * (imposing an infinite cost for e * ) d e * ,∞ (s, t) and the minimum cost of P * with e * in the path (imposing a zero cost for e * ), so that c(P
For the second equation if the shortest path from s to t does not change even with c(e) = 0, i.e. d e,0 (s, t) = c(P * ), then the lower tolerance for c(e) is zero. However, if the constraint c(e) = 0 favors a different path through e (meaning not P * ) the lower tolerance for e is given by the drop in the path cost which this alternate path allows over P * . We use the fact that our choice of hScore is an admissible heuristic in A * search to simplify our formulation of inequalities. Due to admissibility, hScore(m) ≤ d(m, t), and consequently gScore(l)
e,0 (s, t) with lower heuristic estimate of gScore(l) + hScore(m) in Eqn. 7 we achieve a stricter inequality:
The cost of shortest path avoiding e * ∈ P * is given by d e * ,∞ (s, t) = min e∈E−P * (d(s, e, t)|e * ∈ d(s, e, t)). In Fig.  5 suppose the red edge is one such e * ∈ P * . Let the subtree induced by A * search following e * is τ (e * ) (shown in dashed line) and the remainder of the tree is τ C (e * ) (shown in solid line). Based on the search process, we would expect the shortest path from s to t via any edge in τ (e * ) to have e * in it. Therefore d e * ,∞ (s, t) should be based on paths via edges in τ C (e * ). Since we have path costs that are estimated by the heuristically A * search (f Scores) we can use these for the open nodes in τ C (e * ). These open nodes are shown in green in Fig. 5 . Hence in this setting, the inequality c(P * ) ≤ min e∈E−P * (d(s, e, t)|e * ∈ d(s, e, t)) is replaced by the following set of inequalities:
Due to the admissibility of hScore, f Score also underestimates the true distance, so we are using a stricter inequality in Eqn. 9. If this process is repeated for all e * ∈ P * our set of inequalities consist of the user defined path P * being compared against all the set of paths defined by the open nodes in the original A * search given in Eqn 2.
Modeling Relationships by Auxiliary Variables
In the previous section we formulated the user feedback as a set of relationships, where each relationship is an inequality in terms of path lengths. Since the distance metric is based on normalized topic distribution we
. Similarly for a relationship r e ≡ c(e) ≥ c 0 (e) in Eqn 3 we define a surplus random variable λ e where λ e is positive with expectation given by E E E(λ e ) = µ o (θ θ θ) = c(e) − c 0 (e). Therefore
t (θ θ θ)). Suppose the distribution of the auxiliary variable is given by λ o ∼ f (·|θ θ θ). The random variable λ o measures the difference in path lengths between the user defined path P * and an alternate P (o) . If µ o (θ θ θ) is zero, it means enforcing the relationship that P * is as costly as the alternate path P (o) . The more negative the value of its mean µ o (θ θ θ), the larger we expect P (o) to be compared to P * . This ensures that the topic space θ θ θ satisfies the relationship c(P * ) ≤ c(P (o) ). Now conditional on a known θ θ θ, the joint distribution of the auxiliary variables (both slack and surplus) and the observed feedback is given below:
Here, 1 x is an indicator variable which is one if condition x holds and zero otherwise. Our goal is to find a set of surplus and slack variables λ λ λ that maximizes the probability in Eqn 10. Now let f (λ o |θ θ θ) be normally distributed with mean µ 0 (θ θ θ) and variance 1. By marginalizing over the auxiliary variables λ o , our formulation is same as the modeling the probability of satisfying a relationship using the cumulative normal distribution.
Here for a standard normal variable Z, Φ(z) = P (Z ≤ z). This approach is very similar to the usage of auxiliary variables in probit regression [1] . In probit regression the mean of the auxiliary variable is modeled by a linear predictor to maximize the discrimination between the successes and failures in the data. In our case satisfiability of a user defined relationship is a success and the probability of satisfying the relationship is modeled by the mean of auxiliary variable. The mean of the auxiliary variable is a function of the topic space θ θ θ on which the distances are defined. Our goal is to search for a topic space θ θ θ which explains the term distribution of the documents and satisfies as many of the relationships in as possible. Truncating a slack variable λ o to a negative region specified by allows to search for θ θ θ that shrinks the mean µ o (θ θ θ) to a negative value. The complete hierarchical model using the term document data η η η and the relationship data is presented below:
Inference
We use Gibbs sampling to compute the posterior distributions for z, λ λ λ and θ θ θ. The conditional posterior distributions for z i is given below:
The sampling of topic for terms η η η is same as used in vanilla LDA [11] .
The full conditional distribution for λ o is given below:
The full conditional distribution for the topic distribution of document d j is given below:
denotes the number of terms in document d j assigned to topic t based on z z z. If d j does not belong to , then θ (dj ) is sampled from Dirichlet(n (dj ) t + α). We sample from p(θ (dj ) |θ θ θ (−dj ) , λ λ λ, z z z) by a Metropolis-Hastings step otherwise. We use a proposal strategy based on stick-breaking process to allow better mixing. The stick-breaking process bounds the topic distribution of a document d j between zero and one and their sum to one. We first sample random variables u 1 , · · · , u T −1 truncated between zeros and one and centered by θ θ θ (dj ) using a proposal distribution q(·):
(1 − u1)(1 − u2) , 0 < u3 < 1 . . .
This is followed by the mappings, S : u → θ θ θ * (dj )
The inverse mappings S −1 : θ θ θ * (dj ) 1:T −1 → u are given by:
The Metropolis-Hastings acceptance probability for such a proposed move is given by
The samples from z, λ λ λ and θ θ θ are iteratively sampled to generate the joint posterior distribution of all the unknown parameters using Gibbs Sampling. This procedure completes the interactivity loop in the storytelling algorithm. The newly inferred topic distributions will induce a new similarity network over which we can again conduct a search, followed by (potentially) additional user feedback.
Experimental Results
We evaluate our interactive storytelling approach over a range of text datasets from intelligence analysis, such as Atlantic Storm, Crescent, Manpad, and the VAST11 dataset from the IEEE Visual Analytics Science & Technology Conference. Pl see [35] for details of these datasets. The questions we seek to answer are: Table 2 : Top 10 stories (shortest paths) generated from CIA06 to N SA16 using both a vanilla topic model and the interactive storytelling algorithm (using the Atlantic Storm dataset). The user's feedback requires that both CIA08 and N SA09 be included in the story. The interactive storytelling algorithm updates the topic model wherein the shortest path indeed contains these documents. 4. Does our method scale to large datasets? (Section 4.4)
5. How effectively does the interactive storytelling approach improve over uninformed search (e.g., uniform cost search or breadth-first search)? (Section 4.5)
In the below, unless otherwise stated, we fix the number of topics to be T = 20 and set α = 0.05/T and β = 0.01. We also use the Gini index to remove top 10% of of the terms as a pre-processing step for our text collections.
Visualizing interactive storytelling
We apply multidimensional scaling (MDS) over the normalized topic space as an aid to visualize the operations of the storytelling algorithm. For instance, the Manpad dataset is visualized as shown in Fig. 6 . Consider a story from document Doc-29 to document Doc-26. Here Doc-29 reports that a member of an infamous terrorist organization has a meeting with a notorious arms dealer. Doc-26 reports that a team of suicide bombers plans to set off bombs in trains carrying tens of thousands of commuters under the Hudson River. The storytelling algorithms generates a story as: Doc-29 → Doc-32 → Doc-26. Here, Doc-32 identifies a person belong to a terrorist organization. The user is not satisfied with this story and provides a constraint that the story should involve documents Doc-44 and Doc-49. Here, Doc-44 describes that libraries in Georgia and Colorado have some connections to a web site. Doc-49 reports that a code number is found in the website linked to a charitable organization. Using this feedback a new story is generated: Doc-29 → Doc-44 → Doc-49 → Doc-16 → Doc-26.
In addition to being consistent with the user's feedback, note that the algorithm has introduced a new document (Doc-16) which contains a report of police seizing documents involving specific names and dates.
Evaluating story options
In this experiment, we seek to generate multiple stories using our interactive storytelling approach as well as a vanilla topic modeling, with a view to comparative evaluation. In this experiment, run over the Atlantic Storm dataset, the user specifies CIA06 as the starting document and N SA16 as the ending document. The default story is: CIA06 → CIA37 → N SA19 → N SA16. The user's feedback specifies CIA08 and N SA09 to be included in the final story. The results of incorporating this feedback yields:
We next use Yen's k-shortest path algorithm [20] to generate a set of top 10 (alternative) stories. As shown in Table 2 , the top-ranked path in the interactive setting is indeed the shortest path in the new topic space that satisfies the given constraints.
Proximity between topics
We investigate topic proximity in terms of Manhattan distance in Fig 7. Here, rows denote topics from a vanilla topic model, and the columns correspond to topics inferred by the interactive storytelling algorithm. As shown in Fig. 7 the diagonally dominant nature of the matrix is destroyed due to the introduction of user feedback, illustrating that the distributions of words underyling the topics are quite dissimilar.
Scalability to large corpora
With large datasets, such as the VAST11 dataset, we can fruitfully combine clustering with our framework to navigate the document collection (see Fig. 8 ). Given a document collection, an initial clustering (e.g., k-means) can be utilized to identify broad groups of documents that can be discarded during the initial story construction. Here, assume that the user specifies 00795.txt and 00004.txt as the starting and ending document, respectively. The storytelling algorithm generates 00795.txt → 014171.txt → 00004.txt as the initial story (solid line). Note Manhattan distance between topic distributions before and after user feedback. Blue color denotes topics closest to each other. As can be seen, the incorporation of feedback destroys the diagonal dominance of the matrix.
that this story ignores documents from the cluster displayed in red. Assume that the user now requires that documents from the red cluster also participate in the story. Based on an initial exploratory analysis, the user specifies that documents 02247.txt and 00082.txt should participate in the story. Based on this feedback the interactive storytelling algorithm generates: 00795.txt → 01486.txt → 02247.txt → 00082.txt → 04134.txt → 00004.txt (note the introduction of 04134.txt into the story).
Comparing interactive storytelling vs uniform cost search
We now assess the performance of the constrained search process underlying interactive storytelling versus that of an uninformed search (e.g., uniform cost search). The comparison is shown in Fig. 9 . We use different distance threshold ξ to compute effective branching factor, path length and execution time.
We show in Fig. 9 (a, b, c) that average effective branching factor increases with ξ. Since higher ξ means a node will have more neighbors, the branching factor will increase in this case. However in case of Interactive Storytelling path finding is more guided so the average effective branching factor does not vary much. We can see that using a heuristics decreases the average effective branching factor. The average path length however decreases with increasing ξ (Fig. 9(d, e, f) ). Increasing ξ results in having larger neighborhood for each node, therefore the chance of reaching the goal becomes higher resulting in shorter average path length. For Interactive Storytelling the average path length is higher because it has to visit the nodes specified by the user while searching for the shortest path. The execution time for both heuristic search and the uninformed search are almost same (Fig. 9(g, h, i) ), however for Interactive Storytelling it is much longer. Since it has to visit the nodes provided by the user, it travels the search space in more depth so it takes more time on average to finish the search.
Related Work
Related work pertaining to storytelling has been covered in the introduction. We survey topic modeling related work here. To the best of our knowledge, no existing work supports the incorporation of path-based constraints to refine topic models, as done here.
Expressive topic models The author-topic model [26] is one of the popular extensions of topic models that aims to model how multiple authors contributed to a document collection. Works such as [6, 7] extend basic topic modeling to include specific words or semantic concepts by incorporating notions of proximity between documents. In [32] , the authors move beyond bag-of-words assumptions and accommodate the ordering of words in topic modeling. Domain knowledge is incorporated in [2] in the form of Dirichlet forest priors. Finally, in [3] , correlated topic models are introduced to model correlations between topics.
Incorporating external information Supervised topic models are introduced in [21] . Lu and Zhai [19] propose a semi-supervised topic model to incorporate expert opinions into modeling. In [24] , authors incorporate user tags accorded to documents to place constraints on topic inference. The timestamps of documents is used in [4, 33] to model the evolution of topics in large corpus.
Visualizing topics Wei et al. [34] propose TIARA, a visual exploratory text analytics system to observe the evolution of topics over time in a corpus. Crossno et al. [8] develop a framework to visually compare document contents based on different topic modeling approaches. In [22] , the authors present documents in topic space and depict inter-document connectivity as a network in a visual interface, simultaneously displaying community clustering.
Interactive topic modeling User feedback is incorporated in [16] wherein users can provide constraints about specific words that must appear in topics. An active learning framework to incorporate user feedback and improve topic quality is introduced in [36] . 
Discussion
We have demonstrated interactive storytelling, a combination of interactive topic modeling and constrained search wherein documents are connected obeying user constraints on paths. User feedback is pushed deep into the computational pipeline and used to refine the topic model. Through experiments we have demonstrated the ability of our approach to provide meaningful alternative stories while satisfying user constraints. In future work, we aim to generalize our framework to a multimodal network representation where entities of various kinds are linked through a document corpus, so that constraints can be more expressively communicated.
