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Este trabajo, enmarca la evaluación de estrategias de control ADRC, mediante su aplicación
en un modelo de UAV, empleando metodoloǵıas de simulación y validación de Hardware In
the Loop. La investigación consiste en el diseño y aplicación de controladores con rechazo
activo de perturbaciones o ADRC, desde el enfoque GPI, sobre los ángulos principales de
rotación en una aeronave de ala fija, mejorando su comportamiento cuando se encuentra
en presencia de turbulencias atmosféricas, incrementando su confiabilidad y robustez en
operación.
Debido a la estructura de los controladores GPI, se implementan sistemas para el manejo
adecuado de la condición de saturación en actuadores o ARWU. Los resultados obtenidos
por este trabajo, permiten demostrar cómo las estrategias de control GPI, ofrecen mejores
prestaciones en cuanto a robustez y rechazo de perturbaciones, comparado con estrategias
PID de reconocida efectividad en el modelo utilizado.
Palabras clave: ADRC, GPI, UAV, Hardware In the Loop, Control de sistemas, Ae-
ronave de ala fija, Simulink Desktop Real-Time.
x
Abstract
This thesis, make a frame of evaluation of ADRC strategies, through it’s application in
a UAV model, using Hardware In the Loop simulation and validation methodologies. This
investigation, consists of the design and application of the controllers with the active dis-
turbances rejection approeach or ADRC usin the GPI technique, over the main rotation
angles in a fixed wing aircraft, improving it’s behavior when the aircraft is on presence of
atmospheric turbulences, and increasing it’s operational reliability and robustness.
Due to the structure of the GPI controllers, systems were implemented to proper handling
for the saturation condition in actuators (ARWU), finally were establishing a comparison
with PID controllers of recognized effectiveness on the model used.
Keywords:ADRC, GPI, UAV, Hardware In the Loop, Systems Control, Fixed Wing
Aircraft, Simulink Desktop Real-Time
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2-5. Diagrama de fuerzas aerodinámicas y generación de la sustentación. . . . . . 13
2-6. Hélice 11X6 Turnigy, ESC 40 A y motor Brushless Emax 2215. . . . . . . . 13
2-7. Perfil aerodinámico del ala NACA-0015. . . . . . . . . . . . . . . . . . . . . 13
2-8. Variables de estado que interviene en el modelo longitudinal y lateral/direccional. 16
2-9. Ejemplo de turbulencias atmosféricas aplicadas al UAV. . . . . . . . . . . . . 19
2-10.Simulación en Simulink con FlightGrar V3.6. . . . . . . . . . . . . . . . . . . 20
2-11.Windows Real Time, usando Sensoray 626 para el controlador, y dos tarjetas
NI-6024E para simular la planta. . . . . . . . . . . . . . . . . . . . . . . . . 21
2-12.Delfino Lauchpad, como controlador usando Embed y Simulink-WRT con dos
tarjetas NI-6024E, simulando el UAV no-lineal. . . . . . . . . . . . . . . . . 22
2-13.Se incorpora un control remoto para un usuario del UAV, en la simulación de
Hardware In the Loop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3-1. Diagrama de bloques implementación control GPI robusto en UAV no lineal,
usando Matlab-Simulink. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
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3-11.Comparación de señal de error y control, resultado de implementar observa-
dores GPI, con realimentación de estados y acción integral del error. . . . . . 48
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5-3. Índices de desempeño controladores evaluados en el sistema HIL para θ. . . . 78
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5-5. Índices de desempeño de los controladores evaluados en el sistema HIL, en
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1. Introducción
Los veh́ıculos aéreos no tripulados o UAV’s (Unmanned Aerial Vehicles, por sus siglas en
inglés), son aeronaves que requieren de sistemas robustos de control para asistir parcial o
completamente la ejecución de operaciones aéreas de manera autónoma. Esta clase de veh́ıcu-
los también denominados Drones, no cuentan con pilotos a bordo que ejerzan control de la
aeronave, en cambio, son supervisados y manipulados desde estaciones en tierra.
A mediados del siglo XX, estas aeronaves fueron creadas y utilizadas para propósitos mi-
litares, campo en el cual han tenido mayor crecimiento y aplicación [Wilson, 2009]. En la
actualidad, se estima que el ejército de los Estados Unidos cuenta con más de 7500 UAV’s en
operación [Boyle, 2015], por otro lado, al no requerir de un piloto a bordo para su operación,
son ampliamente utilizadas para fines recreativos, destacando su uso en la fotograf́ıa aérea,
locativa, captura de v́ıdeo y reconocimiento de grandes superficies. Los drones más utilizados
para este fin son el multi-rotor de ala rotativa y el de ala fija.
En la industria militar, los UAV’s de ala fija se emplean de manera intensa en funciones de vi-
gilancia fronteriza, patrullaje, reconocimiento de áreas, combate, entre otras [Ferreras, 2012],
aunque, la mayoŕıa de desarrollos de estos veh́ıculos se han generado y utilizado en la in-
dustria militar, los UAV tienen una gran variedad de aplicaciones civiles como fotograf́ıa
aérea, vigilancia aérea, fumigación de cultivos, vigilancia de las comunicaciones, fines recrea-
tivos, detección de incendios, asistencia a desastres y observación meteorológica, entre otras
[Straub, 2014].
El desarrollo de pilotos automáticos para UAV’s, y en espećıfico para UAV’s de bajo costo
(denominación que se da a los versiones más económicas y accesibles de este tipo de aerona-
ves), incorporan diversas estrategias de control para lograr la supervisión y operación remota
del veh́ıculo. Entre las estrategias más implementadas en estos dispositivos, se destacan los
controladores PID y controladores óptimos como LQR/LQG entre otros [Chao et al., 2010].
El control PID es de uso más generalizado y se ha implementado en la mayoŕıa de los Auto-
pilots comerciales [Ahsan et al., 2013] denominación que se da a los controladores de vuelo
o pilotos automáticos. La implementación de controladores PID es sencilla, pero tiene limi-
taciones de desempeño, optimalidad y robustez [Chao et al., 2010].
Los controladores de vuelos en UAV de bajo costo, constituyen una de las áreas de inves-
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tigación que existen alrededor de estos veh́ıculos; sin embargo, las estrategias de control
implementadas no proporcionan a los UAV de robustez ante perturbaciones endógenas y
exógenas, como turbulencias atmosféricas debido al cambio abrupto de las condiciones am-
bientales, variación de su masa, centro de gravedad, momentos de inercia, acoplamiento entre
los ángulos de orientación, entre otros.
Por lo tanto, se hace imprescindible investigar en el diseño y aplicación de controladores
que mejoren la autonomı́a de las aeronaves no tripuladas y en espećıfico sus capacidades,
para sobrellevar las posibles perturbaciones que se puedan presentar durante una misión,
implementando estrategias de control que mejoren su robustez como el rechazo activo de
perturbaciones o ADRC (Active Disturbance Rejection Control, por sus siglas en inglés).
Por ende, la implementación de estrategias como la ADRC en los controladores de esta
clase de veh́ıculos, permitirá mejorar el comportamiento de las aeronaves ante turbulen-
cias atmosféricas, incrementando su confiabilidad en operación; sin embargo, es necesario
que se implementen metodoloǵıas para el manejo adecuado de saturación en actuadores o
Anti-Reset Wind Up y metodoloǵıas de transferencia suaves entre controladores o Bumpless
Transfer, para el intercambio entre los diferentes modos de control que pueda llegar a tener
un controlador automático de vuelo.
1.1. Estado del arte
El Control mediante Rechazo Activo de Perturbaciones o ADRC, tiene sus oŕıgenes en
el siglo XIX con Jean-Victor Poncelet quien en 1829 sugiere generar una señal que per-
mitiŕıa cancelar los efectos de la perturbación [Tian and Gao, 2009]. De manera similar,
se plantea el Principio de Invariancia propuesto por G. V. Shipanov y mencionado en
[Preminger and Rootenberg, 1964]. Durante la primera mitad del Siglo XX, los desarrollos
realizados por C.D. Johnson en los años 70s, sobre perturbaciones aditivas expresadas como
un estado ficticio del sistema y su posterior estimación al utilizar un observador de estado
extendido ESO, dan forma a la estrategia de control ADRC [Tian and Gao, 2009].
A partir de las investigaciones de Jinquing Han [Han, 2009], comienza a ser reconocida como
la metodoloǵıa de control por rechazo activo de perturbaciones, y este investigador es quien
logra consolidar grandes desarrollos teóricos, patentes y variaciones de este método orienta-
das a su difusión.
El control ADRC se constituye como una estrategia robusta [Gao, 2006], que consiste en
la cancelación activa de las perturbaciones, dinámicas desconocidas e incertidumbres en la
planta, mediante su estimación unificada y en linea a través de una ley de control lineal que
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la incorpora [Ramı́rez, 2012]. Estas perturbaciones se estiman con un Observador de Estado
Extendido ó ESO (Extended State Observer, por sus siglas en inglés). Esta clase de observa-
dor considera las variables de estado del sistema, e incorpora uno o más estados adicionales
para recrear una función de perturbación equivalente [Radke and Zhiqiang Gao, 2006].
En la actualidad, los investigadores más destacados de esta técnica son, Z. Gao [Gao, 2006]
y H. Sira-Ramı́rez [Sira-Ramirez et al., 2011]. Desde su aparición en la literatura en 2001
[Gao et al., 2001], el ADRC sobresale por la compensación dinámica indistinta de perturba-
ciones internas y externas, redefiniendo el rechazo robusto de perturbaciones y se consolida
como una nueva perspectiva de control.
El ADRC presenta desarrollos importantes al acoger nuevos enfoques y sufrir transformacio-
nes, reformulaciones y extensiones, encaminadas a realizar una formalización de la metodo-
loǵıa, sin embargo, aún falta por construir y formular herramientas de análisis que establezcan
de manera formal estudios de convergencia y estabilidad [Han, 2009]. En [Gao et al., 2001],
se proponen retos que este paradigma debe afrontar y resolver a futuro, algunos de ellos se
centran en la exploración sistemática de nuevas aplicaciones, el desarrollo de nuevas herra-
mientas de análisis encaminadas a resolver los problemas de estabilidad y profundizar las
aplicaciones existentes.
La literatura reporta aplicaciones de estrategias ADRC en UAVs de ala fija. Algunos de los
trabajos se enfocan en mitigar el efecto negativo que tienen las perturbaciones atmosféricas ó
turbulencias en los UAV’s [Lou and Zhang, 2013], donde se implementa esta estrategia sobre
un modelo anaĺıtico de UAV y se realiza seguimiento y regulación en presencia de turbulen-
cias atmosféricas. En [Xiong Hua et al., 2011], se implementa una estrategia de control para
un modelo de UAV no-lineal, orientado a realizar un fuerte desacoplamiento entre los ejes
rotacionales y las variables de estado del UAV modelado, y se establece comparaciones de
estabilidad y robustez con estrategias PID. Los resultados de estos trabajos llevan a concluir,
que el uso de controladores ADRC provee a la aeronave de mayor capacidad para rechazar
perturbaciones y realizar regulación y seguimiento en presencia de condiciones atmosféricas
adversas.
En [Li et al., 2018], se realiza una comparación formal de diferentes estrategias de control ba-
sadas en ADRC y su efectividad, en presencia de diferentes clases de perturbaciones de origen
exógenas, endógenas ( variación de parámetros) y turbulencias atmosféricas. Los trabajos en
[Lou and Zhang, 2013, Li et al., 2018, Xiong Hua et al., 2011] son realizados implementan-
do el enfoque propuesto por Z. Gao [Gao, 2006]. Estas propuestas utilizan, un observador
de estado aumentado de primer orden para estimar las perturbaciones en la planta, un con-




Una estrategia de control, que posee caracteŕısticas de rechazo activo de perturbaciones es
el Control Proporcional Integral Generalizado o GPI (Generalized Proportional Integral Con-
trol, por sus siglas en inglés), propuesta por M. Fliess [Michel Fliess, Richard Marquez, 2006],
la cual usa integradores para reconstruir el vector de variables de estado sin observadores
extendidos. Sin embargo, el Controlador GPI Robusto permite el paso a un desarrollo que
se conoce como el Observador GPI [Sira-Ramirez et al., 2011], que mediante la adición de
uno o más estados extendidos de la planta, puede realizar rechazo activo de perturbacio-
nes complejas. Este observador utiliza la información entrada-salida del sistema para esti-
mar de manera eficiente, modelando la perturbación, para ello usa polinomios en el tiempo
[Cortés-Romero et al., 2014], por lo general emplea más de un estado extendido a diferencia
del observador ESO.
Al aumentar los estados del observador, se pueden estimar perturbaciones de más alto orden
(mayor complejidad) y de esta manera producir un rechazo más efectivo de la misma, a
pesar de ello, no existen desarrollados de sistemas de control para este clase de aeronaves,
siguiendo el enfoque propuesto por H. Sira Ramı́rez [Sira-Ramirez et al., 2011] y su grupo
de trabajo, en donde se utilizan controladores GPI y observadores GPI.
1.2. Justificación
La industria aeronáutica a nivel mundial se encuentra en constante desarrollo y presenta
cada vez mayores avances en los sistemas de automatización; no obstante, en sus inicios
la aviación depende solo de pilotos experimentados, y no es sino hasta el siglo XX que se
involucran sistemas de control, que contribuyen a la aviación asistida de modo exclusivo
por sistemas de control automáticos, lo que hoy conocemos como Pilotos Automáticos. Sin
embargo, al final del mismo siglo, disminuye la dependencia de pilotos experimentados y se
da paso a la aviación asistida de forma completa por sistemas de control o UAV’s.
Los avances relacionados con la automatización de las aeronaves, plantean interrogantes al-
rededor de la necesidad de pilotos experimentados asistiendo directamente el despegue, el
vuelo y el aterrizaje [Ferreras, 2012]. Con la aparición de los veh́ıculos aéreos no tripulados o
UAV’s, se generan diferentes sistemas de control para aumentar la autonomı́a, confiabilidad
y robustez, que les permiten hacer frente a las diferentes eventualidades como perturbacio-
nes, fallas o aveŕıas en actuadores, sensores y transmisores durante una misión, pero aún
persisten problemas que resolver.
Los impactos negativos de las turbulencias atmosféricas producto de fenómenos meteorológi-
cos, obstáculos f́ısicos, cambios de temperatura y densidad del medio, perjudican la seguridad
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de las operaciones de vuelo en aeroĺıneas y tienen consecuencias graves para la tripulación, los
pasajeros y la integridad de la aeronave [Del and Mundial, 2007]. Las turbulencias atmosféri-
cas no sólo afectan los aviones tripulados, también, generan repercusiones graves en los no
tripulados debido a su tamaño y peso, en especial al realizar maniobras de despegue y ate-
rrizaje, problemáticas que también se abordaron con estrategias ADRC [Xiong et al., 2009].
Los sistemas de control orientados al rechazo de perturbaciones en UAVs, se proyectan
como una solución para mitigar el efecto negativo de las turbulencias atmosféricas, además,
se demuestra que las estrategias ADRC no poseen una excesiva dependencia del modelo
anaĺıtico de la planta para su diseño y posterior aplicación, de tal modo que redefine la idea
de robustez [Gao et al., 2001]. Sin embargo, los controladores PID siguen predominando en
este campo debido a su sencillo diseño e implementación, incluso teniendo en cuenta su
gran dependencia al modelo de la planta lo anterior, se debe a que aún no se implementan
controladores de vuelo que contengan controladores ADRC.
1.2.1. Modelo UAV UltraStick
Existen numerosos modelos de UAV’s de bajo costo, entre los que se destacan los UAV de
ala fija [Hoffer et al., 2013, Chen et al., 2009], algunos de interés son el UAV Simulation-
UltraStick [Dorobantu et al., 2013] desarrollado en MatLab, el modelo del Virginia Tech de
una aeronave de bajo costo realizado en [Arifianto and Farhood, 2015]. Otros utilizan simula-
dores de vuelo como Flight-Gear [Vogeltanz and Jašek, 2015], [Zhang Jingsha et al., 2013] y
X-Plane [W. Carnes et al., 2015, Bittar et al., 2014, Ribeiro and Oliveira, 2010] , que permi-
ten representar la dinámica no lineal de las aeronaves y a la vez se visualiza su trayectoria,
además, se integra con Matlab-Simulink o directamente controlado con un procesador de
señales digitales ó DSP (Digital Signal Processor, por sus siglas en inglés) o controladores
digitales, posibilitando la implementación de estrategias de Software in the Loop (SIL) y
Hardware in the Loop (HIL) [dos Santos, 2011, Sufendi et al., 2013].
Esta investigación, emplea gran parte del modelo denominado UAV Simulation-UltraStick
desarrollado por [Paw, 2009b] en la Universidad de Minnesota, por el grupo de investigación
en Uninhabited Aerial Vehicle, UAV LAB Research Group. Se destaca que esta plataforma
de pruebas experimentales es confiable, escalable y modela la dinámica no lineal de un
UAV, también incorpora herramientas de Software-In-the-Loop o SIL y Hardware-In-the-
Loop o HIL (por sus siglas en inglés) [Dorobantu et al., 2013, Dorobantu, 2013, Paw, 2009a].
Además, se tiene en cuenta que este modelo presenta amplia divulgación en la comunidad
académica, y se desarrolla en Matlab utilizando el ToolBox Aerospace Blockset y Simulink.
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1.3. Objetivo
Evaluar el desempeño, estabilidad y robustez de estrategias del control por rechazo activo
de perturbaciones tipo GPI sobre un modelo aeronave no tripulada de ala fija, y controlar
completa o parcialmente los ángulos de orientación o rotación, considerando perturbaciones
atmosféricas y estrategias de manejo de saturación. Con el propósito de implementar dichas
estrategias en un DSP se utilizan herramientas de Hardware y Software In de Loop.
1.4. Solución propuesta
Este trabajo propone, el desarrollo y la implementación de estrategias de control como GPI
Robusto y control ADRC con observador GPI, orientados al seguimiento de referencias en
los ángulos de rotación de una aeronave de ala fija sobre un modelo no lineal de UAV. Este
estudio realiza, comparaciones de la efectividad, desempeño y robustez como una alternati-
va viable a controladores PID, que se implementan de modo común en la gran mayoŕıa de
controladores de vuelo de bajo costo.
Se utiliza el modelo no lineal de aeronave no tripulada UAV de ala fija [Paw, 2009b], com-
partido y aceptado en la comunidad académica y se complementa con diferentes herramien-
tas de simulación como “United States Air Force Stability and Control Digital ”DATCOM
[Siddiqui and Khushnood, 2009] y Flight-Gear. Con la propuesta se pretende disminuir los
impactos negativos que tienen las turbulencias atmosféricas en los UAV’s, disminuir la de-
pendencia de los controladores de vuelo al modelo de las aeronaves y desacoplar los ángulos
de orientación de una aeronave, mediante el rechazo activo de perturbaciones.
El diseño e implementación de los controladores tiene en cuenta los diferentes modos prin-
cipales de un avión, presentes en los ángulos de orientación Roll, Pitch y Yaw. Parte de un
diseño de controladores robustos GPI, que se implementa bajo conceptos de planitud dife-
rencial [Sira-Ramirez and Agrawal, 2004]. Además, se propone diseñar estrategias de control
ADRC que utiliza un observador GPI, y se valida la metodoloǵıa de diseños mediante he-
rramientas de SIL y HIL, a partir de un montaje que involucra una plataforma de desarrollo
Delfino Launchapd [Texas Instruments, 2019], estrategias en tiempo discreto, transmisores
y receptores de radio control, y una la simulación realizada a través de Simulink-Deskto Real
Time [MathWorks, 2019a] de la aeronave.
Durante el desarrollo de éste trabajo, fue necesario involucrar estrategias que posibilitaron
la implementación de controladores ADRC y PID, como sistemas para el manejo de condi-
ción de saturación en actuadores, elementos que se soportaron con experimentación bajo el
enfoque de HIL.
2. Modelo dinámico y plataforma de
simulación
Este caṕıtulo se compone de 4 secciones, la primera sección estudia en detalle el aeromodelo
de ala fija o avión objeto de este trabajo junto a sus principales caracteŕısticas, la segunda
sección muestra en detalle la dinámica no lineal que rige el comportamiento de los aviones,
el sistema dinámico en variables de estado, la tercera sección formula el problema de control,
los modos principales y los retos en control que proponen esta clase de veh́ıculos, y ultima
sección, muestra el ambiente de simulación utilizado para evaluar los controladores diseñados
en esta tesis de investigación.
2.1. Caracteŕısticas del aeromodelo en estudio
Esta investigación utiliza el popular y comercial aeromodelo conocido como Stick, este mode-
lo esta construido en madera, recubierto de una peĺıcula de vinilo termo-adhesivo usualmente
utilizados en este tipo de aviones a escala, en la Figura 2-1 se presenta el prototipo f́ısico
objeto de este trabajo el cual se utiliza durante toda la experimentación, dicho modelo es
eléctrico y cuenta con cinco actuadores, tiene un peso de 750g cuando esta completamente
vaćıo.
La geometŕıa básica presente en la mayoŕıa de los aviones o aeromodelos de ala fija de radio
control, está compuesta por: el fuselaje, hélice, motor eléctrico - gas-oil, superficie de susten-
tación o superficie Alar (alas), estabilizador, deriva, tren de aterrizaje, y las superficies de
control tales como alerones (derecho e izquierdo), elevador y timón; las partes que componen
el modelo en estudio se presentan de manera general en la Figura 2-2.
Los ejes principales de la aeronave denominados como eje lateral y, eje longitudinal x y eje
vertical z, perpendiculares entre śı y con su intersección u origen en el centro de gravedad, se
presentan en la Figura 2-3, aśı como sus ejes principales de rotación que están definidos como
cabeceo o Pitch alrededor del eje lateral Y representado por θ, alaveo o Roll alrededor del eje
longitudinal X representado por φ , y guiño o Yaw alrededor del eje vertical Z representado
por ψ.
Las caracteŕısticas f́ısicas de la aeronave en estudio, se presentan en la Tabla 2-1. El perfil
del ala utilizado le da la denominación de entrenamiento debido a que es auto estabilizador.
2.1 Caracteŕısticas del aeromodelo en estudio 9
Figura 2-1.: Fotograf́ıa del UAV-Stick de 120 cm de envergadura modelado.
La Figura 2-4, presenta un diagrama de cuerpo libre para el perfil de una sección del ala del
aeronave en estudio, con el fin de explicar de manera breve las fuerzas aerodinámicas que
interactúan en el vuelo de una aeronave.
Primero, tenemos la fuerza de sustentación Fs conocida como la fuerza que se genera en
un cuerpo que se desplaza a través de un fluido, esta fuerza se genera en todo el avión
concentrándose mayoritariamente en las alas del mismo debido a su geometŕıa, seguida del
peso Fg que es la fuerza generada por la gravedad, el empuje de la aeronave FT fuerza que
generan los motores y turbinas que le permiten al avión moverse entre el fluido, por último
la resistencia producida por la oposición que ejerce el fluido ante el movimiento del avión
FR. En el diagrama, se puede observar cómo se mide el ángulo de ataque de la aeronave, el
cual depende de la orientación del viento con respecto a la linea media o la cuerda del perfil
alar, denominado α.













Figura 2-2.: Diagrama básico del aeromodelo Stick de 120 cm de envergadura.
Tabla 2-1.: Caracteŕısticas f́ısicas del aeromodelo.
Descripción Unidades Magnitud
Masa de la aeronave kg 1,959
Ubicación del centro de Masa [X − Y − Z] m [0,222 0 0,046]
Momento de inercia Ixx kg ∗m2 0,07151
Momento de inercia Iyy kg ∗m2 0,08636
Momento de inercia Izz kg ∗m2 0,15364
Momento de inercia Ixz kg ∗m2 0,014
Centro aerodinámico [X − Y − Z] m [0,2175 0 0,046]
Cuerda aerodinámica promedio (Chord) m 0,25
Envergadura m 1,27
Área o superficie alar m2 0,3097
La fuerza de sustentación se produce en su mayoŕıa por la geometŕıa de las alas, esto se
debe a que en su superficie se produce un diferencial de presiones producto de la fuerza de
empuje del motor y el flujo de aire que circula a través de ellas, en particular en la parte
inferior del ala, la fuerza producto de la presión es menor que la fuerza resultante en la parte
superior, lo que produce una fuerza normal a la cuerda aerodinámica del ala conocida como
sustentación. Este fenómeno, se puede observar en el diagrama de cuerpo libre de la sección







Figura 2-3.: Diagrama de ejes principales y de rotación del aeromodelo.
transversal del ala en estudio, el cual se presenta en la Figura 2-5, en donde se encuentra
un perfil que atraviesa un fluido y genera la fuerza de sustentación normal a la cuerda del
perfil alar.
Una de las fuerzas más importantes para el vuelo de un avión es el empuje, resultado del
movimiento de motores y hélices que generan una fuerza de arrastre en el mismo, el modelo
de ésta fuerza es resultado de modelar un motor eléctrico Brushless y una hélice. En el
diagrama se resalta la fuerza producida por la gravedad, esta se denomina el peso de la
aeronave y es producto de las diferentes fuerzas másicas generadas en el avión, y por último
la resistencia que produce el aire al movimiento del avión, la cual se opone al empuje que
generan los motores. En la Figura 2-6, se muestra un ejemplo t́ıpico de los motores y hélices
utilizados en el aeromodelismo.
El perfil aerodinámico del ala en este modelo corresponde a NACA-0015-il y se muestra en
la Figura 2-7, el cual hace parte de las formas aerodinámicas desarrolladas por el Comité
Nacional Asesor de Aeronáutica (National Advisory Committee for Aeronautics NACA, por
sus siglas en inglés) donde los dos últimos d́ıgitos, hacen referencia al porcentaje de grosor
del ala con respecto a la cuerda aerodinámica media o Chord para la aeronave en estudio,
que corresponde a 0,25 m, y en este caso, el grosor de la sección transversal del ala es el 15 %
o 0,0375 m de la cuerda.
2.2. Dinámica de una aeronave de ala fija
El modelo dinámico de una aeronave de ala fija esta compuesto por: las ecuaciones de movi-
mientos de un cuerpo ŕıgido en el espacio con seis grados de libertad, el modelo aerodinámico
de un cuerpo en un fluido, en este caso en el aire, los modelos de los sensores, actuadores y







Figura 2-4.: Diagrama de cuerpo libre transversal del ala usando NACA-0015.
el modelo del medio ambiente donde se desplaza el avión. En la Figura 2-3, se presentan los
seis grados de libertad que posee una aeronave de ala fija.
Se propone una nomenclatura básica en la Tabla 2-2, para describir los estados y variables
que inciden en la dinámica de una aeronave de ala fija, estas se utilizan en este trabajo para
expresar el sistema de ecuaciones no lineales que representan la dinámica principal del UAV.
Tabla 2-2.: Nomenclatura básica de los estados de una aeronave.
Ejes principales de la aeronave1
Variable de estado
X Y Z
Posición x y z
Velocidad de translación u v w
Aceleración de translación ax ay az
Ángulos rotacionales al rededor de x, y, z φ θ ψ
Velocidad angular alrededor de x, y, z p q r
Fuerzas aerodinámicas FX FY FZ
Momentos aerodinámicos sobre x, y, z L M N
Momentos de inercia principales Ixx Iyy Izz
1 Ubicados en el centro de gravedad
Una representación sencilla de la dinámica de una aeronave de ala fija se puede verificar
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Figura 2-5.: Diagrama de fuerzas aerodinámicas y generación de la sustentación.
Figura 2-6.: Hélice 11X6 Turnigy, ESC 40 A y motor Brushless Emax 2215.
según [M.V. Cook, 2007, Dorobantu et al., 2013], donde se estudia de la siguiente manera:
Ecuaciones de fuerza en los ejes principales de rotación (2-1), (2-2) y (2-3):
u̇ = (rv − qw) + Fx
m
− g sin θ + T
m
(2-1)
v̇ = (pw − ru) + Fy
m
− g cos θ sinφ (2-2)
ẇ = (qu− pv) + Fz
m
− g cos θ cosφ (2-3)
Figura 2-7.: Perfil aerodinámico del ala NACA-0015.
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La velocidad de la aeronave se define como la suma vectorial de las velocidades en cada eje
de la aeronave, en (2-4), y su intensidad se define como Vs = ‖V ‖2
V = u+ v + w (2-4)
Ecuación de momentos en los ejes principales (2-5), (2-6) y (2-7):
ṗ− (Ixz/Ix)ṙ = −qr(Iz − Iy)/Ix + qpIxz/Ix + L/Ix (2-5)
q̇ = −pr(Ix − Iz)/Iy + (p2 − r2)Ixz/Iy +M/Iy + Ipωpr/Iy (2-6)
ṙ − (Ixz/Iz)ṗ = −pq(Iy − Ix)/Iz + qrIxz/Ix +N/Iz + Ipωpq/Iz (2-7)
Ecuaciones de aceleración en los ejes principales (2-8), (2-9) y (2-10):
ax = u̇− (rv − qw) + g sin θ (2-8)
ay = v̇ − (pw − ru)− g cos θ sinφ (2-9)
az = ẇ − (qu− pv)− g cos θ cosφ (2-10)
Ecuaciones cinemáticas (2-11), (2-12) y (2-13):
φ̇ = p+ tan θ(q sinφ+ r cosφ) (2-11)
θ̇ = q cosφ+ r sinφ (2-12)
ψ̇ = sec θ(q sinφ+ r cosφ) (2-13)
Se puede representar la dinámica global de la aeronave como (2-14):
Ẋ = F (X;U) (2-14)
Donde X corresponde al vector de estados (x, y, z, θ, φ, ψ, p, q, r, u, v, w, ax, ay, az), U corres-
ponde al ángulo de deflexión de las superficies de control y el acelerador de la aeronave
(δthrottle, δright−aileron, δleft−aileron, δelevator, δrudder)
T . Con el propósito de ejercer control sobre
este sistema, se asume que la ecuación (2-14) tiene pequeñas perturbaciones en estado esta-
ble y no tiene variaciones en el empuje T , [Dorobantu, 2013], lo anterior permite linealizar
el sistema alrededor de un punto de operación usando las condiciones iniciales de ajuste o
Trim = (X0, U0) que satisface F (X0, U0) = 0 y se asume que la dinámica longitudinal está
desacoplada de la dinámica Lateral/Direccional.
El modelo, longitudinal lineal invariante en el tiempo del aeromodelo, alrededor del punto de
operación [Vs = 17 m/s, h = 100 m], usando las condiciones iniciales de Trim = (X0, U0) y
asumiendo un empuje constante, se muestra en la ecuación (2-15) y se presenta en la Figura
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2-8-a, donde se expresa la dinámica correspondiente al computo de θ, ecuaciones (2-12),
(2-3), (2-1), (2-6), (2-10) y se linealiza como:
ẋlon = Alonxlon +Blonulon y=Clon ∗ xlon (2-15)











Donde ylon es el ángulo de inclinación de la nariz θ. Las variables que conforman el sistema
longitudinal se representa en las ecuaciones (2-16) y (2-17), como:
Xlon =
[
θ q u w ϕele
]T
(2-16)
Ulon = δele (2-17)
La salida del modelo lineal se considera como una combinación lineal de los estados Xlon.
Parte de la dinámica longitudinal de interés y que representa mayor complejidad en este
trabajo se denomina Periodo Corto o Short Period, conformada por las variables de estado
que se detallan a continuación en las ecuaciones (2-18) y (2-19), se utilizan para el control






Usp = ϕele (2-19)
La dinámica lateral-direccional comprende el acoplamiento entre los ángulos de orientación
de alabeo y guiño, que por lo que en general, se presenta en conjunto como la ecuación
(2-20) y se presenta el la figura 2-8-b, además, agrupa la dinámica no lineal expresada en
la ecuaciones (2-13), (2-11), (2-9), (2-7), (2-5), (2-2) y que se linealiza alrededor del punto
de operación como se muestra a continuación:
ẋlat/dir = Alat/dirxlat/dir +Blat/dirulat/dir (2-20)











Donde la salida del sistema lateral direccional, ylat/dir es el vector compuesto por los ángulos
de orientación [φ, ψ]. Las variables de estado el modelo Lateral-Direccional se presentan en
la ecuación (2-21) y (2-22):
Xlat/dir =
[
φ ψ p r v ϕail ϕrud
]T
(2-21)
Ulat/dir = [δail δrud]
T (2-22)
Los estados (ϕail, ϕele, ϕrud), representan la dinámica de los actuadores del UAV y corres-
ponde al modelo lineal de un servomotor RC. Las entradas de referencia de los actuadores
son δele, δail y δrud y corresponden a las señales de control aplicadas a los servomotores.











(b) Variables de estado del modelo lat/dir.
Figura 2-8.: Variables de estado que interviene en el modelo longitudinal y
lateral/direccional.
2.3. Dinámica lineal del UAV
Para exponer la dinámica lineal del UAV se tiene en cuenta las siguientes consideraciones:
la aeronave se encuentra en el aire, no se contemplan cambios en el empuje del motor, la
aeronave se encuentra cerca al punto de operación y sus condiciones iniciales corresponde a
las establecidas en pre-acondicionamiento de la aeronave (Trim en inglés).






















0 0 1 0 0
0 0 0 1 0
0 0 −16,09 3,367 −2,823
0 0 0,514 −2,775 1,702





















La localización global del aeromodelo es Latitud = 44,7258357o, Longitud = −93,07501316o,
Altitud 100 m y las condiciones iniciales de la aeronave X0 se presentan en la Tabla 2-3.
2.3 Dinámica lineal del UAV 17
Tabla 2-3.: Condiciones iniciales o
de ajuste (Trim).
Estado Unidades Magnitud
φ0 −1,72 ∗ 10−3 rad
θ0 55,05 ∗ 10−2 rad
ψ0 2,7 rad
p0 5,99 ∗ 10−8 rad/s
r0 −2,73 ∗ 10−7 rad/s




Modelo de los actuadores
La función de transferencia del actuador, se obtiene a partir del análisis de las limitaciones
que tiene un servo motor comercial como el SG90, este actuador opera con Modulación por
Posición de Pulso o PPM, con un periodo base de 20 mili − segundos, banda muerta de
10 µs, velocidad de 0,1 s/60o y con ganancia unitaria, tiene una limitación de ±60o. En
[Arifianto and Farhood, 2015], se encuentra la caracterización de estos elementos que se im-
plementan sobre las superficies de control como alerones, elevador y timón (ϕEle, ϕEle, ϕRud)
respectivamente.
ẋact = Aactxact +Bactuact; ϕact = Cactxact (2-25)
Donde Aact = −50,39, Bact = 8, Cact = 6,298 y uact = δact. Es factible recrear en (2-25)
que el servomotor RC, se comporta como un filtro pasa-bajo de primer orden con un ancho





π25/180 si ϕAct ≥ π25/180
ϕAct si π25/180 > ϕAct > −π25/180
−π25/180 si x ≤ −π25/180
(2-26)
2.3.1. Modelo de turbulencias
Los modelos de turbulencias atmosféricas son ampliamente trabajados por las agencias gu-
bernamentales como las fuerzas militares de Estados Unidos, y mediante la especificación
militar MILITARY SPECIFICATION. FLYING QUALITIES OF PILOTED AIRPLANES
MIL-F-8785C [MIL-F-8785C, 1980] y la MIL-HDBK-1797 [Mil-std, 1997], se cataloga y de-
fine entre muchos aspectos, los requisitos para las cualidades de vuelo y en tierra, el manejo
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de las aeronaves tripuladas; en este documento también detalla los modelos de turbulen-
cias permitidos para simular estos fenómenos atmosféricos en aviones pilotados, en general
la MIL-HDBK-1797 propone tres representaciones para turbulencias atmosféricas definidas
como:
Representación de Von Karman para modelar los cambios de velocidad en el aire de
manera espectral.
Representación de Dryden para modelar los cambios de velocidad en el aire de manera
espectral.
El modelo de ráfaga de viento discreta.
Los anteriores modelos sufren modificaciones según la altitud de operación de la aeronave,
en este caso se acoge el modelo de perturbación obtenido para una altitud menor a 304,8 m
(o 1000 ft), pues es usual que los aeromodelos se operen a menor altitud.
Las turbulencias atmosféricas se simulan, utilizando un modelo la representación de Dryden
para baja altitud no superior a 304,8 m, las turbulencias son un fenómeno que producen
cambios de velocidad y dirección de un fluido, en este caso el aire de manera estocástica y
se obtiene utilizando ruido blanco con ancho de banda limitado, que pasa por un filtro para
darle la forma apropiada según la altitud y velocidad lineal de la aeronave, la figura 2-9
presenta de la señal generada por el modelo utilizado.
Las funciones de transferencia, que determinan el aporte del modelo de referencia a cada
una de los componentes del vector de velocidad del aire, se presentan en (2-27), y el aporte
de las turbulencias atmosféricas en la velocidad angular del aire se exponen en (2-28), estas






























































De donde la intensidad de las turbulencias se definen como [σu, σv, σw] y la longitud de escala
es [Lu, Lv, Lw], y se aplican sobre los ejes coordenados [X, Y, Z]; las funciones [Hu, Hv, Hw]
y [Hp, Hq, Hr] aplican de manera aditiva sobre el vector de velocidad lineal [u, v, w] y el
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Figura 2-9.: Ejemplo de turbulencias atmosféricas aplicadas al UAV.
vector de velocidad angular [p, q, r] del UAV respectivamente. Las turbulencias aumentan
su intensidad al aumentar la altitud de operación h, la velocidad lineal de la aeronave V , b
corresponde a la envergadura de la aeronave y W20 es la velocidad viento a 6,096 m ó 20 ft
de altura. Se pueden establecer las siguientes relaciones entre las intensidad de turbulencia
y su escala con respecto a h y W20 como (2-29) y (2-30) :
Lu = 2Lv =
h
(0,17 + 0,000823h)1,2









σw = 0,1W20 (2-30)
2.4. Ambiente de simulación
Dado que se hace necesaria la implementación en numerosas ocasiones de algoritmos de
control sobre la planta o aeromodelo, se construye un ambiente de simulación bajo una me-
todoloǵıa de Software y Hardware In the Loop, que permita ejecutar las diferentes estrategias
de control con cierto grado de precisión, sobre el modelo dinámico del UAV. Se asumen las
limitaciones que puedan surgir de una implementación f́ısica con hardware y software y que
se aportan en uno completamente funcional, disminuyendo aśı, los tiempos de simulación y
los costos asociados a una experimentación, incluyendo muchas veces los riesgos de averiar
por daños del prototipo diseñado.
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Controlador y Planta
Figura 2-10.: Simulación en Simulink con FlightGrar V3.6.
Se realiza una simulación que utiliza el ambiente de Matlab-Simulink del sistema linealizado,
que se explica en la sección 2.3, el cual permite introducir las limitaciones del actuador o
servomotor estudiado en la sección 2.3 y el modelo de las perturbaciones atmosféricas que
se plantea en la sección 2.3.1, alrededor del punto de operación con condiciones iniciales
especificas. El esquema de la simulación propuesta, se presenta en la figura 2-10, que utiliza
el Aerospace Toolbox de Matlab-Simuink para simular la aeronave, y se emplea FlightGear
V3.4 para visualizar la simulación por medio de protocolos de comunicación en Red como
TCP/IP.
2.4.1. Simulación utilizando estrategias de Software In the Loop
Las simulaciones bajo el enfoque Software In the Loop, se realizan integrando simulink y
FlightGear V3.4, con un ordenador que ejerce como plataforma de simulación utilizando
Windows Real Time ó WRT [MathWorks, 2019b], una configuración de Matlab-Simulink
que permite dedicar parte del procesamiento del ordenador para una aplicación en tiempo
real, sobre el sistema operativo Windows y que interactúa con módulos entrada-salida de
adquisición de datos. De esta manera, permite ejecutar el algoritmo de control en tiempo
real (en el dominio discreto) integrado con una tarjeta de adquisición de datos seleccionada,
Sensoray 626 [Sensoray Co., 2004], con el propósito de enviar las salidas análogas y digitales
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para poder tener una representación f́ısica de las mismas e integrarlas con otros sistemas,
utilizando el lenguaje base que tiene el hardware a utilizar como control automático de vuelo.
Para simular y ejecutar el modelo no Lineal del UAV o lo que en control se denomina como
planta, se emplea un ordenador con Windows Real Time con dos tarjetas de adquisición
de datos de National Instrumenst PCI-6024E [National Instruments, 2000], lo que permite
tener una representación en tiempo real de todas sus entradas-salidas por medio de señales
analógicas y digitales. Esta simulación incluye condiciones meteorológicas como ráfagas de
aire turbulentas, un modelo de atmósfera, el modelo del campo magnético, un modelo de la
gravedad y una simulación del viento aplicado, utilizando el Aerospace Toolbox de Matlab-
simulink y algunas limitaciones en hardware y software propias de una implementación real,





6 Canales ADC y DAC 
PCI
Sensoray S626 NI-PCI 6024E
Controlador Planta no Lineal
Figura 2-11.: Windows Real Time, usando Sensoray 626 para el controlador, y dos tarjetas
NI-6024E para simular la planta.
El diagrama que explica la simulación realizada se presenta en la Figura 2-11, donde se
puede verificar a manera de esquema, cómo se implementan los diferentes recursos para
lograr dicha simulación bajo el enfoque de Software in the Loop.
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2.4.2. Simulación utilizando estrategias de Hardware In the Loop
La simulación de Hardware In the Loop, comprende la aplicación del sistema de control sobre
el hardware definitivo a implementar en una experimentación del UAV en vuelo, la tarjeta
seleccionada es la C2000 Delfino MCU F28377S LaunchPad development kit, una poderosa
tarjeta de desarrollo, enfocada a la ejecución de procesos de control discretos en tiempo real
y que cuenta con numerosas caracteŕısticas ver [Texas Instruments, 2019].
En esencia, el MCU MCU F28377S es un DSP procesador de señales digitales, que procesa
y ejecuta los algoritmos de control diseñados y permite a su vez interactuar con el siste-
ma implementado que simula el UAV no lineal, mientras que, transmite los datos v́ıa USB
2.0 a un ordenador. Se utiliza para ello, el ambiente de desarrollo y prototipado EMBED-
SolidThinking [Altair Engineering, 2019] el mismo que permite programarlo, mediante un
lenguaje de programación gráfico muy similar al de Matlab-Simulink y de esta manera dis-
minuir los tiempos de desarrollo de los algoritmos de control.
El esquema funcional de la implementación realizada se presenta en la Figura 2-12, donde se
muestra la interacción de los diferentes hardware y software implementados con los algoritmos




NI-PCI 6024ETI Delfino MCUs F28377S LaunchPad 
Controlador de Vuelo
Visualización y prototipado de Controladores
EMBED - SolidThinking
6 Canales ADC y DAC 
USB-2.0
Planta no Lineal
Figura 2-12.: Delfino Lauchpad, como controlador usando Embed y Simulink-WRT con dos
tarjetas NI-6024E, simulando el UAV no-lineal.
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Sin embargo, surge la necesidad de incluir un sistema que posibilite el control manual del
UAV simulado, mediante un mando remoto o emisor de radio a una frecuencia de 2,4 Ghz,
manipulado por un piloto experimentado en tierra. Por lo tanto, se implementa un sistema
de codificación de señales, Modulación por Posición de Pulso o PPM (Pulse Position Modu-
lation), por sus siglas en inglés, para interpretar las señales emitidas por un receptor de radio
control, y aśı interactuar con el piloto en el sistema planta-controlador diseñado, añadiendo
de esta manera la opción de control manual de la aeronave, propio de todos los controladores
de vuelo comerciales para aeromodelismo.
El diagrama funcional de la implementación realizada se muestra en la Figura 2-13, presen-
tando el MCU F28377S LaunchPad como controlador de vuelo, un radio controlador emisor
de 2,4 Ghz manipulado por un piloto en tierra, un receptor de radio control a 2,4 Ghz, el
sistema de simulación de la planta con Simulink-WRT, y los demás elementos que inter-
accionan como el ordenador para visualización de señales. Debido, a la interacción con el
sistema de radio-control se debe contemplar un retardo de al menos 40ms, originado por la
codificación, decodificación y transporte de la señal de radio frecuencia.





6 Canales ADC y DAC 
USB-2.0
TI Delfino MCUs F28377S 
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Figura 2-13.: Se incorpora un control remoto para un usuario del UAV, en la simulación
de Hardware In the Loop .
3. Diseño de controladores ADRC-GPI
En este caṕıtulo se estudia de manera detallada los diferentes sistemas de control, derivados
de implementar el enfoque de controlador proporcional integral generalizado o GPI. En la
primera sección, se hace una breve descripción de los objetivos de control a conseguir con los
diferentes controladores basados en control GPI y rechazo activo de perturbaciones ADRC.
La segunda sección, muestra los algoritmos para el diseño de controladores GPI robustos
y su implementación en tiempo discreto, usando como planta el modelo lineal del UAV en
estudio. La tercera sección, ofrece todo el marco teórico de diseño de controladores ADRC
con Observador GPI y su implementación en tiempo discreto. En cada sección se realiza
una comparación entre las estrategias diseñadas y se muestra con detalle el comportamien-
to del error de seguimiento y de estimación, dichos análisis se obtienen utilizando ı́ndices
cuadráticos de desempeño.
3.1. Planteamiento del problema de control
Los veh́ıculos aéreos constituyen un escenario de amplia aplicación para el control de siste-
mas dinámicos y en general para la automatización, y cada vez más se incrementa el uso de
sistemas de control autónomo con el propósito último de disminuir la interacción directa de
un piloto en las aeronaves.
Entre los objetivos más importantes en un sistema de control automático de una aeronave se
encuentran: mantener la estabilidad en todo momento incluso durante cambios repentinos en
el medio ambiente, como turbulencias atmosféricas, mantener bajo control la aeronave aún
cuando se encuentre algún actuador en estado de saturación, admitir cambios del punto de
operación, contemplar cambios entre diferentes controladores y el control manual ó el reali-
zado por un piloto de manera segura; lo anterior sin desmejorar el seguimiento de referencias
y trayectorias en el espacio.
Los objetivos principales de un sistema de control de actitud de los ángulos de orientación
Alabeo, Cabeceo y Guiño (Roll, Pitch y Yaw, en inglés respectivamente) de una aeronave son:
realizar el seguimiento robusto de los mismos, manejar el acoplamiento que existe entre los
ángulos de orientación, evitar que la aeronave entre en un estado de pérdida lo que consiste en
una disminución súbita de la fuerza de sustentación y mantener la estabilidad de la aeronave.
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Otros problemas de control que trata de manera detallada el caṕıtulo 4, se derivan de imple-
mentar estrategias de control de tipo GPI sobre un aeromodelo simulado o f́ısico, dado que,
se hace indispensable dotar dichos controladores de métodos para manejar la saturación de
los actuadores, lo cual se debe en general, a que los controladores y observadores GPI se
implementan con cadenas de integradores, para conseguir rechazar perturbaciones y realizar
un seguimiento robusto de referencias.
A continuación, se realiza la śıntesis de tres controladores de posición de forma independiente,
para cada uno de los ángulos principales de rotación de la aeronave y donde se utiliza parte de
la información obtenida a partir del modelo lineal, seguido de una validación sobre el modelo
no lineal del UAV seleccionado. Éstas estrategias son evaluadas en el caṕıtulo 5 empleando un
sistema de Hardware In the Loop que utiliza la plataforma de desarrollo Launchpad-Delfino.
3.1.1. Planteamiento general de la salida plana
Para sistemas lineales invariantes en el tiempo representados en función de transferencia
con salida Y (s) y entrada U(s) de la forma Y (s) = G(s)U(s) = Y (s) = N(s)
D(s)
∗ U(s), existe
una función endógena f(t) llamada salida Plana, con transformada de Laplace F (s), que
representa la entrada y la salida del sistema como una combinación finita de derivadas en el
tiempo de f(t) [Sira-Ramirez and Agrawal, 2004], lo que se denomina planitud diferencial,
este concepto está estrechamente relacionado con la controlabilidad en los sistemas SISO.
La ecuación (3-1) muestra el planteamiento general de la salida plana.
En donde se propone que: la salida Y (s) esté expresada en un número finito de derivadas de
una función plana F (s) determinado por el numerador G(s). Y la entrada del sistema U(s)
se pueda representar de igual manera utilizando el denominador de G(s) como:
Y (s) = N(s)F (s) y U(s) = D(s)F (s) (3-1)





m−1 + · · ·+ b1s+ b0
sn + ansn−1 + · · ·+ a1s+ a0
U(s), m ≤ n (3-2)
El siguiente desarrollo se extrae de [Sira-Ramirez and Agrawal, 2004]. Considere el sistema
representado en la ecuación (3-2), con dos polinomios coprimos en el numerador y denomina-
dor. Entonces la representación de U(s) en términos de la salida plana F (s) para el sistema
en (3-2) se puede plantear como (3-3).
F (s) =
κ
sn + ansn−1 + · · ·+ a1s+ a0
U(s) (3-3)
26 3 Diseño de controladores ADRC-GPI
Donde la contante κ es diferente de cero, si consideramos el operador s como un operador
diferencial d
dt
, la ecuación en (3-3) se puede reescribir en el dominio del tiempo como una
combinación lineal de derivadas expresadas como se muestra en (3-4), de la misma forma se







+ · · ·+ a1
df
dt

















De manera sencilla se puede realizar una representación del sistema en variables de estado
en función de la salida plana de la ecuación (3-3), con las siguientes variables de estado













 f = x1 (3-6)
Donde las matriz A, y los vectores b y c, se expresan en (3-7):
A =






0 0 · · · 1
−a0 −a1 · · · −an−1






 , c = 1κ (b0 · · · bm 0 · · · 0) (3-7)
Encontrando que A ( la matriz de estados), corresponde con la matriz de controlabilidad de
rango completo C = [b, A,A2b, · · · , An−1b]nxn, donde n es el orden del denominador de G(s).
Observación 1. Se puede redefinir la representación en (3-6) tomando como entrada al
sistema v = F n = κu − a0f − a1ḟ − · · · − an−1f (n−1) para construir la forma canónica
de Brunovsky, una representación simplificada de un sistema a través de una cadena de
integradores como se muestra en (3-8) :
ẋ =






0 0 · · · 1








Construyendo entonces una representación simplificada en el dominio del tiempo del sistema
en (3-2) con salida y(t) y entrada v(t) como:
y(n)(t) = v(t) (3-9)
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Al proponer el sistema y en general la planta modelada en términos de una salida plana,
se simplifica el diseño de controladores de tipo GPI robusto, ya que se diseña y controla la
dinámica de la salida plana F (s), y por ende, se controla de manera indirecta la dinámica
de la planta G(s). Lo anterior, también simplifica el cómputo del controlador, pues F (s) no
tiene ceros. Sin embargo, este procedimiento exige un especial cuidado cuando existen ceros
de fase no mı́nima en la planta, éstos se deben tratar con especial atención para no generar
una cancelación polo-cero inestable.
3.2. Control GPI robusto
El enfoque de controladores GPI robustos, se aplica sobre sistemas planos lineales y no li-
neales descritos en la ecuación (3-9), como una función simplificada entrada-salida descrita
a continuación (3-10). En este caso, y(t) coincide con la salida plana descrita en la ecuación
(3-3):
y(n) = κ(y, t)u+ ξ(y, ẏ, . . . , y(n−1), t) (3-10)
Donde κ(y, t), es una función de control escalar no lineal que se asume conocida, mientras
que el término aditivo de la perturbación ξ
(
y, ẏ, . . . , y(n−1), t
)
, resume el total de los efectos
desconocidos que perturban y afectan el sistema de diversas maneras, y son originadas por:
Incertidumbres endógenas, que corresponden a los parámetros con incertidumbre intŕınse-
ca a la aproximación del modelo base, para el diseño de los algoritmos de control.
Efectos de dinámicas no modeladas, que representa a estados no conocidos o descarta-
dos a propósito, ya sean de naturaleza lineal o no-lineal.
Perturbaciones exógenas, que representan señales de perturbación desconocidas, sin
estructura y ruidos.
En los esquemas de control GPI robusto (revisar [Michel Fliess, Richard Marquez, 2006]),
se conserva el orden del sistema original n y la ganancia que acompaña al controlador κ,
como elementos conocidos claves para el diseño orientado al modelo. Se adopta entonces un
modelo simplificado de la planta de la forma:
y(n)(t) = κu(t) + ξ(t) (3-11)
Donde ξ(t) se asume como una señal uniforme absolutamente acotada. La ganancia constante
de entrada κ, se selecciona cuidadosamente como el promedio caracteŕıstico de la ganancia
de entrada al sistema, calculado sobre la base del comportamiento nominal del sistema y de
la trayectoria de ganancia del modelo real: ξ(y∗(t), ẏ∗(t), . . . , [y∗(t)](n−1), t) donde y∗(t) es la
referencia de trayectoria seleccionada para el sistema.
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El sistema simplificado (3-11), se expresa como una salida planta 3.1.1 tal que, y(t), sigue
una referencia dada por y∗(t), a pesar de estar expuesto a una perturbación acotada pero
desconocida ξ(t). En general, se puede asumir la disponibilidad de los términos que dependen
de la señal de referencia como y∗(t)(n) debido a que se conocen de antemano y se pueden
calcular de manera anticipada.
Bajo esta consideración, en el dominio de la transformada de Laplace, comúnmente conocida






n+m−1 + . . .+ k1s+ k0





El error de seguimiento del sistema de lazo cerrado, está denominado por el lado izquierdo
de la ecuación (3-13), y el lado derecho, corresponde al residuo que queda del tratamiento
de la perturbación que persiste mediante su m− ésima derivación:
(s2n+m−1 + k2n+m−2s
2n+m−2 + . . .+ k0)ey(s) =
(sn−1 + k2n+m−2s
n−2 + . . .+ kn+m)(s
mξ(s))
(3-13)
Los polos del sistema de control están dominados por el polinomio Hurwitz pe(s) = s
2n+m−1+
k2n+m−2s
2n+m−2 + . . .+ k0 y solo es posible garantizar una convergencia asintótica del error
de seguimiento en un conjunto de convergencia o bola, donde el radio de éste se puede selec-
cionar y hacer tan pequeño como se desee, mediante la selección del conjunto de ganancias
k2n+m−2, k2n+m−3, · · · , k0; en el control GPI robusto, al utilizar altas ganancias se obtienen
cotas pequeñas en el error de seguimiento e(t). Sin embargo, en la medida en que se tiene más
certeza del modelo interno de la perturbación, se puede prescindir del uso de altas ganancias
en este tipo de controladores.
Observación 2. Cuando no se cuenta con el conocimiento previo de la señal de referencia
y∗(t), se puede redefinir el controlador GPI diseñado con un procedimiento alternativo como
se muestra a continuación:
sny(s)− sny∗(s) = κu(s) + ξ(s)− sny∗(s) (3-14)
Considerando que el error de seguimiento esta definido como: ey = y − y∗, la ecuación en
(3-14) queda redefinida en términos de éste, como la ecuación (3-15):
sney(s) = κu(s) + ξ1(s) (3-15)
Donde el término de la perturbación ξ1(s)absorbe los términos adicionales desconocidos como
ξ1(s) = ξ(s) − sny∗(s), definiendo entonces una versión mas simple de la ley de control en





n+m−1 + . . .+ k1s+ k0
sm (sn−1 + k2n+m−2sn−2 + . . .+ kn+m)
]
ey(s). (3-16)
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Tomando la definición de (3-16), en la forma propuesta en (3-13), para obtener la dinámica
del error de seguimiento que se presenta en la ecuación (3-17), ésta se encuentra acotada en
un conjunto o bola, lo produce una salida estable y acotada, siempre que ξ1(s) la señal que




n−2 + . . .+ kn+m)s
m
s2n+m−1 + k2n+m−2s2n+m−2 + . . .+ k0
]
ξ1(s). (3-17)
3.2.1. Sintonización de controladores GPI
Se realiza el diseño de un controlador a partir del sistema propuesto en (2-23), que representa
el sistema Lineal Invariante en el Tiempo y SISO, para la posición del ángulo de elevación
con salida θ(t) definida como θ(n) + an−1θ
(n−1) + ..+ a1θ̇ + a0θ = u, entrada uele(t) definida
como el ángulo de inclinación del elevador con respecto al eje longitudinal de la aeronave
δele. Se procede entonces, al diseño del control GPI robusto para θ de orden relativo n = 4
y con m = 1 integradores en su estructura. Por lo tanto, el grado relativo del polinomio
caracteŕıstico gr(Pele) del error de seguimiento necesario para sintonizar el controlador se
define en la ecuación (3-18) como:
gr(Pele) = 8 = 2 ∗ (4) + (1)− 1 = 2n+m− 1 (3-18)
Se plantea la dinámica del sistema, en términos de un número finito de derivadas de la fun-
ción plana para el elevador fele, como se muestra en las siguientes ecuaciones (3-19) y (3-20):






s4 + 73,75 ∗ s3 + 1413 ∗ s2 + 1,189 ∗ 104 ∗ s
∗ Uele(s) (3-20)









uele y se plantea una ley que imponga la dinámica deseada del error de la salida plana fθ(s)se









s(k8s3 + k7s2 + k6s1 + k5)︸ ︷︷ ︸
CGPI
∗(fθ − f ∗θ ) + U∗ele (3-21)
Para este ejemplo en particular κθ = 1, y en consecuencia la ley de control GPI se representa
por (CGPI), y cada término se describe por (3-22):
uele = u
∗





La construcción del controlador CGPI , se reduce entonces a un problema de colocación de
polos, que se puede resolver a partir de un caso particular de la ecuación de Diofanto, deter-
minado por (3-23).
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BGPI(s) ∗ 1 + AGPI(s) ∗Dθ(s) = Pele(s) (3-23)
Donde, BGPI(s) y AGPI(s) son el numerador, y denominador de CGPI(s) y Dθ(s) es el deno-
minador de θ(s). Si consideramos un polinomio arbitrario deseado, Pele(s) = (s+ 15)
8 para
sintonizar el controlador GPI a partir del vector Kele como (3-24), es importante mencionar,
que desde un punto de vista óptimo no es conveniente utilizar polos repetidos. La Figura
3-1, presenta el diagrama de bloques de la implementación del sistema de control con GPI
robusto.
Pele(s) = s
6 + 90s5 + 3375s4 + 67500s3 + 759375s2 + 4,556e06s+ 1,139e07


























Figura 3-1.: Diagrama de bloques implementación control GPI robusto en UAV no lineal,
usando Matlab-Simulink.
Los coeficientes del controlador Kele = [k1, ..., k2n+m−1] son a la vez solución a la ecuación
de Diofanto, resultado de proponer el sistema de ecuaciones expuesto en (3-23) en términos
de (3-25). El desarrollo del problema de colocación de polos, se encuentra en [Ogata, 2013],
solucionado a través del cálculo de la matriz de Sylvester .
K = M−1Sylvester ∗ P
′
deseado (3-25)
El controlador resultante del proceso de sintonización se construye como (3-26):
Uele(s) =
6,943e05s4 + 2,088e07s3 + 2,845e08s2 + 1,367e09s+ 2,563e09
s4 + 46,25s3 + 1476s2 + 2899s
∗ (fθ − f ∗θ ) + U∗ele
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(3-26)
El procedimiento descrito para sintonizar controladores GPI, se repite para obtener los con-
troladores de los ángulos φ y ψ del UAV en estudio. En la Figura 3-2, se puede constatar
que mediante una ley de control diseñada para la salida plana, se controla el sistema lineal
del UAV presente en la ecuación (2-23), teniendo un comportamiento del error de estado
estacionario, que tiende de manera asintótica a cero ess ≈ 0 y un rechazo de perturbacio-
nes de primer orden. En la Figura 3-2, se observa como el controlador diseñado rechaza
perturbaciones de primer orden.
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Seguimiento de referencias * control GPI con salida Plana
*
(t)
Figura 3-2.: Seguimiento de referencias Fθ y el ángulo de elevación θ.
El control GPI, permite mejorar la robustez y el rechazo de perturbaciones mediante el
aumento de su orden relativo y la adición de integradores en su estructura. En la Figura
3-3, se muestra un ejemplo gráfico que utiliza la dinámica del ángulo θ como planta, donde
realiza la comparación de controladores idénticos de tipo GPI pero con la adición entre 1 y
4 integradores a la ley de control. Al aumentar el orden del controlador, también aumenta
su complejidad y la magnitud de las constantes del polinomio caracteŕıstico del error de
seguimiento.
La Tabla 3-1, presenta una breve comparación de cómo vaŕıa el error de seguimiento debido
al incremento de integradores en la estructura del controlador GPI, los polinomios carac-
teŕısticos del error de seguimiento de cada controlador conservan los polos propuestos en
(3-24), pero dado al incremento de orden en los controladores, se adiciona, uno o más polos
reales lejanos al origen del plano complejo. Esta comparación se realiza, utilizando ı́ndices
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de desempeño como IAE o la integral absoluta del error, e ISE ó integral cuadrática del
error. En la misma Tabla, también se muestra, como el controlador con menores ı́ndices
de integración del error es el GPI4ord es a su vez el que cuenta con 4 integradores en su
estructura.












Seguimiento de referencias y rechazo de perturbaciones en [Pitch]











(a) Comparación de seguimiento de referencias de y∗ de controladores GPI de 1 hasta 4 integradores.











Error de seguimiento para [Pitch]












(b) Comparación de errores de seguimiento ey de controladores GPI de 1 hasta 4 integradores.
Figura 3-3.: Comparación de seguimiento y error de seguimiento, presentado por controla-
dores de 1 a 4 integradores en su estructura.
Para evaluar el error de seguimiento, es necesario analizar su acumulación a través del tiempo,
por los que se usan los ı́ndices ITAE e ITSE (ver anexo A), que permiten evaluar en
cierta medida los tiempos de asentamiento de los controladores, seguimiento de referencias y
rechazo de perturbaciones. Al utilizarlo, se puede mostrar en este caso en particular, que el
sistema de control no presenta mejoras significativas con respecto al tiempo de asentamiento
cuando tiene dos (2) integradores en su estructura de control. El desarrollo de los ı́ndices de
comparación se puede verificar en el anexo A.
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Tabla 3-1.: Índices de desempeño del error de seguimiento
control GPI de 1-4 integradores en la estructura.
Índices de desempeño
N o integradores en C
IAE ISE ITAE ITSE
GPI1ord 0.7412 0.0439 14.5239 0.7274
GPI2ord 0.3065 0.0177 4.1078 0.1340
GPI3ord 0.3367 0.0190 4.2383 0.1447
GPI4ord 0.3045 0.0175 3.5328 0.1246




Seguimiento de referencias para Pitch 





Error de segumiento para Pitch 




Señal de control elevador para Pitch 















































Figura 3-4.: Seguimiento de referencias, señales de error y señal de controladores GPI ro-
busto con 1 a 4 integradores en su estructura, en presencia de una turbulencia
atmosférica.
En la Figura 3-4, se muestra como los controladores [GPI1ord, · · · , GPI4ord] realizan el segui-
miento de referencias tipo paso, mientras están sometidos a una perturbación o turbulencia
atmosférica aplicada sobre el eje vertical de la aeronave (Z), representada por una función










del aire a 6,096 m o 20 ft de altura, la velocidad lineal del UAV Vs = 17
m
s
y de la altura
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de operación h = 100 m sobre el nivel del mar del UAV. La turbulencia aplicada Hq(t) se
presenta en la Figura 3-5, esta afecta de manera directa la velocidad de rotación en el eje Y
denotada por q(t), variable de estado del sistema modelado, adicionalmente, Hw(t), afecta
la velocidad lineal sobre el eje Z ó w(t).
Tabla 3-2.: Comparación de sobre pico y cota máxima del error de segui-
miento.
Índices de desempeño
N o integradores en C
ISE ITSE norma H∞ de ey % Sobre pico
GPI1ord 0.0433 0.7235 0.3492 [rad] 12.78 %
GPI2ord 0.0171 0.1301 0.3470 [rad] 36.34 %
GPI3ord 0.0184 0.1411 0.3478 [rad] 42.29 %
GPI4ord 0.0168 0.1209 0.3481 [rad] 64.35 %





























Figura 3-5.: Turbulencia atmosférica aplicada sobre el eje vertical, afectando principalmen-
te a q(t) y w(t), variables de estado del modelo de UAV.
La turbulencia aplicada, tiene una atenuación leve a medida que se aumenta el orden del
controlador, sin embargo, disminuye cuando se tiene dos o más integradores, los ı́ndices
de desempeño de los controladores implementados se presentan en la Tabla 3-2, estos re-
sultados muestran que no es necesario, para este caso particular, aumentar el orden del
controlador, dado que no se obtiene una disminución significativa de los efectos generados
por la perturbación aplicada, por lo tanto, se diseñan con un solo integrador en su estructura.
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Complementando el análisis, se evalúa la cota máxima del error de seguimiento y el sobre-
pico obtenido con los controladores diseñados. En la Tabla 3-2, se puede verificar que la
cota máxima del error de seguimiento que tienen los controladores, siendo ésta muy similar
y uniforme. Sin embargo, el sobre pico, vaŕıa al aumentar el número de integradores de ma-
nera considerable, ya que el controlador con un (1) integrador en su estructura tiene 12.78 %
y el controlador con dos (2) o mas integradores, presenta sobre pico a partir del 36.34 % en
adelante, exigiendo el sistema y sus actuadores.
La sintonización de los controladores GPI robustos para los ángulos [φ, θ, ψ] objeto de con-
trol, se realiza con los polinomios caracteŕısticos presentes en la Tabla 3-3, los polos son
seleccionados utilizando un método de optimización de tipo LQR, usando la salida plana de
cada uno de los ángulos. Aunque otra alternativa posible, es utilizar polos reales o complejos
conjugados de multiplicidad n, sin embargo, ésta no resulta ser efectiva.
Tabla 3-3.: Polinomios caracteŕısticos para el error de seguimiento controles GPI.
Ráıces
Polφ(s) (s+ 46,59)(s+ 16,06)(s+ 4,799)(s+ 1,027)
(s2 + 3,553s+ 26,86)(s2 + 3,643s+ 29,4)(s2 + 40,85 + 753,9)
Polθ(s) (s+ 34,29)(s+ 20,87)(s+ 3,247)(s+ 1,044)
(s2 + 21,63s+ 184,6)(s2 + 91,73s+ 6687)
Polψ(s) (s+ 49,85)(s+ 19,24)(s+ 15,92)(s+ 1,099)
(s2 + 1,743s+ 0,7733)(s2 + 9,424s+ 95,15)(s2 + 37,35s+ 2073)
La Figura 3-6, presenta de forma gráfica el seguimiento de referencias tipo paso, los errores
de seguimiento y las señales de control que se obtiene resultado de implementar tres contro-
ladores GPI robustos en los ángulos de orientación sobre el modelo no lineal. Para evaluar el
seguimiento de referencias, se construye una señal que re-oriente el sistema y lo lleve al punto
inicial, una vez se estabilice el sistema de control que consiste en señales tipo paso invertidas.
Para este análisis, se determina una duración de 4 segundos por pulso y una amplitud de 10
grados.
Los resultados que se obtienen de implementar los controladores GPI, se presentan en la
Tabla 3-4, donde se comparan ı́ndices de desempeño de seguimiento del error ey y la señal
de control u, además, se analiza la cota máxima del error de seguimiento y el porcentaje
de sobre pico obtenido con cada estrategia. También, se muestra que el controlador que
presenta mayor porcentaje de sobre pico, es el GPIφ(s) para el ángulo de rotación [Roll]
con un 20,3 %, pero es el control con menor tiempo de asentamiento 4 seg. Por otro lado, el
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Figura 3-6.: Seguimiento de referencias [θ, φ, ψ], señales de error [eθ, eφ, eψ] y señales de
control [elevador, timón, alerones] del sistema con controladores GPI robusto.
controlador diseñado para el ángulo de orientación [Y aw] GPIψ(s) expresa un sobre pico de
9,87 %, sin embargo, su tiempo se asentamiento es de 6 seg.




ISE ITSE ITSU norma H∞ de ey % Sobre pico
GPIφ(s) 0.0428 0.3885 0.5266 0.3453 [rad] 20.31 %
GPIθ(s) 0.0309 0.4688 0.4718 0.3426 [rad] 11.55 %
GPIψ(s) 0.0374 0.8994 1.1245 0.3537 [rad] 9.87 %
3.2.2. Sintonización de controladores GPI robusto en tiempo discreto
El método de śıntesis de controladores GPI robusto en tiempo discreto, fue propuesto en
[Cortés and Ramos, 2015], sin embargo, en esta investigación se trasladaron los diseños rea-
lizados en la sección 3.2, del dominio S al plano discreto Z. La ecuación (3-27), presenta
la estructura del controlador en el dominio discreto. La Tabla 3-5, expone las ráıces de los
polinomios caracteŕısticos del error de seguimiento sintonizados para los controladores de
actitud para los ángulos [φ, θ, ψ] del UAV, estos se obtienen del producto de trasladar los
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n+m−2 + · · ·+ α1z1 + α0
(z − 1)m(zn−1 + α2n+m−2zn−2 + · · ·+ αn+m)
∗ (Y (z)− Y ∗(z)) + U∗(z)
(3-27)
Tabla 3-5.: Polinomios caracteŕısticos para el error de seguimiento de controladores GPI
discretos.
Ráıces
Polφ(z) (z − 0,7253)(z − 0,3938)(z − 0,9085)(z − 0,9797)
(z2 − 1,93z + 0,9401)(z2 − 1,91z + 0,9295)(z2 − 1,479z + 0,5748)
Polθ(z) (z − 0,5037)(z − 0,6588)(z − 0,9371)(z − 0,9793)
(z2 − 1,494z + 0,612)(z2 + 0,3308z + 0,2324)
Polψ(z) (z + 0,3690)(z − 0,6819)(z − 0,7273)(z − 0,9783)
(z2 − 1,96z + 0,962)(z2 − 1,56z + 0,6498)(z2 − 1,21z + 0,4404)
La Figura 3-7, muestra el seguimiento de referencias realizado por los compensadores di-
señados, pero se enfatiza en mostrar el acoplamiento que persiste aún después de la imple-
mentación del controlador GPI, entre los ejes lateral direccional de la aeronave figura (b)
y (c). Este acoplamiento es bastante fuerte y se debe considerar al sintonizar las diferentes
estrategias, además, se puede evidenciar el incremento de sobre pico con respecto a las simu-
laciones en tiempo continuo, y como se acentúan los polos complejos conjugados del modelo
(modos del modelo).
Los resultados de esta implementación se presentan en la Tabla 3-6, donde se destaca entre
otros, la variación que tiene el sobre pico y los diferentes ı́ndices de desempeño, con respecto
al sistema de control en tiempo continuo, que usa compensadores equivalentes ver Tabla 3-4,
en ella, se puede evidenciar un aumento de sobre pico en la versión discreta del control para
el ángulo de orientación de cabeceo (pitch), GPIθ(z), de 8 %.
Tabla 3-6.: Índices de desempeño del error de seguimiento control GPI discreto
para [φ, θ, ψ].
Índices de desempeño
Controladr GPI
ISE ITSE ITSU norma H∞ de ey % Sobre pico
GPIφ(z) 0.036 0.319 0.55 0.3304 [rad] 17.1235 %
GPIθ(z) 0.035 0.525 6.47 0.3385 [rad] 19.4587 %
GPIψ(z) 0.033 0.779 1.19 0.348 [rad] 10.4859 %
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(a) Seguimiento del ángulo θ de controlador GPI robusto discreto.



















(b) Seguimiento del ángulo φ con controlador GPI robusto discreto.




















(c) Seguimiento del ángulo ψ con controlador GPI robusto discreto.
Figura 3-7.: Simulación no lineal del seguimiento de ángulos [φ, θ, ψ] del UAV, usando con-
trol GPI robusto.
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3.3. Controlador con observador GPI
Este enfoque de control, construye una ley que impone una dinámica deseada sobre ey a
partir de un observador Luenberger de estado extendido o ESO, que estima las variables de
estado del sistema y una señal de perturbación equivalente ξ(t) a la entrada de la planta.
Esta estrategia recoge y usa el concepto de Planitud Diferencial en sistemas lineales, que se
describen en la ecuación (3-8), como una cadena de integradores de orden n (3-9).
La perturbación equivalente ξ(t) recoge las no linealidades, incertidumbres y perturbaciones
del sistema ζ(t), y se define de manera idéntica al concepto de perturbación utilizado en el
planteamiento de las estrategias de control GPI robusto de la sección 3.2.
De acuerdo a lo anterior, se construye un sistema simplificado de la planta que conserva parte
de la dinámica de la misma como: y(n)(t)+any(n−1)(t)+ · · ·+a1 ˙(y)(t)+a0y(t) = κ(y, t)u(t)+
ζ(t), y se computa una señal equivalente de perturbación como :ξ(t) = −any(n−1)(t)− · · · −
a1 ˙(y)(t) − a0y(t) + ζ(t). La función κ(y, t), se define de manera idéntica al planteamiento
utilizado en la śıntesis de controladores GPI.
3.3.1. Planteamiento general del observador GPI
Se construye un observador con n + m estados, siendo m los extendidos adicionales del
observador GPI, que utilizan para la estimación en ĺınea de una función de perturbación
equivalente ξ(t) sobre el sistema (3-28), que hereda el orden relativo n del sistema o planta.
y(n)(t) = κu(t) + ξ(t) (3-28)
Se selecciona el número de estados extendidos de acuerdo al orden relativo conocido de ξ,
y se asume que la m − ésima derivada de d
mξ(t)
dtm
≈ 0 es aproximadamente cero. El modelo
construido de la perturbación es seccionalmente válido para una ventana de tiempo definida,
lo que implica que el sistema es capaz de rechazar efectivamente familias de polinomios del
mismo orden m− 1 ó (a0 + a1t+ ...+ am−1tm−1).
El desarrollo matemático para el planteamiento del observador GPI se puede consultar en
[Sira-Ramirez et al., 2011, Cortes-Romero et al., 2009], este se realiza en variables de estado.
La ecuación (3-29) presenta la construcción de un observador GPI, introduciendo el error
de estimación a todas las variables de estado estimadas del sistema, lo que permite dicho
desarrollo teórico y la propagación del error de estimación, concepto que se maneja de modo
usual en la construcción de observadores de estado. Donde xi son las variables de estado de
(3-28).
x1 = y; x̂1 = y + ẽy (3-29)
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ẋ1 = x2; ˙̂x1 = x̂2 + λn+m−1ẽy






ẋn−1 = xn; ˙̂xn−1 = x̂n + λm+1ẽy
ẋn = κu(t) + ξ(t); ˙̂xn = ẑ1 + κu(t) + λmẽy




˙̂zm−1 = ẑm + λ1ẽy
˙̂zm = 0 + λ0ẽy
El error de estimación se obtiene de ẽy = y− ŷ, y la estimación de la perturbación se denota
como z1 = ξ̂(t), adicionalmente, el último estado corresponde con ẋn = y
(n)(t). Los estados
extendidos del observador están definidos como una cadena de integradores de orden m.
De la ecuación (3-29) se tiene que żm =
dmξ̂(t)
dtm
≈ 0, es el polinomio caracteŕıstico de propa-
gación del error de estimación en el observador GPI denotado por Λ, este se compone de los
términos λi, con i = 0, 1, ..., n, ..., n+m− 1.
Se procede a encontrar la dinámica del error de estimación, a partir de restar el observador
GPI de sistema en variables de estado, y se encuentra que su dinámica esta dominada por
el polinomio formado con los términos λi. La base del desarrollo se encuentra en la ecuación
(3-30).
ẽy = x1 − x̂1
˙̃ey = ẋ1 − ˙̂x1 = ẋ2 − ˙̂x2 − λn+m−1ẽy (3-30)
˙̃ey + λn+m−1ẽy = ẋ2 − ˙̂x2





y + · · ·+ λm+1ẽy = ẋn − ˙̂xn
ẽ(n)y + λn+m−1ẽ
(n−1)





y + · · ·+ λ2 ˙̃ey + λ1ẽy = ξ(m−1)(t)− ẑm
ẽ(n+m)y + λn+m−1ẽ
(n+m−1)
y + · · ·+ λ1 ˙̃ey + λ0ẽy = ξ(m)(t)
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Se obtiene entonces, una dinámica del error de estimación que depende de la cota de
[ξm(t) − ̂̇zm], sin embargo, ξ(t) es una señal continua absolutamente acotada, por lo que
este planteamiento es estable por construcción y al seleccionar un polinomio Hurwitz carac-
teŕıstico para el error de estimación [Λ] se garantiza convergencia y estabilidad del método.
La representación en Laplace de la dinámica del error se muestra en la ecuación (3-31):
sn+mẼy + λn+m−1s
n+m−1Ẽy + · · ·+ λ1sẼy + λ0Ẽy = smξ(t)− sẐm (3-31)
Se plantea entonces, una ley de control que incluya la estimación de la perturbación ẑ1 = ξ̂(t)
y se construye la dinámica del error de seguimiento, utilizando los estados estimados con el
observador GPI. Para imponer una dinámica en el error de seguimiento, se pueden tomar
como ejemplo el control GPI robusto, y construir un polinomio caracteŕıstico del error de




(y∗(n) − kn−1(x̂n − y∗(n−1))− · · · − k0(x̂1 − y∗)− ξ̂(t)) (3-32)
La dinámica del error de seguimiento, esta caracterizada en este caso, por el polinomio
formado por los coeficientes ki con i = 0, 1, ..., n − 1 y se presenta en (3-33), al reemplazar
u(t).
y(n) − y∗(n) + kn−1(x̂n − y∗(n−1)) + · · ·+ k0(x̂1 − y∗) = ξ(t)− ξ̂(t) (3-33)
Se definen los diferentes tipos de error de estimación, de las variables de estado del sistema,
como:
ey = y − y∗ ẽy = x1 − x̂1
ẽx2 = x2 − x̂2 x̂2 = x2 − ẽx2





ẽxn−1 = xn−1 − x̂n−1 x̂n−1 = xn−1 − ẽxn−1
ẽxn = xn − x̂n x̂n = xn − ẽxn
En este orden de ideas, se tiene en cuenta la definición del error de seguimiento y los errores
de estimación de cada variable de estado, y se reemplazan en la ecuación (3-33), obteniendo
la dinámica presente en la ecuación (3-34) del error de seguimiento ey.
e(n)y + kn−1e
(n−1)
y + · · ·+ k0ey = ξ(t)− ξ̂(t) + knẽxn + kn−1ẽxn−2 + · · ·+ k0ẽy (3-34)
El seguimiento de referencias, depende entonces de la cota del error de estimación, ya que el




xn−1 + · · ·+ k0ẽy necesita de manera absoluta de la
cota del error de estimación de ey. Se garantiza convergencia y estabilidad por construcción,
al seleccionar un polinomio Hurwitz.
42 3 Diseño de controladores ADRC-GPI
3.3.2. Desarrollo matricial del observador GPI
Esta sección, retoma el desarrollo propuesto en 3.3.1, y realiza la construcción de un ob-
servador Luenberger de estado extendido GPI en variables de estado como se puede revisar
en [Cortés-Romero et al., 2014]), que tiene en cuenta la dinámica lineal conocida para del
ángulo de cabeceo (θ) y la dinámica del actuador presentada en (3-35) y (3-36) . El orden
de la planta para este ejemplo es n = 4.
yθ(t)(s
4 + 73,75s3 + 1413s2 + 1,189e04s) = −(6736s+ 4,991e04)uele(t) + ξθ(t) (3-35)
ẋ = Alonx +Blonuele(t) + Eξθ(t); x = [θ, q, ω, φele] (3-36)
Se propone entonces, un observador GPI para m estados adicionales y aśı generar la esti-
mación de la función de perturbación equivalente. Se considera que el modelo interno de
la función de perturbación ξ(t), es aproximada con una función polinómica orden relativo
m − 1. Este modelo polinómico se adiciona a la planta, para este caso concreto equivale a
una cadena de m integradores.
Se crea el vector de estado aumentado del sistema como: xa =
[
x1 · · · x(3+m)(t) x4+m(t)
]T
con x1 = θ, x2 = q, x3 = ω, x4 = δele x4+1 = ξθ, · · · , x4+m = ξ(m−1)θ . El modelo en espacio de
estado del sistema aumentado, se describe por la ecuación (3-37):
ẋa(t) = Aaxa(t) +Bau(t) + Eaξ
(m)
θ (t); y(t) = Caxa(t) (3-37)
Donde las matrices Aa, Ba, Ca y Ea, están definidas como:
Aa =
[
Alon Blon ∗ Cz
0 Az
]
∈ R(4+m)×(4+m), Ba =
[




Clon 0 · · · 0
]
∈ R1×(4+m), Ea =
[










. . . 0
0 0 · · · 0 1
0 0 · · · 0 0

∈ R(m)×(m) y Cz =
[
1 0 · · · 0
]
∈ R1×(m).
Las matrices Az, Cz y Bz, forman el sistema en variables de estado del modelo interno de la




Se construye el observador de GPI, a partir del sistema de estados aumentados de xa(t) en
variables de estado como se expresa en la siguiente ecuación:
˙̂xa(t) = Aax̂a(t) +Bau(t) + L (y(t)− ŷ(t)) (3-38)
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Donde x̂a(t) =
[
x̂1(t) x̂2(t) · · · x̂5(t) · · · x̂4+m(t)
]T
es el vector de estados estimados,
L =
[
l3+m · · · l1 l0
]T
es el vector de coeficientes del observador que impone la dinámica
del error de estimación.
El vector de errores de estimación se computa como ẽx(t) =
[
ẽx1(t) ẽx2(t) · · · ẽx(4+m)(t)
]T
,
definido como ẽx(t) = xa(t)− x̂a(t) y L(y(t)− ŷ(t)) = LCa(xa(t)− x̂a(t)) que satisfacen la
ecuación (3-39), como:
˙̃ex(t) = (Aa − LCa) ẽx(t) + Eaξ(m)θ (t) = Aeẽx(t) + Eaξ
(m)
θ (t) (3-39)
Donde la matriz Ae = Aa − LCa, y el polinomio caracteŕıstico del error de estimación de la
ecuación (3-39) esta dominado por los coeficientes de L. Dicho polinomio debe ser Hurwitz,
para asegurar por construcción estabilidad en el observador GPI.
3.3.3. Sintonización de controlador con observador GPI
El controlador se diseña para establecer de manera dominante, un polinomio caracteŕıstico
del error de seguimiento de trayectorias deseado. Con respecto al sistema (3-35), el control









con el conjunto de coeficientes {γ0, ..., γ3}, es elegido para que pc(s) = s4 + γ3s3 + · · · + γ0
tenga todas sus ráıces en el semiplano izquierdo del plano C.
El seguimiento de referencias en lazo cerrado, esta dominado por Ac = Alon−BlonK ∈ R4×4,
asemejándose a un sistema de control por realimentación de estados y donde el vector de
errores de seguimiento es e(t) = y∗(t)−x(t). Se presenta la dinámica del error de seguimiento
en variables de estado en la ecuación (3-41). Donde, K = [ γ0 ... γ3 ] es el vector de ganancias
de realimentación de estado, Y ∗ = [ y∗(t) · · · (y∗(t))(3) ] corresponde al vector de referencias
y sus derivadas, y Kc = [ K 1 0 · · · 0 ] ∈ R1×4+m es el vector de realimentación de ganancias
extendido.
ė(t) = Ace(t) +BlonKẽx(t) + E (ξθ(t)− x̂5) (3-41)
En este caso particular, los términos de pre-alimentación denotados por: Y ∗(s)s(k) = 0 son
iguales a 0 para ∀k = 1, ..., n, esto aplica para referencias constantes tipo paso, la señal
de control resultante para este tipo de referencias esta denotada por U(s) = γ0Y
∗(s) −∑n−1
k=0 γkx̂k+1(s)− x̂n+1(s). Es importante mencionar, que la pre-alimentación en los contro-
ladores GPI brinda prestaciones significativas al disminuir la cota de seguimiento, cuando
las señales de referencia son continuamente diferenciales y existe la derivada n − ésima de
y∗(s) .
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Comparación de controladores con observador GPI
Se diseña un observador GPI y dos controladores para cada ángulo de orientación de la aero-
nave: para seleccionar los vectores L de realimentación el error de estimación del observador
GPI Y K de realimentación de variables de estado, se usa la función de costo cuadrático






Donde R esta definida positiva y Q−NR−1NT ≥ 0, S es la solución de la ecuación de Ric-
cati ATo S +SAo− (SBo +N)R−1(BTo S +NT ) +Q = 0, evaluado para el sistema controlable
compuesto por (Ao, Bo). Los vectores L y K se obtiene como resultado la siguiente igualación
K = R−1c (B
TS +NT ) y LT = R−1obs(CaS +N
T ) .
Se establece la dinámica del observador GPI y del controlador utilizando la función de costo
(3-42), con los pesos Qobsθ = I5×(5), R
obs
θ = 0,5, N
obs
θ = [0 · · · 0]1×(5), Ao = ATa y Bo = CTa en
el observador GPI y Qcθ = I4×(4), R
c
θ = 1, N
c
θ = [0 · · · 0]1×(4), Ao = Alon, Bo = Blon., para el
controlador.
Para resolver el problema de optimización propuesto, se utiliza el comando śıntesis de con-
troladores lqr(Ao, Bo, Q,R,N) de Matlab R©. La Tabla 3-7, presenta los vectores resultado
de la optimización realizada [Lθ, Kθ, Lφ, Kφ, Lψ, Kψ] para observador y controlador de cada
ángulo de rotación [θ, φ, ψ] respectivamente.
Tabla 3-7.: Polinomios caracteŕısticos para el observador GPI y el control LQR para los
ángulos [θ, φ, ψ].
Coeficientes
Lθ [13.6390, 73.0107, 108.3703, -2.2734, -14.1421]
[Kθ, 1] [ -1.2649, -0.0478, 0.0276, 0.7455, 1 ]
Lψ [32.9601, 126.9598, 542.3611, -575.5015, -9.0673, -44.7214]
[Kψ, 1] [-1.4142, -0.0069, -0.4430, -0.0303, 3.5351, 1 ]
Lφ [18.8650, 177.9449, -17.2792, 45.5553, -7.0501, -44.7214]
[Kφ, 1] [-1.4142, -0.2713, -0.0712, 0.0336, 2.2130, 1 ]
Se computa a continuación las ráıces de la matriz, (Ae = Aa − LCa), obtenida de la im-
plementación de los coeficientes [Lθ, Lφ, Lψ] y que a su vez corresponde con los polos del
observador con estado extendido, ubicadas en el semiplano complejo C, como:
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Polos de Aeθ: [−7,3960± 1,8156i;−11,0988± 10,8766i;−50,4021]
Polos de Aeφ: [−50,4;−18,9;−8,14± 10,9i;−1,71± 4,94i]
Polos de Aeψ: [−51,1;−13,6± 16,6i;−0,942;−7,83;−15,9]
Los polos del controlador en lazo cerrado, que se obtienen de implementar el vector de ga-
nancias de realimentación de estados [Kθ, Kφ, Kψ] y encontrar las ráıces o valores propios de
la matriz Ac = Alon −BlonK , se presentan a continuación como:
Polos de Acθ: [−50,4961;−4,3552;−12,4329± 11,5116i]
Polos de Acφ: [−40,7± 16,4i;−2,85;−1,74± 4,96]
Polos de Acψ: [−39,31± 17,0i;−0,924;−3,28;−15,9]
La Figura 3-8, presenta el diagrama de bloques de la implementación del observador de
estado extendido GPI, en el modelo No-Lineal de la aeronave simulada con realimentación
de estados, y la Figura 3-9, presenta el diagrama con realimentación de estados y acción













Figura 3-8.: Controlador con observador GPI y realimentación de estados.
Los resultados del seguimiento de referencias tipo paso, de la sintonización de los contro-
ladores propuestos para [θ, φ, ψ], se presentan en la Tabla 3-8, donde se evidencia el sobre
pico obtenido con cada controlador evaluado en el modelo No lineal de la aeronave; se pre-
sentan también, las cotas máximas de las señales de control obtenidas, al aplicar un paso de
10o de inclinación como referencia en cada ángulo; por último, se presentan los ı́ndices de
desempeño para el error de seguimiento ISE e ITSE.
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Tabla 3-8.: Índices de desempeño del error de seguimiento observador GPI para [φ, θ, ψ].
Índices de desempeño
Controlador observadorGPI ISE ITSE ITSU norma H∞ de u % Sobre pico
ObsGPIφ(s) 0.0395 0.2184 0.4367 0.4651 [rad] 0.2729 %
ObsGPIθ(s) 0.0308 0.4627 6.2715 0.3171 [rad] 6.2481 %


















Figura 3-9.: Controlador con observador GPI y realimentación de estados, con acción inte-
gral del error de seguimiento.
Se sintoniza un controlador adicional, que mantiene la estructura del observador GPI exten-
dido obtenido en la Tabla 3-7, pero incorpora el modelo interno de un integrador 1
s
en la
dinámica del error de seguimiento, para esto se utiliza el comando lqi(Ao, Bo, Q,R,N) de






Donde el vector corresponde a Xe = [xlon, xi], y el estado adicional xi tiene modelo interno
de un integrador establecida por: Ai = 0, Bi = 1, Ci = 1 y Di = 0.
Los coeficientes que se obtienen al utilizar lqi(Ao, Bo, Q,R,N), se presentan en la Tabla
3-9, este controlador conserva la estructura del observador GPI para tres observadores di-
señados, pero proporciona algunas prestaciones adicionales, comparado con el enfoque de
realimentación de estados. La Tabla 3-10, exhibe los resultados logrados con śıntesis de los
controladores LQI, presentando una disminución considerable de los ı́ndices de desempeño
ISE, ITSE y ITSU en general para los tres ángulos de orientación, además presenta una
disminución considerable de la cota máxima en las señales de control [δele, δail, δrud].
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Tabla 3-9.: Polinomios caracteŕısticos del control por realimentación con acción integral
para los ángulos [θ, φ, ψ].
Kc Coeficientes
[Kintθ, 1] [ -1.6204 -0.0585 0.0340 0.9013 -3.1623, 1]
[Kintφ, 1] [-1.4104 -0.0971 -0.0586 -3.1623, 2.2130 , 1 ]
[Kintψ, 1] [-2.0538 -0.0069 0.0336 -0.4837 -3.1623 , 1 ]
Tabla 3-10.: Índices de desempeño del error de seguimiento observador GPI para [φ, θ, ψ]
con controlador integral.
Índices de desempeño
Controlador observadorGPI ISE ITSE ITSU norma H∞ de u % Sobre pico
ObsintGPIφ(s) 0.0603 0.3209 0.0658 0.0659 [rad] 2.2513 %
ObsintGPIθ(s) 0.0671 1.0005 5.8593 0.1517 [rad] 0.3706 %
ObsintGPIψ(s) 0.0897 2.2651 0.2799 0.0659 [rad] 5.9704 %













































Figura 3-10.: Seguimiento de referencias, usando controlador con observador GPI y reali-
mentación de estado con acción integral.
La Figura 3-10, presenta una comparación gráfica de los controladores con observador
GPI diseñados para los ángulos de orientación del UAV, la simulación se realiza emplean-
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do el modelo No-lineal del UAV, y se puede evidenciar que el controlador con acción in-
tegral estabiliza en menos tiempo que el controlador con realimentación de estado. Las
dos estrategias presentan error de estado estacionario cercano a cero (ess ≈ 0). En la Fi-
gura 3-11, se puede comparar gráficamente las magnitudes de las señales control obte-
nidas con cada estrategia y se evidencia que en general cumple las siguientes relaciones:
‖δele‖∞ > ‖δintele‖∞ ; ‖δaileronr‖∞ >
∥∥δintaileronr∥∥∞ ; ‖δrudder‖∞ > ‖δintrudder‖∞.
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Figura 3-11.: Comparación de señal de error y control, resultado de implementar observa-
dores GPI, con realimentación de estados y acción integral del error.
En las Figuras 3-12 y 3-13, se evidencian los controladores diseñados en esta sección, rea-
lizando seguimiento de una señal de referencia en presencia de una turbulencia atmosférica
vertical, dicha turbulencia se observa en la Figura 3-5, los resultados de la simulación se
detallan en las Tablas 3-11 y 3-12. Como resultado general, se encuentra que al aumentar
el número de estados del observador para obtener un mejor rechazo de perturbaciones, no se
presentan mayores prestaciones en cuanto a la atenuación de la turbulencia y el seguimiento
de referencias tipo paso; además, el sobre pico no disminuye, aśı como los ı́ndices del error
de seguimiento ey y la señal de control u.
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Tabla 3-11.: Índices de desempeño rechazo de Turbulencias Verticales en el eje longitudinal
del UAV, con observador GPI y control por realimentación de estados.
Índices de desempeño
Controlador observadorGPI ISE ITSE ITSU norma H∞ de u % Sobre pico
ObsGPI1θ(s) 0.0340 0.3517 0.4367 0.2227 [rad] 6.48 %
ObsGPI2θ(s) 0.3536 0.3740 6.2715 0.2208[rad] 9.01 %
ObsGPI3θ(s) 0.0395 0.4134 0.5136 0.2203 [rad] 9.68 %
ObsGPI4θ(s) 0.0445 0.46946 0.5136 0.2203 [rad] 9.60 %
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Figura 3-12.: Seguimiento de referencias, señales de error y salida de control robusto GPI
con 1 a 4 estados extendidos, en presencia de turbulencias atmosféricas.
Se entiende entonces, que para este caso y sistema en particular, no es posible mejorar el re-
chazo de perturbaciones con el aumento de estados adicionales en el observador, sin embargo,
los controladores sintonizados mantiene la dinámica del error de seguimiento acotada aún
cuando se encuentra sometido a ráfagas de viento o turbulencias atmosféricas de considerable
magnitud.
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Figura 3-13.: Seguimiento de referencias, señales de error y salida de controladores GPI
con 1 a 4 estados extendidos, con acción integral en presencia de turbulencias
atmosféricas.
Tabla 3-12.: Índices de desempeño rechazo de Turbulencias Verticales en el eje longitudinal
del UAV, con observador GPI y controlador con acción integral.
Índices de desempeño
Controlador observadorGPI ISE ITSE ITSU norma H∞ de u % Sobre pico
ObsintGPI1θ(s) 0.0608 0.6230 0.4367 0.0974 [rad] 5.88 %
ObsintGPI2θ(s) 0.0609 0.6258 6.2715 0.0984[rad] 5.80 %
ObsintGPI3θ(s) 0.0616 0.6374 0.5136 0.1015 [rad] 5.42 %
ObsintGPI4θ(s) 0.0629 0.6526 0.5136 0.1016 [rad] 5.08 %
3.3.4. Sintonización de controlador con observador GPI en tiempo
discreto
Mediante la función derivada en el tiempo Euler hacia adelante presentada en la ecuación







≈ x((k + 1)τ)− x(kτ)
τ
(3-44)
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Su representación en variables de estado se muestra :
x((k + 1)τ)− x(kτ)
τ
= Ax(kτ) +Bu(kτ) +Bξ(kτ)
x((k + 1)τ) = Gx(kτ) +Huu(kτ) +Heξ(kτ)
y(kτ) = Cx(kτ) +Du(kτ)
(3-45)
Con las matrices G = (τA + I), Hu = τB y He = τE y τ = 0,02s, (ver [Ogata, 1995]). es
posible implementar aproximaciones de mayor orden para obtener unas mejores realizaciones
en tiempo discreto, sin embargo no se consideraron en este trabajo.
La representación de un observador GPI que se propone en (3-37) pero en el dominio discreto,
(revisar en [Coral-Enriquez et al., 2015]), se obtiene a partir de (3-45) como se expresa en la
ecuación (3-46):
xa(k + 1) = Gaxa(k) +Hau(t); y(t) = Caxa(t) (3-46)
Donde las matrices están definidas como Ga y Ha :
Ga =
[
τAlon + I τBlon ∗ Cz
0 Gz
]
∈ R(n+m)×(n+m), Ha =
[










. . . 0
0 0 · · · 1 τ
0 0 · · · 0 1

∈ R(m)×(m) y I = diag(1, · · · , 1) ∈ R(n)×(n).
Se calcula la dinámica del error de estimación del observador discreto como se expresa en la
ecuación (3-47).
ẽx(k + 1) = (Ga − LCa) ẽx(k) = Geẽx(k) (3-47)
El seguimiento de referencias en lazo cerrado del sistema discreto, queda dominado por
Gc = (τAlon+I)−τBlonK ∈ R4×4, el sistema de control de retroalimentación de estados, y en
donde el error de seguimiento se computa como e(k) = Y ∗(k)−x(k). Se presenta la dinámica
del error de seguimiento en variables de estado en la ecuación (3-48), donde K = [ γ0 ... γ3 ]
es el vector de ganancias de realimentación de estado, Y ∗ = [ y∗(k) · · · (y∗(k))(3) ] corres-
ponde al vector de referencias y sus derivadas, y Kc = [ K 1 0 · · · 0 ] ∈ R1×4+m es el vector
de realimentación de ganancias extendido.
ė(k + 1) = Gce(k)− τBlonKcx̂a(k) (3-48)
Se sintoniza el observador por medio de la ecuación (3-42) de optimización cuadrática
LQR, implementando su versión discreta, utilizando el comando śıntesis de controladores
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lqrd(Ao, Bo, Q,R,N) de Matlab R© en el dominio discreto. La optimización realizada emplea
las matrices de peso Qobsθ = diag(1, 1, 1, 1, 1), R
obs
θ = ,005, N
obs
θ = [0 · · · 0]1×(5), Go = GTa ,
Bo = C
T
o , del mismo modo se obtiene el vector de realimentación optimizando la función de
costo cuadrática discreta con: Qcθ = I4×(4), R
c
θ = 1, N
c
θ = [0 · · · 0]1×(4), Ao = Glon, Bo = Hlon.
Para este caso los sistemas compuesto por [GTa , C
T
o ] y [Glon, Hlon] deben ser controlables.
Los coeficientes que se obtienen de la optimización realizada, se presentan en la Tabla 3-13.
Tabla 3-13.: Polinomios caracteŕısticos para el observador GPI y el control LQR.
Coeficientes
Lφ [1.6262, 46.0718, -4.0852, 3.5946, -2.0048, -12.6263]
Lθ [1.2332, 12.0445, 12.9967, -0.2986, -1.8805]
Lψ [2.1600, 10.2077, 68.7273, -40.5479, -1.3522, -8.5167]
[Kφ, 1] [ -0.6864, -0.0422, -0.0545, 0.0096, 0.3687, 1]
[Kθ, 1] [-0.8856 -0.1428 0.0841 1.735 ,1 ]
[Kψ, 1] [-0.5855, -0.0008, -0.1819, -0.0243, 1.9614, 1]
Las ráıces de las matrices (Ge = Ga − LCa)y (Gc = Glon −HlongK), obtenidas de la imple-
mentación de los coeficientes[Lθ, Lφ, Lψ] y [Kθ, Kφ, Kψ] , y que a su vez corresponden con
los polos de lazo cerrado del sistema en el dominio discreto son:
Polos de Aeθ: [0,8874; 0,6941± 0,2049i; 0,0239;−0,0077]
Polos de Aeφ: [0,3465± 0,4296i; 0,3539; 0,9660± 0,0989i; ;−0,0077]
Polos de Aeψ: [0,9812; 0,7017; 0,6811; 0,0406± 0,1346i;−0,0077]
Polos de Acθ: [0,2120± 0,4084i; 0,9116± 0,0342i]
Polos de Acφ: [−0,0077; 0,6857; 0,9357; 0,9624± 0,1010i]
Polos de Acψ: [−0,0215; 0,9820; 0,9315; 0,7019; 0,6896]
A partir de la aplicación de la función de costo propuesta en (3-43), se sintonizan tres contro-
ladores de tipo LQI, el producto de dicha operación genera los coeficientes de realimentación
de estado que se presentan en la Tabla 3-14, el resultado obtenido de implementar los con-
troladores sobre el modelo No-Lineal del UAV, se muestran en las Figuras 3-14 y 3-15.
Los ı́ndices de desempeño que se obtienen por los seis (6) compensadores, se presentan en la
Tabla 3-15, en la que se puede observar el mı́nimo o nulo sobre pico que tienen los contro-
ladores sintonizados, destacando la diferencia que existe entre las cotas máximas de la señal
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Tabla 3-14.: Polinomios caracteŕısticos para el control LQR con acción integral.
Kc Coeficientes
[Kintφ, 1] [-1.1591, -0.0648, -0.0811, -0.0545, 0.0157, -2.1353, 1]
[Kintθ, 1] [ -1.5666, -0.0591, 0.0352, 0.9400, -2.9297, 1 ]
[Kintψ] [ -1.2961, -0.0047, -0.2686, -0.0197, 0.0243, -1.6913, 1]
de control obtenida por los controladores con realimentación y acción integral, dado que
comparada con los de realimentación de variables de estado, tiene menor magnitud. En esta
tabla, también se puede verificar que: los ı́ndices cuadráticos del error de seguimiento ISE
logrados por el control con acción integral, se aproximan al doble de los que se obtienen al
comparar el control con realimentación de estados; sin embargo, en los dos casos, es un ı́ndice
suficientemente pequeño, y en la praxis se constituye un error que no es posible apreciar en
el seguimiento de referencias.
La Figura 3-14, presenta una comparación gráfica del seguimiento de referencias tipo paso,
en controladores con observador GPI usando realimentación de estados y acción integral,
evaluados sobre el modelo No-lineal de la aeronave, en ella también se evidencia que los
controladores logran un seguimiento formidable con un mı́nimo o nulo sobre pico generado
y se establecen en menos de 4 segundos que dura el paso aplicado.
Tabla 3-15.: Índices de desempeño del error de seguimiento observador GPI para [φ, θ, ψ]
discreto.
Índices de desempeño
Controlador observadorGPI ISE ITSE ITSU norma H∞ de u % Sobre pico
ObsGPIφ(s) 0.0409 0.2173 0.3782 0.2110 [rad] 0.2512 %
ObsGPIintφ(s) 0.0743 0.3922 0.3297 0.0528 [rad] 3.3126 %
ObsGPIθ(s) 0.0385 0.5804 6.0053 0.2508 [rad] -0.6511 %
ObsGPIintθ(s) 0.0674 1.0265 5.8629 0.1542 [rad] 0.2512 %
ObsGPIψ(s) 0.0456 1.14282 0.3192 0.2042 [rad] -0.0101 %
ObsGPIintψ(s) 0.0945 2.3933 0.2556 0.0604 [rad] 0.1840 %
Se completa el análisis, presentando la Figura 3-15, muestra los errores de seguimiento
exhibidos por los compensadores diseñados, al igual que las señales de control aplicadas sobre
los actuadores de la planta. Otro aspecto que se puede verificar, es la diferencia que existe
entre las 2 señales de control sobre un mismo actuador, y validar como el controlador que
menor acción de control aplica al sistema es el que presenta acción integral en su dinámica.
Sin embargo, al evaluar la Figura 3-15, se puede observar además como las dos estrategias
son estables y exhiben un comportamiento exponencial dominante en el error de seguimiento,
el cual es el propósito de diseño de esta clase de controladores.
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Figura 3-14.: Seguimiento de referencias, usando controlador con observador GPI y reali-
mentación de estado con acción integral en tiempo discreto.
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Figura 3-15.: Señal de error y salida controlador, con observador GPI y realimentación de
estado, con acción integral en tiempo discreto.
4. Manejo de saturación de
controladores GPI
Este caṕıtulo contempla, el estudio varias estrategias para manejar la condición de satura-
ción de los actuadores utilizando el modelo no lineal del aeromodelo seleccionado, fenómeno
que ocurre en la implementación de sistemas de control, y aśı mismo, deben ser tenidos en
cuenta al implementar compensadores en una aeronave no tripulada. La saturación de los
actuadores es un problema bastante conocido y trabajado en el desarrollo de sistemas de
control, pero que afecta de manera significativa el desempeño de los mismos, y se incrementa
cuando las estrategias de control cuentan con acción integral en su estructura.
El integral−windup es uno de los efectos, generado cuando el sistema está en un estado de
saturación, ya que la componente integral del sistema de control sigue acumulando el error
de seguimiento, esto ocasiona que no se pueda salir de dicha condición lo que desmejora el
desempeño o inestabiliza el sistema de control.
Por tanto, se realiza un análisis de varias estrategias para el manejo de saturación aplicadas a
controladores GPI sobre el modelo dinámico del UAV comparando su desempeño. Además,
se propone un esquema de manejo de saturación desde el enfoque GPI, aprovechando la
estructura de este tipo de estrategias y el método que utiliza para dominar la dinámica del
error de seguimiento.
La distribución temática del caṕıtulo inicia con la primera sección, donde se realiza un
análisis de los sistemas para manejo de condición de saturación aplicados en controladores de
tipo GPI. En la segunda sección se propone una estrategia para el manejo de la saturación
que parte desde el enfoque de control GPI. En la tercera y ultima parte, se establecen
comparaciones entre las diferentes estrategias analizadas y se implementan sobre el modelo
no lineal del UAV en estudio.
4.1. Manejo de saturación en actuadores
La saturación es un problema que se deriva de implementar sistemas, ya que éste se somete
a limitaciones f́ısicas de rangos permisibles de actuación y de tasa de cambio en el actua-
dor, derivada de restricciones de seguridad, mecánicas, o de posibilidad de algún recurso o
56 4 Manejo de saturación de controladores GPI
enerǵıa, estas restricciones muchas veces son establecidas para evitar daños en un sistema
de control. Cuando un actuador alcanza ese ĺımite, se considera que está saturado y el sis-
tema se encuentra en condición de saturación, puesto que ya ningún cambio o aumento en
la entrada del actuador produce alguna variación en la salida del actuador implementado.
Ignorar esta clase de condiciones de un sistema, puede producir degradación de desempaño





Figura 4-1.: Diagrama de saturación en el actuador.
El diagrama de bloques que describe y representa la saturación en el actuador, se muestra




umax : u 6 umax
u : umin < u < umax
umin : umin 6 u
 (4-1)
Donde umax y umin corresponde a los ĺımites f́ısicos superior e inferior de la señal de control
o salida del actuador respectivamente.
Existe en general dos maneras de manejar y mitigar los efectos de dicho problema: la primera,
consiste en evadir mediante el diseño del controlador, que no se llegue al limite o condición de
saturación del actuador, lo que puede limitar significativamente el desempeño y efectividad
del controlador. La segunda, se fundamenta en modificar el sistema de control de tal forma
que se tengan en cuenta estos ĺımites y se pueda operar en este estado [Eds et al., 2011].
La saturación de los actuadores generan varios problemas, cuando la estructura del contro-
lador incluye integradores para garantizar en general el seguimiento robusto de referencias,
uno de estos es el integral−windup, que hace referencia a la integración no mesurada debido
a un error de seguimiento constante y/o creciente, producto de la saturación del actuador.
Este problema, es objeto de estudio en la disciplina de control de sistemas dinámicos, lo cual
lleva a crear numerosas alternativas para mitigar, eludir o evitar aquellos derivados de la
condición de saturación de los actuadores.
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4.1.1. Manejo de la saturación en controladores robustos GPI
El diseño de controladores GPI robusto, contempla una estructura de m integradores anida-
dos convirtiéndolo en una estrategia propensa al integral−windup cuando entra en condición
de saturación, esto degrada significativamente su desempeño global como estrategia. Se de-
be impedir que el sistema tenga o llegue a esa condición, para que la estrategia de control
en UAV’s sea viable. Por esta razón, se estudia un conjunto de herramientas que permiten
sobrellevar la condición de saturación desde varios enfoques como:
Referencias moderadas y realistas construidas con funciones continuas.
Sistemas anti− reset− windup útiles en el enfoque de control GPI.
Mesurar las ganancias del controlador so pena de desmejorar su robustez y desempeño.
Dado que, no se desea desmejorar el desempeño que las estrategias GPI ofrecen, se estudian
mecanismos Anti− integral −Windup y su implementación, orientadas a mitigar el efecto
que este fenómeno puede producir al sistema de control GPI, con resultados bastantes acep-
tables, pero en algunos casos, con incertidumbres en relación con cómo modificar o mejorar
el comportamiento y disminuir el tiempo que permanece en esta condición, o como mejorar
el desempeño de la estrategia en śı misma.
Se estudian 4 estrategias de Anti−Reset−Windup para aplicar al enfoque de control GPI
Robustos, y manejar la condición del sistema cuando está saturado.
Anti-Reset-Windup mediante control Bi-propio.
Anti-Reset-Windup mediante Realimentación de la Saturación.
Anti-Reset-Windup por realimentación GPI.(propuesta)
Anti-Reset-Windup enfoque con observador GPI.
Estas propuestas, pretenden ser objeto de comparación como una estructura de Anti −
Reset −Windup, ofrecen varias ventajas al ser implementadas con un enfoque de control
GPI, (ver [Vera V. Br. Trino F., 2006]), también, se propone una comparación de dichas
estrategias con una propuesta descrita como Anti-Reset-Windup por realimentación
GPI, para ello utiliza el controlador resultante 3-26, donde los polos en el semiplano izquierdo
de C de lazo cerrado, se menciona en la Tabla 3-3.
4.1.2. Anti-Reset-Windup control Bi-propio (ARWU-CB)
Este enfoque se desarrolla principalmente en [Goodwin et al., 2000], utiliza la realización por
realimentación directa, para mantener la estabilidad en el controlador cuando se encuentra
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en saturación. Lo anterior requiere que el controlador tenga dos propiedades básicas, como
no tener ceros de fase no mı́nima y ser bi-propio. Caracteŕısticas que en general cumple el
controlador GPI Robusto, pues por su construcción 3-16 es bi-propio y al ser sintonizado
con un polinomio Hurwitz, se garantiza que no existan ceros fase no mı́nima.
Se construye la siguiente realización del controlador como:
C(s) = C∞+ C̄(s) y C̄(s) = [C(s)]−1 − C−1∞ (4-2)
Donde: C∞ = ĺıms→∞C(s), corresponde a la ganancia en alta frecuencia de C(s), la Figura
4-2 presenta el diagrama de lazo cerrado de esta realización para el controlador C(s), y la





1 + ([C(s)]−1 − C−1∞ )C∞
(4-3)








𝐶(𝑠) −1 − 𝐶∞
−1
Figura 4-2.: Realización del controlador por realimentación directa.
La realización del controlador bi-propio se transforma en un sistema ARWU − CB cuando
realimentación ū(t) y no u(t), como se puede ver en el diagrama de lazo cerrado en la Figura
4-3.
Se puede establecer que el error de saturación como Esat(s) = Û(s)−Usat, se define para esta
propuesta como: Esat(s) = C∞E(s)−C∞ ∗ [C(s)]−1Usat, sin embargo, no se puede establecer
una dinámica que indique cómo este error se controla y se lleva a cero. Aplicar este sistema
de ARWU en controladores GPI robusto es particularmente sencillo, debido a que el control
se encuentra en su forma canónica controlable, y por tanto, la ganancia en alta frecuencia
equivale a C∞ = ĺıms→∞CGPI(s) = − 1κ ∗km+n−1, esto se corrobora de forma rápida al anali-
zar la ecuación (3-12) ley general del controlador GPI robusto, el controlador utilizado para
este ejemplo se encuentra en la Tabla 3-3.
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𝑒(𝑡) ො𝑢(𝑡)










Figura 4-3.: Diagrama de lazo cerrado estructura ARWU-CB.
Debido a que el controlador GPI, se encuentra en la forma canónica controlable y es bi-
propio, éste es invertible, y mediante la selección adecuada de los coeficientes del polinomio
caracteŕıstico del error se asegura que no tenga ceros de no mı́nima fase.
4.1.3. Anti-Reset-Windup mediante realimentación de la saturación
(ARWU-FS)
El enfoque de Anti− reset−windup mediante realimentación de la saturación, se desarrolla





E(s) = C(S)E(s) (4-4)
Donde, C(s) corresponde a la función de transferencia del controlador expresado en la forma
canónica, conformado por Denominador L(s), que es polinomio mónico de orden n y P (s) este
es un polinomio de grado r ≤ n en S, se define a E(s) como la señal del error de seguimiento









𝐿 𝑠 − 𝐸1(𝑠)
𝐸1(𝑠)
Figura 4-4.: Diagrama de lazo cerrado estructura ARWU-FS.
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Donde, el E1(s) es un polinomio mónico de grado n en S, tal que contiene los polos
mas rápidos de lazo cerrado del sistema C(s)
1+C(s)G(s)
, y por tanto, se puede reescribir como
E1(s) = (s + αm1)(s + αm2) · · · (s + αmn). La Figura 4-4 muestra como se implementa esta
estrategia. Cuando el sistema no se encuentra saturado, (umax > u > umin), el comporta-












, por lo tanto, el sistema mantiene la dinámica diseñada originalmente.
Cuando el sistema de la Figura 4-4 se encuentra en condición de saturación, la dinámica del






Usat Usat = umax o umin (4-6)
Si se utiliza la definición del error de saturación como Esat = Û(s)− Usat, se puede intentar







Sin embargo, no es posible comprender o intentar imponer una dinámica que haga que éste
tienda asintóticamente a cero, pero dado que E1(s) es un polinomio mónico estable, el error
de saturación Esat(s) está acotado.
Implementar esta estrategia en controladores GPI se torna sencillo, debido a que se aprovecha
la estructura ya mencionada, y se conoce con precisión la dinámica de lazo cerrado del sistema
de control. La selección del polinomio E1(s) no es compleja, para éste ejemplo, se evalúan los
polos presentados en la Tabla 3-3 y se selección los más rápidos, donde el polinomio deseado
impuesto en lazo cerrado está determinado por Pd(s) = (s + 57,4331)
4 ∗ (s + 7,6779)4, la
ecuación (4-8) muestra los polinomios resultantes.
P (s) = (1,235e06s4 + 9,103e07s3 + 1,884e09s2 + 2,233e10s3,782e10)
L(s) = (s4 + 186,6s3 + 1,201e04s2 + 2,864e05s)
E(s) = (s4 + 130s3 + 0,0512 ∗ 1,0e+ 05s2 + 0,5742 ∗ 1,0e+ 05s+ 1,9448 ∗ 1,0e+ 05)
(4-8)
4.1.4. Manejo de saturación en sistemas con observador de estados
Un resultado importante de (3-39) y en general de amplio entendimiento en control, se obtie-
ne de revisar la dinámica del error de estimación, cuando el sistema se encuentra en condición
de saturación, no puede existir un aumento incontrolable de alguno de los estados de U(s),
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dado que, el observador que proporciona las variables estimadas se encuentra estable y sus
variables de estado son acorde a la señales de control usat y al error de estimación ey. Esto
se debe, a que su dinámica depende de manera exclusiva del error de estimación y no de
la señal de control. Resultado que se puede validar en la ecuación (3-39) y (3-34), por lo
tanto, mientras estas señales estén acordes al comportamiento de la planta en lazo abierto, el
observador se mantiene estable, y estimará las variables de estado del sistema en lazo abierto.
El anterior análisis se puede profundizar en [Eds et al., 2011], donde se propone utilizar este
enfoque en controladores, utilizando observadores de orden reducido y construyendo una
equivalencia con el controlador original en función de transferencia, esta equivalencia con
observador es favorable para el manejo de condición de saturación ya que alimenta el ob-
servador reducido con la señal de control saturada. La Figura 4-5 presenta los esquemas de
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𝜉′(𝑡)=𝜁 𝑡 − ሶ𝑦∗ 𝑡 − ⋯− 𝑦 𝑛 ∗(𝑡)
𝑢𝑠(𝑡)
𝑘𝑠( ො𝑢 𝑡 − 𝑢𝑠 𝑡 )
+
(b) Estructura ARWU y control por observador GPI con realimentación de estados y acción
integral del error.
Figura 4-5.: Esquemas Anti-Reset-Windup, enfoque con observador GPI.
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4.2. Propuesta para manejo de saturación con GPI
Dado que, en la estructura del Controlador GPI se incluyen integradores para la estimación y
atenuación de perturbaciones, éste se vuelve propenso a sufrir los problemas que todo control
con integradores con lleva, siendo esta la razón principal para que esta clase de controladores
se implemente con un mecanismo de Anti-integral-Windup.
Algunas estrategias realimentan el error de saturación (se define como error de saturación es
a la diferencia entre la salida y la entrada del bloque de saturación), para reducir los efectos
que genera la saturación del actuador, e implementar un controlador complementario que, en
general, mejore el rendimiento del sistema de control, en [Frankiln Gene F., 2010] se pueden
consultar algunas estrategias de ARWU con realimentación de ganancia estática e integral.
Por consiguiente, este trabajo de investigación propone un enfoque diferente para el manejo
satisfactorio de la condición de saturación, que consiste en imponer una dinámica dominante
sobre el error de saturación, adecuada, para una rápida recuperación del sistema de control
y mantenerlo en el rango del actuador nominal. La idea principal, es tratar de evitar la
saturación, mediante una inyección adecuada de una señal de realimentación a la entrada
del saturador, para que el sistema siempre se mantenga bajo control. A continuación, se
describe la idea de manera simple, para el manejo de saturación enfocada en controladores
GPI.
4.2.1. Anti-Reset-Windup por realimentación GPI (ARWU-GPI)
Un enfoque intuitivo, para reducir los efectos de la saturación del actuador, es evitar la
aplicación de una señal de referencia poco realista a un sistema basado en control GPI, ya
que dicho efecto es ineludible, solo se puede moderar o mitigar, [Middleton et al., 2010].
La implementación de esta idea, conduce a acondicionar una referencia para el sistema, que
se traduce en un efecto de tipo ARWU al ser alimentado al controlador. Se propone a con-
tinuación un esquema de recuperación de control similar a anti-reset para ĺımites dados.
La idea conceptual que subyace a este esquema es: bajo condiciones de saturación se activa
un esquema de control de retroalimentación complementario (como un lazo interno), que se
encarga de realizar una corrección de la señal de referencia, la cual genera una señal equi-
valente que se encuentra dentro de los rangos de actuación del sistema control-actuador. De
modo que, en estado saturación, la señal de control u(t) se mantiene en el ĺımite correspon-
diente (máximo o mı́nimo) permitido por el actuador, pero manteniendo el sistema bajo un
rendimiento controlado predeterminado. Por el contrario, cuando el sistema no está en modo
de saturación, éste, debe volver al funcionamiento normal y tener la misma dinámica de lazo
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cerrado exterior diseñada originalmente.
Para una mejor descripción de la realización final utilizada para esta propuesta, a continua-
ción, se presenta una secuencia de sistemas de control equivalentes, comenzando con el que


















Figura 4-6.: Diagrama conceptual de la idea del sistema propuesto.
En la Figura 4-6, una construcción de la señal de referencia, ỹ∗(t), se realiza mediante una
inyección de una entrada de control interna u1(t), producto del proceso de error de saturación
















Figura 4-7.: Sistema equivalente.
En la Figura 4-7 se realiza una operación de bloques básica, que consiste en el simple inter-
cambio de las señales y(t) y uu1(t). De esta manera, el lazo cerrado que realiza directamente
el manejo de la saturación se puede visualizar con mayor claridad. Donde, û(t) es la salida
del sistema o lazo interior, y us corresponde con la salida del bloque de saturación (es decir
umax ó umin), que se toma como una señal de control de referencia en la etapa de saturación
del lazo interno de control.
















Figura 4-8.: Realización de la propuesta.
Dado que, la estructura del controlador C1(s)GPI es completamente conocida, se puede reali-
zar un controlador equivalente al efecto realizado por C2(s)GPI y tal que traslade la inyección
de la señal uu1 a la salida del bloque C1(s)GPI (en este el esquema se denota por uu) y el
bloque C3(s). La equivalencia y el esquema de lazo cerrado correspondiente, se presenta en









𝜀′ 𝑡 = 𝐶(𝑠)𝐺𝑃𝐼∗ 𝑒(𝑡)
Figura 4-9.: Lazo cerrado interior.
La Figura 4-9, extrae para entender más claramente el problema de control asociado. En
este caso, se define una perturbación equivalente a la entrada uu que está básicamente dada
por C1(s)ey(s) (es decir, la ley de control del lazo externo).
En el marco del control ADRC y en especifico el denotado por el enfoque GPI robusto y para
evitar el uso de observadores de estado extendido, la perturbación de entrada equivalente
ξ2, se trata como una señal de variante en el tiempo (sin su estructura diferencial original).
Desde este punto de vista, se puede construir una dinámica trivial en la ecuación (4-9):
û(s) = ξ2(s) + uu(s) (4-9)
Donde, ξ2(s) = C1(s)ey(s).
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En la ecuación (4-9), se puede ver como una descripción de entrada-salida, que es crucial
para el nuevo problema de control: proponer una ley de control de saturación uu(s), tal que la
dinámica de error de saturación eu(s) se debe gobernar de manera correcta e independiente
de la señal de perturbación ξ2. La dinámica de error de saturación ideal se describe mediante
una evolución asintótica hacia cero. Como un residuo persistente del proceso de rechazo, el
error solo puede circunscribirse a una bola abierta alrededor de cero.
En relación con el sistema simplificado resultante (4-9), se puede establecer un controlador
GPI, para abordar adecuadamente el problema de control de saturación que se acaba de
formular.
Para ese fin, se hace un primer ajuste simple en la ecuación (4-9) direccionada a expresar
una relación expĺıcita de eu con uu:
eu(s) = uu(s) + ξ3(s) (4-10)
Donde, ξ3(s) = ξ2(s) − us(s). Basándose en las ideas presentadas en la Sección 3.2, el con-




r−1 + . . .+ α1s+ α0)
sr
]
eu(s) := C2(s)eu(s) (4-11)
Por efecto de esta ley de control, la dinámica del error de saturación se rige predominante-
mente por la versión perturbada del lado derecho del siguiente sistema lineal.(
sr + αr−1s




El comportamiento de esta dinámica puede ser dominado en la medida en que la pertur-
bación equivalente ξ3 sea efectivamente rechazada. Los coeficientes α’s en (4-12) pueden
determinarse fácilmente de modo que el sistema homogéneo correspondiente sr +αr−1s
r−1 +
. . . + α1s + α0 = 0, exhibe una cáıda asintótica exponencial a cero de una manera ideal.
Como se advierte anteriormente, debido a la presencia de un pequeño residuo del rechazo de
la entrada de perturbación (que se implementa desde el operador diferencial sr), este enfo-
que solo garantiza la convergencia asintótica hacia el interior de una bola abierta de radio
pequeño alrededor de cero. El radio referido, se puede hacer tan pequeño como se desee,
mediante una elección adecuada del conjunto de controlador interno, con coeficientes α’s.
Observación 3. Evidentemente, si no hay saturación eu = 0, se conserva el rendimiento
nominal de la dinámica del lazo externo de control de referencias.
Observación 4. El ajuste del lazo externo e interno, sigue las mismas pautas que los esque-
mas de control de esta arquitectura, donde el lazo interno (lazo de saturación en este caso),
debe ser notablemente más rápido en un sentido del tiempo de establecimiento.
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4.2.2. Implementación de la propuesta
Se utiliza el controlador GPI robusto que se obtiene de la sección 3.2.1 y se construye un sis-
tema para manejo de saturación tipo ARWU-GPI para el actuador del elevador, proponiendo
una dinámica de segundo orden en el error de saturación eu(s), en la cual se implementa la





Remplazando uuθ(s) en (4-10) se obtiene la dinámica del error de saturación para el contro-
lador del ángulo de elevación como:
eu(s)(s
2 + α1s+ α0) = s
2ξ3(s) (4-14)
Se realiza una simulación, para evaluar cómo puede llegar a mejorar el desempeño del contro-
lador GPI robusto, mediante la implementación del sistema para el manejo de condición de
saturación, y de qué manera afecta la dinámica que este impone sobre eu(t). Lo anterior, se
realiza variando las ráıces del polinomio formado en la ecuación (4-14), la variación realizada
se presenta en la Tabla 4-1, donde se seleccionan valores para α1 y α0.
Tabla 4-1.: Coeficientes del ARWU con enfoque GPI.
Variaciones de α
coeficientes de C2,i i = 1 i = 2 i = 3 i = 4 i = 5
α0, i 1 1 1 1 1
α1, i 0.2 2 20 50 100
El sistema ARWU, se implementa según la Figura 4-8 y los resultados de la prueba que
se realiza se muestran en la Figura 4-10, entre los que se evidencia, que ante un aumento
de la parte real de los polos del polinomio seleccionado se produce un mejor desempeño del
sistema en condición de saturación. En la misma figura, se puede ver cómo disminuye el
sobre pico obtenido por el controlador y la consecuente disminución del error de seguimiento
con cada variación realizada.
La Figura 4-11, muestra la señal de control aplicada en la planta y el cómputo del error
de saturación, en la misma figura, se puede evidenciar la disminución del tiempo en que el
controlador está en condición de saturación, a medida que se aumenta la parte real de los
polos del polinomio seleccionado. La Tabla 4-2 presenta los ı́ndices de desempeño obtenidos
en cada cambio, se destaca el comportamiento logrado con i = 4, debido a que esta es la
variación que presenta menor sobre pico y mejores ı́ndices de desempeño. Sin embargo, es
importante mencionar que esta tendencia de mejora no se mantiene, ya que para polos sufi-
cientemente grandes, el sistema degrada el desempeño y produce sub-picos en el seguimiento
de referencias.
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Figura 4-10.: Comparación de seguimiento para referencias y error de seguimiento de
ARWU-GPI, sobre el sistema no lineal del UAV.
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Figura 4-11.: Comparación de señales de control y error de saturación eusat de ARWU-GPI,
sobre el sistema no lineal del UAV.
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Tabla 4-2.: Comparación de ı́ndices de desempeño para el error de segui-
miento y saturación, usando ARWU-GPI, en [φ, θ, ψ].
Índices de desempeño sistema en saturación ARWU-GPI
C2(s) ISE ITSE ITSUsat ITSEu % Sobre pico
NO ARWU 0.3547 3.9537 8.5227 2.4965 56.76 %
i = 1 0.3244 3.9537 8.5072 2.2340 52.48 %
i = 2 0.2278 3.4566 8.2447 1.1507 30.43 %
i = 3 0.19204 2.8951 7.5696 0.4246 7.83 %
i = 4 0.2049 3.0808 7.22978 0.5029 7.17 %
i = 5 0.3244 4.8762 7.1453 1.3248 10.05 %
4.3. Comparación de propuestas para el manejo de
saturación
Se realiza una simulación empleando los controladores propuestos en en caṕıtulo 3.2.1, e
implementando las estrategias de manejo de saturación estudiadas en este caṕıtulo, sobre el
modelo no lineal del UAV. La Figura 4-12, presenta los resultados que se obtienen en dicha
simulación, en donde se realiza el seguimiento de referencias para el ángulo de elevación o
Pitch (en inglés), las referencias aplicadas producen que el sistema de control entre en esta-
do de saturación, en la figura también se puede evidenciar, el sobre pico obtenido con cada
estrategia para manejo de saturación y el error de seguimiento exhibido por el controlador
GPI robusto evaluado, utilizando las diferentes estrategias para manejo de saturación.
En la Figura 4-12, se puede observar que el control con menor sobre pico es el que emplea
la propuesta realizada en este trabajo, identificado con la leyenda AWGPI. La Figura 4-13
muestra la señal de control aplicada a la planta y el computo del error de saturación eu(t)
presentado con cada estrategia de saturación; en ésta gráfica, también se puede evidenciar
que la estrategia para el manejo de saturación propuesta, disminuye su cota máxima y en
general intenta en todo momento mantenerlo controlado, este resultado se obtiene producto
de imponer una dinámica sobre este error.
La Figura 4-14, presenta una comparación de cada señal de control saturada, con respecto
a la señal de control computada por el controlador, utilizando una estrategia para el manejo
de saturación, en la figura, se evidencia como el sistema AWGPI presenta por menos tiempo
la condición de saturación, mejorando el desempeño del sistema de control. La Tabla 4-
3 presenta los ı́ndices de desempeño logrados con cada estrategia, donde se destacan los
resultados obtenidos con el sistema ARWU-GPI, puesto que tiene el menor sobre pico y
mejores ı́ndices de desempeño de todos los sistemas evaluados.
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Figura 4-12.: Comparación de seguimiento para referencias con estrategias ARWU , en pre-
sencia de saturación del actuador, sobre el sistema no lineal del UAV.









































Figura 4-13.: Señales de control y error de saturación eusat, sobre el sistema no lineal del
UAV.
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Figura 4-14.: Comparación señales de control UvsUsat, sobre el sistema no lineal del UAV.
Tabla 4-3.: Comparación de ı́ndices de desempeño para el error, mediante
el uso de múltiples estrategias ARWU , aplicadas sobre el eje
longitudinal.
Índices de desempeño sistema en saturación
ARWU
ISE ITSE ITSEu ITSUsat % Sobre pico
CGPI(s)NOARWU 0.2650 4.0424 2.4965 8.5227 56.7618 %
CGPI(s)ARWU−GPI 0.1933 2.9102 0.4178 7.4468 8.0589 %
CGPI(s)ARWU−CB 0.2002 3.0289 234.3006 8.0319 31.7124 %
CGPI(s)ARWU−FS 0.1866 2.8154 13.61507 7.8508 9.2346 %
Los resultados expuestos en la comparación realizada, permiten implementar estrategias de
control GPI robusto en sistemas, donde el adecuado manejo de saturación es importante.
Además, posibilita el incremento de las ganancias del polinomio caracteŕıstico del error de
seguimiento seleccionado para su śıntesis, mejorando de esta manera, el seguimiento robusto
y rechazo de perturbaciones que sin duda aporta esta estrategia.
5. Implementación y comparación de
estrategias sobre la plataforma HIL
Este caṕıtulo, muestra de manera detallada cómo se implementan y evalúan los diferentes
controladores diseñados en la plataforma de simulación de Hardware in the Loop. La pri-
mera sección, explica la plataforma de pruebas realizada, las partes que la componen, la
construcción propuesta en el caṕıtulo 2 y la metodoloǵıa utilizada en las pruebas planteadas.
La segunda sección, muestra el desempeño de los controladores diseñados en un punto de
operación espećıfico, que corresponde con el punto de sintonización o diseño.
En la tercera sección, se realiza un estudio detallado sobre los efectos de las turbulencias
atmosféricas sobre el UAV, utilizando las estrategias de ADRC. El estudio se enfoca en la
reducción de los ı́ndices de desempeño de la señal de error de seguimiento y la señal de
control, y a su vez, analiza el efecto que tiene el aumento de intensidad de turbulencias en
el comportamiento de los ı́ndices de error de seguimiento obtenidos con cada estrategia.
La cuarta sección, presenta un análisis de robustez con respecto a los cambios de puntos de
operación de la aeronave, evaluando el desempeño y estabilidad robusta de cada controlador
sintonizado en el caṕıtulo 3. También se realiza una comparación del desempeño con respecto
a los resultados obtenidos por un controlador PID de reconocida efectividad en este sistema.
Por último, la quinta sección, desarrolla la implementación y validación del funcionamiento
de los diferentes sistemas, presentados en el caṕıtulo 4, para el manejo de la condición de
saturación, evaluando su desempeño y efectividad con los diferentes ı́ndices de error.
A continuación, se describe la construcción de la plataforma de simulación de hardware in
the loop.
5.0.1. Diseño de la plataforma HIL
La plataforma que se emplea, se construye por partes y se apoya en implementaciones simila-
res existentes en la literatura como la realizada en [Paw, 2009a], donde se crea un sistema de
evaluación de controladores, que utiliza metodoloǵıas de SIL y HIL, las cuales son acogidas
para dar paso a una metodoloǵıa de simulación y validación de estrategias de control.
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La metodoloǵıa de validación y prueba de estrategias de control, se presenta en la Figura
5-1, iniciando con la śıntesis de controladores, utilizando el conocimiento previo obtenido de
la dinámica del modelo lineal en un punto de operación espećıfico. Luego de la śıntesis, se
evalúan los controladores sobre el modelo no lineal de la aeronave. De manera posterior, se
procede a discretizar el diseño y evaluarlo utilizando herramientas de software in the loop,
como el código fuente del controlador de vuelo seleccionado (Delfino Launchpad) para eje-
cutar los algoritmos de control.
Esta evaluación, proporciona elementos de validación (para tener en cuenta en una imple-
mentación de controladores en un sistema embebido), tales como limitaciones de ejecución
con respecto a la tasa de muestreo, limitaciones en cuanto a errores numéricos (como resul-
tado de la aproximación numérica) y la ejecución en tiempo real de los algoritmos de control.
Sintonización inicial de
Controladores GPI
Simulación SIL Simulación HIL
Modelo Lineal del UAV
en Simulink-Matlab
Modelo No lineal del
UAV WRT (tiempo real)
Modelo No lineal del








Figura 5-1.: Metodoloǵıa de pruebas realizadas.
Con respecto a la simulación realizada con la plataforma de hardware in the loop, esta
permite evaluar y validar las estrategias de control para una posterior implementación en el
UAV, utilizando el hardware y software propios del sistema, lo que posibilita la ejecución de
múltiples pruebas sin deterioro del modelo f́ısico. La Figura 5-2, presenta el sistema diseñado
y construido para el desarrollo de las diferentes simulaciones planteadas, esté fue construido
con la adquisición de cada elemento de manera independiente, y posteriormente fue integrado
a la plataforma, en la figura se pueden observar los elementos que interactúan y se integran
para realizar la simulación de Hardware in the Loop. A continuación se explica cada parte
que conforma este sistemas.
1: Encierra el ordenador que utiliza la plataforma de desarrollo Embed, para programar
los algoritmos de control en el Delfino-Launchpad. Este equipo recibe las señales que
provienen del controlador para ser graficadas como: errores de seguimiento, señales







Figura 5-2.: Fotograf́ıa del sistema de simulación HIL.
2: Encierra al ordenador dedicado a simular la planta en tiempo real que utiliza Win-
dows Real Time de Simulink, donde se generan las diferentes señales que mesuran
los sensores del UAV, como los ángulos principales, velocidades angulares, la posición
geográfica GPS ( Sistemas de Posicionamiento Global, por sus siglas en inglés), alti-
tud, velocidad del aire. Este equipo cuenta con una tarjeta de adquisición de señales
análogas, contadores y señales digitales, y se comunica con el hardware implementa-
do, enviando las diferentes mediciones realizadas al controlador por medio de salidas
análogas y recibe las señales de control correspondientes a la posición de las superficies
de control, como elevadores, alerón izquierdo y derecho, el timón, la señal de control
del sistema de empuje ó RPM del motor y hélice.
3: Encierra el ordenador dedicado a la visualización de trayectorias, ángulos de orien-
tación, posición geográfica (longitud y latitud), altitud y posición de superficies de
control, por medio del simulador de vuelo FlightGear.
4: Encierra al UAV objeto de simulación, este cuenta con servomotores en los actuadores
(elevador, timón y alerones), motor, hélice, que permiten evaluar y visualizar las señales
de control aplicadas a cada actuador y si estas tienen limitaciones f́ısicas en el UAV y
en una implementación real.
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4.1: Encierra al sistema de control de la aeronave, compuesto por el Delfino Launchpad
y el receptor de radio control.
5: Encierra el emisor de radio frecuencia que env́ıa las señales de mando del usuario
del UAV, el diseño de la plataforma permite al operador del emisor tomar el control
de la aeronave en cualquier momento.
La realización de una simulación de hardware in the loop. permite involucrar las diferentes
partes del sistema de control de vuelo como: los algoritmos de control, el sistema de tele-
metŕıa para comunicación, los diferentes drivers implementados, la adquisición de datos, el
tratamiento de señales propios del sistema real, la validación numérica de los algoritmos, la
ejecución y cómputo de los algoritmos de control embebido en el controlador de vuelo, valida
su funcionamiento, e impone limitaciones f́ısicas de diseño sobre las señales de control.
5.1. Implementación de controladores en la plataforma
HIL usando el Delfino-Launchpad
A partir del uso de la plataforma mencionada en la sección anterior, y empleando los algo-
ritmos diseñados en el caṕıtulo 3, se obtienen los resultados de la implementación realizada
que se muestran en las Figuras 5-4 y 5-5, las cuales permite visualizar el comportamiento
de las estrategias de control diseñadas, comparándolas con una estrategia de control PID
probada en este modelo de UAV.
La śıntesis del controlador PID implementado, se puede consultar en [Dorobantu et al., 2013],
donde se muestra el detalle de cómo se diseña y valida esta estrategia sobre el modelo de
UAV empleado, que a groso modo, cuenta con las siguientes caracteŕısticas: tiempos de
subida Ts ≈ 1 seg, sobre pico inferior al 5 %, margen de ganancia no mayor a ±6 dB y ±45
grados de margen de fase.
Los controladores PID que se implementan, cuentan con un sistema de amortiguamiento o
Damper (en inglés), que mejora considerablemente el desempeño de los ángulos de actitud
del UAV, debido al acoplamiento que existe entre los ángulos φ y ψ, no se realiza seguimiento
del ángulo de guiño o Yaw de la aeronave, sin embargo, śı se garantiza su estabilidad, reali-
mentando la velocidad angular a través de una constante Kr para estabilizar el ángulo ψ.
La Figura 5-3, muestra la estrategia de control implementada sobre cada uno de los ángulos
de control (cabeceo y alabeo). Las constantes utilizadas en cada controlador se presentan en
la Tabla 5-1.
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Tabla 5-1.: Ganancias de controladores PID




PIDθ -0.9000 -0.3000 -0.0800





































Figura 5-3.: Estructura de controladores PID para θ y φ.
El resultado de implementar los controladores se visualiza en las Figuras 5-4 y 5-5, donde se
exhibe el seguimiento de referencias de los ángulos de control de cabeceo y alabeo o Pitch y
Roll, para los controladores (PID,GPIRob, GPIObs, GPIInte), aplicando 2 pasos, uno de ellos
invertido generando una señal de referencia que ubica el aeromodelo cerca de su condición
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inicial de Trim. La amplitud de los pasos aplicados es de ±15o sobre el punto de operación,
las condiciones iniciales de la simulación se presentan en la Tabla 5-2, donde se puede veri-
ficar el punto de operación evaluado y las condiciones iniciales de los ángulos de orientación
[φ0, θ0, ψ0], junto a la deflexión de las superficies de control [δele0 , δail(r−l)0 , δrud0 ].
Las Figuras 5-4 y 5-5, evidencian que los controladores son estables y realizan seguimiento
de referencias con error de estado estacionario nulo, debido a la acción integral de los diferen-
tes controladores, además se exhibe el sobre pico generado por cada estrategia, se muestra la
señal de control aplicada a la planta y el error de seguimiento obtenido de la implementación
de cada estrategia de control.

























































Figura 5-4.: Controles implementados para el ángulo de Cabeceo (Pitch), en el punto ope-
ración y de diseño con Vs = 17
m
s
y h = 100 m.
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Figura 5-5.: Controles implementados para el ángulo de Alabeo (Roll), en el punto opera-
ción y de diseño con Vs = 17
m
s
y h = 100 m.
Tabla 5-2.: Punto de operación y condiciones de ajuste inicial o Trim del UAV.
Punto de operación Valor Condición de Trim Valor
θ0 3,1570[deg] δele0 −5,5690[deg]
φ0 −0,0985[deg] δail0 0,1816[deg]
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En la Tabla 5-3, se presentan los resultados generales de la implementación realizada, mos-
trando los ı́ndices cuadráticos del error de seguimiento y la señal de control obtenida, el sobre
pico y la norma infinito de la señal de control aplicada, debido a que necesario identificar si
está saturado o no el actuador. Es importante mencionar, que el desempeño del controlador
GPIRob y PID resulta ser similar en términos del sobre pico presentado y la cota de la señal
de control, sin embargo, este último tiene menor ı́ndice cuadrático del error de seguimiento
lo que implica que se establece mas rápidamente.
Tabla 5-3.: Índices de desempeño controladores evaluados en el siste-
ma HIL para θ.
Índices de desempeño
Tipo de Controlador
ISE ITSE ITAE ‖U‖∞ S − P
PIDθ 0.091811 0.76467 1571.9 25 30.314
GPIRobθ 0.12013 0.97334 2347.2 24.937 29.003
GPIObsθ 0.11921 0.95668 1296.1 18.177 9.5509
GPIIntθ 0.18522 1.5249 602.09 10.545 2.0737
Los controladores con observador GPI, por estar diseñados a partir de una optimización,
tienen un comportamiento diferente, aunque tienen un seguimiento robusto de señales de
referencia, estos son más lentos, estresando menos el sistema con señales de control de menor
magnitud pero de mayor duración, además exhiben un sobre pico considerablemente menor
al de los controladores PID y GPIRob.
Tabla 5-4.: Índices de desempeño controladores evaluados en el sis-
tema HIL para φ.
Índices de desempeño
Tipo de Controlador
ISE ITSE ITAE ‖U‖∞ S − P
PIDφ 0.11709 2.3601 2106.3 19.473 15.43
GPIRobφ 0.12646 2.5558 4013.4 25 44.229
GPIObsφ 0.12094 2.4311 1060.5 13.81 2.1113
GPIIntφ 0.17563 3.5608 507.8 6.913 2.17
Los controladores sintonizados para el sistema lateral direccional, presentan mayor sobre
pico producto de la implementación del Damper para el ángulo de guiño ψ y de la no lineali-
dad del sistema, esto aplica principalmente al controlador GPIRob presentando un aumento
de 17 % a 44 %, ya que los controladores basados en observador mantienen un sobre pico
moderado de 2,15 %, datos que se pueden consultar en la Tabla 5-4, donde se muestran los
ı́ndices de error obtenidos de la implementación en el ángulo de rotación φ.
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De esta implementación se tiene como resultado general la viabilidad de controladores sobre
la plataforma de hardware in the looop diseñada. A continuación, se evaluara el desempeño
de cada estrategia en presencia de turbulencias atmosféricas.
5.2. Evaluación y desempeño en presencia de turbulencias
Esta sección, muestra el desempeño de estrategias de control de tipo ADRC en presencia de
turbulencias atmosféricas, que son aplicadas en los ejes vertical y horizontal de la aeronave,
esta simulación permite analizar la capacidad de rechazo de perturbaciones que tiene cada
control.
La metodoloǵıa de la prueba realizada es la siguiente: se considera la aeronave en el punto de
operación y condiciones iniciales de ajuste presentado en la Tabla 5-2, se evalúa de manera
simultánea el seguimiento de referencias tipo paso en los ángulos de orientación θ y φ, en
presencia de turbulencias atmosféricas a baja altitud y se vaŕıa la magnitud de turbulencia
aplicada en cada prueba, iniciando con ω20 = 1, ω20 = 5 una intensidad moderada, ω20 = 10,5
intensidad media y ω20 = 22,5 que es el máximo valor que puede llegar a tomar ω20 en el
modelo establecido (ver [MIL-F-8785C, 1980]), la cual corresponde a una turbulencia severa.
Los controladores diseñados se exponen a 3 direcciones diferentes de aplicación de la turbu-
lencia: horizontal, vertical y a 45 grados, afectando de manera diferenciada cada ángulo de
orientación, el vector de velocidad lineal [u, v, w] y el vector de velocidades angulares [p, q, r].
Los resultados de estas simulaciones se obtienen de usar la plataforma de HIL, la Figura 5-6
presenta los resultados obtenidos en el ángulo de elevación θ. En ésta, se observa como cada
controlador realiza el seguimiento de referencia en presencia de turbulencias, y cómo éstas
afectan dicho seguimiento, adicionalmente, se constata de manera gráfica que el controlador
que más se ve afectado por las turbulencias atmosféricas es el control PID.
De la misma figura, se puede validar que, la turbulencia que más afecta al sistema longitudi-
nal del UAV es la que se aplica de manera vertical, esto se debe a que afecta principalmente a
las variables de estado q(t) y w(t). El ángulo θ utilizando un controlador PID, presenta picos
de ±6 grados cuando se encuentra regulando al rededor de θ0 = 3,16 grados en presencia
de una turbulencia severa sobre ω20 = 22,5. A diferencia del control PID, los controlado-
res que mejor atenúan los efectos negativos producidos por las turbulencias son los basados
en observador GPI (denominados como GPIObs y GPIInt en la Figura 5-6), éste resultado
implica que estrategias con rechazo activo de perturbaciones son una alternativa útil para
mitigar el efecto que producen las turbulencias atmosféricas en la dinámica longitudinal de
los UAV de ala fija de pequeño tamaño.
La Figura 5-7, muestra el comportamiento de los controladores diseñados para la dinámi-
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ca del ángulo de alabeo φ, utilizando la plataforma de simulación construida, en á figura
se evidencia cómo las perturbaciones en las tres direcciones degradan el desempeño de los
controladores de manera homogénea, sin embargo se aprecia que el controlador que más
afectación tiene es el PID, esta gráfica complementa los resultados obtenidos para el ángulo
de elevación θ, e implica que para el UAV de ala fija de pequeño tamaño el control ADRC
es una alternativa viable para mitigar el efecto que tiene las turbulencias en la dinámica de
los mismos.
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Figura 5-6.: Evaluación rechazo de perturbaciones en θ punto de operación Vs = 17 m/s y
h = 100 m.
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A partir de las 40 simulaciones realizadas (10 por controlador), se obtienen los indicies de
desempeño del error de seguimiento evaluado sobre la regulación alrededor de θ0 y φ0, ángu-
los en los que se conserva un punto de operación y estabilidad del UAV. Esta simulación, se
realiza con el propósito de construir una tendencia de comportamiento del ı́ndice de desem-
peño del error de seguimiento, a medida que se incrementa la magnitud de las turbulencias
aplicadas (ω20) y aśı poder observar las ventajas que se esperan de implementar controladores
con rechazo activo de perturbaciones sobre este tipo de sistemas.
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Figura 5-7.: Evaluación rechazo de perturbaciones en φ punto de operación Vs = 17 m/s y
h = 100 m.
La Tabla 5-5 y la Tabla 5-6, presentan los ı́ndices obtenidos de implementar el controlador
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en presencia de perturbaciones y que se interpretan de manera gráfica en la Figura 5-8,
donde se constata el incremento visto en la Figura 5-6 del deterioro del seguimiento obte-
nido por el controlador PID en el seguimiento de referencias. Además, se puede comparar
de manera gráfica el incremento de los ı́ndices de desempeño de cada control, debido al
aumento de las perturbaciones, donde se resalta el comportamiento que tienen los controla-
dores basados en observadores GPI, pues estos tienen desempeño robusto y mantienen una
atenuación de los efectos que producen las turbulencias en el seguimiento de los ángulos φ y θ.

















































































































Figura 5-8.: Comparación del promedio de ı́ndices de desempeño para controladores en
presencia de turbulencias.
Tabla 5-5.: Índices de desempeño de los controladores evaluados en el sistema HIL, en
presencia de múltiples perturbaciones aplicados a θ.
Nominal Turbulencia horizontal Turbulencia vertical Turbulencia a 45o
Control
ω20 = 1 5 10,5 22,5 5 10,5 22,5 5 10,5 22,5
PIDθ 0.0015 0.0017 0.0026 0.0056 0.0027 0.0055 0.0212 0.0016 0.0038 0.0119
GPIRobθ 0.0010 0.0012 0.0016 0.0032 0.0023 0.0036 0.0114 0.0014 0.0022 0.0057
GPIObsθ 0.0003 0.0004 0.0004 0.0060 0.0006 0.0016 0.0057 0.0004 0.0007 0.0026
GPIIntθ 0.0002 0.0003 0.0003 0.0016 0.0006 0.0014 0.0066 0.0003 0.0005 0.0035
El controlador que mejor desempeño obtiene en términos de seguimiento y atenuación de
turbulencia, es el control con observador GPI, realimentación de estados y acción integral
del error de seguimiento (denominado como GPIInt en la Figura 5-8). A continuación, se
realiza un análisis de desempeño robusto de los controladores evaluados.
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Tabla 5-6.: Índices de desempeño de los controladores evaluados en el sistema HIL, en
presencia de múltiples perturbaciones aplicados a φ.
Nominal Turbulencia horizontal Turbulencia vertical Turbulencia a 45o
Control
ω20 = 1 5 10,5 22,5 5 10,5 22,5 5 10,5 22,5
PIDφ 0.0008 0.0011 0.0018 0.0087 0.0009 0.0026 0.0129 0.0009 0.0023 0.0101
GPIRobφ 0.0012 0.0018 0.0025 0.0062 0.0016 0.0029 0.0088 0.0016 0.0025 0.0071
GPIObsφ 0.0044 0.0046 0.0020 0.0035 0.0019 0.0026 0.0069 0.0018 0.0018 0.0055
GPIIntφ 0.0004 0.0004 0.0008 0.0022 0.0005 0.0011 0.0039 0.0005 0.0010 0.0031
5.3. Evaluación de robustez a cambios de punto de
operación
En esta sección, se realiza una comparación de desempeño y estabilidad robusta de los
sistemas de control sintonizados, ante cambios de puntos de operación en una trayectoria
espećıfica. La metodoloǵıa de la prueba realizada, consiste en iniciar una trayectoria en un
punto de operación a una altitud que vaŕıa entre 100 m, 1000 m, 2500 m y 5000 m, y se
transita por diferentes puntos de operación, a medida que se incrementa la velocidad lineal
del UAV, en intervalos de 2m
s
, iniciando a 10m y finalizando en 28m
s
.
Para esta simulación, en necesario controlar la velocidad lineal del UAV, esto se genera
implementando un control de tipo PI (proporcional integral) para la velocidad del UAV,
a través de la potencia suministrada por el controlador electrónico de velocidad, ó ESC
(Electronic Speed Controller, por sus siglas en inglés), presente en la Figura 2-6, al igual
que todo el conjunto compuesto por el motor y la hélice. Para el control de altitud se sintoniza
un controlador de tipo PI. Las contantes utilizadas se presentan en la Tabla 5-7. La Figura
5-9 presenta la estructura del controlador diseñado para realizar las diferentes simulaciones
de desempeño robusto.
Tabla 5-7.: Ganancias del control de trayectorias imple-
mentado.
Control de Velocidad Control de altitud Control de dirección
kV 0,15 kh 0,023 kψ 1,5
kiV 0,04 kih 0,0010
La Figura 5-10, presenta de manera gráfica los resultados obtenidos de evaluar los con-
troladores estudiados en diferentes puntos de operación sobre la plataforma diseñada, esta
muestra como las estrategias de control PID y GPI robusto, tienen un error contante en el
seguimiento de referencias cuando se tiene un aumento de velocidad constante y que incre-
menta al aumentar la altitud de operación; por el contrario, los controladores con observador
GPI no degradan el seguimiento de referencia al incrementar la velocidad lineal y la altitud































Control trayectoria o ruta
Figura 5-9.: Control de ruta del UAV que incorpora un control de velocidad, altitud y
dirección.





observador GPI y acción integral exhibe oscilaciones en el seguimiento de referencias, lo que
implica una degradación de su desempeño.
A velocidades cercanas a los 10 m
s
los controladores exhiben una degradación del seguimiento
de referencias, debido a la disminución de la fuerza de sustentación del UAV a baja veloci-
dad, esto hace necesario incrementar el ángulo de elevación del UAV, para mantenerlo en un
vuelo estable a una altitud espećıfica, este fenómeno aumenta al disminuir la densidad del
aire, lo que es proporcional al aumentar la altitud.
Lo contrario sucede con los aumentos de velocidad de la aeronave, ya, que a mayor velocidad
se produce mayor fuerza de sustentación, sin embargo, todas las aeronaves tienen ĺımites de
operación, en éste caso el ĺımite de entrada en pérdida, que se determina experimentalmente
a los 28 m
s
, es el ĺımite f́ısico de velocidad máxima de operación, ya que si ésta se supera,
el UAV entra en un estado de pérdida de sustentación debido a la velocidad del aire y la
geometŕıa del perfil alar visto en la Figura 2-7. Esta aeronave al tener un perfil grueso (su
espesor supera el 15 % de el largo de la cuerda promedio), entra en estado de pérdida por ve-
locidad del aire, a velocidades menores que los UAV con perfiles más delgados. Este fenómeno
afecta principalmente la dinámica longitudinal e implica una disminución considerable en la
altitud de operación.
La simulación realizada, abarca 40 puntos de operación diferentes por controlador, los puntos
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iniciales se presentan en la Tabla 5-8, donde se evidencia un valor de θ0 mayor al del punto
de operación nominal, ver Tabla 5-2 del UAV, ésta variación se aumenta con la altitud de
operación, lo que se puede observar en la misma tabla.
Figura 5-10.: Comparación de controladores en diferentes puntos de operación en el ángulo
θ.
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Tabla 5-8.: Puntos de operación iniciales para evaluación de robustez.
V.E. P. O. a 100m P. O. a 1000m P. O. a 2500m P. O. a 5000m unidad
θ0 11,5165 12,6051 15,5845 19,3087 [deg]
φ0 −0,0560 −0,0562 −0,0584 −0,0636 [deg]
ψ0 155,2716 155,2716 155,2716 155,2716 [deg]
Vs0 10 10 10 10 [
m
s ]
h0 100 1000 2500 5000 [m]
T0 546,59 560,06 599,86 657,78 [rpm]
δele0 −14,0948 −15,3553 −18,6211 −22,9183 [deg]
δail0 0,9282 1,0141 1,2720 1,6673 [deg]
δrud0 0,2934 0,3203 0,4016 0,5271 [deg]
δT0 31 31 33,3 36,6 [0− 100 %]
Para la prueba de robustez del ángulo de alabeo, se diseña un control de altitud, que utiliza
como lazo interno de control, el sistema sintonizado para el seguimiento de referencias del
ángulo de elevación θ, pues a través del incremento positivo en ésta variable, se obtiene una
mayor fuerza de sustentación y por tanto se adquiere altitud en la trayectoria descrita por
el UAV, modificando la altitud promedio de la simulación.
La Figura 5-11, presenta los resultados obtenidos al evaluar el desempeño robusto del ángulo
de alabeo, en ella se observa que la dinámica lateral direccional se afecta en menor medi-
da ante un aumento sostenido de velocidad lineal y altitud, también se puede evidenciar
aumento de sobre pico en los controladores PID y GPI robusto, debido a un aumento de
velocidad lineal. Lo anterior obedece a la disminución del peŕıodo de oscilación de los polos
de lazo cerrado del sistema. En la misma figura, se puede destacar el comportamiento que
tiene el controlador con observador GPI y acción integral del error de seguimiento, pues casi
no percibe degradación de la respuesta y el seguimiento de referencias realizado.
Continuando con el análisis, la Figura 5-12 muestra una comparación promedio de los ı́ndi-
ces se desempeño del error de seguimiento de los cuatro controladores implementados sobre
los ángulos θ y φ, en las gráficas evidencian que los controladores que menor variación del
ı́ndice de error de seguimiento, debido al paso por diferentes puntos de operación son los
implementados con un observador GPI, esto implica que tiene un mejor desempeño robusto
a lo largo de la trayectoria simulada, y no degradan el seguimiento de referencias con el
aumento de altitud y velocidad del UAV.
Los controladores PID y GPI robustos, son los que más deterioran el seguimiento de refe-
rencias, éste fenómeno se presenta a bajas velocidades de operación en el intervalo de 10 a
16 m
s
, además se puede validar como en el intervalo de velocidades, comprendido entre 16
a 26 m
s
los controladores tiene un desempeño formidable, que no se ve deteriorado por los
cambios de velocidad del UAV.
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Para complementar este análisis, se realiza una simulación del seguimiento robusto de referen-
cias obtenidas por un control de altitud, esto con el propósito de evaluar el comportamiento
en conjunto con el control de actitud del ángulo de elevación θ.
Figura 5-11.: Comparación de los controladores en diferentes puntos de operación en el
ángulo φ.
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Figura 5-12.: Comparación promedio de ı́ndices en diferentes puntos de operación.
Análisis de robustez implementando un control de altitud en el sistema
Se realiza un análisis de desempeño del error de seguimiento en un control de altitud, utili-
zando como lazo interno los controladores de actitud evaluados para el ángulo de elevación
θ. El sistema de control de altitud se implementa empleando una estrategia tipo PI, que se
encuentra definida en la Figura 5-9, el cual usa las ganancias expuestas en la Tabla 5-8.
Esta prueba se realiza, con el propósito de evidenciar los beneficios que adquiere el sistema
al implementar estrategias tipo ADRC para el control de ángulos en un UAV, y comparar
los efectos que tiene cada estrategia empleada como lazo interno de un sistema de control
de trayectorias (velocidad, altitud y dirección). La simulación realizada, consiste en hacer
seguimiento de una referencia de altitud a medida que se produce un aumento de velocidad
controlada en el UAV, ésta se puede ver con una perturbación aplicada al sistema de control
de altitud y en particular al lazo interno de control de ángulo θ.
Los resultados obtenidos se pueden visualizar en la Figura 5-13, donde se evidencia que
la estrategia con menor error de seguimiento es la que incorpora un observador GPI. Lo
anterior, facilita conseguir el objetivo del lazo externo de control, manteniendo el UAV a
una altitud deseada y una trayectoria que transita por diferentes puntos de operación, con
una variación de apenas 3 m.
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Figura 5-13.: Comparación de los ı́ndices de desempeño en diferentes puntos de operación
control altitud.
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En la Figura 5-13, también se pueden validar los ı́ndices de desempeño obtenidos por cada
controlador con cada una de las simulaciones, mostrando las prestaciones que en general
tienen los controladores con observador extendido, para realizar un seguimiento robusto en
un rango de operación comprendido entre los intervalos de 0 a 5000 m y de 15 a 26 m
s
,
sin embargo, el control que incorpora la acción integral del error de seguimiento, presenta
deterioro de sus prestaciones en términos del seguimiento, cuando se encuentra en altitudes
superiores a los 2500 m y el UAV tiene una velocidad inferior a los 14 m
s
.
5.4. Evaluación de manejo de saturación
Esta sección evalúa las estrategias para el manejo de condición de saturación desarrolladas en
el caṕıtulo 4, implementando cada controlador sobre la plataforma de simulación HIL cons-
truida. Los controladores son probados como lazo interno de un sistema de control de altitud.
La simulación realizada, le permiten al sistema de control del ángulo de elevación, estar en
condición de saturación, cuando se realiza un cambio abrupto en la referencia de altitud en
la aeronave. La Figura 5-14-(a), presenta el seguimiento de referencias de cada controlador
diseñado en el caṕıtulo 3, utilizando una estrategia para el manejo de saturación. La función
θref se genera desde el control de altitud y se muestra en la Figura 5-9.
La Figura 5-14-(b), presenta las señales de control que se obtienen a partir de la implemen-
tación y en ella se observa cómo sobre el segundo 30, se satura el actuador. Además, también
se muestran seis gráficas distintas que corresponden a los siguientes controladores: la prime-
ra, al control PID con ARWU, la segunda, al controlador GPI robusto con ARWU-FS, que
hace referencia a la realimentación de saturación, la tercera, al con control GPI robusto con
ARWU-CB, que hace referencia al sistema construido con controladores bi-propios revisado
en la sección 4.1.2, la cuarta y quinta gráfica corresponden a los controladores con observador
GPI utilizando el enfoque de ARWU con observador identificados como GPIObs y GPIInt,
siendo el último el que adiciona acción integral del error de seguimiento respectivamente. La
sexta gráfica, muestra el control GPI robusto que utiliza el ARWU propuesto en la sección
4.2.1.
Los resultados de esta prueba se presentan en la Tabla 5-9, donde se puede destacar la dis-
crepancia que existe entre estrategias de reconocida efectividad para el manejo de condición
de saturación y el enfoque GPI, pues el sobre pico presentado por el controlador GPI robusto
utilizando ARWU-FS y CB, es un 57 % mayor al obtenido del ARWU-GPI. Además, obtiene
resultados similares pero con menor ı́ndice de desempeño para la señal de control.
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(a) Seguimiento de referencias del ángulo de elevación.
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(b) Señal de control aplicada en el actuador (δele).
Figura 5-14.: Seguimiento de referencias y señales de control del ángulo θ.
La Figura 5-15, presenta los resultados obtenidos con el control de altitud implementan-
do las diferentes estrategias de ARWU, esta gráfica permite evidenciar que la estrategia de
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manejo de saturación obtenida con el enfoque GPI, contribuye a disminuir de manera signifi-
cativa el error de seguimiento presentado por el control de altitud. Es importante mencionar
que, implementar el sistema de control con GPI robusto sin considerar el adecuado manejo
de saturación, conduce a que sea inestable cuando se satura el actuador, dicho fenómeno,
también se evidencia en la Figura 5-15, éste resultado resalta la necesidad de manejar de
manera adecuada la condición de saturación en controladores GPI.




ISE ITSE ITAU ‖U‖∞ S − P
PID con ARWU 6.0708 303.57 98576 20 24.282
GPIObs con ARWU-Obs 6.2388 309.94 92113 20 22.193
GPIInt con ARWU-Obs 6.0374 300.68 103470 20 21.268
GPIRob con ARWU-GPI 6.0958 306.72 42492 20 8.7698
GPIRob con ARWU-FS 6.1546 306.68 120290 20 20.435
GPIRob con ARWU-CB 6.5443 330.95 56535 20 21.142
5.5. Conclusiones del caṕıtulo
Este caṕıtulo muestra los resultados que se obtienen de la implementación de estrategias
de control GPI sobre el modelo no lineal del UAV, utilizando una plataforma de simulación
y validación bajo la metodoloǵıa de HIL, que posibilita un acercamiento a los resultados
logrados durante una implementación f́ısica del UAV, a partir del uso de las estrategias de
control analizadas. Además, proporciona herramientas de análisis que permiten evaluar el
desempeño de los controladores en circunstancias que deterioran su rendimiento y efectividad,
como los cambios de puntos de operación y la turbulencias atmosféricas, donde las estrategias
de control con observador GPI obtienen resultados que sobresalen y permiten evidenciar el
seguimiento robusto y el rechazo de perturbaciones que las caracterizan.
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Figura 5-15.: Seguimiento de altitud saturando el actuador del elevador vertical.
6. Conclusiones y recomendaciones
6.1. Conclusiones
Este trabajo de investigación, enmarca la evaluación de estrategias de control ADRC, me-
diante su aplicación en un modelo de UAV no lineal, que cuenta con reconocida exactitud
respecto al modelo experimental de una aeronave no tripulada, desarollado en [Paw, 2009a,
Dorobantu, 2013]. La investigación emplea metodoloǵıas de simulación y validación de Hard-
ware In the Loop, las cuales posibilitan enfocar la evaluación de las estrategias a una imple-
mentación f́ısica del UAV.
La construcción de la plataforma de evaluación HIL, permite utilizar la dinámica no lineal
del modelo, expone las diferentes estrategias de control a las limitaciones de una implemen-
tación f́ısica en cuanto a hardware disponible, recursos computacionales, ruido en señales,
impone el uso y ejecución de todo los algoritmos sobre un sistema embebido, lo que nutre
la evaluación de consideraciones que no se tendŕıan disponibles en una simulación comple-
tamente computacional. Además, la plataforma permite realizar la śıntesis, evaluación y
posterior validación de estrategias de control con mayor rapidez, que una experimentación
f́ısica, lo que disminuye los tiempos en que estas tareas se llevan a cabo para conseguir una
implementación exitosa, imponiendo restricciones propias de una experimentación f́ısica del
sistema modelado.
Las estrategias estudiadas en este trabajo, proporcionan prestaciones deseables para los sis-
temas de control en los ángulos de actitud y dotan de mayor autonomı́a al veh́ıculo aéreo
no tripulado, en el sentido en que mejoran el rechazo de perturbaciones como turbulencias
atmosféricas, lo cual permite a estos veh́ıculos exponerse a condiciones ambientales mas seve-
ras comparado con la opción mas ampliamente utilizada de control (los controladores PID).
Lo anterior se fundamenta, en múltiples pruebas realizadas en donde el sistema de control
ADRC con observador GPI obtuvo mejores ı́ndices de desempeño en cuanto al error de se-
guimiento, menor sobre pico y menor magnitud de la señal de control aplicada. La pruebas
realizadas se desarrollaron utilizando una plataforma de simulación HIL.
El proceso de evaluación de los controles de actitud sintonizados, se plantea desde dos pers-
pectivas: la primera, realizando el seguimiento de referencias a diferente altitud y velocidad
del UAV, y la segunda, los controladores evaluados se emplean como lazo interno de control
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de un sistema de seguimiento de trayectorias, en el cual se controla la velocidad, altitud
y ángulo de dirección del UAV. Esto permite evidenciar, los efectos que tiene implementar
un controlador de actitud con ADRC sobre un sistema global y de qué manera puede apor-
tar a conseguir el objetivo del lazo externo de control en cuanto a seguimiento de referencias.
La pruebas realizadas, aplicando cambios de velocidad y altitud proporcionan nociones para
analizar el seguimiento de las estrategias empleadas y su robustez a este clase de cambios.
Los resultados obtenidos por los controladores con observador GPI en esta evaluación, evi-
dencian que tienen seguimiento robusto ante cambios de puntos de operación y manteniendo
en todo momento un mejor desempeño que controladores PID y GPI robusto. Lo anterior,
beneficia los lazos externos de control en cuanto a disminución del error de seguimiento de
las trayectorias deseadas.
El controlador GPI robusto, no se destaca de la misma forma que los controladores con obser-
vador GPI, en las pruebas realizadas, sin embargo, éste obtiene un rendimiento comparable
con los controladores de tipo PID e incluso tiene mejor rechazo de turbulencias atmosféricas.
Este controlador puede mejorar sus especificaciones, aumentando las ganancias del polinomio
seleccionado para su sintonización, pero conlleva a un aumento de sobre pico, lo que a su vez,
limita su aplicación, en cuanto a que alcanza mas rápidamente la condición de saturación,
fenómeno que preferiblemente se intenta evitar en un controlador de actitud para un UAV.
Las estrategias de control evaluadas sobre la plataforma de simulación HIL, incorporaron
métodos para el manejo de saturación, dado que en esta clase de sistemas, se debe mitigar
este fenómeno de llegarse a presentar y aśı evitar que el sistema pueda entrar en un estado
de pérdida. Al implementar controladores GPI en el UAV, se hace indispensable acompañar
dicho control de un sistema ARWU, debido a que, esta estrategia por lo general, incorpora
mas de un integrador a la ley de control, siendo mas susceptible de sufrir este fenómeno.
Los resultados de la evaluación de los controladores, en condición de saturación para contro-
ladores GPI, y en espećıfico de la estrategia propuesta en este trabajo, permiten realizar el
manejo de la condición de saturación de manera intuitiva, desde un enfoque GPI, que intenta
imponer un comportamiento deseado sobre el error de saturación eu(s) y de esta manera,
establecer las nociones de cómo disminuir el tiempo que dura dicha condición en el sistema
de control. El manejo de saturación con ARWU-GPI, permite obtener mejores prestacio-
nes cuando se satura el actuador comparado con los demás ARWU evaluados, mejorando
su desempeño en términos del seguimiento de trayectorias donde se saturan el actuador, lo
que beneficia de manera directa los lazos externos de control en relación al seguimiento de
trayectorias y tiempo de establecimiento.
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6.2. Recomendaciones
El trabajo realizado, permite seguir explorando aplicaciones para los controladores ADRC
en UAV’s, utilizando la plataforma de HIL, para incorporar elementos como la transferencia
suave y en ĺınea de estrategias de control, e incluso posibilitando la transferencia desde un
control realizado por un usuario experimentado del UAV, a través de un control remoto,
pues cuenta con esta posibilidad. Esta clase de trabajos ayudaŕıa a mitigar los efectos que
una transferencia puede generar en el desempeño de un sistema de control.
Otra posibilidad o linea de investigación que se abre a partir de este trabajo, es la mejora
de la plataforma de Hardware In The loop, al incorporar elementos de telemetŕıa, geo-
posicionamiento con GPS y comunicación con una estación en tierra, además se podŕıa
implementar la sensórica necesaria para que se pueda experimentar el controlador como un
piloto automático, posibilitando una implementación f́ısica del UAV o la realización formal
de simulaciones con Process In the Loop o PIL (por sus siglas en inglés).
Esta trabajo, también se puede continuar, a partir de la implementación del sistema com-
pleto de control, mediante el uso de una versión mejorada del controlador de vuelo diseñado,
porque aún faltan por incorporar elementos de hardware y software como: una Unidad de
medición inercial o IMU (por sus siglas en inglés), un sistema tipo Fail-Safe o a prueba
de fallos, un sistema de administración de bateŕıas, barómetro y demás equipamiento, que
posibilite una posterior implementación f́ısica del avión y permitan contrastar estrategias de
control sobre el modelo real y además, realizar comparaciones con sistemas comerciales de
control, por ejemplo la plataforma PixHauk.
A. Anexo: Índices de desempeño y
normas utilizadas
Las normas e ı́ndices de desempeño empleados en este trabajo, son de alto grado de compren-
sión y aplicación en la academia, y en espećıfico, se utilizan ampliamente en la sintonización
de controladores, resaltando entre otros los PID.
Los ı́ndices de desempeño aqúı analizados se presentan en la Tabla A-1 y se extraen de
[O’Dwyer, 2009].
Tabla A-1.: Descripción matemática de los ı́ndices de desempeño de señales de error y control
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t · (u(t)− uss)2dt
∑n
0 k · (u(k)− uss)2 Integral de t por señal de control cuadrática.
Las normas empleadas en este trabajo para realizar los análisis, se presentan en las ecuacio-
nes (A-1) y (A-2). Y se toman de [Ogata, 2013].





Norma Infinito de una señal en el dominio S:
‖W(s)‖∞ = máx0≤ω≤∞ |W (jω)| (A-2)
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