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Palavras Chave Comunicac¸o˜es o´ticas, processamento o´tico de sinal, o´tica na˜o-linear, guias
de onda em niobato de l´ıtio com inversa˜o perio´dica dos dom´ınios fer-
roele´tricos, fibras fortemente na˜o-lineares, conversa˜o de comprimento de
onda, amplificac¸a˜o sens´ıvel a` fase, regenerac¸a˜o de fase.
Resumo O processamento o´tico de sinal e´ uma alternativa poss´ıvel para melhorar
o desempenho e eficieˆncia de sistemas de comunicac¸o˜es o´ticas, mas o seu
esta´gio atual de desenvolvimento e´ ainda insuficiente para aplicac¸o˜es em
sistemas reais. De forma a inverter esta situac¸a˜o, novas estrate´gias e pos-
sibilidades para processamento o´tico de sinal sa˜o aqui investigadas, com
eˆnfase em conversa˜o de comprimento de onda, regenerac¸a˜o de fase e am-
plificac¸a˜o sens´ıvel a` fase em dispositivos de niobato de l´ıtio com inversa˜o
perio´dica dos dom´ınios ferroele´tricos e fibras fortemente na˜o-lineares.
Um novo me´todo para o desenho do perfil de inversa˜o dos dom´ınios fer-
roele´tricos nos dispositivos de niobato de l´ıtio de acordo com um espetro
de conversa˜o alvo e´ investigado nesta tese. O me´todo proposto e´ validado
numericamente e atrave´s da produc¸a˜o de um dispositivo real com largura
de banda de conversa˜o de 400 GHz. O dispositivo produzido e´ utilizado
para conversa˜o de onda multicanal de oito sinais modulados em fase, com a
possibilidade adicional de sintonizar o comprimento de onda dos sinais con-
vertidos. Observa-se a existeˆncia de um compromisso entre elevada largura
de banda de conversa˜o e eficieˆncia do dispositivo.
Sa˜o tambe´m investigadas nesta tese conversa˜o e permuta de comprimento
de onda tolerantes ao ru´ıdo de fase adicionado por fontes de bombeamento.
Demonstra-se neste trabalho que a utilizac¸a˜o de fontes de bombeamento
coerentes permite evitar a adic¸a˜o de ru´ıdo de fase aos sinais convertidos.
Nesta tese e´ tambe´m analisada anal´ıtica e numericamente amplificac¸a˜o
sens´ıvel a` fase baseada em dispositivos de niobato de l´ıtio com inversa˜o
perio´dica dos dom´ınios ferroele´tricos para configurac¸o˜es de amplificadores
de um, dois ou quatro modos. E´ ainda avaliada a possibilidade de ge-
rar ondas correlacionadas e de realizar amplificac¸a˜o sens´ıvel a` fase num
u´nico dispositivo com propagac¸a˜o bidirecional. Com base neste esquema,
demonstra-se regenerac¸a˜o de fase de sinais modulados em fase, pore´m com
ganho limitado devido a` baixa eficieˆncia de conversa˜o dos dispositivos e
com desempenho afetado por instabilidades te´rmicas e fotorrefrativas. Mo-
tivado por estas limitac¸o˜es, demonstra-se amplificac¸a˜o de elevado ganho
num amplificador sens´ıvel a` fase de quatro modos, constru´ıdo com uma
fibra fortemente na˜o-linear em vez de um dispositivo de niobato de l´ıtio.
Por fim, e´ efetuada uma ana´lise nume´rica do impacto de utilizar amplifica-
dores sens´ıveis a` fase em vez de amplificadores de fibra dopada com e´rbio
no alcance em transmissa˜o ponto a ponto de sinais e na amplificac¸a˜o e
regenerac¸a˜o em redes o´ticas. Demonstra-se que amplificadores sens´ıveis a`
fase sa˜o mais vantajosos para formatos de modulac¸a˜o avanc¸ados e siste-
mas compostos por ligac¸o˜es o´ticas longas. As simulac¸o˜es assumem mode-
los simplificados para o ganho e ru´ıdo dos amplificadores, bem como uma
versa˜o modificada do modelo de ru´ıdo Gaussiano para estimar a poteˆncia
das distorc¸o˜es na˜o-lineares em sistemas com compensac¸a˜o total da dispersa˜o
croma´tica no final de cada segmento de fibra entre amplificadores.

Keywords Optical communications, all-optical signal processing, nonlinear optics, pe-
riodically poled lithium niobate waveguides, highly nonlinear fibers, wave-
length conversion, phase-sensitive amplification, phase regeneration.
Abstract All-optical signal processing techniques are a possible way to improve the
performance and efficiency of optical communication systems, but the cur-
rent stage of development of such techniques is still unsatisfactory for real-
world implementation. In order to invert this situation, new strategies and
possibilities for all-optical signal processing are investigated here, with a
particular focus on wavelength conversion, phase regeneration and phase-
sensitive amplification in periodically poled lithium niobate waveguides and
highly nonlinear fibers.
A new and flexible method to design the poling pattern of periodically poled
lithium niobate devices according to a target conversion spectrum is inves-
tigated in this work. The proposed method is validated through numerical
simulations and by producing a real device with broad conversion bandwidth
of 400 GHz. The device is then used for multichannel wavelength conversion
of eight phase-modulated signals, with the additional possibility to tune the
wavelength of the converted signals. A trade-off between high conversion
bandwidth and conversion efficiency is observed.
Advanced wavelength conversion and wavelength exchange tolerant to the
phase noise added by the pump lasers are also investigated. It is shown that
the additional phase noise transferred to the converted signals is eliminated
by using coherent pumps, generated from the same light source.
Phase-sensitive amplification based on periodically poled lithium niobate
devices is also investigated in this thesis by numerically comparing the gain
properties for one-, two- and four-mode configurations. The possibility to si-
multaneously generate correlated waves and observe phase-sensitive amplifi-
cation in a single device with bidirectional propagation is also demonstrated.
Using such scheme,“black-box” phase regeneration of phase-encoded sig-
nals is experimentally demonstrated, albeit with limited net gain due to
the low conversion efficiency of the device, and the limited reliability due
to thermal and photorefractive instabilities. Motivated by such limitations,
high-gain amplification in a four-mode phase-sensitive amplifier built with
a highly nonlinear fiber instead of a periodically poled lithium niobate is
demonstrated.
Finally, the impact of using phase-sensitive amplifiers instead of common
erbium-doped fiber amplifiers on the reach in point-to-point transmission
and on the amplification and regeneration requirements in optical transport
networks is numerically investigated. The calculations show that phase-
sensitive amplifiers are particularly advantageous when considering high-
order modulation formats and for transport networks comprised by long
links. The numerical simulations are performed using simplified models for
the gain and noise properties of the amplifiers, and a modified enhanced
Gaussian noise model to estimate the power of the nonlinear distortions in
systems with full dispersion compensation at the end of each span of fiber.

“If you think in terms of a year, plant a seed.
If in terms of ten years, plant trees.
If in terms of 100 years, teach the people.”
Guan Zhong
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Lc coherence length
Leff effective length
M transverse field distribution
N number of nodes
n refractive index
n noise vector
Nch number of channels
nL linear refractive index
nNL nonlinear index coefficient
Ns number of spans
nsp spontaneous emission factor
P electric polarization vector
P optical power
p number of orthogonal states of polar-
ization
P(1) linear electric polarization vector
P(2) second-order nonlinear electric polar-
ization vector
P(3) third-order nonlinear electric polariza-
tion vector
PASE ASE power
Pch channel power
PNLI NLI power
q coupling coefficient
Qn quantum noise variable
R photo-detector responsivity
r position vector
S slow mode
sˆ state of polarization unit vector
Sλ dispersion slope
SNLI power spectral density of the nonlin-
ear interference
SWDM power spectral density of the WDM
signals
T transfer matrix
T power transmission coefficient
t time
vg group velocity
z direction of propagation of the wave
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1.1 All-optical signal processing for optical communication
systems
The way how human beings communicate with each other has drastically changed over
the last two centuries, mostly due to the invention and development of new telecommunica-
tion technologies, such as the telegraph, telephone, radio and television [1]. However, none
of these technologies has revolutionized the telecommunications as the Internet. With the
invention and development of the Internet in 1960s and its spreading to the general public
with the creation of the World Wide Web in the beginning of the 1990s [2], accessing and
sharing information has never been so easy. The Internet has completely changed the way
how human beings contact with each other, promoting the interaction between different
cultures and traditions, as well as stimulating the spread of scientific knowledge and tech-
nological inventions. Without the Internet, human society would certainly be very different
from what we currently know.
The relevance of the Internet can also be measured by numbers. For instance, the
number of Internet users has more than tripled in the last decade, as shown in Figure 1.1-
a), with a growth rate of about 220 million new users per year, according to the International
Telecommunication Union [3]. Not only the number of users is increasing at a fast pace,
but also the amount of transmitted data per user. New functionalities and services such
as voice and high-definition television over Internet protocol, video streaming, cloud com-
puting and storage, and the quick expansion of social networks has led to an exponential
growth of the data traffic. As an example, according to Cisco Systems, Inc., the monthly In-
ternet protocol traffic will approximately triplicate from 60 Exabytes/month in 2014 to about
170 Exabytes/month in 2019, as shown in figure 1.1-b) [4]. It is also expected that more
than 80% of the Internet traffic in 2020 will be video contents [4].
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Figure 1.1: a) Evolution of the Internet users over the last decade. b) Estimated evolution of the
global Internet protocol traffic. Data in a) and b) obtained from [3] and [4], respectively.
The exponential growth of transmitted data due to the expansion of the Internet has
been putting serious challenges to telecommunication services providers in order to cope
with the high bandwidth demands, at affordable costs. One of such challenges is how to
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transmit huge amounts of data through very long distances. Fiber-optic communications
systems are a viable solution for this problem as they provide a reliable, efficient and secure
way to transmit data over very long distances. By using optical waves in the near-infrared
region to carry information, the total available bandwidth is orders of magnitude greater
than with other technologies such as, for instance, microwave systems [1]. Hence, fiber-
optic systems are often the backbone structure of Internet service providers, and are the
most efficient approach for long-haul transmission, core and metro networks. Furthermore,
the high bandwidth demands of individual clients have led to the expansion of fiber-to-the-
home architectures in which the data is transmitted through optical fibers up to the homes
of the end users.
In order to cope with the seemingly endless growth of the bandwidth requirements, not
only new fibers and optical transport networks must be installed, but also the efficiency of
utilization and resource management of the existing fiber systems must be improved. As
an example, advanced modulation formats combined with coherent detection have been
proposed as a possibility to increase the spectral efficiency of transmission systems, de-
fined as the ratio between the information rate of a transmitted channel and the bandwidth
occupied by that channel [5–7]. Advanced modulation formats enhance the utilization effi-
ciency of the fiber capacities by using different properties of light such as amplitude, phase
and state of polarization to encode several bits into a single modulation symbol.
Another possibility to improve the management and utilization efficiency of the optical
transport networks is to consider signal processing techniques [8]. Signal processing can
be generally defined as any function or operation performed on the transmitted data sig-
nals with the ultimate purpose of increasing the efficiency and/or improve the performance
of optical communication systems. Amplification, switching, routing, pulse reshaping, re-
timing, multicasting, wavelength conversion, add/drop, amplitude regeneration and modu-
lation format conversion are some examples of signal processing functionalities [9,10].
Signal processing can be implemented in the electrical or the optical domain. Signal
processing in the electrical domain has several advantages over optical signal processing
(OSP), in particular its technological maturity, easy access to past information stored in
memory, flexibility to simultaneously perform different processing functions and massive
integration [10, 11]. However, signal processing in the electrical domain implies optical-
to-electrical-to-optical conversion, which in practice requires a full receiver and transmitter
whenever a processing operation must be performed. This disadvantage becomes par-
ticularly relevant in wavelength-division multiplexing (WDM) systems where several data
channels are transmitted at different wavelengths. In these systems, a dedicated receiver
and transmitter is required per channel. As an example, the first optical communication
systems required placing electrical repeaters after about 60-70 km in order to compen-
sate the propagation losses of the fibers [1]. Since these repeaters were essentially a full
receiver and transmitter, the first generations of optical systems were limited to the trans-
mission of a single or very few data channels per fiber. With the breakthroughs of optical
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amplifiers, amplification could be performed directly in the optical domain, avoiding optical-
to-electrical-to-optical conversion and reducing the overall power consumption. More im-
portantly, optical amplifiers allow simultaneous amplification of several WDM channels in a
single amplifier.
Another very successful example of OSP is the development of reconfigurable opti-
cal add-drop multiplexers (ROADMs), enabled by wavelength-selective switches (WSSs).
ROADMs enabled adding or dropping individual wavelength channels at a node of an opti-
cal transport network, as well as routing WDM channels to different directions, always in the
optical domain [12, 13]. Before the development of ROADMs, reconfigurable add/drop of
WDM channels required an optical-to-electrical-to-optical architecture and, consequently,
a dedicated transponder per wavelength channel added, dropped, or passed at each node
of the optical transport network [14]. In alternative, fixed optical add/drop multiplexers con-
structed from optical filters could be used [14]. However, the reconfigurability and flexibility
of such approach is very limited, typically requiring on site intervention of a technician
whenever an update or upgrade of the add/drop capabilities is needed. With the advent
of WSSs and ROADMs, software-reconfigurable add/drop and routing can be performed
directly in the optical domain, with the possibility of colorless, directionless and contention-
less operation [15–17]. Thanks to this technology, modern optical transport networks are
now evolving towards dynamic, flexible and software definable routing [17], while enabling
the coexistence of data channels with different data rates and modulation formats.
In addition to avoiding optical-to-electrical-to-optical conversion, OSP offers other very
attractive advantages for flexible and reconfigurable optical systems. Ultrafast operation
and transparency to the bit rate are two of such advantages. In the case of signal process-
ing in the electrical domain, the processor must evaluate and operate on each individual bit
or symbol, which is typically performed at a fixed data rate [10]. In addition, electrical signal
processing is limited by the speed of the electronics. Even using state-of-the-art CMOS
technology, the speed of the electrical processors seems to be limited to symbol rates of
about 100 Gsymbol/s, [18, 19]. In contrast, OSP allows ultrafast operation transparent to
the data rate and limited only by the response time of the optical medium, usually of the
order of femtoseconds [9, 10]. Unless coherent detection is used, the phase information
of the transmitted data is lost during optical-to-electrical conversion as the photodetec-
tors (PDs) are only sensitive to the intensity of the waves [20]. On the other hand, OSP
techniques operate directly on the electrical field of the waves, without losing the phase
information of the signals, so transparency to the modulation format is a possibility [9,21].
The power consumption of telecommunication systems has also become a relevant is-
sue in the recent years. It is estimated that about 3% of the global produced energy and 2%
of the CO2 emissions are related to the information and communication infrastructures [22].
It has been suggested that OSP may be a possible solution to reduce the power consump-
tion of signal processors by removing the optical-to-electrical-to-optical conversion. How-
ever, this claim may not always be true and greatly depends on the OSP functionality. As
4
Chapter 1. Introduction
an example, it was shown in [23] that the energy consumed per transmitted bit in logical
gates based on CMOS technology and optical-to-electrical-to-optical conversion was still
lower than using photonic devices, for a single data channel.
A wide variety of techniques and physical processes can be used for OSP. Nonlin-
ear optical phenomena have been widely investigated in the last decade for applications
in OSP due to their unique properties and possibilities that can not be easily reproduced
by other techniques [9, 10]. Third-order nonlinear effects such as self-phase modulation
(SPM), cross-phase modulation (XPM) and FWM, and cascaded second-order nonlinear
processes have already enabled the demonstration of several OSP functionalities such as
add/drop in optical time-division multiplexing systems [24], multicasting [8], amplitude and
phase regeneration [25–27], logical gates [28], wavelength and modulation format conver-
sion [29,30], just to name a few examples. In addition, a wide selection of nonlinear devices
for OSP is currently available. Highly nonlinear fibers (HNLFs), semiconductor optical am-
plifiers (SOAs), photonic crystal fibers (PCFs), tapered fibers, silicon and chalcogenide
waveguides, tellurite and bismuth oxide glasses are examples of third-order nonlinear de-
vices [9, 10, 31], whereas periodically poled lithium niobate (PPLN) and periodically poled
lithium tantalate (PPLT) waveguides are the most common examples of second-order non-
linear devices [10].
From all the different nonlinear devices, PPLN waveguides offer unique advantages and
properties that make them very attractive for OSP. High nonlinear coefficient, transparency
over a wide spectral region (350 to 5000 nm), immunity to stimulated Brillouin scattering
(SBS), SPM and XPM, negligible frequency chirp and amplified spontaneous emission
(ASE) noise, compactness and the possibility of integration are some of the advantages
of PPLN waveguides [20, 32, 33]. In addition, PPLN waveguides offer the unique possibil-
ity to modify its nonlinear behavior for different frequencies, herein simply referred to as
nonlinear spectral response, by properly tailoring the way how the ferroelectric domains
are inverted, labeled as domain engineering in this thesis. Domain engineering is a very
powerful technique that allows obtaining devices with new properties and functionalities
that cannot be easily reproduced with other nonlinear media.
Despite the existence of several nonlinear platforms and an extensive number of re-
ported OSP functionalities, very few, if any, OSP units based on nonlinear phenomena
have been implemented in real systems. This situation is mostly caused by high imple-
mentation complexity, strong pumping power requirements and still unsatisfactory perfor-
mances of the current subsystems and devices. Even so, the highly attractive advantages
of OSP have motivated a considerable effort in order to change this paradigm. Developing
new strategies, improving the performance and simplifying the existing OSP techniques are
critical steps to enable real-world applications. Such an approach shall take into account all
the various possibilities and aspects of OSP, including the development and improvement
of new and existing nonlinear devices, finding new strategies, techniques and functionali-
ties, and reducing the footprint of OSP subsystems in optical transport networks. This is
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the fundamental driving force and motivation for the work presented in this thesis.
It should be noted that the idea of completely replacing electrical signal processing
by all-optical alternatives is unlikely or even undesirable because of the maturity and per-
formance of electrical systems for certain processing functions [10]. However, there are
clearly some operations that are currently performed in the electrical domain that could
be greatly enhanced considering an all-optical approach. Identifying where an all-optical
approach is more convenient and advantageous is also very important.
In optical transport networks with WDM technology, it may happen that different data
channels with the same wavelength arrive at one node of the network and need to be
routed to the same destination node. However, since both channels are allocated to the
same wavelength, this situation creates a blocking problem, which is also known as wave-
length contention [34,35]. Wavelength conversion is a possible solution to avoid contention
problems and reduce the blocking probability [34,36]. Recently, it has been shown through
numerical simulations that using wavelength converters could improve the network utiliza-
tion by a factor of 2 [37]. In addition, the authors show that optical wavelength conversion
(OWC) would enable 70% reduction in the number of converters compared to optical-to-
electrical-to-optical alternatives by allowing simultaneous multichannel operation. These
results expressly demonstrate the importance of OWC for modern optical transport net-
works and prove that the development of all-optical wavelength converters is very relevant.
OWC becomes even more important if wavelength tunability and multichannel operation
are possible to cope with reconfigurability and flexibility properties, highly desirable for
modern optical transport networks [38].
If OWC units are to be deployed in real systems, any extra noise source or signal
degradation in the converter should be minimized or eliminated. The most common tech-
niques to implement OWC are based on parametric nonlinear interactions that use strong
pump waves to fuel the conversion process. The finite linewidth of the light source used
as pumps generates an additional phase noise contribution to the converted signals. This
contribution becomes particularly relevant for high-order modulation formats such as 16-
quadrature-amplitude modulation (QAM) and 64-QAM signals, or when the data channels
undergo several OWC operations before reaching the final destination in an optical trans-
port network. Hence, OWC tolerant to the additional phase noise caused by the finite
linewidth of the pump waves would very attractive for such situations.
The transmission of data signals in fiber-optic communication systems is ultimately lim-
ited by the ASE noise introduced by optical amplifiers and by the fiber nonlinearities. These
two mechanisms continuously degrade the transmitted signals, ultimately resulting in de-
tection errors at the receivers. Hence, not only low-noise solutions are highly desirable,
but signal regeneration may also be required at a certain point of the transmission system,
whenever the number of errors reaches prohibitive values. In this regard, phase-sensitive
amplifiers (PSAs) are a very interesting alternative for low-noise amplification, with noise
figure (NF) values below the quantum limit of 3 dB observed for common phase-insensitive
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(PI) amplifiers, such as erbium-doped fiber amplifiers (EDFAs). The low-noise properties
of PSAs can potentially improve the signal-to-noise ratio (SNR) of the data channels trans-
mitted over an optical link and extend the maximum transmission reach when compared to
optical systems using EDFAs. For instance, an extension of the transmission reach of more
than three times was recently reported by using a hybrid PSA + EDFA approach instead of
using only EDFAs, albeit for single-channel transmission [39]. In addition, the constellation
diagrams obtained therein suggest that there is a partial compensation of the nonlinear
distortions due to the coherent beating between the signal and a phase-conjugated copy
(idler), which must also be transmitted along with the signal in order to enable the phase-
sensitive (PS) properties of the PSA. The results reported in [39] not only effectively prove
that using PSAs allow extending the maximum reach for point-to-point transmission, but
they also indicate that PSAs may be advantageous in terms of regeneration requirements
and/or number of amplifiers in optical transport networks. In addition, the improvement of
the SNR due to the low-noise properties of PSAs may enable to use higher-order modula-
tion formats that would not be possible considering EDFAs. This possibility is particularly
relevant when optical transport networks start to approach its utilization limit, as PSAs may
allow increasing the capacity of the network by using more efficient modulation formats.
Undoubtedly, the current stage of development of PSAs excludes any possibility of imme-
diate implementation in optical transport networks, but the PSA technology is still being
investigated and developed, so this may be a possible scenario in the future. Therefore, an
analysis on the potential savings in terms of the number of amplifiers and/or regeneration
requirements is very important and valuable as it would indicate whether replacing EDFAs
by PSAs in optical transport networks is advantageous or not. If so, such an analysis could
also foster the technological development of PSAs.
The accumulation of noise added by optical amplifiers and of signal distortions caused
by the nonlinear response of the transmission fibers may degrade the transmitted data
channels in such a way that signal regeneration is required at certain locations of a trans-
mission system in order to avoid detection errors. Signal regenerators are especially im-
portant for long transmission distances where the accumulated noise is higher and/or when
advanced modulation formats are considered, which require higher SNR values at the re-
ceiver for error-free operation. Currently, signal regeneration is performed in the electrical
domain, requiring optical-to-electrical-to-optical conversion and a full receiver and trans-
mitter per channel, implying significant costs and energy consumption, especially at high
symbol rates [25, 40, 41]. Optical signal regeneration has been suggested as a possible
alternative to overcome this limitation. Until the early 2000’s, almost all optical communi-
cation systems were based on intensity modulation formats such as on-off keying (OOK)
and direct detection in PDs. In this type of systems, re-amplification, retiming and pulse re-
shaping or amplitude regeneration are the main operations required to be performed by the
regenerators [25,36]. Several all-optical strategies were proposed to perform amplitude re-
generation for such systems, including the Mamyshev regenerator, amplitude regenerators
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based on optical injection locking, saturable absorbers and parametric amplifier operating
in saturation [11,27,36,42–44]. With the advent of advanced modulation formats in which
the phase of the waves is also used to encode information, not only the amplitude but also
the phase of the signals needs to be regenerated or, at least, the phase noise should be
minimized as much as possible. Several all-optical approaches have been investigate so
far in order to achieve this purpose. One possibility is to use phase-preserving amplitude
regenerators to limit the amplitude-to-phase nonlinear noise transfer, also known as the
Gordon-Mollenauer effect [45, 46]. However, this strategy does not regenerate any of the
phase degradations already present in the data signals. Another possibility is to consider
phase-to-amplitude format conversion using delay line interferometers, followed by ampli-
tude regeneration [47].
The phase of binary PSK (BPSK) signals can be directly regenerated using the phase-
squeezing properties of PSAs, as reported in [25, 48–50], with the potential advantage of
simultaneous amplitude regeneration by operating the PSA in saturation [25]. Extension
to higher-order PSK formats can also be performed by combining several BPSK phase re-
generators [51], or by mixing the degraded signal with a phase-conjugated harmonic of the
signal in a PSA, also known as multilevel quantizer [52–55]. However, the implementation
complexity of PSA-based phase regenerators is still very high and currently incompatible
with real-world communication systems. Hence, further developments of this technology
are of uttermost importance.
As discussed above, the advantages of OSP techniques are very promising and can
potentially improve the management and utilization of the available resources of optical
communication systems. However, the overall performance of such strategies still needs to
be further developed, which is the main goal of this thesis. The work presented in this thesis
aims to push forward the current state of the art of OSP functionalities, namely on OWC,
phase regeneration and PS amplification. The possibilities investigated herein address
OSP at different levels of complexity and dimensionality, including the design of advanced
devices for OSP, the development of new strategies for OSP systems and subsystems,
and the assessment of the impact of considering a new OSP functionality in an optical
transport network.
1.2 Main contributions
The main contributions of this thesis are summarized below.
• Development and assessment of a layer peeling algorithm (LPA) combined with the
deleted-reversal method (DRM) to design the ferroelectric domain inversion of PPLN
devices according to a target spectral response. The LPA presented in this thesis is
adapted to the design of PPLN devices with customized poling patterns. The author
started investigating PPLN waveguides while working towards his Master’s degree.
The main motivation behind such work was to explore the parallelism between fiber
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Bragg gratings and PPLN waveguides, which are both periodic structures. During
the Master’s degree, it was concluded that the transfer matrix method originally used
to estimate the spectral response of a grating coupler is also valid for obtaining the
nonlinear spectral response of a PPLN waveguide with arbitrary poling designs, as
long as some approximations are taken into account [56]. Hence, the next logical
step would be to explore the inverse process, in which the poling pattern should be
designed according to a target nonlinear spectral response. In grating couplers, such
is commonly done with the LPA by dividing the grating into several layers whose
refractive index modulation is iteratively computed according to the target spectral
response [57]. In this thesis, the LPA is adapted to the design of the poling pattern of
PPLN waveguides, and combined with the DRM in order to produce a real device with
a 400 GHz quasi-rectangular spectral response. This contribution was performed in
collaboration with the National Institute of Information and Communications Technol-
ogy (NICT) and resulted in publication A, shown in appendix D.
• Demonstration of tunable and multichannel OWC of 8 quadrature phase-shift key-
ing (QPSK) channels with a 50 GHz spacing using a 400 GHz PPLN waveguide
designed with the LPA and DRM. The custom-made PPLN device enabled to simul-
taneously convert multiple data channels with the additional possibility of tuning the
wavelength of the converted channels, which would not be possible using uniform
PPLN waveguides. This contribution resulted in publication B, shown in appendix D.
• Demonstration of a pump-linewidth-tolerant scheme for OWC and wavelength data
exchange (WDE), used to eliminate the additional phase noise on the converted
signals caused by the finite linewidth of the light sources used as pumps. The pump-
linewidth-tolerant scheme was originally proposed by Dr. Guo-Wei Lu from the NICT,
but all the experiments were jointly carried out by Dr. Lu and the author of this
thesis. In addition, the author has also contributed on the writing process for all the
publications related to this topic. This work resulted in publications C and D, shown
in appendix D.
• Analysis of the influence of key parameters such as the length and conversion effi-
ciency on the gain properties of different configurations of one-, two-, and four-mode
PSAs built with PPLN devices. Even though some configurations of PPLN-based
PSAs had already been experimentally demonstrated, a proper comparison between
the different possibilities was still lacking. Such an analysis is performed in this thesis,
where it is shown that configurations based on cascaded three-wave mixing (TWM)
interactions have a gain penalty of about 6 dB with respect to those based on a sin-
gle TWM process and that a four-mode PPLN-based PSA cannot be implemented in
practice. This investigation resulted in publication E, shown in appendix D.
• Demonstration of PS amplification and “black-box” phase regeneration of a BPSK
signal in a single PPLN device with bidirectional propagation to simultaneously gen-
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erate correlated waves and perform PS amplification in opposite propagation direc-
tions. The bidirectional scheme not only enables savings in terms of PPLN devices,
but also of temperature controllers and coupling optics elements. This contribution
was performed in collaboration with the NICT and resulted in publication F, shown in
appendix D.
• PS amplification of a 10 Gsymbol/s QPSK signal in a four-mode PSA built with a
HNLF. The influence of the pump power and relative phase between the interacting
waves on the gain of the amplifier is also investigated in either PS or PI operation.
This work was performed in collaboration with the NICT and resulted in publication
G, shown in appendix D.
• Development of simplified models for the noise properties of PSAs and lossy ele-
ments based on a semi-classical approach. The simplified models allow to discrimi-
nate the different gain properties for the correlated and uncorrelated components of
the noise in optical links with several cascaded PSAs.
• Development of a simplified model for the signal distortions caused by the nonlinear
behavior of the transmission fibers in optical systems with full compensation of the
chromatic dispersion after each span of fiber. The simplified model, denominated in
this thesis as modified enhanced Gaussian noise (MEGN), is obtained as a simpli-
fication of the Gaussian noise (GN) and enhanced Gaussian noise (EGN) models
proposed by Poggiolini et al. [58, 59] for systems with full compensation of the chro-
matic dispersion after each span of fiber. The influence of parameters such as the
launch power, span length and channel bandwidth on the power of the nonlinear
distortions is investigated and compared with numerical simulations performed by
solving the Manakov-polarization mode dispersion (PMD) equations with a split-step
Fourier transform (SSFT) method. The MEGN model is able to correctly describe the
influence of almost all the signal, fiber and span parameters, with the exception of
the channel spacing, which leads to an overestimation of the power of the nonlinear
distortions.
• Numerical comparison in terms of the number of amplifiers, regeneration require-
ments and the possibility of considering higher-order modulation formats for different
optical transport networks using either PSAs or EDFAs. The numerical simulations
are based on the simplified models for the noise properties of PSAs, lossy elements
and transmission fibers. The two amplification scenarios are compared for two optical
transport networks, one composed of short links and another with long links connect-
ing the nodes of the network. The numerical analysis presented in this thesis shows
that PSAs are especially advantageous in terms of signal regeneration requirements
and number of amplifiers for networks comprised of long transmission links, and for
high-order modulation formats in networks with short links. It is also shown in this
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work that the nonlinear distortions limit the potential advantages from the low-noise
properties of PSAs.
The work presented in this thesis has produced the following publications.
Publications in journals:
• G. Lu, A. Albuquerque, B. Puttnam, T. Sakamoto, M. Drummond, R. Nogueira, A.
Kanno, S. Shinada, N. Wada, T. Kawanishi, “Pump-phase-noise-free optical wave-
length data exchange between QAM signals with 50-GHz channel-spacing using co-
herent DFB pump,” Optics Express, vol. 24, no. 4, pp. 3702-3713, Feb. 2016.
• A. Albuquerque, M. Drummond, B. Puttnam, N. Wada, R. Nogueira, “Investigation
of PPLN-based PSAs for high-gain optical amplification,” Journal of Lightwave Tech-
nology, vol. 33, no. 12, pp. 2802-2810, Jul. 2015.
• A. Albuquerque, B. Puttnam, J. Mendinueta, M. Drummond, S. Shinada, R. No-
gueira, N. Wada, “Experimental investigation of phase-sensitive amplification of data
signals in a four-mode fiber-based PSA,” Optics Letters, vol. 40, no. 2, pp. 288-291,
Jan. 2015.
• G. Lu, A. Albuquerque, B. Puttnam, T. Sakamoto, M. Drummond, R. Nogueira, A.
Kanno, S. Shinada, N. Wada, T. Kawanishi, “Pump-linewidth-tolerant optical wave-
length conversion for high-order QAM signals using coherent pumps,” Optics Ex-
press, vol. 22, no. 5, pp. 5067-5075, Mar. 2014.
• A. Albuquerque, B. Puttnam, M. Drummond, S. Shinada, N. Wada, R. Nogueira,
“PPLN poling design based on a discrete layer peeling algorithm combined with a
deleted-reversal method,” Journal of Lightwave Technology, vol. 31, no. 23, pp.
3892-3900, Dec. 2013.
• A. Albuquerque, B. Puttnam, M. Drummond, A. Szabo´, D. Mazroa, S. Shinada, N.
Wada, R. Nogueira, “Phase-sensitive amplification in a single bi-directional PPLN
waveguide,” Optics Express, vol. 21, no. 19, pp. 22063-22069, Sep. 2013.
An additional journal article entitled “Investigation of phase-sensitive amplification for
optical transport networks” is currently under preparation for submission to IEEE/OSA
Journal of Lightwave Technology, which summarizes the main achievements discussed
in chapter 6.
Publications in conference proceedings:
• A. Albuquerque, B. Puttnam, M. Drummond, G. Lu, A. Szabo, S. Shinada, N. Wada,
R. Nogueira, “PPLN-based all-optical signal processing and phase-sensitive amplifi-
cation (Invited),” in IEEE Summer Topicals Meeting Series, Nassau, Bahamas, Jul.
2015, p. MF3.2.
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N. Wada, “Investigation of PPSLT waveguides for applications in optical communica-
tion systems,” in International Conference on Applications of Optics and Photonics
(AOP), Aveiro, Portugal, May 2014, p. 92861K.
• G. Lu, A. Albuquerque, B. Puttnam, T. Sakamoto, M. Drummond, R. Nogueira, A.
Kanno, S. Shinada, N. Wada, T. Kawanishi, “Coherently-pumped 20Gbaud 16QAM
optical wavelength shifting free of phase noise from pumps,” in OptoElectronics and
Communication Conference (OECC), Melbourne, Australia, Jul. 2014, p. 589-590.
• G. Lu, A. Albuquerque, B. Puttnam, T. Sakamoto, M. Drummond, R. Nogueira, A.
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version with coherent pumps,” in Conference on Lasers and Electro-Optics (CLEO),
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“Single-pump, tunable wavelength conversion of 8×12.5 Gsymbol/s QPSK channels
in a quasi-rectangular PPLN,” in European Conference and Exhibition on Optical
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1.3 Outline
This thesis is organized as follows. Chapter 2 contains the general background on
optical nonlinear phenomena used for OSP, which supports the discussion presented in
the subsequent chapters. This chapter starts by briefly discussing the origin and physical
processes of the linear optical phenomena of chromatic dispersion and attenuation, as
well as second- and third-order nonlinear effects. Then, the effects of phase mismatching
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and the so-called quasi-phase matching (QPM) technique on the efficiency of second-
order nonlinear phenomena are covered. The mathematical models used to describe the
evolution of the waves interacting through second- and third-order nonlinear processes are
also provided in this chapter. Then, the main devices used for OSP based on nonlinear
effects are briefly discussed, with a particular focus on PPLN waveguides. Chapter 2 ends
with a brief overview of the most common numerical methods used to simulate the behavior
of nonlinear devices.
Chapter 3 is devoted to the LPA and DRM, proposed as an effective way to design the
ferroelectric domain inversions of PPLN according to a target spectral response. This chap-
ter starts by briefly discussing common PPLN devices with customized poling patterns,
followed by the description of the LPA and DRM. The effectiveness of these methods is
also investigated through numerical simulations and by producing a PPLN waveguide with
quasi-rectangular spectral response with a QPM bandwidth of 400 GHz.
Chapter 4 presents two different schemes for advanced OWC using PPLN waveguides.
In the first part of this chapter, tunable and multichannel OWC of 8×12.5 Gsymbol/s data
channels using the customized PPLN device characterized in chapter 3 is demonstrated.
Then, an OWC scheme tolerant to the phase noise generated due to finite linewidth of the
laser sources used as pumps is experimentally demonstrated. The pump-linewidth-tolerant
scheme is also adapted to perform WDE between two data channels at the final part of this
chapter.
Chapter 5 is devoted to PS amplification and phase regeneration in PSAs. In the first
part of this chapter, the influence of key parameters such as the pump and signal power
on the gain of six different configurations of PSAs built with PPLN waveguides are the-
oretically and numerically investigated. Then, a copier + PSA scheme in a single PPLN
device with bidirectional propagation is proposed in order to simultaneously generate cor-
related waves and perform PS amplification in opposite propagation directions, using a
single-pump, two-mode configuration. The same concept is employed to experimentally
demonstrate “black-box” phase regeneration of a 10 Gb/s BPSK signal in a dual-pump
one-mode PSA, using injection locking and an optical phase-locked loop (PLL) to respec-
tively remove the excessive phase noise of the generated pump wave and to correct for
any phase drifts in the experimental set-up. The chapter concludes with the demonstration
of a four-mode PSA built with HNLFs.
Chapter 6 presents a comparison study between optical transport networks amplified
by EDFAs and PSAs. This chapter starts by briefly discussing the main elements of op-
tical transport networks and their respective functions. Then, the Dijkstra’s algorithm is
presented as a possible way to calculate all the shortest paths between any starting and
destination node of an optical transport network, along with an algorithm to remove the
redundant shortest paths. Afterwards, a numerical comparison between amplification sce-
narios based on EDFAs and PSAs for data transmission in a single optical link and in two
different optical transport networks is presented, using simplified models to describe the
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noise and gain/attenuation properties of the amplifiers, optical fibers and other passive el-
ements of the networks, as well as the MEGN model to estimate the power of the nonlinear
distortions generated in the transmission fibers.
Finally, the main conclusions are presented, along with a discussion on the envisaged
directions for future work.
14
Chapter 2
Nonlinear optical effects and
devices for all-optical signal
processing
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When optical waves propagate through matter, an inevitable interaction between the
electromagnetic field of the waves and the charged sub-particles of the atoms in the prop-
agating medium occurs, leading to different optical phenomena [60, 61]. At low power
values, the response of the propagating medium to the electromagnetic field of the inci-
dent waves is approximately linear. The nonlinear response of the propagating medium
only becomes substantial for high values of optical irradiance.
The first evidences of the nonlinear response of optical media can be traced back to the
second half of the 19th century, when John Kerr discovered that a direct current (DC) elec-
tric field induces birefringence in isotropic media [62,63] and Friedrich Pockels discovered
the electro-optic effect [63,64]. In both cases, however, the nonlinear response of the prop-
agating media was excited by a DC or low-frequency external electric field. It was not until
the invention of the laser by Maiman in 1960 [65] that a sufficiently powerful and coherent
optical light source with an electric field comparable to the atomic field strength was avail-
able to significantly excite the nonlinear response of the propagating medium. In fact, one
year after the invention the laser, Franken et al. successfully demonstrated the generation
of the second harmonic of light emitted by a ruby laser [66]. As a curiosity, the experimen-
tal results obtained by Franken et al. consisted of faint spots recorded on a photographic
plate that were eliminated by the editorial staff of the journal, who considered them as
undesired stains [63]. After the first demonstration of second-harmonic generation (SHG),
many other nonlinear optical phenomena were demonstrated shortly after, including sum-
frequency generation (SFG) [67], difference-frequency generation (DFG) [68], two-photon
absorption [69], stimulated Raman scattering (SRS) [70], SBS [71] and FWM [72], just to
name a few.
The nonlinear response of optical media can be described according to the electromag-
netic theory of light, which addresses the interaction between optical waves and matter
using the constitutive relations and Maxwell’s equations for the electromagnetic field. Con-
sidering a non-magnetic medium, the overall response of the atoms and molecules of the
medium can be represented by the electric displacement field vector, D, given by [60,61,73]
D = 0E + P, (2.1)
where 0 is the vacuum electric permittivity, E is the electric field vector of the wave, and
P is the electric polarization vector, which accounts for the generation of electric dipole
moments in the propagating medium, induced by the electric field of the incident wave [61].
Using Maxwell’s equations and (2.1), the following wave equation can be obtained for
a non-conducting, non-charged, dielectric medium [73]
∇2E = µ00∂
2E
∂t2
+ µ0
∂2P
∂t2
, (2.2)
with µ0 the vacuum magnetic permeability. In general, P is a function of E and can be
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represented by a Taylor’s expansion as
P(t) =P(1)(t) + P(2)(t) + P(3)(t) + · · ·
=0χ
(1)(t)⊗ E(t) + 0χ(2)(t)⊗ E(t)2 + 0χ(3)(t)⊗ E(t)3 + · · · ,
(2.3)
where⊗ denotes the convolution operation, P(j) is the j th order term of the polarization, and
χ(j), the susceptibility of order j . Note that in general, the response of any optical medium
to an external excitation is not instantaneous, so the electrical susceptibility terms in the
previous equation are a function of t. The first term of (2.3) is responsible for the linear
effects of refraction, chromatic dispersion and attenuation [61,73], whereas the remaining
ones correspond to the nonlinear response of the propagating medium. The second and
third terms on the right part of (2.3) represent the second- and third-order nonlinear effects,
respectively, which are further discussed in the following sections. Higher-order nonlinear
terms are not considered in this work. Typically, χ(2) and χ(3) are smaller than χ(1) by
orders of magnitude, which is the reason why the nonlinear nature of P only becomes ev-
ident at high values of E and/or for a long interaction length in the nonlinear medium. In
general, the linear and nonlinear susceptibility terms in (2.3) are tensorial quantities, capa-
ble of describing the different responses of anisotropic media to exciting fields in different
directions [60,61].
Nonlinear optics is a very important branch of Physics with numerous applications in
real life. Medical imaging [74], generation of new light sources [66], spectroscopy [75],
generation of entangled photon pairs [76] and optical signal processing in optical commu-
nication systems [10] are just a few examples of possible areas where nonlinear optics play
a very important role.
In this chapter, the origin and main properties of linear optical effects are discussed in
section 2.1. The physical processes and mathematical models of second- and third-order
nonlinear effects are covered in sections 2.2 and 2.3, respectively, whereas section 2.4 is
devoted to the numerical methods used to simulate the response of linear and nonlinear
devices. In the last section of this chapter, the most important nonlinear devices for OSP
are briefly discussed, particularly focusing on PPLN waveguides.
2.1 Linear Effects
As mentioned in the previous section, the linear effects originate from P(1), which varies
linearly with the electric field. In real optical materials, their response to an external exci-
tation is not instantaneous, but rather described by a time-dependent electric susceptibility
function, χ(t). The time-dependent electric susceptibility function is determined by charac-
teristic resonance frequencies at which the electromagnetic radiation is absorbed through
oscillations of the electrons of a medium [73]. The non-instantaneous response of the
propagating media is also characterized by a frequency-dependent electric susceptibility.
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In addition, since the refractive index, n, is related to the electric susceptibility through
the relation n =
√
1 + χ, the non-instantaneous response of the optical media is also re-
sponsible for the so-called material chromatic dispersion [73]. In waveguided devices, the
effective refractive index also depends on the profile of the mode propagating in the core
and in the cladding (the evanescent field), which in turn depends on the frequency of the
propagating mode [77]. Hence, optical waveguides generate an additional contribution to
the chromatic dispersion, denominated as waveguide dispersion [73].
The response of any real and stable physical system must be causal, i.e., its response
depends only on past and present events. Causality implies that χ(t < 0) = 0, assuming
t = 0 as the present time instant. In the frequency domain, this condition also implies
that χ(ω) is a complex quantity, with the real and imaginary parts of the χ related through
the Kramers-Kronig relations [60]. The imaginary part of χ(ω) and, consequently, of n(ω)
is the origin of propagation losses, represented by the absorption coefficient α, according
to α = 2={n}k0, where ={n} represents the imaginary part of the refractive index and
k0 = ω/c is the vacuum wavenumber [73]. The absorption coefficient takes into account
different attenuation sources of the propagating medium, including electronic and vibra-
tional absorption, and absorption due to impurities, just to name a few [73].
Let us now assume a linearly polarized plane wave with instantaneous angular fre-
quency ω propagating along direction z , whose electric field is represented by [77]
E(r, t) =
1
2
[
E (r, t)e i [ω0t−β(ω0)z] + c .c .
]
sˆ
=
1
2
[
ΓM(x , y)A(z , t)e i [ω0t−β(ω0)z] + c .c .
]
sˆ,
(2.4)
where E represents the complex electric field envelope, given by E (r, t) = ΓM(x , y)A(z , t)
and c .c . indicates the complex conjugate of the previous term. In (2.4), r is the position
vector, ω0 the central angular frequency of the wave, β the wavenumber, sˆ the state of
polarization unit vector, Γ a normalization factor, and A a slowly space- and time-varying
function, proportional to the electric field. The normalization factor is defined in such a way
that |A|2 = P, with P the optical power, and given by Γ = √2/(nc0), with c the speed of
light in vacuum. The transverse field distribution, M, describes the variation of the electric
field along x and y and it is also normalized according to∫ +∞
−∞
∫ +∞
−∞
|M(x , y)|2dxdy = 1. (2.5)
The normalized electric field envelope can also be expressed in the frequency domain as
a superposition of waves of the form [77]
A(z , t) =
∫ +∞
−∞
A˜(z ,ω)e i [ω−ω0]t−i [β(ω)−β(ω0)]zdω
=
∫ +∞
−∞
A˜(z , Ω)e i [β(Ω+ω0)−β(ω0)]z+iΩtdΩ,
(2.6)
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with A˜ the Fourier coefficients of the normalized electric field envelope and Ω = ω − ω0
the angular frequency centered at ω0. The variation of wavenumber β with the angular
frequency ω can be expressed in terms of a Taylor’s expansion as [77]
β(ω) = β(ω0) +
+∞∑
m=1
β(m)(ω0)
m!
Ωm, (2.7)
with β(m) the mth derivative of the wavenumber with respect to the angular frequency. By
using (2.4), (2.6) and (2.7) in (2.2), and considering that the second spatial derivative of A is
much smaller than the other terms (slowly-varying envelope approximation), the evolution
of the normalized electric field envelope is described by [73,77]
∂A˜(z , Ω)
∂z
=
(
−i
+∞∑
m=1
β(m)(ω0)
m!
Ωm − α(ω)
2
)
A˜(z , Ω), (2.8)
whose solution in the frequency domain is given by
A˜(z + ∆z , Ω) = A˜(z , Ω) exp
(
−i
+∞∑
m=1
β(m)(ω0)
m!
Ωm∆z − α(ω)
2
∆z
)
, (2.9)
with ∆z the spatial step. In the previous equations, the terms depending on β(m) repre-
sent the effects of chromatic dispersion, whereas the one depending on the absorption
coefficient, α, is responsible for the propagation losses. In general, only the terms of the
chromatic dispersion up to the third derivative of the wavenumber are significant in optical
communication systems. The first-order term is proportional to the inverse of the group
velocity, vg , whereas the second derivative of the wavenumber is the group velocity dis-
persion (GVD), responsible for pulse broadening. The coefficient β(3), also known as third-
order dispersion (TOD) parameter, generates a pulse distortion that becomes significant
for wide-band signals or when the wavelength of the wave is close to the zero-dispersion
wavelength, λZDW , at which the GVD is null [73]. Usually, the dispersion of propagating
media is not quantified in terms of the GVD or TOD parameters, but rather by the dispersion
parameter, Dλ, and the dispersion slope, Sλ, defined as
Dλ =
∂β(1)
∂λ
= −2pic
λ2
β(2) (2.10)
Sλ =
∂Dλ
∂λ
=
(
2pic
λ2
)2
β(3) +
(
4pic
λ3
)
β(2), (2.11)
with λ the wavelength.
As it is further discussed in the following sections, it is also useful to write (2.8) in the
time domain by using the frequency/time equivalence (iΩ)m ↔ ∂m/∂tm. Assuming that the
absorption coefficient is approximately constant within the bandwidth of A, the following
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pulse propagation equation for a linear optical medium is obtained [73,77]
∂A(z , t)
∂z
=
(
+∞∑
m=1
1
im+1
β(m)(ω0)
m!
∂m
∂tm
− α
2
)
A(z , t) = Dˆ(ω0, t)A(z , t), (2.12)
where Dˆ is a dispersion operator that includes the linear effects of chromatic dispersion
and propagation losses.
2.2 Second-order nonlinear effects
Second-order nonlinear effects originate from a term of P that depends on the square of
the electric field. In order to understand the underlying optical phenomena generated from
the second-order electric polarization, let us assume a linearly polarized plane wave as in
the previous section, instantaneous response of the nonlinear medium and that both the
electric field and χ(2) are scalar quantities. Using (2.4) in (2.3), the second-order nonlinear
term of the electric polarization vector becomes
P(2) =
[
0d |E |2 + 0 d
2
(
E 2e i(2ω0t−2βz) + c .c .
)]
sˆ, (2.13)
with d the second-order nonlinear coefficient, defined as d = χ(2)/2 [78]. The first term
on the right side of (2.13) is a quasi-DC component of the electric polarization and is
responsible for a phenomenon called optical rectification, whereas the second one creates
a contribution with twice the frequency of the initial wave, responsible for SHG [60].
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Figure 2.1: a) Normalized electric field E of the incident wave and respective electric polarization
P of the propagating medium. The linear and second-order nonlinear parts of P are represented
by the red and green curves, respectively. b) Magnitude of the Fourier transform of the linear and
second-order nonlinear terms of P.
The response of a second-order nonlinear medium with χ(1) = 0.7 and χ(2) = 0.3 V/m
to an incident wave with electric field amplitude of 1 V/m and frequency of 1 Hz is depicted
in figure 2.1. As shown in the figure, the response of the medium is asymmetric due to the
second-order nonlinear term. The second-order component not only varies with twice the
frequency of the initial wave (SHG), but also has a DC offset (optical rectification). The DC
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and second harmonic frequency components of P(2) are also evident in figure 2.1-b), at 0
Hz (DC) and 2 Hz (SHG).
Second-order nonlinearities and, in general, all the even-order nonlinear terms of the
electric polarization are related to the asymmetric response of the medium. At the atomic
and molecular level, this means that the internal structure of the propagating medium must
lack a center of inversion, otherwise even-order nonlinearities vanish [60, 61]. As an ex-
ample, optical fibers are made of amorphous silica glass that shows local symmetry, so no
significant second-order nonlinearities can be typically observed.
Let us now suppose that two waves with different frequencies, ν1 and ν2, are propagat-
ing in the nonlinear medium. The second-order nonlinear term of P is now given by
P(2) =
[
0
d
2
{
|E 1|2 + |E 2|2 + E 21e i(2ω1t−2β1z) + E 22e i(2ω2t−2β2z)
+ 2E 1E 2e
i [(ω1+ω2)t−(β1+β2)z] + 2E 2E
∗
1e
i [(ω2−ω1)t−(β2−β1)z] + c .c .
}]
sˆ.
(2.14)
When two or more waves propagate in a second-order nonlinear medium, optical rectifica-
tion and SHG terms from each individual wave are generated, represented by the first four
terms in (2.14). In addition, the nonlinear response of the medium also promotes optical
mixing between the different waves, represented in (2.14) by the fifth and sixth terms. The
frequency mixing terms of P(2) generate new waves at frequencies νSFG = ν1 + ν2 and
νDFG = ν2 - ν1, which respectively correspond to the optical phenomena of SFG and DFG.
SHG, SFG and DFG can also be described in terms of the quantum interactions be-
tween the photons in the nonlinear media. In SHG and SFG, two incident photons are
initially absorbed into an intermediate virtual state and then a single photon is emitted with
frequency equal to the sum of the frequencies of the initial waves, as depicted in figure 2.2.
SHG can be regarded as a particular case of SFG where the frequency of the two initial
photons is the same. In DFG, a photon with frequency equal to the difference of frequen-
ν1 νSHG νSFG νDFG
Intermediate virtual states
SHG SFG DFG
ν1
ν1
ν1
ν2
ν2
Figure 2.2: Schematic representation of photon creation/anihilation during SHG, SFG and DFG.
cies of two incident photons is created. In this case, the initial photon with higher energy
is absorbed into a virtual state and decomposed into two new photons, one with the same
frequency of the other initial photon, and the other with frequency equal to the difference of
frequencies. As SHG, SFG and DFG involve the interaction between three photons, they
are generally denominated as three-photon or TWM processes.
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TWM processes have many applications in different fields of science and technology
besides OSP. The possibility to generate coherent light at new frequencies has been used
to produce laser sources at spectral regions where other alternatives do not exist or are not
attractive in terms of output power, efficiency and stability. As an example, green and blue
laser sources can be respectively obtained through SHG of radiation emitted at 1.064 µm
by a Nd:YAG laser [79] and SFG of light from Nd:YAG and GaAlAs diode lasers [80]. SHG
and SFG may also be used to improve the sensitivity and performance of photo-detection
by converting radiation in spectral regions lacking cost-effective and high-sensitivity photo-
detectors to frequency ranges where better solutions are available [81]. Further exam-
ples of applications include surface spectroscopy [82, 83], imaging microscopy [84] and
frequency-resolved optical gating [85]. DFG is the underlying process of several optical
phenomena, including spontaneous parametric down-conversion, parametric generation,
parametric amplification and parametric oscillation. In the case of spontaneous paramet-
ric down-conversion, the decomposition of a high frequency photon via DFG is triggered
by quantum vacuum fluctuations, resulting in the emission of two highly-correlated pho-
tons [86]. An optical parametric oscillator is composed by the nonlinear medium placed
between two mirrors to provide optical feedback and enhance the efficiency of the para-
metric down-conversion process [87]. The two new photons emitted by spontaneous para-
metric down-conversion and from an optical parametric oscillator are entangled, so these
phenomena can be used as a source of entangled photon pairs [86]. In addition, optical
parametric oscillators can be used as tunable laser sources of mid-infrared radiation [88].
In the case of parametric generation and amplification, the DFG process is stimulated by
an initial input photon rather than vacuum noise. During the nonlinear interaction, not only
a new frequency- and phase correlated photon is generated (parametric generation), but
so is a new photon with frequency equal to that of the initial one, leading to parametric
amplification [87].
2.2.1 Phase-mismatch and quasi-phase matching
Efficient TWM interactions require energy and momentum conservation. Energy con-
servation is assured by the frequency relation of the initial and final photons: hν1 + hν1 =
hνSHG for SHG, hν1 + hν2 = hνSFG for SFG, and hν2 = hν1 + hνDFG for DFG [87]. Con-
servation of momentum, on the other hand, is related to the wave vectors of the interacting
waves, β , whose magnitude is the wavenumber β = nk0. Contrarily to energy, however,
conservation of momentum in a nonlinear interaction is not intrinsically verified.
Let us consider SHG and collinear propagation as an example. The refractive index
dispersion generates a non-zero wavenumber mismatch between the second harmonic
and the fundamental wave, given by ∆β = βSHG − 2β1. In turn, the wavenumber difference
originates a phase mismatch between the second harmonic and the nonlinear electric po-
larization that linearly increases with the propagation distance z [87]. As a consequence,
the radiation emitted by the individual dipoles at a certain point in the medium and the
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second harmonic field that was generated in previously locations may not add construc-
tively, and the global efficiency of the nonlinear process is low [87]. In contrast, when the
phase mismatch parameter ∆β is zero, the waves are phase matched and the second
harmonic radiation emitted by the dipoles adds constructively at any location of the optical
medium. Hence, phase matching is a critical condition for efficient TWM and for FWM, as
it is discussed later on.
Since any real optical medium is dispersive and in TWM interactions at least one of the
waves is in a spectral region far from that of the others, achieving perfect phase matching
may be challenging or even impossible. Possible solutions to increase the efficiency of
the nonlinear phenomena include phase mismatching compensation by taking advantage
of the phase-shift waves undergo during total internal reflection [78], or using waveguides
with proper geometry, whose dispersive properties are designed to minimize the phase
mismatch [73, 78]. The latter technique is particularly important to enhance the efficiency
of FWM in HNLFs [73]. Another possibility is to consider a non-collinear configuration in
which the waves propagate at a angle with respect to each other, properly selected to
achieve wave vector matching [78]. However, if the wavelength of the interacting waves is
in the normal dispersion region, which is often the case, the refractive index of the second
harmonic is larger than that of the fundamental wave, so wave vector matching cannot
be attained at any angle value. In addition, since the interacting waves diverge from each
other, the nonlinear interaction is spatial and temporally limited to the region and time dura-
tion where the waves overlap [78]. Another common technique to achieve phase matching
is to consider the birefringence properties of anisotropic media. In anisotropic materials,
the refractive index not only depends on the frequency, but also on the relative orientation
of the state of polarization of the waves’ electric field. Hence, the phase mismatch in both
collinear and non-collinear configurations can be compensated by tuning the polarization
of the interacting waves to different states [78, 89]. The birefringence properties of optical
media are typically affected by temperature, so this property can be used to tune the phase
matching condition [87]. It should be noted, however, that χ(2) is a tensorial quantity, so the
effective efficiency of the nonlinear interaction depends on the state of polarization of the
interacting waves [87]. As an example, the highest component of the nonlinear coefficient
tensor in lithium niobate is observed when all the interacting waves are polarized accord-
ing to the c-axis of the crystal. Since the birefringent phase matching requires interacting
waves at different states of polarization, the highest component of the nonlinear coefficient
tensor in lithium niobate cannot be used for this phase matching technique.
The efficiency of TWM processes can also be enhanced via QPM, originally proposed
in [90]. In this technique, the phase mismatch between the interacting waves is compen-
sated by periodically inverting the sign of the nonlinear coefficient. As mentioned before,
the wavenumber mismatch generates a phase difference of ∆φ = ∆β · z between the
second harmonic and the fundamental wave. After a propagation length of Lc = pi/∆β,
usually denominated as the coherence length, the two waves become out of phase by pi
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radians, and the power of the second harmonic decreases, as it starts to flow back to the
fundamental wave (see figure 2.3). After another coherence length, the phase of the waves
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Figure 2.3: Evolution of the second harmonic power (in arbitrary units) with the propagation length
in the nonlinear medium for phase mismatched, perfectly phase matched and quasi-phase matched
interactions.
becomes matched again and the power of the second harmonic starts to increase. This
process repeats throughout the nonlinear medium, resulting in a very low efficiency of the
nonlinear interaction. The main idea of the QPM technique is to compensate the pi phase-
shift after each coherence length in order to keep the power flowing from the fundamental
wave to the second harmonic, which is accomplished by periodically inverting the sign of
χ(2) [78,87,90]. Realistically, phase mismatch is not compensated continuously along the
propagation distance, but only at discrete locations where the sign of the nonlinear coeffi-
cient is inverted. As a consequence, the efficiency is lower than when considering perfect
phase matching, as shown in figure 2.3. In order to quantify how much the efficiency of
the nonlinear interaction is reduced due to QPM, let us consider that the nonlinear coeffi-
cient periodically varies between +d and −d with a period Λ = 2Lc . For completeness, let
us also consider that the fraction of the inversion period where the nonlinear coefficient is
positive, i.e., the duty-cycle ζ, may assume any value ranging from 0 to 1. The variation
of the nonlinear coefficient with z can then be described in terms of the following Fourier
series [87,91]
d(z) =
+∞∑
l=−∞
dˆle
−i 2pi
Λ
lz , (2.15)
with dˆl the Fourier coefficient of the l th harmonic, given by [91]
dˆl =
(2ζ − 1) · d, if l = 0,2
pil sin (pilζ) · d, otherwise.
(2.16)
According to the previous equation, the Fourier coefficients decrease with the harmonic
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order by a factor of 1/l , thus only the lowest-order harmonics are significant for the QPM
technique. Moreover, the magnitude of the Fourier coefficients is also affected by the duty-
cycle, reaching a maximum value for the special case of ζ = 0.5, i.e., when the sign of
nonlinear coefficient is inverted at each coherence length. In this case, dˆl simply becomes
dˆl =
2
pil
· d, (2.17)
for l an odd integer.
The evolution of the second harmonic power using the QPM technique and consider-
ing only the first-order harmonic (l=1) is represented by the purple curve in figure 2.3. As
shown in the figure, the first-order harmonic of the nonlinear coefficient is responsible for
the evolution of the average power of the SHG wave, whereas the other harmonics origi-
nate the oscillating behavior of the QPM curve. Hence, it typically suffices to consider the
first harmonic to characterize the evolution of the nonlinear interaction. The Fourier coeffi-
cient of the first-order harmonic also quantifies the efficiency drop. An effective nonlinear
coefficient can thus be associated to QPM, given by deff = dˆ1 = 2d/pi [87].
The periodic inversions of the nonlinear coefficient can also be related to a grating
wavenumber, Kg = 2pi/Λ, that also contributes to the effective phase mismatch parameter
as ∆β = βSHG − 2β1 − Kg for SHG. Because of the dispersive properties of optical media,
the QPM condition for SHG is typically achieved only at a particular wavelength, the QPM
wavelength λQPM . In addition, the refractive index dispersion curve and, consequently, the
QPM wavelength, depend on the temperature, so a precise control of this parameter is
required in order to guarantee a stable operation. On the other hand, the temperature can
also be used to tune the QPM wavelength.
2.2.2 Cascaded TWM
As mentioned in the previous subsection, the frequency/energy relation between the
interacting waves in a TWM process imply that at least one of the waves is in a spectral
region far from that of the other waves. For instance, the second harmonic of a fundamental
wave at 1550 nm is generated at 775 nm. For applications in fiber-optic systems, simple
TWM would require light sources, amplifiers and other optical devices at unconventional
spectral regions, which may not be readily available, nor desirable [92].
A possible solution to overcome this problem is to consider two cascaded TWM interac-
tions occurring simultaneously in a single nonlinear device. In a cascaded TWM process,
often referred to as cascaded χ(2):χ(2) interaction, an intermediate SHG or SFG step con-
verts the input waves from the conventional C-band to the second harmonic band around
775 nm [92]. The generated waves, in turn, are converted back to the C-band via DFG, as
shown in figure 2.4.
The cascaded interactions shown in figure 2.4 are usually known as cascaded second-
harmonic and difference-frequency generation (cSHG/DFG) and cascaded sum- and diffe-
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Figure 2.4: Schematic representation of cSHG/DFG (left) and cSFG/DFG (right).
rence-frequency generation (cSFG/DFG), and generate waves at frequencies νc = νSHG −
ν2 = 2ν1 − ν2 and νc = νSFG − ν3 = ν1 + ν2 − ν3, respectively. As it is discussed in the
next section, the frequency relation of the interacting waves in cSHG/DFG and cSFG/DFG
is equivalent to degenerate and non-degenerate FWM [92].
In cascaded TWM processes, the poling period for the QPM technique is typically
selected in order to quasi-phase match the SHG interaction in cSHG/DFG, or SFG in
cSFG/DFG [92]. If the input and converted waves are not too far from each other, the
phase mismatch of the DFG process is also partially compensated through QPM, even
though the inversion period is selected to quasi-phase match the SHG or SFG intermedi-
ate steps.
2.2.3 Coupled-mode equations
The evolution of the electric field of the interacting waves in TWM processes can be
described by considering the second-order nonlinear term of the electric polarization in
Maxwell’s equations. In this subsection, coupled-mode equations obtained from Maxwell’s
equations for SHG, SFG, DFG, cSHG/DFG and cSFG/DFG are presented, along with an-
alytical solutions for some particular cases.
SHG
The coupled-mode equations representing the evolution of the second harmonic and
fundamental wave are given by [93]
∂A1(z , t)
∂z
= Dˆ1(ω0,1, t)A1(z , t)− iκ1A2(z , t)A∗1(z , t)e−i∆βz (2.18a)
∂A2(z , t)
∂z
= Dˆ2(ω0,2, t)A2(z , t)− i κ2
2
A21(z , t)e
i∆βz , (2.18b)
whose detailed derivation is shown in appendix A. In (2.18), Dˆ j is the dispersion operator
of wave j , and κ the nonlinear coupling coefficient given by [93]
κj =
2pi
λj
√
2
njnknlc0Aeff
deff . (2.19)
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In the previous equation, Aeff is the effective overlap area between the interacting waves,
defined as [93]
Aeff =
∣∣∣∣∫ +∞−∞
∫ +∞
−∞
M j (x , y)Mk (x , y)M
∗
l (x , y)dxdy
∣∣∣∣−2 , (2.20)
with subscripts j = 1, k = 1 and l = 2 for SHG.
Equation (2.18) describes the evolution of the fundamental and second harmonic wa-
ves in a second-order nonlinear medium. If the interacting waves are continuous waves
(CWs), all the time derivatives of the dispersion operator vanish. Furthermore, if propaga-
tion losses are negligible, no second harmonic wave is present at the input of the nonlinear
medium and the interaction is perfectly quasi-phase matched (∆β = 0), the evolution of A1
and A2 is given by
A1(z) =
√
P1(0) sech
(
κ1
√
P1(0)z
)
e iφ1(0) (2.21a)
A2(z) = −i
√
P1(0) tanh
(
κ1
√
P1(0)z
)
e i2φ1(0), (2.21b)
where P1(0) and φ1(0) are the initial power and phase of the fundamental wave. Even
though CW waves were considered to obtain the previous equations, very important con-
clusions can still be drawn for modulated waves or optical pulses, provided that the dis-
persion effects are not dominant. For short interaction lengths, tanh(x) ≈ x , so A2 ∝ A21.
For longer interaction lengths, the power of the second harmonic becomes comparable to
that of the fundamental wave, and tanh(x) −→ 1. In this case, the amplitude of the second
harmonic and fundamental waves are approximately proportional.
The phase of the second harmonic is also a very important parameter, especially for
phase-modulated signals. According to (2.21), the phase of the second harmonic is propor-
tional to twice of the fundamental wave one. Considering a modulated BPSK signal as the
fundamental wave, whose amplitude is constant and its phase is 0 or pi radians, the phase
of the second harmonic becomes 0 and 2pi, which means that the phase-modulation is re-
moved in the second harmonic. This property is explored in section 5.2, where a frequency-
and phase-correlated pump wave is obtained by removing the phase-modulation through
SHG.
In order to include the effects of phase mismatch (∆β 6= 0), let us assume that the
interaction length is short so that the power of the fundamental wave is approximately
constant. In this case, the evolution of the second harmonic power becomes
P2(z) ≈ ηP21(0)z2 · sinc2
(
∆β
2
z
)
, (2.22)
with η = κ21 the normalized conversion efficiency. The normalized conversion efficiency is
a common parameter to characterize the efficiency of a second-order nonlinear device, ex-
perimentally obtained by dividing the output power of the second harmonic by the square
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of the device length and the square of the fundamental wave power. Another usual pa-
rameter is the so-called SHG conversion efficiency that is defined by the ratio between the
power of the second harmonic and by the square of the fundamental power. Therefore, the
SHG conversion efficiency is equivalent to the normalized conversion efficiency multiplied
by the square of the length of the device, expressed in units of W−1.
The variation of the second harmonic power with ∆β and z is depicted in figure 2.5, ob-
tained by solving the differential equations using a 4th-order Runge-Kutta algorithm and the
theoretical expressions (2.21) and (2.22), for P1(0) = 100 mW and η = 0.1 W−1cm−2. As
expected, the power of the second harmonic reaches its maximum at the QPM resonance,
decreasing with ∆β according to a squared sinc function. Moreover, the second harmonic
power grows quadratically with the propagation length, showing a very good agreement
with the approximated solution (2.22). The limited conversion bandwidth of the SHG pro-
cess is also an important factor for OSP of high-speed signals, as the high-frequency
components of the signal become significantly attenuated, leading to signal distortion.
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Figure 2.5: Variation of the second harmonic power with: a) λ1, for z = 1 cm, and b) z , for
∆β = 0. The solid curve was calculated through numerical simulations using a 4th-order Runge-
Kutta algorithm, whereas the dots represent approximation (2.22).
SFG and DFG
The coupled-mode equations describing the SFG and DFG processes can be obtained
by using the same procedure used for SHG, shown in appendix A, but considering three
input waves with frequencies ν1, ν2 and ν{SFG ,DFG} = ν3 = ν2 ± ν1, where sign “+” corre-
sponds to SFG and “−” to DFG. The following set of equations is obtained for SFG
∂A1(z , t)
∂z
= Dˆ1(ω0,1, t)A1(z , t)− iκ1A3(z , t)A∗2(z , t)e−i∆βz (2.23a)
∂A2(z , t)
∂z
= Dˆ2(ω0,2, t)A2(z , t)− iκ2A3(z , t)A∗1(z , t)e−i∆βz (2.23b)
∂A3(z , t)
∂z
= Dˆ3(ω0,3, t)A3(z , t)− iκ3A2(z , t)A1(z , t)e i∆βz , (2.23c)
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with ∆β now given by ∆β = β3− β2− β1− 2pi/Λ and κ given by (2.19), with the subscripts
j = 1, k = 2 and l = 3. Equations (2.23) can also describe the DFG interaction by
simply interchanging the subscripts 2 and 3. In this case, the phase mismatch parameter
becomes ∆β = β2 − β3 − β1 − 2pi/Λ.
Typically, one of the interacting waves in SFG and DFG processes is used to pump the
nonlinear interaction and is much stronger than the other input wave (input signal), so it
remains almost undepleted. In this case, the power of the pump wave may be regarded
as a constant in (2.23). For simplicity, let us now consider the synchronous normalized
electric field envelopes, defined as B3 = A3 exp(−i∆βz/2) and B2 = A2 exp(i∆βz/2) for
the waves with frequencies ν3 and ν2, respectively. Assuming SFG between CW waves
pumped by a wave at frequency ν1 and with negligible propagation losses, the following
solution is obtained
B2(z) =
[
cos (gz) + i
∆β
2g
sin (gz)
]
B2(0)− i κ
∗
2A
∗
1
g
sin (gz)B3(0) (2.24a)
B3(z) =
[
cos (gz)− i ∆β
2g
sin (gz)
]
B3(0)− i κ3A1
g
sin (gz)B2(0), (2.24b)
where g =
√
κ2κ3P1 + (∆β/2)2 is the effective coupling coefficient. If B3(0) = 0 and
assuming κ1 ≈ κ2 ≈ κ3/2 ≈ √η, the power of the SFG wave is approximately given by
P3(z) ≈ 4ηP1(0)P2(0)z2 · sinc2 (gz) . (2.25)
Similarly to SHG, the power of the sum-frequency wave grows quadratically with the in-
teraction length and decreases according to a squared sinc function due to the phase
mismatching effects, as shown by the curves depicted in figure 2.6, obtained for η = 0.1
W−1cm−2, P1(0) = 100 mW, λ1 = 1540 nm, and P2(0) = 1 mW. Moreover, if B3(0) = 0,
the normalized optical field of the sum-frequency wave is proportional to those of the input
waves, which is essential for transparent OWC. However, the narrow conversion bandwidth
of SFG is also a limiting factor for OSP of high-speed signals as in SHG. When B3(0) = 0
and one of the waves is a strong pump wave, it is also usual to consider the SFG con-
version efficiency, defined as the power ratio between the converted SFG wave and input
signal (weaker input wave).
Equations (2.23) also describes a DFG interaction by simply interchanging subscripts
2 and 3. In addition, if the DFG process is fueled by a high-power pump located at ν1,
the solution of the coupled-mode equations for CW waves is also given by (2.24), with the
appropriate interchange of subscripts. In this case, the DFG interaction resembles SFG,
with the exception of the frequency relation of the waves. In addition, the optical field of the
converted wave at ν3 is proportional to that of the input signal and the phase information of
the input signal is preserved in the converted one. Hence, this interaction will be hereinafter
referred to as phase-preserving DFG.
On the other hand, if the pump wave is located at ν2 and the input signal at ν1, and
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Figure 2.6: Variation of the sum-frequency wave power with: a) λ2, for z = 1 cm, and b) z , for
∆β = 0. The solid curve was calculated through numerical simulations using a 4th-order Runge-
Kutta algorithm, whereas the dots represent approximation (2.25).
considering the synchronous normalized electric field envelopes B3 = A3 exp(i∆βz/2) and
B1 = A
∗
1 exp(−i∆βz/2), the evolution of the interacting waves for the undepleted pump
approximation becomes
B1(z) =
[
cosh(gz)− i ∆β
2g
sinh(gz)
]
B1(0) + i
κ1A
∗
2
g
sinh(gz)B3(0) (2.26a)
B3(z) =
[
cosh(gz) + i
∆β
2g
sinh(gz)
]
B3(0)− i κ3A2
g
sinh(gz)B1(0), (2.26b)
with g =
√
κ1κ3P2 − (∆β/2)2. Contrarily to the previous case where g is always a real
number, now it becomes imaginary when (∆β/2)2 > κ1κ3P1, and the hyperbolic sines
and co-sines in (2.26) become sine and co-sine functions, according to the equivalent
relations cosh(ix) = cos(x) and sinh(ix) = i sin(x). If only the input signal and pump are
injected into the nonlinear medium at ν2 and ν1, respectively, with ν1 > ν2, the optical field
of the converted wave is proportional to the complex conjugate of the input signal. This
interaction differs substantially from the phase-preserving DFG process described above,
and is hereinafter referred to as phase-conjugating DFG. The evolution of P3 in phase-
conjugating DFG with no input converted wave becomes
P3(z) = ηP1(0)P2(0)
sinh2(gz)
g2
≈ ηP1(0)P2(0)z2, (2.27)
with the latter approximation valid for g ≈ 0.
The variation of P3 with λ1 and z for a DFG interaction between CW waves with the
pump at ν2, P2(0) = 100 mW, λ2 = 775 nm, P1(0) = 1 mW and η = 0.1 W−1cm−2 is
depicted in figure 2.7. The poling period was selected in order to obtain perfect QPM at
λ1 = 1550 nm. As shown in the figure, the conversion bandwidth of the DFG process spans
over more than 100 nm for z = 1 cm, in contrast with the other examples given above for
SHG and SFG, whose conversion bandwidth was less than 1 nm. The main reason for
such a different behavior is related to the dispersive properties of the refractive index. Let
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Figure 2.7: Variation of the difference-frequency wave power with: a) λ1, for z = 1 cm, and b) z ,
for λ1 = 1550 nm. The solid curve was calculated through numerical simulations using a 4th-order
Runge-Kutta algorithm, whereas the dots represent approximation (2.27).
us first consider an SHG interaction where the frequency of the signal and of the second
harmonic are detuned from the QPM frequency by ∆ν and 2∆ν, respectively, as depicted
in figure 2.8-a). Due to the dispersive effects, the frequency shift changes the refractive
index of each wave by ∆n1 and ∆n2. Since the two waves are spectrally far from each
other, ∆n1 and ∆n2 are usually very different. Consequently, even a small detuning from
the QPM wavelength produces a considerable wavenumber mismatch, leading to a narrow
conversion bandwidth. A similar effect is responsible for the narrow conversion bandwidth
of SFG and phase-preserving DFG. Let us now consider an almost degenerate phase-
conjugating DFG interaction where the frequency of the pump is fixed at ν2 = 2ν1, and the
frequency of the converted signal is ν3 ≈ ν2 − ν1 ≈ ν1, in order to obtain perfect QPM.
As shown in figure 2.8-b), if ν1 is detuned from the QPM resonance by ∆ν, the converted
signal is symmetrically shifted by the same amount. Moreover, if ∆ν  ν1, ∆n3 ≈ −∆n1
and the additional phase mismatch due to frequency detuning cancels out, which explains
the wider conversion bandwidth.
Δν
2Δν
ΔνΔν
νQPM 2νQPM νQPM 2νQPM
ν1 ν2 ν1 ν2ν3
ν ν
n n
Δn1
Δn2
Δn1Δn3
a) b)
Figure 2.8: Variation of the refractive index due to frequency detuning from the QPM resonance
for: a) SHG; b) phase-conjugating DFG.
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Cascaded TWM
The evolution of the waves electric field in cascaded TWM processes is also described
by a set of coupled-mode differential equations, obtained as for SHG, SFG and DFG. In
the case of cSHG/DFG, the coupled-mode equations are given by
∂A1(z , t)
∂z
= Dˆ1(ω0,1, t)A1(z , t)− iκ1A3(z , t)A∗1(z , t)e−i∆β1z (2.28a)
∂A2(z , t)
∂z
= Dˆ2(ω0,2, t)A2(z , t)− iκ2A3(z , t)A∗4(z , t)e−i∆β2z (2.28b)
∂A3(z , t)
∂z
= Dˆ3(ω0,3, t)A3(z , t)− i κ3,1
2
A21(z , t)e
i∆β1z
− iκ3,2A2(z , t)A4(z , t)e i∆β2z (2.28c)
∂A4(z , t)
∂z
= Dˆ4(ω0,4, t)A4(z , t)− iκ4A3(z , t)A∗2(z , t)e−i∆β2z , (2.28d)
with ν3 = νSHG = 2ν1, ν4 = νc = ν3 − ν2, ∆β1 = β3 − 2β1 − 2pi/Λ the phase mismatch
parameter for the SHG intermediate step, and ∆β2 = β3 − β2 − β4 − 2pi/Λ for the DFG
process. In typical OWC applications for OSP, the second harmonic of a strong CW pump
wave is used to convert the input signal via DFG. Using such a configuration, the amplitude
of the converted signal is not distorted due to SHG, nor its phase is doubled, but a phase
conjugated copy of the input signal is created via phase-conjugating DFG.
In general, the previous set of equations cannot be solved analytically, even considering
CW waves and negligible depletion of the fundamental wave in the SHG process. However,
a rough approximation to A4(z) may be obtained by considering ∆β1 = 0 and neglecting
the depletion of A2 and of A3. The following expression is then obtained
A4(z) ≈ −κ1κ4A21(0)A∗2(0) ·

z2
2 , if ∆β2 = 0,
e−i∆β2z (1+i∆β2·z)−1
∆β22
, otherwise.
(2.29)
The influence of λ2 and the interaction length on the power of the converted wave, is
shown in figure 2.9, with the SHG pump at λ1 = 1550 nm, P1(0) = 100 mW, P2(0) = 1 mW
and η = 0.1 W−1cm−2. Despite the several approximations considered to obtain (2.29),
a good agreement between the numerical simulations and the theoretical expression is
observed up to more than 3 cm.
The cSFG/DFG process can be described by the set of coupled-mode equations pre-
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Figure 2.9: Variation of the power of the converted wave in a cSHG/DFG process with: a) λ2, for
z = 4 cm, and b) z , for λ2 = 1550 nm. The solid curve was calculated through numerical simulations
using a 4th-order Runge-Kutta algorithm, whereas the dots represent approximation (2.29).
sented in (2.30), obtained using the same procedure as in appendix A for SHG.
∂A1(z , t)
∂z
= Dˆ1(ω0,1, t)A1(z , t)− iκ1A3(z , t)A∗2(z , t)e−i∆β1z (2.30a)
∂A2(z , t)
∂z
= Dˆ2(ω0,2, t)A2(z , t)− iκ2A3(z , t)A∗1(z , t)e−i∆β2z (2.30b)
∂A3(z , t)
∂z
= Dˆ3(ω0,3, t)A3(z , t)− iκ3,1A1(z , t)A2(z , t)e i∆β1z
− iκ3,2A4(z , t)A5(z , t)e i∆β2z (2.30c)
∂A4(z , t)
∂z
= Dˆ4(ω0,4, t)A4(z , t)− iκ4A3(z , t)A∗5(z , t)e−i∆β2z (2.30d)
∂A5(z , t)
∂z
= Dˆ5(ω0,5, t)A5z , t)− iκ4A3(z , t)A∗4(z , t)e−i∆β2z , (2.30e)
with ν3 = νSFG = ν1 + ν2, ν5 = νc = ν3 − ν4, ∆β1 = β3 − β2 − β1 − 2pi/Λ the phase
mismatch parameter for SFG, and ∆β2 = β3 − β4 − β5 − 2pi/Λ for DFG. In OWC based
on cSFG/DFG, a first pump wave at ν1 is used to convert the input signal at ν2 through
SFG, and the resulting wave is converted again via phase-preserving DFG, promoted by
an additional pump wave, at ν4. In this case, an approximated solution to the evolution of
the converted wave at ν5 for CW waves can be obtained by neglecting the depletion of the
pump waves, given by
A5(z) ≈ κ3,1κ5A1(0)A2(0)A
∗
4(0)
∆K 2 − g2
[
e i∆Kz
(
cos(gz)− i ∆K
g
sin(gz)
)
− 1
]
, (2.31)
where ∆K = ∆β1/2 − ∆β2 is the total phase mismatch and g =
√
κ2κ3P1 + (∆β1/2)2.
The variation of P5 with λ2 and the interaction length is depicted in figure 2.10, for P1(0) =
P4(0) = 50 mW, P2(0) = 1 mW, λ1 = 1547 nm, λ4 = 1553 nm, and η = 0.1 W−1cm−2,
showing a good agreement between the numerical simulations and (2.31).
Compared to cSHG/DFG-based OWC, the conversion bandwidth of this process is
much narrower, as not only the conversion bandwidth is limited by the SFG step, but also
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Figure 2.10: Variation of the power of the converted wave in a cSFG/DFG process with: a) λ2, for
z = 4 cm, and b) z , for λ2 = 1550 nm. The solid curve was calculated through numerical simulations
using a 4th-order Runge-Kutta algorithm, whereas the dots represent approximation (2.31).
by the phase-preserving DFG process, whose bandwidth is also narrow, as previously
discussed.
2.3 Third-order nonlinear effects
The origin of third-order nonlinear effects can be traced to the term of P depending on
the cubic power of the electric field. Considering a planar wave propagating in a third-order
nonlinear medium, with an electric field vector described by (2.4), the third-order nonlinear
electric polarization vector is given by
P(3) = 0
χ(3)
8
[
E 3e i(3ω0t−3βz) + 3|E |2Ee i(ω0t−βz) + c .c .
]
sˆ, (2.32)
where the first term corresponds to third-harmonic generation (THG) and the second one
to SPM. The THG process is similar to SHG but three photons are initially absorbed instead
of two, and a photon with three times the frequency of the initial photons is emitted. As in
SHG, efficient THG requires phase matching of the interacting waves, which is often even
more difficult to obtain due to the larger frequency difference between the fundamental
wave and third harmonic. Therefore, THG is typically neglected for applications in optical
communications systems, and is not further discussed in this thesis. The SPM term gener-
ates a nonlinear contribution at the frequency of the incident wave and is responsible for an
intensity-dependent refractive index given by n = (1 +χ(1) +χ(3)|E |2/4)1/2. By considering
the approximation
√
1 + x ≈ 1 + x/2 for x  1, the intensity-dependent refractive index
may be re-written as n ≈ nL +nNL|E |2, with nL = (1 +χ(1))1/2 the linear refractive index and
nNL = χ
(3)/(8nL) the nonlinear index coefficient [73].
For illustration purposes, the instantaneous response of a third-order nonlinear medium
to an incident wave whose electric field is described by a harmonic wave with frequency
of 1 Hz and amplitude 1 V/m, is depicted in figure 2.11, considering χ(1) = 0.7 and χ(3)
= 0.3 V2/m2. As shown in the figure, the third-order term of the electric polarization vec-
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tor is composed by a component at 3 Hz (THG), with an additional contribution at 1 Hz
(SPM). The symmetric response of P(3) does not mean, however, that χ(3) vanishes for
materials without an inversion symmetry. However, the second-order nonlinear effects are
typically much stronger in non-centrosymmetric materials, so third-order nonlinearities can
be neglected.
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Figure 2.11: a) Normalized electric field E of the incident wave and respective electric polarization
P of the propagating medium. The linear and third-order nonlinear parts of P are represented by
the red and green curves, respectively. b) Magnitude of the Fourier transform of the linear and
third-order nonlinear terms of P.
Let us consider three waves with frequencies ν1, ν2 and ν3 propagating in a third-
order nonlinear medium. In addition, let us assume that positive and negative frequencies
are distinct. In this case, the third-order nonlinear electric polarization vector contains a
total of 44 components summarized in (2.33), whose frequency νj correspond to different
permutations of ±νk ± νl ± νm, with k, l , and m equal to 1, 2, or 3 [87].
P(3)(3νk ) =
0χ
(3)
8
E 3ke
i(2ωk t−2βk z), (2.33a)
P(3)(νk ) = 3
0χ
(3)
8
(|E k |2 + 2|E l |2 + 2|Em|2)E ke i(ωk t−βk z), for k 6= l 6= m, (2.33b)
P(3)(2νk − ν l ) = 30χ
(3)
8
E 2kE
∗
l e
i [(2ωk−ωl )t−(2βk−βl )z], for k 6= l , (2.33c)
P(3)(2νk + ν l ) = 3
0χ
(3)
8
E 2kE le
i [(2ωk +ωl )t−(2βk +βl )z], for k 6= l , (2.33d)
P(3)(νk + ν l − νm) = 60χ
(3)
8
E kE lE
∗
me
i [(ωk +ωl−ωm)t−(βk +βl−βm)z], for k 6= l 6= m, (2.33e)
P(3)(νk + ν l + νm) = 6
0χ
(3)
8
E kE lEme
i [(ωk +ωl +ωm)t−(βk +βl +βm)z], for k 6= l 6= m. (2.33f)
In (2.33), the first expression is the THG term that generates the third harmonic of each
wave, whereas the second one corresponds to the optical Kerr effect, that not only includes
the SPM term, but also the intensity-dependent modulation of the refractive index caused
by the other incident waves, i.e., XPM. The remaining terms of (2.33) correspond to the
frequency mixing between different waves, a process similar to TWM in second-order non-
linear materials, but involving four waves rather than three. Therefore, this phenomenon
is denominated as FWM. The frequency of waves generated through FWM, as well as the
35
Andre´ Albuquerque All-Optical Signal Processing for Optical Communication Systems
photon creation/annihilation relations, shown in figure 2.12, are similar to two cascaded
TWM. In this sense, the forth and sixth expressions of (2.33) respectively mimic cascaded
SHG-SFG, and cascaded SFG-SFG interactions, so they are often denominated as third-
order SFG. As shown in figure 2.12-b), three photons are absorbed and a photon with fre-
quency equal to the sum of frequencies is emitted in third-order SFG. Likewise, the terms
of the third and fifth expressions of (2.33) can be compared to cSHG/DFG and cSFG/DFG,
and are usually referred to as degenerate and non-degenerate FWM, respectively. In this
case, two photons are absorbed and two other are emitted, as shown in figure 2.12-c) for
degenerate FWM and figure 2.12-d) for non-degenerate FWM.
ν1 νTHG ν4
Intermediate virtual states
a) b) c)
ν1 ν1
ν2
ν1
ν1 ν3
ν1
ν3
d)
ν4
ν1
ν2
ν3
ν4
Figure 2.12: Schematic representation of photon creation/anihilation during: a) THG, b) third-order
SFG, c) degenerate FWM, and d) non-degenerate FWM.
If the frequencies of the incident waves are similar, the third-order SFG generates new
waves at frequencies close to the third harmonic, so the phase mismatch between the inter-
acting waves is usually high and the efficiency of the nonlinear process is very low. Hence,
third-order SFG is not further discussed in this thesis. On the other hand, the frequency of
the waves generated via degenerate and non-degenerate FWM is approximately equal to
that of the incident waves, and the phase mismatch can be very small, particularly if the
waves are in spectral regions with low dispersion parameters. In this case, the efficiency of
the nonlinear effects is high, even without any phase mismatch compensation techniques.
2.3.1 Coupled-mode equations
The evolution of the optical fields of the interacting waves in third-order nonlinear media
can also be described by a set of coupled-mode equations, obtained as in the previous sec-
tions of this chapter. In this section, only the coupled-mode equations for degenerate and
non-degenerate FWM are presented, as THG and third-order SFG are typically negligible
for OSP.
Starting from the Maxwell’s equations and considering the slowly-varying envelope ap-
proximation, the following set of equations is obtained for FWM between waves with fre-
quencies ν1, ν2, ν3 and ν4 = ν1 + ν2 − ν3 [73]
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∂A1(z , t)
∂z
= Dˆ1(ω0,1, t)A1(z , t) + i
γ1111|A1(z , t)|2 + 2 4∑
k 6=1
γ1k1k |Ak (z , t)|2
A1(z , t)
+ 2iγ1234A
∗
2(z , t)A3(z , t)A4(z , t)e
i∆βz (2.34a)
∂A2(z , t)
∂z
= Dˆ2(ω0,2, t)A2(z , t) + i
γ2222|A2(z , t)|2 + 2 4∑
k 6=2
γ2k2k |Ak (z , t)|2
A2(z , t)
+ 2iγ2134A
∗
1(z , t)A3(z , t)A4(z , t)e
i∆βz (2.34b)
∂A3(z , t)
∂z
= Dˆ3(ω0,3, t)A3(z , t) + i
γ3333|A3(z , t)|2 + 2 4∑
k 6=3
γ3k3k |Ak (z , t)|2
A3(z , t)
+ ibγ3412A
∗
4(z , t)A1(z , t)A2(z , t)e
−i∆βz (2.34c)
∂A4(z , t)
∂z
= Dˆ4(ω0,4, t)A4(z , t) + i
γ4444|A4(z , t)|2 + 2 4∑
k 6=4
γ4k4k |Ak (z , t)|2
A4(z , t)
+ ibγ4312A
∗
4(z , t)A1(z , t)A2(z , t)e
−i∆βz , (2.34d)
where ∆β = β3 + β4 − β1 − β2 is the phase mismatch parameter, b = 2, and γ ijkl is the
nonlinear coefficient, given by
γjklm =
3χ(3)ωj
8cnj
<M∗j (x , y)M
∗
k (x , y)M l (x , y)Mm(x , y)>√
<|M j (x , y)|2><|Mk (x , y)|2><|M l (x , y)|2><|Mm(x , y)|2>
=
2pinNL
λj
<M∗j (x , y)M
∗
k (x , y)M l (x , y)Mm(x , y)>√
<|M j (x , y)|2><|Mk (x , y)|2><|M l (x , y)|2><|Mm(x , y)|2>
=
2pinNL
λjAeff
,
(2.35)
with <M> an average value obtained by integrating M over the transverse directions x and
y , and Aeff the effective overlap area. If ν1 ≈ ν2 ≈ ν3 ≈ ν4, the transverse field distribution
of the interacting waves is approximately the same, so γjklm can be regarded as a constant,
equal to γ. Equations (2.34) can also describe the evolution of the interacting waves in
degenerate FWM by disregarding (2.34b), setting b equal to 1, ν2 = ν1, and neglecting the
XPM contribution due to A2.
An approximated solution for (2.34) can be obtained for CW waves propagating in a
lossless medium, considering two strong pump waves at ν1 and ν2 for non-degenerate
FWM or a single pump at ν1 for the degenerate case, with negligible power depletion.
Assuming that the XPM contribution is mainly due to the power of the pump waves, the
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evolution of the pumps’ normalized electric field for non-degenerate FWM is given by [73]
Aj (z) =
Aj (0) · e iγ[P j (0)+2P3−j (0)]z , for non-degenerate FWMAj (0) · e iγP j (0)z , for degenerate FWM, (2.36)
where index j is 1 for degenerate FWM, and 1 or 2 for the non-degenerate case. Using
(2.36) in (2.34), the solution for waves with frequency ν3 and ν4 becomes
Ak (z) = e
i Θ
2
z
{
Ak (0)
[
cosh(gz) + i
∆βeff
2g
sinh(gz)
]
+ib
γ
g
Al (0)Am(0)A
∗
7−k (0) sinh(gz)
}
,
(2.37)
with k equal to 3 or 4 for the waves with frequency ν3 or ν4, respectively. In the case
of non-degenerate FWM, l = 1, m = 2, Θ = 3γ [P1(0) + P2(0)] − ∆β and the effective
coupling coefficient is given by g =
√
4γ2P1(0)P2(0)− (∆βeff /2)2, with ∆βeff = ∆β +
γ [P1(0) + P2(0)] an effective phase mismatch parameter, that includes the contribution of
the refractive index modulation due to the Kerr effect. For a degenerate FWM interaction,
l = m = 1, Θ = 2γP1(0)−∆β, g =
√
γ2P21(0)− (∆βeff /2)2, and ∆βeff = ∆β + 2γP1(0).
Let us now consider that an input signal at ν3 is injected in the nonlinear medium,
with no input idler, i.e, P4(0) = 0. A phase-conjugated copy of the signal is generated at
ν4 through FWM (parametric generation), along with parametric amplification of the input
signal by a factor of 1 + (1 + [∆βeff /(2g)]
2) sinh2(gz), similarly to the phase-conjugating
DFG process, discussed in the previous section.
Phase-preserving parametric generation based on FWM is also possible in third-order
nonlinear media if one of the pump waves is located at ν3, and the input signal at ν2, as
depicted in figure 2.13. The evolution of A2 and A4 is then given by
A2(z) = e
i(2γ[P1(0)]+P3(0)]+∆βeff /2)z ·
{
A2(0)
[
cos(gz)− i ∆βeff
2g
sin(gz)
]
+2i
γ
g
A∗1(0)A3(0)A4(0) sin(gz)
}
(2.38a)
A4(z) = e
i(2γ[P1(0)]+P3(0)]−∆βeff /2)z ·
{
A4(0)
[
cos(gz) + i
∆βeff
2g
sin(gz)
]
+2i
γ
g
A1(0)A
∗
3(0)A2(0) sin(gz)
}
, (2.38b)
with g =
√
4γP1(0)P3(0) + (∆βeff /2)2 and ∆βeff = ∆β + γ [P1(0)− P3(0)].
The variation of the idler power with λ4 for the three FWM possibilities discussed above
is shown in figure 2.13, assuming no input idler wave and with length L, γ, dispersion
parameter and dispersion slope at 1550 nm of 1 km, 10 W−1km−1, 0 ps.nm−1km−1 and
0.065 ps.nm−2km−1, respectively. The input power of the signal and pump waves in non-
degenerate configurations is 0.1 mW and 50 mW, whereas in degenerate FWM the power
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Figure 2.13: At the top of the figure, schematic representation of phase-conjugating degenerate
and non-degenerate FWM, and phase-preserving non-degenerate FWM, with the respective vari-
ation of P4 with λ4, shown in the middle, and of ∆βeff , at the bottom. The blue solid lines of
the graphics shown in the middle and bottom row are numerical results calculated by a 4th-order
Runge-Kutta algorithm, whereas the orange dots are the approximated solutions.
of the pump is set to 100 mW. According to the simulated curves, the phase-conjugating
FWM configurations show wide conversion bandwidths of more than 50 nm, which is a con-
sequence of lower effective phase mismatch parameter for a wider spectral range. Since
the signal is also amplified along with the generation of the idler waves, such configu-
rations are particularly interesting for broadband amplification and/or multichannel oper-
ation. In degenerate, phase-conjugating FWM, however, the conversion efficiency and,
consequently, the signal gain are not uniform along the conversion bandwidth, but reach
a maximum value at approximately 20 nm apart from the pump location, where ∆βeff is
approximately 0. A wider and flatter conversion efficiency is obtained for the dual-pump
non-degenerate configuration, as the absolute value of ∆βeff is kept closer to 0 for a wider
wavelength range. In both cases, the spectral efficiency is determined by the power and
location of the pump waves, as well as the dispersive properties of the nonlinear gain [73].
The conversion bandwidth of phase-preserving FWM is much narrower compared to
the phase-conjugating processes, of less than 5 nm. The narrower conversion bandwidth
of phase-preserving FWM is a consequence of higher effective phase mismatch parameter,
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even for a wavelength detuning from the maximum efficiency condition of about 3 nm. In
addition, the input signal wave is partially consumed during the nonlinear process in order
to generate the new idler wave, instead of being amplified as in phase-conjugating FWM
interactions. In this sense, phase-preserving FWM can be compared to phase-preserving
DFG, discussed in the previous section.
2.3.2 Stimulated Brillouin and Stimulated Raman scattering
Hitherto, all the described nonlinear phenomena are parametric, i.e., the total energy of
the incident photons is equal to that of the emitted ones. Other nonlinear phenomena may
occur in which the total energy of the photons is not conserved, but partially transferred
to the nonlinear medium [73]. SBS and SRS are two examples of such non-parametric
nonlinear effects that involve the participation of phonons, which are quantized lattice vi-
brations of the medium [94]. The difference between SBS and SRS is that the former
process involves the participation of acoustic phonons, whereas optical phonons are in the
origin of SRS [31,73,87].
In a quantum-mechanical description of SBS, one incident photon with frequency ωp is
annihilated, generating an acoustic phonon with frequency Ωp and a Stokes photon with
frequency ωp − Ωp, that travels in the backward direction [31]. The acoustic phonon is
generated through a process called electrostriction, in which the materials become more
dense in regions where the optical intensity is high [87, 95]. The beating between the
incident and the Stokes waves generates a pressure wave through electrostriction acting
as a positive feedback mechanism, and reinforcing the scattering process [31, 87]. Even
if no input Stokes wave is injected into the nonlinear medium, the SBS process may start
from the photons generated by spontaneous Brillouin scattering [73].
In SRS, however, either a photon with lower or higher energy than that of the initial
photon may be emitted. In the former case, the material is excited to a more energetic
vibrational state, with the creation of an optical phonon and emission of a Stokes photon
with frequency ωp −Ωp, as in SBS. If the material is already in an excited vibrational state,
an anti-Stokes photon with frequency ωp + Ωp is emitted along with the relaxation of the
material to a lower energy state [31, 73]. In general, the anti-Stokes scattering is much
weaker than Stokes scattering due to the difference of population between the ground and
excited vibrational states [95]. In SRS, the normal vibrational modes of the propagating
medium beat with the incident wave and generate the Stokes wave. In turn, the Stokes
wave reinforces the vibrational modes, resulting in a positive feedback mechanism, as in
SBS [31,95].
The effects of SBS and SRS can be described in terms of additional contributions to
the third-order nonlinear susceptibility [87, 95]. In both processes, the generation of the
Stokes wave becomes significant only when the power of the incident wave exceeds a
certain threshold level, after which its power grows exponentially [73].
Even though SBS and SRS can be used for several applications in optics [73], with
40
Chapter 2. Nonlinear optical effects and devices for all-optical signal processing
the exception of Raman amplification, these nonlinear phenomena are typically impairing
mechanisms for OSP in fiber-based systems. As an example, the SBS threshold in silica
fibers is of only a few milliwatts [31,73]. Hence, if strong pumps are required to implement
an OSP function based on HNLFs, part of the pump power is converted to the Stokes wave,
therefore reducing the efficiency of the OSP functionality, even at relatively low power. In
this case, mitigation of SBS is required, which can be performed by interrupting or avoiding
the exponential growth of the Stokes wave. A possible solution to mitigate SBS is by placing
optical isolators between shorter spans of fiber in order to block the counter-propagating
Stokes wave, but the insertion and splicing losses of the isolators may be an impeding
problem. Other possibilities include modifying the fiber in order to obtain non-uniform Bril-
louin shift or broadening the spectral width of the pump wave. The gain spectrum of the
Stokes wave in silica fibers is very narrow, of the order of a few tens of MHz [31, 73],
and down-shifted by about 10 GHz with respect to the incident wave. Since the SBS gain
spectrum depends on several physical and geometrical parameters, non-uniformity can be
created through different dopant concentrations [96] or core geometries [97], as well as
temperature [98] or strain gradients [99] along the fiber. Non-uniformity broadens the SBS
gain spectrum, reducing its average value and increasing the SBS threshold [73]. The SBS
can also be mitigated by increasing the spectral width of the waves, so it becomes broader
than the Brillouin gain spectrum. Spectral broadening of the waves is usually accomplished
via external phase-modulation with several radio frequency (RF) tones [100], as shown in
chapter 5.
SRS in optical fibers can occur in both propagation directions, with a broad gain spec-
trum that extends over a spectral range of about 40 THz due to the amorphous nature of
silica, reaching a maximum value at a frequency detuning of about 13 THz [60, 73]. The
SRS threshold in optical fibers is much higher than the SBS one, of the order of about 1
W. Nevertheless, SRS may be a limiting factor for multichannel systems due to a Raman-
induced power transfer among the different channels [73] or excessive Raman-induced
noise [101].
2.4 Numerical methods
In the previous sections of this chapter, coupled-mode differential equations describing
second- and third-order nonlinear effects were presented, including analytical approxima-
tions for some particular cases. In general, however, the solution of the coupled-mode
equations must be solved numerically.
When the interacting waves are all CW, the time derivatives of the dispersion operator Dˆ
vanish and the problem can simplified to solving a system of nonlinear ordinary differential
equations. In this case, a common 4th Runge-Kutta algorithm with constant integration
step [102] can be used to integrate the differential equations, chosen as a trade-off between
accuracy, step size and computational effort.
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The situation becomes more complicated when computing the solution of non-CW sig-
nals, which requires solving a system of initial-value nonlinear partial differential equations.
Two different approaches can be used in this case, namely the SSFT method and the finite-
differences method.
In the SSFT method, the solution of the partial differential equations at each integration
point is obtained in two steps, one considering only the dispersive effects, an the other
accounting only for the nonlinear part of the equation [73]. In this approach, the problem
is simplified to solving two simpler ordinary differential equations, one for the dispersive
step and another for the nonlinear one. Moreover, an analytical closed-form solution of
the dispersive step exists for the Fourier transform of the optical field of the waves (i.e., in
the frequency domain), given by (2.9). Hence, the use of efficient fast Fourier transform
(FFT) algorithms is critical and of uttermost importance in the SSFT method as a Fourier
transform and its inverse operation need to be calculated at each integration step.
The finite-differences method is a possible alternative to the SSFT method for very
long signals and/or when the computation of the FFT is very time-consuming [73]. In this
method, the time- and space-derivatives are replaced by finite-differences approximations
and, depending on the type of approximation, different schemes of the finite-differences
method are possible, each with different implementation complexity, accuracy, conver-
gence and stability properties [103]. A simple possibility is to consider a forward-space,
centered-time method that considers a forward finite-difference for the spatial derivative
and centered finite-differences for the temporal derivatives [103]. However, such scheme
may require small integration steps in order to provide accurate solutions and it is condi-
tionally stable, so a special care must be taken when choosing the spatial and temporal
integration steps [103].
Another practical aspect to account when computing the solution of the differential
equations is the temporal evolution of the waves. For instance, after a propagation dis-
tance of ∆z , the optical waves experience a time shift of β(1)∆z , and may go outside of
the temporal integration window. A possible way to overcome this drawback is to consider
a longer temporal integration window, but the computational efforts to solve the differential
equation increase as well. A better alternative is to consider a time frame moving at the
average group velocity of the interacting waves, allowing to keep the temporal integration
window of the order of the signal duration. Mathematically, the moving time frame can be
implemented by considering the transformations t ′ → t − z/vg and z ′ → z , where t ′ and
z ′ are the time and space coordinates in the moving frame [73]. As a consequence, ∂/∂z
becomes ∂/∂z ′ − vg−1∂/∂t ′, whereas the time-derivatives remain unchanged.
2.4.1 Total field formulation
When only a few waves propagate in a nonlinear medium, the evolution of such waves
can usually be described by a small set of differential equations, with one equation for each
wave. In WDM systems, however, the number of interacting waves and, consequently, the
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number of differential equations to compute is large, so solving the individual coupled-
mode equations becomes unpractical. In addition, if the nonlinear efficiency is sufficiently
high, new cascaded interactions may occur that are not accounted in the coupled-mode
equations and may significantly alter the power dynamics of the nonlinear interaction. As
an example, let us consider the generation of a wave at frequency ν3 = 2ν1 − ν2 through
degenerate FWM interaction. The generated wave may interact again with the existing
waves through different FWM interactions, creating new contributions at, for instance, 2ν2−
ν3, ν1 + ν2− ν3, or ν3 + ν1− ν2. Furthermore, it may happen that the spectra of modulated
signals overlap, which causes inter-channel crosstalk, a feature that cannot be accounted
for in the coupled-mode equations formalism.
A possible way to overcome the limitations described above is to consider a total field
formulation [104], in which the electric fields of all the waves are included in a single optical
field, as follows
A(z , t) =
∑
j
Aj (z , t)e
i(ωj−ω0)t , (2.39)
where j denotes each individual wave, and ω0 is the central frequency of the total-field
wave.
Using the total field formulation, the third-order nonlinear effects of SPM, XPM and
FWM can be described by a single nonlinear Schro¨dinger equation, given by
∂A(z , t)
∂z
= Dˆ(ω0, t)A(z , t) + iγ|A(z , t)|2A(z , t). (2.40)
The total field formulation greatly simplifies the problem for multiple waves by condensing
all the coupled-mode equations into a single nonlinear Schro¨dinger equation, but it also
requires small time integration step sizes or, equivalently, a large simulation spectral range.
Since the total normalized electric field envelope is composed by several components at
angular frequencies ωj − ω0, a discretization of A with a small time step size is necessary
in order to avoid the aliasing phenomenon and generation of false FWM contributions.
As a rule of thumb, a sampling frequency of more than three times the total bandwidth
occupied by the waves is sufficient to mitigate these phenomena [105]. In addition, higher-
order dispersion terms may have to be included in the total field formulation due to broader
spectral bandwidth.
The total field formulation can also be applied for the simulation of second-order nonlin-
ear interactions of multiple waves, but an extremely small time step size would be required
due to the frequency difference between the waves in the fundamental and second har-
monic bands. A possible solution is to consider two total optical fields, one including the
waves in fundamental band (A1), and the other the waves in the second harmonic band
(A2). The evolution of the total normalized fields A1 and A2 can then be described by (2.18).
The nonlinear Schro¨dinger equation is a good approximation to evaluate the evolution
of waves propagating in a nonlinear medium with negligible birefringence [106]. However,
in real fibers, imperfections of the fiber geometry induce randomly varying birefringence
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effects and lead to PMD. This effect is particularly relevant for dual-polarization systems in
which the information is encoded in two orthogonal states of polarization. The randomly
varying birefringence effects for dual-polarization nonlinear propagation can be described
by the Manakov-PMD equation, given by [106,107]
∂Ax (z , t)
∂z
= Dˆ(ω0, t)Ax (z , t) + i
8
9
γ
(|Ax (z , t)|2 + |Ay (z , t)|2)Ax (z , t) (2.41a)
∂Ay (z , t)
∂z
= Dˆ(ω0, t)Ay (z , t) + i
8
9
γ
(|Ax (z , t)|2 + |Ay (z , t)|2)Ay (z , t), (2.41b)
where Ax and Ay are the normalized electric fields of the waves in the orthogonal states of
polarization x and y . The Manakov-PMD equations are obtained by averaging the states
of polarization over the random birefringence fluctuations and represent the overall effect
of random birefringence after a sufficiently long propagation distance [106].
2.5 Nonlinear devices for all-optical signal processing
A wide range of nonlinear optical materials and devices can be used for OSP. In fact,
any optical material behaves in a nonlinear manner at a sufficiently strong excitation, but
several fundamental and technical limitations restrict the available platforms for nonlinear
OSP. Even common nonlinear optical materials widely used for other applications may not
be attractive for OSP in lightwave systems. High nonlinearity, resistance to strong optical
pumping, ultrafast response, low losses, compactness, possibility of integration, low signal
distortion and degradation, low cost and mature fabrication technology are some of the
most desirable properties of nonlinear devices for OSP applications [10,20].
Many nonlinear materials and devices with remarkable performances are already avail-
able for nonlinear OSP. HNLFs, SOAs, PCFs, tapered fibers, silicon and chalcogenide
waveguides, tellurite and bismuth oxide glasses are some examples of third-order non-
linear devices [9, 10, 31], whereas PPLN and PPLT waveguides are the most common
representatives of second-order nonlinear devices [10].
Despite its modest nonlinear coefficient (<30 W−1.km−1) compared to other third-order
nonlinear media, silica HNLFs are the most common devices for OSP, due to their com-
patibility with fiber-based systems, the possibility of deployment in transmission links with
low insertion and propagation losses [21], mature fabrication technology and the existence
of commercial solutions. Furthermore, the modest nonlinear coefficient of silica HNLFs is
compensated by the possibility of drawing long fibers with total length of up to a few kilo-
meters, reducing the required pumping power to acceptable values for lightwave systems.
A silica HNLF is a silica fiber whose nonlinear coefficient is enhanced by increasing nNL
and by decreasing the effective overlap area. Heavy Ge doping is a possible solution to
increase nNL [31,73], whereas Aeff can be reduced by decreasing the core dimensions, or
by tighter mode confinement, achieved through higher core-cladding index contrast and/or
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by producing depressed cladding structures [73].
The nonlinear coefficient of optical fibers can also be enhanced by replacing silica with
another glass material with higher nNL. Oxide bismuth and chalcogenide glasses such
as As2Se3 are some examples, whose nonlinear index coefficient is larger by one or two
orders of magnitude. Nonlinear coefficient values of more than 1000 W−1km−1 can be
obtained for such devices [108, 109]. In the case of tapered fibers and solid-core PCFs,
high nonlinear coefficients are achieved by simultaneously reducing the core size down to
values that can be below 1 µm, and by increasing the index contrast, improving the mode
confinement [73]. In the case of tapered fibers, higher index contrast is obtained by us-
ing air as the cladding material, whereas higher index contrast in PCFs is achieved by a
cladding with embedded air holes [73, 110]. Despite the remarkably high nonlinear coef-
ficients, high propagation losses [111–113] and photosensitive instability of chalcogenide
glasses at high power levels [112,114] are some of the limiting factors for OSP applications.
Compact third-order nonlinear devices have also been intensively researched in the
last years, motivated by the need of integrated solutions for photonic integrated circuits.
Silicon- and chalcogenide-based waveguides or nanowires and SOAs are some possibili-
ties, where the short interaction length is compensated by very large nonlinear coefficient
values, such as 104000 W−1km−1 for a silicon-organic hybrid slot waveguide [115], or even
136000 W−1km−1 for a chalcogenide glass nanowire [111]. Silicon is a low-cost, CMOS-
compatible platform with mature fabrication technology, which makes it ideal for integrated
solutions, but strong two-photon and free-carrier absorption limit their performance [9,21].
Hybrid silicon-organic solutions have been proposed to overcome this limitation [21,115].
SOAs are devices similar to laser diodes, providing gain via stimulated emission, but
with anti-reflecting coatings to avoid lasing [116]. SOAs combine large nonlinear effects,
compactness, and optical gain, making them suitable choices for OSP [11,117]. The non-
linear response of SOAs originate from several physical processes, namely spectral hole
burning, carrier heating and carrier recombination that generate transient gain saturation,
and phase variations due to changes of the carrier density and, consequently, of the re-
fractive index [116, 118]. Usually, gain and phase transient dynamics of SOAs create un-
desirable patterning effects that degrade the optical signal itself, as well as other signals
at different wavelengths. However, gain and phase modulation induced by strong signals
injected into the SOA (cross-gain modulation (XGM) and XPM, respectively) can also be
used to implement OSP functionalities, including OWC and optical logic gates [119]. More-
over, OSP based on FWM is also possible in SOAs [119].
Although all the nonlinear devices described above are very promising for OSP, the
discussion in this thesis is limited to HNLFs and especially to PPLN waveguides, which
are discussed in the following subsection. For a more comprehensive review on these
third-order nonlinear devices, the reader may refer to [112, 114–116, 119–121] and the
references therein.
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2.5.1 PPLN
PPLN waveguides are the most common second-order nonlinear devices for OSP appli-
cations due to their intrinsic physical and technological properties. As discussed in section
2.2, efficient second-order nonlinear processes require phase matching between the inter-
acting waves, which can be obtained through QPM. In the case of PPLN devices, QPM
is achieved by periodically inverting the ferroelectric domains (periodic poling) and, con-
sequently, inverting the sign of the nonlinear coefficient in lithium niobate crystals [20], as
depicted in figure 2.14.
Λ
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Figure 2.14: Schematic representations of a PPLN waveguide (left) and the electric poling process
(right).
The most common technique to produce PPLN devices is through electric-field poling,
in which high-voltage pulses are applied to electrodes on the surface of the lithium niobate
crystal [20], as depicted in 2.14, on the right. Periodic poling is also possible using other
ferroelectric second-order nonlinear crystals such as lithium tantalate (PPLT), potassium
titanyl phosphate or potassium titanyl arsenate, but lithium niobate is the most common
choice for OSP.
Lithium niobate is transparent for a wide spectral region, ranging from 350 to 5000
nm and exhibits negative uniaxial birefringence, as well as high piezoelectric, photoelastic,
piroelectric, electro-optic and nonlinear coefficients [32, 122, 123]. Lithium niobate crys-
tals can be grown by the Czochralski method [122], and high quality wafers with diame-
ters of several centimeters are commercially available. Since lithium niobate is also the
most common material to build electro-optical modulators their fabrication technology is al-
ready mature and well-developed. The nonlinear coefficient of lithium niobate is a tensorial
quantity with the highest value achieved when all interacting waves are polarized along the
optical axis of the crystalline structure (c direction of the hexagonal unit cell), i.e, the d33
component of the nonlinear coefficient tensor [33,87]. High d33 values of 25 pm/V for SHG
pumped at 1064 nm and of 20 pm/V when pumped at 1318 nm have been reported, about
two times higher than those of lithium tantalate or potassium titanyl phosphate [33].
The inclusion of waveguides in PPLN devices allows tight confinement and transversal
overlap of the interacting waves over longer distances, which enhances the efficiency of the
nonlinear processes and reduces the required pumping power [20]. Waveguides in PPLN
devices have been produced through in-diffusion of titanium ions at high temperatures, the
proton-exchange method, or by creating ridge structures via mechanical dicing or plasma
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etching (dry etching) [32,124,125]. The diffusion of titanium ions into lithium niobate raises
the extraordinary and ordinary refractive indexes, allowing the formation of waveguides that
support both transverse magnetic and transverse electric modes [32].
In the proton-exchange method, the PPLN devices are immersed into a heated benzoic
acid bath, producing a superficial exchange of protons (H+) and lithium ions. The proton-
exchange process raises the extraordinary refractive index, but lowers the ordinary one, so
only transverse-magnetic modes are supported [32]. Fortunately, this corresponds to the
case when all the waves are polarized along the optical axis of lithium niobate, and the high-
est component of the nonlinear coefficient tensor (d33) can be used. The proton-exchange
process may cause superficial structural phase changes due to high proton concentration,
which lowers the nonlinear coefficient and increases propagation losses. A thermal an-
nealing treatment is typically performed after the proton-exchange process to promote the
diffusion of exchanged protons deeper into the lithium niobate substrate, relaxing the layer
stress and avoiding a nonlinear coefficient drop [32]. Waveguides produced by this method
are denominated as annealed proton-exchanged (APE) waveguides. Buried waveguides
may also be produced through a reverse proton-exchange technique where an additional
diffusion process of lithium ions lowers the refractive index close to the surface of the de-
vice. In this case, the mode overlap between the waves at the fundamental and second
harmonic band is enhanced and the propagation losses are reduced, improving the effi-
ciency of the PPLN devices [20,32].
Very high conversion efficiency can also be achieved in ridge waveguides, where tight
confinement and mode overlap between the interacting waves is obtained due to high re-
fractive index contrast between the lithium niobate ridge and air. Moreover, direct-bonding
of the lithium niobate substrate on a lithium tantalate wafer, whose refractive index is lower,
enhances the confinement of the propagating modes in the ridge waveguide, increasing
the efficiency of the PPLN devices even further [125].
One of the main drawbacks and impairing mechanisms of PPLN devices is photore-
fractive damage, which is an induced variation of the refractive index due to the presence
of visible or infrared light. This refractive index variation persists for some time even after
the illumination ceases, and causes a shift of the QPM wavelength [20,32,124]. This effect
is believed to be caused by several physical mechanisms including the generation of elec-
trical charges through optical ionization of donor impurities that drift to acceptor centers,
creating an internal electric field and a change of the refractive index due to the electro-
optic effect [32]. Another important mechanism that affect the operation of PPLN devices is
a phenomenon called green-induced infrared absorption (GRIIRA), that also contributes for
photorefraction [123,126]. The GRIIRA effect is responsible for the creation of an absorp-
tion band in the infrared region induced by the presence of strong green light and, conse-
quently, local heating that affects the QPM resonance condition [123]. The photorefractive
damage and GRIIRA can be reduced by setting the PPLN temperature values of the or-
der of 100 ◦C [20]. However, high temperature operation may degrade proton-exchange
47
Andre´ Albuquerque All-Optical Signal Processing for Optical Communication Systems
waveguides due to proton diffusion into the lithium niobate substrate [124]. The photore-
fraction and GRIIRA in PPLN devices can also be reduced through magnesium or zinc dop-
ing of the lithium niobate substrate up to molar concentrations of the order of 5 mol% [32].
Another drawback of PPLN devices is polarization sensitivity due to the anisotropic prop-
erties of lithium niobate, which limits these devices to single-polarization operation [20].
Nevertheless, this drawback can be overcome by using polarization-diversity schemes for
polarization insensitive operation [127,128].
Compared to HNLFs, PPLN devices are compact (few centimeters long) and do not
suffer from deleterious SBS. In addition, frequency chirp and spontaneous noise emission
are negligible in PPLN devices. Furthermore, since the principle of operation is based on
second-order nonlinear effects, PPLN devices are not affected by SPM nor XPM, which
can be advantageous for certain OSP applications [20].
Periodically poled devices offer a unique possibility of designing the spectral response
by engineering the inversion of the ferroelectric domains, a feature that is not easily avail-
able in other nonlinear devices. This unique advantage is further explored in chapter 3,
where a method to design devices with target spectral responses is presented.
In this chapter, the main underlying physical processes, mathematical models and sim-
ulation tools of second- and third-order nonlinear effects were discussed. A brief survey
on the available devices for OSP based on nonlinear processes has also been presented,
with a particular focus on PPLN devices. The topics presented in this chapter provide the
fundamental tools required to understand the following chapters of this thesis.
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OSP based on parametric nonlinear effects is strongly affected by the dispersive prop-
erties of the propagating medium. Not only optical pulses of waves at distinct wavelengths
may propagate at different speeds, leading to walk-off effects, but dispersion is also re-
sponsible for phase mismatching in TWM or FWM interactions. Ultimately, the phase mis-
matching determines the spectral efficiency of these nonlinear phenomena, hereby defined
simply as nonlinear spectral response.
As discussed in the previous chapter, the dispersive properties of a nonlinear medium
are determined by the intrinsic frequency response of the propagating media and the
waveguide geometry [73]. Even though the material dispersion may be altered via dop-
ing, the most common way to design the dispersive properties of nonlinear material is
through waveguide engineering [129]. However, waveguide engineering is very challeng-
ing, requiring accurate simulations of the propagating modes, and a very good agreement
between the numerical simulations and manufactured waveguides. Moreover, the disper-
sion properties may be severely affected by any fluctuation of the waveguide geometry. As
an example, it has been suggested that to keep the fluctuations of the λZDW of a HNLF
below 1 nm it would be required to control the core size with a precision of the order of the
silica bonds [130].
Periodically poled devices such as PPLN or PPLT waveguides offer an additional way to
control the spectral conversion efficiency through domain inversion engineering. In these
devices, the way how the ferroelectric domains are inverted determines the QPM reso-
nance, as well as the nonlinear spectral response. This property makes periodically poled
waveguides unique in comparison with other nonlinear devices. Domain engineering in
periodically poled devices enables combining optical nonlinear mixing and filtering in the
same device, providing new features and possibilities for OSP.
Several domain-engineered PPLN devices have already been experimentally reported,
with unique properties provided by their specific poling profiles. Apodized [131], aperi-
odic [132] and superlattice [133] PPLN devices are some examples that have enabled
reducing crosstalk between different WDM channels and/or increasing the nonlinear con-
version bandwidth. The design of domain-engineered periodically poled devices has been
typically based on the optimization of an initial poling pattern with known spectral re-
sponse [133, 134]. However, this non-deterministic approach can be very complex and
troublesome, depending on the optimization procedure. In addition, finding a good ini-
tial guess for the poling pattern may be difficult, in particular for unusual target spectral
responses.
Domain engineering in PPLN devices can be compared to periodic patterning of the
refractive index in co-directional couplers, such as long-period Bragg gratings. In long-
period gratings, the periodic modulation of the refractive index enables efficient coupling
between core and cladding propagating modes whenever the Bragg resonance condition is
satisfied [135], comparable to the QPM technique in TWM. Several methods have already
been proposed to design the refractive index grating of co-directional couplers in order
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to obtain a target spectral response. Optimization techniques with initial guess given by
the Fourier transform of the target response, and inverse scattering methods such as the
Gel’fand-Levitan-Marchenko approximation and the LPA are some of the possibilities [57].
The LPA is particularly attractive for grating design due to its simplicity and accuracy, and
can be implemented in either continuous or discrete versions [57].
In this chapter, a modified discrete version of the LPA is presented for poling pattern
design of periodically poled devices with a target spectral response. The modified LPA is
combined with a DRM, which is used in this chapter as a possible way to modify the power
coupling between the interacting waves along the device. Before describing the LPA and
DRM, a brief discussion on typical periodically poled devices with customized poling pat-
terns is presented in section 3.1, which also provides the basic design concepts used in the
following sections. Then, the LPA and DRM are described in sections 3.2 and 3.3, respec-
tively. After analyzing the principle of operation and fundamentals of the LPA and DRM,
numerical simulations of devices with quasi-rectangular nonlinear spectral response and
with multiple QPM resonances are presented in section 3.4, to demonstrate the flexibility of
the proposed methods. For simplicity, the devices with quasi-rectangular nonlinear spectral
response and with multiple QPM resonances are hereby denoted as quasi-rectangular and
multiple QPM devices, respectively. In the last section of this chapter, a quasi-rectangular
PPLN device with a 400 GHz-wide nonlinear spectral response designed using the pro-
posed methods is experimentally demonstrated and characterized.
3.1 Periodically poled devices
The periodic inversion of the ferroelectric domains in second-order nonlinear materials
is a viable way to compensate for the phase mismatching via QPM. In ferroelectric materi-
als such as lithium niobate or lithium tantalate, a permanent polarization of the ferroelectric
domains (poling) can be induced by a strong external electric field. In such materials, peri-
odic poling is achieved by applying a high voltage to electrodes deposited on the surface of
the nonlinear crystal, as shown in figure 2.14. The electrodes on top of the crystal surface
are typically produced through lithographic techniques, which means that the final poling
pattern is determined by the periodicity of the mask used in the lithographic process [32].
Hence, devices with complex poling patterns can be produced by locally or globally varying
the periodicity the mask used for the deposition of the electrodes.
In general, the variation of the effective nonlinear coefficient of customized periodically
polled devices is modeled by the following equation
deff (z) =
2
pi
d · dapod (z) · e−i
[
2pi
Λ(z)
z+Φ(z)
]
, (3.1)
where dapod (z) and Φ(z) are apodization and phase modulation functions, respectively. The
apodization function describes the strength of the nonlinear interaction along the device,
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varying from 0 (negligible interaction) to 1 (maximum efficiency) [131]. Several strategies
can be used in order to vary the strength of the nonlinear interaction along a periodically
poled device, such as varying the effective overlap area of the interacting waves, modifying
the duty-cycle of the periodic inversion or skipping certain domain inversions, as is further
discussed in section 3.3. The phase modulation function is responsible for local variations
on the phase of the periodic inversions. In practice, the phase of the periodic inversions
determines the position within a poling period where the ferroelectric domains are inverted.
As an example, a single phase-shift of pi/2 is performed by shifting the location of the
domain inversions by Λ/4.
A few examples of common periodically poled devices with complex poling patterns
are depicted in figure 3.1, including a schematic representation of the domain inversions
and respective conversion efficiency spectra for SFG. The conversion efficiency spectra
were obtained through numerical integration of the coupled mode differential equations for
SFG using a 4th order Runge-Kutta algorithm. The SFG conversion efficiency is defined
as the converted to input signal power ratio. A pump wave at 1545 nm with input power
of 100 mW is considered for all cases, as well as an input signal power of 1 mW. The
length, normalized efficiency, and poling period of the periodically poled device are 4 cm,
0.1 W−1cm−2 and 19.388 µm, respectively.
The most common periodically poled devices are those with uniform poling pattern,
depicted in figure 3.1-a). In a uniform periodically poled device, the poling period, apodiza-
tion and phase modulation functions are constant. The conversion efficiency spectra of
uniform devices is approximately described by a sinc function, with a peak value at the
QPM resonance, and side lobes symmetrically distributed around the main resonant peak.
Another common type of devices with customized poling profile are apodized grat-
ings1. In an apodized grating, the strength of the nonlinear interaction gradually increa-
ses/decreases at the beginning/ending parts of the grating. By doing so, the side lobes
observed for uniform gratings can be greatly reduced, as shown in figure 3.1-b). In fig-
ure 3.1-b), the numerical simulations were obtained for a tapered raised cosine function
(Tukey function) with a roll-off factor of 1 as the apodization function, given by dapod (z) =
[1 + cos (2piz/L− pi)] /2 [136]. Despite the significant reduction of the side lobes, the con-
version efficiency bandwidth of apodized devices is slightly broader and with lower peak
power when compared to uniform poling patterns. This last drawback is a consequence
of a lower effective nonlinear coefficient compared to a uniform grating due to the smooth
transitions at the edges.
Other typical examples of devices with custom poling patterns include chirped devices,
exemplified in figure 3.1-c). In a chirped grating, the poling period varies along the device
in order to extend the conversion bandwidth. Within the class of chirped gratings, linearly
chirped devices are the most common examples, where the poling period linearly increa-
ses (positive chirp) or decreases (negative chirp) throughout the device. Linearly chirped
1In this chapter, the terms grating and poling pattern are used interchangeably when referring to periodically
poled devices.
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Figure 3.1: On the left, schematic representation of the poling patterns for a) uniform, b) apodized,
c) chirped, d) phase-shifted, and e) superlattice periodically poled devices. On the right, SFG
conversion efficiency of the corresponding poling patterns.
gratings can be modeled by Λ(z) = Λ(0) + ςz , with ς the chirp parameter. As shown in
figure 3.1, the conversion bandwidth of linearly chirped gratings with chirp parameters of
10 nm/mm and -10 nm/mm is significantly broader than in a uniform device, as a conse-
quence of varying the QPM wavelength resonance along the device. On the other hand,
the conversion efficiency is significantly reduced with respect to a uniform device as the
QPM condition for a certain wavelength is achieved only for a small portion of the device.
Compared to fiber Bragg or long-period gratings, apodization is much more difficult
to produce in periodically poled devices. In the former cases, apodization is obtained by
varying the amplitude of the refractive index modulation along the grating. As an example,
apodized fibre Bragg gratings can be produced using phase-masks with a locally varying
diffraction efficiency [137]. In the case of periodically poled devices, such an approach
cannot be implemented as the nonlinear coefficient can only assume two possible values,
+d and -d , depending on the polarization of the ferroelectric domains. A few strategies
have been proposed to emulate the effects of apodization in periodically poled devices,
which is further discussed in section 3.3.
Phase-shifted gratings are also common examples of customized poling patterns where
a set of discrete phase-shifts of the periodic poling are performed at different locations
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of the grating. The conversion efficiency spectrum of a phase-shifted device, with a pi
phase-shift at the center of the poling pattern is depicted in figure 3.1-d). According to
the simulations, the phase-shift is responsible for a depression at the middle of the QPM
resonant peak, similar to what is observed in high-rejection notch filters.
A superlattice periodically poled device is obtained by periodically varying the phase of
the periodic poling. The poling patterns of these devices can be represented by a periodic
phase modulation function, with period Λmod . An example of a superlattice is depicted in
figure 3.1-e), with a phase modulation function given by Φ(z) = pi/2 · cos(2piz/Λmod ) and
Λmod = 1 cm. Typically, the spectral response of superlattice periodically poled devices
exhibits several QPM resonances, whose peak bandwidth comparable to that of a uniform
grating.
3.2 Layer-peeling algorithm
The LPA was originally proposed as a simple, flexible and easy-to-implement tool to
design grating-assisted couplers with target spectral response [57,138]. The main goal of
the LPA is to determine the variation of the coupling strength between the interacting modes
along the device according to a target spectral response. Despite being originally proposed
for grating couplers, the LPA was also suggested as a possible way to retrieve the poling
pattern of uniform and aperiodic PPLN devices from their measured conversion spectra,
showing good accuracy between the calculated and real poling pattern [139]. However, the
applicability of the LPA can be further expanded by actually designing the poling pattern of
periodically poled waveguides with a target spectral response rather than simply retrieving
the QPM structure of existing devices.
The LPA can be formulated in either a discrete or a continuous domain version. A
discrete version of the LPA [57] is considered in this thesis, which assumes that a complex
poling pattern can be divided into several small uniform segments (layers), with constant
phase, period and coupling strength. In addition, the discrete domain version of the LPA
considers that the coupling between the interacting waves occurs only at discrete scattering
points and that the waves experience only pure dispersive propagation in between each
pair of consecutive scattering points [57].
In order to understand how the LPA can be applied to the design of periodically poled
devices let us first consider an SFG interaction between input and converted signal waves
at frequencies ν2 and ν3, respectively. In addition, let us assume that the nonlinear interac-
tion is pumped by a strong wave at frequency ν1 = ν3− ν2 that remains almost undepleted
during the nonlinear interaction (no pump depletion approximation). In this case, the nonlin-
ear interaction can be simply interpreted as the coupling between two propagating modes
at different wavelengths, the input and converted signal waves, as in co-directional grating-
assisted couplers. However, in the case of periodically poled devices, the power coupling
between the interacting waves is promoted by the nonlinear response of the devices and
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Figure 3.2: Schematic representation of the discrete model for the nonlinear interaction assumed
for the LPA.
optical pumping rather than the modulation of the refractive index, as in grating-assisted
couplers.
The discrete model for the nonlinear coupling between the interacting waves is sche-
matically represented in figure 3.2. In figure 3.2, F and S are the so-called fast and slow
modes, respectively proportional to the synchronous normalized electric field envelopes
of the input and converted signal waves, B2 and B3 (see chapter 2). The discrete model
for the nonlinear interactions assumes that the power coupling between the interacting
waves occurs only at discrete scattering points, each characterized by a cross coupled
power coefficient ρ. In between such scattering points, the waves experience pure disper-
sive propagation, with no nonlinear effects. This approach can be compared to the SSFT
method, discussed in section 2.4.
The discrete model for the nonlinear coupling can be mathematically obtained from the
evolution of the synchronous normalized electric field envelopes of the input and converted
signal waves. Assuming negligible propagation losses and the no pump depletion approxi-
mation, the SFG process between the input and converted signal waves in a uniform layer
j spanning from z j to z j + ∆z is described by the following expressionB2(z j +∆z)
B3(z j +∆z)
=
cos (g j ∆z) +i ∆β2g j sin (g j ∆z) −i κ∗2j A∗1g j sin (g j ∆z)
−i κ3j A1g j sin (g j ∆z) cos (g j ∆z)−i
∆β
2g j
sin (g j ∆z)
B2(z j )
B3(z j )
 ,
(3.2)
obtained by solving (2.23).
Let us now define the slow and fast mode as S(z) = B3(z) and F (z) =
√
λ2/λ3B2(z),
respectively, as well as the coupling coefficient q = −iκ∗2
√
λ2/λ3A
∗
1 and the wavenumber
detuning δ = −∆β/2. The effective coupling coefficient g can also be re-written as a
function of δ and q as g2 = δ2 + |q|2. Considering the new variables, (3.2) becomesF j (δ)
S j (δ)
 = Tj ·
F j−1(δ)
S j−1(δ)
 , (3.3)
where F j and S j are optical fields of the fast and slow modes at the end of layer j and Tj is
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a transfer matrix, given by
Tj =
cos (g j ∆z)−i δg j sin (g j ∆z) qjg j sin (g j ∆z)
−q
∗
j
g j
sin (g j ∆z) cos (g j ∆z) +i
δ
g j
sin (g j ∆z)
 . (3.4)
The obtained transfer matrix is now identical to that describing co-directional grating-assis-
ted couplers presented in reference [57], which justifies why the SFG interaction can be
compared to mode coupling in grating-assisted couplers.
The discrete model for the coupling between the slow and fast modes assumes that
T can be decomposed as the product of two new matrices, Td describing pure dispersive
propagation, and Tsj representing the discrete nonlinear coupling at the j th scattering point.
The dispersive matrix Td can be obtained by assuming no nonlinear interaction between
the propagating modes by letting q → 0. The following matrix is obtained [57]
Td =
e−iδ∆z 0
0 e iδ∆z
 . (3.5)
After propagation through a dispersive layer of length ∆z , each frequency component of the
fast and slow modes acquires a phase-shift of −δ(∆ω)∆z and δ(∆ω)∆z , respectively, with
∆ω the angular frequency detuning from the QPM resonance. In the time domain, this ef-
fect is equivalent to delaying the slow mode by a time interval of ∆zδ(∆ω)/∆ω with respect
to dispersionless propagation, and hastening the fast mode by the same time interval. This
is the reason why F and S are denominated as fast and slow modes. The scattering matrix
Ts is obtained by assuming strong nonlinear coupling such that |q| → +∞, but the product
|q|∆z is finite [57]. In this case, g ≈ |q| and δ/g ≈ 0. The following scattering matrix is
obtained
Tsj =
1√
1 + |ρj |2
 1 −ρ∗j
ρj 1
 , (3.6)
with ρj = −q∗j tan(|qj |∆z)/|qj | a cross coupled power coefficient.
The discrete model for the nonlinear coupling assumes that each layer is characterized
by a cross coupled power coefficient, so the goal of the LPA is to determine the coefficient
ρj of each layer, for a given target spectral response. Then, the coupling coefficient qj
can be obtained through the relation qj = −ρ∗j arctan(|ρj |)/(|ρj |∆z). In turn, the effective
nonlinear coefficient deff is proportional to q, so the outputs of the LPA can be converted
into a physical property of periodically poled devices.
The discrete model discussed above assumes that mode coupling occurs only at dis-
crete scattering points. In a real device, however, the interacting modes are continuously
coupled along the grating, so the discrete version of the LPA is affected by a discretization
error. According to references [57,140], the error involved in the discrete approximation is
of the order of O(∆z3), so it can be made negligible by considering sufficiently small layers.
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Now that the fundamental concepts of the discretized nonlinear coupling model have
been formulated, let us consider that S and F are normalized to one, and that a unit impulse
is launched into the nonlinear device in the fast mode, with no light in the slow mode. In
the first scattering point at layer 0, part of the initial impulse at the fast mode is converted
into the slow mode because of the nonlinear interaction. Then, the two modes undergo
purely dispersive propagation through the first layer, so the fast mode is hastened by τ/2
and the slow mode is delayed by the same amount, with τ a normalized time variable.
Equivalently, if a moving time frame coincident with the propagation of the fast mode is
considered instead, the fast mode propagates without any time delay in the moving frame
referential, whereas the slow mode is delayed by one τ unit. In the following scattering
point, part of the power in the fast mode is converted back to the slow mode and vice-
versa. However, the new fraction of the slow mode added to the fast mode is delayed by
one τ unit due to the dispersive effects. This process then repeats through all the layers
of the device, as represented in figure 3.3. At the end of the periodically poled device, the
z
z
τ
0
1
2
-1
-2
0
3
1
4
2
layer1 layer2 layer3 layer4 layer5 layer1 layer2 layer3 layer4 layer5
slow
mode
fast
mode τ
5
Figure 3.3: On the left, possible propagation paths in the fast and slow mode and corresponding
time delays for a device composed of five uniform layers. On the right, same as the graphic on the
left, but considering a moving frame coincident with the propagation of the fast mode. The power
coupling between the fast and slow modes occurs at each scattering point, at the interfaces of each
layer.
fast and slow modes contain several fractions of the initial impulse. These contributions
arrive at different times, depending on how many layers they traveled in the slow mode, as
depicted in figure 3.3. For instance, the first contributions arriving at the end of the device
are the ones traveling always on the fast mode, whereas the second ones propagates once
in the slow mode. This situation can be compared to a tapped delay line filter, in which the
output response is the sum of several delayed fractions of the initial impulse, weighted by
the filter taps [141]. In the case of the LPA, the filter taps are determined by the cross
coupled power coefficient of each scattering point.
In order to determine the coefficients ρj let us formulate the problem in the time domain
by considering the discrete Fourier transform of the propagating modes at layer j , given
by [57]
F j (δ) =
N∑
τ=0
F j (τ)e
i2δ∆zτ (3.7a)
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S j (δ) =
N∑
τ=0
S j (τ)e
i2δ∆zτ , (3.7b)
with τ = 0, 1, ... ,N and N the total number of layers. The effects of the dispersive matrix on
the transmitted waves can be obtained by using the time-shifting properties of the Fourier
transform. Hence, after dispersive propagation through layer j , the fast and slow modes in
the time domain become F j (τ) = F j−1(τ + 1/2) and S j (τ) = S j−1(τ − 1/2). The effects of
the dispersive matrix can be further simplified by considering the moving frame coincident
with the propagation of the fast mode. In this case, the fast mode propagates without
any delay throughout the nonlinear device, so F j (τ) = F j−1(τ), whereas the slow mode
is delayed by one τ unit, i.e., S j (τ) = S j−1(τ − 1). Note that the absolute and normalized
time delays for each frequency component of the input signal can be related through the
expression ∆t = 2∆zδ(∆ω)/∆ω · τ [140].
Let us now consider that the length of all uniform layers is the same and a moving frame
coincident with the propagation of the fast mode. The evolution of the fast and slow modes
in each uniform layer described by (3.3) can thus be reformulated in the time domain,
obtaining the following expression [57]F j (τ)
S j (τ)
 = Tsj ·
 F j−1(τ)
S j−1(τ − 1)
 , (3.8)
where the dispersive effects are represented by delaying the slow mode by one τ unit,
except for layer 0, which is just a scattering point.
Let us recall the example discussed above of a unit impulse launched in the fast mode,
with no light in the slow mode, i.e., F 0(τ) is 1 for τ = 0, and 0 otherwise, and S0(τ) = 0
for any value of τ . If the moving frame coincident with the propagation of the fast mode is
considered, S j (τ) and F j (τ) are causal, i.e, S j (τ < 0) = 0 and F j (τ < 0) = 0. By noting
that the slow mode is not delayed in layer 0, the optical field of the fast and slow modes
at the end of the device for τ = 0 can be obtained by consecutively applying (3.8) with the
initial conditions S0(0) = 0 and F 0(0) = 1. The following expressions are obtained at the
end of the N th layer [57]
FN(τ = 0) =
N∏
j=0
1√
1 + |ρj |2
(3.9a)
SN(τ = 0) = ρN ·
N∏
j=0
1√
1 + |ρj |2
. (3.9b)
The cross coupled power coefficient at the last layer can now be calculated as
ρN =
SN(τ = 0)
FN(τ = 0)
. (3.10)
Since SN(τ) and FN(τ) are the inverse discrete Fourier transforms of the target spectral
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responses at the end of the device, the previous equation can be directly used to calculate
the power coupling coefficient for the last layer.
The coupling power coefficients for the other layers can now be iteratively calculated by
inverting (3.8) in order to obtain the impulse responses at the end of the previous layers.
The following inverting formulas are obtained [57]
F j−1(τ) =
F j (τ) + ρ
∗
j S j (τ)√
1 + |ρj |2
(3.11a)
S j−1(τ − 1) = S j (τ)− ρjF j (τ)√
1 + |ρj |2
. (3.11b)
This procedure can be regarded as if the last layer of the grating was “peeled off” from the
computation, and the cross coupled power coefficient for layer j-1 can now be calculated
using (3.10), with S j−1(τ) obtained from a forward shift operation on S j−1(τ − 1).
Even though the derivation of the LPA is extensive and somehow complicated, its im-
plementation is very straightforward and simple. The LPA is summarized in algorithm 1.
1 Algorithm: Layer peeling algorithm
2 Initialization:
3 Obtain SN(τ) and FN(τ) through an inverse Fourier transform of SN(δ) and FN(δ);
4 Calculate ρN =
SN (τ=0)
F N (τ=0)
;
5 Algorithm:
6 for j = N to 1 do
7 Obtain S j−1(τ − 1) and F j−1(τ) using (3.11);
8 Obtain S j−1(τ) through a forward shift operation;
9 Calculate ρj−1 =
S j−1(τ=0)
F j−1(τ=0)
;
10 end
Algorithm 1: Layer peeling algorithm.
The remaining part of this section is devoted to the required conditions and procedures
to design the nonlinear spectral responses for the fast and slow mode in order to obtain
realizable poling patterns. The discrete model for the nonlinear coupling can be compared
to the design of digital filters, so standard discrete signal processing techniques can be
used design of the nonlinear spectral responses of the slow and fast modes [57, 140]. As
an example, the discretized model implies that Fourier transform of the propagating modes
is periodic [141], with period δP = pi/∆z [57]. This can be readily verified by considering the
Fourier transform definitions in (3.7) and showing that S(δ+δP) = S(δ). Hence, it suffices to
analyze the problem for detuning values in the range 0 ≤ δ < δP , or equivalently, −δP/2 ≤
δ < δP/2. Moreover, within this interval, the detuning parameter assumes N + 1 distinct
values, spaced by pi/ [(N + 1)∆z ]. This latter value is very important as it sets the best
resolution achievable on the design of fine details in the target spectral response. At first
sight, it may seem that the spectral resolution can be improved by increasing the number of
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layers, but that is not the case. In fact, the length of each layer depends on the total number
of layers according to ∆z = L/N, so the detuning resolution becomes piN/ [L · (N + 1)] ≈
pi/L, with the latter approximation valid for high N. Hence, the only way to improve the
resolution on the design of the target spectral responses is to increase the length of the
device. This property can be compared to the design of finite impulse response filters
in which fine details on the spectral response require long impulse responses [142]. A
similar result for the maximum achievable design resolution can be obtained by considering
the spectral response of a uniform periodically poled device, whose conversion bandwidth
is the narrowest possible for a given length value. Hence, it is also the best resolution
achievable on the design of the spectral responses of customized patterns. Assuming
weak nonlinear coupling, i.e, |q|2  δ2, the spectral response of a uniform periodically
poled device is determined by sinc2(δL). The conversion bandwidth of a uniform device,
defined as half the width of the main peak of the cardinal sine function, is pi/L, which is
agreement with the result from the discrete signal analysis.
As mentioned above, the design of fine details in the spectral response of the period-
ically poled devices is limited by their length. In addition, several artifacts such as unde-
sirable ripples and overshoots on the final response due to the Gibbs phenomenon [142]
may occur for target spectral responses with steep magnitude transitions. In these cases,
long impulse responses in the space domain are required in order to represent the steep
transitions. As a consequence, unless the device is sufficiently long to represent the ideal
impulse response, a non-ideal response is observed, containing undesired ripples and
overshoots. Besides increasing the length of the device, another possibility for mitigating
such phenomena is by smoothing the sharp magnitude transitions using standard finite
impulse response filter design techniques such as windowing [57, 142], as exemplified
in figure 3.4. The impulse responses and respective power spectra of the ideal and win-
dowed rectangular spectral responses are shown in figure 3.4, for N = 100 and considering
a Blackman window [142] of order 71. The spectral response without using the windowing
technique is also shown in figure 3.4-b). The windowing technique forces the impulse re-
sponse to approach zero faster by multiplying it with an appropriate window function [142].
Let us now focus on the conditions for realizable pairs of spectral responses. If pump
depletion is negligible, the nonlinear coupling between the input and converted waves in
a periodically poled device can be regarded as a causal and stable linear system. The
stability and causality properties of linear systems imply that the impulse response of the
converted wave, i.e, the slow mode is absolutely summable (stability) and null for negative
τ (causality) [142]. If the causality condition is not met for a given target spectral response,
a possible way to design a realizable grating is to shift the initial impulse response by an
interval τ0 until it becomes causal. In the frequency domain, the shifting operation can
performed by multiplying the initial non-causal response by exp(i2δ∆zτ0).
The design of realizable spectral responses also requires defining the phase and mag-
nitude responses of both the slow and fast mode. Let us first discuss the magnitude of
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Figure 3.4: a) Normalized impulse responses of the ideal and windowed square passband filters,
and the Blackman window function. b) Ideal and simulated power spectra, with and without win-
dowing.
the fast and slow modes. The energy conservation principle for lossless devices bounds
the magnitudes of the two modes and requires that the relationship |S(δ)|2 + |F (δ)|2 = 1 is
strictly verified2. Therefore, if the magnitude of the spectral response for one of the modes
is provided, the magnitude of the other mode is automatically defined through the previ-
ous relationship. Usually, the aforementioned windowing techniques are considered on the
design of the target magnitude responses.
The phase response in the frequency domain for both modes can be chosen with a
certain degree of freedom, originating different coupling coefficients q for different choices
of the phase function [57, 140]. A linear phase for the converted signal (slow mode) is
assumed for all the examples investigated in this chapter, but any other function can be
selected, provided that the causality condition is verified. There are two main reasons for
this particular choice. First, the linear phase function is one of the simplest possibilities
and, in the time domain, it is equivalent to a simple time delay of the impulse response.
In fact, a zero-phase function is initially assumed, but the impulse response of zero-phase
systems is non-causal. Hence, a time shift operation has to be performed in order to obtain
a causal response, which in the frequency domain is equivalent to adding a linear phase
term. Second, if the magnitude of the spectral response for the slow mode is symmetric,
it is possible to obtain only real coupling coefficients by choosing a linear phase function,
as shown by the numerical simulations presented in section 3.4. When all the coupling
coefficients are real, the phase modulation function consists of discrete phase-shifts of pi
whenever the sign of q is inverted. In practice, the discrete phase-shifts of pi are much
easier to produce in a real device than other complex phase modulation functions.
Let us now discuss the phase of the input signal, i.e., the fast mode. In reference [57],
the slow and fast modes are described in terms of N th-order polynomials, obtained by
the z-transform of the respective impulse responses. It was shown in that work that for
a given target spectral response S(δ), a total of 2N different possibilities can be chosen
2Note that it was assumed the slow and fast modes are normalized to one.
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for the phase of the fast mode. Each of such possibilities produces different coupling
coefficients and poling patterns, but the same magnitude response for both modes. The
different possibilities correspond to a specific selection of the N roots of the polynomial
describing the fast mode or their mirror pairs around the unit circle, i.e, the inverse of their
complex conjugated, also known as the reciprocal pairs [57]. Let us assume N=3 and that
a, b and c are the roots of the polynomial for the fast mode. If, for instance, roots a and c
are replaced by their reciprocal pairs 1/a∗ and 1/b∗, a different polynomial is obtained, but
it still obeys the energy conservation principle |S(δ)|2 + |F (δ)|2 = 1. The new polynomial
corresponds to a different possible choice for the phase of the fast mode.
The z-transform formalism enables choosing different valid possibilities for the phase of
F (δ), but requires root-finding methods to reconstruct the fast mode polynomial [57]. When
N is large, the factorization of polynomials is difficult and even small numerical errors may
prevent the correct reconstruction of the polynomials. A possible solution to overcome
this limitation is to consider the so-called minimum-phase response in transmission, which
corresponds to the particular case of all the zeros of the fast mode polynomial being located
inside the unit circle [57]. The minimum-phase response allows defining the phase of
the fast mode uniquely by its magnitude, obtained by the discrete Hilbert transform of
ln(|F (δ)|), with ln the natural logarithm [57, 140, 142]. It also provides the least average
coupling function and the minimum phase change and group delay [57,140]. Moreover, the
minimum-phase response avoids the z-transform formalism and root-finding techniques to
compute the phase of the fast mode. In fact, by choosing the minimum-phase response,
the fast mode is completely determined by the amplitude of the slow mode: the energy
conservation principle sets the magnitude of the fast mode to |F (δ)| = √1− |S(δ)|2; the
phase is defined by the discrete Hilbert transform of ln(
√
1− |S(δ)|2). The minimum-phase
response is also causal and stable [142], so the problem of finding a pair of realizable
spectral responses is simplified to the design of a realizable response for the slow mode,
which was already discussed above. Since the spectral response of the fast mode is
completely determined by the slow mode, the expression “target spectral response” is used
henceforth to refer to the target spectral response for the slow mode (converted signal).
The minimum-phase response is the simplest way to find the target phase of the fast-
mode. However, it does not guarantee that the final cross coupled power coefficients are
optimal in terms of conversion efficiency. In fact, depending on the problem at hand, there
may be a better choice from the 2N − 1 possible solutions obtained with the z-transform
formalism. However, finding the best solution amongst the possible alternatives from the
z-transform formalism is also not trivial.
3.3 Deleted-reversal method
As discussed in the previous section, the outputs of the LPA are the complex cross
coupled power coefficients that must be converted into a physical property of the grating-
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assisted couplers or periodically poled devices. In the former case, the cross coupled
power coefficients are translated into variations of the periodic refractive index modulation
[57], whereas in the latter the coefficients ρ must be converted into a physical modification
of the poling pattern properties and/or waveguide geometry.
The phase of the cross coupled power coefficients is directly translated into discrete
or continuous phase-shifts of the refractive index modulation or the ferroelectric domain
inversions. Such phase-shifts are implemented in practice by changing the position within
a period where the maximum refractive index or ferroelectric domain inversions are ob-
served.
The magnitude of the cross coupled power coefficients in grating-assisted couplers is
proportional to the amplitude of the refractive index modulation, which can be freely var-
ied from 0 to the maximum achievable value. Hence, changing the coupling strength in
grating-assisted couplers is straightforward. Changing the nonlinear coupling strength in
periodically poled devices is not as simple as in grating-assisted couplers, however. One
possibility is to modify the effective overlap area of the interacting waves by changing the
waveguide geometry and/or the refractive index profile. In general, varying the effective
overlap area is complex, not practical, and very difficult to implement, as it requires chang-
ing the waveguide dimensions with very tight precision tolerances. Moreover, modifying
the waveguide geometry also changes the dispersion properties of the device and, con-
sequently, the QPM resonance. Hence, the only remaining possibility is to change the
effective nonlinear coefficient deff . From the definitions of q, ρ and equation (2.19), the
following relation between the effective nonlinear coefficient and the cross coupled power
coefficient is obtained
deff ,j = − i
2piA1
√
n1n2n3c0Aeff λ2λ3
2
· q∗j
= i
arctan(|ρj |)
2piA1|ρj |∆z
√
n1n2n3c0Aeff λ2λ3
2
· ρj .
(3.12)
Assuming λ2 ≈ 2λ3 and that the normalized conversion efficiency for a uniform periodically
poled device would be given by η, the previous equation can be further simplified into the
following expression
deff ,j = −i
√
2d
pi
√
ηA1
· q∗j
= i
√
2d arctan(|ρj |)
pi
√
ηA1|ρj |∆z · ρj .
(3.13)
According to the previous equations, the effective nonlinear coefficient is proportional to
the coupling coefficient q, which may continuously vary from 0 to a maximum finite value.
However, the nonlinear coefficient in a periodically poled device can only assume two dis-
tinct possibilities, +d or -d . Two different strategies can be considered to overcome this
problem, one by varying the duty cycle of the ferroelectric domain inversions, and another
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is using the DRM [131].
As discussed in chapter 2, the effective nonlinear coefficient depends on the duty-cycle
ζ of the ferroelectric domain inversion, defined as the fraction of the poling period where the
nonlinear coefficient is positive. Considering the Fourier coefficient of the first harmonic in
(2.16), the variation of the effective nonlinear coefficient with the duty-cycle is given by [131]
deff (ζ) =
2
pi
sin(piζ) · d . (3.14)
According to the previous equation, it is possible to change the effective nonlinear coeffi-
cient by manipulating the duty-cycle of the ferroelectric domain inversions. However, not
only the relation between deff and ζ is not linear, but precise control of the ferroelectric do-
main inversions is also required, with fabrication tolerances smaller than the poling period.
In addition, the width of the ferroelectric domains and the electrodes deposited prior to the
poling process does not necessarily match, which makes it even more difficult to control
the duty-cycle of the poling inversions.
The DRM is another strategy to change the effective nonlinear coefficient whose princi-
ple of operation is based on eliminating some of the ferroelectric domain reversals in order
to reduce deff . Thus, a maximum effective nonlinear coefficient is achieved by enabling
all the possible domain inversions, whereas lower effective values are obtained by delet-
ing some of the inversions. If no domain inversion is performed, the nonlinear conversion
efficiency is very low and the effective nonlinear coefficient is approximately zero.
As previously discussed, the normalized amplitude of the effective nonlinear coeffi-
cient can be represented by the apodization function dapod . Let us now assume a binary
apodization variable db, equal to 0 if the domain inversion is deleted, or 1 in the opposite
case. The goal of the DRM is to relate the discrete binary variable db and the apodization
function. In this thesis, the choice of deleting or not the domain reversal at each poling
period is performed iteratively, taking into account the entire structure that has been calcu-
lated in the previous iterations to minimize the global difference between dapod and db. The
adopted methodology is described in algorithm 2 and schematically represented in figure
3.5.
The algorithm used to implement the DRM starts by finding the position z j where dapod
reaches its maximum value (global maximum), setting the corresponding value of db to 1,
as shown at the top of figure 3.5. Then, the algorithm moves the next scattering point (mid-
dle row of figure 3.5) and evaluates the residues R+1 and R
+
0 by respectively considering
db(j +k + 1) equal to 1 or 0. The residues R are calculated through a numerical integration
of db − dapod using a trapezoidal rule. If R+1 < R+0 , the algorithm assumes db equal to one,
otherwise it sets db to zero. Next, the algorithm moves to the previous scattering point (bot-
tom row in figure 3.5) and repeats the process by evaluating R−1 and R
−
0 , and choosing db
equal to one or zero accordingly. After the first iteration, the proposed algorithm provides
the values of db for the scattering points j − 1, j and j + 1. In the following iterations the
algorithm symmetrically evaluates db at the adjacent points j−k−1 and j +k + 1, stopping
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1 Algorithm: Deleted-reversal algorithm
2 Definitions:
3 V : set with all the discrete scattering points of the grating;
4 Initialization:
5 Set db(z j ) = 0,∀j ∈ V ;
6 Find j ∈ V where maximum dapod (z j ) is observed;
7 db(z j ) = 1;
8 V ← V \ {j};
9 k = 0;
10 Algorithm:
11 while V 6= ∅ do
12 db(j + k + 1) = 1;
13 R+1 =
∣∣∣∑j+kl=j−k [db(z l )+db(z l+1)2 − dapod (z l )+dapod (z l+1)2 ] ·∆z∣∣∣;
14 db(j + k + 1) = 0;
15 R+0 =
∣∣∣∑j+kl=j−k [db(z l )+db(z l+1)2 − dapod (z l )+dapod (z l+1)2 ] ·∆z∣∣∣;
16 if R+1 < R
+
0 then
17 db(j + k + 1) = 1;
18 else
19 db(j + k + 1) = 0;
20 end
21 db(j − k − 1) = 1;
22 R−1 =
∣∣∣∑j+kl=j−k−1 [db(z l )+db(z l+1)2 − dapod (z l )+dapod (z l+1)2 ] ·∆z∣∣∣;
23 db(j − k − 1) = 0;
24 R−0 =
∣∣∣∑j+kl=j−k−1 [db(z l )+db(z l+1)2 − dapod (z l )+dapod (z l+1)2 ] ·∆z∣∣∣;
25 if R−1 < R
−
0 then
26 db(j − k − 1) = 1;
27 else
28 db(j − k − 1) = 0;
29 end
30 V ← V \ {j + k + 1, j − k − 1};
31 k = k + 1;
32 end
Algorithm 2: Deleted-reversal algorithm.
after evaluating db for all scattering points.
In order to compare the performance of the deleted-reversal and duty-cycle methods
on the design of the apodization function, the SFG conversion efficiency of an apodized
PPLN waveguide designed using the both methods was evaluated through numerical sim-
ulations, and compared to an ideal device, with a continuous apodization function. The
numerical simulations were performed using a 4th order Runge-Kutta algorithm in order
to solve the coupled differential equations for SFG between CW waves. A raised cosine
apodization function with a roll-off factor of 0.5 is considered (see section 3.1). The poling
period, length, effective overlap area and d33 coefficient of the simulated PPLN devices
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Figure 3.5: Schematic representation of the initialization and first iteration of the deleted reversal
algorithm.
were 19.39 µm, 1 cm, 100 µm2 and 23.6 pm/V, respectively. The refractive index disper-
sion curve is described by the Sellmeier equation for the extraordinary index of a lithium
niobate substrate doped with a 5% content of MgO [143]. The wavelength and power of
the pump wave were respectively set to 1545 nm and 300 mW, whereas the power of the
signal was assumed to be 1 mW. The duty-cycle of the poling inversion in the DC curve
was controlled with a precision of Λ/100. The simulated results are shown in figure 3.6-a).
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Figure 3.6: a) Simulated SFG conversion efficiency spectrum for an apodized PPLN using the DRM
and by varying the duty-cycle (DC curve). b) Simulated SFG conversion efficiency for an apodized
PPLN designed by the DRM, with different fractions of wrong domain reversals, located at random
places of the poling pattern.
According to the simulated results, the conversion efficiency of the apodized device de-
signed with the duty-cycle method significantly deviates from the ideal pattern, even con-
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sidering a duty-cycle precision of Λ/100. On the other hand, the DRM allows to accurately
reproduce the target apodization of the ideal pattern.
The tolerance of the DRM to wrong ferroelectric domain reversals at random locations
of the poling pattern was also evaluated through numerical simulations, shown in figure
3.6-b). The same simulation parameters of the results in figure 3.6-a) were considered.
According to the numerical simulations, the DRM was able to reproduce the apodization
function without significant deviation from the ideal pattern, even with a fraction of incor-
rectly deleted reversals as high as 5%. The obtained results demonstrate that the DRM is
a viable and robust technique to reproduce the apodization function in periodically poled
devices.
The effectiveness of the proposed deleted-reversal algorithm is further evaluated in the
following section for different examples of poling patterns.
3.4 Quasi-rectangular and multiple QPM devices
In order to evaluate the effectiveness of the adapted layer-peeling algorithm combined
with the DRM on the design of periodically poled waveguides with customized poling pat-
terns, two different types of devices are discussed in this section: quasi-rectangular and
multiple resonance devices.
Quasi-rectangular periodically poled devices can be regarded as passband filters with
an approximately rectangular spectral response. These devices have a constant efficiency
within the conversion bandwidth and ideally null response elsewhere, with smooth tran-
sitions at the passband edges to reduce the Gibbs phenomenon. Compared to uniform
devices, quasi-rectangular waveguides have broader conversion efficiency, which makes
them attractive for broadband or multichannel applications, as it is discussed in chapter 4.
As the name suggests, multiple resonance or multiple QPM waveguides are devices
whose spectral response shows several QPM resonances. Such devices have been used
to demonstrate advanced all-optical signal processing functionalities such as tunable wave-
length conversion and multicasting of multiple data channels [133], or phase-regeneration
of QPSK channels [55].
In this section, quasi-rectangular PPLN waveguides with 400 and 1000 GHz conversion
bandwidth and multiple QPM devices with different number of resonances are designed
with the LPA and DRM. The spectral response of the designed devices is assessed through
numerical simulations using a 4th order Runge-Kutta algorithm to solve the SFG coupled
differential equations for CW waves. All the simulations presented in this section assume
a 5% MgO-doped PPLN with a refractive index described by the Sellmeier equation for
the extraordinary index at 25◦C in [143]. Unless otherwise specified, it is assumed that
the length, poling period, effective overlap area and nonlinear coefficient d33 of the PPLN
devices are 4.5 cm, 19.39 µm, 100 µm2 and 23.6 pm/V, respectively. The wavelength of
the pump wave and the power of the input signal were set at λ1 = 1545 nm and 10 mW,
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and a spatial integration step of the order of Λ/100 was considered.
3.4.1 Quasi-rectangular devices
The target and simulated spectral responses for quasi-rectangular PPLN devices with
a passband bandwidth of 400 and 1000 GHz, as well as the respective coupling coeffi-
cients and poling patterns obtained with the LPA and the DRM are shown in figure 3.7. In
order to reduce the Gibbs phenomenon for quasi-rectangular PPLN devices, the window-
ing technique was employed by using a raised cosine function (or Tukey window [136]) as
the window, with a taper to constant section ratio of 0.7. A very good agreement between
the target and simulated responses is verified for both examples. In the case of the 400
GHz quasi-rectangular device, a flat response within the passband is observed, with very
smooth transitions at the edges of passband. In the case of the 1000 GHz device, non-
negligible ripples on the converted signal power spectrum can still be observed due to the
Gibbs phenomenon, which can be further mitigated by using a windowing function with
narrower impulse response. The frequency resolution for the design of the target spectral
response was of about 67.9 GHz, or equivalently of 69.7 m−1 in terms of the detuning
parameter parameter. This last value is in agreement with the theoretical prediction of
piN/[L(N − 1)], as discussed in section 3.2.
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Figure 3.7: a) Simulated (sim.) and target (tar.) power spectrum of the SFG wave for 400 GHz
and 1000 GHz quasi-rectangular PPLN devices, with the respective coupling coefficient functions
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GHz quasi-rectangular PPLN waveguides. The black vertical lines in c) and d) represent the poling
inversions, obtained with the DRM.
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The coupled coefficient of the quasi-rectangular devices is shown in figure 3.7-b). In
both cases, the shape of the coupling coefficient resembles a sinc function, with shorter
period for the 1000 GHz device. This is an expected result as the coupling coefficient is
approximately given by the inverse Fourier transform of the target spectral response in the
limit of weak coupling and when a minimum-phase function is selected for the fast mode
[57]. In addition, the coupling coefficient of the designed devices is a real function, which
can also be understood form the properties of the Fourier transform. In fact, the inverse
Fourier transform of a spectral response with symmetric magnitude and antisymmetric
phase (e.g., linear phase) is a real function [141].
The apodization and phase modulation of the 400 and 1000 GHz quasi-rectangular
devices are respectively shown in figure 3.7-c) and 3.7-d), as well as the location of the
poling inversions given by the DRM. A higher density of poling inversions is observed when
the apodization function reaches higher values, proving the correctness of the DRM on the
design of the apodization function in periodically poled devices. As shown in both figures,
the phase modulation function corresponds to discrete phase-shifts of pi, performed when-
ever the sign of the coupling coefficient is inverted. Again, this result is a consequence of
the symmetry properties of the target response and, consequently, of q being real-valued.
This is also one of the main reasons why a linear phase function is selected for the target
spectral response of the slow mode. When it comes to manufacturing a real device, simple
phase-shifts of pi are relatively easy to produce and do not require fabrication tolerances
as tight as more complex phase modulation functions.
According to (3.12), an exact relation between q and deff is obtained only for a certain
amplitude value of the pump wave. In the case of the 400 GHz device, the ideal pump
power is 256 mW, whereas an ideal pump power value of 1.7 W is required in order to
achieve 20% SFG conversion efficiency for the 1000 GHz device. The higher pump power
required in the case of the 1000 GHz device is a consequence of lower overall apodization
strength and, consequently, lower effective nonlinear efficiency. This result raises a very
important question on the applicability of LPA on the design of periodically poled devices:
does the spectral response of devices with customized poling pattern vary for different
pump power values? In addition, do propagation losses significantly affect the spectral
response? In order to answer these questions, the power spectrum of the converted wave
for the 400 GHz quasi-rectangular device was numerically evaluated for different pump
power and absorption coefficient values. The obtained results are presented in figure 3.8,
where the parameter f represents the ratio between the pump power used in the simulation
compared to the ideal value provided by the LPA.
As shown in figure 3.8-a), the main consequence of increasing or decreasing the pump
power, or equivalently, the parameter f , is to change the power of the converted wave, with-
out significantly distorting the spectral response shape, as also shown in 3.8-b). Equivalent
results were verified for the numerical simulations where the absorption coefficient was set
to 0.1 and 1 dB/cm. This property is essential for the design of practical devices, since
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Figure 3.8: a) Converted signal power spectra and b) normalized SFG conversion efficiency at
different pump power and absorption coefficient values. The parameter f represents the pump
power ratio with respect to the ideal value. When not specified, f is 1 and α is 0 dB/cm.
without it, the pump power would have to be kept within tight constraints.
The LPA described in this chapter is based on simple SFG or DFG interactions in
second-order nonlinear devices. However, many applications of these devices are based
on SHG or cascaded TWM interactions such as cSFG/DFG. In order to evaluate the spec-
tral response of the designed devices for SHG and cSFG/DFG interactions, the respective
coupled ordinary differential equations for CW waves presented in chapter 2 were solved
using a 4th order Runge-Kutta algorithm and considering the customized poling pattern
of the 400 and 1000 GHz quasi-rectangular PPLN waveguides. An additional DFG pump
wave at 1543 nm was considered for the cSFG/DFG case, with a power value of 500 mW.
The power of the input signal was set to 10 mW for both cases. The obtained results are
plotted in figure 3.9.
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Figure 3.9: SHG, SFG and cSFG/DFG conversion efficiency spectra for the 400 GHz and 1000
GHz quasi-rectangular PPLN devices. The conversion efficiency of the intermediate SFG step in
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According to the numerical simulations, the spectral response of quasi-rectangular de-
vices remains identical for SHG, but differs substantially for cSFG/DFG. In the former case,
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the obtained results are explained by very similar phase mismatching parameters for the
SFG and SHG interactions within the frequency range considered in the simulations, and
for the selected wavelength of the input signal and pump waves for SFG. In the latter case,
broader conversion bandwidth is observed in both cases for the wave converted through
cSFG/DFG compared to the target response. In addition, the edges of the spectral re-
sponse are not as steep as designed, and the efficiency slowly decreases for frequencies
higher than the cut-off frequency of the designed passband filter. In these transition edges,
undesirable conversion peaks are also observed. Remarkably, however, the spectral re-
sponse of the intermediate SFG step in a cSFG/DFG interaction is in agreement with the
target design, as shown by curves “400-SFG-int” and “1000-SFG-int” in figure 3.9. The
root cause for this behavior is the cascaded nature of the interaction, which leads to a
more complex evolution of the interacting waves and low depletion of the intermediate SFG
wave. As mentioned above, the LPA is formulated for simple SFG or DFG processes. In
a cSFG/DFG interaction, if the intermediate SFG wave is not significantly depleted by the
DFG step, as it was the case of the simulations presented in figure 3.9, it is expectable that
the conversion spectrum for the SFG wave matches the target response. However, this is
not the case for the signal generated by the secondary DFG step, which strongly depends
on how the SFG wave is first generated along the device. For instance, the numerical
simulations showed that the conversion bandwidth for the SFG step at the beginning of
the device is initially broader than the target one, but narrows along the device due to the
phase mismatching effects. At the beginning of the device, waves generated through SFG
at frequencies outside the target spectral bandwidth begin to be immediately converted
through DFG to the converted signal wave. Due to different phase mismatching properties
of the DFG and SFG steps, broader conversion efficiency spectrum and lateral decaying
tails are observed for the wave converted through cSFG/DFG with respect to the target
nonlinear spectral response.
With the exception of the aforementioned main differences, the spectral response for
cSFG/DFG still resembles the target one. Depending on the specific application, the lateral
decaying tails and increased efficiency at the transition regions may introduce deleterious
wavelength crosstalk and affect the overall performance of an optical system. A possible
solution to overcome these limitations is to avoid cascaded interactions in a single PPLN
waveguide, by using two separate devices with the target nonlinear spectral response in a
tandem configuration, one for SFG interactions and another for DFG.
As briefly discussed in section 2.5, periodically poled waveguides with broader spectral
responses can also be produced by changing the poling period along the device, as is the
case of a linearly chirped waveguide, represented in figure 3.1-b). However, such type of
devices typically exhibit a passband response with slowly decaying transition edges and
conversion efficiency ripples within the passband [144]. In order to reduce the deleterious
efficiency ripples, apodized linearly chirped devices have been suggested in [144]. The
SFG and cSFG/DFG conversion efficiency spectra of an apodized linearly chirped device
71
Andre´ Albuquerque All-Optical Signal Processing for Optical Communication Systems
and the 400 GHz quasi-rectangular PPLN waveguide discussed above are compared in
figures 3.10-a) and 3.10-b), respectively. The initial poling period and chirp parameter of
the apodized linearly chirped PPLN were 19.35 µm and 8.6 nm/cm, respectively, selected
in order to achieve an equivalent central frequency and conversion bandwidth. A Tukey
window [136] with a taper to constant section ratio of 0.53 was considered as the apodiza-
tion function. In both cases, the wavelength of the SFG pump was set to 1545 nm. In figure
3.10-b), the wavelength of the DFG pump was set to 1542 nm. The power of the SFG and
DFG pumps was set to 500 mW.
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Figure 3.10: a) Normalized SFG conversion efficiency of a 400 GHz quasi-rectangular and a lin-
early chirped PPLN device. b) Respective conversion efficiency spectra for cSFG/DFG.
The results of the numerical simulations show that the SFG conversion spectrum for the
quasi-rectangular PPLN waveguide has much steeper transition edges than the apodized
linearly chirped device, making it more appropriate for applications in WDM systems where
inter-channel crosstalk is an important issue. However, the absolute SFG efficiency of the
apodized linearly chirped device is about 3.2 times higher than that of the quasi-rectangular
PPLN, which is a consequence of deleting a higher number of poling reversals in the latter
case in order to produce the target spectral response. Apodized linearly chirped gratings
introduce a quadratic phase shift on the converted signals, or equivalently, a linear group
delay, which means that different frequency components of the optical signals are subject
to different delays (chromatic dispersion) [135]. Even though this property can be used
for chromatic dispersion compensation purposes, it generally leads to pulse distortion and
may be undesirable for OWC applications, for instance. In such cases, a target spectral
response with linear phase (constant group delay) may be preferable as the different fre-
quency components of the signal are simply delayed by a constant term, without pulse
distortion. The designed quasi-rectangular devices may thus be a better alternative for
those situations.
Similarly to what was previously discussed for the quasi-rectangular devices, lateral
decaying tails can also be observed on the cSFG/DFG conversion efficiency spectrum
of the linearly chirped, as depicted in figure 3.10-b). Once again, the observed result is
caused by the broader conversion efficiency of the intermediate SFG step at the beginning
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of the device. This result proves that the differences between the target nonlinear spectral
response and the conversion efficiency spectrum for cascaded TWM interactions is not
caused by the LPA itself, but is rather a consequence of the cascaded nature of the inter-
actions. Moreover, the observed results also indicate that the conversion efficiency spectra
for the intermediate SFG step and for the overall cascaded interaction are not exactly the
same, regardless of the design strategy and/or poling pattern choice.
3.4.2 Multiple QPM devices
The possibility to design the poling pattern of multiple QPM devices using the LPA
and DRM is evaluated in this subsection. The multiple QPM PPLN devices studied in this
section were designed by choosing a target spectral response with multiple narrow bands,
with different frequency separation. Numerical simulations of PPLN waveguides with 1, 2,
3 and 5 QPM resonances were performed, considering pump power values of 9.4, 36, 76
and 205 mW, respectively, in order to obtain a peak SFG conversion efficiency of about
20%. The results of the numerical simulations are shown in figure 3.11.
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Figure 3.11: Simulated (sim.) and target (tar.) converted signal power for a) a single QPM reso-
nance, b) two QPM resonances sperated by 150 GHz, c) three QPM resonances separated by 150
GHz, d) three QPM resonances separated by 450 GHz, and e) five QPM resonances separated by
150 GHz.
The numerical results shown in figure 3.11 prove the flexibility and accuracy of the LPA
on the design of multiple QPM periodically poled devices. As discussed in the previous
section, the design of multiple QPM devices is only limited by the maximum detuning pa-
rameter resolution, approximately given by pi/L ≈ 69.7 m−1, or an equivalent frequency
resolution of 67.9 GHz. The latter value exactly corresponds to the frequency separation
between the dots of the target response in figure 3.11. Moreover, such a value is approx-
imately equal to the conversion bandwidth of the device with a single QPM resonance,
shown in figure 3.11-a), which in fact is a uniform PPLN waveguide. These results are in
agreement with what was discussed in section 3.2 regarding the detuning resolution on the
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design of target spectral responses.
The multiple resonances of the devices designed with the LPA are obtained by choosing
a specific apodization profile, combined with simple phase-shifts of pi, as shown in figure
3.12. In contrast, the method presented in [133] is based on a complicated variation of the
phase modulation function, which may not be easy to reproduce in a real device. How-
ever, the peak efficiency of the multiple QPM devices studied in this section decreases by
a factor of N2 compared to uniform periodically poled waveguides, whereas in the method
presented in [133] the efficiency drops only by a factor of N, where N is the number of
QPM resonances. The reduced efficiency of the multiple QPM studied in this section is
a direct consequence of decreasing the effective nonlinear coefficient, caused by deleting
some of the poling reversals at some locations in the device. It should be noted, however,
that the reduced efficiency is not a limitation of the LPA itself, but rather of the initial choice
for the target spectral response of the slow mode. As mentioned before, a linear variation
of the phase with respect to the detuning parameter was chosen for the spectral response
of the slow mode and, from the properties of the Fourier transform and the symmetry of the
magnitude response, a real coupling coefficient q is expected for such realizations. As ex-
emplified in figures 3.7-c), 3.7-d) and 3.12, any real coupling coefficient is represented by a
general position-dependent apodization function, whereas the phase modulation function
corresponds to simple phase-shifts of pi. It should be noted that the LPA would provide a
different poling pattern if any other alternative for the phase of the slow mode was chosen
as the initial target spectral response. In fact, if the spectral response of the devices de-
signed with the method proposed in [133] was used as the target response for the LPA, the
same poling pattern would be obtained using the LPA, with the advantages of not requiring
any initial guess for the poling profile, nor any optimization technique.
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Figure 3.12: Apodization and phase modulation functions of the multiple QPM device with three
QPM resonances separated by 350 GHz shown in figure 3.11-c). The black vertical lines represent
the poling inversions, obtained with the DRM.
The development of a strategy to calculate the phase of the slow mode for a given
magnitude response that would simultaneously maximize the conversion efficiency of the
device would be highly valuable for the design of devices with customized poling pattern,
74
Chapter 3. Design of nonlinear devices with customized spectral response
particularly when combined with the LPA. Such approach is left for future work.
3.5 Experimental validation of the layer-peeling algorithm and
deleted-reversal method
In this section, the spectral response of a 400 GHz quasi-rectangular PPLN device
designed with the LPA and DRM is experimentally investigated. The poling pattern of the
manufactured device was designed according to the 400 GHz quasi-rectangular PPLN
simulated in the previous section, but with a slightly different poling period in order to
account for the waveguide dispersion effects. From the examples studied in the previous
section, the 400 GHz quasi-rectangular device was chosen to prove the effectiveness of
the LPA and DRM due to its relatively simple poling pattern and acceptable efficiency.
The PPLN device was manufactured by Oxide Corporation [145] using a lithium niobate
substrate with a 5% MgO content in order to reduce photorefractive damage at high pump-
ing power. The length of the lithium niobate chip was 4.5 cm. In addition, the lithium niobate
chip included 50 APE waveguides, divided into five groups of ten waveguides with the same
poling period, ranging from 19 to 19.4 µm, but with different waveguide width values. The
width of the produced waveguides, measured before the annealing process, varied from
8.75 to 13.25 µm for each group of ten waveguides. Unfortunately, no additional details on
the production process of the waveguides were provided due to the confidentiality policy of
Oxide Corporation.
The experimental set-up used to characterize the spectral response of the PPLN de-
vices is shown on top of figure 3.13. The light emitted by two external cavity lasers (ECLs)
was combined in a 50:50 (3 dB) coupler after passing through a polarization controller
(PolC), an EDFA, a 1 nm bandpass filter (BPF) and a variable optical attenuator (VOA).
The PolCs, EDFAs, BPFs and VOAs were respectively used to align the state of polariza-
tion of the waves to the optimum axis of the PPLN, amplify the signals, remove the excess
ASE noise, and control the power at the input of the device. Then, the generated waves
were injected into the PPLN device through free-space coupling optics, using aspherical
lenses to couple the light beams to the APE waveguides. The PPLN chip and lenses were
mounted on translational stages, shown at the bottom of figure 3.13, in order to enable
selecting different waveguides for characterization. The lenses were also integrated with
WDM couplers which allowed separating the waves at the fundamental and second har-
monic bands. A total insertion loss of about 4 dB was measured, including the losses of
the WDM couplers and of the lenses. The temperature of operation of the PPLN device
was set to 25◦C using a thermo-electric cooler (TEC) element. The power of the signal
and the pump waves at the input of the PPLN was set to 17.3 and 26.5 dBm, respectively.
After wavelength conversion in the PPLN device, the waves at the fundamental and second
harmonic bands were fed to optical spectrum analyzers (OSAs) for monitoring.
In order to evaluate the effectiveness of the LPA and DRM, the SFG conversion effi-
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Figure 3.13: On top, experimental setup used to evaluate the spectral response of the quasi-
rectangular PPLN devices designed with the LPA. At the bottom, photographs of the free-space
optics system used to couple the optical waves into and out of the PPLN device.
ciency was measured for four different waveguides. The poling poling of the characterized
waveguides was 19.1 µm for waveguides 1 and 2, and 19.2 µm for waveguides 3 and 4.
The width of waveguides 1 and 3 was 9.25 µm, and 13.25 µm for waveguides 2 and 4. The
SFG conversion efficiency curves for waveguides 1 and 2 were obtained with the pump
wave at 1553 nm, and at 1556 nm for waveguides 3 and 4. The wavelength of the input
signal wave was varied from 1542 to 1552 nm for waveguides 1 and 2, and from 1545 to
1555 nm for waveguides 3 and 4. The obtained results are shown in figure 3.14.
A good agreement between the measured SFG conversion curves, normalized to the
efficiency at the central frequency, and the target spectral response is observed. A full
width at half maximum conversion bandwidth of about 380 GHz was experimentally ob-
served for all waveguides, which agrees well with the target spectral response. As ex-
pected, the measured conversion bandwidth of the quasi-rectangular devices is larger (>
6 times) than that of a uniform PPLN with the same parameters (L = 4.5 cm, Aeff = 100
µm2, P1 = 26.5 dBm), whose normalized SFG conversion spectrum is also shown in figure
3.14 for comparison. However, as discussed in the previous section, the absolute efficiency
of the quasi-rectangular devices is lower than that of a uniform PPLN, as a consequence
of deleting some ferroelectric domain inversions and, consequently, of decreasing the ef-
fective nonlinear coefficient. Absolute SFG efficiencies of about 21, 15.0, 30.0 and 19%
where measured for waveguides 1 to 4 at a pump power of 26.5 dBm.
Despite the good agreement between the measured and target spectral responses of
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Figure 3.14: Target and experimental normalized SFG conversion efficiency spectra of four 400
GHz quasi-rectangular PPLN waveguides. The frequency is centered at 774.8, 774.6, 776.6, 776.4
nm for waveguides 1, 2, 3 and 4, respectively. The SHG conversion efficiency curve corresponds
to waveguide 1, centered at 775 nm. The simulated SFG conversion spectrum of a uniform PPLN
(gray curve) is also shown for comparison.
the 400 GHz quasi-rectangular devices, non-negligible differences can be found, including
lower peak to side lobe ratios and asymmetric, non-flat conversion efficiency within the
main peak. For waveguides 2 and 4, the peak to side lobes ratio was less than 15 dB,
instead of more than 20 dB predicted by numerical simulations. As regards the flatness
of the spectral response within the main peak, waveguides 3 and 4 have the worst perfor-
mance, with a total variation of 3 dB. In both cases, the SFG efficiency tends to increase for
higher frequencies. For waveguides 1 and 2, the total variation of the efficiency in the main
peak is lower, below 1.5 dB. These results were also observed at lower pump power and
with the temperature controller turned off, which excludes the possibility of local heating or
temperature gradients to be the cause of such differences. As different deviations from the
target spectral response are observed for different waveguides with the same poling pat-
tern, the most plausible explanation for the observed differences are fabrication errors such
as imperfections of the poling pattern, and longitudinal variation of the effective refractive
index and effective area through the waveguide.
The normalized SHG efficiency for waveguide 1 is also shown in figure 3.14 for com-
parison. The SHG curve was obtained by turning one of the ECLs off, and setting the
input power to 22.5 dBm. In this case, the input signal wavelength was varied from 1545
to 1555 nm. According to the experimental results, the normalized conversion efficiency
spectra obtained for SHG and SFG are similar, which means that even though the PPLN
was designed for SFG, a similar spectral response can be expected for SHG. This was
also observed in the numerical simulations presented in the previous section.
The 400 GHz quasi-rectangular PPLN device was designed considering a refractive
index dispersion curve for bulk MgO-doped lithium niobate, without accounting for the con-
tribution of waveguide dispersion, as such information was not available. Nonetheless, the
spectral response of the manufactured devices agrees well with the target design. In fact,
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the main difference between the simulated and manufactured device due to waveguide
dispersion was changing the poling period from 19.5 to 19.1µm, and from 19.6 to 19.2 µm
in the case of waveguides 3 and 4.
The numerical and experimental results shown in this chapter prove the effectiveness
of the LPA and the DRM on the design of customized PPLN devices with target spectral
responses. The LPA and DRM proved to be good alternatives to other complex techniques,
showing very good accuracy, flexibility and reliability on the design of the spectral response
for SFG and SHG in periodically poled waveguides. However, it was observed that the
spectral response for cSFG/DFG shows some differences compared to the target one,
designed for the SFG intermediate step. Nonetheless, the final response for cascaded
TWM interactions still resembles the target design, making the LPA a very useful tool to
produce periodically poled devices with customized poling patterns and therefore enable
new features for advanced OSP, as it is shown in the next chapter.
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Wavelength conversion, also known as wavelength shifting, is one of the most impor-
tant signal processing functionalities for WDM systems. Wavelength conversion can po-
tentially increase the flexibility, versatility and performance of future dynamic optical trans-
port networks as it allows the optimization of the wavelength usage at a specific point of
the network, and routing the data signals to different WDM channels [146, 147]. More-
over, wavelength conversion is a possible solution to reduce the blocking probability due
to wavelength contention in wavelength-routed networks, when multiple channels at the
same wavelength are routed to the same output port of a ROADM [36,148].
Wavelength conversion can be implemented in either the electrical domain using con-
ventional electronic repeaters with tunable output wavelength [36] or in the optical do-
main. OWC potentially offers several advantages over wavelength shifting in the electri-
cal domain, including multichannel operation and the possibility to simultaneously convert
a group of several data channels at different wavelengths (parallel operation) [149], no
optical-to-electrical-to-optical conversion [150], high bandwidth of operation, not limited
by the speed of electronics [36, 150] and wide wavelength tunability [36]. Optical wave-
length converters based on parametric nonlinear interactions can also be designed for
transparent conversion in terms of both data rate and modulation format [150,151], which
is a very desirable feature for modern optical transport networks, and facilitates upgrading
and reconfiguring the networks [149–151]. Such a feature becomes even more important
with the use of spectrally efficient advanced modulation formats. OWC is also the original
build block of several other OSP functionalities including multicasting [8], all-optical logic
gates [152], chromatic dispersion compensation [153], or tunable optical delays [10], just
to name a few examples.
Despite the advantages of OWC, its application to real systems is still very limited,
if not inexistent, mostly due to the lack of technological maturity and reliability, as well
as several practical drawbacks such as modest conversion efficiency, high pump power,
large footprint and stability issues [154]. Moreover, a clear proof that OWC can provide
better performance, energy efficiency and lower cost compared to electrical wavelength
conversion is still elusive [36]. Therefore, higher conversion efficiency, low noise operation,
low signal distortion, polarization insensitivity and broad wavelength tuning range are key
requisites for OWC [36,155].
Several schemes have been proposed in order to perform OWC using either XGM,
XPM, FWM or cascaded TWM effects in SOAs, HNLFs, PPLN waveguides, PCFs, silicon
and chalcogenide waveguides, with the first three nonlinear media being the most rep-
resentative ones [36, 109, 146, 147, 150, 154–158]. OWC can be achieved through XGM
in SOAs where a strong intensity-modulated input signal modulates the gain and, conse-
quently, the amplitude of a probe wave at the target wavelength. However, such a scheme
can only be used for intensity-modulated signals. Moreover, the operation is limited by the
gain recovery time, which depends on the carriers’ lifetime of the SOA [36]. OWC can
also be implemented using XPM combined with interferometric structures such as Mach-
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Zehnder interferometers (MZIs), with SOAs placed at the arms of the interferometers, also
known as MZI-SOAs, or Sagnac interferometers with an incorporated nonlinear Kerr media
such as a HNLF, commonly known as nonlinear loop mirrors [36]. In both cases, a CW
probe wave at the target wavelength is sent to the interferometric structure, and its phase
is modulated by the intensity of an input data signal via XPM. In turn, the XPM-induced
phase shift modifies the interference condition of the interferometer and, consequently, the
amplitude of the output probe wave [36]. As in XGM-based OWC, this scheme can only be
used for intensity modulation formats.
Transparency to the modulation format can be accomplished through OWC based on
parametric nonlinear interactions such as FWM or cascaded TWM. As described in chap-
ter 2, the complex amplitude of the converted waves via FWM, cSHG/DFG or cSFG/DFG
can be proportional to either the electric field envelope of the input signal wave or its com-
plex conjugate, allowing transparent conversion of phase and/or amplitude modulated sig-
nals. Moreover, conversion efficiencies of more than 100% may be obtained in phase-
conjugating configurations by combining wavelength conversion with parametric ampli-
fication [159]. One of the main drawbacks of parametric OWC is polarization sensitiv-
ity [36], which not only limits the operation to single-polarization signals, but also requires
active tracking and control of the state of polarization of the interacting waves. Nonethe-
less, polarization-insensitive operation has already been demonstrated using polarization-
diversity configurations [150, 159, 160], or FWM in a HNLF with two pumps in orthogonal
states of polarization [161]. Another possible impairing mechanism is the additional noise
due to ASE in SOA-based converters, and the noise transferred from the pump waves to
the converted signal during the nonlinear interactions, which requires using pumps with
high optical signal-to-noise ratio (OSNR) and narrow-linewidth to avoid significant degra-
dation.
OWC based on PPLN devices offer several advantages over SOAs and HNLFs, includ-
ing negligible ASE, immunity to SBS, and no deleterious SPM-induced nonlinear phase
noise (Gordon-Mollenauer effect) [45] that degrade the converted signals. Moreover, the
possibility of ferroelectric domain engineering, discussed in the previous chapter, enable
new properties and possibilities for advanced OWC applications.
In this chapter, two different schemes for advanced OWC using PPLN devices are pro-
posed. In section 4.1, tunable and multichannel OWC using the 400 GHz quasi-rectangular
PPLN characterized in the previous chapter is discussed. A pump-linewidth tolerant sche-
me for OWC with negligible pump-to-signal phase noise conversion is presented in section
4.2. Using the scheme proposed in section 4.2, WDE between two data channels is also
studied in section 4.3.
4.1 Tunable and multichannel wavelength conversion
The possibility to deploy OWC units in future optical transport networks can only be-
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come viable if such subsystems are able to cope with a set of fundamental requirements,
namely reconfigurability, flexibility and transparency to the modulation format and data
rates [36]. In this sense, parametric wavelength converters are the most suitable can-
didates for transparent operation and wavelength tunability, achieved by tuning the wave-
length of the the pump waves, and limited only by the dispersion properties of the nonlinear
medium. In addition to tunability, broadband and ultrafast operation are also very attractive
features for future wavelength routed optical transport networks in order to enable OWC of
WDM or orthogonal frequency-division multiplexing superchannels [162], or simultaneous
conversion of several grouped WDM channels [163] in ROADMs [162,163].
As mentioned above, the unique advantages of PPLN waveguides compared to other
nonlinear devices make them an attractive choice to enable advanced OWC in future
optical transport networks. OWC in PPLN devices is usually based on cSHG/DFG and
cSFG/DFG interactions rather than simple TWM processes. Otherwise, one of the input or
output waves would have to be in a completely different spectral region [92,164].
Let us first discuss OWC based on cSHG/DFG. The most common scheme for OWC
based on cSHG/DFG is schematically represented on the upper left side of figure 4.1. In
this case, the second harmonic of a strong pump wave (P) is used to promote the con-
version of an input signal (s) through phase-conjugating DFG [93]. A wide conversion
bandwidth exceeding the conventional C-band can be typically obtained using such a con-
figuration (see figure 2.7), achieved due to the dispersion properties of phase-conjugating
DFG, discussed in subsection 2.2.3 and figure 2.8. The wide conversion bandwidth ob-
served for this configuration enables broadband and/or multichannel operation, but tun-
ability is prevented as the wavelength of the pump wave must be precisely set to λQPM to
efficiently generate the second harmonic wave. On the other hand, tunable OWC through
cSHG/DFG can be obtained by generating the second harmonic of the input signal, and
using a pump wave to promote phase-preserving DFG, as depicted on the lower left side
of figure 4.1. In this case, wavelength tunability of the converted wave (c) is achieved by
varying the wavelength of the pump [165]. However, the bandwidth of both the SHG and
phase-preserving DFG processes is much shorter (.1 nm), so broadband multichannel
operation is precluded. In addition, since the electrical field of the second harmonic is
proportional to the square of the input signal one, the OWC process would not be trans-
parent to the modulation format. Hence, this OWC scheme is not very common for OWC
purposes, and it is not further discussed.
Wavelength tunability can also be obtained through cSFG/DFG, using a pump wave
(P1) to convert the input signal to the second harmonic band through SFG, and a second
pump (P2) to convert the new wave back to the fundamental band via phase-preserving
DFG. This scheme is represented on the upper right side of figure 4.1. In this configuration,
wavelength tunability is achieved by tuning the wavelength of the DFG pump (P2) [166].
However, the conversion bandwidth is also very limited, typically shorter than 1 nm (see
subsection 2.2.3), due to the same reasons discussed above for the second OWC scheme
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Figure 4.1: Different OWC configurations based on cSHG/DFG, on the left, and cSFG/DFG, on
the right. The configurations shown on top represent the most usual schemes used for OWC. The
red dashed line represents the bandwidth of the DFG process, whereas the blue one represents
the conversion badwidth of the SHG or SFG interaction. The horizontal black arrows represent
wavelength tunability.
based on cSHG/DFG. On the other hand, broadband and multichannel operation can also
be implemented through cSFG/DFG, using the conversion scheme depicted on the lower
right side of figure 4.1. This latter scheme is similar to the usual cSHG/DFG configuration
shown on the upper left side of figure 4.1, but requiring two pump waves instead of a single
one to generate the intermediate wave at the second harmonic band via SFG. Again,
despite enabling broadband conversion, wavelength tunability is prevented in this scheme
as the two pump waves must be symmetrically displaced around the QPM wavelength, and
the SFG wave must be locked at λQPM /2. In addition, since an additional pump wave is
required, this configuration is usually ruled out in favor of the cSHG/DFG one and is not
further discussed as well.
In summary, each of the previous configurations enables either tunable or broadband/
multichannel OWC, but not both properties simultaneously. In addition, only the OWC sche-
mes shown at the top of figure 4.1 are usually adopted due to their advantages compared
to the ones depicted at the bottom of the figure.
Different advanced OWC schemes have been proposed in order to obtain tunable and
broadband OWC in PPLN devices. One of the possible solutions is to consider the OWC
scheme based on cSHG/DFG shown on the upper left side fo figure 4.1 in PPLN device
with multiple QPM resonances [133, 167]. In this case, broadband operation is enabled
by the intrinsic dispersive properties of the phase conjugating DFG step in cSHG/DFG, as
discussed above for the configuration shown on the upper left side of figure 4.1. Wave-
length tunability is then achieved by switching the wavelength of the pump to a different
QPM resonance, which also shifts the wavelength of the converted waves according to the
frequency relation νc = 2νP −νs . However, the wavelength of the pump wave must be pre-
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cisely tuned to one of the QPM resonances, otherwise the generation of the intermediate
SHG wave is very weak and the overall conversion efficiency becomes very low. Hence,
the tunability of this scheme is limited by the location of the QPM resonances.
Another possibility for tunable and multichannel OWC is to consider the scheme based
on cSFG/DFG shown on the upper right side of figure 4.1 to enable wavelength tunability,
and using multiple SFG pumps, one for each input channel. However, several high-power
pump waves are required, which not only greatly increase energy consumption but may
also lead to large inter-pump and inter-channel crosstalk. Hence, this approach is not
viable for a high number of input channels. A better alternative is to consider the same
cSFG/DFG configuration, but now using periodically poled devices with extended QPM
bandwidth for broadband operation, and using a single pump wave P1 to promote SFG
for all input channels simultaneously [132, 168]. Linearly chirped PPLN waveguides [132]
or uniform devices with a temperature gradient applied along the device [168] are some
possibilities to extend the QPM bandwidth. In both cases, the extended QPM bandwidth
is obtained by varying the QPM condition along the PPLN device. In the first case, the
QPM resonance is varied by locally changing the poling period, whereas the second one
takes advantage of the temperature dependent nature of the refractive index and, conse-
quently, of the QPM resonance. Another possibility is to use the quasi-rectangular PPLN
waveguides discussed in the previous chapter. Compared to linearly chirped devices or
uniform PPLN waveguides with temperature gradients, quasi-rectangular devices have a
flatter spectral response and steeper magnitude transitions at the edges of the passband.
Such properties are particularly relevant to reduce inter-channel crosstalk for OWC of mul-
tiple WDM channels.
Step 1: SFG
Step 2: DFG
775 nm
band
Input Signal
Ch.1   ...   Ch.8
50 GHz
400 GHz
bandwidth
Tunable
νs νcνP1νP2ν νSFG
Converted Signal
Ch.1   ...   Ch.8
Figure 4.2: Schematic representation of the proposed scheme for tunable and multichannel OWC
using a 400 GHz quasi-rectangular PPLN waveguide.
In this section, tunable and multichannel OWC is demonstrated, based on cSFG/DFG of
eight QPSK data channels, using the quasi-rectangular PPLN device with QPM bandwidth
of 400 GHz investigated in the previous chapter. The proposed advanced OWC scheme is
depicted in figure 4.2. As depicted in the figure, eight input channels spaced by 50 GHz are
converted to the second harmonic band at about 775 nm via SFG and then converted back
the C-band through DFG with an additional tunable pump wave. It should be emphasized
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that the proposed scheme uses a single SFG pump for multichannel operation in contrast
to the first possibility discussed in the previous paragraph, which requires multiple SFG
pumps. This is why the proposed scheme is referred to as single pump, tunable OWC in
publication B of in appendix D, despite using an additional pump for DFG.
4.1.1 Experimental set-up
The experimental set-up used to characterize the proposed scheme is depicted in figure
4.3. The two pump waves were generated by ECLs with a laser linewidth of 500 kHz and
combined in a 50:50 coupler, after passing through a PolC, an EDFA, a 1 nm BPF and
a VOA, respectively used for state of polarization alignment, amplification, excessive out-
of-band noise filtering and power tuning. The two pumps were then combined with the
data channels using another 50:50 coupler. In this experiment, the wavelength of the SFG
pump was set to 1556.73 nm, whereas the DFG pump was tuned to either 1542.6, 1543.6,
1544.6 or 1545.6 nm to demonstrate wavelength tunability.
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Figure 4.3: Experimental set-up used to characterize the performance of the proposed scheme.
The 12.5 Gsymbol/s QPSK data channels were generated by eight independent dis-
tributed feedback laser (DFB) lasers with an emission linewidth of about 3.5 MHz and com-
bined in a wavelength multiplexer, after state of polarization alignment and power equal-
ization in PolCs and VOAs. The odd and even channels were then separated using an
interleaver and led to two in-phase/quadrature modulators (IQMs), each driven by two de-
correlated pseudo-random bit sequences (PRBSs) of length 215-1, obtained from a pulse
pattern generator (PPG), after polarization alignment and amplification to compensate for
the insertion losses of the WDM multiplexer and the interleaver. An additional optical delay
line (ODL) was inserted in the even channels path in order to de-correlate the even and
odd channels. The even and odd channels were then combined in a 50:50 coupler after
polarization alignment. The frequency separation between the data channels was set to 50
GHz, with channel 1 located at 1548.92 nm, and channel 8 at 1551.75 nm. An additional
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EDFA, VOA and a 5 nm BPF were introduced in order to control the power of the input
channels and remove out-of-band ASE noise.
The pump and signal waves were then injected into the 400 GHz quasi-rectangular
PPLN waveguide for wavelength conversion through free space coupling optics, as shown
at the bottom of figure 3.13. As mentioned in the previous chapter, the PPLN device was
produced on a lithium niobate substrate doped with 5% of MgO to prevent photorefractive
damage at high pumping power, and included fifty APE waveguides with different poling
periods and waveguide widths. A PPLN waveguide with poling period and waveguide width
of 19.2 µm and 9.25 µm was selected, chosen as a trade-off between the wavelength of the
available DFB lasers, conversion efficiency and possibility of room temperature operation.
The SFG conversion efficiency of the selected waveguides is represented by the curve
labeled as waveguide 3 in figure 3.14. The total insertion losses of the free-space coupling
system were of less than 4 dB. The length and temperature of operation of the PPLN
waveguide were 4.5 cm and 25 ◦C, respectively, with the latter being controlled using a
TEC element. The input power of each modulated channel, SFG and DFG pumps was
about 12.5, 24 and 18 dBm, respectively.
The performance of the wavelength converter was evaluated through bit error ratio
(BER) measurements as a function of the OSNR. In order to do so, the ASE noise produced
by two cascaded EDFAs interleaved by a 5 nm tunable filter was combined with the light
coming out of the PPLN in a 50:50 coupler. Additional VOAs were introduced before the
coupler to precisely control the OSNR of the measured signal. An OSA was placed at one
of the output ports of the coupler for monitoring, whereas the light coming out from the
other output port was led into a coherent receiver.
The coherent receiver included an additional EDFA, VOA and a variable bandwidth filter
to remove all the waves except the channel under test. The input power to the receiver was
set to -10 dBm. The receiver comprised a 90◦ optical hybrid connected to DC-coupled PDs.
The PDs were located at the input to a 40 Gsample/s real-time sampling oscilloscope with
13 GHz analog bandwidth. A 100 KHz linewidth ECL was used as the local oscillator, and
the BER measurements were performed with the DFG pump at 1545.6 nm. The DFB laser
of the channel under test was replaced by another ECL with emission linewidth of 500
kHz for the BER measurements. A total of 8×105 symbols were considered, allowing to
measure BER values up to about 10−6.
4.1.2 Experimental results and discussion
The optical spectra measured with the OSA after OWC in the 400 GHz quasi-rectan-
gular PPLN waveguide is depicted in figure 4.4-a), and detailed for the converted channels
in figures 4.4-b) to 4.4-e). As expected, the wavelength of the DFG pump determined
the spectral position of the converted channels, providing the tunability properties to the
wavelength converter.
As discussed in the previous chapter, the spectral response of the PPLN devices de-
86
Chapter 4. Advanced all-optical wavelength conversion
Wavelength (nm)
1545 1550 1555 1560 1565
Po
w
er
 (d
Bm
)
-60
-40
-20
0
20 Input
1542.6
1543.6
1544.6
1545.6
a)
Wavelength(nm)
1560 1562 1564 1566
Po
w
er
 (d
Bm
)
-60
-50
-40
-30
-50
-40
-30
-50
-40
-30
-50
-40
-30 b)
c)
d)
e)
Channel
2 4 6 8
C
on
ve
rs
io
n 
Ef
fic
ie
nc
y 
(d
B)
-55
-50
-45
-40
-35
-30
1542.6
1543.6
1544.6
1545.6
f)
Figure 4.4: a) Optical spectra measured at the input of the PPLN device with the SFG pump at
1545.6 nm and after OWC with the DFG pump set to 1542.6, 1543.6, 1544.6 and 1545.6 nm.
Detailed spectra of the converted channels with the DFG pump set to b) 1542.6, c) 1543.6, d)
1544.6, and e) 1545.6 nm. f) Conversion efficiency of each converted channel, measured with the
DFG pump at 1542.6, 1543.6, 1544.6 and 1545.6 nm.
signed with the LPA for cSFG/DFG is not exactly the same as the target spectral re-
sponse, as the LPA is originally formulated for SFG. Nonetheless, broadband OWC through
cSFG/DFG was still possible using the manufactured quasi-rectangular PPLN device. Yet,
non-negligible spurious contributions were observed at different regions of the obtained
spectra, namely close to the SFG pump, to the converted and to the input signals. The
spurious waves around the input data channels were already present at the input of the
PPLN device and were generated through FWM between the different channels in the ED-
FAs and patch cords. The available patch cords used to connect the different components
of the set-up, with an estimated total length of about 150 m, were made of dispersion-
shifted fibers with a zero-dispersion wavelength in the C-band. Hence, the propagation
of high-power waves in low dispersion patch cords led to significant generation of FWM
byproducts around the input data channels.
Another group of spurious contributions was observed around the SFG pump, whose
wavelength remained unchanged, even for different values of the DFG pump wavelength.
Hence, these waves must have been generated from undesired cascaded TWM interac-
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tions between the input channels and the SFG pump, whose wavelength was kept un-
changed in all the experiments. A deeper analysis of the frequency of the spurious con-
tributions reveals that they were generated from SFG between one of the input channels
and the SFG pump, followed by DFG with another input channel. Another particular de-
tail regarding the spectral shape of these contributions also supports this claim. In fact,
it is possible to observe narrow-bandwidth spurious waves alternating with broader ones
around the SFG pump. All the narrow-bandwidth contributions originate from cSFG/DFG
between two odd or two even channels, with the same phase information and encoded in
the same IQM. Since the optical field of the converted waves is proportional to that of one
of the input channels and to the complex conjugated of the other one, their phase subtracts
at the converted wave, and the data modulation is stripped, generating a narrow carrier.
The other spurious contributions are a mix of de-correlated odd and even channels, so the
phase modulation is not eliminated, leading to a broad spectrum bandwidth.
The most important group of spurious contributions is observed close to the converted
signals, generated through SHG of the SFG pump wave, followed by DFG with the input
channels. Since they partially overlap with the converted channels, the performance of
the wavelength converter is particularly affected by these spurious waves. In principle,
no significant SHG of the SFG pump should be expected, as the wavelength of this wave
was tuned to be outside of the SHG conversion bandwidth of the quasi-rectangular device.
However, the conversion bandwidth of 400 GHz is observed only at the end of the PPLN
device. In fact, at the beginning of the waveguide, the accumulated phase mismatch is
relatively small and the conversion bandwidth is broader than just 400 GHz. Hence, a
non-negligible second harmonic of the SFG pump is generated at the beginning of the
waveguide, which simultaneously interacts with the input signals through DFG, creating the
spurious contributions around the converted channels. As the waves propagate throughout
the device, the accumulated phase mismatch increases and the power of the waves in the
second harmonic band at frequencies farther apart from the QPM resonance (e.g., the
second harmonic of the SFG pump) starts to flow back to the fundamental wave. This
is why the conversion bandwidth for SFG and/or SHG becomes narrower at the end of
the PPLN waveguide, as discussed in the previous chapter. On the other hand, since the
phase mismatch for phase-conjugating DFG is typically much lower than for SFG or SHG,
the power of the spurious contributions does not start to flow back to the original waves.
On the contrary, the power of the spurious waves continues to grow along the device until
the second harmonic of the SFG wave is completely converted back to the SFG pump.
The spurious contributions around the converted channels can be significantly reduced
by decreasing the power of the SFG pump. However, this strategy also reduces the con-
version efficiency, i.e., the power ratio between the converted and input channels, which
is already low, as depicted in figure 4.4-f). The measured low conversion efficiency val-
ues, of about -40 dB (including the insertion losses of the device and coupling optics),
are a consequence of the lower average effective nonlinear coefficient, caused by deleting
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some of the ferroelectric domain inversions. Low conversion efficiency values of about -35
and -30 dB have respectively been reported in previous OWC schemes based on linearly
chirped PPLN waveguides and temperature gradients to increase the conversion band-
width of the SFG step to values comparable to those of the 400 GHz quasi-rectangular
device [132, 168]. In such schemes, the QPM resonance condition for a certain input sig-
nal wavelength is verified only at a small portion of the device, which explains the reported
low conversion efficiency. Hence, a trade-off between conversion bandwidth and efficiency
is verified [168], as broader conversion bandwidth implies that the portion of the device
contributing to a specific QPM wavelength is smaller. The same trade-off is also verified
for the quasi-rectangular devices, but in this case, broader conversion bandwidth requires
deleting more ferroelectric domain inversions, as shown in figures 3.7-c) and 3.7-d), which
in turn lowers the overall effective nonlinear coefficient.
A higher conversion efficiency could have been achieved by increasing the power of
the pump waves, but it had to be limited in order to reduce the generation of the spurious
waves. Nonetheless, further optimization of the wavelength and power of the pump waves
can potentially increase the conversion efficiency to values comparable to or even higher
than those reported in [132] and [168].
The performance of the proposed OWC scheme in terms of BER is depicted in figure
4.5. According to the experimental results, a maximum OSNR penalty of about 2 dB was
observed at a BER of 10−3 for the converted channels 1 to 7, with respect to the back-to-
back measurements of the input channels. A higher penalty of about 3 dB was observed for
channel 8. In this case, however, the conversion efficiency was lower and the wavelength
of this channel was beyond the gain bandwidth of the last EDFA. Thus, the maximum input
power to the receiver was of only -17 dBm instead of -10 dBm, which led to an excessive
OSNR penalty.
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Figure 4.5: BER as a function of the OSNR, measured back-to-back, B2B, (solid lines) and after
OWC (dashed lines). The green dotted line represents the variation of the BER for channel 4,
measured before the PPLN device. The measurements were obtained with the DFG pump at
1545.6 nm.
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The BER measurements for channel 4 obtained before the PPLN device are also rep-
resented by the green dotted line in figure 4.5. According to the obtained results, an OSNR
penalty of about 1 dB is already observed before OWC, most likely caused by the spurious
FWM interactions between the input channels in the EDFAs and patch cords, as discussed
above.
Despite being affected by several degrading mechanisms such as pump-to-signal trans-
ferred noise and spurious cSHG/DFG interactions between the SFG pump and the input
channels, the proposed scheme enabled advanced OWC of a group of several WDM chan-
nels with wavelength tunability. Better conversion efficiencies and performances can be
expected by carefully selecting the wavelength and power of the interacting waves. For in-
stance, increasing the power of the SFG pump could improve the conversion efficiency, but
the spurious contributions around the converted channels would also increase. In this re-
gard, increasing the power of the DFG pump would be a better approach as it would allow
higher conversion efficiency without stronger spurious contributions affecting the converted
waves. Decreasing the power of the input signal channels would also reduce all the spuri-
ous contributions, but the power of the converted channels would be reduced as well.
In summary, tunable and multichannel OWC can be achieved by using PPLN waveg-
uides with extended QPM bandwidth. However, there is a trade-off between broad QPM
bandwidth and the efficiency of the nonlinear device. Typically, higher pump power is re-
quired in order to compensate for the lower conversion efficiency. In the specific case
investigated in this section, increasing the power of the DFG pump would have been the
most sensible way to increase the efficiency without generating strong spurious contribu-
tions near the converted channels. However, this may not be true for different cases. In
fact, depending on the wavelength of the signal and pump waves, it may happen that the
most reasonable approach becomes increasing the power of the SFG pump. In addition, it
is possible that increasing the power of either the SFG or DFG pump ends up generating
stronger spurious waves around the converted signals and, therefore, not being desirable
at all. Another possibility seems to be reducing the QPM bandwidth, which would allow
higher conversion efficiency and less spurious contributions.
4.2 Pump-linewidth-tolerant wavelength conversion
In optical systems where the phase of the waves is used to encode information, phase
noise becomes a very important parameter, in particular for high-order QAM formats that
require higher OSNR values for error-free operation. In such systems, any additional
source of noise should be eliminated or mitigated as much as possible.
Light emitted by any CW laser is not perfectly monochromatic, but its spectrum is com-
posed by emission peaks with finite linewidth caused by fluctuations of the emission fre-
quency. The frequency of a wave can be defined as the rate of change of its phase, so
the width of the laser line can be ultimately be related to random fluctuations in the phase
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of the optical field, i.e., to phase noise. Phase noise due to finite linewidth of the laser
sources originates from several factors, including both technological and fundamental lim-
itations. As an example of technical limitations, mechanical vibrations and temperature
variations cause fluctuations of the resonance condition of the laser cavity, which in turn
change the instantaneous emission frequency. Even without such technical limitations,
spontaneous emission adds photons with random phase and frequency [1]. Moreover, any
gain fluctuation in semiconductor lasers changes the carrier population and consequently,
the refractive index and phase of the emitted radiation [1].
Typically, the emission spectrum of a laser can be described by a Lorentzian function,
and the phase evolution in time can be modeled a random walk process, with a variance
of the random phase-shifts given by [7]
<∆φn
2> = 2pi∆ν|∆t|, (4.1)
where ∆φn is the random phase-shift (phase noise) due to the finite linewidth ∆ν within a
time duration ∆t.
In practice, the phase drift due to finite linewidth of the laser sources produces random
rotations of the constellation diagrams in arbitrary directions that must be corrected at the
receiver in order to avoid detection errors. Carrier-phase estimation in coherent receivers
is a common strategy to track the phase drift due to finite laser linewidth, which can be
accomplished by, for instance, averaging the phase of the signal carrier using an M th-
power block scheme [7]. Nonetheless, even with carrier-phase estimation techniques, a
penalty on the receiver sensitivity can still be observed [7], so narrow-linewidth lasers must
be used as light sources when using advanced modulation formats such as 8-PSK, 16-
QAM, 64-QAM or even higher-order formats.
In parametric OWC, the linewidth of the pump waves also plays a very important role
on the phase noise properties of the converted signals. As the optical field of the converted
signal is proportional to that of the pump waves in non-degenerate FWM and cSFG/DFG
(or its square in degenerate FWM or cSHG/DFG), any noise of the pump waves is also
transferred to the converted waves, including the phase noise due to finite linewidth. This
issue becomes particularly relevant for optical transport networks where the signal chan-
nels may experience several OWCs before reaching the final destination node. Therefore,
not only costly narrow-linewidth lasers must be used as the light sources for the signal
channels, but also for the pump waves in order to prevent reaching prohibitive phase noise
levels.
A possible solution to avoid the additional phase noise due to the finite linewidth of
the pump laser sources is to consider a dual-pump OWC configuration, using coherent
pump waves [169]. The principle of operation of the proposed scheme is depicted in fig-
ure 4.6. After OWC via either cSFG/DFG in χ(2) nonlinear media or phase-preserving
non-degenerate FWM in third-order nonlinear devices, the input signal at νs is shifted to
frequency νc = νP2 + νs − νP1, with the pump waves at frequencies νP1 and νP2. As dis-
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Figure 4.6: Schematic representation of pump-linewidth-tolerant OWC.
cussed in chapter 2, the normalized electric field envelope of the interacting waves when
no converted signal wave is injected at the input of the nonlinear device is is proportional
to Ac ∝ AsAP2A∗P1. Consequently, the phase relationship between the waves becomes
φc + ∆φn,c = (φs + ∆φn,s) + (φP2 + ∆φn,P2)− (φP1 + ∆φn,P1) + const, (4.2)
where const is a constant, and ∆φn,j the phase noise of wave j . The variance of the
converted signal phase noise ∆φnc = ∆φn,s + ∆φn,P2 −∆φnP1, is then described by [169]
<∆φn,c
2> = <∆φn,s
2>+<∆φn,P1
2>+<∆φn,P2
2>+ 2Cov(∆φn,s , ∆φn,P2)
− 2Cov(∆φn,s , ∆φn,P1)− 2Cov(∆φn,P1, ∆φn,P2),
(4.3)
where Cov(x , y) is the covariance of the two random variables x and y .
If the interacting waves are generated from different light sources (free-running pumps),
the phase noise of the waves is independent and uncorrelated, so the covariances in
(4.3) vanish. In this case, the phase noise variance of the converted signal becomes
<∆φn,c
2> = <∆φn,s
2>+<∆φn,P1
2>+<∆φn,P2
2>. Equivalently, the linewidth of the con-
verted signal for CW operation is given by the sum of the linewidth of the other waves, sim-
ilarly to the beating of a signal and local oscillator in a coherent receiver [7]. On the other
hand, if the same light source is used to generate the two pump waves (coherent pumps),
the phase noise is the same, so Cov(∆φn,P1, ∆φn,P2) = <∆φn,P12> = <∆φn,P22>. In
this case, the phase noise from the pump waves cancels out at the converted signal, and
the phase noise variance becomes equal to the input signal one. Therefore, no additional
phase noise originated from the finite linewidth of the pump waves is introduced using
the proposed scheme, and cheaper sources with broader linewidth such as DFBs can be
deployed as pumps.
The coherent pumps can be generated in a two-tone generator (TTG) built from a Mach-
Zehnder modulator (MZM) driven by an RF clock [170], or an optical frequency comb fol-
lowed by a spectrum shaper to filter out the unwanted tones of the comb. The first approach
is particularly suitable when the frequency separation of the input and converted signals
does not exceed 100 GHz, as larger separations cannot be achieved due to the limited
bandwidth of the MZMs.
In this section, a pump-linewidth-tolerant OWC in a PPLN waveguide is presented,
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using a TTG to produce correlated pump waves with a frequency separation of 50 GHz.
4.2.1 Experimental set-up
The experimental set-up used for the demonstration of pump-linewidth-tolerant OWC
is shown in figure 4.7. In order to minimize the phase noise of the input signal, a fiber
laser (FL) with an emission linewidth of 10 KHz was used as the light source, modulated by
an IQM. The IQM was driven by electric signals based on decorrelated 10 Gbaud PRBSs
with length of 215− 1, generated in an arbitrary waveform generator (AWG). Next, the input
signal was amplified in an EDFA and the excessive out-of-band ASE noise was removed
by a 1 nm BPF. After passing through a PolC, the input signal was combined with the
pump waves through the 10% port of a 10:90 coupler. For comparison, two different pump
configurations were studied, one with coherent pumps and the other using two free-running
lasers. In both cases, either DFBs or ECLs were used as light sources. In the coherent
pumps configuration, a single DFB or ECL was used to generate the two correlated pump
waves in a TTG built with a high extinction ratio MZM driven by a 25 GHz RF clock. In
the free-running pumps configuration, two independent ECLs or DFBs were used as pump
waves. The linewidth of the ECLs and DFBs used to generate the pump waves was of
about 500 kHz and 3.5 MHz, respectively. After amplification in a high-power EDFA, noise
filtering in a 2 nm BPF and state of polarization tuning, the pump waves were combined
with the input signal and injected into the PPLN waveguide for OWC.
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Figure 4.7: Experimental set-up used for pump-linewidth-tolerant OWC.
A uniform APE PPLN waveguide doped with 5% magnesium oxide was used in this ex-
periment in order to prevent photo-refractive damage at high pumping power. The length,
poling period, temperature of operation, λQPM and insertion losses of the PPLN device
were 6 cm, 19.1 µm, 30.1 ◦C, 1550.4 nm and 3.25 dB, respectively. The nonlinear device
was mounted on top of a TEC element to guarantee a stable temperature of operation and
to tune the QPM wavelength. The experimental and simulated SHG conversion efficiency
spectra of the PPLN waveguide are depicted in figure 4.8. A maximum normalized con-
version efficiency of about 12 W−1cm−2 was measured at the QPM wavelength, with a full
width at half maximum bandwidth of about 25 GHz.
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Figure 4.8: Experimental and simulated normalized SHG conversion efficiency of the PPLN waveg-
uide used in the pump-linewidth-tolerant OWC experiment. The simulations were performed using
a 4th-order Runge-Kutta algorithm.
After OWC, 1% of the light coming out of the PPLN waveguide was injected into an
OSA for monitoring and the remaining signal was led into the coherent receiver block.
The coherent receiver comprised a tunable BPF to remove the pump waves, a VOA, an
EDFA and another BPF, before an optical 90◦ hybrid with balanced PDs at its output ports,
that allowed varying the OSNR of the received signal. A FL with emission linewidth of 10
kHz was used as a local oscillator. The detected signals were digitized at 50 GSample/s
by high-speed analog-to-digital converters (ADCs) with an analog bandwidth of 12.5 GHz.
The captured data was then processed offline through digital signal processing (DSP) tech-
niques, including compensation of skew and power imbalance, resampling, linear equaliza-
tion, carrier phase-estimation, and final hard-decision circuits [171]. For a fair comparison,
the same digital equalizer was used in both coherent and free-running pumps.
4.2.2 Wavelength converter characterization
Before evaluating the performance of the proposed scheme, the properties of the wave-
length converter were characterized by turning the modulation off, and using ECLs as light
sources for the interacting waves. The influence of the total power of the pump waves, PT ,
the frequency separation between the DFG (P1) and SFG (P2) pumps, ∆fp, and between
the SFG pump and the input signal, ∆fs , was evaluated by measuring the conversion effi-
ciency (CE), signal depletion (SD) and optical spectra after the PPLN device. In this sec-
tion, the CE is defined as the power ratio between the converted and input signal waves,
whereas the SD is the power ratio of the input signal before and after the PPLN waveguide.
The experimental results are summarized in figure 4.9. In this work, the same power for
the SFG and DFG pumps was considered in order to achieve optimal performance in terms
of both CE and SD.
As expected, both the CE and SD tend to increase with the total power of the pump
waves as a consequence of a stronger nonlinear conversion. However, in figure 4.9-a),
the CE and SD for ∆fp = 25 GHz increase up to PT values of 27 dBm and then start to
decrease. This behavior can be explained by the generation of spurious cascaded TWM
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Figure 4.9: Variation of the CE (solid blue line) and SD (dashed-dotted orange line) with PT for
different a) ∆fp, for ∆fs of 250 GHz, and b) ∆fs , for ∆fp of 50 GHz. Optical spectra measured
after OWC for ∆fs of 250 GHz and ∆fp of c) 25 GHz, e) 50 GHz, and g) 200 GHz. Optical spectra
measured after OWC for ∆fp of 50 GHz and ∆fs of d) 125 GHz, f) 250 GHz, and h) 500 GHz. In c),
the orange line represents the spectrum measured at the PPLN output with the pumps turned off.
The input power of the signal was set to -1dBm for all the measurements, and the optical spectra
of c)-h) were obtained for PT = 29 dBm.
interactions that originate new waves close to the input (s) and converted (c) signals, such
as waves x1 and x2, shown in the optical spectra of figure 4.9. The spurious contributions
at frequencies νx1 = νP1 +νs−νP2 and νx2 = νP2 +νc−νP1 partially deplete the converted
and input signals, decreasing the CE and increasing the SD. The spurious waves become
particularly strong when ∆fp is small as the phase mismatching condition for the SFG
interactions between waves P1 and c, and P2 and s is close to the QPM resonance. For
the particular case of ∆fp = 25GHz, the generation of the spurious waves is so strong that
the input signal is fully depleted at a PT value of 27 dBm. At higher pump power values,
the power of the converted wave starts to flow back to the input signal, and both the CE
and SD decrease.
The influence of PT for different values of ∆fs is also depicted in figure 4.9-b). According
to the experimental results, both the CE and SD do not significantly change with ∆fs , with
the exception of the SD curve for ∆fs = 125 GHz, at PT = 29 dBm. In this case, the
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observed result can be explained by the presence of several spurious contributions close
to the QPM wavelength that also interact with each other, and affect the SD of the input
signal, particularly at high PT values.
The optical spectra depicted in figures 4.9-c) to 4.9-h) also show additional spurious
contributions around the pump waves that were already observed before the PPLN waveg-
uide and were generated through FWM between the pumps in the EDFA and patch cords.
Therefore, a special care must be taken when choosing ∆fp and ∆fs in order to avoid
spectral overlap between the spurious FWM waves and the input and converted signals.
The influence of the input signal power, Ps , on the CE and SD was also investigated,
showing that both remained almost unchanged, at least up to Ps values of 7 dBm, as shown
in figure 4.10. A higher SD of about 27 dB was observed in figure 4.10 compared to the
results presented in figure 4.9-b), where a SD of about 22 dB was observed for the same
total pump power and frequency separation values. In fact, when the power of the input
signal is almost fully depleted, the SD becomes very sensitive even to small variations
of the total pump power, misalignment of the coupling optics or detuning from the QPM
condition, which explains the observed differences. For instance, a variation of the SD
from 19 to 27 dB was observed in figure 4.9-b) by varying PT from 28 dBm to 29 dBm,
which illustrates the sensitivity of the SD to the total pump power when the input signal is
almost fully depleted.
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Figure 4.10: Variation of the CE (solid blue line) and SD (dashed-dotted orange line) with Ps for PT
= 28.3 dBm, ∆fp = 50 GHz and ∆fs = 500 GHz.
4.2.3 Pump-linewidth-tolerant OWC of QAM signals
After characterizing the performance of the wavelength converter in terms of CE and
SD, the modulator was turned on and a FL was used as the input signal light source, emit-
ting at 1552.52 nm. The wavelength of the pump wave in the coherent pumps configuration
was set to 1548.08 nm, whereas two light sources emitting at 1547.88 nm and 1548.28 nm
were considered in the free-running pumps configuration. The wavelength of the two pump
waves in the free-running pumps configuration was selected in order to match that of the
coherent pumps after the TTG. A frequency separation between the SFG pump and the
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Figure 4.11: Optical spectra measured after the PPLN device for OWC of 10 Gsymbol/s 64-QAM
signals, considering free-running (solid blue line) and coherent (solid orange line) DFB pumps, and
when the pump waves are turned off (dashed black line).
input signal of more than 500 GHz was also considered in order to avoid spectral overlap
and crosstalk between the spurious contributions, and the input and converted waves. The
total pump power launched into the PPLN for OWC of QAM signals was set to 28.8 dBm,
obtaining a CE of -6.5 and SD of about 25 dB for both pump configurations and using either
ECLs or DFBs. The total pump power launched into the PPLN was tuned in order to maxi-
mize the SD. Usually, the remaining input signal must also be filtered out in the OWC units
of optical transport networks in order to make the wavelength channel available for other
data signals. If the SD of the OWC process is sufficiently high, this requirement is automat-
ically met, without requiring additional optical filters. This is the main reason for tuning the
total pump power to the maximum possible SD. The frequency separation between the two
pumps was limited to 50 GHz due to the bandwidth of the TTG, so non-negligible spurious
waves close to the input and converted signals are present at the output of the PPLN, as
shown in figure 4.11. As discussed in the previous subsection, the spurious contributions
are responsible for lower CE and SD values. The input signal power was set to 6 dBm.
In order to compare the sensitivity to the phase noise due to the finite linewidth of
the pump waves, the constellation diagrams of the converted signals for both free-running
and coherent pumps configurations are plotted in figure 4.12. As shown in figure 4.12,
clear constellations can be observed for the converted signals using coherent pumps. In
this case, the amplitude and phase noise properties of the converted signal symbols are
similar using either an ECL or a DFB as the pump source. In the free-running configuration
using ECLs as pumps, clear constellations are also obtained, but a small distortion of
the received symbols due to the phase noise of the pumps starts to become evident, in
particular for 64-QAM, at higher amplitude levels. When DFBs are used as pumps, the
added phase noise is even greater, leading to strong random rotation and phase spreading
of the symbols.
These results were also confirmed through BER measurements and recovered carrier
phase after coherent reception, shown in figure 4.13. Considering the coherent pumps
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Figure 4.12: Measured constellation diagrams of the converted signals using either ECLs or DFBs
as pumps, and considering both coherent (CO) and free-running (FR) pump waves. The constella-
tion diagrams were obtained at OSNR values of 18 and 34 dB for the 10 Gsymbol/s 16-QAM and
64-QAM signals, respectively.
configuration, the BER values of the converted signals are approximately the same of the
input signal ones, using either an ECL or a DFB as the pump source. Negligible OSNR
penalties of less than 0.1 dB for 16-QAM and 0.3 for 64-QAM at a BER of 10−3 were
measured for this configuration. In the case of the free-running pumps experiment, even
though a small OSNR penalty of less than 0.3 dB at a BER of 10−3 is observed for the
16-QAM signal using ECLs, an error floor due to the additional phase noise at BER values
of about 10−5 is observed for 64-QAM. When using free-running DFB lasers as pumps, the
coherent receiver could not track the carrier phase at any OSNR value due to the strong
phase noise from the pumps. BER values of the order of 10−1 are observed in this case.
The effectiveness of the proposed scheme is also proven by the recovered carrier
phase, shown in figure 4.13-b). As depicted in the figure, the recovered carrier phase
of the received signals drifts in time due to the finite linewidth of the laser sources. In the
case of the input signal, the phase drift is small due to the narrow linewidth FLs used as
light sources for the input signal itself and the local oscillator. This is not the case, however,
for the converted signal using free-running DFB pumps, whose phase drift is stronger due
to the added phase noise from the pumps. Using coherent pumps, a much weaker carrier
phase drift of the converted signal is observed, similar to that of the input signal.
The constellation diagrams, BER measurements and recovered carrier phase prove
that the additional phase noise from the pumps is canceled out at the converted signal and
show that the proposed scheme is an effective way to eliminate the additional phase noise
at OWC units.
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Figure 4.13: a) BER as function of the OSNR, measured with an optical resolution of 0.1 nm for
the input signals measured back-to-back (B2B) and converted signals using coherent ECLs pumps
(ECL-CO), free-running ECLs (ECL-FR), coherent DFBs (DFB-CO) and free-running DFBs (DFB-
FR). The orange and blue curves represent the BER measurements for 16-QAM and 64-QAM
signals, respectively. b) Recovered carrier phase of the input signal measured back-to-back (B2B)
and of the converted 16-QAM signals, using free-running (FR) and coherent (CO) pumps.
The pump-linewidth-tolerant scheme has also been recently implemented using FWM
in HNLFs, showing similar results and conclusions [172]. However, a special care regard-
ing the launched signal and pump power had to be taken in order to mitigate distortions
due to SPM, XPM and SBS, which is a disadvantage compared to OWC based on PPLN
devices.
4.3 Pump-linewidth-tolerant wavelength data exchange
Data exchange is an important OSP functionality to improve the performance and ef-
ficiently manage the resources of optical transport networks, used when the information
carried in two different data channels needs to be swapped in either the wavelength, time
or polarization domain [173–177]. In the case of WDE, the information between two chan-
nels at different wavelengths is interchanged. Hence, WDE can be regarded as two OWC
processes occurring at the same time.
WDE can be implemented using two different schemes, depicted in figure 4.14. The
most straightforward method is to separate the channels into two different paths, use two
independent wavelength shifters to convert the channels and combine them again, af-
ter OWC. This approach, however, requires two independent OWC blocks and additional
WDM multiplexers/demultiplexers. In addition, dynamic WDE of only a few symbols or
data packets requires precise alignment of the two path lengths in order to avoid symbol
overlapping in the time domain after recombining the converted signals.
The second method to perform WDE is based on parametric depletion, combining si-
multaneous OWC through nonlinear parametric interactions and power depletion of the
initial channels in a single wavelength converter. In this configuration, each channel is
completely depleted and its power is transferred to the wavelength of the other channel.
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Figure 4.14: Schematic representation of WDE using two independent wavelength converters,
shown on the left, and using a single wavelength converter combined with signal depletion, shown
on the right.
Besides the advantage of requiring only a single device to perform WDE, this scheme
can also be easily modified to allow polarization insensitive operation using a polarization
diversity loop [150]. However, the optimum conditions for the OWC block in this configu-
ration have to be precisely controlled, as any remaining undepleted signal at the original
wavelength acts as a crosstalk source, hereinafter referred to as WDE crosstalk, and de-
teriorates the converted signal.
As discussed in the previous section, parametric OWC can be implemented using either
second- or third-order nonlinear devices, but due to the advantages of immunity to SPM,
XPM and SBS, the discussion in this section is limited to PPLN-based WDE. WDE in PPLN
devices is based on a cSFG/DFG interaction, with two input signals at frequencies νs1 and
νs2, and two pump waves at νP1 and νP2. Let us consider that the frequency relations
νs2 + νP1 = νs1 + νP2 = νSF = 2νQPM hold exactly. In this case, a new wave at frequency
νQPM is generated through two different SFG processes, one between waves s1 and P2
(SFG1) and another between s2 and P1 (SFG2), as depicted in figure 4.15. The SFG
wave then participates in two different DFG processes, one promoted by pump P1 that
generates a converted signal at νc1 = νs2 (DFG1), and another fueled by pump P2, at
νc2 = νs1 (DFG2).
νs2νs1νP2νP1ν νQPM
Phase noise: Δϕn,s2 = Δϕn,s1 + Δϕn,P2 - Δϕn,P1
Free-running pumps: ϕn,P1	≠	ϕn,P2 
<Δϕn,s2²>=<Δϕn,s1²>+<Δϕn,P2²>+<Δϕn,P1²> 
Coherent pumps:		ϕn,P1	=	ϕn,P2
<Δϕn,s2²>=<Δϕn,s1²>  2νQPM
SFG1
SFG2
DFG1
DFG2
νSF
Figure 4.15: Schematic representation of pump-linewidth-tolerant WDE based on cSFG/DFG in a
PPLN device.
In order to better understand the process and the optimum conditions for WDE let us
consider the coupled equations describing cSFG/DFG presented in (2.30), assuming all
the interacting waves are CWs, no pump depletion, perfect QPM and negligible propagation
losses. Let us also assume that the waves labeled as 1, 2, 3, 4, and 5 in (2.30) are,
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respectively, waves P1, s2, SF , P2 and s1 in figure 4.15. The evolution of the normalized
electric field envelope of the waves is then given by
ASF (z) = −iκSF AP1As2(0) + AP2As1(0)
g
sin(gz) (4.4a)
As1(z) = As1(0) + κSFκs1
cos(gz)− 1
g2
[PP2As1(0) + AP1(0)A
∗
P2(0)As2(0)] (4.4b)
As2(z) = As2(0) + κSFκs2
cos(gz)− 1
g2
[PP1As2(0) + AP2(0)A
∗
P1(0)As1(0)] , (4.4c)
where g = [κSF (κs2PP1 + κs1PP2)]1/2. The previous equation can be further simplified
when PP1 = PP2, and assuming κs1 ≈ κs2 ≈ κP1 ≈ κP2 ≈ κ and κSF ≈ 2κ, given by
ASF (z) = −i
[
As2(0)e
iφP1 + e iφP2As1(0)
]
sin(gz) (4.5a)
As1(z) =
cos(gz) + 1
2
As1(0) + e
i(φP1−φP2) cos(gz)− 1
2
As2(0) (4.5b)
As2(z) =
cos(gz) + 1
2
As2(0) + e
i(φP2−φP1) cos(gz)− 1
2
As1(0). (4.5c)
According to the previous equations, the wave at frequency 2νQPM is generated by a co-
herent sum of the two SFG processes and contains two independent contributions, one
from each input signal. Each of such independent contributions is then converted to the
other channel through DFG, but not to the original input signal, at least until the latter be-
comes fully depleted. This situation can be better understood by considering a simpler
example, such as an SHG interaction. In an SHG process, as long as the relative phase
of the two waves is matched and the fundamental wave is not fully depleted, the power of
the fundamental wave keeps flowing to the second harmonic. The inverse process, i.e.,
the power flowing back to the fundamental wave, can only occur if the phase of the two
waves is mismatched. In the case of the WDE process, each of the contributions from the
different input signals are converted to the SFG wave and then to the converted channel
with a specific phase relation with respect to the original signals. If such phase relation is
kept along the PPLN device, each of the two contributions in the SFG wave cannot return
to its original wave and must be converted to the other channel through DFG. Each of the
converted waves is thus composed by a fraction of the initial wave which is progressively
depleted along the PPLN device, and another portion due to OWC of the other input wave.
Effective WDE with negligible crosstalk can only be implemented when the initial wave
is fully depleted, which occurs when cos(gL) = −1, i.e., when gL is an odd multiple of pi. In
this case, As1(L) = −e i(φP1−φP2)As2(0) and As2(L) = −e i(φP2−φP1)As1(0), so the optical field
of the converted waves becomes equal to the input signals one, multiplied by an imaginary
exponential term including the phase of the pump waves. Remarkably, the optimum condi-
tion for WDE is exactly the same as for complete signal depletion and total power transfer
to the converted waves in a simple OWC, obtained by setting the normalized electric field
envelope of one of the input signals to zero in (4.5). In addition, the optimum condition for
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WDE does not depend on the power of the input signals. Therefore, a simple and easy way
to find the optimum pumping conditions is to block one of the input channels, transforming
WDE into a simple OWC process, and maximize the CE and SD.
As discussed in the previous section, any phase noise due to finite linewidth of the
pump waves is also transparently transferred to the exchanged signals during the WDE
process. The additional phase noise becomes a particularly relevant impairing mechanism
for advanced modulation formats and optical transport networks with several WDE units
between the initial and destination nodes. Rather than using costly narrow linewidth laser
sources as pump waves, the pump-linewidth-tolerant scheme discussed in the previous
section is a viable solution to mitigate the deleterious additional phase noise from the
pumps during the WDE process. The effectiveness and performance of pump-linewidth-
tolerant WDE is discussed in the following subsections.
4.3.1 Experimental set-up
In order to evaluate the performance of the pump-linewidth-tolerant WDE scheme, an
additional input data channel was included in the experimental set-up shown in figure 4.7.
With the exception of the transmitter arms (Tx), all the remaining experimental set-up was
kept unchanged and is not fully described again in this subsection. The upgraded set-up
is depicted in figure 4.16.
FL
BPF VOA PolC
EDFA
10:90
TEC
OSA
90
º 
hy
br
id
 +
ba
la
nc
ed
 P
D
s
H
ig
h-
sp
ee
d
A
D
C
s
O
ff
lin
e 
D
S
P
FL IQM
AWG
16-QAM/QPSK Tx
ECL IQM
PPG
QPSK Tx ~
DFB MZM
25GHz
Coherent pumps
DFB
DFB 50:50
Free-running pumps
50:50
Coherent receiver
1:99
s1
s2
PPLN
Figure 4.16: Experimental set-up for pump-linewidth-tolerant WDE.
The data channel s1 was generated from light emitted by a FL with linewidth of 10 kHz
at 1552.48 nm, modulated by an IQM driven by two electrical signals based on decorrelated
12.5 Gsymbol/s PRBS streams of length 215 − 1, produced in a AWG. Both 16-QAM and
QPSK formats were considered for channel s1. The other QPSK input signal (s2) was
generated from an ECL emitting at 1552.9 nm with an emission linewidth of 100 kHz, and
modulated by another IQM driven by two electric signals of decorrelated 10 Gsymbol/s
PRBS streams of length 215 − 1, produced in a PPG.
The two data channels were then combined in a 50:50 coupler after passing through
PolCs for state of polarization alignment, amplified in an EDFA and filtered in a 2 nm BPF.
The two input signals were then combined with the pump waves before entering the PPLN
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waveguide for WDE. In this experiment, the wavelength of the two pump waves was set to
1547.92 and 1548.32 nm in the free-running configuration and to 1548.11 nm when using
coherent pumps.
Further details on the experimental set-up can be found in subsection 4.2.1.
4.3.2 Pump power optimization
In a simple OWC process, the CE is typically the most important property to consider,
whereas the remaining power of the input signal may be secondary, or even not important
at all. This is not the case for WDE, however, where any remaining initial signals degrade
the exchanged ones, and the performance of the process is much more sensitive to the
operation conditions. Therefore, the SD should be the main figure of merit to take into ac-
count for WDE. The main conclusions obtained in the previous section for OWC regarding
the influence of parameters such as the frequency separation between the two pumps, and
between the pumps and the input signals are also valid for WDE, so they are not discussed
here again.
Obtaining the best pump power values for maximum SD and, consequently, the best
performance conditions is not easy as the wavelength of the initial and exchanged channels
is the same. A possible and accurate solution is to measure the BER of the exchanged
signals at different values of the total pump power PT . However, this approach may be quite
complex and take a significant amount of time to perform, especially if no initial estimate
for the optimum pump power is known. A simpler and effective alternative is to convert the
WDE process into simple OWC by blocking one of the input signals, and measure the total
pump power at which the maximum SD is observed. In principle, such a power value also
provides the best optimum condition for WDE. In this subsection, the optimum pump power
for WDE is optimized using the two methods.
In order to obtain the optimum pump power for WDE, the data modulation was turned
off, and the CE and SD were measured for each OWC process by alternatively blocking one
of the input signals. The obtained results are plotted in figure 4.17. Similarly to the pump-
linewidth-tolerant OWC experiment discussed in the previous section, the SD increases
with PT due to stronger wavelength conversion, until it reaches a maximum value of more
than 30 dB for a total pump power of about 28.5 dBm. At higher PT values, the power of
the converted signal starts to flow back to the original wave, and the SD and CE decrease.
Both the CE and SD remain practically constant with Ps , with fluctuations of the SD of about
1 dB. As mentioned in the previous section, the SD is severely affected by any variation
of the total pump power, detuning from the QPM condition, misalignment of the coupling
optics or even changes on the state of polarization of the waves, which justify the observed
fluctuations of the SD. Contrarily to what was expected, however, the maximum SD for
each OWC process is not achieved at the same pump power value, but at 28.3 dBm when
the input signal is at 1552.48 nm, and at 29 dBm for the other case. Until this point it
was assumed that the frequency relation between the interacting waves is exactly given
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by νs2 = νs1 + νP2 − νP1, so the frequencies of the converted signals become νc2 = νs1
and νc1 = νs2. Yet, this is seldom the case in real systems as the frequency of the laser
sources of each signal channel is not correlated and may drift in time. As a consequence,
the overall WDE process is in fact composed of two independent OWC steps based on
different cSFG/DFG interactions, with input signal s1 being converted to a frequency that
is close, but not necessarily equal to νs2, and vice-versa. In theory and assuming perfect
QPM, the optimum pump power conditions to achieve maximum SD of each individual
OWC process and to minimize the WDE crosstalk of each cSFG/DFG interaction should
be the same. However, any small frequency deviation from the QPM resonance due to
finite precision and accuracy when tuning the wavelength of the laser sources leads to
slightly different CEs and pump power values where the maximum SD is achieved. This is
the reason why maximum SD is not achieved at the same pump power.
PT (dBm)
15 20 25 30
C
E(
dB
)
-30
-25
-20
-15
-10
-5
SD
(d
B)
0
10
20
30
40
50
Ps (dBm)
-2 0 2 4 6
C
E(
dB
)
-14
-12
-10
-8
-6
-4
SD
(d
B)
30
32
34
36
38
40
a) b)
Figure 4.17: Variation of the CE and SD of each OWC process for a) PT with Ps = 7 dBm, and
b) Ps with PT = 28.3 dBm. The solid and dashed-dotted lines represent OWC with input signal at
1552.48 nm (s1) and 1552.9 nm (s2), respectively.
The optimum pump power was also determined through BER measurements of the
exchanged channels in a WDE process, with two input QPSK signals at symbol rates
of 12.5 Gsymbol/s (s1) and 10 Gsymbol/s (s2). The experimental results are shown in
figure 4.18, obtained at an OSNR of about 9 dB, measured with a frequency resolution
of 0.1 nm. According to the experimental results, the minimum BER for signals s1 and s2
are respectively observed at PT of 28.5 dBm and 29 dBm. These results are consistent
with those obtained by measuring the SD of the individual OWC processes, proving the
effectiveness of such method to determine of the best pump power conditions for WDE.
In general, measuring the SD for each individual OWC process is a better strategy for
an initial coarse tuning of the pump power, whereas the BER measurements are a better
metric for fine tuning and direct assessment of the WDE performance.
The BER measurements also show that the tolerance range for non-optimal pump
power is smaller for signal s1, as a consequence of stronger susceptibility to WDE crosstalk
for higher baud-rate signals. The optimization of the pump power is thus crucial for WDE,
as even a small deviation of less than 1 dB is enough to deteriorate the SD by more than
10 dB and the BER by one order of magnitude due to WDE crosstalk. Therefore, stable
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Figure 4.18: BER of the exchanged signals after WDE for different pump power values.
and precise tuning of the pump power, as well as of the PPLN temperature to guarantee a
constant QPM wavelength are critical. In the following subsection, the performance of the
pump-linewidth-tolerant WDE process is evaluated at an optimal pump power of 28.5 dBm.
4.3.3 Pump-linewidth-tolerant WDE of QAM and QPSK signals
The performance of the WDE process using coherent or free-running pump waves is
evaluated in this subsection by inspecting the constellation diagrams and through BER
measurements as function of the OSNR. Data exchange between either two 10 Gbaud
and 12.5 Gbaud QPSK channels is assessed in this subsection, as well as between one
10 Gbaud QPSK and a 12.5 Gbaud 16-QAM signal.
The optical spectra of the exchanged data is depicted in figure 4.19. A CE of about
-6 dB and -7 dB was observed for signals s1 and s2, respectively, in either the coherent
or free-running pumps configurations. The measured CE values are consistent with those
obtained for simple OWC processes, described in the previous subsection. Spurious waves
around the exchanged signal can also be observed. In addition to the insertion losses, the
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Figure 4.19: Optical spectra measured after the PPLN device for WDE between two QPSK sig-
nals, considering free-running (solid blue line) and coherent (solid orange line) DFB pumps. The
spectrum of the signals at the input to the PPLN is represented by the dashed black line.
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spurious waves are also responsible for reducing the CE.
The constellation diagrams of the received channels are plotted in figure 4.20 for WDE
between two QPSK signals, on the left, and between a QPSK and a 16-QAM signal, on
the right, using either coherent or free-running pump waves. In both cases, the phase and
amplitude noise properties of the exchanged channels are deteriorated with respect to the
constellations measured back-to-back (B2B). In the case of the coherent pumps configura-
tions, a similar and symmetrical degradation of the real and imaginary parts of the received
symbols is observed, caused by the WDE crosstalk. In the free-running configuration, how-
ever, the received symbols are not only affected by the WDE crosstalk, which is responsible
for the amplitude noise deterioration, but also by the phase noise due to finite linewidth of
the pump waves. The additional phase noise causes a greater symbol spreading around
the phase angle. In order to support this claim, let us consider the standard deviations of
the amplitude and phase noise for WDE between two QPSK signals as an example. As
regards the amplitude noise, standard deviation values of 0.037, 0.102 and 0.113 were
measured for the B2B, CO and FR constellations of signal s1 and of 0.037, 0.113, 0.0913
for signal s2, respectively. For both data channels, the degradation of the amplitude noise
with respect to the back-to-back measurements was comparable, which means that the
amplitude noise is degraded mostly because of the WDE crosstalk. On the other hand,
standard variation values for the phase noise of 0.047, 0.102 and 0.191 were respectively
obtained in constellations B2B, CO and FR for channel s1, and of 0.033, 0.108 and 0.230
for channel s2. The obtained values prove that the phase noise degradation in constel-
lations FR is greater than in the CO ones, which can only be explained by the additional
phase noise due to finite linewidth of the pumps. The symbol spreading along the phase
angle is also observed in the constellation diagrams labeled OWC in figure 4.20, where
the WDE scheme with free-running pumps was turned into simple OWC by blocking one of
the input signals. The obtained results show negligible amplitude deterioration compared
to the B2B constellations as a consequence of eliminating the WDE crosstalk. However,
the symbol spreading along the phase angle is still evident, which is a consequence of the
phase noise due to the finite linewidth of the pumps.
The BER measurements of the WDE process between two QPSK signals are pre-
sented in figure 4.21. OSNR penalties of about 0.8 dB and 0.3 dB at a BER of 10−3
were respectively measured for the 10 Gbaud and 12.5 Gbaud channels in the coherent
pump configuration, whereas 4.8 dB and 4 dB penalties were observed using free-running
pumps. Moreover, a BER floor at approximately 3×10−4 is observed for the free-running
pumps configuration. Similar results were obtained for WDE between 10 Gbaud QPSK and
12.5 Gbaud 16-QAM channels, with measured penalties of 0.6 dB and 3 dB using coherent
pumps. In the free-running pumps configuration, a penalty of about 3.4 dB was obtained
for the QPSK signal, with an error floor at a BER of 5×10−4. Due to higher susceptibility
of the 16-QAM format to both phase and crosstalk noise, the DSP unit was not able to
recover the signal, so incongruent and inconsistent BER measurements were obtained for
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Figure 4.20: On the left, constellation diagrams for the 12.5 Gbaud QPSK (s1-QPSK) and 10
Gbaud QPSK (s2-QPSK) signals, measured back-to-back (B2B) before WDE, and after WDE us-
ing coherent (CO) and free-running (FR) pumps. On the right, constellation diagrams for the 12.5
Gbaud 16-QAM (s1-16QAM) and 10 Gbaud QPSK (s2-QPSK) signals, measured back-to-back
(B2B) before WDE, and after WDE using coherent (CO) and free-running (FR) pumps. At the bot-
tom, on the right, constellation diagrams of the 12.5 Gbaud 16-QAM and 10 Gbaud QPSK signals
considering a simple OWC process and using free-running pumps. The constellation diagrams
were obtained at OSNR values of about 24 dB, measured with an optical resolution of 0.1 nm.
the swapped 16QAM signal at every achievable noise level.
The effectiveness of the pump-linewidth-tolerant scheme for WDE is also proven by the
recovered carrier phase of the exchanged 12.5 Gbaud QPSK signal in the DSP unit, shown
in figure 4.22. A small and comparable phase drift of less than 0.6 radians for the input sig-
nal and exchanged channel in the coherent pumps configuration is observed within a time
range of 1.6 µs. On the other hand, a phase drift of about 12 radians was measured using
free-running pumps. Therefore, the recovered carrier-phase results prove that the phase
noise from coherent pump waves is also canceled out in WDE, as previously discussed for
simple OWC.
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Figure 4.21: BER as function of the OSNR for WDE between a) a 12.5 Gsymbol/s QPSK channel
(s1) and another QPSK signal at 10 Gsymbol/s (s2), and b) a 12.5 Gsymbol/s 16-QAM channel
(s1) and a 10 Gsymbol/s QPSK (s2) signal. The obtained curves were measured back-to-back
(B2B-s1 and B2B-s2), after WDE using coherent pumps (CO-s1 and CO-s2), and after WDE using
free-running pumps (FR-s1 and FR-s2).
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Figure 4.22: Recovered carrier phase in the DSP unit for the input and exchanged 12.5 Gbaud
QPSK channel (s1).
In this chapter, two different schemes for OWC with advanced properties and func-
tionalities were discussed. By using a PPLN device with a customized poling pattern, si-
multaneous OWC of 8 WDM channels with tunable output wavelength was demonstrated.
Even though tunable operation was experimentally proved, the low conversion efficiency
and non-negligible spurious waves degraded the overall performance of the wavelength
converter. A trade-off between broadband operation, high conversion efficiency and gener-
ation of spurious waves was observed in the proposed strategy. A pump-linewidth-tolerant
scheme was also investigated in order to mitigate the additional phase noise caused by the
finite linewidth of the pump waves. The proposed scheme proved to be effective for both
simple OWC of a single data signal and for WDE between two channels. Even though the
pump-linewidth-tolerant scheme enables deploying cheaper laser sources as pumps (e.g.,
DFB lasers), the generation of the coherent pump waves required an additional lithium nio-
bate MZM and a RF clock generator to drive the modulator. Cheaper possibilities can be
investigated in order to obtain an even more attractive solution for low-noise OWC.
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PSAs are a particular class of optical amplifiers whose gain depends on the relative
phase of the input waves. The PS gain of PSAs enable unique properties and features
that cannot be found in any other type of amplifier, such as possibility of direct phase
regeneration [178], and low-noise amplification with noise figures below the 3 dB quantum
limit of phase-insensitive amplifiers (PIAs) [179].
Historically, the first studies on optical PS detection and amplification date back to the
decade of 1960 [180–182]. However, it was not until about 2005 that PSAs became rel-
evant for applications in fiber-optics communication systems [25, 178, 183–186], driven
by an increased interest in OSP solutions for high-capacity lightwave systems and sev-
eral notable technological advances during the 1990s. The development of high-quality
HNLFs [187], the demonstration of amplification with NF values below 3 dB [188] and the
development of solutions for frequency and phase synchronization [189, 190] are some
examples of such groundbreaking advances.
Two main alternatives have been used to build a PSA for OSP. One of the possibili-
ties, originally proposed by Marhic et al. [191], relies on the interference of an input sig-
nal wave, also known as probe, and a strong pump at exactly the same frequency (de-
generate frequency) in a nonlinear optical loop mirror, i.e., a Sagnac interferometer built
with a Kerr media [26, 184]. In such kind of interferometric PSAs, the power of the pump
wave at the output of each port of the interferometer is determined by the nonlinear phase
shifts caused by the Kerr effect and by the relative phase between the signal and pump
waves. In practice, PS amplification in interferometric PSAs originates from different re-
flectivity/transmissivity of the pump induced by the input probe. [26]. The other possibility
to implement a PSA is based on parametric nonlinear interactions such as TWM and FWM,
so they are commonly known as parametric or non-interferometric PSAs. The principle of
operation of parametric PSAs is based on the coherent mixing between the new contribu-
tions generated from the parametric nonlinear interaction and the light already propagating
in the nonlinear medium, at the same frequency. Depending on their relative phase, the
two contributions can beat constructively or destructively, leading to signal amplification
or de-amplification (attenuation), which provides the PS properties to the amplifier. Even
though remarkable phase regeneration results have been reported using interferometric
PSAs [26], these amplifiers are considerably impaired by SBS, which introduces uncorre-
lated phase fluctuations and degrades the phase correlation between the signal and pump
waves [183, 192]. Consequently, interferometric PSAs have been deprecated in favor of
parametric PSAs for applications in OSP. The discussion in this thesis is thus limited to
parametric PSAs.
Parametric PSAs can be implemented using a wide variety of either second- or third-
order nonlinear media [25, 49, 186, 193–198] and in different configurations, classified ac-
cording to the number of pumps and the number of modes, i.e., the number of correlated
signal and idler waves. So far, the most common choice for phase regeneration and low-
noise amplification in optical systems has been based on PSAs built with HNLFs in a dual-
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pump, one mode configuration, also known as degenerate idler or simply as degenerate
PSA, or in a single-pump, two-mode topology, also referred to as degenerate pump or just
non-degenerate PSA [25,49,53,185,198–202]. PPLN waveguides have been considered
a very attractive alternative for the nonlinear media of a PSA due to their compactness,
possibility of integration, negligible frequency chirp, ASE noise, SPM and XPM, and immu-
nity to SBS [20, 203]. However, the gain of PPLN-based PSAs is typically very modest, of
about 5 dB even at pump power levels above 20 dBm [203,204]. Recently, high SHG con-
version efficiencies of about 2400%/W have been reported in adhered ridge PPLN waveg-
uides [125], which enabled achieving internal PS gain values of about 17.7 dB, but with
a lower net gain of only 12 dB due to high insertion losses of 5.7 dB [50]. The reported
results are very encouraging and suggest that PPLN devices are a possible alternative to
build PSAs for OSP in optical communication systems. In addition, not only the common
aforementioned dual-pump, one-mode and single-pump, two-mode configurations can be
implemented in PPLN-based PSAs through cSHG/DFG, but different possibilities based
on simple DFG can also be explored [205]. However, a proper comparison in terms of
gain and conversion bandwidth for the different possibilities using PPLN-based PSAs has
not yet been performed. Such a comparison should provide important and valuable con-
clusions on the most suitable configurations for different applications in optical systems.
Hence, approximated expressions for the gain of different configurations of PPLN-based
PSAs are provided in the first section of this chapter. The conversion bandwidth and the
influence of the length and normalized conversion efficiency on the gain properties of the
different configurations are also numerically evaluated in section 5.1.
Parametric PSAs require two fundamental conditions for stable operation. First, PSAs
require frequency- and phase-correlated waves at the input of the amplifier, otherwise they
become simple PIAs. Second, the relative phase of the correlated waves must be locked
to the optimum gain condition in order to avoid fluctuations of the gain of the amplifier. The
first condition can be fulfilled by generating several correlated emission lines from a single
light source using an optical comb [53], or by the so-called copier + PSA scheme, originally
proposed by Tang et al. [185]. The copier + PSA scheme is a viable alternative in which the
correlated waves are generated first in a PI parametric amplifier, i.e., the copier amplifier,
and then led to a PSA for PS operation. Not only the copier + PSA scheme is compatible
with multichannel operation [193,203,206], but it can also be extended to dual-polarization
operation [193]. However, the copier + PSA strategy requires two parametric amplifiers.
The second condition is typically more difficult to attain as it implies compensation of
the chromatic dispersion effects [39, 50, 207], and possibly active control of the relative
phase of the waves. For instance, in many applications of PSAs it is necessary to separate
the pumps from the other waves to another optical path for re-amplification and/or exces-
sive noise filtering [25,202,208], as it is discussed in subsection 5.2.2. In order to keep the
phase of the waves locked at the input of the amplifier, the length of the different optical
paths must be matched using ODLs, and any phase-drift caused by acoustic vibrations
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and/or thermal fluctuations of the independent paths must also be compensated [25,186].
A PLL based on a lead zirconate titanate (PZT) fiber stretcher is the most common ap-
proach to dynamically compensate the phase-fluctuations [186], which is further discussed
in section 5.2. Usually, the optical PLLs are the most complex parts in a PSA, especially for
multichannel operation, where an independent PLL is required for each data channel [206].
This chapter is organized as follows. In section 5.1, the influence of key parameters
on the gain properties of different configurations of PPLN-based PSAs is investigated by
solving the coupled mode equations describing TWM interactions. Then, in section 5.2, PS
operation and phase regeneration of a BPSK data channel is experimentally demonstrated
using the copier + PSA scheme to generate the correlated waves in a single PPLN waveg-
uide with bidirectional propagation. Since PPLN devices support bidirectional operation,
the copier and the PSA can be implemented in opposite directions of propagation a sin-
gle device, with savings of nonlinear devices, temperature controllers and coupling optics.
PS operation in a single-pump, two-mode configuration is demonstrated first in subsection
5.2.1, followed by “black-box” phase regeneration in a dual-pump, one-mode PPLN-based
PSA. Four-mode PS amplification of a 10 Gsymbol/s QPSK is also investigated in section
5.3. As discussed in section 5.1, PPLN-based four-mode PSAs cannot be implemented in
practice due to the narrow QPM bandwidth of the PPLN waveguides, so a HNLF is used
as the nonlinear medium instead.
Further discussion on the low-noise properties of PSAs and a more complete survey
on the latest achievements on PSA technology are provided in chapter 6, which is devoted
to low-noise PS amplification in optical transmission systems and networks.
5.1 Phase-sensitive amplification in PPLN devices
In this section, six different configurations of either one-, two- or four-mode PPLN-based
PSAs are investigated and compared, schematically represented in figure 5.1. In figure 5.1,
PSA1 and PSA2 are one-mode PSA configurations, whereas PSA3, PSA4 and PSA5 are
two-mode PSAs. Configuration PSA6 is a four-mode PSA.
In PSA1, a signal wave (s) at frequency νs is amplified by a pump (P) located at νP via
a fully degenerate DFG process in which an initial photon is decomposed into two identical
photons with half the frequency. PSA2 is another example of a one-mode configuration,
which is very similar to PSA1 in the sense that the signal is also amplified by the wave
at νSF through degenerate DFG. In PSA2, however, the wave at νSF is first generated
through an intermediate SFG interaction between the two pumps, located at νP1 and νP2.
In PSA2, the wave at the second harmonic band is generated in the nonlinear device, so
all the waves at the input of the amplifier can be in the typical erbium-band, around 1550
nm. Thus, compared to PSA1, PSA2 is typically more attractive for applications in optical
communication systems. Nonetheless, PSA1 has already been demonstrated in optical
communication systems, using an additional PPLN waveguide to generate the correlated
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Figure 5.1: Configurations of PPLN-based PSAs studied in this section. The topologies shown
in the top, middle and bottom rows respectively correspond to one-, two-, and four-mode PSAs.
The dashed line indicates the QPM frequency, whereas the dotted line corresponds to the second
harmonic of the QPM frequency. Subscripts: BS - Bragg scattering, i - idler, MI - modulation
instability, P - pump, P1 - pump 1, P2 - pump 2, PC - phase conjugation, s - signal, SF - sum-
frequency, S1 - sum-frequency 1, S2 - sum-frequency 2, SH - second harmonic.
pump at νP [205].
PSA3, PSA4 and PSA5 are two-mode configurations of PSAs in which a pump wave
respectively located at νP , νSH and νSF is used to amplify both the signal and idler waves
through phase-conjugating DFG. In PSA4 and PSA5, however, the waves at νSH and νSF
are generated first through intermediate SHG of the pump at νP or SFG between pumps
P1 and P2, respectively. Similarly to configuration PSA2, PSA4 and PSA5 are based on
cascaded TWM processes, so all the waves at the input of the amplifier can be in the
typical erbium-band.
PSA6 represents a four-mode PSA in which the signal and three idler waves located at
νPC = νP1 + νP2 − νs , νMI = 2νP1 − νs and νBS = νP2 + νs − νP1 are amplified by two
pumps waves, P1 and P2, through seven simultaneous TWM processes, whose frequency
relations and respective phase mismatching parameters are summarized in table 5.1. The
three idlers generated in four-mode PSAs are usually denominated as phase conjugation
(PC), modulation instability (MI) and Bragg scattering (BS) waves [130].
Several other configurations of PPLN-based PSAs are possible, but the discussion in
this thesis is restricted to the most representative ones, and using no more than two pump
waves. In addition, the generation of the correlated waves required for PS operation is not
discussed in detail in this section, as we are only interested on the properties of the PPLN-
based PSAs. However, it should be noted that the generation of the correlated waves is
a very important topic to consider in the design of a PSA. For instance, in configurations
PSA1 and PSA3, the generation of the correlated pumps at the second harmonic (νP )
typically requires using the copier + PSA strategy. Otherwise, an optical comb with an
emission spectrum spanning a full octave to include the fundamental and second harmonic
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Table 5.1: Frequency relations and phase matching parameters configuration PSA6.
Frequency relation Phase-mismatching parameter ∆β
1) νSF = νP1 + νP2 ∆β1 = 2pi
(
nSF
λSF
− nP2λP2 −
nP1
λP1
− 1Λ
)
2) νSF = νs + νPC ∆β2 = 2pi
(
nSF
λSF
− nsλs −
nPC
λPC
− 1Λ
)
3) νSF = νMI + νBS ∆β3 = 2pi
(
nSF
λSF
− nMIλMI −
nBS
λBS
− 1Λ
)
4) νSF 1 = νP2 + νs ∆β4 = 2pi
(
nSF 1
λSF 1
− nP2λP2 −
ns
λs
− 1Λ
)
5) νSF 1 = νP1 + νBS ∆β5 = 2pi
(
nSF 1
λSF 1
− nP1λP1 −
nBS
λBS
− 1Λ
)
6) νSF 2 = νP1 + νPC ∆β6 = 2pi
(
nSF 2
λSF 2
− nP1λP1 −
nPC
λPC
− 1Λ
)
7) νSF 2 = νP2 + νMI ∆β7 = 2pi
(
nSF 2
λSF 2
− nP2λP2 −
nMI
λMI
− 1Λ
)
band would be necessary, which is very difficult to produce in practice. Moreover, the
way how the correlated waves are generated determines the operation of the subsequent
PSA. As an example, two-mode PSAs can be used for either PS amplification transparent
to the modulation format or as a phase regenerator. In the former case, transparent PS
amplification is achieved by generating a phase-conjugated copy of the modulated signal in
a copier amplifier [193]. In the latter case, the phase-conjugated idler must be generated
from a CW signal wave, before the modulator [48]. These two possibilities are further
discussed in section 5.2.
5.1.1 Coupled-mode equations and analytical solutions
In this subsection, approximated analytical solutions for the evolution of the normalized
electric field of the interacting waves and signal gain along a PSA are obtained for each
of the configurations depicted in figure 5.1. All the configurations discussed above can be
represented by a simple or several cascaded TWM processes, modeled by the coupled-
mode differential equations shown in chapter 2. In general, these equations cannot be
solved analytically, unless for some specific cases and assuming certain approximations,
as addressed in this subsection. For simplicity, the analytical solutions are obtained con-
sidering CW waves and negligible propagation losses. In addition, it is assumed that the
nonlinear coupling coefficient for waves in the fundamental band, around 1550 nm, is al-
most constant and equal to κ, whereas for the waves in the second harmonic band, the
nonlinear coupling coefficient is 2κ.
PSA1
As mentioned above, the principle of operation of PSA1 is based on degenerate DFG
between a pump wave at νP and an input signal at νs , whose frequency relation is given by
νs = νP−νs . The degenerate DFG process can also be understood as an SHG interaction,
but with the power flowing from the second harmonic (pump) to the fundamental wave
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(signal). Hence, the evolution of the interacting waves in PSA1 can be modeled by the
couple-mode equations for SHG, given by (2.18). In order to obtain an analytical solution
for the evolution of the interacting waves let us assume that the normalized electric field
envelope for wave j is given by Aj = aj exp(iφj ), where aj and φj are the magnitude and
phase of Aj . By replacing Aj with its magnitude and phase functions, and separating the
real and imaginary parts of the coupled-mode equations, the following set of equations is
obtained
das
dz
= κasaP sin(θ) (5.1a)
daP
dz
= −κa2s sin(θ) (5.1b)
dθ
dz
= κ
(
2aP − a
2
s
aP
)
cos(θ)−∆β, (5.1c)
with θ = φP − 2φs −∆βz . The evolution of as and aP is determined by the sine terms of the
differential equations, which in turn depend on the relative phase between the fundamental
and second harmonic waves, and are responsible for the PS properties of the amplifier.
The analytical solution of (5.1) for any initial conditions can be obtained in terms of
Jacobi elliptic functions, as detailed in [90]. The solution of (5.1) greatly simplifies if the
signal is located at λQPM , at which ∆β = 0, and for θ(z = 0) = ±pi/2. In those specific
cases, θ remains constant along the entire PPLN waveguide and sin(θ) is either 1 or -1.
When θ = pi/2, the power of the pump is transferred to the signal wave with maximum effi-
ciency and, consequently, the gain of the amplifier is maximized. On the other hand, when
θ = −pi/2, an opposite power transfer occurs, and the signal is depleted (de-amplification).
The following solutions are obtained for the maximum and minimum gain conditions
as(z) = as(0) · a0
a0 cosh(gz)± aP(0) sinh(gz) (5.2a)
aP(z) = a0 · aP(0)± a0 tanh(gz)
a0 ± aP(0) tanh(gz) , (5.2b)
with g the effective coupling coefficient given by g = κa0 and a0 =
√
Ps(0) + PP(0). In
(5.2), the signs “−” and “+” correspond to the maximum (θ = pi/2) and minimum (θ = −pi/2)
gain conditions, respectively. For any other value of θ, the gain of the amplifier is expressed
in terms of the Jacobi elliptic functions, and varies between the two extreme possibilities
given by (5.2). This is also true for the other PSA configurations studied in this chapter,
so a similar procedure is considered for the remaining configurations in order to determine
the evolution of the optical field of the waves at the maximum and minimum gain condition
of the PSAs.
One-mode configurations are only suitable for phase regeneration applications because
of their phase squeezing properties. For instance, let us consider a CW pump at νP with
constant phase of φP = pi/2 and an input wave with a generic phase φs varying from 0
to 2pi. When φs is either 0 or pi, the gain of the PSA is maximized, whereas a maximum
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de-amplification is observed for φs equal to pi/2 or -pi/2. This behavior is responsible for
the so-called phase squeezing properties of the PSA, which generates a preferential gain
axis on the constellation diagram of the amplified signals. The phase squeezing properties
of the PSA enable phase regeneration of noisy BPSK signals by “squeezing” the phase of
the data symbols towards the real axis, as further discussed in section 5.2.2.
PSA2
Configuration PSA2 is similar to PSA1 but with a principle of operation based on two
cascaded TWM processes, one to generate the pump at νSF via SFG between two pump
waves at frequencies νP1 and νP2, followed by a degenerate DFG process for PS operation.
In the case of PSA2, the wave at the second harmonic band is generated along the PSA, so
the correlated waves required at the input of the PSA for PS operation are only the signal
wave and pumps P1 and P2. As discussed for PSA1, the degenerate DFG interaction
between the SF and signal waves can be seen as a SHG process with frequency relation
given by νSF = 2νs . Likewise, the frequency relation of the SFG interaction through which
wave SF is generated, given by νSF = νP1 + νP2, is mathematically equivalent to νP2 =
νSF − νP1, which corresponds to a DFG process. Hence, the evolution of the interacting
waves in PSA2 can be interpreted as a cSHG/DFG process, modeled by (2.28). Let us
assume that the power of the two pumps is the same, i.e., PP1 = PP2 = PP/2, where PP
is the combined power of the two pump waves, and that no SF wave is injected into the
PSA. In addition, let us consider that the power of the pump waves is much higher than the
signal one, so that the term depending on the square of A1 in (2.28c) can be neglected.
Following a similar procedure as for configuration PSA1, the solutions for the condition of
maximum and minimum power transfer form the SF wave to signal are given by
as(z) = as(0) · [cosh(gz)]±1 (5.3a)
aP1(z) = aP2(z) = aP1(0)/ cosh(gz) (5.3b)
aSF (z) = a0 · tanh(gz), (5.3c)
with g = κa0, and a0 =
√
PP(0)∓ Ps(0). In (5.3), the signs “+” and “−” respectively
represent the maximum and minimum gain conditions, achieved when φSF − 2φs is pi/2 or
−pi/2, or equivalently, when φP1 + φP2 − 2φs is pi or 0.
Similarly to PSA1, PSA2 is mostly suitable for phase regeneration applications due
to its intrinsic phase squeezing properties. For instance, if two CW pumps with phase
φP1 = 0 and φP2 = pi, the maximum gain condition is achieved whenever φs is equal to 0
or pi, whereas the maximum de-amplification is observed at φs = ±pi/2. Furthermore, no
correlated wave at the second harmonic band is required at the input of the PSA in PSA2,
so either an optical comb or a copier + PSA strategy can be used to generate the correlated
signal wave and pumps P1 and P2. As an example, let us consider the generation of pump
P2 in a copier amplifier based on a cSHG/DFG interaction from a CW pump at νP1 and
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a BPSK signal. According to (2.29) and assuming perfect QPM, the electric field of the
generated pump P2 is approximately described by AP2 ≈ −κ2A2sA∗P1z2/2, so the phase of
wave P2 is given by φP2 = 2φs − φP1 + pi. Since the phase of pump P2 is proportional to
twice the phase of the input signal, the BPSK data modulation of the input signal is stripped
from the generated pump, as the logical phase levels of 0 and pi become 0 and 2 pi in pump
P2. This property is used in subsection 5.2.2 to generate a correlated CW pump.
PSA3
The principle of operation of PSA3 is based on simple DFG, which can be modeled by
the coupled-mode differential equations for phase-conjugating DFG, described by (2.23).
A complete analytical solution for this configuration is given by (2.26), assuming negligible
pump depletion. In this section, however, only the analytical solutions for the specific cases
of ∆β = 0 and the maximum and minimum gain conditions are considered, respectively
achieved when the relative phase of the interacting waves, defined as θ = φP − φs − φi ,
is equal to pi/2 or −pi/2. The evolution of the magnitude of the normalized electric field
envelope for such cases is given by the following equations
as(z) = as(0) cosh(gz)± ai (0) sinh(gz) (5.4a)
ai (z) = ai (0) cosh(gz)± as(0) sinh(gz) (5.4b)
aP(z) ≈ aP(0). (5.4c)
In the previous equations, g = κaP(0) and the signs “+” and “−” correspond to the maxi-
mum and minimum gain conditions.
Two-mode PSAs can be used for either signal amplification transparent to the modu-
lation format or for phase regeneration applications, depending on the phase properties
of the correlated signal and idler. In order to understand how the two possibilities can be
implemented in a two-mode PSA, let us consider that the correlated idler is generated from
the signal and pump P waves in a copier amplifier through phase-conjugating DFG (copier
+ PSA scheme). In this case, the phase of the generated idler is given by φi = φP−φs−pi/2.
Let us now consider that a phase-modulated signal is injected into the copier amplifier, with
phase φs = φdata, where φdata is the phase of the data symbols. The phase of the gener-
ated idler is then given by φi = φP − φdata − pi/2 and the relative phase of the correlated
waves becomes θ = φP −φdata−φP +φdata +pi/2 = pi/2. Regardless of the phase modula-
tion of the initial signal wave, the relative phase of the interacting waves before the PSA is
constant and equal to pi/2, which is also the maximum gain condition for PSA3. Therefore,
this strategy is a possible solution for amplification transparent to the modulation format.
Let us now consider that a correlated idler is generated in the copier amplifier from a CW
signal wave with constant phase φ0. Then, if both the signal and correlated idler are modu-
lated by the same phase modulator, the relative phase of the waves at the input of the PSA
becomes θ = φP − φ0 − φdata − φP + φ0 + pi/2− φdata = −2φdata + pi/2. In this case, when
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φdata is either 0 or pi, θ is equal to pi/2 and the gain of the PSA is maximized. On the other
hand, when φdata is equal to ±pi/2, the gain of the amplifier is minimized. As discussed for
one-mode configurations PSA1 and PSA2, this behavior leads to a preferential gain axis
on the constellation diagram of the amplified signals (phase squeezing), which can be used
for phase regeneration of noisy BPSK signals [48, 49]. The discussion provided here for
PSA3 regarding the possibility of signal amplification transparent to the modulation format
or phase regeneration is also valid for the other two-mode configurations, PSA4 and PSA5.
Two- and also four-mode PSAs require that both signal and idler waves are injected into
the amplifier, otherwise they become PIAs. If no idler wave is injected into the PPLN, the
evolution of the optical fields for configuration PSA3 is still given by (5.4), but with ai (0) = 0.
In this case, as(z) = as(0) cosh(gz) and the magnitude of the generated idler is given by
ai (z) = as(0) sinh(gz) for any phase value of the input signal and pump waves.
PSA4
Configuration PSA4 can modeled as a cSHG/DFG interaction but with wave SH gen-
erated through SHG of the input pump P. In order to obtain an analytical approximation for
the maximum and minimum gain conditions of PSA4, let us assume perfect QPM for both
the SHG and DFG steps and that the variation of ASH is mainly due to SHG of the pump
wave. This latter assumption is valid as long as the power of the signal and idler waves
is much weaker than of the pump, and allows neglecting the last term of (2.28c). If the
magnitude of the signal and idler waves is also the same, the solutions for the maximum
and minimum gain conditions, respectively achieved for 2φP −φs−φi equal to pi/2 or 0, are
given by (5.5).
aP(z) = aP(0)/ cosh(gz) (5.5a)
aSH(z) = a0 tanh(gz) (5.5b)
as(z) = ai (z) = as(0) · [cosh(gz)]±1 . (5.5c)
In the previous equation, g = κa0, a0 =
√
PP(0)∓ 2Ps(0) and the signs “+” and “−” re-
spectively correspond to the maximum and minimum gain conditions. Let us now compare
the evolution of as for configurations PSA3 and PSA4, assuming that the power of the signal
and idler waves is the same and that the product gz is large, such that cosh(gz) ≈ sinh(gz).
In the case of PSA3, the evolution of the signal power for the maximum gain condition is
approximately given by Ps(z) ≈ 4Ps(0) cosh2(gz), whereas the power of the signal for con-
figuration PSA4 is described by Ps(z) ≈ Ps(0) cosh2(gz). Hence, the gain of configuration
PSA4 is approximately four times lower than for PSA3.
Let us now determine the gain of configuration PSA4 in PI operation, i.e., when no
correlated idler is present at the input of the amplifier. In order to do so, let us assume that
the variation of the second harmonic is mainly due to SHG of the pump wave, as assumed
for (5.5). In this case, the evolution of aP and aSH is also described by equations (5.5a)
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and (5.5b), but now with a0 = aP(0). A further simplification can be performed by replacing
aSH(z) in the differential equation of as and ai , with an equivalent effective value, aSH ,
obtained by averaging aSH(z) along the PPLN waveguide through the following integration
aSH =
1
L
∫ L
0
aSH(z)dz = aP(0)
ln [cosh(gL)]
gL
, (5.6)
with L the length of the device. By using aSH in the differential equations for the signal and
idler waves, the following solution is obtained for PI operation
as(z) = as(0) cosh(gz) (5.7a)
ai (z) = as(0) sinh(gz), (5.7b)
with g = κaSH . Remarkably, the expressions for the evolution of the magnitude of the
signal and idler in PI operation for configurations PSA3 and PSA4 are identical. However,
in the case of PSA3, the effective coupling coefficient is proportional to aP(0), whereas in
PSA4 the effective coupling coefficient is proportional to aSH . If the product gL is large
enough such that cosh(gL) ≈ exp(gL)/2, the effective magnitude of wave SH is approx-
imately given by aSH ≈ aP [1 − ln(2)/(gL)]. Hence, a lower effective coupling coefficient
and, consequently, lower gain is obtained for configuration PSA4 with respect to PSA3. As
discussed later in this section, this difference is responsible for about four times lower gain
of configuration PSA4 with respect to PSA3 in PI operation.
PSA5
Configuration PSA5 can be modeled as a cSFG/DFG process, mathematically de-
scribed by (2.30). In order to obtain the analytical solutions for the maximum and minimum
gain conditions of PSA5, let us assume perfect QPM for both the SFG and DFG steps,
as ≈ ai and that the power of the two pumps is the same. If the power of the pump waves
at the input of the PSA is much higher than that of the signal and idler waves, the evolution
of the SF wave is mainly due to SFG between the two pump waves. This latter approxi-
mation allows neglecting the last term of (2.30c). The following solution is then obtained
aP1(z) = aP2(z) = aP1(0)/ cosh(gz) (5.8a)
aSF (z) = a0 tanh(gz) (5.8b)
as(z) = ai (z) = as(0) · [cosh(gz)]±1 . (5.8c)
In the previous equation, the signs “+” and “−” correspond to the maximum and minimum
gain conditions, respectively achieved when φP1 + φP2 − φs − φi is pi or 0. The effective
coupling coefficient is given by g = κa0, with a0 =
√
2PP1(0)∓ 2Ps(0). Remarkably, if the
combined power of the two pumps in PSA5, PP1(0) + PP2(0), is equal to the power of the
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pump in PSA4, PP(0), the expressions for the evolution of as and ai presented above are
identical to (5.5). The similarity between the gain properties of PSA4 and PSA5 is further
discussed later on this section.
The gain of the amplifier in PI operation can be calculated using the same procedure as
for configuration PSA4. Assuming that the variation of the SF wave is mainly due to SFG
of the pump waves, the evolution of aP1 and aP2 given by (5.8a), whereas aSF is described
by (5.8b), but now with a0 =
√
2PP1(0). An equivalent effective magnitude of wave SF,
aSF , can be devised by repeating the procedure used to obtain (5.6). By doing so, aSF can
also be described by (5.6), but considering the effective coupling coefficient of (5.8) and
replacing aP(0) with a0. By using aSF in the differential equations of the signal and idler
waves, as and ai can be approximated by
as(z) = as(0) cosh(gz) (5.9a)
ai (z) = as(0) sinh(gz), (5.9b)
with g = κaSF . Once again, if the combined power of the two pumps in PSA5 is equal to
that of pump P in PSA4, the evolution of as and ai in PI operation is exactly the same.
PSA6
Several TWM processes occur simultaneously in PSA6, whose frequency and phase-
mismatching parameters are summarized in table 5.1. The evolution of the normalized
electrical field envelope of the interacting waves can be expressed by the following set of
differential equations, obtained for CW waves propagating in a lossless PPLN waveguide
dAP1
dz
= −iκ
(
ASFA
∗
P2e
−i∆β1z + ASF 1A∗BSe
−i∆β5z + ASF 2A∗PCe
−i∆β6z
)
(5.10a)
dAP2
dz
= −iκ
(
ASFA
∗
P1e
−i∆β1z + ASF 1A∗s e
−i∆β4z + ASF 2A∗MI e
−i∆β7z
)
(5.10b)
dASF
dz
= −2iκ
(
AP1AP2e
i∆β1z + AsAPCe
i∆β2z + AMIABSe
i∆β3z
)
(5.10c)
dAs
dz
= −iκ
(
ASFA
∗
PCe
−i∆β2z + ASF 1A∗P2e
−i∆β4z
)
(5.10d)
dAPC
dz
= −iκ
(
ASFA
∗
s e
−i∆β2z + ASF 2A∗P1e
−i∆β6z
)
(5.10e)
dAMI
dz
= −iκ
(
ASFA
∗
BSe
−i∆β3z + ASF 2A∗P2e
−i∆β7z
)
(5.10f)
dABS
dz
= −iκ
(
ASFA
∗
MI e
−i∆β3z + ASF 1A∗P1e
−i∆β5z
)
(5.10g)
dASF 1
dz
= −2iκ
(
AP2Ase
i∆β4z + AP1ABSe
i∆β5z
)
(5.10h)
dASF 2
dz
= −2iκ
(
AP1APCe
i∆β6z + AP2AMI e
i∆β7z
)
. (5.10i)
At this point it is important to discuss the role of the phase mismatching parameters
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and how they affect the behavior of PSA6. In order to maximize the gain of the amplifier,
the poling period of the PPLN device is typically chosen to quasi-phase match the SFG
interaction between the two pumps, at which ∆β1 = 0. Fortunately, the symmetric location
of the interacting waves around λQPM also imply that ∆β2 and ∆β3 are also very small
for a wide spectral range. However, this is not true for the other phase mismatching pa-
rameters, which can easily scale up to very high values, even for wavelength separations
between the signal and pump P1 of the order of 1 nm. As a consequence, the efficiency
of such nonlinear interactions is greatly reduced, so waves SF1 and SF2 cannot be effi-
ciently generated and no interaction between the signal or the PC waves with the BS and
MI idlers occurs. In this case, PSA6 does not behave as a four-mode PSA, but rather as
two independent two-mode PSAs, one for the signal and PC wave, and the other for the MI
and BS idlers. In fact, only if νs ≈ νP1 all the phase mismatching parameters become small
enough to enable efficient generation of waves SF1 and SF2 and, consequently, four-mode
operation.
Nonetheless, let us consider the unlikely scenario of νs ≈ νP1 and that PSA6 effectively
behaves as a four-mode PSA. In addition, let us assume aP1 ≈ aP2, signal and idler waves
with the same power and the relative phase parameters θk , where k represents each TWM
process of PSA6. For each of the seven TWM processes with frequency relation ν l =
νm + νn, the respective relative phase parameters are given by θk = φl − φm − φn.
The maximum gain of the amplifier is obtained when the power of the pumps is trans-
ferred to the SF wave with maximum efficiency, and from the SF wave to the signal and
idlers, which is verified when θ1 = −pi/2, and θ2 = θ3 = pi/2. In addition, the four-mode
properties of the PSA can only be enabled if there is some power flowing from and to the
SF1 and SF2 waves. However, waves SF1 and SF2 are only used to intermediate the
power transfer between the signal, pump and idler waves. In order to maximize the gain of
the signal, the power of the SF1 and SF2 should be as low as possible, which corresponds
to the case when the power flowing from the pump waves to SF1 and SF2 and from these
waves to the signal and idlers is exactly the same. In order verify this situation, the two
terms on the right side of (5.10h) and (5.10i) must cancel each other, which occurs when
θ4 = θ7 = −pi/2 and θ5 = θ6 = pi/2. In such conditions, the evolution of the pump, SF, SF1,
SF2, signal and idler waves is approximately given by
aP1(z) = aP2(z) = aP1(0) tanh(gz) (5.11a)
aSF (z) = a0/ cosh(gz) (5.11b)
as(z) = aMI (z) = aPC (z) = aBS (z) = as(0) cosh(gz) (5.11c)
aSF 1(z) = aSF 2(z) ≈ 0, (5.11d)
with g = κa0 and a0 =
√
2PP1(0)− 2Ps(0). Let us now compare the evolution of the
magnitude of the signal and idler waves for configurations PSA5 and PSA6. Despite the
two additional idler waves in PSA6, the evolution of as for the maximum gain condition is
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exactly the same in both configurations, so no gain advantage is obtained by considering
a four-mode configuration over two-mode PPLN-based PSAs. This result differs from what
is observed for fiber-based PSAs, in which four-mode configurations do offer an additional
gain advantage of 6 dB compared to two-mode PSAs [209].
Small signal gain
The gain of the amplifiers for maximum and minimum gain conditions can be calculated
from the analytical expressions obtained above through G (L) = [as(L)/as(0)]2. For high-
gain amplification purposes, strong pump waves with power levels much higher than that
of the input signals are typically used. In this case, the hyperbolic sines and co-sines can
be approximated by cosh(x) ≈ sinh(x) ≈ exp(x)/2, and the gain of the PSAs, also known
as the small signal gain, is given by (5.12a) for PSA1 and PSA3, and by (5.12b) for the
remaining configurations.
G (L) ≈ e2κ
√
PP L (5.12a)
G (L) ≈ e
2κ
√
PP L
4
. (5.12b)
The previous equations were obtained assuming that PP = PP1(0) + PP2(0) = 2PP1(0)
for dual-pump configurations. Compared to PSA1 and PSA3, the small signal gain of the
other configurations is four times (6 dB) lower. The main reason for the lower gain is
the additional TWM step to generate an intermediate pump wave at the second harmonic
band. In these cases, the power of the pump(s) is first transferred to the wave at the second
harmonic band, and then to the signals. This process is not as efficient as in configurations
PSA1 and PSA3, in which the power directly flows from the pump to signal wave. Hence,
PSAs relying on cascaded second-order nonlinear interactions have a gain disadvantage
of 6 dB compared to those based on simple DFG.
The gain of the amplifiers at the minimum gain condition can also be obtained from the
analytical solutions presented above. Remarkably, the gain at the minimum gain condition
is simply the inverse of G (L). A common parameter to characterize the performance of
phase regenerators is the so called phase-sensitive dynamic range (PSDR), defined as
the ratio between the maximum and minimum gain of the amplifier. Hence, a theoretical
PSDR of G 2 is expected for all configurations.
The small signal gain in PI operation, GPI , for two-mode configurations PSA3, PSA4
and PSA5 can be respectively calculated from (5.4) assuming ai (0) = 0, (5.7) and (5.9). In
the case of PSA3, the small signal gain in PI operation is given by (5.13a), whereas (5.13b)
represents the small signal gain for PSA4 and PSA5.
GPI (L) ≈ e
2κ
√
PP L
4
(5.13a)
GPI (L) ≈ e
2κ
√
PP L
16
. (5.13b)
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Comparing (5.12) to (5.13), an additional gain factor of four (6 dB) is obtained in PS oper-
ation with respect to the respective PI configurations. The additional gain factor originates
from the coherent summation of the amplified signal and idler waves and is commonly
known as the 6 dB advantage of two-mode PSAs over PIAs [186]. As observed in (5.12),
the small signal gain for PSA4 and PSA5 in PI operation is four times lower than for PSA3,
which is again a consequence of the intermediate TWM steps.
5.1.2 Numerical simulations
In this section, the influence of the total pump power, PP , the input signal power, Ps ,
and the length and normalized conversion efficiency of the PPLN device on the maximum
gain of the different PSA configurations is numerically evaluated and compared to the
analytical solutions obtained in the previous subsection. The simulations were performed
using a 4th-order Runge-Kutta algorithm to solve the couple-mode differential equations
presented in chapter 2. The effects of the relative phase between the interacting waves
and the gain spectrum of the PSAs are also numerically evaluated. Unless otherwise
stated, a PPLN device with length, poling period, λQPM , temperature of operation and SHG
efficiency of respectively 6 cm, 19.39 µm, 1550 nm, 25 ◦C and 500%/W is considered for all
configurations. In addition, the wavelength of the pump wave in single-pump configurations
is selected at either λQPM or λQPM /2. For dual-pump configurations, the wavelength of
pump P1 is set at 1545 nm, whereas the wavelength of P2 is set to λP2 = 1/(2λ−1QPM−λ−1P1).
The influence of PP on the gain of the amplifier is depicted in figure 5.2, with the signal
wavelength set to λQPM for PSA1 and PSA2, 1547 nm for PSA3, PSA4 and PSA5, and
1545.01 nm for PSA6. An input signal power of -20 dBm was considered. As expected,
the maximum/minimum gain of the amplifier increases/decreases exponentially with the
pump power for all configurations, with a very good agreement between the theoretical
and numerical solutions up to more than PP= 30 dBm. The numerical simulations also
show that the maximum gain of PSA1 and PSA3 in PS operation for PP of 30 dBm is about
19.4 dB, whereas 13.5 dB is measured for the other configurations. These results are in
agreement with the theoretical predictions of four times (6 dB) higher gain for PSA1 and
PSA3, discussed in the previous subsection.
The gain of the amplifier for two- and four-mode configurations operating in PI mode is
also shown in figure 5.2. According to the numerical simulations, the gain of the amplifiers
in PI operation becomes about four times (6 dB) lower than in PS operation for two-mode
PSAs. This result was also observed in two-mode fiber-based PSAs [186], and is a con-
sequence of constructive addition of the amplified signal and idler. The gain of the idler
measured with respect to the input signal power or equivalently, the conversion efficiency,
also increases with PP , as expected. Furthermore, while the power of the idler is much
lower than the signal one, the gain of the signal wave is relatively low. However, when the
power of both waves becomes comparable, the signal and idler gain starts to grow very
quickly with PP . Smaller conversion efficiencies are also measured at lower pump power
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Figure 5.2: Maximum (max.) and minimum (min.) gain of the PSAs as a function of PP for config-
urations: a) PSA1, b) PSA2, c) PSA3, d) PSA4, e) PSA5, and f) PSA6. The solid curves represent
the theoretical solutions, whereas the dot markers correspond to the numerical results. In c), d),
e) and f), the theoretical gain of the amplifiers in PI operation for the signal and idler waves is also
represented by the solid curves PI-s and PI-i, with the respective numerical results shown by the
asterisk markers.
for PSA4 and PSA5 than in PSA3, which is also a consequence of the intermediate TWM
process required in cascaded nonlinear interactions. The gain of PSA6 in PS operation is
about 16 times (12 dB) higher than in PI mode, as a result of the constructive beating of
not only two, but four correlated waves. This result has also been experimentally observed
in fiber-based PSAs [209]. However, the maximum PS gain of PSA6 is approximately the
same of PSA4 and PSA5, which is explained by the generation of additional intermediate
waves SF1 and SF2. As discussed above, the generation of intermediate waves at the
second harmonic band reduce the efficiency of the power transfer from the pumps to the
signal and idler waves. In the case of PSA6, the generation of the additional intermediate
waves SF1 and SF2 cancels out the gain advantage of beating four correlated waves in-
stead of only two, which results in a final gain equivalent to that of PSA4 and PSA5. This
behavior is even more evident in PI operation. As shown in the figure, the gain of PSA6 in
PI mode at PP of 30 dBm is 1.4 dB, whereas a gain value of 7.8 dB is measured for PSA4
and PSA5, at the same pump power. In addition, for PP values between 20 dBm and 25
dBm, the gain of PSA6 in PI mode decreases with the pump power. These results are also
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Figure 5.3: Maximum gain of the amplifiers as a function of Ps for configurations: a) PSA1, b) PSA2,
c) PSA3, d) PSA4, e) PSA5, and f) PSA6. The solid curves represent the theoretical solutions,
whereas the dot markers correspond to the numerical results. In c), d), e) and f), the theoretical
gain of the amplifiers in PI operation for the signal and idler waves is also represented by the solid
curves PI-s and PI-i, with the respective numerical results shown by the asterisk markers.
caused by power depletion of the signal, which is partially consumed to generate waves
SF1 and SF2, as well as the additional idlers.
The influence of Ps on the gain of the amplifiers is depicted in figure 5.3 for PP = 30
dBm. For all the simulated configurations, the gain of the amplifier remains almost un-
changed with Ps until reaching saturation, at input signal power values around 5 dBm in
PS operation, and even higher values when behaving as a PIA. A good agreement be-
tween the numerical simulations and theoretical solutions is observed far from saturation.
When the amplifiers become saturated, however, the undepleted pumps approximation is
no longer valid, and significant differences between the numerical simulations and the an-
alytical expression are observed. The additional gain of 6 dB of configurations based on a
single TWM process is also observed, as well as the gain advantage of 6 and 12 dB when
switching from PI to PS operation in two- and four-mode configurations, respectively.
The PS properties of the amplifiers are evidenced in figure 5.4, where the gain the
amplifiers is depicted as a function of φs for PP = 30 dBm and Ps = -20 dBm. A sinusoidal
variation of the gain with the signal phase is observed in all the simulated curves, with a
periodicity of pi for one-mode PSAs and of 2pi for the other configurations. In the case of
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Figure 5.4: Gain of the PSA as a function of φs for configurations: a) PSA1, b) PSA2, c) PSA3, d)
PSA4, e) PSA5, and f) PSA6. The asterisk and cross markers represent the theoretical gain for the
maximum and minimum gain conditions.
one-mode PSAs, the optical field of the second harmonic is proportional to the square of
the input signal one and, consequently, the relative phase between the interacting waves
is affected by twice the phase of the signal wave. This relation explains the observed
periodicity of pi.
The variation of the gain of PSA6 with the phase of the signal, pumps and idler waves
is plotted in figure 5.4-f). As shown in the figure, the gain of the PSA is strongly affected by
the phase of P1 and P2, with a difference of more than 20 dB between the maximum and
minimum gain values, whereas less than 7 dB gain variation is verified when changing the
phase of the signal and idlers. Each pump wave participates in more TWM processes than
the signal and the idler waves and, therefore, the pump waves have a stronger impact on
the PS gain of the amplifier.
The gain spectra of the PSAs are depicted in figure 5.5 for PP = 30 dBm and Ps =
-20 dBm. In PSA1, the wavelength of the pump is also shifted to λ2/2 in order to keep
the frequency-correlation of the waves, otherwise PS operation could not be achieved. For
the same reason, the wavelength of pump P2 in PSA2 is set to λP2 = (2/λs − 1/λP1)−1.
The gain spectra presented in figures 5.5-a) and 5.5-b), show that the maximum gain is
achieved at the QPM wavelength, as expected, and that the gain quickly drops to very low
values for wavelength detuning from λQPM higher than 0.25 nm, due to phase mismatching.
The narrow gain bandwidth of the one-mode PSAs requires that the signal wavelength
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Figure 5.5: Signal gain spectrum for configurations: a) PSA1, b) PSA2, c) PSA3, d) PSA4, e) PSA5,
and f) PSA6. In (e), the solid, dotted, dashed and dot-dashed lines correspond to a wavelength
spacing between the two pumps of 10, 30, 50 and 70 nm, respectively.
must be properly tuned to match λQPM and that the temperature of operation is properly
stabilized, otherwise the gain of the PSA becomes very low. The narrow gain bandwidth
of one-mode PSAs also precludes the possibility of multichannel amplification for optical
communication systems. This is not the case of two-mode PSAs, where amplification
bandwidths of more than 40 nm can be obtained, as depicted in figures 5.5-c) to 5.5-
e). However, the wavelength of the pump must still be precisely set to λQPM /2 in PSA3
and λQPM in PSA4 or, in the case of dual-pump configurations, the two pumps must be
symmetrically placed around νQPM , such that νP1 + νP2 = 2νQPM . One disadvantage of
two-mode PSAs for data transmission in optical communication systems is the fact that not
only the signal but also the idler channels must be transmitted throughout the optical links,
so half of the transmission bandwidth is lost.
In single-pump, two-mode PSAs built with HNLFs, the flatness and bandwidth of the
gain spectrum are limited not only by the dispersive properties of the fiber, but also by
SPM and XPM effects, which generate an additional contribution to the effective phase
mismatch parameter [73] (see also figure 2.13). A dual-pump configuration can be used
as an alternative to provide flatter and wider gain bandwidth in fiber-based PSAs [73]. On
the other hand, since PPLN waveguides are not significantly affected by SPM and XPM,
flat and broadband gain spectra are observed for both single- and dual-pump configura-
tions, as depicted in figures 5.5-c) to 5.5-e). Since dual-pump configurations are typically
more difficult to implement in practice and with no additional benefits over the respective
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single-pump configuration, PSA4 is more attractive for multichannel operation in optical
communication systems. The gain spectra of configuration PSA5 for a wavelength spac-
ing between the two pumps of 30, 50 and 70 nm is also depicted in figure 5.5, showing
that increasing the pump spacing allows to slightly broaden the gain bandwidth, but at the
expense of decreasing the gain of the amplifier.
Let us now compare the gain spectrum for configurations PSA6 and PSA5 with a pump
spacing of 10 nm. According to the numerical simulations, the gain spectrum of both
configurations is practically identical, with the exception of a very narrow region around
λP1, at 1545 nm, detailed in the inset of figure 5.5-f). In fact, PSA6 only behaves as a
four-mode PSA in that narrow spectral region, where ∆β4, ∆β5, ∆β6 and ∆β7 are small.
Hence, four-mode PPLN-based PSAs do not provide any gain advantage over two-mode
PSAs, in addition to the very strict frequency location of the waves in order to enable four-
mode operation.
The influence of the length and normalized SHG efficiency η of the PPLN waveguides
on the gain of the PSAs is plotted in figure 5.6 for Ps = -20 dBm and PP = 30 dBm.
The simulated curves show that the gain of the amplifiers increases with both L and η.
According to the theoretical predictions, the gain of the amplifiers grows exponentially with
L, as well as with the square root of the normalized conversion efficiency, as κ =
√
η.
Hence, it would be preferable to increase the length of the device rather than its efficiency,
but the current fabrication technology limits the usable size of the lithium niobate wafers to
less than 10 cm. In addition, it is more difficult to guarantee the uniformity of the waveguide
geometry for longer devices and, consequently, to keep λQPM constant along the entire
device.
In summary, the influence of key parameters on the gain of different PPLN-based PSAs
was discussed. Due to their limited gain bandwidth, applications of one-mode PSAs on
multichannel amplification are precluded, unless one device is used for each channel or
PPLN waveguides with multiple QPM resonances are considered. Still, these amplifiers
can be used for phase-regeneration applications, as discussed in the following section.
The high bandwidth and flat gain profiles of two-mode PSAs make them very attractive
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for multichannel amplification, with the benefits of immunity to SPM, XPM and SBS when
comparing to their fiber-based counterparts. Moreover, it was shown in this section that the
gain flatness and amplification bandwidth is similar considering either single- or dual-pump
two-mode PSAs, so single-pump configurations are preferable due to simpler implemen-
tation. However, since the correlated idlers must also be transmitted along with signal
channels, half of the transmission bandwidth is lost. Nonetheless, this disadvantage can
be partially compensated by placing these waves in unused bands, out of the conventional
gain bandwidth of EDFAs. Four-mode PPLN-based PSAs can only be implemented if the
signal is very close to one of the pump waves, and show no gain advantage compared
to two-mode amplifiers, so this configuration is not attractive for amplification purposes in
optical communication systems. In addition, twice the transmission bandwidth is required
for the additional idler waves.
Another important conclusion from the analysis performed in this section is the addi-
tional gain of 6 dB obtained for configurations based on single TWM processes. However,
in fiber optics systems, manipulation of signals in the second harmonic band is challeng-
ing. In [205], a phase regenerator for BPSK signals based on configuration PSA1 was
experimentally demonstrated, using an additional PPLN device to generate the pump at
the second harmonic. However, not only an extra nonlinear device is required in this ap-
proach, but the combined total insertion losses of the two devices is also higher. Thus, the
additional gain advantage of 6 dB may not be enough to compensate the extra insertion
losses, and the equivalent configuration based on cascaded TWM processes may actually
be more advantageous.
5.2 Phase-sensitive amplification and phase regeneration in a
single bidirectional PPLN device
In this section, PS amplification and phase regeneration respectively based on config-
urations PSA4 and PSA2, are demonstrated using the copier + PSA scheme in a single
PPLN waveguide with bidirectional propagation. The proposed scheme allows generating
the correlated waves in one propagation direction and PS operation in the opposite direc-
tion.
5.2.1 Phase-sensitive amplification in a single bidirectional PPLN device
The principle of operation of the proposed scheme is represented in figure 5.7. The cor-
related waves are generated in the copier direction through cSHG/DFG between a strong
pump wave (green arrow), and a signal wave (blue arrow). After the generation of the cor-
related idler, the waves are injected again in the PPLN waveguide for PS operation. As
depicted in figure 5.7, an optical processor (OP) based on liquid crystal on silicon technol-
ogy [210] is used to equalize the power of the signal and idler waves, and to vary the relative
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OP
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PSA
Figure 5.7: Schematic representation of the copier + PSA scheme implemented using a single
PPLN waveguide with bidirectional propagation. An OP is also included to equalize the signal and
idler, and to adjust the relative phase of the interacting waves.
phase of the interacting waves. In this subsection, PS amplification is investigated using
configuration PSA4 discussed in section 5.1 due to its simplicity and prospects for multi-
channel operation [203]. Configuration PSA3 could have also be used instead of PSA4,
with a theoretical gain advantage of 6 dB (see section 5.1). However, it would require the
generation of a pump wave at the second harmonic band in another PPLN device, result-
ing in no savings of devices and temperature controllers. In addition, the available optical
components were not optimized for operation in the second harmonic band, around 780
nm, so the gain advantage of PSA3 with respect to PSA4 would be partially reduced, if not
completely eliminated by the total insertion and propagation losses of the optical elements
and patch cords.
The performance of the proposed bidirectional scheme is characterized by evaluating
the impact of the pump-to-signal power ratio, PSR, and the total input power in the PSA
direction, PT , on the PS gain, obtained for PPLN waveguides with different lengths. The
experimental set-up used to evaluate the performance of the bidirectional scheme is shown
in figure 5.8. Two ECLs were used as light sources, tuned at 1545.5 nm (pump) and 1548
nm (signal). After state of polarization alignment using PolCs, amplification in EDFAs and
out-of-band ASE noise filtering in 1 nm BPFs, the two waves were combined in a 10:90 cou-
pler. An optical circulator (Circ.) was then inserted in the experimental apparatus to avoid
light coming from the PPLN device after PS amplification returning back to the ECLs, while
directing the amplified waves to an OSA for monitoring. Three different 5% MgO-doped
PPLN waveguides with length of 3, 4.5 and 6 cm were used in this experiment, respec-
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Figure 5.8: Experimental set-up used to characterize PS amplification in a bidirectional PPLN-
based PSA.
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tively labeled as PPLN30, PPLN45 and PPLN60. The poling period of the three PPLN
devices was 19 µm. The measured normalized conversion efficiency, η, of the devices was
of 21.1, 20.2 and 11.7 %W−1cm−2 for PPLN30, PPLN45 and PPLN60, respectively. The
total insertion losses were of about 3.5 to 4 dB, including the losses of the coupling optics.
After passing through the PPLN device for the first time, in the copier direction, a cor-
related idler i was generated at λi = (2/λP − 1/λs)−1. Then, the three waves were led to
the liquid crystal on silicon OP, after a VOA used to limit the maximum input power to the
OP, of about 10 dBm. In addition to power equalization and variation of the relative phase
between the interacting waves, the OP also enabled switching from PS to PI operation by
blocking the idler wave. An additional EDFA was inserted in the loop to compensate for
the attenuation of the VOA before the OP, as well as another VOA and PolC to control
the power and state of polarization of the waves before entering the PPLN device for PS
amplification. The power of the pump and signal waves entering the PPLN waveguide in
the copier direction was of about 25.8 and 14.9 dBm, respectively. A total pump power up
to 27.6 dBm was launched into the device in the PSA direction.
The experimental results and respective numerical simulations obtained by solving the
coupled-mode equations for cSHG/DFG between CW waves with a 4th-order Runge-Kutta
algorithm are shown in figure 5.9. The same parameters of the experimental measure-
ments were considered in the numerical simulations. Identical insertion losses for both
sides of the PPLN device were also assumed. The optical spectrum of the signal wave
obtained at the output of the PPLN in the PSA direction is shown in figures 5.9-a) to 5.9-c)
for the maximum and minimum gain conditions, as well as for PI operation. According to
the experimental results, an additional gain of 1.7, 3 and 0.7 were respectively obtained
for PPLN30, PPLN45 and PPLN60, measured with respect to the gain in PI operation.
The obtained results are far from the theoretical gain advantage of 6 dB, but such situ-
ation is only verified at high gain values, which was not the case in this experiment. As
expected, a higher gain advantage is obtained with PPLN45 in comparison with the 3 cm
device. However, a gain advantage of only 0.7 dB was measured for PPLN60 when an
even higher advantage should be expected. The main reasons for this result are the lower
normalized conversion efficiency and the higher susceptibility to λQPM detuning. In gen-
eral, guaranteeing the uniformity and homogeneity of the waveguides in long devices is
challenging, which typically results in lower normalized conversion efficiencies. In fact, the
SHG conversion efficiency, given by η · L2, is almost the same for PPLN45 and PPLN60,
of about 410 and 420 %/W, respectively. In addition, the QPM bandwidth of longer devices
is narrower, so long PPLN waveguides are more sensitive to any wavelength/temperature
detuning from the optimum operation condition.
The PS properties of the amplifier are evident in the results shown in figures 5.9-d) to
5.9-e). As shown in the figures, the gain of the amplifier is greatly affected by the relative
phase ∆φ applied to the pump wave in the OP. According to the experimental results, two
gain maxima are observed at ∆φ of 0.6pi and 1.6pi radians, whereas two minimum gain
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Figure 5.9: Measured optical spectra of the signal wave after PS amplification at the maximum
(Max.) and minimum (Min.) gain conditions for a) PPLN30, b) PPLN45, and c) PPLN60. The output
spectrum in PI operation is also shown by curve PIA, obtained by blocking the idler in the OP.
Simulated and experimental variation of the gain with the relative phase-shift applied to the pump
wave in the OP for d) PPLN30, e) PPLN45, and f) PPLN60. Simulated and experimental variation
of the PSDR with PSR for g) PPLN30, h) PPLN45, and i) PPLN60, with PT = 27.6 dBm. Variation
of the PSDR and gain at the maximum (Max.) and minimum (Min.) gain conditions with PT for j)
PPLN30, k) PPLN45, and l) PPLN60, with PSR = 20 dB. In j), k) and l), the markers represent the
experimental results, wheres the solid lines correspond to numerical simulations.
values are observed at ∆φ of 0.3pi and 1.1pi radians. A good agreement is verified between
the experimental results and the numerical simulations for relative phase values above 0.5pi
radians. For lower values of ∆φ, it was found that the real phase-shift applied to the pump
wave did not match the one introduced in the OP controlling software. Nonetheless, the
obtained results effectively show the PS properties of the bidirectional PPLN-based PSA.
The influence of the PSR on the PSDR is depicted in figures 5.9-g) to 5.9-i). According
to the experimental measurements and the numerical simulations, the PSDR is practically
unaffected by the PSR. A very good agreement between the experimental and numeri-
cal results is found for PPLN30, but PSDR values up to about 3 dB below the numerical
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simulations were measured for PPLN45 and PPLN60. This discrepancy is caused by the
emission of a strong green light wave, shown in figure 5.10, generated from SFG between
the fundamental wave and the second harmonic. The green light emission not only partially
depletes the pump wave, but it also leads to GRIIRA, which is one of the physical processes
responsible for photorefractive damage in lithium niobate [123,126], as discussed in chap-
ter 2. Since the generation of the green light is stronger for longer devices, PPLNA45 and
PPLN60 are also more susceptible to GRIIRA effects. Even though MgO-doping substan-
tially mitigates GRIIRA effects [126], they are not completely eliminated, particularly at very
high pump power and at room temperature operation. The local heating generated due to
GRIIRA effects also required changing the temperature of operation in order to tune the
QPM resonance condition to the pump wavelength. As an example, the temperature of
operation of PPLN60 had to be tuned from 26.4 ◦C at PT = 17.5 dBm to 22.6 ◦C at PT =
27.6 dBm.
Figure 5.10: Green light emission in the PPLN device at high pump power. Courtesy of Dr. Ben-
jamin Puttnam.
The influence of the total input power in the PSA direction, PT , on the maximum and
minimum gain and PSDR of the PSA is shown in figures 5.9-j) to 5.9-l), for a PSR of about
20 dB. As expected, the PSDR and maximum gain increase with PT as a consequence of
stronger pump power (note that about 99% of PT is the pump power), with a good agree-
ment between the experimental results and the numerical simulations. However, lower
PSDR and maximum gain values were measured with respect to the numerical simula-
tions for PPLN45 and PPLN60, in particular at high PT values. This result is also caused
by the non-negligible GRIIRA effects, as discussed above.
Despite the evident PS properties, no significant net gain could be obtained at any
available pump power level due to the low conversion efficiency of the PPLN waveguides
and high insertion losses. Using devices with higher conversion efficiencies such as ridge
PPLN waveguides [50] is a possible way to increase the gain of the proposed scheme and
use it as an amplifier in optical communication links, but such devices were not available.
On the other hand, the measured PSDR values of about 10 dB suggest that, in princi-
ple, the proposed scheme can still be used for phase regeneration applications, as it is
discussed in the next subsection.
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5.2.2 Phase regeneration of BPSK signals in a single bidirectional PPLN
device
With the advent of advanced modulation formats and coherent receivers, both ampli-
tude and phase are used to encode several bits into a single symbol in order to increase
the utilization efficiency of the available transmission bandwidth. Using such advanced
modulation formats not only amplitude but also phase regeneration may be required. Sev-
eral all-optical strategies have been suggested in order to achieve this purpose. Phase-
preserving amplitude regenerators to limit the amplitude-to-phase nonlinear noise transfer,
also known as the Gordon-Mollenauer effect [45, 46], and phase-to-amplitude format con-
version using delay line interferometers, followed by amplitude regeneration [47] are some
examples.
Phase regeneration of BPSK signals can be directly performed using the phase squee-
zing properties of PSAs, as reported in [25, 48–50], with the potential advantage of si-
multaneous amplitude regeneration by operating the PSA in saturation [25]. Extension to
higher-order phase-encoded formats can also be performed by combining several BPSK
phase regenerators [51], or by mixing the degraded signal with a phase-conjugated har-
monic of the signal in a PSA [52–55].
Two main strategies have been considered to perform phase regeneration of a BPSK
signal, based on either two-mode [48, 49] or one-mode [25, 50, 211] PSAs. As discussed
in subsection 5.1.1 for configuration PSA3, the phase regeneration properties of two-mode
PSAs can be enabled by first generating a correlated idler from a CW signal in a PI para-
metric amplifier (copier), and then modulate both the signal and idler waves in the same
BPSK modulator [48, 49]. In a real system, this strategy is highly undesirable as it would
require the generation of the correlated idler at the transmitter side. In addition, the corre-
lated idler and pump waves must be transmitted along with the signal channel throughout
the optical links until reaching the two-mode PSA for phase regeneration. Hence, this
strategy is not further discussed in this thesis. The second possibility does not require
any correlated idler to be transmitted along with the signal and is suitable for “black-box”
(or in-line) operation, meaning that the phase regenerator can be regarded as a black-box
whose inputs and outputs are only the deteriorated and regenerated signals [25].
The black-box phase regenerator is based on three main operations: phase squeezing
in one-mode PSAs, generation of a low-noise correlated pump wave (also known as car-
rier recovery), and phase-locking of the pump phase [25]. Let us first discuss the phase
squeezing properties of the PSA. The phase squeezing properties of one-mode PSAs are
a direct consequence of the PS interference between the original signal photons propa-
gating through the nonlinear medium and the new photons generated from the correlated
pump waves through FWM or cSHG/DFG, as shown in figure 5.11-a). The phase of the
generated photons is given by φ(2)s = φP1 + φP2 − φ(1)s + const, where φ(1)s , φP1 and φP2
are the phases of the initial signal, pump P1 and pump P2, respectively, and const is a
constant. The gain of the PSA is then determined by the relative phase of the generated
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Figure 5.11: a) Schematic representation of the PS operation of PSAs based on construc-
tive/destructive interference of original and generated photons. Illustration of the effects of a b)
PIA and c) PSA on the constellation diagrams of the signal wave.
and initial signal photons, according to ∆φ = φ(2)s −φ(1)s = φP1 +φP2−2φ(1)s +const. Hence,
maximum or minimum gain values are obtained for ∆φ equal to an even or odd multiple of
pi, at which constructive or destructive interference between the initial and generated sig-
nal waves is respectively observed. At any other values of ∆φ, the gain of the PSA varies
between these two extreme possibilities, determined by the interference condition.
The phase squeezing properties of the PSA can be understood by the effects of the
amplifier on the output constellation diagrams, illustrated in figure 5.11-b) for a PIA and
5.11-c) for a PSA. In these figures, the red lines represent the constellation diagrams of an
input signal with constant amplitude and random phase, whereas the blue lines represent
the respective output constellation diagrams. In the case of a PIA, both the in-phase and
quadrature components of the input signal are amplified equally, so the output and input
signal phases, φout and φin, are identical. Hence, no phase regeneration is observed. On
the other hand, the in-phase and quadrature components experience different gain in a
PSA, so the output constellation is elongated towards a preferential gain axis, leading to
phase squeezing. The typical variation of the gain and output phase as function of the input
signal phase is also represented in 5.11-c). As depicted in the figure, the gain of the PSA
periodically varies from maximum to minimum values, depending on the input signal phase.
In addition, the output phase response of the regenerator, illustrated by the green curve in
figure 5.11-c), has a staircase shape with two step levels at 0 and pi. The staircase shape of
the signal phase transfer function is an indication of the phase regenerative properties [49].
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The phase regenerative properties of the PSA can be quantified by the maximum and
minimum gain of the amplifier. Let us assume that the in-phase and quadrature compo-
nents of the signal wave are amplified with respective gain values of G x (maximum gain)
and G y (minimum gain). Let us also consider that the complex amplitude of the signal sym-
bol is generically described by As = |As | [cos(φin) + i sin(φin)]. After the PSA, the complex
amplitude of the signal becomes As = |As | [G x cos(φin) + iG y sin(φin)] and the output phase
is given by [48]
φout = atan
(
G y sin(φin)
G x cos(φin)
)
= atan
(
tan(φin)
PSDR
)
, (5.14)
where PSDR = G x/G y . The PSDR determines the steepness of the staircase-shaped
phase transfer function of the regenerator, with steeper phase transitions for higher PSDR
values. The PSDR also defines the elongation of the output constellation diagram of the
regenerator.
Let us now discuss the generation of the correlated pump waves. In order to achieve
black-box operation, the correlated pumps must be generated by mixing an initial pump
(P1) with the input signal through FWM or cSHG/DFG in a first PIA (copier), as depicted in
figure 5.12. A new wave (P2) at frequency νP2 = 2νs − νP1 is generated in the copier PIA,
whose phase is given by φP2 = 2φs − φP1 + const, with const a constant term. Assuming
an input noisy BPSK signal with phase φdata +φs,n, where φdata represents the logic phase
symbols and φs,n is the signal phase noise, the phase of P2 becomes φP2 = 2φdata +2φs,n−
φP1 + const. Since φdata is either 0 or pi, the respective data modulation in P2 becomes 0
and 2pi, so the modulation data is erased (modulation stripping). Consequently, a strong
narrow-linewidth carrier is generated, as depicted in figure 5.12. However, an excess phase
noise is also transferred to pump P2, enhanced by a factor of 2 compared to the initial
phase noise in the signal.
The excess phase noise can be removed through a narrow-band filtering process such
as injection locking [25, 208, 212]. Injection locking is a process in which the frequency
and phase of a free-running oscillator (slave) is stabilized and locked to the emission of a
master oscillator [212]. In order to guarantee stable injection locking, a narrow-bandwidth
carrier needs to be fed into the slave laser, which ultimately determines the emission of the
slave laser. Any frequency components other than the carrier (e.g. noise) are not locked
and are attenuated with respect to the carrier. This is the main principle of operation
behind narrow-band filtering through injection locking and the reason why it is necessary
signal
pump1
pump2
signal
pump1
copier
νP2 = 2νs-νP1 
ϕP2 = 2ϕs-ϕP1+b
    = 2ϕdata+2ϕs,n-ϕP1+const
tranferred
phase noise
Figure 5.12: Schematic representation of the carrier recovery process using a copier PIA.
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to generate a narrow-bandwidth carrier by removing the data modulation from pump P2.
The bandwidth of injection locking filtering depends on the injected power level. Typically,
narrower filtering properties are obtained at low input power values [212,213]. Depending
on the output power of the slave laser, injection locking can also be used to amplify the
master laser emission. In [208], a pump recovery set-up based on injection locking was
demonstrated, obtaining gain values of more than 40 dB.
Narrow-band filtering based on injection locking requires separating P2 from the other
waves to another optical path, and combining the waves again after noise filtering. In order
to keep the phase of the interacting waves locked, not only the length of the two optical
paths must be aligned, but any phase drift caused by thermal and acoustic fluctuations
of the optical paths must be tracked and compensated. This situation leads to the third
requirement for black-box operation, i.e., the optical PLL. An optical PLL built with a PZT-
based fiber stretcher is a possible solution to guarantee phase-locked waves at the input of
the PSA [25, 186]. The optical PLL circuit is based on a lock-in amplifier, which produces
a reference sinusoidal signal that is used to drive the fiber stretch and generates a small
phase dithering on one of the interacting waves. After PS amplification, the phase dithering
is converted into a small sinusoidal variation of the signal gain, which can be detected
in a PD. The detected signal is then compared with the reference sinusoidal originally
generated by the lock-in amplifier, providing a feedback error mechanism for the PLL circuit.
Further details on the operation of the optical PLL are provided later on, when describing
the experimental set-up used to demonstrate phase regeneration of BPSK signals.
In this subsection, a BPSK phase regenerator based on the copier + PSA scheme in
a single bidirectional PPLN waveguide device is considered. In the proposed scheme,
the correlated P2 wave is generated in the copier direction, using a discrete-mode semi-
conductor laser [214] for injection locking, and a PLL based on a PZT fiber stretcher to
compensate for any acoustic and thermal phase drifts of the relative phase of the interact-
ing waves.
Experimental set-up
The experimental set-up used for phase regeneration of BPSK signals in a single bidi-
rectional PPLN device is depicted in figure 5.13. The noisy 10 Gb/s BPSK signal was
generated by modulating the light emitted by an ECL in a phase modulator (PM) driven
by a noise-loaded electrical signal. The drive voltage (Vpi) and the 3-dB bandwidth of the
PM were about 5 V and 34 GHz, respectively. A PRBS of length 215-1 was considered in
this experiment. Additional white noise was provided by a noise source composed of two
cascaded EDFAs interleaved by a 3 nm BPF. The contribution of each noise source was
selected in order to obtain standard deviation values of the detected symbols for phase
and amplitude of 0.25 and 0.1, respectively, measured before entering the PPLN for phase
regeneration.
After amplification and out-of-band ASE noise filtering, part of the modulated signal
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Figure 5.13: Experimental set-up used for black-box phase regeneration of BPSK signals in a
single bidirectional PPLN waveguide.
was combined with the P1 wave emitted from another ECL in a WDM coupler (P1 + signal
arm), and injected into the PPLN device. The length, poling period, QPM wavelength at
21 ◦C, content of MgO and normalized conversion efficiency of the PPLN waveguide were
6 cm, 19.1 µm, 1549.3 nm, 5% and 15.6 %W−1cm−2, respectively. The PPLN waveguide
was chosen as a trade-off between the spectral operational range of the injection-locking
laser and the passband of the WDM coupler, while enabling room temperature operation.
The input power going into the PPLN waveguide in the copier direction was about 27.3
dBm.
After generation of wave P2 in the copier direction, the generated wave passed through
an optical circulator (Circ.) and was led to an injection-locked laser in order to remove
the excess phase-noise produced through the cSHG/DFG interaction, as proposed in [25].
A discrete-mode semiconductor laser was used as the slave laser. A VOA and a PolC
were introduced before a second circulator in order to control the input power and state of
polarization of the P2 wave before the injection-locked laser. In this experiment, a WDM
multiplexer (WDM MUX) was used to filter all the signals except P2 at the input to the
semiconductor laser, and also to combine the filtered output pump P2 with pump P1 coming
from the P1 arm. The semiconductor slave laser had an emission linewidth of the order
of 100 kHz, with a maximum output power of around 10 dBm. The power of the light
injected into the slave laser was set to below -20 dBm for narrow filtering operation. Then,
the phase-correlated pumps coming from the output (o) port of the second optical circulator
were combined with the modulated signal from the signal arm in a 10:90 coupler and sent to
a liquid crystal on silicon OP for power equalization and an EDFA, before entering the PPLN
for phase regeneration in the PSA direction. This EDFA was introduced to compensate the
attenuation required at the input of the OP due to its maximum input power constraints
and the insertion losses of the other passive devices introduced in the optical path. The
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power of the two pump waves was set to the same value (balanced pumps) for optimal
performance. In addition to power equalization of the interacting waves, the OP allowed
switching between PS and PI operation by blocking the wave P2. ODLs and PolCs were
also introduced in the signal and P1 arms to guarantee path length and state of polarization
alignment. The total power injected into the PPLN waveguide in the PSA direction was
varied up to a maximum value of 28.9 dBm.
After phase regeneration along the PSA direction in the PPLN device, part of the re-
generated signal was tapped from a 10:90 coupler, placed between the PPLN and the
WDM coupler, and sent to a variable bandwidth BPF and a single polarization coherent
receiver. An optical isolator was also introduced between the WDM coupler and the PPLN
device in order to avoid the high-power waves coming out of the PPLN devices to return
into the ECLs. The coherent receiver was composed by a 100 kHz linewidth ECL used as
the local oscillator and a 90◦ optical hybrid received with DC-coupled PDs at the input to a
40 GSample/s real-time sampling oscilloscope, with an analog bandwidth of 13 GHz.
The acoustic and thermal drifts of the equalized path lengths were compensated by
a PLL circuit based on a PZT fiber stretcher placed in the P1 arm, shown in the phase
locking control box of figure 5.13. The same optical PLL described in [203, 211] was used
in this work, originally based on the set-up presented in [186]. A reference sinusoidal signal
with a frequency of about 20 kHz was generated in a lock-in amplifier and applied to the
PZT fiber stretcher in the P1 arm. The PZT-based fiber stretcher was built by wrapping an
optical fiber around a cylindrical piezoelectric element. The expansion of the PZT element
caused by the applied electrical signal stretched the wrapped fiber, producing a phase
shift proportional to the fiber elongation. The reference sinusoidal signal created a phase
dithering tone on pump P1, which in turn was converted into a small amplitude modulation
on the signal after the PSA [186]. Then, a portion of the signal wave was filtered from
the remaining waves in a 1 nm BPF and detected in a PIN PD. The obtained photocurrent
contained the dithering frequency component that was selected by the lock-in amplifier and
compared with the original reference signal. The phase difference between the two signals
provided the error control mechanism used as the feedback of the PLL circuit. The lock-
in amplifier was also equipped with an internal inverting amplifier, providing an inverted
copy of the error signal. The inverted error signal was amplified by a high-voltage amplifier
with maximum output voltage of 200 V, combined with the reference sinusoidal signal and
applied to the PZT fiber stretcher.
Experimental results and discussion
The performance of the phase regenerator was assessed by measuring the ratio be-
tween the standard deviations of the received symbols in PI and PS operation for both
the amplitude and phase of the detected signals, at different pump-to-signal power ratios,
PSR, and total input power in the PSA direction, PT . In PI operation, no clear degradation
or improvement of the amplitude and phase noise properties of the received signal were
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verified compared to the results measured at the input of the PPLN waveguides. Thus, the
standard deviation ratios for PI and PS modes can be used to infer on the performance
of the phase regenerator. Effective phase or amplitude regeneration is obtained whenever
σPI/σPS is greater than 1, with σPI and σPS the standard deviation in PI and PS operation,
respectively.
The obtained results are shown in figure 5.14. For all the measurements, the standard
deviation ratios of the phase of the received symbols are higher than 1, proving effective
phase regeneration. Moreover, better phase regenerative properties tend to be observed
for higher PT values, where higher standard deviation ratios are observed. This is an
expected result, as stronger pumping power leads to higher PSDR and, consequently, to
better phase squeezing properties. Regarding the amplitude of the detected symbols, no
clear trend with PSR or PT is observed but, in general, the standard deviation ratio values
for the amplitude are slightly lower than 1. This result indicates that the amplitude of the
data symbols is degraded in PS operation, which is caused by phase-to-amplitude noise
conversion in the PSA [49]. The phase-to-amplitude noise conversion in a PSA can be
understood from the phase-sensitive gain curves shown in figures 5.4-b) and 5.11-c). Any
phase drift from the optimum gain condition of the PSA caused, for instance, by phase
noise, changes the gain of the amplifier and, consequently, the amplitude of the output
signal.
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Figure 5.14: Ratio between the standard deviations of the received symbols in PI and PS operation
for both the amplitude and phase of the received symbols as function of: a) PSR for PT = 28.9 dBm;
b) PT for PSR = 10 dB.
The phase regenerative properties of the PSA are also evident in the received con-
stellation diagrams depicted in figure 5.15. According to the constellation diagrams, not
only the symbols are partially squeezed towards the real axis, but so are the transition
samples, represented by the green curves. A clear degradation of the amplitude of the
received symbols in PS operation can also be observed, especially for the cases where
the phase squeezing is stronger. This later result is a consequence of phase-to-amplitude
noise conversion, as discussed above.
The phase regenerator studied in this subsection also suffered from thermal instability
and photorefractive effects that not only affected the gain of the PSA, but also the stability
140
Chapter 5. Phase-sensitive amplification and signal regeneration
Figure 5.15: Received constellation diagrams in PI and PS operation. On the left, the constellation
diagrams were obtained for different PSR values, with PT = 28.9 dBm. On the right, the constellation
diagrams were obtained for different values of PT , with PSR = 10 dB.
of the phase-locking system. In fact, stable operation could only be observed for a few
seconds, that was still enough to obtain the presented results, but prevented conducting
further investigations such as receiver sensitivity measurements and/or the influence of
the OSNR on the BER of the received signals. The reason for the instability of the PLL
circuit is due to the combination of several impairing effects, aggravated by bidirectional
propagation. One of the main problems affecting the experiment was a strong and inter-
mittent emission of green light from the PPLN device, caused by SFG between the second
harmonic and the fundamental wave. Whenever the PLL circuit tried to correct the phase
drifts, the power conversion from the pumps to the second harmonic and to the signal wave
was modified, thereby altering the strength of the green light emission. Because of ther-
mal instability, photorefractive and GRIIRA effects, the variation of the green light emission
changed the refractive index and the QPM condition of the PPLN device. In turn, these
phenomena affected the generation of pump P2 in the copier direction and the gain of
the amplifier in PS operation. According to [212], the power injected in an injection-locked
laser affects the phase of the output waves, so the instability on the generation of pump
P2 also created an additional phase drift contribution. The combination of all these effects
made achieving stable operation of the PLL circuit very challenging, so improvements on
the thermal and refractive index stability of the PPLN devices must be pursued in order to
make the bidirectional PPLN-based PSA a viable technique for phase regeneration.
PPLT waveguides have been suggested as a possible alternative to PPLN devices due
to their higher tolerance to photorefractive damage. However, the nonlinear coefficient of
lithium tantalate is lower than of lithium niobate, and thus stronger pumping power would be
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required in order to achieve comparable regenerative properties. In fact, the performance
of PPLT waveguides at high pump power was investigated by the author of this thesis,
showing better tolerances to GRIIRA and photorefraction [215]. However, the conversion
efficiency of such devices was very low, which means that the fabrication technology and
performances of the PPLT waveguides still need to be improved before they become a
possible alternative.
5.3 Four-mode phase-sensitive amplification
Until recently, almost all reported applications of PSAs have been based on on either
one-mode or two-mode PS parametric processes [25, 48, 49, 73]. More recently, however,
PS amplification of CW signals [216] and PS broadband multicasting [209] using four-mode
PSAs have been demonstrated. As discussed in section 5.1, four-mode PSAs involve
the interaction between one input signal (s) and three idler waves, the MI, the PC and
BS waves. It was also shown in section 5.1 that the narrow QPM bandwidth of PPLN
waveguides precludes four-mode operation, as the intermediary SFG waves SF1 and SF2
could not be efficiently generated. As a consequence, no efficient mixing between the
signal or PC waves with the MI or BS idlers could be observed and the supposedly four-
mode PSA would actually behave as two independent two-mode PSAs. However, this is
not the case for fiber-based PSAs, as no intermediary nonlinear processes are required.
In this section, a HNLF is used to demonstrate four-mode PS operation and high-gain
amplification of a 10 Gsymbol/s QPSK signal.
The HNLF-based four-mode PSA involves seven different degenerate and non-degene-
rate FWM interactions, whose frequency relations are shown in figure 5.16. As discussed in
section 5.1 for configuration PSA6, four-mode PSAs provide an additional gain advantage
of 16 (12 dB) compared to PIAs, which is a consequence of the coherent beating of four
correlated waves. However, in the case of a four-mode PPLN-based PSAs, it was observed
that the generation of the intermediate waves at the second harmonic band eliminated the
expected gain advantage of 6 dB when compared to two-mode configurations. This is
not the case of four-mode fiber-based PSAs, which show a gain advantage of 6 dB when
compared to twp-mode PSAs as no intermediate waves at the second harmonic band need
to be generated [209]. In addition, if the dominant noise source is the quantum noise, four-
mode fiber-based PSAs enable an OSNR improvement of 12 dB compared to common
PIAs [217].
In this section, the influence of the power of the signal and pump waves on the net
gain of a four-mode PSA built with a HNLF is experimentally investigated using the copier
+ PSA scheme to generate the correlated idlers. The influence of the relative phase of
the interacting waves on the net gain of the amplifier is also evaluated, again using an
OP based on liquid crystal on silicon technology to control the phase of the interacting
waves. After investigating the influence of these parameters on the gain of the amplifier, PS
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Figure 5.16: Illustration of the input waves of the four-mode PSA, with respective FWM interactions.
amplification of a 10 Gsymbol/s QPSK signal is also demonstrated and evaluated through
BER measurements as a function of the OSNR. No active control of the relative phase
of the interacting waves was necessary in this experiment as all the waves propagated
through the same optical path between the copier and the PSA, without being affected by
phase shifts due to acoustic and thermal fluctuations. Even without using an optical PLL to
actively control the phase of the waves, the gain of the amplifier in PS operation remained
stable for several hours, which allowed performing all the experimental measurements.
This would not be the case if, for instance, the pumps had to be separated and combined
again with the other waves, after re-amplification and noise filtering (pump recovery). In this
case, the waves would propagate through different optical paths, creating an interferometric
architecture that would require an active PLL to compensate for the phase drifts of the
different paths, as in the previous section. An optical PLL might also be necessary in a
real system in order to guarantee that the amplifiers always operate at the optimal phase
condition, even if random events change the relative phase of the waves. Despite not
requiring an active PLL to guarantee phase-locking, static optimization of the relative phase
of the waves still had to be performed in an OP in order to tune the gain of the amplifier to
the optimum condition.
The experimental set-up used in this experiment is depicted in figure 5.17. The two
pump waves were generated in ECLs with emission linewidth of 500 kHz, at 1563.81
nm (P1) and 1543.57 nm (P2), and injected into a PM driven by three dithering tones
to mitigate SBS, as reported in [49, 186]. Using this technique, the SBS threshold was
Sampling
Scope
IQM
PM
90º Hybrid
Offline DSP
+ BER
λP1λP2
OSA
Pumps
QPSK signal
λP1 λP2
λs λMIλPCλBSCopier
VOA
HNLF1
OP
1%
50:50
90%
10%
HNLF2
PSA
1%
LO
50:50
P1
P2
1nm
1nm
ASE loading
5nm
λP1λP2
λs
ECL
ECL
ECL
PPG
EDFA
BPF
PolC
100Hz 300Hz 900Hz
OSA
λP1 λP2
λs λMIλPCλBS
Figure 5.17: Experimental set-up used for four-mode PS amplification of a 10 Gsymbol/s QPSK
signal.
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increased to more than 25 dBm for each pump, as depicted in figure 5.18, measured for
fiber HNLF2. Without the phase dithering tones, the SBS backscattered waves start to
grow very quickly for pump power values above 14 dBm. With the dithering tones turned
on, the SBS backscattered light remains below -20 dBm even for pump power values as
high as 27 dBm.
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Figure 5.18: Variation of the SBS backscattered power in HNLF2 with the pump power, for pumps
P1 and P2, with (w) and without (w/o) the dithering tones.
The QPSK signal was generated in an IQM from light emitted by another 500 kHz
linewidth ECL, at 1561.42 nm. The IQM was driven by two PRBSs of length 215-1, gener-
ated in a PPG. After amplification in a high power EDFA, the two pumps were combined
with the QPSK signal. PolCs were used to align the waves to the same state of polarization.
The correlated idlers MI, PC and BS were generated in a first HNLF (HNLF1), which acted
as the copier amplifier, at 1566.21, 1545.91 and 1542.24 nm, respectively. The length,
λZDW , dispersion slope at λZDW , nonlinear coefficient and total insertion losses were 400
m, 1544 nm, 0.02 ps.nm−2km−1, 10 W−1km−1 and 1 dB, respectively. After generation of
the idlers, the waves were injected into the OP for power equalization and to adjust the
relative phase of the interacting waves. The OP also enabled switching from PS to PI op-
eration, by blocking the idler waves, converting the PSA into a four-mode PIA. Since all
the waves propagated along the same optical path, no active control of the phase relation
between the waves was required. An optical attenuator was introduced before the OP to
limit the maximum input power to about 10 dBm. Because of this limitation, an additional
EDFA was placed before the PSA to compensate for the attenuation and insertion losses
of the OP. In reference [186], the additional VOA and EDFA were eliminated by separating
the high-power pumps from the other waves before the OP. However, this strategy created
an interferometric-like structure, requiring an active PLL to compensate for the temperature
and acoustic phase fluctuations between the two branches of the scheme [186]. An addi-
tional VOA was inserted to control the total input power into the PSA. All the measurements
were carried out with PP1 = PP2 = PP , with PP1 and PP2 the power of each pump. In PS
operation, the power of the signal and idlers was also equalized to the same value. Four-
mode PS amplification was achieved in a second HNLF (HNLF2) whose length, λZDW ,
dispersion slope at the λZDW , nonlinear coefficient and total insertion losses were 500 m,
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Figure 5.19: Variation of the net gain with: a) PP , for Ps = -7 dBm, and b) PS , for PP = 27 dBm. The
solid lines correspond to numerical simulations. c) Experimental and d) simulated variation of the
net gain with the relative phase added in the OP, for PP = 27 dBm and Ps = -3 dBm.
1549 nm, 0.02 ps.nm−2km−1, 17 W−1km−1 and 3.5 dB, respectively. OSAs were intro-
duced before and after the HNLF for monitoring and gain measurement.
After PS amplification, the output signal was filtered from the other waves and led to
a coherent receiver. In order to evaluate the BER performance of the four-mode PSA,
the ASE noise emitted by two EDFAs interleaved by a 5 nm BPF was combined with the
signal in a 50:50 coupler. An additional EDFA and a VOA were introduced in the signal
path in order to allow adjusting the OSNR at the receiver. The QPSK signal was detected
in a coherent receiver comprising a 90◦ hybrid equipped with balanced PDs, located at
the input of a 13 GHz bandwidth, 40 GSample/s real-time sampling oscilloscope. An ECL
with an emission linewidth of 100 kHz was used as the local oscillator. The signal power
at the input of the 90◦ hybrid was about 0 dBm. The received signal was then processed
offline through DSP techniques, including normalization, re-timing, equalization and carrier
recovery.
In order to determine the influence of PP , the signal power, Ps , and the phase-shift
applied in the OP on the net gain of the amplifier, the IQM was first turned off for CW oper-
ation, and the net gain was calculated from the optical spectra measured before and after
HNLF2. The obtained results are depicted in figure 5.19. According to the obtained results,
the net gain of the amplifier, defined as the signal power ratio measured after and before
the PSA, strongly depends on the power of pump waves. In either PS or PI modes, the gain
of the amplifier increases with the pump power, respectively achieving maximum values of
20.1 and 10 dB in PS and PI operation at PP of 27 dBm. At PP of about 25 dBm an addi-
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tional gain of almost 12 dB was measured when switching from PI to PS operation, which
is in agreement with the theoretical predictions. In figure 5.19-b), the gain of the amplifier
is almost independent of the signal power Ps up to power values of -2 dBm. For higher PP
values, the amplifier starts to saturate and the gain decreases, especially in PS operation
where higher gains are observed. Numerical simulations calculated by integrating the non-
linear Schro¨dinger equation using the SSFT method and considering the same physical
parameters of the experiments are also included in figures 5.19-a) and 5.19-b). Despite
being affected by several mechanisms that were not included in the numerical simulations
such as residual polarization-mode dispersion, chromatic dispersion, local fluctuations of
the λZDW and the phase dithering, a good agreement between the numerical simulations
and experimental results is found.
The PS properties of the PSA are shown in figure 5.19-c), where the variation of the
signal gain is depicted as a function of the relative phase-shift applied in the OP. In fig-
ure 5.19-c), the phase-shift applied to the signal, BS, P1 and P2 waves is measured with
respect to the phase condition at which the maximum gain is observed. According to the
experimental results, a difference between the maximum and minimum values of the net
gain of more than 10 dB can be observed when changing the relative phase of waves P1
and P2, whereas only about 6 and 2 dB are observed for the BS and signal waves, respec-
tively. Despite not being shown in 5.19-c), a similar behavior was observed when changing
the phase of the MI and PC waves, as also reported in [216]. An uncharacteristic gain
variation of about 5 dB can be observed in curve P2 for phase values between 0.4pi and
0.9pi. A similar uncharacteristic behavior is present in the numerical simulations shown in
figure 5.19-d). The observed experimental and numerical results can be explained by two
mechanisms. Any phase-shift applied to a single wave affects more than one FWM pro-
cess simultaneously, leading to an intricate power transfer between the interacting waves
and, consequently, to a complex PS gain characteristic of the amplifier. The amplifier was
also affected by residual chromatic dispersion, so the phase mismatching between the
interacting waves in each FWM process were different, contributing to the uncharacteris-
tic gain variation. In this experiment, the pump waves were not symmetrically displaced
around the λZDW due to two main reasons. First, a wide frequency separation between
the two pumps was desired to reduce deleterious degenerate FWM between the pumps,
which would create new waves at frequencies 2νP1 − νP2 and 2νP2 − νP1. Second, the
wavelength of the pumps was limited by the gain bandwidth of the EDFA in the “Pumps”
box of figure 5.17. The observation of the uncharacteristic gain variation in curve P2 is also
very important if deploying the four-mode PSA in a real system where a PLL must be used
to actively ensure operation at the optimal gain condition. If the phase of pump P2 was
used as the reference phase to control the PLL it could converge and lock the phase of P2
to the local maximum observed at 0.7pi radians, which clearly is not the optimum operation
condition.
Even though the variation of the net gain with the relative phase-shift in the numerical
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simulations resembles the experimental results, some significant differences can be found.
First, a much lower minimum PS gain is observed in the numerical simulations for the
signal (s), P1 and P2 curves, which is believed to be caused by effects such as PMD, fluc-
tuations of the zero-dispersion wavelength and residual Raman amplification that were not
included in the numerical simulations. Second, the minimum gain for curves BS and P1,
and the local uncharacteristic gain maximum of curve P2 are observed at approximately
0.6pi, whereas in the case of the numerical simulations, such conditions are observed at
a relative phase-shift of pi. As discussed in subsection 5.2.1, the real phase-shifts applied
in the OP did not exactly coincide with the values inserted in the controlling software, par-
ticularly at low phase-shift values, which explains the observed results. This discrepancy
could have been avoided by obtaining a calibration curve using a simpler interferometric
set-up (e.g., an MZI), but it was also found that the calibration curves depend on the atten-
uation applied by the OP. Nonetheless, and despite the observed differences, the obtained
results effectively prove PS operation. The net gain of the amplifier operating in PI mode
is also depicted in figure 5.19-c), for comparison. A net gain value of 6.6 dB was obtained,
about 11.6 dB less than the maximum gain of the amplifier in PS operation. This result is
in agreement with the theoretical predictions of additional gain of 12 dB in four-mode PSA
when compared to a PIA, as also verified through numerical simulations.
The optical spectra measured before and after the PSA, operating in PS and PI modes
for PP = 27 dBm and Ps = 5 dBm, are also shown in figure 5.20. According to the measured
spectra, a similar noise floor at approximately -10 dBm was verified in both PS and PI
operation. Since noise is uncorrelated, some noise components beat constructively in PS
operation, whereas other beat destructively, resulting in an effective net gain equivalent to
that of a PIA, which explains the observed result.
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Figure 5.20: a) Optical spectra measured at the input (In) and after the PSA, in PS and PI operation.
b) Measured spectra, detailed around the signal wave. The optical spectra were acquired with an
optical resolution of 0.1 nm.
Given that a considerable net gain could be achieved in the four-mode PSA charac-
terized in this subsection, the next logical step would be to determine its NF. The NF is
a typical parameter used to characterize the noise performance of amplifiers, defined as
the ratio between the input and output SNRs of the amplifier. However, measuring the NF
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of PSAs is very challenging as the correct definition of this parameter requires account-
ing for the combined noise properties of the signal and idler waves [218]. This procedure
becomes even more complex if the dominant noise source of the input waves is the ASE
loaded by previous amplifiers and when the signal and idlers have different input OSNR,
as was the case in this experiment. Hence, the NF of the amplifier is not discussed herein
but, instead, we focus on the difference between the output and input OSNR of the signal
wave. Output to input OSNR variations, ∆OSNR, of -8.5, -8.7, and -5 dB in PS operation,
and 3.4, 3.8, and 5.6 in PI mode were measured for PP of 23, 25, and 27 dBm, respectively.
In order to understand why ∆OSNR decreases in PS operation and increases in PI mode,
let us analyze the gain properties of the amplifier for the signal and for the noise. According
to the output optical spectra depicted in figure 5.20, a noise floor at the same power level
is observed when the amplifier operates in either PS or PI mode. This result is explained
by the uncorrelated nature of the incoherent noise, such that some noise components add
constructively in the PSA, whereas others beat destructively. Consequently, the net gain
for incoherent noise in a PSA is equivalent to that of a PIA.
The noise of the signal wave at the output of a parametric PIA or PSA includes two
types of contributions. One consists of the amplified noise of the signal itself injected into
the amplifier. The other is generated from the initial noise in the idler waves, which is
amplified and converted to the signal. In the limit of high gain, each of such contributions
is amplified and added to the signal with approximately the same gain G , so the total
noise at the output of the amplifier in either PS or PI operation is approximately given by
G (Pn,s +Pn,BS +Pn,MI +Pn,PC ), with Pn,s , Pn,BS , Pn,MI , Pn,PC the noise power at the input of
the amplifier for the signal, BS, MI and PS waves, respectively. In the case of PI operation,
the signal is also amplified by a factor of G , whereas a gain of about 16G is obtained in
PS mode due to the additional correlated waves. Hence, the variation of the OSNR of the
four-mode PSA can be described by the following expression
∆OSNR =
OSNR in
OSNRout
≈ Ps
Pn,s
· G (Pn,s + Pn,BS + Pn,MI + Pn,PC )
kGPs
=
1
k
· Pn,s + Pn,BS + Pn,MI + Pn,PC
Pn,s
,
(5.15)
with Ps the power of the signal and k is equal to 1 in PI operation or 16 in PS mode. If the
same noise power is loaded to the signal and idlers at the input of the amplifier, ∆OSNR
becomes approximately equal to 4 (6 dB) for a four-mode PIA and 1/4 (-6 dB) for a PSA.
However, this was not exactly the case of this experiment, as the noise power for the signal
and idler waves was not the same. In fact, the dominant noise source at the input of the
four-mode amplifier was the noise loaded in the previous amplifiers of the set-up, namely
the EDFA after the OP. Because of non-flat ASE emission of the EDFA after the OP, the
noise power level for the signal and idlers was quite different, as shown by the input optical
spectrum in figure 5.20. By considering the noise power levels of the signal and idler waves
at the input of the amplifier in (5.15), a theoretical ∆OSNR value of -8.73 dB is expected,
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Figure 5.21: BER as a function of the OSNR, B2B, and after the PSA, operating in both PI and PS
modes, with PP values of 23, 25, and 27 dBm.
which is in a very good agreement with the measured values for PP of 23 and 25 dBm. In PI
operation, a theoretical prediction for ∆OSNR of 3.3 dB is expected, which is also in good
agreement with the reported values for PP of 23 and 25 dBm. For PP of about 27 dBm,
an OSNR improvement of only -5 dB was observed for the signal wave. This result can be
explained by an additional noise mechanism, namely the pump-to-signal noise transfer that
becomes stronger at high pump power levels [219]. The higher OSNR degradation verified
for PP of 27 dBm in PI operation compared to the measurements at lower PP values also
supports this explanation, but further investigations are required.
The measured BER of the received QPSK signal as a function of the OSNR is depicted
in figure 5.21, for PP of 23, 25 and 27 dBm. At such power levels, gain values of 10.8, 14.8
and 18.9 dB were respectively observed in PS operation, whereas -1.1, 2.0 and 7.5 were
obtained in PI mode. For PP = 23 dBm in PI operation the gain of the amplifier was insuffi-
cient to compensate for the insertion losses of 3.5 dB, which explains the measured value.
Compared to the back-to-back (B2B) measurements, OSNR penalties of 0.3, 0.4 and 0.8
dB at a BER = 10−3 were measured in PS operation for PP of 23, 25 and 27 dBm, whereas
0.2, 0.6 and 2.2 dB were measured in PI mode. A total of 5 × 106 symbols were con-
sidered in the measurements, which allowed measuring BER values of the order of 10−6.
For all cases, increasing the power of the pump waves produces a higher degradation of
the BER, caused by stronger pump-to-signal noise transfer and stronger influence of the
dithering frequencies applied to the pumps on the converted signals. For PP of 27 dBm
a large OSNR penalty is observed in PI mode compared to PS operation. The obtained
result suggests that might have been an impairing mechanism that is partially mitigated in
PS operation at high pump power values that does not occur in PI operation. One possible
explanation could be partial cancellation of the signal distortions due to coherent mixing
with the idler copies in PS operation, as suggested in [39,207], but this could not be clearly
proved. A shift to higher BER values is also observed for the B2B measurements at OS-
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NRs between 8.5 and 10 dB, which is believed to be caused by slight changes on the
biasing of the modulator.
In this chapter, different possibilities for PS amplification based on PPLN devices were
investigated. Such analysis included a theoretical and numerical investigation of the gain
properties for different configurations of PSAs, and an experimental demonstration of PS
amplification and phase regeneration in a PPLN device with bidirectional propagation to
enable simultaneous generation of correlated waves and PS operation. As regards the
numerical simulations, it was observed that configurations based on cascaded TWM in-
teractions have a gain penalty of about 6 dB. However, since configurations based on
cascaded TWM processes do not require generating waves at the second harmonic band
before the PSA and dedicated optical elements to operate at such spectral regions, they
may actually be a better solution for optical communication systems.
The bidirectional configuration allowed to generate correlated idler waves and PS op-
eration in a single device, but severely suffered from GRIIRA effects, photorefraction and
thermal instability, aggravated by the injection of high-power waves in both propagation
directions. In addition, no net gain could be observed, nor stable operation of the PLL
circuit in the phase regeneration experiment. Increasing the length and the efficiency of
the PPLN devices are possible solutions to overcome these problems as it would allow
increasing the gain of the PSA and/or decrease the required pump power. From the two
possibilities, increasing the length of the device would be the best option because the gain
of the PSA increases exponentially with the length, whereas it grows exponentially with
the square root of the normalized conversion efficiency. On the other hand, increasing the
length of the PPLN devices is difficult because the size of lithium niobate wafers is usually
limited to just a few centimeters (< 10 cm), and it is challenging to keep the waveguide
homogeneity and the QPM wavelength constant in long devices.
A four-mode PSA for high-gain amplification was also demonstrated in this chapter.
However, a HNLF was used as the nonlinear medium instead of a PPLN device due to the
limited performance and gain of the available PPLN waveguides, and mainly because a
four-mode PPLN-based PSA cannot be implemented in practice due to the limited QPM
bandwidth. Using HNLFs, PS amplification with gain values of about 20 dB was achieved.
In summary PPLN devices have several advantages and very attractive properties to
build PSAs, but with limited gain and with performance instabilities when compared to
HNLFs. Hence, further developments on PPLN technology should focus on increasing
the efficiency and on improving the thermal and photorefractive stability. By doing so,
PPLN devices can become a viable alternative for compact PSAs. In addition, the electro-
optic properties of lithium niobate can be explored and combined with PS amplification for
advanced applications [220].
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PSAs are unique amplifiers whose PS properties enable low-noise amplification with
a theoretical NF of 1 (0 dB), below the quantum limit of 3 dB observed for common PIAs
such as EDFAs. The remarkable low-noise properties of PSAs can potentially improve
the SNR of optical links [186], and thereby extend the maximum transmission reach of
optical communication systems. In optical transport networks composed of several links
connecting the different nodes of the network, PSAs may potentially reduce the required
number of signal regenerators, amplifiers, or even enable the transmission of higher order
modulation formats that would not be possible using common PIAs.
The low-noise properties of PSAs are a direct consequence of the different correlation
properties of the noise and of the signal and idler waves. In the case of incoherent and
uncorrelated noise, the phase of the different noise components in the signal and idler(s)
is completely random, so they beat incoherently in a PSA, with some terms adding con-
structively and others destructively [221]. As a consequence, the average gain for the
incoherent noise in a PSA is equivalent to that of a PIA. This result can be observed in fig-
ure 5.20 where a noise floor for the signal and idlers is observed at the same power level in
both PS and PI operation. On the other hand, the correlated signal and idler(s) waves beat
coherently and, depending on their relative phase, they may add constructively, experienc-
ing an additional PS gain of 6 dB in the case of a two-mode PSA, or 12 dB in four-mode
PSAs [193, 221]. The additional PS gain advantage of the correlated signal and idler(s)
with respect to the incoherent noise is thus responsible for the SNR improvement and the
NF below the quantum limit of PIAs [217,221].
Despite the low-noise properties of PSAs, the application of these amplifiers in real
systems is still elusive and no commercial solution is available. This situation is mainly
caused by high implementation complexity and insufficiently mature technology. Before
PSAs become a viable solution to possibly replace at least a portion of the EDFAs in an
optical transmission system, several issues must be addressed, including the generation
of correlated waves, keeping the phase correlation throughout an optical link composed
of several spans of fiber and PSAs, as well as multichannel and dual-polarization opera-
tion. Hitherto, none of these problems has been completely solved. Hence, the current
stage of development of the PSA technology still cannot compete with EDFAs, but several
groundbreaking achievements have been demonstrated in the last decade.
As regards the generation of correlated idler waves, the copier + PSA scheme [185] is
an attractive solution that not only is compatible with multichannel operation [193,203,206],
but it is also independent to the modulation format [199] and can be extended to dual-
polarization operation [193]. However, the copier + PSAs scheme requires the transmission
of both the signal and respective phase-correlated idlers, which means that at least twice
the transmission bandwidth is required for two-mode PSAs or even more for higher-mode
PSAs. Although this drawback can be partially compensated by the possibility to amplify
outside of the C-band and with an amplification bandwidth that can exceed 150 nm [222,
223], this is still a big disadvantage of the copier + PSA scheme.
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One of the most challenging problems of PSAs is to guarantee the phase correlation
between the signal, idler and pump waves throughout an optical link composed of several
cascaded PSAs. This issue becomes even more relevant for multichannel operation as not
only full compensation of the accumulated chromatic dispersion after each span of fiber is
required, but also is active control of the phase of each individual channel. The optical PLL
based on a PZT fiber stretcher described in the previous chapter is a possible solution to
actively control the relative phase of the interacting waves [186]. However, this strategy
is not ideal for multichannel operation as a dedicated PLL circuit and fiber stretcher is
required for each data channel [206]. Unfortunately, very little progress has been made
to solve this problem, and the only viable solution seems to be the integration of WDM
multiplexers/demultiplexers with several phase-modulators, one for each signal channel, in
a single device. Recently, a PLL-free scheme has been suggested for phase regeneration
applications [224], but the proposed scheme is also limited to single-channel operation.
The copier + PSA scheme also requires transmitting one or more pump waves along
with the signal and idlers to keep the frequency- and phase-correlation of all the inter-
acting waves [225]. However, the pump wave(s) must be attenuated at the output of the
copier or the PSAs in order to reduce deleterious nonlinear interactions in the subsequent
fiber spans. After transmission through a fiber span, the pump wave(s) must then be
re-amplified/regenerated before the next amplifier of the link. In this regard, a pump regen-
eration/recovery stage based on injection-locking and high power amplification has been
proposed to prevent significant OSNR degradation of the pump and, consequently, to avoid
additional noise conversion from the pumps to the signal and idler channels [225–227].
Dual-polarization operation has been reported using either polarization diversity sche-
mes [128, 193, 228] or dual-orthogonal polarization pumping [229–231]. Nonetheless, ac-
tive control of the state of polarization of the waves may be required and the performance
of the proposed schemes is severely affected by polarization mode dispersion [229].
The examples presented above summarize the main achievements and progress that
have already been accomplished in order to enable PS amplification in real optical com-
munication systems. However, it has been difficult to combine all of the aforementioned
strategies and possibilities in a single device and/or platform. Moreover, the most common
nonlinear devices to build PSAs, PPLN waveguides and HNLFs, usually require strong
pumps and, consequently, additional amplifiers to produce such high power pumps [194].
Recently, PSAs built using different nonlinear materials with very high nonlinear coef-
ficients have been demonstrated, which can potentially lower the pump power require-
ments [195,197,198,201]. However, the propagation and insertion losses of such alterna-
tives is still prohibitively high. SOA-based PSAs are a promising alternative as they allow
PS amplification at significantly lower optical power levels and at a chip scale [194, 232],
but with additional ASE noise. Another possibility to relax the pump power requirements
is to combine distributed Raman amplification along the optical links with PSAs with lower
gain [233], or to enhance the gain of a PSA via Raman amplification in the same nonlin-
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ear medium [234]. PSAs can also operate in a distributed mode, yielding a theoretical NF
limit of 1 + αL, with α and L the loss coefficient and length of the fiber span [183]. For
comparison, the theoretical NF for ideal distributed phase-insensitive amplification (e.g.,
distributed Raman amplifiers) is 1 + 2αL [183]. In this thesis, however, the discussion is
limited to lumped amplification.
It is expected that further technological developments of PSAs shall greatly reduce their
implementation complexity and improve the performance of these amplifiers. But even if
the PSA technology can become mature enough to compete with EDFAs, it is still unclear
if replacing EDFAs with PSAs in optical transport networks would be advantageous at all,
or which type of networks would benefit more from changing the amplification technology.
Recently, a hybrid EDFA + PSA solution has enabled extending the maximum reach on
the transmission of a single channel in a re-circulating loop experiment by more than 200%
with respect to a scenario based on pure EDFA amplification [39]. The reported results
prove that using PSAs is in fact advantageous for single-channel long-haul transmission,
but further investigations on the potential benefits of this technology in optical transport
networks are required. Such kind of analysis is performed in this chapter by comparing
the requirements in terms of signal regeneration and number of amplifiers for amplification
scenarios based on EDFAs or PSAs. In order to do so, simplified models to represent
the gain, attenuation and noise properties of the different elements in optical transport
networks are considered in this chapter. Such simplified models are used to numerically
evaluate the evolution of the SNR between a pair of source and destination nodes in an
optical transport network, and thereby verify the signal regeneration requirements.
This chapter is organized as follows. The architecture and main components of optical
transport networks are presented in the first section of the chapter, followed by the de-
scription of the Dijkstra’s algorithm to obtain the shortest path between any pair of nodes
of the network, as well as a strategy to limit the analysis to non-redundant shortest paths.
Next, simplified models for the gain, attenuation and noise of the network elements are
described in section 6.3. In this chapter, the comparison between amplification scenarios
based on EDFAs and PSAs is first performed by evaluating the evolution of the SNR and
maximum reach for point-to-point transmission in a single optical link, discussed in section
6.4. Then, section 6.5 is devoted to the numerical analysis of the potential savings in terms
of number of regenerators and amplifiers for two different optical transport networks. The
potential benefits of using PSAs in terms of path protection are also evaluated in section
6.5.
6.1 Optical transport networks architecture
An optical transport network can be defined as a set of nodes and transmission links
that carry data in the optical domain, providing a way to exchange information between a
group of end users [235,236]. Usually, optical fibers are used as the physical transmission
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links between the network nodes, taking advantage of the large available bandwidth, low
propagation losses and compactness of optical fibers [236]. Nodes in optical transport
networks are multi-functional elements that allow receiving, transmitting and processing
the optical signals, if needed [236]. Nodes are multilayer elements, comprising both an
electrical and an optical layer, responsible for the different functionalities and features of the
node. The electrical layer of the node performs aggregation or grooming of low speed client
signals into an high speed line signal in order to efficiently fill the available bandwidth. In
addition, each time an optical signal degrades up to a point that avoid its correct detection,
signal regeneration is required, currently performed at the electrical layer. On the other
hand, add/drop, switch and amplification of optical signals is typically performed in the
optical domain. Since the same nodes and transmission links may be used to exchange
information between several end users, optical transport networks are capable of efficiently
managing the available transmission resources, reducing costs and power consumption
[235].
The structural interconnections between the nodes in a network define the network
topology. Different topologies may be considered depending on the type of network, in-
cluding bus, ring, star, or mesh networks [236]. Moreover, the transmission links may be
unidirectional if the data is transmitted in a single direction, or bidirectional. In the later
case, either a single fiber with bidirectional propagation or two optical fibers, one for each
direction, may be considered.
Optical transport networks can also be classified in terms of the transport mode. In
an opaque network, the optical signals undergo optical-to-electrical-to-optical conversion
at every node, allowing signal regeneration, grooming and switching in the electrical do-
main. Thus, in this type of network the optical layer just provides point-to-point transmission
between directly connected nodes. However, this transport mode suffers from scalability
issues regarding cost, space, power consumption and heat dissipation [12]. In a trans-
parent network, the signal is kept in the optical domain from the source to the destination
node, without optical-to-electrical-to-optical conversion in the intermediate nodes. Thus,
any regeneration or switching functionality must be implemented in the optical domain.
Even though optical switching can currently be performed in ROADMs, optical signal re-
generation is still a very recent technology and not mature enough for implementation in
real systems [12]. A translucent transport mode is an intermediate configuration in which
the signals travel in the optical domain, but may undergo optical-to-electrical-to-optical con-
version at some intermediate nodes, where grooming, switching and signal regeneration
can be done in the electrical domain [12]. In this chapter, we consider that the network
topology is mesh (in order to guarantee survivability), using a pair of optical fibers as the
interconnection links and operates in translucent mode. Moreover, all pairs of nodes may
exchange data traffic. A schematic representation of a translucent mesh network with four
nodes is depicted in figure 6.1.
The optical layer of the nodes in an optical transport network is composed of a cross
155
Andre´ Albuquerque All-Optical Signal Processing for Optical Communication Systems
B
C
D
WSS WSS
WSS
DCU DCU DCU
Pre-amplifier
Booster
Fiber
Optical
Amplifier
Optical Link
Node
A
Add
Drop
Grooming
Regeneration
Electrical switching
ElectricalOptical
Figure 6.1: On the top left, schematic representation of the mesh network, composed of nodes,
depicted in detail on the top right, and optical links (bottom).
connection structure, which includes WSSs and optical amplifiers for either boosting the
power of the output signals, also known as booster amplifiers, or for pre-amplifying the
input optical signals, also known as pre-amplifiers. The WSSs enable WDM multiplexing
and switching the signal channels to different output ports of the node and to the add/drop
structures, shown in green in figure 6.1. The optical layer of the add/drop structures is
responsible for adding or dropping individual signal channels, whereas the electrical layer
enables functionalities such as data grooming, electrical switching and signal regeneration.
Together with the WSSs, the add/drop structure and the electrical layer defines the flexibility
and reconfigurability of the node, which can be colorless, directionless and contentionless
[15].
The transmission links are comprised of fiber spans interleaved with optical amplifiers in
order to compensate for the propagation losses. Since PSAs require full compensation of
the chromatic dispersion before each amplifier, dispersion managed links are considered,
with dispersion compensation units (DCUs) placed at the end of each fiber span, as shown
at the bottom of figure 6.1.
6.2 Algorithms for non-redundant shortest path calculation
In WDM systems, data sent from a source node may pass through several intermediate
nodes before reaching the final destination node. The data signals are transmitted between
two nodes through lightpaths, i.e., optical connections between two nodes, established by
allocating the same wavelength and physical route to the connection.
For a given collection of connections between different end users, the problems of rout-
ing and assigning a wavelength to each lightpath is known as routing and wavelength as-
signment (RWA) [34]. RWA is an optimization problem whose goal is to establish the max-
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imum number of connections while minimizing/maximizing a specific cost function (e.g.,
network cost, number of used wavelengths, throughput per link, etc.). The formulation and
solution of RWA is a non-deterministic polynomial-time hard (NP-hard) problem [237], thus
it is very demanding in terms of computational resources and very time-consuming for large
instances of the problem. In general, the RWA problem requires heuristic methods [34] and
data traffic patterns that were not available for any of the network scenarios investigated
in this thesis. Hence, such methods are not considered here. A possible approximation
is to divide the RWA problem into two subproblems, one for routing and another for wave-
length assignment, which are solved separately. For the purposes of this work, wavelength
assignment is secondary, so a worst-case scenario of 100% utilization of the network re-
sources is considered, such that all the available lightpaths, i.e., the wavelength channels,
are used to transmit information at every output port of each node. This clearly is not the
most realistic scenario, but no data traffic heuristics are required. In addition, by doing so,
the problem of RWA can be simplified to routing optimization.
Routing is the process of finding a feasible ordered sequence of transmission links and
nodes between source and destination nodes, under the constraints of the network [236].
Routing is performed at the cross connection structure of the nodes, by directing an input
data channel to a specific output port of the node [236]. A possible way to select the
path between a source and destination node is using shortest-path algorithms, such as the
Dijkstra’s algorithm [34]. The Dijkstra’s algorithm is a well-known method to determine the
shortest path in weighted graphs with non-negative costs, originally proposed by Edsger
W. Dijkstra and published in 1959 [238]. Optical networks can be regarded as undirected
graphs consisting of a set of nodes, also known as vertices or points, and edges, so the
Dijkstra’s algorithm can be used for routing optimization. The edges of a graph, also known
as arcs or lines, represent the optical transmission links between adjacent nodes and can
be associated with a numeric value, usually denominated as the cost. In this context, the
cost corresponds to the length of the transmission links. Graphs composed of edges with
an associated cost value are known as weighted graphs.
The Dijkstra’s algorithm is summarized in algorithm 3 [239,240].The Dijkstra’s algorithm
is initialized by considering any path of the graph with infinite cost, except for the path
linking the initial node o with itself, which is set to 0. Then, the algorithm starts by looking
for the nodes adjacent to o, and sets the cost of the adjacent nodes to the respective length
of the links. In the following iterations, the algorithm moves to the following adjacent nodes,
selecting the one with minimum cost (node u) in each iteration. Afterwards, if the total cost
of going to an adjacent node v from node u (l(u) + luv ) is lower than the cost of any other
path previously computed, i.e. l(v), the algorithm selects a new shortest path from o to v ,
whose node before v is u. By repeating this procedure, the Dijkstra’s algorithm goes from
node to node, updating the shortest paths at each iteration.
The outputs of the Dijkstra’s algorithm are the total cost of the shortest path between
nodes o and u, l(u), and node p(u) that represents the node before u in the shortest path
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1 Algorithm: Dijskstra’s algorithm
2 Definitions:
3 o: initial node;
4 l(u): total length between nodes u and o;
5 p(u): node before u in the shortest path between o and u;
6 luv : length of the link between nodes u and v ;
7 V : set with all nodes of the network;
8 S : set with the nodes whose shortest path is already computed;
9 U := V \ S ;
10 Initialization:
11 S ← ∅;
12 U ← V ;
13 p(v)← 0,∀v ∈ V ;
14 l(u) = +∞,∀u ∈ U \ {o};
15 l(o)← 0;
16 Algorithm:
17 while U 6= ∅ do
18 Let u ∈ U be the node with minimum l(u);
19 if l(u) = +∞ then
20 No path between u and o;
21 else
22 U ← U \ {u};
23 S ← S ∪ u;
24 foreach v adjacent to u do
25 if l(v) > l(u) + luv then
26 l(v) = l(u) + luv ;
27 p(v)← u;
28 end
29 end
30 end
31 end
Algorithm 3: Dijskstra’s algorithm.
from o to u. The nodes p(u) are an efficient way to store the information about the shortest
paths. As an example, let us consider the shortest path between o and u. Starting from
node u, the node before u in the shortest path is p(u), and the node before that one is
p(p(u)). Hence, the shortest path can then be reconstructed by repeating this procedure
until reaching node o.
The shortest path between any pair of nodes can be obtained by running the Dijkstra’s
algorithm for every starting node o. Assuming that the length of the links from node u to v
and from v to u is the same (undirected graph), a total of N(N−1)/2 shortest paths can be
found, with N the number of nodes. Thus, networks with a large number of nodes require
computing the evolution of the SNR for a very high number of shortest paths, which grows
quadratically with N. Fortunately, however, some of those shortest paths are included in
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1 Algorithm: Eliminate redundant shortest paths
2 Definitions:
3 V : set with all nodes of the network;
4 m: initial node;
5 n: final node;
6 L = [Lmn]: cost matrix with coefficients Lmn given by the l(n) of the shortest path
between nodes m and n;
7 dmn: vector with all the nodes of the shortest path between nodes m and n;
8 U: set of the non-redundant paths;
9 Initialization:
10 U ← ∅;
11 Lmn = 0, for pairs of nodes m and n without a connection;
12 Lmm = 0,∀m ∈ V ;
13 Algorithm:
14 foreach m ∈ V do
15 Run the Dijkstra’s algorithm for starting node m to obtain all the shortest paths
between any pair of node m and n;
16 end
17 while Lmn 6= 0, for any {m, n} ∈ V do
18 Select m and n for which coefficient Lmn is maximum;
19 foreach u ∈ dmn, v ∈ dmn do
20 Luv = 0;
21 end
22 U ← U ∪ dmn;
23 end
Algorithm 4: Algorithm to eliminate redundant shortest paths.
longer ones. Let us assume a network with four nodes as an example, with the short-
est path between nodes 3 and 4 given by 3→2→4, and between nodes 1 and 4 given by
1→3→2→4. Clearly, the former path is included in the latter one, so it is redundant. For the
purposes of evaluating the SNR of the transmitted data, eliminating the redundant short-
est paths greatly simplifies the analysis of optical transport networks. In fact, if the SNR
requirements for error-free operation are guaranteed between the initial and destination
nodes of a non-redundant path, they are also satisfied for any other path contained within.
This is also true if any signal regenerator is required at specific nodes of the non-redundant
path. Hence, it suffices to analyze the non-redundant shortest paths.
The method shown in algorithm 4 is proposed in this work to remove the redundant
shortest paths. The proposed algorithm starts by obtaining the shortest paths between any
pairs of initial and destination nodes, m and n, using the Dijkstra’s algorithm, presented in
algorithm 3. While there is at least one non-null coefficient of matrix L, the algorithm selects
the initial and destination nodes for which the coefficient Lmn of matrix L is maximum at
each new iteration. The shortest path between the selected nodes m and n is the longest
shortest path that has not yet been analyzed at that point of the algorithm, and is therefore
a non-redundant shortest path. Afterwards, the coefficients Luv for any pairs of nodes u
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and v that belong to the selected shortest path, dmn, are set to 0, as they are contained
within path dmn, i.e, they are redundant. Path dmn is then added to set U, which is the set
of non-redundant paths.
6.3 Noise and gain models of optical amplifiers, fiber and at-
tenuators
In order to compare the evolution of the SNR for amplification scenarios based on
EDFAs or PSAs, simple, yet sufficiently accurate models of amplifiers, fibers, DCUs and
WSSs are considered. The models adopted in this work are described in the following
subsections.
6.3.1 Amplifiers
The optical amplifiers in this chapter are used to compensate the propagation losses of
the transmission links and the insertion losses of any lossy element of the nodes, such as
the WSSs. The discussion in this work is limited to PSAs and EDFAs, and other possibilities
such as SOAs or lumped Raman amplifiers are left for future work.
EDFA
The principle of operation of EDFAs is based on stimulated emission of photons via
electronic transitions from excited states of the trivalent erbium dopants. Common EDFAs
allow optical amplification from 1525 to 1565 nm (C-band), with gain values that can easily
exceed 20 dB [241]. The gain spectrum of an EDFA is not constant along its bandwidth,
but a gain peak is typically observed at about 1530 nm [241]. Gain flattening filters built
with long-period gratings are typically used in order to overcome this issue [242,243]. For
simplicity, an ideal EDFA with a constant gain of G over the entire optical bandwidth, Bopt ,
and null elsewhere is considered, as depicted in figure 6.2.
Bopt
Bch Bch Δν
Bopt Bopt
EDFA PSA
G Gs GiΔν
Figure 6.2: Schematic representation of the gain profile of an EDFA, on the left, and a PSA, on the
right.
EDFAs have revolutionized optical communications systems as they allow to compen-
sate the propagation losses and, consequently, to extend the transmission reach. However,
an EDFA introduces additional ASE noise, which deteriorates the SNR of the signal chan-
nels. In fact, if no extra noise was added in EDFAs or any other PI linear amplifier, the
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Heisenberg’s uncertainty principle would be violated [179, 244]. The ASE noise is origi-
nated from spontaneous emission of uncorrelated photons that are amplified throughout
the amplifier. The power of the ASE introduced by an EDFA within an optical bandwidth
Bopt is given by [1,241]
PASE = 2nsp(G − 1)hνBopt , (6.1)
where nsp is the spontaneous emission factor, related to the population inversion between
the excited and fundamental states [241]. In the previous equation, the factor 2 accounts
for the unpolarized nature of the ASE, i.e., the ASE noise in the two orthogonal states of
polarization.
The noise figure of an EDFA, defined as the input to output SNR ratio, is then given
by [1]
NF = 2nsp
(
1− 1
G
)
+
1
G
. (6.2)
According to the previous equation, the NF of an ideal EDFA with high gain and complete
population inversion (nsp ≈ 1) is approximately 2 (3 dB). In practice, however, complete
population inversion is difficult to achieve and NF values of more than 5 dB are typically
observed in real amplifiers.
Parametric amplifiers
As discussed in chapter 2, the principle of operation of parametric amplifiers is based on
parametric decomposition of a high energy photon or of two photons into two new photons
with lower frequency through nonlinear optical mixing. A parametric amplifier can operate
in either PI or PS modes. In the case of a PI parametric amplifier, no phase-conjugated
idler is required at the input of the amplifier and its gain does not depend on the phase
of the interacting waves. In the case of PSAs, however, both the input signal and the
idler waves must be injected into the amplifier. The discussion in this chapter is limited to
two-mode amplifiers due to the possibility of multichannel operation with lower bandwidth
requirements compared to higher mode amplifiers such as four-mode amplifiers.
If an amplification scenario based on PSAs is considered, the signal channels and cor-
related idler and pump waves must all be transmitted together throughout the optical links.
In reconfigurable optical transport networks, the data channels may be added, dropped,
aggregated or routed to different destination locations at each node. Hence, when PSAs
are considered in such systems, this means that new correlated idlers and pumps must be
generated whenever a new channel is added, and transmitted along with the other waves.
In addition, when a signal channel must be routed to a different destination, so must be the
correlated idler and pump waves. Consequently, at least one new pump for single-pump
PSAs or two in the case of dual-pump amplifiers would be required whenever a new signal
channel is added or routed to a different destination node. This is clearly unfeasible and
highly undesirable in practice. This problem can be overcome by considering the copier +
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PSA strategy, discussed in chapter 5. In this case, the correlated idlers and pumps are first
filtered out by the WSS at the input of each node. After removing the correlated idlers, the
signals can be added, dropped, aggregated or routed as in a typical node, without having
to care about the correlated idlers and pump waves. At the output ports of each node, the
correlated idlers and pump waves are generated in a PI parametric amplifier, also known
as the copier, which is also used to boost the power of the signals at the output of the node.
Therefore, the PI parametric amplifier acts simultaneously as a copier and booster. Such
solution is fully compatible with the already deployed nodes as only the input pre-amplifier
is replaced by a PSA and the output EDFAs by PI parametric amplifiers. However, since
the copier is a PIA, it introduces additional ASE noise compared to a pure PSA link. As
discussed later on, the additional noise of the PIA booster does not significantly degrade
the SNR of the link in the subsequent spans. For simplicity, it is also assumed that each
PSA supports dual-polarization operation and is able to correct the relative phase of all the
signal and idler channels for maximized gain.
The gain of the parametric amplifiers can be obtained by solving the coupled-mode dif-
ferential equations describing the nonlinear interaction. Considering negligible propagation
losses, no pump depletion, and respectively assuming ∆β = 0 or ∆βeff = 0 for second- or
third-order nonlinear interactions, the gain of the signal and idler waves is given by [226]
Gs = G + fr (G − 1) + 2
√
frG (G − 1) cos(ψ) (6.3a)
Gi = frG + (G − 1) + 2
√
frG (G − 1) cos(ψ). (6.3b)
In (6.3), fr is the idler to signal power ratio, ψ the relative phase between the interacting
waves, Gs and Gi are the gain of the signal and idler waves with respect to the input signal
power, and G is the signal gain in PI operation, obtained when no idler wave is injected into
the amplifier, i.e, when fr = 0. The signal gain in PI operation is generally given by
G = cosh2(gL), (6.4)
where g is the effective coupling coefficient of the nonlinear interaction. The effective
coupling coefficient and the relative phase depend on the type of nonlinear interaction.
Approximated expressions for g and ψ for PSAs based on simple DFG, cSHG/DFG, phase-
conjugating cSFG/DFG, degenerate FWM and phase-conjugating, non-degenerate FWM
can be obtained from equations (2.26), (2.28), (2.30) and (2.37), summarized in table
6.1. The expressions presented in table 6.1 were obtained considering negligible effective
phase mismatching, with PP the power of the pump for single-pump PSAs, and PP1 and
PP2 the power of each pump for the dual-pump cases configurations. In general, the phase
mismatching effects may not be negligible over the entire amplification bandwidth, leading
to a non-flat gain spectrum. The phase mismatching effects are particularly relevant for
amplifiers based on degenerate FWM, where two gain peaks are typically observed around
the pump wave [73, 245]. Flatter gain profiles can be achieved with parametric amplifiers
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Table 6.1: Parametric gain and relative phase of the interacting waves for PSAs based on different
nonlinear interactions.
Nonlinear interaction Parametric gain g Relative phase ψ
phase-conjugating DFG
√
ηPP φs + φi − φP + pi/2
cSHG/DFG 1L · ln
[
cosh(
√
ηPPL)
]
φs + φi − 2φP + pi
phase-conjugating
cSFG/DFG
1
L · ln
[
cosh(
√
2η
√
PP1PP2L)
]
φs + φi − φP1 − φP2 + pi
degenerate FWM γPP φs + φi − 2φP − pi/2
phase-conjugating,
non-degenerate FWM
2γ
√
PP1PP2 φs + φi − φP1 − φP2 − pi/2
based on second-order nonlinear effects, as discussed in section 5.1, and amplifiers based
on phase-conjugating, non-degenerate FWM [73]. For simplicity, constant gains of Gs and
Gi over the entire amplification bandwidth of the signal and idler bands are considered,
as shown in figure 6.2. In addition, it is assumed that ψ is an even multiple of pi, which
corresponds to the maximum gain condition of the PSAs.
A complete and accurate analysis of the noise properties of optical parametric ampli-
fiers, including PIAs and PSAs, should rely on the quantum theory, but such an approach
is typically very complex and difficult to perform [179, 218, 246]. A semi-classical method
based on the main results and principles of the quantum theory is usually sufficient to ana-
lyze the noise properties of parametric amplifiers, and easier to understand [218,219,247].
In addition, the results of the semi-classical approach are consistent with the quantum the-
ory in the so-called large number of photons limit, i.e., when the power of the signal is much
higher than the quantum vacuum noise, which is true in a typical lightwave system [247].
The semi-classical approach is based on the following results from the quantum theory:
1. Any coherent state of light is affected by quantum background fluctuations, i.e., quan-
tum noise. Moreover, the quantum noise does not depend on the optical field of the
waves and even if there are no photons (vacuum state), the quantum noise is still
present. The quantum noise sets the lower limit for the noise of any optical system.
2. Quantum fluctuations are added through any mode and input port of a physical sys-
tem, even if it is not used.
The statistics of the quantum noise, Qn, are assumed to be complex Gaussian, with
<Qn> = 0, <Qn2> = 0 and power spectral density (PSD) given by <|Qn|2> = hν/2,
where <> is the expectation operator [226]. The power of the quantum noise within an
optical bandwidth Bopt per state of polarization can be obtained by integrating the PSD
with respect to the frequency, which gives PQn = hνBopt/2.
The noise properties of parametric amplifiers, including PSAs, are determined by the
quantum noise at its inputs. On one hand, the quantum noise on the input signal port is
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Figure 6.3: Schematic representation of the PSA model, considering an ideal PSA with NF = 1,
and a real PSA with NF > 1. The operator “∗” represents optical phase conjugation.
amplified along with the signal channels. On the other hand, the quantum noise of the idler
port is also amplified and coupled to the input signal, even if there is no input idler wave.
In fact, if the quantum noise at the idler input port were not considered, the Heisenberg’s
uncertainty principle would be violated.
Let us now assume the noise vectors nuv which contain all the different noise contribu-
tions in wave u, that were originally added to wave v at any place of the optical link, with u
and v the signal (s) or idler (i) waves. The input/output relations between the optical fields
and noise components of the signal and idler ports are schematically represented in figure
6.3, and mathematically described by (6.5) [218,219]Aos noss nosi
Ao∗i n
o∗
is n
o∗
ii
 =
 µ υ
υ∗ µ∗
As nss nsi
A∗i n
∗
is n
∗
ii
 . (6.5)
In the previous equation the superscript o denotes the output signal, idler or noise compo-
nents, µ =
√
G and υ =
√
G − 1 exp[i(φs + φi − ψ)]. Equation (6.5) not only describes the
noise properties of parametric amplifiers, but can also be used to obtain (6.3). According
to figure 6.3 and equation (6.5), any noise component at one of the input ports of a PSA
(either signal or idler) is converted to both signal and idler output ports. These noise com-
ponents are now correlated and beat coherently in the following amplifiers, experiencing
PS amplification. On the other hand, any noise contribution added by other elements of
the optical links is uncorrelated and experiences lower gain in the subsequent PSA, equiv-
alent to that of a PIA. Hence, the total noise in the signal and idler waves at any point
of the optical links contains both correlated and uncorrelated contributions, which justifies
discriminating all the different noise terms in vector nuv .
In order to illustrate the behavior of the amplifier for correlated and uncorrelated noise
terms, let us first consider a PSA with no input noise sources other than the unavoidable
quantum fluctuations, i.e., nss = Qns , nii = Qni and nsi = nis = 0. Assuming ψ = 0, the
output noise components are given by noss = µnss , nosi = υn
∗
ii , n
o
is = υn
∗
ss and noii = µnii .
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The total noise power in the signal or idler within optical band Bopt is then given by
Pnoise =< |µQns + υQn∗i |2 > Bopt =< |µQni + υQn∗s |2 > Bopt
= (G − 1)hνBopt + hνBopt
2
= PASE + PQn ,
(6.6)
with PQn the power of the quantum noise and PASE = (G − 1)hνBopt the noise added by
the amplifier. Remarkably, the expression for the noise added by the parametric amplifier,
PASE , is equal to that of an EDFA with nsp = 1, presented in (6.1), with the exception of a
factor of 2, which is related to the dual-polarization nature of the noise in erbium amplifiers.
In fact, the semi-classical formalism can also be used to obtain the noise properties of
an EDFA by considering an additional idler port with only quantum noise at its input, as
reported in [248].
Let us now consider correlated noise components launched into the PSA, with nss =
n∗is = Qns/
√
2 and nii = n∗si = Qni/
√
2, where the term
√
2 is introduced in order to have
the same total input noise power as in (6.6). In this case, the total noise power in the signal
or the idler would become
Pnoise =<
∣∣∣∣(µ+ υ)(Qns + Qn∗i√2
)∣∣∣∣2 > Bopt
=
[
G − 1 +
√
G (G − 1)
]
hνBopt +
hνBopt
2
= PASE + PQn ,
(6.7)
where now PASE = [G−1+
√
G (G − 1)]hνBopt ≈ 2(G−1)hνBopt , with the latter approxima-
tion obtained for G  1. Comparing (6.6) and (6.7), the noise added by the amplifier with
correlated noise at its input is about twice as much as for uncorrelated noise. Therefore,
a correct analysis of the noise in a link amplified by PSAs requires discriminating all the
correlated and uncorrelated noise components.
The NF is an important parameter that characterizes the noise properties of optical am-
plifiers, defined as the input to output SNR of the amplifier when the input light is limited by
shot-noise [226]. However, two different possibilities can be considered for PSAs depend-
ing on how the SNR is calculated. The simplest approach is to consider the SNR of the
signal and idler waves separately. Assuming equalized signal and idler power, a theoretical
NF of 0.5 (-3 dB) is expected for high gain values. This is a consequence of improving the
individual SNR of the signal and idler waves, caused by the higher gain of the amplifier for
the correlated signal and idlers when comparing to the gain for uncorrelated noise [226]. A
more correct definition of the NF for a two-mode PSA should consider the combined SNR
of the signal and idler instead [226]. In practice, measuring the combined SNR can be
done by simultaneously detecting the signal and idler, filtering out the beating components
between these waves [226,249].
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In order to understand how to calculate the NF of a PSA let us first consider a simpler
example of an optical wave with power P, detected in a PD with two-sided electrical band-
width Bel (i.e., between -Bel and Bel ) and with an ideal responsivity given by R = e/(hν),
with e the elementary charge. Assuming that there is no other noise source except for the
unavoidable quantum noise, an average electrical current of <I> = R(P + 2<|Qn|2>Bel ) is
measured, with the factor of 2 due to the two-sided electrical bandwidth. The SNR of the
detected current is defined as the ratio <I>2/<∆I 2>, where <∆I 2> = <(I − <I>)2> is
the variance of the detected current, given by <∆I 2> = 4R2P<|Qn|2>Bel . Assuming that
the average current due to the quantum noise is negligible, i.e., P  <|Qn|2>Bel , the SNR
becomes
SNR =
P
2hνBel
. (6.8)
The previous expression represents the SNR for PDs limited by shot noise, with no other
noise source affecting the detected signals [1]. In fact, according to the quantum theory,
the shot noise is no more than the beating between the incoming signal and quantum
background fluctuations [248].
A similar procedure can be performed to calculate the SNR at the input and output ports
of the amplifier, but taking into account both the signal and idler currents simultaneously.
Assuming only the quantum fluctuations as the noise source at the input of the PSA, the
SNR of the total current I = I s + I i detected at the input of the amplifier is given by
SNR in =
Ps + P i
2hνBel
. (6.9)
On the other hand, the output SNR of the parametric amplifier for ψ = 0 is given by [226]
SNRout =
(Pos + P
o
i )
2
2hνBel
[(√
GPos +
√
(G − 1)Poi
)2
+
(√
GPoi +
√
(G − 1)Pos
)2] , (6.10)
with Pos = (
√
GPs +
√
(G − 1)P i )2 and Poi = (
√
GP i +
√
(G − 1)Ps)2 the output power of
the signal and idler waves. The NF of the parametric amplifier is thus given by [226]
NF =
Ps + P i(
Pos + P
o
i
)2
[(√
GPos +
√
(G − 1)Poi
)2
+
(√
GPoi +
√
(G − 1)Pos
)2]
. (6.11)
The previous expression is valid for a two-mode parametric amplifier in either PS or PI
operation. In the former case and for equalized signal and idler power, the NF of the
amplifier becomes equal to 1 (0 dB), as expected for an ideal PSA. On the other hand,
when P i = 0 (PIA), the NF of the amplifier becomes NF = 2 − 1/(2G − 1)2, which is
approximately equal to 2 (3 dB) for high gain values.
In a real PSA, however, the NF may be degraded by several mechanisms such as
Raman phonon seeded excess noise, transferred pump noise or residual pump noise [219].
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Figure 6.4: Lossy element modeled as beam-splitter with power transmission coefficient T , cou-
pling quantum noise fluctuations to the signal and idler waves.
As an example, NF values of 1.1 dB and 1.8 dB have been respectively measured in
fiber- and PPLN-based PSAs [186, 250]. Assuming that the statistics of such impairing
mechanisms can also be modeled as additive white Gaussian noise, a possible way to
improve the model for the noise properties of parametric amplifiers is to add new noise
terms, nf s and nf i , at each input port of the amplifier, as depicted in the outer box of the
PSA model in figure 6.3. The variance of the new noise terms is given by <|nf s |2> =
<|nf i |2> = (f − 1)hν/2, where f is a factor that represents the degradation of the NF. By
considering the new noise sources and repeating the procedure discussed above, the NF
of the PSA becomes NF real = f ·NF . The NF degradation factor is always greater or equal
to 1 and can be compared to the spontaneous emission factor of EDFAs. In general, f may
vary with the frequency, the length of the amplifier, and/or the power of the signal and pump
waves [247]. In this chapter, a constant f is assumed within the total optical bandwidth, for
simplicity. The parameter f can also be used to model the additional degradation of the NF
in PI parametric amplifiers.
6.3.2 DCUs and WSSs
In this chapter, ideal DCUs and WSSs with no polarization-dependent losses, negli-
gible back-reflections and with flat response within the optical bandwidth of interest are
considered. It is also assumed that the DCUs perfectly compensate all the accumulated
dispersion of the span. Hence, for the purpose of evaluating the evolution of the SNR
through the optical links of a network, the DCUs and WSSs can be regarded as simple
loss elements, with a power transmission coefficient T , with 0 ≤ T ≤ 1.
In a classical approach, the effects of a loss element are simply to decrease the power
of the propagating waves. However, if an input wave with only quantum vacuum fluctua-
tions as the noise source passes through a lossy element, the total noise power would be
reduced to below the quantum limit, violating the quantum theory principles. In the semi-
classical approach, this problem is overcome by modeling the lossy element as a beam
combiner [226], as illustrated in figure 6.4. According to the semi-classical model, the loss
elements couple uncorrelated vacuum fluctuations to the signal and idler waves in order to
compensate for the attenuation of the input quantum noise, setting back the power of the
quantum background fluctuations to the quantum limit. For any other noise terms at the in-
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put of the loss elements, the signal and the idler waves, the semi-classical beam combiner
model is equivalent to the classical approach. The effects of a lossy element on the input
waves and noise terms are mathematically described by the following equations [218]Aos
Ao∗i
 = √T
As
A∗i
 (6.12a)
noss =
[√
Tnss
√
1− TQn
]
(6.12b)
nosi =
[√
Tnsi 0
]
(6.12c)
nois =
[√
Tnis 0
]
(6.12d)
noii =
[√
Tnii
√
1− TQn
]
. (6.12e)
6.3.3 Fiber
Optical fibers are the key components of an optical transport network. The large trans-
mission bandwidth and very low losses of optical fibers allow exchanging a very large
amount of information between several end users. In this chapter, typical standard single-
mode fibers are considered with loss coefficient, nonlinear coefficient, dispersion parame-
ter and dispersion slope at 1550 nm of 0.22 dB/km, 1.3 W−1km−1, 16.7 ps.nm−1km−1 and
0.07 ps.nm−2km−1, respectively. For simplicity, PMD and scattering effects are neglected,
so the main degradation mechanisms in the transmission fibers are the propagation losses
and nonlinear effects of SPM, XPM and FWM.
The propagation losses of the transmission fibers in optical links amplified with PSAs
can also be modeled as a beam combiner with transmission coefficient T = exp(−αL), as
discussed in the previous subsection. Because of the propagation losses, new uncorre-
lated quantum fluctuations are added to the transmitted signals. If long spans of fibers are
placed in between the PSAs, the correlated noise terms generated by the amplifiers may
be attenuated to below the quantum noise limit and the uncorrelated quantum background
fluctuations become the dominant noise source [199].
The nonlinear response of the transmission fibers also plays a very important role in
optical communication systems. In fact, if it were not for the fiber nonlinearities and the
fuse effect, extending the transmission reach could be simply performed by increasing the
launch power at the transmitter [6]. The most correct and complete analysis on the impact
of the nonlinear effects on the transmitted data channels would require the computation
of the nonlinear Schro¨dinger’s equation or the Manakov-PMD equations for each path of
the network. However, such calculations are computationally demanding and, for a matter
of simplicity, an analytical model is preferable for the problem at hand. Recently, the GN
model has been proposed as an alternative possibility to model the degradation of data
channels caused by the nonlinear response of the fibers in dispersion-uncompensated
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links [58, 251]. The GN model is formulated assuming that the nonlinear distortions, also
known as nonlinear interference (NLI), are small perturbations, manifesting themselves
as additive Gaussian noise. The GN model also assumes that after propagating through
a significant distance in a dispersive medium, the transmitted signals can be statistically
described as stationary Gaussian noise, which is also known as the signal gaussianity ap-
proximation [58]. More recently, the same research group presented an improved version
of the GN model, the so-called EGN model, which includes several terms to correct the sig-
nal gaussianity approximation [59]. The GN and EGN models allow to estimate the PSD
of the NLI for a wide range of signal, span and fiber parameters, though still at the cost of
demanding computations. However, with a few approximations and for certain signal and
span parameters, simple, yet accurate analytical expressions can be obtained for the PSD
of the NLI [58, 251, 252]. This is perhaps the most important contribution of the GN and
EGN models as they provide simple tools to quickly estimate the degradation of the trans-
mitted signals due to the fiber’s nonlinear response. The GN model is also an easy way to
estimate the impact of nonlinearities on the potentialities of WDM networks and thereby to
simplify dimensioning and planning of optical transport networks [253].
As mentioned above, the GN and EGN models are formulated for dispersion-uncom-
pensated systems, where the statistics of the transmitted signals and noise tend to a Gaus-
sian distribution due to the accumulated dispersion. Even though the analytical approxi-
mations of the GN and EGN models are able to account for lumped dispersion elements
(as an example, see equation (1) in [58]), the validity and accuracy of these models for
dispersion-compensated systems are arguable [58, 254]. Moreover, none of the simpli-
fied expressions for the PSD of the NLI obtained with the GN and EGN model accounts
for the possibility of considering lumped dispersive elements such as DCUs at the end of
the fiber spans, as required for amplification scenarios based on PSAs. Thus, motivated
by the lack of an alternative model with elegant analytical solutions, a MEGN model for
Nyquist-WDM channels with channel bandwidth Bch and frequency separation between
neighboring channels of ∆ν (see figure 6.2) is assumed to estimate the effects of the NLI.
The MEGN model presented in this chapter can be regarded as a particular solution of
the original GN model reference formula, given by equation (1) in [58], and the correcting
terms of the EGN model, obtained for optical links with full compensation of the dispersion
effects after each span of fiber, before each amplifier. The derivation of the MEGN model
is detailed in appendix B.
In general, the MEGN model can be used to estimate the PSD of the NLI, SNLI (ν), at
any frequency component ν of the transmitted data channels. However, the full calculation
of the correcting terms to remove the signal gaussianity approximation for random input
signal channels still requires demanding computations. In the case of ideal Nyquist data
channels with constant PSD of Pch/Bch, where Pch is the channel power, and with constant
frequency separation between the channels, the computation of SNLI (ν) becomes sim-
pler. The NLI of the transmitted signals in WDM systems is typically stronger at the center
169
Andre´ Albuquerque All-Optical Signal Processing for Optical Communication Systems
channels [251], as these channels are more severely affected by inter-channel FWM. Re-
markably, the calculation of SNLI (ν) can be greatly simplified at the center channel of the
transmitted data, which also corresponds to the maximum PSD of the NLI. Hence, the
PSD of the NLI is only evaluated for the center frequency of the transmitted signals spec-
trum, at ν = 0, and assumed constant for any other frequency, i.e., SNLI (ν) ≈ SNLI (0).
This approach provides a pessimistic and conservative estimate for the NLI power of the
outer channels. By taking into account the previous considerations, the SNLI at the center
frequency of the spectrum of the transmitted signals is approximately given by
SNLI (0) ≈
(
4− p
3
)3(Pch
Bch
)3
γ2Ns
2
×
(Nch−1)/2∑
m=−(Nch−1)/2
(
(2− δm) Leff 2α
2pi|β(2)|
{
asinh
[
pi2|β(2)|
α
(m∆ν + Bch/2)Bch
]
−asinh
[
pi2|β(2)|
α
(m∆ν − Bch/2)Bch
]}
−2(1− δm)(7− p)
3Bch
Θ
∫ +Bch/2
−Bch/2
|ζm(ν1)|2dν1
)
,
(6.13)
whose derivation is detailed in appendix B. In the previous equation, δm is the Kronecker
delta function, equal to 1 for m = 0 and 0 otherwise, Ns is the number of spans, Nch the
number of channels, p is equal to 1 or 2 for single- or dual-polarization signals, respectively,
and Leff the effective length, given by
Leff =
∫ L
0
e−αzdz =
1− e−αL
α
. (6.14)
In (6.13), function ζm(ν1) is given by the following expression
ζm(ν1) =
i
4pi2β(2)ν1
{
ln
(
α− i4pi2β(2)ν1 [m∆ν + Bch/2]
α− i4pi2β(2)ν1 [m∆ν − Bch/2]
)
+ E1
([
α− i4pi2β(2)ν1 (m∆ν + Bch/2)
]
L
)
− E1
([
α− i4pi2β(2)ν1 (m∆ν − Bch/2)
]
L
)}
,
(6.15)
with E1 an exponential-integral function, defined by (B.18) in appendix B. Constant Θ in
(6.13) represents the influence of the modulation format, calculated by the following ex-
pression [59]
Θ = 2− <|X |
4>
<|X |2>2 , (6.16)
with X a random variable that represents the transmitted symbols. In the case of PSK
modulation formats, constant Θ is equal to 1, whereas values of 17/25 and 13/21 are
respectively obtained for 16- and 64-QAM signals [59]. The power of the NLI for the center
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channel can be obtained by integrating SNLI within the optical bandwidth of the channel.
Assuming that SNLI is practically constant over the entire channel bandwidth, also known
as the locally white NLI approximation [251], the power of the NLI for the center channel,
PNLI , is approximately given by
PNLI ≈
∫ Bch/2
−Bch/2
SNLI (ν)dν ≈ SNLI (0)Bch. (6.17)
In order to evaluate the validity and accuracy of equation (6.13), the power of the NLI for
the center channel was computed using the total field formulation (see subsection 2.4.1)
and the SSFT method to solve the Manakov-PMD equation (2.41) for dual-polarization
nonlinear propagation with randomly varying birefringence. The simulations were per-
formed for dual-polarization signals, assuming full compensation of the chromatic disper-
sion and propagation losses at the end of each span, Dλ = 16.7 ps.nm−1km−1, Sλ = 0.07
ps.nm−2km−1, ∆ν = 50 GHz, α = 0.22 dB/km and γ = 1.3 W−1km−1. A total of 215-1 sym-
bols were considered in the SSFT simulations, with space and time integration steps of
∆z = 10 m and ∆t = 1/(3Nch∆ν). The variation of PNLI with the number of fiber spans for
different modulation formats is depicted in figure 6.5, obtained with the MEGN model pro-
posed in this section, and by solving the Manakov-PMD equation with the SSFT method.
For comparison, the power of the NLI is also calculated using the simplified formula for the
original EGN model without dispersion compensation, given by equation (1) in [252]. The
numerical results obtained with the SSFT method are used as reference to investigate the
validity and accuracy of the EGN and MEGN models.
For all the modulation formats except OOK, the MEGN provides acceptable estimates
of PNLI with respect to the SSFT method. Moreover, the MEGN is able to reproduce the
variation of the NLI power with the number of spans, but overestimating PNLI with almost
constant offsets of about 3.6 dB for BPSK, 4 dB for QPSK and 2.1 dB for 16-QAM. In fact,
the SSFT calculations suggest that PNLI is proportional to N2s , as it is also predicted by the
MEGN model. In contrast, the EGN model indicates that the power of the NLI increases
slightly superlinearly with the number of spans [58], as shown by the dashed lines in figure
6.5. Despite providing better estimates of PNLI for a number of spans between 3 and 13,
the EGN model does not reproduce the variation trend with the number of spans observed
for the SSFT calculations. This is an expected result as the EGN model expression used to
calculate the power of the NLI was devised assuming no dispersion compensation, which
is clearly not the scenario considered in this work. The numerical results depicted in figure
6.5 for the EGN model clearly justify the necessity to devise the MEGN model to describe
the evolution of PNLI in systems with full compensation of the chromatic dispersion effects
after each span of fiber.
In the case of OOK signals, the difference between the values given by the two methods
decreases from more than 10 dB for less than 3 spans to a minimum difference of about 5
dB, measured at the 11th span. For a higher number of spans, the difference between the
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Figure 6.5: Variation of PNLI with the number of spans, calculated through the SSFT method, the
MEGN and the EGN models for OOK, BPSK, QPSK and 16-QAM signals. The numerical results
were obtained for Bch = 25 Gsymbol/s, Pch = -3 dBm, L = 80 km and Nch = 40.
two methods increases. Hence, the MEGN is not suitable to model the power of the NLI
for OOK signals and this modulation format is not further considered in this chapter.
The influence of other parameters such as Pch, Bch, Nch and L on PNLI for the trans-
mission of QPSK signals through 5 spans of fiber is also depicted in figure 6.6, obtained
using the MEGN model and the SSFT method. As shown in the figure, the MEGN is able
to reproduce the variation trend of PNLI with Pch and Bch, but with an offset of about 3.7
dB, as it was also observed in the simulations presented in figure 6.5. A similar conclusion
can be obtained for the influence of Nch on the power of the NLI, except for a small number
of data channels (Nch<10), where the offset between the MEGN and SSFT simulations
increases up to about 10 dB. This is a consequence of the approximations used to obtain
(6.13), which assume a large number of channels [251, 252]. One example of such ap-
proximations is neglecting the self-channel interference correction to the GN model, which
is only valid when the number of channels is large and the cross-channel interference con-
tributions are dominant (see appendix B). In figure 6.6-d), the numerical simulations show
that the MEGN model is also able to represent the influence of L on the NLI power, but
only for length values above 50 km. For shorter span lengths, the MEGN simulations start
to significantly deviate from the SSFT calculations. These results are explained by the
approximated expression for the FWM efficiency factor (B.7), presented in appendix B.
In order to verify the influence of the channel spacing on the NLI properties, the NLI
power was calculated for different ∆ν values, using both the SSFT method to solve the
Manakov-PMD equation and the MEGN model. The numerical results obtained for QPSK
signals after propagation through 5 spans of fiber are shown in figure 6.7. The number
of channels considered in the numerical computations was selected in order to keep Bopt
equal to 2 THz, with Bopt = Nch ×∆ν. The numerical results calculated with both methods
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Figure 6.6: Variation of PNLI with a) Pch, for Bch = 25 Gsymbol/s, Nch = 40 and L = 80 km, b) Bch,
for Nch = 40, L = 80 km and Pch = -3 dBm, c) Nch, for Bch = 25 Gsymbol/s, L = 80 km and Pch = -3
dBm, and d) L, for Bch = 25 Gsymbol/s, Nch = 40 and Pch = -3 dBm. The numerical results were
obtained through SSFT calculations and using the MEGN model for QPSK data channels and after
propagation through 5 spans of fiber.
show that the NLI decreases with the increase of the channel spacing, which is an expected
result as the inter-channel FWM contributions become weaker when the data channels
are more sparsely spaced. In this case, however, the MEGN model does not correctly
reproduce the variation trend of the NLI power with the channel spacing observed in the
SSFT calculations. Preliminary tests suggest that the origin of this difference is most likely
in the correcting term of (B.12), shown in appendix B. Unfortunately, however, the root
cause for this difference could not yet be identified and further investigations are required,
which are left for future work. It should be noted that eliminating the observed difference
not only would provide a better approximation for the influence of the channel spacing, but
it could also reduce the offset between the SSFT and MEGN curves in figures 6.5 and 6.6.
With the exception of the channel spacing, the MEGN is able to reproduce the influence
of all the signal and span parameters on the NLI power. Since no better model seems to
be currently available to estimate the NLI power in systems with full dispersion compen-
sation after each span, the MEGN is still considered in this chapter. However, no further
investigations on the influence of ∆ν are considered in this chapter and a constant channel
spacing of 50 GHz is assumed in all the numerical simulations presented henceforth. In
this case, the MEGN is a viable alternative to estimate the power of the NLI, albeit with a
non-negligible overestimation of the PNLI . Since the MEGN always overestimates the NLI,
it provides conservative and pessimistic scenarios for the degradation imposed by the NLI
in optical links and networks with full dispersion compensation after each span of fiber.
In the following sections, the MEGN is used to estimate the impact of the NLI power on
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Figure 6.7: Variation of PNLI with the channel spacing, obtained through SSFT calculations and
using the MEGN. The numerical simulations were obtained for Bch = 25 Gsymbol/s, L = 80 km and
Pch = -3 dBm.
the transmission through a single optical link (point-to-point transmission) and in two optical
transport networks, considering amplification scenarios based on EDFAs and PSAs. In
the case of the scenario based on PS amplification, since both the signal and correlated
idlers have to be transmitted through the optical links, twice the number of channels are
considered on the calculation of PNLI . The simplified models for the gain, attenuation and
ASE noise presented in the previous subsections are also considered.
6.4 Point-to-point transmission
Before comparing the two different amplification scenarios in optical transport networks,
let us first investigate the evolution of the SNR, ASE and NLI power in a single optical link
composed of 20 spans of fiber. The numerical results are depicted in figure 6.8, calculated
using either the MEGN model or by solving the Manakov-PMD equation with the SSFT
method. The numerical calculations were obtained for 40 dual-polarization QPSK channels
and Pch of -6 dBm. In the case of the simulations with PSAs, the number of channels
considered to calculate PNLI with the MEGN was 80, as both signal and correlated idlers
contribute to the nonlinear distortion of the transmitted waves. The same fiber and span
parameters used to obtain the numerical results shown in figure 6.5 were considered in
these simulations. EDFAs and PSAs with NF values of 5 dB and 2 dB were respectively
considered. The gain of the amplifiers was selected in order to keep the total power of the
signal channels and noise constant after each amplifier.
The SNR was calculated taking into account both the ASE and NLI noise, according
to [58]
SNR =
2Bref
pBch
· OSNR = 2Bref
pBch
· Pch
PASE + PNLI
, (6.18)
where Bref is the optical reference bandwidth. The previous equation assumes that the
NLI and ASE noise sources are uncorrelated and approximately described as additive
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Gaussian noise [58].
The numerical results depicted in figure 6.8-a) show that the MEGN overestimates the
NLI power with respect to the SSFT simulations in both amplification scenarios, but with
a slightly lower error for the PSA scenario. In addition, even though twice the number of
channels contribute to the NLI when using PSAs (signals + conjugated idlers), the numer-
ical simulations with the SSFT method show that the NLI power increases by only 1.1 dB.
In fact, the extra channels are located farther apart with respect to the center channel, so
the efficiency of the nonlinear distortions generated from the additional channels is low.
This effect can be observed in figure B.1, shown in appendix B, where the FWM efficiency
factor decreases for larger frequency separations with respect to the center channel due
to higher phase mismatch. Similar results are obtained with the MEGN model, but now the
NLI power is only about 0.3 dB higher for the PSA scenario when compared to considering
EDFAs. This difference is most likely caused by the approximations performed to obtain
(6.13).
Let us now focus on the evolution of the ASE noise in both amplification scenarios.
As shown in figure 6.8-a), the ASE power in the PSA scenario is almost 6 dB lower than
in the EDFA case because of the better ASE noise properties of PSAs. In both cases,
the power of the ASE grows linearly with the number of spans. When the number of
spans is small, the ASE noise is the dominant noise source and an improvement of the
SNR of 5.8 dB is therefore observed for PSAs, as depicted in figure 6.8-b). This result
is in agreement with the theoretical predictions of SNR improvement of 6 dB [186, 218].
When the number of spans increases, however, the role of the NLI becomes more relevant
and the SNR advantage of using PSAs instead of EDFAs is reduced. This result can be
observed in the black curves depicted in figure 6.8-b), which represent the evolution of the
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Figure 6.9: Maximum transmission reach using either EDFAs or PSAs to compensate the propa-
gation losses, and using the MEGN model or the SSFT method to compute the power of the NLI
for a) BPSK, b) QPSK, and c) 16-QAM signals.
SNR improvement obtained by considering PSAs instead of EDFA, ∆SNR, given by the
ratio between the SNR obtained using PSAs and using EDFAs. According to the numerical
results, ∆SNR decreases from 5.8 dB, measured after the first span of fiber, to about 4.9
dB after 20 spans of fiber. This is a direct consequence of PNLI increasing quadratically
with Ns , whereas PASE is approximately proportional to Ns . A slight deviation of less than
0.5 dB is also observed between the ∆SNR curves obtained with the MEGN model and
the SSFT calculations, which is believed to be caused by the approximations considered
to devise 6.13, as discussed above.
The influence of the launch power per signal channel, Pch, on the maximum reach
for transmission through a single optical link is shown in figure 6.9 for dual-polarization
BPSK, QPSK and 16-QAM signals, considering either EDFAs or PSAs. Note that in this
chapter it is assumed that the power per signal channel is the same when comparing the
two different amplification scenarios. The power of the NLI is estimated by the MEGN
model and by solving the Manakov-PMD equation with the SSFT method. The maximum
reach was obtained by calculating the SNR after each span until it becomes lower than the
SNR threshold required for BER below 10−3. The formulas to calculate the SNR threshold
for a given BER are presented in appendix C. The minimum SNR required to obtain a
BER of 10−3 for BPSK, QPSK and 16-QAM signals is 4.77 (6.79 dB), 9.55 (9.80 dB) and
45.10 (16.54 dB), respectively. The simulations were performed considering the same fiber
parameters as the calculations presented in figure 6.8, and Bch = 25 GHz, ∆ν = 50 GHz,
L = 80 km and Nch = 40.
According to the numerical simulations, the maximum transmission reach increases
with the launch power until reaching maximum values at about -6 and -9 dBm for BPSK,
-5.5 and -8.5 dBm for QPSK, and -4.5 and -7 dBm for 16-QAM, obtained by respectively
considering the amplification scenarios based on EDFAs and PSAs. For Pch below such
power values, the transmission reach is mainly limited by the ASE noise, so increasing the
channel power improves the SNR and, consequently, the transmission reach. In addition,
a very good agreement is verified for the simulations performed with the MEGN model and
the SSFT method. For higher values of Pch, the NLI becomes dominant and increasing the
channel power reduces the maximum reach. In this case, the MEGN underestimates the
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transmission reach because of the overestimation of PNLI , as discussed in the previous
section. Comparing the two amplification scenarios, PSAs enable longer transmission
reaches at lower launch power values due to better ASE noise properties, but such reach
advantage vanishes when the dominant noise source is the NLI. This situation occurs when
the launch power is very high (note that PNLI grows with P3ch), such that PNLI  PASE and
SNR ≈ 2B ref /(pBch) · Pch/PNLI . In this case, the SNR is determined by the power of the
NLI and there is no considerable advantage of using low-noise amplifiers such as PSAs.
The optimum launch power, i.e., the launch power at which the maximum transmission
reach is achieved, is obtained at lower values in the amplification scenario based on PSAs
than on EDFAs. The reason for this result is explained as follows. The optimum launch
power is verified when the ASE and NLI contribution are balanced, which in the case of
PSAs occurs at lower values of Pch due to their better ASE noise properties. At the same
time, lower launch power also mean weaker NLI, which further increases the maximum
transmission reaches observed in the PSA scenario. According to the numerical simula-
tions, an extension of the maximum transmission reach of about 98% for BPSK, 94% for
QPSK and 89% for 16-QAM signals is observed using PSAs instead of EDFAs.
The previous discussions reported in the literature have only considered the ASE con-
tribution on the evolution of the noise properties and SNR in optical links amplified using
PSAs [101, 218, 219, 247]. In those references, the NLI is neglected and much better per-
formances are typically predicted with respect to EDFAs. However, it is shown here that
the NLI is also important and limits the reach advantage of PSAs compared to EDFAs.
6.5 Optical transport networks
In this section, the influence of the launch power and span length on the number of
amplifiers and regeneration requirements of an optical transport network amplified using
either EDFAs or PSAs is investigated. The PNLI is evaluated only with the MEGN model.
Each optical transport network comprises several optical links, so the calculations with the
SSFT method would be very time-consuming and with high computational requirements.
Two real optical transport networks are considered in the numerical study, the Bulgarian
Research and Education Network (BREN) [255] and the National LambdaRail Network
(NLRN) [256]1, whose topologies are depicted in figure 6.10. The cost matrices of the
two optical transport networks were provided through the courtesy of Dr. Rui Morais, and
represent the length of the optical links as of June of 2009 for the NLRN, and as of Novem-
ber of 2009 for the BREN [257]. The optical transport networks considered in this chapter
were selected in order to represent two opposite cases regarding the average length of
the optical links. The BREN comprises 10 nodes interconnected through short links, with
an average link length of 94 km. In contrast, the average link length of the NLRN is 692.4
km. The two opposite cases should provide very different results when comparing EDFA-
1This network has now ceased operations.
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and PSA-based amplification. The main parameters of the two networks are summarized
in table 6.2.
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Figure 6.10: a) Bulgarian Research and Education Network. b) National LambdaRail network. The
length of the optical links is expressed in kilometers.
Table 6.2: Network parameters.
Parameters BREN NLRN
Nodes 10 19
Links 11 23
Average link length (km) 94 692.4
Shortest link (km) 34.9 187.3
Longest link (km) 150.8 1767.6
Average connections per node 2.2 2.42
The numerical simulations assume the node and link architectures depicted in figure
6.1, and ideal WSSs and DCUs with total insertion losses of 6 dB. The optical links are
divided into several spans of fibers with the same length, except for the last one, which
may be shorter than the others if the total length of the link is not an integer multiple of
the total link length. It is also considered that the NLI is only due to propagation along
the fiber spans, and it is estimated by the MEGN model. In the case of the amplification
scenario based on PSAs, twice the number of transmitted channels are considered when
evaluating the power of the NLI. In addition, as discussed at the beginning of this chapter,
all the idler channels are filtered out by the WSSs when entering each node, and generated
again by the copier amplifiers before leaving the node. Thus, the transmission of the data
signal through the links of the network is based on the copier + PSAs scheme, detailed
in chapter 5. However, since the copier amplifiers are parametric PIAs, this approach
introduces extra ASE noise when compared to also using a PSA as the booster amplifier
(pure PSA amplification). On the other hand, any other strategy to generate a large number
of correlated idler and pump waves in flexible and reconfigurable nodes seems to be very
difficult to implement in practice, if not impossible (see the discussion at the beginning of
this chapter). Remarkably, it was verified that the additional ASE noise introduced by the
PI copier does not significantly degrade the ASE noise evolution in the subsequent optical
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links. The main reason for this result is the low gain of the copier amplifiers at the output
of each node, selected in order to compensate the insertion losses of 6 dB of the output
WSSs. According to (6.6), the ASE power added by the amplifier grows linearly with its
gain. Therefore, the noise added by the low-gain copier amplifiers is not very significant.
In fact, the numerical simulations indicate that after the first span of fiber and the first PSA
of the link, the ASE power within an optical bandwidth of 25 GHz is of about -36.9 dBm
in the copier + PSA scheme, and -38.1 dB when using another PSA instead of the copier
amplifier. This difference is quite considerable after a single span, but quickly decreases
to less than 0.2 dB after propagation through ten spans of fiber.
The method used to compare the performance of optical transport networks amplified
using PSAs or EDFAs was based on the procedure listed below.
1. Obtain the shortest paths of the optical transport network with the Dijkstra’s algorithm
and remove the redundant shortest paths using algorithm 4.
2. Evaluate the evolution of the SNR at each node of the non-redundant paths.
3. If the SNR becomes lower than the threshold SNR required to obtain a target BER
of 10−3, move back to the previous node of the non-redundant path and mark it
as a location where signal regeneration is required. Such locations are henceforth
denominated as regeneration sites. Regenerate the signals by eliminating all the
ASE and NLI noise, return to the original node and evaluate the SNR at such node
again.
4. If the SNR is still below the target threshold even after signal regeneration in the
previous node of the non-redundant path, this means that BER values below 10−3
cannot be obtained. This situation may happen when two consecutive nodes in a
non-redundant path are connected by very long links. In this case, stop the computa-
tion and assume that these paths cannot be used for data transmission at the given
bit rate. Such paths are henceforth denominated as unfeasible paths.
The numerical simulations are also performed for both propagation directions. For
instance, if nodes 1, 2, 3 and 4 form a non-redundant shortest path, the program runs
for the sequences 1→2→3→4 and 4→3→2→1. This procedure is adopted in order to
account for any slight differences in each propagation direction, caused by the last spans
of the optical links. It should be noted that if the total length of the link is not an integer
multiple of the span length, the last spans of the optical links are shorter than the others
spans. Because of such differences, it may happen that signal regeneration is required at
a specific node of the network in one propagation direction and at a different node in the
opposite direction. More importantly, it may also happen that the number of regeneration
sites in opposite directions is different.
The numerical simulations are performed for dual-polarization BPSK, QPSK, 16-QAM
and 64-QAM signals, and assuming 80 signal channels, Bch = 25 GHz and ∆ν = 50 GHz.
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Optical fibers with Dλ = 16.7 ps.nm−1km−1, Sλ = 0.07 ps.nm−2km−1, α = 0.22 dB.km−1
and γ = 1.3 W−1km−1 are considered in the computations. The NF of the copier PIAs and
EDFAs is set to 5 dB, whereas a NF of 2 dB is assumed for PSAs.
6.5.1 Bulgarian Research and Education Network
The influence of the span length and launch power on the number of amplifiers, regen-
erators and unfeasible paths for the BREN is evaluated in this subsection, considering both
the EDFA- and PSA-based amplification scenarios. It should be noted that the number of
amplifiers is simply obtained from the network topology and the span length, regardless
of the modulation format, launch power and amplification scenario. The variation of the
number of required amplifiers with the span length is depicted in figure 6.11. As expected,
the number of amplifiers decreases by using larger spans, albeit being the same for span
lengths of 100 and 110 km. The BREN is composed of short links with an average length
of less than 100 km, which explains why increasing the span length from 100 to 110 km
does not reduce the number of amplifiers. In addition, doubling the span length for this
network can only save about 30% of the required amplifiers.
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Figure 6.11: Number of required amplifiers as a function of the span length.
Let us now focus on the signal regeneration requirements for BPSK signals in both
amplification scenarios. In this work, the number of regeneration sites is given by the total
number of output ports of the nodes where signal regeneration is required. The numerical
results are depicted in figure 6.12. According to the obtained results, the SNR of the trans-
mitted channels remained above the required threshold for both amplification scenarios
as no unfeasible paths were observed within the range of channel power and span length
values considered in the simulations. In addition, no signal regeneration is required at any
node of the network.
Similar results in terms of the number of unfeasible paths are obtained for QPSK sig-
nals, as depicted in figure 6.13. However, in the case of the EDFA scenario, signal regen-
eration is now required for long spans and at low launch power values. By considering
longer spans of fiber, the gain of the amplifiers at the end of the spans must be larger in
order to compensate for the higher propagation losses. In turn, the ASE noise added by
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Figure 6.12: Number of unfeasible paths and regeneration sites in the BREN for different launch
power per channel and span length, considering BPSK signals and amplification scenarios based
on a) and c) EDFAs, b) and d) PSAs.
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Figure 6.13: Number of unfeasible paths and regeneration sites in the BREN for different launch
power per channel and span length, considering QPSK signals and amplification scenarios based
on a) and c) EDFAs, b) and d) PSAs.
the amplifiers is also higher, as shown in (6.1), so stronger degradation of the SNR is ob-
served for longer spans. In addition, at low values of Pch, the dominant noise source is the
ASE noise added by the amplifiers, which is determined by the gain of the amplifier and not
by the power of the input waves, as shown in (6.1). In this case, the SNR is approximately
proportional to Pch, which justifies the higher regeneration requirements for low values of
Pch. On the other hand, the numerical simulations show that no signal regeneration is re-
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Figure 6.14: Number of unfeasible paths and regeneration sites in the BREN for different launch
power per channel and span length, considering 16-QAM signals and amplification scenarios based
on a) and c) EDFAs, b) and d) PSAs.
quired using PSAs at any of the investigated span length and launch power values, which
is a consequence of the better noise properties of these amplifiers. Nonetheless, if the
launch power is properly selected, no advantage in terms of the number of regeneration
sites or amplifiers is observed for the BREN when replacing EDFAs by PSAs for BPSK
and QPSK formats. The SNR requirements of such modulation formats are not very strict
and the BREN is composed of very short links, so the SNR does not degrade below the
minimum SNR threshold at any point of the network, even when using EDFAs.
Let us now consider the simulations for 16-QAM signals, depicted in figure 6.14. In
the case of the EDFA amplification scenario, some unfeasible paths are observed for fiber
spans longer than 80 km and at low Pch values. Furthermore, for some specific cases
(e.g., Pch = -10 dBm and L = 90 km) the number of unfeasible paths is 18, considering
both propagation directions. Since the total number of non-redundant shortest paths for
the BREN is 9, this means that the SNR could not be kept above the required threshold
for any of the paths. This is not the case of the amplification scenario based on PSAs,
where no unfeasible paths were observed within the same range of parameters. In general,
the number of regeneration sites is also higher in the EDFA scenario compared to using
PSAs for the same channel power and span length. Even though PSAs generally provide
better performances in terms of both unfeasible paths and regeneration requirements, it is
still possible to transmit the signal channels without requiring any regenerator in the EDFA
scenario. However, the length of the fiber spans must be shorter than 80 km and the launch
power values of about -4 dBm. In the case of using PSAs, no regenerators are required for
any of the simulated span lengths within a range of launch power values between -6 and -1
dBm. For 16-QAM signals, the only advantage of using PSAs instead of EDFAs would be
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Figure 6.15: Number of unfeasible paths and regeneration sites in the BREN for different launch
power per channel and span length, considering 64-QAM signals and amplification scenarios based
on a), and c) EDFAs, b) and d) PSAs.
reducing the number of amplifiers from 64 to 50, achieved by increasing the span length
from 70 km to 110 km.
The numerical simulations for 64-QAM signals are depicted in figure 6.15, obtained
by considering an SNR threshold of 179.79 (22.55 dB), at which BER values of 10−3 are
expected (see figure C.1). According to the numerical results, span lengths of 80 km
or shorter must be considered in order to avoid any unfeasible paths, when considering
the EDFA scenario. When using PSAs, it is possible to increase the span length, but a
considerable number of regeneration sites is still observed. Let us consider a span length
of 80 km. In the case of the EDFA scenario, a minimum of 22 regeneration sites are
obtained, at Pch = -2 dBm. On the other hand, only 9 regeneration sites are observed for
the same span length using PSAs, at Pch = -4 dBm. This corresponds to almost 60% of
savings in terms of regeneration sites.
6.5.2 National LambdaRail Network
A similar analysis to that performed for the BREN is presented in this subsection for the
NLRN. The variation of the number of required amplifiers with the span length is depicted
in figure 6.16. In the case of the NLRN, a much larger number of amplifiers is required
as the average length of the optical links is much larger than in the BREN. Moreover,
by increasing the span length from 50 to 110 km, the number of required amplifiers is
significantly reduced from 708 to 360, which corresponds to almost 50% of savings.
The variation of the number of unfeasible paths and regeneration sites as a function of
the span length and launch power per channel for BPSK and QPSK signals are respectively
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Figure 6.16: Number of required amplifiers as a function of the span length.
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Figure 6.17: Number of unfeasible paths and regeneration sites in the NLRN for different launch
power per channel and span length, considering BPSK signals and amplification scenarios based
on a) and c) EDFAs, b) and d) PSAs.
depicted in figures 6.17 and 6.18. According to the numerical results, no unfeasible paths
can be observed in the EDFA scenario for BPSK signals up to span length values of 90
km by properly adjusting the channel power. However, a high number of regeneration sites
is observed. Even considering short span lengths of 50 km, more than 13 regeneration
sites would be required for BPSK signals when using EDFAs. In the case of PSAs, no
unfeasible paths can be observed even for longer span lengths of 100 and 110 km by
setting the channel power to -8 dBm or above. Moreover, it is possible to avoid any signal
regeneration in the PSA amplification scenario by considering short spans of 50 km, but a
total of 708 amplifiers would be required.
As regards the numerical simulations for QPSK signals, depicted in figure 6.18, zero
unfeasible paths can only be obtained for very short span lengths of 50 or 60 km when
using EDFAs. At such span length values, not only the the number of amplifiers is very
184
Chapter 6. Optical transport networks based on phase-sensitive amplification
Channel power (dBm)
-12 -10 -8 -6 -4 -2
R
eg
en
er
at
io
n 
si
te
s
0
10
20
30
Channel power (dBm)
-10 -8 -6 -4 -2 0
R
eg
en
er
at
io
n 
si
te
s
0
10
20
30
Channel power (dBm)
-12 -10 -8 -6 -4 -2
U
nf
ea
si
bl
e 
pa
th
s
0
20
40
60
Channel power (dBm)
-10 -8 -6 -4 -2 0
U
nf
ea
si
bl
e 
pa
th
s
0
20
40
60
50km
60km
70km
80km
90km
100km
110km
b)
EDFAs PSAs
a)
c) d)
Figure 6.18: Number of unfeasible paths and regeneration sites in the NLRN for different launch
power per channel and span length, considering QPSK signals and amplification scenarios based
on a) and c) EDFAs, b) and d) PSAs.
high, but the required regeneration sites also exceeds 25 for any possible channel power
considered in the simulations. In the case of the PSA scenario, longer span lengths can
still be considered, but the number of regeneration sites can be very high as well, albeit
generally lower than in the case of EDFAs. For comparison, the number of regeneration
sites in the EDFA scenario for L = 50 km is 26, observed at Pch of -5 dBm. On the
other hand, only 8 regeneration sites are obtained when considering PSAs, at Pch of -8
dBm. This corresponds to almost 70% less regeneration sites for the same span length.
However, as mentioned above, short span lengths of 50 km requires a very high number of
amplifiers. By using PSAs the span length can be increased to 70 or 80 km and still keep
the number of regeneration sites below 25. For span lengths of 70 and 80 km, a total of
14 and 18 regeneration sites are respectively obtained. These results correspond to 47%
and 31% less regeneration sites and savings of 26% and 34% in terms of the number of
amplifiers when compared to the amplification scenario based on EDFAs, for L = 50 km.
Numerical simulations were also performed for 16- and 64-QAM signals, but no feasible
non-redundant paths were obtained in both amplification scenarios. This is an expected
result as the average link length of the NLRN is of about 700 km, so there is always at
least one link where the SNR cannot be kept above the required threshold, regardless of
the amplification scenario.
One of the main disadvantages of PSAs is the additional bandwidth required to transmit
the correlated idler channels, which in the case of two-mode PSAs is twice as that required
for EDFAs. A possible way to compensate for such disadvantage is by increasing the
bandwidth of each individual signal. However, increasing Bch also means that more ASE
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noise is added to the transmitted signals (note that PASE within the channel bandwidth is
proportional to Bch). But since, PSAs have better ASE noise properties than EDFAs, it may
actually be a better solution in terms of signal regeneration requirements to consider PSAs
with twice the channel bandwidth. In order to verify this possibility, the influence of the
signal bandwidth on the number of regeneration sites was investigated for the BREN and
the NLRN, considering either EDFAs or PSAs. The numerical simulations were performed
using the same fiber parameters as in the previous simulations, as well as a span length of
60 km. In both networks, 80 channels were considered for EDFAs, whereas only 40 signal
channels were assumed when using PSAs. A constant channel spacing of 50 GHz was
considered, so the total optical bandwidth required to transmit the signal and idler channels
(PSAs) was 4 THz. In the case of the BREN, 16-QAM signals with channel power of -4
dBm and -9 dBm were respectively assumed for amplification scenarios based on EDFAs
and PSAs. In the case of the NLRN, QPSK channels with Pch of -5 dBm for EDFAs,
and of -9 dBm for PSAs were considered in the simulations. The selected simulation
parameters were chosen such that signal regeneration would be necessary for both the
amplification scenarios. The obtained results are depicted in figure 6.19. According to the
numerical results, the number of regeneration sites increases with the signal bandwidth
for both networks and in both amplification scenarios, which is an expected result. In fact,
by assuming matched filtering at the receiver, increasing the signal bandwidth also means
that more ASE noise is detected by the PDs, thus explaining the observed results. In the
case of the EDFAs scenario, for signal bandwidth values higher than 30 GHz for the BREN
and 25 GHz for the NLRN there is at least one unfeasible path, whereas no unfeasible
paths were observed using PSAs. Moreover, about 60 to 70% less regeneration sites were
observed in the PSA scenario for both networks for Bch values between 15 and 25 GHz.
The numerical simulations also show that fewer regeneration sites are required for the
PSA scenario with twice the channel bandwidth with respect to EDFAs. For instance, 16
regeneration sites were obtained for a channel bandwidth of 15 GHz when considering
EDFAs in the BREN, whereas only 9 regeneration sites were observed for PSAs and with
a channel bandwidth of 30 GHz. In the case of the NLRN, the number of required regener-
ation sites for a channel bandwidth of 15 GHz using EDFAs was 27, whereas only 17 were
required for the PSA scenario with Bch of 30 GHz. The obtained results indicate that for
the same transmission capacity and total optical bandwidth required to transmit both the
signal and idler channels, PSAs are more advantageous than EDFAs in terms of unfeasible
paths and signal regeneration. In fact, the same number of regeneration sites required for
a channel bandwidth of 15 GHz in the amplification scenario based on EDFAs is verified at
a Bch of approximately 45 GHz when considering PSAs, for both networks. Hence, PSAs
enable to triplicate the bandwidth of the transmitted channels and, consequently, to poten-
tially compensate for the additional bandwidth lost to transmit the correlated idlers and to
increase the overall transmission capacity, while keeping the same regeneration require-
ments of the amplification scenario based on EDFAs.
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Figure 6.19: Variation of the number of regeneration sites with the channel bandwidth for a) the
BREN, and b) the NLRN. Amplification scenarios based on EDFAs and PSAs are considered for
both cases.
Optical transport networks are susceptible to fortuitous failures of the physical connec-
tions between the end nodes or even of some intermediate nodes. Hence, it is a common
practice to define protection paths between two end nodes that correspond to possible al-
ternatives in case of a failure. A possible strategy to define a protection path is by selecting
the next shortest path that does not include any of the optical links of the working path, i.e.,
the original path that is selected when setting-up the connections between a pair of nodes
of the network. By doing so, the working and protection paths are physically disjointed,
and the protection paths can be obtained by using the Dijkstra’s algorithm, after setting the
elements of the cost matrix that represent the connections of the working path to infinity.
The protection paths are usually longer than the respective working paths, so additional
regeneration sites may be required in order to enable network protection. In principle, the
better ASE noise properties of PSAs may reduce the additional regeneration requirements
when considering network protection. In order to evaluate the potential advantages of using
PSAs instead of EDFAs for network protection, the additional regeneration sites required
for the protection paths were numerically evaluated for both the BREN and the NLRN. The
numerical simulations were carried out by following the procedure described at the be-
ginning of this section, but without eliminating the redundant paths. In fact, the protection
paths between two different pairs of nodes contained within the same non-redundant work-
ing paths may not be the same, nor even share a common link. Hence, the evolution of the
SNR must be calculated for the protection paths between any pair of nodes of the network
in order to verify the additional regeneration requirements.
The numerical calculations were performed for the BREN and the NLRN using the
same fiber parameters as in the previous simulations and for both amplification scenarios.
In the case of the BREN, eighty 16-QAM signals were considered, with launch power per
channel of -3 dBm when considering EDFAs, and of -6 dBm for PSAs. The span length,
channel bandwidth and channel spacing were respectively set to 70 km, 25 GHz and 50
GHz. In the case of the NLRN, two different sets of simulations were performed, each
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considering a total of eighty QPSK signal channels with Pch of -5 dBm for EDFAs and of
-9 dBm for PSAs. The first set of simulations was carried out assuming a span length of
60 km, whereas the second one considered a span length of 50 km. The reason why two
sets of simulations were performed for the NLRN is explained below. In both cases, the
channel bandwidth and spacing were set to 25 GHz and 50 GHz, respectively.
According to the numerical simulations, when not considering the protection paths, no
regeneration sites were required in both amplification scenarios for the BREN (see figure
6.14). However, when taking into account the protection paths, 8 regeneration sites were
required for the EDFA scenario, whereas only 2 regeneration sites are required when using
PSAs. In the case of the NLRN and for a span length of 60 km, a total of 52 unfeasible
protection paths were observed when considering EDFAs, whereas no unfeasible protec-
tion paths were observed for PSAs. A total of 21 regenerations sites were obtained for the
amplification scenario based on PSAs, with 12 of them required only for protection. Since
some of the protection paths are unfeasible using EDFAs for a span length of 60 km, it was
not possible to compare the potential benefits of using PSAs in terms of network protection.
In order to do so, the numerical simulations were repeated for a span length of 50 km. For
such a span length value, no unfeasible protection paths were observed for both amplifi-
cation scenarios. When using EDFAs, a total of 33 regeneration sites were observed, with
7 of them required only for network protection. In the case of the amplification scenario
based on PSAs, 6 additional regeneration sites are required for network protection, which
corresponds to a total of 14 regeneration sites. The reported results show that PSAs are
also advantageous for network protection as they enable a larger number of feasible alter-
native paths to be used for protection, and require fewer regeneration sites in the network.
A numerical comparison between amplification scenarios based on EDFAs and PSAs
was presented in this chapter, using simplified models for the gain, attenuation and noise
properties of the elements of an optical transport network.
A MEGN model was also presented in this chapter in order to estimate the nonlinear
degradation in optical systems with full compensation of the chromatic dispersion at the
end of each span. By using the MEGN model and solving the Manakov-PMD equation
with a SSFT method, it was demonstrated that the NLI reduces the SNR advantage in
optical links amplified by PSAs with respect to an EDFA-based amplification scenario. The
numerical simulations for point-to-point transmission in a single optical link showed that
almost twice the maximum transmission reach can be achieved by replacing the EDFAs
with PSAs.
As regards the simulations for optical transport networks, it was shown in this chap-
ter that no significant advantages are observed when replacing EDFAs by PSAs in optical
transport networks with short links for BPSK and QPSK signals. Even for 16-QAM sig-
nals, the benefits of considering a PSA-based amplification scenario are very modest. On
the other hand, about 60% less regeneration sites were observed for 64-QAM channels.
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Thus, when the capacity of optical transport networks composed of short links needs to
be increased by using higher-order modulation formats, PSAs may become an attractive
possibility.
In the case of optical transport networks with long optical links connecting the nodes,
the numerical simulations presented in this chapter showed that PSAs enable savings in
terms of the number of required amplifiers and regeneration sites, with the former achieved
by choosing longer spans. In optical transport networks composed of long links, an ampli-
fication scenario based on PSAs is advantageous even for lower order modulation formats
such as BPSK and QPSK, but may not provide sufficient improvement of the SNR to allow
using higher order formats.
PSAs are also an attractive alternative regarding network protection. The low-noise
properties of PSAs not only allow a larger number of alternative routes to be used as
protection paths in the case of a random failure, but they also reduce the regeneration
requirements of such paths.
The numerical analysis presented in this chapter provides valuable insights into which
type of optical transport networks and scenarios it would be more advantageous to con-
sider replacing EDFAs with PSAs. In general, the numerical results show that significant
savings in terms of both the number of amplifiers and regenerators can be envisaged by
considering PSAs when the SNR requirements are more demanding. Hence, the bene-
fits of considering PSAs instead of EDFAs are considerably greater when using advanced
modulation formats and for optical transport networks composed of very long links.
The numerical results presented in this chapter confirm that PSAs can be a viable
alternative to EDFAs when a capacity upgrade is required in an optical communication
system. Nonetheless, the maturity of EDFA technology is much higher than for PSAs, and
PSAs still face technological hurdles that must be overcome before they can be a serious
contender.
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Conclusions
OSP techniques have long been suggested as a possibility to increase the performance
and efficiency of optical systems without requiring optical-to-electrical-to-optical conver-
sion, and with the possibility of operation transparent to the modulation format and symbol
rate. In fact, with the exception of the BPSK phase regenerator, all the OSP techniques
investigated in this thesis are transparent to the modulation format and symbol rate, and
can be upgraded for dual-polarization operation by using polarization-diversity loops. A few
examples of successful signal processing functionalities in the optical domain have been
reported and implemented in real systems, including optical amplification, and routing in
WSSs built with liquid crystal on silicon technology or micro-electromechanical mirrors.
However, in most cases, the low performance and high implementation complexity of the
existing OSP functionalities have prevented a wider deployment of these techniques in real
systems. In order to invert this situation, developing new OSP functionalities and improv-
ing the existing ones are fundamental steps. Such an approach should address OSP at
different levels of complexity and dimensionality, starting from the analysis of the enabling
physical processes, going up to the design and development of the devices and subsys-
tems, and culminating in the evaluation of the benefits that the OSP functionalities bring
to optical communication systems and networks. This was the main objective of the work
presented in this thesis, in which different techniques for OSP enabled by the nonlinear
properties of PPLN waveguides and HNLFs were investigated, focusing on the design of
nonlinear devices with customized response, OWC, PS amplification and phase regenera-
tion.
Nonlinear optics is a very important branch of Physics, with many technological applica-
tions in real life. In fiber-optic communication systems, the nonlinear response of the optical
fibers is typically undesirable as it degrades the transmitted signals and limits the transmis-
sion reach. However, nonlinear phenomena are also very important and highly desirable
to enable several OSP functions that would not be possible using purely linear optical pro-
cesses. In this thesis, the fundamental principles of second- and third-order nonlinear
phenomena were presented, including analytical expressions and numerical methods to
model such processes, along with a brief description of the most common devices for non-
linear OSP. In this regard, cascaded second-order nonlinear processes in PPLN devices
are a possible alternative for optical mixing and OSP functionalities. In fact, it was shown
herein that cascaded TWM processes mimic FWM, but without being affected by many of
the impairing mechanisms observed in other nonlinear devices such as SBS in HNLFs,
or cross gain modulation and additional ASE noise in SOAs. In addition, by considering
two cascaded TWM interactions in a single PPLN device instead of a simple TWM interac-
tion, the problem of injecting waves at unusual spectral regions for optical communications
systems is fully addressed.
One of the most interesting possibilities of second-order nonlinear effects in periodically
poled devices is domain engineering, enabled by the QPM technique. If, on one hand, the
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QPM technique is technological demanding, as it requires high-quality periodic inversions
of the ferroelectric domains at the micrometer scale, on the other hand it allows to modify
the nonlinear spectral response of PPLN waveguides. Domain engineering is a very pow-
erful and versatile technique that allows to produce advanced devices, combining optical
mixing and filtering capabilities in a single device. Inspired by what has long been done
on the design of advanced fiber Bragg gratings and grating-assisted couplers, a modified
version of the LPA was presented in this thesis for the design of PPLN devices with cus-
tomized poling patterns, using the DRM to translate the coupling coefficients obtained by
the LPA into variations of physical properties of the periodic poling inversions. The pro-
posed methods proved to be flexible, effective and reliable tools on the design of the poling
pattern of advanced PPLN devices, without requiring an initial guess for the poling pattern,
nor complex optimization techniques. In fact, it was observed that the main challenge of
the LPA was not the design of the poling pattern itself, but rather finding the best magnitude
and phase functions of the target nonlinear spectral response for a specific OSP functional-
ity. This is still an open issue that must be addressed in the future. Most likely, optimization
techniques that have already been investigated for customized long-period Bragg gratings
and grating-assisted couplers may still have to be considered for that purpose.
Another important open issue regarding the design of advanced PPLN devices with the
LPA is the non-negligible difference between the target nonlinear spectral response for the
intermediate SFG process, and the final conversion spectrum in a cSFG/DFG interaction.
As demonstrated for the quasi-rectangular PPLN devices, lateral decaying tails on the
conversion spectrum for cSFG/DFG were observed instead of steep magnitude transitions
of the original target response. Such differences are caused by the broader conversion
bandwidth of the SFG step at the beginning of the device, and are therefore very difficult
to eliminate. In fact, the observed differences are not a limitation of the LPA itself, but
rather of the cascaded nature of the nonlinear interactions, so they are also observed for
other designing techniques. Nonetheless, the final conversion spectrum for cSFG/DFG
still resembles the target one, so the devices designed by the LPA may still be used for
advanced OSP, as demonstrated in chapter 4.
The LPA and the DRM are not limited to PPLN waveguides, but they can also be used
for other types of periodically poled devices such as PPLT waveguides. Moreover, the
proposed methods are not limited to the design of devices for applications in OSP. As
an example, the LPA and the DRM can be used to develop devices for the generation of
broadly tunable THz light sources [258].
After developing new methods to design PPLN devices with customized poling pat-
terns, the next logical step would be producing a real device for advanced OSP. Amongst
the wide range of possibilities, OWC is one of the most important OSP functionalities in
reconfigurable optical networks, as it enables to reduce the blocking probability by solving
wavelength contention problems. In such systems, it may be necessary to convert a group
of WDM channels to a different spectral region, so multichannel operation and the pos-
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sibility of tuning the wavelength of the converted signals are highly desirable properties.
Such features were demonstrated in this work by considering a conversion scheme based
on cSFG/DFG in a PPLN device with broadened QPM bandwidth. In this regard, a quasi-
rectangular PPLN waveguide with an extended conversion bandwidth of 400 GHz was de-
signed and produced using the LPA and DRM. Compared to other possibilities to produce
PPLN waveguides with broader QPM bandwidth such as linearly chirped devices, the non-
linear spectral response of quasi-rectangular PPLN waveguides has steeper magnitude
transitions at the cut-off frequencies. This is an important property to reduce inter-channel
crosstalk, as the quasi-rectangular PPLN device can simultaneously perform OWC and se-
lect a limited number of signal channels to be converted because of its filtering capabilities.
Regarding the manufactured device, a very good agreement between the measured SFG
conversion efficiency spectrum and the target nonlinear spectral response was observed,
which effectively proved the validity of the LPA and DRM. The observed results were quite
remarkable, given the fact that the PPLN device was produced by an external company
that did not provide any details on the manufacturing process nor the waveguide disper-
sion properties due to its confidentiality policy. Using the manufactured device, tunable
wavelength conversion of eight QPSK signals was effectively demonstrated, but limited
by the low conversion efficiency of the PPLN waveguide. A trade-off between broad con-
version bandwidth, pump power and generation of spurious nonlinear contributions was
observed. Note, however, that such a trade-off is not exclusive to the quasi-rectangular
PPLN waveguides, but it is also observed for other devices with extended QPM bandwidth
such as linearly chirped PPLN waveguides.
If OWC is to be deployed in a real system, not only wavelength tunability and broad-
band operation are highly desirable features, but the OWC units should also degrade the
converted signals as little as possible. In this sense, an OWC scheme using two coherent
pump waves to eliminate the additional phase noise transferred to the converted signal
caused by the finite linewidth of the pumps was also investigated in this thesis. By consid-
ering coherent pumps generated from the same light source in a specific configuration of
cSFG/DFG, the additional phase noise of each pump wave cancels out in the converted
signal, even using inexpensive and broad-linewidth DFB lasers as light sources. Even
though the phase noise added to the converted signals caused by finite linewidth of the
light sources can be reduced by using costly and bulky narrow-linewidth lasers, it is not
completely eliminated as in the proposed scheme. The pump-linewidth-tolerant strategy is
thus an important step towards hitless OWC, which is not only transparent to the modu-
lation format and symbol rate, but it can also be upgraded for dual-polarization operation
using polarization diversity schemes.
The pump-linewidth-tolerant concept was also shown to be valid for WDE between two
data channels, which can be seen as two OWC processes for each data channel occurring
simultaneously in a single step. It was proven in section 4.3 that by using the proposed
method the exchanged signals were degraded only by the WDE crosstalk caused by incom-
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plete depletion of the input signals, without additional phase noise due to finite linewidth of
the pumps. WDE in a single wavelength converter combined with signal depletion enables
savings in terms of wavelength converters and optical filters when compared to a strategy
based on two independent converters. However, it requires tighter control on the operation
conditions such as the pump power and temperature of the PPLN chip, as the power of
the remaining undepleted signal at the original wavelength greatly increases even for small
deviations from the optimum operation condition. In addition, wavelength tunability is dif-
ficult as the two pumps and exchanged signals must be symmetrically placed around the
QPM wavelength, and the frequency spacing between the two pumps and the two signal
channels was limited by RF clock signal driving the MZM of the TTG.
The pump-linewidth-tolerant scheme investigated in this thesis is a possible way to re-
duce the signal degradation caused by OWC units. However, the main mechanisms limiting
the performance and maximum transmission reach of optical communication systems are
the ASE noise added by optical amplifiers and the signal distortions caused by the non-
linear response of the transmission fibers. PSAs are unique amplifiers that can potentially
improve the performance and/or the transmission reach of optical systems in two ways.
First, PSAs allow amplification with NF values below the quantum limit of 3 dB observed in
PIAs, which means that PSAs introduce less ASE noise than EDFAs. Second, PSAs can
be used to regenerate the phase of degraded signals. PPLN waveguides are a possible
alternative to build compact PSAs, relying on either simple or cascaded TWM interactions.
Depending on the type of second-order nonlinear interactions, and the number of signal,
idler and pump waves, different configurations of PPLN-based PSAs are possible. If, on
one hand, the configurations of PPLN-based PSAs relying on simple DFG offer an addi-
tional gain advantage of 4 (6 dB) over those based on cascaded interactions, on the other
hand, they require generating waves at a completely different spectral region. Typically,
such waves are produced by using an extra PPLN waveguide, and require components de-
signed to operate at unusual spectral regions for optical communication systems. Hence,
despite the lower gain, configurations based on cascaded TWM may actually be preferable.
The numerical simulations performed in this thesis showed that increasing the length of
the PPLN waveguides would be the most efficient way to increase the gain of PPLN-based
PSAs. However, the size of the available lithium niobate wafers limits the maximum length
of PPLN waveguides to less than 10 cm. Moreover, guaranteeing the homogeneity and
quality of long waveguides is very challenging. Thus, the remaining possibility to improve
the gain of PPLN-based PSAs without increasing the pump power is to produce devices
with better conversion efficiencies. This can be achieved by a tighter confinement and
higher transversal overlap of the waves interacting throughout the waveguide.
It was also shown in this thesis that flat gain spectra with wide amplification bandwidth
of over 40 nm can be obtained for two-mode PPLN-based PSAs, using either one or two
pump waves. In the case of PSAs built with third-order nonlinear media, a dual-pump
configuration is typically required in order to obtain flat gain spectra due to the effects
195
Andre´ Albuquerque All-Optical Signal Processing for Optical Communication Systems
of SPM and XPM on the effective phase mismatching parameter. For broadband and
multichannel amplification purposes, a single-pump configuration is easier to implement in
practice and only a single pump wave needs to be regenerated in pump recovery units.
A single-pump, two-mode PPLN-based PSAs can thus be a better alternative. It was also
demonstrated in this thesis that it is almost impossible to implement a four-mode PSA using
PPLN waveguides. Moreover, even if they could be built in practice, there would be no gain
advantages compared to two-mode PSAs.
In order to enable the PS properties of PSAs, frequency- and phase-correlated waves
must be generated before the amplifier, usually using the copier + PSA strategy. The
copier + PSA scheme requires an additional PI parametric amplifier to generate the cor-
related waves, which in the case of PPLN-based parametric amplifiers also implies extra
temperature controllers and coupling optics. In this work, bidirectional operation in a single
PPLN device was proposed to reduce the number of devices and temperature controllers,
in which the correlated waves are generated in one propagation direction and PS amplifi-
cation is performed in the opposite one. Using the proposed scheme, PS amplification in a
single-pump, two-mode configuration and also “black-box” phase-regeneration of a BPSK
signal were experimentally demonstrated. Compared to HNLFs, PPLN waveguides are
more suitable for bidirectional operation, as backscattering effects such as Brillouin and
Rayleigh scattering are negligible in PPLNs devices. However, the high power launched
in both propagation directions affected the thermal stability of the device, and resulted
in strong GRIIRA and photorefractive damage effects. Because of such problems, the
modest conversion efficiency and significant insertion losses of the available PPLN waveg-
uides, no net gain could be observed in the two-mode PPLN-based PSA with bidirectional
propagation. In addition, the photorefractive and GRIIRA effects seriously compromised
the stability of the PLL set-up in the phase regeneration experiment, so the phase of the
waves could only stay locked for a few seconds. The root cause of all the problems ob-
served in the experiments using PPLN-based PSAs was the high pump power required
in order to observe significant PS operation. The solution for these problems is to con-
sider devices more resilient to photorefraction and with higher conversion efficiency. More
efficient devices would allow to improve the gain of the PSA and/or to reduce the pump
power.
PS amplification in a four-mode PSA was also demonstrated in this thesis using the
copier + PSA scheme, and without requiring a PLL set-up to actively lock the relative phase
of the interacting waves. Since four-mode PSAs are almost impossible to be implemented
in practice using PPLN devices, a HNLF was used instead as the nonlinear medium. By
using a HNLF, PS amplification of a QPSK signal with almost 20 dB of gain was demon-
strated. A gain advantage of almost 12 dB compared to PI operation, or equivalently, an
advantage of 6 dB compared to two-mode PSAs was observed, as well as an OSNR im-
provement of more than 8 dB for the signal channel. However, four-mode PSAs require
an amplification bandwidth four times wider than conventional amplifiers because of the
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additional idler bands, which is a big disadvantage for WDM systems. This disadvantage
is partially compensated by broader amplification bandwidth of fiber-based parametric am-
plifiers, and the possibility to amplify signals in spectral regions outside the conventional
band of erbium-based amplifiers. Four-mode PSAs may be especially attractive for dif-
ferent applications in optics, especially when the additional gain advantage is critical and
the amplification bandwidth is secondary. Parametric multicasting is an example of such
possibilities [209]. In addition, four-mode PSAs can be a possible solution to improve the
detection sensibility for spectroscopy or sensing applications due to a higher improvement
of the OSNR when compared to two-mode PSAs.
The experiments performed in this thesis clearly showed that PSAs built with HNLFs
greatly outperform PPLN-based PSAs in terms of net gain and operation stability. Even
using state-of-the-art devices such as ridge PPLN waveguides, the maximum net gain of
PPLN-based PSAs is far below the gain values achieved in fiber-based PSAs. Hence,
improving the conversion efficiency of the PPLN waveguides is a fundamental requirement
in order to produce a viable alternative to fiber-based PSAs. If so, PPLN waveguides
offer different possibilities that may solve some of the main technological limitations of
PSAs. For instance, several waveguides can be produced in a single PPLN chip. Each
of such waveguides could be used as an independent phase regenerator for multichannel
operation. Moreover, the electro-optic properties of the lithium niobate substrate can be
used to produce an integrated solution that combines a PM and a PSA in a single device
[220]. The integrated PM could then be used as the phase actuator of the PLL circuit.
The first chapters of this thesis were devoted to the development of new methods to
produce advanced devices for OSP and on the investigation of new possibilities for OWC,
phase regeneration and PS amplification. However, no OSP functionality will ever be im-
plemented in practice without a clear evidence that it actually improves the performance
of the optical communication systems. Hence, an analysis on the potential benefits of
considering PSAs on the amplification and regeneration requirements for point-to-point
transmission in a single optical link and in optical networks comprising several links was
performed in chapter 6. The main reason for choosing PS amplification over the other OSP
possibilities investigated in this thesis was the non-existence of a proper analysis on the
potential benefits or disadvantages of considering PSAs in optical networks.
PSAs have remarkably low-noise properties, with NF values below the quantum limit
of 3 dB observed for conventional PI amplifiers. If the ASE noise added by the amplifiers
is the main degradation mechanism, PSAs can potentially improve the SNR of the trans-
mitted signals by a factor of 4 when compared to EDFAs. However, the transmission of
data signals through optical fiber systems is not only limited by the ASE noise added by
the optical amplifiers, but also by the nonlinear response of the fiber. The distortions in-
troduced on the transmitted signals caused by the fiber nonlinearities are also responsible
for degrading the SNR of the data signals. Since PSAs require full compensation of the
chromatic dispersion effects before the amplifier, a MEGN model was devised in this thesis
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in order to estimate the power of the NLI. Though the MEGN model presented in this thesis
overestimates the power of the NLI, it is able to correctly model the influence of the signal,
fiber and span parameters on PNLI , with the exception of the channel spacing. By finding
the root cause for this exception, it is expected that the overestimation of PNLI observed for
the MEGN can be considerably reduced.
By using the MEGN and simplified models for the noise and gain properties of the op-
tical amplifiers, it was verified that replacing EDFAs by PSAs can potentially increase the
maximum reach for long-haul transmission by a factor of two. The numerical simulations
also showed that the accumulation of the NLI is very important, as it limits the maximum
transmission reach and decreases the SNR advantage of considering PSAs instead of ED-
FAs. In fact, if not limited by the NLI, an increase of the maximum reach of about four times
would be expected by replacing EDFAs by PSAs. Regarding the numerical simulations for
optical networks, it was verified that replacing EDFA by PSAs do not offer significant advan-
tages for small networks with short links connecting the different nodes, and for modulation
formats such as BPSK, QPSK or even 16-QAM. However, using PSAs in networks with
short links may enable the transmission of data channels with higher-order modulation
formats that would not be possible considering common EDFAs, therefore increasing the
transmission capacity of the optical network. In the case of large networks comprised of
long optical links, PSAs allow a significant reduction on the number of amplifiers and/or
the number of locations in an optical network where signal regeneration is required. As a
rule of thumb, the benefits and advantages of replacing EDFAs with PSAs are considerably
higher when the SNR requirements are more challenging, which is typically the case for
long-haul transmission and when considering higher-order modulation formats. PSAs are
also an attractive solution for network protection in two ways. First, the low-noise proper-
ties of PSAs enable a higher number of alternative paths to be used for network protection
in the case of a failure in a transmission link. Second, a fewer number of additional regen-
eration sites are required when using PSAs in comparison to a scenario based on pure
EDFA-based amplification.
As mentioned above, the NLI is a very important limitation that reduces the gain ad-
vantage of using PSAs instead of EDFAs. However, this limitation has not been properly
discussed in previous works, which mainly focus on the ASE noise properties of the am-
plifiers. The NLI may eventually play a more important role than simply reducing the SNR
advantage of PSAs over EDFAs. For a fair comparison, full compensation of the disper-
sion effects after each span of fiber was considered in this thesis for both amplification
scenarios. In such cases, the power of the NLI grows quadratically with the number of
spans. However, EDFAs are not limited by the chromatic dispersion effects and can be
used for dispersion uncompensated transmission. In dispersion uncompensated systems
the power of the NLI is approximately proportional to the number of spans [58]. Hence,
if the number of spans is large enough, the power of the NLI in a dispersion uncompen-
sated system amplified by EDFAs may be significantly lower than in optical links with full
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dispersion compensation after each span of fiber. In turn, the lower degradation due to the
NLI in dispersion uncompensated systems may partially compensate for the better ASE
noise properties of PSAs, and thus reduce the advantages of considering PSAs instead of
EDFAs. Such an analysis was not performed in this thesis and is left for future investigation.
In this thesis, different techniques for the design of PPLN devices with customized pol-
ing patterns, advanced OWC, PS amplification and phase regeneration were investigated,
aiming to push forward the state-of-the-art in OSP and ultimately improve the performance
of optical communication systems. The techniques investigated in this thesis exemplify the
potential benefits of considering OSP techniques in future lightwave systems and show
that further developments of devices, schemes and subsystems enable new OSP function-
alities and improves the existing ones.
Future Work
Scientific research often raises more questions and creates more challenges than those
it actually solves. The work presented in this thesis is not an exception and several direc-
tions for future work are envisaged, as summarized below.
• Design of new PPLN devices with customized poling pattern using the LPA:
The design of PPLN waveguides with customized spectral responses enables new
possibilities that are not observed in typical uniform devices by combining OWC with
optical filtering. Quasi-rectangular and multiple-QPM PPLN waveguides are some
examples that have enabled advanced features such as tunable and multichannel
OWC and phase regeneration of QPSK signals [55]. However, many other possi-
bilities remain unexplored. For instance, a PPLN device with conversion spectrum
whose efficiency linearly increases/decreases with the wavelength detuning can be
used for OWC with the possibility to track frequency drifts of the pump or input sig-
nal lasers. In this case, any wavelength detuning of the light sources is converted
into a variation of the conversion efficiency, which in turn can be used as a feedback
mechanism to ensure optimum operation. Moreover, the LPA can be a valuable tool
to investigate and develop new devices for applications in different areas, including
optical comb generation and parametric oscillators.
• Development of optimization strategies to eliminate the difference between the target
and obtained spectral response in cSFG/DFG processes:
As discussed in chapter 3, there are some non-negligible differences between the
spectral conversion efficiency for cSFG/DFG and the initial target. One straightfor-
ward way to eliminate such differences is to use two devices with the target response
in a tandem configuration, one only for SFG (or SHG) and another only for DFG.
Another alternative would be developing an optimization or recursive technique to
199
Andre´ Albuquerque All-Optical Signal Processing for Optical Communication Systems
design the spectral response of the intermediate SFG wave in a cSFG/DFG process
such that the final response for cSFG/DFG matches the initial target. However, there
is no guarantee that such procedure is possible. In fact, it seems to be very difficult
to obtain sharp magnitude transitions on the final response for cSFG/DFG due to the
cascaded nature of the interaction and the evolution of the QPM bandwidth for the
intermediate SFG process along the device.
• Development of strategies to calculate the target phase of the fast and slow modes
for optimum conversion efficiency :
For simplicity, a linear phase for the target response of the slow mode was considered
in all the examples studied in chapter 3. However, this approach was not the optimum
choice in terms of the final conversion efficiency. For instance, using the optimization
technique proposed in [133], the efficiency drop of each QPM resonance in multiple
QPM devices is proportional to the number of resonances. On the other hand, by
choosing a linear phase function for the LPA, the efficiency of each resonance in-
versely decreases with the square of the number of resonances. In principle, greater
conversion efficiency values can be obtained by choosing different possibilities for
the target phase of the slow and fast modes. Hence, developing a strategy to design
the phase of the target spectral response that maximizes the conversion efficiency
while keeping the desired magnitude response would be an important achievement.
• Improve the performance of the bidirectional PSA:
The performance of the copier + PSA scheme in a single device using bidirectional
propagation can be greatly improved by using PPLN devices with higher conversion
efficiency, which in turn would require lower pump power, and also with greater re-
silience to thermal and photorefractive instabilities. Ridge PPLN waveguides doped
with ZnO or MgO [125] are a possible solution.
• Evaluate the impact of replacing EDFAs with PSAs in optical networks with different
dispersion management mapping:
The use of PSAs in optical networks requires full compensation of the accumulated
dispersion after each span. This is not an ideal solution for real systems as the nonlin-
ear interference is more severe than in uncompensated systems. The best approach
would be finding a way to implement a PSA without requiring dispersion compensa-
tion, but no successful solution has been proposed so far. Another possibility is to
consider placing an extra DCU at the beginning of the fiber span to purposely pre-
distort the signal, and then use another DCU at the end of the span to compensated
the chromatic dispersion before the PSA. Even though this strategy requires twice
the number of DCUs, it can potentially reduce the NLI [259], therefore improving the
maximum transmission reach and alleviate the signal regeneration requirements in
optical networks.
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• Improvement of the MEGN model :
The MEGN model presented in this thesis proved to be a valuable tool to estimate
the power of the NLI in optical systems with full compensation of the chromatic dis-
persion effects after each span of fiber. Even though the MEGN model generally
overestimates the power of the NLI, it correctly models the influence of all the signal,
span and fiber parameters with the exception of the channel spacing. Further inves-
tigations on the main reason why the influence of the channel spacing is not correctly
modeled by the MEGN model are required. It is also expected that improving the
MEGN to correctly describe the influence of the channel spacing can also reduce the
overestimation error on the evaluation of PNLI .
• Comparison between dispersion compensated and uncompensated scenarios:
PSAs require full compensation of the chromatic dispersion effects before the ampli-
fier in order to maximize the PS gain. Hence, a dispersion-managed mapping with
full compensation of the chromatic dispersion after each span of fiber was considered
in the numerical simulations presented in chapter 6 for both amplification scenarios.
According to the MEGN model, the power of the NLI increases quadratically with the
number of spans for such systems. However, an approximately linear growth of PNLI
with the number of spans is expected in dispersion uncompensated links. Conse-
quently, the advantage of better ASE noise properties of PSAs in systems with full
compensation of the chromatic dispersion effects may be partially mitigated by the
lower signal degradation due to NLI in dispersion uncompensated systems based on
EDFAs. A proper comparison between the two scenarios is still missing and should
be investigated in the future.
• Polarization-insensitive/dual-polarization OSP:
One of the main challenges of OSP is polarization-insensitive operation, which has
not been investigated in this thesis. In fact, the original idea for the bidirectional
PSA scheme was to show phase regeneration of dual-polarization signals in a single
device, using a polarization diversity loop. However, the available polarization beam
splitters could not handle the required pump power values, so the copier + PSA
scheme in a single device was investigated instead. With the advent of polarization-
division multiplexing, polarization-insensitive operation has become one of the most
desirable features for OSP and clearly deserves further research.
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Appendix A
Derivation of the coupled-mode
equations for SHG
In order to obtain the couple-mode equations for SHG, let us revisit the example of
equation (2.14), but considering ν2 = νSHG = 2ν1. In addition, let us assume QPM of the
second harmonic generation of the wave with frequency ν1, such that only the terms of
P(2) with frequencies νSHG and ν1 are relevant. Considering that the electric field of each
wave is described by (2.4), the general wave equation (2.2) can be simplified and split into
the following set of equations
∇2
(
E 1e
i(ω0,1t−β1z)
)
=
1
c2
∂2
∂t2
([
1 + χ(1)
]
⊗ E 1e i(ω0,1t−β1z)
+ 2d ⊗ E 2 ⊗ E ∗1e i [ω0,1t−(β2−β1)z]
) (A.1a)
∇2
(
E 2e
i(ω0,2t−β2z)
)
=
1
c2
∂2
∂t2
([
1 + χ(1)
]
⊗ E 2e i(ω0,2t−β2z)
+ d ⊗ E 1 ⊗ E 1e i(ω0,2t−2β1z)
)
.
(A.1b)
The previous set of equations can be greatly simplified assuming that the nonlinear inter-
action is instantaneous and that the second-order nonlinear coefficient is constant within
the optical bandwidth of interest. This approximation allows replacing the convolution op-
eration for the nonlinear terms into simple multiplications. The previous equations can then
be re-written in the frequency domain by considering (2.6), resulting in the following set of
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equations
∇2
(
M1(x , y)A˜1(z ,ω1)e
−iβ1z
)
= −ω
2
1
c2
[
n21(r,ω1)M1(x , y)A˜1(z ,ω1)e
−iβ1z
+ 2dΓ2M2(x , y)M
∗
1(x , y)A˜2(z ,ω2)⊗ A˜∗1(z ,−ω1)e−i(β2−β1)z
] (A.2a)
∇2
(
M2(x , y)A˜2(z ,ω2)e
−iβ2z
)
= −ω
2
2
c2
[
n22(r,ω2)M2(x , y)A˜2(z ,ω2)e
−iβ2z
+ d
Γ21
Γ2
M21(x , y)A˜1(z ,ω1)⊗ A˜1(z ,ω1)e−2iβ1z
]
.
(A.2b)
Each of the above expressions can be split into two new equations, one describing the
transverse distribution of the electric field of the wave or propagating mode in waveguided
devices, and another the evolution of the normalized electric field envelope along the z
direction, as detailed in references [73,77]. Considering only the second case, the evolution
of normalized electric field envelope is approximately given by
M1(x , y)
∂
∂z
A˜1(z ,ω1) =
(
i
+∞∑
m=1
β
(m)
1 (ω0,1)
m!
Ωm1 −
α
2
)
M1(x , y)A˜1(z ,ω1)
−ideff 2pi
λ1
√
2
n21n2c0
M2(x , y)M
∗
1(x , y)A˜2(z ,ω2)⊗ A˜∗1(z ,−ω1)e−i∆βz
(A.3a)
M2(x , y)
∂
∂z
A˜2(z ,ω2) =
(
i
+∞∑
m=1
β
(m)
2 (ω0,2)
m!
Ωm2 −
α
2
)
M2(x , y)A˜2(z ,ω2)
−i deff
2
2pi
λ1
√
2
n21n2c0
M21(x , y)A˜1(z ,ω1)⊗ A˜1(z ,ω1)e i∆βz ,
(A.3b)
where the second-order spatial derivatives of the normalized electric field envelope were
neglected (slowly-varying envelope approximation). The coupled-mode equations describ-
ing the SHG process can now be obtained by re-writing (A.3) in the time domain, multiplying
(A.3a) by M∗1 and (A.3b) by M
∗
2, and integrating over x and y . The following equations are
obtained
∂A1(z , t)
∂z
= Dˆ1(ω0,1, t)A1(z , t)− iκ1A2(z , t)A∗1(z , t)e−i∆βz (A.4a)
∂A2(z , t)
∂z
= Dˆ2(ω0,2, t)A2(z , t)− i κ2
2
A21(z , t)e
i∆βz , (A.4b)
A similar procedure can be repeated in order to determine the coupled-mode equations
for SFG, DFG, cSHG/DFG, cSFG/DFG, and FWM.
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Appendix B
Derivation of the MEGN model for
systems with full dispersion
compensation
The EGN model was originally proposed in reference [59] as a correction to the so
called GN model [58], aiming to remove the signal gaussianity approximation. The deriva-
tion of the EGN model for Nyquist channels formulated assuming full dispersion compen-
sation after each span, denominated herein as the MEGN model, is presented in this
appendix. All of the equations shown here were obtained from the original work presented
in references [58,59,107,251,252].
Let us first focus on the GN model. The GN model was obtained as an approximated
solution to the nonlinear Schro¨dinger equation for single-polarization systems [73], or the
Manakov-PMD equations [106] for dual-polarization signals propagating in optical fibers
with randomly varying birefringence. The GN model also assumes that after propagating
through a significant distance in a dispersive medium, the transmitted signals can be sta-
tistically described as stationary Gaussian noise, which is known as the signal gaussianity
approximation. Moreover, the GN considers that the signal distortion due to the nonlinear
effects, known as the nonlinear interference, manifests as additive Gaussian noise [58].
The main results from the GN model are summarized by the so called GN model refer-
ence formula, given by equation (1) in reference [58]. Assuming transmission in an optical
medium without distributed amplification and with a perfect compensation of the propaga-
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tion losses after each fiber span, the GN model reference formula is given by [58,107]
SGNNLI (ν) =2
(
4− p
3
)3 ∫ +∞
−∞
∫ +∞
−∞
SWDM(ν1)SWDM(ν2)SWDM(ν1 + ν2 − ν)×∣∣∣∣∣
Ns∑
n=1
γn · e i4pi
2(ν1−ν)(ν2−ν)
∑n−1
k=1
[
β
(2)
k Lk +pi(ν1+ν2)β
(3)
k Lk +βDCU,k
]
×
∫ Ln
0
e
(
−α+i4pi2(ν1−ν)(ν2−ν)·
[
β
(2)
n +pi(ν1+ν2)β
(3)
n
])
z
dz
∣∣∣∣2 dν1dν2,
(B.1)
with SGNNLI and SWDM the power spectral densities of the NLI and the transmitted WDM
signal, respectively. In (B.1), Lk , β
(l)
k and βDCU,k are the length, the l
th derivative of β with
respect to the angular frequency and the accumulated dispersion of the DCU at the end of
span k. In references [58, 59, 107, 251, 252], the absorption coefficient is defined in such
a way that the power of the waves propagating in a lossy medium decrease by a factor
of exp(−2αL). In this thesis, however, the definition of the absorption coefficient is slightly
different, such that the power of the waves decreases by a factor of exp(−αL) instead.
Consequently, the coefficient α in all the expressions taken from references [58, 59, 107,
251,252] is replaced here by α/2.
Let us now assume transmission with full dispersion compensation at the end of each
span, i.e., βDCU,k = β
(2)
k Lk + pi(ν1 + ν2)β
(3)
k Lk for any span k. In this case, the GN-model
reference formula becomes
SGNNLI (ν) =2
(
4− p
3
)3 ∫ +∞
−∞
∫ +∞
−∞
SWDM(ν1)SWDM(ν2)SWDM(ν1 + ν2 − ν)×∣∣∣∣∣
Ns∑
n=1
γn
∫ Ln
0
e
(
−α+i4pi2(ν1−ν)(ν2−ν)·
[
β
(2)
n +pi(ν1+ν2)β
(3)
n
])
z
dz
∣∣∣∣∣
2
dν1dν2.
(B.2)
The previous equation can be further simplified when β(2)n  (ν1 + ν2)β(3)n . In addition,
if the length and the nonlinear and dispersion parameters of all fibers of each span are
identical, the previous equation simply becomes
SGNNLI (ν) = 2
(
4− p
3
)3
γ2Leff
2N2s
∫ +∞
−∞
∫ +∞
−∞
SWDM(ν1)SWDM(ν2)SWDM(ν1 + ν2 − ν)
× ρFWM(ν1, ν2, ν)dν1dν2,
(B.3)
where ρFWM is a FWM efficiency factor [58], given by
ρFWM(ν1, ν2, ν) =
∣∣∣∣∣ 1− e−αL+i4pi
2(ν1−ν)(ν2−ν)β(2)L
α− i4pi2(ν1 − ν)(ν2 − ν)β(2)
∣∣∣∣∣
2
Leff
−2. (B.4)
In the previous equations, Leff is the effective length that accounts for the effects of propa-
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gation losses, given by [73]
Leff =
∫ L
0
e−αzdz =
1− e−αL
α
. (B.5)
Let us now assume Nyquist-WDM channels with a constant PSD of Pch/Bch within the
channel bandwidth Bch, with Pch the total channel power, and separated from each other
by ∆ν, as shown in figure 6.2. Also, let us assume that the frequency is defined with
respect to the center of the power density spectrum of the WDM channels. As it was
shown in [251], the power spectral density of the nonlinear interference in WDM systems is
usually stronger at the center channels. Thus, the discussion is limited to the evaluation of
SGNNLI at ν=0 for simplicity, which corresponds to the worst-case scenario for the evaluation
of the NLI power.
For illustration purposes, the product between the power spectral densities SWDM(ν1),
SWDM(ν2) and SWDM(ν1 + ν2 − ν) for seven Nyquist-WDM channels, as well as the FWM
efficiency factor are depicted in figure B.1, evaluated at ν = 0, and considering Bch = 40
GHz, L = 80 km, β(2) = -21.3 ps2/km, α = 0.22 dB/km and ∆ν = 50 GHz.
Figure B.1: a) Product SWDM (ν1)SWDM (ν2)SWDM (ν1 + ν2) for Nyquist-WDM signals. b) FWM effi-
ciency factor. c) Product between the FWM efficiency factor and the power spectral densities of the
Nyquist-WDM signals. All the figures were obtained at ν = 0.
As shown in figure B.1-a), the product between the power spectral densities of Nyquist
signals is non-zero only for a discrete set of hexagonal and small triangular “islands”, which
define the integration domain of equation (B.1). The FWM efficiency factor is also depicted
in figure B.1-b), showing that it only becomes significant when ν1 or ν2 are approximately 0,
due to the phase mismatch effects on the FWM efficiency. The product between the FWM
efficiency factor and the power spectral densities of the transmitted signals is also shown
in figure B.1-c). According to the figure, the argument of the double integral in (B.1) at ν
= 0 only becomes appreciable for the “islands” in figure B.1-a) centered at ν1 = 0 and/or
ν2 = 0. The contribution at ν1=ν2=0 has been denoted in [58] as self-channel interference,
whereas the remaining contributions as cross-channel interference. All the other “islands”,
known as multi-channel interference, are typically very weak and are neglected henceforth.
Another relevant conclusion obtained from figure B.1-c) is that the product between
227
Andre´ Albuquerque All-Optical Signal Processing for Optical Communication Systems
the power spectral densities and the FWM efficiency factor is symmetrical with respect to
the line ν1 = ν2, which can be used to simplify the evaluation of the double integral in
(B.3). In addition, the hexagonal and triangular integration domains in figure B.1-a) can be
approximated to square domains with edge size of Bch. Bearing all these considerations in
mind, (B.3) can be simplified to
SGNNLI (0) ≈ 2
(
4− p
3
)3
γ2L2eff N
2
s
(
Pch
Bch
)3
×
(Nch−1)/2∑
m=−(Nch−1)/2
∫ +Bch/2
−Bch/2
∫ m∆ν+Bch/2
m∆ν−Bch/2
ρFWM(ν1, ν2, 0)dν1dν2.
(B.6)
If the fiber spans are long enough such that the propagation losses are of more than 10 dB,
the FWM efficiency factor at ν = 0 can also be approximated by the following expression
[251]
ρFWM(ν1, ν2, 0) ≈ 1
1 +
[
4pi2ν1ν2|β(2)|
α
]2 . (B.7)
Using this approximation in (B.6) and evaluating the double integral, the following equation
for the power spectral density of the nonlinear interference is obtained
SGNNLI (0) ≈
(
4− p
3
· Pch
Bch
)3 γ2L2eff N2sα
2pi2|β(2)|
×
(Nch−1)/2∑
m=−(Nch−1)/2
(2− δm)
(
i
{
Li2
[
−i 2pi
2|β(2)|
α
(m∆ν + Bch/2)Bch
]
−Li2
[
i
2pi2|β(2)|
α
(m∆ν + Bch/2)Bch
]}
−i
{
Li2
[
−i 2pi
2|β(2)|
α
(m∆ν − Bch/2)Bch
]
−Li2
[
i
2pi2|β(2)|
α
(m∆ν − Bch/2)Bch
]})
,
(B.8)
where δm is the Kronecker delta function, equal to 1 for m = 0 and 0 otherwise, and Li2 is the
polylogarithm function of order 2, also known as the dilogarithm function [260], calculated
through the following expression
Li2(x) =
∫ 0
x
ln(1− y)
y
dy . (B.9)
Equation (B.8) can be simplified and expressed in terms of more conventional functions by
using the approximation [251]
i [Li2 (−ix)− Li2 (ix)] ≈ piasinh(x/2). (B.10)
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The PSD of the NLI then becomes
SGNNLI (0) ≈
(
4− p
3
· Pch
Bch
)3 γ2L2eff N2sα
2pi|β(2)|
×
(Nch−1)/2∑
m=−(Nch−1)/2
(2− δm) ·
{
asinh
[
pi2|β(2)|
α
(m∆ν + Bch/2)Bch
]
−asinh
[
pi2|β(2)|
α
(m∆ν − Bch/2)Bch
]}
.
(B.11)
Equation (B.11) summarizes the GN model into a simple expression for the PSD of the
NLI, evaluated at the center channel of Nyquist-WDM signals.
Let us now focus on the MEGN model. As mentioned above, the EGN and, conse-
quently, the MEGN models include the GN model in their formulation and additional cor-
recting terms that allow removing the signal gaussianity approximation. Hence, the PSD of
the NLI for the MEGN model can be described as
SNLI (ν) = S
GN
NLI (ν)− Scorr (ν), (B.12)
where Scorr include the correcting terms. In order to obtain a simple and manageable
correction to the GN model, the same procedure followed in [252] is used to obtain Scorr .
Such a procedure neglects the correcting terms for the self- and multi-channel interference,
and accounts only for the cross-channel interference terms of the hexagonal integration
domains. Assuming full compensation of the dispersion effects at the end of each span,
the following correcting term is obtained [252]
Scorr (ν) =
∑
m∈C
(3 + p)
(
4− p
3
)4
Θγ2Bch
2N2s Pch
3
×
∫ +∞
−∞
∫ +∞
−∞
∫ +∞
−∞
|scut(ν1)|2sm(ν2)s∗m(ν3)s∗m(ν1 + ν2 − ν)sm(ν1 + ν3 − ν)
× 1− e
−αL+i4pi2β(2)(ν1−ν)(ν2−ν)L
α− i4pi2β(2)(ν1 − ν)(ν2 − ν)
× 1− e
−αL−i4pi2β(2)(ν1−ν)(ν3−ν)L
α + i4pi2β(2)(ν1 − ν)(ν3 − ν)
dν1dν2dν3,
(B.13)
where scut and sm are normalized power spectral densities of the channel under test and
of an interfering channel m, with a rectangular spectral shape and flat-top value of 1/Bch.
In the previous equation, C is the set with all the indices m that represent each of the
interfering channels and Θ is a constant that depends on the modulation format, calculated
by [252]
Θ = 2− < |X |
4 >
< |X |2 >2 , (B.14)
with X a random variable that represents the constellation symbols of the transmitted data.
For simplicity, let us consider the channel centered at ν = 0 as the channel under
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test and focus on evaluating Scorr (0). In this case and by approximating the hexagonal
integration islands by square domains with edge size of Bch, the pulse spectra scut and sm
can be removed from the integrand of (B.13), obtaining the following expression [252]
Scorr (0) =
∑
m∈C
(3 + p)
(
4− p
3
)4
Θγ2N2s
Pch
3
Bch4
×
∫ +Bch/2
−Bch/2
(∫ m∆ν+Bch/2
m∆ν−Bch/2
1− e−αL+i4pi2β(2)ν1ν2L
α− i4pi2β(2)ν1ν2
dν2
×
∫ m∆ν+Bch/2
m∆ν−Bch/2
1− e−αL−i4pi2β(2)ν1ν3L
α + i4pi2β(2)ν1ν3
dν3
)
dν1.
(B.15)
In the previous equation, the two integrals with respect to frequencies ν2 and ν3 are inde-
pendent of each other and have the same integration domain. Thus, changing the variable
of integration ν3 to ν2 does not change the final result, and the previous equation can be
simplified to
Scorr (0) =
∑
m∈C
(3 + p)
(
4− p
3
)4
Θγ2N2s
Pch
3
Bch4
∫ +Bch/2
−Bch/2
|ζm(ν1)|2dν1, (B.16)
where ζm(ν1) is given by
ζm(ν1) =
∫ m∆ν+Bch/2
m∆ν−Bch/2
1− e−αL+i4pi2β(2)ν1ν2L
α− i4pi2β(2)ν1ν2
dν2
=
i
4pi2β(2)ν1
{
ln
(
α− i4pi2β(2)ν1 [m∆ν + Bch/2]
α− i4pi2β(2)ν1 [m∆ν − Bch/2]
)
+ E1
([
α− i4pi2β(2)ν1 (m∆ν + Bch/2)
]
L
)
− E1
([
α− i4pi2β(2)ν1 (m∆ν − Bch/2)
]
L
)}
,
(B.17)
with E1 an exponential-integral function, defined as [261]
E1(x) =
∫ ∞
x
e−y
y
dy . (B.18)
The MEGN correction given by (B.16) still requires computing the integral of function
ζm(ν1) with respect to frequency ν1, which can be easily performed using standard numer-
ical methods such as the trapezoid rule [102]. Along with the simplified expression for the
nonlinear interference of the GN model shown in (B.11), equation (B.16) provides a simple
way to estimate the impact of the NLI at the center channel at affordable computational
effort.
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Error probability formulas
The degradation of the transmitted signals in a communication system caused by, for
instance, the noise added by amplifiers, typically results in symbol and bit errors after
detection at the receivers. If the transmitted signals are affected by white Gaussian noise,
the BER can be modeled by the probability to detect an error, whose variation with the SNR
of the received signals is presented in this appendix. The formulas provided here assume
coherent detection at the receiver and that one symbol error introduces a single bit error,
which can be achieved by properly encoding the original data information (e.g., by using
Gray coding) [262]. The probability of error formulas for BPSK, QPSK and M-QAM signals
with rectangular constellations are given by (C.1), (C.2) and (C.3), respectively [262].
BER ≈ Q(
√
2SNR), (C.1)
BER ≈ Q(
√
SNR)
[
1− 1
2
Q(
√
SNR)
]
, (C.2)
BER ≈ 4
log2(M)
(
1− 1√
M
)[
Q
(√
3SNR
M − 1
)][
1−
(
1− 1√
M
)
Q
(√
3SNR
M − 1
)]
, (C.3)
where Q(x) is the so called Q-function defined as [141]
Q(x) =
1
2
erfc
(
x√
2
)
, (C.4)
with erfc the complementary error function given by [262]
erfc(x) =
2√
pi
∫ +∞
x
e−t
2
dt. (C.5)
The variation of the probability error formulas for BPSK, QPSK, 16-QAM and 64-QAM
are depicted in figure C.1.
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Figure C.1: Variation of the BER with the SNR for coherent detection of BPSK, QPSK, 16-QAM
and 64-QAM signals. The horizontal black line represents a BER of 10−3.
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PPLN Poling Design Based on a Discrete Layer
Peeling Algorithm Combined With
a Deleted-Reversal Method
A. A. C. Albuquerque, Student Member, IEEE, B. J. Puttnam, Member, IEEE, M. V. Drummond, Member, IEEE,
S. Shinada, Member, IEEE, N. Wada, Member, IEEE, and R. N. Nogueira, Member, IEEE
Abstract—In this paper, we propose a method to design the pol-
ing pattern of periodically poled lithium niobate (PPLN) devices
according to a target spectral response of the selected nonlinear in-
teraction. This method combines a discrete layer peeling algorithm
with the deleted-reversal method. The main advantages and limi-
tations of the proposed method in terms of fabrication feasibility
of the resulting poling patterns are discussed. The effectiveness of
the proposed method is shown by designing PPLNs with two dif-
ferent types of spectral responses: quasi-rectangular bandpass fil-
tering and multichannel filtering. We experimentally demonstrate
the method by designing and producing a PPLN which allows
performing wavelength conversion within a spectral response ap-
proximately given by a 400 GHz quasi-rectangular filter.
Index Terms—Deleted-reversal, layer peeling, optical signal pro-
cessing (OSP), periodically poled lithium niobate (PPLN), wave-
length conversion.
I. INTRODUCTION
A LL-OPTICAL signal processing (OSP) has been sug-gested as a viable route to enable several functionalities
with the ultimate purpose of increasing the performance and
efficiency of telecommunication networks [1]. Besides the pos-
sibility of ultrahigh-speed and parallel operation, it is hoped that
OSP will be more cost and energy efficient compared to pure
electrical signal processing, as optical-to-electrical-to-optical
conversion is avoided [2], [3].
A wide variety of photonic and optoelectronic devices have
been used for OSP including fiber Bragg gratings (FBGs) [4],
tunable optical filters based on liquid crystals on silicon [5],
silica-based highly nonlinear fibers [6], [7], photonic crystal
fibers [8], silicon and chalcogenide waveguides [9], [10], semi-
conductor optical amplifiers [11] and periodically poled lithium
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formation and Communications Technology, Tokyo 184–8795, Japan (e-mail:
ben@nict.go.jp; sshinada@nict.go.jp; wada@nict.go.jp).
Color versions of one or more of the figures in this paper are available online
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niobate (PPLN) devices [12]. In the last years, PPLN devices
have been widely used for OSP due to their interesting proper-
ties including ultrafast response [13], high efficiency [14], com-
pactness [14], low spontaneous emission noise [13], possibility
of room temperature operation [15] and immunity to stimu-
lated Brillouin scattering [16]. Some examples of the possible
applications of PPLN devices are tunable wavelength conver-
sion [17], all-optical logic gates [18], demultiplexing of time-
division multiplexed signals [19], add/drop [20], switching [21],
spectral inversion [22], modulation format conversion [23] and
signal regeneration [24], [25].
OSP in PPLN devices relies on second-order nonlinear
effects such as second-harmonic generation (SHG), sum-
frequency generation (SFG), difference-frequency generation
(DFG) and/or cascaded interactions involving combinations of
these phenomena. PPLNs are produced by periodically inverting
the ferroelectric domains in a lithium niobate crystal, resulting
in a periodic reversal of the sign of the nonlinear coefficient. This
technique is used for enabling quasi phase matching (QPM), and
compensates the phase mismatch between the interacting waves
after each coherence length, increasing the efficiency of the non-
linear interaction [12]. As with FBGs, the spectral properties of
a PPLN device can be designed by tailoring the periodic poling.
This property demarks PPLNs from other nonlinear devices as
it offers a capability to design the response of the device and en-
ables additional functionalities. Apodized [26], aperiodic [27]
and superlattice [28] PPLNs have already been reported pro-
viding attractive features such as reduced crosstalk between
different WDM channels and increased spectral bandwidth of
operation.
The LPA was originally proposed as a simple and flexible tool
to design FBGs and grating assisted co-directional couplers with
a target spectral response [29], [30]. Recently, Zhang et al. [31]
measured the output spectra of ˇSolc-type linear filters based on
uniform and aperiodic PPLNs. Using the LPA, they were able to
retrieve the poling pattern of those devices with good accuracy.
In this paper, the LPA is used to design PPLNs with a tar-
get spectral response rather than retrieve the QPM structure of
already manufactured devices combining nonlinear interactions
and filtering capabilities in the same device. To the best of our
knowledge, this is the first time that the LPA is used to de-
sign nonlinear devices such as PPLNs. In this paper, the LPA
is adapted and combined with the DRM [26] (LPA-DRM) in
order to make it compatible with known production techniques
of PPLN devices.
0733-8724 © 2013 IEEE
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Fig. 1. On top: schematic representation of the discrete coupling model. At
the bottom: block diagram of this model, using a time frame coincident with the
propagation of the A mode.
This paper is organized as follows. The description of the
LPA-DRM is presented in Section II, including a brief dis-
cussion on the discrete coupling model, how to adapt the
LPA to PPLN devices and the limitations of this approach. In
Section III, the spectral response of designed PPLNs is com-
pared with the target response. Quasi-rectangular bandpass
PPLNs with 400 GHz and 1 THz bandwidth and multichan-
nel PPLNs (with multiple QPM peaks) are simulated in this
section. Finally, Section IV is devoted to the characterization
of the spectral response of the manufactured quasi-rectangular
400 GHz bandpass PPLN.
II. LAYER PEELING ALGORITHM
The LPA was originally proposed as a simple and easy to
implement method to design grating-assisted couplers. In this
algorithm, the grating is consecutively reconstructed layer by
layer and the coupling coefficient of each layer is computed
according to the target filtering properties of the coupler. A
discrete time-domain version of the LPA [30] is adopted in this
paper. The discrete LPA assumes that mode coupling between
two propagating modes occurs only at discrete scattering points.
According to this model, in between the scattering points the
modes experience only pure dispersive propagation with no
coupling. A schematic representation of the discrete coupling
model is illustrated in Fig. 1.
Usually, in SFG and DFG interactions the power of one of
the input waves is much higher than that of the other, and it is
used to pump the nonlinear interaction. If the pump is not signif-
icantly depleted, it can be assumed that it remains constant for
all nonlinear interactions, and in that case, SFG and DFG may
be simply interpreted as the coupling between two propagat-
ing modes, as in co-directional grating-assisted couplers. In this
case, coupling between the interacting waves is promoted by
the nonlinear response of the PPLN device and optical pumping
rather than periodic variations of the refractive index.
As long as the no pump depletion approximation is valid,
SFG and DFG between continuous wave signals propagating in
a lossless medium can be modeled by a transfer matrix [32]. This
transfer matrix is similar to the one describing co-directional
grating-assisted couplers [30] and it becomes fully identical by
adopting a proper change of variables.
Let us consider that the frequencies of the input signal and
pump wave are f2 and f1 , respectively, and that the frequency
of the new wave created during the nonlinear interaction is f3 =
f2 ± f1 (‘+’ for SFG and “−” for DFG). Let us also consider
the variables A = A3exp (−iδz) , B =
√
λ2/λ3 ·A2exp (iδz)
and the coupling coefficient q = −iκ3
√
λ3/λ2A1 , where δ is
the wavenumber detuning, Aj , λj and nj , the normalized elec-
trical field, wavelength, and refractive index of the waves with
frequency fj , respectively, and κ3 is the nonlinear coupling co-
efficient. The wavenumber detuning is related to the phase mis-
matching between the interacting waves by δ = Δk/2, where
Δk = 2π (n3/λ3 − n2/λ2 ± n1/λ1 ± 1/Λ) is the phase mis-
matching parameter for SFG (‘−’) or DFG (‘+’) and Λ is the
poling period. The nonlinear coefficient κ3 is defined by [32]
κ3 =
2π
λ3
√
2
n1n2n3cε0Aeﬀ
deﬀ (1)
with c and ²0 the speed of light and electrical permittivity in vac-
uum, Aeﬀ the effective cross section of the nonlinear interaction
and deﬀ the effective nonlinear coefficient.
The evolution of A and B modes in a uniform segment (con-
stant Λ and q) located between the positions z and z + Δz is
modeled by [30][
A (z + Δz, δ)
B (z + Δz, δ)
]
= T ·
[
A (z, δ)
B (z, δ)
]
(2)
where T is a transfer matrix given by
T =
⎡⎢⎢⎣
cos(γΔz)− i δ
γ
sin(γΔz)
q
γ
sin(γΔz)
−q
∗
γ
sin(γΔz) cos(γΔz) + i
δ
γ
sin(γΔz)
⎤⎥⎥⎦.
(3)
In (3), γ is related to δ and q through γ2 = δ2 + |q|2 . The
transfer matrix given by (3) is now identical to the one describ-
ing co-directional grating-assisted couplers even though it was
devised for SFG. In addition, if A1 is replaced by its complex
conjugate, (3) is also valid for DFG.
The discrete coupling model allows decomposition of T into
the product of two transfer matrices, Tp describing pure prop-
agation with dispersive effects, and T ck the discrete coupling at
the kth scattering point. The two transfer matrices are given by
(4) and (5).
Tp =
[
e−iδΔz 0
0 eiδΔz
]
. (4)
T ck =
1√
1 + |ρk |2
[
1 −ρ∗k
ρk 1
]
. (5)
In (4), the matrix is obtained by assuming no nonlinear in-
teraction between the modes, which can be described by letting
q → 0. In (5), ρk = −q∗k tan (|qk |Δz) / |qk | is a cross coupled
power coefficient between the interacting modes, and T ck is ob-
tained assuming strong nonlinear coupling in a single scattering
point (|q| → ∞), so that γ ≈ |q| and δ/γ ≈ 0 [30].
The aim of the LPA is to obtain ρk for each layer, and
then the coupling coefficients qk through the relation qk =
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−ρ∗katan (|ρk |) / (Δz |ρk |). Since deﬀ is proportional to qk , the
output coupling coefficients of the LPA can be transduced into
a physical property of the PPLN. In order to determine ρk , a
time-domain description of the discrete mode coupling is as-
sumed. Therefore, it is convenient to define the discrete Fourier
transform (DFT) of A at the k-th scattering point by
Ak (δ) =
N∑
τ =0
ak (τ) e
i2δτ Δz (6)
with τ = 0, 1, . . . , N a time variable, N the total number of
layers and ak (τ) the Fourier coefficients at the k-th scattering
point. A similar Fourier transform is defined for Bk (δ), consid-
ering now bk (τ) as the Fourier coefficients.
Let us assume that A and B are normalized to one, a time
frame coincident to the propagation of A, no sum-frequency
wave at the input to the PPLN (A0(δ) = 0 and a0 (τ) = 0) and
a unit impulse entering the PPLN in the B mode (B0(δ) =
1, b0(0) = 1 and b0 (τ 6= 0) = 0). In the first scattering point
(layer 0), part of the impulse is converted to the A mode through
SFG or DFG. Then, both modes propagate along layer 1 and
the B mode is delayed by a τ time unit due to the dispersive
effects. As in each scattering point part of the signal is exchanged
between the two modes, at the end of the PPLN A and B consist
of several contributions, corresponding to different possibilities
of propagation in the A or B mode in each layer. In the adopted
time frame, each contribution arrives at different time instants
at the end of the PPLN, depending on the number of layers
travelling in the B mode. It should be noted at this point that
the delay between A and B is a consequence of the specific
definition of these variables relatively to A3 and A2 . In fact,
changing back to A3 and A2 is equivalent to compensating the
dispersive effects of Tp and the time delay.
Replacing A and B by their Fourier transform, (2) may be
rewritten as [30][
ak (τ)
bk (τ)
]
= T ck ·
[
ak−1 (τ)
bk−1(τ − 1)
]
. (7)
In (7), the term bk−1(τ − 1) is delayed by one time unit
resulting from the effect of the dispersive matrix in the time
frame adopted. However, as layer 0 is just a scattering point, b0
is not delayed and b0(τ − 1) in (7) must be replaced by b0 (τ).
The first contribution arriving at the end of the PPLN, aN (0),
corresponds to the part of the input impulse that is scattered in
layer 0 and propagates in the A mode until the last scattering
point without exchanging power with the B mode. With this
in mind, one may use (7) to obtain the Fourier coefficients of
the N th layer. After some algebraic manipulation, the discrete
cross coupling coefficient of the N th layer is given by [30]
ρN =
bN (0)
aN (0)
(8)
where aN (0) and bN (0) are obtained simply by performing an
inverse DFT of the target spectral response of the device.
Now that the cross coupling term is known for the N th layer,
the next step of the algorithm is to calculate the coefficients
aN−1 (τ) and bN−1(τ − 1) using (7). Afterwards, a similar
physical interpretation can be assumed obtain ρN−1 replacing
aN (0) and bN (0) by aN−1(0) and bN−1(0) in (8). The remain-
ing ρk coefficients are obtained by repeating this procedure.
Although the implementation of this algorithm is simple and
straightforward, special care must be taken with the design of
AN (δ) and BN (δ). For instance, steep transitions in the tar-
get spectral response may result in undesired oscillations in
the final response due to the Gibbs phenomenon [30], [33].
However, standard finite impulse response (FIR) filter design
techniques such as windowing can be used to reduce these os-
cillations [33]. Furthermore, AN (δ) and BN (δ) cannot be cho-
sen independently. If AN (δ) is already defined, the magnitude
of BN (δ) is automatically given by |AN (δ)|2 + |BN (δ)|2 = 1.
However, this expression does not provide any relation for the
phase of BN (δ). A common approach to define it is to find the
minimum-phase function, given by the discrete Hilbert trans-
form of ln (|BN (δ)|) [30].
A. Deleted-Reversal Method
The outputs of the LPA are complex coupling coefficients, qk ,
whose magnitude may take any value ranging from 0 to +∞.
The coupling coefficients must be transduced into a physical
property to produce a real device. For FBGs, the coupling coef-
ficient is transduced to a refractive index variation [30]. In the
case of PPLN waveguides, this can be done by changing the
poling pattern. However, the nonlinear coefficient in a PPLN
device can only assume two distinct values, ±d33 , where d33 is
the highest component of the nonlinear coefficient tensor, con-
sidering all interacting waves polarized along the optical axis
of the lithium niobate crystal. The DRM [26] is a possible and
effective solution to overcome this problem. A maximum effec-
tive nonlinear coefficient is achieved by enabling all possible
periodic inversions. However, a target lower effective nonlin-
ear coefficient can be obtained by deleting some of the peri-
odic inversions. This is the operation principle of the DRM. In
this method, some of the periodic inversions are not performed
(deleted) so the effective nonlinear coefficient is reduced.
Consider that the effective nonlinear coefficient may be ex-
pressed as deﬀ (z) = (2/π) d33dap(z)exp [iφ(z)], where dap is
an apodization function (0 ≤ dap ≤ 1) and φ represents the
phase modulation. The relation between q, dap and φ is given
by
dap(z)e
iφ(z ) =
i
4d33
√
cε0Aeﬀ λ2λ3n1n2n3
2
· q(z)
A1
. (9)
The version of the DRM presented in this article assumes
that if all inversions are deleted, the efficiency is extremely low
and the effective nonlinear coefficient is 0. Otherwise, the nor-
malized effective nonlinear coefficient is 1. Thus, the goal of
the DRM is to create a binary vector, dbin , whose elements
are 0 if the reversal is deleted, or 1 in the opposite case. The
important question now is how to relate dbin and dap . In this
paper, the choice of deleting or not the reversal in each succes-
sive point/section takes into account the entire structure that has
been previously calculated in order to minimize the difference
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Fig. 2. Illustration of the DRM used in this paper.
between dap and dbin (Fig. 2). Therefore, the following algo-
rithm can be implemented:
1) Find the position where dap reaches its maximum value
and assume 1 for the corresponding element of dap ;
2) Extend the domain of interest to a neighboring section and
evaluate Iap .
Iap =
∫ zj
zi
dap(z)dz (10)
where zi and zj are the starting and ending positions of
the region of interest.
3) Consider that dbin in the new section is 0 or 1 and evaluate
I0 and I1
I0,1 =
j−1∑
k=i
dbin(0,1) (zk ) + dbin(0,1) (zk+1)
2
·Δz. (11)
4) Choose 0 or 1 for the new region depending on the lowest
value of |Iap − I0 | or |Iap − I1 |;
5) Repeat 1) to 4) until the entire grating is evaluated.
In general, the phase modulation function, φ, is continuous
and must be sampled into a set of discrete values in order to
produce a real device. Afterwards, phase modulation is imple-
mented simply by shifting the place within the period length
where the domain inversion occurs.
B. Limitations
Some of the limitations of the LPA were already mentioned
above, namely the Gibb’s phenomenon. The capability to de-
sign a PPLN device whose spectral response includes steep
transitions and/or narrow bandwidth details is comparable to
the design of an FIR filter. In FIR filters, fine filtering details in
the frequency domain require a long impulse response, which in
turn requires a long PPLN. For instance, the narrowest bandpass
filter (BPF) that can be achieved with the LPA corresponds to
the case of a uniform PPLN (constant κ and Λ over the entire
device). The bandwidth of a uniform PPLN is determined by the
bandwidth of sinc2 (γL), where L is the length of the device.
One should note that (9) implies that A1 must be properly cho-
sen to keep dap constrained between 0 and 1. If the target spec-
tral conversion bandwidth and efficiency are too high and/or the
length too short, the optical power of the pump may scale up to
unreasonable values. However, as it will be shown in Section III,
the variation of A1 from the value provided by (9) within a cer-
tain range of values does not significantly distort the spectral
shape of the PPLN response, but only the magnitude of the SFG
or DFG conversion efficiency (defined as the ratio between the
powers of the converted wave and the input signal).
Another aspect that must be considered is the limit of the
no pump depletion approximation. In [32], a simple expression
relating the length of the PPLN and the input power of the signal
and pump waves, P2 and P1 respectively, was proposed. This
relation is given by (11).
P2 < p
(λ1 ± λ2)κ2
λ2k3 sin
2
(√
κ2κ3P1L
)P1 . (12)
In (11), p is the ratio between the maximum acceptable pump
power drop and its initial value. The signs “+” and “−” corre-
spond to SFG and DFG, respectively. As a rule of thumb, the
no pump depletion approximation yields accurate results con-
sidering maximum values of p ≈ 10% [32]. As uniform PPLNs
have the highest conversion efficiency, this relation may be con-
sidered a conservative estimate for other devices with more
complex poling patterns.
The design of complex PPLN devices requires precise knowl-
edge of the refractive index dispersion in order to determine the
poling period and the wavenumber detuning. In PPLN waveg-
uides, waveguide dispersion may play an important role in the
final conversion response and the poling pattern. As the wave-
guide is typically manufactured after the poling step [12], the
impact of waveguide dispersion must be properly estimated prior
to poling and waveguide production.
For applications in telecommunications, cSFG/DFG plays a
more important role than simple SFG or DFG interactions as
all input signals are preferably in the 1.55 μm band [17], [22].
The proposed LPA is devised for non-cascaded SFG or DFG
interactions. Consequently, the spectral response for cSFG/DFG
is not identical to the target response. This subject is further
discussed in the next section.
Finally, the LPA-DRM is limited to fabrication tolerances in
the production of the target poling pattern and in the uniformity
of the waveguide.
III. NUMERICAL DESIGN EXAMPLES
In this section, simulations of PPLN devices designed by
the LPA-DRM are presented. Two different types of devices
are studied: quasi-rectangular filters and multichannel PPLNs.
For all the simulations presented in this section, the refractive
index dispersion presented in [34] for a 5% MgO-doped lithium
niobate crystal at 25 ◦C is assumed. It is also assumed L =
4.5 cm, Λ = 19.39 μm, Aeﬀ = 100 μm2 , λ1 = 1545 nm and
d33 = 23.6 pm/V. The power of the input signal is 10 mW for
all simulations. A common fourth-order Runge-Kutta algorithm
was employed to solve the coupled mode equations for SFG and
cSFG/DFG presented in [32]. The integration step used in the
simulations was of the order of Λ/100.
In order to reduce the Gibb’s phenomenon, a windowing
technique was employed to design the target spectral response of
the quasi-rectangular PPLNs. In this paper, a Tukey window [35]
with a ratio of taper to constant sections of 0.7 was adopted.
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Fig. 3. (a) Output power of the SFG and (b) signal waves for the 400 GHz bandpass PPLN considering different ratios between the pump power injected into the
PPLN and the ideal value provided by (9), F, and different attenuation coefficients, α (in dB/cm). (c) Normalized conversion efficiency (relatively to the central
frequency). (d) Variation of the coupling coefficient along the PPLN.
A. Quasi-Rectangular Filter
The simulated spectral response of a 400 GHz quasi-
rectangular bandpass PPLN device designed numerically by
the LPA-DRM is shown in Fig. 3, for different attenuation co-
efficient and pump power values. The results of the simula-
tions show that the LPA-DRM was able to effectively design
a PPLN device with target filtering characteristics. In addition,
these results show that propagation losses and deviations of the
pump power from the value provided by (9), which is 256 mW
in this case, changes the output power of the SFG interaction
(Fig. 3(a)), as expected. However, the shape of the spectral re-
sponse is not distorted as evident in the normalized conversion
efficiency plots shown in Fig. 3(c). This property is essential
for practical devices, since without it, the pump power would
have to be kept within tight constraints. The output power spec-
trum of the signal wave is depicted in Fig. 3(b). As expected,
the output power spectra shown in Fig. 3(a) and (b) are com-
plementary, provided that the output power of the SFG wave
is multiplied by a scaling factor of λ3/λ2 ≈ 1/2. This scaling
factor accounts for the ratio of energies carried by an identical
number of SFG and pump photons.. The coupling coefficient for
the quasi-rectangular bandpass PPLN is purely real and varies
according to a sinc function (Fig. 3(d)), as reported in [30] for
co-directional grating-assisted couplers.
A 1 THz quasi-rectangular bandpass PPLN with 20% SFG
conversion efficiency was also designed. The results of numeri-
cal simulations on the spectral response of this device are shown
in Fig. 4(a). In this case, the LPA-DRM is also able to design the
desired device. However, the required pump power to have 20%
conversion efficiency is now 1.70 W, about 6.6 times higher than
for the 400 GHz PPLN. Hence, a tradeoff between pump power,
conversion efficiency and operational bandwidth is evident. The
poling patterns of the 400 GHz and 1 THz quasi-rectangular
PPLNs obtained by the LPA and the DRM are shown in Fig. 4(c)
and (d). For both cases, quasi-rectangular response is achieved
by deleting some of the periodic inversions near the edges of
the PPLN, combined with π phase shifts for the phase modu-
lation. As the number of deleted poling inversions is higher for
the 1 THz PPLN, higher pump power is required to achieve the
same efficiency.
As previously stated, the LPA is not optimized for cSFG/DFG
interactions. In order to evaluate the impact of this aspect, an
Fig. 4. (a) Output power of the SFG signal for the 400 GHz and 1 THz quasi-
rectangular bandpass PPLN. (b) Normalized conversion efficiency spectra of
the SFG (centered at 775 nm) and cSFG/DFG (centered at 1557.1 nm) signals
in a cSFG/DFG interaction, considering the 400 GHz and 1 THz bandpass
PPLNs. dap and φ obtained by the LPA, and position of the poling inversions
and φ provided by the DRM for (c) 400 GHz and (d) 1 THz quasi-rectangular
PPLN. In (a) and (b), it was assumed lossless propagation and pump power
value satisfying (9).
additional DFG pump was introduced in the simulations, using
the same poling pattern. Therefore, a new signal (cSFG/DFG
signal) with frequency f5 = f3 − f4 = f2 + f1 − f4 is gener-
ated, where f4 is the frequency of the DFG pump. The power
and wavelength of the DFG wave was 0.5 W and 1543 nm, re-
spectively. In Fig. 4(b) the normalized conversion efficiency for
the SFG wave and the signal converted through cSFG/DFG are
compared. Although the normalized conversion efficiency for
the SFG signal agrees well with the designed filter, this is not
the case for the wave converted through cSFG/DFG. According
to the simulations, the conversion bandwidth for cSFG/DFG
is higher than then the designed one. Also, the lateral limits
of the spectral response are not steep transitions, and the effi-
ciency slowly decreases for frequencies higher than the cut-off
frequency of the designed filter. In these transition regions, un-
desirable peaks of the conversion efficiency for cSFG/DFG are
observed. The root cause of these two effects is the cascaded
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Fig. 5. Normalized SFG conversion efficiency for the 400 GHz quasi-
rectangular device and an ALC- PPLN. The DRM was used to implement
the apodization function of the ALC-PPLN.
nature of the interaction which leads to a more complex evolu-
tion of the signals. Due to the no pump depletion approximation,
SFG and DFG can be described as simple linear systems. How-
ever, cSFG/DFG is not a linear process and the LPA cannot
describe it accurately. Depending on the specific application,
the lateral decaying tails and increased efficiency at the tran-
sition regions may introduce deleterious wavelength crosstalk
and considerably affect the overall performance of the system.
An obvious solution to overcome these limitations is to avoid
the cascaded interactions along the PPLN using two different
PPLN devices with target spectral responses in a tandem con-
figuration. Thus, SFG occurs only in the first PPLN and DFG
in the second device.
In Fig. 5, the normalized SFG conversion efficiency of the
400 GHz quasi-rectangular PPLN designed by the LPA-DRM is
compared to an apodized linearly chirped (ALC) PPLN [36]. In
ALC-PPLNs the conversion bandwidth is increased by varying
the poling period along the device according to the relation
Λ(z) = Λ0 + β · z, with Λ0 the poling period at the beginning
of the PPLN and β the chirp parameter. In addition, apodization
techniques are also used to reduce typical conversion efficiency
ripples found in common chirped PPLNs [36]. We assumed
Λ0 = 19.35 μm, β = 8.6 nm/cm and a Tukey window [35] with
a ratio of taper to constant sections of 0.53 for the apodization
function to obtain the same spectral half-width at full maximum
and maximum ripple amplitude in the main peak. The results of
the simulations show that the quasi-rectangular PPLN has much
steeper transition edges than those of the ALC-PPLN, making
it more appropriate for applications in WDM systems where
interchannel crosstalk is an issue. However, the efficiency of the
simulated ALC-PPLN would be about 5 dB higher because the
number of deleted poling inversions is lower than that of the
quasi-rectangular PPLN.
B. Multichannel QPM
The LPA-DRM was also used to design multichannel QPM
devices. A multichannel PPLN is a device whose spectral re-
sponse exhibits several QPM peaks, and can be used for mul-
tichannel wavelength conversion [28]. In [28], multichannel
PPLNs were designed using a downhill simplex method to ob-
tain an appropriate phase modulation function which controls
the poling pattern of the device. In that work, a good initial guess
for the phase modulation function was an essential requirement
to guarantee convergence of the method and to keep the compu-
Fig. 6. Simulated spectral response for SFG of: (a) a uniform PPLN and multi-
channel PPLNs with (b) two channels, (c) three channels with 150 GHz spacing
between the channels, (d) three channels with 450 GHz spacing between each
channel, and (e) five channels. (f) dap and φ obtained by the LPA, and position
of the poling inversions and φ provided by the DRM for the multichannel PPLN
shown in (c).
tational effort within affordable limits. The proposed LPA-DRM
is also able to design multichannel PPLNs, with greater simplic-
ity than in [28]. With the LPA, complex optimization techniques
are avoided and only a simple discrete Fourier transform of the
target filtering function is required. In addition, the LPA does
not require any initial guess.
The multichannel PPLNs presented in this section were de-
signed by adopting a filter with multiple narrow transmission
bands as the target spectral response. Simulations of PPLNs
with 1, 2, 3 and 5 QPM peaks were performed considering
pump power values of 9.4, 36, 76 and 206 mW, respectively, in
order to obtain a maximum conversion efficiency of 20%.
The results of the simulations are shown in Fig. 6. These
results show that the LPA-DRM was able to design multichan-
nel PPLNs, with high accuracy and flexibility. As it has been
discussed in Section II, the length of the PPLN determines the
maximum degree of detail of its spectral response. For the 4.5 cm
PPLN considered in the simulations, the spectral response can
be designed with a detail resolution up to approximately 75 GHz
(the distance between consecutive “∗” design points in Fig. 6).
This value is approximately equal to the spectral bandwidth of a
uniform PPLN. The spectral bandwidth of each QPM peak of the
PPLNs designed in this subsection is approximately the same,
equal to the value for a uniform grating. Multichannel QPM
PPLNs with wider QPM peaks can also be designed with the
LPA-DRM, which is an additional advantage over the method
proposed in [28]. However, the required pump power to achieve
the same conversion efficiency may significantly increase, as
reported in the previous subsection.
The multichannel PPLNs designed by the LPA-DRM do not
require a complex variation of the phase modulation function as
it is shown in Fig. 6(f). In this case, multiple QPM resonances are
achieved by a specific apodization profile combined with simple
π phase-shifts rather than complex phase modulation functions.
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Fig. 7. Experimental setup used to evaluate the spectral response of the PPLN
device.
However, the efficiency of each peak decreases by a factor of
K2 compared to uniform PPLNs, where K is the number of
peaks. This is a major drawback compared to method presented
in [28], where the efficiency drops only by a factor of K. The
reduced efficiency is a direct consequence of decreasing the
effective nonlinear coefficient in some locations of the PPLN.
This drawback limits the application of LPA-DRM to the design
of multichannel PPLNs with a few number of QPM resonances.
IV. EXPERIMENTAL 400 GHZ QUASI-RECTANGULAR PPLN
In this section, we experimentally investigate the spectral
properties of four manufactured PPLN waveguides designed
with the LPA-DRM. The poling pattern of the device was de-
signed according to the 400 GHz quasi-rectangular bandpass
PPLN simulated in the previous section. A lithium niobate sub-
strate doped with 5% of MgO was used in order to prevent
photorefractive damage at high pumping power. An annealed
proton-exchange waveguide was included to increase the effi-
ciency. The poling period of the different PPLN waveguides are
19.1 for waveguides 1and 2, and 19.2 μm for waveguides 3 and
4. The propagation losses of the characterized waveguides were
of about 0.1 dB/cm. The length of the device was 4.5 cm.
The experimental set-up used to characterize the spectral re-
sponse of the PPLN waveguides is presented in Fig. 7. Light
emitted by two external cavity tunable lasers (ECTLs) was com-
bined in a 3 dB coupler after passing through a polarization
controller (PC), an erbium-doped fiber amplifier, a 1 nm BPF
and a variable optical attenuator (VOA). The PCs, BPFs and
VOAs were used to align the polarization of the waves to the
optimal axis of the PPLN, remove the excess amplified spon-
taneous emission noise, and control the power at the input of
the device, respectively. Then, the interacting waves were in-
jected into the PPLN waveguide through free-space coupling
with total insertion losses of about 4 dB. Reduced photorefrac-
tive damage provided by MgO doping allowed low temperature
operation (25 ◦C) as previously reported in [15]. After nonlinear
interaction in the PPLN waveguide, a WDM coupler was used
to separate the signal of the spectral region of ∼775 nm from
the remaining waves. Two optical spectrum analyzers were used
to evaluate the spectral response of the PPLN.
Although the device was designed for SFG, the spectral re-
sponse for SHG of waveguide 1 was also evaluated. In the former
case, the power of the signal and pump waves were 17.33 and
26.47 dBm, respectively. The wavelength of the pump was kept
at 1553 nm for waveguides 1 and 2 and 1556 nm for waveg-
uides 3 and 4. For the signal wave it was varied from 1542 to
Fig. 8. Simulated and experimental normalized conversion efficiency for SFG
of four 400 GHz quasi-rectangular PPLN waveguides. The SHG curve cor-
responds to waveguide 1. The frequency is centered at 774.8, 774.6, 776.6,
776.4 nm for waveguides 1, 2, 3 and 4, respectively.
1552 for waveguides 1 and 2, and from 1545 to 1555 nm for
waveguides 3 and 4. For SHG, one of the ECTLs was turned
off and the input power was set to 22.5 dBm. In this case, the
wavelength was varied from 1545 to 1555 nm. The measured
SFG and SHG normalized conversion efficiencies (relatively to
the central frequency) are shown in Fig. 8.
The normalized conversion efficiency spectrum obtained for
both SFG and SHG for waveguide 1 is similar meaning that even
though the PPLN is designed for SFG, one can expect similar
spectral responses for SHG. This was also observed in numer-
ical simulations for both quasi-rectangular and multichannel
PPLNs. The SHG conversion efficiencies, defined as the ratio
between the power of the second harmonic and the square of the
fundamental wave power, are 21.5, 15.7, 20.5 and 31.2%/W for
waveguides 1, 2, 3 and 4, respectively.
The measured spectral response of the experimental devices
is well matched to the simulated target response, especially
for waveguide 1. Some discrepancies are evident in the ex-
perimental waveguides such as lower peak to side lobe ratios
and asymmetric, non-flat conversion efficiency within the main
peak. For waveguides 2 and 4, the peak to side lobes ratio was
less than 15 dB instead of more than 20 dB predicted by numer-
ical simulation. In terms of the total variation of the normalized
conversion efficiency within the main peak, waveguides 3 and
4 have the worst performance with a total variation of 3 dB.
In these cases, the efficiency increases for higher frequencies.
For waveguides 1 and 2, the total variation is of about 1.5 dB.
Similar results were observed at lower pump powers and with
the temperature controller turned off, which excludes the possi-
bility of local heating or temperature gradients to be the cause
of such differences. Since we observed variations in the spectral
response measured in waveguides that are supposed to have the
same poling pattern, we believe that the differences between
target and experimental responses are mainly due to fabrication
errors such as imperfections of the poling pattern, and random
longitudinal variation of the effective index and effective area
along the waveguide.
V. CONCLUSION
The combination between the LPA with the DRM to design
the poling pattern of a PPLN device to obtain a target spectral
response is presented. The proposed method allows designing
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several types of PPLN devices with simplicity and flexibility,
providing feasible poling designs. Nonetheless, it should be
noted that fundamental limitations of PPLNs lead to device-
length-based tradeoffs between conversion efficiency, opera-
tional bandwidth, and frequency/wavelength resolution of the
filter design. These limitations do not arise from the LPA-DRM
itself, but from the intrinsic properties of PPLN devices, and
as such may not be easily avoided. In addition, relatively tight
control of the poling patterns is required, particularly to obtain
truly flat spectral response, and especially to obtain the desired
significant side-lobe suppression.
In order to assess the effectiveness of the proposed method,
quasi-rectangular BPFs and multichannel PPLNs were numer-
ically simulated, proving the versatility of the method. Even
though only two types of devices were discussed in this paper,
the proposed method should be able to design the poling pattern
according to an arbitrary target spectral response, provided that
such response is feasible within the constraints imposed by the
physical properties of PPLNs and filter design techniques. In
addition, no initial guess for the poling pattern is required, con-
trarily to other poling design techniques based on optimization
algorithms.
Regarding the experimental PPLN waveguides produced in
this paper, some differences between its spectral response and
numerical simulations were found, namely lower peak to side
lobe ratio, and asymmetric conversion efficiency of the main
peak. These differences are due to fabrication issues which em-
phasize the importance development, refinement, and mastery
of a good manufacturing process.
It is hoped that further investigation on new poling designs
and spectral responses of PPLNs will certainly contribute for
the advance of PPLN-based OSP techniques, and the LPA-DRM
will be an important tool for originating those designs.
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Abstract We use a layer peeling algorithm to design and produce a PPLN with a 400GHz quasi-
rectangular conversion response. Single-pump, tunable wavelength conversion of 8×12.5 Gsymbols/s 
QPSK channels in a 50GHz WDM grid is achieved with a maximum 3dB OSNR penalty.
 
 
Introduction 
The advantages of high efficiency, ultrafast 
response, compactness, room temperature 
operation, negligible spontaneous noise and 
frequency chirp in periodically poled lithium 
niobate (PPLN) waveguides make them  
attractive solutions for wavelength conversion 
and other optical signal processing functions in 
future fiber-optic communications systems
1–4
.  
Wavelength conversion in PPLN devices is 
usually based on cascaded second-harmonic 
generation (SHG) and difference-frequency 
generation (DFG), or cascaded sum-frequency 
generation (SFG) and DFG
1
. In the former case, 
the second harmonic of a pump wave interacts 
with the input signal through DFG providing 
broad operational bandwidth (in excess of 40 
nm
1,5
), and enabling multichannel operation. 
However, the wavelength of the pump wave 
must be set to the wavelength where the quasi-
phase matching (QPM) condition is satisfied 
(QPM wavelength) which excludes wavelength 
tunability of the converted signal. In wavelength 
converters based on cascaded SFG/DFG, the 
SFG signal generated by the interaction 
between the input signal and a pump interacts 
with a second pump through DFG
2
. In this case, 
tunability is achieved by changing the 
wavelength of the second pump, but broadband 
and/or multichannel operation is prevented as a 
consequence of limited operational spectral 
bandwidth of the SFG interaction, which is 
typically <0.5 nm 
2
. 
Different strategies have been proposed to 
achieve both tunable, broadband/multichannel 
wavelength conversion. Some examples of 
those strategies comprise cascaded SHG/DFG 
in multiple QPM PPLNs
6
 and increasing the 
operational bandwidth for SFG in cascaded 
SFG/DFG converters, either by applying a 
temperature gradient
7
 or using aperiodical 
PPLNs
3
. In the latter cases, the QPM 
wavelength varies along the PPLN by changing 
the poling period or the temperature, which 
increases the conversion bandwidth. Significant 
oscillations of the conversion efficiency are 
typically observed using these approaches
3,8
, 
thereby degrading the performance of the 
converter. In addition, these techniques provide 
very low control of the conversion response.  
Here we investigate a PPLN waveguide 
designed with the layer peeling method to 
achieve quasi-rectangular spectral response 
with 400 GHz bandwidth. Using this device, we 
demonstrate multichannel, tunable wavelength 
conversion. The layer peeling method originally 
proposed to design grating-assisted couplers 
with target spectral responses
9
, relies on 
dividing the PPLN into several uniform layers 
and computing the strength of the nonlinear 
interaction (which is related to the poling 
pattern) layer by layer, according to a target 
spectral response. To the best of our 
knowledge, this is the first time that the layer 
peeling method has been used to design the 
poling pattern of non-linear devices such as 
PPLNs. We show good agreement between the 
experimental results and predicted performance 
showing that this approach can be useful for the 
design of tunable wavelength converters and 
other non-linear optical signal processing 
applications in future optical networks.     
Experimental set-up 
The experimental set-up used to characterize 
the PPLN device is shown in Fig. 1, within the 
characterization set-up box. Light emitted by two 
external cavity tunable lasers (ECTLs) was 
combined in a 3 dB coupler after passing 
through a polarization controller (PC), an 
erbium-doped fiber amplifier (EDFA), a 1 nm 
bandpass filter (BPF) and a variable optical 
attenuator (VOA). Then, the interacting waves 
were injected into the PPLN waveguide through 
free-space coupling with total insertion losses of 
~4 dB. The PPLN device was produced on a 
lithium niobate substrate doped with 5% of MgO 
to prevent photorefractive damage at high 
pumping power. The QPM period and length of 
the device were 19.2 μm and 4.5 cm, 
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respectively. The temperature of operation of 
the PPLN was kept at 25 ºC. The powers of the 
ECTL1 and ECTL2 waves at the input to the 
PPLN were 17.33 and 26.47 dBm, respectively. 
The wavelength of ECTL1 was kept at 1558 nm, 
whereas for the ECTL2 wave it was varied from 
1545 to 1555 nm. After nonlinear interaction in 
the PPLN waveguide, a wavelength-division 
multiplexing (WDM) coupler was used to 
separate the signal of the spectral region of 
~775 nm from the remaining waves. An optical 
spectrum analyzer (OSA) was used to evaluate 
the spectral response of the PPLN for SFG. 
 After characterizing the spectral response of 
the PPLN device, the set-up was upgraded into 
the full apparatus depicted in Fig. 1 in order to 
perform wavelength conversion of 8×12.5 
Gsymbol/s in a 50 GHz WDM grid. In this 
experiment, ECTL1 and ECTL2 are the SFG 
and DFG pumps, respectively. The wavelength 
of the SFG pump was 1556.73 nm whereas for 
the DFG pump it was set to 1542.6, 1543.6, 
1544.6 and 1545.6 nm to demonstrate tunability. 
An IQ modulator (IQM) driven by a pseudo-
random bit sequence was used to create the 
modulated channels from light emitted by 8 
distributed feedback (DFB) lasers. The input 
power of each modulated channel, the SFG and 
DFG pumps was about 12.5, 24 and 18 dBm, 
respectively. 
The performance of the wavelength converter 
was evaluated through bit error rate (BER) 
measurements as a function of the optical 
signal-to-noise ratio (OSNR). Therefore, ASE 
noise produced by two cascaded EDFAs around 
a 5 nm tunable filter was combined with the light 
coming out of the PPLN in a 3 dB coupler. The 
VOAs allowed precise control of the OSNR of 
the measured signal and the BPF enabled 
tuning of ASE’s spectral band, enabling 
measurements for both through and converted 
channels. Afterwards, an additional EDFA, VOA 
and a variable bandwidth filter (VBF) were 
introduced before the coherent receiver (Rx), to 
select the channel being measured and to set 
the input power of the Rx to -10 dBm. The Rx 
comprised a 90º optical hybrid received with 
DC-coupled photodiodes at the input to a 40 
GSample/s real-time sampling oscilloscope with 
a 13 GHz bandwidth. A 100 kHz linewidth ECTL 
was used as the local oscillator and the BER 
measurements were performed with the DFG 
pump at 1545.6 nm. The DFB laser of the 
measurement channel was replaced by an 
ECTL during BER measurements. 
Results and Discussion 
The spectrum of the normalized SFG conversion 
efficiency (ratio between the powers of the SFG 
and input signal waves) for the 400 GHz quasi-
rectangular bandpass PPLN is shown in Fig. 2. 
The conversion efficiency bandwidth for SFG of 
the manufactured PPLN was approximately 400 
GHz as designed. However, some significant 
differences compared to the target response are 
evident from Fig. 2. The ratio between the 
conversion efficiency of the main peak and side 
lobes is approximately 10 dB instead of the 20 
dB predicted by the target spectral response 
and the spectral response within the main peak 
is not as intended, but increases for longer 
wavelength values. A thorough analysis on the 
causes of these differences is currently 
underway, but it is believed that they originate 
from imperfections on the production of the 
waveguide and poling pattern.   
 
Fig. 2: Normalized experimental conversion efficiency 
for SFG of the 400 GHz quasi-rectangular PPLN. The 
solid line corresponds to the target spectral response. 
 
 
Fig. 1: Experimental set-up used to characterize the spectral response of the PPLN device and to evaluate the 
performance of the wavelength converter. 
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Despite these imperfections, the device was 
still suitable for a multichannel conversion 
demonstration. The optical spectra obtained 
after wavelength conversion in the PPLN 
waveguide is depicted in Fig. 3, considering 
different wavelength values of the DFG pump. 
As expected, the wavelength of the DFG pump 
determines the spectral position of the 
converted channels, providing the tunability 
properties to the wavelength converter. The 
measured efficiency of the converter (ratio 
between the power of the input and converted 
signals) was -30 dB. Such low efficiency results 
from increasing the bandwidth of the SFG 
interaction as was also observed in previous 
works where temperature gradients or 
aperiodical PPLNs were used
3,7
. 
It was also observed that the converted 
channels are affected by “parasitic” contributions 
of different non-linear interactions. These 
contributions do not change even when the 
wavelength of the DFG pump is varied and they 
are caused by a cascaded SHG/DFG interaction 
between the second harmonic of the SFG pump 
and the modulated channels. The contribution of 
such parasitic interactions would significantly 
decrease if the ratio between the conversion 
efficiency of the main peak and side lobes of the 
conversion response (Fig. 2, green line with ‘*’) 
was higher. 
The results of the BER measurements are 
shown in Fig. 4. A maximum OSNR penalty of 2 
dB at BER of 10
-3 
was observed for channels 1 
to 7. For channel 8, a 3 dB penalty was 
observed. As the conversion efficiency is low 
and the wavelength of this channel is beyond 
the gain bandwidth of the last EDFA, the 
maximum Rx input power was of only -17 dBm, 
leading to an excessive OSNR penalty. 
Conclusions 
We demonstrated tunable and multichannel 
wavelength conversion using a 400 GHz quasi-
rectangular PPLN designed using a layer 
peeling method.   
The layer peeling method is proved to be 
effective in designing PPLN devices with a 
target spectral response. Flatter conversion 
efficiency of the main peak and higher peak to 
side lobe ratios are expected by improving the 
control of the device production. In the end, 
such improvement will result in reduced parasitic 
nonlinear interactions, and thereby in a better 
performing wavelength converter.  
Overall these results show that adopting this 
design method can be advantageous for the 
design of PPLN waveguides for wavelength 
conversion and other optical signal processing 
applications. 
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Fig. 3: (a) Measured spectrum at the output of the PPLN for different values of the DFG pump wavelength. 
Detail of the converted channels for DFG pump at: (b) 1542.6, (c) 1543.6, (d) 1544.6 and (e) 1545.6 nm. 
 
 
Fig. 4: BER measurements as a function of the 
OSNR for through (solid line) and converted channels 
(dashed line). 
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Abstract: Optical wavelength conversion (OWC) is expected to be a 
desirable function in future optical transparent networks. Since high-order 
quadrature amplitude modulation (QAM) is more sensitive to the phase 
noise, in the OWC of high-order QAM signals, it is crucial to suppress the 
extra noise introduced in the OWC subsystem, especially for the scenario 
with multiple cascaded OWCs. Here, we propose and experimentally 
demonstrate a pump-linewidth-tolerant OWC scheme suitable for high-
order QAM signals using coherent two-tone pumps. Using 3.5-MHz-
linewidth distributed feedback (DFB) lasers as pump sources, our scheme 
enables wavelength conversion of both 16QAM and 64QAM signals with 
negligible power penalty, in a periodically-poled Lithium Niobate (PPLN) 
waveguide based OWC. We also demonstrate the performance of pump 
phase noise cancellation, showing that such coherent two-tone pump 
schemes can eliminate the need for ultra-narrow linewidth pump lasers and 
enable practical implementation of low-cost OWC in future dynamic optical 
networks. 
©2014 Optical Society of America 
OCIS codes: (230.7405) Wavelength conversion devices; (060.1660) Coherent 
communications; (060.5060) Phase modulation; (060.1155) All-optical networks. 
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1. Introduction 
Optical wavelength conversion (OWC) of high-speed optical data signals has been widely 
studied as a key functionality to enhance the re-configurability, non-blocking capacity, and 
wavelength management in future dynamic optical networks [1]. With high-order quadrature 
amplitude modulation (QAM) formats being more frequently proposed to increase the 
capacity of such networks, several OWC schemes for 16QAM and 64QAM signals have been 
demonstrated using nonlinear media including periodically-poled Lithium Niobate (PPLN) 
waveguides [2], highly-nonlinear fibers (HNLFs) [3] and semiconductor optical amplifiers 
(SOAs) [4]. These OWC schemes are implemented through either the cascaded 2nd-order 
nonlinearities or third-order nonlinearity. Both the phase and intensity information of the 
input signal could be preserved in the converted signal, showing the transparency in 
modulation format. In order to support modulation format transparency and allow multiple 
cascaded OWC stages in future dynamic networks, it is imperative to minimize the addition of 
both phase and amplitude noise, particularly for phase-noise sensitive formats, such as high-
order QAM signals [4–6]. However, due to the finite linewidth of pump lasers, phase noise 
from the pumps is transparently transferred together with the original data to the converted 
signal, causing nonnegligible penalties, particularly in high-order QAM formats, which may 
limit the achievable performance. To minimize the added noise, costly narrow-linewidth 
lasers such as external-cavity lasers (ECL) or fiber lasers (FL) are usually deployed as pumps. 
Moreover, for 64QAM and higher orders, even ECL pumps may be not sufficient to minimize 
power penalty. For example, power penalties of around 4-dB at 5Gbaud [7], and 2-dB at 
21Gbaud [3] have been experimentally demonstrated for converted 64QAMs at bit-error rate 
(BER) of 10−3. It has shown that the use of costly narrow-linewidth FL as pump could help 
ensure the low power penalty in the OWC of 64QAM [8]. 
In this paper, we propose and experimentally demonstrate for the first-time, to our 
knowledge, a pump-linewidth-tolerant OWC for high-order QAM signals up to 64QAM, 
using coherent pumps in a pump-phase subtracting configuration. Since the phase of the two 
pumps is correlated, phase noise from each pump will be canceled out in the converted signal, 
which becomes independent of the pump linewidth. Hence, this scheme enables the use of 
low-cost distributed feedback (DFB) lasers instead of costly narrow-linewidth sources, 
effectively reducing the implementation cost and complexity in networks where multiple 
OWC units may be used to overcome contention. Previously, a similar concept has been 
deployed to preserve the linewidth or phase noise in OWC of un-modulated signals [9] and 
recently, a similar approach was used in a computer simulated OWC based on non-degenerate 
FWM in SOA with 16 QAM signals [10]. 
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Our proposed scheme can be implemented by either cascaded sum- or difference- 
frequency generation (cSFG/DFG) in PPLN, or non-degenerate FWM in third-order nonlinear 
media. Here, we choose a PPLN due to its advantages of compactness, negligible frequency 
chirp and spontaneous noise, and immunity to stimulated Brillouin scattering [11]. The 
proposed scheme can also be implemented in a polarization diversity loop [12], enabling 
polarization insensitive OWC. The experimental results show that, even with 3.5-MHz-
linewidth DFB pump lasers, negligible power penalties (<0.1dB for 16QAM; <0.3dB for 
64QAM at BER of 10−3) are achieved for both 16QAM and 64QAM signals at 10Gbaud in a 
coherent two-tone pump configuration. In contrast, Use of a similar set-up with free-running 
DFB pumps results in severe phase noise in converted 16/64QAM signals. 
2. Operation principle 
 
Fig. 1. Operation principle of the pump phase-noise cancellation in the pump-linewidth-
tolerant wavelength converter. 
Figure 1 depicts the operation principle of the pump-linewidth-tolerant OWC. After OWC, 
the input signal at ω1 is shifted to the frequency ω2, with ω2 = ωp1-ωp2 + ω1, where ωp1, ωp2 
and ω1 are the frequencies of pump1, pump2 and the input signal wave, respectively. This 
configuration is usually used to perform the data exchange between two input wavelengths 
[13]. To satisfy the phase matching condition and increase the conversion efficiency, ωp1 and ω1 must be arranged symmetrically with respect to the PPLN’s quasi-phase-matching (QPM) 
wavelength. Under the non-depletion approximation (pump power Pp1, Pp2 » input signal 
power P1), linear mapping between the input and output complex amplitudes are obtained as 
2 1 2 1
* 
p p
A A A Aω ω ω ω∝ ⋅ ⋅ , as well as the following phase relationship: 
 output input p1 p2 input pumpC Cθ θ θ θ θ θ= + Δ − Δ + = + Δ +  (1) 
where θoutput, θinput, ∆θp1, ∆θp2, and C are the phase of the converted and input signals, the 
phase noise from pump1 and pump2, and a constant term, respectively, and ∆θpump = ∆θp1 -∆θp2. Note that the phase information in each of the two pumps is transparently transferred to 
the converted signal as a subtraction between them. To avoid extra phase noise introduced in 
the process, the phase noise from pumps, Δθpump, should be minimized. If the pumps are 
synthesized in a two-tone generator (TTG) from a single laser source, the phase noise from 
pumps is cancelled out in the converted signal, i.e. Δθpump = 0. Hence, wavelength conversion 
becomes tolerant to the linewidth of the pump signals, allowing the use of lower cost lasers 
and improving noise performance. The TTG may be built using either Mach-Zehnder 
modulators driven by a RF clock, or an optical frequency comb followed by an optical 
spectrum shaper. The two tone spacing could vary from a fraction of nanometer to several 
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nanometers, making it possible to cover a relative wide conversion range in the OWC. The 
TTG generated from a filtered optical frequency comb is more suitable and practical for the 
OWC based on HNLF. In this work, a TTG built with a Mach-Zehnder modulator driven by a 
25 GHz clock signal was used to generate two coherent pumps with a 50 GHz frequency 
separation. 
3. Characterization of the PPLN-based wavelength converter 
In order to optimize the efficiency and minimize the crosstalk in OWC, we first used non-
correlated, continuous wave (CW) signals to characterize the influence of the total pumping 
power and frequency separation between the interacting waves on the conversion efficiency 
(CE) and on the generation of spurious nonlinear contributions. The experimental set-up used 
for CW characterization is depicted in Fig. 2. The light emitted by two ECLs was combined in 
a 50/50 coupler to generate the pump waves, before optical amplification in a high power 
erbium-doped fiber amplifier (EDFA). Next, the two pumps were combined with the input 
signal generated by another ECL in a 10/90 coupler at the input to the PPLN. Optical 
attenuators (Attn) and polarization controllers (PCs) were used to adjust the input power to 
the PPLN and to align the polarization states to the optimum axis of the PPLN, respectively. 
The PPLN waveguide was produced on a lithium niobate substrate, doped with 5% of MgO to 
reduce the photorefractive damage at high pump powers. The length, poling period, 
temperature of operation, QPM wavelength and insertion losses of the PPLN device were 
6cm, 19.1μm, 30.1°C, 1550.4nm and 3.25dB, respectively. The second harmonic generation 
(SHG) efficiency of the PPLN, defined as the ratio of the output SHG power to the square of 
the input power at the QPM wavelength, was 445%/W and the 3dB conversion bandwidth for 
SFG was 25 GHz. An optical spectrum analyzer (OSA) was inserted after the PPLN for 
monitoring. 
 
Fig. 2. Experimental set-up for CW characterization of the PPLN-based wavelength converter. 
The influence of the total power of the pumps launched into the PPLN, PT, the frequency 
separation between the SFG and DFG pumps, Δfpumps, and the frequency separation between 
the input signal and the SFG pump, Δfp-s¸ on the efficiency and generation of spurious 
nonlinear contributions was evaluated by measuring the CE, signal depletion (SD), and 
optical spectra after OWC in the PPLN device. Here, the CE is defined as the ratio of the 
converted signal power to that of the input signal after the PPLN with both pumps switched 
OFF. The SD is the power ratio of the input signal after the PPLN with both pumps switched 
OFF and ON, respectively. 
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 Fig. 3. (a) Variation of the CE (solid lines) and SD (dashed lines) with PT, for Δfpumps of 25 
(triangles), 50 (dots), 100 (squares) and 200 (no marker) GHz. Output spectra (black solid 
lines) for Δfpumps of (b) 25 GHz; (c) 50 GHz; and (d) 200 GHz, with PT = 29 dBm. The blue 
dashed curve in (b), (c) and (d) is the spectrum of the input signal after the PPLN with the 
pumps turned OFF. The power of the input signal was −1 dBm and Δfp-s = 250 GHz. 
The CE and SD are plotted for PT values from 23 to 29 dBm with Δfpumps values of 25, 50, 
100 and 200 GHz in Fig. 3(a). As expected, both CE and SD increase with PT, as a result of a 
stronger power flow from the input signal to the converted wavelength, with the exception of 
Δfpumps = 25 GHz. In this case, the SD tends to decrease with PT and the CE reaches a 
maximum value of −10 dB for PT = 27 dBm. This behavior can be explained due to the 
generation of spurious contributions at frequencies close to the input and converted signals, as 
shown in Figs. 3(b), 3(c) and 3(d). These result from different combinations of cascaded 
nonlinear interactions between the pumps, input and converted signals (e.g. ωx1 = ωp2 + ω1-ωp1 
and ωx2 = ωp1 + ω2-ωp2). For Δfpumps = 25 GHz, the generation of the spurious contributions is 
strong, resulting in lower CE and a complex power flow between the interacting waves. By 
increasing Δfpumps, the spurious contributions become weaker and the CE increases. In 
addition to the spurious contributions generated in the PPLN waveguide, two other waves 
(ωxp1 and ωxp2) can be observed in the spectra of Fig. 3, symmetrically displaced around the 
pumps. These contributions are already observed before the PPLN and they are caused by 
four-wave mixing between the pumps in the EDFA and patch cords. 
 
Fig. 4. (a) Variation of the CE (solid lines) and SD (dashed lines) with the PT for Δfp-s of 125 
(triangles), 250 (dots), 375 (squares) and 500 (no marker) GHz. Output spectra for Δfp-s of (b) 
125 GHz and (c) 500 GHz. The power of the input signal was −1 dBm and Δfpumps = 50 GHz. 
The impact of Δfp-s on the CE and SD is depicted in Fig. 4, for Δfpumps = 50 GHz. 
According to Fig. 4(a), the CE and SD values are almost independent of Δfp-s. However, for 
Δfp-s = 125 GHz, some of the spurious contributions are very close to the QPM wavelength of 
the PPLN (Fig. 4(b)) and non-negligible secondary nonlinear interactions between them 
occur, including both cSFG/DFG and cascaded SHG and DFG interactions. Such secondary 
interactions are the reason why the SD values decrease for PT higher than 28 dBm in Fig. 
4(a). In addition, we also verified that the CE and SD are independent of the power of the 
#203826 - $15.00 USD Received 30 Dec 2013; revised 14 Feb 2014; accepted 16 Feb 2014; published 25 Feb 2014
(C) 2014 OSA 10 March 2014 | Vol. 22,  No. 5 | DOI:10.1364/OE.22.005067 | OPTICS EXPRESS  5071
Andre´ Albuquerque All-Optical Signal Processing for Optical Communication Systems
254
input signal, at least for signal power values up to 7 dBm, and that best performance in terms 
of both CE and SD is achieved for SFG and DFG pumps with equal power. 
4. Pump-linewidth-tolerant OWC of 16 and 64 QAM signals 
4.1 Experimental set-up 
After evaluating the influence of the pump power and the frequency separation between the 
interacting waves on the efficiency and crosstalk in OWC, the experimental set-up depicted in 
Fig. 2 was upgraded to that shown in Fig. 5, in order to perform OWC of 16 and 64 QAM 
signals. To minimize the phase noise from the input signal, a 5kHz linewidth FL emitting at 
1552.52 nm was deployed as the light source, and modulated by an in-phase/quadrature (IQ) 
modulator. Two de-correlated 4- or 8-level driving electronics originating from 10-Gbaud 
PRBS streams with length of 215-1 were generated from an arbitrary waveform generator 
(AWG) to drive the IQ modulator, which has a Vπ of 3.5V and an optical bandwidth of 
around 25GHz. For comparison, two different pump configurations were adopted. In the 
coherent pump configuration, the two pumps were generated from a single laser source at 
1548.08 nm using a TTG, which consisted of a high-extinction-ratio optical modulator [14] 
driven by a 25-GHz clock. The high-ER modulator was fabricated on the x-cut LiNbO3 
substrate with two embedded active trimmers in each arm and has an extinction ratio of up to 
60dB. The two phase-correlated coherent pumps were obtained with a 50-GHz frequency 
separation and a >40-dB spurious suppression ratio. In the free-running pumps configuration, 
two independent free-running lasers emitting at 1547.88 and 1548.28 nm were used as pumps 
with 50-GHz spacing. For each configuration, either 500-kHz linewidth ECLs or 3.5-MHz 
linewidth DFBs were deployed as laser sources for pumps. The wavelength of the pump 
waves was selected to achieve high Δfp-s (more than 500 GHz) in order to reduce crosstalk 
after OWC, as described in the previous section, and to satisfy the QPM condition of the 
PPLN device at low temperature of operation. In order to maximize both CE and SD, the total 
pump power launched into the PPLN was set to the maximum value of about 28.8 dBm (25.8 
dBm for each pump), obtaining CE of −6.5 dB and SD of 25 dB, with input signal power of 6 
dBm. 
 
Fig. 5. Experimental set-up for OWC of 16 and 64QAM signals. 
The converted signal, generated at 1552.92 nm, was detected by a digital coherent receiver 
after an optical filter. The receiver included another FL acting as a local oscillator (LO), an 
optical 90-degree hybrid and two balanced photo-detectors (PDs). After detection by the PDs, 
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the data was digitized at 50 GSamples/s using a digital storage oscilloscope with a 12.5-GHz 
analog bandwidth. The captured data was then processed off-line through digital signal 
processing (DSP), including compensation of skew, power and IQ imbalance, data 
resampling, linear equalization by finite impulse response filtering, carrier phase recovery and 
final hard-decision circuits. In order to ensure a fair comparison, the same digital equalization 
was deployed for the BER measurements in all configurations. 
4.2 Experimental results and discussions 
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Fig. 6. Optical spectrum measured after PPLN for 64QAM conversion with DFB pump lasers 
in both free-running and coherent configurations. 
The optical spectra after the PPLN with or without pumps for wavelength conversion of 
64QAM signals are shown in Fig. 6. For both free-running pumps (ECL/DFB) and coherent 
two-tone pumps (ECL/DFB), similar CE and SD were obtained. To investigate the impact of 
the phase noise of the converted signal in the OWC process under different configurations, the 
corresponding carrier phase, recovered after coherent reception, is plotted in Fig. 7. To avoid 
additional phase noise from LO, in the coherent receiver, another FL with linewidth of around 
5kHz was used as LO. Figure 7(a) shows the recovered carrier phase of the input 16QAM 
signal from a FL laser to serve as a reference. Figures 7(b) and 7(c) show the recovered 
carrier phase with free-running DFB pumps, and with coherent two-tone DFB pumps, 
respectively. As shown in Fig. 7(b), since the phase noise from DFB pumps were 
transparently transferred to the converted signal in the free-running configuration, a distinct 
phase variation emerged in the recovered carrier phase. For coherent two-tone pumps, shown 
in Fig. 7(c), even for DFB pumps, the phase noise from pumps was effectively cancelled out, 
resulting in stable carrier phase similar to that of a 16QAM signal with a narrow linewidth FL 
as a laser source. These results indirectly verify the operation of pump phase noise 
cancellation in the proposed OWC with coherent pumps. Further evidence was obtained by 
measuring the linewidth of an unmodulated signal after wavelength conversion with coherent 
DFB two-tone pump. It shows the similar linewidth as the input light from FL, i.e. around 
5kHz. This is consistent with the theoretical analysis in [9], and also directly verifies the 
cancellation effect of pump phase noise in the proposed scheme. 
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Fig. 7. Recovered carrier phase in the off-line DSP for (a) the input 16QAM signal (back-to-
back configuration); (b) the converted 16QAM signal with two free-running DFB pumps; and 
(c) the converted 16QAM signal with coherent two-tone DFB pumps. 
 
Fig. 8. Measured constellations using ECL and DFB pump lasers in coherent two-tone and 
free-running configurations (16QAM: OSNR = 18dB, 64QAM: OSNR = 34dB). 
As shown in Fig. 8, the constellations of the converted 16/64QAMs signals were re-
constructed and measured with different pump lasers and pump configurations. With coherent 
two-tone pumps, for either ECL or DFB pump laser, clear constellations are observed. 
However, with ECL pump lasers in free-running configuration, symbol rotation in phase starts 
to become evident in the 64QAM constellation due to additional phase noise from the free-
running ECL pumps. With DFB free-running pumps, the presence of even greater pump phase 
noise causes clear spreading of the symbols around the unit circle for both formats, which is 
more severe for the higher amplitude symbols. The results can also be confirmed from the 
measured BER curves as a function of optical signal-to-noise ratio (OSNR) at 0.1 nm for both 
input and converted 16/64QAM signals, shown in Fig. 9. With coherent pump configuration, 
for both ECL and DFB pump lasers, negligible power penalty (<0.1dB for 16QAM; <0.3dB 
for 64QAM at BER of 10−3) is observed compared with the input signal at 10Gbaud. 
However, for the case of free-running pumps, although we can get negligible power penalty 
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(<0.3 dB at BER of 10−3) for 16QAM using ECL as pump laser, when increasing the 
modulation level to 64QAM, a 0.5-dB penalty at BER of 10−3 and an error floor at around 
3x10−5 is observed. With free-running DFB pumps, due to the strong phase noise, even at 
>30-dB OSNR, a BER of around 10−2 was observed for 16QAM and it was not possible to 
demodulate the 64QAM signal for any noise level. The BER, recovered carrier phase and 
constellation results verify the effectiveness of the elimination of the pump phase noise in the 
OWC for high-order QAM with coherent two-tone pumps. 
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Fig. 9. Measured BER vs. OSNR curves for 16/64QAM. Squares: back-to-back (BtB), stars: 
coherent pumps (ECL), crosses: free-running pumps (ECL), diamonds: coherent pumps (DFB). 
6. Conclusion 
We propose and experimentally demonstrate a pump-linewidth-tolerant OWC scheme, 
suitable for high-order QAM signals. The experimental results show that, even using DFB 
laser as pump source, negligible power penalty is achieved for converted 16QAM and 
64QAM, which can be further extended to OWC of higher-order QAM signals. The proposed 
scheme eases the linewidth requirement for the pump lasers, simplifies the configuration, and 
enables practical implementation of low-cost OWC in future dynamic optical networks. 
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Abstract: An important challenge for implementing optical signal 
processing functions such as wavelength conversion or wavelength data 
exchange (WDE) is to avoid the introduction of linear and nonlinear phase 
noise in the subsystem. This is particularly important for phase noise 
sensitive, high-order quadrature-amplitude modulation (QAM) signals. In 
this paper, we propose and experimentally demonstrate an optical data 
exchange scheme through cascaded 2nd-order nonlinearities in periodically-
poled lithium niobate (PPLN) waveguides using coherent pumping. The 
proposed coherent pumping scheme enables noise from the coherent pumps 
to be cancelled out in the swapped data after WDE, even with broad 
linewidth distributed feedback (DFB) pump lasers. Hence, this scheme 
allows phase noise tolerant processing functions, enabling the low-cost 
implementation of WDE for high-order QAM signals. We experimentally 
demonstrate WDEs between 10-Gbaud 4QAM (4QAM) signal and 12.5-
Gbaud 4QAM (16QAM) signal with 3.5-MHz linewidth DFB pump lasers 
and 50-GHz channel spacing. Error-free operation is observed for the 
swapped QAM signals with coherent DFB pumping whilst use of free-
running DFB pumps leads to visible error floors and unrecoverable phase 
errors. The phase noise cancellation in the coherent pump scheme is further 
confirmed by study of the recovered carrier phase of the converted signals. 
In addition to pump phase noise, the influence of crosstalk caused by the 
finite extinction ratio in WDE is also experimentally investigated for the 
swapped QAM signals. 
©2016 Optical Society of America 
OCIS codes: (230.7405) Wavelength conversion devices; (060.1660) Coherent 
communications; (060.5060) Phase modulation; (060.1155) All-optical networks. 
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1. Introduction 
In future dynamic optical networks, all optical signal processing functions are expected to be 
crucial building blocks to fully exploit the capacity of optical fiber beyond point-to-point 
communication [1]. Among these optical network functionalities, data exchange could realize 
the bidirectional information swapping between different wavelengths, time slots, or 
polarizations [2]. In the wavelength domain, this optical wavelength data exchange (WDE) is 
the swapping of data carried on separate wavelength channels based on parametric depletion 
through χ (3) or cascaded χ (2): χ (2) nonlinearities in a single device. It consists of simultaneous 
signal depletion and wavelength conversion processes between two signal channels. Each 
input signal is power consumed and its corresponding power is shifted to the other channel, 
resulting in data exchange between two wavelengths in a single device. So far, several WDE 
implementations have been demonstrated through non-degenerate four-wave mixing (FWM) 
in highly-nonlinear fiber [3–6] and cascaded second-order nonlinearities in a periodically-
poled lithium niobate (PPLN) waveguide [7,8]. 
Recently, advanced multi-level modulation formats have been widely deployed in optical 
communication systems to increase the capacity and spectral efficiency. With the increased 
number of modulation states in such multi-level modulation formats, especially in high-order 
phase-shift keying (PSK) and quadrature-amplitude modulation (QAM) signals, susceptibility 
to phase noise becomes a critical impairment. Therefore, it is crucial to avoid the introduction 
of phase noise when pursuing optical signal processing functionalities for high-order QAM 
signals. We recently proposed a coherent pumping concept to demonstrate pump-linewidth-
tolerant optical wavelength conversion (OWC) [9]. Owing to the phase correlation of the 
pumps, the phase noise from local pumps can be cancelled out in the resultant converted 
signals, so it is particularly suitable for OWC of high-order QAM signals. In [10], we have 
applied this concept to demonstrate pump-phase-noise-tolerant WDE between 4QAM and 
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16QAM through cascaded sum- and difference-frequency generation (cSFG/DFG) in a single 
PPLN waveguide with a distributed feedback (DFB) pump laser. Similar concept has been 
demonstrated through FWM in highly-nonlinear fiber (HNLF) [11]. In this paper, 
comprehensive experimental demonstration and analysis of pump-phase-noise-free WDE 
between QAM signals, including WDE between 10-Gbaud and 12.5-Gbaud 4QAM signals, 
and the WDE between 10-Gbaud 4QAM and 12.5-Gbaud 16QAM signals, are presented with 
50-GHz spacing using DFB coherent pumping. The recovered carrier phase of the input and 
converted QAM signals show similar behavior over time, indicating that no additional phase 
noise from the pumps is transferred to the converted signal after WDE and error-free 
operation is achieved after WDE for the swapped QAM signals. With free-running pump 
lasers, an error floor is observed for the swapped 4QAM signals, and it is impossible to 
measure the bit-error rate (BER) of the swapped 16QAM signal due to excessive phase noise. 
Hence, the use of coherent pumps enables the WDE between QAM signals, which is 
otherwise inhibited due to phase noise originating from the optical pumps. Furthermore, the 
narrow quasi-phase matching (QPM) band of the PPLN allows 50-GHz channel spacing 
WDE and provides a larger signal depletion (>30dB), compared to HNLFs with reported 
signal depletion of ~25dB [12], resulting in a lower inter-channel crosstalk in WDE, and 
making it suitable for implementation of network switching in dense WDM (DWDM) 
systems. 
In addition to the phase noise, as discussed in [13], with the increase of modulation levels, 
high-order QAM signals exhibit more sensitivity to in-band crosstalk. In an ideal WDE, the 
input signals at the original wavelengths would be fully consumed and shifted to the 
counterpart wavelengths, leading to infinite extinction ratio (ER) and crosstalk-free operation. 
However, practically it is hard to achieve complete signal depletion in WDE and the residual 
power left at the original wavelengths remains as a crosstalk-like impairment on the new-
generated signals. Hence, the crosstalk in WDE due to finite ER is another issue to be 
considered when building WDE for high-order QAM signals. In this paper, the optimal 
operation pump power is determined by experimentally investigating the ER of WDE and 
BER of converted QAM signals when tuning the pump power. The impact of crosstalk and 
phase noise on the swapped 4QAM and 16QAM signals is then experimentally investigated, 
highlighting the different behavior of these impairments in WDE. 
2. Operation principle 
 
Fig. 1. Operation principle of the proposed pump-phase-noise-free WDE using coherent 
pumping. 
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The principle of operation of the pump-linewidth-tolerant WDE is shown in Fig. 1, with two 
pumps (P1 at ωp1 and P2 at ωp2) and two input signals (S1 at ωs1 and S2 at ωs2). The WDE 
between the two signals can be decomposed into two concurring wavelength-shifting 
processes, each corresponding to the combination of signal depletion and wavelength 
conversion, promoted by nonlinear interactions. The input data S1(S2) carried at ωs1 (ωs2) is 
consumed and converted to ωs2 (ωs1), i.e. two wavelength shifting processes, thus achieving 
WDE functionality in a single device. PPLNs are attractive devices for realizing WDE due to 
their compactness, negligible frequency chirp and spontaneous noise emission, and immunity 
to stimulated Brillouin scattering, although we note that the higher FWM efficiency of χ(3) 
materials may make it attractive in some cases. To satisfy the phase matching condition and 
optimize the conversion efficiencies, pumps and signals must be arranged symmetrically with 
respect to the quasi-phase-matching (QPM) wavelength of the PPLN. 
Assuming negligible pump depletion, lossless propagation, perfect phase-matching, 
identical pump power, and identical nonlinear coefficients for two wavelength shifting 
processes, the evolution of the complex amplitude of signals S1 (As1) and S2 (As2) is given by 
the following simplified equations [14]. 
 ( C)1 1 2
cos(ML) 1 cos(ML) 1(L) (0) (0)
2 2
pumpi
S S SA A A e
θΔ ++ −
= ⋅ + ⋅  (1) 
 ( C)2 1 2
cos(ML) 1 cos(ML) 1(L) (0) (0)
2 2
pumpi
S S SA A e A
θ− Δ +− +
= ⋅ + ⋅  (2) 
where L is the length of PPLN waveguide, C is a constant term, Δθpump = Δθp1-Δθp2, with Δθp1 
and Δθp2 the phase of pump P1 and P2, respectively, and (0)SFGM Pω κ≈  with к the 
nonlinear coupling coefficient of the 2nd-order nonlinear interaction, P(0) the input pump 
power of P1 or P2 (assuming identical power for both pump waves), and ωSFG the angular 
frequency of SFG wave. According to Eqs. (1) and (2), after WDE, the signals at ω1 and ω2 
become mixture combination of swapped and remnant original signals. Here, we define the 
power ratio between the swapped signal and any remaining signal component at the input 
wavelength after WDE as extinction ratio (ER). Besides, the phase noise from pumps is 
transparently transferred together with the original input phase to the swapped output signal. 
Therefore, in order to realize superior performance of WDE for high-order QAM signals, two 
important components should be suppressed to preserve the original information, phase noise 
from pumps and crosstalk due to finite ER. 
When the product of ML becomes an odd multiple of π, we can obtain the following 
equations from Eqs. (1) and (2). 
 ( )1 2( ) (0) pump
i C
S SA L A e
θΔ +
= −  (3) 
 ( )2 1( ) (0) pump
i C
S SA L A e
θ− Δ +
= −  (4) 
This corresponds to the ideal WDE without residual signals after data exchange, i.e. crosstalk-
free WDE. To maximize the signal depletion, for a given PPLN waveguide, the pump power 
should be optimized to improve the ER, thus suppressing the crosstalk. On the other hand, 
according to the phase term of Eqs. (3) and (4), to reduce the phase noise from the local 
pumps, a straightforward approach is to deploy narrow-linewidth laser as pump sources, 
increasing both the implementation complexity and hardware cost. With coherent pumps 
deployed in WDE, Δθp1 = Δθp2, allowing the phase noise from pumps to be effectively 
eliminated. The tolerance against the phase noise from pumps with coherent pumping allows 
the use of lower-cost and large-linewidth lasers as pump sources. The coherent pumps can be 
synthesized by using Mach-Zehnder modulator (MZM)-based two-tone generator (TTG) 
driven by a RF clock, or a frequency comb, followed by an optical spectrum shaper. 
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To demonstrate a pump-phase-noise-free WDE for high-order QAM signals, in the 
following sections, we first optimize the pump power by measuring the ER and BER of the 
swapped signals to minimize crosstalk in WDE. With the optimized ER, pump-phase-noise-
free WDE between 4QAM signals, and WDE between 4QAM and 16QAM signals are 
experimentally demonstrated using coherent DFB pumping. The BER performance and the 
constellations of the swapped QAM signals are experimentally investigated with the proposed 
coherent pumping, and conventional free-running pumping scheme. The behavior of phase 
noise and finite-ER-induced crosstalk in the constellations of the swapped signals is also 
experimentally investigated. 
3. Experimental setup 
 
Fig. 2. Experimental setup of WDE between QAM signals with different pumping schemes 
(coherent pumps or free-running pumps). 
The experimental setup is depicted in Fig. 2. To minimize the phase noise from the input 
signals, a fiber laser (FL) with linewidth of 10 kHz emitting at 1552.48 nm was deployed as 
one of the light sources for the input QAM signals. The light from FL was then modulated by 
an in-phase/quadrature (IQ) modulator, which has a 3-dB bandwidth of around 25 GHz, and a 
3.5-V half-wave voltage. In order to generate 12.5-Gbaud 16QAM or 4QAM signals, two de-
correlated 4- or 2-level driving electronics originating from 12.5-Gbaud PRBS streams with 
lengths of 215-1 were generated from a 50-GSa/s arbitrary waveform generator (AWG) to 
drive the IQ modulator. The other input 4QAM signal was generated from light emitted by a 
100-kHz linewidth external cavity laser (ECL) at 1552.9 nm. It was modulated by another IQ 
modulator, which was fully driven by two de-correlated 10-GBaud binary PRBS streams with 
length of 215-1 from a pulse pattern generator (PPG). 
For comparison, two different pump configurations were adopted. In the coherent pump 
configuration, the two pumps were generated from a single DFB laser with 3.5-MHz 
linewidth at 1548.13 nm using a TTG, which consisted of a high extinction-ratio MZM driven 
by a 25-GHz clock, resulting in a 50-GHz frequency separation between the two phase-
correlated pumps [15]. In this work, the limited bandwidth of the MZM limited the frequency 
spacing between the correlated pumps, but we note that higher frequency separation may be 
achieved using optical combs followed by an optical spectrum shaper. In the free-running 
pumps configuration, two independent free-running DFB lasers emitting at 1547.92 and 
1548.32 nm were used as pumps, with 50-GHz spacing. For each configuration, 3.5-MHz 
linewidth DFBs were deployed as laser sources for the pumps. 
After optical amplification and out-of-band noise filtering, the modulated input signal and 
pumps were combined in a coupler with a splitting ratio of 10% and 90% respectively at the 
input to the PPLN. Polarization controllers (PCs) were then used to align their polarizations to 
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the optimum axis of the PPLN. The PPLN waveguide was produced on a lithium niobate 
substrate, doped with 5% of MgO to minimize photorefractive damage. The length, poling 
period, operation temperature, QPM wavelength and insertion losses of the PPLN device were 
6 cm, 19.1 μm, 30.1°C, 1550.4 nm and 3.25 dB, respectively. The cSFG/DFG conversion 
bandwidth of the PPLN was of about 60 GHz, which allows OWC and WDE without 
significant signal distortion. After the WDE, the swapped signals were filtered out 
individually and detected by a digital coherent receiver. The receiver included another FL 
acting as a local oscillator, an optical 90-degree hybrid and two balanced photo-detectors 
(PDs). After detection by the PDs, the data was digitized at 50 GSa/s using a digital storage 
oscilloscope with a 12.5-GHz analog bandwidth, and processed off-line through digital signal 
processing (DSP). To provide a fair comparison, identical parameters were used in the DSP 
unit for detecting input QAM signals and the swapped QAM signals in both free-running and 
coherent pump operations. The Viterbi algorithm [16] is deployed in DSP to estimate and 
compensate for the frequency offset, and the tap number in smoothing filter is set as 200 for 
carrier phase recovery. In addition, quadrature phase-shift keying (QPSK) partitioning 
algorithm [17] is used for frequency offset compensation of 16QAM signals. 
4. Pump-phase-noise-free WDE of QAM signals 
4.1 Performance optimization of WDE in PPLN 
In a typical OWC, the main figure of merit of the process is the conversion efficiency (CE), 
defined as the ratio of the converted signal power after the PPLN to that of the input signal 
before the PPLN, regardless of the power at the remaining input signal component. However, 
the finite ER in WDE process is also crucial since it introduces additional degradation to the 
output signal at the same wavelength. Fortunately, according to Eqs. (1) and (2), both 
maximum conversion efficiency and ER are obtained for the same pump power, 
corresponding to the case when the power of each input channels is totally transferred to the 
other channel. Another noteworthy conclusion that can be obtained from Eqs. (1) and (2) is 
that the optimum pump power for WDE is the same as when considering simple OWC, i.e., 
with AS1(0) or AS2(0) set to 0. Hence, it is possible to determine the best operation condition 
for WDE by measuring the pump power value at which the ER is maximized in a simple 
OWC. 
Equations (1) and (2) were obtained assuming that ωs2 + ωP2 = ωs1 + ωP1. In real systems, 
however, the frequency of the light sources of the channels and pump waves may not be 
exactly correlated and may drift in time, so the channel in ωs2 is converted into a frequency 
approximately equal, but not necessarily equal to ωs1, and vice-versa. In this case, the 
dynamics of the system include more nonlinear interactions, but the main source for signal 
degradation in WDE is still the partial spectral overlap of the converted signals and the 
remaining power of the input channels. Nonetheless, the optimum conditions for minimized 
crosstalk should be the same as those devised in Section 2. 
In order to experimentally obtain the optimum operation conditions for WDE, the ER and 
CE for each OWC were measured for different values of the pump power, with the data 
modulation turned off, i.e., with continuous waves (CW). The experimental results are shown 
in Fig. 3. As expected, the ER increases with the total pump power due to higher CE, until it 
reaches a maximum value of more than 20 dB for a total pump power of about 28.5 dBm. At 
such a pump power value, a CE of −7 dB is obtained, which includes the total insertion losses 
of the PPLN, of about 3.25 dB. 
For higher pump power values, the power of the converted signal starts to flow back to the 
original wave and the ER starts to decrease. Contrarily to what was expected, the maximum 
ER for each OWC processes is not achieved at the same pump power value, but at 28.3 dBm 
when the input signal is at 1552.48 nm and at 29 dBm for the other case. These results can be 
explained by a slightly asymmetrical disposition of the frequency of the interacting waves 
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(ωs2 + ωP2 ≠ ωs1 + ωP1), so that one of the OWC is not perfectly quasi-phase matched, 
requiring higher pump power values to maximize the ER. According to our numerical 
simulations, even a small wavelength detuning from the ideal conditions of 0.005 nm for each 
signal, which was the resolution of the available ECLs, is sufficient to change the optimal 
pump power by about 1.5 dB. Hence, the optimum operation conditions must be set as a 
trade-off between the ER of each OWC process, as it will also be shown in the following 
subsection. 
The optimization of the pump power for WDE is critical since even a small deviation of 
less than 0.5 dB is enough to deteriorate the ER by more than 10 dB. Therefore, stable and 
precise tuning of the pump power and of the operation temperature of the PPLN waveguide 
are crucial for WDE. 
 
Fig. 3. Variation of the ER (thin red lines) and CE (thick blue lines) with the total pump power 
for each OWC process, with input signal at 1552.48 nm (solid line) and at 1552.9 nm (dashed 
line). 
4.2 Pump power optimization by measuring BER of swapped signals 
 
Fig. 4. Measured BERs of the converted signals after the wavelength exchange process when 
tuning the pump power (circles: the converted signal at 1552.9 nm; triangles: the converted 
signal at 1552.48 nm). 
As mentioned above, due to finite ER, any un-depleted power at input wavelengths becomes 
deleterious crosstalk impairing the swapped signals, especially for the in-band-crosstalk-
sensitive high-order QAM signals. For a given PPLN, ER is mainly dependent on the pump 
power. As we discussed in Section 4.1, to determine the optimal pump power, the ER has 
been investigated as a function of the pump power for each wavelength shifting process 
individually, showing the optimal pump power for wavelength shifting with input at 1552.48 
nm of around 28.3 dBm, whereas the optimal one for wavelength shifting at 1552.9 nm is ~29 
dBm. Here, to verify the reliability of the observed optimal pump power, we also measure the 
corresponding BER results of the converted signals in a WDE process, with two input 4QAM 
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signals launched at each signal wavelength. Figure 4 shows the measured BER of the 
converted 4QAM at optical signal-to-noise-ratio (OSNR) of around 9 dB when tuning the 
launch power. According to the BER measured as a function of pump power, the optimal 
pump power for the signal at 1552.48 nm is measured as around 28.5 dBm, while the optimal 
pump power for input signal at 1552.9 nm is around 28.9 dBm. The obtained results are 
consistent with those obtained based on the optimal ER. In the experiment, the total pump 
power was set at 28.5 dBm, in order to obtain acceptable performance for both input signals. 
It corresponds to ~20-dB ER, indicating that the swapped signals will suffer from around 20-
dB in-band crosstalk in WDE. According to the prediction in [13], for 20-dB crosstalk, 0.5-dB 
and 2-dB OSNR penalties are theoretically predicted for QPSK and 16QAM at BER = 10−3, 
respectively. This provides a benchmark for the experimental performance investigation in the 
following sections. With the pump power of 28.5 dBm, the measured input and output optical 
spectra with different pumping schemes are shown in Fig. 5. As discussed in previous session, 
similar ER is obtained in these two pumping schemes, which is independent on the coherence 
of pumps. 
We note that in Fig. 4, with the same amount of BER degradation, 2 × 10−4, two input 
4QAM signals at different baud rates show different pump power tolerance range (PPTR). For 
the converted 12.5-Gbaud 4QAM, the measured PPTR is around 0.63 dB, while the PPTR for 
the converted 10-Gbaud 4QAM is around 1 dB. This should be attributed to the increased 
susceptibility to crosstalk for higher baud rate signals. 
 
Fig. 5. Optical spectra after PPLN without pumps (dotted blue line), with coherent pumping 
(solid black line), and with free-running pumping (red solid line). 
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4.3 Pump-phase-noise-free WDE between 4QAM signals 
 
Fig. 6. Constellations of input signals: (a) 10-Gbaud (d) 12.5-Gbaud 4QAM; the swapped 
signals with coherent pumping: (b) 10-Gbaud and (e) 12.5-Gbaud 4QAM, and the swapped 
signals with free-running pumping: (c) 10-Gbaud and (f) 12.5-Gbaud 4QAM. 
With two input 4QAM signals operating at different baud rates, the WDE between 12.5-
Gbaud and 10-Gbaud 4QAMs is first demonstrated. Figure 6 illustrates the reconstructed 
constellations of the input and the swapped 4QAM signals under different pumping 
approaches, i.e. coherent and free-running pumping. With coherent pumping, the error-vector 
magnitude (EVM) of the swapped 4QAM signals is obviously increased compared to that of 
input signal, which is mainly due to the crosstalk introduced by finite ER in WDE. However, 
no additional phase noise is observed since phase noise is cancelled out with the coherent 
pumping. On the other hand, the free-running pumps show both high intensity noise, and high 
phase noise evident from symbol spreading around the phase angle. BER measurements as 
function of OSNR (at 0.1nm) at the receiver were also measured to verify this observation. As 
shown in Fig. 7, with coherent pumping, around 0.8-dB and 0.3-dB power penalty with 
respect to the input signal is obtained for the swapped 10-Gbaud 4QAM and 12.5-Gbaud 
4QAM signals, respectively, after WDE. However, in the case with free-running DFB pumps, 
4.8-dB and 4-dB power penalty is observed for the swapped 10-Gbaud and 12.5-Gbaud 
4QAM signals, respectively, and a BER floor is observed for both 4QAM signals at BER of 
around 3 × 10−4, due to the crosstalk and phase noise. We note that, with the same amount of 
phase noise, the signal at lower baud rate is more sensitive to phase noise, which explains the 
slightly larger penalty for 10-Gbaud 4QAM in the experiment. 
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 Fig. 7. BER vs. OSNR of the input signals (squares: 12.5-GBaud 4QAM, circles: 10-Gbaud 
4QAM) and the swapped signals with coherent pumping (crosses: 12.5-GBaud 4QAM, stars: 
10-GBaud 4QAM), and the ones with free-running pumping (hexagrams: 12.5-GBaud 4QAM, 
diamonds: 10-GBaud 4QAM). 
4.4 Pump-phase-noise-free WDE between 4QAM and 16QAM signals 
 
Fig. 8. Constellations of input signals: (a) 10-Gbaud 4QAM, (e) 12.5-Gbaud 16QAM; the 
swapped signals with coherent pumping: (b) 4QAM, (f) 16QAM, the swapped signals with 
free-running pumping: (c) 4QAM, (g) 16QAM, and the converted signals with only one input 
signals and free-running pumping: (d) 4QAM, (h) 16QAM 
The WDE between 4QAM and 16QAM was also experimentally investigated. The 
constellations of the input signals and the swapped signals with different pump configurations 
are depicted in Figs. 8(a)-8(c) and 8(e)-8(g). With coherent pumps, clear constellations are 
observed for 4QAM and 16QAM with slightly increased EVM, which is just attributed to the 
crosstalk due to finite ER, whereas no visible phase noise distortion is observed owing to 
coherent pumping. However, with DFB free-running pumps, the obtained constellations are 
distorted due to both the crosstalk and the pump-originating phase noise. The presence of 
pump phase noise causes clear spreading of the symbols along the concentric circles 
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representing the signal phase, which is more severe for the higher amplitude symbols in 
16QAM. This shows that with incoherent DFB pumps, the phase noise from pump severely 
deteriorates the swapped QAM signals. To investigate the different behavior of crosstalk and 
phase noise individually in the swapped signals, the performance of converted signals with 
only one input signal in WDE, i.e. signal wavelength shifting process, was also investigated. 
Figures 8(d) and 8(h) show the converted constellations for the case of free-running pumps 
and one input signal for 4QAM and 16QAM respectively. Here, phase noise is visible with 
symbol spreading along concentric circles, but no degradation caused by crosstalk can be 
observed, consistent with the QAM signals impaired only by phase noise. Comparing these 
constellations under different conditions, it is believed that the distortion due to the phase 
noise from free-running 3.5-MHz-linewidth DFB pumps is the dominant factor to impair the 
swapped signals in WDE. 
The observations in constellations can also be inferred from the measured BER curves as a 
function of OSNR (measured at 0.1 nm) for the input and the swapped signals with 
coherent/incoherent pumping schemes. As shown in Fig. 9, with coherent DFB pumping, 
around 0.6-dB and 3-dB power penalties at BER of 10−3 were obtained for 4QAM and 
16QAM, respectively. As discussed above, this is mainly attributed to the crosstalk introduced 
by finite ER (20 dB) rather than phase noise, since phase noise is eliminated in the coherent 
pumping. The observed power penalty for both 4QAM and 16QAM are similar to the 
prediction in [13] with a similar in-band crosstalk level. However, in case of free-running 
pumping, although it was still possible to obtain a BER curve for the swapped 4QAM signal, 
~3.4-dB penalty and visible error-floor at BER of 5 × 10−4 were clearly observed. Due to the 
high susceptibility of 16QAM to phase noise and crosstalk, it becomes impossible to measure 
BER of the swapped 16QAM at any achievable noise level. This verifies the effectiveness of 
the elimination of the pump phase noise in the OWE for high-order QAM with coherent 
pumping. 
 
Fig. 9. BER vs. OSNR of the input signals (squares: 12.5-GBaud 16QAM, circles: 10-Gbaud 
4QAM) and the swapped signals with coherent pumping (crosses: 12.5-GBaud 16QAM, stars: 
10-GBaud 4QAM), and the ones with free-running pumping (hexagrams: 10-GBaud 4QAM). 
4.5 Investigation of the recovered carrier phase in DSP 
To detect the received QAM signals, an intradyne coherent receiver was used. The recovery 
of carrier phase is one of indispensable components in the offline DSP processing. It also 
allows insight into the impact of phase noise from the pump lasers after WDE. Figure 10 
depicts the recovered carrier phase of the original input 4QAM signal where an FL was used 
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as the laser source (dotted red line), and those of the converted 4QAM signal with free-
running DFB pumps (solid black line), and with coherent DFB pumps (dashed blue line). It is 
obvious that within 1.6 μs the phase variation of the converted QAM with coherent DFB 
pumping is comparable to that of original input QAM signal, i.e. ~0.6 rad. However, using 
free-running DFB pump lasers, the converted QAM signal exhibits more than 2π rad phase 
variation. The obtained carrier phase variation is attributed to the beating effect of input light 
and the LO. Here, a FL laser with 10-kHz linewidth was used as LO for detection which 
should add little additional phase noise. Therefore, from the observation in the recovered 
carrier phase further demonstrates that the coherent pump scheme is able to cancel phase 
noise from pump lasers, even when a DFB laser was used as pump. This also supports the 
observation that the increase of EVM in the converted QAM signals with coherent pumping 
(Figs. 8(b) and 8(f)) is not attributed to the phase noise from the pump lasers, but to the 
crosstalk. 
 
Fig. 10. Recovered carrier phase in offline DSP of the original input 4QAM signal with FL as 
laser source (dotted red line), the converted 4QAM signal with free-running DFB pumps (solid 
black line), and the converted 4QAM signal with coherent DFB pumping (dashed blue line). 
5. Conclusion 
We have proposed and experimentally demonstrated a WDE scheme with coherent pumps 
that allows cancellation of the pump laser phase noise, enabling the use of low-cost pump 
lasers, even for high-order QAM signals. We have experimentally demonstrated the pump-
phase-noise-free WDE between 10-Gbaud 4QAM (4QAM) and 12.5-Gbaud 4QAM 
(16QAM) with spacing of 50 GHz, suitable for the data exchange and switching of high-order 
QAM signals in DWDM systems. Even using 3.5-MHz-linewidth DFB lasers as a pump 
sources, error-free operation was obtained for the swapped 4QAM and 16QAM signals with 
coherent pumping. The obtained results verify the feasibility of the proposed pump-phase-
noise-free WDE scheme. 
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Abstract—In this paper, different configurations of phase-
sensitive amplifiers (PSAs) built with periodically poled lithium
niobate (PPLN) devices are theoretically and numerically inves-
tigated, focusing on their application for amplification in optical
communications systems. Single- and dual-pump configurations of
one-, two-, and four-mode PSAs are discussed. For each configura-
tion, analytical expressions for the maximum and minimum gain
of the amplifiers are provided, showing the influence of the power
of the pump and signal waves, as well as the length and efficiency of
the PPLN waveguide. The analytical expressions are numerically
validated by solving the coupled differential equations describing
the nonlinear interactions in the PPLN. The obtained results show
that the gain of all PSA configurations exponentially increases with
the power of the pump waves, and the length and efficiency of the
PPLN device, whereas it is almost independent of the power of the
signal wave. In addition, it is shown in this paper that PSA configu-
rations where an intermediate interaction is necessary to generate
waves at the second-harmonic band have a gain penalty of 6 dB. It
is also shown that no significant difference in terms of gain band-
width is observed for the single- and dual-pump configurations
of two-mode PSAs with an intermediate interaction. Finally, it is
shown that a four-mode PSA can only be implemented under very
strict conditions, with no gain advantage over two-mode PSAs.
Index Terms—Nonlinear optics, periodically poled lithium nio-
bate, phase-sensitive amplifiers.
I. INTRODUCTION
OVER the recent years, the unique phase-sensitive (PS)properties of PSAs have been drawing considerable in-
terest for several applications in optics and optical commu-
nications. Simultaneous phase and amplitude regeneration of
phase-encoded signals [1], [2] and multilevel quantization of
the optical phase [3] are examples of all-optical signal process-
ing functionalities that have been enabled by the peculiar ability
of PSAs to amplify or attenuate an input wave depending on its
phase. An even more exceptional feature of PSAs is perhaps the
possibility to amplify with a noise figure (NF) below 3 dB, which
is the quantum limit of phase-insensitive amplifiers (PIAs), such
as erbium-doped fiber amplifiers (EDFAs) [4], [5]. Due to their
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theoretical NF of 0 dB [5], PSAs are sometimes considered as
the ultimate amplifiers, and can be potentially used to enhance
the performance and extend the transmission reach of optical
links originally based on amplification by EDFAs [6], [7].
However, the remarkable low-noise properties of PSAs
come at the expense of implementation complexity because
frequency- and phase-correlated idler waves must be generated
and injected into the PSA, which may not be easily accom-
plished. In addition, part of the available bandwidth is lost for
propagation of the idler waves. A copier + PSA scheme in
which a first PIA (copier) is used to generate the correlated
waves [8] and optical combs [9] are two common techniques
used to produce the correlated waves.
PSAs can be built using different nonlinear media including
highly nonlinear fibers (HNLFs) [5], [10], silicon waveguides
[11], semiconductor optical amplifiers [12] and PPLN devices
[13]. HNLFs are the most often used devices to build PSAs, but
PPLN waveguides have also become very attractive due to their
properties of compactness, non-existence of self-phase modu-
lation (SPM) nor cross-phase modulation (XPM) and immunity
to stimulated Brillouin scattering [13]–[15]. In addition, the re-
cent advances on waveguide production techniques in PPLN de-
vices have enabled achieving very high conversion efficiencies
(∼2000 %/W) [16], which are suitable for optical amplification
purposes. In fact, high gain amplification and phase regenera-
tion using PPLN-based PSAs have already been demonstrated
[13], [15], [16]. The high insertion losses of PPLN devices can
be a problem for low-noise amplification as they degrade the NF
of the PSA. Nonetheless, NF values below 2 dB have already
been reported in [17], even for insertion losses as high as 5 dB.
Contrarily to the other aforementioned nonlinear media
whose principle of operation is based on third-order (χ(3)) non-
linearities, PS amplification in PPLN devices relies on second-
order (χ(2)) three-wave mixing (TWM) processes, which in-
clude second-harmonic generation (SHG), sum-frequency gen-
eration (SFG), difference-frequency generation (DFG) and cas-
caded interactions of these processes. TWM are optical mixing
processes in which a photon is produced from the interaction of
two initial photons. In the case of SFG and SHG the frequency
of the new photon is equal to the sum of that of the initial ones,
whereas for DFG it is equal to the difference. SHG can be con-
sidered as a particular case of SFG in which the frequency of
the initial photons is the same. Efficient TWM requires phase
matching between the interacting waves, which in the case of
PPLN devices is achieved by compensating the phase mismatch-
ing through periodic inversions of the ferroelectric domains
(periodic poling) of a lithium niobate chip after each coherence
length [14]. This technique is known as quasi phase-matching
(QPM).
0733-8724 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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Fig. 1. Different configurations of PPLN-based PSAs studied in this work. The
configurations in the top, middle and bottom rows correspond to one-, two-, and
four-mode PSAs, respectively. The dashed line indicates the QPM frequency,
fQP M , whereas the dotted line corresponds to 2 · fQP M . Subscripts: BS—
Bragg scattering, I—idler, MI—modulation instability, P —pump, P 1—
pump 1, P 2—pump 2, PC—phase conjugation, S—signal, SF —sum-
frequency, S1—sum-frequency 1, S2—sum-frequency 2, SH—second har-
monic.
PSAs can be implemented using different configurations,
each with particular properties, which can be classified accord-
ing to the number of pump waves and the number of modes,
i.e., the number of signal and idler waves [18]. As cascaded
TWM processes mimic four-wave mixing (FWM) [14], all the
PSA configurations based on FWM in χ(3) media can also be
implemented using PPLN devices. In addition, PPLN devices
enable the implementation of configurations that can only be
built using second-order nonlinear media (configurations PSA1
and PSA3 in Fig. 1).
In this work, several configurations of one-, two- and four-
mode PPLN-based PSAs are investigated and compared, with
special emphasis on their application on optical amplification.
Hence, the influence of the PPLN properties and the power of
the pumps and signal waves on the gain of the amplifiers is
analytically and numerically assessed. We note that this paper
focuses only on the PSAs, without discussing how to generate
the correlated waves in detail. Further information on that topic
can be found in [5], [6], [13] and [16].
This article is organized as follows. The configurations of
the PSAs investigated in this work are presented and briefly
discussed in Section II, whereas Section III is devoted to the
mathematical description of the equations governing the inter-
action of the waves for the different configurations, including
analytical solutions of those equations for some specific cases.
The numerical solutions of the equations describing the PSAs
are presented and discussed in Section IV. The main conclusions
of this work are summarized in Section V.
II. CONFIGURATIONS OF PPLN-BASED PSAS
The different configurations of PPLN-based PSAs studied in
this work are depicted in Fig. 1, with PSA1 and PSA2 corre-
sponding to different configurations of one-mode PSAs, PSA3,
PSA4 and PSA5 to two-mode PSAs, and PSA6 to a four-mode
PSA.
In PSA1, a signal (S) wave at frequency fS is amplified by a
pump (P ) located at fP via SHG, with the power flowing from
the second-harmonic (pump) to the fundamental wave (signal).
TABLE I
FREQUENCY RELATIONS AND PHASE MISMATCHING PARAMETERS OF THE
FOUR-MODE PSA
Frequency relation Phase mismatching parameter
1) fS F = fP 1 + fP 2 Δk1 = 2π
(
n S F
λS F
− n P 2
λP 2
− n P 1
λP 1
− 1Λ
)
2) fS F = fS + fP C Δk2 = 2π
(
n S F
λS F
− n S
λS
− n P C
λP C
− 1Λ
)
3) fS F = fM I + fB S Δk3 = 2π
(
n S F
λS F
− n M I
λM I
− n B S
λB S
− 1Λ
)
4) fS 1 = fP 2 + fS Δk4 = 2π
(
n S 1
λS 1
− n P 2
λP 2
− n S
λS
− 1Λ
)
5) fS 1 = fP 1 + fB S Δk5 = 2π
(
n S 1
λS 1
− n P 1
λP 1
− n B S
λB S
− 1Λ
)
6) fS 2 = fP 1 + fP C Δk6 = 2π
(
n S 2
λS 2
− n P C
λP C
− n P 1
λP 1
− 1Λ
)
7) fS 2 = fP 2 + fM I Δk7 = 2π
(
n S 2
λS 2
− n M I
λM I
− n P 2
λP 2
− 1Λ
)
Such interaction can also be understood as a fully degenerate
DFG process, in which an initial photon is decomposed in two
identical ones with half the frequency. PSA2 is similar to PSA1
in the sense that the signal is amplified by the second-harmonic
located at fSH = 2fS through SHG. In PSA2, however, the
second-harmonic is first generated through an intermediate SFG
interaction between the two pumps located at fP 1 and fP 2 . It
should be noted that fSH = fP 1 + fP 2 (SFG) is mathemati-
cally equivalent to fP 2 = fSH − fP 1 , which is a DFG process.
Therefore, PSA2 can be modeled as a cascaded DFG and SHG
(cDFG/SHG) interaction. Compared to PSA1, PSA2 is more at-
tractive for applications in optical communications because all
the input waves to the PSA can be in the typical erbium-band,
around 1550 nm.
PSA3, PSA4 and PSA5 are two-mode PSAs in which a wave
respectively located at fP , fSH and the SFG frequency, fSF ,
amplifies both the signal and idler (fI ) waves via DFG. In
PSA4 and PSA5, however, the waves at fSH and fSF are first
generated through intermediate SHG of the pump at fP and
SFG between pumps at fP 1 and fP 2 , respectively. Thus, PSA4
and PSA5 can be considered as cSHG/DFG and cascaded SFG
and DFG (cSFG/DFG) processes.
PSA6 is a four-mode configuration in which the signal and
three idler waves located at fP C = fP 1 + fP 2 − fS , fM I =
2fP 1 − fS and fBS = fS + fP 2 − fP 1 are amplified by two
pumps waves (fP 1 and fP 2) through seven cascaded TWM
processes, whose frequency relations are shown in Table I. In
fiber-based PSAs, the idler waves located at fP C , fM I and fBS
are typically denominated as phase conjugation (PC), modu-
lation instability (MI) and Bragg scattering (BS) waves [19],
respectively, which are also considered in this work.
Several other configurations of PPLN-based PSAs are pos-
sible, but the discussion in this work is restricted to the most
representative ones, and using no more than two pumps waves.
III. THEORETICAL MODEL AND ANALYTICAL SOLUTIONS
As mentioned in Section II, all the different configurations of
PSAs presented in this work can be modeled as one or several
cascaded TWM processes. Starting from the Maxwell equa-
tions, and assuming the slowly varying envelope approximation
and that all the waves are continuous-waves [20], the TWM
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processes in a PPLN are described by a set of coupled first-
order nonlinear ordinary differential equations as reported in
[20]–[22]. Each of those equations represent the evolution of
the optical field of the interacting waves along the PPLN de-
vice. However, in general, the coupled differential equations
cannot be solved analytically, unless for some specific cases
and assuming certain approximations. The analytical solutions
and the conditions for which they are valid are presented in the
following sections. For simplicity, the propagation losses are
neglected in this work.
A. PSA1
As mentioned in Section II, PSA1 can be modeled as a SHG
interaction, described by the following set of differential equa-
tions [20], [22]
dAS
dz
= −iκSAP A∗S e−iΔkz (1a)
dAP
dz
= −iκP
2
A2S e
iΔkz , (1b)
with Aj the optical field of the wave with frequency fj ,
Δk = 2π(nP /λP − 2nS/λS − 1/Λ) the phase mismatching
parameter, and κj a nonlinear coupling coefficient, given
by [20]
κj (λj ) = deﬀ · 2π
λj
√
2
njnknlc²0Aeﬀ
. (2)
In (1) and (2), λj and nj are the wavelength and refractive index
of the waves with frequency fj , z is the propagation direction,
c and ²0 are the speed of light and electrical permittivity in
vacuum, Aeﬀ and deﬀ are the effective overlap area and nonlin-
ear coefficient, and Λ is the poling period. The optical field Aj
is proportional to the electrical field of the waves and normal-
ized in such a way that AjA∗j = Pj , with Pj the power of the
wave [20].
In order to obtain an analytical solution for (1) let us assume
that for neighboring waves (i.e., |fm − fn | ¿ fm ), κm (fm ) ≈
κn (fn ), and equal to κ for waves in the frequency band of the
fundamental wave, or 2κ for those in the second-harmonic band.
Considering this approximation, κ can also be related to the so
called SHG efficiency, η, through the expression κ = √η/L2 ,
where L is the length of the PPLN. It is also convenient to
consider Aj = aj exp(iφj ), where aj and φj are the magnitude
and the phase of the field, respectively. By separating the real and
imaginary parts of (1) and by defining θ = φP − 2φS −Δkz,
the following set of equations is obtained
daS
dz
= −κaSaP sin(θ) (3a)
daP
dz
= κa2S sin(θ) (3b)
dθ
dz
= κ cos(θ)
(
aP − a
2
S
aP
)
−Δk. (3c)
In (3), the evolution of aS and aP is determined by the term
sin(θ), which depends on the phase between the fundamental
and second-harmonic waves and confers the PS properties to
the PSA.
The solution of (3) for any initial conditions is generally
described in terms of the Jacobi elliptic functions, as detailed in
[23]. However, if the signal is located at the QPM wavelength,
λQP M , at which Δk = 0, and for θ(z = 0) = θ(0) = ±π/2,
the solution of (3) is greatly simplified. In those two specific
cases, θ remains constant along the PPLN and sin(θ) is ±1.
Therefore, when θ = −π/2 the power transfer from the pump
wave to the signal and, consequently, the gain of the signal wave
are maximized, whereas for θ = π/2 an opposite power transfer
occurs (minimum gain). The following closed-form solutions
for θ = ±π/2 can then be obtained
aS (z) = aS (0) · a0
a0 cosh(δz)± aP (0) sinh(δz) (4a)
aP (z) = a0 · aP (0)± a0 tanh(δz)
a0 ± aP (0) tanh(δz) , (4b)
where δ = a0κ and a0 =
√
PS (0)∓ PP (0). The signs “−” and
“+” in (4) correspond to maximum (θ = −π/2) and mini-
mum (θ = π/2) power transfer from the pump to the signal,
respectively.
For any other value of θ, the gain of the amplifier must be
described in terms of the Jacobi elliptic functions, and varies be-
tween the two extreme possibilities described in (4), as depicted
in Fig. 4(a). This is also true for the other configurations studied
in this work. Hence, a similar procedure to that employed in this
section to determine the maximum and minimum possible val-
ues of the gain of the PSAs is used for the other configurations
in the following sections.
Finally, we conclude this section by noticing that λQP M is
affected by the thermal expansion of the lithium niobate sub-
strate and especially by the variation of the refractive index with
the temperature. Hence, the temperature of operation is a very
important parameter that must be precisely controlled, but can
also be used to tune λQP M to a desired value.
B. PSA2
The coupled differential equations describing PSA2 (modeled
as a cSHG/DFG interaction) are presented in (5) [21]
dAS
dz
= −iκSASH A∗S e−iΔk1 z (5a)
dAP 1
dz
= −iκP 1ASH A∗P 2e−iΔk2 z (5b)
dAP 2
dz
= −iκP 2ASH A∗P 1e−iΔk2 z (5c)
dASH
dz
= −iκ
(1)
SH
2
A2S e
iΔk1 z − iκ(2)SH AP 1AP 2eiΔk2 z . (5d)
In (5), Δk1 = 2π(nSH /λSH − 2nS/λS − 1/Λ) and Δk2 =
2π(nSH /λSH − nP 1/λP 1 − nP 2/λP 2 − 1/Λ) are the phase
mismatching parameters for the SHG and DFG processes, re-
spectively. Two different nonlinear coupling coefficients are de-
fined for the second-harmonic wave, κ(1)SH for SHG and κ
(2)
SH for
DFG.
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Let us assume that the power of the two pumps is the
same, i.e., PP 1 = PP 2 = PP /2, where PP is the total pump
power, and PS ¿ PP so that the first term of (5d) can be
neglected. Following a similar procedure to that performed
in Section III-A, and defining θ1 = φSH − 2φS −Δk1z and
θ2 = φSH − φP 1 − φP 2 −Δk2z, the solutions for the maxi-
mum and minimum gain of the amplifier are given by
aS (z) = aS (0) · [cosh(δz)]±1 (6a)
aP 1(z) = aP 2(z) = aP 1(0)/ cosh(δz) (6b)
aSH (z) = a0 · tanh(δz), (6c)
with δ = κa0 , and a0 =
√
2PP 1(0)∓ PS (0). The variables θ1
and θ2 represent the relative phase of the interacting wave of
each TWM interaction. In (6a), the sign “+” corresponds to the
maximum gain, achieved for θ1 = +π/2, whereas “−” is the
solution of the minimum gain, for θ1 = −π/2. In both cases
θ2 = −π/2.
C. PSA3
PSA3 is modeled as a DFG interaction whose coupled differ-
ential equations are given by [20]
dAS
dz
= −iκSAP A∗I e−iΔkz (7a)
dAI
dz
= −iκIAP A∗S e−iΔkz (7b)
dAP
dz
= −iκP ASAI eiΔkz , (7c)
with Δk = 2π(nP /λP − nS/λS − nI /λI − 1/Λ).
By defining θ = φP − φS − φI −Δkz, assuming perfect
phase matching (Δk ≈ 0) and that the power of the pump re-
mains undepleted, the maximum and minimum gain of the PSA
can be obtained as in Section III-A. The evolution of the optical
fields for the maximum and minimum gain values of PSA3 is
then given by
aS (z) = aS (0) cosh(δz)± aI (0) sinh(δz) (8a)
aI (z) = aI (0) cosh(δz)± aS (0) sinh(δz) (8b)
aP (z) ≈ aP (0), (8c)
where δ = κaP (0), and the signs “+” and “−” correspond to the
cases for maximum and minimum gains, obtained for θ = π/2
and θ = −π/2, respectively.
As discussed before, a PSA requires that both signal and idler
waves must be present at the input of the amplifier, otherwise
it becomes a PIA. Hence, if no idler wave is injected into the
PPLN, the evolution of the optical fields in the PPLN device for
configuration PSA3 is also given by (8), but with aI (0) = 0.
D. PSA4
Configuration PSA4 can be described as a cSHG/DFG inter-
action as in PSA2. Thus, (5) can also be used to describe the
evolution of the optical fields of the interacting waves, provided
that the subscripts P1, S and P2 are respectively replaced by
S, P and I .
In order to obtain an analytical solution for the cases of
maximum and minimum gain of PSA4 let us define two rel-
ative phase variables, θ1 = φSH − 2φP −Δk1z (SHG) and
θ2 = φSH − φS − φI −Δk2z (DFG). Also, let us assume that
both mismatch parameters are approximately 0, aS (z) = aI (z),
and that the variation of the second harmonic is mainly due to
SHG of the pump wave, so that the second term of the right side
of (5d) is approximately 0. Considering these approximations
the following solution for PSA4 is obtained
aP (z) = aP (0)/ cosh(δz) (9a)
aSH (z) = a0 · tanh(δz) (9b)
aS (z) = aI (z) = aS (0) · [cosh(δz)]±1 , (9c)
where the signs “+” and “−” corresponds to the maximum
and minimum gains, achieved for θ2 = π/2 and θ2 = −π/2,
respectively, and with θ1 = −π/2 in both cases. In (9), δ = κa0
and a0 =
√
PP (0)∓ 2PS (0).
As in Section III-C, the maximum gain of PSA4 can be com-
pared to its phase-insensitive (PI) equivalent, i.e., with no input
idler wave. In order to do so, let us also assume that the varia-
tion of the second harmonic is mainly due to SHG of the pump
wave, which is valid as long as the power of the signal and
the idler is much lower than that of the pump wave. In that
case, the evolution of aP and aSH is also described by (9a)
and (9b), but now with a0 = aP (0). Since the evolution of the
second-harmonic is known, a further simplification can be done
by replacing aSH (z) in the differential equations of aS and aI
by an equivalent effective value, 〈aSH 〉. The following solution
is obtained
aS (z) = aS (0) · cosh(δ¯z) (10a)
aI (z) = aS (0) · sinh(δ¯z), (10b)
where δ¯ = κ〈aSH 〉. The effective magnitude of the second-
harmonic can be obtained by averaging aSH (z) along the PPLN
through
〈aSH 〉 = 1
L
∫ L
0
aSH (z)dz = aP (0)
ln [cosh (δL)]
δL
. (11)
E. PSA5
PSA5 is modeled as a cSFG/DFG process, whose coupled
differential equations are given by [20]
dAP 1
dz
= −iκP 1ASF A∗P 2e−iΔk1 z (12a)
dAP 2
dz
= −iκP 2ASF A∗P 1e−iΔk1 z (12b)
dASF
dz
= −iκ(1)SF AP 1AP 2eiΔk1 z − iκ(2)SF ASAI eiΔk2 z (12c)
dAS
dz
= −iκSASF A∗I e−iΔk2 z (12d)
dAI
dz
= −iκIASF A∗S e−iΔk2 z . (12e)
In (12), the phase mismatching parameter for SFG
is given by Δk1 = 2π(nSF /λSF − nP 1/λP 1 − nP 2/λP 2
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− 1/Λ), whereas the one for DFG is Δk2 = 2π(nSF /λSF −
nS/λS − nI /λI − 1/Λ).
In order to obtain the analytical solution for maximum and
minimum gain of PSA5 let us define two relative phase pa-
rameters, θ1 = φSF − φP 1 − φP 2 −Δk1z for SFG and θ2 =
φSF − φS − φI −Δk2z for DFG. Also, let us assume perfect
QPM (Δk1 and Δk2 approximately equal to 0) and that the vari-
ation of the sum-frequency wave is mainly due to SFG of the
two pump waves (the second term in (12c) is approximately 0).
If aP 1 ≈ aP 2 and aS ≈ aI , the following solution is obtained
aP 1(z) = aP 2(z) = a0/ cosh(δz) (13a)
aSF (z) = a0 · tanh(δz) (13b)
aS (z) = aI (z) = aS (0) · [cosh(δz)]±1 . (13c)
In (13), the signs “+” and “−” correspond to the maximum
and minimum gains, achieved for θ2 = π/2 and θ2 = −π/2,
respectively, and θ1 = −π/2 in both cases. The parameter δ is
given by δ = κa0 , with a0 =
√
2PP 1(0)∓ 2PS (0).
The gain of the amplifier in PI operation can be obtained
as described in Section III-D. By assuming that the variation
of the sum-frequency wave is mainly due to SFG of the pump
waves, aP 1 , aP 2 and aSF are also given by (13a) and (13b), but
with a0 =
√
2PP 1(0). By replacing aSF (z) in the differential
equations of aS and aI by its equivalent effective value, 〈aSF 〉,
the evolution of aS and aI in PI operation is given by
aI (z) = aS (0) · sinh(δ¯z) (14a)
aS (z) = aS (0) · cosh(δ¯z), (14b)
where δ¯ = κ〈aSF 〉 = ln [cosh (δL)] /L, obtained by averaging
the optical field of the sum-frequency wave along the PPLN as
in (11).
F. PSA6
As mentioned in Section II, PSA6 involves seven different
TWM processes whose frequency relations and respective phase
mismatching parameters are given in Table I. The evolution of
the different interacting waves in PSA6 can be described by
dAP 1
dz
= −iκ(1)P 1ASF A∗P 2e−iΔk1 z−iκ(2)P 1AS1A∗BS e−iΔk5 z
− iκ(3)P 1AS2A∗P C e−iΔk6 z (15a)
dAP 2
dz
= −iκ(1)P 2ASF A∗P 1e−iΔk1 z−iκ(2)P 2AS1A∗S e−iΔk4 z
− iκ(3)P 2AS2A∗M I e−iΔk7 z (15b)
dASF
dz
= −iκ(1)SF AP 1AP 2eiΔk1 z−iκ(2)SF ASAP C eiΔk2 z
− iκ(3)SF AM IABS eiΔk3 z (15c)
dAS
dz
= − iκ(1)S ASF A∗P C e−iΔk2 z−iκ(2)S AS1A∗P 2e−iΔk4 z
(15d)
dAP C
dz
= −iκ(1)P C ASF A∗S e−iΔk2 z−iκ(2)P C AS2A∗P 1e−iΔk6 z
(15e)
dAM I
dz
= −iκ(1)M IASF A∗BS e−iΔk3 z−iκ(2)M IAS2A∗P 2e−iΔk7 z
(15f)
dABS
dz
= −iκ(1)BSASF A∗M I e−iΔk3 z−iκ(2)BSAS1A∗P 1e−iΔk5 z
(15g)
dAS1
dz
= −iκ(1)S1 AP 2ASeiΔk4 z−iκ(2)S1 AP 1ABSeiΔk5 z (15h)
dAS2
dz
= −iκ(1)S2 AP 1AP C eiΔk6 z−iκ(2)S2 AP 2AM I eiΔk7 z .
(15i)
At this point it is important to briefly discuss the role of the
phase mismatching parameters and how they affect the behav-
ior of PSA6. In order to maximize the gain of PSA6, the poling
period of the PPLN is typically chosen in order to quasi-phase
match the SFG interaction between the two pumps, which re-
sults in Δk1 = 0. Fortunately, Δk2 and Δk3 are also very small
in a wide spectral range around the QPM wavelength due to
the symmetric frequency distribution of the interacting waves.
However, this is not true for the other phase mismatching pa-
rameters, which can easily scale up to very high values even
for wavelength separations between the signal and pump 1 (P1)
of ∼1 nm. As a consequence, the efficiency of such nonlinear
interactions is greatly reduced and the terms in (15) representing
those interactions can be neglected. In that case, the waves S1
and S2 cannot be efficiently generated and no possible interac-
tion between the signal or the PC wave with the BS and MI
idlers can occur. Hence, PSA6 cannot behave as a four-mode
PSA. In fact, unless fS ≈ fP 1 , PSA6 behaves as two indepen-
dent two-mode PSAs, one for the signal and PC wave pair and
the other for the MI and BS waves.
Let us then assume that fS ≈ fP 1 so that all the phase mis-
matching parameters are approximately 0. In addition, let us
consider that aP 1(z) ≈ aP 2(z), aS (z) ≈ aM I (z) ≈ aP C (z) ≈
aP 1(z) and, consequently, aS1(z) ≈ aS2(z). Finally, let us de-
fine seven relative phase parameters, θk , where k represents each
TWM process of PSA6, whose frequency relation between the
interacting waves can be generally expressed by fl = fm + fn .
Then, each variable θk is given by θk = φl − φm − φn . The
maximum gain of the amplifier corresponds to the case when
the power of the pumps is maximally transferred to the SFG
wave and from the SFG wave to the signal and idlers, which
is verified when θ1 = −π/2, and θ2 = θ3 = π/2. In addition,
the four-mode properties of the PSA can only be enabled if
some power is somehow transferred from and to the S1 and S2
waves, but their overall power must be very low (ideally 0) in
order to maximize the gain of the signal. This means that the two
terms in (15h) and (15i) must cancel each other, which occurs
when θ4 = θ7 = −π/2, and θ5 = θ6 = π/2. The evolution of
the magnitude of the optical fields of PSA6 is then given by
aP 1(z) = aP 2(z) = aP 1(0) tanh(δz) (16a)
aSF (z) = a0/ cosh(δz) (16b)
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aS (z) = aM I (z) = aP C (z)
= aBS (z) = aS (0) cosh(δz) (16c)
aS1(z) = aS2(z) ≈ 0, (16d)
with δ = a0κ and a0 =
√
2PP 1(0)− 2PS (0).
G. Small Signal Gain
The analytical expressions provided in the previous sec-
tions for the optical field of the signal wave can be used to
calculate the maximum gain of the different PSAs through
G(L) = [aS (L)/aS (0)]
2
. For applications in optical amplifi-
cation, the input power of the signal, PS , is typically much
lower than that of the pump wave, PP , and the gain of the
PSAs, henceforth designated as the small signal gain, is given
in (17a) for PSA1 and PSA3, and in (17b) for the remainder
configurations
G(L) = exp(2
√
PP κL) (17a)
G(L) =
exp(2
√
PP κL)
4
. (17b)
The previous equations were obtained assuming that the gain
is high enough so that cosh(x) ≈ sinh(x) ≈ exp(x)/2, and that
PP (0) = PP 1(0) + PP 2(0) = 2PP 1(0) for dual-pump config-
urations. Compared to PSA1 and PSA3, the small signal gain
of the remainder configurations is four times (6 dB) lower.
The small signal gain for PI operation, GPI , can also be
calculated using (8) with aI (0) = 0 for PSA3, (10) for PSA4
and (14) for PSA5. The small signal gain in PI operation is then
given by (18a) for PSA3, and (18b) for PSA4 and PSA5
GPI(L) =
exp(2
√
PP κL)
4
(18a)
GPI(L) =
exp(2
√
PP κL)
16
. (18b)
Comparing (17) and (18) for two-mode PPLN-based PSAs,
an additional gain of 6 dB is obtained when switching from PI
to PS operation.
IV. NUMERICAL SIMULATIONS
In this section, numerical simulations of the influence of PP ,
PS , L and η on the maximum gain of the different PSA con-
figurations are presented and compared to the analytical so-
lutions obtained in the previous section. The simulations are
performed using a common fourth-order Runge–Kutta method
to solve the coupled differential equations describing the TWM
interactions. The effects of the relative phase between the in-
teracting waves and the impact of the wavelength of the signal
on the gain of the PSA are also investigated. However, since
no analytical expression could be obtained for the influence of
these parameter on the gain of the amplifiers, only numerical
simulations are presented. Unless otherwise stated, a PPLN de-
vice with length, poling period, QPM wavelength, temperature
of operation and SHG efficiency of respectively 6 cm, 19.39
μm, 1550 nm, 25◦C and 500%/W is considered for all con-
figurations. In addition, the wavelength of the pump wave in
Fig. 2. Variation of the gain/conversion efficiency with PP for configurations:
(a) PSA1, (b) PSA2, (c) PSA3, (d) PSA4, (e) PSA5, and (f) PSA6. The curves
labeled as “th. max/min” and “sim. max/min” correspond to theoretical and nu-
merical solutions for maximum/minimum gain of the amplifiers, respectively.
Likewise, those with labels “th. pi,s/i” and “sim. pi,s/i” correspond to the theo-
retical and numerical solutions in PI operation for the signal/idler wave. For all
configurations, PS = −20 dBm.
single-pump configurations is selected at either λQP M or
λQP M /2. For dual-pump configurations, the wavelength of the
first pump (λP 1) is 1545 nm, whereas the wavelength of the
other pump is λP 2 = 1/(2 · λ−1QP M − λ−1P 1).
The influence of the total pump power, PP , on the gain of
the amplifier is depicted in Fig. 2 for the different PSA con-
figurations. In the simulations of Fig. 2, λs was set to λQP M
for PSA1 and PSA2, 1547 nm for PSA3, PSA4 and PSA5, and
1545.01 nm for PSA6. As expected, the maximum (minimum)
gain of the amplifier increases (decreases) exponentially with
PP for all configurations. A very good agreement between the
theoretical and numerical solutions is observed for all config-
urations up to more than PP = 30 dBm. The numerical simu-
lations also show that the maximum gain of PSA1 and PSA3
in PS operation at PP of 30 dBm is about 19.4 dB, whereas ∼
13.5 dB is measured for the other configurations. These results
are in agreement with the theoretical predictions of four times
(6 dB) higher gain for PSA1 and PSA3, as aforementioned in
Section III-G. The main reason for such a difference is that in
the case of PSA1 and PSA3 the wave at the second-harmonic
band (fSH or fSF ) is already present at the input of the PPLN,
whereas in the other cases it has to be generated first through an
intermediate SHG or SFG interaction, which reduces the gain
of the amplifiers.
The gain of the amplifier operating in PI mode is also shown
in Fig. 2, for two- and four-mode configurations. The numer-
ical simulations show that for high values of PP the gain of
the amplifiers in PS operation becomes about four times (6 dB)
higher than that in PI mode for two-mode PSAs, as mentioned in
Section III-G. This result is also observed in two-mode PSAs
built with HNLFs and it is a consequence of constructive inter-
ference of the correlated signal and idler waves [5]. The conver-
sion efficiency of the idlers waves, defined as the power ratio
between the output idler and input signal, for configurations
PSA3, PSA4 and PSA5 in PI operation is also shown in Fig. 2.
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Fig. 3. Variation of the gain with PS for configurations: (a) PSA1, (b) PSA2,
(c) PSA3, (d) PSA4, (e) PSA5, and (f) PSA6. The curves labeled as “th. max”
and “sim. max” correspond to theoretical and numerical solutions for maximum
gain of the amplifiers, respectively. Curves “th. pi” and “sim. pi” correspond to
the theoretical and numerical solutions in PI operation for the signal wave. For
all cases, PP = 30 dBm.
As expected, the conversion efficiency of the idler increases
with PP , and the signal gain only becomes significant when the
signal and the idler have similar power values. Moreover, at low
PP values, the conversion efficiency in PSA4 and PSA5 is much
lower than in PSA3, which is a consequence of requiring inter-
mediate SHG and SFG steps prior to the idler generation. For
PSA6, the gain of the amplifier in PI mode for PP = 30 dBm is
1.8 dBm, whereas a gain of 7.8 dB was measured for PSA4 and
PSA5. In PSA6, the generation of the BS and MI idlers requires
intermediate SFG steps, in which part of the power of the signal
and of the PC idler is converted to the S1 and S2 waves, respec-
tively. Thus, the lower PI gain of the four-mode configuration
compared to PSA4 and PSA5 is caused by partial depletion of
the signal and PC waves in the intermediate SFG steps. The PS
gain of PSA6 is about 16 times (12 dB) higher than that in PI
mode as a result of the constructive interference of not only two,
but four correlated waves. However, as the maximum PS gain of
PSA6 is approximately the same of PSA4 and PSA5, the higher
additional gain of the four-mode amplifier when switching from
PI to PS operation is only due to the lower PI gain.
The variation of the gain with the input signal power, PS , is
shown in Fig. 3. The results show that the gain of the amplifiers
is almost independent of PS until saturation, at power values of
∼5 dBm, and then decreases for higher PS values. As the gain
of the amplifier in PI operation is lower, saturation is achieved at
higher PS values (>10 dBm). A very good agreement between
the analytical expressions and numerical simulations is observed
when the amplifiers are not in the saturation regime. While in
saturation, the approximation of undepleted pumps no longer
remains valid, which explains the observed differences. The PS
properties of the PSAs are evidenced in Fig. 4 where the gain
of the amplifiers is depicted as a function of the phase of the
signal wave relatively to the maximum gain condition, Δφ. For
all configurations a sinusoidal variation of the gain with Δφ
is observed, with a periodicity of π for one-mode PSAs and
2π for the remainder configurations. In Fig. 4(f), the gain of
the four-mode PSA is strongly affected by the phase of the
Fig. 4. Variation of the gain with the phase of the signal for configurations:
(a) PSA1, (b) PSA2, (c) PSA3, (d) PSA4, (e) PSA5, and (f) PSA6. The markers
“∗” and “•” correspond to theoretical maximum and minimum gains of the am-
plifiers, respectively. In (f), the dashed, dot-dashed and dotted curves correspond
to the variation of the gain with the phase of P1, P2 and MI waves, respectively.
For all cases, PP = 30 dBm and PS = −20 dBm.
Fig. 5. Variation of the gain with λS for (a) PSA1, (b) PSA2, (c) PSA3,
(d) PSA4, (e) PSA5, and (f) PSA6. In (e), the solid, dotted, dashed and dot-
dashed lines correspond to a wavelength spacing between the two pumps of 10,
30, 50 and 70 nm, respectively. For all cases, PP = 30 dBm and PS = −20
dBm.
pumps, with more than 20 dB difference between the maximum
and minimum gains, whereas less than 7 dB gain variation is
verified when changing the phase of the signal and MI waves.
Similar lower gain variations are observed when changing the
phase of the BS and PC waves, which results from the fact that
each pump wave participates in more FWM processes than the
signal or an idler wave.
The impact of the wavelength of the signal wave on the gain
of the one-mode PSAs is depicted in Fig. 5(a) and (b). As ex-
pected, a maximum gain value is achieved at λQP M (1550 nm),
but quickly drops to very low values for wavelength detuning
from λQP M higher than 0.25 nm due to the phase mismatching
effects. Therefore, for one-mode PPLN-based PSAs not only
the frequency and phase of the waves must be correlated, but
also λS must be precisely tuned to match λQP M , or λQP M
must be tuned to λS by changing the temperature of operation.
Nonetheless, any possibility of multichannel amplification for
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Fig. 6. Variation of the gain of the PSA with (a) L for η = 500%/W, and
(b) η for L = 6 cm. In both cases, PP = 30 dBm and PS = −20 dBm. Curves
with hollow markers correspond to the analytical solutions, whereas those with
filled markers are numerical simulations.
optical communication systems is precluded in both ways. On
the other hand, as Fig. 5(c)–(f) suggest, the wavelength of
the signal can be chosen within more than 40 nm without
any significant gain variation, making two-mode PSAs suitable
for multichannel amplification. However, in order to achieve
high gain, the wavelength of the pump must be precisely set
to λQP M /2 (PSA3) or λQP M (PSA4) in the case of single-
pump configurations, or symmetrically detuned around λQP M
for dual-pump configurations, so that fP 1 + fP 2 = 2fQP M ,
with fQP M = c/λQP M . In addition, since the frequency of the
interacting waves must be correlated, any detuning of the signal
wave from fQP M must also be symmetrically applied to the
idler wave.
In single-pump, two-mode PSAs built with HNLFs, the flat-
ness and bandwidth of the gain are usually limited by SPM and
XPM effects [24]. A dual-pump configuration can be used to
provide flatter and wider gain bandwidth in fiber-based PSAs.
However, in two-mode PPLN-based PSAs, flat and broadband
gain characteristics are observed in both single- and dual-pump
configurations, as depicted in Fig. 5(c)–(e). In fact, as shown
in Fig. 5(e), if the frequency spacing between the two pumps
becomes too large, although the gain bandwidth is slightly in-
creased, the gain considerably drops. Since a dual-pump con-
figuration typically implies higher implementation complexity,
single-pump configurations of PPLN-based PSAs are more at-
tractive. Comparing the results depicted in Fig. 5(e) for wave-
length spacing of the pumps of 10 nm and Fig. 5(f), the curves
are almost identical, with the exception of a very narrow region
around λP 1 , at 1545 nm (inset in Fig. 5(f)). In fact, PSA6 only
behaves as a four-mode PSA in that narrow spectral region,
where Δk4 , Δk5 , Δk6 and Δk7 are small.
The influence of the length (L) and normalized efficiency
(η) of the PPLN on the gain of the PSAs is depicted in Fig. 6.
The curves show that the gain of the amplifiers increases with
both the length and the normalized efficiency of the PPLN. The
aforementioned gain advantage of 6 dB for PSA1 and PSA3
also holds for high values of the length and efficiency of the
PPLN device.
V. CONCLUSION
In this work, different configurations of PPLN-based PSAs
were theoretically and numerically investigated, showing the
influence of the power of the pump and signal waves, length,
and conversion efficiency of the PPLN devices on the gain of
the amplifiers.
Due to their limited gain bandwidth, any application of one-
mode PSAs on multichannel amplification is precluded. Still,
one-mode PSAs can be used for phase regeneration applica-
tions of single channels. On the other hand, high bandwidth and
flat gain profiles of two-mode PSAs make them very attractive
for simultaneous amplification of multiple channels, achieved
even when using only a single pump. However, half of the gain
bandwidth is lost for generating the idlers. This can be partially
compensated by placing the idlers in unused bands, typically
out of the conventional EDFA gain bandwidth. Four-mode PSAs
can only be implemented if the signal is placed very close to
the pump, with higher implementation complexity and with no
gain advantage compared to two-mode PSAs. Even if the wave-
length of the signal could be freely selected, four-mode PSAs
would require twice the amplification bandwidth of a two-mode
amplifier for generating the additional idler bands. Therefore,
four-mode PSAs built with PPLN devices are not attractive for
applications in optical systems.
PPLN waveguides are very interesting devices to implement
PSAs for amplification in optical systems, with intrinsic prop-
erties such as immunity to Brillouin scattering, SPM and XPM
that make them an attractive alternative to χ(3) nonlinear media.
Moreover, new configurations of PSAs are enabled using PPLN
devices, due to the additional option of generating and injecting
correlated waves in the spectral band of the second harmonic.
These configurations, labelled as PSA1 and PSA3 above, are
equivalent to PSA2 and PSA4, but with a gain advantage of
6 dB. Although, manipulation of signals in the second harmonic
band may be very challenging using fiber-based implementa-
tions, applications using free-space optics have proven to be
straightforward.
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Abstract: We investigate phase-sensitive amplification (PSA) and phase 
regeneration of a binary phase-shift keying (BPSK) signal using a single 
periodically poled lithium niobate (PPLN) waveguide. The PPLN is 
operated bi-directionally in order to simultaneously achieve phase 
correlated signals and phase-sensitive (PS) operation. We use injection-
locking for carrier phase recovery and a lead zirconate titanate (PZT) fiber 
stretcher to correct path length deviations in the in-line phase regenerator. 
We observe a trade-off between high PS gain provided by high pumping 
power and stability of the device. 
©2013 Optical Society of America 
OCIS codes: (130.3730) Lithium niobate; (190.4970) Parametric oscillators and amplifiers. 
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1. Introduction 
Amplified spontaneous emission (ASE) introduced by optical amplifiers and non-linear phase 
noise continuously deteriorate optical signals propagating in optical fiber links, limiting the 
maximum transmission distance. Thus, noiseless amplification and regeneration of distorted 
signals are key functionalities to extend the reach of optical networks. All-optical 
regeneration has recently shown many advantages in processing coherent-optical signals [1], 
proving that it can be a viable alternative to costly and power consuming optical-to-electrical-
to-optical regenerators. 
Until the early 2000s, research on all-optical regeneration was focused only on amplitude 
regeneration. However, with the advent of phase-shift keying (PSK) modulation formats in 
commercial systems, it is necessary to regenerate both amplitude and phase of the signal, 
requiring the development of new techniques. Phase-preserving amplitude regeneration [2] 
and phase-to-amplitude conversion followed by amplitude regeneration and reconversion to a 
phase modulated signal [3] are some of the proposed scenarios. A more straightforward 
option is to regenerate the phase directly by taking advantage of phase squeezing properties of 
PS amplifiers [4]. Amplitude regeneration is also possible when operating in saturation 
regime [4,5]. Furthermore, PS amplifiers allow a noise figure below the 3 dB theoretical limit 
of phase-insensitive amplifiers (PIAs) [6,7], enabling low noise amplification along with 
amplitude and phase regeneration. 
The fundamental operation principle of a PSA-based phase regenerator is the property of 
amplifying or de-amplifying a signal according to the relation between its phase and the phase 
of other optical pumps [4]. This behavior leads to different gain values for orthogonal 
quadrature components in a constellation diagram, and naturally squeezes the phase of the 
signal towards the axis of maximum gain [8]. Most of the PSA-based phase regenerators 
reported so far have been based on highly non-linear fibers using non-linear techniques such 
as four-wave mixing [4,5] and self-phase modulation [5]. Recently, phase regenerators based 
on cascaded second harmonic and difference frequency generation (cSHG/DFG) in PPLN 
devices have been attracting considerable interest due to their high non-linear coefficient, 
compactness, low crosstalk and spontaneous emission, no intrinsic frequency chirp, immunity 
to stimulated Brillouin scattering and ability to operate at room temperature [8–11]. These 
devices are produced by periodic reversal of the ferroelectric domains in a lithium niobate 
chip to enhance the non-linear interaction efficiency through quasi-phase matching (QPM) 
[11]. Single- and multi-channel phase squeezing [8,12], as well as “black-box” phase 
regeneration [13,14] of BPSK signals were already demonstrated in PPLN-based PS 
amplifiers using one non-linear device to generate phase correlated idlers/pumps (copier stage 
[4,15]) followed by a second one to perform PS operation. Each PPLN device requires precise 
temperature tuning to ensure that the QPM condition is satisfied at the operating wavelengths 
[8]. In [13], a PPLN-based phase regenerator for BPSK signals was demonstrated, requiring 
three different PPLN waveguides. As these devices are sensitive to the polarization, the 
number of required PPLN waveguides doubles in polarization multiplexed systems. 
Furthermore, even more devices may be necessary for regeneration of higher order PSK 
modulation formats such as quadrature PSK [16]. 
In a previous work [17], we proposed using a single PPLN waveguide with bi-directional 
propagation to simultaneously generate a phase-correlated idler/pump in one direction 
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(designated as copier direction in section 2, and pump generation direction in section 3), and 
to perform PSA in the opposite one (PSA direction). As only one PPLN waveguide and a 
single temperature controller are required, the proposed scheme enables potential savings in 
terms of costs and energy consumption. In this work, we expand the investigation performed 
in [17] to include experimental characterization of bi-directional PPLN-based PS amplifiers 
for three waveguides with different lengths. 
2. PSA characterization 
In this section the PS properties of a PPLN-based PS amplifier with bi-directional 
propagation are characterized, evaluating the impact of pump-to-signal power ratio, PSR, 
total input power in PSA direction (including signal, pump and idler waves, measured in the 
PS mode), PPS, and the length of the PPLN waveguide. Due to simpler implementation and 
prospects for multi-channel operation [12], a degenerate pump configuration for the PS 
amplifier is adopted. In this configuration, the second harmonic of the pump wave interacts 
with the signal one through difference frequency generation. The experimental apparatus is 
depicted in Fig. 1. The light sources used in this experiment consisted in two external cavity 
tunable lasers (ECTLs) tuned at 1545.5 (pump) and 1548 nm (signal). The two signals were 
aligned to the same state of polarization, amplified, filtered with a band-pass filter (BPF) with 
1 nm bandwidth and combined in a 90% coupler. The optical circulators enabled operation in 
both propagation directions. 
Three different PPLN waveguides with lengths of 3, 4.5 and 6 cm length and doped with 
5% of MgO in order to reduce photorefractive damage were used in this experiment. The 
poling period of all PPLNs was 19 μm. The conversion efficiencies, defined as the SHG 
output power divided by the square of the coupled input power, were of about 190, 410 and 
420%/W, for 3, 4.5 and 6 cm, respectively. The QPM wavelength at 27°C for the 3, 4.5 and 6 
cm waveguides was 1545.3, 1545.6 and 1545.7 nm. The total insertion losses were about 3.5 
dB. The PPS values obtained in this work were measured before coupling light from the 
optical fiber to the PPLN waveguide, so they do not account insertion losses. As the two light 
waves propagate along the PPLN waveguide in the copier direction, a phase-correlated idler 
is generated with wavelength (λ) and phase (φ) relations given by 1/λi = 2/λp – 1/λs and φi = 
2φp – φs, where the indices s, p and i stand for signal, pump and idler, respectively [8]. After 
idler generation, the three waves entered an optical processor (OP) based on a liquid crystal 
on silicon used to equalize the power, change the relative phase between the interacting 
waves and switch between PS and phase-insensitive (PI) mode by blocking the idler. 
Maximum input power constraints and high losses required a variable optical attenuator 
(VOA) before the OP and an erbium-doped fiber amplifier (EDFA) after it. Then, the 
interacting waves were sent back to the PPLN for PS operation and to an optical spectrum 
analyzer (OSA) for analysis. The power of the pump and signal waves entering the PPLN in 
the copier direction was 25.8 and 14.9 dBm, respectively. A total power up to 27.6 dBm was 
launched into the device in the PSA direction. 
 
Fig. 1. Experimental set-up used to characterize PS amplification. BPF - band-pass filter; 
EDFA - erbium-doped fiber amplifier; OP – optical processor; OSA – optical spectrum 
analyzer; PC - polarization controller; VOA - variable optical attenuator. 
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2.1. Results and discussion 
The comparison between experimental results and numerical simulations using the model 
presented in [10] describing the cSHG/DFG interaction is depicted in Fig. 2. In the numerical 
simulations, it was assumed identical insertion losses for both sides of the PPLN device. 
Phase sensitive operation is clearly evident in results shown in Figs. 2(a)-2(c). The PS 
gain, defined as the ratio between the signal power in PS and in PI modes, depends on the 
phase added to the pump wave, exhibiting maximum gain and attenuation (minimum gain) 
peaks for phase values of around 1.6π and π, respectively. The phase sensitive dynamic range 
(PSDR), defined as the ratio between the maximum gain and maximum attenuation [8] 
reached values of approximately 5.3, 8.6 and 8.8 dB for the devices with 3, 4.5 and 6 cm, 
respectively. In Figs. 2(d)-2(f), the experimental results and numerical simulations show that 
the PSDR increases with the PSR, but for PSR values higher than 15 dB this variation is 
small. In Figs. 2(g)-2(i), the results indicate that the PSDR increases with PPS. As higher PPS 
means higher pumping power for the same PSR value, this is an expected result. For the 3 cm 
waveguide a good agreement between experimental data and simulations is verified. For the 
other devices, the experimental values are up to 3 dB lower than the simulations. This 
discrepancy is thought to originate from power loss resulting from sum-frequency generation 
between the SHG and the input signals. In these devices, intense green light emission was 
observed for high pumping powers as previously. This phenomenon was also observed in [8], 
where it was suggested that it is the result of sum-frequency generation between the SHG and 
the input signals. Green light emission along with green light induced infrared absorption 
(GRIIRA) in lithium niobate depletes the power of the second-harmonic and decreases the 
PSDR [8,18]. In addition, the QPM temperature changed due to residual photorefractive 
damage. As higher PSDR means better phase regenerative properties [8], higher PSR and PPS 
would be desirable. However, these effects cause a trade-off where, on one hand, increasing 
pump power results in stronger green light emission, GRIIRA and photorefractive damage. 
On the other hand, reducing the signal power degrades the optical signal-to-noise ratio. 
 
Fig. 2. Experimental results for the devices with lengths of: (a), (d) and (g) 3 cm; (b), (e) and 
(h) 4.5 cm; (c), (f) and (i) 6 cm. (a)-(c) Experimental and simulated PS gain as a function of the 
phase added to the pump wave in the OP for PPS of 27.6 dBm and PSR of 10 dB. (d)-(f) 
Experimental and simulated PSDR curves as a function of the PSR for PPS = 27.6 dBm. (g)-(i) 
Maximum experimental PS gain (asterisks) and attenuation (triangles), simulated (solid curve) 
and experimental (circles) PSDR and QPM temperature (dots) as a function of PPS, for PSR = 
10 dB. 
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3. Black-box regenerator for BPSK signals 
In this section, a bi-directional PPLN-based “black-box” phase regenerator for BPSK signals 
is investigated. The set-up used in these experiments is depicted in Fig. 3. In order to enable 
“black-box” operation, a non-degenerate pump configuration for the PS amplifier is adopted 
in this section. This configuration allows the generation of a modulation-free phase-correlated 
idler in the pump generation stage that will later act as the second pump (Pump2) for PSA. 
Although this configuration differs from the one characterized in section 2, the main 
qualitative conclusions of the influence of parameters such as PPS and PSR are still valid. In 
this case, it is the second harmonic of the input signal that interacts with the pump waves 
through DFG. It should be noted that the wavelength and phase relations of the generated 
wave are now given by 1/λp2 = 2/λs – 1/λp1 and φp2 = 2φs + 2φsN – φp1, where the indices s, p1, 
p2 and sN stand for signal, Pump1, Pump2 and signal noise, respectively. Therefore, the 
BPSK modulation is stripped, but an excess phase noise 2φsN is transferred to the generated 
second pump [4]. In order to reduce the excess phase noise and improve carrier recovery 
performance, an injected-locked semiconductor laser is introduced in the set-up as well as an 
electrical phase-locked loop (PLL) and a PZT fiber stretcher to compensate slow path length 
deviations [4]. 
A noisy 10 Gb/s phase modulated signal was generated by modulating the light emitted by 
an ECTL with a phase modulator (PM) driven by a noisy electrical signal. A pseudo random 
bit sequence of length 215–1 was used in this experiment. Additional white noise was 
provided by a noise source composed by two cascaded EDFAs interleaved by a 3 nm BPF. 
The contribution of each noise source was selected in order to obtain standard deviation 
values of the detected symbols for phase and amplitude of 0.25 and 0.1, respectively, before 
entering the PPLN for phase regeneration. Part of the modulated signal was combined with 
the Pump1 wave emitted from another ECTL in a WDM coupler and injected into the PPLN 
device. In this experiment, a PPLN that was not characterized in the previous section was 
selected. The new PPLN was chosen as a trade-off between the spectral operational range of 
the injection-locking laser and the pass band of the WDM coupler, while enabling room 
temperature operation. The PPLN waveguide length, poling period, QPM wavelength at 
21°C, MgO content and SHG conversion efficiency were 6 cm, 19.1 μm, 1549.3 nm, 5% and 
560%/W, respectively. 
 
Fig. 3. Experimental set-up for the bi-directional PPLN-based black-box regenerator with 
injection-locking for carrier recovery. MUX/DEMUX – WDM multiplexer/demultiplexer; 
ODL – optical delay line; OP – optical processor; Rx – coherent receiver. 
After generation of the Pump2 wave in the PPLN, the excess phase noise was reduced by 
the semiconductor injection-locked laser as in [4]. The WDM multiplexer/demultiplexer 
(MUX/DEMUX) was used to filter all the signals except Pump2 at the input to the 
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semiconductor laser and also to combine its output signal with the other pump coming from 
the Pump1 arm. Then, the phase-correlated pumps were combined with the modulated signal 
from the Signal arm and sent to an OP and an EDFA for power equalization and amplification 
before entering the PPLN for phase regeneration. The function of this EDFA is to compensate 
for the attenuation required at the input of the OP due to maximum input power constraints 
and for passive losses. As in the previous section, the OP allowed switching from PI to PS 
mode by blocking the pump2 signal. The input power going into the PPLN waveguide in the 
pump generation direction was about 27.3 dBm whereas in the PSA direction it was varied up 
to a maximum value of 28.9 dBm. Optical delay lines (ODLs) and polarization controllers 
(PCs) were also introduced in the Signal and Pump1 arms to guarantee path length and 
polarization alignment. 
A part of the regenerated signal was tapped from a 10% tap located between the PPLN 
and the WDM coupler and sent to a variable bandwidth BPF and a single polarization 
coherent receiver. The coherent receiver was composed by a 100 kHz linewidth ECTL used 
as the local oscillator and a 90° optical hybrid received with DC-coupled photodiodes at the 
input to a 40 GSample/s real-time sampling oscilloscope with a 13 GHz bandwidth. The 
deviations of the equalized path lengths were compensated by a PLL shown in the phase 
locking control box in Fig. 3 and a PZT fiber stretcher in the Pump1 arm, as described in [6]. 
The feedback error signal for the PLL was obtained from a fraction of the regenerated signal 
after the PSA stage. 
3.1. Results and discussion 
In order to evaluate the performance of the regenerator the ratio between the standard 
deviations of the received symbols in PI and PS mode (σPI/σPS) for both amplitude and phase 
was measured, for different values of PSR and PPS. The total number of received symbols 
used to obtain the standard deviation values was 4096. It should be noted that even though the 
nomenclature for the signal and pump wave is different in this section, PSR is still the pump-
to-signal power ratio and PPS includes the power of the signal, Pump1 and Pump2 waves. In 
the PSA stage, no significant changes on the standard deviation values for the phase and 
amplitude of the detected symbols were observed before and after the PPLN device, in PI 
operation mode. Therefore, the ratio σPI/σPS is a simple and accurate measurement of the 
regenerative properties in the PS mode. Effective phase or amplitude regeneration occurs 
when σPI/σPS > 1, with better regenerative performances for higher σPI/σPS. The obtained 
results are depicted in Fig. 4. 
For all the measurements performed (Fig. 4(a) and Fig. 4(b)) the ratios σPI/σPS in terms of 
phase are higher than 1, proving effective phase regeneration when the operation mode 
switched from PI to PS. In addition, higher PSR and PPS values resulted in better phase 
regenerative performances, which is in agreement with the PSDR measurements shown in the 
previous section. The phase squeezing characteristic of the bi-directional PPLN-based PS 
amplifier is evident from the constellation diagrams depicted in Fig. 4(c) and the phase 
histograms shown in Fig. 4(d). By switching from PI to PS mode, the phase of the received 
symbols is squeezed towards the real axis of the constellation diagram and the distribution of 
the angles of the ‘0’ and ‘π’ symbols becomes narrower. Amplitude regeneration would be 
expected for PSR ratios close to 0 dB as the PS amplifier operates in the saturation regime 
[15], but it was not observed in this experiment. Even though higher pumping power results 
in better phase regeneration, the results shown in Fig. 4(b) suggest that additional amplitude 
noise is also introduced, as a result of phase-to-amplitude noise conversion [15]. 
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Fig. 4. Ratio between the standard deviations of the received symbols in PI and PS operation 
modes for amplitude and phase as function of: (a) PSR with PPS = 28.9 dBm; (b) PPS with PSR 
= 10 dB. Received constellations (c) and phase histograms (d) of the received symbols in PI 
and PS modes. 
The regenerator studied in this section also suffered from green-light induced refractive 
index change and GRIIRA, affecting both PS gain and system stability. Refractive index 
variation modifies the optical path length of the Pump1 + Signal arm and the generation of the 
second pump, affecting both injection locking and the operation of the PLL. Although the 
time during which the system remained stable was greater than any measurement time, 
improvements on thermal and refractive index stability of the PPLN must be pursued in order 
to make bi-directional PPLN-based PSA a viable technique for phase regeneration. 
4. Conclusion 
An experimental investigation of a PSA set-up and in-line phase regenerator relying on a 
single bi-directional PPLN for both generation of phase-correlated signals and PS operation is 
reported. In both cases, best performance in terms of PSDR and phase regeneration occurred 
for higher PSR and PPS values. 
A trade-off between high PS gain provided by high pump power and system stability was 
observed due to green-light induced refractive index changes, photorefractive damage and 
GRIIRA. Moreover, the bi-directional nature of the proposed scheme enhances this limitation. 
Therefore, it is crucial finding a way to mitigate these issues as well as developing new 
devices with higher efficiencies to reduce high pump power requirements. One possible 
solution is to replace the annealed proton-exchange PPLN devices used in this work by direct-
bonded ZnO-doped PPLN ridge waveguides, as in [19]. Besides their higher non-linear 
efficiency, direct-bonded ridge waveguides are more resistant to deleterious photo-induced 
effects. 
The results presented in this work show that PSAs can be implemented in a single PPLN 
waveguide with bi-directional propagation. Further improvements in the set-up/PPLN 
waveguide and the possibility of photonic integration will reduce the amplification 
requirements and allow savings of devices, temperature controllers and complexity. These 
advantages become especially attractive for regeneration of multi-level phase-encoded signals 
as BPSK regenerators have been suggested as elementary building blocks [4,16] and in 
polarization multiplexed systems. 
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In this Letter, we investigate the influence of the phase and power of pump and signal waves on the gain of a four-
mode phase-sensitive amplifier (PSA) built with a highly nonlinear fiber (HNLF), using a copier + PSA scheme to
generate phase- and frequency-correlated idler waves. Using such an amplifier, low-noise amplification of a
10 Gsymbol/s quadrature phase-shift keying (QPSK) signal, with net gain of ∼20 dB and less than 1 dB optical
signal-to-noise ratio (OSNR) penalty at a bit error ratio (BER) of 10−3, was achieved. We also verified an additional
net gain of 11.6 dB when switching from phase-insensitive to phase-sensitive operation, which is in good agreement
with theoretical predictions of 12 dB. © 2015 Optical Society of America
OCIS codes: (060.0060) Fiber optics and optical communications; (060.2320) Fiber optics amplifiers and oscillators;
(060.4370) Nonlinear optics, fibers; (190.0190) Nonlinear optics; (190.4380) Nonlinear optics, four-wave mixing;
(190.4410) Nonlinear optics, parametric processes.
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In recent years, phase-sensitive amplifiers (PSAs) have
become very attractive for applications in fiber-optic
communication systems because of their unique phase-
sensitive (PS) properties, which enable amplification
below the quantum-limited 3 dB noise figure (NF) of
phase-insensitive amplifiers (PIAs), such as erbium-
doped fiber amplifiers (EDFAs) [1,2]. As PSAs have a
theoretical NF of 0 dB, they can be used to improve
the NF of an amplified optical link, enhancing its perfor-
mance and allowing extension of the maximum transmis-
sion reach [3].
Furthermore, PSAs can be built using a wide range of
nonlinear devices that can be designed to provide a broad
amplification bandwidth within and/or outside the con-
ventional EDFA gain bandwidth [4]. Periodically, poled
lithium niobate waveguides [5], and especially fiber-optic
parametric amplifiers (FOPAs) built with HNLFs [2–4,6],
are the most common examples of such devices.
PS amplification in FOPA-based PSAs is achieved via
four-wave mixing (FWM) interactions, which mediate a
power transfer from the pump(s) to the signal/idler(s)
(amplification) or vice-versa (de-amplification), depend-
ing on the relative phase of the interacting waves [6,7].
PSAs can be classified according to the number of
modes, i.e., the number of signal and idler waves, and
the number of pump waves [8]. Until now, almost all
reported applications of PSAs have been based on either
one-mode [7] or two-mode [6,9,10] PS processes. Re-
cently, however, PS amplification of continuous-wave
signals [8] and PS broadband multicasting [11] using
four-mode PSAs have been demonstrated.
In four-mode PSAs, two pump waves (P1 and P2), one
input signal (S), and three idler waves, denominated as
modulation instability (MI), phase conjugation (PC),
and Bragg scattering (BS) idlers interact in the nonlinear
medium, as depicted in Fig. 1. As in any other PSA, all the
signal, pump, and idler waves must be present at the in-
put of the four-mode PSA, and their frequency and phase
must be correlated to enable PS properties. Moreover,
four-mode PSAs directly involve six different FWM
processes, whose frequency relations are shown in the
table of Fig. 1, in addition to several other spurious inter-
actions. Therefore, the implementation architecture and
power dynamics are more complex than in one-mode or
two-mode PSAs [11]. Despite this disadvantage, four-
mode PSAs provide an additional gain of 12 dB compared
to FOPAs operating in phase-insensitive (PI) mode, i.e.,
without the idlers at the input of the amplifier. Conse-
quently, four-mode PSAs offer an extra gain of 6 dB over
two-mode PSAs, including both single and dual pump
configurations [11]. In addition, only considering the sig-
nal wave, it also provides an OSNR improvement of 12 dB
over a PIA, when the dominant noise source originates
from quantum fluctuations (quantum noise) [12].
Although such advantages come at the expense of reduc-
ing the effective available bandwidth because of the
generation of the additional idler sidebands, such a draw-
back is partially compensated by the broader and flatter
gain bandwidths [10,13] enabled by the dual pump con-
figuration, which makes four-mode PSAs suitable for
multichannel amplification. Nonetheless, half of the
available bandwidth is lost, compared to dual pump
two-mode PSAs, to obtain the gain advantage of 6 dB.
The frequency- and phase-correlated idlers can be
generated using optical combs [14], or the so-called
Fig. 1. Illustration of the input waves of the four-mode PSA.
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copier + PSA scheme [2,6,9], in which a first PI-FOPA
(copier) is used to generate the correlated idlers from
the input signal and pump waves.
In this Letter, the influence of the pump and signal
powers on the net gain of a four-mode PSA are experi-
mentally evaluated, using the copier + PSA scheme
and an optical processor (OP) based on liquid crystal
on silicon (LCOS) technology to statically control the
relative phase of the interacting waves. PS amplification
of a 10 Gsymbol/s quaternary phase-shift keying (QPSK)
signal is also evaluated through bit-error ratio (BER)
measurements as a function of the optical signal-to-noise
ratio (OSNR). To the best of our knowledge, this is the
first report on the performance evaluation of data signals
amplified by four-mode FOPA-based PSAs.
The experiments were carried out using the setup de-
picted in Fig. 2. The two pump waves were generated in
500 kHz linewidth external cavity tunable lasers (ECTLs)
at 1563.81 nm (P1) and 1543.57 nm (P2), and injected into
a phase modulator (PM) driven by three dithering tones
to mitigate stimulated Brillouin scattering (SBS) [2,6].
Using this technique, the SBS threshold was increased
to more than 25 dBm for each pump. The QPSK signal
(S) was generated in an in-phase and quadrature modu-
lator (IQM) from light emitted by another 500 kHz line-
width ECTL at 1561.42 nm. The IQM was driven by two
pseudo-random bit sequences of length 215–1, generated
by a pulse pattern generator (PPG). After amplification in
a high power EDFA, the two pumps were combined with
the QPSK signal. Polarization controllers (PolCs) were
used to align the waves to the same state of polarization.
The frequency- and phase-correlated MI, PC, and BS
waves were generated in HNLF1 (copier stage) at
1566.21, 1545.91, and 1542.24 nm, respectively. The
length, zero dispersion wavelength, dispersion slope,
nonlinear coefficient, and total insertion losses of the
HNLF were 400 m, 1544 nm, 0.02 ps · nm−2 · km−1,
10 W−1 · km−1, and 1 dB, respectively. After idler gener-
ation, the interacting waves were injected into the OP
for power equalization and to adjust the relative phase
of the interacting waves. The OP also enabled switching
from PS to PI operation, by blocking the idler waves, con-
verting the PSA into a four-mode PIA. As all the waves
propagated along the same optical path and with negli-
gible group delay, no active control of the phase relation-
ship between the waves was necessary, contrary to the
experiments in [7] and [2]. Because of the maximum
input power limitations of 10 dBm, a variable optical at-
tenuator (VOA) was placed before the OP and an EDFA
was inserted before the PSA to compensate for the at-
tenuation and insertion losses of the OP. An additional
VOA was inserted to control the total input power into
the PSA. In this Letter, all the measurements were carried
out with PP1 ≈ PP2 ≈ PP , where PP1 and PP2 are the
power of the two pump waves. In PS operation, the
power of the idlers was kept equal to that of the signal.
The length, zero dispersion wavelength, dispersion
slope, nonlinear coefficient, and total insertion losses
of HNLF2 were 500 m, 1549 nm, 0.02 ps · nm−2 · km−1,
17 W−1 · km−1, and 3.5 dB, respectively. The optical spec-
tra and gain properties of the PSA were evaluated using
optical spectrum analyzers (OSAs).
To evaluate the BER performance, amplified spontane-
ous emission (ASE) noise produced by two EDFAs inter-
leaved by a 5 nm bandpass filter (BPF) was loaded to the
QPSK signal, after filtering out the pump and idler waves,
using VOAs to adjust the OSNR.
The QPSK signal was detected in a coherent receiver at
the input to a 13 GHz bandwidth, 40 GSample/s real-time
sampling oscilloscope. A 100 kHz linewidth ECTL was
used as the local oscillator (LO). The signal power at
the input of the hybrid was about 0 dBm. The received
signal was then digitally processed offline, which in-
cluded normalization, re-timing, equalization, frequency-
recovery and carrier-recovery.
The gain of an optically pumped amplifier strongly de-
pends on the power of the signal and pump waves.
Hence, the influence of the power of each pump, PP ,
and of the signal wave, PS , on the net gain (ratio between
the signal power after and before the PSA) was evaluated
by attenuation control of the VOA before the PSA and
of the OP. The experimental results are depicted in
Figs. 3(a) and 3(b). As expected, in either PS or PI modes,
the net gain increases with PP , achieving maximum
values of 20.1 and 10 dB in PS and PI operation, respec-
tively, at PP of 27 dBm. For PP of about 25 dBm, even
though the amplifier was affected by polarization-mode
dispersion, spurious FWM interactions, residual chro-
matic dispersion, and phase dithering, the additional gain
observed when switching from PI to PS operation was
close to the theoretical 12 dB additional gain of four-
mode PSAs. For PS values below −2 dBm, the gain of
the amplifier is almost independent of the signal
power, and of the order 20 dB. For higher PS values,
Fig. 2. Experimental setup.
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the amplifier starts to saturate and the gain decreases, es-
pecially in PS mode, when higher gain values are ob-
served. Numerical simulations calculated by integrating
the nonlinear Schrödinger equation using a split-step Fou-
rier method [10] were also included in Figs. 3(a) and 3(b).
Compared to the experimental results, a similar variation
of the gainwith the power of the signal and pumpwaves is
observed, but we note that gain values calculated by
the numerical simulations are typically 0.5–3 dB higher.
Such gain difference is explained by polarization-mode
dispersion, phase dithering combined with residual chro-
matic dispersion, and local fluctuations of the core size
and shape, which reduce the gain in a real PSA–FOPA
and were not included in the simulations [10].
The PS properties of the PSA are evidenced in
Fig. 3(c), where the net gain of the signal, defined as
the ratio between the power of the signal after and before
the amplifier, as a function of the relative phase shift ap-
plied by the OP, is shown. In Fig. 3(c), the phase shift
applied to the S, BS, P1, or P2 waves is measured relative
to the phase condition for which the maximum gain is
observed. A typical sinusoidal variation of the net gain
with the relative phase of the waves is observed as in
one- and two-mode PSAs [6]. According to the experi-
mental results, a difference between the maximum and
minimum values of the net gain of more than 10 dB
can be observed when changing the relative phase of
waves P1 and P2, whereas only about 6 and 2 dB are ob-
served for the BS and S waves, respectively. A similar
behavior could be observed when changing the phase
of the MI and PC waves, as was also reported in [8].
An uncharacteristic gain variation of about 5 dB is ob-
served in curve P2 of Fig. 3(c) for phase values between
0.4 and 0.9π. A similar variation is also observed in the
numerical simulations shown in Fig. 3(d). This behavior
may be primarily explained by two mechanisms. On one
hand, in four-mode PSAs, any relative phase variation
affects more than one FWM process simultaneously,
which leads to an intricate power transfer among the in-
teracting waves, and thus to a complex PS gain charac-
teristic of the amplifier. On the other hand, a wide
frequency spacing between the two pumps was desired
to reduce deleterious FWM interactions between them
2 × f P1 − f P2 and 2 × f P2 − f P1. To fulfill this require-
ment and because of the limited gain bandwidth of the
EDFA used to amplify the pump waves (pumps box of
Fig. 2), the two pumps could not be symmetrically tuned
around the zero dispersion wavelength of the HNLF.
Therefore, the four-mode PSA was also affected by
residual chromatic dispersion effects. The numerical sim-
ulations of Fig. 3(d) also show that the two mechanisms
contribute for the behavior observed in Fig. 3(c). Com-
pared to the numerical simulations, the minimum net
gain was measured at lower values of the relative phase
in the experiments. This arises from an artifact of the OP
processor, whose real phase shifts did not exactly
coincide with the values inserted in its controlling soft-
ware, which we use in Fig. 3(c). The net gain of the am-
plifier operating in PI mode is also depicted in Fig. 3(c),
for comparison. In this case, a net gain value of 6.6 dB
was obtained, which is about 11.6 dB less than the maxi-
mum gain of the amplifier while operating in PS mode.
The optical spectra measured before and after the PSA,
operating in PS and PI modes for PP  27 dBm and
PS  −5 dBm, are shown in Fig. 4(a). According to the
measured spectra, a similar noise floor at approximately
−10 dBm is obtained at the output of the amplifier, in both
PS and PI modes. This is an expected result because the
noise components are incoherent and uncorrelated, so
the amplifier behaves as a PIA for the noise in bothmodes.
The BER measurements of the QPSK signal as a func-
tion of the OSNR are depicted in Fig. 4(b), for PP of 23,
25, and 27 dBm, in both PS and PI modes. At such power
levels, net gain values of 10.8, 14.8, and 18.9 dB were ob-
served in PS mode, whereas −1.1, 2.0, and 7.5 dB were
obtained in PI mode. For PP of 23 dBm in PI mode, a neg-
ative net gain was measured because the internal gain of
the PSA was insufficient to compensate for the insertion
losses (3.5 dB). Compared to the back-to-back (B2B)
measurements, OSNR penalties at BER  10−3 of 0.3,
0.4, and 0.8 dB for PP of 23, 25, and 27 dBm in PS mode,
and 0.2, 0.7, and 2.2 dB in PI mode were measured. A total
of 5 × 106 symbols were considered for the BERmeasure-
ments. The experimental results suggest that there is at
least one impairing mechanism that is partially mitigated
in PS mode, but additional measurements are required to
identify the exact cause. Additionally, a shift to higher
BER values is observed for the B2B measurements at
OSNRs between 8.5 and 10 dB, which we believe to be
caused by poor biasing of the modulator.
Concerning the noise properties of the amplifier, two
possible NF definitions can be considered for a PSA. The
Fig. 3. Variation of the net gain with: (a) PP, for PS  −7 dBm;
and (b) PS, for PP  27 dBm. The solid lines correspond to
numerical simulations. (c) Experimental and (d) simulated
variation of the net gain with the relative phase added in the
OP, and for PP  27 dBm and PS  −3 dBm.
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most correct one accounts for the combined noise prop-
erties of the signal and idler waves [15]. However, meas-
uring the NF of the combined signal and idlers is difficult
because the signal and idler waves have different OSNRs
before the amplifier. This would require a detailed and
thorough analysis, which is outside of the scope of this
Letter. A more practical PSA NF definition considers only
the input and output OSNR of the signal wave. Using this
approach, NF values of −8.5, −8.7, and −5 dB in PS mode,
and 3.4, 3.8, and 5.6 in PI mode were measured for PP of
23, 25, and 27 dBm, respectively. Considering only the
signal wave and given that the noise of the signal and
of each idler wave is uncorrelated, a theoretical OSNR
variation of −12 dB is expected for input waves impaired
by quantum noise, or −6 dB in the case of the dominant
noise source not being quantum noise [12,16]. For a refer-
ence bandwidth of 0.1 nm at a wavelength of 1550 nm, the
quantum noise limit is −61 dBm [16]. However, the noise
level of the input waves is much higher than this limit, as
depicted in Fig. 4(a), because of the noise added by the
EDFA after the OP. This noise is also uncorrelated, which
enabled an improvement of the OSNR [2]. Hence, a maxi-
mum OSNR improvement of 6 dB would be expected in
PS mode as long as the OSNR of the signal and idler
waves was equal at the input to the PSA, which was
not the case in these measurements. Recently, Malik et al.
[12] showed that, when the quantum noise is not the dom-
inant noise source, unbalanced signal-idler input OSNRs
can enhance the OSNR of the signal [12]. In this experi-
ment, an OSNR improvement of the signal wave of ∼9 dB
was measured, at the expense of degrading the OSNR of
the BS idler by ∼5 dB.
In summary, we experimentally investigated the influ-
ence of the signal and pump powers on the net gain of a
four-mode FOPA-based PSA, showing that the gain is
primarily determined by PP and that PS becomes impor-
tant only when the amplifier starts to saturate.
We also demonstrated high-gain amplification (∼20 dB
gain) of a 10 Gsymbol/s QPSK signal in the four-mode
PSA, achieving an OSNR penalty lower than 1 dB at a
BER of 10−3. An additional gain of ∼12 dB was obtained
when switching the amplifier from PI to PS operation
modes, as well as an OSNR improvement of 5 dB, in
contrast to the OSNR degradation higher than 3 dB in
PI mode.
The reported gain and performance results are very
encouraging and can be further improved by using
HNLFs with better characteristics, and optimization of
the pumps wavelength to minimize chromatic dispersion.
Combined with the possibility of amplification outside of
the erbium band, high gain and low noise properties
make four-mode PSAs very interesting candidates to
improve the performance of lightwave communication
systems.
A. Albuquerque acknowledges funding from Fundação
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Fig. 4. (a) Optical spectra measured at the input of the PSA
(In) and after the PSA, in PS and PI operation modes, with a
wavelength resolution of 0.1 nm. (b) BER as a function of
the OSNR, B2B, and after the PSA, operating in both PI and
PS modes, with Pp values of 23, 25, and 27 dBm.
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