Abstract. This paper is concerned with transition paths within the framework of the overdamped Langevin dynamics model of chemical reactions. We aim to give an efficient description of typical transition paths in the small temperature regime. We adopt a variational point of view and seek the best Gaussian approximation, with respect to Kullback-Leibler divergence, of the non-Gaussian distribution of the diffusion process. We interpret the mean of this Gaussian approximation as the "most likely path" and the covariance operator as a means to capture the typical fluctuations around this most likely path.
Introduction
Determining the behavior of transition paths of complex molecular dynamics is essential for understanding many problems in physics, chemistry and biology. Direct simulation of these systems can be prohibitively expensive, mainly due to the fact that the dynamical systems can exhibit the phenomenon of metastability, which involves disparate time scales: the transition between metastable states is logarithmic in the inverse temperature, whilst fluctuations within the metastable states have durations which are exponential in the inverse temperature. In many systems interest focusses on the transition between metastable states and not the local fluctuations within them. This paper addresses the problem of characterizing the most likely transition paths of molecular models of chemical reactions.
Consider the Langevin stochastic differential equation
(1.1) dx(t) = −∇V (x(t))dt + √ 2εdW (t), subject to the end-point conditions (1.2) x(0) = x − , x(T ) = x + .
Here V : R d → R is the potential function, W is a standard Brownian motion in R d and ε > 0 is a small parameter related to the temperature of the thermal system. The process x(t), t ∈ [0, T ] of (1.1) satisfying the two-point boundary condition (1.2) is understood as the process starting from x(0) = x − conditioned on x(T ) = x + [16] . In molecular dynamics, a sample path of this conditioned process describes the temporal evolution of molecules making a transition between two atomistic configurations x ± . In this paper, we will assume that x ± are critical points of V ; indeed most interest focusses on the case where both endpoints are chosen to be local minima of V .
When the temperature ε is small and when the end-point condition on x(T ) is removed, typical realisations of (1.1) exhibit fluctuations around the local minima of V for long stretches of time (exponential in ε −1 ) while the occasional rapid transitions between different minima occur on a much shorter time scale which is only logarithmic in ε −1 . The difference between these time scales makes it difficult to sample transition paths when ε is small. As an alternative to direct sampling, several notions of "most likely transition paths" have been proposed; of particular interest here are the Freidlin-Wentzell and Onsager-Machlup theories.
In the zero temperature limit ε → 0, the behaviour of transition paths can be predicted with overwhelming probability using large deviation theory [14] . For any fixed T , the solution processes x(t) to (1.1), (1.2) satisfy a large deviation principle with rate (or action) functional given by for ε small enough. Here P denotes the law of the process defined in (1.1), (1.2) . Note that P depends on ε. The boundary conditions on ϕ imply that S can be rewritten as [10, 11] is based on minimization of the action functional (1.3) over paths parameterized by arclength. See the the review article [28] for recent development of transition path theory.
S(ϕ)
At finite temperature ε > 0, optimal transition paths can be defined as minimizers of the Onsager-Machlup functional [9] . This functional is defined by maximizing small ball probabilities for paths x(·) solving (1.1), (1.2) . To be more precise, we denote by P 0 the law of the Brownian bridge on [0, T ] connecting x − and x + , corresponding to vanishing drift (V = 0) in (1.1), (1.2), which depends on ε. Then under certain conditions on V (see (ii) of Remark 2.2), the measure P is absolutely continuous with respect to P 0 and the Radon-Nikodym density is given by (1.4) dP dP 0 (x) = 1 Z exp − 1 2ε △V (x(t))dt.
In [9] it was shown that for any
where B r (x) denotes a ball in C([0, T ]; R d ) with center x and radius r. Hence for any fixed x 2 , the above ratio of the small ball probability, as a function of x 1 , is maximized at minimizers of I ε . In this sense minimizers of I ε are analogous to Maximum A Posterior (MAP) estimators which arise for the posterior distribution P in Bayesian inverse problems; see [8] .
The Onsager-Machlup functional (1.6) differs from the Freidlin-Wentzell functional only by the integral of the Itô correction term ε△V . This difference arises because of the order in which the limits ε → 0 and δ → 0 are taken: in FreidlinWentzell theory the radius of the ball δ is fixed and limit ε → 0 is studied while in Onsager-Machlup theory ε is fixed and limit δ → 0 is studied. For fixed T > 0, it is clear that I ε (ϕ) → S(ϕ) as ε → 0. Hence for fixed time scale T the OnsagerMachlup theory agrees with the Freidlin-Wentzell theory in the low temperature limit. However, this picture can be different for large T , more precisely when T → ∞ as ε → 0. In fact, as demonstrated in [24] , it is possible that when T ≫ 1, the MAP transition path spends a vast amount of time at a saddle point of V rather than at minima; moreover, for two paths with the same energy barrier, the one passing through steeper confining walls is always preferred to the other since a larger value of △V gives rise to a lower value of I ε . The discussion about the order of limits gives a clue as to why this apparent contradiction occurs: by studying the limit δ → 0 in Onsager-Machlup theory, for fixed temperature ε, we remove entropic effects.
Both minimizing the Onsager-Machlup functional (1.6) or finding MAP estimators are attempts to capture key properties of the distribution P by identifying a single most likely path. This can be viewed as approximating the measure P by a Dirac measure in a well-chosen point. The key idea in this paper is to find better approximations to ν by working in a larger class of measures than Diracs. We will study the best Gaussian approximations with respect to Kullback-Leibler divergence. The mean of an optimal Gaussian should capture the concentration of the target measure while its fluctuation characteristics are described by the covariance of the Gaussian. Furthermore the fluctuations can capture entropic effects. Thus by using the Gaussian approximation we aim to overcome the shortcomings of the Onsager-Machlup approach. The idea of finding Gaussian approximations for nonGaussian measures by means of the Kullback-Leibler divergence is not new. For example, in the community of machine learning [26] , Gaussian processes have been widely used together with Bayesian inference for regression and prediction. Similar ideas have also been used to study models in ocean-atmosphere science [18] and computational quantum mechanics [2] . Recently, the problem of minimizing the Kullback-Leibler divergence between non-Gaussian measures and certain Gaussian classes was studied from the calculus of variation point of view [23] and numerical algorithms for Kullback-Leibler minimization were discussed in [22] .
The present paper builds on the theory developed in [23] and extends it to transition path theory. More specifically, the set of Gaussian measures for approximations is parameterized by a pair of functions (m, A), where m represents the mean and A (defined in (3.1)) is used to define the covariance operator for the underlying Gaussian measure. For a fixed temperature ε, the Kullback-Leibler divergence is expressed as a functional F ε depending on (m, A) and existence of minimizers is shown in this framework. Then the asymptotic behaviour of the best Gaussian approximations in the low temperature limit is studied in terms of the Γ-convergence of the functionals {F ε }. The limiting functional (4.13) is identified as the sum of two parts. The first part, depending only on m, is identical to the Γ-limit of the rescaled Freidlin-Wentzell action functional, implying that for ε → 0 the most likely transition paths defined as the best Gaussian mean m coincide with large deviation paths. The second part expresses the penalty for the fluctuations in terms of A, which is minimized when A is identical to D 2 V (m). This has the natural interpretation that the fluctuations are described by an inhomogeneous OU process found by linearizing about the large-deviations path.
This paper is organized as follows. In the next section we introduce a timerescaling of the governing Langevin equation, in terms of ε, in which the undesirable effects of the Onsager-Machlup minimization are manifest; we also introduce some notation used throughout the paper. Furthermore, assumptions on the potential V are discussed. In Section 3, we define the subset of Gaussian measures over which Kullback-Leibler minimization is conducted; the existence of minimizers to the variational problem is established at the end of this section. Then in Section 4, we study the low temperature limit of the Gaussian approximation using Γ-convergence. The main Γ-convergence result is given in Theorem 4.7. Proofs of Theorem 4.7 and related results are presented in Section 5.
2. Set-up and Notation 2.1. Set-up. As discussed in the previous section, the key issue which motivates our work is the difference in behaviour between minimizers of the Freidlin-Wentzell action and the Onsager-Machlup functional. This difference is manifest when T ≫ 1 and is most cleanly described by considering the time scale T = ε −1 . The Γ-limit of the Onsager-Machlup functional (1.6) is studied, as ε → 0, under this timerescaling, in [25] ; the limit exhibits the undesirable effects described in the preceding section. Our objective is to characterize the Γ-limit for the variational problems arising from best Gaussian approximation with respect to Kullback-Leibler divergences, under the same limiting process.
Applying the time scaling t → ε −1 t to the equation (1.1) and noticing the boundary conditions (1.2), yields
The transformed SDE has an order one noise but a strong drift; it will be our object of study throughout the remainder of the paper. For technical reasons, we make the following assumptions on the potential V .
Assumptions 2.1. The potential V appearing in (2.1) satisfies:
is finite. (A-3) coercivity condition:
(A-4) growth condition:
(A-5) V (x) → ∞ when |x| → ∞ and there exits R > 0 such that
(A-6) monotonicity condition:
, are typical assumptions when proving Γ-convergence results for Ginzburg-Landau and related functionals [13, 17] . The smoothness condition (A-1) is needed because our analysis involves a Taylor expansion of order three for Ψ ε . Furthermore, we will use conditions (A-4)-(A-6) to analyze the Γ-convergence problem in this paper. These assumptions will be employed to simplify the expectation term in the Kullback-Leibler divergence (see the expression (3.24)).
(ii) The condition (A-5) is a Lyapunov type condition which guarantees that at small temperature (ε ≤ 1) the solution to the SDE in (2.1) does not explode in finite time. The probability measure determined by this process is absolutely continuous with respect to the reference measure of the Brownian bridge. See [27, Chapter 2] for more discussions about the absence of explosion. Moreover, by the definition of Ψ ε , (A-5) implies that for any δ ∈ R there exists a constant C > 0 depending only R and δ such that
Such lower bound will be used to prove the compactness of the functionals of interest (see Proposition 4.6). (iii) These conditions are not independent. For instance, the coercivity condition (A-3) can be deduced from the monotonicity condition (A-6) when V (x) is non-constant for large |x|. Hence particularly (A-5) and (A-6) imply (A-3). (iv) The set of functions satisfying conditions (A-1)-(A-7) is not empty: they are fulfilled by all polynomials. Therefore many classical potentials, such as the Ginzburg-Landau double-well potential
For ε > 0 we denote by µ ε the law of the above bridge process x defined in (2.1) and µ 0 the law of the corresponding bridge for vanishing drift (V = 0) in (2.1).
Then, by identical arguments to those yielding (1.4), µ ε is absolutely continuous with respect to µ 0 and the Radon-Nikodym density is given by
where Ψ ε is given by (1.5) and Z µ,ε is the normalization constant. Note that the extra factor 1 ε with respect to (1.4) is due to the time rescaling.
2.2. Notation. Throughout the paper, we use C (or occasionally C 1 and C 2 ) to denote a generic positive constant which may change from one expression to the next and is independent of the temperature and any quantity of interest. We write 
, the norm is defined by
We also define H
For matrices A, B ∈ S(d, R) we write A ≥ B when A − B is positive semidefinite. The trace of a matrix A is denoted by Tr(A). Denote by A T the transpose of A and by |A| F the Frobenius norm of A. Given A ∈ S(d, R) with the diagonalized form A = P T ΛP, we define the matrix matrix |A| := P T |Λ|P. For matrices A = (A ij ) and B = (B ij ), we write
Define the matrix-valued operator ∂
and
and let H −s be the dual. In addition, we define product spaces
be its gradient, which is a second order tensor (or matrix). Given a potential V :
, we denote by ∇T its gradient, which is a rank 3 tensor with (∇T) ijk = ∂Tij ∂x k . In particular, we use D 3 V to denote the gradient of the Hessian D 2 V . Finally we write ν ≪ µ when the measure ν is absolutely continuous with respect to µ and write ν ⊥ µ when they are singular. Throughout the paper, we denote by N (m, Σ) the Gaussian measure on L 2 (0, 1) with mean m and covariance operator Σ. Moreover, the Gaussian measures considered in the paper will always have the property that, almost surely, draws from the measure are continous functions on [0, 1] and thus that point-wise evaluation is well-defined. Given h ∈ L 2 (0, 1), define the translation map T h by setting T h x = x + h for any x ∈ L 2 (0, 1). Denote by T * h µ the push-forward measure of a measure µ on L 2 (0, 1) under the map T h .
Kullback-Leibler Minimization
3.1. Parametrization of Gaussian Measures. In this subsection, we describe the parametrization of the Gaussian measures that we use in our Kullback-Leibler minimization. To motivate our choice of parameterization we consider the SDE (2.1). This equation has order-one noise, but with a strong gradient-form drift which will, most of the time, constrain the sample path to the neighbourhood of critical points of V . The size of the neighbourhood will be defined by small fluctuations whose size scales with ε 1 2 . To capture this behaviour we seek an approximation to (2.1) of the form x = m + z, where m is a path connecting x ± in unit time and where z describes the small fluctuations. We aim to find m from an appropriate class of functions, and z as time-inhomogenous Ornstein-Uhlenbeck process
The time-dependent functions (m, A) become our unknowns. For subsequent discussions, we require m ∈ H 1 ± (0, 1). For A we assume that A ∈ H 1 (0, 1), i.e. A ∈ H 1 (0, 1; R d×d ) and A(t) is symmetric for any t ∈ (0, 1). The symmetry property will simplify the the calculation of the change of measures below, and will also help when estimating the Greens functions used to show the Γ-convergence in Section 4.
Let ν ε be the distribution of the process z defined by (3.1) and let µ 0 be the corresponding Brownian bridge (with A = 0). The lemma below shows that ν ε is a centred Gaussian with the covariance operator given by the inverse Schrödinger operator
denotes the inverse of the Schrödinger oprator
with Dirichlet boundary condition. Let M ε (t; s) be the fundamental matrix satisfying
. Then the Radon-Nikodym density of ν ε with respect to µ 0 is given by
where
Proof. Let z be the unconditioned Ornstein-Uhlenbeck process that satisfies
Denote by ν ε the law of z(t), t ∈ [0, 1] solving (3.5) and by µ 0 the law of the process √ 2W (t). It follows from Girsanov's theorem that
Simplifying the exponent on the right side of the above by Itô's formula gives
After conditioning on z(1) = 0 and using [16, Lemma 5.3] , (3.3) follows from (3.7). We now calculate the normalization constant Z ν,ε . Let ρ 1 be the density of the distribution of z(1) under the measure ν ε . Let µ y be law of the conditioned process
, one can see that for any bounded measurable function f :
where we have used the fact that z(1) ∼ N (0, 2 · I d ) when z is distributed according to µ 0 . Then we can read from (3.8) that (3.9)
On the other hand, we know from Appendix B that the solution of (3.5) can be represented as
where M ε is the fundamental matrix. In particular, by Itô's isometry the random variable z(1) is a centred Gaussian with covariance
where M ε (t) = M ε (1, t). Therefore we obtain an alternative expression for ρ 1 , namely
.
Comparing the expressions (3.9) and (3.10) yields (3.4). Finally, by the same arguments used in the proof of [23, Lemma C.1], one can see that
We remark that the covariance operator
and is trace-class on L 2 (0, 1); see Lemma C.5 and Remark C.6. The sample paths z are almost surely continuous and the covariances are given by
Here G ε (t, s) is the Green's tensor (fundamental matrix) of the elliptic operator (−∂ 2 t + B ε ) under Dirichlet boundary conditions, i.e. for any s ∈ (0, 1),
With a description of the centered fluctuation process z in hand we now move on to discuss the non-centered process x = m + z, whose law is denoted by ν ε . It is clear that ν ε = N (m, Σ ε ). Because of (3.1), ν ε can also be viewed as the law of the following conditioned Ornstein-Uhlenbeck process
Hence the Gaussian measure ν ε is parametrized by the pair of functions (m, A).
To conclude, recalling the space
, we define the family of Gaussian measures as
For a > 0, we denote by A a the set of Gaussian measures defined in the same way as (3.14) but with H replaced by H a .
Calculations of Kullback-Leibler divergence.
To quantify the closeness of probability measures, we use the Kullback-Leibler divergence, or relative entropy. Given two probability measures ν and µ, with ν absolutely continuous with respect to µ, the Kullback-Leibler divergence of ν and µ is
where E ν denotes the expectation taken with respect to the measure ν; if ν is not absolutely continuous with respect to µ, then the Kullback-Leibler divergence is defined as +∞. Sometimes it is convenient to evaluate the Kullback-Leibler divergence through a reference measure µ 0 . If the measures µ, ν and µ 0 are mutually equivalent, then the Kullback-Leibler divergence can be expressed as
In this section, we calculate the Kullback-Leibler divergence between the nonGaussian measure µ ε (defined by (2.8)) and the parametrized Gaussian measure ν ε = N (m, Σ ε ). Recall that ν ε is the law of the time-inhomogeneous OrnsteinUhlenbeck process (3.1). Recall also that µ 0 is the law of the Brownian bridge process corresponding to vanishing drift in the SDE (2.1). It is clear that
In order to evaluate the above Kullback-Leibler divergence by using (3.15), we need to calculate the Radon-Nikodym derivative dν ε /dµ 0 . Lemma 3.2. Let m ∈ H 1 ± (0, 1) and A ∈ H 1 (0, 1). Then the Radon-Nikodym density of ν ε with respect to µ 0 is given by
and the normalization constant (3.18)
Proof. First by definitions of ν ε and µ 0 , we know that ν ε = T * m ν ε and µ 0 = T * m0 µ 0 . Then we have
Observe that for any Borel set A ⊂ L 2 (0, 1),
This together with Lemma 3.1 implies that
Furthermore, by the Cameron-Martin formula we have
Recall that m 0 (t) = x − (1 − t) + x + t. Using the fact that x(0) = x − , x(1) = x + when x is distributed according to T * m µ 0 (or T * m0 µ 0 ), we can simplify the exponent of above as follows:
Hence one can obtain (3.16) from (3.19)- (3.22) where the normalization constant
This together with (3.4) implies (3.18).
According to the definition of µ ε (given by (2.8)), Lemma 3.2 and the expression (3.15) for the Kullback-Leibler divergence we obtain that
where (3.24)
. The form of D KL (ν ε ||µ ε ) is interesting: the first two terms comprise a "fattened" version of the Onsager-Machlup functions (1.6), where the fattening is characterized by the entropic fluctuations of the process z. The remaining terms penalize those entropic contributions. This characterization will be particularly clear in the small noise limit -see Remark 4.10.
Variational Problem. Recall the set of Gaussian measures
where B ε = ε −2 A 2 −ε −1 A ′ and that A a is defined in the same way with H replaced by H a for some a > 0. Given the measure µ ε defined by (2.8), i.e. the law of transition paths, we aim to find optimal Gaussian measures ν ε from A or A a minimizing the Kullback-Leibler divergence D KL (ν ε ||µ ε ). To that end, first in view of (3.23), the constants |x1−x0| and log(Z µ,ε ) can be neglected in the minimization process since they do not depend on the choice of ν ε . Hence we are only concerned with minimizing the modified Kullback-Leibler divergence D KL (ν ε ||µ ε ). Furthermore, instead of minimizing D KL (ν ε ||µ ε ), we consider the variational problem (3.25) inf
where γ > 0 and A is given by (3.14). We will also study the minimization problem over the set A a . The reasons why the problem (3.25) is of interest to us are the following. First, multiplying D KL (ν ε ||µ ε ) by ε does not change the minimizers. Yet after this scaling the m-dependent terms of D KL (ν ε ||µ ε ) (the first two terms on the right hand side of (3.24)) and the A-dependent terms (middle line of (3.24)) are well-balanced since they are all order one quantities with respect to ε. Moreover, the regularization term ε γ A 2 H 1 (0,1) is necessary because the matrix B ε , along any infimizing sequence for ε D KL (ν ε ||µ ε ), will only converge weakly and the minimizer may not be attained in A. This issue is illustrated in [23, Example 3.8 and Example 3.9] and a similar regularization is used there.
Remark 3.3. The normalization constant Z µ,ε in (3.23) is dropped in our minimization problem. This is one of the advantages of quantifying measure approximations by means of the Kullback-Leibler divergence. However, understanding the asymptotic behavior of Z µ,ε in the limit ε → 0 is quite important, even though this is difficult. In particular, it allows us to study the asymptotic behavior of the scaled Kullback-Leibler divergence εD KL (ν ε ||µ ε ), whereby quantitative information on the quality of the Gaussian approximation in the small temperature limit can be extracted. In the next section we study behavior of the minimizers of F ε in the limit ε → 0; we postpone study of εD KL (ν ε ||µ ε ), which requires analysis of Z µ,ε in the limit ε → 0, to future work.
Remark 3.4. We choose the small weight ε γ with some γ > 0 in front of the regularization term with the aim of weakening the contribution from the regularization so that it disappears in the limit ε → 0. For the study of the Γ-limit of F ε , we will consider γ ∈ (0, Remark 3.5. The Kullback-Leibler divergence is not symmetric in its arguments. We do not study D KL (µ ε ||ν ε ) because minimization of this functional over the class of Gaussian measures leads simply to moment matching and this is not approprpriate for problems with multiple minimizers, see [3, Section 10.7] .
The following theorem establishes the existence of minimizers for the problem (3.25). Theorem 3.6. Given the measure µ ε defined by (2.8) with fixed ε > 0. There exists at least one measure ν ∈ A (or A a ) minimizing the functional
Proof. We only prove the theorem for the case where the minimizing problem is defined over A a since the other case can be treated in the same manner. First we show that the infimum of (3.26) over A a is finite for any fixed ε > 0. In fact, consider A * = a · I d with a > 0 and m * being any fixed function in H 1 ± (0, 1). Then we show that F (m * , A * ) is finite. For this, by the formula (3.24), we only need to show that
Since A * = a · I d , from (3.11) one can see that z(t) ∼ N (0, 2G ε (t, t)) under the measure ν ε . In addition, it follows from (5.14) that |G ε (t, t)| F ≤ Cε a.e. on (0, 1) for some C > 0. Then from the growth condition (A-4) on Ψ ε and the fact that 
a (0, 1) and some β ∈ (0, 1). Hence we only need to show that the latter statement is true. In fact, if sup n A n H 1 (0,1) < ∞, then there exists a subsequence {A n k } and some 
Low Temperature Limit
In this section, we aim to understand the low temperature limit of the best Gaussian approximations discussed in the previous section. This will be done in the framework of Γ-convergence. First we recall the definition of Γ-convergence (see [4, 20] ) and introduce some functionals which are closely related to the Gaussian approximations.
4.1. Notion of Γ-convergence and preliminaries. Definition 4.1. Let X be a topological space, ε > 0 and F ε : X → R a family of functionals. We say that F ε Γ-converges to F : X → R as ε → 0 if the following two conditions hold:
(i) (Liminf inequality) for every u ∈ X and every sequence u ε ∈ X such that u ε → u,
(ii) (Limsup inequality) for every u ∈ X there exists a sequence u ε such that u ε → u and
For studying the low temperature limit of the Gaussian approximations, we consider the following family of functionals: 
In order to study the Γ-limit of F ε , we equip the space X with a product topology such that the convergence (
The reason for choosing the weak topology for A is that the functional F ε is coercive under such topology only, see Proposition 4.6. Now before we proceed to discussing the Γ-convergence of F ε , we first state a useful Γ-convergence result for the classical Ginzburg-Landau functional
Notice that in the above definition, any m such that E ε (m) is finite should satisfy the Dirichlet boundary conditions m(0) = x − and m(1) = x + . To define the Γ-limit, we introduce the following further notations. Recall that E defined in (2.2) is the set of critical points of V. For each pair x − , x + ∈ E , we define the set of transition paths
Define the functional
and set J (m) := J ∞ (m). We also define the function
Denote by BV(0, 1; E ) the set of functions in BV(0, 1) taking values in E a.e. on [0, 1]. For any u ∈ BV(0, 1; E ), let J(u) be the set of jump points of u on (0, 1), and let u(t ± ) the left and right sided limits of u at time t ∈ [0, 1]. Given x ± ∈ E , if either x − or x + is a local minimum or maximum of potential V and if V satisfies (A-1)-(A-3) of Assumption 2.1, it was shown in [25, Lemma 2.1] that the infimum Φ(x − , x + ) is attained by the heteroclinic orbits m * of the Hamiltonian system
In this case,
Remark 4.2. Suppose that V satisfies the Assumption (2.1). For any x − , x + ∈ E , according to [13, Lemma 3.2] , the lowest energy cost Φ(x − , x + ) has the following equivalent form:
The equivalent formulation is an important ingredient for proving the Γ-convergence of E ε ; see e.g. [13, 4] .
The following lemma, concerning the compactness of E ε , will be very useful in identifying its Γ-limit. Its proof can be found in [17, Theorem 1.2].
Lemma 4.3. Assume that the potential V satisfies (A-1)-(A-3) . Let ε n → 0 and let {m n } ⊂ H 1 ± (0, 1) be such that lim sup
Then there exists a subsequence {m n k } of {m n k } and an m ∈ BV(0, 1; E ) such that
We remark that we incorporate the boundary conditions m n (0) = x − , m n (1) = x + in the statement of the lemma since m n ∈ H 1 ± (0, 1). The following Proposition identifies the Γ-limit of E ε with respect to L 1 -topology; this is based upon Lemma 4.3 and the standard Modica-Mortola type arguments (see [21, 1, 25] ). The proof is given in Appendix D. The same Γ-convergence result was claimed in [25] , but the proof there was actually carried out with respect to the topology in the space of bounded variations. 
Main results.
This subsection presents the main results about the Γ-convergence of the functional F ε ; the proofs will be presented in the next section. Roughly speaking, our arguments indicate that the Γ-limit of F ε on X should be
where E(m) is defined by (4.6). However, for technical reasons, we are only able to prove the claim under the condition that the matrix A is positive definite; see Remark 4.11. To make this clear, let us first redefine F ε to be
with some a > 0. Then we can show that F ε as defined in (4.8) Γ-converges to F defined by (4.7) on the space X a for any a > 0; see Theorem 4.7. Recall that
and that convergence of (m n , A n ) in X a means that the m n converge strongly in L 1 (0, 1) and the A n converge weakly in L 1 a (0, 1). By the definition of F ε (by (4.8)) and the expression (3.23) for D KL (ν ε ||µ ε ), we can write
for (m, A) ∈ H a where (4.10)
where Ψ ε is given by (1.5) and M ε is defined by (3.2). To identify the Γ-limit of F ε , we need to study the liminf or limsup of the sequence {F ε (m ε , A ε )} with m ε ∈ H 1 ± (0, 1) and A ε ∈ H 1 a (0, 1). This is non-trivial in our case, mainly because the functional F ε depends on m and A in an implicit manner through the two expectation terms. Therefore in the first step we shall simplify F ε . The following proposition examines the limiting behavior of the functional F ε from which a simplified and more explicit expression is obtained.
Proposition 4.5. Let (m ε , A ε ) ∈ H a . Assume that for some γ ∈ (0,
Then for ε > 0 small enough we have
The proof of Proposition 4.5 requires several technical lemmas and is referred to Section 5.3. The basic idea for proving Proposition 4.5 is as follows. First one can express the expectation term in F 
ε (m ε , A ε ) with the integral over 1 4ε |∇V (m ε )| 2 . Additionally, the Itô correction term −ε△V (m ε ), which is the other zero order term of the Taylor expansion, can be combined with one of the second order terms of the expansion and (4.12) to complete the full quadratic term in (4.11).
As a consequence of Proposition 4.5, we get the following interesting compactness result for the functional F ε . Proposition 4.6. Let ε n → 0 and let {(m n , A n )} be a sequence in H a such that
Then there exists a subsequence
. This compactness result is slightly weaker than the usual compactness property relevant to Γ-convergence (see e.g. the conclusion in Lemma 4.3), because only weak convergence is obtained for the variable A. Building upon the Γ-convergence result of E ε , Proposition 4.5 and Proposition 4.6, the following main theorem establishes the Γ-convergence of F ε . 2 ) in (4.9). Then the Γ-limit of F ε defined by (4.8) on X a is (4.13)
where E(m) is defined by (4.6).
Γ-convergence of F ε implies convergence of minima.
Corollary 4.8. Let (m ε , A ε ) ∈ H a be minimizes of F ε . Then up to extracting a subsequence, m ε → m in L 1 (0, 1) and A ε ⇀ A in L 1 (0, 1) for some m ∈ BV(0, 1; E ) and A ∈ L 1 a (0, 1). Furthermore, the limit (m, A) is a minimizer of F on X a . Remark 4.9. In general convergence of minima requires both (strong) compactness and Γ-convergence; see e.g. [4] . In our case we only have weak compactness with respect to A ε for F ε ; see Proposition 4.6. However, weak convergence of A ε suffices to pass to the limit because the leading order term of the functional F ε (m ε , A ε ) is convex with respect to A ε . See the analysis of the functional (5.41) in the next section.
Remark 4.10. The Γ-limit of the functional F ε given in (4.7) consists of two parts. The first part E is closely linked with large deviation theory since it is the Γ-limit of the scaled Freidlin-Wentzell functional E ε . This part favours a choice of m at minimizers of E, which demonstrates consistency between our approach based on Gaussian approximation and large deviation theory. However, large deviation theory does not give any information on the positions of jumps and it does not exclude paths which spend long stretches of time near saddles. The second part of the Γ-limit (4.7), based on the Ornstein-Uhlenbeck fluctuations of the Gaussian, takes the location of jumps into account. This part is minimized if m is located primarily near local minima of V , and away from the saddles. In this sense, our approach represent an enhancement of the predictions based purely on the large deviation principle.
Remark 4.11. Theorem 4.7 shows the Γ-convergence of F ε to F (given by (4.13)) under the assumption that A is bounded away from zero, i.e. A(·) ≥ a · I d for some a > 0. However, this assumption is unlikely to be sharp. In fact, under the weaker positivity assumption that |A(·)| ≥ a · I d , one can at least prove the liminf part of the Γ-convergence of F ε to F defined in (4.7). This is mainly because the leading order of the Green's function G ε (defined by (3.12)) depends only on |A|; see (A.6) of Lemma (A.2). Although the positivity assumption is essential in our arguments for proving Theorem (4.7), we conjecture that the Γ-convergence result is still valid without any positivity assumption. This is to be investigated in future work.
Proofs of main results

Asymptotics of F (2)
ε (A ε ). Let G ε (t, s) be the Green's tensor (fundamental matrix) of the elliptic operator (−∂ 2 t + B ε ) under Dirichlet boundary conditions, i.e. for any s ∈ (0, 1),
Then by the definition of covariance operator, the expectation term in F (2) ε (A ε ) can be calculated in terms of the Green's tensor G ε . More precisely,
To simplify F (2) ε we need the asymptotic estimates of G ε for small ε, which we show in the following. 5.1.1. Asymptotic estimates of the Green's tensor. For fixed s ∈ (0, 1), the Green's tensor G ε (·, s) solves the linear elliptic PDE system (5.1) with variable coefficient. We want to approximate G ε by a simple Green's tensor, for which an explicit asymptotic formula is available. To do this, for any s ∈ (0, 1), we define G ε (·, s) such that
According to Lemma A.2, when ε is small
with
Remember that a is the constant for which we have A ε (t) ≥ a · I d a.e. by assumption. Furthermore, the difference R ε (t, s) = G ε (t, s) − G ε (t, s) admits the following bound for small ε.
Then for ε sufficiently small we have that
and that (5.6) sup
Proof. According to (5.1) and (5.3), R ε satisfies
ε be the i-th column of the matrices R ε , G ε , F ε respectively.
We only need to prove estimates (5.5) and (5.6) for each column R 
for any t, s ∈ [0, 1]. This together with (A.5) implies that
where we have used the Sobolev embedding H 1 (0, 1) ֒→ L ∞ (0, 1) and the assumption that ε γ A ε 2 H 1 (0,1) < ∞ in the last two inequalities. Now taking the dot product of the equation (5.7) and G i ε (·, s) and integrating over (0, 1), one obtains that
We claim that the first term on the right side can be neglected when ε is small. In fact, using the Sobolev embedding H 1 4 (0, 1) ֒→ L 4 (0, 1) and the interpolation inequality of Lemma (C.1), we obtain that
where we have used again the assumption that ε γ A ε 2 H 1 (0,1) < ∞ in the penultimate inequality and Young's inequality and equivalence of norm on H 1 0 (0, 1) in the last inequality. Hence for γ ∈ (0, 1 2 ) and ε sufficiently small, the first term on the right side of (5.9) can be absorbed by the left hand side. This implies that
In addition, according to Lemma C.2,
Therefore we have
. This together with (5.8) yields the estimate (5.5). Finally, the estimate (5.6) follows from (5.10), (5.11) and (5.8).
As a consequence of Lemma 5.1,
and R ε satisfies the estimates in Lemma 5.1. In particular, we have (5.14) |G ε (t, t)| F ≤ Cε for any t ∈ (0, 1).
Furthermore, we obtain an asymptotic formula for the expectation term in F (2) ε (A ε ).
Then for ε small enough we have
Proof. Inserting (5.12) into the equation (5.2) and noting that
Now we bound the last three terms on the right hand side. First, using the trace inequality (5.17) Tr(CD) |C| F |D| F which holds for any matrices C, D, we obtain that
In the second inequality we used the assumption that
Next, applying Cauchy-Schwarz inequality to the last two terms on the right of (5.16) and using the assumptions on A ε , the inequality (5.13) and Lemma (5.1), we have
where we have also used the assumption that γ ∈ (0, 1 2 ). This finishes the proof.
We proceed to proving bounds for the logarithmic term appearing in F (2) ε (A ε ).
Then when ε is small enough
Proof. We first prove the non-positiveness. Since M ε (t) = M ε (1, t) where the fundamental matrix M ε satisfies (3.2) with A replaced by A ε . Then the i-th
where e i is the unit basis vector of R d in the i-th direction. Taking the dot product of the above equation with M i ε (t, s) and then integrating from s to t implies that
Hence each entry of M ε (t) can be bounded from above by e . As a result, for sufficiently small ε, we have
The upper bound of (5.20) thus follows. On the other hand, applying the determinant inequality (B.5) to the matrix function M ε (t)M ε (t) T and the equality (B.3) yields (5.21) ε 2 log det
Moreover, from the assumption that ε γ A ε 2 H 1 (0,1) < ∞ and the fact that
Combining this with (5.21) gives
≥ Cε log ε for sufficiently small ε. This completes the proof.
Recall that the definition of F (2) ε in (4.10). Then the following proposition, containing the asymptotic expression for F (2) ε (A ε ), is a direct consequence of Corollary 5.2 and Lemma (5.3).
when ε is small enough.
Asymptotics of F
ε (m ε , A ε ). In this subsection, we seek an asymptotic expression for F (1) ε (m ε , A ε ) when it is uniformly bounded with respect to ε. We start by showing that the boundedness of F 
First, from (2.7) of Remark 2.2 we can obtain immediately that
This together with the assumption that lim sup ε→0 F
(1)
We now show that this implies the uniformly boundedness of m ε L ∞ (0,1) .
We prove a lower bound for F
ε (m ε , A ε ). Given any R > 0, define T R ε := {t ∈ (0, 1) : |m ε (t)| > R} which is an open set on (0, 1). By restricting the second integral and expectation over a smaller set, we have (5.24)
Consider (t, ω) such that |m ε (t)| > R and |z(t, ω)| ≤ ε 
Combining this with the monotonicity condition (A-6) yields that
when ε > 0 is small enough. We have used the fact that ν ε {|z(t)| ≤ ε 1 4 } ≥ 1/2 for any t ∈ (0, 1) and small ε. This is because z(t) is a centred Gaussian random variable with covariance 2G ε (t, t) (see (3.11) ). In addition, we know from (5.14)
that |G ε (t, t)| F ≤ Cε for any t ∈ (0, 1) and hence ν ε {|z(t)| ≤ ε 
Then application of the elementary inequality 2ab ≤ a 2 + b 2 yields lim sup
Choosing a sufficiently large R and by the coercivity condition (A-3), we have 
where the last inequality follows from (5.26). Therefore lim sup ε→0 m ε L ∞ (0,1) < ∞.
Next, the expectation term of F
ε (m ε , A ε ) can be simplified under the condition that m ε L ∞ (0,1) is uniformly bounded. ,   1 2 ) and that lim sup ε→0 m ε L ∞ (0,1) < ∞. Then for ε > 0 small enough we have
Proof. Remember that
To evaluate the expectation term of F (1) ε (m ε , A ε ), we use the following multivariable Taylor's formula for Ψ ε :
where the reminder term r ε is given in integral form by
Here α = (α 1 , α 2 , · · · , α d ) is a multi-index and we use the notational convention
Then using again the fact that z ε (t) ∼ N (0, 2G ε (t, t)), we obtain that (5.27)
From this equation, the expression (5.12) for G ε (t, t) and the uniform boundedness of m ε L ∞ (0,1) , the second term on the right side of (5.27) becomes
Next we claim that the last term on the right hand side of (5.27) is of order O(ε 3 2 ). Indeed, from the assumption (2.4) and the fact that z ε (t) = N (0, 2G ε (t, t)) with G ε (t, t) satisfying the estimate (5.14), we have (5.29)
C2|mε(t)+ξx|
when ε is small enough. Notice that in last two inequalities of above we used the fact that α ∈ [0, 2) and that |G ε (t, t)| F ≤ Cε so that e 
which are valid for any V ∈ C 2 (R d ) and any positive definite matrix A.
The following lemma shows that ε log(Z µ,ε ) is bounded from above.
Lemma 5.7. There exists C > 0 depending only on the potential V such that the following holds:
Proof. Recall that
From (2.7) of Remark 2.2,
with some C > 0. This proves (5.31).
Proof. Assume that lim sup n F εn (m n , A n ) < ∞. Since the Kullback-Leibler divergence D KL (ν εn ||µ εn ) is always non-negative, it follows from (3.23) and Lemma 5.7 that 
Hence we have lim sup n F
Hence as a consequence of Lemma 5.6, (5.33)
The second term on the right side of above is nonnegative. In addition, owing to the trace inequality (5.17) and the fact that
This implies from (5.33) that lim sup n E εn (m n ) < ∞. By the compactness result of Lemma 4.3, there exists m ∈ BV(0, 1; E ) and a subsequence m n k such that m n k → m in L 1 (0, 1). Moreover, we know from the above reasoning that
The first term on the right of above is non-negative. The second term is clearly bounded since m n L ∞ (0,1) is uniformly bounded. Hence sup n A n L 1 (0,1) < ∞ follows from (5.35), (5.36) and the inequality |A| F ≤ Tr(A) which holds for any positive definite matrix A.
The proof of Γ-limit of F ε is presented in what follows.
Proof. We start by proving the liminf inequality, i.e.
. We may assume that lim inf ε→0 F ε (m ε , A ε ) < ∞ since otherwise there is noting to prove. Then by the same argument used in the proof of Proposition 4.6, one can get lim sup ε→0 ε γ A ε 2
e., it follows from A ε k ⇀ A and Mazur's lemma (Lemma C.9) that the limit A ≥ a·I d a.e. According to Proposition 5.4 and
Then it follows that lim k→∞ F
From Lemma 5.5 we obtain that m ε k L ∞ (0,1) is uniformly bounded. Hence as a consequence of Lemma 5.6,
In addition, it follows from the uniform boundedness of m ε k L 1 (0,1) and
This in turn implies that lim sup k→∞ E ε k (m ε k ) < ∞. 
In fact, similar to (5.34), we have
a.e. on [0, 1]. This proves (5.37). Now we claim that
To prove (5.39), it suffices to prove
To that end, let B(
Noting that m(·) ∈ E a.e, we know from (A-2) of Assumptions (2.1) that B(·) is positive definite a.e. Define the functional 
Note that L 1 a (0, 1) is a convex subset of the space L 1 (0, 1). We first claim that the functional M is convex on L 1 a (0, 1). In fact, for any
where we used the trace inequality Tr((C+D) −1 ) ≤ Tr(C −1 )+Tr(D −1 ) for positive definite matrices C, D. Now we prove (5.42) by employing the convexity of M . First by passing a subsequence (without relabeling), we may assume that M (A k ) converges to θ. According to Mazur's Lemma C.9, there exits a convex combination of {A k }, defined by
Note that we applied Mazur's Lemma C.9 to the sequence {A k } k≥j at step j. Since M is convex, we obtain
Letting j → ∞, since k ≥ j in the sum and M (A k ) → θ, we have
In addition, it holds that
Therefore (5.42) follows from (5.43) and (5.44) and thereby proves (5.39). Taking account of the fact that E ε Γ-converges to E, we obtain from Proposition 4.5, (5.37) and (5.39) that
Next we prove the limsup inequality, i.e. for a subsequence ε k → 0, we want to find a pair of recovering sequence (m k , A k ) converging to (m, A) such that
It suffices to deal with the case where F (m, A) < ∞ and hence m(t) ∈ E . Otherwise the limsup inequality is automatically satisfied. First thanks to the Γ-convergence of E ε to E, one automatically obtains a recovering sequence
. We construct a recovering sequence A k ∈ H 1 a (0, 1) explicitly by using convolution approximation. Specifically fixing any α < γ/3, we define
where K ε is the convolution operator defined in (C.8). It is proved in (C.8) that
More importantly, by definition we have
With the above choices for m k and A k , we get from Proposition 4.5 that
where we used (5.46), the dominated convergence theorem and the fact that m(t) ∈ E in the inequality. The proof is now complete.
Proof. Let (m ε , A ε ) ∈ H be a minimizer of F ε . We first argue that lim sup ε F ε (m ε , A ε ) < ∞. In fact, for any fixed m ∈ BV(0, 1; E ) and A ∈ L 1 a (0, 1), we know from the proof of the limsup inequality of Theorem 4.7 that there exists a recovering se-
Then by Proposition (4.6), there exists a subsequence ε k and the corresponding
with some m ∈ BV(0, 1; E ) and A ∈ L 1 a (0, 1). We now show that (m, A) minimizes F . In fact, given any m ∈ BV(0, 1; E ) and A ∈ L 1 a (0, 1), thanks to the Γ-convergence of F ε to F , one can find a recovering sequence (
Then using the liminf inequality part of the Γ-convergence of F ε to F , we obtain
Since m, A is arbitrary, (m, A) is a minimizer of F . A(t)dt
We have used (B.4) in the inequality.
Appendix C. Useful inequalities and lemmas
Proof. See [15, Corollary 6.11] for the proof.
It suffices to prove the inequality when u ∈ C ∞ 0 (0, 1). For any t ∈ (0, 1), it follows from the fundamental theorem of calculus and Cauchy-Schwarz inequality that
The lemma then follows by taking the supremum over t. Lemma C.4. Let α, β and γ be positive exponents such that min(α, β) > γ and α + β > γ + 1/2. Then, if ϕ ∈ H α and ψ ∈ H β , the product ϕψ belongs to H γ and ϕψ H γ ϕ H α ψ H β .
Proof. The proof can be found in [15, Theorem 6.18 ].
Lemma C.5. Let A ∈ H 1 (0, 1) and let f ∈ L 2 (0, 1). Set B = A 2 − A ′ . Then there exits a unique solution u ∈ H Therefore we should have u ′ (t) = −A(t)u(t). The only solution to this equation with the Dirichlet boundary conditions is zero. Hence by the Fredholm alternative theorem, the integral equation (C.6) has a unique solution in L 2 (0, 1). Then the estimate (C.5) follows from (C.7), (C.6) and estimate that Rf H 2 (0,1) ≤ C f L 2 (0,1) where (Rf )(t) = The next lemma discusses some properties of approximation by convolution.
Lemma C.7. Let K ∈ C ∞ 0 (R) such that K ≥ 0 and R K = 1. Denote by K ε (·) = ε −1 K(x/ε). Suppose that f ∈ L 1 (R) and define K ε f = K ε * f . Then K ε f ∈ L 1 (R) ∩ C ∞ (R). Moreover, we have
and (C.9)
Proof. The property (C.8), often termed as the approximation of identity in L 1 (R), has been proved in many books, e.g. [7] . We now show that K ε f ∈ H 1 (R) and that (C.9) is valid. This can be seen from the observation that
. Note that we have used Young's inequalities in the penultimate inequality.
We continue to adapt Lemma (C.7) to matrix functions defined on a bounded domain. For this purpose, we define two useful operators. Given a function f ∈ L 1 (0, 1), we define its extension
Ef (x) := f (x) if x ∈ (0, 1) 0 otherwise .
Conversely, for a function g ∈ L 1 (R), we define the restriction Rf := f | (0,1) . Likewise, we can define the convolution, extension or restriction of a matrix function through entry-wise operations. The following lemma concerns the convolution approximation of matrix-valued functions. with the constant C depending on A and a.
Proof. First it follows from Lemma (C.7) that K ε A ∈ H 1 (0, 1). To show K ε A ∈ H 1 a (0, 1), it suffices to show K ε (E(A − a · I d )) is positive semi-definite. Indeed, for any fixed x ∈ R d ,
where we have used the assumption that A(·) − a · I d is positive semi-definite a.e. on (0, 1). Next from Lemma (C.7) and the fact that E A − a · I d ∈ L 1 (R), we have
By similar arguments one can show that K ε A H 1 (0,1) ≤ Cε Finally the following Mazur's Lemma is useful to obtain a strong convergent subsequence from a weakle convergent sequence. The proof can be found in [6, Corollary 3.8] .
Lemma C.9. (Mazur's lemma) Let X be a Banach space and let {u n } n∈N be a sequence in X that converges weakly to u ∈ X. Then there exists a sequence {u j } j∈N defined by the convex combination of {u n } n∈N , namely
α j,n u n , α j,n ∈ [0, 1],
α j,n = 1, such that u j converges to u strongly in X.
