This paper investigates a robust prescribed performance control scheme for motion control system with unknown dead-zone input and impactive disturbance. The unknown dead-zone input is divided into a linear part and a disturb part firstly. A smooth dead-zone inverse is constructed to compensate the influence. Subsequently, a novel error transform function is proposed for the limitation that the former prescribed performance control scheme cannot tolerate the impact disturbance. A robust control scheme with prescribed convergence rate is derived with the help of back-stepping technique and the dead-zone parameters is estimated by a designed adaptive law. Lyapunov function is employed to improve the stability of the system. Moreover, a fast finite-time-converge sliding mode differentiator is introduced to estimate the unavailable states of the motion control system. Finally, a two-link robot arm with unknown dead-zone input and high impact is employed to demonstrate the robustness and effectiveness of the control scheme.
I. INTRODUCTION
Motion control system is a fundamental and significant component for various kinds of vehicles. Generally, the dynamics structure of a specific vehicle can be expressed in Euler-Lagrangian form, which is a common model that can describe a wide number of systems, such as robotic arms [1] , [2] , humanoid robots [3] , [4] , spherical actuators [5] , mobile robots [6] , [7] , and so forth. Up to now, how to design a robust and effective motion controller under multi-constraints is still of vital importance for different types of vehicles.
Substantial research has been done for this class of systems. Alakshendra and Chiddarwar successfully employed a second order robust sliding mode controller in trajectory tracking control for a mobile robot driven by Mecanum wheels [8] . Zhang et al. used robust adaptive iterative learning control to control the spherical actuator with uncertain dynamic parameters and set an experiment to demonstrate the effectiveness of the control scheme [5] . An active disturbance rejection control was applied in [9] in human gait tracking The associate editor coordinating the review of this manuscript and approving it for publication was Yuan Yuan .
for lower extremity rehabilitation exoskeleton. Wai and Chen proposed a novel neural-fuzzy-network controller for a robot manipulator [10] . All these control schemes have been proved stable and work well on specific problems. However, few researchers focused on the controllers' dynamic performance analysis, which is highly required by the motion control systems.
Prescribed performance control is a control scheme which can control the tracking error under a prescribed bound [11] . If the prescribed performance bound is set as a function that decreases rapidly, the tracking error will reduce rapidly in like wise. Accordingly, the dynamic performance of the system will be satisfied. An important step of the prescribed performance control scheme is the error transformation [12] , [13] , which transforms the tracking error into a huge value when the tracking error approaches to the prescribed performance. The controller will then obtain a large control gain and the error will reduce rapidly to zero. To satisfy that purpose, the transform function is often set as tangent-like function [14] , [15] . Although the functions in this form have the advantage mentioned before; the function in this form has a limited domain. Since the prescribed performance function (PPF) is strictly decreasing and decreases rapidly, the value of the PPF will be a tiny number after a while. A large impact may cause the tracking error moving out of the domain of the transform function and the controller may fail. Hence, a novel transform function is required to fix that problem.
In addition, the inherent nonlinearity and impact or some uncertainties exist in practical engineering systems, which make it more difficult to design a robust control law. For the unknown nonlinearity of a specific system, neural and fuzzy techniques are widely used to handle the problem for their capacity of universal approximation [16] , [17] . Hence, a lot of researches on adaptive neural or fuzzy decentralized control schemes have been constructed for different nonlinear systems. Adaptive neural network control schemes are proposed for time-delay large-scale stochastic systems [18] , and motion control system [19] . Besides, adaptive fuzzy control schemes are also introduced for a class of strict-feedback or pure-feedback systems [20] - [22] . However, the weights of middle layer neurons are often supposed to be known for the adaptive neural network control schemes, or for the radial basis function (RBF) base neural networks, the Gauss functions are supposed to be known. However, the weights of middle layer neurons or Gauss function need highly skilful researchers working on it. Another problem is that the stability and robustness of closed-loop are highly affected by the approximation accuracy of the neural networks or fuzzy function. For another, unmeasurable dead-zone and impact are common in motion control systems [23] , which makes it more challenging for the robust controller design. For the unknown dead-zone, Wang et al. proposed a method that divide the dead-zone into a linear phase and a disturbance phase to simplify the unknown dead-zone model [24] . Taware and Tao proposed an adaptive dead-zone inverse to compensation the unknown dead-zone's effect [25] . But the direct dead-zone inverse may cause the chatting problem. To fix this problem a smooth dead-zone inverse was proposed [26] and used [27] .
Another problem for this class of system is the first order differential cannot be measured directly by a sensor. Traditionally, the solution is to use the difference to replace the differential or construct an observer to get the unavailable states [28] . However, the difference will be highly influenced by the input noise and the observer is highly relayed on the system parameters. Subsequently, real-time differentiation becomes a popular solution. A high-gain differentiator is proposed in [29] ; when their gains approach infinity, they will provide an exact derivative. However, the sensitivity to high-frequency noises will also increases with the gains' growth. Any differentiator with finite gain has a finite bandwidth, which means the differentiator is insensitive with respect to high-frequency noises. Besides, the separation problem [28] is another main problem which means that a controller and a differentiator can be designed separately is also held back the application of the differentiator feedback application. The higher-order sliding mode differentiator is a robust, finite-time-converge high-order differentiator and can be designed separately [30] , [31] . But the converge speed of that differentiator is not so rapid. In the fast terminal sliding mode control [32] , an accelerating phase was added in the reaching-law and the convergence time was reduced.
Inspired by the aforementioned consideration, this paper aims at designing a novel error-transform function to fix the limitation of prescribed performance control scheme that cannot tolerant the large impact. Next, back-stepping technique is combined with prescribed performance control scheme to propose a motion tracking controller with highly dynamic performance. Moreover, this paper applies a smooth deadzone-inverse to design a robust controller for motion control system with unknown dead-zone input, large impact and disturbance. Finally, a fast sliding mode differentiator is proposed to observe the unavailable state.
The rest of this paper is organized as follows. The problem statement is given in Section II. The smooth dead-zone inverse is proposed in Section III and the estimating error is also analyzed in this section. Section IV aims at designing a robust controller for dynamic motion system and the stability is proved. A simulation of a two-link robot is examined in Section V. Finally, conclusive remarks and future work are drawn in Section VI.
II. PROBLEM FORMULATION
A motion control system for a Euler-Lagrange system with unknown dead-zone can be expressed by the following general representation:
where M(q) ∈ R n×n is the symmetric definite inertial matrix; C(q,q) ∈ R n×n is the Coriolis and Centrifugal matrix; g(q) ∈ R n×1 is the gravitational force matrix; d ∈ R n×1 donates the un-modelled dynamics and external disturbances. τ ∈ R n×1 is the driver input force vector of the n freedom. u is the controller output and Dz(u) is the dead-zone function. Remark 1: M(q) ∈ R n×n is symmetric and positive matrix. [12] Remark 2: M(q) − 2C(q,q) is a skew-symmetric matrix. [12] Remark 3: All the items of the dynamics model M(q) ∈ R n×n , C ∈ R n×n and g ∈ R n×1 are bounded. [1] From (1), the accelerationq can be written as:
Define:
Equation (3) can be rewritten as
Assumption 1: The number of items in input τ is equal to the number of items in output q. The output q andq are available.
The assumption 2 is reasonable because the un-modelled dynamics are bounded in real dynamic system and the external disturbances cannot be infinite.
As shown in Fig. 1 , the dead-zone function can be expressed as
where Dz i (·) is the valve dead-zone nonlinearity; the parameter m ri > 0, m li > 0, b ri > 0, b li < 0 are all unknown constants but bounded. m ri , m li , b ri , b li represent the right slope, left slope, right break-point and left break-point of the dead-zone in q i .
III. SMOOTH DEAD-ZONE INVERSE
A smooth dead-zone inverse proposed in [26] is employed in this paper to compensate the effect of dead-zone. With the compensation of dead-zone inverse, the effect of dead-zone can be reduced. But the dead-zone is not a smooth function, its inverse is not neither accordingly. However, the nonsmooth dead-zone inverse will cause chatting problem of the controller. The chatting problem of the controller output u can be suppress by applying the smooth dead-zone inverse. Set DI (·) as the smooth dead-zone inverse function, then it can be expressed as follows
where φ r and φ l are smooth function and can be defined as
λ is a pre-set small positive constant. The value of λ will influence the changing speed near the y axis. Define the unknown dead-zone parameters in a vector form for simplicity
Hence, the driver input can be written as a linear form
As mentioned before, the discontinuity of the dead-zone inverse will cause the chatting of the system. Since δ i is unknown and σ i is discontinuous, then setδ i as the estimation of δ i andσ i aŝ
Hence, the actuator input can be rewritten as followŝ
The driver input is an approximate dead-zone but a smooth function. Since the real dead-zone is not a smooth function. Refer to (12) and (14), one can obtain the error betweenτ i and τ i
, which is also bounded.
IV. ROBUST CONTROLLER DESIGN A. PRESCRIBED PERFORMANCE DESIGN
To satisfy a prescribed performance, a prescribed performance should be set first, and the performance should satisfy the following three conditions: 1) ρ(t) should be strictly decreasing and positive; 2) ρ(t) should be second order differentiable;
The tracking error of each output should be set as follows
Choose the prescribed performance function as
In order to control each error of the output q i satisfying (16), one can define
e i is the error between q i and its desired value q di . 
B. ERROR TRANSFORM FUNCTION
A transform function should be employed to transform the error. Traditionally, the transform function was choose in the form as shown in Fig. 2 .
Refer to [12] and [15] , a traditional transform function is given as γ i = tan( i x i ), γ i is the transformed error. The advantage of the traditional transform function is that the transformed error will grow rapidly when real error reaches the prescribed performance. But the function in this form has a limited domain of a function. Since the PPF is strictly decreasing, the value of PPF will be a tiny number. A large impact may cause the error x i moving out of the domain of the transform function and the controller may break down. Hence, a novel transform function is proposed in this paper in the following form
where χ, ϑ and K are the control parameters for the transform function. As shown in Fig. 2 , the new transform function T i has a infinite domain of definition, further, the convergence speed will be accelerated due to the large gain nearby the zero-point.
C. CONTROLLER DESIGN
Refer to (7) , if we define x 1 = [q 1 , q 2 , · · · , q n ] T , x 2 = [q 1 ,q 2 , · · · ,q n ] T , the state-space equations can be written as follows
, y d2 , · · · , y dn ] T is the desired tracking value of the output q, and y d is second order differentiable. Define e i (t) = x i (t)−y i−1 d (t) as the error of different order of state. The error equation can be expressed as
Define a PPF matrix as follows
The next step is to find an inverse transform function c = T −1 . The inverse of the transform function matrix is c(γ ) = [c 1 (γ 1 ), c 2 (γ 2 ), · · · , c n (γ n )] T . Hence, from (18), e 1 
(t) = P(t)c(γ ).
The error equation can be expressed as followṡ
If we define
Equation (23) can be rewritten aṡ
Equation (21) can be expressed as
D. BACK-STEPPING DESIGN
For the demand of stability and all parameters bounded, all the transformed error and the error of estimated value and its nominal value should be bounded.
Step1: choose the first Lyapunov function as follows:
The derivative of (27) iṡ
If we define β(t) = e 2 (t) − α(t), where α(t) is the virtual controller:
where K 1 is the positive control gain, K 1 = diag(k 11 , k 12 , · · · , k 1n ). Equation (28) can be rewritten as followṡ
As one can see, the first term in (30) is negative, the second term cannot confirm its sign. To eliminate that phase, a following step should be employed.
Step2: choose the second Lyapunov function as:
The derivative of (31) is expressed aṡ
Refer to (15) , for the purpose of keeping the system stable and robust without chatting, combine with (14), the control law can be designed aŝ
where K 2 and K 3 are the positive-definite control gains, which are defined as K 2 = diag (k 21 , k 22 , · · · , k 2n ) and K 3 = diag (k 31 , k 32 , · · · , k 3n ), respectively. Refer to (30) , (15) and (33), (32) can be expressed aṡ
Refer to (15) , by definingˆ = diag σ 1 ,σ 2 , · · · ,σ n ∈ R n×4n andδ = δ T 1 ,δ T 2 , · · · ,δ T n T ∈ R 4n×1 , the derivative of the second Lyapunov function can be expressed as:
Since G(x 1 ), and ξ are all bounded. Refer to (35), if the K 3 is large enough, the first and the third line are strictly negative. As for the second line of (35),δ represents the error between the estimated value of unknown dead-zone and its nominal value.
Step3: choose the third Lyapunov function as follows:
The differential of (36) can be expressed aṡ
The adaptive control law can be chosen as:
Refer to (35), (37) can be expressed as:
Define = β T [−K 3 sgn(β) + G(x 1 ) + ξ ], since G(x 1 ), and ξ are all bounded and K 3 = diag(k 31 , k 32 , · · · , k 3n ), one can choose k 3i > |max{G(x 1 ) + ξ }|, is strictly negative.
(37) can be calculated aṡ
Inequality (40) shows that γ , β and are all bounded. γ is the transformed error that defined by x i = e i /ρ i . With the absolute initial value less than one, the tracking error will be hold under prescribed performance. And the estimation of the parameters of dead-zone are bounded as well.
E. FAST SLIDING MODE DIFFERENTIATOR
In the previous analysis, the states of q,q andq are all assumed to be known. But the states ofq andq are often cannot be obtained directly from the sensor. Hence, observer and differentiator are need. In order to simplify the designing process for controller, a fast finite time converge differentiator is proposed under the following properties.
-The differentiator's structure is simple and achievable; and the unavailable states should be estimated with the differentiator.
-The unavailable states will be estimated within finite-time with high accuracy. Refer to Section IV, only q,q are needed in the proposed controller design. Inspired by the fast terminal sliding mode control [32] , a sliding mode differentiator is proposed in the this paper:
where f (t) is the original measurement signal and f (t) = f 0 (t) + ζ . f 0 (t) and ζ are the original signal and measurement noise. z i is the estimation value of the i th order differential of the original signal, and f (i) 0 is the i th order differential of f 0 (t).
To simplify the analysis, define σ 0 =z 0 − f 0 (t) and σ 1 =z 1 − f (1) 0 (t). Equation (41) can be transformed into the following manner.
Refer to [30] , [31] , if the proposed fast sliding mode differentiator satisfies the lemma 1, the σ i will converge to zero within finite time, which means that the estimation value of state will converge to the true state within finite time. 
Proof of lemma 1:
Define s bi satisfy 0 < s i < s i < s bi , i = 0, 1. Refer to lemma 2, for |σ i | < s i : ≤ δ(s b1 + ω 0,1 s b0 + ω 0,2 s
If δ is sufficiently small, the last line of (44) will approach to zero; |σ 0 | of the lemma 1 is satisfied. |σ 1 | in lemma 1 can be proved with the same method. The fast sliding mode differentiator can be proved to be finite-time-converge accordingly.
V. SIMULATION
Consider a two-link robot as shown in Fig. 3 . Choose q h as the angle of the first joint, and q k as the angle of the second joint. q = [q h , q k ] T can describe the configuration of the system. The parameter m h and m k are the mass of the first link and the second link, l h and l k are the length of the first link and the second link, respectively. Using the Lagrangian equation, the dynamic matrix of the system can be expressed as
In this paper, the desired tracking trajectory for both joints q d h and q d k are set as Fig. 4 . The dynamic parameters m h = 1.34kg, m k = 0.842kg, l h = 0.4m and l k = 0.4m. The prescribed performance function parameters are set to ρ ∞ = 10 −1.5 , ρ 0 = 1 and λ = 0.3. The parameters of transform function are K = 1, χ = 2 and ϑ = 2. The parameters of the proposed controller are K 1 = diag(30, 60), K 2 = diag(3, 10) and K 3 = diag(5, 5).The gain matrix of the adaptive control To demonstrate the effectiveness of the proposed PPC scheme, a proportional-integrator-derivative (PID) controller is employed for comparison reasons. The tracking performance of the PID and PPC controllers are shown in Figs. 4-6. It is noticed that the PPC controller can track the desired joint trajectory more quickly with higher accuracy when compared with PID controller. Further, the tracking error for PPC controller is bounded under the prescribed performance function, while the tracking error for PID controller oscillates rigorously due to its low tracking capability.
To verify the robustness of the control scheme, two impacts occur at 9s and 10s, whose amplitude are 0.5rad/s to q h and q k , respectively. During 15s to 15.3s, the joint drivers are in a failure mode, which makes the outputs are always 0. The tracking performance of the proposed controller with dead-zone input and large impact is shown in Figs. 7 and 8. As one can see, the initial value of q h can even beyond the initial value of the PPF. Even when the system is with dead-zone and impactive disturbance, the tracking error reduces rapidly with large overshoot at the beginning. But with time goes by, the adaptive control law reduces the error between the estimated value of the parameters in unknown dead-zone and its nominal value, so that the tracking error is reduced nearly to zero. When large impact far beyond the PPF happens, the system can still reach convergence rapidly. This demonstrates the effectiveness of the novel transform function. From the result, one can draw a conclusion that even with unknown unsymmetrical dead-zone, large impact and actuator failure, the control scheme can still implement the system tracking mission with the desired state perfectly, which demonstrates the effectiveness of the control scheme.
In order to demonstrate the effectiveness of the proposed control scheme, a simulation scheme without dead-zone inverse and impact has also been implemented. The result is shown in Fig. 9 , where the tracking errors vary drastically in the boundary of the PPF. From the simulation results in Figs. 4-7 , one can conclude that: (1) The tracking errors are controlled under the prescribed performance of 10 −1.5 .
(2) The tracking errors converge to a tiny value around zero after 2 seconds even with the dead-zone input, large impact and actuator failures. Therefore, the effectiveness of proposed control scheme is proved.
VI. CONCLUSION
A robust fault-tolerant control scheme is proposed for motion control system with unknown asymmetric dead-zone and large impactive disturbance in this paper. The proposed controller can ensure that all the close-loop state is bounded under the prescribed performance. Compared with the existing works, a smooth dead-zone inverse is employed instead of neural or fuzzy approximations for unknown nonlinearities, without disturbance observer and can bear the large impact disturbance, which may cause the traditional transform function to break down. These advantages make the control scheme practically useful for motion control system. Moreover, the proposed fast sliding mode differentiator can estimate the unavailable states variables quickly with high accuracy within a finite time. And a simulation was carried out to demonstrate the effectiveness of the proposed controller, which shows that the proposed control scheme has the advantage of robustness and fast convergence. The future work will mainly focus on the motion control system with uncertain dynamical model and the application of the control scheme to real control problems.
