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1. INTRODUCTION 
Consider the equation 
L(u) = N(u). (1) 
Here, L is a linear operator and N is nonlinear. There are three standard 
ways of treating equations of this type. The fixed-point method, the variational 
approach, and the method of successive approximations. The first two are 
nonconstructive and the third is constructive. 
The purpose of this paper is to add a fourth method based on monotone 
operators. This is a constructive method which depends upon the method of 
successive approximations. However, instead of the usual approach we use 
monotonicity which is derived from the monotone character of the linear 
operator. 
In Section 2, we discuss monotone operators. In Section 3, we show how this 
yields monotonicity. In Section 4, we show how this yields convergence. In 
Section 5, we show, using a result of Dini, that this convergence is uniform. In 
Section 6, we give an application to nonlinear differential equations with initial 
values. In Section 7, we consider two-point boundary value problems. In 
Section 8, we consider systems. In Section 9, we give some results for the non- 
linear heat equation. In Section 10, we give some results for the nonlinear poten- 
tial equation. 
Other equations may be treated by the same methods. 
2. MONOTONE OPERATORS 
We say that a linear operator is monotone if 
L(u) 3 L(v) 
implies 
u > v. 
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Sometimes, this inequality is reversed. It is made clear how the argument may be 
modified. 
Let us assume that N is always positive and monotone increasing. Examples 
are the functions u2 and eu. In many cases all we need is the monotone in- 
creasing character. 
These concepts can be generalized to the case of symmetric matrices with 
the ordering of symmetric matrices [l]. 
The functions u and v usually satisfy the same boundary conditions. It follows 
by virtue of the linearity that we may write 
L(w) 2 0 implies w > 0, (3) 
where w is 0 on the boundary. 
3. MONOTONICITY 
Let us consider the following successive approximations 
L(u) = 0 
L(%+,) = Wm). 
By virtue of the assumptions concerning L and N, we have monotonicity. 
(1) 
4. CONVERGENCE 
In the previous section, we have derived a sequence which is monotone 
increasing. It will be convergent if we show that the sequence is uniformly 
bounded. There are two ways we can proceed. 
In the first place, we can impose conditions on N which guarantee this 
boundedness. In the second place, we often are in the situation where a fixed- 
point or a variational argument establishes the existence of a solution. Often, 
the uniqueness of solution is readily established. The same argument as above 
shows that this solution is an upper bound. Hence, we have convergence. We 
give an example of this below. 
It is worthwhile pointing out that in this case we have convergence wherever 
a solution exists. 
5. UNIFORM CONVERGENCE 
In the foregoing section, we showed that we had monotone convergence. 
Using Dini’s theorem, in many cases we can improve this to uniform convergence. 
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6. DIFFERENTIAL EQUATIONS WITH INITIAL CONDITIONS 
Let us consider 
urn $ 3u’ + 2u = u*, 
43 = Cl, u'(0) = C* , 
(1) 
From the Poincare-Lyapunov theorem [2], we know that a solution exists 
throughout the entire t-interval if 1 c, 1 and 1 cs 1 are sufficiently small. The 
linear operator is monotone. This follows from general results, but can readily 
be established by using factorization and the result for the first-order case 
repeatedly. In the first-order case this monotonicity is evident because we have 
an explicit solution. 
7. TWO-POINT BOUNDARY CONDITIONS 
Consider the equation 
u(O) = c, u(T) = 0. 
(1) 
The monotonic&y of the linear operator now depends upon the associated 
Green function. Using a variational characterization we have given a simple 
proof of this result in [3]. The argument there readily extends to partial differen- 
tial equations such as the potential equation, and the same argument shows the 
variation, diminishing character of the Green function [4]. The argument there 
also extends to various classes of nonlinear equations. 
The foregoing equation is the Euler equation associated with the functional 
I or (11’2 + 22 +q df. (2) 
A simple functional analysis argument shows the existence of the minimum. 
If in the equation above we have a plus sign instead of a minus sign, we have a 
characteristic value problem. The associated functional need not have a minimum 
if the length of the interval is too large and we cannot conclude the nonnegativity 
of the associated Green function. 
8. SYSTIZMS 
Consider the vector differential equation 
x’ - Ax = g(x), x(0) = c. (1) 
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We must now consider the matrix exponential eAt. As we know [5], a necessary 
and sufficient condition that all the elements of this matrix be nonnegative is 
We can extend the definition of the monotone operator given above easily. 
All we have to do is demand that the inequalities hold, component by component. 
9. NONLINEAR HEAT EQUATION 
Consider the equation 
Ut - %x = N(u), 
45 0) = g($ O<X<l (1) 
u(0, t) = U(1) t) = 0, t > 0. 
We assume that N(u) is a power series in ZJ lacking constant and first-degree 
terms. There is an analog of the Poincare-Lyapunov theorem for this equation. 
If we assume the ] g(x)] is sufficiently small, the solution exists for all positive t. 
The linear operator is monotone. This may be established in many ways. 
One way is to use the difference equation 
u(x, t + A) = (ux - A, t) + u(x + A, q/2 + 4(t). (2) 
Here, we assume thatf(t) is nonnegative and that t takes only discrete values 
0, A,... . This difference relation makes the nonnegativity of u clear. Passing 
to the limit as A -F 0, we obtain the linear operator. 
10. THE NONLINEAR POTENTIAL EQUATION 
Consider the equation 
The equation 
an important equation in conformal mapping, was considered in [6]. 
The linear operator is monotone. This may be established by using a varia- 
tional expression as described above. 
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