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We make a perturbative analysis of the number of degrees of freedom in a large class of metric
theories respecting spatial symmetries, of which the Lagrangian includes kinetic terms of both the
spatial metric and the lapse function. We show that, as long as the kinetic terms are degenerate,
the theory propagates a single scalar mode at the linear order in perturbations around a Friedmann-
Robertson-Walker background. Nevertheless, an unwanted mode will reappear pathologically, either
at nonlinear orders around the Friedmann-Robertson-Walker background, or at linear order around
an inhomogeneous background. In both cases, it turns out that a consistency condition has to be
imposed in order to remove the unwanted mode. This perturbative approach provides an alternative
and also complementary point of view of the conditions derived in a Hamiltonian analysis. We also
discuss the relation under field redefinitions, between theories with and without the time derivative
of the lapse function.
I. INTRODUCTION
The scope of scalar-tensor theories has been extended significantly in the past decade. In particular, higher deriva-
tives of the scalar field(s) as well as novel couplings between scalar field(s) and the gravity have attracted much
attention. The representative achievements are the k-essence [1, 2] and the Horndeski/Galileon theory [3–5], as
well as more general higher-order derivative theories with degeneracies [6–20], which guarantee the absence of the
Ostrogradsky ghost in the presence of higher derivatives [21, 22]. See Refs. [23–26] for recent reviews on this progress.
An alternative approach to extending the scalar-tensor theories is to construct theories that do not respect the full
symmetry of General Relativity (GR). In many situations, the “scalar” is merely an effective scalar-type degree of
freedom instead of a covariant scalar field. This idea can be traced back to the effective field theory of inflation [27, 28]
and of dark energy [29–36], as well as Hořava gravity [37, 38]. We may refer to such theories as spatially covariant
gravity theories since they are metric theories that respect only spatial symmetries instead of the full spacetime
symmetries.
If we take the spatial covariance as our starting point, it is natural to extend the scope of scalar-tensor theories by
exploring spatially covariant theories of gravity as general as we can. In Ref. [39], a general framework for spatially
covariant gravity theories with the Lagrangian composed of polynomials of the extrinsic curvature Kij was proposed.
Through a Hamiltonian analysis in a perturbative manner [40] and in a nonperturbative manner [41] (see also Ref.
[42] for a related analysis), it has been shown that there are at most three physical degrees of freedom. Such theories
go far beyond previously known scalar-tensor theories, at least in the unitary gauge with t = φ(t, ~x), and also lead
to novel features in cosmological applications [43–46] (see also Refs. [47–50] for related studies). This framework was
also generalized in Ref. [51], which introduced an additional nondynamical scalar field without changing the number
of degrees of freedom.
A further extension of the framework was made in Ref. [52], by including the time derivative of the lapse function
N . As has been illustrated in Ref. [52], both velocities of the spatial metric hij and the lapse function N are natural
geometric quantities from the geometric point of view. In fact, time derivative of the lapse function arises in higher-
order derivative theories with degeneracies [53]. On the other hand, higher-order derivative scalar-tensor theories
without the Ostrogradsky ghosts [10, 12, 54–58] can be generated from field transformations, such as the disformal
transformation [59] or mimetic transformation [60] (see Ref. [61] for a review on mimetic gravity). Typically, the
transformed theories acquire a time derivative of the lapse function.
Contrary to the theories in Ref. [39], generally including N˙ in the Lagrangian will introduce an extra scalar-type
degree of freedom. Nevertheless, according to a Hamiltonian analysis in Ref. [52], two conditions are found in order
to get rid of such an unwanted scalar mode. One condition requires the kinetic terms of hij and N to be degenerated,
which implies the existence of a primary constraint in the language of Hamiltonian constraint analysis. However, due
to the loss of general covariance, the primary constraint is not necessarily associated with a secondary constraint. As
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2a result, a second condition, which we dub the consistency condition, must be imposed in order to ensure the existence
of an additional secondary constraint and to fully removed the unwanted mode.
Although counting the number of degrees of freedom is well performed through the Hamiltonian analysis, the ex-
planation is quite formal (if not obscure), especially for those who are not familiar with the terminology of constraint
analysis. The purpose of this paper is thus to provide an alternative derivation and also a complementary under-
standing of such two conditions in order to evade the unwanted mode. The idea is to examine how such conditions
arise in a perturbative manner, at the level of the Lagrangian. First, starting from an unconstrained Lagrangian,
we consider linear perturbations around a Friedmann-Robertson-Walker (FRW) background in order to check under
which condition(s) there is only a single scalar mode that propagates. It is possible that a mode that disappears in
the lower order in perturbation theory reappears in higher orders or in a nontrivial background. To check if this is
the case and to check if additional condition(s) should be imposed, we discuss two situations. One is the second-order
perturbation around a FRW background, the other is the linear perturbation around an inhomogeneous background.
The paper is organized as following. In the next section, we make a brief review of the two conditions derived
in Ref. [52]. In Sec.III, we consider linear perturbations around the FRW background based on a simple prototype
action, and show that the degeneracy condition arises in order to evade the unwanted mode at linear order. In Sec.IV,
we show that the unwanted mode will reappear either at second order around the FRW background or at linear order
but around an inhomogeneous background. In this case, an additional condition which is exactly the consistency
condition, naturally arises in order to evade the unwanted mode. In Sec.V, we construct a more general action that
is quadratic in time derivatives of hij and N , and also show that such a specific model can be transformed from a
model without the time derivative of N through a field transformation. Section VI concludes.
II. SPATIALLY COVARIANT GRAVITY WITH 3 DEGREES OF FREEDOM
A wide class of spatially covariant theories of gravity was considered in Ref. [52], of which the action takes the form
S =
ˆ
dtd3xN
√
hL (t, N, hij , F,Kij , Rij ,∇i) , (1)
where N and hij are the lapse function and spatial metric in the Arnowitt-Deser-Misner (ADM) formalism,
F := £nN =
1
N
(
N˙ −£ ~NN
)
, (2)
Kij :=
1
2
£nhij =
1
2N
(
h˙ij −£ ~Nhij
)
, (3)
where an overdot denotes a derivative with respect to the physical time t. In (1), the Lagrangian is a general function
of t, the lapse function N , the spatial metric hij , and their “velocities” F and Kij defined in (2) and (3), as well as the
spatial curvature Rij . In (2) and (3), £n and £ ~N denote the projected Lie derivatives on the spatial hypersurfaces,
with respect to the normal vector of the spatial hypersurfaces nµ and to the shift vector Nµ, respectively.
Generally the action (1) propagates 4 dynamical degrees of freedom: two of the tensor type and another two of
the scalar type. The tensor-type degrees of freedom are the transverse-traceless modes of the spatial metric, which
are the only propagating modes in GR. One of the two scalar modes can be identified to be the longitudinal mode of
the spatial metric, and the other scalar mode arises due to the fact that the lapse function N becomes dynamical in
general.
In Ref. [52], two conditions on the functional structure of the Lagrangian in (1) are derived in order to guarantee
that there are at most three dynamical modes. In particular, there is only one scalar mode propagating. One condition
requires that the kinetic terms of N and hij are degenerate, which can be written as
0 ≡ D (~x, ~y) := δ
2S
δF (~x) δF (~y)
−
ˆ
d3~x′
ˆ
d3y′
δ2S
δF (~x) δKij (~x′)
Gij,kl (~x′, ~y′) δ
2S
δKkl (~y′) δF (~y)
, (4)
where Gij,kl(~x, ~y) is the inverse of the second-order functional derivative of the action S with respect to Kij , defined
by ˆ
d3z Gmn,ij (~x, ~z) δ
2S
δKij (~z) δKkl (~y)
≡ Iklmnδ3 (~x− ~y) , (5)
with Iijkl ≡ 12
(
δikδ
j
l + δ
i
lδ
j
k
)
being the identity in the linear space of 3 × 3 symmetric matrices. We refer to (4) as the
degeneracy condition. The other condition, which we dub the consistency condition, is more involved and given by
F (~x, ~y) = 0, (6)
3where
F (~x, ~y) := 1
N (~y)
δ2S
δN (~x) δF (~y)
+
1
N (~x)N (~y)
δS
δKij (~x)
ˆ
d3z Gij,kl (~x, ~z) δ
2S
δKkl (~z) δF (~y)
− 1
N (~y)
ˆ
d3z
ˆ
d3z′
δ2S
δN (~x) δKij (~z)
Gij,kl (~z, ~z′) δ
2S
δKkl (~z′) δF (~y)
+
1
N (~x)N (~y)
ˆ
d3z
ˆ
d3z′
δ2S
δF (~x) δhij (~z)
2N (~z)Gij,kl (~z, ~z′) δ
2S
δKkl (~z′) δF (~y)
+
1
N (~x)N (~y)
ˆ
d3x′
ˆ
d3y′
ˆ
d3z
ˆ
d3z′ 2N (~x′)Gij,i′j′ (~x′, ~z) δ
2S
δKi′j′ (~z) δF (~x)
× δ
2S
δhij (~x′) δKkl (~y′)
Gkl,k′ l′ (~y′, ~z′) δ
2S
δKk′l′ (~z′) δF (~y)
− (~x↔ ~y) . (7)
When evaluating the functional derivatives, N, hij , F,Kij are treated as independent. Please note that by definition,
F(~x, ~y) is antisymmetric in the sense that F(~x, ~y) = −F(~y, ~x).
The derivation of the above two conditions is very involved, and interested readers may refer to Ref. [52] for
details. On the other hand, the meaning of the two conditions is clear according to the terminology of Dirac [62]:
the degeneracy condition (4) implies a primary constraint, while the consistency condition guarantees that there is a
secondary constraint associated with the primary one. As long as the degeneracy condition (4) and the consistency
condition (6) are satisfied, the action (1) describes theories that propagate at most 3 degrees of freedom.
III. PERTURBATIVE ANALYSIS OF THE NUMBER OF DEGREES OF FREEDOM
The purpose of this paper is to provide an alternative and also complementary understanding of the arising of the
two conditions (4) and (6).
Let us consider the prototype action
S =
ˆ
dtd3xN
√
h
(
a1K + a2F + b1KijK
ij + b2K
2 + c1KF + c2F
2 + V) , (8)
where coefficients ai and bi are general functions of t, N,X with
X ≡ ∂iN∂iN. (9)
In (8), V stands for the “potential” terms that contain no time derivative, which do not affect the counting number of
degrees of freedom. In the following, we choose
V = d1 + d2R, (10)
for concreteness.
The conditions for the action (8) to have at most 3 degrees of freedom can be derived by evaluating the functional
derivatives and plugging into (4) and (6), which have been shown in Ref. [52]. Here we simply summarize the final
results and refer to Sec.VA for a derivation of the more general case. The degeneracy condition for (8) is
b1
[
4 (b1 + 3b2) c2 − 3c21
]
= 0, (11)
which implies c2 is not independent and should be determined by
c2 =
3
4
c21
b1 + 3b2
. (12)
After plugging the solution for c2 into (12), the consistency condition implies two equations
∂a2
∂X
− 3c1
2(b1 + 3b2)
∂a1
∂X
= 0, (13)
∂c1
∂X
− c1
b1 + 3b2
∂ (b1 + 3b2)
∂X
= 0. (14)
4It is convenient to write
c1 ≡ 2βγ, (15)
b1 + 3b2 ≡ 3β, (16)
and thus (13) and (14) imply
γ = γ (t, N) 6= 0, (17)
a2 − γ (t, N) a1 = α (t, N) . (18)
There is no restriction to β. In terms of β and γ, the action with at most 3 degrees of freedom can be written as
S =
ˆ
dtd3xN
√
h
[
a1 (K + γF ) + αF + b1
(
KijK
ij − 1
3
K2
)
+ β (K + γF )
2
+ V
]
, (19)
where a1, b1, β can be generally functions of t, N,X , while α, γ must be functions of t and N only. As for coefficients
in the potential terms V , there is no restriction.
A. Linear perturbations around a homogeneous and isotropic background
In the following, we examine how the degeneracy condition (11) and the consistency condition (13), (14) for the
action (8) arise from the perturbative approach. This will provide us a complementary understanding of the two
conditions.
We parametrize the metric to be
ds2 ≡ − (e2A − gijBiBj)dt2 + 2aBi dtdxi + a2gijdxidxj , (20)
which corresponds to the usual ADM variables as
N = eA, (21)
Ni = aBi, (22)
hij = a
2gij , (23)
with a = a (t) and gij being the matrix inverse of gij . A background is defined to be A = 0, Bi = 0, and gij = δij ,
which describes a homogeneous and isotropic universe. It is convenient to define the perturbation of gij in the
exponential manner by denoting
gij ≡
(
eH
)
ij
. (24)
We split Hij into its trace part and traceless part as
Hij = 2ζδij + Hˆij , δ
ijHˆij ≡ 0, (25)
and thus
gij = e
2ζ
(
δij + Hˆij +
1
2
Hˆ ki Hˆkj +
1
6
Hˆ ki HˆklHˆ
l
j +O
(
Hˆ4
))
, (26)
where indices are raised/lowered by δij and δij . As usual, we further decompose (∂
2 ≡ δij∂i∂j)
Bi ≡ ∂iB + Si, (27)
Hˆij ≡
(
∂i∂j − 1
3
δij∂
2
)
E + ∂(iFj) + γij , (28)
where ζ ≡ 16δijHij is identified as the scalar mode and γij is the tensor mode. With the above settings
√−g ≡ N
√
h = a3eA+3ζ . (29)
Straightforward expansion of the Lagrangian to the linear order in perturbation variables A, etc., yields
S1 =
ˆ
dtd3xa3
(E¯AA+ E¯ζ 3ζ) , (30)
5with
E¯A = −3H2
(
b1 + 3b2 − ∂ (b1 + 3b2)
∂N
+ 3c1
)
−3c1H˙ − 3H
(
−∂a1
∂N
+ a2
)
+ d1 +
∂d1
∂N
, (31)
and
E¯ζ = d1 − 3(b1 + 3b2)H2 − 2(b1 + 3b2)H˙. (32)
The background equations of motion are thus
E¯A = 0, E¯ζ = 0. (33)
For the tensor modes, the quadratic-order action is
ST2 =
ˆ
dt
d3k
(2π)
3
1
4
a3
(
b1γ˙ij γ˙
ij − d2 k
2
a2
γijγ
ij
)
. (34)
We must require
b1 > 0, d2 > 0, (35)
in order to have no ghost and gradient instabilities. Moreover, the propagation speed of the tensor modes is given by
c2T =
d2
b1
. (36)
As has been discussed in Refs. [63–65], the propagation speed of the gravitational waves may put stringent constraint
on scalar-tensor theories. The detection of GW170817 [66] and GRB170817A [67] indicates that the propagation
speed of the gravitational waves coincides with the speed of light with deviations smaller than approximately 10−15.
Although the physics of GW170817 may be different from that in the primordial universe, it has already been used
to restrict the structure of scalar-tensor theories [68–72]. For the simple model we are considering, this implies that
b1 = d2 at the background level.
The quadratic action for the scalar modes takes the general form
SS2 [ζ, A,B] =
ˆ
dtd3xa3
(
L
(1)
2 + L
(2)
2
)
, (37)
where
L
(1)
2 = Cζ˙2 ζ˙2 + Cζ˙A˙ζ˙A˙+ CA˙2A˙2
−Cζ˙B ζ˙
∂2B
a
− CA˙BA˙
∂2B
a
+ CB2
(∂2B)2
a2
, (38)
which are terms relevant to counting the number of degrees of freedom, with
Cζ˙2 = 3(b1 + 3b2), (39)
Cζ˙A˙ = 3c1, (40)
CA˙2 = c2, (41)
Cζ˙B = 2(b1 + 3b2), (42)
CA˙B = c1, (43)
CB2 = b1 + b2. (44)
Terms which are irrelevant to counting the number of degrees of freedom are
L
(2)
2 = Cζ2ζ2 + Cζ˙Aζ˙A+ CζAζA+ CA2A2 − CABA
∂2B
a
, (45)
in which various coefficients are given in Appendix A.
Throughout this paper, we assume b1 + 3b2 6= 0.
6B. Degeneracy condition
In the quadratic action (37), B behaves as an auxiliary variable (i.e., acquires no time derivative). According to
whether CB2 ≡ b1 + b2 is vanishing or not, we have to discuss two cases.
First, if CB2 ≡ b1 + b2 = 0 (as in the case of GR), B enters the quadratic Lagrangian linearly and serves as a
Lagrange multiplier. In this case, from (37), the equation of motion for B is
Cζ˙B ζ˙ + CA˙BA˙+ CABA = 0. (46)
In the case b1 + 3b2 6= 0, Eq. (46) is a nonholonomic constraint between ζ and A, which by itself does not kill any
degree of freedom. As a result, in this case, reducing the number of degrees of freedom requires the degeneracy of the
the kinetic terms of the residual variables (i.e., ζ and A)
det
( Cζ˙2 12Cζ˙A˙
1
2Cζ˙A˙ CA˙2
)
= 3(b1 + 3b2)c2 − 9
4
c21 = 0. (47)
This is nothing but (11).
If CB2 ≡ b1 + b2 6= 0, the equation of motion for B is
Cζ˙B ζ˙ + CA˙BA˙+ CABA− 2CB2
∂2B
a
= 0, (48)
from which we may solve B formally:
∂2
B
a
=
1
2CB2
(
Cζ˙B ζ˙ + CA˙BA˙+ CABA
)
. (49)
Plugging the solution (49) into (37) yields the action for ζ and A,
SS2 [ζ, A] ≡
ˆ
dt
d3k
(2π)3
a3
[
Dζ˙2 ζ˙2 + Dζ˙A˙ζ˙A˙+DA˙2A˙2
+Cζ2ζ2 +Dζ˙Aζ˙A+ CζAζA+DA2A2
]
, (50)
in which the new coefficients are given by
Dζ˙2 = Cζ˙2 −
1
4
C2
ζ˙B
CB2
, (51)
Dζ˙A˙ = Cζ˙A˙ −
1
2
Cζ˙BCA˙B
CB2
, (52)
DA˙2 = CA˙2 −
1
4
C2
A˙B
CB2
, (53)
and
Dζ˙A = Cζ˙A −
1
2
Cζ˙BCAB
CB2
, (54)
DA2 = CA2 −
1
4
C2AB
CB2
+
1
4
1
a3
∂t
(
a3
CABCA˙B
CB2
)
. (55)
The coefficients for the kinetic terms can be evaluated explicitly to be
Dζ˙2 =
2b1(b1 + 3b2)
b1 + b2
, (56)
Dζ˙A˙ =
2b1c1
b1 + b2
, (57)
DA˙2 = c2 −
c21
4(b1 + b2)
. (58)
7According to the above results, we have seen clearly that generally both ζ and A acquire kinetic terms and are
dynamical, which implies that there are two scalar modes propagating in the theory (at quadratic order around an
FRW background).
To be more precise, let us check the Hessian matrix of the kinetic terms, which is given by
det
( Dζ˙2 12Dζ˙A˙
1
2Dζ˙A˙ DA˙2
)
=
b1
2(b1 + b2)
[
4(b1 + 3b2)c2 − 3c21
]
. (59)
If the Hessian matrix does not degenerate, both ζ and A are dynamical. At this point, we emphasize that the theory
that possesses two scalar modes does not necessarily mean it is pathological. In the case of generally covariant scalar-
tensor theories with higher derivatives, the extra scalar mode is associated with the Ostrogradsky instability due to
the higher time derivatives. In the framework of the general action (1), however, since the action involves only up
to the first-order time derivatives, there is no Ostrogradsky ghost at all. We may claim that the theory is healthy if
the two scalar modes are both well behaved, e.g., with correct signs of kinetic terms and without gradient instability.
Nevertheless, in the present work, we focus on the case with a single scalar degree of freedom for the following reasons.
First, when apparently recovering the general covariance using the Stueckelberg trick, having a single scalar mode in
the form of spatially covariant gravity (i.e., unitary gauge) is a necessary condition to evade the Ostrogradsky ghost
in the generally covariant formalism. Second, many models of inflation and dark energy involve a single scalar field.
An adiabatic initial condition from single field/clock models of inflation is much preferred by the current observations.
For our purpose to have a single scalar degree of freedom, we need to require the kinetic terms to be degenerate. From
(59) and keeping in mind that b1 > 0 in order to have healthy tensor perturbations, it implies
4(b1 + 3b2)c2 − 3c21 = 0. (60)
Equation (60) is nothing but the same condition as (47).
After imposing the degeneracy condition, the kinetic terms in (50) become a perfect square trinomial
Dζ˙2 ζ˙2 +Dζ˙A˙ζ˙A˙+DA˙2A˙2
= Dζ˙2
[
ζ˙ +
c1
2(b1 + 3b2)
A˙
]2
. (61)
Thus we may introduce a new variable,
ζ˜ := ζ +
1
3
γ A, (62)
where we denote
γ =
3c1
2 (b1 + 3b2)
, (63)
for short and for later convenience. In terms of the new variable ζ˜, the quadratic action is
SS2
[
ζ˜, A
]
=
ˆ
dt
d3k
(2π)3
a3
(
Dζ˙2 ˙˜ζ2 + Cζ2 ζ˜2
+Fζ˙A ˙˜ζA+ FζAζ˜A+ FA2A2
)
, (64)
in which it is transparent that only ζ˜ acquires dynamics, while A becomes an auxiliary variable. Coefficients in (64)
are given in Appendix B. It is thus a standard exercise to solve the auxiliary variable A and derive the final action
for the single variable ζ˜, which can be also found in Appendix B.
To end this section, we conclude that, as long as the degeneracy condition (60) is satisfied, our model propagates
a single scalar mode at the linear order, when expanded around a FRW background.
IV. CONSISTENCY CONDITION
According to the analysis in the previous section, in order to have a single scalar mode at the linear order when
expanding around a homogeneous and isotropic background, the degeneracy condition (60) is the only condition that
must be imposed. One may be curious as to how the consistency condition (13), (14) arises. As we shall show in
this section, if only the degeneracy condition is satisfied, generally the unwanted scalar mode will reappear, either
at nonlinear orders when expanding around an FRW background or at the linear order when expanding around
an inhomogeneous background. In both cases, the same consistency condition must be imposed in addition to the
degeneracy condition in order to evade the unwanted mode.
8A. Cubic-order perturbations around the FRW background
First, let us examine what happens when going to higher orders around a FRW background. Generally the scalar
modes and tensor modes get coupled on nonlinear order. For our purpose, we focus on the pure scalar sector.
Straightforward expansion of the action (8) yields the cubic action for the scalar modes
SS3 [ζ, A,B] =
ˆ
dtd3xLS3 (ζ, A,B) , (65)
where the explicit expression for the cubic Lagrangian LS3 can be found in Appendix C due to its length. For our
purpose, we simply need to focus on terms which are relevant to the number of degrees of freedom. According to
(C1), the existence of the terms
LS3 (ζ, A,B) ⊃ ∂iA∂iAA˙
a
2
∂ (a2 + 3c1H)
∂X
−AA˙∂2B a2 ∂c1
∂N
−ζA˙∂2B a2c1 − ∂iB∂iAA˙ 2a2c2 − ∂iζ∂iBA˙ a2c1
+AA˙2a3
(
c2 +
∂c2
∂N
)
+ ζA˙23a3c2
+AA˙ζ˙ 3a3
∂c1
∂N
+ A˙ζζ˙ 9a3c1, (66)
explicitly prevent A from being an auxiliary variable at the cubic order, since the time derivative of A cannot be
removed by integrations by parts, without introducing second-order time derivatives of ζ. It is also transparent that
if the original action contains no F ∝ N˙ terms (such as SCG in Refs. [39, 40]) a2 = c1 = c2 ≡ 0, and all terms in (66)
vanish. As a result, A keeps serving as an auxiliary variable up to the cubic order in theories in Refs. [39, 40]. In fact,
as has been proven in Refs. [40] and recently in a more general setting [52], as long as the action contains no F terms,
the theory propagates at most 3 degrees of freedom up to arbitrarily high order or, precisely, in a nonperturbative
sense.
According to the previous analysis, as long as the degeneracy condition (60) is satisfied, by employing the new
variables {ζ˜, A}, A becomes an auxiliary variable explicitly, and there is only a single scalar mode ζ˜ propagating at
the quadratic order. Thus one may expect that at the cubic-order the situation may get cured by the same operation.
By replacing ζ in terms of ζ˜ defined in (62) and after a tedious manipulation, we get the cubic order action for
{ζ˜, A,B}. Because of its length, we tend not to present the full expressions in the present work. Instead, we pay
special attention to terms that are potentially dangerous:
L3
(
ζ˜ , A,B
)
⊃ A˙∂iA∂iA a
4
[
2
∂a2
∂X
− 3c1
b1 + 3b2
∂a1
∂X
+ 6
(
∂c1
∂X
− c1
b1 + 3b2
∂(b1 + 3b2)
∂X
)
H
]
+AA˙
(
˙˜
ζ 3a3 − ∂2B a2
) [
c1 +
∂c1
∂N
− c1
b1 + 3b2
∂(b1 + 3b2)
∂N
]
. (67)
The existence of these terms implies that simply replacing ζ in terms of ζ˜ defined in (62) is not sufficient to remove
the time derivative terms of A at the cubic order.
At this point, one may conclude that we have to impose further conditions [besides the degeneracy condition (60)]
by requiring that terms in both square brackets in (67) must be vanishing identically. This, however, turns out
to be too strong, since the second line in (67) can be removed by observing that it has the same structure of the
terms approximately
˙˜
ζ
(
˙˜
ζ 3a3 − ∂2B a2
)
in the quadratic action L2
(
ζ˜ , A,B
)
with new variable ζ˜. This observation
indicates that we have to extend the definition of the new variable ζ˜ to the second order, which is proven to be
ζ˜ = ζ + γ A+
1
2
(
γ +
∂γ
∂N
)
A2, (68)
with γ being the same as in (63). Please note that by employing (68) the quadratic-order action SS2 [ζ, A,B] also
contributes to the cubic-order action SS3
[
ζ˜ , A,B
]
. In fact, these additional contributions from SS2 [ζ, A,B] exactly
cancel the second term in (67), leaving us only the first term in (67).
After using (68), the second line in (67) gets canceled, and we are left with only one pathological term proportional
to
A˙∂iA∂
iA. (69)
9Such a term yields an equation of motion for A that is first order in the time derivative, which signals the existence
of half a degree of freedom [73–75]. In order to prevent such a situation, the coefficient must be vanishing identically,
that is
2
∂a2
∂X
− 3c1
b1 + 3b2
∂a1
∂X
+ 6
(
∂c1
∂X
− c1
b1 + 3b2
∂(b1 + 3b2)
∂X
)
H = 0. (70)
To have (70) be valid all the time, we must require
2
∂a2
∂X
− 3c1
b1 + 3b2
∂a1
∂X
= 0, (71)
∂c1
∂X
− c1
b1 + 3b2
∂(b1 + 3b2)
∂X
= 0, (72)
to be satisfied separately, which are nothing but the equations required by the consistency condition (13)-(14).
It is also interesting that the requirement of the consistency condition appears as early as at the cubic order. In
other words, for the prototype action (8), if one is able to evade the unwanted scalar mode up to the cubic order
when expanding around a FRW background, the theory contains no unwanted mode up to arbitrarily high orders in
perturbations.
B. Quadratic-order perturbations around an inhomogeneous background
For an alternative but also complementary analysis, let us consider the linear perturbations around an inhomoge-
neous background. We make the ansatz for the inhomogeneous background metric, following the same notations as
in ref. [76],
ds2 = −N¯2dt2 + a2g¯ijdxidxj , (73)
where a = a (t) is the standard scale factor, and
N¯ = N¯ (~x) , (74)
g¯ij = g¯ij (~x) , (75)
which are functions of space coordinates only. The metric is parametrized the same as (20), that is,
N = N¯eA, (76)
Ni = aBi, (77)
hij = a
2gij . (78)
We define the perturbation of the spatial metric gij through
gij ≡ g¯ik
(
eH
)k
j
, (79)
and the inverse is simply
gij =
(
e−H
)i
k
g¯kj . (80)
Similar to (25), we split Hij into
Hij = 2ζ g¯ij + Hˆij , (81)
where Hˆij is traceless satisfying g¯
ijHˆij = 0. As usual, we further decompose (∇¯2 ≡ g¯ij∂i∂j)
Bi ≡ ∂iB + Si, (82)
Hˆij ≡
(
∇¯i∇¯j − 1
3
g¯ij∇¯2
)
E + ∇¯(iFj) + γij . (83)
For our purpose, we focus on the scalar modes only and choose the gauge E = 0 and Fi = 0; thus, Hˆij ≡ 0.
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After tedious but straightforward manipulations, we have derived the quadratic-order action for perturbations A,
B, and ζ. Again, we tend not to present the full expression in the current paper, due to its length. Instead, we focus
on terms which prevent A from being an auxiliary variable. The relevant terms in the quadratic Lagrangian are
L2(A,B, ζ) ⊃ −c1a2∇¯2BA˙− 2c2a2∂iN¯∂iBA˙
+N¯a
(
∂a2
∂X
N¯ + 3H
∂c1
∂X
)
∂iN¯∂
iAA˙
+2c2a
3N¯A˙2 + 6c1a
3A˙ζ˙ + 6(b1 + 3b2)
a3
N¯
ζ˙2, (84)
where we keep the last term since it will contribute A˙ after the replacement (62). An analysis parallel to that in
Sec.III B implies the same degeneracy condition (60). After making the same replacement (62), we are left with only
one term that is dangerous:
L2(A,B, ζ˜) ⊃ 1
2
A˙∂iA∂
iN¯ N¯a
{(
2
∂a2
∂X
− 3c1
b1 + 3b2
∂a1
∂X
)
N¯
+6H
(
∂c1
∂X
− c1
b1 + 3b2
∂(b1 + 3b2)
∂X
)}
. (85)
The above term is proportional to
A˙∂iA∂
iN¯ , (86)
in which the time derivative of A cannot be removed by integrations by parts. Again, the presence of such a term
prevents A from being an auxiliary variable. To get rid of such a term, one needs to require terms in the square
bracket in (85) to be vanishing identically. This reproduces exactly the same consistency condition (71), (72).
The above result should not be strange, since nonlinear perturbations around a homogeneous and isotropic back-
ground are highly related to linear perturbations around an inhomogeneous background.
V. QUADRATIC CONSTRUCTION AND FIELD TRANSFORMATIONS
As has been shown in Ref. [52], for action taking the general form (1), as long as the degeneracy and consistency
conditions (4) and (6) are satisfied, there are at most 3 physical degrees of freedom. Comparing with spatially covariant
theories without F terms which are always “healthy,” one would be interested in the relation between theories with
and those without F terms. In particular, the introduction of the new variable ζ˜ indicates that healthy theories with
F terms may be related to theories without F terms through some redefinition of variables. In this section, we study
this issue by constructing a healthy theory with F terms explicitly.
A. Quadratic construction
Let us consider the action
S(quad) =
ˆ
dtd3xN
√
h
(
a1K + a2F + a3X
ijKij
+b1KijK
ij + b2K
2 + b3X
ijKijK + b4X
ijKikK
k
j + b5
(
X ijKij
)2
+c1KF + c2F
2 + c3X
ijKijF + V
)
, (87)
where
Xij ≡ 1
2
∂iN∂jN, (88)
and various coefficients a1, etc., are general functions of t, N,X with X = h
ijXij . The action (87) is written such
that it is the most general action quadratic in Kij and F and also contains up to the quadratic order in Xij . Again,
in (87), V stands for terms without time derivatives, which are irrelevant to counting number of degrees of freedom
so that we do not give the explicit assumption of their expressions.
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The second-order functional derivatives are given by
δ2S
δF (~x) δF (~y)
= δ3 (~x− ~y)N
√
h 2c2, (89)
δ2S
δKij (~x) δF (~y)
= δ3 (~x− ~y)N
√
h
(
c1h
ij + c3X
ij
)
, (90)
δ2S
δKij (~x) δKkl (~y)
= δ3 (~x− ~y)∆ij,kl (~x) , (91)
with
∆ij,kl := N
√
h
[
2b1I
ij,kl + 2b2h
ijhkl + b3
(
hijXkl + hklX ij
)
+b4
1
2
(
hikXjl + hilXjk + hjkX il + hjlX ik
)
+ 2b5X
ijXkl
]
. (92)
We make the ansatz for the inverse of δ3 (~x− ~y)∆ij,kl (~x),
Gij,kl (~x, ~y) = δ3 (~x− ~y)Gij,kl (~x) , (93)
with
Gij,kl = 1
N
√
h
[
1
2b1
Iij,kl + αhijhkl + β (hijXkl + hklXij)
+γ (hikXjl + hilXjk + hjkXil + hjlXik) + ρX
ijXkl
]
, (94)
where α, β, γ, ρ are coefficients to be determined. In fact, due to the “bivector” form of Xij [see (88)], Eq. (94) is the
most general expression one can write. The coefficients α, β, γ, ρ can be determined from the definition (5), which is
now simplified to be
∆ij,mnGmn,kl = Iijkl. (95)
There is a unique set of solutions for (95),
α =
1
4b1Ξ
[−4b1b2 − 4b2b4X + (b23 − 4b2b5)X2] , (96)
β =
1
4b1Ξ
[−2b1b3 + 4b2b4 + (4b2b5 − b23)X] , (97)
γ = − b4
4b1 (2b1 + b4X)
, (98)
ρ =
1
4b1 (2b1 + b4X)Ξ
[− 8b5b21 + (6b23 + 8b4b3 + 4 (b24 − 6b2b5)) b1
+4b2b
2
4 + b4
(
4 (b1 + b2) b5 − b23
)
X
]
, (99)
where we define
Ξ :=
[
2 (b1 + 2b2) b5 − b23
]
X2 + [4b2b4 + 2b1 (b3 + b4)]X + 2b1 (b1 + 3b2) , (100)
for shorthand. We must require Ξ 6= 0, which is to require that the kinetic terms for Kij do not degenerate.
Now we are ready to write the degeneracy and consistency conditions. After some manipulations, D (~x, ~y) defined
in (4) takes the form
D (~x, ~y) ≡ δ3 (~x− ~y)N
√
h
1
Ξ
(D0 +D1X +D2X2) , (101)
with
D0 = b1
[
4 (b1 + 3b2) c2 − 3c21
]
, (102)
12
D1 = 4b1b3c2 + 2b4
(
2 (b1 + 2b2) c2 − c21
)− 2b1c1c3, (103)
D2 = −2b23c2 + 2b3c1c3 − (b1 + 2b2) c23
+2b5
(
2 (b1 + 2b2) c2 − c21
)
, (104)
and thus the degeneracy condition implies a single algebraic equation:
D0 +D1X +D2X2 = 0. (105)
For the consistency condition, Eq. (7) can be written as
F (~x, ~y) = ∂yiδ3 (~x− ~y)
√
h (~y)
1
Ξ (~y)
× [(E0 + E1F + E2K + E3XklKkl)∂iN + E4Kij∂jN] (~y)
− (~x↔ ~y) , (106)
where
E0 = ∂a1
∂X
f1 +
∂a2
∂X
f2 +
(
a3 +
∂a3
∂X
X
)
f3, (107)
E1 = ∂c1
∂X
f1 + 2
∂c2
∂X
f2 +
(
c3 +
∂c3
∂X
X
)
f3, (108)
E2 = ∂b1
∂X
(f1 − f3) + 2∂b2
∂X
f1 +
(
b3 +
∂b3
∂X
X
)
f3 +
∂c1
∂X
f2, (109)
E3 =
(
∂b1
∂X
+
1
2
b4
)
f4 +
∂b3
∂X
f1 + 2
∂b4
∂X
f3 + 2
(
b5 +
∂b5
∂X
X
)
f3 +
∂c3
∂X
f2, (110)
E4 = −
(
b1 +
1
2
b4X
)
f4, (111)
with
f1 = (b3c3 − 2b5c1)X2 + (−2b4c1 − b1c3)X − 3b1c1, (112)
f2 =
[
2 (b1 + 2b2) b5 − b23
]
X2 + [4b2b4 + 2b1 (b3 + b4)]X + 2b1 (b1 + 3b2) , (113)
f3 = [b3c1 − (b1 + 2b2) c3]X − b1c1, (114)
f4 = (2b5c1 − b3c3)X + 3b3c1 + 2b4c1 − 2 (b1 + 3b2) c3. (115)
The consistency condition (6) thus implies
E0 = E1 = E2 = E3 = E4 = 0, (116)
which are differential equations for various coefficients.
1. Coefficients quadratic in X
Instead of solving (105) and (116) for coefficients a1, etc., with general functional dependence on X , in the following
we assume all the coefficients a1, etc., are polynomials of X such that the Lagrangian in (87) involves up to the
quadratic power of Xij . For simplicity, we assume
a1 = a2 = a3 = 0, (117)
since the corresponding terms are linear in time derivatives and thus are irrelevant to the degeneracy of the kinetic
terms. According to the above assumption, we make the ansatz
b1 = b10 + b11X + b12X
2, (118)
b2 = b20 + b21X + b22X
2, (119)
b3 = b30 + b31X, (120)
b4 = b40 + b41X, (121)
b5 = b50, (122)
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and
c1 = c10 + c11X + c12X
2, (123)
c2 = c20 + c21X + c22X
2, (124)
c3 = c30 + c31X, (125)
where bij and cij have no X dependence; i.e., they are functions of t and N only. In total, there are 19 coefficients.
With this ansatz, the degeneracy and consistency conditions (105) and (116) yield a unique set of solutions:
c11 =
(2b11 + 6b21 + b30) c10
2 (b10 + 3b20)
, (126)
c12 =
(2b12 + 6b22 + b31) c10
2 (b10 + 3b20)
, (127)
c20 =
3c210
4 (b10 + 3b20)
, (128)
c21 =
(3b11 + 9b21 + 3b30 + b40) c
2
10
4 (b10 + 3b20)
2 , (129)
c22 =
(3b12 + 9b22 + 3b31 + b41 + b50) c
2
10
4 (b10 + 3b20)
2 , (130)
c30 =
3b30c10 + 2b40c10
2 (b10 + 3b20)
, (131)
c31 =
[3b31 + 2 (b41 + b50)] c10
2 (b10 + 3b20)
. (132)
From the solutions it is clear that all bij ’s are completely free, while among eight cij ’s, only one (chosen as c10) is
independent, and another seven cij ’s are determined by bij ’s and c10.
We introduce
γ ≡ 3c10
2 (b10 + 3b20)
, (133)
and
b10 + 3b20 ≡ 3β1, (134)
3b11 + 9b21 + 3b30 + b40 ≡ 9β2, (135)
3b12 + 9b22 + 3b31 + b41 + b50 ≡ 9β3, (136)
3b30 + 2b40 ≡ 3β4, (137)
3b31 + 2b41 + 2b50 ≡ 3β5, (138)
which can be viewed as the generalization of (15) and (16). With these new notations, we have
c11 =
1
3
γ (6β2 − β4) , (139)
c12 =
1
3
γ (6β3 − β5) , (140)
c20 = γ
2β1, (141)
c21 = γ
2β2, (142)
c22 = γ
2β3, (143)
c30 = γβ4, (144)
c31 = γβ5. (145)
Finally, in terms of γ and βi’s, the healthy Lagrangian can be recast to be
L(quad) = b1 KˆijKˆij + bˆ2 (K + γF )2 + bˆ3X ijKˆij (K + γF )
+b4X
ijKˆikKˆ
k
j + b5
(
KˆijX
ij
)2
, (146)
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where Kˆij is the traceless part of Kij :
Kˆij := Kij − 1
3
Khij . (147)
Various coefficients are
b1 = b10 + b11X + b12X
2, (148)
bˆ2 = β1 + β2X + β3X
2, (149)
bˆ3 = β4 + β5X, (150)
b4 = b40 + b41X, (151)
b5 = b50, (152)
where keep in mind that bij ’s and βi’s contain no derivative of N . Equation (146) can be viewed as the generalization
of (19).
B. Field transformations
We observe that F ≡ £nN enters (146) in a specific manner, i.e., in terms of the special combination K + γF . In
particular, terms with F are controlled by a single coefficient γ. If we turn off γ, the Lagrangian (146) will reduce to
a special case of the spatially covariant gravity in Refs. [39, 40]. This fact indicates that the Lagrangian (146) may
have some relation with theories in Refs. [39, 40].
Let us consider the transformation of variables
hij → e2ωhij , (153)
N → eλN, (154)
N i → N i, (155)
where ω = ω (t, N) and λ = λ (t, N). Generally we assume ω 6= λ. The transformations (153)-(155) are nothing but
correspond to the so-called disformal transformation of the metric [59]. See also Appendix D for a brief discussion.
By definition, under the transformations (153)-(155), Xij transforms as
Xij → e2λ
(
1 +N
∂λ
∂N
)2
Xij , (156)
and it is easy to verify that
Kij → e2ω−λ (Kij + hij£nω)
= e2ω−λ
(
Kij + hij
∂ω
∂N
£nN
)
. (157)
Thus, generally, F ≡ £nN will arise after the transformation. However, it is interesting that the traceless part of Kij
transforms as
Kˆij → e2ω−λKˆij , (158)
in which F drops out. On the other hand, the trace of Kij transforms as
K → e−λ
(
K + 3
∂ω
∂N
£nN
)
. (159)
Comparing with (146), it is thus clear that under the transformation (153)-(155), the Lagrangian
L(ori) = b1KˆijKˆij + b2K2 + b3X ijKˆijK
+b4X
ijKˆikKˆ
k
j + b5
(
KˆijX
ij
)2
, (160)
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which is a special case of the spatially covariant gravity proposed in Refs. [39, 40], with coefficients taking the form
(118)-(122), is transformed to be exactly the form of (146),
L(ori) → L(quad) ≡ b˜1KˆijKˆij + b˜2 (K + γF )2
+b˜3X
ijKˆij (K + γF )
+b˜4X
ijKˆikKˆ
k
j + b˜5
(
KˆijX
ij
)2
, (161)
with
γ = 3
∂ω
∂N
(162)
or, equivalently,
ω (N) =
1
3
ˆ N
dN ′ γ (N ′) . (163)
The transformed coefficients are given by
b˜1 = e
−2λ
(
b10(N˜) + b11(N˜)X˜ + b12(N˜)X˜
2
)
, (164)
b˜2 = e
−2λ
(
b20(N˜) + b21(N˜)X˜ + b22(N˜)X˜
2
)
, (165)
b˜3 = e
−2ω
(
1 +N
∂λ
∂N
)2 (
b30(N˜) + b31(N˜)X˜
)
, (166)
b˜4 = e
−2ω
(
1 +N
∂λ
∂N
)2 (
b40(N˜) + b41(N˜)X˜
)
, (167)
b˜5 = e
−4ω+2λ
(
1 +N
∂λ
∂N
)4
b50(N˜), (168)
with N˜ = eλN , and
X˜ = e−2ω+2λ
(
1 +N
∂λ
∂N
)2
X. (169)
We thus conclude that the specific Lagrangian (146), which depends on the F term explicitly and is an explicit
example of the formalism developed in Ref. [52], can be related to a subclass of theories without F term in Refs.
[39, 40], through a disformal transformation of the metric.
VI. CONCLUSION
Recently, a general framework of spatially covariant theories of gravity was proposed in Ref. [52], which generalized
the theories in Refs. [39, 40] by including the kinetic terms of both the spatial metric hij and the lapse function N .
Generally, such a kind of theories propagates two scalar-type degrees of freedom. Through a Hamiltonian analysis, a
degeneracy condition and a consistency condition were found in order to evade the unwanted extra scalar mode. In
this work, we provide an alternative approach to and also a complementary understanding of such two conditions, by
investigating the theory in a perturbative manner at the level of the Lagrangian.
First, we investigated the linear perturbations around a FRW background and showed that, as long as the kinetic
terms for hij and N are degenerate, i.e., when the degeneracy condition (60) is satisfied, there is a single scalar
mode that propagates. However, if only the degeneracy condition is imposed, the unwanted mode will generally
reappear, either at the second order in perturbation around a FRW background or at the linear order in perturbation
around an inhomogeneous background. In both cases, we have shown that the same conditions (71) and (72), which
correspond exactly to the consistency condition must be imposed in order to evade the unwanted mode. According
to such a perturbative analysis, it is interesting that to require the healthiness at the lowest a couple of orders in the
perturbation theory (e.g., linear and second orders around the FRW background, or simply linear order around an
inhomogeneous background) is enough to ensure the healthiness of the theory at all orders (or in a nonperturbative
manner).
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In the final part of this work, we constructed another explicit example of the theories in Ref. [52], which is quadratic
in velocities of hij and N , and up to the quadratic power in X = ∂iN∂
iN . It is interesting that the final Lagrangian
with N˙ can be generated by a disformal transformation of the metric from a Lagrangian without N˙ . In light of this
result, one may study more general cases (e.g., higher-order powers in Kij and F or with mixed spatial and time
derivatives) to see if there exist healthy theories with N˙ but cannot be transformed from theories without N˙ , which
are genuinely new in the sense of field transformations.
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Appendix A: Coefficients in L
(2)
2 (ζ,A,B)
After making use of the background equations of motion (31) and (32), various coefficients in (45) are
Cζ2 = −2d2
∂2
a2
, (A1)
Cζ˙A = −3H
[
2 (b1 + 3b2)− 2∂ (b1 + 3b2)
∂N
+ 3c1
]
+ 3
(
∂a1
∂N
− a2
)
, (A2)
CζA = −4
(
d2 +
∂d2
∂N
)
∂2
a2
, (A3)
CA2 = −
3
2
∂c1
∂N
H˙ +
1
2
(
d1 + 3
∂d1
∂N
+
∂2d1
∂N2
)
+
3
2
H2
[
b1 + 3b2 − ∂ (b1 + 3b2)
∂N
+
∂2 (b1 + 3b2)
∂N2
− 3∂c1
∂N
]
+
3
2
H
(
∂a1
∂N
− a2 + ∂
2a1
∂N2
− ∂a2
∂N
)
−1
2
[
3H
∂a1
∂X
+ 3
∂ (b1 + 3b2)
∂X
H2 +
∂d1
∂X
]
∂2
a2
, (A4)
CAB = 1
3
Cζ˙A. (A5)
In the above, terms involving ∂2 are formal notations that must act on perturbation variables, which may be better
understood in the Fourier space.
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Appendix B: Effective action for ζ˜
The coefficients in (64) are
Fζ˙A = Dζ˙A − 2Dζ˙2∂t
√
DA˙2
Dζ˙2
, (B1)
FζA = CζA − 2Cζ2
√
DA˙2
Dζ˙2
, (B2)
FA2 = DA2 + Cζ2
DA˙2
Dζ˙2
+Dζ˙2
(
∂t
√
DA˙2
Dζ˙2
)2
− CζA
√
DA˙2
Dζ˙2
−Dζ˙A∂t
√
DA˙2
Dζ˙2
+
1
2
1
a3
∂t
(
a3Dζ˙A
√
DA˙2
Dζ˙2
)
. (B3)
From (64), the equation of motion for A is
Fζ˙A ˙˜ζ + FζAζ˜ + 2FA2A = 0, (B4)
from which we formally solve
A = − Fζ˙A
2FA2
˙˜
ζ − FζA
2FA2
ζ˜. (B5)
Finally, plugging (B5) into (64) yields
SS2 [ζ˜] =
ˆ
dt
d3k
(2π)
3 a
3
(
G ˙˜ζ2 +W ζ˜2
)
, (B6)
with
G ≡ Dζ˙2 −
F2
ζ˙A
4FA2
, (B7)
W ≡ Cζ2 −
F2ζA
4FA2
+
1
4
1
a3
∂t
(
a3
FζAFζ˙A
FA2
)
. (B8)
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Appendix C: Cubic Lagrangian
The cubic Lagrangian in (65) is
LS3 = A3
a3
6
(
6
∂d1
∂N
+ 6
∂2d1
∂N2
+ 9
∂2a1
∂N2
H + F2 + ∂
3F3
∂N3
)
+A2ζ
3
2
a3F1 +Aζ2 9
2
a3F2 + ζ3 9
2
a3F3
−A2∂2B a
2
6
∂F1
∂H
−Aζ∂2B a
2
3
∂F2
∂H
− ζ2∂2B a
2
6
∂F3
∂H
−A2∂2ζ 2a
(
d2 + 3
∂d2
∂N
+
∂2d2
∂N2
)
−Aζ∂2ζ 4a
(
d2 +
∂d2
∂N
)
− ζ2∂2ζ 2ad2 +A∂iA∂iA a
2
(
2
∂d1
∂X
+ 3
∂a1
∂X
H +
∂F3
∂X
+
∂2F3
∂N∂X
)
+ζ∂iA∂
iA
a
2
∂F3
∂X
−A∂iB∂iAa2
(
a2 +
∂F4
∂N
)
− ζ∂iB∂iAa2F4 −A∂iζ∂iB a
2
3
∂F2
∂H
−ζ∂iζ∂iB a2 1
3
∂F3
∂H
−A∂iζ∂iζ 2a
(
d2 +
∂d2
∂N
)
− ζ∂iζ∂iζ 2ad2 −A∂2B∂2B a
(
b2 +
∂b2
∂N
)
−ζ∂2B∂2B ab2 − ∂iA∂iA∂2B 1
6
∂2F3
∂H∂X
+ ∂iB∂
iA∂2B ac1 + ∂iζ∂
iB∂2B 2a(b1 + b2)
−∂iA∂iA∂2ζ 2
a
∂d2
∂X
− ∂iB∂j∂iB∂jζ 4ab1 −A∂j∂iB∂j∂iB a
(
b1 − ∂b1
∂N
)
− ζ∂j∂iB∂j∂iB ab1
+A2A˙
a3
2
(
a2 + 2
∂a2
∂N
+
∂F4
∂N
+
∂2F4
∂N2
)
+ ζAA˙ 3a3
(
a2 +
∂F4
∂N
)
+ ζ2A˙
9
2
a3F4 +A2ζ˙ a
3
2
∂F1
∂H
+Aζζ˙ 3a3
∂F2
∂H
+ ζ2ζ˙
9
2
a3
∂F3
∂H
+ ∂iA∂
iAA˙
a
2
∂F4
∂X
+ ∂iA∂
iAζ˙
a
2
∂2F3
∂H∂X
−AA˙∂2B a2 ∂c1
∂N
−ζA˙∂2B a2c1 − ∂iB∂iAA˙ 2a2c2 − ∂iζ∂iBA˙ a2c1 +AA˙2a3
(
c2 +
∂c2
∂N
)
+ ζA˙23a3c2
−A∂2Bζ˙ a
2
3
∂2F2
∂H2
− ∂2Bζζ˙ 2a2 (b1 + 3b2)− ∂iA∂iBζ˙ 3a2c1 − ∂iB∂iζζ˙ 2a2(b1 + 3b2)
+AA˙ζ˙ 3a3
∂c1
∂N
+ A˙ζζ˙ 9a3c1 +Aζ˙
2 a
3
2
∂2F2
∂H2
+ ζζ˙2 9a3 (b1 + 3b2) , (C1)
where we introduce
F1 ≡ d1 + 3∂d1
∂N
+
∂2d1
∂N2
+ 3
(
∂a1
∂N
+
∂2a1
∂N2
)
H
+3
(
b1 + 3b2 − ∂b1(b1 + 3b2)
∂N
+
∂2(b1 + 3b2)
∂N2
)
H2, (C2)
F2 ≡ d1 + ∂d1
∂N
+ 3
∂a1
∂N
H
−3
(
b1 + 3b2 − ∂b1
∂N
− 3∂b2
∂N
)
H2, (C3)
F3 ≡ d1 + 3a1H + 3(b1 + 3b2)H2, (C4)
F4 ≡ a2 + 3c1H, (C5)
for shorthand. Please note that we have not performed any integration by parts to simply (C1), which is not necessary
for our purpose.
Appendix D: Field transformation
In four-dimensional formalism, let us consider the transformation of the induced metric and the normal vector of
the spatial hypersurfaces,
hµν → h˜µν ≡ e2ωhµν , (D1)
nµ → n˜µ ≡ e−λnµ, (D2)
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where ω, λ are general functions of t, N (with nµ ≡ −N∂µt). The normalization of n˜µ, i.e., −1 = n˜µn˜µ = e−λnµn˜µ,
implies
nµ → n˜µ = eλnµ. (D3)
Thus we also have
N → N˜ = eλN, (D4)
and
Nµ → N˜µ = Nµ. (D5)
The transformation (D1)-(D2) also imply the transformation for the metric gµν
gµν → g˜µν = h˜µν − n˜µn˜ν
= e2ωhµν − e2λnµnν
= e2ω (gµν + nµnν)− e2λnµnν
= e2ωgµν +
(
e2ω − e2λ)nµnν , (D6)
which is a disformal transformation for gµν if ω 6= λ. The transformed inverse metric takes the form
g˜µν = e−2ωgµν +
(
e−2ω − e−2λ)nµnν . (D7)
Using the above results, we also have
h˜µν = e−2ωhµν , (D8)
h˜ νµ = h
ν
µ . (D9)
[1] C. Armendariz-Picon, T. Damour, and V. F. Mukhanov, Phys.Lett. B458, 209 (1999), arXiv:hep-th/9904075 [hep-th].
[2] T. Chiba, T. Okabe, and M. Yamaguchi, Phys. Rev. D62, 023511 (2000), arXiv:astro-ph/9912463 [astro-ph].
[3] G. W. Horndeski, Int.J.Theor.Phys. 10, 363 (1974).
[4] C. Deffayet, X. Gao, D. Steer, and G. Zahariade, Phys.Rev. D84, 064039 (2011), arXiv:1103.3260 [hep-th].
[5] T. Kobayashi, M. Yamaguchi, and J. Yokoyama, Prog.Theor.Phys. 126, 511 (2011), arXiv:1105.5723 [hep-th].
[6] J. Gleyzes, D. Langlois, F. Piazza, and F. Vernizzi, Phys. Rev. Lett. 114, 211101 (2015), arXiv:1404.6495 [hep-th].
[7] J. Gleyzes, D. Langlois, F. Piazza, and F. Vernizzi, JCAP 1502, 018 (2015), arXiv:1408.1952 [astro-ph.CO].
[8] D. Langlois and K. Noui, JCAP 1602, 034 (2016), arXiv:1510.06930 [gr-qc].
[9] D. Langlois and K. Noui, JCAP 1607, 016 (2016), arXiv:1512.06820 [gr-qc].
[10] M. Crisostomi, M. Hull, K. Koyama, and G. Tasinato, JCAP 1603, 038 (2016), arXiv:1601.04658 [hep-th].
[11] M. Crisostomi, K. Koyama, and G. Tasinato, JCAP 1604, 044 (2016), arXiv:1602.03119 [hep-th].
[12] J. Ben Achour, D. Langlois, and K. Noui, Phys. Rev. D93, 124005 (2016), arXiv:1602.08398 [gr-qc].
[13] J. M. Ezquiaga, J. García-Bellido, and M. Zumalacárregui, Phys. Rev. D94, 024005 (2016), arXiv:1603.01269 [hep-th].
[14] H. Motohashi and T. Suyama, Phys. Rev. D91, 085009 (2015), arXiv:1411.3721 [physics.class-ph].
[15] H. Motohashi, K. Noui, T. Suyama, M. Yamaguchi, and D. Langlois, JCAP 1607, 033 (2016), arXiv:1603.09355 [hep-th].
[16] C. Deffayet, G. Esposito-Farese, and D. A. Steer, Phys. Rev. D92, 084013 (2015), arXiv:1506.01974 [gr-qc].
[17] C. de Rham and A. Matas, JCAP 1606, 041 (2016), arXiv:1604.08638 [hep-th].
[18] J. Ben Achour, M. Crisostomi, K. Koyama, D. Langlois, K. Noui, and G. Tasinato, JHEP 12, 100 (2016),
arXiv:1608.08135 [hep-th].
[19] J. Chagoya and G. Tasinato, JHEP 02, 113 (2017), arXiv:1610.07980 [hep-th].
[20] M. Crisostomi, R. Klein, and D. Roest, JHEP 06, 124 (2017), arXiv:1703.01623 [hep-th].
[21] M. Ostrogradsky, Mem. Acad. St. Petersbourg 6, 385 (1850).
[22] R. P. Woodard, Scholarpedia 10, 32243 (2015), arXiv:1506.02210 [hep-th].
[23] D. Langlois, Int. J. Mod. Phys. D28, 1942006 (2019), arXiv:1811.06271 [gr-qc].
[24] T. Kobayashi, (2019), arXiv:1901.07183 [gr-qc].
[25] I. Quiros, (2019), 10.1142/S021827181930012X, arXiv:1901.08690 [gr-qc].
[26] L. Amendola, D. Bettoni, A. M. Pinho, and S. Casas, (2019), arXiv:1902.06978 [astro-ph.CO].
[27] P. Creminelli, M. A. Luty, A. Nicolis, and L. Senatore, JHEP 0612, 080 (2006), arXiv:hep-th/0606090 [hep-th].
[28] C. Cheung, P. Creminelli, A. L. Fitzpatrick, J. Kaplan, and L. Senatore, JHEP 0803, 014 (2008), arXiv:0709.0293 [hep-th].
20
[29] P. Creminelli, G. D’Amico, J. Norena, and F. Vernizzi, JCAP 0902, 018 (2009), arXiv:0811.0827 [astro-ph].
[30] G. Gubitosi, F. Piazza, and F. Vernizzi, JCAP 1302, 032 (2013), arXiv:1210.0201 [hep-th].
[31] J. K. Bloomfield, E. E. Flanagan, M. Park, and S. Watson, JCAP 1308, 010 (2013), arXiv:1211.7054 [astro-ph.CO].
[32] J. Gleyzes, D. Langlois, F. Piazza, and F. Vernizzi, JCAP 1308, 025 (2013), arXiv:1304.4840 [hep-th].
[33] J. Bloomfield, JCAP 1312, 044 (2013), arXiv:1304.6712 [astro-ph.CO].
[34] J. Gleyzes, D. Langlois, and F. Vernizzi, Int. J. Mod. Phys. D23, 1443010 (2014), arXiv:1411.3712 [hep-th].
[35] J. Gleyzes, D. Langlois, M. Mancarella, and F. Vernizzi, JCAP 1508, 054 (2015), arXiv:1504.05481 [astro-ph.CO].
[36] J. Gleyzes, D. Langlois, M. Mancarella, and F. Vernizzi, JCAP 1602, 056 (2016), arXiv:1509.02191 [astro-ph.CO].
[37] P. Horava, Phys.Rev. D79, 084008 (2009), arXiv:0901.3775 [hep-th].
[38] D. Blas, O. Pujolas, and S. Sibiryakov, Phys.Rev.Lett. 104, 181302 (2010), arXiv:0909.3525 [hep-th].
[39] X. Gao, Phys.Rev. D90, 081501 (2014), arXiv:1406.0822 [gr-qc].
[40] X. Gao, Phys.Rev. D90, 104033 (2014), arXiv:1409.6708 [gr-qc].
[41] R. Saitou, Phys. Rev. D94, 104054 (2016), arXiv:1604.03847 [hep-th].
[42] C. Lin, S. Mukohyama, R. Namba, and R. Saitou, JCAP 1410, 071 (2014), arXiv:1408.0670 [hep-th].
[43] T. Kobayashi, M. Yamaguchi, and J. Yokoyama, JCAP 1507, 017 (2015), arXiv:1504.05710 [hep-th].
[44] T. Fujita, X. Gao, and J. Yokoyama, JCAP 1602, 014 (2016), arXiv:1511.04324 [gr-qc].
[45] K. Yajima and T. Kobayashi, Phys. Rev. D92, 103503 (2015), arXiv:1508.07412 [hep-th].
[46] Y. Akita and T. Kobayashi, Phys. Rev. D93, 043519 (2016), arXiv:1512.01380 [hep-th].
[47] Y. Cai, Y. Wan, H.-G. Li, T. Qiu, and Y.-S. Piao, JHEP 01, 090 (2017), arXiv:1610.03400 [gr-qc].
[48] Y. Cai and Y.-S. Piao, Phys. Rev. D96, 124028 (2017), arXiv:1707.01017 [gr-qc].
[49] Y.-L. He and Y.-S. Piao, Phys. Rev. D99, 083511 (2019), arXiv:1810.00202 [gr-qc].
[50] G. Ye and Y.-S. Piao, Phys. Rev. D99, 084019 (2019), arXiv:1901.08283 [gr-qc].
[51] X. Gao, M. Yamaguchi, and D. Yoshida, JCAP 1903, 006 (2019), arXiv:1810.07434 [hep-th].
[52] X. Gao and Z.-b. Yao, (2018), arXiv:1806.02811 [gr-qc].
[53] D. Langlois, M. Mancarella, K. Noui, and F. Vernizzi, JCAP 1705, 033 (2017), arXiv:1703.03797 [hep-th].
[54] D. Bettoni and S. Liberati, Phys.Rev. D88, 084020 (2013), arXiv:1306.6724 [gr-qc].
[55] M. Zumalacárregui and J. García-Bellido, Phys.Rev. D89, 064046 (2014), arXiv:1308.4685 [gr-qc].
[56] G. Domènech, S. Mukohyama, R. Namba, A. Naruko, R. Saitou, and Y. Watanabe, Phys. Rev. D92, 084027 (2015),
arXiv:1507.05390 [hep-th].
[57] F. Arroja, N. Bartolo, P. Karmakar, and S. Matarrese, JCAP 1509, 051 (2015), arXiv:1506.08575 [gr-qc].
[58] K. Takahashi and T. Kobayashi, JCAP 1711, 038 (2017), arXiv:1708.02951 [gr-qc].
[59] J. D. Bekenstein, Phys. Rev. D48, 3641 (1993), arXiv:gr-qc/9211017 [gr-qc].
[60] A. H. Chamseddine and V. Mukhanov, JHEP 11, 135 (2013), arXiv:1308.5410 [astro-ph.CO].
[61] L. Sebastiani, S. Vagnozzi, and R. Myrzakulov, Adv. High Energy Phys. 2017, 3156915 (2017), arXiv:1612.08661 [gr-qc].
[62] M. Henneaux and C. Teitelboim, Quantization of gauge systems (Princeton University Press, 1992).
[63] L. Lombriser and A. Taylor, JCAP 1603, 031 (2016), arXiv:1509.08458 [astro-ph.CO].
[64] L. Lombriser and N. A. Lima, Phys. Lett. B765, 382 (2017), arXiv:1602.07670 [astro-ph.CO].
[65] R. McManus, L. Lombriser, and J. Peñarrubia, JCAP 1611, 006 (2016), arXiv:1606.03282 [gr-qc].
[66] B. Abbott et al. (LIGO Scientific, Virgo), Phys. Rev. Lett. 119, 161101 (2017), arXiv:1710.05832 [gr-qc].
[67] B. P. Abbott et al. (LIGO Scientific, Virgo, Fermi-GBM, INTEGRAL), Astrophys. J. 848, L13 (2017),
arXiv:1710.05834 [astro-ph.HE].
[68] P. Creminelli and F. Vernizzi, Phys. Rev. Lett. 119, 251302 (2017), arXiv:1710.05877 [astro-ph.CO].
[69] J. Sakstein and B. Jain, Phys. Rev. Lett. 119, 251303 (2017), arXiv:1710.05893 [astro-ph.CO].
[70] J. M. Ezquiaga and M. Zumalacárregui, Phys. Rev. Lett. 119, 251304 (2017), arXiv:1710.05901 [astro-ph.CO].
[71] T. Baker, E. Bellini, P. G. Ferreira, M. Lagos, J. Noller, and I. Sawicki, Phys. Rev. Lett. 119, 251301 (2017),
arXiv:1710.06394 [astro-ph.CO].
[72] D. Langlois, R. Saito, D. Yamauchi, and K. Noui, Phys. Rev. D97, 061501 (2018), arXiv:1711.07403 [gr-qc].
[73] M. Henneaux, A. Kleinschmidt, and G. Lucena Gómez, Phys. Rev. D81, 064002 (2010), arXiv:0912.0399 [hep-th].
[74] M. Li and Y. Pang, JHEP 0908, 015 (2009), arXiv:0905.2751 [hep-th].
[75] D. Blas, O. Pujolas, and S. Sibiryakov, JHEP 0910, 029 (2009), arXiv:0906.3046 [hep-th].
[76] X. Gao and C. Kang, JCAP 1809, 013 (2018), arXiv:1804.03652 [astro-ph.CO].
