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Abstract 
A pentagonal packing PP(n; t) is a family of t edge-disjoint pentagons in the complete graph K.. 
A pentagonal packing is maximal if the complement of the union of its pentagons is pentagon-free. 
The spectrum S@‘(n) for maximal pentagonal packings is the set of sizes t such that there exists 
a maximal PP(n; t). We determine the extremes of the spectrum S@‘(n) for all n. Our results may be 
viewed as an extension of similar results for maximal partial Steiner triple systems. 
1. Introduction 
A pentagon (or C,) is a graph formed by the vertices and edges of the cycle of length 
five. A family B of edge-disjoint pentagons in the complete graph K, is a pentagonal 
packing (briefly PP or PP(,)]; the size of a PP B is the number of pentagons of 8. The 
leaoe L(B) of 9 is the graph which is the complement of the union of pentagons of 8. 
A PP is maximal (MPP) ifits leave is pentagon-free. A PP(,) of size t will sometimes be 
denoted by PP(n; t). 
The spectrum for MPPs is defined to be the set 
St5’(,)= {t: there exists an MPP(n; t)}. 
Note that in the terminology of [9], we have here a situation where the figures are 
pentagons, and two figures are compatible if they are edge-disjoint. 
The extremes of S(‘)(n) are denoted by m@)(n) and M(‘)(n), respectively: 
mc5)(n) =min S@)(n), M(‘)(n) = max S5)(n). 
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The values of MCs’(n) have been determined, in effect, in [4] for all n$6(mod 10); 
this latter case is handled by applying a result of [3]. In Section 2, we deal briefly with 
the case of determining M@)(n). 
The main objective of this paper is to determine the minimum m@)(n) of the 
spectrum for MPPs. This is done in Section 4. Section 3 contains results on the 
maximum size of pentagon-free ulerian and antieulerian graphs, respectively. These 
results, while also of independent interest, are then used in Section 4. 
Let us note that the analogous problem for maximal packings of triangles (i.e. for 
maximal partial Steiner triple systems) has been considered earlier: the maximum of 
the spectrum had been treated already by Kirkman [6] and since then determined 
several times by many others while the minimum of the spectrum has been determined 
by Novak [7], Severn [lo] has later almost completely determined the spectrum for 
maximal partial Steiner triple systems. Thus, our results can be viewed as an extension 
of these results from triangles to pentagons. 
2. Maximum packings 
In this section, we determine completely Aff5’(n). However, most of the results here 
follow almost instantly from those of [4]. The following theorem is proved in [4]. 
Theorem 2.1 (Heinrich and Rosa [4]). (i) Zf n is odd, the complete graph K, can be 
decomposed into a triangles and b pentagons (into a quadrangles and b pentagons, 
respectively) if and only if 3a + 5b = n(n - 1)/2 [4a + 5b = n(n - 1)/2, respectively]. 
(ii) Zf n is even, the cocktail-party graph K,* = K,- F can be decomposed into 
a triangles and b pentagons (into a quadrangles and b pentagons, respectively) ifand only 
if 3a + 5b = n(n - 2)/2 [4a + 5b = n(n - 2)/2, respectively]. 
We will also need the following auxiliary results. 
Lemma 2.2 (El-Zanati [3]). Zf k > 3 is odd, and 0 <v < 2k, then there exists a decom- 
position of the graph K&+“- K, into k-cycles. 
Here K&+” -K, is the cocktail-party graph with 2k + u vertices and with a ‘hole’ of 
size u (we could also write this graph as K& v K,, where ‘ v ’ denotes the join, 
cf. [2]). 
Lemma 2.3. If k>3 is odd and t > 3, the complete multipartite graph Kzk,zk, ,,_ ,2k 
(= K, @ KZk) with t parts of size 2k can be decomposed into k-cycles. 
Proof. See e.g. [S]. 0 
Lemma 2.4. Zf n 3 6 (mod lo), there exists a PP(n; Ln(n - 2)/10]). 
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Proof. Let n= lOt+ 6. Any two disjoint pentagons in Ks form a PP(6;2). By taking 
k = 5 in Lemma 2.2 we get a decomposition of Kfe - K6 into 20 pentagons. Filling in 
the hole of size 6 with a PP(6; 2) gives a PP(16; 22). When ta 3, consider the 
set V=Z1,, x (1,2, . . . ,t}uX, where X={co,,co,,~o~,co~,co~,co~}. For each 
iE{1,2, . . . ,t}, place on the set Z10 x {i} a copy of the PP(16;22) above in such 
a manner that the sub-PP(6; 2) is on X. Decompose now the complete t-partite graph 
Krc, re, ,_. JO with the parts Z10 x (i}, i= 1,2, . . . , t, into pentagons; this is possible by 
taking k = 5 in Lemma 2.3. This gives a total of 20t + 20t(t - 1)/2 + 2 = lot2 + lot + 2 
pentagons. Thus, only the case t = 2 needs to be taken care of. But a decomposition of 
K& - Ks into pentagons was constructed in [4]. Filling in again the hole of size 6 with 
a PP(6; 2) produces a PP(26; 62), and the proof is complete. 0 
Denote by e, the number of edges in the complete graph K, or in the cocktail-party 
graph K,* according to whether n is odd or even, i.e. e, = n(n- 1)/2 or n(n-2)/2, 
respectively. We can now state the main result of this section. 
Theorem 2.5 
M’5’(n)= 
LGJ if n+7 or 9(mod lo), 
Le,/5J-1 $ nE7 or 9 (mod 10). 
Proof. The number of pentagons in any PP obviously cannot exceed Le,/5 J. When 
n=7 or 9(mod lo), any PP with Le,,/5 J pentagons would have as its leave a single 
edge, which is clearly impossible.Thus, it suffices to produce a PP of an appropriate 
size, i.e. the size given in the statement of the theorem. 
It is well known that when n s 1 or 5 (mod lo), there exists a decomposition of 
K, into pentagons [S]. When n = 3 (mod lo), by Theorem 2.1 there exists a decomposi- 
tion of K, into one triangle and (n2 - n - 6)/10 pentagons. When n = 7 or 9 (mod lo), 
by Theorem 2.1 there exists a decomposition of K, into two triangles and 
(n2 -n- 12)/10 pentagons. When n=O or 2(mod lo), by Theorem 2.1 there exists 
a decomposition of K,* into pentagons. When n s 4 or 8 (mod lo), by Theorem 2.1 (ii) 
there exists a decomposition of K,* into one quadrangle and (n2 - 2n - 8)/10 penta- 
gons. Taking now in all the above cases the pentagons of the corresponding decompo- 
sition as the pentagons of our PP completes the proof for all n f 6 (mod 10). Consider 
now the case n= 6 (mod 10). Theorem 2.2 is of no help here, since 
e, =n(n -2)/2 E 2 (mod 5), and the cocktail-party graph K,* can contain at most 
Len/5 I- 1 edge-disjoint pentagons. Nevertheless, there exists a PP(n; Len/5 J ), This is 
shown in Lemma 2.4. 0 
Note that only for n = 6(mod 10) does the maximum number of edge-disjoint 
pentagons in the cocktail-party graph K,* differ from Mc5)(n), the maximum number 
of edge-disjoint pentagons in K,. These two numbers are equal for all other values of 
n (n even). 
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Corollary 2.6 
&P’(n) = 
(n”-n-6,)/10 if n is odd, 
(n2 -2n-&)/lo if n is even, 
where 
I 
0 if n = 0, 1,2,5 (mod lo), 
4 if n=6(mod lo), 
6,= 6 if n=3(mod lo), 
8 if n=4,8(modlO), 
12 if n = 7,9 (mod 10). 
3. Maximum number of edges in graphs without pentagons 
In this section we determine the maximum number of edges in graphs without 
pentagons atisfying various additional conditions. First we recall the following. 
Theorem 3.1. For n 27 the maximal size of a graph without pentagons is Ln”/4]. 
Proof. This is a special case of Corollary 3.4 of [l]. 0 
The result of Theorem 3.1 can be improved if the graph in question is not bipartite. 
Theorem 3.2. For n > 11 the maximal size of a nonbipartite graph without pentagons is 
f(n)=Ln2/4] -n+4. 
Proof. Let G be a nonbipartite graph without pentagons having maximal size. 
Distinguish several cases. 
Case 1: K,EG. A vertex of G- K4 can be adjacent o at most one vertex of the Kq. 
Case la: If there exist at least two vertices of G - K4 that are not adjacent o any 
vertex of Kq, then by Theorem 3.1 we have 
e(G)<L(n-4)2/4] +(n-6)+6=-f(n). 
Case lb: Suppose there exists at most one vertex of G - K4 not adjacent to any 
vertex of Kq. Let the vertices of K4 be Vi, i = 1,2,3,4, and let Ai, i = 1,2,3,4, be the set 
of vertices adjacent o vi. Obviously, a vertex of Ai cannot be adjacent o a vertex of 
Aj, for i #j. Furthermore, the graph Gi induced by Ai cannot contain a path of length 
3 (i.e. a path with 3 edges); thus, Gi has as its components K1, K2, K3 or P3. Hence, if 
all vertices of G-K, belong to some Ai, we get 
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Fig. 1. 
Suppose now that a vertex o. is not adjacent to any Vi. Then u. can be adjacent to 
every vertex of K1 and K2 of the Ais but only to at most one vertex of K3 or P3. Thus, 
the maximal number of edges is obtained if all components of the Gls are K, or K,: 
5(n - 5)/2 + 6 = k(n). 
However, k(n) <f(n) for n > 11. 
Case 2: &$G but H4 = K4 - (ol u3 > EG. If a vertex of G - H4 is adjacent to two 
vertices of H4 then it is necessarily adjacent o u2 and u4. Assume that there are t such 
vertices ug, . . . , u, +4, where 16 t 6 n - 4. (If t = 0, proceed as in case la.) Let J be the 
subgraph induced by the vertices ul, . . . ,14+~. It is easy to check that J contains no 
additional edges, thus e(J) = 2t + 5, and a vertex of G-J can be adjacent o at most 
one vertex of J. Hence, by Theorem 3.1 we get for n-t - 4 > 7: 
e(G)iL(n-t-4)‘/4J +(n-_-4)+2t+5<(nZ+t2+20-2tn+12t-4n)/4 
<Ln2/4J-n+4+(t2+5+12t-2nt)/4=h(n). 
It is easy to check that for c = 1 we have h(n) < f(n). If t 2 2, then for n 2 11 we have 
ntat2+4t, ntallt, thus t2+5+12t<2nt, and h(n)<_/-(n). For n-t-4<7 we can 
show that G has less thanf(n) edges by using the fact that if a graph on 6 (5, resp.) 
vertices does not contain a pentagon then it has at most 9 (at most 7, resp.) edges. 
Case 3: H44G but C,EG. If G is disconnected then obviously it is not extremal. 
Thus, we may assume that G contains a subgraph H with vertices ul, u2, us, u4 and 
edges u1 u2, u1 u3, u2u3, u3v4 (see Fig. 1). 
Case 3a: If no vertex of G-H is adjacent to two vertices of H then 
e(G)<L(n-4)2/4 J +(n-4)+4=f(n). 
Case 3b: Assume now that a vertex u. exists that is adjacent o two vertices of H. 
Since G contains no H4, u. cannot be adjacent o two vertices of the triangle u1 u2u3. If 
u. were adjacent o u4 and u1 or u2, we would have a C5 in G. Thus, u. can be adjacent 
only to u3 and u4. Hence, G contains a subgraph Ho = H u {uou3, uou4} (see Fig. 2). It is 
easy to see that no vertex of G-Ho may be adjacent to two vertices of Ho (since 
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Fig. 2. 
Hq, C,$G). Hence, using Theorem 3.1, we get 
e(G)<!+-5)‘/4J +(n-5)+6<(n2-6n+29)/4, 
which is less than f(n) if n > 11. 
Case 4: C,$ G but C,,+ I EG for some t 2 3, and t is the smallest such number. Then 
each vertex of G-C,,, 1 may be adjacent o at most two vertices of C,,. 1. Thus, by 
Theorem 3.1 we have for n-2t + 127 
=L(n2+4t2-4nt+6n-4t-3)/4] =r(n,t). 
It is easy to check that for n> 11, r(n, 3)<f(n) and r(n,4)<f(n). Assume t 2 5. Then 
na2t+ 1 implies 2nt>4t2, 2nta 10n; hence, r(n, t)<(n’-4n)/4<f(n). If n-2t- 1~7, 
then by considerations imilar to those of case 2 we get e(G)<f(n) as well. 
Thus, in all cases, e(G)<_/-(n). On the other hand, a graph consisting of Kn,2,n,2 for 
n even and Kc, + U/Z, (,, - 1)/2 for n odd, and a C3 glued together at one vertex contains no 
pentagon, is nonbipartite, and has exactly f(n) edges. This completes the proof of 
Theorem 3.2. 0 
A careful examination of the proof leads to the following improvement for eulerian 
graphs. 
Theorem 3.3. A nonbipartite eulerian graph without pentagons with an odd number of 
vertices n > 11 has at most L n 2/4 A- n + 3 edges. 
Proof. Since n-6 is odd, in case la (see the proof of Theorem 3.2) there are at least 
three vertices not adjacent o K,: all vertices of K4 are of degree 3; thus, the number of 
vertices adjacent o them must be even. Hence, the number of edges of the graph is at 
most f (n) - 1. In case 3a at most n - 5 vertices may be adjacent o some vertex of H (G 
is eulerian); thus again e(G) cannot exceed f (n)- 1. Since in all other cases we had 
e(G)< f (n)- 1, the statement of the theorem follows. Cl 
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Let E(n) be the maximal size of an eulerian graph with n vertices without pentagons. 
Theorem 3.4. Zf n > 11 then 
n2/4 if n E 0 (mod 4), 
(n - 1)‘/4 
E(n)= (uZ-4)/4 ! $ n s 1 (mod 4) if n=2(mod4), (nZ - 2n - 3)/4 ij n 3 3 (mod 4). 
When VI ~0 (mod 4) and n - 2 (mod 4), the extremal graph is Kn,2,niZ and Kf,+2j,2,(n_2,,2, 
respectively. When n= 1 (mod4) and n=3 (mod 4), one of the extremal graphs is 
K~,-I)/~,(~-I)I~ and K~,+I)/~,(~-w, respectively. 
Proof. All graphs given in the statement of the theorem have more than j(n) (cf. 
Theorem 3.2) edges; hence, when looking for maximal eulerian graphs without 
pentagons, it suffices to consider bipartite graphs only. In what follows we will 
consider bipartite graphs G with two parts A and B, where 1 A I = a, 1 B I= b. Distinguish 
four cases. 
Case 1: For n=O(mod 4), the statement follows immediately from Theorem 3.1. 
Case 2: If n E 1 (mod 4), say n = 4k + 1, one of a, b must be odd and the other even. 
Assume a is odd. Then a vertex of B may be adjacent to at most a - 1 vertices of A; 
thus, e(G)<b(a-1). Let a=2k+1+2t, b=2k-2t. Then b(a-1)=4k2-4t2; this is 
maximal if t = 0. Thus, K,, _ Ij,z, (n_ IJ,2 is one of the extremal graphs. 
Case 3: If n E 2 (mod 4), n = 4k + 2, then there are two possibilities: both a and b are 
even or both are odd. If a, b are both even, let a = 2k + 2 - 2t, b = 2k + 2t. Then K,,b is 
eulerian and has (2k+2)2k + 4t -4t 2 edges. This is maximal when t =0 or 1, and we 
get the graph as given in the statement of the theorem. 
If a and b are odd, let a = 2k + 1 + 2t, b = 2k + 1 - 2t. Then each vertex of B may be 
adjacent to at most a - 1 vertices of A; thus, 
e(G)<b(a- 1)=2k(2k+ 1)+2t-4t2, 
which is maximal for t = 0. However, we get a smaller number of edges than above. 
Case 4: n z 3 (mod 4), n = 4k + 3. Assume a is odd and b is even. Let a = 2k + 1 + 2t, 
b = 2k + 2 - 2t. Then e(G) 4 2k(2k + 2) + 4t - 4t 2. This is maximal for t = 0 or 1; thus, 
the graph as given in the statement of the theorem is one of maximal graphs. 0 
A graph is antieulerian if all its vertices are of odd degree. Let A(n) be the maximal 
size of an antieulerian graph with n vertices without pentagons. 
Theorem 3.5. If n > 11 then 
A(n)= 
(n’ - 4)/4 if n = 0 (mod 4) 
n2/4 if n = 2 (mod 4). 
The extremal graph is K,, + 2)/z, (n - 2),2 and K,,,, n,z, respectively. 
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Proof. When n~2(mod 4), the statement follows directly from Theorem 3.1. When 
n =O(mod 4), n=4k, we have to distinguish two cases. If both Q and b are odd, let 
a = 2k + 1 - 2t, b = 2k - 1 + 2t. The number of edges is (2k + 1) (2k - 1) + 4t - 4t ‘. This is 
maximal for t=O or 1, and gives the above graph. If both a and b are even, let 
a = 2k - 2t, b = 2k + 2t. Then a vertex of B may be adjacent o at most a - 1 vertices of 
A; thus the number of edges is at most 2k(2k- l)-2t-4tz, which is,less than in the 
former case. 0 
4. Maximal packings of minimum size 
Let A,=[(@- 1)/2-E(n))/51 if n is odd, and r(n(n-- 1)/2-A(n))/51 if n is even. 
Lemma 4.1. If n> 11 then m’5’(n)>,d.. 
Proof. This is a simple corollary to Theorems 3.4 and 3.5: if we had an MPP(n) of size 
less than A,,, its leave, while pentagon-free, would contain more than E(n) [or A(n), if 
n is even] edges, a contradiction. 0 
Lemma 4.2. Let n=13,14,15,16,17,18(mod20). Then 
mC5)(n)>, A, + 1. 
Proof. Suppose there exists an MPP(n; A,), say P. Its leave L(P) is then a graph with 
E(n) - 3 edges if n is odd, and A(n) - 3 edges if n is even. Since for any n 2 13 we have, 
for odd and even n, respectively, E(n) >f(n) + 2 (see Theorem 3.3), A(n) >f(n) + 3 (see 
Theorem 3.2), L(P) must be bipartite. But there can be no bipartite eulerian or 
antieulerian graph without pentagons having exactly 3 edges less than the maximum 
possible. q 
Lemma 4.3. Let n - 4 or 8 (mod 20), n 2 24. Then 
Proof. Let n ~4 or 8 (mod 20), and suppose there exists an MPP(n; A,) [an 
MPP(n; A,, + l), resp.] P. Its leave L(P) has A(n) - 2 edges [.4(n) - 7 edges, resp.]. Since 
for any n 224 we have A(n)>f(n) + 7, L(P) must be bipartite. But there can be no 
bipartite antieulerian graph without pentagons with exactly 2 (exactly 7, resp.) edges 
less than the maximum possible. 0 
Lemma 4.4. 1fn = 7 or 9 (mod lo), there exists a decomposition fK, into (n2 - n - 12)/ 
10 pentagons and a unique hexagon. 
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Proof. When n=7, such a decomposition is obtained by taking three pentagons 
(14675), (13527), (24736) and the hexagon (123456). When n = 9, take the six pentagons 
(13524), (15728), (17689), (26379), (38469), (47859) and the hexagon (123456). It was 
shown in [S] that Ki 7 - K, (i.e. the complete graph Ki, with a hole of size 7) as well as 
Xl9 -Kg can be decomposed into pentagons. Filling in the hole with the above 
decomposition for n = 7 and n = 9, respectively, yields the desired decomposition for 
n=17 and n=19. Now let n=lOt+7 (n=lOt+9, resp.), t23. Take the set 
v=zio x {1,2, . . . ,t}uX, with X=(cOi: i=l,2 ,..., 7) (X={oOi: i=1,2 ,..., 9}, 
resp.). Now proceed exactly as in the proof of Lemma 2.4: for each i~(l, 2, . . . , t}, 
place on the set .Z10 x {i} a copy of a decomposition of KIT-K7 (K19-Kg, resp.) 
so that the hole is on X. Decompose the complete t-partite graph Klo, 1o, ,, , 1o with 
the parts Z10 x {i}, i= 1,2 , . . . , t, into pentagons, and fill in the hole with the above 
decomposition for n = 7 and for n = 9, respectively. 
It remains only to produce the desired decomposition for n = 27 and n=29. 
A decomposition of Kz7 - Kg with the vertex set V= Zg x (1,2,3} into pentagons is 
given by (01 41 11 31 2~)~ (0, 1, 03 21 63)Y (0, 12 22 23 32), (0, 4i l2 sz 5,), 
(0, 23 02 l3 7J, (0, O2 63 l2 5,), (0, 42 23 2, 3,)mod(9,9,9). Filling in the hole 
of size 9 on Zg x (3) with the above decomposition for n= 9 produces the desired 
decomposition for n = 27. A decomposition of K 29-Kg into pentagons is given in [4], 
and filling in the hole again produces the desired result for n=29. 0 
Let Qk (Q;, resp.) be the graph on lOk+ 1 vertices which consists of k+ 1 vertex- 
disjoint pentagons and 5k - 4 isolated vertices (of k - 1 vertex-disjoint pentagons, and 
further two pentagons having one common vertex but otherwise disjoint from the 
other k - 1 pentagons, and 5k - 3 isolated vertices, resp.); see Fig. 3. 
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Lemma 4.5. The graph K1 v Qk (the graph K1 v Q;, resp.) with lOk+2 vertices and 
15k + 6 edges can be decomposed into 5k + 2 edge-disjoint paths of length 3 such that one 
vertex is the endvertex of exactly three such paths, and each of the remaining lOk+2 
vertices is the endvertex of exactly one such path. 
Proof. Let the vertex of K, be co. For k= 1, let the two disjoint pentagons of Qi be 
(a, b, c, d, e) and (f, g, h, k, m), and the isolated vertex be n. The disjoint paths of length 3 
ofrequiredkindare(co,a,b,c),(co,d,e,a),(co,g,h,k),(d,c,cg,e),(b,cO,f,g),(f,m,cO,h), 
(n, 00, k, m). For k > 2, let the vertices of Qk be V(Q1) u (2, x { 1,2, . . . ,2k}). In addition 
tothepathsofK,~Q,,addthepaths{(i,,_,,(i+l),,_,,oO,i~,):iEZ~,t=l,2, . . ..k). 
It is straightforward to verify that this defines the decomposition as stated. 
In the case of the graph Q; , let the two pentagons be (a, b, c, d, e) and (e,J g, h, k), and 
the two isolated vertices be m, n. The edge-disjoint paths of length 3 of the required 
kind in K1 v Qi are (~,a,b,c),(oO,d,e,a),(co,f,g,h),(b,co,c,d),(f;e,co,g),(e,k,oo,m), 
(k, h, 00, n). For k B 2, proceed exactly as above. 0 
Lemma 4.6. Let n = 3 or 7 (mod 20), n >, 13. Then 
m”‘(n) = A,. 
Proof. In view of Lemma 4.1, it suffices to construct an MPP(n; d,). If n = 3 (mod 20), 
n = 20k + 3, consider two disjoint sets X, Y, with 1 X I= ( YI = 10k + 1, and let co be 
a new element, i.e. co#X, co+ Y. In an MPP(lOk+ 1; lOk’+ k) on Y, consider the 
graph Qk with k + 1 vertex-disjoint pentagons (or, alternatively, the graph Q; with two 
pentagons having a common vertex together with a disjoint set of further k- 1 
vertex-disjoint pentagons). Observe that the known constructions of pentagon sys- 
tems [S, S] are easily seen to yield a set of k + 1 vertex-disjoint pentagons in Qk (or Q;) 
in an MPP(lOk+ 1; lOk* + k). Decompose the graph K1 v Qk (where the vertex of 
K1 is co) into 5k+2 edge-disjoint paths of length three, as in Lemma 4.5. For each 
i=l,2, . . . ,5k + 2, if Li = (ei,fi, gi, hi) is such a path of length 3, form a new pentagon 
(ei,fi, gi, hi, xi), where Xi~X. Adjoining now to the set of the 5k + 2 new pentagons the 
set of lOk’+ k pentagons of an MPP(lOk+ l;M(s’(lOk+ 1)) on X, and the set of 
lOk*+k-(k+ l)= 10kZ- 1 pentagons of an MPP(lOk+ l;M’s’(lOk+ 1)) on Y from 
which the k+ 1 pentagons of Qk were omitted, yields a PP(20k+ 3; 20k2 +6k+ 1). 
Obviously, this PP is maximal, as its leave is bipartite. Thus, m”‘(n)= A, for 
n E 3 (mod 20). 
If n E 7 (mod 20), n = 20k + 7, we take 1 X ) = 10k + 5, ) YI = 10k + 1, but otherwise 
proceed in exactly the same way. The result is an MPP(20k + 7; 20k2 + 14k + 3); thus, 
m(‘)(n) = A,, for n = 7 (mod 20) as well. 0 
In order to prove the main theorem of this section (Theorem 4.8), we need two 
constructions for MPPs. Recall (Theorem 2.5) that for n odd, the leave of an 
MPP(n; M”‘(n)) has 0,3, or 6 edges, according to whether n_= 1, S(mod lo), 
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n = 3 (mod lo), or n E 7,9 (mod lo), and that in the case n = 7,9 (mod 10) we can ensure, 
in addition, that the leave be a hexagon. 
Construction A. Let X, Y be sets such that 1 X I= p, ) Y I= q, X n Y = 0, p = q z 1 (mod 2). 
Let Px,Pu be an MPP(p; Mc5)(p)) and an MPP(q;M”)(q)), respectively. If L(Px) 
contains a triangle (x, x’,x”), form three new pentagons (x,x’, yi, x1,y2), 
(x, x”, y3, ~2, y4), (x’, x”, y=,, x3, ys), where XiEX, YjE Y. If L(P,) contains a hexagon 
(xI,xz,x~~x~,x~,x~), form two new pentagons (x~,~~,x~,x~,Y~),(x~,x~,~~,x~,Y~), 
where y,, yze Y. If L(Py) contains a triangle or a hexagon, proceed similarly, inter- 
changing the roles of x’s and y’s The x’s and y’s need not all be distinct but obviously 
construction A can be certainly carried out if ~27, q>7. 
Construction B. Let X, Y be sets such that (Xl = p, 1 Y( =q, p E q = 1 (mod 2) but 
1Xn YI=l, Xn Y=(z). Let Px,P, be an MPP(~;JV’~‘(~)) and an MPP(q;Mc5)(q)), 
respectively. We may assume that if L(P,) contains a triangle T(or a hexagon H) then 
TcX\{z}(HcX\{z)) d, an similarly, if L(P,) contains a triangle T(or a hexagon H) 
then T E Y\ {z} (H c Y\ {z}). Otherwise, proceed as in Construction A. 
Let us call the new pentagons (if any) introduced in Constructions A and B mixed 
pentagons. 
Lemma 4.7. The PP(p + q) [the PP(p + q - l), resp.] obtained by taking the union ofthe 
pentagons ofthe MPP(p; Mc5’(p)) on X, ofthe pentagons ofthe MPP(q; Mc5’(q)) on Y, 
and the mixed pentagons in Construction A (in Construction B, resp.) is an MPP. 
Proof. The leave of this PP is bipartite, with bipartition (X, Y) [with bipartition 
(X, Y\(z)), rev.]. 0 
Theorem 4.8. lfn> 11 then 
A,,+2 if n=4,8(mod20), 
m(‘)(n) = d,+l ij nr13,14,15,17,18(mod20), 
A, otherwise. 
Proof. In view of Lemmas 4.1-4.3, it suffices to construct in each case an MPP(n) with 
the number of pentagons as stated. We have to consider cases modulo 20. If 
n E 3,7 (mod 20), we have m”‘(n) = A,, by Lemma 4.6. For n f 3,7 (mod 20), use Con- 
struction A or B according to whether n is even or odd. We indicate the construction 
of our MPP for one of the cases [n G 5 (mod lo)], with the other cases being similar: if 
n= 5 (mod20), n=20k+ 5, use Construction B with p= lOk+ 1, q= lOk+ 5. The 
MPP( 10k + 1) contributes 10k2 + k pentagons, while the MPP(lOk + 5) contributes 
lOk* +9k+2 pentagons, and there are no mixed pentagons in this case. Since 
A,, = 20k* + 10k+2, we have mt5)(n)= A, in this case. The details of other cases are 
given in Table 1. 0 
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Table 1 
n=20k+i No. of Cs’s in 
i Pi4 M’YP) M”‘(q) 
0 lOk-l;lOk+l 10k2-3k-1 lOkz+ k 
172 lOk+l;10k+l IOk’+k lOk’+k 
4 lOk+l;lOk+3 lOk’+k lOk’+ 5k 
596 lOk+l;lOk+5 lOk*+k 10k2+9k+2 
8 lOk+3;10k+5 10k2+5k 10k2+9k+2 
9,lO lOk+5;10k+S 10k2+9k+2 10k2+9k+2 
11,12 lOk+5;10k+7 10k2+9k+2 10kz+13k+3 
13,14 lOk+5;10k+9 10k2+9k+2 10k2+17k+6 
15,16 lOk+5;10k+ll 10k2+9k+2 lOk*+21k+ll 
17,18 lOk+7;10k+ll 10k2+13k+3 lOk*+21k+ll 
19 lOk+9;10k+ll lOkz+ 17k+6 10kz+21k+ll 
Mixed Total 
2 20k2-2k+ 1 
0 20kz+2k 
3 20k2+6k+3 
0 20k2+9k+2 
3 20k2+14k+5 
0 20k2+18k+4 
2 20k2+22k+7 
2 20k2+26k+10 
0 20k2+30k+13 
2 20k2+34k+16 
2 20k2+38k+19 
d”(n) 
A. 
A” 
A,+2 
A” 
A,+2 
A” 
A” 
A.+1 
A,+1 
A.+1 
A” 
5. Conclusion 
There remains the problem of determining completely the spectrum S@)(n). This 
appears to be a much more difficult problem which the authors hope to address in the 
future. 
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