Abstract. Tone plays an important lexical role in spoken tonal languages like Mandarin Chinese. In this paper we propose a two-pass search strategy for improving tonal syllable recognition performance. In the first pass, instantaneous F0 information is employed along with corresponding cepstral information in a 2-stream HMM based decoding. The stream which incorporates both discrete voiced/unvoiced information and continuous F0 contour is modeled with a multi-space distribution. With just the first-pass decoding, we reported recently a relative improvement of 24% reduction of tonal syllable recognition errors on a Mandarin Chinese database [5] . In the second pass, F0 information over a horizontal, longer time span is used to build explicit tone models for rescoring the lattice generated in the first pass. Experimental results on the same Mandarin database show that an additional 8% relative error reduction of tonal syllable recognition is obtained by the second-pass search, lattice rescoring with enhanced tone models.
Introduction
Chinese is known as a monosyllabically paced tonal language. Each Chinese character, which is the basic unit in written Chinese, is pronounced as a tonal syllable: a base syllable plus a lexical tone. Correct tonal syllable recognition is critical to differentiate homonyms of same base syllables, e.g., recognizing names of a person or a place and many other application scenarios where strong contextual information or language model is not available in general. Measuring the tonal syllable recognition performance is also a good for evaluating the acoustic model resolution of a recognizer because it is done purely at the phonetic level by removing the language model from the LVCSR decoding process. A recognizer with high tonal syllable recognition rate has many other applications in language learning and objective evaluation of tone language proficiency of a tested speaker.
In tone languages like Chinese, succinct tone modeling is critical for high performance speech recognition due to the lexical nature of tone. The properties of tone, which are listed as follows, have traditionally made tone modeling difficult. a) Tone is carried by perceivable pitch in the voiced part of a syllable. However, no pitch is perceived in the unvoiced region. As a result, the continuous HMM can not be directly applied to tone modeling since the whole F0 trajectory is discontinuous at the junctures of neighboring voiced and unvoiced segments. b)
Tone is a supra-segmental feature which can span over multiple voiced segments. A time window longer than the window size used for extracting spectral features should be used for extracting tonal features. There have been studies on tone modeling. A commonly used approach to cope with discontinuous F0 trajectory is to interpolate F0 in the unvoiced segments [1] [2] [3] [4] . This approach is obviously incorrect, but a convenient way to bypass the discontinuity problem. The artificially interpolated F0 value has no or even wrong information for identifying a tone. In our recent work [5] , we applied a multi-space distribution (MSD) based HMM [6] to tone modeling. It is done without interpolating F0 and resorting to any heuristics. It has been successfully tested in tonal syllable recognition experiments on a Mandarin database. Comparing with tone modeling based on F0 interpolation, the new approach improves absolute tonal syllable error rate by 6%.
Explicit tone modeling [7] [8] , where tone modeling is separated from spectrum modeling, is commonly employed to take the supra-segmental property of tone explicitly into account. The outline feature of a tone contour [9] [10] is modeled in such a model. In [10] , we proposed supra-tone modeling of Cantonese and used it for Cantonese LVCSR. It characterizes not only the tone contour of a single syllable but also the adjacent bi-or tri-syllables. Experimental results show that the supra-tone modeling outperforms the conventional tone-modeling methods significantly.
In decoding, tone (syllable) boundaries are needed for applying explicit tone models. Usually such segmentations can be obtained as a byproduct of the first-pass decoding. However, the optimal tonal syllable sequence might have been pruned prematurely, due to the fact that the tone information is not fully exploited in the search. We propose a two-pass search strategy for improving tonal syllable recognition performance. In [5] , we presented our first-pass search with a multispace distribution (MSD) tone model and reported corresponding tonal syllable recognition results on a Mandarin Chinese speech database. In this paper, explicit tone modeling is investigated and a lattice rescoring technique with the explicit tone models will be tested on the same Mandarin database.
The rest of paper is organized as follows. In section 2, we will present a two-pass search strategy for improving tonal syllable recognition performance. Explicit tone modeling for Mandarin lattice rescoring with tone model will be studied in Section 3. Finally, evaluation experiments are performed on a speaker-independent tonal syllable recognition task in section 4. Section 5 we give a conclusion of this research.
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Two-pass Search Strategy with Tone Information
The block diagram of our proposed two-pass search is shown in Figure 1 , where the instantaneous F0 information is employed in the first-pass search, while long-term F0 information is used in the second-pass search.
In the first-pass search [5] , a tonal syllable lattice is generated with embedded tone information in the acoustic HMMs, in which the tone features and spectral features are separated into two streams and stream-dependent models are constructed to cluster corresponding features into their decision trees. Tone features are modeled by multispace distribution (MSD) based HMM [6] , while spectral features are modeled by conventional HMM.
In the second-pass search, the outline F0 features are extracted first with the syllable boundaries given by the first-pass search and modeled by explicit tone models. Scores computed from the trained explicit tone models are combined with the scores of tonal syllable obtained in the first-pass search. The combined score is used to find a best path in the lattice. 
Outline F0 Feature Extraction
F0 is a highly variable acoustic feature. Difference in F0 could be affected by many factors, e.g. age, gender, dialectal difference, health condition, education and idiosyncratic style. Even for the same speaker, the actual range of F0 changes from time to time. Effective F0 normalization is necessary to minimize the undesirable fluctuations. In the first-pass search, only logarithm is used to reduce the dynamic range of F0 of speakers since search is done time-synchronously and normalization of F0 values on a longer time basis, e.g. sentence, is not feasible. However, in the second-pass search, or lattice rescoring, we can apply an utterance-based normalization to F0, which is defined as
where 1 2 , , , N F F F … is a sequence of original F0 values in an utterance and N is the total number of voiced frames. F0 normalization in the above equation 1) can reduce F0 variation at both inter-and intra-speaker levels.
Lattice rescoring can integrate high-level knowledge sources which may not be easily incorporated in the first decoding pass, e.g. long-term F0 information. We extract outline F0 features for tone modeling. The tone contour of a syllable is evenly divided into three sections, and each section is represented by the corresponding F0 mean of all F0 values in that section. Figure 2 shows an example of outline F0 feature extraction for the tonal syllable "pu3 tong1 hua4". Outline F0 feature is a rough sketch of the F0 contour. The window for feature extraction is whole syllable, the carrier of the tone. The outline F0 feature indicated the pitch movement or tendency in F0 contour of the syllable. 
Supra-tone Modeling
In continuous speech, F0 contour of the current tone can be affected significantly by the neighboring tones due to co-articulation. Supra-tone modeling [10] characterizes not only the tone contour of current syllable but also the adjacent ones. Supra-tone model has been shown outperforms conventional tone models in Cantonese tone recognition. Here, we apply it to Mandarin.
A supra-tone unit covers the contour of multiple tones in succession. Figure 3 shows di-tone units of tonal syllable sequence "pu3 tong1 hua4". The di-tone unit to be modeled covers two consecutive tones and there is an overlap of one syllable between two adjacent di-tones. In this way, supra-tone unit characterizes long-term, inter-syllabic speech dynamics in both time and frequency. Supra-tone modeling is different from context-dependent tone modeling, which is based on phonetic context rather than acoustic context. The supra-tone models capture the tonal context effect by using not only the tone identities but also the acoustic features. Gaussian mixture model (GMM) is employed to model supra-tone units. Theoretically, GMM with sufficient mixture components is capable of approximating any arbitrary statistical distribution. Moreover, GMM provides a probabilistic output that can be readily integrated into HMM based ASR system.
Lattice Rescoring
Supra-tone model is used to rescore the tonal syllable lattice. The search process in the lattice is rewritten as * arg max( log ( | ) log ( | ) ( ) )
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where TS is a sequence of tonal syllable, ( | )
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is the score of a tonal syllable obtained in the first-pass search, ( | )
T P T O
is the score obtained by evaluating the outline F0 feature against a supra-tone model, ( ) P TS is prior probability of tonal syllable, and WP is the word penalty. α , β and γ are weights of corresponding models and should be optimized in a development set. In our tonal syllable recognition task, a free tonal syllable loop is used as the language model and keep α equal to one. Therefore, only β and WP need to be estimated. A Viterbi search is employed to find a best tonal syllable sequence in the lattice.
Experimental Results and Analysis
Experimental Setup
The evaluation experiments are performed on a speaker-independent database of read speech. Training set consists of 50k utterances (80 hours) data recorded by 250 male speakers. Development set consists of 5 speakers and 100 utterances (about 2k tonal syllables). Testing set consists of 400 utterances (about 8k tonal syllables) from 20 speakers. Speakers in the training, development and testing sets are all different. For tone recognition experiments, we use all 500 utterances from the development and testing sets as the testing set. In all following experiments, a Mandarin tone is classified as one of five categories, i.e., tone 1 to tone 5.
The performance of the first-pass search
In the first-pass search, MSD-HMM based tri-phone models are used as tone embedded acoustic models, which have totally 5,000 tied states and 16 Gaussian components/state. Acoustic features are made of 39-dimension MFCC and 5-dimension, extended F0 feature. The two sets of features are divided into two streams. Free tonal syllable loop (i.e. no language model is used) is employed in the decoding. The tonal syllable lattice is generated by the recognizer.
The performance of tonal syllable and tone recognition in the first-pass search is shown in Table 1 , where the second line is the one-best result and third line is the graph error rate (GER). GER is computed by aligning the correct tonal syllable sequence with the generated graph to find the path with the least number of tonal syllable errors. The error rates of tonal syllable are 35.0% and 10.4% in one-best and graph, respectively. The large difference between the two tonal syllable error rates indicates that by rescoring tonal syllable graph with high-level knowledge sources like long time tone information we might be able to improve the recognition performance significantly. The experimental setup for the second-pass search GMM is used to model supra-tone units and each model has 32 Gaussian components with full covariance. The training date is force-aligned by the first-pass recognizer to get syllable boundaries for tone modeling. Outline features of F0 and dynamic F0 are evaluated for supra-tone modeling. In order to make comparison with the conventional tone modeling method, MSD-HMM is used to explicitly model tone in the following tone recognition experiments. The topology of MSD-HMM based tone models is left-to-right structure with 4 states and 32 Gaussian components per state.
Role of F0 Normalization
We compare two F0 normalization methods with original F0 on a tone recognition experiments based on mono-tone based supra-tone model. Table 2 shows the experimental results. From table 2 we can see that utterance-based normalization method obtains the lowest tone recognition error rate. In the following experiments, utterance-based normalization method is used.
The Experiments of Tone Recognition
The quality of tone models is crucial for the success lattice rescoring. In order to evaluate tone model resolution, tone recognition experiments are performed on the testing set. The tone recognition results of three supra-tone models with/without dynamic outline F0 feature are shown in Figure 4 , where 1) GMM-ST-MT: mono-tone based supra-tone model 2) GMM-ST-DT: di-tone based supra-tone model 3) GMM-ST-TT: tri-tone based supra-tone model and F0_∆F0 is the case with dynamic outline F0 feature which is the mean of dynamic F0 in each section of the tone contour. Figure 4 shows that the supra-tone units (di-tone and tri-tone) and dynamic outline F0 feature can significantly improve the performance of tone recognition. In order to compare the performance of supra-tone model with other tone modeling methods, two following experiments are performed. 1) conventional context-dependent tone modeling with outline F0 feature 2) MSD-based HMM tone modeling The experimental results show that supra-tone modes with outline F0 feature can outperform above 1) and 2) models by about 3% and 4%, respectively. It indicates that the outline F0 feature and a wider time window are preferred.
The Experiments of Lattice Rescoring with Supra-tone Model
Di-tone models with/without dynamic outline F0 features are used in lattice rescoring. Tri-tone models are not tried in these experiments since their performances are only slightly better than di-tone models and their computation complexities are much higher. The optimal weight β and WP for computing the new search score in Equation 2) are found in the development data set with a full grid search. For di-tone model without dynamic outline F0 features, total tonal syllable error rate of lattice rescoring at different tone model weight and word penalty on the development set are shown via a contour plot in Figure 5 , where indicates that the optimal weight pair is (4.7, -49). Rescoring results on the testing data set with optimal weights are shown in Table 3 , where shows that the di-tone model with dynamic outline F0 feature can achieve 8% relative TSER reduction and 12.4% relative TER reduction. 
Conclusions
In the paper, a two-pass search strategy with tone information is introduced for improving tonal syllable recognition performance. Lattice rescoring with enhanced tone models is particularly investigated. Explicit tone modeling with outline F0 features via supra-tone models is applied to Mandarin. In the experiments of tone recognition, supra-tone modeling method shows improved performance than the conventional tone modeling techniques. In lattice rescoring, by using di-tone models with dynamic outline F0 feature we obtains 8% relative tonal syllable error reduction and 12.4% relative tone error reduction, compared to the single-best results in the first-pass search. 
