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COUPLING OF TWO CONFORMAL FIELD THEORIES AND
NAKAJIMA-YOSHIOKA BLOW-UP EQUATIONS
MIKHAIL BERSHTEIN, BORIS FEIGIN AND ALEXEI LITVINOV
Abstract. We study the conformal vertex algebras which naturally arise in relation to
the Nakajima-Yoshioka blow–up equations.
1. Introduction
1.1. Denote by M (r,N) the moduli space of framed torsion free sheaves on CP2 of rank
r, c1 = 0, c2 = N . This space is a smooth partial compactification of the moduli space of
U(r) instantons.
There is a natural action of the r + 2 dimensional torus T on the M (r,N): (C∗)2 acts
on the base CP2 and (C∗)r acts on the framing at the infinity. The Nekrasov partition
function for the pure Yang-Mills theory is defined as the equivariant volume
Z(ǫ1, ǫ2,~a; q) =
∞∑
N=0
qN
∫
M (r,N)
1,
where ~a = (a1, . . . , ar) and ǫ1, ǫ2, a1, . . . , ar are the coordinates on the t = LieT . The last
integrals can be computed by localisation method and equal to the sum of contributions
of torus fixed points (which are labeled by r-tuple of Young diagrams λ1 . . . , λr).
Nakajima and Yoshioka in paper [23] proved the so called blow–up equations for the
function Z(ǫ1, ǫ2,~a; q). For the r = 1, 2 this equations have the form
Z(ǫ1, ǫ2, a; q) = Z(ǫ1, ǫ2−ǫ1, a; q) · Z(ǫ1−ǫ2, ǫ2, a; q) (1.1)
Z(ǫ1, ǫ2, a1, a2; q) =
∑
k∈Z
qk
2
lk
Z(ǫ1, ǫ2−ǫ1, a1+kǫ1, a2−kǫ1; q) · Z(ǫ1−ǫ2, ǫ2, a1+kǫ2, a2−kǫ2; q)
(1.2)
The geometrical meaning of these equations is the relation between M and M̂ — the
moduli space of framed torsion free sheaves on the blow–up ofCP2. The shifted parameters
(ǫ1, ǫ2−ǫ1) and (ǫ1−ǫ2, ǫ2) are weights of the torus action on the tangent space of two torus
fixed points on the blow–up of C2 ⊂ CP2.
For the r = 1 the function Z(ǫ1, ǫ2, a; q) = exp(
q
ǫ1ǫ2
) (see [23, Sec 5]) so the equation
(1.1) is trivial. But for r = 2 the function Z(ǫ1, ǫ2, a1, a2; q) coincide with the certain limit
of the four point conformal block (due to the AGT conjecture [2]) for the conformal field
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theory (CFT) with the central charge c = 1 +
6(ǫ1 + ǫ2)
2
ǫ1ǫ2
. Therefore the equation (1.2)
suggests the relation in the conformal field theory. This relation is a main purpose of the
paper.
1.2. We will mainly consider the r = 2 case which corresponds to the CFT with the
Virasoro algebra symmetry. Denote by V∆,c the Verma module over the Virasoro algebra
and by L∆,c its irreducible quotient. The vacuum module L0,c has the structure of the
vacuum module of the Virasoro conformal vertex algebra. The corresponding operators
are stress–energy tensor T (z), its derivatives and products. We parametrize central charge
c = c(b) = 1 + 6(b + b−1)2 and denote this conformal vertex algebra as Mb similar to
the notation for the minimal models. The representations L∆,c become modules over the
algebra Mb.
We know from the AGT conjecture that the left side of (1.2) is a conformal block1 in
Mb, where b =
√
ǫ1/ǫ2.. On the right side of (1.2) we have linear combination of the
conformal blocks in Mb1 ⊗Mb2 , for the appropriate b1 = b/
√
b2 − 1, b2 =
√
1− b2. It
appears that the right side is a conformal block for some vertex algebra Ab. This algebra
Ab appears to be an extension of the Mb1 ⊗Mb2 by the field Φ1,3 · Φ3,1 (in notation of
[3]).
Geometrically two Virasoro algebrasMb1 andMb2 correspond to two torus fixed points
on the blow–up of C2. Algebraically one can extend the product Mb1 ⊗Mb2 due to the
relation between the central charges. In our case this relation is b21 + b
−2
2 = −1, more
general relations of this kind will be discussed in the Conclusion.
The identity (1.2) means the relation between the conformal vertex algebras Mb and
Ab. We prove for generic b that Ab ∼=Mb⊗U for certain conformal vertex algebra U , see
Theorem 2.1.
This algebra U is one of the main objects of the paper. It appears that U can be
constructed in terms of one free bosonic field ϕ(z). More precisely as a vertex algebra
U is isomorphic to lattice algebra V√2Z or affine Lie algebra ŝl(2) on the level 1. But
U has nonstandard (deformed) stress–energy tensor, its central charge equals to -5. see
equation (2.3).
The algebra U contains two commuting Virasoro subalgebras with central charges −22
5
and −3
5
. This central charges correspond to minimal models (2, 5) and (5, 3). The sum of
the corresponding stress–energy tensors T2/5+ T3/5 equals to the full stress–energy tensor
TU . As a consequence we can decompose U as the tensor product of minimal models (see
Theorem 2.4 and character identities (2.9)).
1.3. The paper is organized as follows. In Section 2 we state the main results of the paper
(which were shortly described above). The next section is devoted to proofs. The main
tool of the proof is a Drinfeld–Sokolov reduction of the representation of ŝl(2)1⊕ŝl(2)k with
respect to the diagonal ŝl(2)k+1. Some arguments were based on the explicit computations
which were made using Akira Fujitsu ope.math package [17].
1actually, the Whittaker-Gaiotto limit of the conformal block
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In the Section 4 we discuss the combinatorial meaning of the character identities (2.9)
between the characters of the ŝl(2) of the level 1 and minimal models (2, 5) and (5, 3). In
the Section 5 we show how to use our results to the blow–up equations.
In the Conclusion we discuss possible generalizations of the product Mb1 ⊗Mb2 and
the algebra U .
2. Results
2.1. Vertex algebras. We will use the language of vertex algebras, see e.g. [15]. Recall
that a vector space V is called a vacuum representation of vertex algebra if any vector
v ∈ V corresponds to a power series of operators Y (v; z) =∑Ynz−n, Y ∈ End(V ). This
correspondence v ↔ Y (v; z) is called the operator-state correspondence. In the definition
of the vertex algebra the correspondence v ←→ Y (v; z) should satisfy certain conditions:
vacuum axiom, translation axiom and locality axiom.
Recall that the vertex algebra V is called conformal if there exists a non-zero conformal
vector ω ∈ V such that corresponding power series of operators T (z) satisfy
T (z)T (w) =
c
(z − w)4 +
2
(z − w)2T (w) +
1
(z − w)∂T (w) + reg. (2.1)
The corresponding T (z) is called the stress–energy tensor, parameter c is called the central
charge. If we expand T (z) into power series T (z) =
∑
n Lnz
−n−2 then equation (2.1) is
equivalent to the Virasoro algebra (Vir for short) relations
[Ln, Lm] = (n−m)Ln+m + n
3 − n
12
cδn,−m.
2.2. Algebra U . First we recall the construction of the lattice vertex algebra for one-
dimensional lattice
√
2 · Z (see [15, Sec 5.2]). Let an be the generators of the Heisenberg
algebra
[an, am] = nδm+n,0.
It is convenient to consider the operators an as modes of the bosonic field ϕ(z)
ϕ(z) =
∑
n∈Z\0
an
−nz
−n + a0 log z + Q̂, (2.2)
where the operator Q̂ is conjugate to the operator P̂ = a0, i.e. satisfy the relation
[P̂ , Q̂] = 1. The relations of the Heisenberg algebra can be rewritten in terms of the
operator product expansion
ϕ(z)ϕ(w) = log(z − w) + reg.
We will contract such notation to ϕ(z)ϕ(w) ∼ log(z − w) below.
Denote by Fλ the Fock representation of the Heisenberg algebra with the highest weight
vector vλ
anvλ = 0 for n > 0, a0vλ = λvλ.
Denote by Sλ the shift operator Sλ : Fµ → Fµ+λ defined by
Sλvµ = vµ+λ, [Sλ, an] = 0, for n 6= 0
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Actually Sλ is just an exponent exp(λQ̂).
The direct sum V√2Z :=
⊕
k∈Z Fk
√
2 has a vertex algebra structure. This algebra is called
the lattice vertex algebra for the lattice
√
2 · Z. Under the operator-state correspondence
the highest weight vectors vλ, λ = k
√
2 correspond to
Y (vλ; z) =:e
λϕ := Sλz
λa0 exp
(
λ
∑
n∈Z>0
a−n
n
zn
)
exp
(
λ
∑
n∈Z>0
an
−nz
−n
)
,
Here and below : . . . : denotes the creation-annihilation normal ordering. For more general
vectors of the form v = anm−m · · · an1−1vλ the corresponding operators have the form
Y (v; z) =:(∂mϕ)nm · · · (∂ϕ)n1eλϕ :
For more details about this construction see [15, Sec. 5.2].
The algebra V√2Z is isomorphic to the vertex algebra of affine Lie algebra ŝl(2) on the
level 1. We denote the standard generators of ŝl(2) = sl(2)⊗C[t, t−1]⊕CK by en = e⊗tn,
fn = f⊗ tn, hn = h⊗ tn, and the central element by K. We denote by Lh,k the irreducible
module of the ŝl(2) algebra generated by the highest vector v such that
env = 0, for n ≥ 0; fnv = hnv = 0, for n > 0; h0v = hv, Kv = kv.
The value k of the central element is called the level of the representation.
The module L0,k has the structure of the vacuum module of the vertex algebra. This
algebra for generic k will be used in the next section. If k = 1 then the vertex algebra L0,1
is isomorphic to the lattice algebra V√2Z. The action of the generators of ŝl(2) is defined
by the formulas∑
n∈Z
enz
−n−1 =:e
√
2ϕ :,
∑
n∈Z
fnz
−n−1 =:e−
√
2ϕ :,
∑
n∈Z
hnz
−n−1 =
√
2∂ϕ(z).
The standard conformal vector for the algebra V√2Z = L0,1 is ω0 = 12a2−1v0, the corre-
sponding stress–energy tensor equals T (z) = 1
2
(∂ϕ)2, and has the central charge 1. This
vertex algebra has two representations: the vacuum representation and the second one⊕
k∈Z+1/2 Fk
√
2 = L1,1. Their characters i.e. traces of qL0 are
χ(L0,1) = χ
(⊕
k∈Z
Fk
√
2
)
=
∑
k∈Z
qk
2
/(q)∞ = 1 + 3q + 4q2 + 7q4 + . . . ,
χ(L1,1) = χ
 ⊕
k∈Z+ 1
2
Fk
√
2
 = ∑
k∈Z+ 1
2
qk
2
/(q)∞ = 2q1/4 + 2q5/4 + 6q9/4 + . . . ,
where we used that L0vλ = (λ
2/2)vλ and (q)∞ =
∏∞
k=1(1− qk).
There are other possible conformal vectors in V√2Z. Namely the local operators
1
2
(∂ϕ)2+u(∂2ϕ)
satisfy stress–energy relation (2.1) with the central charge c = 1− 12u2. The addition of
u(∂2ϕ) changes the L0 operator to L0 − ua0. In particular the eigenvalues of the new L0
are integers if and only if u ∈ 1√
2
Z.
Now we can define U .
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Definition 2.1. The conformal vertex algebra U coincides with the V√2Z as the vertex
algebra, but the stress–energy tensor is modified
TU =
1
2
(∂ϕ)2 +
1√
2
(∂2ϕ) + ǫ
(
2(∂ϕ)2e
√
2ϕ +
√
2(∂2ϕ)e
√
2ϕ
)
=
=
1
2
∂zϕ(z)
2 +
1√
2
∂2zϕ(z) + ǫ∂
2
ze(z), ε 6= 0 (2.3)
It is clear that the conformal vertex algebras U are isomorphic for different values ε 6= 0.
For ε = 0 TU(z) has the form discussed above for u = 1√2 and central charge −5.
The additional term in (2.3) corresponds to the vector 2e−3v0 = (2a2−1 +
√
2a−2)v√2.
The eigenvalue of the operator L0− 1√2a0 on this vector equals to 2. The OPE of the corre-
sponding operator ∂2ze(z) has no singular terms (since e(z)e(w) ∼ (z−w)2). Therefore TU
defined in (2.3) satisfies stress–energy tensor OPE (2.1) with the central charge cU = −5.
We will call this conformal vertex algebra the Urod algebra. This algebra is one of the
main objects of the paper.
The representations of U are the same as the representations of V√2Z U0 =
⊕
k∈Z Fk
√
2
and U1 =
⊕
k∈Z+1/2 Fk
√
2, but with the different characters due to shift of the L0 operator.
Schematically this shift of the grading is represented on the following picture
v0
v√2a−1v0v−√2
a−1v√2a2−1v0, a−2v0a−1v−
√
2
. . .a3−1v0, a−2a−1v0, a−3v0. . .
v2
√
2. . .. . .. . .v−2
√
2
a0
−2
√
2 −
√
2 0
√
2 2
√
2
L0
0
1
2
3
4
v0 v
√
2
a−1v0 a−1v√2
v−
√
2 a2−1v0, a−2v0 a
2
−1v√2, a−2v
√
2
v2
√
2
a−1v−
√
2 . . . . . . a−1v2
√
2
. . . . . . . . . . . .
a0
−
√
2 0
√
2 2
√
2
Figure 1. The basic vectors with the lowest L0 grading. The left part corre-
spond to the vacuum representation of V√2Z, the right part correspond to the
vacuum representaion of U . Dotted curved arrows shows the shift of the L0
grading to L0 − 1√2a0.
Their characters have the form
χ(U0) = Trq
L0
∣∣
U0
=
∑
k∈Z
qk
2−k
(q)∞
= 2 + 2q + 6q2 + 8q3 + · · · ,
χ(U1) = Trq
L0
∣∣
U1
=
∑
k∈Z+ 1
2
qk
2−k
(q)∞
= q−1/4 + 3q3/4 + 4q7/4 + · · · .
(2.4)
6 M. BERSHTEIN, B. FEIGIN AND A. LITVINOV
Remark 2.1. It is interesting to note that χ(U0) = q
−1/4χ(L1,1) and χ(U1) = q−1/4χ(L0,1).
2.3. Main theorem. Denote by V∆,c the Verma module of the Virasoro algebra gener-
ated by the highest weight vector v
Lnv = 0, for n > 0 L0v = ∆v, Cv = cv.
By L∆,c denote its irreducible quotient. It is convenient to parametrize ∆ and c as
∆ = ∆(P, b) =
(b−1 + b)2
4
− P 2, c = c(b) = 1 + 6(b−1 + b)2 (2.5)
We denote the corresponding irreducible representation as Lp,b keeping in mind this
parametrization. Let b be generic i.e. b2 6∈ Q. Let m,n ∈ Z and
Pm,n = (mb
−1 + nb)/2. (2.6)
Then for P 6∈ {Pm,n} or P = Pm,n, mn ≤ 0 the representation Lp,b is isomorphic to the
Verma module and has the character TrqL0
∣∣
Lp,b
= q∆/(q)∞ (for the reference see e.g.
[13] or [18]). For P = Pm,n, mn > 0 the Verma module contains the singular vector
on the level mn. The irreducible representation is a quotient of Verma module by the
submodule generated by this singular vector. The character of this module (which we
denote by Lb(m,n) instead of Lpm,n,b) reads
χbm,n(q) = Trq
L0
∣∣
Lb
(m,n)
= q∆
1− qmn
(q)∞
If P = P1,1 then ∆ = 0 and the corresponding irreducible representation L
b
(1,1) has the
structure of a conformal vertex algebra. The conformal vector is L−2v and the stress–
energy tensor has the form T (z) =
∑
n Lnz
−n−2.
The vector spaces LP,b are the representations of this vertex algebra. We will denote
this algebra by Mb and denote by Tb its stress–energy tensor
Theorem 2.1. a) Let b1 = b/
√
1− b2, b2 =
√
b2 − 1, b is generic. Then the vector space
Ab =
⊕
n∈2N−1
Lb1(1,n) ⊗ Lb2(n,1)
has a structure of the vacuum module of a conformal vertex algebra with the stress–energy
tensor Tb1 + Tb2.
b) This algebra is isomorphic to U ⊗Mb, with the stress–energy tensor TU + Tb.
Remark 2.2. The parameters b1 and b2 from Theorem 2.1 satisfy the relation
b21 + b
−2
2 = −1
This relation was already mentioned in the Introduction.
Remark 2.3. The direct sum
⊕
n∈2N L
b1
(1,n)⊗Lb2(n,1) form a representation of the Ab. This
remark can be viewed as an addition to the part a) of the Theorem 2.1. One can say that
the whole sum
⊕
n∈N L
b1
(1,n) ⊗ Lb2(n,1) is an operator algebra but nonlocal in sense that the
fractional powers like (z − w)1/2 appears in the OPE.
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The proof of the Theorem 2.1 will be given in the next section. But we can make two
simple checks in advance.
First, we can check the corollary of the Theorem 2.1 that the central charges of the
algebras Ab and U ⊗Mb coincide
c1 + c2 =
(
1 + 6(
1
b1
+ b1)
2
)
+
(
1 + 6(
1
b2
+ b2)
2
)
= −5 +
(
1 + 6(
1
b
+ b)2
)
= cU + c
Second, the character of the vacuum representation of the algebra Ab equals to
χ(Ab) =
∑
n∈2N−1
χb11,n · χb2n,1 =
∑
n∈2N−1
q
(n−2)2−1
4
(1− qn)2
(q)2∞
= χ(U0) · 1− q
(q)∞
, (2.7)
where the last equality is an easy combinatorial statement. The equality (2.7) can be
rewritten as χ(Ab) = χ(U0) · χb1,1 i.e. equality of characters of vacuum modules from the
Theorem 2.1. Similarly
χ
(⊕
n∈2N
L
b1
(1,n) ⊗ Lb2(n,1)
)
= χ(U1) · χb1,1
Now we consider the representations of the algebra Ab. Taking into account the iso-
morphism Ab = U ⊗Mb we have tensor product representations U0⊗LP,b and U1⊗LP,b.
The next theorem describes the action of T1(z) and T2(z) on these modules
Theorem 2.2. Let P 6∈ {Pm,n}, P1 =
√
b−1/(b−1 − b)P , P2 =
√
b/(b− b−1)P , i = 0, 1.
Then the modules Ui⊗LP,b have the following decomposition with respect to the subalgebra
Mb1 ⊗Mb2
Ui ⊗ Lp,b =
⊕
k∈Z+ 1−i
2
L(p1+kb1),b1 ⊗ L(p2+kb−12 ),b2 . (2.8)
One can easily check that the characters of the modules on the left side and on the
right side of (2.8) are equal.
2.4. Minimal models. In the previous subsection we have considered the general values
of the Virasoro central charge c. Now let b2p/p′ = −p/p′, p, p′ ∈ N, (p, p′) = 1. The central
charge equals cp/p′ = 1− 6(p− p
′)2
pp′
.
The singular values of P (defined in (2.6)) possess the symmetry Pm,m′ = −Pp−m,p′−m′.
Thus we have an equality of the highest weights
∆(Pm,m′ , bp/p′) = ∆(Pp−m,p′−m′, bp/p′).
Therefore for 0 < m < p, 0 < m′ < p′ the corresponding Verma module V∆,c contains
two singular vectors on the level mm′ and (p−m)(p′−m′). For example, the irreducible
module Lb(1,1) is the quotient of the Verma module V0,c by the submodule generated by
singular vectors of the level 1 and (p− 1)(p′ − 1).
The module L
bp/p′
(1,1) has the structure of the vacuum module of the conformal vertex
algebra which is called the minimal model. We will denote it by Mp/p′. This vertex
algebra is rational, the only representations are L
bp/p′
(m,m′) for 0 < m < p, 0 < m
′ < p′
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with the identification L
bp/p′
(m,m′) = L
bp/p′
(p−m,p′−m′) mentioned before. We will denote such
representations as L
p/p′
(m,m′)
We want to state analogues of the Theorems 2.1 and 2.2 for the minimal models. Note
that if b2 = −p/p′ then b21 = −p/(p + p′) and b22 = −(p + p′)/p′ i.e. they correspond to
the minimal models Mp/(p+p′) and M(p+p′/p).
Theorem 2.3. a) The vector space⊕
0<n<p+p′
n≡1 mod 2
L
p/(p+p′)
(1,n) ⊗ L(p+p
′)/p′
(n,1)
has a structure of the vacuum module of the conformal vertex algebra with the stress–
energy tensor Tp/(p+p′) + T(p+p′)/p′. This algebra is isomorphic to U ⊗ Mp/p′, with the
stress–energy tensor TU + Tp/p′.
b) The algebra U ⊗Mp/p′ has natural representations Ui ⊗ Lp/p
′
(m,m′) where i = 0, 1. These
modules have the following decomposition
Ui ⊗ Lp/p
′
(m,m′)
∼=
⊕
0<n<p+p′
n≡m+m′+i−1 mod 2
L
p/(p+p′)
(m,n) ⊗ L(p+p
′)/p′
(n,m′) .
Denote by χ
p/p′
(m,m′) the character of the irreducible module L
p/p′
(m,m′). The following com-
binatorial identities follows from the 2.3
χ(Ui) · χp/p
′
(m,m′) =
∑
0<n<p+p′
n≡m+m′+i−1 mod 2
χ
p/(p+p′)
(m,n) · χ(p+p
′)/p′
(n,m′) .
The Theorem 2.3 has a remarkable particular case. Let (p, p′) = (2, 3) then the central
charge c2/3 = 0. The minimal model M2/3 has only one representation L2/3(1,1) which is
trivial representation. Therefore factor M2/3 can be omitted.
Theorem 2.4. The Urod algebra U has the subalgebraM2/5⊗M5/3. The representations
U0 and U1 have the decomposition
U0 =
(
L
2/5
(1,1) ⊗ L5/3(1,1)
)⊕(
L
2/5
(1,3) ⊗ L5/3(3,1)
)
, U1 =
(
L
2/5
(1,2) ⊗ L5/3(2,1)
)⊕(
L
2/5
(1,4) ⊗ L5/3(4,1)
)
.
Two commuting Virasoro algebras can be constructed explicitly in terms of Heisenberg
algebra
T2/5 = − 1
10ǫ
e−
√
2ϕ +
1
5
(∂ϕ)2 +
3
5
√
2
(∂2ϕ) +
12ǫ
5
(∂ϕ)2e
√
2ϕ +
3
√
2ǫ
5
(∂2ϕ)e
√
2ϕ − 12ǫ
2
5
e2
√
2ϕ,
T5/3 =
1
10ǫ
e−
√
2ϕ +
3
10
(∂ϕ)2 +
2
5
√
2
(∂2ϕ)− 2ǫ
5
(∂ϕ)2e
√
2ϕ +
2
√
2ǫ
5
(∂2ϕ)e
√
2ϕ +
12ǫ2
5
e2
√
2ϕ.
Direct calculation shows that T2/5 and T5/3 commute and satisfy (2.1) with the central
charges c2/5 = −225 and c5/3 = −35 correspondingly. It is clear that
TU = T2/5 + T5/3.
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v1
L
2/5
−2 v1 L
5/3
−2 v1
. . . . . .
L
2/5
(1,1) ⊗ L
5/3
(1,1)
v2
L
2/5
−1 v2 L
5/3
−1 v2
L
2/5
−2 v2 L
5/3
−2 v2
. . . . . .
L
2/5
(1,2) ⊗ L
5/3
(2,1)
v3
L
2/5
−1 v3 L
5/3
−1 v3
L
2/5
−2 v3 L
5/3
−2 v3
(
L
5/3
−1
)2
v3 L
2/5
−1 L
5/3
−1 v3
. . . . . .
L
2/5
(1,3) ⊗ L
5/3
(3,1)
v4
L
2/5
−1 v4 L
5/3
−1 v4
. . . . . .
L
2/5
(1,4) ⊗ L
5/3
(4,1)
L0
−1/4
0
3/4
1
7/4
2
Figure 2. The basic vectors in
⊕4
n=1 L
2/5
(1,n)⊗L
5/3
(n,1) with L0 grading ≤ 2. The
vectors vn, 1 ≤ n ≤ 4 stands for the highest weight vector of L2/5(1,n) ⊗ L
5/3
(n,1). By
L
2/5
n and L
5/3
n we denote the components of T2/5(z) and T5/3(z) correspondingly.
Remark 2.4. One can try to find the general stress–energy tensor T (z) in ansatz
T (z) = αe−
√
2ϕ + β1(∂ϕ)
2 + β2(∂
2ϕ) + γ1(∂ϕ)
2e
√
2ϕ + γ2(∂
2ϕ)e
√
2ϕ + δe2
√
2ϕ.
The solutions of the equation (2.1) are TU , T2/5, T5/3, standard solution T (z) = 12(∂ϕ)
2+u(∂2ϕ)
and another two deformations T (1)(z) = αe−
√
2ϕ+1
2
(∂ϕ)2 and T (2)(z) = 1
2
(∂ϕ)2+ 3
2
√
2
(∂2ϕ)+δe2
√
2ϕ.
The corresponding central charges equals cU = −5, c2/5 = −225 , c5/3 = −35 , c = 1 − 12u2,
c(1) = 1, c(2) = −25
2
. We can conclude that formulas for T2/5, T5/3 above are quite
distinguished.
At the end of the subsection we remark two identities
χ(L0,1) = q−1/4
(
χ
2/5
(1,2) · χ5/3(2,1) + χ2/5(1,4) · χ5/3(4,1)
)
,
χ(L1,1) = q−1/4
(
χ
2/5
(1,1) · χ5/3(1,1) + χ2/5(1,3) · χ5/3(3,1)
)
.
(2.9)
These identities link characters of the Level 1 representations ŝl(2) and characters of
minimal models and follow from the Theorem 2.4 and Remark 2.1. These identities will
be discussed in Section 4 from the combinatorial point of view.
2.5. c = −5 description. We can also study U as the Virasoro algebra representation
with the central charge cU = −5. The corresponding parameter bU = i1 +
√
5
2
(see
10 M. BERSHTEIN, B. FEIGIN AND A. LITVINOV
parameterization (2.5)) is generic by means b2U 6∈ Q. The unique singular vector in Verma
module VbU(m,n) has L0 grading ∆(Pm,n, bU) +mn = ∆(Pm,−n, bU). These fact can be also
written in a short exact sequence
0→ LbU(m,−n) → VbU(m,n) → LbU(m,n) → 0
We also need the projective modules in the BGG category O of Virasoro representation
with central charge −5. By Pm,n we denote the unique projective module such that
Hom(Pm,n,Lm,n) 6= 0. These projective modules have the description similar to the
projective modules for the category O for sl(2). For mn ≥ 0 we have an isomorphism
PbU(m,n) ∼= VbU(m,n). If mn < 0 then PbU(m,−n) is defined by a short exact sequences
0→ VbU(m,n) → PbU(m,−n) → VbU(m,−n) → 0.
The last short exact sequence also follows from the duality theorem for the category O,
see [5] or [18, Theorem 1.2].
“Theorem”. The modules L
2/5
(1,n) ⊗ L5/3(n,1), 1 ≤ n ≤ 4 have the following decomposition
with respect to diagonal Virasoro Ln = L
2/5
n + L
5/3
n
L
2/5
(1,1) ⊗ L5/3(1,1) ∼=
⊕
n∈2N−1
L
bU
(n,n), L
2/5
(1,3) ⊗ L5/3(3,1) ∼=
⊕
n∈2N−1
PbU(n,−n),
L
2/5
(1,2) ⊗ L5/3(2,1) ∼= PbU(0,0) ⊕
⊕
n∈2N
PbU(n,−n), L2/5(1,4) ⊗ L5/3(4,1) ∼=
⊕
n∈2N
L
bU
(n,n).
Due to Theorem 2.4 the first row gives the decomposition of U0 and the second row
gives the decomposition of U1.
We will not prove this fact in this paper (and therefore we called it “Theorem”).
3. Constructions and Proofs
3.1. Quantum Hamiltonian reduction of ŝl(2). For the reader convenience we first
recall the quantum Hamiltonian (or the Drinfeld–Sokolov) reduction of ŝl(2), see e.g. [15]
for the reference. We denote by Vh,k the Verma module of the ŝl(2), and by Lh,k its
irreducible quotient.
Let V be a representation of vertex algebra L0,k. It is convenient to consider ŝl(2)
generators as modes of the fields e(z), f(z), h(z)
e(z) =
∑
n∈Z
enz
−n−1, h(z) =
∑
n∈Z
hnz
−n−1, f(z) =
∑
n∈Z
fnz
−n−1
The relations of the ŝl(2)k can be written in terms of OPE
h(z)e(w) ∼ 2e(w)
(z − w) , h(z)f(w) ∼ −
2f(w)
(z − w) , h(z)h(w) ∼
2k
(z − w)2
e(z)f(w) ∼ k
(z − w)2 +
h(w)
(z − w) , e(z)e(w) ∼ 0, f(z)f(w) ∼ 0
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The stress–energy tensor is given by the Sugavara formula
TSug(z) =
1
2(k + 2)
:
(
1
2
h2(z) + e(z)f(z) + f(z)e(z)
)
:
The central charge of TSug equals cSug =
3k
k+2
.
Introduce the anticommuting operators ψn, ψ
∗
n with the relations
ψ(z) =
∑
n
ψnz
−n, ψ∗(z) =
∑
n
ψ∗nz
−n, ψ(z)ψ∗(w) ∼ 1
z − w, ψ(z)ψ(w) ∼ ψ
∗(z)ψ∗(w) ∼ 0
Operators ψn, ψ
∗
n generates Clifford algebra. By Λ we denote the Fock representation
generated by the vector v
ψnv = 0 for n ≥ 0, ψ∗nv = 0 for n > 0.
We introduce the grading on Λ by deg(v) = 0, deg(ψn) = 1, deg(ψ
∗
n) = −1. The operator
Q =
∮
|z|=1
(e(z) + 1)ψ(z)dz
acts on the space V ⊗ Λ. It is easy to see that Q2 = 0. We denote by HiDS(V ) the
cohomology of the complex (V ⊗ Λ,Q), where i stands for the grading on Λ. These
cohomology are called quantum Hamiltonian (or the Drinfeld–Sokolov) reduction of the V .
The following proposition is standard (see e.g. [15, Sec. 15.1.8])
Proposition 3.1. If V has a structure of vertex algebra then HDS(V⊗Λ,Q) has a structure
of vertex algebra.
This proposition basically follows from the formula [Q, Y (v; z)] = Y (Qv; z) (see [15,
Corollary 3.3.8]). In other words action of Q on the space of states v is equivalent to the
commutator with Q on the space of corresponding operators Y (v; z).
Theorem 3.1 (e.g. [15, Ch. 15]). Let V ∼= L0,k, k 6= −2. Then HiDS(L0,k) = 0 for i 6= 0
and H0DS(L0,k) is isomorphic to the vacuum representation of the algebra Virasoro with
the central charge c, where c = c(bk+2/1), bk+2/1 =
√
−(k + 2).
The stress–energy tensor which generates the Virasoro symmetry reads
TDS(z) = TSug(z) +
1
2
∂zh(z)− ψ(z)∂ψ∗(z).
The operator TDS(z) commutes with Q (and corresponds to the vector in the cohomol-
ogy H0DS(L0,k)). Therefore, this Virasoro algebra acts on HDS(V ) if V is an any level k
representation of ŝl(2).
We say that the pair (h, k) is generic if there is nom,n ∈ Z≥0 such that h+m(k+2) = n
or k−h+m(k+2) = n. These conditions are equivalent to the fact that Shapovalov form
on the Verma module Vh,k is non degenerate [19]. Therefore the pair (h, k) is generic if
and only if the Verma module Vh,k is irreducible.
Another important example is generic k and integer h = n ∈ Z≥0. In this case the
irreducible module Lh,k is integrable with respect to sl(2) generated by e, h, f .
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Theorem 3.2 ([10]). Let b = b(k+2)/1 =
√−(k + 2).
a) Let n ∈ Z≥0, V ∼= Ln,k. Then HiDS(Lh,k) = 0, for i 6= 0 and H0DS(Ln,k) = Lb(n+1,1).
b) Let (h, k) be generic, V ∼= Lh,k. Then HiDS(Lh,k) = 0, for i 6= 0 and H0DS(Lh,k) = Lp,b,
where P = b
−1(h+1)+b
2
.
3.2. Coset. Assume that k 6∈ Q.
Consider the tensor product of two ŝl(2) modules Li,1⊗Lh,k, where i = 0, 1. There is an
action of the algebra ŝl(2)⊗ ŝl(2) on this space, we denote by e(1)n , h(1)n , f (1)n the generators
of the first factor and by e
(2)
n , h
(2)
n , f
(2)
n the generators of the second factor.
The space Li,1⊗Lh,k becomes a level k+1 representation under the diagonal action of
ŝl(2)∆: e∆n = e
(1)
n + e
(2)
n , h∆n = h
(1)
n +h
(2)
n , f∆n = f
(1)
n + f
(2)
n . It was noticed in [21] that there
is a Virasoro algebra which commute with an action of ŝl(2)∆
TCoset = T
(1)
Sug + T
(2)
Sug − T∆Sug
This Virasoro algebra is called coset Virasoro algebra, its central charge equals c = c
(
b(k+2)/(k+3)
)
,
where b(k+2)/(k+3) =
√
−k+2
k+3
.
Theorem 3.3. Let b = b(k+2)/(k+3).
a) The tensor product of the vacuum modules have the decomposition as a Vir⊕ ŝl(2)∆
module
L0,1 ⊗L0,k =
⊕
n∈Z≥0
L
b(k+2)/(k+3)
(1,2n+1) ⊗ L2n,k+1,
b) Let (h, k) be generic, P = 1
2
(1+h)√
−(k+2)(k+3) . Then we have a decomposition of the
Li,1 ⊗ Lh,k as a Vir⊕ ŝl(2)∆ module
Li,1 ⊗ Lh,k =
⊕
n∈Z+ i
2
Lp+nb,b ⊗ Lh+2n,k+1,
This theorem seems to be standard but the authors could not find a good reference.
We give a sketch of the proof.
Sketch of the proof. The proof is based on the same two arguments as the proof in the
more difficult case of admissible representations, see Theorem 3.4 (and see [18, Theorem
10.2] as the reference). Namely first one checks the identity of characters of the module
on the left side and right side. Second one checks that there are no extensions between
modules on the right side. 
Now we can prove Theorem 2.1 a). We construct vertex algebra algebra Ab by the
Drinfeld–Sokolov reductions to the space V = L0,1 ⊗ L0,k, where b =
√−(k + 2). Using
the Theorems 3.2 and 3.3 we get
H∆DS (L0,1 ⊗L0,k) =
⊕
n∈Z≥0
L
bk+2/k+3
(1,2n+1) ⊗HDS(L2n,k+1) =
⊕
n∈Z≥0
L
bk+2/k+3
(1,2n+1) ⊗ L
bk+3/1
(2n+1),1 (3.1)
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This space has a vertex algebra structure due to the Proposition 3.1. If we put b =
√−(k + 2),
then b1 = bk+2/k+3, b2 = bk+3/1 and we obtain the statement of the Theorem 2.1 a).
The total stress–energy tensor is given by the formula
Ttot(z) = TCoset(z) + T
∆
DS(z) = T
(1)
Sug(z) + T
(2)
Sug(z) +
1
2
∂z
(
h1(z) + h2(z)
) − ψ(z)∂ψ∗(z)
3.3. Proofs of Theorems 2.1b), 2.2, 2.3.
Proof of Theorem 2.1 b). Recall that level 1 representations Li,1 can be constructed in
terms of one field ϕ(z) (see subsection 2.2).
Introduce the differential Qǫ
Qǫ =
∮
|z|=1
(ǫe(1)(z) + e(2)(z) + 1)ψ(z)
If ǫ = 1 then Q1 coincides with the Drinfeld–Sokolov differential for ŝl(2)
∆. Actually for
any ǫ 6= 0 we can rescale e(1) and f (1) by ǫ and again get the Drinfeld–Sokolov differential
for ŝl(2)∆. But for ǫ = 0 the situation is changed and Q0 becomes the Drinfeld–Sokolov
differential for ŝl(2)(2).
Therefore the cohomology space of Q0 has the form H
(2)
DS (L0,1 ⊗ L0,k) = L0,1 ⊗ Lb(1,1),
where b =
√−(k + 2). If we decompose Ttot = TL0,1 + T (2)DS then we get
TL0,1 = Ttot − T (2)DS =
1
2
(∂ϕ)2 +
1√
2
∂2ϕ. (3.2)
We can compute the cohomology of Qǫ = Q0+ ǫ
∮
e(1)ψ(z) by use of spectral sequence.
The E1 term of this sequence equals to the cohomology of Q0. Since the Drinfeld–Sokolov
cohomology HiDS vanishes for i 6= 0 then the spectral sequence degenerates in E1 term.
Thus L0,1 ⊗ Lb(1,1) is isomorphic to
⊕
n∈Z≥0 L
bk+2/k+3
(1,2n+1) ⊗ L
bk+3/1
(2n+1),1 as a L0 graded vector
space. But the representative of the cohomology classes are deformed like A→ A+ǫA1+e2A2+. . . .
The Theorem 2.1 b) states that E∞ =
⊕
n∈Z≥0 L
bk+2/k+3
(1,2n+1) ⊗ L
bk+3/1
(2n+1),1 is isomorphic to
E1 = L0,1 ⊗ Lb(1,1) as the vertex algebra but has a different chiral structure.
We will prove the isomorphism of these vertex algebras by direct calculation 2.
In order to study the deformation of the representative of cohomology classes we denote
∂χ = ψψ∗ − 1
2
h(2). The field ∂χ has the properties
[Q0, ∂χ(z)] = −ψ(z) ∂χ(z)∂χ(w) = k + 2
2(z − w)2
We give formulas for the representatives of the Qǫ cohomology space. Denote ∂ϕ˜ = ∂ϕ−ǫ
√
2∂χe
√
2ϕ.
Then
[Qǫ, ∂ϕ˜(z)] = 0, ∂ϕ˜(z)∂ϕ˜(w) =
1
(z − w)2 .
2Probably it would be better to deduce this fact from the vanishing of the space infinitesimal defor-
mations of L0,1 ⊗ Lb(1,1)
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In other words the ∂ϕ˜ is free bosonic field in the cohomology of Qǫ. The stress–energy
tensor of the Lb(1,1) which we denote by T
(2)
DS is deformed to
T˜ = T
(2)
DS + ǫ
(√
2 · ∂χ∂ϕ − k+1
2
·
(
2(∂ϕ)2 +
√
2(∂2ϕ)
))
e
√
2ϕ − ǫ2k+2
2
· e2
√
2ϕ
This current T˜ (z) commutes with ∂ϕ˜(w) and satisfies [Qǫ, T˜ (z)] = 0 and Virasoro OPE
with the central charge c = c(b). The stress–energy tensor for the field ϕ˜ can be found as
Ttot − T˜
TU =
1
2
(∂ϕ)2+
1√
2
(∂2ϕ)−ǫ
(√
2 · ∂χ∂ϕ − k+1
2
·
(
2(∂ϕ)2 +
√
2(∂2ϕ)
))
e
√
2ϕ+ǫ2
k+2
2
·e2
√
2ϕ
=
1
2
(∂ϕ˜)2 +
1√
2
(∂2ϕ˜) + ǫ
k+1
2
·
(
2(∂ϕ˜)2 +
√
2(∂2ϕ˜)
)
e
√
2ϕ.
This last formula for TU coincides with equation (2.3) after rescaling of ε. 
The representations of the algebra Ab can be constructed by use of Drinfeld–Sokolov
reduction too.
Proof of Theorem 2.2. Consider the representations of the vertex algebra L0,1⊗L0,k namely
Li,1 ⊗ Lh,k, where i = 0, 1, and (h, k) is generic. After quantum Hamiltonian reduction
with respect to diagonal we get the representations of algebra Ab. On the other hand
one can use Theorems 3.2 and 3.3 and obtain decomposition with respect to subalgeba
Mb1 ⊗Mb2
H∆DS (Li,1 ⊗ Lh,k) =
⊕
n∈Z+ i
2
Lp˜1+nb1,b1 ⊗H∆DS (Lh+2n,k+1) =
⊕
n∈Z+ i
2
Lp˜1+nb1,b1 ⊗ Lp˜2+nb−12 ,b2
where we used notations b =
√−(k + 2), b1 = b(k+2)/(k+3), b2 = b(k+3)/1, P˜1 = 12 (1+h)√−(k+2)(k+3) ,
P˜2 =
h−2−k√−k−3 . Now we slightly change these notations
P1 = P˜1 + b1/2 =
h− k − 1
2
√−(k + 3)(k + 2) , P2 = P˜2 + b−12 /2 = h− k − 12√−(k + 3) .
Then we have the following decompositions for the representations of Ab with respect to
subalgeba Mb1 ⊗Mb2
H∆DS (Li,1 ⊗ Lh,k) =
⊕
n∈Z+ 1−i
2
L(p1+nb1),b1 ⊗ L(p2+nb−12 ),b2,
We want to prove that these Ab representations are isomorphic to representations
Ui ⊗ χ(LP,b, where P = h−k−1√−k−2 . Since the last representations are irresucible it is enough
to show the equality of characters.
We use the same tool as in the proof below, namely we compute cohomology of the
operator Q0 (using Theorem 3.2) H
(2)
DS (Li,1 ⊗ Lh,k) = Li,1 ⊗ LP,b. The character of E1
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term is equal to the character of E∞ term since the spectral sequence degenerates. Using
the formula (3.2) we get
χ(Ui)χ(LP,b) =
∑
n∈Z+ 1−i
2
χ(L(p1+nb1),b1)χ(L(p2+nb−12 ),b2
).

Remark 3.1. The isomorphism of conformal vertex algebras in Theorem 2.1 can be
made more explicit. This theorem states in particular that one can find in U ⊗Mb two
commuting Virasoro algebras with central charges c(b1) and c(b2). In other words one can
express Tb1 and Tb2 in terms of free field ϕ, exponents e
n
√
2ϕ and stress–energy tensor Tb.
Namely
Tb1 =
b+ b−1
2(b− b−1)ǫe
−√2ϕ +
b
2(b− b−1)(∂ϕ)
2 − b
−1
√
2(b− b−1)∂
2ϕ− (1 + 2b
−2)ǫ
b2 − b−2 (∂ϕ)
2e
√
2ϕ
−
√
2b−1ǫ
b− b−1 (∂
2ϕ)e
√
2ϕ − 2ǫ
2
b2 − b−2 e
2
√
2ϕ − b
−1
b− b−1Tb −
2ǫ
b2 − b−2Tbe
√
2ϕ, (3.3)
Tb2 = −
b+ b−1
2(b− b−1)ǫe
−√2ϕ − b
−1
2(b− b−1)(∂ϕ)
2 +
b√
2(b− b−1)∂
2ϕ+
(2b2 + 1)ǫ
b2 − b−2 (∂ϕ)
2e
√
2ϕ
+
√
2bǫ
b− b−1 (∂
2ϕ)e
√
2ϕ +
2ǫ2
b2 − b−2 e
2
√
2ϕ +
b
b− b−1Tb +
2ǫ
b2 − b−2Tbe
√
2ϕ. (3.4)
It is easy to see that Tb1 + Tb2 = Tb + TU .
If b = b2/3 then Tb = 0 and these formulas reduces to formulas for T2/5 and T5/3 from
Subsection 2.4. We will use formulas (3.3),(3.4) in the Section 5.
Proof of Theorem 2.3. Proof goes similar to the proof for generic k but we need to use
more delicate results about the coset construction and the quantum Hamiltonian reduc-
tion.
Recall k ∈ C is called admissible level for ŝl(2) if k = −2+ p
p′ , where p, p
′ ∈ N are coprime
and p ≥ 2. The module Lh,k is called admissible module if k is an admissible level and
h = h(m,m′; k) for 0 < m < p, 0 < m′ < p′, where h(m,m′; k) = (m−1)−(k+2)(m′−1).
The following two theorems are analogues of Theorems 3.2 and 3.3 for admissible rep-
resentations.
Theorem 3.4 ([11, Sec. 4.]). Let Lh(m,m′;k),k be an admissible module. Then HiDS(Lh(m,m′;k),k) = 0,
for i 6= 0 and H0DS(Lh(m,m′;k),k) = Lp/p
′
m,m′.
Theorem 3.5 ([18, Theorem 10.2]). Let Lh(m,m′;k),k be an admissible module. Then we
have a decomposition of the Li,1 ⊗ Lh(m,m′;k);k as a Vir⊕ ŝl(2)∆ module
Li,1 ⊗ Lh(m,m′;k),k =
⊕
0<n<p+p′
n≡m+m′+i−1 mod 2
Lp/(p+p
′)
m,n ⊗ Lh(n,m′;k+1),k+1.
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Now we take the tensor product Li,1 ⊗ Lh,k for admissible Lh,k and apply quantum
Hamiltonian reduction with respect to diagonal ŝl(2)
H∆DS
(Li,1 ⊗ Lh(m,m′;k),k) = ⊕
0<n<p+p′
n≡m+m′+i−1 mod 2
Lp/(p+p
′)
m,n ⊗ L(p+p
′)/p′
n,m′ ,
as needed in Theorem 2.3. The remaining arguments are the same as in the proof of
Theorems 2.1 and 2.2. 
3.4. Proof of Theorem 2.4 The Theorem 2.4 follows from the more general Theorem 2.3.
In this subsection we give another proof of this fact using the asymptotic dimensions.
Let V be the highest weight representation of the Virasoro algebra. Recall that the
triple (A,B,C) is called asymptotic dimension of V if
Tre−2πtL0 ∼ A · tB · exp
(
πC
12t
)
where t→ 0.
The C is also called the effective central charge.
It is known [20] that the level 1 representations of ŝl(2) have the effective central charge
C = 1. Therefore the modules U0 and U1 have the effective central charge C = 1.
These spaces are representations of the algebra Vir ⊕ Vir due to formulas for T2/5
and T5/3 in Subsection 2.4. The only Virasoro representations with the effective central
charge less then 1 are the minimal model representations [20]. Therefore U0 and U1
decompose into direct sum of the tensor products of the (2/5) and (5/3) minimal model
representations (since there is no Ext’s between minimal models representations).
The conformal dimensions of these minimal model representations are
∆(P1,1, b2/5) = ∆(P1,4, b2/5) = 0, ∆(P1,2, b2/5) = ∆(P1,3, b2/5) = −1
5
,
∆(P1,1, b5/3) = 0, ∆(P2,1, b5/3) = − 1
20
, ∆(P3,1, b5/3) =
1
5
, ∆(P4,1, b5/3) =
3
4
.
The eigenvalues of L0 on U0 belong to Z and the eigenvalues on U1 belong to Z − 14 .
Therefore U0 is decomposed into the sum of the representations L
2/5
(1,1)⊗L5/3(1,1), L2/5(1,3)⊗L5/3(3,1)
and U0 is decomposed into the sum of the representations L
2/5
(1,2) ⊗ L5/3(2,1), L2/5(1,4) ⊗ L5/3(4,1).
Comparing the first terms in the q-expansion of the characters we get the Theorem 2.4.
Remark 3.2. Denote by Φ1,nΦn,1 the operator which corresponds to the highest weight
vector of the representation L
2/5
(1,n) ⊗ L5/3(n,1). In terms of the free field ϕ these operators
have the form
Φ1,1Φ1,1 = Id, Φ1,2Φ2,1 = e
√
1/2ϕ, Φ1,3Φ3,1 = Id + 2ǫe
√
2ϕ,
Φ1,4Φ4,1 = e
−
√
1/2ϕ + 2
√
2ǫ∂ϕe
√
1/2ϕ + 2ǫ2e3
√
1/2ϕ.
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4. Combinatorics
Recall, that Lh,k denotes the irreducible highest weight representation of ŝl(2). In this
section we will consider the representations Ll,k where k ∈ N, l ∈ Z and 0 ≤ l ≤ k. These
representations are integrable.
We call the function f : Z→ Z≥0 a (l, k) configuration if
(1) f(m) + f(m+ 1) ≤ k
(2) f(2m+ 1) = k − l, f(2m) = l, for m << 0
(3) f(m) = 0, for m >> 0
The set of such configurations we denote by Σl,k. By fn we denote so called extremal
configurations
fn(m) =

0 if m > n;
l if m ≤ n, m is even;
k − l if m ≤ n, m is odd.
In the table below we represent configuration f2n
lk − llk − llk − l 0 0 0 · · ·· · ·
2n− 3 2n− 2 2n− 1 2n+ 1 2n+ 22n · · ·· · ·
f2n(m)
m
By v we denote the highest weight vector of Ll,k. Extremal vectors vn ∈ Ll,k, n ∈ Z
defined by the relations
v0 = v, v2n = (e−2n)lv2n−1, v2n−1 = (e−2n+1)k−lv2n−2, (4.1)
The Weyl group of ŝl(2) acts on Ll,k and the set of vectors {vn} is an orbit of the highest
weight vector v under the action of this group. We formally define v−∞ such that
v2n = (e−2n)l(e−2n+1)k−l(e−2n+2)l(e−2n+3)k−l · · · (e−2m)l(e−2m+1)k−l · · · v−∞
v2n−1 = (e−2n+1)k−l(e−2n+2)l(e−2n+3)k−l(e−2n+4)l · · · (e−2m)l(e−2m+1)k−l · · · v−∞
Clearly these formulas agree with the equations (4.1). Due to condition (1) for any f ∈ Σl,k
there exist n ∈ Z such that for any m > n, f(−2m) = l, f(−2m − 1) = k − l. Then
f differs from fn only in finite number of m and we can define the semiinfinite product∏
(e−m)f(m)v∞ by use of action of finite product of em on vn.
Theorem 4.1 ([14, Prop 2.6.1’]). The vectors of the form
∏
e
f(m)
−m v∞ form a basis in the
space Ll,k.
As a consequence we can find the character of Ll,k. For any f ∈ Σl,k we define the
q-weight
wq(f) = −
∑
m<0
(2m+ 1)(k − l − f(2m+ 1))−
∑
m<0
2m(l − f(2m)) +
∑
m≥0
mf(m)
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Due to conditions (2) and (3) this sum is finite. Clearly it is just the difference between
L0 gradings of the
∏
(e−n)f(n)v∞ and v0. Since L0v =
l(l+2)
4(k+2)
v we have
χ(Ll,k) = q
l(l+2)
4(k+2)
∑
f∈Σl,k
qwq(f).
Now we come to the main point of the section. We decompose the set Σl,k as Σl,k = ⊔Σrl,k,
where Σrl,k consists of (l, k) configurations such that f(0) = r. It is clear that Σ
r
l,k = Σ
+,k−r
k ×Σ−,k−rl,k ,
where Σ+,k−rk consists of functions f : N→ Z≥0 such that f(1) ≤ k− r and conditions (1)
and (3) hold and Σ−,k−rl,k consists of functions f : − N → Z≥0 such that f(−1) ≤ k − r
and conditions (1) and (2) hold. Therefore
q
− l(l+2)
4(k+2) · χ(Ll,k) =
∑
f∈Σl,k
qwq(f) =
∑
0≤r≤k
 ∑
f∈Σ+,k−rk
qwq(f)
 ·
 ∑
f∈Σ−,k−rl,k
qwq(f)
 (4.2)
It was proven in [12, Prop. 5] that the characters of the (2, 2k + 3) minimal model
representations have the form
χ
2/(2k+3)
1,r = q
∆(P1,r ,b2/(2k+3))
∑
f∈Σ+,r−1k
qwq(f) = q∆(P1,r ,b2/(2k+3))
∑
n1,n2,...,nk
q
∑k
i,j=1 ninjmin(i,j)+
∑k
j=r(j−r+1)nj
(q)n1 . . . (q)nk
,
(4.3)
where b2p/p′ = −p/p′ and (q)n =
∏n
j=1(1 − qj). This is the algebraic meaning of the first
multipliers in (4.2).
For the second multipliers let us consider k = 1. In this case sums over Σ−,rl,k can be
simply rewritten in “fermionic” form. Due to e.g. [9, eq. (8) and Theorem 2.3] these
fermionic formulas equal to the characters of the representations of (3, 5) minimal model
χ
3/5
1,1 = q
∆(P1,1,b3/5)
∞∑
n=0
qn
2+n
(q)2n
= q∆(P1,1,b3/5)
∑
f∈Σ−,01,1
qwq(f),
χ
3/5
1,2 = q
∆(P1,2,b3/5)
∞∑
n=0
qn
2
(q)2n
= q∆(P1,2,b3/5)
∑
f∈Σ−,10,1
qwq(f),
χ
3/5
1,3 = q
∆(P1,3,b3/5)
∞∑
n=0
qn
2+n
(q)2n+1
= q∆(P1,3,b3/5)
∑
f∈Σ−,11,1
qwq(f),
χ
3/5
1,4 = q
∆(P1,4,b3/5)
∞∑
n=0
qn
2+2n
(q)2n+1
= q∆(P1,4,b3/5)
∑
f∈Σ−,00,1
qwq(f).
Therefore, for k = 1 first multipliers in (4.2) are equal to the characters of (2, 5) minimal
model (due to (4.3)) and the second equal to characters of (3, 5) minimal model. So for
k = 1 the combinatorial identity (4.2) is equivalent to (2.9).
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For k > 1 the sums over Σ−,rl,k should coincide with certain coset characters. It is
natural to conjecture the isomorphism of product these coset algebra with minimal model
M2/(2k+3) and Urod algebra for ŝl(2) on the level k (similarly to the Theorem 2.4).
5. Functional equations
In this section we use the results of the Section 2 for the functional equations on
the conformal blocks. Then we explain the relation between these equations and and
Nakajima-Yoshioka blow–up equations mentioned in the beginning of the paper (1.2).
5.1. Whittaker vector. First we need to recall the definition of the Whittaker (or
Gaiotto) limit of conformal block.
For the Verma module Vp,b the Whittaker vector Wp,b =
∑
N=0wp,b,Nq
N/2, where
wp,b,N ∈ Vp,b, L0wp,b,N = (∆ +N)wp,b,N defined by the equations
L1wp,b,N = wp,b,N−1, L2wp,b,N = 0.
These equations can be simply rewritten as L1Wp,b = q
1/2
Wp,b, L2Wp,b = 0.
3 It is easy to
see that for generic P, b the Whittaker vector Wp,b exists and unique up to normalization.
We will always use normalization of Wp,b such that 〈wp,b,0, wp,b,0〉 = 1, where 〈·, ·〉 is a
Shapovalov form in Verma module Vp,b.
The Whittaker limit of the four point conformal block is defined by
F(P, b; q) = 〈Wp,b,Wp,b〉 =
∞∑
N=0
〈wp,b,N , wp,b,N〉qN (5.1)
Now we consider the representation U1 ⊗ Lp,b of the algebra Ab = U ⊗Mb. Consider
the vector v√
1/2
⊗Wp,b(q) ∈ U1 ⊗ Lp,b (recall that after the shift of the grading v√1/2
become the highest vector of U1). It follows from the formulas (3.3),(3.4) that
Lb11
(
v√
1/2
⊗Wp,b(q)
)
= q1/2
b−1
b−1 − b
(
v√
1/2
⊗Wp,b(q)
)
, Lb12
(
v√
1/2
⊗Wp,b(q)
)
= 0
Lb21
(
v√
1/2
⊗Wp,b(q)
)
= q1/2
b
b− b−1
(
v√
1/2
⊗Wp,b(q)
)
, Lb22
(
v√
1/2
⊗Wp,b(q)
)
= 0.
Therefore, using the decomposition of U1⊗Lp,b from Theorem 2.2 we have the decompo-
sition
v√
1/2
⊗Wp,b(q) =
∑
k∈Z
qk
2/2√
lk(P, b)
(
WP1+kb1,b1 (β1q)⊗WP2+kb−12 ,b2 (β2q)
)
, (5.2)
where β1 =
b−2
(b−1 − b)2 , β2 =
b2
(b− b−1)2 , the degrees k
2/2 defined by the difference in L0
grading (see (2.5))
k2 = ∆(P1 + kb1, b1) + ∆(P2 + kb
−1
2 , b2)−∆(P1, b1) + ∆(P2, b2)
3More general Whittaker vectors defined by the relations L1W = αW, L2W = βW, for generic α, β.
The Whittaker vector for β = 0 used in our paper sometimes called the Gaiotto vector
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and lk(P, b) are unknown coefficient. Taking the norm of the right and left sides of (5.2)
we get
F(P, b; q) =
∑
k∈Z
qk
2
lk(P, b)
· F (P1 + kb1, b1; β1q) · F
(
P2 + kb
−1
2 , b2; β2q
)
(5.3)
The factors lk(P, b) in principle are determined by the equation (5.2). Clearly l0(P, b) = 1.
See also discussion in the end of this section.
5.2. Differential equations. Let us consider the operator H = bLb10 + b
−1Lb20 . It follows
from the formulas (3.3),(3.4) that the corresponding local operator have the form
bTb1 + b
−1Tb2 =
b+ b−1
2ǫ
e−
√
2ϕ +
b+ b−1
2
(∂ϕ)2 + (b+ b−1)ǫ(∂ϕ)2e
√
2ϕ
− 2ǫ
2
b+ b−1
e2
√
2ϕ − 2ǫ
b+ b−1
Tbe
√
2ϕ (5.4)
Define the function F̂ by
F̂(P, b; q, t) =
∞∑
k=0
F̂m(P, b; q)
tm
m!
=
〈
v√
1/2
⊗Wp,b, etH
(
v√
1/2
⊗Wp,b
)〉
It is clear from the definition of the operator H that
F̂(P, b; q, t) =
∑
k∈Z
qk
2
lk(P, b)
·etb∆1kF (P1 + kb1, b1; β1qetb)·etb−1∆2kF(P2 + kb−12 , b2; β2qetb−1) ,
where ∆1k = ∆(P1 + kb1, b1) and ∆
2
k = ∆(P2 + kb
−1
2 , b2). Clearly F̂0(P, b; q) = F(P, b; q).
In order to write analogues formulas for F̂m(P, b; q) we will use generalized Hirota-differential [23](
D(ǫ1,ǫ2)x
)m
(f · g) = ( d
dy
)mf(x+ ǫ1y)g(x+ ǫ2y)
∣∣∣∣
y=0
Therefore
F̂m(P, b; q) =
∑
k∈Z
q1/4−∆(P,b)
lk(P, b)
(
D
(b,b−1)
log q
)m (
q∆
1
kF (P1 + kb1, b1; β1q) · q∆2kF
(
P2 + kb
−1
2 , b2; β2q
))
,
(5.5)
where we used that ∆1k +∆
2
k = ∆(P, b)− 1/4 + k2.
On the other hand we can use the formula (5.4) and apply H to v√
1/2
⊗Wp,b. It is
easy to see that
H
(
v√
1/2
⊗Wp,b
)
=
b+ b−1
4
(
v√
1/2
⊗Wp,b
)
+
−2ǫq1/2
b+ b−1
(
v3/
√
2 ⊗Wp,b
)
But the vectors v3/
√
2 and v1/
√
2 are orthogonal, hence we have
F̂1(P, b; q) =
〈
v√
1/2
⊗Wp,b, H
(
v√
1/2
⊗Wp,b
)〉
=
b+ b−1
4
F(P, b; q) (5.6)
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Similarly applying H one can prove that
F̂2(P, b; q) =
(
b+ b−1
4
)2
F(P, b; q), F̂3(P, b; q) =
(
b+ b−1
4
)3
F(P, b; q) (5.7)
F̂4(P, b; q) =
((
b+ b−1
4
)4
− 2q
)
F(P, b; q) (5.8)
F̂5(P, b; q) =
((
b+ b−1
4
)5
− 17
2
(b+ b−1)q
)
F(P, b; q) (5.9)
F̂6(P, b; q) =
((
b+ b−1
4
)6
− 183(b+ b
−1)2
8
q
)
F(P, b; q) + 8q3−∆(P,b)∂q
(
q∆(P,b)F(P, b; q)
)
(5.10)
One can easily see the general statement for the structure of the F̂m
Proposition 5.1. For any m ≥ 0, the function F̂m is a linear combination of the deriva-
tives of q−∆(P,b)(∂q)l
(
q∆(P,b)F(P, b; q)
)
with coefficients which are polynomials in q and
b+ b−1.
This fact follows from the following two observations. First, in the Vp,b module the
scalar product 〈Wp,b, La1La2 · · ·LakWp,b〉 where a1 ≤ a2 ≤ · · · ≤ ak vanishes if a1 < −1 or
ak > 1. And the nonzero products equals〈
Wp,b, L
l
−1L
l
0L
l′′
1′Wp,b
〉
= q(l+l
′′)/2q−∆(P,b)+l
′
(∂q)
l′ (q∆(P,b)F(P, b; q)) .
Second, we will have no (b + b−1) in the denominator. The only possible origin of
such denominators are the operators − 2ǫ2
b+b−1 e
2
√
2ϕ and − 2ǫ
b+b−1Tbe
√
2ϕ. But this operators
increase ϕ0 grading. Therefore in order to have non zero scalar product the actions of
such operators should be accompanied by we the action of the operator b+b
−1
2ǫ
e−
√
2ϕ, which
cancels the denominator.
5.3. Geometric interpretation. Recall the notation from the beginning of the intro-
duction. The M (2, N) denotes the moduli space of framed torsion free sheaves of rank
2 on CP2, Z(ǫ1, ǫ2, a; q) denotes the generating function of the equivariant volumes of
M (2, N), ǫ1, ǫ2, a1, a2 are equivariant parameters, a = (a1 − a2)/2. The AGT relation for
Whittaker limit reads
F(
a√
ǫ1ǫ2
,
√
ǫ1
ǫ2
;
q
(ǫ1ǫ2)2
) = Z(ǫ1, ǫ2, a; q), (5.11)
This relation is proven now (e.g. follows from the more general results proven in [8],
[1],[25],[22]). Using this identity we see that equation (5.3) coincides with the Nakajima-
Yoshioka blow–up equation (1.2) up to factors lk and lk, which we comment below.
The insertion of the operator H geometrically equivalent to multiplication of the inte-
grand by the µ(C) + (b+ b−1)/4, where C ⊂ CˆP2 is an exceptional divisor. The µ(C) is a
cohomology class on Mˆ defined in [23, p. 22], the dual homology cycle consists of bundles
that restrict to C in a non-trivial way.
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We rewrite (5.6) and (5.7) substituting F̂m and F = F̂0 from equation (5.5). We obtain
bilinear equations on functions F (P1 + kb1, b1; β1q) and F
(
P2 + kb
−1
2 , b2; β2q
)
. After AGT
substitution (5.11), these equations have the same form as the equation (6.14) in [23] for
the r = 2.
On the other hand, one can consider these bilinear equation on F as the linear equations
on lk. These equations determines lk and therefore we have lk = lk. The factors lk in
Nakajima-Yoshioka equations were determined geometrically in [23] and have the form
lk(P, b) = lk(P, b) =
∏
i,j≥0, i+j<2k
(−2P − ib− jb−1)
∏
i,j≥1, i+j<2k
(2P + ib+ jb−1). (5.12)
Remark 5.1. In the discussion above we used both AGT relation and Nakajima-Yoshioka
equations in order to get (5.12). In looks like the coefficients lk(P, b) can be determined
by methods of conformal field theory as in [6, Sec. 3.3]. These would give an independent
proof of AGT relation or Nakajima-Yoshioka equations.
The bilinear equations obtained from (5.8),(5.8),(5.10) should be equaivalent to higher
Nakajima-Yoshioka equations, which follow from the results of the paper [24].
6. Conclusion
In this paper we considered the very concrete vertex algebras, with explicit formulas.
Possible generalizations may provide some understanding of the subject.
6.1. One can ask whether the product Mb1 ⊗Mb2 can be extended by fields Φ1,3 ⊗ Φ3,1
such that the result is well defined vertex algebra. It can be argued that this can be done
if the central charges are related by the equation b21 + b
−2
2 = n, where n ∈ Z. By AGT
duality the |n| > 1 case corresponds to the instanton counting on the Hirzebruch surface
[7].
More general vertex algebras can be constructed as an extension of the product of n
algebrasMb1⊗Mb2⊗· · ·⊗Mbp, where central charges related by the relation b2i+b−2i+1 = ni,
where ni ∈ Z.
Let us mention two special cases. If n = −2 then the extended product Mb1 ⊗Mb2
corresponds to the instanton counting on the resolution of C2/Z2. This vertex algebra
have an isomorphic description similar Theorem 2.1 b). Namely the product Mb1 ⊗Mb2
extended by fields Φ1,2 ⊗ Φ2,1 is isomorphic to the product F ⊗ SMc, where SMc is a
Super-Virasoro vertex superalgebra and F is the Majorana fermion superalgebra (see [4],
and references therein).
If n = 0 then the corresponding central charges are related by c1 + c2 = 26. In this
case one multiply by the ghost representation Λbc and compute BRST cohomology. These
cohomology classes are physical states in the chiral part of the Liouville gravity.
6.2. The Urod algebra U considered in this paper is a deformation of the ŝl(2)1 as a
chiral algebra. It is natural to expect the existence of the such Urod deformations of the
ŝl(r)k for any k and r ∈ N. Clearly the Section 3 constructions (combination of coset
construction and Drinfeld–Sokolov reduction) have such generalization.
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The Urod algebra for ŝl(r)1 by AGT relation corresponds to the the blow–up equations
for the U(r) instantons. Similar to r = 2 case this algebra have a subalgebra isomor-
phic to the product of two Wr algebra corresponding to minimal models (r, 2r + 1) and
(2r + 1, r + 1). This implies the character identities, similar to (2.9). The corresponding
identity for r = 3 and vacuum representation reads
χ(L0,0,1) = q−1
(
χ
3/7
(0,0) · χ7/4(0,0) + χ3/7(0,3Λ1) · χ
7/4
(3Λ1,0)
+ χ
3/7
(0,3Λ2)
· χ7/4(3Λ2,0)+
+χ
3/7
(0,Λ1+Λ2)
· χ7/4(Λ1+Λ2,0) + χ
3/7
(0,2Λ1+2Λ2)
· χ7/4(2Λ1+2Λ2,0)
)
,
where L0,0,1 is a vacuum level 1 representation of ŝl(3), Λ1,Λ2 are fundamental sl(3)
weights.
As another particular case we discuss the Urod algebra for ŝl(2)k, where k ∈ N. From
the section 3 constructions and combinatorial arguments from the section 4 follow that the
ŝl(2)k Urod algebra contains a subalgebra which is isomorphic to the product of (2, 2k+1)
Virasoro minimal model and coset minimal model. For example ŝl(2)2 Urod algebra has
a subalgebra which is the product of (2, 7) Virasoro algebra and (3, 7) Super Virasoro
algebra. The geometrical meaning of these Urod algebras is unknown.
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