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SUMS OF SINGULAR SERIES AND PRIMES IN SHORT
INTERVALS IN ALGEBRAIC NUMBER FIELDS
VIVIAN KUPERBERG, BRAD RODGERS, AND EDVA RODITTY-GERSHON
Abstract. Gross and Smith have put forward generalizations of Hardy - Lit-
tlewood twin prime conjectures for algebraic number fields. We estimate the
behavior of sums of a singular series that arises in these conjectures, up to
lower order terms. More exactly, where S(η) is the singular series, we find
asymptotic formulas for smoothed sums of S(η)− 1.
Based upon Gross and Smith’s conjectures, we use our result to suggest that
for large enough ‘short intervals’ in an algebraic number field K, the variance
of counts of prime elements in a random short interval deviates from a Crame´r
model prediction by a universal factor, independent of K. The conjecture over
number fields generalizes a classical conjecture of Goldston and Montgomery
over the integers. Numerical data is provided supporting the conjecture.
1. Introduction
1.1. Background and motivation: the integers. A motivation for this paper
is a classical conjecture made by Goldston and Montgomery [6] regarding counts of
primes in short intervals. One purpose of this note will be to put forward an ana-
logue of this conjecture in other algebraic number fields and support this conjecture
with some numerical data. Perhaps surprisingly, when put in the right form, these
conjectures are essentially the same regardless of what number field one works in.
We recall the conjecture for the integers:
Conjecture 1 (Goldston-Montgomery). For δ ∈ (0, 1), and H = Xδ,
1
X
∫ X
0
 ∑
x<n≤x+H
Λ(n)−H
2 dx ∼ H(logX − logH), (1)
as X →∞.
Here Λ(n) is the von Mangoldt function. The intervals {n ∈ Z : x < n ≤ x+H}
are referred to as short intervals; we say they are short because their length H is
smaller than the numbers x around which they occur.
Note that the left hand side of (1) is approximately the probabilistic variance of
the sums ∑
x<n≤x+H
Λ(n) (2)
where x is a random variable chosen at uniform from the interval [0, X]. Indeed,
for x chosen randomly in this way, the expected value of (2) is approximately H.
For what follows, it will be natural to reformulate Conjecture 1 into a claim about
direct counts of primes in short intervals, rather than sums of the von Mangoldt
function. We show in Appendix A that Conjecture 1 is equivalent to Conjecture 2
to be stated momentarily. We make use of the following set up:
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• Define
pi(x;H) := #{p prime : x < p ≤ x+H}
to be the number of primes in the short interval of size H, around x.
• Define the expectation of this quantity by
EN(X;H) :=
1
X
∫ X
0
pi(x,H) dx.
• Note that by the prime number theorem ∑x<n≤x+H
n≥2
1/ log n is a good
approximation for pi(x;H). Consider
pi(x;H) := pi(x;H)−
∑
x<n≤x+H
n≥2
1
log n
which keeps track of the deviation of pi(x;H) from this approximation.
• Define
VN(X;H) :=
1
X
∫ X
0
pi(x;H)2 dx.
This quantity differs slightly from the probabilistic variance of the count
pi(x;H) as x ranges randomly from 0 to X, but it should be thought of as
capturing the same information.
It follows from the prime number theorem that uniformly for 0 ≤ H ≤ X,
EN(X;H) ∼ H
logX
as X →∞. For the variance we have:
Conjecture 2 (The Goldston-Montgomery conjecture reformulated). For δ ∈
(0, 1) and H = Xδ, we have
VN(X;H) ∼ (1− δ)EN(X;H). (3)
The conjecture of Goldston and Montgomery has attracted interest for at least
two reasons. One: Goldston and Montgomery (building upon work of Gallagher
and Mueller [5]) showed that it is connected to the local spacing of zeros of the
Riemann zeta function. Two: the prediction (3) deviates rather starkly from the
prediction one would make based off the Crame´r random model for primes. Under
the Crame´r model one expects1 that
VN(x;H) ∼ EN(X;H). (4)
Indeed, it is common to justify a belief in this conjecture of Goldston and Mont-
gomery by making use of the following conjecture of Hardy and Littlewood [8]
(which itself also deviates from the Crame´r model).
1Indeed, the Crame´r model suggests that the distribution of pi(x;H) for x ∈ [0, X] chosen
randomly, should be approximated by the distribution of a sum of random variables X1 + X2 +
· · ·+XH , where each Xi is an i.i.d copy of a Bernoulli random variable, taking 1 with probability
1/ logX. Note that E(X1+ · · ·+XH) = Var(X1+ · · ·+XH) = H/ logX. Background information
about the Crame´r model and its relation to this problem can be found in [21].
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Conjecture 3 (Hardy-Littlewood). For fixed integers h 6= 0,∑
n≤X
1P(n)1P(n+ h) ∼ S(h)
∑
2≤n≤X
1
log2 n
(5)
where
S(h) :=
∏
p
(1− νh(p)/p)
(1− 1/p)2 , with νh(p) =
{
2 if h 6≡ 0 (mod p)
1 if h ≡ 0 (mod p)
Here 1P(n) is the function that is 1 when n is prime and 0 otherwise, and the
product is over all primes p. We note that the Crame´r model would make the
almost certainly false (but still not disproven) prediction that the right hand side
of (5) is just
∑
2≤n≤X
1
log2 n
. Of course the right hand side of (5) can be rewritten
∼ S(h)x/ log2X, but the expression we have written is expected to be a more
accurate approximation.
The heuristic derivation of Conjecture 1 based upon Conjecture 3 can be found
in [13]. A key point of that derivation, which we record because we will prove an
analogue of it, is the following estimate for sums of the function S(h):
Theorem 1 (Montgomery).
H∑
h=1
(S(h)− 1)(1− h
H
) ∼ −1
2
logH.
Montgomery’s proof of this theorem is recorded in [13], based upon an analy-
sis of Dirichlet series and the observation that S(h) is a constant factor times a
multiplicative function.
It is worth remarking finally that for H = Xo(1), one expects the Crame´r model
prediction (4) to be correct; and indeed for H = λ logX, one does expect as pre-
dicted by the Crame´r model that the count of primes pi(x;H) in a random short
interval is distributed like a Poisson random variable. Gallagher [4] showed that
such a prediction is consistent with conjectures of Hardy and Littlewood which are
slightly more general than Conjecture 3. For H growing faster than logX, Mont-
gomery and Soundararajan [14] argued on the assumption of such Hardy-Littlewood
conjectures that pi(x;H) tends towards a normal distribution, with variance given
by (4) and (3). For H = Xo(1) this is consistent with the Crame´r model, while for
H growing at a faster rate as we have explained it is not.
1.2. Background and motivation: algebraic number fields. We will prove
an analogue of Theorem 1 for arbitrary algebraic number fields and use this to
develop evidence for a variant of Conjecture 2. We make use of a set up that was
introduced by Tsai and Zaharescu in [23] to examine related questions.
We consider a number field K with [K : Q] = n and choose a fixed integral basis
{α1, ..., αn} for OK , the ring of integers of K. Let m : K → Qn be the linear map
defined with respect to such a basis by
m(α) := (k1, ..., kn), forα = k1α1 + · · ·+ knαn, with ki ∈ Q for all i. (6)
Note that m takes OK to Zn.
Over N an interval of size H near a point x consisted of integers n such that
x < n ≤ x + H. We generalize this to algebraic number fields by letting ‖ · ‖ be
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an arbitrary norm on Rn, making Rn into a normed linear space. We will turn our
attention in OK to sets of the sort
{α ∈ OK : ‖m(α)− x‖ ≤ H},
as x varies over Rn. We will be interested in the variance of counts of prime elements
in such ‘short intervals’ chosen randomly. One motivation for this definition of a
short interval comes from the work of Keating and Rudnick in a function field
setting [11].
Throughout this paper elements of OK are denoted by Greek characters such as
α and prime elements of this ring usually by ω. (By “prime element” we mean as
usual that the ideal (ω) generated by this element is prime.) For ideals we use the
script a, and for prime ideals usually p. We use N(α) = NK/Q(α) to denote the
norm of an element of K, while N(a) also denotes the norm of an ideal.
It follows from the generalized prime number theorem of Mitsui [12, Main The-
orem] that
Theorem 2 (Mitsui’s generalized prime number theorem). Let K be an algebraic
number field. For any norm ‖ · ‖ and map m as above,
#{ω ∈ OK prime : ‖m(ω)‖ ≤ X} ∼ 1
RK
∑
‖m(α)‖≤X
|Nα|>1
1
log |N(α)| , (7)
where RK := Ress=1 ζK(s) is the residue at s = 1 of the Dedekind zeta function of
K, and the sum is over all α ∈ OK .
One should interpret (7) as saying that a random algebraic integer α has prob-
ability roughly 1RK
1
log |N(α)| of being a prime element.
Theorem 2 generalizes the prime number theorem, and correspondingly Gross
and Smith [7] have introduced an analogue of the Hardy-Littlewood Conjecture 3.
Conjecture 4 (Gross-Smith). Let K be an algebraic number field and ‖ · ‖ a norm
as above. For fixed nonzero η ∈ OK ,∑
‖m(α)‖≤X
1P(α)1P(α+ η) ∼ S(η) 1
R2K
∑
‖m(α)‖≤X
|Nα|>1
1
log2 |Nα| , (8)
where
S(η) :=
∏
p
(1− νη(p)/Np)
(1− 1/Np)2 , with νη(p) :=
{
2 if η /∈ p
1 if η ∈ p (9)
Here both sums in (8) are over α ∈ OK , and 1P(α) is 1 if α is a prime element
and 0 otherwise. The product is over all prime ideals of OK .
In fact Gross and Smith make a more general conjecture than Conjecture 4, just
as Hardy and Littlewood did for the natural numbers. Conditioned on this more
general conjecture, Tsai and Zaharescu show that the counts of prime elements in
a random short interval {α ∈ OK : ‖m(α)− x‖ ≤ H}, where x is chosen randomly
and uniformly from the set {x ∈ Rn : ‖x‖ ≤ X}, tend to a Poisson random variable
for H = λ logX as X → ∞ for any fixed value of λ.2 This is an analogue of the
2In fact, Tsai and Zaharescu work with a slightly more general notion of ‘short intervals’ in
number fields than we make use of here.
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result of Gallagher over the integers, though Tsai and Zaharescu’s proof necessarily
depends on quite different ideas than Gallagher’s at some points.
Finally, we make a note of [23, Thm 4.1] of Tsai and Zaharescu:
Theorem 3. For K an algebraic number field and ‖ · ‖ a norm as above,∑
‖m(α)‖≤X
|Nα|>1
1
logk |N(α)| ∼
vol(B
‖·‖
X )
logk vol(B
‖·‖
X )
,
where vol(B
‖·‖
X ) is the volume in Rn of the set B
‖·‖
X = {x ∈ Rn : ‖x‖ ≤ X}.
This can be used to simplify right hand side expressions of (7) and (8).
1.3. Main results. The main result proved in this paper is an estimate for sums
of singular series in an algebraic number field. We use this result to heuristically
derive a conjecture about the variance of primes in short intervals.
Definition 1. A function w : Rn → R is called ‘nice’ if w has compact support
and wˆ(ξ) = O(1/|ξ|n+1).
A nice function can thus be thought of as a function that is not too jagged.
For instance, if U is a bounded open region of Rn with C∞-boundary and nonzero
Gaussian curvature everywhere and 1U is the indicator function of U , then the
convolution 1U ∗ 1U is nice [2, 22].
Here and in what follows we use the convention that wˆ(ξ) =
∫
Rn e(−x·ξ)w(x) dnx,
and |ξ| is the Euclidean norm for ξ ∈ Rn.
Theorem 4. For K an algebraic number field with [K : Q] = n, with an embedding
m : K → Rn as in section 1.2 and nice w : Rn → R,∑
η 6=0
η∈OK
(S(η)− 1)w
(
m(η)
H
)
∼ −w(0)RK log(Hn).
As before RK = Ress=1 ζK(s).
We remark that probably Theorem 4 could be proved with more work for even
a slightly wider class of test functions – for instance we suspect Theorem 4 is true
for w = 1U ∗ 1U for any convex region U of Rn.
The reader should take a moment to note that in any case this recovers Theorem
1 for K = Q, using w(x) = (1 − |x|)+. The proof of Theorem 4 nonetheless is
rather different from that given in [13] for Theorem 1. Rather than exploit the
multiplicativity of S(η) (a notion that makes sense only when OK is a principal
ideal domain), we expand S(η) into Ramanujan sums and apply Fourier analysis.
Such an approach was used in the second author’s thesis [19] to reprove Theorem
1. New ideas are required in the passage to general number fields.
We note that as a consequence of results proved by Tsai and Zaharescu (in
particular see [23, Thm. 1.3]) one may see that∑
η 6=0
η∈OK
(S(η)− 1)w
(
m(η)
H
)
= o(Hn).
Our new contribution in this paper is a method to asymptotically identify the
second order term of size logH above.
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It is likely that a still lower-order constant term, depending upon the number
field, can be identified in Theorem 4, giving a formula with error o(1). (Such a
formula is found, for instance, over Z in [13].) We have not pursued these constant
terms in this paper however.
We use this computation of sums of singular series to provide heuristic evidence
for a generalization of Conjecture 2 on counts of primes in short intervals. We make
use of the following set up, for a number field K, and an embedding m : K → Rn
and a norm ‖ · ‖ on Rn as before.
• Define
piK(x;H) := #{ω ∈ OK prime : ‖m(ω)− x‖ ≤ H}.
as a count of primes in a ‘short interval’ around x.
• Define the expectation of this quantity by
EK(X;H) :=
1
vol
(
B
‖·‖
X
) ∫
‖x‖≤X
piK(x;H) d
nx,
where, again, vol(B
‖·‖
X ) is the volume in Rn of the set B
‖·‖
X = {x ∈ Rn :
‖x‖ ≤ X}.
• Note that Mitsui’s generalized prime number theorem suggests
1
RK
∑
‖m(α)−x‖≤H
|N(α)|>1
1
log |N(α)|
is a good approximation for piK(x;H). Consider
piK(x;H) := piK(x;H)− 1
RK
∑
‖m(α)−x‖≤H
|N(α)|>1
1/ log |N(α)|,
which keeps track of the deviation of piK(x;H) from this approximation.
• Define
VK(X;H) :=
1
vol
(
B
‖·‖
X
) ∫
‖x‖≤X
piK(x;H)
2dnx.
As for the integers, this quantity is not exactly the probabilistic variance
of the counts piK(x;H), but it should be thought of as being analogous.
For expectation it is easy to show from Mitsui’s generalized prime number the-
orem and Theorem 3 that
Proposition 1. For 0 ≤ H ≤ X,
EK(X;H) ∼ vol(B
‖·‖
H )
RK log vol(B
‖·‖
X )
.
Note that in this formula,
log vol(B
‖·‖
X ) ∼ log(Xn), (10)
but the other terms depend more delicately on the number field K and the norm
‖ · ‖.
By contrast, we conjecture that the variance enjoys a simple and universal rela-
tion to expectation,
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Conjecture 5. For any algebraic number field K with [K : Q] = n, with an
embedding m : K → Rn and norm ‖ · ‖ as above, for δ ∈ (0, 1) and H = Xδ, we
have
VK(X;H) ∼ (1− δ)EK(X;H).
We note that the parameter δ may be thought of somewhat more intrinsically
as δ = (log vol(B
‖·‖
H ))/(log vol(B
‖·‖
X )).
A Crame´r model for the distribution of primes elements in a number field would
predict a statement of this sort with (1− δ) replaced by just 1. Tsai and Zaharescu
showed, conditionally on the Hardy-Littlewood type conjectures of Gross-Smith,
that in short intervals with H ≈ logX, a Crame´r model should accurately predict
the distribution of piK(x;H). Conjecture 5 suggests that for larger H this is no
longer the case. Moreover, a little curiously, this conjecture suggests that the
variance deviates from the Crame´r model prediction by the same universal factor
(1 − δ) no matter the number field K one works in. We do not have a really
simple conceptual explanation for this phenomenon except that it comes out of
the computations to follow. Using Theorem 4 we give a heuristic derivation of
Conjecture 5 in section 4.
1.4. Function fields. We have mentioned that we were motivated to investigate
Conjecture 5 by work of Keating and Rudnick [11], who proved a different analogue
of Conjecture 1 (or equivalently Conjecture 2) by replacing the integers with the
ring of polynomials with coefficients in the finite field Fq and taking a large q limit.
It would be very interesting to see if a generalization of Keating and Rudnick’s
theorem, along the lines of Conjecture 5, can also be proved by considering function
fields more general than the rational function field and making use of a suitable
notion of a short interval in this setting.
1.5. Acknowledgments. The second author received partial support from NSF
grants DMS-1701577 and DMS-1854398 and an NSERC grant. We thank Ofir
Gorodetsky, Robert Lemke Oliver, Jeff Lagarias, Jennifer Park, and Paul Pollack
for helpful discussions.
2. Some preliminary estimates in algebraic number theory
2.1. Ramanujan sums and other arithmetic functions in OK . We will re-
quire some number field variants of some well known arithmetic functions. For
ideals a and c we use the notation a|c as usual to mean c ⊆ a. Note that a|c if and
only if there exists an ideal b such that ab = c.
For K an algebraic number field and q an ideal of OK with prime factorization
q = pe11 · · · pekk , define the Mo¨bius function on ideals by
µ(q) :=
{
(−1)k if e1 = · · · = ek = 1
0 if ei ≥ 2 for some i,
and the totient function by
φ(q) = Nq
∏
p|q
(
1− 1
Np
)
.
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Likewise for η ∈ OK and q still an ideal, define a Ramanujan sum by
cq(η) :=
∑
ab=q
η∈b
µ(a)Nb. (11)
As for the integers from Mo¨bius inversion for ideals c and arbitrary η,∑
q|c
cq(η) =
{
Nc if η ∈ c
0 if η /∈ c. (12)
Note that for fixed η the right hand side of (12) is multiplicative in ideals c; it
follows as for the integers that cq(η) is multiplicative in q. More developed accounts
of Ramanujan sums in algebraic number fields can be found in [16, 17].
We make use of Ramanujan sums because, as over the integers, singular series
such as S(η) can be expressed elegantly in terms of them. In particular,
Lemma 1. For nonzero η ∈ OK ,
S(η) =
∑
q6=0
µ(q)2
φ(q)2
cq(η),
where the sum is over all ideals q of OK .
Proof. The proof is the same as for the integers. The reader may verify that
cp(η) =
{
Np− 1 if η ∈ p
−1 if η /∈ p ,
and from this the Euler product (9) can be written
S(η) =
∏
p
(
1 +
1
φ(p)2
cp(η)
)
.
The lemma then follows by expanding the Euler product using the multiplicativity
of the functions φ(q) and cq(η). (Since η ∈ p for only finitely many primes, there
are no concerns about convergence.) 
We will later need to make recourse of the following estimates, whose proofs
are exercises using Perron’s formula and analytic properties of the zeta functions
ζK(s). The reader may choose to skip these estimates for the moment, coming back
to verify them when needed.
Lemma 2. For [K : Q] = n we have as Y →∞,∑
Nq≤Y
µ2(q)
φ(q)
= RK log(Y ) +O(1), (13)
where RK := Ress=1 ζK(s).
Moreover,
1
Y 1/n
∑
Nq≤Y
µ(q)2
φ(q)2
(Nq)1+1/n = O(1), (14)
∑
Nq≥Y
µ(q)2
φ(q)2
∑
b|q
Nb≤Y
Nb = O(1), (15)
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Y
∑
Nq≥Y
µ(q)2
φ(q)2
∑
b|q
Nb≥Y
1 = O(1), (16)
1
Y 1/n
∑
Nq≥Y
µ(q)2
φ(q)2
∑
b|q
Nb≤Y
(Nb)1+1/n = O(1), (17)
where the implicit constants depend upon the field K.
Proof. We treat each of (13),(14),(15),(16),(17) in turn. Our technique is the rela-
tively standard complex analytic one and we make use of Perron’s formula (see [9,
Prop. 5.54]), that for c > 0, x > 0
1
2pii
∫ c+iT
c−iT
xs
ds
s
= h(x)+O
(
xc
T | log(x+ 2)|
)
, where h(x) =

0 if 0 < x < 1
1/2 if x = 1
1 if x > 1
,
(18)
along with a slightly smoothed variant (see [1, Lem. 3, Ch. 13]), that for c > 0,
u > 0,
1
2pii
∫ c+i∞
c−i∞
u−s
s(s+ 1)
ds = I(u), where I(u) = (1−u)+ =
{
(1− u) if 0 < u ≤ 1
0 if u > 1
.
(19)
We also make use of the following convexity estimate: for fixed number field K
with [K : Q] = n, for 0 ≤ σ ≤ 1 and |t| ≥ 1,
ζK(s) |s|n(1−σ)/2+, (20)
for any  > 0. (This follows directly from [15, Thm. 4].)
To verify (13): note that for <s > 1,∑
q
µ(q)2
φ(q)(Nq)s
=
∏
p
(
1 +
1
(Np− 1)(Np)s
)
= ζK(s+ 1)F (s),
for
F (s) :=
∏
p
(
1− 1
(Np)s+1
)(
1 +
1
(Np− 1)(Np)s
)
,
which converges and is bounded in the region <s > −1/2 +  for any  > 0, and
moreover F (0) = 1.
We evaluate
1
2pii
∫ 1/n+iY 2/n
1/n−iY 2/n
∑
q
µ(q)2
φ(q)(Nq)s
Y s
s
ds (21)
in two different ways. In the first place by (18) we have
(21) =
∑
q
µ(q)2
φ(q)
[
h
(
Y
Nq
)
+O
(
(Y/Nq)1/n
Y 2/n
)]
=
∑
Nq<Y
µ(q)2
φ(q)
+O(1).
But shifting the contour in (21) to the left by 2/n units, we see
(21) = Res
s=0
ζK(s+ 1)F (s)
Y s
s
+O(1) +
∫ −1/n+iY 2/n
−1/n−iY 2/n
ζK(s+ 1)F (s)
Y s
s
ds
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= RK log Y +O(1) +O
(
Y −1/n
∫ Y 2/n
1
tn/2n
t
dt
)
,
using (20) to bound terms arising from the contour shift. Simplifying the error
term by evaluating the integral, and pairing up the two expressions for (21) gives
(13).
To verify (14): we take a similar strategy. Note that for <s > 1/n,∑
q
µ(q)2
φ(q)2
(Nq)1+1/n
(Nq)s
=
∏
p
(
1 +
(Np)1+1/n−s
(Np− 1)2
)
= ζK(1 + s− 1/n)G1(s),
where G(s), using the same idea as above, is a function that converges and is
bounded in the region <s > −1/2 +  for any  > 0. Yet∑
Nq≤Y
µ(q)2
φ(q)2
(Nq)1+1/n 
∑
q
µ(q)2
φ(q)2
(Nq)1+1/nI
(
Nq
2Y
)
=
1
2pii
∫ 2/n+i∞
2/n−i∞
ζK(1 + s− 1/n)G1(s) (2Y )
s
s(s+ 1)
ds
= Res
s=1/n
ζK(1 + s− 1/n)G1(s) (2Y )
s
s(s+ 1)
+O(Y 1/2n),
with the last step following by shifting the contour to the line <s = 1/2n, using
(20) to trivially bound contributions from the contour shift. The residue in the
final line produces the bound of O(Y 1/n) from which (14) follows.
To verify (15): note that for <(s2 − s1) > 0 and <s1 < 1,∑
q
µ(q)2
φ(q)2
(Nq)s1
∑
b|q
(Nb)1−s2 =
∏
p
(
1 +
(Np)s1
(Np− 1)2 (1 + (Np)
1−s2)
)
= ζK(1 + s2 − s1)G2(s1, s2),
where G2 is defined by the Euler product
Gs(s1, s2) :=
∏
p
(
1− 1
(Np)1+s2−s1
)(
1 +
(Np)s1
(Np− 1)2 (1 + (Np)
1−s2)
)
, (22)
which the reader should check converges and is bounded for s1, s2 in the region
<s1 ≤ 1− , <s2 ≥ <s1 − 1/2 + ,
for any  > 0. Note that∑
Nq≥Y
µ(q)2
φ(q)2
∑
b|q
Nb≤Y
Nb
∑
q
µ(q)2
φ(q)2
I
(
Y
2Nq
)∑
b|q
Nb · I
(
Nb
2Y
)
(23)
=
1
(2pii)2
∫ 1/n+i∞
1/n−i∞
∫ 2/n+i∞
2/n−i∞
ζK(1 + s2 − s1)G2(s1, s2)
× (Y/2)
−s1
s1(s1 + 1)
(2Y )s2
s2(s2 + 1)
ds2 ds1.
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Carefully shifting the s2 contour to <s2 = 1/2n, again using (20) to bound errors,
we see that (23) is equal to
1
2pii
∫ 1/n+i∞
1/n−i∞
Res
s2=s1
(
ζK(1 + s2 − s1)G2(s1, s2) (Y/2)
−s1
s1(s1 + 1)
(2Y )s2
s2(s2 + 1)
)
ds1 +O(Y
−1/2n)
=
∫ 1/n+i∞
1/n−i∞
O
(
1
|s1|2|s1 + 1|2
)
|ds1|+O(Y −1/2n)
= O(1),
which is (15).
To verify (16): note that for <(s1 + s2) < 1 and <s1 < 1,∑
q
µ(q)2
φ(q)2
(Nq)s1
∑
b|q
(Nb)s2 = ζK(2− s1 − s2)G2(s1, 1− s2),
for G2 defined in (22); thus G2(s1, 1− s2) is bounded for s1, s2 in the region s1, s2
with <s1 ≤ 1−  and <(s1 + s2) ≤ 3/2− . Moreover, much like above,∑
Nq≥Y
µ(q)2
φ(q)2
∑
b|q
Nb≥Y
1
∑
q
µ(q)2
φ(q)2
I
(
Y
2Nq
)∑
b|q
I
(
Y
2Nb
)
(24)
=
1
(2pii)2
∫ 1/2+i∞
1/2−i∞
∫ 1/2−1/n+i∞
1/2−1/n−i∞
ζK(2− s1 − s2)G2(s1, 1− s2)
× (Y/2)
−s1
s1(s1 + 1)
(Y/2)−s2
s2(s2 + 1)
ds2 ds1.
Carefully shifting the s2 contour to <s2 = 1/2+1/n, once more using (20) to bound
error terms arising from the contour shift, we have (24) is equal to
1
2pii
∫ 1/2+i∞
1/2−i∞
(
Res
s2=1−s1
ζK(2− s1 − s2)G2(s1, 1− s2) (Y/2)
−s1
s1(s1 + 1)
(Y/2)−s2
s2(s2 + 1)
)
ds1
+O(Y −(1+1/n))
=
∫ 1/2+i∞
1/2−i∞
O(Y −1/|s1|4) |ds1|+O(Y −(1+1/n))
= O(Y −1),
from which (16) follows.
To verify (17): note that it is a direct consequence of (15), because
1
Y 1/n
∑
Nq≥Y
µ(q)2
φ(q)2
∑
b|q
Nb≤Y
(Nb)1+1/n ≤
∑
Nq≥Y
µ(q)2
φ(q)2
∑
b|q
Nb≤Y
Nb.

2.2. Counts of ideal elements. We will need a few estimates regarding the dis-
tribution of lattices induced by ideals.
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Lemma 3. For [K : Q] = n and an ideal a ⊂ OK , define the lattice Λa = {m(α) :
α ∈ a} ⊂ Zn and the dual lattice Λ∗a := {y ∈ Rn : for all x ∈ Λa, 〈x, y〉 ∈ Z}.
Finally define the count
C(Λ∗a, r) := #{y ∈ Λ∗a : y 6= 0, |y| ≤ r}.
Then we have a bound
C(Λ∗a, r)m,K Na · rn.
Note that for any lattice Λ ⊂ Rn, for sufficiently large r, #{x ∈ Λ∗ : x 6= 0, |x| ≤
r} ∼ det(Λ)vol(Br), where det(Λ) is the volume of the fundamental domain of Λ
and Br is the Euclidean ball of radius r. Thus the theorem is made significant by
being a bound uniform in a and r.
In particular, this lemma implies that for r  1/(Na)1/n, there are no non-zero
elements of Λ∗a in Br. This is a feature of lattices that are not too distorted, and it
is exactly this feature of the lattice Λa that we will make use of. This fact and by
implication Lemma 3 seem to be well known (see e.g. [10] or [3]), but we indicate
the proof below.
In our proof and in what follows we make use of the Minkowski embedding
M : K → Rn, defined by
M(α) = (σ1(α), ..., σr(α),<τ1(α), ...,<τs(α),<τ1(α), ...,<τs(α)) ,
where σj are the embeddings K → R and τj are the complex embeddings K → C,
with one chosen from each conjugate pair (so r + 2s = n). M is one to one and
linear over Q; it follows that for the map m : K → Rn defined in (6), m = TM for
some invertible matrix T : Rn → Rn (T depends of course on the choice of basis
elements used to define m).
Proof of Lemma 3. We rely upon the following claim (see e.g. (83) of [18]) For
fixed K, there exists a constant cK such that for any ideal a ⊂ OK , there exists an
integral basis η1, ..., ηn such that
‖M(ηi)‖`∞ ≤ cK(Na)1/n for all i.
As m = TM for an invertible map T , one also has
‖m(ηi)‖`∞ m,K (Na)1/n for all i.
The lattice Λa is generated by m(η1), ...,m(ηn), so that for the n × n matrix Lη
with these vectors as columns,
Lη :=
 | |m(η1) · · · m(ηn)
| |
 ,
we have Λa = Lη(Zn). Note that Λ∗a = L−1η (Zn), so that
C(Λ∗a, r) = #{w ∈ Zn : w 6= 0, |L−1η w| ≤ r}
= #(Zn \ {0}) ∩ Lη(Br).
But because all the columns of Lη are bound in norm by (Na)
1/n, we have
Lη(Br) ⊂ B(cm,K,n(Na)1/nr),
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for some constant cm,K,n that depends only upon m,K and the dimension n of
the space in which we have embedded (and thus only upon m and K). But it is
classical that #(Zn \ {0}) ∩Bs n sn for any s > 0, so
#(Zn \ {0}) ∩B(cm,K,n(Na)1/nr)  Narn,
which establishes the claimed bound. 
Lemma 4. Fix [K : Q] = n, nice w : Rn → R, and an embedding m : K → Rn as
in (6). Then there exists a constant C such that for any ideal a and all H > 0,
∑
η∈a
w
(
m(η)
H
)
=
{
w(0) for Na ≥ CHn
Hn
Na wˆ(0) +O
(
(Na)1/n
H
)
for Na < CHn.
(25)
Recall that nice functions were defined in Definition 1.
Proof. We verify (25) for Na ≥ CHn first. Because m = TM for invertible T ,∣∣∣m(η)
H
∣∣∣ ∣∣∣M(η)
H
∣∣∣,
But using the arithmetic geometric mean inequality to proceed to the second line
below, we have,
|M(η)|  (|σ1(η)|2 + · · ·+ σr(η) + 2|τ1(η)|2 + · · ·+ 2|τs(η)|2)1/2
 (|σ1(η) · · ·σr(η)||τ1(η)|2 · · · |τs(η)|2)1/n = |Nη|1/n.
But for nonzero η ∈ a, we have |Nη| ≥ Na. Collecting the above observations we
have for nonzero η ∈ a, ∣∣∣m(η)
H
∣∣∣ (Na)1/n
H
.
Hence if C is sufficiently large that the function w is supported in a ball of radius
 C1/n, the top line of (25) will be true, since the only nonzero term in the sum
will arise from η = 0.
We now turn to a proof of (25) in the case Na < CHn. In fact the estimate in
this second half of (25) will always be true; it ceases however to be a good bound
when Na ≥ CHn.
Note that ∑
η∈a
w
(
m(η)
H
)
=
∑
x∈Λa
w(x/H)
=
Hn
det Λa
∑
y∈Λ∗a
wˆ(Hy)
=
Hn
det Λa
wˆ(0) +
Hn
det Λa
∑
y∈Λ∗a
y 6=0
wˆ(Hy). (26)
Furthermore note that here
det Λa = Na. (27)
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We have wˆ(ξ) = O(1/|ξ|n+1) by hypothesis, and so by taking a dyadic decomposi-
tion we have, ∑
y∈Λ∗a
y 6=0
wˆ(Hy)
∞∑
ν=0
1
(2ν)n+1
C(Λ∗a, 2
ν/H). (28)
As Lemma 3 implies that for Na · (2ν/H)n  1 we have C(Λ∗a, 2ν/H) = 0, and as
Lemma 3 implies the bound C(Λ∗a, 2
ν/H) Na(2ν/H)n otherwise, we can bound
(28) by

∑
2ν/H(Na)−1/n
1
(2ν)n+1
Na · (2ν/H)n  (Na)
1+1/n
Hn+1
.
Using this estimate in (26) with (27), we obtain the second line of (25). 
3. Sums of singular series: a proof of Theorem 4
We now turn in earnest to the proof of Theorem 4.
Proof of Theorem 4. We proceed in three steps.
Step 1: Note from Lemma 1, for η 6= 0,
S(η)− 1 =
∑
Nq>1
µ(q)2
φ(q)2
cq(η).
Hence using that cq(0) = φ(q), we have∑
η 6=0
η∈OK
(S(h)−1)w
(
m(η)
H
)
=
∑
Nq>1
µ(q)2
φ(q)2
[ ∑
η∈Ok
cq(η)w
(
m(η)
H
)
−φ(q)w(0)
]
. (29)
The advantage of (29) is that we will be able to effectively control the sums of
Ramanujan sums in the inner brackets.
Step 2: We define
Sq(H) :=
∑
η∈OK
cq(η)w
(
m(η)
H
)
,
and give a good estimate for such sums. Note that∑
q|a
Sq(H) =
∑
η∈a
w
(
m(η)
H
)
Na, (30)
by (12). But the quantity on the right of this equation is estimated by Lemma 4.
Hence using Mo¨bius inversion on (30) followed by this Lemma we have,
Sq(H) =
∑
ab=q
µ(a)
∑
η∈b
w
(
m(η)
H
)
Nb

=
∑
ab=q
Nb≥CHn
µ(a)Nb · w(0) +
∑
ab=q
Nb<CHn
(
µ(a)Hnwˆ(0) +O
(
(Nb)1/+1/n
H
))
.
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This gives for Nq < CHn,
Sq(H) = O
 1
H
∑
b|q
(Nb)1+1/n
 = O( (Nq)1+1/n
H
)
(31)
and for Nq ≥ CHn,
Sq(H) = φ(q)w(0) +O
 ∑
b|q
Nb<CHn
Nb

+O
Hn ∑
b|q
Nb≥CHn
1
+O
 1H ∑
b|q
Nb<CHn
(Nb)1+1/n
 . (32)
Step 3: Substituting (31), (32) into the equation (29) derived in Step 1, we
obtain∑
η 6=0
η∈OK
(S(h)− 1)w
(
m(η)
H
)
=
∑
1<Nq<CHn
µ(q)2
φ(q)2
[
− φ(q)w(0) +O
(
(Nq)1+1/n
H
)]
+
∑
Nq≥CHn
µ(q)2
φ(q)2
[
O
 ∑
b|q
Nb<CHn
Nb
+O
Hn ∑
b|q
Nb≥CHn
1

+O
 1H ∑
b|q
Nb<CHn
(Nb)1+1/n
]
Each error term being summed here can be controlled using (14),(15),(16),(17) of
Lemma 2 (with Y = CHn), and an asymptotic formula for the first (main) term is
given by (13).
Simplifying, we obtain∑
η 6=0
η∈OK
(S(h)− 1)w
(
m(η)
H
)
= −w(0)RK log(Hn) +O(1),
as claimed. 
4. Primes in short intervals: a heuristic argument
We now turn to a heuristic justification of Conjecture 5, based on the computa-
tion in Theorem 4. We do not formalize this heuristic; the best that one could hope
for, without a real breakthrough, is a rather restricted conditional implication: that
a version of Conjecture 4 with uniform error terms in η implies Conjecture 5 for a
restricted range of H. In the heuristic that follows, in addition to assuming Con-
jecture 4, we will also assume that the error terms between the right and left hand
sides of (8) exhibit significant cancellation when summed over η, and we will not
be careful in controlling the boundary-portion of certain sums that appear below.
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Finally, owing to the restriction of test functions w in Theorem 4, our justification
below will really only be complete for norms ‖ · ‖ defined with respect to a convex
body with C∞-boundary and nonzero Gaussian curvature everywhere; we believe
however that Conjecture 5 is true in the generality stated. Lines below that indicate
an asymptotic relation derived heuristically rather than rigorously we demarcate
using ‘≈’.
Heuristic derivation of Conjecture 5. By expanding the variance we have,
VarK(X;H) ≈ 1
vol(B
‖·‖
X )
∫
‖t‖≤X
∣∣∣∣ ∑
α∈OK
‖m(α)−t‖≤H
1P(α)
∣∣∣∣2 dt− EK(X;H)2
=
1
vol(B
‖·‖
X )
∑
α∈OK
1P(α)2
∫
‖t‖≤X
‖t−m(α)‖≤H
dt
+
1
vol(B
‖·‖
X )
∑
α1,α2∈OK
α1 6=α2
1P(α1)1P(α2)
∫
‖t‖≤X
‖t−m(α1)‖≤H
‖t−m(α2)‖≤H
dt− EK(X;H)2
≈ EK(X;H) + H
n
vol(B
‖·‖
X )
∑
‖m(α)‖≤X
∑
η∈OK
η 6=0
1P(α)1P(α+ η)w
(
m(η)
H
)
− EK(X;H)2,
where w(x) := 1U ∗ 1U (x) and U = {x ∈ Rn : ‖x‖ ≤ 1}.
Utilizing Conjecture 4 (along with Theorem 3), it is reasonable to suppose the
quantity above is approximated by
≈ EK(X;H) + H
n
R2K log
2 vol(B
‖·‖
X )
∑
η∈OK
η 6=0
S(η)w
(
m(η)
H
)
− EK(X;H)2. (33)
But approximating the lattice sum below with an integral and using Proposition 1
we have,
Hn
R2K log
2 vol(B
‖·‖
X )
∑
η∈OK
η 6=0
w
(
m(η)
H
)
∼ H
n
R2K log
2 vol(B
‖·‖
X )
∫
1U ∗ 1U
( x
H
)
dnx
=
H2nvol2(U)
R2K log
2 vol(B
‖·‖
X )
∼ EK(X;H)2.
Substituting the above for EK(X;H)
2, we therefore have that (33) is reasonably
approximated by
≈ EK(X;H) + H
n
R2K log
2 vol(B
‖·‖
X )
∑
η∈OK
η 6=0
(S(η)− 1)w
(
m(η)
H
)
= EK(X;H) + (1 + o(1))
Hn
R2K log
2 vol(B
‖·‖
X )
· (−1U ∗ 1U (0)RK log(Hn))
We have Hn · 1U ∗ 1U (0) = Hn · vol(U) = vol(B‖·‖H ), and so using Proposition 1
and the subsequent evaluation (10) to keep track of EK(X;H) asymptotically, the
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above simplifies to
∼
(
1− log vol(B
‖·‖
H )
log vol(B
‖·‖
X )
)
EK(X;H) ∼ (1− δ)EK(X;H).
This is exactly Conjecture 5.
That this computation simplifies so nicely and in such generality certainly sug-
gests there is something more to be understood.
As for Theorem 4, it should be possible to write down a version of Conjecture
5 containing lower order terms of size O(EK(X;H)/ logX). We do not make a
conjecture here for these lower order terms.
5. Numerical evidence
We have also found numerical support for Conjecture 5 in the case of quadratic
extensions, both real and imaginary. For a field Q(
√
D) with ring of integers Z[
√
D],
we considered short intervals induced by the norm ||a+b√D|| = max(|a|, |b|), which
we think of as small squares. For the fields Q(
√
D) with ring of integers Z
[
1+
√
D
2
]
,
we instead considered the norm
∣∣∣∣∣∣a+ b( 1+√D2 )∣∣∣∣∣∣ = max(|a|, |b|), or equivalently
||a+ b√D|| = max(|a− b|, |2b|).
For each field K = Q(
√
D), for each large value X, we computed VK(X;X
δ) for
δ ∈ 110Z, 0 < δ < 1. We then plotted VK(X;X
δ)
EK(X;Xδ)
as a function of δ, and observed
that in all the quadratic field cases this plot approximated the line 1− δ.
The main subtlety in our algorithm was in computing values of piK(x;H). To do
this, for each x+ y
√
D with norm at most X and x, y ≥ 0, we counted the number
of primes in the set {a+b√D | 0 ≤ a ≤ x, 0 ≤ b ≤ y}. We then used these counts at
each of the corners of a given small square to solve for the number of primes within
it. Whether or not elements are primes was tested using standard algorithms from
algebraic number theory.
Below are plots of VK(X;X
δ)
EK(X;Xδ)
, where X = 1000, as a function of δ for various
quadratic number fields, both real and imaginary. In each case, the line 1 − δ is
plotted.
For many of these cases, the convergence is rather slow, supporting the idea that
there are lower-order terms which remain to be investigated.
Figure 1. K = Q(i) Figure 2. K = Q(
√−3)
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Figure 3. K = Q(
√−5) Figure 4. K = Q(√−7)
Figure 5. K = Q(
√
2) Figure 6. K = Q(
√
3)
Figure 7. K = Q(
√
10)
Appendix A. Different ways to count primes in short intervals
We show here that there is no difference between 1 and Conjecture 2:
Proposition 2. Assume the Riemann hypothesis. Conjectures 1 and 2 are equiv-
alent.
In fact it may be seen that either of Conjectures 1 or 2 are stronger than the Rie-
mann hypothesis; thus the assumption in this theorem is redundant. Nonetheless
for convenience we make use of it in the proof below.
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Proof. Define
ψ˜(x) :=
∑
n≤x
Λ(n)− x,
and recall that the Riemann hypothesis implies [1]
ψ˜(x) = O(x1/2+).
We also recall a result of Selberg [20], that the Riemann hypothesis implies
1
X
∫ X
0
∣∣∣ ∑
x<n≤x+H
Λ(n)−H
∣∣∣2 dx = O(H log2X). (34)
Conjecture 1 is equivalent to the claim
1
X
∫ X
2
∣∣∣ ∫ x+H
x
dψ˜(t)
∣∣∣2 dx ∼ H(logX − logH). (35)
(We now begin our integral at 2 to avoid technicalities later in the proof.) We claim
that Conjecture 2 is equivalent to the claim
1
X
∫ X
2
∣∣∣ ∫ x+H
x
dψ˜(t)
log t
∣∣∣2 dx ∼ H(logX − logH)
log2X
. (36)
Our plan of proof will thus be to show that (35) and (36) give the same information,
but first we establish that (36) is equivalent to Conjecture 2:
The right hand side of (36) for H = Xδ is clearly
∼ (1− δ)EN(X;H),
thus it remains only to show that the left hand side is approximated by VN(X;H).
But note that∫ x+H
x
dψ˜(t)
log t
=
∑
x<p≤x+H
1 +
∑
x<pk≤x+H
k≥2
1
k
−
∫ x+H
x
dt
log t
= pi(x;H) +O(HX−1/2), (37)
as ∑
x<pk≤x+H
k≥2
1
k
=
∑
k≥2
1
k
(pi((x+H)1/k)− pi(x1/k)
∑
k≥2
1
k2
HX1/k−1  HX−1/2,
using the trivial bound pi(b)− pi(a) b− a and (x+H)1/k − x1/k  1kHX1/k−1,
and likewise as for x ≥ 2,∫ x+H
x
dt
log t
=
∑
x<n≤x+H
1
log n
+O
(
1
log x
)
.
Hence using (37) and the triangle inequality for L2-norms,(
1
X
∫ X
2
∣∣∣ ∫ x+H
x
dψ˜(t)
log t
∣∣∣2 dx)1/2 = (VN(X;H))1/2 +O(HX−1/2).
Because for H = Xδ we have HX−1/2 = o(
√
H/ logX), it is easily seen from this
that Conjecture 2 implies (36) and vice-versa.
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It thus remains only to show that (35) and (36) are equivalent. Note that using
integration by parts,∫ x+H
x
dψ˜(t)
log t
=
ψ˜(x+H)
log(x+H)
− ψ˜(x)
log x
+
∫ x+H
x
ψ˜(t)
t log2 t
dt
=
ψ˜(x+H)− ψ˜(x)
log x
+O(
H
X
X1/2+) +
∫ x+H
x
ψ˜(t)
t log2 t
dt
=
ψ˜(x+H)− ψ˜(x)
log x
+O(HX−1/2+).
Hence again using the triangle inequality for L2-norms,(
1
X
∫ X
2
∣∣∣ ∫ x+H
x
dψ˜(t)
log t
∣∣∣2 dx)1/2
=
(
1
X
∫ X
2
∣∣∣ ψ˜(x+H)− ψ˜(x)
log x
∣∣∣2 dx)1/2 +O(HX−1/2+). (38)
Because 1log x =
1
logX (1 + O()) for x ≥ X1−, it is easy to deduce using Selberg’s
bound (34) that
1
X
∫ X
2
∣∣∣ ψ˜(x+H)− ψ˜(x)
log x
∣∣∣2 dx
= (1 + o(1))
1
X
∫ X
2
|ψ˜(x+H)− ψ˜(x)|2
log2X
dx+ o(H/ logX).
Thus using (38) and again the fact that HX−1/2+ = o(
√
H/ logX), it follows that
(35) implies (36), and vice-versa. This establishes the claimed equivalence. 
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