Introduction
Resource reservation architectures that have been proposed for integrated service networks (RSVP [l] , , Tenet [3], ATM [4, 51, etc.) all have in common that intermediate systems (routers or switches) need to store per-flow state information. This requirement probably stems from the desire to provide a network service that is as deterministic as possible. Now the IETF has proposed a class of reserved service, called controlled load, for which the assurance provided by the reservation is not absolute, but comparable to the one obtained by a best-effort stream in an unloaded network [6].
The controlled load service can be implemented in "the traditional way" (e.g. with the current IETF resource reservation architecture) through the accounting of the reservation of each individual stream. Unfortunately, such per individual flow processing leads to scalability problems when the number of flows increases. A solution is the use of measurement based admission control methods [7] , which allows simplification of intermediate system functions, since only aggregate flows need to be measured. By aggregating flows inside the network, only the network edge needs to be aware of all individual flows [8].
In this paper we propose a new way of performing reservations, which goes beyond concepts for aggregation on top of traditional reservation in that it makes aggregation the standard behavior of the network and not a special case requiring additional protocol activity. In short, our reservation model works as follows. A source that wishes to make a reservation (for example an adaptive multimedia application [9, lo]) starts by sending data packets marked with a request flag to the destination. These packets are forwarded normally by iouters, who also take an admission decision on each of them. After enough request packets have been sent, the source learns from the destination its estimate of how much of the reservation has been accepted in the network. The source may then send data packets marked with a reserved flag at the accepted rate. Routers that have admitted, and thus forwarded, request packets have committed to have enough resources to accept subsequent reserved packets sent by the source at the accepted rate. The accepted rate is computed by every source, while routers independently estimate how much bandwidth they need to satisfy their global commitments. The accepted rate is guaranteed as long as .there is a minimum activity by the source. As with the controlled load service, the guarantee is not absolute, but is only as good as the router estimator allows. The reservation disappears after the source has stayed idle for a while. The initial data packets sent by the source can be thought of as "sticky": once a router has accepted some of them at a given rate, it must continue to accept packets at the same rate until the source slows down or becomes idle.
Essential to our proposal is that routers do not keep state information per flow; routers only remember their reservac tion commitments globally per output port. This is made possible by two features: 0 routers rely on end-systems not to exceed their accepted reservations and implement mechanisms which penalizes non-compliant sources; 0 routers maintain reservations by learning, namely, by monitoring the actual reserved traffic and running an algorithm to estimate the bandwidth needed.
We discuss these two design directions in the rest of this section. Section 2 provides a protocol overview. Section 3 describes and compares different algorithms for the implementation of the traffic estimator and section 4 elaborates on that and also points out areas where more research is needed. Finally, protocol operation is illustrated with some simulation results in section 5 and the paper concludes with section 6.
Congestion control and reliance on end users
For best-effort traffic, the Internet has illustrated that network internals can be simple: besides routing, which has grown significant complexity, there are no "intelligent" services inside the network. Originally, congestion control (for example in TCP) has been entirely implemented in the end systems, which are in turn expected to have some degree of complexity of their own. Also, instead of providing stringent isolation among users, the Internet relies on guided cooperation. This approach is now being integrated with additional mechanisms to detect and penalize those non compliant sources which affect network performance [ 111.
Applying this approach to resource reservation means to let end systems perform flow acceptance control and to expect them generally not to exceed the agreed upon reservations.
To counteract the abuses that might degrade network performance, metering and policing functions can be implemented at network boundaries [12] , e.g. between LANs and a campus backbone, or between Internet service providers. At each of these points, policing would be applied to aggregate flows, where an aggregate flow corresponds to a small group of hosts, a customer, or even a group of customers, as for example in [13] or [14] . This is easily possible with the architecture proposed in this paper as we do not require any per flow information in the reservation mechanism in the routers. Policing and metering is ongoing work and outside the scope of this paper.
Learning by example
New reservations are set up by sending data packets with a request flag. When a router accepts such requests, it predicts the arrival of future packets and changes its global reservation state accordingly.
Central to our proposal is the concept of estimation modules used by sources, routers, and destinations. In a simple implementation, we just count the number of request packets during a time interval and use it to predict the reserved bandwidth. This is the algorithm we propose to use at sources. Destinations also use this algorithm to compute the allowed rate sent back to the source. The situation for routers is more complex. In a simplistic solution, routers could use the same algorithm, with the difference that it is applied to aggregate flows. However this simplistic algorequired resources for aggregate flows. Therefore, we propose an alternative estimation algorithm for routers based on the computation of the "deterministic effective bandwidth" [15] and a feedback loop. We describe both implementations in section 3. The evaluation of their performance is ongoing work.
A more general discussion of measurement-based admission control for similar purposes can be found in [16] . 
Reservation protocol
The reservation protocol is used in the direction from the sender to the receiver. It is implemented by the sender, the receiver, and the routers between them. As mentioned earlier, the reservation information is a packet type which may take three valued Each router performs two processing steps (see also figure 3). First, for each request and reserved packet the estimator updates its current estimate of the resources used by the aggregate flows and decides whether to accept the packet (packet admission control). Then, packets are processed by various schedulers and queue managers inside the router.
When a reserved packet is received, the estimator updates the resource estimation. The packet is automatically forwarded unchanged to the scheduler where it will have priority over best-effort traffic and normally is not discarded. When a request packet is received, then the estimator checks whether accepting the packet will not exceed the available resources. If the packet can be accepted, its request label is not modified. If the packet cannot be accepted, then it is degraded to best-effort 0 If a scheduler or queue manager cannot accept a reserved or request packet, then the packet is either discarded or downgraded to best-efort.
Note that the reservation protocol may "tunnel" through routers that don't implement reservations. This allows the use of unmodified equipment in parts of the network which are dimensioned such that congestion is not a problem.
Feedback protocol
The feedback protocol is used to convey information on the success of reservations and on the network status from the receiver to the sender. Unlike the reservation protocol, the feedback protocol does not need to be interpreted by routers, because they can determine the reservation status from the sender's choice of packet types.
Feedback information is collected by the receiver and it is periodically sent to the sender, The feedback consists of the receiver's estimate of the current reservation. The receiver computes this estimate with its local estimator. Additional information can be included in feedback messages to improve stability and to provide additional information on network performance, e.g. the loss rate along the path or the round-trip time.
Receivers collect feedback information independently for each sender and senders maintain the reservation state independently for each receiver. Note that, if more than one flow to the same destination exists, attribution of reservations is a local decision at the source.
The feedback mechanism can be implemented on top of a protocol like RTCP [17] .
Shaping at the sender
The sender decides whether packets are sent as reserved or request based on its own estimate of the reservation it has requested and on the level of reservation along the path that has been confirmed via the feedback protocol. A source always uses the minimum of these two parameters to determine the appropriate output traffic profile.
Example
Figure 4 provides the overall picture of the reservation and feedback protocols for two end-systems connected through routers R1 and R2. The initial resource acquisition phase is followed by the generation of request packets after the first feedback message arrives. Dotted arrows correspond to degraded request packets, which passed the admission control test at router R1 but could not be accepted at router R2 because of resource shortage. Degradation of requests is taken into account by the feedback protocol. After receiving the feedback information the source sends reserved packets at an appropriate rate, which is smaller than the one at which request packets were generated.
Estimation modules
We call estimator the algorithm which attempts to calculate the amount of resources that need to be reserved. The estimation measures the number of requests sent by sources and the number of reserved packets which actually make use of the reservation. Estimators are used for several functions.
Senders use the estimator for an optimistic prediction of the reservation the network will perform for the traffic they emit. This, in conjunction with feedback re- Routers use the estimator for packet-wise admission control and perhaps also to detect anomalies. In receivers, the estimator is fed with the received traffic and it generates a (conservative) estimate of the reservation at the last router. This is sent as feedback to the source. Figure 5 shows how the estimator algorithm is used in As described in section 2.1, a sender keeps on sending a feedback packet, i.e. even until after the desired amount of resources has been reserved in the network. It's the feedback that is returned to the sender, which indicates the right allocation obtained on the path. Since the source is feedback-compliant after an interval the routers on the path start releasing a part of the over-estimated reservation already allocated. The feedback that is returned to the sender may also show an increased number of requests. all network elements.
requests until successful reservation setup is indicated with
The sender must not interpret those requests as a direct increase of the reservation. Instead, the sender estimator must correct the feedback information accordingly, which is achieved through the computation of the minimum of the feedback and of the resource amount requested by the source.
Our architecture is independent of the specific algorithm used to implement the estimator. Sections 3.1 and 3.2 describe two different solutions. The definition and evaluation of algorithms for reservation calculation in hosts and routers is still ongoing work.
Basic estimation algorithm
The basic algorithm we present here is suitable for sources and destinations, and could be used as a rough estimator by routers. This estimator counts the number of requests it receives (and accepts) during a certain observation interval and use this as an estimate for the bandwidth that will be used in future intervals of the same duration. In addition to requests for new reservations, the use of existing reservations needs to be measured too. This way, reservations of sources that stop sending or that decrease their sending rate can automatically be removed. For this purpose the use of reservations can be simply measured by counting the number of resewed packets that are received in a certain interval.
To compensate for deviations caused by delay variations, spurious packet loss (e.g. in a best-effort part of the network), etc., reservations can be "held" for more than one observation interval. This can be accomplished by remembering the observed traffic over several intervals and using the maximum of these values (step 3 of the following algorithm). Given a hold time of h observation intervals, the maximum amount of resources which can be allocated Max, res and req (the total number of reserved and request bytes received in a given observation interval), the reservation R (in bytes) is computed by a router as follows. Given a packet of n bytes: The same algorithm is run by the destination with the only difference that no admission checks are needed.
Examples of the operation of the basic algorithm are shown in section 5.1.
This easy algorithm presents several problems. First of all, the choice of the right value of the observation interval is critical and difficult. Small values make the estimation dependent on bursts of reserved or request packets and cause an overestimation of the resources needed. On the other hand, large intervals make the estimator react slowly to changes in the traffic profile. Then, the strictness of traffic acceptance control is fixed, while adaptivity would be highly desirable in order to make the allocation of new resources stricter as the amount of resources reserved gets closer to the maximum. These problems can be solved by devising an adaptive enhanced algorithm like the one described in the following section.
Enhanced estimation algorithm
Instead of using the same estimator in every network component, we can enhance the previous approach so that senders and receivers still run the simple algorithm d e scribed above, while routers implement the following modified estimator.
There are two components in this method: the admission control based on a low pass filter and the admission control adaption, which uses a feedback based on the observed performance of prior estimates, e.g. on the rate of rejected reserved and request packets estimated by the router. profile of a flow may change, the capacity estimated for a given flow should vary accordingly. To achieve this we estimate the effective bandwidth e at any arrival time tk of a reserved or request packet over a sliding window w:
Packet admission control and low pass filter
Then, in order to smooth out changes in ek as a function of the packet rate of a flow we eventually calculate y by taking the exponentially weighted average of ek and we assume that the amount of bandwidth allocated by a router at time t k per input and output port is equal to y:
where a is a parameter such that 0 < cy < 1, and d = t k -t k -1 . cyd is the weight, which depends on the time between packets. Parameters a and w define the behavior of the low pass filter, in particular the resource release process of the estimator when a given flow stops, and the reservation keeping during temporary silences.
The packet admission procedure is devised in such a way that reserved packets are always considered in the estimator, while request packets have to pass an admission control test. If the k-th packet is reserved, then equations 1 and 2 are computed and the packet is accepted, even if it could be discarded later by the scheduler. On the other hand, if the packet type is request, the following test is applied: if yrcp < Cmax then accept else refuse where Cm,, is a fixed parameter representing the maximum amount of bandwidth which can be reserved on a given output interface, and P is a correction factor computed according to the algorithm presented in the following paragraph. If the packet is accepted then the estimated bandwidth is updated, otherwise the packet is downgraded to best-eflort and we let 'yk = 'yk-1 (i.e. if a packet is rejected by the admission test, its arrival is ignored by the estimator). 
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queue served at rate ' yo (the current estimate of the bandwidth required by the flow), and the maximum virtual queue size L y :
where nk is the size of the current packet, tk -t k -1 is the time since the previous packet was received, and yk-1 is the value of y computed after the last packet reception. The initial values of L, and L r 2 are 0.
If our estimation procedure is correct, we should have L y x 5 'yPD, otherwise we need to increase the value of P.
Conversely, if LTa5 is very small, then we have to decrease.
P.
To where Nr is the amount of data received in reserved and (accepted) request packets since the last update of p, L, is the amount of such data lost in the same interval, 'y is the current bandwidth estimate, and A and B are fixed parameters to be tuned by simulation. The initial value of P is 1. L y is reset to L, after computing (4).
The possibility to make P a function of the rejection rate of request packets and the tuning of the parameters used in the algorithms described above, are arguments for future work.
Additional aspects
This section describes further details of the proposed reservation architecture and discusses areas requiring further research.
Resource reservation in a router
This section gives an example of how resource reservation can be handled in a simple router where only output buffer space is controlled. Depending on its architecture, a real router may have to take the status and utilization of many other components into account. Figure 6 illustrates the packet processing in the example router: After passing the router fabric, the reservation information in each packet is processed (see section 2.1).
Packets of type request or resewed are put into the queue for reserved traffic. All other packets are put into the besteffort queue or they are discarded. The queues are emptied by a scheduler which gives priority to the reserved traffic queue. The scheduler may be more complex if sophisticated forms of link sharing are employed. Placing the estimator directly before the output queues naturally leads to aggregation: since the critical resource at this point is queue space, one can for instance express reservations as allocations of such space within a given interval. The sum of the allocations then corresponds to the aggregate bandwidth, which is reserved on that port.
Admission
When things go wrong
This paper does not discuss several several common failure situations which the protocol needs to handle gracefully. We list them briefly below and refer to a more detailed discussion in [18] . 0 If the sum of all requested reservations exceeds the available bandwidth, sources must detect this condition and react accordingly.
4 When degrading request packets to best-eaort, care must be taken to avoid unfair competition with congestion-controlled traffic (e.g. TCP).
0 If routes change for some reason, reservations must be re-established.
Multicast
In order to support multicast traffic, we propose a design in the preceding sections. This design is still the subject of ongoing work.
that slightly extends the reservation mechanism described
The extensions concern the feedback and the reservation protocol at the source. They are needed to cope with several problems which are typical in a multicast environment: 4 the joining mechanism: how to establish reservations to a new group member without affecting the reservation already in place; 0 transparency: events like route instability, topology changes, joining and leaving of some group members and situations like heterogeneous connectivity should only affect their limited scope, i.e. they should be transparent to the remaining session members. 0 feedback implosion: the feedback protocol which works well in a unicast scenario does not scale well in a multicast environment.
Establishing reservations in a multicast tree Members of a multicast session are divided into two sets:
1. joining members, forming the request multicast group;
2. "old" members, forming the reserved multicast group.
Receivers wishing to receive a multicast flow first join the request group. The join request is issued hop-by-hop toward a multicast router already on the reserved tree (or to the source). Routers already receiving reserved traffic start sending the multicast traffic to the new member after receiving ,the join request. In addition to that, they also switch the reserved flag to request. Members of the request group can compare their reservation estimate to the target amount indicated by the source. If the reservation offered is acceptable, then the member can leave the request group and join the reserved group. Figure 7 illustrates the group structure. Transparency In a network with bottlenecks the algorithm should avoid that the link with worst connectivity (e.g. with the lowest bandwidth availability) limits the reservation offered to each member of the group. To cope with this heterogeneity multicast members could be grouped into separate sets and layered coding [19] could be used.
Different coding layers representing different levels of quality are sent to different multicast groups. Typically, all the receivers are included in a common multicast tree for the distribution of the fundamental coding layer, and each member can join additional groups depending on the quality of its connectivity.
Feedback
The problem of feedback implosion is solved by simply not sending any explicit feedback but by using group membership as an implicit indicator instead. The multicast source can fix an a priori value for the minimum amount of reservations required to forward the traffic of a given coding layer. After joining the request group the receiver does flow acceptance control. If the estimated reservation is acceptable compared to the target set by the source, then it can leave the request group and join the reserved, otherwise it leaves the request group and gives up.
Simulation
Section 5.1 provides a theoretic description of the behavior of the reservation mechanism in a very simple example, while section 5.2 shows the simulated behavior of the proposed architecture.
Reservation example
The network we use to illustrate the operation of the reservation mechanism, is shown in figure 8: the sender sends over a delay-less link to the router, which performs the reservation and forwards the traffic over a link with a delay of two time units to the receiver. The receiver periodically returns feedback to the sender.
The sender and the receiver both use the basic estimator algorithm described in section 3.1. The router mayand typically will -use a different algorithm (e.g. the one described in section 3.2).
Sender
Router Receiver Delay-Ou Delay-2u
Local estimate and reservation in feedback The bandwidth estimate at the source and the reservation that has been acknowledged in a feedback message from the receiver are measured. In figure 9 , they are shown with a thin continuous line and a thick dashed line, respectively. The packets emitted by the source are indicated by arrows on the reservation line. A full arrow head corresponds to request packets, an empty arrow head corresponds to reserved packets. For simplicity, the sender and the receiver use exactly the same observation interval in this example, and the feedback rate is constant. The source sends one packet per time unit. First, the source can only send requests and the router reserves some resources for each of them. At point (l), the estimator discovers that it has established a reservation for six packets in four time units, but that the source has only sent four packets in this interval. Therefore, it corrects its estimate and proceeds. The first feedback message reaches the sender at point (2). It indicates a reservation level of five packets in four time units (i.e. the estimate at the receiver at the time when the feedback was sent), so the sender can now send reserved packets instead of requests. At point (3), the next observation interval ends and the estimate is corrected once more. Finally, the second feedback arrives at point (4), indicating the final rate of four packets in four time units. The reservation does not change after that.
Simulation results
The network configuration used for the simulation is shown in figure
The grey paths mark flows we examine below. Figure 11 shows the Rl-R2 link as seen from R1. We show the total offered rate, the estimated reservation (70) and the smoothed actual rates of request and reserved packets. Figure 12 shows the behaviour of the real queue. The system succeeds in limiting queuing delays to approximately the delay goal of 10 ms, which corresponds to a queue size of 40 packets. The queue limit of 75 packets is never reached. Time (s) Figure 13 : End-to-end reservation from host 4 to host 15.
Finally, we examine some end-to-end flows. Figure 13 shows a successful reservation of 84 packets per second from host 4 to 15. The requested rate, the estimation at the destination, and the (smoothed) rate of reserved packets are shown. Similarly, figure 14 shows the same data for a less successful reservation host 4 attempts later to 19, at a time when the offered traffic is almost twice a high as the bandwidth available at the b~ttleneck.~ During the entire simulated interval of 50 seconds, 3'368 request packets and 164'723 reserved packets were sent from R1 to R2. This is 83% of the bandwidth of that link.
Conclusion
We have proposed a new scalable resource reservation architecture for the Internet. Our architecture achieves scala 51n this simulation, sources did not back off if a reservation progressed too slowly.
bility for a large number of concurrent flows by aggregating flows at each link. This aggregation is made possible by delegating certain traffic control decisions to end systems -an idea borrowed from TCP. Reservations are controlled with estimation algorithms, which predict future resource usage based on previously observed traffic. Furthermore, protocol processing is simplified by attaching the reservation control information directly to data packets.
We did not present a conclusive specification but rather described the general concepts, gave examples for implementations of core elements, proposed estimator algorithms for sources, destinations and routers, and showed some illustrative simulation results. Further work is needed for a comprehensive specification, and future research will focus on evaluating and improving the estimator algorithms described in this paper, and on related algorithms.
