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ABSTRACT
Visual information is an important factor in recommender systems,
in which users’ selections consist of two components: preferences
and demands. Some studies has been done for modeling users’ pref-
erences in visual recommendation. However, conventional methods
models items in a common visual feature space, which may fail
in capturing styles of items. We propose a DeepStyle method for
learning style features of items. DeepStyle eliminates the categori-
cal information of items, which is dominant in the original visual
feature space, based on a Convolutional Neural Networks (CNN)
architecture. For modeling users’ demands on different categories
of items, the problem can be formulated as recommendation with
contextual and sequential information. To solve this problem, we
propose a Context-Aware Gated Recurrent Unit (CA-GRU) method,
which can capture sequential and contextual information simulta-
neously. Furthermore, the aggregation of prediction on preferences
and demands, i.e., prediction generated by DeepStyle and CA-GRU,
can model users’ selection behaviors more completely. Experiments
conducted on real-world datasets illustrates the effectiveness of our
proposed methods in visual recommendation.
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1 INTRODUCTION
Nowadays, it is important to sensing and understanding what users
prefer and need in recommender systems, which have been fun-
damental components of various applications. People always say
“Seeing is believing." Visual information plays an important role in
understanding user behaviors, especially in domains such as cloths,
jewelries, house decorations and so on. It is crucial to investigate the
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visual dimensions of users’ preferences and items’ characteristics
for better personalized recommendation.
Recently, some studies have been done on investigating visual
features for user modeling, including cloth matching [11, 21] and vi-
sual recommendation [8, 9]. However, these methods models items
in a common visual feature space, which may fail to capture dif-
ferent styles of items. In Figure 1, we cluster items in the clothing
subset of the Amazon dataset1 [20, 21]. The visual features used
here are the Convolutional Neural Networks (CNN) visual features
extracted from the Caffe reference model2 [12, 15], which have been
also used in several existing works [7–9, 21]. We can observe that,
each category (e.g., ups, dresses, pants, shoes, bags and watches) of
items are assigned to one cluster. It is obvious that, different styles
(e.g., casual, athletic and formal) of items can not be distinguished
in the figure, even if the male and female styles. Items with similar
styles are usually bought together, but they are not similar in the
visual feature space. Thus, it is hard for a recommender to make
reliable prediction in such feature space. For example, the similarity
between suit pants and leather shoes is much small than the simi-
larity between suit pants and jeans. However, suit pants and leather
shoes are usually bought together by the same user. Thus, we need
to investigate the styles of items, and eliminate the characteristics of
categories from representations of items. Accordingly, we assume
that:
item = style + cateдory . (1)
Based on the assumption in Equation 1, we propose a novel method
called DeepStyle. In DeepStyle, images of items are feeded into a
deep CNN model. For each item, on the output layer of CNN, we
subtract a latent representation of the corresponding category from
the visual feature vector generated by CNN, and thus, we obtain
the style features of items. Then, we incorporate style features
with the widely-used Bayesian Personalized Ranking (BPR) [23] for
personalized recommendation.
Moreover, as we eliminate the characteristics of categories from
representations of items, we need to find another way to take usage
of the categorical information, which is also important for modeling
user behaviors. Here, we extract two components in users’ selection
behaviors (e.g., buying a pair of jeans): preferences and demands.
Usually, a user may have a category of items that he or she needs
(demands), then the user selects one that he or she likes belonging
to the category (preferences). Thus, we can achieve an assumption:
selection = pre f erence + demand . (2)
Usually, demands lead to categories (e.g., coats, shoes, sandals, shirts
and dresses), while preferences lead to styles (e.g., casual, formal,
1http://jmcauley.ucsd.edu/data/amazon/
2bvlc_reference_caffenet from caffe.berkeleyvision.org
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Figure 1: Part of the clustering results of items in the Cloth-
ing subset of the Amazon dataset [20, 21] measured by CNN
visual features [12, 15]. One row is a cluster. We can observe
that, each category of items are assigned to one cluster. Male
and female items are not distinguished. Different styles of
clothing are neither distinguished.
fashionable and conservative). For example, when the weather be-
comes cold, you will need a coat (demands) of the casual style
(preferences). Preferences on styles of a user are comparative per-
manent and stable in a relatively long period, which can be modeled
by DeepStyle introduced above. Demands on categories are tempo-
rary, and depend on situations and what a user has bought before.
For example, when the weather is hot, you will need sandals instead
of boots. And when you have bought lots of shoes, you probably do
not need another pair. Thus, predicting the category a user needs be-
comes a recommendation problem with contextual and sequential
information.
Context-aware recommendation [18, 25, 27] and sequential rec-
ommendation [24, 32, 38] are both extensively studied. In our recent
work [16], the problem of context-aware sequential recommenda-
tion has been addressed, and a model called Context-Aware Recur-
rent Neural Networks (CA-RNN) is proposed. CA-RNN captures
sequential and contextual information simultaneously in a Recur-
rent Neural Networks (RNN) architecture. It adjusts matrices in
the conventional RNN formulation to variety of contexts. However,
models with conventional RNN architecture may occur the vanish-
ing or exploding gradients problem [2], and assigning each context
with a matrix requires too many parameters. Accordingly, we in-
corporate the Gated Recurrent Unit (GRU) [3, 4] architecture, and
propose a novel method, namely Context-Aware Gated Recurrent
Unit (CA-GRU). In the formulation of CA-GRU, we incorporate
context-aware gates for adjusting to different contexts. Comparing
with context-aware matrices in CA-RNN, context-aware gate vec-
tors in CA-GRU require much less parameters. And with the GRU
architecture, the vanishing or exploding gradients problem can be
relieved.
Finally, the prediction on preferences and demands, i.e., the pre-
diction generated by DeepStyle and CA-GRU, can be aggregated,
for better prediction on users’ selections, and promoting the perfor-
mance in visual recommendation. The main contributions of this
work are listed as follows:
• We address two components in users’ selection behaviors:
preferences and demands, leading to styles and categories
of items respectively.
• We propose DeepStyle for learning style features of items,
and sensing users’ preferences.
• We propose CA-GRU for context-aware sequential recom-
mendation, which can be applied for better predicting users’
demands on different categories of items.
• Experiments conducted on real-world datasets demonstrates
the effectiveness of our proposed methods in visual recom-
mendation.
The rest of the paper is organized as follows. In section 2, we
review some related works. Section 3 details our proposed Deep-
Style and CA-GRU for learning users’ preferences and demands
respectively. In section 4, we report and analyze our experimental
results. Section 5 concludes our work and discusses future research.
2 RELATEDWORKS
In this section, we review some related works on visual recommen-
dation, context-aware recommendation and sequential recommen-
dation.
2.1 Visual Recommendation
Matrix Factorization (MF) [14] and Bayesian Personalized Ranking
(BPR) [23] have become the state-of-the-art approaches to recom-
mender systems. Based on these methods, some extended methods
are focusing on incorporating visual features for better user model-
ing. And the importance of utilizing visual features of items in rec-
ommender systems has been stressed and proved [5–7]. Functional
Pairwise Interaction Tensor Factorization (FPITF) [11] predicts the
matching of clothes in outfits with tensor factorization. Person-
alized matching of items based on visual features has also been
investigated [21]. Deep CNNs have been incorporated to model
visual features of clothing according to dyadic co-occurrences [30].
Collaborative Knowledge-base Embedding (CKE) [40] incorporates
knowledge-bases, including visual knowledge, for recommender
systems. Visual Bayesian Personalized Ranking (VBPR) [9] extends
the framework of BPR, and incorporates visual features for promot-
ing the recommendation of items in implicit feedback scenarios.
VBPR is further extended with dynamic dimensions to model the
visual evolution of fashion trends in visual recommendation [8].
The impact of categorical information on items’ styles has been
considered in Sparse Hierarchical Embeddings (Sherlock) [7]. In
Sherlock, the embedding matrices for transferring visual features
to style features vary among different categories of items. However,
Sherlock requires a prior category tree. Moreover, one embedding
matrix for each category leads to very large amount of parameters
to be learned, although a sparse operation on the category tree is
performed.
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2.2 Context-aware and Sequential
Recommendation
Context-aware recommendation [1] is a major topic in recom-
mender systems. Multi-verse recommendation [13] uses tensor
factorization to model n-dimensional contextual information. As
a extended model of tensor factorization, Factorization Machine
(FM) can model a wide variety of contextual information by speci-
fying contextual information as the input dimensions and provide
context-aware predictions [25]. The Tensor Factorization for MAP
maximization (TFMAP) model [28] uses tensor factorization and
Mean Average Precision (MAP) objective to model implicit feed-
back data with contextual information. Recently, CARS2 [27] and
Contextual Operating Tensor (COT) [18, 33, 35] models represent
the common semantic effects of contexts as contextual operating
tensor and represents contexts as latent vectors. And the Hierar-
chical Interaction Representation (HIR) model [17, 36] generates
the interaction representation via tensor multiplication which can
be applied in context-aware recommender system.
Methods based on Markov assumption are most widely-used
models for sequential recommendation [37]. Via factorization of the
probability transition matrices, Factorizing Personalized Markov
Chain (FPMC) [24] can provide better personalized prediction for
sequential recommendation. Hierarchical Representation Model
(HRM) [32] learns the representation of behaviors in the last trans-
action and predicts behaviors for the next transaction. Recently, Re-
current Neural Networks (RNN) have achieved the state-of-the-art
performance in sequential prediction. RNN based models have been
applied successfully in many different scenarios, such as sentence
modeling [22], sequential click prediction [41], location prediction
[19], next basket recommendation [38] and session-based recom-
mendation [10]. Back Propagation Through Time (BPTT) [26] is
usually employed to learn parameters of these RNN based mod-
els. Recently, Convolutional Neural Networks (CNN) have also be
incorporated for sequential prediction [29, 31, 39].
Recently, the problem of context-aware sequential recommen-
dation has been addressed for capturing sequential and contextual
information simultaneously [16, 34]. To solve this problem, Context-
Aware Recurrent Neural Networks (CA-RNN) is proposed based on a
RNN architecture. CA-RNN focuses on two types of contexts: input
contexts and transition contexts. Input contexts denote situations
where users conduct behaviors, while transition contexts mean
time intervals between adjacent behaviors in sequences. CA-RNN
adjusts matrices in the conventional RNN formulation to variety
of contexts. However, models with the conventional RNN archi-
tecture may occur the vanishing or exploding gradients problem
[2]. Moreover, assigning each context with a matrix in CA-RNN
requires too many parameters, and may result in overfitting.
3 PROPOSED METHODS
In this section, we detail our proposed methods. First, we give the
notations in this work. Then, we introduce DeepStyle and CA-GRU
for learning users’ preferences and demands respectively. Finally,
we present the aggregation of DeepStyle and CA-GRU for better
predicting users’ selections in visual recommendation.
3.1 Notations
In this work, we focus on predicting users’ implicit feedbacks, i.e.,
users’ selections, on items. We have a set of users denoted as U,
and a set of items denoted as I. Users may have selection behaviors
on some items, where Iu denotes the set of items selected by user
u. Each item i is associated with an image describing its visual
information, and belongs to a specific category li . The whole set of
categories is denoted as L.
Moreover, users’ selections on items are associated with times-
tamps. For each user u, corresponding categories form a sequence
Lu = {lu1 , lu2 , ..., lut , ...}, where lut denotes the category of the item
selected by user u at time step t . At time step t of the selection
sequence of user u, there are input context cuI,t , i.e., the situation
where the user conducts behavior, and transition context cuT ,t , i.e.,
the time interval between the current timestamp and the previous
timestamp.
3.2 DeepStyle
Conventional methods in visual recommendation are mostly focus-
ing on modeling items in a common visual feature space. This may
fail to capture different styles of items. As shown in Figure 1, items
with similar styles may be not similar in the visual space at all. And
categorical information is dominant in the common visual space.
Thus, in visual recommendation, it is vital to eliminate characteris-
tics of categories from representations of items. Accordingly, we
propose the DeepStyle method for learning items’ style features
and users’ preferences.
First, for each item i , we feed the corresponding image into a
deep CNN model, as shown in Figure 2. Following several rep-
resentative works [7–9, 21] in visual recommendation, the CNN
model applied is the Caffe reference model [20, 21]. It consists of
5 convolutional layers followed by 3 fully-connected layers. The
model is pre-trained on 1.2 million ImageNet images3, for capturing
some common visual concepts. On the output layer of the CNN
model, there is a 4096 dimensional visual feature vector denoted as
vi ∈ R4096.
Then, to obtain style features, according to Equation 1, we sub-
tract items’ latent categorical representations from visual features
generated by CNN. For item i , we can calculate its style features as
si = Evi − li , (3)
where si ∈ Rd denotes the style feature of item i , li ∈ Rd denotes
the categorical representation of the corresponding category li ,
E ∈ Rd×4096 is a matrix for transferring visual features to lower
dimensionality on the top layer, and d is the dimensionality of
learned representations.
Furthermore, similar with VBPR [9], we incorporate style fea-
tures in the BPR [23] framework, which is the state-of-the-art
method for modeling implicit feedbacks, for sensing preferences of
users. The prediction of user u on item i can be made as
yˆu,i = (pu )T (si+qi ) , (4)
where pu ∈ Rd denotes the latent representation of user u, and
qi ∈ Rd denotes the latent representation of item i . For useru, with
3http://image-net.org/
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Figure 2: The illustration of DeepStyle for learning styles
of items and preferences of users. In DeepStyle, images of
items are feeded into a deep CNN model. For each item, on
the output layer of CNN, we subtract a latent representation
of the corresponding category from the visual features gen-
erated by CNN, and obtain style features of items. The CNN
architecture used here is the Caffe reference model [20, 21],
which consists of 5 convolutional layers followed by 3 fully-
connected layers and is pre-trained on 1.2million ImageNet
images. Finally, the style features are incorporated into a
BPR framework [23] for personalized recommendation.
an arbitrary negative sample i ′, the model needs to fit
yˆu,i > yˆu,i′ , (5)
where i is a positive item that i ∈ Iu , and i ′ is a negative item that
i ′ < Iu . Then, in the BPR framework, we need to maximize the
following probability
p
(
u, i > i ′
)
= д
(
yˆu,i − yˆu,i′
)
, (6)
where the activation function f (x) is usually chosen as
д (x) = 11 + e−x . (7)
Incorporating the negative log likelihood, we can minimize the
following objective function equivalently
Jp =
∑
u,i
ln
(
1 + e−(yˆu,i−yˆu,i′)
)
+
λp
2
θp2 , (8)
where θp denotes all the parameters to be estimated in DeepStyle,
and λp is a hyper-parameter to control the power of regularization.
Then, the derivations of Jp with respect to all the parameters in
DeepStyle can be calculated, and we can employ Stochastic Gradi-
ent Descent (SGD) to estimate the model parameters. The training
Figure 3: The illustration of CA-GRU for learning users’ de-
mands. In CA-GRU, update gate, activation gate and reset
gate are adjusted to variety of input contexts and transition
contexts.
procedure consists of two parts: the training of the deep CNN layers
which generate visual features, and the training of the BPR layer
which learns style features. These two parts of training are done al-
ternately. This process is repeated iteratively until the convergence
is achieved.
3.3 CA-GRU
After proposing DeepStyle for learning users’ preferences on differ-
ent styles of items, we need to predict users’ demands on different
categories of items. Usually, demands are temporal. It depends on
external situations, e.g., weather and month, and what a user has
bought before. This make demand prediction a problem of recom-
mendation with both contextual and sequential information. In
our previous work [16], we address the problem of context-aware
sequential recommendation, and propose a CA-RNN method based
on the RNN architecture. CA-RNN adjusts matrices in the RNN
formulation to various contexts. However, CA-RNN has its own
drawbacks: 1) models constructed on conventional RNN architec-
ture may occur the vanishing or exploding gradients problem [2]; 2)
assigning each context with a matrix requires too many parameters
to be learned. Accordingly, we propose a CA-GRU method based
on the GRU architecture.
First, we introduce the conventional GRU architecture [3, 4]. For
modeling our problem, the formulation of GRU is
zut = σ
(
Wz lut +Mzh
u
t−1
)
rut = σ
(
Wr lut +Mrh
u
t−1
)
h˜ut = tanh
(
Wh lut +Mh
(
hut−1 · rut
))
hut =
(
1 − zut
) · hut−1 + zut · h˜t
, (9)
where hut ∈ Rd denotes the hidden state of user u at time step t ,
lut ∈ Rd denotes the representation of the category lut , zut ∈ Rd and
rut ∈ Rd are the update gate and the reset gate respectively,W∗ and
M∗ are all d × d dimensional matrices. With the gating operations,
GRU can relieve the vanishing or exploding gradients problem to a
certain extent.
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According to the definition in [16], there are two types of con-
texts in sequences: input contexts and transition contexts. Input
contexts are external contexts under which users conduct behaviors.
Such contexts usually include location (home or working place),
time (weekdays or weekends, morning or evening), weather (sunny
or rainy), etc. Transition contexts denote time intervals between
adjacent behaviors. It captures context-adaptive transition effects
from past behaviors to future behaviors with different time inter-
vals. That is to say, input and transition contexts affect current
input elements and propagated previous hidden states respectively.
Thus, the formulation in CA-GRU can be adjusted as
zut = σ
(
Wz lut +Mzh
u
t−1 + Izc
u
I,t + Tzc
u
T ,t
)
aut = σ
(
Wa lut +Mah
u
t−1 + Iac
u
I,t
)
rut = σ
(
Wr lut +Mr h
u
t−1 + Tr c
u
T ,t
)
h˜ut = tanh
(
Wh
(
lut · aut
)
+Mh
(
hut−1 · rut
))
hut =
(
1 − zut
) · hut−1 + zut · h˜t
, (10)
where cuI,t ∈ Rd and cuT ,t ∈ Rd denote vector representations
of input context cuI,t and transition context c
u
T ,t respectively, I∗
and T∗ are all d × d dimensional matrices. Considering the update
gate controls the updating weights between current states and
previous states, we incorporate zut with both input and transition
contexts. Because the reset gate resets the propagated signals from
previous states, we incorporate rut with only transition contexts.
Moreover, we add an activation gate aut ∈ Rd incorporating input
contexts for modeling the activating operation on input elements
lut . With context-aware gate vectors, CA-GRU significantly reduces
the number of parameters comparing with CA-RNN.
When making prediction at time step t + 1, despite operations
discussed above, current contexts cuI,t+1 and c
u
T ,t+1 should also be
considered. Then, the prediction of user u at time step t + 1 on
category j can be made as
a′ut+1 = σ
(
I′acuI,t+1
)
r′ut+1 = σ
(
T′r cuT ,t+1
)
yˆu,t+1, j =
(
hut · r′ut+1
)T (lj · a′ut+1) , (11)
where a′ut+1 and r′
u
t+1 are the activation gate and the reset gate at
the prediction scenario respectively, and as same as I∗ and T∗, I′∗
and T′∗ are all d × d dimensional matrices.
Furthermore, we incorporate the cross-entropy for learning of
CA-GRU. We need to minimize the following objective function
Jd = −
∑
u,t
1
|L|
∑
j ∈L
yu,t+1, j ln
(
yˆu,t+1, j
)
+
λd
2 ∥θd ∥
2 , (12)
where θd denotes all the parameters to be learned in CA-GRU,
and λd is the regularization parameter. According to the objec-
tive function, parameters in CA-GRU can be estimated with the
commonly-used BPTT [26] and SGD. To be noted, CA-GRU can
be pre-trained on DeepStyle. That us to say, lut can be initialized
with the categorical representations learned in DeepStyle. With
this trick, CA-GRU is able to capture some visual characteristics
and correlations.
3.4 Summary of Proposed Methods
As shown in Figure 4, based on visual information, DeepStyle learns
users’ preferences on styles. And based on contextual information
and sequential information, CA-GRU learns users’ demands on cat-
egories. Finally, we need to aggregate the prediction on preferences
and demands for better predicting users’ selections, and generate a
ranked list of items for each user at each predicted time step. First,
based on the predicted results generated by CA-GRU, we pick top k
categories with largest probabilities. Items in these top k categories
form the former part of the list, and items in other categories form
the latter part of the list. Second, in either part of the list, items are
ranked according to the matching degrees with the user’s prefer-
ences measured by DeepStyle. Then, the final recommended results
are generated. And the whole procedure of recommendation can
be named as DeepStyle+CA-GRU for predicting users’ selections
on items in visual recommendation.
4 EXPERIMENTS
In this section, we introduce our experiments to evaluate the ef-
fectiveness of our proposed methods. First, we introduce our ex-
perimental settings. Then, we give comparison among some state-
of-the-art methods in different aspects. Finally, we demonstrate
the visualization of clustering results measured by style features
learned in DeepStyle.
4.1 Experimental Settings
Our experiments are conducted on two subsets of the Amazon
dataset [20, 21]. In particular, we adopt the “Clothing, Shoes and
Jewelry" subset and the “Home and Kitchen" subset, which are
named as the Clothing dataset and the Home dataset for short.
The reason we choose these two datasets is that, visual features
are important in buying things such as clothes, shoes, jewelries,
house decorations and so on. Especially, visual features have been
proven to be useful in cloth recommendation [7–9, 21]. The Cloth-
ing dataset consists of 74 categories, e.g., jeans, pants, shoes, shirts
and dresses. The home dataset contains 86 categories, e.g., sheets,
furniture, pillows and cups.
In our experiments, we empirically set the regulation parameters
as λp = 0.01 and λd = 0.01, and the learning rate for SGD is set
to be 0.01. For each dataset, we use 80% instances for training,
and remaining 20% instances for testing. Moreover, we remove
users with less than 5 records and more than 100 records. There
are two types of evaluation settings on both datasets during the
testing procedure:warm-start and cold-start. The former focuses
on measuring the overall ranking performance, while the latter
captures the capability to recommend cold-start items, i.e., items
with less than 5 records during training, in the system.
According to timestamps associated in the two datasets, similar
with the operations in [16], we extract input contexts and transition
contexts for CA-GRU, CA-RNN and other context-aware methods.
First, we can extract two kinds of contexts: seven days in a week and
twelve months in a year. So, there are totally 84 input context values.
Second, we can extract time intervals between adjacent behaviors
in sequences as transition contexts. Time intervals in both datsets
are empirically discretized to several time bins, where thresholds
are one day, two days, three days, one week, half a month, one
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Table 1: Performance comparison on predicting users’ selections on items measured by AUC. The dimensionality is d = 10 on
both datasets. Numbers of top categories are k = 3 and k = 5 on Clothing and Home respectively. CA-GRU is pre-trained and
initialized with DeepStyle.
dataset setting BPR VBPR Sherlock DeepStyle DeepStyle+CA-GRU
Clothing
warm-start 0.6183 0.7441 0.7758 0.7961 0.8075
cold-start 0.5037 0.6915 0.7167 0.7317 0.7599
Home
warm-start 0.5848 0.6845 0.7049 0.7155 0.7390
cold-start 0.5053 0.6140 0.6322 0.6396 0.6711
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Figure 4: The summary of our proposed methods, i.e., Deep-
Style and CA-GRU. Based on visual information, DeepStyle
learns style features of items and preferences of users, as
shown in the bottom left square. Based on contextual infor-
mation and sequential information, CA-GRU learns users’
demands on categories, as shown in the bottom right square.
Then, we can obtain top k categories with largest probabil-
ities predicted by CA-GRU. Among these categories, items
matching users’ preferenceswill be recommended, as shown
in the top square.
month, three months, half a year and one year. So, there are totally
10 transition context values.
Then, following some previous works [9, 23], for evaluating the
performance of all the methods, we apply the Area Under the ROC
Curve (AUC) metric:
AUC =
1
|U |
∑
u∈U
1
|set (i ∈ Iu, i′ < Iu ) |
∑
i∈Iu ,i′<Iu
δ
(
pu,i > pu,i′
)
,
5 10 15 20
d
0.72
0.74
0.76
0.78
0.8
AU
C
DeepStyle
Sherlock
VBPR
(a) Clothing.
5 10 15 20
d
0.67
0.68
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0.7
0.71
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AU
C
DeepStyle
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(b) Home.
Figure 5: Performance of DeepStyle, Sherlock and VBPR
with varying dimensionality d = [5, 10, 15, 20] measured by
AUC.
where δ (.) is the Dirac delta function, which outputs 1 when the
condition is met, and 0 otherwise. The larger the AUC value, the
better the performance.
Moreover, to illustrate the effectiveness of our proposed methods,
several aspects of methods are compared:
(1) To investigate the performance on predicting users’ prefer-
ences on styles, some state-of-the-art methods in visual recommen-
dation are compared: BPR [23], VBPR [9] and Sherlock [7]. BPR
is a widely-used method for modeling implicit feedbacks. Based on
BPR, VBPR incorporates visual features of items. Sherlock extends
VBPR, and takes categorical effects on styles into consideration.
As in [7, 9], visual features used in VBPR and Sherlock are CNN
features extracted from the Caffe reference model [12, 15].
(2) To investigate the performance on predicting users’ demands
on categories, several methods in both context-aware recommenda-
tion and sequential recommendation are compared. Context-aware
methods consist of FM [25] and COT [18], while sequential meth-
ods include FPMC [24],HRM [32],RNN [38] andGRU [10]. More-
over, CA-RNN [16], which can model contextual and sequential
information simultaneously, is also compared.
4.2 Evaluation of DeepStyle
Table 1 illustrates the performance comparison among DeepStyle,
Sherlock, VBPR and BPR under warm-start and cold-start settings.
And the dimensionality is d = 10. We can clearly observe that,
methods incorporating visual features can outperform the baseline
method BPR with relatively large advantages on both datasets. The
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Table 2: Performance comparison on context-aware sequential recommendation, i.e., predicting users’ demands on categories,
measured by AUC. The dimensionality is d = 10 on both datasets.
dataset
context-aware sequential context-aware+sequential
FM COT FPMC HRM RNN GRU CA-RNN CA-GRU CA-GRU(pre-trained)
Clothing 0.6704 0.6716 0.6928 0.6973 0.7169 0.7422 0.7483 0.7582 0.7602
Home 0.6692 0.6711 0.6789 0.6846 0.7021 0.7268 0.7241 0.7351 0.7385
5 10 15 20
d
0.71
0.72
0.73
0.74
0.75
0.76
AU
C
CA-GRU(pre-trained)
CA-GRU
CA-RNN
GRU
(a) Clothing.
5 10 15 20
d
0.71
0.72
0.73
0.74
AU
C
CA-GRU(pre-trained)
CA-GRU
CA-RNN
GRU
(b) Home.
Figure 6: Performance of CA-GRU, CA-RNN and GRU with
varying dimensionality d = [5, 10, 15, 20]measured by AUC.
advantages comparingwith BPR are even larger under the cold-start
setting, which indicates that visual features can model properties
of cold-start items when observations are not enough, and promote
the cold-start evaluation. Moreover, methods modeling categorical
effects on styles of items, i.e., Sherlock and DeepStyle, have better
performance than VBPR on both datasets under both settings. This
shows it is vital to take categorical information into consideration
for modeling styles of items. And Sherlock becomes the best one
among all the compared methods in visual recommendation. It is
obvious that our proposed DeepStyle method outperforms all the
compared methods. Comparing with Sherlock, DeepStyle improves
AUC values by 2.3% and 1.1% on Clothing and Home respectively
under thewarm-start setting, and 1.5% and 0.7% under the cold-start
setting. These improvements indicates the superiority of DeepStyle
for learning style features of items and preferences of users.
Moreover, we illustrate the dimensionality sensitivity of Deep-
Style, Sherlock and VBPR in Figure 5. DeepStyle can consistently
outperform Sherlock and VBPR. On both datasets, the performance
of DeepStyle stays stable after d = 10. This indicates DeepStyle is
not sensitive with the dimensionality, and the performance with
d = 10 is reported in the rest of our experiments.
4.3 Evaluation of CA-GRU
To investigate the performance of CA-GRU in context-aware se-
quential recommendation, its comparison with CA-RNN and some
state-of-the-art methods in context-aware and sequential recom-
mendation is shown in Table 2. The dimensionality is d = 10 on
both datasets. Comparing with context-aware methods, i.e., FM
and COT, sequential methods, i.e., FPMC, HRM, RNN and GRU,
have better performance. This show that, sequential information is
2 4 6 8
k
0.74
0.76
0.78
0.8
0.82
AU
C
warm-start
cold-start
(a) Clothing.
2 4 6 8
k
0.62
0.64
0.66
0.68
0.7
0.72
0.74
AU
C
warm-start
cold-start
(b) Home.
Figure 7: Performance of DeepStyle+CA-GRU with varying
numbers of top categories k = [1, 2, 3, 4, 5, 6, 7, 8, 9] measured
by AUC. The dimensionality is d = 10 on both datasets. CA-
GRU is pre-trained and initialized with DeepStyle.
usually important than contextual information in predicting users’
demands. GRU can significantly outperform RNN, which indicates
the advantage of the gating operations for solving the the vanishing
or exploding gradients problem. GRU and CA-RNN have similar
performance, where CA-RNN performs better on Clothing, while
GRU performs better on Home. This may because that, sequences in
the Home dataset are longer, and the performance benefits from the
gating operations. Moreover, it is obvious that CA-GRU can outper-
form all the compared methods on both datasets. And pre-trained
with DeepStyle, the performance improves slightly furthermore.
Comparing with CA-RNN, CA-GRU improves AUC values by 1.2%
and 1.4% on Clothing and Home respectively. This shows the ad-
vantages of CA-GRU in context-aware sequential recommendation
and predicting users’ demands on different categories of items.
Performance of CA-GRU, CA-RNN and GRUwith varying dimen-
sionality is also shown in Figure 6. CA-GRU can clearly outperform
CA-RNN and GRU with all the dimensionality on both datasets.
And the performance of CA-GRU stays stable after d = 10. Accord-
ingly, in the rest of our experiments, CA-GRU is reported with the
dimensionality d = 10. Moreover, CA-RNN tends to overfit the data
when dimensionality is high, which proves context-aware matrices
in CA-RNN require too many parameters to be learned.
4.4 Evaluation of DeepStyle+CA-GRU
For better predicting users’ selections, we can aggregate the pre-
diction of DeepStyle and CA-GRU. Performance of DeepStyle+CA-
GRU with varying numbers of top categories k is illustrated in
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Figure 8: Visualization of part of the clustering results of items in the Clothing dataset measured by the learned style features
in DeepStyle. Items in one square belong to the same cluster. We can observe that, one category of items are assigned to
different clusters. Male and female items are distinguished. And each cluster covers a distinct style of clothing.
Figure 7. CA-GRU is pre-trained with DeepStyle, and the dimen-
sionality is d = 10 for both DeepStyle and CA-GRU. We can clearly
observe that, the performance of DeepStyle+CA-GRU is stable in
a large range of k under both warm- and cold-start evaluations,
which indicates our proposed methods are not very sensitive with
the parameter k . Integrated the results of warm- and cold-start
evaluations, we select k = 3 and k = 5 as best parameters for
DeepStyle+CA-GRU in Clothing and Home respectively.
Performance of DeepStyle+CA-GRU with best parameters is also
shown and compared in Table 1. On both datasets, on the basis of
DeepStyle, the performance is further improved via aggregating the
prediction on preferences and demands. Under the warm-start eval-
uation, comparing with Sherlock, DeepStyle+CA-GRU improves
AUC values by 3.2% and 2.5% on Clothing and Home respectively.
Under the cold-start evaluation, the improvements become 4.3% and
3.9% on Clothing and Home respectively. It is obvious that, improve-
ments are larger under the cold-start setting. This is because that,
predicting users’ demands on categories faces no cold-start prob-
lem, i.e., there is always enough data for learning representation
of each category during training. These significant improvements
show the rationality and advancement of our proposed DeepStyle
and CA-GRU in visual recommendation.
4.5 Visualization
Based on 10-dimensional style features learned in DeepStyle, items
in the Clothing dataset are clustered into several distinct styles. The
visualization of part of the clustering results is shown in Figure 8.
It is obvious that, one category of items are assigned to different
clusters, and different styles of items are distinguished. Female
items are in the top two rows, and male items are in the bottom
row. The left column covers formal and official styles of clothing,
in which the middle square is closer to the banquet-style. Items in
the middle column are mostly casual, school-style or street-style
clothing for women and men. In the right column, items somehow
belong to the old-style, and the middle square is more likely the
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clothing style of middle-aged women. Each cluster clearly covers
a distinct style of clothing. To be noted, during the training of
DeepStyle, there is absolutely no supervision on styles. Thus, our
proposed method is able to automatically capture different styles
of items, and promote the visual recommendation.
5 CONCLUSIONS AND FUTUREWORK
In this paper, we propose two novel methods, DeepStyle and CA-
GRU, for learning users’ preferences and demands in visual recom-
mendation. Based on the CNN architecture and the BPR framework,
DeepStyle subtracts categorical characteristics from visual features
of items, and thus obtains style features of items. CA-GRU incorpo-
rates context-aware gates in the GRU formulation for adjusting to
different contexts, and promoting the modeling of context-aware
sequential recommendation. Experimental results demonstrate the
successful performance of our proposed methods in visual recom-
mendation.
In the future, we will further investigate the following directions.
First, we will investigate deeper visual characteristics of items, to
obtain the corresponding high-level semantic information. Second,
we are going to analyze the long-term evolution of style features
of items and preferences of users. Third, we plan to enlarge the
range of research, which may include investigating images posted
on various social media.
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