The impact of a generalist predator, the red fox (Vulpes vulpes), on its main prey populations. by Furlong, Michael John
                          
This electronic thesis or dissertation has been





The impact of a generalist predator, the red fox (Vulpes vulpes), on its main prey
populations.
General rights
The copyright of this thesis rests with the author, unless otherwise identified in the body of the thesis, and no quotation from it or information
derived from it may be published without proper acknowledgement. It is permitted to use and duplicate this work only for personal and non-
commercial research, study or criticism/review. You must obtain prior written consent from the author for any other use. It is not permitted to
supply the whole or part of this thesis to any other person or to post the same on any website or other online location without the prior written
consent of the author.
Take down policy
Some pages of this thesis may have been removed for copyright restrictions prior to it having been deposited in Explore Bristol Research.
However, if you have discovered material within the thesis that you believe is unlawful e.g. breaches copyright, (either yours or that of a third
party) or any other law, including but not limited to those relating to patent, trademark, confidentiality, data protection, obscenity, defamation,
libel, then please contact: open-access@bristol.ac.uk and include the following information in your message:
• Your contact details
• Bibliographic details for the item, including a URL
• An outline of the nature of the complaint
On receipt of your message the Open Access team will immediately investigate your claim, make an initial judgement of the validity of the
claim, and withdraw the item in question from public view.
THE IMPACT OF A GENERALIST PREDATOR, THE RED FOX (Vulpes vulpes), 
ON ITS MAIN PREY POPULATIONS 
Michael John Furlong 
A dissertation submitted to the University of Bristol in accordance with the requirements of 
the degree of PhD in the Faculty of Science. 
March 1999 
Word count: 45,200 
Abstract 
The study examines the impact of a generalist predator, the red fox (Vulpes vulpes), on its 
main prey populations; rabbits, pheasants and small mammals. The study site was a lowland 
mixed organic farm of approximately 3.5 km2 in Wiltshire, England where no form of 
predator control had been carried out for over ten years. 
The size and distribution of the fox population on the study site were established by locating 
breeding dens each spring and from direct observations. Bait marking was also carried out 
to estimate the configuration of fox territories on the study area. 
Manipulative field experiments were conducted to investigate the effect on small mammal 
populations of the exclusion of foxes. No measurable effect of the exclusion was found. 
Fox diet was investigated by analysis of scats collected on the study area. Data were used 
to calculate the ingested mass of different prey items and the percentage composition of the 
diet each season. In conjunction with data on the seasonal prey requirements of foxes on 
the study area, the number of prey individuals killed was calculated. 
The pheasant population on the study area was investigated by direct census counts and 
radio tracking. The size of the rabbit population was estimated by direct observation at 
warrens and warren counts. These data were used, together with data from the literature, 
to model the impact of fox predation on rabbit and pheasant populations. Although fox 
predation was found to be a major cause of pheasant mortality, it was of only minor 
significance in the population dynamics. Modelling showed that the pheasant population 
was heavily reliant on the annual immigration of released birds for its survival, even in the 
absence of fox predation. The extent of fox predation on the rabbit population was found 
to have no significant impact. 
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The work described in this thesis was financed by a grant from the charity Care for the 
Wild. It was conceived as an attempt to quantify the effect of the fox on the closely 
connected components of the ecosystem in which it exists; its main prey species. Much 
qualitative research has been conducted in this area but, to date, no attempt has been made 
to quantify these effects on a larger scale. This study provides insights not only into the 
importance of the various prey species for the fox, but also the importance of fox predation 
for the population dynamics of the prey species. 
The relationship between a predator and its prey forms an integral part of many disciplines 
in zoology, ranging from behavioural ecology to wildlife management and conservation. 
The study of predator / prey interactions can be broadly divided into the purely theoretical 
aspect, in which the various mathematical representations of the interaction are examined, 
and the more applied aspects in which the derived theory is used in the study of real life 
situations to try and evaluate how different species of predator and prey affect one another. 
The results of such analyses can often be used to derive management plans for the 
conservation of rare or endangered species or in the control of pest species. This chapter 
will begin by providing a general overview of the development and current state of predator 
/ prey theory and will then move on to describe details of the more specific problems 
addressed in this thesis. 
Throughout the literature pertaining to predator / prey theory the term predator can be used 
to describe a variety of organisms whose interactions with their prey can differ in many 
ways but which also have certain characteristics in common (after Crawley, 1992): 
1. Carnivores. These organisms represent the `true predators' in the classical concept of 
predation. The organisms kill and consume their animal prey, thereby gaining 
sustenance for themselves to aid in their own survival and future reproduction. Within 
this group is included the rather specialised case of cannibalism in which the predator 
and prey are of the same species. 
2. Herbivores. These organisms are predators of green plants or their fruits and seeds. 
The interaction may result in consumption of all or part of the prey. 
3. Parasites. Parasites live in close association with their prey (the host) for a large 
proportion of their lives and are usually confined to one individual host. This type of 
predation often does not result directly in death of the host. 
4. Parasitoids. These insects are free living in their adult stages but possess larval stages 
which develop within a host. During development the larva gains sustenence from the 
host organism which often results in death of the host prior to pupation of the larva. 
Although the specifics of the relationships between these different types of predator and 
their prey differ, the dynamics of the interactions have much in common. 
1.2 Predator / prey models 
Mathematical representations of predator / prey interactions have played a major role in 
trying to understand the underlying dynamics and an overview of predator / prey theory 
would not be complete without a basic description of the development of these models. 
The two main series of models which have been developed are based on models introduced 
in classical papers of the late 1920s and early 1930s. The first is a continuous-time predator 
/ prey model based on differential equations; the Lotka-Volterra model (Lotka, 1925; 
Volterra, 1926). This was developed further by Rosenzweig & MacArthur (1963) in 
graphical form. The second is a model of host-parasitoid interactions based on difference 
equations; the Nicholson-Bailey model (Nicholson & Bailey, 1935). Of these two basic 
models the theory developed from the former is of most relevance to the content of this 
thesis and will be examined in some detail. 
1.2.1 Basic Lotka-Volterra model 
Predator - prey associations have an intrinsic inclination toward cyclical behaviour. A 
situation where few predators exist allows the prey to flourish. An abundant supply of prey 
then allows an increase in the predator population which in turn leads to a decrease in prey, 
followed by a decrease in predators and so on. 
The basic model, as originally formulated, deals with the relatively simple situation of a 
single predator species which is dependent upon a single prey species. As with any 
mathematical model of a real life situation, before the model can be formulated, several 
simplifying assumptions must be made: 
In the absence of predation, the prey population is able to grow exponentially. 
2. In the absence of prey, the predator population will eventually become extinct. 
3. The rate of removal of prey individuals by predators will be a function of the number of 
predators and prey present (the frequency of predator / prey encounters) and the 
`searching efficiency' or `attack rate' of the predator. 
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4. All prey individuals are assumed to provide equal benefit to the predator population if 
they are predated. 
As will be discussed below, some of these assumptions are over-simplifications which need 
to be modified to produce a more realistic model. The two basic components of the model 
can be represented by P, the number of predators present in a population, and N, the 
number of prey present in a population. Assumption I above gives rise to the following 
equation relating to the prey population 
dN/di=rN 
where r is the intrinsic rate of increase of the prey in the absence of predation. 
Incorporation of assumption 3 gives rise to the final prey equation 
dN/d1= rN - a'PN 
where a' represents the attack rate of the predator. 
Assumption 2 above gives rise to the following equation relating to the predator population 
dP/dt= - qP 
where q is the mortality rate of predators in the absence of any prey. Incorporation of 
assumption 4 gives rise to the final predator equation 
dP/dt = fa'PN - qP 
where the term fa'PN represents the contribution of the prey population to the predator 
population. This comprises two components: the rate at which prey are consumed, a'PN; 
and the efficiency, f, with which the predator is able to convert the prey consumed into 
predator offspring. 
The qualitative behaviour of this basic model can be examined using the graphical approach 
of phase plane analysis by finding the zero isoclines of the predator and prey populations. 
















Figure 1.1 a) Combined predator (broken line) and prey (solid line) zero isoclines derived from Lotka- 
Volterra equations. Vertical isocline represents dP/dt = 0; horizontal isocline represents d\'/dt = 0. Bold 
arrows represent resultant vectors. See text for discussion. b) Vectors from (a) shown as change in 
numbers of predator (broken line) and prey (solid line) Nvith time. Predator and prey numbers shown 
schemetically on same axis. In reality predators would be less abundant thn prey. 
5 
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predator and prey isoclines are plotted on the same figure then the pattern of dynamics of 
the joint predator - prey populations can be examined. This is shown for the basic Lotka- 
Volterra model in figure 1.1. The vertical and horizontal lines in figure 1.1 a represent the 
predator and prey zero isoclines respectively. These are plotted by setting the predator and 
prey equations to zero (no growth) and finding the points at which the resulting isoclines 
cross the axes (i. e. when P=0 or N=O). At any point to the left of the vertical predator 
isocline represented by the broken line (low prey numbers), dP/dt <0 and there will be a 
decline in predator numbers (downward vertical arrow). Conversely, at any point to the 
right of the predator isocline (high prey numbers) dP/dt >0 and predator numbers will 
increase (upward vertical arrow). Similar reasoning shows that above the horizontal prey 
isocline represented by the solid line (high predator numbers), dN/dt <0 and the prey 
population will decrease (horizontal arrow pointing left) whilst below the prey isocline (low 
predator numbers) dNIdt >0 and the prey population will increase (horizontal arrow 
pointing right). The trend in the combined populations is shown by the resultant vectors of 
these arrows (shown in bold) which progress in anticlockwise circles. The combined 
population therefore moves from low predator / low prey (bottom left hand corner of figure 
1.1 a) through low predator / high prey (bottom right hand corner), high predator / high prey 
(top right hand corner), high predator / low prey (top left hand corner) and returns to its 
starting point. The populations therefore show cycles of abundance. However, the lowest 
prey abundance (top left quadrant) occurs one quarter cycle before the lowest predator 
abundance (bottom left quadrant) which leads to the pattern of abundance with time for the 
predator and prey populations shown in figure 1.1 b. These coupled oscillations exhibit 
neutral stability - if undisturbed they will continue indefinitely. However, anv 
disturbance 
x6ll not be followed by a return to the original cycle, rather it will produce a new neutrally 
6 
stable cycle of different amplitude which will itself continue indefinitely if left undisturbed. 
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Figure 1.2 Numerical solution to the basic Lotka-Volterra model shown in phase plane (data from 
Renshaw, 1995). P= number of predators, N= number of prei 
Each of the five closed circles represents a cycle of predator and prey numbers (as depicted 
in figure 1.1 a) with different initial numbers of predators and prey. The amplitude of the 
cycle is determined solely by the initial conditions. 
In reality, if a population were to follow the basic Lotka-Volterra model it would not in fact 
exhibit any recognisable cycles. Repeated disturbance would cause the amplitude of the 
coupled oscillations to vary erratically and no pattern would emerge. Therefore, although 
the basic model shows a tendency for producing coupled oscillations, as a model to describe 
ecological systems it is a poor one because relatively small changes in the parameters can 
produce large changes in the dynamics of the model. In order to rectify this, the cycles 
produced by the model must themselves be stable, showing a tendency to return to the 
7 
original cycle amplitude following a disturbance, i. e. the model should exhibit stable limit 
cycles. 
1.2.2 Modifications of the Lotka-Volterra model 
The first assunption of the basic model, that in the absence of predation the prey population 
is able to grow exponentially, is perhaps one of the least realistic. In addition to any 
environmental factors, intra-specific competition is likely to render this assumption invalid. 
A simple modification to the basic model, therefore, is to assume that the prey population in 
the absence of predation will grow logistically rather than exponentially. Incorporating the 
logistic growth equation 
dN/dt=rN[1 -N/K] 
into the equation governing the prey population, the rate of change of the prey population in 
the presence of predation becomes 
dN/di=rN[1 -N/K] -a'PN 
where K represents the carrying capacity of the prey population. This is the prey population 
density at which the per capita growth rate of the prey population is zero. The equation 
governing the predator population remains unchanged. Figure 1.3 shows the predator and 
prey zero isoclines of this modified model. In contrast to figure 1.1, the prey zero isocline 
is no longer horizontal but crosses the horizontal prey axis at N=K. Because of this 
angulation of the prey isocline, populations of predators and prey following the bold arrow 
vectors will now tend to converge on the central equilibrium point, E. where the two 




Figure 1.3 Combined predator (broken line) and prey (solid line) zero isoclines for 
modified Lotka-Volterra model including logistic growth in the prey population. 
Bold arrows represent resultant vectors. P= predator numbers, N= prey 
numbers. See text for discussion. 
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Including such density dependent effects in the prey population has a tendency to stabilise 
the predator - prey interaction so that, although the predator and prey populations still 
oscillate, they approach a stable equilibrium However, it should be noted that if the 
carrying capacity, K, is significantly larger than the average prey population size in the 
presence of predators, then density dependence in the prey population will have a relatively 
small stabilizing effect on the dynamics. This factor may partly explain the `paradox of 
enrichment' first noted by Rosenzweig (1971). This is shown by prey populations which 
exhibit wide fluctuations in numbers in optimal habitats but exhibit relatively stable numbers 
in more marginal habitats. Luckinbill (1973) was able to demonstrate this in the laboratory. 
This type of linear, continuous prey density dependence will produce a stable equilibrium 
from most starting points. However, it is not globally stable and cycles which are initiated 
from extreme predator or prey values may result in extinction of either predator or prey (by 
crossing the vertical or horizontal axis respectively of the phase plane diagram shown in 
figure 1.3) before they have been able to converge on the stable equilibrium point. 
If, instead of linear density dependence, the prey population were to increase exponentially 
up to a certain limit, dictated by the availability of breeding sites for example, and showed 
density dependence beyond this point, then two possibilities arise dependent on where the 
predator isocline intersects the prey isocline (figure 1.4). Intersection within the density 
independent part of the prey isocline (figure 1.4a) results in neutrally stable cycles if the 
initial starting populations are near to the intersection point (as in the basic Lotka-Volterra 
model) or stable limit cycles if the starting populations are further away. All starting 
conditions in this range will converge on the same stable cycle. Intersection of the prey 








Figure 1.4 Phase plane representation of initial exponential prey increase followed by density dependent 
prey increase. P= predator numbers, N= prey numbers. a) predator isocline (broken line) 
intersects prey isocline (solid line) within density independent increase. b) predator isocline 
(broken line) intersects prey isocline (solid line) within density dependent increase. From 
Craw leN (1992). Sec text for discussion. 
with populations converging on the equilibrium point, E. Neither of these scenarios is 
globally stable and extinction of predator or prey will result from cycles initiated from some 
starting conditions. 
The prey population may, in some circumstances, exhibit inverse density dependence - the 
Allee effect. This arises when scarce prey populations reproduce more slowly due to 
difficulty in finding mates or in exploiting food supplies cooperatively. 
P 
Figure 1.5 Phase plane representation of inverse density dependence in the prey population. P= predator 
numbers, N= prey numbers, T= threshold prey population See text for discussion. 
The prey isocline then crosses the horizontal axis at a threshold value (Tin figure 1.5) 
below which the prey population is unable to exist. Intersection by the predator isocline of 
the ascending inverse density dependent part of the prey isocline leads to an unstable 
equilibrium which results in increasing oscillations and eventual extinction (figure 1.5). 
Density dependence can also be introduced into the predator population of the model. 









Figure 1.6 Phase planc representation of a) linear density dependence in the predator population, b) 
abrupt density dependence in the predator population. P= predator numbers. N= pre) 
numbers. See text for discussion. 
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linear density dependence then the predator isocline moves as shown in figure 1.6a. For 
simplicity the prey isocline is shown as density independent (exponential). Again, the 
interaction is locally stable but not globally stable. Depending on the initial conditions, 
either a stable limit cycle is produced or in some circumstances the predator or prey may 
become extinct. Figure 1.6b shows the corresponding situation where the predator 
population shows abrupt density dependence due, for example, to the occupation of all 
available territories. This type of predator response isocline is exhibited by the fox. Initial 
conditions again dictate the outcome of the interaction. Neutrally stable cycles will be 
produced close to the intersection of the isoclines, stable limit cycles further out and 
possible extinction of predator or prey in the outer regions. Obviously, many different 
permutations of predator and prey isoclines are possible (see e. g. Berryman (1992) for 
further examples). 
In general then it can be seen that without some form of density dependence built in, the 
basic Lotka-Volterra model is unrealistic. Exactly where in the model the density 
dependence is present is of less importance. 
1.3 The functional response 
The functional response of a predator or consumer was defined by Solomon (1949) as the 
relationship between an individual's consumption rate and local food density. Variation in 
the type of functional response exhibited by a predator can affect the dynamics of the 
predator - prey relationship. Holling (1959) classified the 
functional response into three 
types which are described briefly below. 
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Type I, functional response. This type of response is characterised by an initial linear 
increase in the rate of prey consumption with increasing prey density. At some point the 
rate of prey consumption abruptly ceases to increase and a plateau is reached. Although 
rather rare, this type of response has been described for various herbivores (Cm« leti , 
1983) 
and for Daphnia feeding on yeast cells (Rigler, 1961). Filter feeders such as Daphnia 
automatically increase their rate of prey consumption as the concentration or density of prey 
available to them rises. The plateau is reached when the amount of prey filtered from the 
surrounding medium exceeds that which the consumer is able to digest. 
Type II, functional response. In contrast to the type I functional response, the type II 
response does not show the initial linear increase in rate of prey consumption with 
increasing prey density. Although still reaching a plateau, the rate of prey consumption 
gradually decreases at higher prey densities as it approaches the plateau. Holling (1959) 
explained this by dividing the time taken by a predator between catching two consecutive 
prey items into search time and handling time. As prey density increases the time taken to 
find the next prey item decreases, whereas the handling time remains the same. Handling 
time therefore makes up an increasing proportion of the predator's time until, at the plateau, 
all the predator's time is taken up with handling. Beyond this point, despite increasing prey 
density the predator is unable to consume prey at a greater rate. This maximum 
consumption rate is given by the number of handling times that can be fitted into the total 
time available. 
i vpe Ill imclio»al response This response gives rise to a sigmoidal response curve of 
consumption rate against prey density. At high prey densities the shape of the curve 
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resembles that for the type II response for the same reasons. However, at low prey 
densities the increase in consumption rate with increasing prey density is not linear. This 
arises whenever an increase in low prey densities causes an increase in the consumer's 
searching efficiency (e. g. by the formation of a search image) or a decrease in handling time. 
A type III response can also be generated by `switching' whereby a predator consumes 
common prey to a disproportionately greater extent than their abundance and rare prey to a 
disproportionately lesser extent. 
These different functional responses have differing effects on the dynamics of the predator - 
prey relationship. Type I responses as the plateau is approached, type II responses and type 
III responses at higher prey densities will all give rise to a situation where prey in high 
density populations have less chance of being preyed upon than prey in low density 
populations. This inverse density dependence tends to destabilise the populations. In 
contrast, the shape of the type III response at lower prey densities means that prey in low 
density populations have less chance of being preyed upon than prey in high density 
populations. This density dependent effect tends to stabilise the populations. 
In addition to the functional response, predators can also show a numerical response. This 
is produced by an influx of predators in the short term to an area of increased prey 
abundance and/or increased reproductive output by the predator population leading to 
increased recruitment and a larger predator population. 
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1.4 Temporal aspects of predator / prey interactions 
A problem with all the model variations described so far was first highlighted by Arditi & 
Ginzburg (1989), namely that in many cases the population dynamics of the predator 
operate on a different time scale to those of its prey. From the point of view of the prey, 
the functional response of the predator has an immediate and direct effect on mortalit\'. 
However, the beneficial effects of prey consumption for the predator are exerted partly 
through the use of energy obtained from the prey for maintenance, but also ,, -ia food 
availability over an extended breeding season, leading eventually to the production and 
recruitment of new predators to the population. Arditi & Ginzburg (1989) criticised the 
assumptions of earlier models that predators encounter prey at random, and that the number 
of prey consumed per predator in a unit of time is independent of the number of predators. 
In that case the per capita rate of consumption of prey depends only on prey abundance. 
They point out that, although on a daily time scale, the consumption of prey by predators 
can probably be modeled on the basis of encounter rates alone, on a longer time scale of 
predator population dynamics, more predators will mean decreased prey availability for each 
predator, unless food is not a limiting factor. Rosenzweig (1977), recognising that predator 
density would be expected to affect the number of predators being produced, had previously 
stated that predator density would affect predator population growth through prey 
dynamics and that the model refers to instantaneous rates of change. Arditi & Ginzburg 
(1989) proposed an alternative model in which the rate of consumption depends, not on 
prey abundance, but on the ratio of prey to predator abundances. This ratio-dependent 
relationship produces a predator isocline which slopes to the right (similar to that shown in 
figure 1.6a) and a parabolic prey isocline. However, this approach was in turn criticised by 
Oksanen ei al. (1992) on the grounds that it was incorrect to model population dynamics 
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over long time scales but to continue to use differential equations in the model which, by 
definition, describe instantaneous rates of change. 
1.5 Consequences of predation (limitation, regulation and multiple stable states) 
The consequences of predation for a prey population can vary according to the balance of 
the various factors involved in the interaction. Before proceeding, it is necessary to define 
the terms limitation and regulation which describe the effects of predation on a prey 
population. The definitions used by Sinclair (1989) will be used here. The equilibrium 
point of a prey population (K), where production is exactly balanced by mortality, is set by 
both density-dependent and density-independent factors. The process which sets the 
equilibrium point is termed limitation and the factors which cause the change in production 
or loss are termed limiting factors; these may be either density-dependent or density- 
independent factors. Therefore any factor which increases the mortality or reproductive 
loss of a prey population is a limiting factor. The process whereby a population returns to 
its equilibrium following perturbation is termed regulation and the factors causing this are 
termed regulating factors. By definition, such factors must have a density-dependent effect. 
Nicholson (1933) was the first to put forward the idea of population regulation through 
density-dependent factors. In practice it is relatively difficult to test for density dependence 
and therefore to demonstrate regulation in real populations. Several methods have been 
proposed to detect density dependence in a population by statistical analysis of census data 
(see e. g. Solomon, 1964; Varley & Gradwell, 1960; May et al., 1974, Hassell, 1975). 
However, none have been found to be completely reliable (Gaston & Lawton, 1987; Link & 
Hoover, 1991). Perturbation experiments provide the most robust evidence for regulation 
(Murdoch, 1977, Krebs, 1991). If a perturbed population returns to the level of an 
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unperturbed control population then this is evidence for regulation. The literature contains 
much evidence that density dependence and regulation exist and this has been reviewed by 
several authors (e. g. Wolda, 1989; Hanski, 1990). 
1.5.1 Regulation and multiple stable states 
Predation, by the definition above, is a limiting factor. Of more interest is whether or not 
predation is capable of regulating a prey population. Some of the earliest work on this was 
carried out by Elton (1953). He found that, once the rat (Rattus norvegicus) population on 
some farms had been reduced by humans, those farms where cats (Felis catus) were present 
(and where their diet was supplemented with milk in order to maintain their numbers) 
remained free of rats whereas others without cats did not. Errington (1945) proposed that 
the only effect of predators or human hunters on a prey population was to remove what he 
termed the `doomed surplus' which would, in the absence of predation, die of starvation. 
Other studies, however, have found evidence that mammal populations can be regulated by 
predators (e. g. Corbett & Newsome, 1987). If a population is subject to regulating factors 
then these may not necessarily act across the whole range of population densities - multiple 
stable states may exist (Holling, 1973; May, 1977). Many studies have suggested that some 
populations may be regulated by predators at lower densities and by competition for limiting 
resources such as food or territory at higher densities (see Sinclair, 1989 p. 227 for 
examples). In order to investigate this, it is necessary to plot net recruitment into the prey 
population, taking into account intraspecific competition for resources, and to superimpose 
the predator total response curve, which is the combined effect of the predator's functional 
response (the percentage mortality due to predation) and numerical response (the rate of 
increase of the predator as a function of prey density). Figure 1.7 shows such a 
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hypothetical plot. The net recruitment curve of the prey population shows a relatively high 
recruitment rate at low prey densities and tends towards zero as the prey population 
approaches its carrying capacity, K. The predator total response curve shows a relatively 
low rate of predation at low prey densities, due to either difficulty in locating scarce prey or 
switching to more abundant prey types. 
Figure 1.7 Net recruitment curve for prey population (broken line) and total predator response curve (solid 
line) (from Sinclair & Pech, 1996). See text for discussion. 
This increases with increasing prey density, before decreasing again due to predator 
satiation at high prey densities and possibly extrinsic limiting factors such as lack of vacant 
territories. This is therefore a type III predator response curve 
Two stable equilibria exist at points A and C. At prey densities below A, net recruitment 
exceeds mortality due to predation and the prey population increases again to A. Beyond A, 
predation mortality is density dependent (positive slope) and exceeds recruitment so that the 
prey population is reduced again to A. Predators are therefore able to regulate the prey 
population, below its carrying capacity, about the equilibrium point, A. In contrast, the 
higher stable equilibrium point. C, represents regulation of the prey population, near its 
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carrying capacity, primarily by intraspecific competition. Here, the predator response curve 
has a negative slope and predation at these higher prey densities is therefore inversely 
density dependent for reasons outlined above. Predation cannot, therefore, regulate the 
prey population at high prey densities. Between these two stable equilibria is the unstable 
equilibrium point, B. The relative positions of the prey and predator curves at this point 
mean that, if prey density increases beyond B, predation will no longer be capable of 
regulating the prey population and it will continue to increase until regulated again by 
intraspecific competition at the new equilibrium point, C. The prey population is thus able 
to break out of the so called `predator pit' (Newsome, 1990). Similarly, if some factor such 
as a period of unfavourable environmental conditions should reduce prey density below B, 
then predators, if present in sufficient numbers, will be able to prevent the prey population 
returning to its previous level once conditions improve. 
A large scale example of this was demonstrated in Kruger National Park, South Africa 
(Walker & Noy-Meir, 1982). In order to allow an increase in the numbers of large prey 
animals, lions (Parithera leo) were culled from 1903 until 1960. By 1960, wildebeest 
(Conochaetes taurinus) numbers had increased to such an extent that they were themselves 
culled from 1965 until 1972. However, when culling ceased, wildebeest numbers continued 
to decline until 1978. This was thought to be due to a resurgence in the lion population 
giving rise to sufficient numbers to allow continued suppression of the reduced wildebeest 
population. 
More recent evidence for this type of relationship has been found from work carried out in 
Australia. Corbett & Newsome (1987) found that predation by dingoes (( a»is. familiciris 
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dingo) on populations of various rodents, rabbits (Oryctolagrus cuniculus) and red 
kangaroos (Macropus rufus) increased after these populations had crashed during a period 
of drought. Evidence suggested that resurgence of the reduced populations was prevented 
for more than three years by continued heavy predation pressure, despite heavy rain. 
Similarly, Newsome et al. (1983) found that populations of wallabies (Wallabia bicolor, 
Macropus rufogriseus) which had been reduced by bush fires failed to show any significant 
increase for 2-3 years, doing so only when alternative prey became available and reduced 
the predation pressure upon them. Using a more manipulative approach, other studies were 
carried out in which predators of rabbits (foxes (Vulpes vu/pes) and feral cats) were culled 
in experimental areas following reduction of the rabbit population by drought (Newsome ei 
al., 1989; Pech et al., 1992). Within 14 months rabbit populations in the predator removal 
areas were approaching another eruptive phase, whereas populations in the untreated areas 
remained low for 2.5 years until the next drought occurred. The crucial finding of these 
experiments which supported the existence of a "two-state system" (Pech et al., 1992) was 
that rabbit populations continued to increase in the experimental areas even when predators 
were allowed to return. The prey population had expanded beyond the unstable equilibrium 
point (B in figure 1.7) and predators were no longer able to regulate it. 
Further examples showing evidence that predation pressure can continue to suppress an 
already reduced rabbit population are given in Trout & Tittensor (1989). This type of 
predator / prey mechanism has also been suggested as a cause for periodic outbreaks of 
some prey species such as house mice (Mrs domesticus) in Australia (Sinclair et al., 1990) 
Pech et al. (1995) applied the same principles to the discussion of the importance of 
alternative prey species in the management of rare or endangered native species. 
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There are therefore many different factors which must be taken into account when 
considering the relationship between a predator and its prey species and the likely 
consequences of a change in one on the population dynamics of the other. Increased 
understanding of these complex relationships has been achieved through both theoretical 
and practical investigations. However, despite these advances in knowledge, the field of 
predator / prey interactions remains a dynamic one and further research is still necessary to 
gain not only a fuller understanding of the broad theoretical concepts, but also an 
understanding of particular relationships between important specific predator and prey 
species. 
1.6 The fox as a predator 
1.6.1 Predator / prey theory applied to the fox 
The main prey populations of the fox which are to be investigated in this study are small 
mammals, pheasants (Phasianus colchicus) and rabbits. Of these, small mammals and 
rabbits are truly wild populations whilst the pheasant population is a mixture of mainly 
released, captive-reared birds with a smaller proportion of `wild' survivors from previous 
years. The small mammal and rabbit populations are subject to the `natural' laws of 
population dynamics; they are limited both by intraspecific competition for resources and 
also by environmental factors. The modified Lotka-Volterra model prey equation 
incorporating the carrying capacity, K, of the prey population is therefore applicable to 
these populations (Figure 1.3). The availability of breeding sites is unlikely to be a limiting 
factor in the case of small mammals or rabbits and so exponential growth of these prey 
populations up to a certain limit, imposed by breeding site availability, followed by density 
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dependent growth as shown in Figure 1.4 is probably not applicable. In contrast, the 
pheasant population does not follow the normal population dynamics of a wild population. 
Large numbers of birds are released each year and ample resources are provided to ensure 
the survival of as many of the released population as possible until the shooting season 
begins. So, although the population is subject to predation, the classic predator-prey 
models cannot be applied. 
As described in section 1.2.2, because foxes form social groups which defend established 
territories by excluding other foxes, only a limited number of foxes can be accommodated in 
a given area. Once all available territories are occupied then the number of foxes present in 
the area will not increase beyond this level (until cubs are born in the spring). The predator 
isocline will therefore exhibit abrupt density dependence as shown in Figure 1.6b. 
Because the fox is an opportunistic, generalist predator, able to exploit different prey types 
according to their availability (e. g. Richards, 1977; Yoneda, 1982; Lucherini & Crema, 
1994; Ferrari & Weber, 1995) it exhibits a type III functional response. This means that 
individuals in low density prey populations have less chance of being preyed upon than 
individuals in higher density populations. Switching between prey populations according to 
their relative abundance can therefore have a stabilising effect on the prey populations. 
Apart from predation, all the main prey populations are subject to other limiting factors. 
Rabbit populations are periodically culled and their populations are suddenly drastically 
reduced. This may mimic the effect of unfavourable environmental conditions studied in 
Australia with the possibility that multiple stable states may exist (Figure 1.7). Foxes may 
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play a part in continuing to suppress the rabbit population after culling has taken place, 
slowing the rate of increase or maintaining the prey population below the unstable 
equilibrium threshold (point B in Figure 1.7). Although small mammal populations are not 
culled, particularly harsh winters may have the same effect. Again the pheasant prey 
population is more of an exception in that, as will be discussed in chapter five, they are 
poorly adapted to survival in the wild after release. Although fox predation obviously limits 
the population, other factors play a larger part and therefore multiple stable states are 
unlikely to exist. The removal of predation would not allow an explosion in the prey 
population. 
1.6.2 Consequences of fox predation 
By virtue of its catholic taste the fox is connected directly or indirectly to many parts of the 
food web and can have both potentially beneficial and harmful effects on other species. 
Potentially damaging effects occur from predation on ground-nesting birds such as black 
grouse (Tetrao tetrix) and capercaillie (Tetrao urogallus) (Mareström et al., 1988). It 
could be argued that, from an economic viewpoint, fox predation on captive-reared, 
released pheasants is also undesirable. Conversely, fox predation could potentially have 
beneficial effects through a reduction in numbers of wild rabbits and small mammals, both of 
which are responsible for large economic losses in forestry and agriculture (e. g. Tapper, 
1976; Hansson, 1986; Mills, 1986). At present there is evidence that the fox population in 
Britain is increasing (Reynolds & Tapper, 1994; Harris et al., 1995) leading to suggestions 
of the need for increased fox control measures. However, fox control without a full 
understanding of the fox's role in the ecosystem could have unforeseen consequences (see 
e. g. Newsome, 1990). Although it is known that both rabbits and small mammals make up 
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an important part of the fox diet (Richards, 1977), the overall effect of fox predation on 
these prey populations is poorly understood. Does predation act to regulate the populations 
or simply limit them and, if so, under what circumstances? Because of the variety of prey 
species consumed by the fox, an increase or decrease in fox numbers could have important 
consequences for these prey species. In addition, any change in these prey populations 
could potentially affect other predators which depend upon them. Foxes can potentially 
influence populations of other carnivores such as stoats (Mustela erminea) and weasels 
(Mustela nivalis) either by direct predation or by competition for exploitation of the same 
prey species (Mulder, 1990). The effect that a change in the fox population is likely to have 
on these other carnivores is again poorly understood. Similarly, small mammals form the 
staple diet of many birds of prey such as the tawny owl (Strix aluco) and the kestrel (Falco 
tinnunculus) (e. g. Southern & Lowe, 1982; Hirons, 1982; Village, 1990; Jedrzejewski el 
al., 1996). Whether or not and, if so, how these avian predators will be affected by changes 
in the fox population will depend upon the impact of fox predation on the small mammmal 
communities. It is important therefore to try and understand the fox's role in the ecosystem 
in order to try and predict the ecological consequences of a change in fox numbers. 
1.7 Study site 
The study site is situated at Castle Combe in Witshire, U. K. (OS grid reference ST8477). It 
is a lowland mixed organic farm of approximately 3.5 km2, enclosing part of a riverine 
valley, containing woodland, grassland and arable areas. The principal farming practices 
were beef cattle production and the planting of cereal crops. Some fodder crops were also 
produced and several fields were leased annually for sheep grazing. In detail the area 
comprised 110 ha of woodland, 213 ha of fields (pasture, cereal crops & fodder crops), 
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The pattern of land use changed annually and is outlined in Figures 1.8 
On its north, east and south boundaries the study site was bounded by A-roads. To the 
north the area was bordered jointly by a golf course, neighbouring farmland and the village 
of Castle Combe. To the east it was bordered by a motor racing circuit and farmland and to 
the west and south by woodland and farmland. 
There has been no form of predator control on the site for the last ten years. This provided 
an ideal opportunity to study the relationship between the fox and its prey in a `natural' 
system with fewer confounding effects of human interference. 
1.7.1 Work schedule 
The volume of work, especially field work, involved in such a study was substantial. It 
would have been impossible to attempt to carry out all the work single-handed in the time 
available. Much of the field work was carried out in conjunction with Dr. Phil Baker of the 
mammal research group. 
The erection of the small mammal grids and exclosures was carried out alone. The majority 
of the small mammal trapping was carried out alone with occasional assistance from Phil 
Baker. Initially each pair of grids was trapped over three nights every eight weeks. After the 
erection of the exclosures in April 1996 each pair of grids was trapped once every twelve 
weeks in order to allow more time for other field work to be carried out. All data analysis 
was carried out alone. 
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Because of the large area of the study site, location of fox breeding dens, spring and autumn 
pheasant censuses and the survey of rabbit warrens were all carried out in collaboration with 
Phil Baker. 
It was physically impossible to carry out capture, measurement and tagging of rabbits alone. 
This and the post mortem examination of the 935 rabbits were again carried out in 
collaboration with Phil Baker. The data derived from this part of the study were not in fact 
subsequently used. 
Similarly, the capture and collaring of pheasants required two people. Subsequent location 
of collared birds was carried out with assistance from Phil Baker. 
Scats were collected across the whole sudy site throughout the year, as and when they were 
found during the course of the day whilst carrying out other aspects of field work. Valuable 
assistance was given by Suzanne Southern with the physical preparation of the scat samples 
prior to analysis. Again, due to the exceptionally large number of scats analysed (985), 
identification of the macrofragment components and chaetae counts were carried out with 
Phil Baker. All hair identification was carried out alone. All data analysis was carried out 
alone. 
The duration and timing of the field work is summarised in Figure 1.10. 
The concepts I wished to investigate by means of computer simulations, concerning the 
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Figure 1.10 Diagramatic representation of the timing and duration of field work. 
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computer programs by Phil Baker. Analysis and interpretation of the results of the computer 
simulations were carried out alone. 
1.8 Aims of the thesis 
This thesis aims to evaluate the effects of fox predation on the main prey species in a 
temperate, rural environment such as that found in lowland England. As outlined above, the 
fox is an important predator species in its own right and a better understanding of its role in 
the currently changing rural environment is crucial, from both conservation and political 
viewpoints. It is also a suitable species to serve as a more general model. As a generalist 
predator, the fox provides an opportunity to examine the more complex dynamics of a 
predator / prey system with alternative prey species as well as the main prey, giving 
additional insights into more general systems. The fox is annually monoestrous with a well 
defined breeding season which simplifies the assessment of the size of the predator 
population, thus reducing inherent inaccuracies. Finally, there is a large body of literature 
pertaining to the fox and its main prey species, allowing the present study to be compared 
and contrasted with these other studies in order to obtain a broader picture covering 
differing environments. 
In chapter two the fox population on the study site is described. This chapter includes 
general information on aspects of social organisation and group living in foxes, together 
with a detailed outline of the methods used to estimate the size of the fox population in the 
study area. This information is later used in the estimation of the impact of fox predation on 
the prey populations. 
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In chapter three the food requirements and diet of the fox population are examined. The 
methods available for determining predator diet and total annual food requirement are 
outlined, along with a description of previous studies of fox diet, both in this and other 
countries. The methods used to estimate the total prey requirement of the fox population 
on the study site are described and data are presented on the annual pattern of food 
consumption. 
Each of chapters four, five and six focuses on one particular prey species. Chapter four 
examines the effect of fox predation on small mammal communities. Relevant literature 
pertaining to predation on small mammals and evidence for regulation of small mammal 
populations is reviewed. The methods used to experimentally manipulate fox predation are 
described and data are presented on the effects of these manipulations. 
In chapter five the impact of fox predation on pheasants is examined. The importance of 
the pheasant as a gamebird is outlined. A brief description of the general biology of the 
pheasant is given together with a description of the common rearing and release practices 
used. Data are presented on the size of the pheasant population on the study site and 
estimates of mortality attributable to various causes. These data are used, along with data 
from chapters two and three, to model the consequences for the pheasant population of 
changes in the level of fox predation. 
Chapter six examines the main prey species of the fox in this study, the rabbit. The 
importance of fox predation for the population dynamics of the rabbit population is 
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investigated. Again, data from chapters two and three are used, along with data on rabbit 
populations on the study site, to model the consequences for the rabbit population of 
changes in the level of fox predation. 




THE NUMBER AND DISTRIBUTION OF FOXES 
2.1 Introduction 
In order to investigate the effect of predation on prey populations within an area, it is 
necessary to know the size and distribution of the predator population. The main 
determinants of predator numbers are food and territory availability, however, in the case of 
the fox, the pattern of social organisation can also affect the numbers of individuals that can 
be accommodated in a given area. Variation in social organisation can lead to territories of 
similar size supporting different numbers of individuals. In this chapter the social 
organisation of the fox will be briefly described and the relationship between food 
availability and territory and group size will be discussed. Various methods are available for 
determining the number of foxes present in a given area and these will be discussed briefly. 
Data will be presented on the number and distribution of foxes on the study site and details 
given of which methods were used to determine these parameters. 
2.1.1 Fox social organisation 
The large variation in social organisation exhibited by foxes is principally associated with 
factors such as territory size, group size and the prevailing pattern of mating (Cavillini, 
1996a). Table 2.1 gives examples of differing home range sizes and fox group composition 
found by different workers in various studies in different habitats. 
The basic social unit of a fox group is a breeding pair which occupies and defends a 
territory against other groups, however, under some ecological conditions, principally in 
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Table 2.1. Intra-specific variation in home range size and group size. Adapted from Cavillni 
(1996a). 
Reference Study location Habitat 
type 
Number and sex 
of animals followed 




Adkins & Stott (1998) Canada suburban 3 (2: 1) 0.55 (0.49-0.63) 
Ables (1969) USA forest, farmland 8 (3: 5) 2.37 U 
Artois (1985) France forest 7 ? ? (1.50-5.85) 
Artois et al. (1990) France forest, farmland 11 (5: 6) 3.58 0 
Baker d al. (1999) England urban 74 (36: 33) -x0.20 (0.08-0.35) Boitani dal. (1984) Italy alpine 5 (3: 2) 1.95 (? ) 
Cavillini & Lovari (1994) Italy shrub 5 (3: 2) 2.82 (? ) 
Cavillini (1992) Japan forest, farmland 5 (3: 2) ? (3.57-6.31) 
Cavillini (1996b) Italy woodland, farmland 4 (3: 1) 1.89 (0.57-3.94) 
Coman et al. (1991) Australia suburban 3 (2: 1) 0.9 (0.6-1.3) 
Comm et al. (1991) Australia woodland, farmland 3 (2: 1) 5.7 (4.9-7.2) 
Doncaster & Macdonald (1991) England urban 17 (? ) 0.93 (0.42-1.98) 
Doncaster & Macdonald (1991) England suburban 29 (? ) 0.54 (0.15-1.07) 
Fabrigoule & Maurel (1982) France forest 7 (6: 1) 6.54 (1.90-12.45) 
Goszcynski (1989) Poland forest, farmland 8 (4: 4) 0.41 (? ) 
Harris (1980) England urban 7 (0: 7) 0.45 (0.26-0.78) 
Harrison et al. (1989) USA forest 6 (3: 3) 14.7 (6.00-27.50) 
Jones & Theberge (1982) Canada alpine 7 (4: 3) 16.11 (2.77-34.20) 
Keenan (1981) Canada forest, farmland 3 (1: 2) 6.74 (? ) 
Kolb (1984) Scotland urban 15 (15: 0) ? (0.42-4.60) 
Kolb (1986) Scotland urban 9 (0: 9) 1.16 (0.61-2.33) 
Lloyd (1980) Wales farmland 84 (44: 40) ? (0.70-4.00) 
Lovari et al. (1994) Italy woodland 4 (3: 1) 3.33 (0.61-7.70) 
Lucherini et al. (1995) 
Macdonald (1981) England suburban 7 (? ) 0.45 (0.19-0.72) 
Macdonald (1981) England farmland 3 (? ) 2.34 (±O. IOSD) 
Macdonald (1981) England farmland 4 (? ) 11.5 (±1.73SD) 
Maurel (1980) France forest 3 (3: 0) 5.17 (4.64-6.00) 
Meia & Weber (1995) Switzerland forest, farniland 12 (3: 9) ? (0.48-3.06) 
Meia & Weber (1996) Switzerland forest, farmland 25 (? ) ? (? ) 
Mulder (1985) Netherlands woodland, dunes 56 (? ) ? (1.05-2.00) 
Niewold (1980) Netherlands woodland, dunes 28 (10: 18) 2.63 (0.54-10.00) 
Pandolfi at al (1997) Italy woodlan, farmland 7 (5: 2) 0.95 (0.29-2.68) 
Phillips & Catling (1991) Australia heathland, forest 3 (2: 1) (1.30-5.28) 
Pils & Martin (1978) USA farmland 3 (0: 3) 5.58 (5.15-5.81) 
Poulle d al. (1994) France farmland 6 (3: 3) 2 (0.48-3.76) 
Reynolds & Tapper (1995) England farmland 8 (5: 3 2.72 (1.8-3.6) 
Sergeant (1972) USA woodland, farmland 32 (? ) ? (2.59-7.77) 
Sargeant at al. (1987) USA farmland 22 (8: 11) 11.9 (±5.5SD) 
Saunders et al. (1993) England urban 6 (3: 3) 0.3 (0.25-0.35) 
Scott (1943) USA farmand 3 (3: 3) 4 0 
Storm at al. (1976) USA farmland 4 (2: 2) 10 0 
Takeuchi & Koganezawa (1992) Japan prairie, woodland 4 (2: 1) 6.5 0 
Travaini at al. (1993a) Spain marshland, shrub 7 (0: 7) 2.18 (1.71-3.14) 
Travaini et al. (1993b) Spain marshland, shrub 3 (3: 0) 8.88 (2.13-12.58) 
Voigj & Macdonald (1984) England urban 11 ? 0.86 (t0.86SD) 
Voig & Macdonald (1984) Canada farmland 34 (? ) 9 (5.00-20.00) 
von Schantz (1981) Sweden woodland, farmland 9 (3: 6) () 
Woollard & Harris (1990) England urban 9 (9: 0) 0.55 (±13.3SE) 
Zabel & Taggart (1989) Alaska island 30 (? ) (0.27-0.30) 
Zapata d al. (1997) Spain 
Zimen (1984) Germany forest, farmland 58 (? ) 4.73 0 
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areas of high food availability, the breeding pair may also be accompanied by one or more 
subordinate animals (e. g. Macdonald, 1981; von Schantz, 1984; Mulder, 1985; Zabel & 
Taggart, 1989; Poulle et al., 1994; Newsome, 1995; Reynolds & Tapper, 1995b; Cavillini, 
1996a; Pandolfi et al., 1997; Baker et al., 1998). Subordinates may be of either sex and are 
usually offspring from previous breeding attempts which have not left their parents' 
territory. Typically they do not produce their own cubs but may often help to raise the cubs 
of the breeding pair. Male foxes often range over large areas during the breeding season 
(e. g. Zimen, 1984; White et al., 1996; Cavillini, 1996b), probably in search of extra-pair 
mating opportunities. So, although superficially the breeding pair may have an apparently 
monogamous relationship, because of extra-pair mating the typical mating pattern is 
polygyny rather than monogamy. In addition to this, subordinate females, when present, 
often become pregnant but lose their cubs through some form of reproductive suppression 
such as induced stress (e. g. Hartley et al., 1994) or direct infanticide by the dominant 
female. Nevertheless, this suppression is not absolute and, particularly in years of high food 
availability, subordinate females may also raise a litter of cubs, frequently sired by the 
dominant male of the group (facultative polygyny). A further twist in the tale has recently 
been discovered following investigations in Bristol using DNA fingerprinting to assign 
paternity to litters of cubs. This work has shown that in some social groups, both 
subordinate and dominant males have sired cubs in the same year, giving rise to mixed 
paternity litters. There is also evidence of inter-group cuckoldry, whereby dominant and 
subordinate males may sire cubs in different social groups (S. M. Funk, P. J. Baker, S. 
Harris & M. W. Bruford, unpubl. data). 
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2.1.2 The relationship between food availability and fox numbers 
The density of foxes in a given area depends on the number of territories per unit area, the 
number of foxes per group and the extent to which neighbouring territories overlap. 
Ultimately fox density is related to the availability of resources (e. g. food, breeding dens 
and day-time rest sites) which determines territory size. However, fox territories and 
groups vary considerably in size, both between different habitat types, and also within 
habitats between years. Furthermore, the relationship between group size and territory size 
is not straightforward, since the largest territories do not support the largest groups. 
Indeed, urban foxes have the smallest territories and the largest group sizes. 
In order to explain this relationship, it has been proposed that spatial and temporal variation 
in the availability of resources may affect territory size and group size in different ways. For 
example, many food sources occur only in discreet patches and, for a territory to be viable, 
it must contain enough food patches to sustain the breeding pair throughout the year. 
However, the most crucial times of year are those periods when food is at its lowest, and it 
is food availability during these periods which exerts the greatest influence on territory size. 
These periods of food scarcity may occur infrequently (e. g. once a year or once in the 
lifetime of the animal) or they may occur frequently (e. g. each night). Consequently, 
territory size is determined by both the availability of food during the crucial period of time 
when food is limiting and also the food requirements of the breeding pair at this time. The 
presence of dependent offspring will increase these food requirements. Foxes in "poor" 
habitats with few, poor quality food patches which may be widely dispersed, need larger 
territories than those in "rich" habitats with many good quality food patches which are close 
together, for example in urban areas (sensu Lucherini & Lovari, 1996). 
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Since territory size is dictated by the period of worst food availability, the amount of food 
available at other times is often greater than that needed by the breeding pair alone. If the 
average amount of food available year round is high enough, it may then be possible for the 
territory to support one or more subordinate animals. Group size is therefore determined by 
the average richness of the territory. 
However, the relationship between patch dispersion, patch richness and fox numbers is 
complex (Carr & Macdonald, 1986; Macdonald & Carr, 1989; Bacon et al., 1991 a, b; Zabel 
& Taggart, 1989; Meia & Weber, 1995; Baker et al., 1998) and for a given habitat it is not 
possible to predict how large the territory size or group size will be. In addition to this 
ecological component, group size is also affected by behavioural factors, with individuals 
adopting patterns of behaviour which maximise their fitness. Differing strategies affect the 
likelihood of an individual remaining on their natal territory as a subordinate animal or 
dispersing and attempting to become a breeding animal in another group. 
2.1.3 The fox year 
The annual breeding cycle of the fox is outlined in Figure 2.1. Foxes are annually 
monoestrous with mating taking place during January-February. At this time breeding 
males will travel off their territory in search of extra-group matings (Zimen, 1984; White et 
at, 1996, Cavillini, 1996b). At all other times of the year, the breeding pair will only rarely 
leave their territory (White et al., 1996). The cubs are typically born during March-April 
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Figure 2.1 Activity during the fox year 
SEASON FOX YEAR 
SPRING March Pregnancy 
April Cubs Lactation 
May nutritionally Adults 
SUMMER June dependent provision cubs 
July Cubs remain 
August Offspring on natal 
AUTUMN September nutritionally territory 
October independent 
November Subadult dispersal 




following a gestation period of 53 days (Lloyd, 1980). The cubs remain underground for 
the first four weeks of life and start taking solid foods when about three weeks old. They 
are fully weaned by 8 weeks of age (Harris & Lloyd, 1991) and attain nutritional 
independence at approximately 14 weeks (Baker et al., in press). Prior to nutritional 
independence, the cubs are reliant upon food brought to them by the adults within their 
group, supplemented with food that they catch for themselves in the vicinity of their den. 
At this time adults may selectively take larger prey, thereby reducing the number of trips 
that they need to make to the den (Lindström, 1994; Lovari & Parigi, 1995). The cubs 
remain on their natal territory until at least August (Harris & Trewhella, 1988). At any time 
after this they start to make exploratory movements off the territory but may not disperse 
until the following spring. However, the majority of offspring leave their natal range by 
January (nine months of age), although some offspring may remain on their natal range as 
subordinate adults. 
2.1.4 Estimating fox numbers 
Fox numbers have been estimated using a number of different methods e. g. counts of 
breeding dens (Insley, 1977; Page, 1981; Harris, 1981 a; Harris & Rayner, 1986a; Hewson, 
1986; Coman et al., 1991; Meia & Weber, 1992; Allen & Sargeant, 1993), the estimation of 
home range size by radio-tracking (Kolb, 1984; Doncaster & Macdonald, 1991; White et 
al., 1996, Reynolds & Tapper, 1995), faecal counts (Kolb & Hewson, 1980; Rau et a!., 
1985; Cavillini, 1994), spotlight counts (Stahl, 1990; Stahl & Migot, 1990. Weber et al., 
1991, Marlow, 1992; Anon., 1997a), capture-mark-recapture/resighting/recovery (. Anon., 
1997a) or by using radio-isotopes to mark faeces (Nellis et al., 1967 quoted 
in Beltran of 
at, 1991). All of these techniques have their advantages and disadvanatges (review 
in 
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Beltran et al., 1991), but many are suitable only for estimating the relative abundance of 
foxes in different areas (e. g. Cavillini, 1994). For this study it was necessary to determine 
the exact numbers of foxes present since this directly affects the numbers of each prey 
species consumed. On a limited area, the most reliable methods for estimating the number 
of fox groups present are either to determine range size using radio-tracking or to determine 
the number of litters present under the assumption of one litter of cubs per group. 
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2.2 Methods 
2.2.1 Estimation of the number of fox social groups 
The number of groups present each spring was estimated by counting the number of 
breeding dens present on the study site. Counts were conducted during April-May of 1996 
and 1997. Unfortunately, access to neighbouring farms was not possible due to a lack of 
cooperation from `hostile' landowners who would not grant permission for work to be 
carried out on their land. Unfortunately the strongly held `pro-wildlife' views of the study 
site landowner were not shared by his neighbours. The number of groups on the study site 
was determined using the assumption of one litter of cubs per group per year unless the 
number of cubs present exceeded 10, this being the maximum number of cubs in a single 
litter (Harris, 1979). 
2.2.2 Estimation of the territory configuration of each social group 
Because breeding dens could not be counted on neighbouring farms, den counts on the 
study site would possibly underestimate fox density. This would occur because the range of 
a group could include part of the study site, but the cubs could be reared in a den situated in 
a part of the territory outside the boundaries of the study site. In order to rectify this 
anomaly it was necessary to determine the configuration of the territory of each group to 
identify whether any part of the farm was not used by the groups known to have breeding 
dens on it. Assuming contiguous territories, these areas would be utilised by foxes with 
breeding dens outside the study site boundaries. 
Territory configuration was estimated by bait-marking, a technique commonly applied to 
badgers (A1eles mele. v) (e. g. Kruuk, 1978). Nine bait points were established across the 
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farm during July-August each year. This time period was chosen as it includes the period 
during which juvenile foxes become independent yet when extra-territorial movements are 
likely to be minimal. At each bait point, coloured plastic pellets (alcathene) were mixed 
with commercial dog food and buried. The bait points were over-marked with a 
commercial fox lure made from fox scent glands ("Wiley Red", S. Stanley Hawbaker & 
Sons). Each bait point was maintained for three-weeks. This was estimated to be sufficient 
time to obtain satisfactory results whilst also minimising the impact of the additional food 
provision on the study of the foxes' diet: scats collected during this period and for one week 
after the bait points were removed were excluded from the dietary analysis. Points were 
checked daily and bait was replaced if it had been taken. Bait which had not been taken was 
replaced every three days. Sites were chosen for their proximity to both den sites and/or 
known fox pathways. At the end of the three week period all bait was removed. Further 
estimates of territory configuration were based upon direct observations of movements of 
individual foxes during nocturnal and diurnal observations, particularly young cubs which 
were unlikely to have moved off their natal ranges. 
2.2.3 Estimation of group size and litter size 
Estimates of group size and litter size were obtained by observations at den sites during the 
spring season in 1996 and 1997. The number of foxes present throughout the year was 
assessed by night-time observations across the farm using night-vision binoculars between 
20.00 and 00.00 GMT and by casual observations of foxes during daylight hours. 
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2.3 Results 
2.3.1 Number and distribution of breeding dens 
During 1996, three litters of cubs were located, with a further unconfirmed report of one 
litter on neighbouring land to the north of the study site (Figure 2.2a). During 1997, three 
litters of cubs were located on the farm with no reports of cubs on neighbouring farms 
(Figure 2.2b). In total, five distinct breeding dens were identified, with one site utilised in 
both years. In addition to these primary breeding dens, two locations were also utilised as 
the cubs were moved from their initial den site: of these, one had been used as a breeding 
den in the previous year. No secondary litters were evident in either 1996 or 1997. 
2.3.2 Estimation of territory configuration from bait-marking 
The results of the bait-marking for 1996 and 1997 are given in Figures 2.2c and 2.2d 
respectively. During each year, two of the nine bait points were not touched: during 1997 
one further site was routinely taken by badgers with no evidence that any of the bait was 
consumed by foxes (pellets of that colour were found only at badger latrines and not in fox 
scats). In 1996,77 marked scats were recovered from 61 locations. During 1997,98 
marked scats were recovered from a total of seventy distinct 25m grid cells. Four locations 
in either year yielded marked scats containing two different colours of pellets. Individual 
bait points varied markedly in the number of scats which were eventually recovered (range 
2-44). In 1996, three of the six bait points regularly taken were routinely overmarked: 
during 1997, two bait points were overmarked. 
During 1996, marked scats from one point (DEV) did not overlap with scats fom any other 
point (Figure 2.2c). Scats from two points (SF & MS) overlapped extensively, indicating 
individuals from the same group: one location had scats from both points. Scats from the 
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1996 





Figure 2.2b Distribution of fox breeding dens ((-', D& E) on the study site in I9'-)7 
C was also used in 1996 
Arrow depicts movement of cubs to secondary den (A) which was 






Figure 2.2c Results of bait marking exercise in 1996. Bait points denoted by 






Figure 2.2d Results of bait marking exercise in 1997. Bait points denoted by 
letters as referred to in text. Lines connect bait point with position 





other four remaining points (CF, WF, HHW & RH) all overlapped extensively Three 
separate locations shared scats from two of these four points. 
During 1997, marked scats from one bait point (SF) did not overlap with scats from any 
other point (Figure 2.2d). Scats from a second point (DDW) were contiguous with those 
from two other bait points (HHW & RH). Scats from three of the remaining four locations 
(HHW, RH & WF) all overlapped extensively and are assumed to reflect use by individuals 
from the same territory. The remaining point (FW) overlapped marginally with RH but may 
represent foxes from a different group. 
No scat contained more than one type of coloured pellet, and this may indicate consumption 
of specific bait points by an individual fox. Furthermore, given that the majority of scats 
containing pellets of a given colour were often in a relatively small area, this may represent 
consumption by specific juvenile foxes which have a restricted foraging range (e. g. 
Robertson, 1994). 
2.3.3 Spring group size and litter size 
During 1996 a total of eight adults and 14 cubs were observed on the study site. During 
1997 seven adults and fourteen cubs were observed. From observations at the six dens the 
mean (±SD) group size was 2.50+ 0.55 animals. Three subordinate animals were recorded. 
Mean (+SD) emergent litter size was 4.17±0.75 cubs (Table 2.2). Two adult females 
recovered dead had six and seven placental scars respectively. 
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Table 2.2. Spring group size and litter size based upon observations at breeding dens 
Social Year Minimum Minimum Number of 
group no. of adults number of observation 
observed cubs observed sessions 
A 1996 3 5 6 
B 1996 3 5 5 
C 1996 2 4 5 
D 1997 2 4 5 
E 1997 2 3 5 
F 1997 3 4 5 




Based upon the distribution of breeding dens and the distribution of bait-marks it «as 
estimated that each year the study site represented the shared area of three social groups. 
the territories of two of these groups being mainly situated within the study site boundaries. 
However, due to the somewhat elongated shape of the study site it would be unreasonable 
to assume that the foxes remained solely within the study site boundaries. From its most 
easterly point to its most westerly point the study site measured 2.7 km and the 
corresponding north-south distance was 3.4 km. These dimensions describe a rectangular 
area of 9.18 km2. This gives a mean (±SD) spring adult density of 0.82±0.31 km -2 
Assuming all emergent cubs survived, the mean (±SD) fox density just prior to dispersal of 
sub-adults in the autumn was 2.18±0.31 km2. Three social groups in this area gives a 
density of 0.3 groups km-2 
These figures are similar to densities reported by other authors, although it should be noted 
that, for the reasons mentioned in section 2.3, fox densities will vary in different habitats. 
For example, Insley (1977) in a study carried out in the New Forest, Hampshire estimated 
fox density to be 2.18±0.45 km 2 with 0.36 social groups km-2; litter size was 4.0±0.2. 
Lloyd (1980) reports fox densities between 1.2 - 3.7 km-2 in different locations in the U. K. 
Reynolds & Tapper (1995) report densities of 0.3 - 0.6 groups km-2 in a mixed agricultural 
area in lowland southern England. The similarity between the findings in this and other 
studies confirms that the data obtained from direct observations and bait marking are 
realistic. 
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The results of the bait marking exercise in Figures 2.2c & 2.2d show that there are apparent 
gaps in the distribution of territories. Furthermore there is variation between the two years 
in which bait points were taken and from which points marked scats were recovered. Three 
possible explanations for this can be postulated: 
i. no foxes were present in the areas where bait points were untouched or marked scats 
were not recovered. 
ii. territories of foxes on the study area extended into these areas but were not detected by 
bait marking. 
iii. fox territories from outside the main part of the study area extended into these areas. 
Foxes were definitely present in these areas because scats (unmarked) were found and 
occasional sightings noted. Examination of the distribution of breeding dens (Figures 2.2a 
& 2.2b) suggests that the gaps in the distribution of marked fox bait are an artifact of the 
study and that the more likely explanation is that the territories extended into these areas 
but were not detected by bait marking. Figure 2.2a shows that the south west corner of the 
study area contained a breeding den in 1996 although the bait point placed in that area 
(DDW) was untouched. The following year the breeding den was again used and this time 
the bait point was also taken, as was the nearby bait point at FW. Again in 1996 a breeding 
den was located between the DEV and MS bait points and both these bait points were 
taken. However, in the following year, despite the fact that the breeding den was again 
used as a secondary den after the cubs were moved from the original den site nearby (close 
to the SF bait point) DEV and MS bait points were untouched. The reason for this anomaly 
is unclear, however, foxes were present and the breeding den distribution suggests that 
these points were within the study site territories and territorial foxes from outside the study 
area were not involved. 
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2.5 Summary 
" The methods used to estimate the number of fox social groups, the mean group size, the 
territory configuration of each group and the mean litter size have been described. 
9 Mean group size (+SD) was 2.50±0.55 animals. 
" Mean emergent litter size (±SD) was 4.17±0.75. 
" Mean (±SD) spring adult density was 0.82±0.31 foxes km"2 
" Mean (±SD) fox density prior to dispersal of sub-adults in the autumn was 2.18±0.31 
km"2 
" Group density was 0.3 groups km-2 
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CHAPTER THREE 
THE ANNUAL FOOD REQUIREMENTS OF FOXES 
3.1 Introduction 
For a generalist predator such as the fox, the number and type of each prey species 
consumed will depend upon several factors including the abundance of a particular prey 
species in relation to alternative prey species, their catchability and their profitability in the 
context of central place foraging (e. g. during denning). All of these components are 
dynamic and will change throughout the year in relation to the reproductive cycles of the 
predator, the prey species concerned and other alternative prey species. In this chapter, the 
methods available for determining predator diet and total annual food requirement will be 
outlined along with a description of studies of fox diet both in this and other countries. The 
methods used to estimate the total prey requirement of the fox population on the study site 
will be described and data presented on the annual pattern of food consumption. These data 
will then be extrapolated to the number of different prey species taken. 
3.1.1 Methods of determining predator diet 
Predator diet may be determined either by the analysis of faecal samples or by the 
examination of stomach contents. Both techniques have their advantages and 
disadvantages. The examination of stomach contents is more suited to statistical analysis as 
each sample is independent of the others. Quantification of the number of each prey species 
consumed is also relatively straightforward using this method as the remains of each 
individual are often easily identified. However, to obtain a sufficient sample size it is 
necessary to cull animals (e. g. sense Winstanley et al., 1998) rather than to rely on animals 
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recovered dead (but see Harris, 198lb; Saunders et al., 1993). Furthermore, the act of 
culling may itself exhibit inherent biases, for example particular age and sex classes may be 
more or less susceptible to the method employed (e. g. Windberg & Knowlton, 1990; 
Trewhella et al.; 1991). Culling will also perturb the population in a way which may affect 
the pattern of predation. In many areas, however, predators are routinely culled for both 
management (e. g. Reynolds et al., 1988; Tapper, 1992; Harris & Saunders, 1993; Reynolds 
et al., 1993; Reynolds & Tapper, 1996; Banks et al., 1998) and exploitation (e. g. Tapper & 
Reynolds, 1996; Reading et al., 1998) and stomach analysis is routinely utilised to 
determine the diet of these "naturally" perturbed populations. 
The analysis of faecal samples has the advantage of keeping the study population intact 
whilst obtaining a continuous sample throughout the study period. However, it has several 
problems such as the assumption that each defaecation reflects one (and only one) meal and 
the statistical problem of non-independence of samples (Reynolds & Aebischer, 1991). 
Non-independence of samples is further confounded by expressing the results of the intake 
of each species as a proportion of the overall diet e. g. errors in one component will elevate 
or depress the importance of other components (Reynolds & Aebischer, 1991). 
Furthermore, converting data from the remains of prey in faecal samples to the original 
biomass of prey ingested, and hence to the number of prey individuals killed, relies upon the 
use of digestibility coefficients determined from captive feeding trials (e. g. Lockie, 1959; 
Stahl, 1990). Unfortunately, such conversion factors are often not available for all prey 
types and few data are available on how these digestibility coefficients vary either between 
individuals, within individuals, and/or when more than one prey type is eaten. In addition, 
these coefficients often do not account for the proportion of each prey individual killed that 
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is actually consumed, they simply relate the mass of prey ingested to the mass of prey 
excreted. Consequently, a further conversion factor is required to determine the proportion 
of each prey individual eaten (Stahl, 1990; Reynolds & Tapper, 1995a). Finally, it is 
possible that certain prey items may not turn up in faecal remains at all e. g. sheep 
afterbirths, some invertebrates. 
3.1.2 The annual prey requirements of the resident fox population 
The total annual prey requirement of an individual is dependent upon its pattern of energy 
expenditure and the efficiency with which it consumes (the proportion of each prey 
individual caught which is actually consumed) and digests (the proportion of ingested 
energy which is actually metabolised) different prey species. Energy expenditure is in turn 
dependent on many processes such as thermoregulation, growth, reproduction and level of 
activity. An individual's expenditure of energy can be measured directly using intrusive 
techniques such as doubly-labelled water or estimated indirectly using allometric 
relationships (e. g. Saunders et al., 1993; Reynolds & Tapper, 1995a). Although doubly- 
labelled water has been successfully applied to foxes in Australia (G. Saunders pers. 
comm. ), it was not possible to utilise this technique in this study because repeated capture 
of animals for the collection of samples was not feasible. Therefore an indirect approach 
based upon allometric relationships from a captive study of foxes in the United States 
(Sargeant, 1972) has been used. 
3.1.3 Studies of fox diet 
The red fox currently has one of the widest geographical distributions of any carnivore 
(Harris, 1986, Macdonald, 1987) and has been introduced into several islands. most notably 
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Australia, where it has had a significant effect on the natural fauna (e. g. Saunders et al., 
1995). In many areas the prey species consumed are of significant importance either as 
game (e. g. wildfowl, pheasants), as livestock or as pests (e. g. rabbits). For these reasons, 
the diet of foxes has been studied in many areas (Tables 3.1 and 3.2) and their impact upon 
particular prey species assessed (e. g. Johnson & Sargeant, 1977; Sargeant, 1978; Hornsby, 
1981; Kinnear et al., 1988; Lindström et al., 1994; Reynolds & Tapper, 1995b; Banks et 
al., 1998). 
The fox diet typically comprises many different species of animals. For example, Harris 
(1981) lists 14 mammalian categories and 13 avian categories in a study of urban foxes in 
London while Catling (1988) lists 14 mammalian and 20 avian categories in his study from 
New South Wales. 
Many of the studies listed in Tables 3.1 and 3.2 present their results as the proportion of 
each prey type found in stomachs and/or scats and do not attempt to convert the data to the 
mass of prey ingested. Studies also present their results in different ways, with or without 
including categories which are of little or no nutritional value to the predator (`non-food' 
items). By including non-food items, the true importance of each prey type is artificially 
depressed. If the results are expressed as frequency of occurrence in scats/stomachs then it 
is difficult to gauge the composition of the diet from such figures as the percentages will 
exceed 100% where any scat contains more than one prey item. In contrast, expressing the 
results as frequency of occurrence of each prey type as a fraction of all the occurrences of 
all prey types tends to reflect more accurately the pattern of overall prey consumption since 
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expression fail to account for the inherent differences in digestibility of each prey type as 
well as the different body masses of different prey animals. For example, the ingestion of a 
single rabbit and a single mouse are given equal nutritional importance although the former 
represents a substantially greater biomass. Consequently frequency data reflect only the 
broad pattern of composition of the scat sample and may only bear a slight resemblance to 
the foxes' true dietary intake. 
3.1.4 Aims 
In this chapter the seasonal prey requirements of the resident fox population are determined 
using allometric relationships to extrapolate from a captive study in which 
food 
consumption rates were measured. The seasonal diet of the fox population 
is also 




3.2.1 Outline of procedure for estimating numbers of prey taken 
Fox diet was estimated by faecal analysis. The procedure for estimating the number of each 
prey species killed and consumed is schematically represented in Figure 3 1. Conversion 
factor I in this figure represents the digestibility coefficient of each prey type. Conversion 
factor II represents the proportion of each prey item killed that is actually ingested. Details 
of the captive study are outlined in section 3.3.5 below. Data on group composition and 
litter size have been presented in chapter two. 
3.2.2 Collection and analysis of scats 
Scats were collected between January 1996 and December 1997 inclusive and seasonal 
dietary analysis was carried out. Scats of cubs collected at breeding dens ýkere analysed 
separately. Prior to examination scats were stored at -5°C. 
Scats were analysed according to the procedures outlined by Reynolds & Aebischer (1991) 
and Reynolds & Tapper (1995a). Scats were oven dried at 80°C to a constant mass and 
weighed. The volume of the dried scats was determined by immersion in distilled water. 
Scats were then left to soak for 24h before being broken down and strained through a 
0.5mm sieve. The strained liquid was then left to settle for a further 24h before decanting 
off most of the water and drying at 80°C. The remaining solid (the microfragment) was 
then weighed, re-suspended in distilled water, centrifuged and the volume of the sediment 
recorded. The sediment was then thoroughly re-mixed with an equal volume of 
distilled 
water and a one millilitre subsample examined in a petri 
dish for the presence of earthýti orm 
chaetae. 
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Mass of prey in faeces 
Figure 3.1 Schematic representation of 














Conversion factor I 
Mass of prey ingested 
% composition of diet 
with confidence limits 
Mass of prey consumed 
by cubs and adults 
Conversion factor II 
Biomass of prey killed 
per fox group 
Biomass of prey killed 
by all fox groups on 
study site 
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The macrofragment was separated into its basic components, each of which was dried and 
weighed. Eight macro-groupings were recognised: mammals, birds, birds' eggs, insects, 
soil and stones, vegetation, seeds / berries and non-food items. Fur types were identified to 
species using the keys of Day (1966) and Teerink (1991). Feather types were identified to 
families using the key of Day (1966). Insect components were identified to families. No 
attempt was made to distinguish between the fur of wood mice (Apodemus svli'aiicu. s) or 
yellow-necked mice (Apodemus flavicollis). It was assumed that the majority of 
occurrences of Apodemus fur related to the former species as the latter is far less common 
(see chapter 4) and less likely to be encountered by foxes. Similarly, no distinction was 
made between the fur of rabbits and hares. Although hares were present on the site they 
occurred in extremely low numbers (hares were observed less than five times on the study 
site in two years, and on the surrounding farms on less than ten occasions). It was assumed, 
therefore, that all lagomorph fur represented predation on rabbits. 
3.2.3 Presentation of diet results 
To maintain comparability with other studies, as well as converting data on the composition 
of the diet to represent ingested biomass, the data are presented as the frequency of 
occurrence of each prey type. Data on the frequency of occurrence of particular prey 
types/species are presented in two formats: firstly, as the percentage of all the occurrences 
of all prey items (hereafter termed FAO, the frequency of all occurrences) and secondly as 
the percentage of scats containing the relevant prey type 
(hereafter termed FOS, the 
frequency of occurrence in scats). For FAO, the sum of all 
frequencies will total 100%: for 
FOS the sum of all frequencies will typically exceed 
100% as some scats ýý-ill contain more 
than one item. In calculating FAO and FOS, all eight macro-components ýLere 
included. 
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For the calculation of diet based upon ingested mass, only items considered to be of 
nutritive value were included in the analysis. Those macro-groupings not considered to be 
of nutritive value were vegetation, soil/stones and non-food items. 
3.2.4 Calculation of ingested mass of macro-components 
The excreted mass of each food type present in each seasonal sample (Table 3.3) was 
converted to ingested mass using conversion factors derived from captive feeding studies 
(Scott, 1941; Lockie, 1959; Goszcynski, 1974; Frank, 1979; Artois et al., 1987; Reynolds 
& Aebischer, 1991; Stahl, 1990). These conversion factors are outlined in Table 3.4. 
The remains of birds (excluding eggs) in scats collected away from cubbing earths were first 
multiplied by a factor of 1.2, as only approximately 80% of ingested bird remains appear in 
the macro-fragment (Reynolds & Aebischer, 1991). To maintain comparability with the 
study of Reynolds & Tapper (1995a) the same conversion factors have been utilised and 
mammalian prey species were combined into two larger groups. These were: small 
mammals (Apodemus species, field vole (Microtus agrestis), bank vole (Clethrionomy. s 
glareolus), house mouse (Mus domesticus), brown rat (Rattus norvegicus) and unidentified 
small mammals) and large mammals (badger, fox, roe deer (Capreolu. s' ccipreolu. s) and 
sheep). The remains of medium sized mammals (squirrels (Scurius carolinensis) and 
rabbits) have been listed separately. In addition, three bird families were combined 
into a 
single grouping, "other birds": anseriforms, falconiforms and ralliforms. 
All insect remains 
were grouped together. Unidentified remains of mammals and 
birds were assumed to 
contain the remains of the other groupings (e. g. small mammals. squirrel, rabbit. 
large 
mammals and passerine, wild galliform, domestic galliform. columbiform, other 
birds 
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Table 3.3. Mass of individual prey items recorded in the macrofragment (g) 
Spring Summer Autumn Winter 




Total mammal remains 





































858.51 282.63 1234.71 550.48 781.51 3425.21 
102.88 17.06 112.85 81.58 89.34 386.65 
10.59 3.21 20.94 8.53 10.27 5u. 33 
2.62 1.31 22.73 23.66 5.40 54.41 
62.55 12.27 63.52 45.50 68.36 239.93 
12.39 0.10 0.00 1.80 0.00 14.19 
14.58 0.00 0.00 2.09 5.00 21.67 
0.15 0.17 5.66 0.00 0.3 1 6.12 
9.34 0.00 3.52 0.00 10.15 23.01 
665.88 200.34 1065.36 427.27 627.12 2785.6 1 
48.62 45.94 21.74 35.35 36.47 142.18 
0.00 43.46 11.05 18.57 24.48 54.10 
0.00 2.48 0.07 0.00 0.75 0.82 
39.38 0.00 10.62 16.78 11.24 78.02 
9.24 0.00 0.00 0.00 0.00 9.24 
31.79 19.29 31.24 6.28 18.43 87.74 
140.89 78.56 180.97 56.73 139.19 517.78 
13.42 0.08 9.84 3.48 3.34 30.08 
52.22 41.61 80.18 23.63 58.20 214.23 
11.98 2.21 16.50 4.73 19.79 53.00 
58.20 33.00 32.04 8.66 41.85 140.75 
0.44 1.31 29.67 15.20 3.78 49.09 
0.23 1.31 22.27 15.20 3.11 40.81 
0.00 0.00 0.00 0.00 0.67 0.67 
0.21 0.00 7.40 0.00 0.00 7.61 
4.63 0.35 12.74 1.03 12.23 30.63 
0.61 0.50 4.14 0.13 0.00 4.88 
0.79 2.73 49.88 32.60 0.11 83.38 
0.79 2.73 44.98 32.24 0.11 78.12 
0.00 0.00 4.83 0.00 0.00 4.83 
0.00 0.00 0.07 0.36 0.00 0.43 
0.00 0.00 0.00 0.00 0.00 0.00 
0.00 0.00 0.00 0.00 0.00 0.00 
2.80 0.00 37.33 36.21 21.61 97.95 
37.29 12.52 197.81 116.78 48.82 400.70 
0.00 0.06 0.80 6.60 0.03 7.43 
5.98 2.29 38.06 26.86 14.59 85 49 
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respectively) in direct proportion to the distribution of identified remains and were 
reallocated accordingly before the calculation of ingested mass. 
Table 3.4. Conversion factors utilised to calculate mass of ingested prey. Based upon 
Reynolds & Tapper (1995a) 
Proportion of 
undigested Ratio of fresh 
Proportion material in weight intake Net 
of prey item macroscopic to dry weight conversion 
Component ingested (A) remains (B) of remains (C) factor' 
A. Scats away from breeding dens 
Mammal Small mammals 1.000 1.000 23.1 23.1 
Squirrel 1.000 1.000 23.1 2 3.1 
Lagomorphs 1.000 1.000 38.9 
-118.9 Large mammals 1.000 1.000 50.0 50.0 
Birds Wild Galliformes 0.917 0.833 28.3 37.0 
Domestic Galliformes 0.917 0.833 28.3 37.0 
Columbiformes 0.917 0.833 28.3 37.0 
Passerines 0.917 0.833 28.3 37.0 
Other birds 0.917 0.833 28.3 37.0 
Bird eggs 1.000 1.000 9.1 9.1 
1 nsects 1.000 1.000 12.4 12.4 
Fruit & Seeds 1.000 1.000 15.0 15.0 
B. Seats at breeding dens 
Mammal Small mammals 1.00 1.00 23.1 23.1 
Squirrel 1.00 1.00 23.1 23.1 
Lagomorphs 0.54 1.00 69.1 128.0 
Large mammals 0.54 1.00 50.0 92.6 
Birds Wild Galliformes 0.67 1.00 106.5 159.0 
Domestic Galliformes 0.67 1.00 106.5 159.0 
Columbiformes 0.92 1.00 17.9 19.5 
Passerines 0.67 1.00 106.5 159.0 
Other birds 0.67 1.00 106.5 159.0 
Bird eggs 1.00 1.00 9.1 9.1 
Insects 1.00 1.00 12.4 12.4 
'' Calculated as C/ (A*B) 
3.2.5 Calculation of ingested mass of earthworms 
The ingested mass of earthworms was calculated as follows. Based upon a sample of 45 
Lumbricus terrestris, the mean ash-free dry weight was 364 mg with 135±17 segments 
(Wroot, 1985). Assuming 82% of the worm is water (Lawrence & Millar, 1945), this 
suggests an average weight of 2. Og per worm. Assuming eight chaetae per segment 
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(Edwards & Bohlen, 1996), the ingested mass of worms (g) based upon a chaetae count of 
C is given by: [C/ (135 * 8) ]*2.0, where C represents the total number of chaetae in the 
scat calculated from the number of chaetae counted in the one millilitre subsample (see 
section 3.2.2). 
3.2.6 Sampling error 
It is obviously impossible to collect every scat produced by every fox in each season on the 
study area. It is therefore possible that the scats which were collected and analysed may 
represent a somewhat biased sample. Limits for the contribution of each prey type to the 
overall diet were estimated by the bootstrapping procedure outlined by Reynolds & 
Aebischer (1991). A new sample of scats was selected, with replacement, from the data for 
the analysed scats for each season separately. A particular scat could therefore be selected 
to appear more than once in the new sample for a particular season. Each new sample for a 
season contained as many scats as the original data set contained for that season This new 
sample was then subjected to the same analysis and transformations as before to produce a 
percentage composition for the diet based on ingested mass. The whole process was then 
repeated 1000 times. From the results of these repetitions 95% confidence limits for the 
percentage of a particular prey item in the diet were calculated. 
3.2.7 Niche breadth and seasonal dietary overlap 
Niche breadth and standardised niche breadth were calculated using the Levins' index and 
standardised Levins' index as outlined in Krebs (1989, pp. 372). Levins' index (B) 
is 
calculated as-- 
t3= 1 /: P, ' 
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where Pi is the proportion of items in the diet that are of type J. B is minimal (value of 1) 
when there is only a single dietary item (i. e. minimum niche breadth indicating maximum 
specialization). The maximum value of B is J, the number of prey classes. This is. 
therefore, not a standard measure for comparing between studies as it does not account for 
the number of prey categories. For comparisons between studies it is necessary to 
standardize for J. 
The standardised measure (BA) is derived as follows. - 
BA=(B-1)! (J-1) 
where J is the number of possible resource states (i. e. the number of prey categories 
utilised). The standardised niche breadth is on a scale of 0 to 1. BA is maximal when there 
is only a single dietary item (i. e. minimum niche breadth indicating maximum specialization). 
The similarity of the fox's diet between seasons was calculated using Schoener's (1970) 
index (Krebs, 1989). This expresses the similarity of diet as a percentage: the higher the 
percentage, the more similar the diet for each season. The index is calculated as: - 
Z 
PMN= [E (min. PJM, PJN) ]* 100 
J=1 
where PMr, is the percentage overlap between season M and N, P,, r, 1 & PJN are the 
proportions of the total resources used, represented by prey class J, for seasons M and N 
respectively and z is the total number of prey categories. 
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3.3 Results 
3.3.1 Number of scats collected and analysed 
A total of 1238 scats were collected away from breeding dens (Figure 3.2): spring, N=278, 
summer, N=478; autumn, N=212; winter, N=270. Of these, 885 (72%) were analysed 













Figure 3.2 The number of scats collected and analysed 
These represent approximately 70% (range 69-73%) of faeces collected in each season. 
One hundred and seventeen scats were collected from cubbing earths, of these, 100 (85%) 
were analysed. The scats were selected at random for analysis. It was not possible to 
analyse all the scats collected (1355) due to time constraints. The 885 adult scats which 
were analysed give a much larger sample size than previous studies of this kind (see Tables 
3.1 and 3.2). 
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Adults Cubs Adults Adults Adults 
spring spring summer autumn winter 
3.3.2 Frequency of occurrence 
Across all seasons, 11 mammal species, seven bird families and four insect families were 
identified. Mammals were the most frequent item, followed by vegetation, insects, 
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Figure 3.3 The frequency of occurrence (frequency of all occurrences) of the nine major 
categories 
The majority of scats contained only a single prey type of each of the eight major macro- 
components, although approximately 10% of scats contained more than one prey type of a 
given category. The FAO and FOS of each prey group are illustrated in Figure 3.4 and 
Figure 3.5. 
The 11 mammal species identified were: Apodemus spp., bank vole, field vole, house 
mouse, brown rat, grey squirrel, rabbit, badger, fox, roe deer and sheep. Collectively, 
mammal remains occurred in 86% of scats and accounted for 38% of all occurrences. A 
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maximum of three mammal species was found in a single scat. The most frequently 
occurring species was rabbit (FAO 27%, FOS 69%) followed by field vole (3% and 8% 
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Figure 3.5 Frequency of occurrence (frequency of occurrences in scats) of digestible components 
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Adults Cubs Adults Adults Adults 
spring spring summer autumn winter 
mammals were found in 15% of scats (FOS) and accounted for 6% of all occurrences 
(FAO): corresponding figures for large mammals were 4% and 1% respectively. 
The occurrence of large mammal species other than foxes almost certainly reflects 
scavenging of carcasses: during the study three roe deer (including one juvenile) and seven 
badger carcasses (two adult road casualties, one adult at a sett, two cubs at a sett and t« o 
juveniles away from a sett) were discovered. The presence of fox fur probably reflects 
incidental fur from grooming as it occurred in very small amounts and was not found 
attached to portions of skin. Although muntjac (Muntiacus reevesi) were present, no 
remains of this species were found. 
The seven bird families identified were: wild galliformes (pheasant), domestic galliformes 
(chicken), columbiforms (feral pigeon and woodpigeon) and passerines (principally rooks 
but also smaller perching birds), wild and domestic anseriformes (ducks), falconiforms 
(probably sparrowhawk) and ralliforms (coot and moorhen). Bird remains occurred in 24% 
of scats. On only two occasions was more than one bird species found in the same scat. 
The most frequently occurring groups were passerines (3% of all occurrences, 8% of scats) 
and wild galliformes (2% and 6% respectively). Individually, all other bird groups were 
found in <_2.0% of scats and accounted for less than 1% of all occurrences. 
Bird eggs occurred in only 4% of scats and accounted for 1% of occurrences. In all but 
two cases the colouration of the remains suggested them to be pheasant eggs. Both of the 
non-pheasant egg types were found in the summer season. No scat contained more than 
one egg type. 
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Insect remains occurred in 33% of scats. Beetles (Coleoptera) were the most frequent item 
accounting for 14% of all occurrences. Other groups identified were: grasshopppers 
(Orthoptera), flies (Diptera) and butterflies (Lepidoptera). All of these other insect families 
were found in less than I% of scats and accounted for less than 0.5% of all occurrences. 
Seven scats contained more than one insect group. 
Earthworms occurred in 31% of scats and accounted for 13% of all occurrences. Seeds 
were found in 8% of scats and accounted for 3% of all occurrences. No scat contained 
more than one seed type. Vegetation occurred in 46% of scats and accounted for 18% of 
all occurrences. Soil and stones were recorded in 7% of scats and accounted for 3% of all 
occurrences. Non-food items were found in 1% of scats and accounted for 0.5% of all 
occurrences. 
3.3.3 Composition of the diet based upon mass of ingested prey 
The raw data on the excreted mass of each macro-component are given in Table 3.3. Items 
considered to be of nutritive value were mammal remains, bird remains, bird eggs, insects 
and seeds and excluded vegetation, soil and non-food items. Earthworm chaetae were 
considered to be of negligible weight. The composition of the diet based on ingested mass 
is given in Table 3.5 and illustrated in Figure 3.6 (method of calculating ingested mass 









































N N C IT N O O ýO - 
+-' MO 'f - 
O O N O O O O O 
NN 00 " ýt M N ýO ItT O O O - 
ýO O v7 C O N C O O --- O 
O 00 00 N M ýo O N O 
OON O O M O - N O O CN - 
O" 6 O O O O O O O O 
00 OO v1 v1 N M M O N M N 
C) O O - N O -- N O N 
W) VI) . m N - N N N -- N 00 "-" 
NO 00 1 Oý N cM cr'i O -- - O 
NON Cl N M O 1-O O N 7r O 
NOM O O N O - O O O O O 
Cd ONO - N ýn - N O -- N O 
ý1 O C\ N O ' - N N O -- ^- O N 
OO O 00 O-, "O O N O O 
MO tý M N 
O O r., ý N 
ct 
^ ý 
O O O O 
ýÖ 
oo O' 
Öý ÖN O Ö Ö 
Ö Ö 
OO ON O r, ý O O O O O 
ÜI 
v) OO v) OO O1\ O O O 
'--O lý Olý Or OM O O O O O 
00 tr) O Oý cý N O - O - cn O 
Oý N N 00 N G O O O O O 
C: ý OON N al O O O O O O O 
O O N O O O O O 
Cld 
No 00 00 M O - L O O O -- O 







































































































CD to t M0 
000 
; aip io a6e; ua3aad 
3.3.4 Niche breadth and dietary overlap 
The Levins' index and standardised Levins' index for these data are given in Table 3.6. The 
dietary overlap between seasons for this study is summarised in Table 3.7. 
Table 3.6. Seasonal niche breadth and standardised niche breadth based upon the frequency 
of occurrence (% of all occurrences of digestible compo nents) and mass of each prey type 
ingested. Considers only those scats collected away from cubbing earths. Niche breadth is 
calculated using Levin's index. 
No. of prey Standardised 
Methodology Season Niche breadth types used niche breadth 
Frequency of Spring 4.310 13 0.276 
occurrence (FAO) Summer 4.635 13 0.3 03 
Autumn 4.458 13 0.288 
Winter 4.573 13 0-298 
Ingested mass Spring 1.835 13 0.070 
Summer 1.584 13 0.049 
Autumn 1.884 13 0.074 
Winter 1.840 13 0.070 
Table 3.7. Inter- season comparison of diet composition based upon Schoener's (1970) 
overlap index. 
Spring Summer Autumn 
Frequency of Summer 76.0 
occurrence (FAO) Autumn 71.6 91.7 
Winter 90.8 79.1 77.4 
Mass of prey Summer 89.2 
ingested Autumn 91.4 89.2 
Winter 96.3 90.8 90.8 
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3.3.5 Conversion of percentage composition of the diet to numbers of prey killed. I. 
Adult requirements 
Having calculated the seasonal percentage composition of the fox diet, these data must then 
be used to calculate the mass of prey which they represent each season and, ultimately, the 
numbers of prey animals consumed by a standardised fox group (breeding male and female, 
0.5 non-breeding females and 4.17 cubs). In order to do this it is first necessary to know 
the total prey requirements of the fox group. The best available data on prey requirements 
of foxes come from a study in the US (Sargeant, 1978). Data from this study have been 
used as a basis for the estimation of the prey requirements for UK foxes. 
Sargeant (1978) measured that, outside reproduction, the prey consumption rate for an 
adult fox was 0.48 kg prey/kg body mass/week, although there was considerable variation 
in the prey requirements during these feeding trials. In extrapolating from this, typical 
weights for a male and female American fox of 4.75 and 4.68 kg respectively (Sargeant, 
1978, pp. 523) have been assumed. Corresponding figures for British foxes are 6.50 and 
5.50 kg respectively (Reynolds & Tapper, 1995a). The conversion of these figures to the 
nutritional requirements for British foxes are summarised in Table 3.8. 
During lactation, the weekly prey requirements of the U. S. breeding 
female increased by 
0.57 kg per cub (0.12 kg prey/kg adult/week) (Sargeant, 1978). 
The corresponding figure 
for a U. K. female is 0.63 kg prey/cub/week (0.115 kg prey/kg adult/week). 
The total prey 
requirement of the U. K. female supporting a litter of 4.17 cubs 
is 5.17 kg prey/week (Table 
3.8). 
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Table 3.8. Prey consumption rates for adult UK foxes outside reproduction and for females 
during lactation. Consumption rate per unit mass for UK foxes calculated from US data, 
using allometric formula. Figures are based on rates measured by Sargeant (1978). 
Period Consumption rate Consumption rate 
per unit mass per individual 
Body mass (kg) (kg prey/kg/week) (kg prey/adult/weck 
Sex U. S. U. K U. S. U. K. U. S. U. K. 
Non-breeding M 4.75 6.50 0.48 0.443a 2.28 2.88 
F 4.68 5.50 0.48 0.462a 2.25 2.54 
Lactation" F 4.68 5.50 0.12 0.115a 0.57 0.63 
Lactation` F 4.68 5.50 0.99 0.94 4.63 5.17 
a) Calculated as (US consumption rate) * (US body mass/UK body- mass) * (UK body mass/US body' 
mass)075 (after Professor J. M. V. Rayner) 
b) Increased prey requirement of female per cub 
c) Total prey requirement of female to support herself and 4.17 cubs 
3.3.6 Conversion of percentage composition of the diet to numbers of prey killed. 11. 
Cub growth requirements 
Sargeant (1978) recorded the pattern of growth for 20 weaned wild caught fox cubs on 
semi-natural diets. In his Figure 1, Sargeant (1978) illustrates data for an unimpeded 
growth curve up to 26 weeks of age. This growth curve has been extrapolated to 52 weeks 
of age assuming an asymptotic adult weight of 4.71 kg (Sargeant, 1978, pp. 524). An 
identical pattern of growth has been assumed in converting these data to a U. K. cub growth 
curve i. e. at any given age a cub has attained the identical percentage of its final mass. As 
Sargeant (1978) provides no data on sex differences in growth, an asymptotic adult weight 
of 6.00 kg for the U. K. foxes has been assumed, this being the average of the adult male and 
female weights. The pattern of growth and prey consumption are illustrated 
in Figure 3.7. 
A more detailed breakdown of the pattern of cub growth and prey requirements 
is given in 
Table 3.9. 
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Table 3.9. Pattern of cub erowth and associated nrev reaiiirpmp, tc arg 41 ----- ------ r--J ---Z ý. ý......... a. v . "A%& b, vut,, FIvY 
requirements throughout the year (group = 2.5 adults and 4.17 cubs). Cubs born on April 
and disperse on October 1 (represented by figures in parentheses). Figures based on Sargeant (1978). 
Age Body % of Body Cub prey requirements Prey requirements of social group (kg prey/') (weeks) mass final mass (kgprey/cub/week) Dominant Dominant Subordinate Litter Total 
(kg) body (kg) U. S. U. K. male female female 
U. S. mass U. K. 
0 0.15 3.18 0.19 
1 0.20 4.25 0.26 0.00 0.00 2.88 5.17 1.27 0.00 9.32 
2 0.28 5.84 0.35 0.00 0.00 2.88 5.17 1.27 0.00 9.32 
3 0.43 9.02 0.54 0.00 0.00 2.88 5.17 1.27 0.00 9.32 
4 0.60 12.74 0.76 0.00 0.00 2.88 5.17 1.27 0.00 9.32 
5 0.85 18.05 1.08 1.00 1.20 2.88 2.54 1.27 5.00 11.69 
6 1.08 22.82 1.37 1.30 1.56 2.88 2.54 1.27 6.51 13.20 
7 1.33 28.13 1.69 1.50 1.80 2.88 2.54 1.27 7.51 14.20 
8 1.60 33.97 2.04 1.65 1.98 2.88 2.54 1.27 8.26 14.95 
9 1.88 39.81 2.39 1.75 2.10 2.88 2.54 1.27 8.76 15.45 
10 2.13 45.12 2.71 1.85 2.22 2.88 2.54 1.27 9.26 15.95 
11 2.38 50.42 3.03 1.95 2.34 2.88 2.54 1.27 9.76 16.45 
12 2.60 55.20 3.31 2.05 2.46 2.88 2.54 1.27 10.26 16.95 
13 2.80 59.45 3.57 2.15 2.58 2.88 2.54 1.27 10.76 17.45 
14 3.00 63.69 3.82 2.25 2.70 2.88 2.54 1.27 11.26 17.95 
15 3.18 67.41 4.04 2.33 2.79 2.88 2.54 1.27 11.63 18.32 
16 3.33 70.59 4.24 2.40 2.88 2.88 2.54 1.27 12.01 18.70 
17 3.45 73.25 4.40 2.48 2.97 2.88 2.54 1.27 12.38 19.07 
18 3.58 75.90 4.55 2.55 3.06 2.88 2.54 1.27 12.76 19.45 
19 3.70 78.56 4.71 2.63 3.15 2.88 2.54 1.27 13.14 19.83 
20 3.83 81.21 4.87 2.68 3.21 2.88 2.54 1.27 13.39 20.08 
21 3.92 83.23 4.99 2.73 3.27 2.88 2.54 1.27 13.64 20.33 
22 3.98 84.39 5.06 2.78 3.33 2.88 2.54 1.27 13.89 20.58 
23 4.05 85.99 5.16 2.83 3.39 2.88 2.54 1.27 14.14 20.83 
24 4.13 87.69 5.26 2.85 3.42 2.88 2.54 1.27 14.26 20.95 
25 4.18 88.64 5.32 2.90 3.48 2.88 2.54 1.27 14.51 21.20 
26 4.25 90.23 5.41 2.93 3.51 2.88 2.54 1.27 (14.64) 6.69 
27 4.30 91.30 5.48 2.94 3.52 2.88 2.54 1.27 (14.68) 6.69 
28 4.35 92.36 5.54 2.95 3.54 2.88 2.54 1.27 (14.76) 6.69 
29 4.38 92.89 5.57 2.94 3.52 2.88 2.54 1.27 (14.68) 6.69 
30 4.40 93.42 5.61 2.93 3.51 2.88 2.54 1.27 (14.64) 6.69 
31 4.45 94.48 5.67 2.91 3.49 2.88 2.54 1.27 (14.55) 6.69 
32 4.48 95.01 5.70 2.90 3.48 2.88 2.54 1.27 (14.51) 6.69 
33 4.50 95.54 5.73 2.88 3.45 2.88 2.54 1.27 (14.39) 6.69 
34 4.53 96.07 5.76 2.86 3.43 2.88 2.54 1.27 (14.30) 6.69 
35 4.55 96.60 5.80 2.85 3.42 2.88 2.54 1.27 (14.26) 6.69 
36 4.58 97.13 5.83 2.83 3.39 2.88 2.54 1.27 (14.14) 6.69 
37 4.59 97.40 5.84 2.80 3.36 2.88 2.54 1.27 (14.01) 6.69 
38 4.60 97.66 5.86 2.78 3.33 2.88 2.54 1.27 (13.89) 6.69 
39 4.60 97.69 5.86 2.74 3.27 2.88 2.54 1.27 (13.64) 6.69 
40 4.63 98.20 5.89 2.70 3.24 2.88 2.54 1.27 (13.51) 6.69 
41 4.64 98.46 5.91 2.65 3.18 2.88 2.54 1.27 (13.26) 6.69 
42 4.65 98.73 5.92 2.63 3.15 2.88 2.54 1.27 (13.14) 6.69 
43 4.66 98.99 5.94 2.60 3.12 2.88 2.54 1.27 (13.01) 6.69 
44 4.68 99.26 5.96 2.58 3.09 2.88 2.54 1.27 (12.89) 6.69 
45 4.68 99.35 5.96 2.53 3.03 2.88 2.54 1.27 (12.64) 6.69 
46 4.68 99.44 5.97 2.50 3.00 2.88 2.54 1.27 (12.51) 6.69 
47 4.69 99.54 5.97 2.45 2.94 2.88 2.54 1.27 (12.26) 6.69 
48 4.69 99.63 5.98 2.40 2.88 2.88 2.54 1.27 (12.01) 6.69 
49 4.70 99.72 5.98 2.38 2.85 2.88 2.54 1.27 (11.88) 6.69 
50 4.70 99.81 5.99 2.33 2.79 2.88 2.54 1.27 (11.63) 6.69 
51 4.71 99.91 5.99 2.28 2.73 2.88 2.54 1.27 (11.38) 6.69 
52 4.72 100.00 6.00 2.27 2.72 2.88 2.54 1.27 (11.34) 6.69 
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In the extrapolation of Sargeant's (1978) data on prey consumption to U. K. foxes, two 
further points should be noted. At 52 weeks of age the cub consumption rate falls to that 
for adults (U. S. rate 2.27 kg prey/adult/week); at 28 weeks of age consumption is maximal, 
at 1.3 times the adult requirement (U. S. rate 2.95 kg prey/cub/week) (Reynolds & Tapper, 
1995b; pp. 158). However, it must be noted that the unimpeded growth curve presented by 
Sargeant (1978) is actually derived from a pattern of impeded growth and the cubs' prey 
requirements associated with this pattern of impeded growth because the cubs were 
confined in captivity during the period of measurement. Comparison of the impeded 
-a US cub growth 






















Figure 3.7 Pattern of cub growth and prey requirements for US and UK foxes (based on 
data from Sargeant, 1978) 
and unimpeded curves illustrates that the cubs' growth was impeded 
by as much as 0.2 
kg/week. Consequently, the data for the measured prey consumption rate, which correlates 
with the pattern of impeded growth rather than unimpeded growth, will tend 
to under- 
estimate true prey requirements. The figures given here are therefore minimum estimates. 
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3.3.7 Annual food requirements of fox group 
The seasonal pattern of prey requirements for a standardised group (i. e. breeding male and 
female, 0.5 non-breeding females and 4.17 cubs) is illustrated in Figure 3.8. For these 
calculations it has been assumed that all cubs survive to October Ist at which time they 
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Figure 3.8 Annual prey requirement of the standardised fox group 
  Dominant female 
  Dominant male 
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Table 3.10. Translation of weekly prey requirements (Table 3.9) to prey requirements per calendar 
month (kg). Cubs born April Ist and disperse October 1st 
Dominant Dominant Subordinate 
Month male female female Per cub Litter Total 
Apr 12.34 22.16 5.44 0.34 1.42 40.61 
May 12.75 11.25 5.62 7.70 32.11 61.73 
Jun 12.34 10.89 5.44 10.20 42.53 71.20 
Jul 12.75 11.25 5.62 12.65 52.75 82.3 7 
Aug 12.75 11.25 5.62 14.23 59.34 88.96 
Sep 12.34 10.89 5.44 14.78 61.63 90.30 
Oct 12.75 11.25 5.62 15.58 0.00 29.62 
Nov 12.34 10.89 5.44 14.79 0.00 28.67 
Dec 12.75 11.25 5.62 14.77 0.00 29.62 
Jan 12.75 11.25 5.62 13.53 0.00 29.62 
Feb 11.52 10.16 5.08 11.94 0.00 26.76 
Mar 12.75 11.25 5.62 12.32 0.00 29.62 
Table 3.11 Mass of prey ingested each season (kg) by standardised fox group. 
Mass of prey ingested (kg) Spring Summer Autumn Winter Total 
Small mammal 7.10 12.13 12.04 5.33 36.59 
Squirrel 0.59 0.49 0.00 0.60 1.68 
Rabbit 107.02 191.60 106.69 62.61 467.91 
Large mammal 12.59 5.09 11.29 4.73 33.70 
Passerine 12.63 5.80 2.10 4.30 24.83 
Wild galliform 13.85 14.50 5.65 5.89 39.89 
Domestic galliform 1.63 2.90 1.13 2.06 7.71 
Columbiform 1.39 1.85 0.81 0.37 4.42 
Other bird 0.25 5.27 3.71 0.37 9.61 
Bird eggs 0.01 0.24 0.00 0.00 0.25 
Insect 0.04 2.91 2.53 0.00 5.48 
Seeds 0.10 2.43 3.42 0.86 6.80 
Earthworms 0.00 0.24 0.30 0.09 0.63 
3.3.8 Calculation of number of prey killed seasonally 
Using the data obtained for the seasonal percentage composition of the 
diet based upon 
ingested mass (Table 3.5) and the seasonal prey requirements of a standardized 
fox group 
83 
(Table 3.10), the mass of prey ingested each season by a standardised fox group was 
calculated (Table 3.11). 
These figures were then converted to mass of prey killed each season using the appropriate 
conversion factor (Conversion factor II in Figure 5.1, column Ain Table 3.4). Table'. 1 
lists the typical weight of individual prey species in each of the prey groupings. These data 
have been used to convert the mass of prey killed to the number of individual prey species 
killed based upon the total prey requirement of the group. These data are presented in 
Table 3.13 and illustrated in Figure 3.9 (bars represent 95% confidence limits). 
Table 3.12. Standardised prey weights (kg). 
Small mammals Apodemus sylvaticus 0.02 
Microtus agrestis 0.03 
Clethrionomys glareolus 0.02 
Mus musculus 0.02 
Rattus norvegicus 0.50 
Standardised small mammal 0.02 
Medium mammals Oryctolagus cuniculus 1.40 
Sciurus carolinensis 0.55 
Large mammals Meles meles 12.00 
Capreolus capreolus 23.00 
Standardised large mammal 15.00 
Passerines Parus major 0.02 
Corvus corone 0.55 
Columbiformes Columba palumbus 0.50 
Wild galliformes Phasianus colchicus 1.25 
Domestic galliformes 1.25 
Other birds Gallinula chloropus 0.30 
Accipiter nisus 0.20 
Arias platyrhynchos 1.00 
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Table 3.13 Number of prey individuals killed each season by standardised fox group 
Number of prey killed Spring Summer Autumn Winter Total 
Small mammal 354.87 606.33 601.79 266.60 1829.58 
Squirrel 1.07 0.88 0.00 1.09 3.05 
Rabbit 76.44 136.86 76.21 44.72 334.22 
Large mammal 0.84 0.34 0.75 0.32 2.2 5 
Passerine 42.11 19.33 7.00 14.33 82.78 
Wild galliform 11.08 11.60 4.52 4.71 31.91 
Domestic galliform 1.30 2.32 0.90 1.65 6.17 
Columbiform 2.78 3.69 1.62 0.75 8.84 












































3.4.1 Presentation of results 
The results have been presented as frequency of occurrence (both frequency in scats and 
frequency of all occurrences), as well as percentage composition, mainly in order to allow 
comparison of these data with data from other studies which present their results in a similar 
manner. Percentage composition of the diet is a much more informative method of data 
presentation. It gives a more representative picture of the contribution of a particular prey 
type to the overall predator diet and also allows the estimation of confidence limits for that 
contribution. For example, the contribution of rabbit to the adult fox diet in spring using 
the frequency of occurrence method was 41.8% (frequency of all occurrences, FOA) and 
74.2% (frequency of occurrence in scats, FOS), whereas the percentage of the diet 
represented by rabbit was 72.8% (95% confidence limits: 65.2-79.3%). Paradoxically, the 
result obtained using the FOS method, the less informative of the two frequency of 
occurrence methods, appears to give a result which is closest to that obtained by calculating 
the percentage composition. This is due to the compensatory effect of two errors. Firstly, 
the fact that the ingestion of a large prey item such as a rabbit or a small prey item such as a 
mouse is assigned equal significance by the two frequency of occurrence methods 
underestimates the contribution of rabbit to the diet. Secondly, because the sum of all FOS 
percentages is more than 100% due to the occurrence of more than one prey item in some 
scats, an FOS of 74.2% actually represents less than 74.2% of the diet. This therefore 
overestimates the contribution of rabbit to the diet. 
Furthermore, if one of the aims of diet investigation is also to assess the biomass of prey 
taken by the predator, as in this study, then the only method which allows the calculation of 
87 
mass of prey ingested is the percentage composition method. The main weakness of this 
method is the heavy reliance on conversion factors. The values for these are based on 
limited feeding trial studies and more exhaustive studies of this kind would improve the 
accuracy with which dietary analysis could be performed. 
3.4.2 Comments on Sargeant's (1978) data 
The data presented by Sargeant (1978) consider prey consumption in terms of mass of prey 
consumed. This measurement ignores the fact that prey items may vary considerably in 
their nutritional benefit to foxes. However, Saunders et al. (1993) consider the nutritive 
value of items consumed by urban foxes: for the majority of prey items consumed, 
particularly birds and mammals, the nutritional benefit is fairly consistent at approximately 
5 50-600 kJ/ 1 OOg wet mass. 
The estimates derived from a captive study in which the animals are penned are bound to be 
minima since they do not consider energy expenditure associated with movement. 
Although, intuitively, it is expected that locomotion should significantly increase the energy 
requirements of a fox, this increase may in fact be relatively small. Saunders el al. (1993) 
modeled the total daily energy expenditure of urban foxes. Sensitivity analysis of the model 
showed that the basal and/or resting metabolic rate was far more important in determining 
energy expenditure than were the costs of locomotion. Increased activity or movement had 
only a relatively small impact on the total daily energy expenditure. This is thought to 
be 
due to the relatively slow mean travel speeds of active foxes; the energetic costs of 
locomotion are therefore composed mainly of the increased energy costs associated with 
maintaining posture as opposed to resting. Increases in activity or 
distance travelled 
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produced only relatively small increases in total daily energy expenditure. In addition. 
Sargeant's (1978) data do not fully consider the increased food requirements associated 
with gestation or lactation, although gestation requirements are assumed to be minimal 
compared to the requirements of lactation. The increased demands of lactation are assumed 
to last for only four weeks. Whilst this is the time span during which the cubs are totally 
dependent on a milk diet, the female continues to suckle her cubs, although less frequently. 
for another three to four weeks whilst the cubs become accustomed to an increasingly solid 
diet. Therefore, the energetic costs of lactation and the corresponding increase in prey 
requirements are probably underestimated. 
Furthermore, the data do not consider sexual dimorphism in cubs and litters with differing 
sex ratios (litters are often male biased which would increase cub requirements). If not all 
cubs disperse, the prey requirements after week 26 will increase. 
3.4.3 Seasonal niche breadth 
The calculation of standardised niche breadth and seasonal dietary overlap (Schoener's 
index) gives slightly different results depending on whether frequency of occurrence data or 
proportion of total mass ingested data are used (Table 3.6). Again, this is because of the 
different representation of dietary components in the two methods as discussed above. In 
both cases, but more so with the more representative percentage composition method, 
calculation of the standardised niche breadth gives a small value, indicating a relatively wide 
niche breadth and minimal specialisation. 
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Schoener's index shows a high degree of similarity between the diet in different seasons 
(Table 3.7). This is undoubtedly due to the consistently high levels of rabbit present in the 
diet across all seasons. Any fine differences in diet such as the presence of fruits and seeds 
in the autumn for example are masked by this consistency. 
3.4.4 Diet composition 
In common with previous studies, the fox diet was found to be wide-ranging with many 
different classes of prey consumed. The principal result of the dietary analysis was the 
predominance of rabbit in the fox diet, comprising 71.8-79% of the adult diet (mass 
ingested). This represents the consumption of approximately 1000 rabbits annually on the 
study site; a level of predation which is unlikely to have a significant impact on the rabbit 
population as a whole (see section 6.3.1 for estimate of rabbit population size). The fox is 
an opportunistic, generalist predator able to exploit alternative prey types according to their 
availability (e. g. Richards, 1977). The predominance of rabbit in the fox diet may be due to 
several factors. It may simply be a reflection of the relative abundance of rabbit prey 
compared to other prey types, or it may also reflect differences in profitability of the 
different prey types. The profitability of a prey item depends on several factors; the ease 
with which a prey item can be located (search time), the length of time taken to catch and 
process the prey item (handling time) and the energy gain for the predator from the prey 
item. For example, it is reasonable to assume that more effort is required (increased search 
time) on the part of a predator such as the fox to locate a small mammal than to locate a 
rabbit. Small mammals are well-camouflaged, secretive animals which move quickly 
through the undergrowth and are not easily seen. Rabbits, in contrast, are relatively larger 
animals which often congregate in groups and forage in the open. Having located the prey 
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animal, the costs involved in then catching it also vary. The capture of a small mammal is 
often accomplished by one or several `pounces' involving short bursts of energy. Catching 
a rabbit, however, may involve running at speed from cover to surprise the animal followed 
by a short chase. In this case relatively more energy is expended. The handling time for a 
larger prey item such as a rabbit is longer than that for a small mammal. However, given 
that the nutritional benefit to the predator of many mammal prey species is similar per unit 
mass of prey animal (Saunders et al., 1993; 550-600 kJ/100g wet mass) then although the 
handling time for a rabbit is longer, the potential nutritional benefits of such a prey item are 
also greater. Furthermore, larger prey items may be preferred when provisioning young at 
the den. By carrying larger items back to the den the number of trips required is reduced 
(Lindstrom, 1994; Lovari & Parigi, 1995). 
The predominance of rabbit in the diet reflects their abundance on the study site. The fox's 
ability to switch prey types according to relative abundance and availability was graphically 
illustrated in Britain in the 1950s with the introduction of myxomatosis. Once rabbit 
populations had been drastically reduced by myxomatosis and the abundant dead and ailing 
rabbits had been consumed, the fox was forced to find alternative prey (e. g. Lever, 1959). 
Creed (1961) states that at the height of the myxomatosis epidemic rabbits and hares 
formed only 20% of the fox diet. The deficiency was made up by the field vole and brown 
rat. This figure increased to 40% in 1957 when the disease waned, there was therefore a 
relative increase in the consumption of rabbits by foxes in response to 
increasing abundance. 
In areas where rabbits are scarce but other prey are more common, these alternative prey 
predominate in the diet (e. g. Artois & Stahl, 1989). 
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The main components of the spring cub diet at breeding dens were rabbit (57%) and 
pheasant (17%). In addition to factors such as availability and catchability, this probably 
represents the greater nutritional benefit : transport cost ratio of prey items of this size 
which require fewer journeys to and from the breeding den to provide the same mass of 
prey than smaller prey items (Lindstrom, 1994). 
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3.5 Summary 
" Investigation of fox diet by faecal analysis showed the inclusion of a wide range of prey 
categories, typical of a generalist predator. 
" The degree of dietary overlap between seasons was high. 
" The predominant prey type in all seasons was rabbit, comprising 71.8-79,, o of the adult 
diet. 
9 The predominant prey types in the spring cub diet at breeding dens were rabbit and 
pheasant. 
9A standardised fox group consisting of 2.5 adults and 4.17 cubs consumes 640 kg of 
prey annually, of which 468 kg are rabbit. This represents the consumption of 
approximately 1000 rabbits on the study area as a whole. 
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CHAPTER FOUR 
THE IMPACT OF FOX PREDATION ON SMALL. %WNFNIALS 
4.1 Introduction 
Small mammals can make up a significant proportion of the fox diet (e. g. Richards, 1977), 
but the overall effect of fox predation on these prey populations is poorly understood. 
Opinions differ as to whether or not, and if so to what extent, predators are able to regulate 
or limit small mammal populations. Several previous studies have emphasised the fact that 
the fox is a generalist predator capable of changing its diet in response to changing prey 
density. It has been suggested that this ability allows the fox to regulate a prey population 
such as rabbits or voles and promote between-year stability, provided that alternative prey 
are available in excess (Andersson & Erlinge, 1977; Erlinge et al., 1984; Angelstam et a/., 
1984,1985). Corbett & Newsome (1987) in Australia found that the dingo (Canis 
familiaris dingo) used the hopping mouse (Notomys alexis) and the house mouse (Mu. s 
domesticus) and later the rabbit as their main prey item during irruptions of these prey 
species. The high predation rate continued even after a prolonged drought had reduced 
prey numbers. They concluded that high levels of predation prevented future population 
increases with subsequent rains. Similarly Sinclair et al. (1990) studied house mouse 
outbreaks in Australia and concluded that the impact of predators at lower prey densities 
was density dependent and therefore regulatory, whilst at higher prey densities the predators 
were unable to regulate the small mammal populations. Reid et al. (1995) found that an 
assemblage of predators, including the fox, was able to limit population gro«-Ih in the 
collared lemming (Dicrostoti x kilangmiutak) and maintain the population at low densities: 
growth of a population of the tundra vole (AlicroIu. s oeconomi. ý) was also limited but to a 
94 
lesser extent. Norrdahl & Korpimäki (1995) identified small mustelid predation as the 
major mortality factor during the decline phase of a three-year population cycle of the field 
vole (Microtus agrestis) and the bank vole (Clethrionomys glareolus) in western Finland. 
Most studies to date on the effects of predation on small mammal communities have been 
carried out in Fennoscandia, where many of the more northern small mammal communities 
exhibit marked cyclicity in their population fluctuations (e. g. Angelstam et al., 1984; 
Lindström et al., 1994). The thrust of these studies has been to evaluate the role of the fox, 
among other generalist and also specialist predators, in causing the observed fluctuations. 
Other studies have been conducted on non-cyclic rodent populations in southern 
Fennoscandia. Much of this work has highlighted the role of generalist predators, such as 
the fox, in preventing the cyclic population fluctuations of rodents seen in the north, by 
virtue of their switching between prey types according to availability (Andersson & Erlinge, 
1977; Erlinge, 1987; Erlinge et al., 1983). However, Kidd & Lewis (1987) have 
questioned some of the conclusions drawn from this work. Studies have also been carried 
out in semi-arid neo-tropical regions of South America (Jaksic et al., 1992; Meserve et al., 
1993,1996), in Japan (Yoneda, 1983), in Switzerland (Weber & Aubry, 1993) and in North 
America (Desy & Batzli, 1989; Reid et al., 1995). Most of these studies have considered a 
number of different predators of small mammals rather than focusing specifically on the role 
of the fox. 
The majority of these studies have relied on monitoring of small mammal population 
fluctuations along with predator numbers and diet analysis to give information on the e\tent 
of the role played by predators in the population fluctuations of their prey. 
They have not 
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used a manipulative, experimental approach. Desy & Batzli (1989), Lin & Batzli (1995), 
Meserve et al. (1993,1996) and Reid et al. (1995) did use such an approach but in all 
cases it was used to study the effect of several predators on one prey species. In the case of 
Lin & Batzli (1995) a rather artificial approach was used with small enclosures and a very 
small number of introduced prey animals, all others having been removed. Other studies 
have used manipulation in the form of predator removal or have taken advantage of a 
natural decrease in predators, e. g. due to disease (Lindström et al., 1994). 
If fox predation can limit or regulate small mammal populations, by what mechanism does it 
exert its effect? There are two possibilities which are not mutually exclusive. Firstly, by 
removing breeding individuals from prey populations, foxes can obviously affect population 
growth although the extent of this effect is unknown. If, for instance, foxes were to 
selectively predate pregnant females, this would be likely to have a significant effect on 
population growth. Secondly, the presence of foxes in an area may alter the behaviour of 
the prey in such a way that mating may be reduced or breeding suppressed. Several studies 
have found evidence for altered prey behaviour in the presence of predator odour, 
simulating increased predation risk (Dickman & Doncaster, 1984; Calder & Gorman, 1991; 
Jedrzejewski et al., 1993; Koskela & Ylönen, 1995; Lagos et al., 1995). 
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4.2 Methods 
4.2.1 Experimental design 
Two main habitat types were examined, namely woodland and grassland. It was originally 
planned to include arable areas as a third habitat type, however, due to a conflict of interest 
with maximising crop production it was not possible to carry out manipulations in these 
areas. Within each of these two habitat types 1 ha fox exclusion areas were established by 
the use of electric fencing. Previous work with ground nesting birds has shown this method 
to be effective (Forster, 1975; Patterson, 1977). Each exclosure was paired with a similar, 
unfenced area as a control, allowing fox access. Three paired grassland grids and two 
paired woodland grids were established (Figure 4.1). Within each of these areas a small 
mammal trapping grid was established and small mammal populations monitored on each 
pair of grids by use of a capture-mark-recapture (CMR) trapping programme. 
Comparison of Figure 4.1 and Figure 2.2c, which depicts the results of bait marking carried 
out in 1996 whilst the small mammal trapping was underway, shows that bait was taken by 
foxes and/or marked scats were recovered from all areas in which experimental grids were 
situated except for the grids situated in the most southerly area of set-aside habitat. Foxes 
were, however, also present in this area; unmarked scats were recovered from the area and 
on several occassions a fox was seen in the vicinity. Furthermore, during the bait marking 
exercise the following year bait was taken from the bait point in this area and marked scats 
recovered. 
Following initial trial trapping sessions, fox exclosures were established in April 1996 by 
erecting electric fencing around I ha areas in grassland and woodland. One hectare as 
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(Corbet & Hams, 1991). Other predators such as small mustelids and birds of prey were 
not excluded so that any effect caused by the manipulation would be due to the exclusion of 
foxes alone. The fencing also allowed free movement, and therefore dispersal, of small 
mammals from the exclosures, thus preventing any effect of artificially high population 
densities. Within each area (exclosures and controls) a7x7 trapping grid was established 
with 10 metre spacing, thus giving an effective trapping area of 4,900m2 (approximately 
0.5ha) in the centre of the area. Pairs of grids were trapped together over 3-4 nights at 
approximately 12 week intervals until January 1997. Animals were live-trapped using 
Longworth traps containing bedding and baited with oats and fly pupae. The traps were set 
each evening and checked the next morning. Animals were marked, sex, weight and 
breeding condition recorded, and immediately released. 
The following null hypothesis was tested: 
Ho: Fox predation has no measurable effect on the numbers or demography of 
small mammal populations and does not act to regulate them. 
4.2.2 Marking small mammals 
In addition to studying changes in small mammal abundance and demography in both 
exclusion and control areas, it was also planned to examine any differences in predation 
intensity between different age and sex classes within the populations to find whether some 
individuals were selectively predated. It was difficult to know whether the 
disappearance of 
an individual from a trapping grid was due to death or emigration. 
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In order to identify previously caught individuals, the animals needed to be marked. In the 
past, toe-clipping (e. g. Twigg, 1975) was used routinely but this is now viewed as having 
serious implications for the welfare of the animal and is a regulated procedure in the UK 
under the Animals (Scientific Procedures) Act (1986). It was hoped that all small mammals 
could be individually tagged, both as a means of permanent identification and also to allow 
the recovery of tags from fox scats collected in the area. This would have allowed 
identification of not only the species of prey consumed, but also sex, age and weight. 
Unfortunately, uniquely marking each individual proved to be a major problem. Seven 
different tagging methods were tried, all of which proved unsatisfactory. 
Originally, the intention was to use passive integrated transponder (PIT) tags. These are 
injected subcutaneously and can later be read with a hand -held reader which identifies the 
unique number on each tag. They are relatively quick and easy to use in the field but are 
expensive. The main disadvantage (in addition to cost) was that they did not survive 
passage through the fox intestine (but see comments below). This was tested by inserting 
the tags into chicks which were fed to captive foxes housed at an animal sanctuary. Only 
30% were still in working order when recovered from scats. Unlike visibly numbered tags, 
PIT tags must be completely intact in order for their number to be read electronically. 
Having decided against PIT tags the other options available, for a recoverable marking 
method, were leg rings or ear tags. Leg rings are difficult to apply and often cause injury to 
the animal if inadequately fitted (e. g. Fullagar & Jewell, 1965). Three original designs of 
ear tag were tried, two using modified clothing tags and one using modified small 
`presstuds'. All three designs came out within a few weeks. 
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A relatively new technique (Salamon & Klettenheimer, 1994) involving the use of nylon line 
and small coloured plastic beads was then tried. The identification of an individual relies on 
the placement of different combinations of coloured beads on the anterior and posterior 
surfaces of the left and right ears to correspond to a four-digit number. This method can 
therefore only be used to identify the animal when it is alive and cannot be used to recover 
information from scats (see comments below). The technique proved extremely difficult to 
use in the field and was quickly abandoned. Modified commercially available plastic ear 
tags (Rototags) were tried as well as Hauptner metal tags. Again, these were lost within a 
few weeks. 
Eventually, mice were marked using ear tattoos which proved to be very successful, 
although time-consuming to apply in the field. Obviously, this method does not allow 
recovery of information about an animal's identity from fox scats. This method was less 
successful on voles due to the difficulty of applying the tattoo and also lack of clarity when 
attempting to identify a previously marked individual. Voles were therefore only marked 
using fur clips, which did not allow identification of individuals between trapping sessions. 
Because of the above problems with tagging it was not possible to collect data on age and 
sex, as well as species, of small mammal consumed by recovering tags from marked animals 
from fox scats. 
4.2.3 Data analysis 
The short trapping period over which the data were collected allowed the assumption of 
population closure. Various CMR models for the estimation of closed animal populations 
are available, based on the Lincoln-Petersen index, which differ in the manner in which 
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capture probability is modelled. Variation in capture probability can cause errors in the 
estimation of population size unless its existence is recognised and the appropriate model 
used to accommodate it. The three main sources of variation are: 
1. heterogeneity, whereby each animal has a unique capture probability which remains 
constant throughout the trapping period. 
2. trap response, whereby animals may become `trap addicted' or `trap shy' following 
initial capture. 
3. temporal variation, whereby capture probability for day x differs from that for day y. 
Program CAPTURE (Otis et al., 1978) was used in the analysis. It allows selection of the 
most appropriate model for each data set. Data for each species were analysed separately. 
Sample sizes were mostly too small to allow stratification by sex. 
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4.3 Results 
Figure 4.2 shows changes in the estimated populations of wood mice (Apodemus syhvaticus) 
on the two pairs of woodland grids. The solid lines and broken lines each represent a pair 
of grids with, in each case, the closed symbols representing the manipulated fenced grid of a 
pair and the open symbols the unfenced control grid. 
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Where possible the population estimates have been derived using a capture mark recapture 
model from program CAPTURE (Otis et al., 1978) and for these estimates standard errors 
are also shown. However, in some cases where sample sizes and/or number of recaptures 
were too small to allow estimation by use of a CMR model, the minimum number alive 
(MNA) is shown. This is the total number of individuals trapped during sampling and is a 
less reliable indicator of population abundance (Montgomery, 1987). The vertical broken 
line shows when the fences were erected and foxes excluded. The gaps in the data before 
this time are because different areas and tagging methods were being tried out and not all 
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Figure 4.4 Populations of Microtus agrestis on grassland grids 
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grids in use after the exclosures had been established were trapped on each occasion before 
that time. Figures 4.3 and 4.4 show similar data for wood mice and field voles (Microtus 
agrestis) respectively on the grassland grids. Again similar lines represent the two grids in a 
pair and closed and open symbols represent fenced and unfenced grids respectively. The 
trends in population increase or decrease for the experimental and control grids in a pair are 
very similar. 
To further illustrate this point Figures 4.5a &b and 4.6a &b show data for wood mice on 
the woodland grids and field voles on the grassland grids respectively, with the vertical axis 
showing the percentage increase or decrease in the population. The initial population 
estimate obtained at the first trapping session on a particular grid has the percentage 
population change set at zero because this is, in effect, the starting population. This shows 
more clearly that the patterns of population increase or decrease for the experimental and 
control grids in a pair are very similar, both before and after the exclosures had been 
established. The apparent discrepancy in trends shown in Figures 4.5a &b between July 
and September 1995 is an artefact caused by the fact that, in each case, the initial trapping 
session on what later became the fenced grid was carried out two months later than that on 
the other grid of the pair. The percentage change in population on the fenced grid was 
therefore set at zero for this trapping session whereas that on the other grid of the pair 
showed an increase from the previous initial population estimate on that grid. Had the 
initial trapping session on both grids of a pair been carried out at the same time, the trends 
would probably not show this discrepancy. It should also be noted that this period was 
















Figure 4.5a Percentage change in population size ofApodemus sylvaticus on woodland grids rkl & rk2. 
Change in population size calculated as the percentage increase or decrease in estimated population size 
between trapping sessions at times t and t-1 
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Figure 4.5b Percentage change in population size of Apodemus sylvaticus on woodland grids hhl & 
W. Change in population size calculated as the percentage increase or decrease in estimated population 















Figure 4.6a Percentage change in population size of Microtus agrestis on grassland grids dv 1& dv2. 
Change in population size calculated as the percentage increase or decrease in estimated population size 
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Figure 4.6b Percentage change in population size of Microtus agrestis on grassland grids dv3 & dv4. 
Change in population size calculated as the percentage increase or decrease in estimated population size 
between trapping sessions at times t and t-1 
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mornn 
Using Wilcoxon's matched pairs signed ranks test (Zar, 1984) the paired increase or 
decrease in estimated populations of woodmice and in estimated populations of field voles 
were compared between fenced and unfenced grids from April 1996 onwards when the 
exclosures had been established. In both cases there was no significant difference in 
population increase and decrease between the paired grids (woodmice: T0,8= 14.5, p> 
0.05; field voles: T005,6 = 7.0, p>0.05), confirming that there is no difference between the 
patterns of population increase and decrease shown in Figures 4.5a &b and 4.6a & b. 
Population data for field voles in the third pair of grassland grids and wood mice in all 
grassland grids were insufficient for this analysis and are not presented. 
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4.4 Discussion 
The results show that, despite excluding foxes from the experimental grids, there was no 
measurable effect on the populations of small mammals. The null hypothesis cannot 
therefore be rejected. This finding is consistent with data obtained in the diet study (chapter 
3) where the main dietary component of foxes in the study area was rabbit, although small 
mammals were also taken. 
It should be noted that other factors may also have played a part. The manipulations ran 
from April until January of the following year which may have been too short a time span 
over which to detect any effect of the manipulations and a longer study may have shown 
different trends. Similarly, small mammal populations often undergo longer term 
oscillations in addition to the annual breeding cycle fluctuations (e. g. Krebs & Myers, 1974; 
Gurnell, 1985; Flowerdew, 1985). Manipulations carried out at different phases within 
these longer term population fluctuations may also produce different trends. The exclusion 
areas were designed to allow both immigration and emigration of small mammals and were 
also large enough to encompass the home ranges of the small mammals likely to be trapped 
(Corbet & Harris, 1991). Although free movement of small mammals both in and out of the 
exclusion areas was desirable to prevent any effects of artificially high population numbers, 
it is possible that the exclusion areas were too small to show any effects of the 
manipulation, there being no adequate `buffer zone' around the sampling zone 
in the centre 
of the exclusion areas. A similar design of manipulation 
but on a larger scale may have 
produced different results, for instance Krebs et al. (1995), 
looking at the effects of 
predation on snowshoe hares, used exclusion areas of l km2. 
This scale of manipulation was 
not possible within the limits of this study. It could be argued that an area of 
1 ha for small 
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mammal species is, in fact, of a similar order of magnitude to an area of 1 km2 for a 
snowshoe hare if merely the physical size of the animal is considered. However, the home 
range of a snowshoe hare does not usually exceed 15-20ha (Potvin et al., 1999). Rain, 
snow or wind often markedly reduce their activity. An exclusion area of 1 km2 is therefore 
approximately 5-6.5 times the normal home range size. In contrast, an exclusion area of 
I ha is less than twice the recorded home range size of small mammals such as wood mice 
and field voles. 
The mean ± SD estimated small mammal population (all species combined) per grid in late 
summer / autumn (July - November) was 36.06 ± 23.91 animals. The effective area trapped 
was approximately 0.5 ha. This represents a density of 7,212 small mammals km-2. Given 
this large prey population it is perhaps less surprising that the exclusion of one predator 
from areas of I ha produced no detectable effect on the prey populations. With such a large 
potential source of prey with free access to the grids, any effect of the manipulations would 
probably be swamped by movement of prey animals between the grid populations and the 
population in the surrounding area. An alternative explanation for the lack of any detectable 
effect of the exclosures could be that the reduction in fox predation was compensated for by 
a corresponding increase in losses to other predators such as kestrels, weasels etc. It was 
not possible to monitor the activity of these other predators in detail in addition to carrying 
out the already extensive amount of field work necessary. However, casual observation did 
not suggest that there was any increase in the activity of aerial predators within the 
exclosures. Similarly, weasels were not caught in the small mammal traps. In any case, 
whether or not compensation did occur is irrelevant to the hypothesis tested. The 
manipulation was designed solely to remove fox predation and to examine the effect of this 
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removal on the small mammal populations. If the removal of fox predation had produced a 
temporary increase in the small mammal populations which was quickly compensated for by 
an increase in the activity of other predators, then the overall effect would still have been 
that small mammal populations did not increase after the removal of fox predation. The 
specific mechanism(s) by which any effect or lack of effect came about was not under 
scrutiny. 
The study site as a whole comprised approximately 133 ha of woodland and set-aside 
providing favourable small mammal habitat. In addition, small mammals would also be 
present, although in lower densities, in less favourable habitat within the study site. The 
mean density of 36.06 small mammals per 0.5 ha suggests that there were in excess of 
10,000 small mammals in the study area during the period of peak population. The data 
presented in chapter three (Table 3.13) suggest that a standardised fox group of 2.5 adults 
and 4.17 cubs, occupying a territory with an area of 2.5 km2, should remove approximately 
1800 small mammals per year (Table 3.13). This is equivalent to approximately 2,500 small 
mammals on the whole study area, i. e. 25% of the peak population. However, predation 
would not be concentrated on a single period of the year, so the 2,500 small mammals taken 
by foxes would not all be taken at the time of peak population but spread thoughout the 
year. The proportion of the peak population actually predated would therefore be smaller. 
The number of small mammals killed by a standardised fox group during the autumn 
population peak is approximately 600 (Table 3.13). This translates to 840 individual small 
mammals on the 3.5 km2 study site or only 8.4% of the estimated peak population. 
During 
periods of reduced small mammal populations in the yearly population cycle 
(winter and 
early spring), fox predation is likely to be reduced because small mammal prey 
is less 
abundant and other prey types may be taken in preference. This is supported by the data 
presented in chapter 3. Therefore, although the small mammal population is smaller, 
predation pressure due to foxes is also reduced. 
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4.5 Summary 
" Exclusion of foxes from 1 ha areas in grassland and woodland produced no measurable 
effect on the populations of small mammals within the exclusion areas when compared 
with control areas. 
9 The estimated peak population density of small mammals in late summer / early autumn 
on the study site was -7,000 km 2 
9 It was estimated that in excess of 10,000 small mammals were present in the whole 
study area in late summer / early autumn. 




THE IMPACT OF FOX PREDATION ON PHEASANTS 
5.1 Introduction 
The pheasant (Phasianus colchicus) is an introduced gamebird species which has probably 
been present in Britain since around the fourteenth century (Yapp, 1983) and is now 
estimated to be the most numerous gamebird species in the U. K. (Sharrock, 1976). 
Pheasant shooting differs from other sport shooting in its heavy reliance on reared birds, 
with over 20 million birds reared and released annually (Tapper, 1992). For many shoots 
the number of birds released may exceed 350 birds km 2. However, losses of released birds 
can be substantial. For example, one estate in Dorset had a return rate (birds shot and 
recovered) varying from 12%-47% (Reynolds & Tapper 1995a). One significant form of 
loss is that due to fox predation (Robertson, 1988). Nationally it is estimated that only 
about 45% of those birds released are shot in the first winter after their release, with a 
further 6% taken in the following season (Game Conservancy Trust, 1997). On a regional 
basis, the majority of birds are shot in the east and south-east of Britain with 100-150 birds 
km-2 typically harvested. 
In addition to those birds released each year, individuals from previous years which have 
survived will also contribute to the bag as part of a "wild" population. The "wild" pheasant 
population in Britain therefore consists of birds released across a number of years as well as 
their offspring. Before the second world war, this wild population represented the majority 
of birds although this is no longer the case (Tapper 1992). The breeding success and 
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survival rates of this wild population are often poor, due to various problems such as poor 
habitat availability, changes in agricultural practices and predation. 
5.1.1 Rearing practices 
Pheasants in Britain are reared in several different ways and several different strains have 
been released. Typically, eggs from game dealers are hatched in incubator units and newly 
hatched chicks are then transferred to heated brooder units. At 6-7 weeks of age the young 
birds are transferred to open-topped release pens on the shoot where they acclimatise to 
natural conditions. From these pens, the birds then disperse into the surrounding area but 
are kept on the shoot by regular feeding, which may continue until the following spring. 
Predation immediately following the initial release period can be extensive due to the 
functional response of predators in response to the suddenly large numbers of birds present. 
Foxes are responsible for most losses (e. g. Robertson, 1988) but, in some countries, raptors 
also take many newly released birds (Kenward, 1977). For this reason, predator control is 
nearly always undertaken. 
Birds are released in late summer / early autumn ready for the start of the shooting season 
on October 1 st. The shooting season lasts until February 1st. Shoots in Britain are 
typically driven shoots whereby beaters drive large numbers of birds to a waiting line of 
guns. 
5.1.2 The pheasant year 
The pheasant's annual breeding cycle begins around March-April, when males set up their 
territories and seek to attract females (Fi(lure 5.1) Pheasants exhibit an unusual mating 
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system known as territorial harem defence polygyny in which males defend small breeding 
territories in which they display to attract several females. These territories are typically 
Figure 5.1 Activity during the fox and pheasant year 
SEASON FOX PHEASANT 
SPRING March Pregnancy Territory and harem 
April Cubs dependent formation 
May on adults Laying 2nd or 3rd 
SUMMER June Incubation nest attempt 
July Cubs nutritionally Chick rearing possible 
August independent Captive birds 
AUTUMN September Same-sex released 
October Cubs disperse over-winter 
November groups Shooting 
WINTER December formed season 
January Mating 
February Early pregnancy Winter groups fragment 
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situated along woodland edges with areas of open ground where they can both feed and 
display (Lachlan & Bray, 1976; Robertson et al., 1993a). These specific habitat 
requirements generally set the limit on the number of breeding males that can inhabit an 
area; areas with an abundance of cover with little food or vice versa support few territories. 
In prime habitat, each male occupies approximately 150-200 yards of woodland edge, rising 
to 500 yards or more in poor quality habitat. In areas where the number of males exceeds 
the number of available territories, additional males are often present as non-breeding 
itinerants. 
Once males have set up their territories, females move around over a large area choosing a 
male to mate with. Any individual male may attract several females or just one. While male 
territories overlap only slightly or not at all, female ranges can overlap extensively. During 
the mating period, females feed together while the male watches over them, serving both to 
repel other males and to provide protection against predators. Under the male's protection, 
females are then able to improve their physical condition ready for egg-laying and 
incubation. 
Once females start to lay eggs their ranges often change, principally because of changes in 
their habitat requirements. During nesting, females are principally seeking habitats which 
offer a great deal of cover as protection from predators. Habitats commonly selected 
include hedgerows, tall, tussocky grasses and woodlands with under-storey cover (e. g. 
brambles). Early-nesting females often use woodland cover, whereas later-nesting females 
take advantage of the increased height of arable crops at this time and use these 
for nesting 
cover (Hill & Robertson, 1988). During egg-laying the 
female onl`' visits the nest once or 
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twice a day to deposit new eggs, often returning to the male's territory to feed. At this time 
predation, principally by corvids, can be a significant cause of egg loss (Robertson, 1991). 
When the clutch is complete (approximately 11 eggs) the female incubates the eggs for 
approximately 25 days (Hill & Robertson, 1988), only leaving the nest for very short 
periods. Breeding is energetically expensive for the female and during incubation she 
depletes her fat reserves. Consequently, poor quality females may severely affect their long- 
term survival by breeding at a level comparable to females in better condition. Males take 
no part in the rearing of their offspring. 
Incubation is the most dangerous time for the female and is the major period of mortality for 
breeding females (Hill & Robertson, 1988). In addition, whole nests of eggs may be lost to 
predators or abandoned because of disturbance. If the nest is lost, females may be able to 
attempt a second clutch: exceptionally females may make up to four nesting attempts. 
However, the female is unable to produce more than a single set of chicks each year. 
Chick survival is a key component affecting breeding success and chick mortality is 
generally highest in the first weeks after hatching (Hill & Robertson, 1988). The day after 
they hatch, the female needs to move her brood to a suitable feeding area. Chick survival is 
very closely related to the availability of particular invertebrate prey species which contain a 
large amount of protein. The intensification of agriculture including the widespread use of 
insecticides has seriously reduced the availability of invertebrate prey and is likely to be one 
of the major causes of reduced pheasant success in the U. K. (Hill, 1985). Chicks are also 
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vulnerable to cold and wet weather and if they get chilled, either directly from rain or from 
moving through wet vegetation, they will die (Hill & Robertson, 1988). 
During the winter, each sex tends to flock together forming single-sex groups. These 
groups spend most of their time within 20m of the boundary between woodland and open 
ground. Again the habitat requirements of the birds are important. Hill & Robertson 
(1988) examined the habitat preference of male and female pheasants during winter. Using 
Jacob's preference index (Jacobs, 1974) they found that males preferred areas of scrub and 
females preferred woodland with a shrub understorey but avoided woodland with a dense 
herb layer up to 0.5m in height. Both sexes tended to avoid hedges, open fields and bare 
woodland. Winter numbers of birds are also boosted by newly released individuals. 
The study area is categorised as land class 2 under the Institute of Terrestrial Ecology's 
(ITE) land classification system (Bunce et al., 1981). The habitat comprises woodland, 
grassland and arable areas. The woodland on the study area is mainly composed of thin, 
roughly rectangular patches with a high edge length / area ratio. This is therefore relatively 
favourable habitat from the point of view of the establishment of male territories. The 
interior of many of these woodland patches consisted either of a fairly dense herb layer, 
particularly wild garlic (Allium ursinum), or barren woodland floors with little in the ,. ay of 
ground cover. The areas of scrub favoured by females is relatively scarce. 
5.1.3 Limits to pheasant breeding success 
Overall breeding success is the product of many inter-related components. But which of 
these are the most important? The only way to satisfactorily answer this question 
is through 
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controlled experiments varying each component one at a time. These experiments have vet 
to be performed and the relative importance of any single factor is equivocal. Reduced 
chick survival from the increased use of pesticides has undoubtedly been significant (Hill, 
1985). Schemes designed to improve the environment by creating untreated borders around 
field margins have been shown to be successful in increasing arthropod abundance (Rands, 
1985). Supplementary feeding of females through winter may also prove to be beneficial 
(Robertson et al., 1993b). Another major factor is the complex habitat requirements for 
each stage of the breeding cycle - male territories, female nesting cover, chick feeding areas; 
a reduction in habitat heterogeneity from agricultural intensification is therefore likely to 
have been important. However, predation is also important in limiting the numbers of birds 
and hence the economic capacity of the shoot. 
One further possible confounding factor to consider is the impact of scientific investigation. 
Female pheasants rely in part upon cryptic colouration for predator avoidance. The 
techniques commonly used by scientists include fitting birds with radio-transmitters 
(necklace collars or backpacks) to monitor their movements and marking them with 
prominent fin-tabs (e. g. Hill & Robertson, 1988) to increase their visibility during census 
counts. All of these methods may inadvertently increase mortality rates and bias results 
gathered in this way. For example, it has been shown that the physical act of locating a nest 
significantly increases the predation and/or desertion rate of that nest (Robertson, 1991) and 
the fitting of some forms of radio-transmitter increases mortality rates (Mareström et al., 
1989). However, for scientific purposes, the marking of birds in some way is unavoidable. 
Such potential biases must be borne in mind when drawing conclusions 
from data gathered 
in this way. 
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5.1.4 Aims 
In this chapter data are presented on the population density of pheasants on the study site 
and on the survival and reproductive success of the population. These data are then 
combined with data, both from previous chapters and from the wider literature, to construct 
a model of the interaction between the fox and pheasant populations. The effects on the 




5.2.1 Spring and autumn censuses 
During the spring of 1996 and 1997 the distribution of breeding males, non-breeding males 
and breeding females was determined according to standard protocols (Hill & Robertson, 
1988). The censuses were carried out in the two hours following dawn and the two hours 
before dusk when the pheasants were most active. It was not feasible to take vehicles on to 
the study site so the census was carried out from the roadside where good visibility was 
possible, or on foot for the more inaccessible areas, using binoculars. The numbers of all 
pheasants were recorded along with the position of breeding males. These were identified 
by plumage and behavioural characteristics. In addition, only territorial males produce the 
characteristic call and / or are followed by a harem of females. The position of boundary 
disputes or fights between territorial males was noted and these data were used to estimate 
the position of breeding male territories. During autumn, the number of males and the 
number of females with and without young were quantified by dawn and dusk censuses. 
5.2.2 Estimation of mortality rates 
Birds were captured under licence from English Nature during winter and early spring in 
1996 and 1997 using box-traps baited with poultry corn. They were then marked with 
patagial wing tags (Quadtag ltd. ) and some were fitted with necklace radio collars. 
After 
recording body weight, all birds were immediately released. The necklace 
design of radio 
collar was used because it has been shown to have a smaller effect on mortality rates than 
other designs such as backpack transmitters (Mareström et a!., 1989). 
In 1996,12 
pheasants (eight males, four females) were caught and tagged. 
Of these only the four 
females were collared. In 1997, two males which were originally caught and 
tagged in 1996 
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were recaught as well as a further three males and seven females 
caught in 1997 were collared. 
All pheasants (12 in total) 
All collared individuals were initially located approximately three times per week, during 
daylight hours, until October which marks the end of the breeding season. After this, birds 
were located once a week. On each occasion that a collared bird was located, except 
during the period of incubation and brood rearing, it was routinely flushed to ensure that it 
was still alive. 
5.2.3 Clutch size, hatching success and brood rearing 
Clutch size and hatching success were determined for six of the radio-collared females. 
They were assumed to have started incubation of a clutch once they were located in the 
same place for two to three consecutive days. The exact position of the nest was then 
determined visually. Due to the effectiveness of the female's cryptic colouration this was 
fairly difficult, even with the aid of the transmitter signal. Consequently, searching for the 
nest often caused the accidental flushing of the female. In such circumstances the number 
of eggs present in the nest was recorded and then the area was quickly vacated. It was later 
checked that the female had returned to the nest. Females were then monitored daily from a 
distance no smaller than 20m for a period of 25 days, the approximate length of incubation 
(Hill & Robertson, 1988). After this, if the transmitter had still not moved, the nest site was 
re-examined to determine whether the female had been killed. For some collared females a 
nest was never found. This may have been because they died before attempting to nest or 
nests were abandoned before the clutch was complete. The female will only begin 
incubation of the eggs once the clutch is complete; in the case of nest abandonment the 
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female would not have been located in the same place for several days and therefore no 
search for a nest would have been conducted. 
12-4 
5.3 Results 
5.3.1 Size of the breeding population 
Table 5.1 and Figure 5.2 show the results of the spring and autumn censuses. It is possible 
that not all birds were counted during the census or that some birds may have been counted 
twice. For this reason a 10% error margin has been included. 
Table 5.1 Average figures for the two years (1996 & 1997) in which spring and autumn population 
censuses were conducted 
Season Category Number + 10%) 
Spring Territorial males 42 (37-46) 
Non-territorial males 9 (8-10) 
Females 57 (51-63) 
Autumn Males 37 (33-41) 
Females with young 3 (2-4) 
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Figure 5.2 Number of pheasants present on the study site in spring and autumn as 
determined to censuses 
carried out in 1996 and 1997. Results shown are average populations 
for the two }ears. Bars 










Figure 5.3b Location of territorial male pheasants in 1997 
I 
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- ý. -u 
127 
The approximate positions of established male pheasant territories in 1996 and 1997 are 
shown in Figures 5.3a and 5.3b respectively. In both years a total of 42 territorial males 
were observed, although the territory positions were not identical between the two years. 
The total number of pheasants observed on the study site in the spring, averaged over the 
two years of census, was 108. Unlike the fox population discussed in chapter two, the 
pheasants seen on the study site did not range over large distances and therefore their 
territories would not have included areas of land beyond the study site boundaries. The 
area of the study site itself (3.5 km2) was therefore used in calculating pheasant density 
rather than a larger area including surrounding land, as used when calculating fox density. 
This method gave a breeding population density for pheasants in the spring of 31 km's 
5.3.2 Mortality factors and mortality rates 
The two males which were tagged in 1996 and then recaught in 1997 obviously survived the 
year, but the fate of the other six males which were caught and tagged, but not collared, in 
1996 is unknown. All collared individuals, except one, from both years were either 
recovered dead, in which case a cause of death was attributable, or were still alive at the end 
of the study period. One female captured and collared in 1997 was never relocated. This 
may have been due to failure of the transmitter, either occuring spontaneously or caused by 
damage inflicted by a predator or farm machinery (see below), or to burial of the transmitter 
with the carcass by a fox. In the light of other data concerning female mortality it was 
assumed that this female had died, but a definite cause of death could not be attributed. 
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Figure 5.4 Radio-collared pheasant mortality and survival rates and cause of death 
Figure 5.4 shows survival and mortality rates for both years combined, along with cause of 
death where attributable. The most striking features are the high mortality rate experienced 
by females and the large difference in mortality rates between males (20% mortality) and 
females (100% mortality). Eighty-two percent of collared females were killed by foxes. 
For these females, the mean (±S. D. ) time between fitting of the collar and death was 48.7 
±39 days (range 14-139 days). 
Extrapolating this pattern of mortality to the whole study site, by applying the mortality 
rates due to fox predation calculated for radio collared pheasants to the total population 
figures from the spring census, gives the results shown in Figure S. S. For comparison, an 
estimate of the number of individuals which died between the spring and autumn censuses 
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(actual count) from the census data themselves is also given in Figure 5.5, along with the 
















Figure 5.5 Comparison of estimates of annual pheasant losses based on data from radio-collared 
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Figure 5.6 Timing of loss of radio-collared pheasants 
August 
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fox diet radio collared census data 
The estimate from the census data includes losses of pheasants from all causes, whereas the 
radio collared data and the diet data only include pheasant losses to foxes. 
Figure 5.6 shows the timing of losses of radio collared pheasants. Seventy-eight percent (7 
out of 9) of collared females killed by foxes died in May and June. In total 9I% (10 out of 
11) of collared females died before the end of June, the period which represents the early 
part of the breeding season. 
5.3.3. Reproductive success 
Many of the female deaths attributable to fox predation occurred during, or immediately 
after, incubation (Table 5.2), leading to the loss of all potential offspring. 
Table 5.2 Clutch size in nests of collared females found dead. In all cases the eggs or 
chicks perished. 
Month Cause Reproductive Nest Clutch/ 
recovered of death stage when killed location brood size 
May Fox incubating nettle bed 8 
June Silage cutter incubating silage field 8 
June Fox post incubation wood 10 
June Fox incubating nettle bed 9 
June Fox post incubation wood 11 
August Fox incubating wood 9 
In the case of the two females who managed to successfully complete incubation and hatch 
a brood, it is extremely probable that all the chicks would have perished, having lost their 
mother at such an early age. 
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5.4 Modelling the effects of fox predation 
The field methods detailed above give basic information on fox/pheasant interactions. 
However, in order to investigate the interaction further it is necessary to examine the effect 
of changes in various parameters. It is not practical to attempt to effect these changes by 
varying the population sizes of predator or prey in the field, nor survival or mortality 
parameters. In order to investigate these aspects, a model of the interaction was 
constructed using data from this study, and also from the wider literature, to define 
parameter values. These values were then varied and the effects of that variation on 
pheasant population dynamics examined. 
5.4.1 Basic structure of the model 
The model simulates the annual growth rate of a pheasant population in the presence of fox 
predation and immigration of birds from a neighbouring estate. The model follows the 
approach of Reynolds & Tapper (1995b) in considering the pattern of prey population 
growth on the territory of a single group of foxes in the presence of both fox-induced and 
non fox-induced mortality. The pheasant population is modelled by determining the fate of 
individuals each month across a ten-year period. Each year runs from March-February: 
March represents the start of both the fox (cubs are born on April 1) and pheasant (males 
are setting up their territories) reproductive cycles. A period of one month was chosen as 
this represents the approximate incubation period of a clutch of eggs (Hill & Robertson, 
1988). 
I ;? 
5.4.2. Fox dynamics and fox control 
The model focuses on a single group of foxes on a territory of a given size. It does not 
explicitly consider any spatial heterogeneity in fox or pheasant distribution (see Tapper, 
1992, Harris et al., 1995) and how this may affect levels of predation and pheasant 
population growth. For example, Reynolds & Tapper (1995a) have shown how fox diet 
may vary markedly between neighbouring territories. However, these processes can, in 
part, be investigated by varying the initial starting conditions e. g. fox group size, litter size, 
territory size and pheasant density. Different fox control practices (e. . year-round 
shooting versus the removal of cubs only) were mimicked by varying the dynamics of the 
fox population. 
Data on fox dynamics and diet are based upon the results presented in chapters two and 
three. Three sets of dynamics were considered. In the first, foxes were removed entirely to 
determine a baseline pattern of pheasant population growth and to examine whether, in the 
absence of fox predation, pheasants were self-sustaining. This also mimics year-round 
elimination of foxes through constant culling. In the second scenario, adult foxes were 
present year round (N=2.5) with cubs (N=4.17) present from April-September inclusive. 
This mimics no control. In the third scenario, no cubs were present, thus mimicking 
selective culling of the young to reduce the impact of foxes during the pheasant breeding 
season (. se, isli Lovari & Parigi, 1995). The mass of pheasant taken each month according to 
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5.4.3. Pheasant population size, dynamics and mortality 
The following sections deal with the size and composition of the modelled pheasant 
population along with the approach adopted in order to model pheasant reproduction at 
various stages and mortality from various causes. 
5.4.3.1 Pheasant population composition 
i) Categories of individuals 
Three categories of individual are recognised: territorial males (i. e. breeding). non-territorial 
males (i. e. non-breeding) and females (all of which are assumed to reproduce). The number 
of breeding males is set at the start of the simulation because the number of territories is 
determined by habitat characteristics and remains approximately constant in the absence of 
habitat change (Aebischer & Robertson, 1992; Robertson et al., 1993b). All breeding 
territories are filled at the start of each year, unless the total number of males is below the 
maximum number of territories available. 
ii) Initial spring pheasant density 
Pheasant density may vary considerably. For example, Tapper (1992) reports densities of 
game bags ranging from <50 to > 150 birds km 2, although these figures are influenced by 
released birds. Robertson et al. (1989) used data from a study in which 156 1 km squares 
were surveyed for pheasants, and various habitat characteristics of the squares were 
recorded. The relationship between habitat variables and pheasant density was analysed and 
the results of this analysis were then applied to a sample of squares from the ITE 
land 
classification system (Bunce et at, 1981), to predict the spring density of pheasants 
likely to 
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exist in different land classes in Britain. Seven of the 32 land classes were not included in 
the analysis as they fell outside the range of the pheasant and were assumed to be 
unsuitable. For each of the remaining 25 land classes, eight 1 km squares were included in 
the predictive analysis (200 in total). The results showed estimated spring pheasant 
densities ranging from 1.89-22.98 birds km-2 (Figure 5.7). Another survey of 25 shooting 
estates, with and without reared birds, found an average spring density of 87 birds km 
(Anon., 1997b). The spring density on the study site averaged 31 birds km-2 which is higher 
than the mean pheasant density (22.3 + 11.94 km-2) estimated by Robertson el al. (1989) for 
the same land class (land class 2). However, the range of estimated densities for the eight 
I km squares within land class 2 was 6.63-41.70 and the density on the study site is well 
within this range. 
iii) Population sex ratio 
Figure 5.7 shows the different pheasant population densities in different land classes 
estimated by Robertson et al. (1989). 
Figure 5.7 Variation in spring pheasant population density with land class 
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Figure 5.8 Increase in the density of different classes of pheasant with increasing overall population 
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Figure 5.9 Percentage composition of pheasant populations of increasing density. Data from Robertson 
cat al. (1989) 
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Figure 5.8 shows the increasing numbers of the different classes of pheasant (territorial 
male, non-territorial male, female) with increasing population density. Based upon these 
data, the percentage composition of the populations with increasing density is illustrated in 
Figure 5.9. These data show that increasing density is not dependent on any single class but 
is dependent on all three categories of individual. 
However, these data only consider density in different areas for a single season. They do 
not illustrate how population density may change in a given area over time and how this 
affects the composition of the population. Figure 5.10 illustrates how population density 
may change in a given area over time for a single estate in Hampshire (Robertson el al., 
1993a). In this population, density varied markedly between years, due to changes in both 
the number of non-territorial males (range 11-88) and females (range 33-154). The number 
of territorial males was much more constant (range 25-31). This validates the assumption in 
the model that the number of territorial (breeding) males should be set at the start of the 
simulation and remain constant at the start of each following year, provided enough males 
are available to fill the territories. 
Figure 5.10 Annual changes in population size and composition on Knoll 
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5.4.3.2 Pheasant reproduction 
Each female is assumed to be reproductively capable each year with juveniles attaining 
sexual maturity at one year of age (Cramp, 1980). Each female can produce only one brood 
each year, although she can make up to three nesting attempts before a brood is hatched: 
nesting attempts may fail during laying or incubation. After three nesting attempts the 
female is considered reproductively spent for that year because of the energy expended on 
the production of three sets of eggs (Robertson, 1991). Any female who successfully 
hatches a clutch is also considered reproductively spent for that year because of the energy 
drain during incubation (Robertson, 1991). 
Female reproduction is considered in the following stages: (i) the probability of starting to 
lay a clutch of eggs and successfully completing the clutch, (ii) the probability of 
successfully completing incubation, and (iii) the probability of successfully raising the 
resultant brood of young to one month of age. In total, therefore, the production of young 
takes three successive months: since a female may start to lay as late as September, 
independent chicks may appear as late as November. The reproductive output of the female 
population each month is composed of nine mutually exclusive classes, each of which is 
denoted by a separate counter in the program. These classes are: - 
1) dead females 
?) reproductively spent females (either three failed nesting attempts or previously brooded) 
3) females who do not attempt to lay a clutch of eggs 
4) females who start a clutch of eggs but who lose or abandon the clutch before incubation 
5) females who start a clutch of eggs and succeed in getting to incubation 
6) incubating females who lose their clutch before hatching 
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7) incubating females who hatch their clutch 
8) females with a brood but who lose the brood before the chicks are independent 
9) females with a brood of chicks who are successful in rearing some or all of their chicks 
to independence 
i) Probability of starting a laying attempt 
Any female not incubating eggs, rearing a brood and not reproductively spent may start to 
lay a clutch of eggs with a given month-specific probability. At this stage clutch size is 
allocated according to a normal distribution with known mean and standard deviation. Any 
female who has started to lay a clutch of eggs may then lose or abandon the clutch before 
completion with a further month-specific probability dependent on the average clutch size 
for that month (see section 5.4.3.2 (ii)). These losses do not consider either the death of the 
female or partial losses of clutches prior to incubation. Females successfully completing 
their clutches then start to incubate and the outcome of the incubation is considered in the 
following month. 
The probability of starting a clutch of eggs is based upon Figure 1 of Robertson (1991), 
who describes the proportions of nests established in 20 day periods after March 1. These 
figures and their conversion to figures per calendar month are illustrated in Table 5.4. 
ii) Clutch size 
Clutch size is assigned at the initiation of the nesting attempt according to a month specific 
normal distribution. Average clutch size declines throughout the breeding season 
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Table 5.4 Monthly probability of starting to lay a clutch of eggs (Robertson, 1991) 
Probability of nesting per 20 day period Probability of nesting 
per calendar month 
Proportion Proportion 
Days after of nests of nests 
March 1 Dates established Month established 
0-19 Mar 1- Mar 19 0.02 Mar 0.14 
20 - 39 Mar 20 - Apr 8 0.20 Apr 0.56 
40 - 59 Apr 9- Apr 28 0.46 May 0.20 
60 - 79 Apr 29 - May 18 0.18 Jun 0.05 
80 - 99 May 19 - Jun 7 0.06 Jul 0.03 
100 - 119 Jun 8- Jun 27 0.03 Aug 0.02 
120- 139 Jun 28 - Jul 17 0.02 Sep 0.01 
140- 159 Jul 18 - Aug 6 0.02 Oct 0.00 
160 - 179 Aug 7- Aug 26 0.01 - - 
180- 199 Aug 27 - Sep 15 0.01 - - 
200-219 Sep 16 - Oct 5 0.00 - - 
Table 5.5 Month-specific clutch size and the probability that a laying attempt successfully 
reaches incubation. Based on Robertson (1991) 
Average Average Daily rate Probability that 
clutch no. of of nest nest reaches 
Month size layingddays' loss incubation2 
March 16.0 + 5.1 22.4 0.068 0.206 
April 12.0 + 5.4 16.8 0.068 0.306 
May 10.5 + 3.1 14.7 0.068 0.355 
June 9.0 + 2.4 12.6 0.068 0.412 
July 9.0 + 2.4 12.6 0.068 0.412 
August 9.0 ± 2.4 12.6 0.068 0.412 
September 9.0 ± 2.4 12.6 0.068 0.412 
') 1.4 days between successive e ggs (Robertson, 1991) 
2' calculated as (1-0.068)lay )laying days 
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(Robertson, 1991). Maximum clutch size is taken as 28 eggs. The distribution of mean 
monthly clutch sizes (+SD) is summarised in Table 5.5. 
iii) Probability of losing a clutch before incubation begins 
Robertson (1991) lists the estimated daily rate of nest loss during both laying and incubation 
(incubation starts on the day the last egg is layed). The daily rate of loss for the whole 
clutch was 0.104. This breaks down to 0.057 for the female abandoning the nest and 0.047 
for losses to other causes (including the loss of the hen). For the purposes of this 
component of the model, only losses attributable to non-fox causes are of interest. Table 
5.6 lists the daily rates of nest loss during laying attributable to specific causes. Excluding 
instances associated with the death of the female, the daily rate of loss is approximately 
0.068. 
Table 5.6 Daily rates of nest loss during laying and incubation (Robertson, 1991) 
Cause of loss Laing Incubation ý 
Egg loss to mammalian predation 0.008 + 0.005 0.006 + 0.002 
Egg loss to avian predator 0.021 ± 0.007 0.001 t 0.001 
Nest abandoned 0.031 + 0.009 0.005 f 0.002 
Unidentified predation (of eggs) 0.000 + 0.000 0.001 ± 0.001 
Other losses 0.006 + 0.004 0.001 ± 0.001 
Death of female 0.002 ± 0.002 0.003 ± 0.001 
Total daily rate of loss 0.070 ± 0.013 0.015 ± 0.003 
As these figures are for daily rates of loss, the actual likelihood that a nest is lost will 
depend in part on clutch size. For example, a clutch of 15 eggs layed at a rate of one egg 
every 1.4 days (Robertson, 1991) will be at risk for a total of 21 days: the corresponding 
figure for a clutch of only 10 eggs is 14 days. To account for monthly changes in average 
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clutch size, rather than using a constant probability for all months, month specific 
probabilities of the nest surviving until the start of incubation were calculated (Table 5.5). 
iv) Probability of losing a clutch during incubation 
During incubation, females may lose their clutch to non-fox causes according to a month 
specific probability. Incubating females may also be killed at random by fox or non-fox 
causes, although, for the purposes of the model, it is assumed that the act of incubating 
itself does not affect mortality risk (see sections 5.4.3.3. (ii) and (iv) below). Partial losses 
of clutches to either fox or non-fox causes are not considered. The effect of this is to 
favour pheasant population growth by increasing brood size at hatching. 
Table 5.6 lists the daily rate of losses during incubation. Again, excluding losses where the 
female is killed, the total daily rate of loss during incubation is 0.012. Given that 
incubation, which is not dependent on clutch size, takes approximately 25 days (Hill & 
Robertson, 1988) the probability that the clutch hatches successfully is given by (1-0.012 )25 
= 0.739. This value was used in all months. 
v) Hatchability 
Hatchability is dependent upon clutch size (Robertson, 1991) and defines the number of 
eggs successfully hatched at the end of incubation i. e. brood size. Hatchability declines with 
clutches > 15. The hatchability of different size clutches is derived from Figure 4 of 
Robertson (1991). These data are summarised in Table 5.7. 
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"labte 5.7 Hatchability of different clutch sizes (Robertson, 1991)) 
Approximate Approximate 95 % Figures 
Clutch size hatchability confidence limits utilised 
1-3 - - 0.86 4 0.87 0.65-0.99 0.86 
5 0.82 0.70-0.90 0.86 
6 0.94 0.92-0.98 0.86 
7 0.86 0.80-0.90 0.86 
8 0.87 0.84-0.91 0.86 
9 0.88 0.86-0.91 0.86 
10 0.88 0.86-0.92 0.86 
11 0.83 0.80-0.85 0.86 
12 0.86 0.85-0.87 0.86 
13 0.83 0.80-0.85 0.86 
14 0.82 0.80-0.84 0.86 
15 0.85 0.83 - 0.86 0.86 
16 0.75 0.74-0.76 0.75 
17 0.65 0.61 - 0.66 0.75 18 0.70 0.67-0.79 0.75 
19 0.67 0.60-0.72 0.75 
20 0.80 0.72-0.86 0.75 
21 - - 0.75 
22 0.62 0.45-0.76 0.65 
23 0.22 0.01 - 0.72 0.40 
24-28 - - 0.40 
vi) Brood survival 
Chicks are assumed to be independent at one month of age, although they will stay with 
their mother for up to three months (Cramp, 1980). Brood survival is calculated as the 
proportion of the hatched brood which survives to one month of age. The proportion 
surviving is determined according to a normal distribution of known mean and standard 
deviation (Potts, 1980). Chicks attaining independence are then added to the prey 
population during November and are assumed to have attained adult mass. This approach, 
therefore, ignores monthly patterns of chick survival and does not consider the influence of 
juvenile presence on reducing predation pressure on adult birds during the breeding period. 
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Chick survival is very variable (Hill, 1985; Kenward et al., 1993) and can be related to food 
availability (e. g. Warner et al., 1984; Hill, 1985; Whitmore et al., 1986) and weather 
(Robertson, 1997). Potts (1986) estimated pheasant chick survival as 3 7.312.9%. This 
figure is based on counts during autumn and represents the survival of broods across the 
whole summer period rather than for specific months. It is, therefore, appropriate to utilise 
this distribution to determine the proportion of chicks surviving to November. The sex 
ratio of chicks reaching independence is assumed to be 1: 1. 
The assumption that juveniles in November have attained adult mass is based upon the 
growth curve illustrated by Wise (1993) in which adult mass is attained at approximately 
100 days after hatching. In this model, 90% of nest attempts would have been initiated by 
May: chicks resulting from nests layed in May would reach adult mass at the start of 
November. However, it must be noted that chicks from nests started in September would 
have only just reached independence. 
5.4.3.3 Pheasant mortality 
i) General patterns of mortality 
At the start of each month, the pheasant population is reduced by non fox-induced and fox- 
induced mortality before surviving females go on to reproduce. Mortality was implemented 
before reproduction in order to maximise the impact of foxes on the pheasant population. 
This approach was adopted to more closely mimic the true impact of foxes, since predation 
on pheasants principally affects breeding individuals before reproduction is complete. Non 
fox-induced mortality is implemented before fox-induced mortality and both are 
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implemented before prey reproduction. Table 5.8 summarises several studies which have 
investigated the pattern of pheasant survival within the U. K. 
Table 5.8 Patterns of mortality: U. K. studies. 
Reference Mortality- rate 
Hill & Robertson (1988) wild males over-winter 0.41 ? -0.689 
wild females over-winter 0.185-(). 7()2 
Robertson (1994) wild females pre-nesting 0.01/10 days 
sitting 0.14/ 10 days 
post-sitting 0.01/10 days 
reared females pre-nesting 0.07/10 dass 
sitting 0.10/10 days 
post-sitting 0.22110 days 
Woodburn (1994) w; ild females nesting 0.58/month 
not nesting 0.38/month 
reared females nesting 0.54/month 
not nesting 0.13/month 
Sage et al. (unpubl. ) farmed females pre-nesting 0.004/das 
nesting 0.010/day 
post-nesting 0.012/day 
xv ild-type females pre-nesting 0.003/day 
nesting 0.01 1 /day 
post-nesting 0.005/day 
Data for the U. K. studies are further considered in Table 5.9 where the monthly mortality 
rate is given for those studies where this could be determined. For example, Hill & 
Robertson (1988) quote mortality rates for over-winter survival (Table 5.8) and for summer 
survival, but it is not clear which months these values refer to. Consequently, it was not 
possible to utilise these data. 
From Table 5.9 it is clear that the majority of studies have focused on the nesting period and 
all those listed, with the exception of Robertson (1988), have considered only females. 
Furthermore, for those months where several studies have been conducted. the figures vary 
greatly e. g. mortality in May varies from 0.006 (Robertson, 1988) to 0.290 Sage ei al. 
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causes, although foxes are undoubtedly the major cause of mortality in all these studies (see 
Robertson, 1988; Sage et al., unpubl. ). For these reasons it is not clear whether a general 
pattern of mortality exists and, if it does, what that pattern is. 
ii) Non fox-induced mortality 
It is assumed that non fox-induced mortality is likely to be limited. For example, Robertson 
(1988) attributed 61 % of known deaths (N=132) to foxes, with a further 115 
disappearances unexplained, many of which could have been fox-related e. g. the predator 
carries the carcass away. Similar figures are given by Sage ei al. (unpubl. ): 68° o of known 
deaths attributable to foxes, with a further 15% of disappearances unexplained. Based upon 
these two studies, therefore, foxes accounted for 61-81 % of losses with 19-39% of losses 
attributable to other causes. The overall survival rates for the two studies were 0.356 
(N=132 days; Sage et al., unpubl. ) and 0.0 12 (N=365 days; Robertson, 1988) respectively. 
Assuming a minimum and maximum non fox-induced mortality rate of 19% and 39% of all 
mortality respectively, these non-fox causes represent approximate monthly mortality rates 
of 0.030-0.062 (monthly survival rate 0.842, N=6 months; Sage et at., unpubl. ) and 0.059- 
0.120 (monthly survival rate 0.692, N=12 months; Robertson, 1988). 
All non fox-induced mortality is implemented as a month-specific mortality schedule 
for 
each of the three categories of individual. Summer mortality (March-September) 
is not 
density-dependent. This approach was adopted because the principal causes of non 
fox- 
induced mortality are stochastic events such as road traffic accidents, 
drowning and deaths 
from agricultural machinery. Consequently, none of these are 
likely to be affected by 
prevailing population density. Assuming that females are slightly more susceptible 
than 
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males to non fox-induced mortality, a month-specific mortality rate of 0.050 for males and 
0.075 for females has been used. 
Winter mortality (October-February) is density-dependent if the density of each sex exceeds 
some threshold value in October (Hill & Robertson, 1988). Density-dependent mortality is 
modelled for each sex separately: consequently one sex may have density-dependent over- 
winter mortality while the other does not. The sex-specific monthly mortality rate is 
calculated from the density of that sex in October and this rate is used for each month 
during the over-winter period (see section iii below). If the density does not exceed the 
threshold value then density-independent mortality rates are utilised, as for the summer 
period. 
In the model, the assumption is made that prevailing female reproductive status does not 
affect the likelihood of non fox-induced mortality. This is somewhat unrealistic since some 
classes (e. g. incubating females) may be more susceptible to some factors than other classes 
due to differences in their behaviour. The effect of this will be to favour pheasant 
population growth as the impact on the breeding classes, which are those most likely to be 
killed by non-fox factors, will be diluted by the presence of the other classes. 
iii) Density dependence in patterns of non fox-induced mortality 
Both male and female mortality during the winter period have been shown to be dependent 
on the density of the corresponding sex in autumn (Hill & Robertson, 1988). However, the 
cause of this density-dependent mechanism (e. g. predation or competition) is unclear. If 
predation is the cause then this should, in part, be reflected by the foxes' diet during autumn 
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and winter and is, therefore, implicitly incorporated into the program. However, if 
competition is the mechanism by which density dependence occurs, then this can be 
incorporated by including the appropriate relationship. For example, Hill & Robertson 
(1988) cite the relationships for each sex as follows: - 
males MM = -0.38 + (0.390 * logDM) 
females MF = -1.464 + (0.762 * logDF) 
where MM and MF are the over-winter mortality rates for males and females respectively, 
and DAI and DF are the density of males and females respectively in autumn. In reality, such 
density-dependence is probably a combination of both competition and predation. 
This relationship, however, was found for densities exceeding 200 birds km-2 of each sex. 
In the area considered by this model, where birds are not reared and released in large 
numbers, densities are unlikely to reach such levels. Competition is, therefore, unlikely to 
be as extreme, although a lack of active habitat management may increase the degree of 
competition for resources at these lower densities. For this reason, density-dependent over- 
winter survival was incorporated in the model, assuming a threshold density of 100 birds 
- km2 
iv) Fox-induced mortality 
Fox-induced mortality has been modelled by determining the total mass of pheasant killed 
each month (see chapter three) and then randomly removing males and females from the 
prey population until this requirement is met. Male and female pheasant weights are taken 
as 1.45 kg and 1.10 kg respectively (Reynolds & Tapper, 1995a). 
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The random removal of males and females was conducted in two stages: firstly, by, the 
selection of a male or female and secondly, if a male was chosen, selecting a territorial or 
non-territorial individual. At each stage, individuals were selected according to a specific 
probability so as to bias predation towards one class or the other. This approach was 
adopted since it is generally perceived that females are more susceptible than males and that 
non-territorial males are more susceptible than territorial males (Hill & Robertson, 1988). 
In both instances an arbitrary value of 0.6 was used to bias predation towards females and 
non-territorial males. 
As with non fox-induced mortality, prevailing female reproductive condition does not affect 
the likelihood of fox-induced mortality i. e. fox predation is "random". This is simplistic in 
that some female classes will be more prone to fox predation (see discussion). This 
approach will, therefore, tend to favour pheasant population growth. 
v) Placing limits on losses 
Each time losses are calculated, it is checked whether they reduce any of the three individual 
categories below zero. For non-fox losses, if the magnitude of the loss is greater than the 
prevailing class size, the class is reduced to zero and the remaining losses ignored i. e. losses 
in one class do not affect losses in another class; non fox-induced mortality is unable to 
drive the whole population to extinction. In the case of fox-induced mortality, if the losses 
in one class drive that class to extinction, the remaining losses are redistributed among the 
other classes. Therefore, fox-induced mortality is capable of driving the prey population to 
extinction. 
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5.4.4. Immigration of released birds 
Each autumn, immigration of released birds from a neighbouring estate is modelled by 
introducing a constant number of males and females at the end of September. Immigrating 
males are assigned to the non-territorial class. At the end of each year, the number of 
surviving territorial and non-territorial males are redistributed so that all territories are filled 
unless the total male population is below this threshold value. 
Table 5.10 Regional differences in the number of birds released, 1981-1985 (Tapper, 19Q2) 
Density of 
Region birds reared (km-2) 
SW England 203.5 
SE England 355.6 
Wales 343.9 
W Midlands 247.9 
E Midlands 286.7 
East Anglia 156.8 
NE England 51.5 
NW England 139.1 
SW Scotland 48.7 
E Scotland 36.0 
The number of birds reared and released has increased dramatically in the last 50 years. For 
example, Tapper (1992) presents data on the average number of birds killed km-2 from 72 
estates between 1900 and 1990. Over this period, the average bag has increased from 10 to 
50 birds km-2. Data from 11 estates, where rearing records have been kept over the same 
period, show that the number of birds reared and released has increased from <50 to > 200 
birds km-2. Table 5.10 summarises regional differences in the number of birds released 
annually between 1981 and 1985 (based on Figure 8.6, Tapper, 199? ) 
average number of birds released has almost certainly increased further. 
Since this time, the 
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Survival of birds following release is low. Table 5.11 outlines the survival of released birds 
from one study in Ireland (Hill & Robertson, 1988; Robertson, 1988). However. It must be 
noted that no fox control was undertaken in this study and the birds were not shot either. 
Based upon a subset of these data (N=250 birds), the mortality rate over the first 30 days 
was 5.5%, 11.6% between days 31-70,6.0% between days 70-240 and 2.3% between days 
241-365 (Robertson, 1988). Of the 250 birds released in July, only three (1.2%) were 
known to have survived one year (Robertson, 1988): 61.4% of known losses were 
attributed to foxes. 
Table 5.11 Survival of birds released from open-topped pen in Ireland (Hill & Robertson, 
1988). See also Robertson (1988) 
Time since Rate of loss Cause 
release (mortality rate! of 
(days) 10 days) death N % 
0-10 0.48 Fox predation 166 64 
10-20 0.29 Pen deaths 50 19 
20-30 0.14 Road casualties 12 5 
30-40 0.19 Drowning 11 4 
40-50 0.14 Cat predation 6 2 
50-60 0.16 Badger predation 5 2 
60-70 0.19 Sparrowhawk predation 1 1 
Unidentified 8 3 
Considering the more typical situation of release with predator control, approximately 40% 
of birds released are shot in the year following their release with a further 6% shot the 
following season (Game Conservancy Trust, 1997). This implies that approximately 541-o 
of birds released are lost to other causes including both fox-induced and non fox-induced 
mortality, emigration to other locations and those that go on to form part of the semi-«i ild 
breeding population. Losses to foxes are probably in the region of 1 0-20"o, (Robertson, 
1997). Assuming a release of 200 birds in autumn (Table 5.10). up to 108 
birds may avoid 
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being shot annually and 20-40 birds will be lost to foxes during the shooting period. For 
such an estate, therefore, between 68-88 birds will emigrate and/or be lost to other causes 
before the following spring. Assuming a rate of loss of 2.3% (days 241-365, Robertson, 
1988) for these survivors, noting that this rate still includes relatively high losses to foxes, 
approximately 40-60 birds may be expected to survive to the following spring. The number 
of these survivors which turn up on any neighbouring farm or estate will then be a function 
of the distance from the release site(s) to the farm in question, the relationship of boundaries 
between the two sites and the birds' winter requirements (Robertson et al., 1993b). 
For this model, an arbitrary figure of 50 immigrating birds was initially chosen to represent 
the influence of two neighbouring release sites. To determine the effect of released birds on 
the survival of the population in question, this figure was varied between zero and 200. 
No data are available on the sex ratio of released birds. However, it is unlikely that 
selective releasing or selective shooting are employed widely in an attempt to boost the wild 
breeding population, as has been utilised in some areas (Robertson, 1997). It is assumed, 
therefore, that the sex ratio of immigrating birds is 1: 1. 
5.4.5. Other factors 
Several other factors are likely to affect the dynamics of a pheasant population e. g. female 
condition (Draycott et al., 1998; Woodburn, 1994), weather (Perkins er al., 1997) habitat 
changes (Robertson et al., 1988). However, these factors are not considered here. 
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5.5 Results of the model 
5.5.1 Sustainability of the pheasant population in the absence of fox predation 
Figure 5.11 shows the effect on the pheasant population over 10 years of the immigration of 
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Figure 5.11 Changes in the pheasant population, with varying autumn immigration, in the 
absence of fox predation. Simulation refers to prey densities within a nominal 2.5 km2 fox 
territory. 
This shows that, without being boosted by the annual immigration of more reared birds, the 
pheasant population cannot sustain itself and dies out within three years. However, with the 
annual immigration of 50 birds, the population is able to stabilise after an initial decline: 
with the immigration of 100 birds or more, the population increases before stabilising at a 
higher level. In this case the population reaches a peak density of 64.4 km2. -The 
immigration of 200 birds produces a peak density of 128 km-2 which is much greater than 
any reported spring densities (e. g. Figure 5.7). However, spring, pre-breeding densities are 
always lower than immediate post-release densities due to poor over-winter survival 
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(Robertson et al., 1993b). It should also be noted that this level of immigration is artificially 
high, representing the autumn influx of 2.5 times the spring density of pheasants on the fox 
territory. It is unlikely that this level of immigration would be achieved and it is included in 
the model only to fully explore the consequences of a large increase in released birds from 
neighbouring estates. 
In the case of the line representing zero immigration in Figure 5.11 (i. e. no immigration and 
complete fox control), the model produced a stable population of 9 pheasants. This was 
due to an artefact of the model in that the `NINT' function (nearest integer), used to 
calculate non fox-induced mortality, produces zero mortality when the pheasant population 
size falls to 9 (NINT[9*mortality] = 0). Therefore, in the absence of any fox predation, the 
population cannot decline to extinction. It is clear that a pheasant population of this size, 
with no immigration, cannot be viable; the line in the figure has therefore been modified to 
progress to zero (broken line). 
In order to investigate pheasant reproduction further, in the absence of fox predation, 
several of the parameters of the model affecting reproductive success were varied. These 
were: - 
" non fox-induced female mortality 
" the probability of nest loss before incubation 
9 the probability of the loss of the clutch during incubation due to non-fox causes 
" brood survival 
These were all varied under conditions of complete fox control and varying immigration 
levels. The only parameter to produce any effect by its variation was non fox-induced 
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female mortality. As this mortality is reduced, the population increases, even in the absence 
of any immigration (Figure 5.12). 
200 
monthly mortality=0.075 
180 1I- monthly mortality=0.055 
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Figure 5.12 Effect of decreasing female mortality rate, due to non-fox causes, in the 
absence of fox predation and autumn immigration. See text above for explanation of broken 
lines in figure. Simulation refers to prey densities within a nominal 2.5 km' fox territory. 
However, it should be noted that, in order to produce an effect, the mortality rate has been 
substantially reduced (from the equivalent of 60.8% per year to 16.6%) 
5.5.2 Variation in the intensity of fox control and the level of immigration 
Figures 5.13a-d show the results of immigration of zero, 50,100 and 200 birds respectively, 
with either no fox control, cub control only or complete fox control. Not surprisingly, in all 
cases where there was no autumn immigration of pheasants, the population became extinct 
(Figure 5.13a). The only difference between the effects of the fox control strategies was the 
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Figure 5.13a Changes in the pheasant population with no immigration and variable fox 
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Figure 5.13b Changes in the pheasant population with immigration of 50 birds each 
October and variable fox control. Simulation refers to prey densities within a nominal 2.5 
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Figure 5.13c Changes in the pheasant population with immigration of 100 birds each 
October and variable fox control. Simulation refers to prey densities within a nominal 2.5 
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Figure 5.13d Changes in the pheasant population with immigration of 200 birds each 
October and variable fox control. Simulation refers to prey densities within a nominal 2.5 
km2 fox territory. 
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No control 
- Cub control 
- No control 
- Cub control 
and approximately 3 years (complete fox control; no predation). Again, Figure 5.13a has 
been modified (broken line) to compensate for an artefact of the model (see section 5.5.1 
for details). The time taken to reach extinction in the absence of this artefact may be 
slightly longer. 
When the autumn immigration is set at 50 birds, the outcome varies according to the level 
of fox control (Figure 5.13b). Where no fox control is present, and predation is therefore 
maximal, the pheasant population is periodically driven to extinction by predation, from the 
third year onwards. The population relies on the autumn immigration to sustain itself. A 
similar effect is also seen when cub control is the only form of fox control undertaken. This 
effectively limits the population of foxes on the territory to 2.5 adults throughout the year. 
The additional impact of increased prey requirements for the cubs during the pheasant 
breeding season is removed. Under these conditions the population increases after the first 
year's immigration but then gradually declines until, by the autumn of the ninth year, the 
situation is almost identical to that where no fox control exists. The pheasant population is 
again reliant on the autumn immigration for its existence. In contrast, in the absence of fox 
predation, an annual immigration of 50 birds is capable of maintaining the spring pheasant 
population at a slightly lower level (60) than the initial population (77). 
With an autumn immigration of 100 birds or more (Figures 5.13c & d), the pheasant 
population is no longer driven periodically to extinction, even when there is no fox control 
and predation is therefore maximal. The stable spring population size (69) is again just less 
than the initial population size. If cub control is introduced, or fox predation removed 
altogether (complete control). then the pheasant population stabilises at a higher level than 
the initial population (88 and 119 respectively). If immigration is set at ý'00 birds (Figure 
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13d) then the pheasant population follows a similar course under all three fox control 
strategies, the difference in the outcome between no fox predation (complete control) and 
maximal fox predation (no control) is much less pronounced. The `no control' population 
has a stable spring pre-breeding density which is only 21.4% smaller than the 'complete 
control' population. In contrast, with an immigration level of 100 or 50 pheasants, the `no 
control' population has a stable spring density which is 42% and 53.3% smaller than the 
`complete control' population respectively. This suggests that a large immigration of birds 
each year is able, in part, to swamp the effects of fox predation. 
5.5.3 Variation in bias between male and female fox-induced mortality 
Figures 5.14a-d show the results of variation in the fox-induced mortality bias between male 
and female pheasants. Under both fox control conditions of no control (Figures 5.14a & b) 
and cub control only (Figures 5.14c & d) there is no effect on the pheasant population of a 
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Figure 5.14a Effects of variation in female pheasant fox-induced mortality bias under 
conditions of no fox control (maximum predation) and zero autumn immigration. 
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Figure 5.14b Effects of variation in female pheasant fox-induced mortality bias under 
conditions of no fox control (maximum predation) and autumn immigration of 100 birds. 
Simulation refers to prey densities within a nominal 2.5 km2 fox territory. 
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Figure 5.14c Effects of variation in female pheasant fox-induced mortality bias under 
conditions of cub control only and zero immigration. Simulation refers to prey densities 
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Figure 5.14d Effects of variation in female pheasant fox-induced mortality bias under 
conditions of cub control only and autumn immigration of 100 birds. Simulation refers to 
prey densities within a nominal 2.5 km2 fox territory. 
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- female bias 70% 
- female bias 60% 
- female bias 30% 
5.6 Discussion 
5.6.1 Spring density 
The spring breeding density of pheasants of 31 km-2 is similar to that recorded in other 
studies carried out in similar habitats (Robertson ei al., 1989). However, it should be noted 
again that territories are typically situated along the edges of cover with areas of open 
ground where the males can both feed and display. In effect the males therefore exhibit a 
much denser, more closely packed distribution than the calculated density might suggest. 
Female distribution is in turn partly dictated by the distribution of male territories. The fact 
that the spring census in both 1996 and 1997 gave the same number of territorial males, 
together with the presence of non-territorial males, suggests that all suitable territories were 
occupied in both years and that the study area was, in effect, saturated. The number of 
available territories is determined by characteristics of the habitat and therefore remains 
constant in a constant environment (Aebischer & Robertson, 1992; Robertson et al., 
1993a). Male pheasants are relatively conspicuous in spring due to their behaviour, 
whereas females, with their cryptic colouration, are less easily seen and female numbers are 
therefore more likely to have been underestimated. 
5.6.2 Mortality 
The spring and autumn censuses showed a decrease in female pheasant numbers of 58%, 
with a corresponding decrease in male numbers of 27%. This level of female mortality 
is 
likely to have a significant impact on the growth, or indeed viability, of the pheasant 
population. Eighty-two percent of collared female mortality was directly attributable to 
fox 
predation. Robertson (1988) attributed 610 ,, 0 of confirmed deaths of released pheasants 
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(N=132) to fox predation, although a further 115 disappearances were unexplained. Some 
of these could also have been due to fox predation. 
The number of pheasants killed, calculated from the census results, compares well with the 
estimate obtained from the diet study detailed in chapter three (Figure 5.5). Although the 
combined male and female losses calculated from the census data are greater than the losses 
estimated from the diet data, the census data include losses due to all causes, whereas the 
diet data include only pheasants killed by foxes. This discrepancy is therefore to be 
expected; not all pheasant deaths are due to fox predation. Of more interest, however, is 
the fact that the estimated male losses calculated by applying the mortality rates due to fox 
predation from the radio collared data to the census counts (Figure 5.5) are smaller than 
those from the census data themselves (actual losses), whereas the estimated female losses 
are higher. This is despite the fact that the census data include pheasant losses due to all 
causes. This suggests that the radio collared females were possibly more vulnerable to 
predation than the other females in the population. This may have been due to a direct 
effect of the radio collar, although previous studies, comparing mortality of female 
pheasants fitted with necklace collars to those fitted with only leg rings, have shown no 
difference in mortality (Mareström et al., 1989). It was precisely because of this apparent 
lack of effect on female survival that the necklace design of collar was used in preference to 
the backpack design, which has been shown to increase female mortality (Mareström et al 
1989). Another possible explanation is that human disturbance during location of either the 
female or her nest may have in some way increased the vulnerability of the 
female to 
predation (Robertson, 1991). This may have occurred by either leaving 
human scent trails 
which a fox may have investigated, or by stressing the female 
in some way'. causing an 
increase in scent release by the female. Females are naturally more vulnerable to predation 
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during the incubation period and it may be that the additional handicap of a radio collar 
and/or human interference stacked the odds against survival too high. 
The increased vulnerability of females during nesting is emphasised by the fact that six of 
the eleven collared females were killed during this reproductive phase; five of them by 
foxes. One of these females was killed whilst incubating a clutch of eggs in August. As this 
is rather late in the breeding season, and female pheasants rear only one brood of chicks in 
any year, this female had presumably experienced previous unsuccessful reproductive 
attempts that year. 
5.6.3 Female reproductive success 
Female reproductive success for six of the eleven radio collared females was zero (Table 
5.4). Nests for the other five collared females were never found, possibly because they 
were abandoned before incubation could begin. This suggestion of low reproductive 
success is supported by the census data which show that only five percent of the spring 
breeding population of females were still alive with offspring in the autumn (Figure 5.2). 
Furthermore, of those offspring which are successfully hatched, it has been estimated that 
only around 38% survive (Potts, 1986). One of the main factors 
in chick survival is food 
availability (e. g., Warner, et al., 1984; Hill, 1985; Whitmore et al., 
1986). 
5.6.4 Fox/pheasant model 
Many of the Figures consist mainly of a series of peaks 
in October representing the 
immigration of reared birds from neighbouring estates. 
This suggests that the immigrant 
birds form the principal component of the dynamics of the pheasant population. 
The second 
smaller peak represents recruitment of young of the year to 
the population in November 
166 
After the second year this smaller peak disappears, either because there are too few 
offspring being recruited to produce a peak, or because the rate of decline of the population 
at that point nullifies the increase. 
The model output shows that, at a density of 31 birds km-2, as found on the study site, the 
pheasant population is unable to sustain itself without the annual immigration of reared 
birds. This is consistent with information in the literature concerning poor pheasant 
breeding success and over-winter survival (e. g. Hill & Robertson, 1988). How then did 
pheasants survive at all in Britain after their introduction in the 1400s? The answer to this is 
probably twofold. Firstly, the introduction of pheasants was not a single event; pheasants 
were repeatedly introduced over many years. Secondly, parish records, showing bounties 
paid for the killing of various animals, show relatively high amounts paid for the killing of a 
fox, suggesting that the fox was not particularly common in Britain around this time, 
possibly due to a scarcity of main prey items such as rabbits. 
Of necessity in an exercise such as this, many assumptions have been made and the model 
represents a simplified version of the real world. Nevertheless, sensitivity analysis carried 
out by varying the parameters listed in section 5.5.1 showed the model to be robust in this 
respect and therefore errors in the assumed values of these parameters would have little 
effect on the model output. The fact that variation in some of these parameters connected 
with pheasant reproduction, such as the probability of nest loss before incubation or brood 
survival, had little or no effect on the population is, at first sight, surprising. For example, 
previous work has shown that poor chick survival due to inadequate diet is an important 
factor in the poor reproductive success of the pheasant (e. g. Warner et cil., 1984. Potts, 
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1986). The explanation for this probably lies partly within the model itself and partly with 
female mortality. The model considers the probability of survival of the brood as a whole. 
If a brood is selected by a mortality factor, then automatically, 63% of the brood die (3171 ö 
survive; Potts), 1986). If this were modelled as individual chick mortality, then the effects 
may be different. Of more importance is the fact that female mortality is high in what is, in 
effect, a relatively small population. If only relatively few females survive the fox-induced 
and non fox-induced mortality and therefore reach the stage of brood survival, then 
variation in the survival probability of this small number of broods will have little effect on 
the overall population. 
This in turn begs the question of why, when the bias of fox-induced female mortality is 
shifted away from females (Figures 5.14a-d), there is no effect on the overall population 
dynamics? In this case, although female survival will be increased, there will be a 
corresponding increase in the bias of fox-induced mortality towards males. Therefore, as 
the number of females increases, the number of males will decrease. Again, because 
relatively few females breed successfully, this produces no significant effect in the overall 
population figures. Conversely, if the female mortality rate due to non-fox causes is 
decreased independently (Figure 5.12), then if the change is large enough, there is a marked 
increase in the population. In this case there is no compensatory increase in male mortality. 
In contrast to other figures, the plot for female monthly mortality of 0.015 in Figure 5.12 
shows population peaks in December rather than October, due to the recruitment of young 
into the population (December peak) and zero immigration (absence of October peak). 
Even when immigration is added, the December peak is much more significant than the 
October peak, suggesting that recruitment of offspring, produced by the increased number of 
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females is now the principal component of the population dynamics, rather than the autumn 
immigration of released birds. In summary, it appears that poor female survival in a 
relatively small population is mainly responsible for the inability of this pheasant population 
to sustain itself in the absence of immigration or predation. If female survival is increased 
enough, in the absence of fox predation, then enough females survive to successfully 
produce enough offspring to increase the population. Smaller increases in female survival 
are insufficient to allow enough females to survive to produce enough offspring to sustain 
the population in the face of limited breeding success. Decreasing fox-induced female 
mortality by moving predation bias towards males does not produce a population increase. 
Too few females still survive to successfully produce enough offspring. Only by removing 
fox predation and drastically reducing non fox-induced female mortality can this effect be 
produced. 
Examination of combinations of different fox control strategies and numbers of immigrating 
birds (Figures 5. l 3a-d) again shows the reliance of the pheasant population on the influx of 
reared birds each year. Below 50 birds (65% of the initial population size) the level of 
immigration is insufficient to prevent effective extinction of the population each year in the 
presence of fox predation, even if cub control is carried out. Above an immigration level of 
100 birds per year fox predation no longer causes periodic extinction. However, even at the 
highest immigration level of 200 birds, the pheasant population still exhibits a stable annual 
cycle and does not increase beyond the peak post-release density. This may be because 
many of the immigrating birds die over winter and do not actually enter the spring breeding 
population. In addition, both non fox-induced and fox-induced mortality are implemented 
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before reproduction. As discussed above, this leads to a relatively small number of females 
in the population with poor breeding success. 
In conclusion, although the pheasant is a relatively unimportant item in the fox diet (chapter 
3), the losses attributable to fox predation suffered by the vulnerable pheasant population 
mean that, even with annual immigration, some populations become periodically extinct. 
Even so, because the pheasant population, composed mainly of reared birds, exhibits such 
poor survival and reproductive success in the absence of fox predation, and is so heavily 
reliant on the annual release of more birds to maintain it, fox predation is not a significant 
factor in the overall population dynamics of the species. 
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5.7 Summary 
9 Spring breeding density of pheasants was 31 km"2 
9 Number of territorial males was constant for both 1996 and 1997. 
" Autumn pheasant population was 58% and 27% smaller than the spring population for 
females and males respectively. 
9 Eighty-two percent of radio-collared females were killed by foxes. 
" Radio-collared females appeared to be more vulnerable to predation than other females 
in the population. 
" Female reproductive success was very low (zero for six radio-collared females). 
9 The pheasant population was heavily reliant on the annual influx of released birds for its 
survival, even in the absence of fox predation. 
"A large increase in female survival probability was necessary in order to produce an 
independently viable population. 
" Irrespective of a high level of fox-induced mortality, the main reason for lack of 




THE IMPACT OF FOX PREDATION ON RABBITS 
6.1 Introduction 
The rabbit is one of the most significant agricultural pest species in Britain. It is estimated 
to cause in excess of £100 million of damage annually to cereal crop production as well as 
damage to pasture and forestry (Mills, 1986). As demonstrated in chapter three, rabbits 
constitute a large part of the fox diet and are the most significant prey item for the fox. This 
chapter examines the effect of fox predation on the rabbit population to see whether fox 
predation is a significant factor for the rabbit. 
6.1.1 Biology of the rabbit 
Rabbits typically, though not exclusively, form stable social groups based upon the shared 
use of underground burrow systems or warrens (e. g. Cowan, 1987a, b, Cowan & Garson, 
1985; Kolb, 1991a, b, 1994). Within the warren there is a social hierarchy amongst each 
sex with females competing for access to breeding sites and the males competing for access 
to the females (Cowan, 1987a, b, 1991b). At high densities females may be forced to breed 
away from the warren in single entrance `stops' (Cowan, 1991b). Individuals typically do 
not move far from the warren to forage (Cowan et al., 1989). Dispersal from the warren is 
typically male-biased (Cowan, 1991 a). 
The breeding season starts during December and continues through to September 
(Thompson & Worden, 1956) with each female producing up to three litters within this time 
(Cowan, 1991b). Gestation lasts approximately 30 days and after parturition the female 
172 
comes into oestrus again and is usually pregnant within 24h (Cowan, 1991 b). Litter size 
varies from three to seven but there is a high pre-natal mortality (up to 60%) with entire 
sets of embryos lost through intra-uterine absorption (Brambell, 1942; Allen et al., 1947. 
Brambell & Mills, 1947,1948). The mortality rate of pre-emergent young is assumed to be 
significant but no exact figures are available (Bell & Webb, 1991). Annual production of 
young varies from 10 young in high density populations to over 38 in less dense populations 
(pp. 87 Thompson, 1994; Brambell, 1944; Gilbert ei al., 1987). For example, after the 
outbreak of myxomatosis production rates of 30 young per female were recorded (Lloyd, 
1963). 
The young emerge at approximately 18 days and are weaned at 21-25 days. The mortality 
rate of newly emerged young is very high (Richardson & Wood, 1982). Overall mortality in 
the first year of life can be as high as 95% (Wood, 1980; Cowan & Roman, 1985; Webb, 
1993) with female life expectancy at birth only 11 weeks (Cowan & Roman, 1985). 
Juvenile mortality is seasonally-dependent with earlier litters fairing better (Cowan, 1987c). 
Adult mortality can vary from 27%-64% annually (Cowan, 1987c) but is generally in the 
order of 45-65%: this is generally comparable with rabbits in continental Europe (pp. 46 
Rogers el al., 1994). 
Three factors are likely to affect rabbit breeding success, food, predation and anthropogenic 
mortality. In the United Kingdom rabbits suffer predation from a variety of mammalian and 
avian species (Rogers ei al., 1994). In Britain, the principal predators are 
foxes, stoats. 
buzzards, polecats and wild cats which will take rabbits of any age: 
in addition badgers, 
weasels and domestic cats will take younger individuals. 
Other predators \ý hich 
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occasionally predate rabbits include owls, gulls, ravens and crows. Foxes tend to favour 
younger rabbits which are easier to catch (see Richardson & Wood, 1982). Conversely, 
stoats are probably equally likely to take adult rabbits since they can catch these 
underground. By comparison, rabbits in continental Europe may suffer predation from 30 
or more species including several species of snake (Rogers et al., 1994). 
In addition to this natural mortality, large numbers of rabbits are culled annually by farmers, 
both to reduce damage to cereal crops and also to derive income through selling the animals 
for meat. In the past, up to 40 million rabbits were taken annually for the meat and fur 
trade (Thompson & Worden, 1956). 
6.1.2 Myxomatosis and viral haemorrhagic disease 
Myxomatosis is a viral disease which in Britain is transmitted by the rabbit flea. The disease 
was first reported in South America in 1898. The disease was introduced into southern 
England in 1953 (Thompson & Worden, 1956). By 1955 most of Britain was affected and 
the effect on the rabbit population was dramatic, with over 99% of rabbits lost (Thompson 
& Worden, 1956; Thompson, 1994). 
The disease has an incubation period of five to seven days. The first symptom is a clear 
discharge from the eyes. This discharge then thickens causing both the eyelids and the base 
of the ears to swell. These swellings render the animal prone to predation and also to road 
traffic mortality. When first introduced, myxomatosis usually caused death within 11-18 
days of initial infection with a virulence rate of approximately 99%. The current level of 
mortality attributable to myxomatosis is much less. Essentially this is because the virus 
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itself has attenuated since its introduction during the 1950s and also because the rabbits 
have acquired a degree of immunity which can be transferred from mother to offspring 
(Ross, 1982; Ross & Sanders, 1984). However, minor outbreaks at a local level are 
common during late-summer and autumn, principally from infections in the young of that 
year. mortality during these outbreaks is in the region of 40-60%. The current UK rabbit 
population is estimated at 37.5 million (Harris et al., 1995), approximately 50% of the pre- 
myxomatosis population. 
In addition to myxomatosis, rabbits may also suffer from rabbit viral haemorrhagic disease 
(RHD) also known as rabbit calicivirus disease, a viral infection which causes death by 
internal bleeding. Thought to have originated in China (Liu et al., 1984), the virus spread 
through Europe and central America. In Australia experiments were undertaken in 
quarantine areas with a view to using the RHD virus as a biological control agent. In fact 
the virus managed to infect rabbits outside the isolation area and eventually transferred to 
the mainland where it has caused substantial mortality. The impact of the disease in Britain 
has been much less marked than in Australia (e. g. Saunders et al., 1999): one possibility is 
that rabbits in Britain have a certain immunity arising from prior exposure to a similar virus 
(Chasey & Trout, 1995). 
6.1.3 Aims 
In this chapter the methods intended to allow data collection on the size and survival of the 
rabbit population on the study site are described, together with problems encountered. 
Methods used to estimate rabbit population size using field data and data from the literature 
are also described. These data are combined with data from previous chapters to construct 
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a model of the interaction between the fox and rabbit populations. The effects of fox 
predation on the rabbit population are examined and also the consequences of changes in 
some model parameters for the growth of the rabbit population. The implications of these 
findings for the wild rabbit population are discussed. 
6.2 Methods 
6.2.1 Post mortem data 
Nine hundred and thirty five rabbits which had been ferreted and culled by the farmer as part 
of a pest control programme were collected from sites within the study area. Animals were 
sexed and weighed and the following data recorded: 
skull length 
ear length 




number of embryos (pregnant females) 
The left hind tibia and eye lenses were removed to allow the age of each animal to be 
estimated. It was planned to divide the carcasses into juveniles and adults according to the 
radiographic appearance of the apophyseal line at the head of the tibia (Watson & Tyndale- 
Biscoe, 1953). A sub sample of adults could then be aged more accurately by sectioning 
the tibia and examining growth annuli. These data were then to be used to construct a 
relationship between eye lens weight and age (from the tibia section) for these animals. 
Finally, this relationship between eye lens weight and age was to be used to determine the 
age of all the rabbits in the post mortem sample (without the need to section each tibia). 
The relationship between age and the other measurements of body size recorded could then 
be calculated. In this way body measurements taken in the field from live rabbits before 
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release (see section 6.2.2) could be used for age estimation. Unfortunately, due to 
unforeseen circumstances as detailed below, it was not possible to obtain sufficient data 
from live rabbits in the field to make this exercise worthwhile. The tibial samples were 
therefore not sectioned and aged. 
6.2.2 Survival data 
At 5 sites on the study area rabbits were live trapped at warrens. The sites were selected 
for their visibility and restricted general public access. They were also chosen in 
consultation with the farm manager to ensure that the rabbits in these areas would not be 
culled. Following the method of Cowan (1987c) the adult rabbits were fitted with coloured 
ear tags (Rototag) to allow later identification. Juveniles were fitted with smaller numbered 
ear tags (Hauptner). Animals were sexed, weighed and hind foot and ear length were 
recorded. These data were to be used in conjunction with the post mortem data described 
above to estimate the age of the adult tagged rabbits. Survival data were to be obtained by 
recapture of tagged rabbits and also by sightings of the tagged rabbits in the field using a 
telescope (see Cowan (1987c) for details). 
One hundred and twenty four rabbits were caught and tagged over a period of 6 months. 
Unfortunately the farmer then decided that the rabbit population was too high and that he 
could not sustain further extensive losses to his cereal crops. Rabbits at all the study 
warrens were therefore culled by ferreting soon after tagging, making any further data 
collection impossible. The culled rabbits were disposed of by the farmer without 
notification until after the event. No details were available on how many of the culled 
rabbits were tagged. Insufficient sighting data were gathered before the cull to allow any 
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trends in survival to be estimated. No survival estimates were possible and therefore data 
from other studies were used in the model construction (section 6.4). 
6.3 Estimation of rabbit numbers 
The rabbit population on the study site had not been extensively controlled for a number of 
years prior to this study. Consequently the population was probably at or very near 
capacity. The tagging regime outlined in section 6.2 was to be used as part of a capture 
mark recapture programme, which, in conjunction with a survey of warren size and 
distribution, was to be used to derive an estimate of rabbit population size on the study site. 
Because the tagged rabbits were culled this was not possible. An alternative method of 
population estimation was therefore necessary. 
It has been shown that the number of females in a rabbit group is related to the number of 
burrow entrances (Cowan, 1991 a). A survey of the entire study site was made and an 
estimation of the number of rabbit burrows was recorded. Burrows were then grouped 
together to indicate warrens. A minimum separation of 50m was taken to indicate different 
breeding groups (warrens). These were grouped according to the number of entrances: 
<20,20-50,50-100, >100. 
6.3.1 Results 
A total of 79 distinct warrens were identified. Of these, 30% contained <20 entrances, 
53% 
contained 20-50 entrances, 13% contained 50-100 entrances and 
4% contained > 100 
entrances. A further five areas could not be surveyed accurately 
because vegetation 
prevented adequate access, a minimum of five warrens was present 
in these areas. Figure 
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6.1 shows the distribution of rabbit warrens on the study site. There is a fairly even 
distribution throughout the study site, in and around the woodland areas. When compared 
with the distribution of breeding dens and fox territories in Figures 2.2a-d, it is obvious that 
all fox territories encompass an abundant supply of rabbit prey. 
Cowan (1991 a) describes the relationship between the number of burrow entrances (x) and 
the number of breeding females (y) as y=O. Olx + 0.6. However, examination of the graph 
indicates a relationship of y=0. lx + 0.6 (i. e. one additional female for every additional 10 
entrances). Assuming minimum and maximum limits for the four categories outlined above 
of 5-15,25-45,60-90 and 100-150 entrances respectively, based upon this relationship it 
can be estimated that there were between 209.4 -362.4 breeding females on the study site at 
the start of the breeding season (Table 6.1). 
Table 6.1 Approximate number of breeding females on the study site at the start of the 
breeding s eason based upon Cowan's (1991) relationship. 
Warren N Additional Min. Max. Min. Max. 
size N holes holes females females 
<20 24 (0) 5 15 12.6 (12.6) 36.6 (36.6) 
20-50 42 (3) 25 45 105.6 (113.1) 189.6 (203.1) 
50-100 10 (2) 60 90 60.6 (72.6) 90.6 (108.6) 
>100 3 (0) 100 150 30.6 (30.6) 45.6 (45.6) 
Total 209.4 (228.9) 362.4 (393.9) 
Including the additional five areas the revised figure is 228.9-393.9. Assuming an adult sex 
ratio of 1: 1, this gives a pre-breeding density of 130.8-225.1 adult rabbits 
km-2 (stud,,, area 
3.5 km2). A fox territory of 2.5 km2 would therefore contain 327.0-562.8 adult rabbits. 
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p <20 entrances 
20-50 entrances 
50- 100 entrances 
> 100 entrances 






However, these figures are likely to underestimate the true population size. Table 6.2 
shows data obtained from the post mortem examination of rabbits ferreted and culled from 
12 warrens on the study site. 
Table 6.2 Summary of females ferreted in each 4-week period from January 1 st 
4-week period Females Non breeding Non breeding Pregnant 
in which ferreted <800g >800g 
1 120 1 79 40 
2 92 1 37 54 
3 1 0 1 0 
4 5 4 1 0 
5 12 6 1 5 
6 0 - - - 7 40 15 15 10 
8 0 - - - 
9 30 10 18 
10 68 1 67 0 
11 71 3 67 1 
12 58 0 58 0 
13 64 0 46 18 
Total 561 41 390 130 
The number of reproductively capable females (>800g) ferreted during periods 10-13 
(which mostly represents the non-breeding period) is 257. This figure alone is greater than 
the minimum estimate above. Cowan (1984) estimated that only 42% of resident females 
would be sampled by ferreting. This increases the likely total number of reproductively 
capable females in the 12 warrens to 612, i. e. 51 females per warren. By applying Cowan's 
(1991) relationship to data showing the number of entrances in each of these warrens, the 
estimated total number of females would only be 44.2-70.2. Even the maximum estimate of 
70.2 implies a possible error of 872%. This degree of error would change the original 
minimum estimate of 327 adult rabbits per fox territory to --2,800 and the maximum original 
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estimate of 562.8 adult rabbits per fox territory to -4,900. This is equivalent to between 
4,000 and 6,800 rabbits on the study area as a whole. 
The discrepancy between this study and Cowan's (1991) data probably arises from the fact 
that most of the warrens in this study were relatively larger. The largest warren in Cowan's 
study had approximately 30 entrances: by contrast, in this study, three warrens exceeded 
100 entrances and most (66%) had >20 entrances. At these relatively large warren sizes the 
relationship between number of entrances and number of females probably breaks down. It 
may also cease to be a linear relationship as has been assumed. 
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6.4 Modelling the effects of fox predation 
6.4.1 Basic construct 
The methodology of this model is the same as that for the pheasant model in chapter 5. Fox 
predation on a single fox territory (2.5km2) is considered, in addition to a normal pattern of 
non-fox induced mortality. Juvenile rabbits are more vulnerable to fox predation than adults 
and therefore, in this model, fox predation has been placed after reproduction and non-fox 
induced mortality. The effect of this is to minimise the impact of foxes. 
6.4.2 Time frame 
The model runs for a period of ten years, with each year divided into 13 four-week periods 
(after Cowan, 1987c). Each time the model is run it performs ten repeats: the output is the 
average value for each four-week period over these ten repeats. 
6.4.3 Fox group size 
Fox group size is 2.5 adults: these are present all year round. Litter size is 4.17 cubs: these 
disperse in period 11. 
6.4.4 Fox food requirements 
Fox food requirements are based on the diet data presented in chapter 3. These are 
summarised in Tables 6.3 and 6.4. The conversion factors given 
in chapter 3 have been 
used to calculate mass of rabbit killed. 
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Table 6.3. Fox food requirements. Figures are mass of prey required (kg). Brackets 
represen t period w hen cubs are assumed to have dispersed. 
Period Adult Adult Subordinate Each All 
male female female cub cubs 
1 11.52 10.16 5.08 12.67 52.83 
2 11.52 10.16 5.08 12.03 50.17 
3 11.52 10.16 5.08 11.23 46.83 
4 11.52 18.43 5.08 2.33 9.72 
5 11.52 13.17 5.08 4.84 20.18 
6 11.52 10.16 5.08 8.71 36.32 
7 11.52 10.16 5.08 10.59 44.16 
8 11.52 10.16 5.08 12.11 50.50 
9 11.52 10.16 5.08 13.23 55.17 
10 11.52 10.16 5.08 13.95 58.17 
11 11.52 10.16 5.08 (14.05) (58.59) 
12 11.52 10.16 5.08 (13.77) (57.42) 
13 11.93 10.52 5.26 (13.33) (55.59) 
Table 6.4. Proportion of rabbit in diet. Brackets represent period when cubs are assumed to 
have dispersed. 
Period Adult Cub 
1 0.728 0.728 
2 0.728 0.728 
3 0.728 0.594 
4 0.728 0.578 
5 0.728 0.578 
6 0.766 0.707 
7 0.790 0.790 
8 0.790 0.790 
9 0.767 0.767 
10 0.718 0.718 
11 0.718 (0.718) 
12 0.719 (0.719) 
13 0.728 (0.728) 
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6.4.5 Initial rabbit population size 
The initial number of rabbits present is set to an arbitrary value. The model is for each set 
of parameters for five different starting densities: 100,200,400,800 and 1600 rabbits/km2. 
For a fox territory of 2.5 km2, these values represent rabbit populations of 250,500,1000, 
2000 and 4000 respectively. These values were chosen to represent the extremes of rabbit 
densities recorded e. g. Cowan (1991b) states that densities range from 1-15 per hectare 
(100-1500 per km2). 
6.4.6 Initial rabbit sex composition 
The male: female ratio is assumed to be 1: 1. 
6.4.7 Initial rabbit age structure 
The rabbit population is divided into 52 age classes, each class representing a 4-week 
period. Both males and females are considered. The initial population is assumed to be at a 
stable age structure (after Smith & Trout, 1994). This was calculated by extrapolating the 
model in the absence of predation and density dependent feedback for 50 years. The initial 
age structure is summarised in Table 6.5. 
6.4.8 Rabbit mortality 
Each sex has the same age-specific mortality schedules. These are listed in Table 6.6. No 
animal survives beyond age class 52 (approximately 4 years of age). Other authors (e. g. 
Smith, 1995) chose to use a population with animals aged up to two years. However, a 
substantial proportion of the population can be over two years of age (Trout & Lelliott, 
1992) 
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Table 6.5. Stable age structure. Age classes represent 4-week periods. 















































The figures for age-specific survival rates are based on the data of Cowan (1987c) and have 
been used extensively by Smith & Trout (1994) and Smith (1995,1997). 
Table 6.6. Age-specific survival rates. 
















However, it should be noted that there is a potential problem with utilising these data for 
modelling the impact of fox predation. The population from which the age-specific survival 
rates were calculated were already open to fox predation. Of 73 animals for which the 
cause of death could be identified, predation accounted for 19% of deaths (Cowan, 1987c). 
Furthermore, predation was the cause of death most likely to have been underestimated 
since most animals would have been removed from the study site prior to being eaten. 
However, no other data are available. The assumption must be made, therefore, that the 
pattern of mortality described actually reflects mortality in a rabbit population in the absence 
of fox predation. 
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6.5 Model components 
6.5.1 Rabbit reproduction 
Rabbit reproduction is both age-specific and dependent upon the period of the year. The 
data are summarised in Table 6.7. Note that all the rabbits born in each period are not 
subject to any mortality until the following period i. e. after they have been introduced into 
age class one. 
Table 6.7. Age and period specific fecundity rates . Figures are the number of female young born. 
4-weekly period 
Age class 1 2 3 4 5 67 89 10 11 12 13 
1-5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
6-11 0.00 0.83 1.30 1.40 1.12 0.63 0.30 0.12 0.00 0.00 0.00 0.00 0.00 
12-18 0.37 1.24 1.74 2.00 1.98 1.13 0.57 0.35 0.18 0.00 0.06 0.07 0.08 
19-52 0.59 1.35 1.92 2.30 1.50 0.92 0.58 0.38 0.25 0.00 0.00 0.03 0.14 
6.5.2 Non-fox mortality 
During each 4-week period all age classes are reduced by non-fox induced mortality. The 
number of animals surviving is calculated by multiplying the number in each age class by the 
age-specific survival rate. Because the survival rates are greater than zero, no age class can 
become extinct due to non-fox induced mortality. 
6.5.3 Fox-induced mortality 
Fox-induced mortality is calculated as the mass of rabbit taken to meet the foxes' 
requirements for that period. Initially a male or female rabbit is selected, with a 50: 50 
likelihood, and then an adult or juvenile rabbit. Juveniles are classified as age classes I to 5. 
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Juveniles and adults are selected in the ratio 20: 80 which biases mortality towards juveniles 
The juvenile age classes 1-5 represent only 9.6% (5/52) of all the classes and would 
therefore be expected to experience 9.6% of the mortality if predation were spread equally 
over all classes. Similarly, in terms of numbers of animals, age classes 1-5 contain only 
8.8% of the total population. 
Throughout the analysis of the model these ratios have been varied, biasing adult predation 
from 50% female to 80% female. This was done because females represent the 
reproductive output of the population. Juvenile predation was varied from 20% up to 50%. 
Each time a rabbit of a given sex and age class is selected, confirmation is required that the 
number of rabbits in that age class is >_1.0 in order that the age class is not driven to 
extinction. If it is <1.0 a different rabbit is selected. This method has been used since it 
removes the problems of having zero animals in particular age classes which complicates 
matters considerably in a matrix model. Each time a rabbit from a given age class is eaten, 
the corresponding weight is added to the running total of mass of rabbits eaten in that 
month and checked against the mass needed by the foxes. If the food requirements of the 
foxes have been met, the model jumps out of the fox predation cycle and goes on to 
consider the density dependent check on rabbit population growth. The masses used for 
each rabbit age class were: 0.17 kg for age class one, 0.45 kg for age class two, 0.73 kg for 
age class three, 1.01 kg for age class four and 1.40 kg for all other age classes (after 
Cowan, 1991b; Thompson & Worden, 1956). The adult weight of 1.40kg is an average 
weight. Some individuals, for example pregnant females would be heavier and others 
lighter but this average weight is used in the literature and is utilised here. 
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6.5.4 Density dependent check on rabbit population growth 
If a check is not placed on the upper limit of the rabbit population it will multiply to such an 
extent that it loses biological credibility (e. g. in the unchecked run used to calculate stable 
age structure, densities reached >10000 per km2). The simplest way to resolve this problem 
(since there is no known function to describe density dependence in rabbits) is to place an 
arbitrary upper limit on the carrying capacity of the population. A maximum density of 
2000 rabbits/ km2 has therefore been used. If the population exceeds this limit (5000 rabbits 
on the fox territory), the total number of animals above this limit is calculated and the 
population reduced accordingly. The pre-breeding rabbit population size on the study site 
per fox territory (2.5 km2) was estimated to be as high as 2,800. By using an arbitrary 
upper limit of 5000 rabbits per fox territory any observed effect of fox predation is less 
likely to be due to artificially constraining rabbit reproduction in the model itself. 
Attempting to accommodate the reduction in numbers necessary to remain within the 
arbitrarily imposed limit by reducing the older or younger age classes preferentially would 
greatly complicate the model. For simplicity all age classes are equally reduced. However, 
if applied rigorously this has the effect of making many age classes extinct. This then 
creates further problems as these redundant age classes advance through consecutive 
periods, since they never get any larger than zero and contribute nothing to reproduction. 
The result is to drive the population inevitably to extinction, even 
in the absence of 
predation. For this reason, if, after the density dependent reduction 
is applied, any age class 
is <_0.0 then the number of animals in that class is arbitrarily reset to 0.01. 
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6.6 Model results 
Figure 6.2 shows the pattern of rabbit growth depicted in the model in the absence of fox 
predation. As expected, from most initial population sizes (200-1600 rabbits km-2) the 
arbitrary limit of 5,000 rabbits per fox territory, which has been imposed on the model, is 
exceeded. The initial population of 100 rabbits km -2 approaches this limit by the end of the 
10 year simulation. 
Figure 6.3 shows the impact of fox predation on the patterns of population growth shown in 
Figure 6.2 under `standard' conditions of 50/50 probability of male/female predation and 
20/80 probability of juvenile/adult predation. Initial population sizes of 100 and 200 rabbits 
km-2 are driven to extinction within one and two years respectively. An initial population 
size of 400 rabbits km 2 approaches extinction by the end of the 10 year simulation. Only 
with an initial population density of 800 rabbits km -2 or above does the population manage 
to recover and increase to the upper arbitrary limit in the presence of fox predation. In 
reality this `threshold' value lies somewhere between 400-800 rabbits km-2 
In order to investigate the relative effects of a change in the bias towards female or juvenile 
predation these factors were increased using an initial population size of 800 rabbits km-2. 
By varying these parameters separately, it could be shown that any decrease in the 
population was due to this factor alone. Figure 6.4 shows the effect on this initial 
population of increasing the bias of fox predation towards females from 50% up to 80%. 
With female mortality bias increased to 60% the population is still able to reach the arbitrary 
upper limit, although the time taken to reach this level is increased by 
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Figure 6.2 Pattern of rabbit population growth in the absence of fox predation for initial population sizes of 
100.200,400,800 and 1600 rabbits km-`. Horizontal line represents the arbitrary, upper population limit 











Figure 6.3 Pattern of rabbit population growth in the presence of fox predation for initial population sizes 
of 100.200.400.800 and 1600 rabbits km-2. Horizontal line represents the arbitrary upper population limit 
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Figure 6.4 Effect of increasing female mortality bias with an initial population density of 
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Figure 6.5 Effect of increasing juvenile mortality bias with an initial population density of 
800 rabbits km"2. Simulation refers to prey densities within a nominal 2.5 km-2 fox territory. 
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when the female mortality bias is increased to 70% or above does the population decline, 
becoming extinct after 9 years with 80% bias. 
The effect of increasing juvenile mortality bias on the pattern of population growth is shown 
in Figures 6.5 and 6.6. In contrast to the effect of increasing female mortality bias, 
increasing juvenile mortality bias has very little effect on the pattern of population growth 
from an initial density of 800 rabbits km-2, even when increased from 20% to 50% (Figure 
6.5). An initial density of 400 rabbits km-2, however, demonstrates changes in the pattern of 
population growth when the juvenile mortality bias in increased (Figure 6.6). Somewhat 
surprisingly, an increase in juvenile mortality bias leads to an increase in the magnitude of 
















Figure 6.6 Effect of increasing juvenile mortality bias with an initial population 
density of 
400 rabbits km-2. Simulation refers to prey densities within a nominal 
2.5 km fox territory. 
194 
6.7 Discussion 
6.7.1 The impact of fox predation under `standard' model conditions 
The pattern of rabbit population growth shown in Figure 6.2, in the absence of fox 
predation, demonstrates that the population is capable of increasing rapidly, even from 
relatively small population densities, unless some limiting influence is applied. This 
limitation may come from predation, as discussed below, or from environmental factors 
such as drought or disease. If disease alone is the limiting factor then, unless the pathogen 
persists in the population and maintains its effect, the population has the potential to 
increase again to its former level once the pathogen disappears, becomes less virulent or the 
population develops immunity (as seen with myxomatosis in Britain since the 1950s). This 
will occur even if the original outbreak of disease caused a significant reduction in 
population density. Similarly, environmental factors such as drought tend to be isolated 
events which are only repeated at intervals of several years. Again, between unfavourable 
periods the rabbit population has the potential to rapidly increase. 
In contrast, the pattern of population growth shown in Figure 6.3, where the impact of fox 
predation is included, shows that lower population densities are no longer able to sustain 
themselves under the added pressure of predation. This situation mimics the `predator pit' 
described by Newsome (1990). Once the population density is reduced, predation is able to 
constrain the potential increase which would otherwise occur. However, if the rabbit 
population density is not reduced far enough by drought or disease (in the case of this 
simulation to <800 rabbits km2) 'then the rate of population 
increase is great enough for the 
population to escape from the constraints of predation (see also 
Trout & Tittensor, 1989; 
Pech et al., 1992). Although the rabbit population at a starting 
density of 800 rabbits km-2 
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is initially reduced by predation (Figure 6.3) when compared with the population growth in 
the absence of predation (Figure 6.2), by year four the population has recovered. 
This has important implications for future agricultural pest control in Britain. As mentioned 
earlier, the effect of myxomatosis on the rabbit population is now very much reduced «ith 
rabbit numbers increasing towards their pre-myxomatosis levels (Harris et al., 1995). It 
remains to be seen, however, what the long term effects of rabbit viral haemorrhagic disease 
(RHD) are. If RHD takes hold and is able to significantly reduce rabbit density, then the 
fox, as a generalist predator able to maintain its numbers, may have an important role to 
play in continuing to suppress the reduced population (but see Pech & Hood, 1998). 
Although, as with myxomatosis, this suppression may not be absolute, it may at least 
prolong the period of reduced rabbit density. This would depend in part on the ability of the 
rabbit population to develop immunity and on the continued virulence of the RHD 
pathogen. 
6.7.2 The effect of increasing female mortality bias 
An increase in female mortality bias has a detrimental effect on population growth (Figure 
6.4). At initial population densities of 400 rabbits km-2 and below, which decline to 
extinction even with 50/50 male/female mortality ratio (Figure 6.3), the rate of decline 
increases with increasing female mortality bias. An initial population density of 800 rabbits 
km-2, which does not approach extinction under conditions of 50/50 male/female mortality, 
does, however, start to decline when female mortality bias is increased. If enough 
females 
are removed from the breeding population (male/female mortality 
30/70 and above) then the 
effects of predation outweigh the production of young, 
despite the fact that the same overall 
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number of adults are being predated. An increase from 50% to 60% female mortality 
produces an initial reduction in the rate of population growth but this then disappears. It is 
possible that wild female rabbits may indeed be more prone to predation than males. When 
pregnant they may be less able to escape predation. A further manipulation would be to 
increase the mortality bias towards males to see if this produces any effect on the pattern of 
population growth. This has not yet been carried out. 
6.7.3 The effect of increasing juvenile mortality bias 
Manipulation of juvenile mortality bias has a negligible effect on population growth from an 
initial density of 800 rabbits km-2 (Figure 6.5). However, at an initial density of 400 rabbits 
km"2, increasing mortality bias has a beneficial effect on population growth (Figure 6.6). To 
explain this apparent anomaly, it should be noted that because it is juvenile/adult mortality 
bias which is being manipulated, as juvenile mortality increases, so there is a corresponding 
decrease in adult mortality. As the model measures population growth by the number of 
individuals alive, the one effect is compensated by the other. The enhanced adult survival, 
especially adult females, produced by increasing juvenile mortality bias is enough to offset 
some of the effects of predation on the population as a whole, but only when the initial 
density is relatively low. As the initial density increases, so the increased rate of population 




" The pre-breeding rabbit population size on the study site per fox territory (2.5 km2) was 
estimated to be between 2,800 and 4,900. 
" In a model simulation, in the absence of fox predation, rabbit populations were able to 
increase from all initial densities to an arbitrarily imposed upper limit. 
9 In the presence of fox predation, populations with an initial density below 800 rabbits 
km-2 declined. 
" Above this density, fox predation was unable to prevent the rabbit populations from 
reaching the upper arbitrary limit. 
" Increasing female mortality bias relative to males had a detrimental effect on rabbit 
population growth. 
" Increasing the bias of juvenile/adult mortality had a beneficial effect on population 
growth at relatively low initial population densities due to the corresponding increase in 
adult survival. This did not occur at higher initial densities. 
" Fox predation is unlikely to have any significant effect on rabbit population growth at 





The details of the impact of fox predation on the fox's main prey species have been 
discussed at length in the relevant chapters. This chapter will briefly draw together these 
different strands to discuss the overall effect of the fox as a generalist predator, including a 
brief discussion of the possible economic consequences of fox predation. This will give an 
insight into the implications of a future increase or decrease in the fox population. Finally, 
areas where further research is needed in order to build upon that presented here will be 
identified. 
7.2 The effect of generalist predation 
7.2.1 Generalist versus specialist predators 
The broad composition of the fox diet was demonstrated in chapter three. This definitive 
characteristic of a generalist predator means that it is not solely reliant on any one prey 
species. The consequences of this are twofold. Firstly, the intensity of predation on a 
particular prey species is less than it would be, were the predator a specialist, and the impact 
of predation on the prey population is therefore reduced. Secondly, because the predator is 
able to exploit alternative prey populations, it is not dependent on that particular prey 
species for its survival and reproduction. Whereas the size of a population of specialist 
predators is likely to track fluctuations in the prey population, a generalist predator 
population is able to remain at a relatively constant level, despite fluctuations in a particular 
prey population, assuming alternative prey are available. This is the basic concept behind 
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the prevention of some microtine rodent cycles (Erlinge et al., 1984) and the continued 
suppression of prey populations already reduced by some other agency, e. drought 
(Newsome, 1990; Pech ei al., 1992) or, in the specific case of rabbits, rabbit haemorrhagic 
disease (RHD) (Pech & Hood, 1998). 
7.2.2 Limitation or regulation of prey populations 
Under most conditions, a specialist predator is more likely to show a pronounced numerical 
response to an increase in its prey population than a generalist predator is in response to an 
increase in any one of its main prey populations. The specialist predator is therefore more 
likely to exert a density dependent effect on the prey population. It is only in the presence 
of density dependence that regulation can occur. 
As demonstrated in chapters four, five and six, fox predation has little impact on the 
dynamics of the main prey populations. In the case of pheasants, the population is not 
sustainable without the annual influx of released birds. Fox predation, although a significant 
additional cause of mortality, is not an important factor in determining the viability of the 
prey population. 
In contrast, the small mammal and rabbit prey populations are so immense that the level of 
predation imposed by the fox is not enough to significantly affect the populations at these 
levels. So, although fox predation must by definition limit these prey populations, there 
is 
no suggestion of density dependent predation acting to regulate the prey populations 
At 
high prey population densities such as these it is more likely that 
intraspecific competition 
for resources will occur within the prey population producing 
density dependent effects on 
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population growth, although this is difficult to demonstrate in the field (e. g. Varlev & 
Gradwell, 1960). If this is the case, fox predation may merely affect the identity of the 
survivors in the prey population. 
Fox predation is only likely to significantly affect these prey populations if their density is 
firstly reduced by some external factor such as prolonged adverse weather conditions or 
disease. For rabbits this has been demonstrated both in Britain (Trout & Tittensor, 1989) 
and Australia (Newsome et al., 1989; Pech et al., 1992). During the decline in the rabbit 
population, foxes switch to alternative prey once the availability of rabbits falls below that 
of the alternative prey (Lever, 1959). The fox population can therefore sustain itself at its 
original level and, as the rabbit population recovers, exert a density dependent predation 
effect which acts to regulate it and maintain it at its low level. This will only occur if the 
rate of increase in the prey population is such that the prevailing predation rate, from all 
sources, is able to prevent an increase in population numbers. If the rate of increase is very 
high then the prey population may be able to break out of the `predator pit'. Having done 
so it will again increase until once again regulated by intraspecific competition. This has 
important implications for the future management of rabbit populations which are 
responsible for large economic losses in forestry and agriculture (e. g. Tapper, 1976; 
Hansson, 1986). Because of this interaction between predation and other environmental 
factors the ability or otherwise of a predator to regulate its prey population may vary from 
time to time. Under some conditions regulation may occur, under other conditions it will 
not. The question `can a predator regulate its prey population? ' may therefore be too 
simplistic to have a sensible answer. 
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In semi-arid Australia, where rabbits are the main prey of foxes and alternative prey are 
relatively scarce, it has been proposed that a decrease in the rabbit population due to 
increased prevalence of RHD would indirectly lead to an increase in the alternative prey 
populations rather than a decrease (Pech & Hood, 1998). The increased rabbit mortality 
leads to fewer eruptions in the rabbit population. This in turn leads to fewer occasions 
when rabbit density is low but fox density is high due to a lag in the response of the fox 
populations. Alternative prey populations therefore experience a reduced predation 
pressure and reduced competition for resources from rabbits. 
7.3 Economics of fox predation 
Data presented in chapter five showed that even in the absence of fox predation it would 
still be necessary to rear and release large numbers of pheasants every year in order to 
maintain a population of birds available for shooting. Although there is no literature on the 
absolute cost of rearing the pheasant pullets released by the shoots, the numbers of 
pheasants taken by foxes relative to the huge numbers reared and released is small and the 
economic impact is therefore probably of little significance. In contrast, the economic 
impact of fox predation on rabbit populations could be argued to be significant, even though 
the rabbit populations are not regulated by fox predation. In chapter three it was calculated 
that a standardised fox group (2.5 adults, 4.17 cubs) consumes the equivalent of 334 adult 
rabbits per annum. It has been estimated that the annual cost in lost production of an adult 
rabbit eating a diet of grass, barley or wheat is £2.00, £4.00 and £7.50 per annum 
respectively (Mills, 1986). The corresponding economic 
benefit of the annual removal of 
334 adult rabbits is therefore around £650 - £2,500 per annum. 
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7.4 Conclusion 
The difficulties encountered when attempting to draw conclusions relating to predator / 
prey interactions from field data are both temporal and spatial. As described in chapter 
four, the data relating to fox predation on small mammal communities may have been 
limited by the scale of the manipulations. Similarly, had the study been carried out at a time 
when the rabbit population had succumbed to some external agency such as myxomatosis or 
RHD, the impact of fox predation may have been markedly different, both on the reduced 
rabbit population and also on the alternative prey populations. These elements serve to 
emphasise the fact that predator / prey interactions take place against an ever-changing 
environmental background which can affect the nature of the interaction. Furthermore, the 
interaction is interposed between two other trophic levels, both of which can affect it. 
Below the prey population is the vegetation food source and above the predator is the 
trophic level comprising disease and parasites. It can therefore be difficult to demonstrate 
theoretical aspects of predator / prey interactions in the field because they represent 
complex, interrelated systems. 
Obviously, the prey populations on the study site provided food for other predators besides 
foxes. The purpose of this study was to focus on the importance of the 
different prey types 
for the fox and also the consequences of fox predation on the prey populations themselves. 
Any impact of fox predation will be moderated by interaction with other 
factors which 
affect the prey populations including other predators and environmental 
factors. A 
necessary assumption of this study was that all other 
factors, apart from fox predation, 
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either remained constant or changed in a way which was not influenced by the study itself 
For example, that the elimination of fox predation from the small mammal exclosures did 
not lead to a compensatory increase in the activity of other predators, as discussed in 
chapter four. It could perhaps be argued that a much more exhaustive study of the local 
ecosystem encompassing all predators would give a more in-depth insight into the 
importance of fox predation, however, ultimately all species in an ecosystem are linked in 
some way and the limits of a specific study must be defined at some level in order to 
produce a focused investigation. 
The results of the rabbit predation simulation in chapter six lend support to the existence of 
multiple stable states discussed in chapter one. In the absence of fox predation, rabbit 
populations from all initial densities were able to increase up to the imposed arbitrary limit 
of the model. The imposition of fox predation had different effects according to the initial 
density of the rabbit population. Below an initial density of 800 rabbits km-2, the imposition 
of fox predation caused a decline in the rabbit population. At an initial density of 800 
rabbits km-2 or above, the rabbit population was able to increase despite the imposition of 
fox predation. These two results resemble the dynamics depicted in Figure 1.7. With an 
initial density of 800 rabbits km 2 or above, the rabbit population resembles the prey 
population density represented by point B. Predation pressure is unable to exert sufficient 
constraint on the prey population to prevent it increasing to its carrying capacity, in this 
case the imposed arbitrary limit of the model. With an initial density of 400 rabbits km-2 the 
rabbit population resembles the prey population at the density represented by point . 4. where 
mortality due to predation exceeds net recruitment to the prey population and predation 
pressure is able to prevent an increase in the prey population. At some population density 
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between 800 and 400 rabbits km -2 lies the equivalent of the unstable equilibrium point B, 
where the prey population is balanced between predator suppression and escape from 
predator control. 
As discussed in chapter one, the fox, as a generalist predator, is not restricted to any one 
prey type and is therefore uncoupled from fluctuations in any one particular prey 
population, providing that alternative prey are available. This characteristic should produce 
a type III functional response whereby different prey types are taken preferentially 
according to their relative abundance. The results of the diet study presented in chapter 
three neither support nor refute this. Throughout the whole study period, by far the most 
frequently taken prey species was rabbit. As discussed in chapter six, rabbits were abundant 
on the study site during the whole study period. If rabbits are a preferred prey species for 
the reasons discussed in section 3.4.4, for example when provisioning young at the den, 
then so long as there is a plentiful supply of this prey species switching to alternative prey 
will not occur. The type III functional response also explains the inability of fox predation 
to suppress higher density rabbit and small mammal populations. At lower but increasing 
prey densities in the type III functional response, prey become easier to locate and the 
search time is reduced. More prey can therefore be consumed in a given time period. 
However, as the prey density increases, proportionally more of the available time is taken 
up by handling time (the time taken to catch and process the prey item). The handling time 
remains constant whatever the prey density. Once all the available time is taken up by 
handling time, the rate of per capita prey consumption cannot increase, despite increasing 
prey density. The only way prey consunption can be increased is by means of a numerical 
response in which more predators colonise the area. 
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The models developed in chapter one cannot be directly applied to predation on pheasants. 
The highly artificial nature of the dynamics of the pheasant population in the U. K which is 
heavily reliant upon human intervention, or indeed exists only for human intervention, does 
not lend itself well to classical predator / prey theory. 
Finally, it should be noted that the theory of multiple stable states was developed primarily 
in Australia. In contrast to Britain, the semi-arid environment of much of Australia is a 
much simpler ecosystem. In addition, both foxes and rabbits are relatively recent 
introductions to the continent. It is perhaps prudent to exercise caution when trying to 
apply concepts from such an ecosystem to the more complex situation found in lowland 
Britain. 
In terms of a model for the examination of predator / prey dynamics the fox is a realistic, 
although also rather complex one. The advantages of using the fox as a model relate mainly 
to its wide-ranging diet and interconnections with many parts of the ecosystem. However, 
this raises the problem of increased complexity and the associated difficulty of teasing out 
different components of the system. In order to fully explore the potential of the fox as a 
model predator species, a longer-term study would be necessary in order to examine 
changes in the main and alternative prey species over a longer time period and the 
interrelated effects of these changes. As the fox is annually monoestrus significant changes 
in the fox population would need to be assessed over many years. It is partly for this reason 
that much of predator / prey theory has been developed using model species with shorter 
lifespans and therefore more rapid population turnover. The effort involved in this study at 
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this scale was substantial and a longer-term, larger-scale study would require considerable 
resources and may not be practicable. The manipulative, predator exclusion approach, as 
used with the small mammal exclosures, is recognised as the most definitive method for 
measuring the impact of predators on prey populations (Murdoch, 1977; Krebs, 1991). An 
expansion of this method which may provide greater insight would be to use a reversible 
treatment approach, as used in studies of predation on gamebirds (e. g. Tapper el al., 1996) 
whereby the predator exclusion and control areas are reversed half way through the study. 
Any perceived effect of a manipulation in the first half of the study should then be reversed 
in the second half. The manipulative approach is far more powerful in determining the 
effects of predation than the correlation approach of studies such as that of Trout & 
Tittensor (1989), although these can also provide useful insights. 
A study of three years' duration cannot assess the more fundamental questions of predator / 
prey theory as applied to a complex predator at the top of the food chain. This study has 
instead concentrated on the importance of the main prey species for the fox and the 
consequences of fox predation for the prey populations 
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