Bifurcation Analysis in A Diffusive Mussel-Algae Model with Delay by Shen, Zuolin & Wei, Junjie
ar
X
iv
:1
80
7.
09
52
5v
2 
 [m
ath
.D
S]
  2
1 A
pr
 20
19
Bifurcation analysis in a diffusive mussel-algae model
with delay
ZUOLIN SHEN∗ and JUNJIE WEI†
Department of Mathematics, Harbin Institute of Technology,
Harbin, Heilongjiang, 150001, P.R.China
April 23, 2019
Abstract
In this paper, we consider the dynamics of a delayed reaction-diffusion mussel-algae
system subject to Neumann boundary conditions. When the delay is zero, we show
the existence of positive solutions and the global stability of the boundary equilibrium.
When the delay is not zero, we obtain the stability of the positive constant steady state
and the existence of Hopf bifurcation by analyzing the distribution of characteristic
values. By using the theory of normal form and center manifold reduction for partial
functional differential equations, we derive an algorithm that determines the direction
of Hopf bifurcation and the stability of bifurcating periodic solutions. Finally, some
numerical simulations are carried out to support our theoretical results. Keywords:
mussel-algae system; reaction-diffusion; global stability; Hopf bifurcation; delay.
1 Introduction
Two-component interactions coupled with dispersion and advection have been formulated
for explaining pattern formation [22, 15, 10, 1]. The researchers’ interests are the processes
of generating spatial complexity in ecosystems. In particular, van de Koppel et al. [2005]
studied the regular spatial patterns in young mussel beds on soft sediments in the Wadden Sea
through a spatially explicit model describing changes in local population biomass of algae and
mussels. The model considered the dispersal effect of the mussel and the advection effect by
∗Email: mathust lin@foxmail.com
†Corresponding author. Email: weijj@hit.edu.cn.
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the tidal current for the algae but ignored the dispersal effect for the latter. The simulations
have shown that the coupling between dispersion and advection can lead to spatial patterns.
A successful model deserves a further study, such as the implications of advection caused by
tidal flow [21], kinetic behavior of the patterned solutions [29], interactions between different
forms of self-organization [27, 12, 13].
In 2015, based on the field experiment consisting of a young mussel bed on a homogeneous
substrate covered by a relatively quiescent layer of marine water in which advection was
minimized as much as possible (for more details about the experiment, see [27, 12]), Cangelosi
et al. [2015] extended the dispersion-advection system in the case of replacing the advection
term by a lateral diffusive one:
∂M
∂t
= DM∆M + ecMA − dM
kM
kM +M
M,
∂A
∂t
= DA∆A + (Aup − A)f −
c
H
MA,
(1.1)
where M = M(x, t) is the mussel biomass density on the sediment, A = A(x, t) is the algae
concentration in the lower water layer overlying the mussel bed, x ∈ Ω is spatial variable, and
Ω is a bounded domain in Rn with a smooth boundary ∂Ω. Here, e is a conversion constant
relating ingested algae to mussel biomass production, c is the consumption constant, dM is
the maximal per capital mussel mortality rate, kM is the value of M at which mortality is
half-maximal, Aup describes the uniform concentration of algae in the upper reservoir water
layer, f is the rate of exchange between the lower and upper water layers, H is the height of
the lower water layer, and DM and DA are the diffusion coefficients of the mussel and algae
respectively.
We shall introduce the following dimensionless change of variables:
m =
M
k
M
, a =
A
Aup
, ω =
ck
M
H
, tˆ = d
M
t, α =
f
ω
,
r =
ecAup
d
M
, γ =
d
M
ω
, d =
D
M
γD
A
, xˆ = x
√
ω
D
A
,
then we have 
∂m
∂t
= d∆m+ rma− m
1 +m
,
γ
∂a
∂t
= ∆a+ α(1− a)−ma.
(1.2a)
For simplicity, we have removed the ‘ˆ’.
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We point out that most studies of system (1.2a) concentrate on the formation of patterns
and numerical bifurcation, see for examples [27, 29, 11, 20]. We shall investigate the periodic
solutions bifurcated from the constant coexistence steady state. The dynamics near the
bifurcation point can well explain the periodicity of population in predator-prey systems.
For further mathematical analysis, we supplement system (1.2a) with the following initial-
boundary value conditions:
∂νm = ∂νa = 0, x ∈ ∂Ω, t > 0,
m(x, 0) = m0(x) ≥ 0, a(x, 0) = a0(x) ≥ 0, x ∈ Ω. (1.2b)
Time delay has been commonly used in modeling biological systems and can significantly
change the dynamics of these systems [28, 30, 6, 8, 2, 24, 4, 32]. In a predator-prey system, we
assume that the prey will die soon after being captured by the predator, while the predator
needs a certain period to convert the prey into its energy. Therefore, in the equation of prey,
the functional response is not affected by the time delay, while in the equation of predator,
the current number of predators dependents on the number of prey present at some previous
time. In this article, we consider the following delayed mussel-algae system:
∂m(x, t)
∂t
= d∆m(x, t) +m(x, t)
(
ra(x, t− τ)− 1
1 +m(x, t− τ)
)
, x ∈ Ω, t > 0,
γ
∂a(x, t)
∂t
= ∆a(x, t) + α(1− a(x, t))−m(x, t)a(x, t), x ∈ Ω, t > 0,
∂νm = ∂νa = 0, x ∈ ∂Ω, t > 0,
m(x, t) = m0(x, t) ≥ 0, a(x, t) = a0(x, t) ≥ 0, x ∈ Ω, − τ ≤ t ≤ 0,
(1.3)
where τ is the digestion period of mussel and the mortality of mussels depends on the state
whether they have eaten in the past. The homogeneous Neumann boundary condition implies
that there is no population movement across the boundary ∂Ω.
Define the real-value Sobolev space
X :=
{
(u, v) ∈ H2(Ω)×H2(Ω)|∂νu = ∂νv = 0, x ∈ ∂Ω
}
,
and its complexification XC := X ⊕ iX = {x1 + ix2|x1, x2 ∈ X} with a complex-valued L2
inner product < ·, · > which defined as
< U1, U2 >=
∫
Ω
(u¯1u2 + v¯1v2)dx,
where Ui = (ui, vi)
T ∈ XC, i = 1, 2.
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The system (1.3) always has a non-negative constant solution E0(0, 1), which is a bound-
ary equilibrium corresponding to bare sediment where no mussels exist. Biologically, we
would like to see the coexistence state corresponding to a positive equilibrium. In order for
this to happen, we make the following assumption:
(H1) 0 < α < 1 < r < α−1.
Then the system has a unique constant positive equilibrium E∗(m
∗, a∗) with m∗ =
α(r − 1)
1− αr
and a∗ =
1− αr
r(1− α).
The main work of this article is the proof of global existence and boundedness of solutions
and a detailed bifurcation analysis about the positive equilibrium. In the stability analyses
to follow, we first employ r as a bifurcation parameter and consider the Hopf bifurcation
of system (1.2) at the positive equilibrium. Then for functional differential system (1.3),
we show the existence of Hopf bifurcation caused by time delay τ . Moreover, we give the
direction and stability of bifurcating periodic solutions.
The organization of the remaining part is as follows. In Section 2, we prove the well-
posedness (existence, uniqueness, and positivity) of solutions to system (1.2). We also show
the linear stability analysis of the positive constant steady state in this section. In Section 3,
for system (1.3), we consider the existence of Hopf bifurcation with delay as the bifurcation
parameter. In Section 4, we give the direction of Hopf bifurcation and the stability of the bi-
furcating periodic solutions by applying the normal form method and center manifold theory
for partial functional differential equations. Section 5 is devoted to numerical simulations.
2 Existence and linear stability analysis for model with-
out delay
In this section, we mainly focus on the analysis of model (1.2). We first prove the existence
and boundedness of the unique positive solution by using the method of upper-lower solution
and strong maximum principle. Then we show the global attractivity of boundary equilib-
rium. Finally, we investigate the Hopf bifurcation induced by the rescaled capture rate r and
Turing bifurcation induced by the predator diffusion rate d.
2.1 Existence and boundedness
The global existence of the solutions for the initial value problem (1.2) is proved in this
subsection.
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Theorem 2.1. Assume that α, γ, r and d are all positive, the initial data (m0(x), a0(x))
satisfies m0(x) ≥ 0, a0(x) ≥ 0, and m0(x) 6≡ 0, a0(x) 6≡ 0 for x ∈ Ω. Then
1. The system (1.2) has a unique nonnegative solution (m(x, t), a(x, t)) satisfying
0 < m(x, t), 0 < a(x, t) ≤ max {‖a0‖∞, 1} , x ∈ Ω¯, t > 0,
where ‖φ‖∞ = supx∈Ω φ(x).
2. If 0 < r < 1 and 0 < αr <
1
2
, then the first component m(x, t) of the solutions of
system (1.2) satisfies the following estimate
lim sup
t→∞
m(x, t) ≤ 1, x ∈ Ω¯.
Proof. Let (m(t), a(t)) be the unique solution of the following ODE system
dm
dt
= rma− m
1 +m
,
γ
da
dt
= α(1− a)−ma,
m0 = supx∈Ωm0(x), a0 = supx∈Ω a0.
(2.1)
Note that (2) is a mixed quasi-monotone system. Hence (0, 0) and (m(t), a(t)) are the
lower-solution and upper-solution of (2) respectively. From Theorem 3.3 (Chapter 8, page
400) in [Pao, 1992], we know that system (2) has a unique solution (m(x, t), a(x, t)) which
satisfies
0 ≤ m(x, t) ≤ m(t), 0 ≤ a(x, t) ≤ a(t), t ≥ 0.
By the strong maximum principle for parabolic equations and the comparison principle, we
can easily have that 0 < m(x, t), 0 < a(x, t) ≤ max {‖a0‖∞, 1}.
To prove the boundedness of m(x, t), we only need to prove that m(t) is bounded since
m(t) is a upper-solution of m(x, t), to show this, we first justify two claims.
Claim 1 : For any T > 0, there exists a t1 > T such thatm(t1) < 1. If not, we assume that
m(t) ≥ 1 holds for all t > T . Let w(t) = 1
γ
m(t) + ra(t), then we have dw
dt
≤ 1
γ
(
rα− 1
2
)
< 0,
which indicates w(t)→ −∞ as t→∞ and this contradicts the definition of w(t). It follows
from part (1) that for any a0 > 0 and ε0 > 0, there exists a t0 > 0 such that a(t) ≤ 1 + ε0
for t ≥ t0. Without loss of generality, we assume that t1 > t0.
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Claim 2 : There exists a t2 > t1, such that m(t) ≤ 1 for all t > t2. To show this, let
a = f 1(m), a = f 2(m) be the nullclines of m and a in the first quadrant, respectively. Then
we have
f 1(m)− f 2(m) = 1
r(1 +m)
− α
α +m
> 0, (2.2)
which implies that the a−nullcline is below the m−nullcline. On the other hand, for t > 0
with a(t) = f 1(m(t)), we have
γ
da
dt
= α (1− a(t))−m(t)a(t) = α
r
(r − 1) < 0. (2.3)
Let φt be the trajectory of Eq.(2.1) with the initial value φ0 = (m0, a0) at t = 0, and
denote
Ω1 =
{
(m, a) : 0 < m < 1, 0 < a < min{1 + ε0, f 1(m)}
}
,
Ω2 =
{
(m, a) : 1 < m, 0 < a < min{1 + ε0, f 1(m)}
}
,
Ω3 =
{
(m, a) : 0 < m, f 1(m) < a
}
.
From (2.2), (2.3) and Claim 1, we know that Ω1 is an invariant region. In addition, for any
φ0 ∈ Ω1 ∪ Ω2, we have φt ∈ Ω1 for t > t1. If φ0 ∈ Ω3, then dmdt > 0, dadt < 0. Moreover, there
exists a t′2 such that φt meets the m-nullcline at t = t
′
2 and then enter the region Ω1 ∪ Ω2
(otherwise, m(t) → ∞ as t → ∞ which contradicts Claim 1 ), and eventually reach the
invariant region Ω1. See Fig.1 for geometric interpretations.
This completes the proof.
2.2 Global stability of boundary equilibrium
In this subsection, we shall prove the global stability of the boundary equilibrium E0(0, 1)
for the system (1.2) under some additional assumptions.
Theorem 2.2. Assume that α, γ, r and d are all positive and the initial data (m0(x), a0(x))
satisfies the hypotheses of Theorem 2.1. Then
1. If 0 < r < 1, then E0(0, 1) is locally asymptotically stable.
2. If r > 1, then E0(0, 1) is unstable.
3. If 0 < r <
1
2
and 0 < αr <
1
2
, then E0(0, 1) is globally asymptotically stable.
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Figure 1: Basic phase portrait of (2.1) with 0 < r < 1 and 0 < αr < 1
2
. The dashed-dotted
curve is the m-nullcline a
f
= f 1(m), the dashed line is the a-nullcline a
h
= f 2(m), the horizontal
dot curve is m = 1. The parameters used are given by r = 0.8, α = 0.5, γ = 8.
Proof. The proof of (1) and (2) can be found in Section 2.3 in which spatial domain Ω can
work for arbitrary higher dimension. Next, we use the Lyapunov functional to prove global
attractivity.
Define
V (m, a) = γr
∫
Ω
∫ a
1
ξ − 1
ξ
dξdx+
∫
Ω
mdx.
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Then
V˙ (m, a) = γr
∫
Ω
a− 1
a
atdx+
∫
Ω
mtdx
= −r
∫
Ω
1
a2
|∇a|2dx− αr
∫
Ω
(1− a)2
a
dx+
∫
Ω
(
r − 1
1 +m
)
mdx.
From Theorem 2.1, we have that m(x, t) ≤ 1 when t ≥ t2 if 0 < r <
1
2
and 0 < αr <
1
2
.
Clearly, r − 1
1 +m
≤ r − 1
2
< 0 when t ≥ t2. Hence, we have V˙ (m, a) ≤ 0 when t ≥ t2.
Moreover, V˙ (m, a) = 0 implies that a = 1, and m = 0 or m =
1
r
− 1. From the LaSalle
invariance principle, we have
ω(φ0) ⊂
{
(0, 1), (
1
r
− 1, 1)
}
,
where ω(x) is the ω−limit set of x. Note that limt→∞m(x, t) ≤ 1, then (
1
r
− 1, 1) /∈ ω(φ0).
Hence, we have
ω(φ0) = {(0, 1)} ,
which is the desired result.
2.3 Linear stability and Hopf bifurcation
In this subsection, we shall investigate the linear stability and Hopf bifurcation of system
(1.2), and restrict the spatial domain Ω = (0, lπ) of which the structure of the characteristic
values is clear.
Denote U = (m, a)
T
, then the linearization of system (1.2) is
ΓU = D∆U + L
E
U, (2.4)
where Γ, D, L
E
are defined as
Γ =
(
1 0
0 γ
)
, D =
(
d 0
0 1
)
, L
E
=
(
ra− 1/(1 +m)2 rm
−a −(α +m)
)
.
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Then the characteristic equation of (2.4) at the equilibrium points E0(0, 1) and E∗(m
∗, a∗)
with Neumann boundary conditions can be obtained, and we first show the characteristic
equation corresponding to E0(0, 1), namely:
(λ+ 1− r + dn
2
l2
)(γλ+ α +
n2
l2
) = 0, (2.5)
where n ∈ N0 := N ∪ {0}. By straightforward calculations, we obtain the following results:
E0 is locally asymptotically stable when 0 < r < 1, and unstable when r > 1. Our main
concern is the dynamics of positive equilibrium E∗(m
∗, a∗), the characteristic equation at
E∗(m
∗, a∗) can be written as
γλ2 + T˜nλ + D˜n = 0, n ∈ N0, (2.6)
where
T˜n = (1 + γd)
n2
l2
+
α
a∗
− γr2a∗2m∗,
D˜n = d
n4
l4
+
(
dα
a∗
− r2a∗2m∗
)
n2
l2
+ αr(r − 1)a∗.
Then characteristic values λn are given by
λn =
− T˜n ±
√
T˜ 2n − 4γD˜n
2γ
. (2.7)
In the remaining part of this section, we choose r as our bifurcation parameter and present
some necessary conditions for the occurrence of Hopf bifurcation.
It is well known that if the system (1.2) undergoes a Hopf bifurcation at the critical value
r
H
, there exists a neighborhood N (r
H
) of r
H
such that for any r ∈ N (r
H
), the characteristic
equation (2.6) has a pair of simple, conjugate complex roots λ(r) = β(r) ± iω(r) which
continuously differentiable in r and satisfy β(r
H
) = 0, ω(r
H
) > 0, β ′(r
H
) 6= 0, and all other
roots have non-zero real parts. We shall identify the above conditions through the following
form:
T˜n(rH ) = 0, D˜n(rH ) > 0, β
′
(r
H
) 6= 0,
T˜j(rH ) 6= 0, D˜j(rH ) 6= 0, j 6= n.
(2.8)
Note that if (H1) holds, then D˜0 = αr(r − 1)a∗ > 0. The transversality is proved by the
recent work in [23], here we just state the following lemma without proof.
Lemma 2.3. Suppose that (H1) holds. Let r∗ = 1
4
α−1
(
α +
√
α2 + 8α
)
.
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1. If 1 < r
H
< r∗, then β ′(r
H
) > 0.
2. If r∗ < r
H
< α−1, then β ′(r
H
) < 0.
Note that the transversality can always be satisfied as long as r
H
6= r∗. Hence, the
determination of Hopf bifurcation points reduces to describe the set
S :=
{
r ∈ (1, α−1)\{r∗} : for some n ∈ N0, (2.8) is satisfied
}
.
Denote δ0(r) =
1− αr
1− α , ρ0(r) =
r(1− α)
γ(r − 1). The above analysis permits us to give the
following stability results for system (1.2) without diffusion, the graphical results can be seen
in Fig.2.
Theorem 2.4. Assume that (H1) is satisfied. For system (1.2) without diffusion,
1. if δ20(r) < ρ0(r), the positive equilibrium E∗(m
∗, a∗) of system (1.2) is locally asymptot-
ically stable;
2. if δ20(r) > ρ0(r), the positive equilibrium E∗(m
∗, a∗) of system (1.2) is unstable;
3. if r
H
∈ S satisfies the equation δ20(r) = ρ0(r), the system (1.2) undergoes a Hopf
bifurcation at r = r
H
which corresponds to spatially homogeneous periodic solution; the
critical curve of Hopf bifurcation is defined by δ20(r) = ρ0(r).
Remark 2.5. When τ > 0, the characteristic equation corresponding to E0(0, 1) for system
(1.3) has the same expression with Eq.(2.5). Therefore, E0(0, 1) is locally asymptotically
stable for any τ > 0 when 0 < r < 1 (see Fig. 7).
Remark 2.6. For system (1.2), the work of global existence of periodic solutions induced
by Hopf bifurcation is still a spot worth studying . Our numerical results indicate that there
exists at least one periodic solution when r ∈ (r1, r2). Further simulations show that the
periodic solution exists globally, see Fig. 3. The Hopf branch connects two critical points H1
at r1 and H2 at r2.
2.4 Turing instability
In this subsection, we shall consider the Turing instability driven by diffusion. The non-
equilibrium phase transition corresponding to the Turing bifurcation is the transformation
from uniform steady state to spatial periodic oscillating state. Moreover, the system should
10
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Figure 2: (a) The critical curve of Hopf bifurcation on α − r plane. The vertical dotted curve
is α = 0.45 and intersects with the Hopf bifurcation curve at two critical points with r1 =
1.0865, r2 = 1.7286 respectively. (b)The limit cycle bifurcated from the positive equilibrium
when r = 1.2 ∈ (r1, r2). The other parameters are chosen as: γ = 8, d = 0.1.
be stable to homogeneous perturbations, and unstable to nonhomogeneous ones. To ensure
that our stability analysis is valid, we make the following assumption:
(H2) δ20(r)− ρ0(r) < 0.
The following lemma is a trivial work.
Lemma 2.7. Let g(r) = m∗(dγρ0 − δ20), Λ = g2(r) − 4dD˜0. Suppose that (H1) and (H2)
holds. Then the positive equilibrium E∗(m
∗, a∗) of system (1.2) is locally asymptotically stable
if either of I1 or I2 holds, where I1, I2 are given respectively by
(I1) g(r) ≥ 0, (I2) g(r) < 0 and Λ < 0.
Proof. The sign of D˜n will be determined by the following arguments of g(r) and Λ:
(i1): If g(r) ≥ 0, then
D˜n ≥ D˜0 > 0 for all n ∈ N0;
(i2): If g(r) < 0, and Λ < 0, then
D˜n > 0 for all n ∈ N0.
Combined with the first case of Thoerem 2.4, the Lemma 2.7 follows immediately.
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Figure 3: Simulations of global existence of periodic solutions for system (1.2). Solid lines
mark stable portions of the branch. Black lines represent the homogeneous equilibrium, red lines
and blue lines represent maximum and minimum amplitude, respectively. (a) The amplitude of
mussel biomass m. (b) The amplitude of algae concentration a. The parameters are chosen as:
γ = 8, α = 0.45, d = 0.1.
Lemma 2.7 indicates there is no diffusion-driven Turing instability under (I1) or (I2), in
this case, diffusion does not change the stability of the positive equilibrium. Recall that
T˜n > T˜0 > 0 for n ∈ N, the positive equilibrium in the nonhomogeneous case changes its
stability only when D˜n changes sign from positive to negative. Then a requirement for the
occurrence of a Turing instability is the satisfaction of the condition D˜nc = 0, and the critical
wave number kc can be obtained from
k2c :=
n2c
l2
=
1
2d
(
m∗
(1 +m∗)2
− dα
a∗
)
, (2.9)
and the necessary condition of Turing instability can be derived by:
αd2r2ν0 + α(r − 1)2R−10 − 2d(r − 1)(2− αr) = 0, (2.10)
where ν0 =
(1− α)3
(1− αr)2. Notice that (2.10) is independent of the wave number. The critical
curves of Turing bifurcation defined by formula (2.10) can be seen in Fig.4.
The critical bifurcation curves divide the α−r plane into four regions under the condition
(H1) in Fig.4. When d = 0.01, Tb is the only region where Turing instability occurs since
12
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Figure 4: The critical curve of Turing bifurcation in α − r plane with values of parameters are
chosen as follows: d = 0.01.
g(r) > 0 in region Td, and Λ < 0 in Ta and Tc. In region Ta, all the characteristic values of
equation (2.6) have negative real part, that is, the constant steady state E∗(m
∗, a∗) is locally
asymptotically stable. When the parameters vary across the curve l1 into the region Tb, there
is an eigenvalue that moves from the left half complex plane to the right through the origin,
and a spatial periodic oscillating state appears from the constant steady state due to the
Turing bifurcation. Similarly, when the parameters pass through l2 into region Tc or even Td,
the only positive eigenvalue move back to the left half complex plane, the spatial periodic
oscillating state disappears, and E∗(m
∗, a∗) regains its stability.
Remark 2.8. According to the research presented by [25], the formation mechanism of Turing
pattern is a nonlinear reaction-kinetics process coupled with a special type of diffusion process,
and this process requires that the diffusion velocity of activator must be far less than that of
the inhibitor in the system. Generally, the interaction-diffusion predator-prey model also
follows such a mechanism. By calculating the Jacobian matrix at the equilibrium, we can
identify the role of predator and prey in activator-inhibitor systems: in most cases, the prey
serves as the “activator”, while predator serves as the “inhibitor”. However, under (H2),
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according to lemma 2.7, if Turing instability occurs in model (1.2), then dγ < 1 must hold,
that is, the diffusion velocity of predator must be far less than that of the prey; on the other
hand, from the Jacobian matrix J = (Jij) at the E∗(m
∗, a∗), we know that J11 > 0, J22 < 0,
all those indicate that in our model the mussels (predator) play the role “activator”, while
algae, the “inhibitor”.
3 The existence of Hopf bifurcation induced by delay
To show the existence of periodic solutions for system (1.3) with τ ≥ 0, we consider the Hopf
bifurcation, and we always assume that (H1) and (H2) are satisfied in the remaining part
of this section.
Let the phase space C := C([−τ, 0], XC) with the sup norm. The linearization of system
(1.3) at E∗(m
∗, a∗) is given by
ΓU˙(t) = D∆U(t) + L∗(Ut), (3.1)
where L∗ : C → XC is defined as
L∗(φ) = L1φ(0) + L2φ(−τ),
with
L1 =
(
0 0
−a∗ − (α +m∗)
)
, L2 =
 m∗(1 +m∗)2 rm∗
0 0
 .
The corresponding characteristic equations can be deduced by
γλ2 + Tnλ+ (Bλ+Mn)e
−λτ +Dn = 0, n ∈ N0, (3.2)
where
Tn = α+m
∗ + (1 + γd)
n2
l2
, Mn = ra
∗m∗(1− αr − ra∗n
2
l2
),
Dn = d(α +m
∗ +
n2
l2
)
n2
l2
, B = −γr2a∗2m∗.
(3.3)
Moreover, λ = 0 is not the root of Eq.(3.2) if the following assumption holds:
(H3)

dγρ0 − δ20 > 0,
or
dγρ0 − δ20 < 0, and (dγρ0 − δ20)2 −
4dD˜0
m∗2
< 0.
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According to the results in [18], as parameter τ varies, the sum of the orders of the zeros
of (3.2) in the open right half plane can change only if a pair of conjugate complex roots
appear on or cross the imaginary axis. Now we would like to seek critical values of τ such
that there exists a pair of simple purely imaginary eigenvalues. Let ±iω(ω > 0) be solutions
of the (n+ 1)th equation of (3.2), then
−γω2 + iTnω + (iωB +Mn)e−iωτ +Dn = 0.
Separating the real and imaginary parts, it follows that{
Mn cosωτ + ωB sinωτ = γω
2 −Dn,
Mn sinωτ − ωB cosωτ = Tnω.
(3.4)
Then we have
γ2z2 + Tnz +D
2
n −M2n = 0, (3.5)
where z = ω2 and Tn = T
2
n −2γDn−B2 > 0 is automatically satisfied due to the assumption
(H2) . Hence, if D2n −M2n < 0, Eq.(3.5) has a unique positive root given by
zn =
1
2γ2
(
−Tn +
√
T 2n − 4γ2(D2n −M2n)
)
, (3.6)
where
Dn −Mn = d
n4
l4
+ (d
α
a∗
+ r2a∗2m∗)
n2
l2
− αr(r − 1)a∗ →∞, as n→∞,
with D0 −M0 = −ar(r − 1)a∗ < 0. Therefore, there exists an integer N3 ∈ N such that
Dn −Mn
{
< 0, for 0 ≤ n < N3,
≥ 0, for n ≥ N3.
Denote
S0 = {n ∈ N0| Eq.(3.5) has positive roots under (H1) ∼ (H3)}.
Through the analysis above, we know that if n ∈ S0, then Eq.(3.2) has purely imaginary
roots as long as τ takes the critical values determined by (3.4), and those values can be
formulated explicitly by
τn,j =

1
ωn
(
arccos
(γMn − BTn)ω2n −MnDn
M2n + ω
2
nB
2
+ 2jπ
)
, sinωτ > 0
1
ωn
(
− arccos (γMn − BTn)ω
2
n −MnDn
M2n + ω
2
nB
2
+ 2(j + 1)π
)
, sinωτ < 0
, j ∈ N0,
(3.7)
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where ωn =
√
zn.
Following the work of [5], we have
Lemma 3.1. Suppose that (H1)∼(H3) are satisfied. Then
β ′(τn,j) > 0, for j ∈ N0, n ∈ S0,
where β(τ) = Reλ(τ).
Proof. Substituting λ(τ) into Eq.(3.2) and taking the derivative with respect to τ on both
side, we obtain that
Re
(
dλ
dτ
)−1 ∣∣∣
τ=τn,j
= Re
[
2γλ+ Tn +Be
−λτ − τ(Bλ+Mn)e−λτ
λ(Bλ+Mn)e−λτ
]
τ=τn,j
= Re
[
(2γλ+ Tn)e
λτ
λ(Bλ+Mn)
+
B
λ(Bλ+Mn)
]
τ=τn,j
=
2γ2ω2n − 2γDn + T 2n
(γω2n −Dn)2 + ω2nTn
+
− B2
B2ω2n +M
2
n
=
√
(T 2n − 2γDn −B2)2 − 4γ2(D2n −M2n)
B2ω2n +M
2
n
.
Since the sign of Re
(
dλ
dτ
)
is same as that of Re
(
dλ
dτ
)−1
, the lemma follows immediately.
From (3.7), for a fixed n ∈ S0, we have that
τn,j ≤ τn,j+1, j ∈ N0.
Let τ ∗ = minn∈S0{τn,0} be the smallest critical value. Summarizing the above analysis,
we have the following lemma.
Lemma 3.2. Assume that (H1)∼(H3) are satisfied. Then the (n + 1)th equation of (3.2)
has a pair of simple pure imaginary roots ±iωn, and all the other roots have non-zero real
parts when τ = τn,j, j ∈ N0, n ∈ S0. Moreover, all the roots of Eq.(3.2) have negative real
parts for τ ∈ [0, τ ∗), and for τ > τ ∗ , Eq.(3.2) has at least one pair of conjugate complex
roots with positive real parts.
Lemma 3.1 and Lemma 3.2 lead to the following theorem.
Theorem 3.3. Assume that (H1)∼(H3) are satisfied. Then system (1.3) undergoes a Hopf
bifurcation at the equilibrium E∗(m
∗, a∗) when τ = τn,j, for j ∈ N0, n ∈ S0. Furthermore,
the positive equilibrium E∗(m
∗, a∗) of system (1.3) is asymptotically stable for τ ∈ [0, τ ∗),
and unstable for τ > τ ∗.
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4 Direction of Hopf bifurcation and stability of bifur-
cating periodic solution
From the discussion in Section 3, the system (1.3) undergoes a Hopf bifurcation at E∗(m
∗, a∗)
when τ = τ ∗. We will study the direction of Hopf bifurcation and stability of the bifurcating
periodic solutions by using the normal form method and center manifold theory (see [9, 31, 7]
for more details).
Let m˜(x, t) = m(x, t) − m∗, a˜(x, t) = a(x, t) − a∗, t 7→ t/τ , and drop the tildes for
convenience of notation, then we have
∂m
∂t
= τ [d∆m+ r2a∗2m∗mt(−1) + rm∗at(−1) + f1(mt, at)], x ∈ Ω, t > 0,
γ
∂a
∂t
= τ [∆a− a∗m− (α+m∗)a + f2(mt, at)], x ∈ Ω, t > 0,
∂m
∂ν
= 0,
∂a
∂ν
= 0, x ∈ ∂Ω, t > 0,
m(x, t) = m0(x, t)−m∗, a(x, t) = a0(x, t)− a∗, x ∈ Ω,−1 ≤ t ≤ 0,
(4.1)
where
mt(θ) = m(x, t + θ), at(θ) = a(x, t + θ), θ ∈ [−1, 0],
and
f1(φ1, φ2) = rφ1(0)φ2(−1)−
m∗
(1 +m∗)3
φ21(−1) +
1
(1 +m∗)2
φ1(0)φ1(−1)
+
m∗
(1 +m∗)4
φ31(−1)−
1
(1 +m∗)3
φ1(0)φ
2
1(−1) +O(4),
f2(φ1, φ2) = −φ1(0)φ2(0),
(4.2)
where φ1, φ2 ∈ C := C([−1, 0], XC).
Let τ = τ ∗ + ǫ. Then the system (4.1) undergoes a Hopf bifurcation at the equilibrium
(0, 0) when ǫ = 0. Hence we can rewrite system (4.1) in an abstract form in the space C as
U˙(t) = D˜∆U(t) + Lǫ(Ut) + F (ǫ, Ut), (4.3)
where D˜ = (τ ∗ + ǫ)Γ−1D, and Lǫ : C → XC, F : C → XC are defined by
Lǫ(φ) = (τ
∗ + ǫ)Γ−1L1φ(0) + (τ
∗ + ǫ)Γ−1L2φ(−1),
F (ǫ, φ) = Γ−1(F1(ǫ, φ), F2(ǫ, φ))
T ,
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with
(F1(ǫ, φ), F2(ǫ, φ)) = (τ
∗ + ǫ)(f1(φ1, φ2), f2(φ1, φ2)),
where f1 and f2 are defined by (4.2).
The linearized equation of (4.3) at the origin (0, 0) is in the following form
U˙(t) = D˜∆U(t) + Lǫ(Ut). (4.4)
According to the theory of semigroup of linear operator [17], we know that the solution
operator of (4.4) is a C0-semigroup, and the infinitesimal generator Aǫ is given by
Aǫφ =
{
φ˙(θ), θ ∈ [−1, 0),
D˜∆φ(0) + Lǫ(φ), θ = 0,
(4.5)
with
dom(Aǫ) := {φ ∈ C : φ˙ ∈ C, φ(0) ∈ dom(∆), φ˙(0) = D˜∆φ(0) + Lǫ(φ)}.
In order to study the dynamics near the Hopf bifurcation, we need to extend the domain
of solution operator to a space of some discontinuous. Let
BC :=
{
φ : [−1, 0]→ XC
∣∣ φ is continuous on[−1, 0), lim
θ→0−
φ(θ) ∈ XC exists
}
.
Hence, equation (4.1) can be rewritten as the abstract ODE in BC
U˙t = AǫUt +X0F (ǫ, Ut), (4.6)
where
X0(θ) =
{
0, θ ∈ [−1, 0),
I, θ = 0.
Let
bn =
cos(nx/l)
‖ cos(nx/l)‖, βn = {β
1
n, β
2
n} = {(bn, 0)T , (0, bn)T},
where
‖ cos(nx/l)‖ =
(∫ lπ
0
cos2(nx/l)dx
) 1
2
.
For φ = (φ
(1)
, φ
(2)
)T ∈ C, denote
φn = 〈φ, βn〉 =
(〈φ, β1n〉, 〈φ, β2n〉)T ,
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and define Aǫ,n as
Aǫ,n(φn(θ)bn) =
{
φ˙n(θ)bn, θ ∈ [−1, 0),∫ 0
−1 dηn(ǫ, θ)φn(θ)bn, θ = 0,
(4.7)
where ∫ 0
−1
dηn(ǫ, θ)φn(θ) = −
n2
l2
D˜φn(0) + Lǫ,n(φn),
with
Lǫ,n(φn) = (τ
∗ + ǫ)Γ−1L1φn(0) + (τ
∗ + ǫ)Γ−1L2φn(−1),
and
ηn(ǫ, θ) =

−(τ ∗ + ǫ)Γ−1L2, θ = −1,
0, θ ∈ (−1, 0),
(τ ∗ + ǫ)Γ−1L1 −
n2
l2
D˜, θ = 0.
Now, we introduce the bilinear form (·, ·) on C∗ × C
(ψ, φ) =
∞∑
k,j=0
(ψk, φj)c
∫
Ω
bkbjdx, (4.8)
where
ψ =
∞∑
n=0
ψnbn ∈ C∗, φ =
∞∑
n=0
φnbn ∈ C,
and
φn ∈ C := C([−1, 0],R2), ψn ∈ C∗ := C([0, 1],R2).
Notice that ∫
Ω
bkbjdx = 0 for k 6= j,
then we have
(ψ, φ) =
∞∑
n=0
(ψn, φn)c|bn|2,
where (·, ·)c is the bilinear form defined on C∗ × C with the form
(ψn, φn)c = ψn(0)φn(0)−
∫ 0
−1
∫ θ
ξ=0
ψn(ξ − θ)dηn(0, θ)φn(ξ)dξ. (4.9)
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Let A∗ be the adjoint operator of A0 on C∗ := C([0, 1], XC) under the bilinear form (4.8).
Then
A∗ψ(s)bn =
{
−ψ˙(s)bn, s ∈ (0, 1],∑∞
n=0
∫ 0
−1 dη
T
n (0, θ)ψn(−θ)bn, s = 0.
Let
q(θ)bn0 = q(0)e
iωn0τ
∗θbn0 , q
∗(s)bn0 = q
∗(0)e−iωn0τ
∗sbn0
be the eigenfunctions of A0 and A
∗ corresponding to the eigenvalues iωn0τ
∗. By direct
calculations, we have
q(0) = (1, q1)
T , q∗(0) =M(q2, 1),
where
q1 = −
a∗
iγωn0 + α +m
∗ + n20/l
2
, q2 =
iγωn0 + α +m
∗ + n20/l
2
rm∗e−iωn0τ
∗
,
M =
eiωn0τ
∗
(q1 + q2)eiωn0τ
∗
+ τ ∗q2(r2a∗2m∗ + q1rm∗)
.
Then we decompose the space C as follows
C = P ⊕Q,
where
P = {zqbn0 + zqbn0 |z ∈ C},
Q = {φ ∈ C|(q∗bn0 , φ) = 0 and (q∗bn0 , φ) = 0}.
P is the 2-dimensional center subspace spanned by the basis vectors of the linear operator
A0 associated with purely imaginary eigenvalues ±iωn0τ∗, and Q is the complement space of
P .
Thus, system (4.6) can be rewritten as
Ut = z(t)q(·)bn0 + z¯(t)q¯(·)bn0 +W (t, ·),
where
z(t) = (q∗bn0 , Ut), W (t, ·) ∈ Q, (4.10)
and
W (t, θ) = Ut(θ)− 2Re{z(t)q(θ)bn0}. (4.11)
Then we have
z˙(t) = iω0τ
∗z(t) + q∗(0)〈F (0, Ut), βn0〉, (4.12)
where
〈F, βn〉 := (〈F1, bn〉, 〈F2, bn〉)T .
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It follows from Appendix A of [9] (also see [14]), there exists a center manifold C0 and we
can write W in the following form on C0 nearby (0, 0)
W (t, θ) = W (z(t), z¯(t), θ) = W20(θ)
z2
2
+W11(θ)zz¯ +W02(θ)
z¯2
2
+ · · · . (4.13)
For Ut ∈ C0, we denote
F (0, Ut) |C0= F˜ (0, z, z¯),
with
F˜ (0, z, z¯) = F˜20
z2
2
+ F˜11zz¯ + F˜02
z¯2
2
+ F˜21
z2z¯
2
+ · · · .
Therefore, the system restricted on the center manifold is given by
z˙(t) = iω0τ
∗z(t) + g(z, z¯),
where
g(z, z¯) = g20
z2
2
+ g11zz¯ + g02
z¯2
2
+ g21
z2z¯
2
+ · · · .
By direct calculations, we obtain
g20 =τ
∗M
∫ lπ
0
b3n0dx
[
q2
(
2rq1e
−iωn0τ∗ +
2
(1 +m∗)2
e−iωn0τ
∗ − 2m
∗
(1 +m∗)3
e−i2ωn0τ
∗
)
− 2γ−1q1
]
,
g11 =τ
∗M
∫ lπ
0
b3n0dx
[
q2
(
2Re
((
rq1 +
1
(1 +m∗)2
)
e−iωn0τ
∗
)
− 2m
∗
(1 +m∗)3
)
− γ−1(q1 + q¯1)
]
,
g02 =τ
∗M
∫ lπ
0
b3n0dx
[
q2
(
2rq¯1e
iωn0τ
∗
+
2
(1 +m∗)3
eiωn0τ
∗ − 2m
∗
(1 +m∗)3
ei2ωn0 τ
∗
)
− 2γ−1q¯1
]
,
g21 =τ
∗M
(
Q1
∫ lπ
0
b4n0dx+Q2
∫ lπ
0
b2n0dx
)
,
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where
Q1 = q2
[
6m∗
(1 +m∗)4
e−iωn0τ
∗ − 2
(1 +m∗)3
(
2 + e−i2ωn0τ
∗
)]
,
Q2 = q2
[
r
(
2W
(2)
11 (−1) +W (2)20 (−1) + q¯1eiωn0τ
∗
W
(1)
20 (0) + 2q1e
−iωn0τ∗W
(1)
11 (0)
)
+
1
(1 +m∗)2
(
2W 111(−1) +W 120(−1) +W 120(0)eiωn0τ
∗
+ 2W 111(0)e
−iωn0τ∗
)
− 2m
∗
(1 +m∗)3
(
2e−iωn0τ
∗
W
(1)
11 (−1) + eiωn0τ
∗
W
(1)
20 (−1)
)]
− γ−1
(
2W
(2)
11 (0) +W
(2)
20 (0) + q¯1W
(1)
20 (0) + 2q1W
(1)
11 (0)
)
.
Since g20, g11 and g02 are independent of W (z(t), z¯(t), θ), they can be compued by Eq.(4.12).
In order to get g21, we need to compute W20 and W11. From (4.11), we have
W˙ = U˙t − z˙qbn0 − ˙¯zq¯bn0
=
{
A0W − 2Re{g(z, z¯)q(θ)}bn0 , θ ∈ [−1, 0),
A0W − 2Re{g(z, z¯)q(θ)}bn0 + F˜ , θ = 0,
.
= A0W +H(z, z¯, θ),
(4.14)
where
H(z, z¯, θ) = H20(θ)
z2
2
+H11(θ)zz¯ +H02(θ)
z¯2
2
+ · · · .
Obviously,
H20(θ) =
{
−g20q(θ)bn0 − g¯02q¯(θ)bn0 , θ ∈ [−1, 0),
−g20q(0)bn0 − g¯02q¯(0)bn0 + F˜20, θ = 0,
H11(θ) =
{
−g11q(θ)bn0 − g¯11q¯(θ)bn0 , θ ∈ [−1, 0),
−g11q(0)bn0 − g¯11q¯(0)bn0 + F˜11, θ = 0.
Comparing the coefficients of (4.14) with the derived function of (4.13), we obtain
(A0 − 2iω0τ ∗I)W20(θ) = −H20(θ), A0W11(θ) = −H11(θ). (4.15)
From (4.5) and (4.15), for θ ∈ [−1, 0), we have
W20(θ) =
−g20
iωn0τ
∗
(
1
q1
)
eiωn0τ
∗θbn0 −
g¯02
3iωn0τ
∗
(
1
q¯1
)
e−iωn0τ
∗θbn0 + E1e
2iωn0τ
∗θ,
W11(θ) =
g11
iωn0τ
∗
(
1
q1
)
eiωn0τ
∗θbn0 −
g¯11
iωn0τ
∗
(
1
q¯1
)
e−iωn0τ
∗θbn0 + E2,
(4.16)
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where E1 and E2 can be obtained by setting θ = 0 in H , that is
(A0 − 2iω+n0τ ∗I)E1e2iω
+
n0
τ∗θ |θ=0 +F˜20 = 0, A0E2 |θ=0 +F˜11 = 0. (4.17)
The terms F˜20 and F˜11 are elements in the space C with
F˜20 =
∞∑
n=1
〈F˜20, βn〉bn, F˜11 =
∞∑
n=1
〈F˜11, βn〉bn.
Denote
E1 =
∞∑
n=0
En1 bn, E2 =
∞∑
n=0
En2 bn.
Then from (4.17), we have
(A0 − 2iωn0τ ∗I)En1 bne2iωn0τ∗θ |θ=0 = −〈F˜20, βn〉bn,
A0E
n
2 bn |θ=0 = −〈F˜11, βn〉bn,
where n = 0, 1, · · · . Thus, En1 and En2 could be calculated by
En1 =
(
2iωn0τ
∗I −
∫ 0
−1
e2iωn0τ
∗θdηn(0, θ)
)−1
〈F˜20, βn〉,
En2 = −
(∫ 0
−1
dηn(0, θ)
)−1
〈F˜11, βn〉,
where
〈F˜20, βn〉 =

1√
lπ
Fˆ20, n0 6= 0, n = 0,
1√
2lπ
Fˆ20, n0 6= 0, n = 2n0,
1√
lπ
Fˆ20, n0 = 0, n = 0,
0, other,
, 〈F˜11, βn〉 =

1√
lπ
Fˆ11, n0 6= 0, n = 0,
1√
2lπ
Fˆ11, n0 6= 0, n = 2n0,
1√
lπ
Fˆ11, n0 = 0, n = 0,
0, other,
with
Fˆ20 =
 2rq1e−iωn0τ∗ + 2(1 +m∗)2e−iωn0τ∗ − 2m∗(1 +m∗)3e−i2ωn0τ∗
−2γ−1q1
 ,
Fˆ11 =
 r(q1e−iωn0τ∗ + q¯1eiωn0τ∗) + 2(1 +m∗)3
−γ−1(q1 + q¯1)
 .
23
Hence, g21 could be represented explicitly.
Denote
c1(0) =
i
2ωn0τ
∗ (g20g11 − 2|g11|2 −
1
3
|g02|2) + 1
2
g21,
µ2 = − Re(c1(0))
τ ∗Re(λ′(τ ∗))
, β2 = 2Re(c1(0)),
T2 = − 1
ωn0τ
∗ (Im(c1(0)) + µ2(ωn0 + τ
∗Im(λ′(τ ∗))).
(4.18)
By the general results of Hopf bifurcation theory [9], the properties of Hopf bifurcation can
be determined by the parameters in (4.18). β2 determines the stability of the bifurcating peri-
odic solutions: the bifurcating periodic solutions are orbitally asymptotically stable(unstable)
if β2 < 0(> 0); µ2 determines the direction of the Hopf bifurcation: if µ2 > 0(< 0), the direc-
tion of the Hopf bifurcation is forward (backward), that is the bifurcating periodic solutions
exist when τ > τ ∗(< τ ∗); T2 determines the period of the bifurcating periodic solutions:
when T2 > 0(< 0), the period increases(decreases) as the τ varies away from τ
∗.
From Lemma 3.1 in Section 3, we know that Re(λ′(τ ∗)) > 0. Combining with above
discussion, we obtain the following theorem.
Theorem 4.1. If Re(c1(0)) < 0(> 0), then the bifurcating periodic solutions exists for τ >
τ ∗(< τ ∗) and are orbitally asymptotically stable(unstable).
5 Simulations
In this section, we shall show some simulations to illustrate our theoretical results. Let l = 1,
and choose
γ = 0.5, d = 1.0, α = 0.10, r = 2.
Since 0 < α < 1 < r < α−1, then E∗(m
∗, a∗) is the only positive equilibrium with
(m∗, a∗) = (0.1250, 0.4444). One can easily verify that (H1) ∼ (H3) are satisfied. By a
simple calculation, we also obtain that Eq.(3.5) has a positive root only for n = 0, and
ω0 ≈ 0.3253, τ ∗ ≈ 2.3545.
Furthermore, we have c1(0) ≈ −2.28261 − 23.9865i, which means β2 < 0, µ2 > 0. From
Theorem 3.3 and 4.1, the positive equilibrium E∗(0.1250, 0.4444) is locally asymptotically
stable when τ ∈ [0, τ ∗) (see Fig.5), moreover, system (1.3) undergoes a Hopf bifurcation at
τ = τ ∗, the direction of the Hopf bifurcation is forward and bifurcating periodic solutions
are orbitally asymptotically stable (see Fig.6).
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If we choose
γ = 0.5, d = 1.0, α = 0.10, r = 0.5, τ = 2.
Here r = 0.5 ∈ (0, 1), from Remark 2.5, we know that the boundary equilibrium E0(0, 1) is
locally asymptotically stable (see Fig.7).
Fig.5 ∼ Fig.7 show the dynamics of system (1.3) near the positive constant steady state.
Fig.5 shows a stable positive constant steady state when τ < τ ∗ and r > 1, which represents
coexistence of both species (mussel and algae) biologically. This stability will be broken when
τ increases and passes through the critical value τ ∗, which is accompanied by a spatially
homogeneous periodic solution corresponds to a periodic oscillation in populations of mussel
and algae, see Fig.6. This periodicity is common in predator-prey systems [4, 19]. Fig.7 shows
the prey-only homogeneous steady state under the condition 0 < r < 1, which corresponds
to bare sediment with no mussel biomass.The initial conditions are given by m0(x, t) =
m∗ + 0.1 cos 2x, a0(x, t) = a
∗ − 0.1 cos 2x, (x, t) ∈ [0, π]× [−τ, 0].
Our results suggest that the positive constant steady state will lose its stability when τ
passes through some critical values, and there will be periodic oscillations in populations of
species. We have tried a large number of sets of parameters, but we did not find any set that
would allow a nonhomogeneous periodic solution bifurcating from the steady state under
the assumption (H1)∼(H3). Biologically, for mussels and algae species living at the same
depth, if the digestion period τ is greater than the critical value τ ∗, the population will have
a periodic oscillation over time with their spatial distribution is uniform.
Acknowledgements The authors are grateful to the anonymous referees for their helpful
comments and valuable suggestions which have improved the presentation of the paper.
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Figure 5: The positive equilibrium is locally asymptotically stable when τ ∈ [0, τ ∗), where τ =
2 < τ ∗ ≈ 2.3545.
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Figure 6: The bifurcating periodic solution is orbitally asymptotically stable, where τ = 3.6 >
τ ∗ ≈ 2.3545.
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Figure 7: The axial equilibrium E1(0, 1) is locally asymptotically stable.
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