Abstract. Leakage-resilient cryptography aims at formally proving the security of cryptographic implementations against large classes of side-channel adversaries. One important challenge for such an approach to be relevant is to adequately connect the formal models used in the proofs with the practice of side-channel attacks. It raises the fundamental problem of finding reasonable restrictions of the leakage functions that can be empirically verified by evaluation laboratories. In this paper, we first argue that the previous "bounded leakage" requirements used in leakage-resilient cryptography are hard to fulfill by hardware engineers. We then introduce a new, more realistic and empirically verifiable assumption of simulatable leakage, under which security proofs in the standard model can be obtained. We finally illustrate our claims by analyzing the physical security of an efficient pseudorandom generator (for which security could only be proven under a random oracle based assumption so far). These positive results come at the cost of (algorithm-level) specialization, as our new assumption is specifically defined for block ciphers. Nevertheless, since block ciphers are the main building block of many leakage-resilient cryptographic primitives, our results also open the way towards more realistic constructions and proofs for other pseudorandom objects.
Introduction
Physical cryptanalysis is an important concern for cryptographic implementations. By allowing to circumvent the models in which standard security proofs are obtained, it can lead to powerful attacks (e.g. key recoveries) against large classes of devices. Following the publications of papers about side-channel [26] , fault [6] or cold boot attacks [18] , a large body of research has investigated solutions to mitigate these security breaches. For this purpose, a natural solution is to add protection mechanisms directly at the hardware level (i.e. independent of the algorithm implemented). Examples of such approaches include masking and hiding against side-channel attacks [28] , error-detection codes against fault attacks [22] , and their formal extensions as compilers (e.g. [20, 21] ) -leading to contrasted observations. On the one hand, these countermeasures are useful as they reduce the amount of information leakage provided by physical implementations. On the other hand, they usually imply significant performance overheads, and the security they provide is highly dependent on technological assumptions (that may turn out to be contradicted in practice). Over the years, and starting with the seminal work of Micali and Reyzin [29] , the question whether a complementary approach exploiting the formalism of modern cryptography could be used in order to improve physical security consequently triggered the interest of many researchers. In other words, can we design new cryptographic constructions and security models in which the guarantees of provable security can be extended from mathematical objects towards physical ones? And are the formal results obtained in these models practically relevant (both in terms of performance and security)?
Related work. A look at the recent literature suggests that a wide variety of tools aiming at reflecting different classes of physical attacks exist, ranging from quite abstract to more realistic, and for various types of cryptographic primitives. For example, the bounded retrieval model captures an hypothetical situation in which the total amount of information leaked through the execution of a cryptographic primitive is bounded [1, 3] . One important drawback of this abstraction is that quantifying an "overall amount of leakage" is hard for hardware engineers. Besides, if a system is being used continually for a sufficiently long period of time, the amount of leakage observed by the attacker may exceed any a-priori determined leakage bound. As a result, alternative models have been proposed, assuming that the leakage rate is bounded and leaving the overall leakage arbitrarily large, e.g. Dziembowski and Pietrzak's leakage-resilient cryptography [14] 1 . Following their introduction, these models have been applied for analyzing different modern cryptographic primitives, including PRGs and stream ciphers [15, 33, 45, 46] , PRFs and PRPs [13, 15, 45] , signature schemes (e.g. [7, 23] ) and public-key encryption (e.g. [2, 24] ).
Are we done? Not really. Despite significant progresses and many clever design ideas, the fundamental problem of formal approaches to physical security remains to determine reasonable restrictions of the leakage function. Even taking the simple(st) example of leakage-resilient PRGs (that will be our main concern in this work), obtaining security proofs in the standard cryptographic setting turns out to be surprisingly difficult [14, 15, 33, 45, 46] . Intuitively, the proofs obtained so far require a combination of seemingly too weak assumptions (e.g. that the leakage may come from any polynomial time function) and seemingly too strong assumptions (e.g. that the information leakage is bounded in a somewhat unrealistic manner) [40] . Consequences of this imperfect modeling are threefold. First, it implies design tweaks that seem motivated by proof artifacts more than physical intuition, and consequently harm performances. Second, obtaining the proofs requires intricate (though sometimes of independent interest) mathematical tools, usually leading to loose security bounds. Third and most importantly, it leaves the question of how to connect the results in leakage-resilient cryptography with the practice of side-channel attacks essentially open (e.g. how to quantify bounded leakage from actual measurements?).
Our contribution. In this paper, we start by investigating the relevance of different bounded leakage assumptions. In particular, we confront the notion of HILL pseudoentropy used to prove the leakage-resilience of previous PRGs, PRFs and PRPs to the operation of actual side-channel attacks, and argue that it is hard to verify empirically. We then tackle our main problem, i.e. the construction of a leakage-resilient PRG based exclusively on empirically verifiable assumptions. For this purpose, our central ingredient is the introduction of a specialized assumption of simulatable leakage. We first show that this requirement is easier to guarantee than maintaining a high pseudoentropy in a leaking device, and detail how it can be tested in actual security laboratories. Next, we show the security of an efficient leakage-resilient PRG under simulatable leakage. Eventually, we put forward that our new modeling allows mitigating the three issues listed in the previous paragraph. In particular, it allows major simplifications of the proofs, with reductions directly connected to our physical assumption (i.e. the quality of the simulator). From a methodological point of view, the idea of specialized assumption that we introduce can be seen as an intermediate path, between fully generic requirements (e.g. bounded leakage that applies to any algorithm) and implementation-specific ones (e.g. as used in hardware-level countermeasures). More precisely, our simulatable leakage assumption is specialized at the algorithm level, and applies to any block cipher. We believe this intermediate path is interesting, as it allows a better connection between the theory and practice of side-channel attacks. It is also general enough for being potentially applicable to the many other symmetric cryptographic primitives relying on block ciphers.
Notations. We use upper cases X, Y for random variables, lower cases x, y for their samples, sans serif fonts X, Y for functions and calligraphic letters X , Y for Turing machines.
Previous leakage assumptions
In this section, we analyze different assumptions that have been introduced in previous works, in order to bound the informativeness of a leakage function. For this purpose, we start by providing a description of leakage traces, as they are obtained from the power consumption or electromagnetic radiation of actual cryptographic devices. We then argue that assuming a leakage function with bounded range, or assuming that the secrets manipulated by a leaking device have high pseudoentropy, is hardly realistic. By contrast, we list a few alternative assumptions that are more in line with what hardware designers try to guarantee, based on unpredictable cipher outputs or hard-to-invert leakage functions.
Actual leakage traces
We will consider the AES Rijndael as a case study. Note however that the observations in this section hold for any key alternating block cipher. In this context, let us denote the encryption of a plaintext x under a key k giving rise to a leakage trace l as y = AES k (x) l. Since the AES is made of ten rounds, we further denote the application of these rounds and their corresponding subtraces as x i+1 = R ki (x i ) l i+1 , where the initial state is given by the plaintext x 0 = x and the ciphertext is given by the final state y = x 10 . That is, a full leakage trace is a vector containing all the rounds subtraces: l = [l 0 , l 1 , l 2 , . . . , l 9 , l 10 ]. For illustration, we provide a leakage trace obtained from a hardware implementation of the AES in Figure 1 , where each sample can be written as l i (t) = L i,t (k, x, ρ), with ρ a parameter representing the physical randomness (aka noise) in the measurements [29] . In practice, it frequently turns out that the leakage produced when generating an intermediate state x i can be approximated by the sum of a (deterministic) polynomial function of the bits of x i (denoted as x i [j]) and some noise [37] :
In the following, and in order to simplify our discussions, we will further assume that each subtrace is made of a single sample (pointed by the arrows in the figure) that can be written as l i (k, x) = HW(x i ) + r ph i , with HW the Hamming weight function and r ph i a Gaussian distributed physical noise. Note that these are usual assumptions is side-channel attacks [28] . Yet, also keep in mind that we can only loose information by doing this, and that actual adversaries may be more powerful. Summarizing, we will consider illustrative side-channel attacks where leakage traces can be written as: (2) Fig. 1 . Exemplary leakage trace of an AES encryption.
Bounded range & HILL pseudoentropy
One of the most demanding assumption regarding the informativeness of the leakage function is the requirement that its range is bounded to {0, 1} λ , for some parameter λ. Taking the example of a leaking block cipher implementation as in the previous subsection, it is easy to observe that a bounded range is hardly obtained. Starting with our simplifying Hamming weight assumption and considering an n-bit key, we already have that each of the N r Hamming weights in the trace has range ≈ log(n), leading to an output range proportional to N r · log(n) (with N r the number of block cipher rounds). Then, keeping in mind that the number of samples monitored by an oscilloscope in actual attacks is much larger than N r (e.g. thousands of samples per encryption trace are usual), it turns out that the range of the leakage function is frequently larger than {0, 1}
n . In practice, this large range is reflected by the memory requirements needed to store the measurements. For example, in a recent work from Eurocrypt 2012, Moradi acquired 200 000 traces, each of them corresponding to 1µs of power consumption leakage sampled at roughly 10 9 samples per second, i.e. leading to more than 1.5 Gigabits of data storage [30] .
In different works on leakage-resilient symmetric cryptography (e.g. [13-15, 33, 46] ), it is argued that the bounded range assumption can be relaxed. Loosely speaking, these previous proofs only require that for every key update k j+1 = AES kj (x) l, the leakage l does not decrease the HILL pseudoentropy of the updated state k j+1 by more than a bounded amount of bits. It is further claimed in [24] that such a requirement seems much more realistic in practice. Unfortunately, a look at our example suggests the opposite. Having a pseudoentropy of n − λ bits for k j+1 essentially requires that there exist a dense set of 2 n−λ keysk that no efficient distinguisher is able to tell apart from k j+1 given l. But again considering that the leakage trace contains a sequence of (pseudorandom) Hamming weights, the number of keysk that give rise to the correct sequence of Hamming weights rapidly vanishes, roughly decreasing the pseudoentropy of k j+1 according to n − N r · log(n). Of course, the high pseudoentropy requirement is weaker than the bounded range assumption. For example, having multiple correlated samples in the traces would not significantly decrease the pseudoentropy of k j+1 , while it would increase the output range of the leakage function. Yet, it remains that falsifying the pseudoentropy assumption simply requires that an adversary can check whether the (full) trace l is consistent with the actual k j+1 , allowing him to efficiently distinguish it from most fakek's.
Summarizing, while these simple examples exclude the additional randomness due to physical noise, they clearly suggest that maintaining high pseudoentropy in a leaking device is challenging. Interestingly, this observation nicely connects with the conclusions of Micali and Reyzin, who showed the non-equivalence between unpredictability and indistinguishability in physically observable cryptography [29] . We argue next that also in terms of practical assumptions, unpredictability is arguably easier to guarantee. For this purpose, we start by describing the operation of actual side-channel attacks. [17] and many variations. These attacks are "standard DPAs" in the sense defined by Mangard et al. [27] , and operate according to three steps:
Side-channel attacks
1. Prediction. The adversary predicts subkey-dependent intermediate values manipulated during the encryption process (e.g. the output of a first-round AES S-box). 2. Modeling. The adversary models the leakage corresponding to these intermediate val-
ues (e.g. assuming that it depends on the Hamming weight of the manipulated data). 3. Comparison. The adversary compares the subkey-dependent models with actual measurements (e.g. with Pearson's correlation coefficient). If the attack is successful, the best comparison should be observed for the correct subkey candidate.
The result of a standard DPA attack against the AES usually corresponds to 16 lists of 256 scores (typically proportional to subkey likelihoods), that are then recombined in order to obtain a master key candidate, e.g. using a key enumeration algorithm [42] .
One important consequence of this attack description is that actual adversaries are usually not able to exploit all the leakage samples in a side-channel trace. In practice, only the intermediate computations that can be guessed will be useful. Taking our AES example again, it typically means that out of a side-channel trace l = [l 0 , l 1 , l 2 , . . . , l 9 , l 10 ], only the external rounds are exploited (i.e. before the diffusion is complete). Furthermore, considering an attack exploiting the first-round leakage l 1 , and under our current assumption that the AES is implemented in 10 clock cycles, we have:
where x 1 [i] denotes the ith byte of x 1 . But actual adversaries are not able to guess all the 16 bytes of x 1 at once either. As a result, a part of this information is usually considered as "algorithmic noise". That is, in a (usual) attack where the 16 AES key bytes are targeted independently, the leakage sample l 1 as seen by the adversary can be rewritten as:
algorithmic noise when targeting the first key byte, whith the r i 's uniformly random (unknown) bytes, and:
algorithmic noise when targeting the second key byte (and so on for the other bytes). In other words, only a single byte Hamming weight is considered as useful signal at a time in this setting 2 .
1.4 One-way & seed-preserving leakage functions, unpredictability, . . .
The previous description allows shedding another light on why ensuring high pseudoentropy for cryptographic keys in leaking devices is challenging. The main issue is that it requires that these keys remain difficult to distinguish in front of an adversary who can predict the whole device state (hence, exploit the full vector of Equation 2 rather than the noisy samples of Equations 4, 5). In fact, this task is arguably more difficult than the (already difficult) task of securing an implementation against standard DPA attacks. Therefore, we can at least claim that constructions that strictly need this assumption to hold for being secure are not going to "help hardware designers", as usually advertised by leakage-resilient cryptography. This observation naturally provides a strong incentive to look at alternative assumptions that could be easier to fulfill and evaluate.
In general, a weaker assumption than the high HILL pseudoentropy requirement is that the leakage function is hard-to-invert, or equivalently that the key/seed is computationally infeasible to predict given the leakage (see [4, 19] for relations between several forms of pseudoentropy). This is easily seen the minimal assumption since no security is possible if the adversary can recover the key/seed. It is also directly connected to the practice of side-channel attacks that usually aim to predict keys/seeds. Unfortunately, how to build leakage-resilient symmetric cryptographic primitives under such assumptions remains an open problem. So far, only some weaker forms of security results have been obtained in this case, such as the encryption schemes of [12] in the auxiliary-input setting (based on a non-standard lattice problem), and the leakage-resilient stream cipher in [46] (assuming PRGs to behave as random oracles that the leakage functions cannot access).
In view of this state-of-the-art, another natural solution would be to use the simulation paradigm. Namely, to argue that some information reveals nothing substantial, it suffices to show that it can be efficiently simulated from some other information that is already part of the adversary's knowledge. This approach is empirically verifiable since it challenges the designer to build such a simulator, and the adversary to break the indistinguishability game. In the next sections, we argue that in the context of block ciphers, simulatable leakage is at least easier to guarantee than high pseudoentropy -and that efficient leakage-resilient PRGs can be proven secure under this assumption.
Simulatable leakage
Concretely, we will study the physical security of a "natural" (i.e. conform to engineering intuition) PRG relying on the iterative application of a length-doubling 2PRG, represented in the left part of Figure 2 (the iterative application of length-qpling generator qPRG would allow improved efficiency at the cost of more physical information leakage, and relies on similar security proofs). Furthermore, we will focus on the block cipher based instantiation of 2PRG represented in the right part of the figure, where p 0 and p 1 are public constants (larger expansion factors q's are directly obtained by encrypting more p i 's). The (leakage-free) security of this PRG is easily seen by a hybrid argument. It enjoys many advantages such as simplicity, efficiency and forward security (see more discussions in [5] ). From a physical security point of view, it also avoids the alternating structure and large randomness requirements of previously published proposals [15, 33, 45] . However, it turns out to be extremely difficult to prove the leakage-resilience of this construction in a standard setting (independent of its instantiation). So far, it is only known to be physically secure under a non-standard random oracle assumption [46] . In order to obtain practically-relevant proofs of leakage-resilience, we want our assumption to be local (i.e. focusing on a single iteration), and re-usable. The second condition naturally suggests to consider block cipher implementations for this purpose. On one hand, they are among the work horses of today's secure communications [25] . On the other hand, they are frequent targets of side-channel analysis, with a vast literature on attacks and countermeasures -making them natural candidates for mitigating the instantiation issues raised in [38] . In the rest of this section, we will consequently define the simulatable leakage assumption for block ciphers (denoted as BC : {0, 1} n × {0, 1} n → {0, 1} n from now on), and argue about its empirical verifiability. The next section will then show how to use this assumption to prove the leakage-resilience of the PRG depicted in Figure 2 .
Formal definition
As discussed in Section 1.1, actual leakage traces are made of multiple samples, each of them being the output of a leakage function. Yet, since our goal is to define our assumptions in general terms, this section will take advantage of a slightly more concise notation that is independent of the actual representation of these traces. That is, we will denote the probabilistic leakage corresponding to a block cipher execution as:
, with L the (global) leakage function (i.e. including all the samples). In practice, we do not know how to express this function as a circuit or a program that a computer could evaluate: we can only sample it by taking leakage measurements from the target circuit on given inputs. Leakages resulting from a complex physical process, it is even unclear how efficiently a Turing machine could compute them. For this reason, they will be available through queries to a public oracle in our model, and our complexity measures will take the number of these queries into account: an (s, t)-bounded adversary A L will do at most s queries to L and run in time at most t. Note that we define the leakage oracle as stateless, to capture the usual situation in side-channel attacks where leakages only depend on the current state of the target device and some independent randomness 3 .
Using this notation, the requirement we make on a block cipher implementation is that the leakages are simulatable. That is, we require that a (stateless) leakage simulator oracle S L (·, ·, ·) can be built, possibly relying on accessing the implementation and measuring equipment producing the real leakages. This leakage simulator must be able to return a simulated leakage corresponding to any (possibly inconsistent) key, plaintext and ciphertext, and its responses must be such that no efficient adversary A can guess the bit b in the following q-sim game except with a small advantage.
Game q-sim(A, BC, L, S, b). The challenger selects two random keys k and k * in {0, 1} n . The output of the game is a bit b computed by A L based on the challenger responses to a total of at most q adversarial queries of the following type:
) and one query of the following type:
In this game, the adversary can query the device for the encryption of q values of his choice. If b = 0, he receives the encryption of his queries and the corresponding real leakages. If b = 1, he receives the encryption of his queries and simulated leakages, based on the plaintext and ciphertext, but ignoring the (real) key k that was used to compute them, which is replaced by another random key k * in an invocation of S L (·, ·, ·). Independently of these encryption queries, A gets one more chance of winning the game by being able to query S L (·, ·, ·) on inputs of his choice, the ciphertext being the real or random key depending on b. This extra query captures the case where the key used in a block cipher was itself a ciphertext from a previous iteration. Note that it departs from the real world/ideal world paradigm, as S L is invoked for both values of b. This aspect plays a central role in our further developments. Additional types of (e.g. decryption) queries could be added to the game. However, the two proposed ones capture the usual situation (e.g. in leakage-resilient cryptography) where a block cipher is used to produce a key, which is then used to encrypt multiple plaintexts. It can be observed that we do not use the fact that BC is a block cipher so far. Its invertibility will however be used in the next subsection, when proposing our instance of leakage simulator.
Definition 1 (q-simulatable leakage).
Note that A L(·,·) can query the leakage function s A times, independently of theueries to the target implementation in the q-sim game. In practice, these s A queries could correspond to profiling efforts to build a leakage model (e.g. as in step 2 of the attack in Section 1.3). They will also be useful to generate simulated leakages in our security proofs.
As previously mentioned, we will keep small constant values for q in any practical instantiation of the q-simulatability game. This choice connects with the observation that 1-simulatability does not imply q-simulatability without severe security degradation. For example, it is easy to see that there might be block cipher implementations that offer perfect q − 1 simulatability but not q-simulatability. Consider a block cipher BC built from a block cipher BC as follows: BC k1···kq (x) := BC k1⊕···⊕kq (x) (for a constant q), and a leakage function that leaks one of the k i 's every time the device computes. Clearly, q − 1 leakages will not provide any information about the cipher key, while the q-th leakage will fully disclose this key, making it trivial to detect the simulation in our game. In fact, this example also matches the usual intuition in side-channel attacks that security degrades almost exponentially with the number of queries, as will be illustrated experimentally in the next subsection. As a result, and as most previous symmetric primitives in leakageresilient cryptography, our PRG construction relies on frequent re-keying.
Empirical verifiability
In order to show that the previous simulatability assumption is actually realistic, we will first instantiate an efficient simulator S L s&c (·, ·, ·) to be used in the Enc and Gen queries of the q-sim game, based on a block cipher implementation. We will then discuss the interpretation of this assumption with respect to actual side-channel attacks.
As suggested by the acronym S L s&c (·, ·, ·), our proposal of simulator is based on the splitting and concatenation of leakage traces. For this purpose, and as we now consider concrete instantiation issues, we again need the specific notations of Section 1.1, and take the case of the AES for illustration. Namely, we will use y = AES k (x) l = l p l c , with l p = [l 0 , l 1 , . . . , l 5 ] (resp. l c = [l 6 , l 7 , . . . , l 10 ]) denoting the first (resp. second) half of the traces, and || the concatenation operator. Next, we want to build a simulator for such traces using only the knowledge of the public values x and y. In this context, a central observation already made in Section 1.2 is that any known intermediate value during a cryptographic computation can be exploited to check its consistency with the leakage. That is, taking the example of (noiseless) Hamming weight samples for illustration, it is quite easy to check whether the triple (l, x, y) is consistent by checking whether l 0 = HW(x) and l 10 = HW(y). Yet, we still have that the "middle samples" l 1 , l 2 , . . . , l 8 , l 9 may not be as easy to exploit since the intermediate values x 1 , x 2 , . . . , x 8 , x 9 are not given to the adversary. As a result, the goal of the simulator will be to build traces that are at least consistent with the input/output pair (x, y). This is where the specialization to (invertible) block ciphers turns out to be useful, leading to the following proposal:
It is easy to verify that this simulator instance generates leakages that are consistent with the public values x and y, since in practice it does nothing else than generating traces from these values with a randomly generated key and concatenating them. Hence, it can be implemented using the same hardware as the target device containing the correct key. Note also that the same instance can be used in the Gen queries by adapting its inputs (i.e. running it on (z,
Interpretation. The assumption in this section suggests that there exists situations in which the leakage of a cryptographic implementation can be simulated without knowing all its secrets. For this purpose, our instance of simulator essentially relies on the possibility to use the same hardware as the one manipulating the actual cipher key. We believe this fact nicely captures the idea that the only secret in a cryptographic implementation should indeed be this key (not the device manipulating it). The assumption is also expressed as a game that can be tested by evaluation laboratories, since they could control both keys k and k * . In practice, the main question naturally is whether the probability to win the q-sim game can remain sufficiently low in front of actual side-channel distinguishers. There are two natural strategies that could be considered to answer it:
1. Performing standard DPA attacks taking advantage of the first and last encryption round leakages, e.g. trying to find an inconsistency between the x's and the y's. 2. Targeting the middle rounds where the concatenation occurs, in order to find a direct inconsistency in the trace, possibly based on the key information gathered.
Starting with the first type of distinguishers, an important observation is that resisting them is at least easier than guaranteeing high HILL pseudoentropy for a block cipher key. This relates to the previously observed fact that attacks checking the consistency between the traces and the device state are not possible in the q-sim game, since the key is not given to the adversary. In other words, the device state is not known and can only be guessed, just as usually considered in side-channel analysis. Of course, being more realistic than the HILL pseudoentropy assumption does not imply empirical verifiability yet. Typically, there is little hope to ensure any security for small (e.g. 8-bit) and unprotected devices, as key recovery is usually possible with very limited data complexities in these cases [39] . Under certain hypotheses, it is even possible to exploit the middle round leakages against such devices [35] . By contrast, a reasoning in the lines of Section 1.2 suggests that the simulatable leakage assumption could be realistic for (unprotected but parallel) hardware implementations. For example, Figure 3 depicts the security evaluation of the best attack performed against such an implementation during the DPA Contest V2 (after two years of public investigations) [31, 43] . It indicates that as long as the number of queries q remains limited (e.g. below 10), the success probability in recovering the key (hence, in finding inconsistencies between x's and y's) remains close to 2 −128 . Say that an adversary would try to exploit the q first-and last-round leakages corresponding to his Enc queries, together with the last-round leakage of his additional Gen query, and would be able to combine this information efficiently (which is unlikely in view of the large number of key candidates that remain possible after attacks with low data complexity). Then the amount of information leakage would at most be multiplied by three, still leaving comfortable security margins. So as long as our leakage-resilient PRG iterates qPRG's with small enough q's, we can conclude that this first strategy will not succeed against this hardware implementation 4 . Note that the linearity of the min/max bounds on Figure 3 illustrates the exponential security degradation (in time) that was mentioned in the previous subsection. We additionally remark that the q-sim game considers adversaries who can choose their challenges in the Enc and Gen queries. This leads to the question whether improved attacks could take advantage of chosen-plaintexts or weak keys. However, it has been shown that there are no weak keys in standard DPA attacks [27] , and that the adaptive selection of plaintexts only leads to marginal improvements in this context [44] . Hence, we do not expect these concerns to have a strong impact on the security of our proposal.
Although the second strategy is admittedly less investigated, we argue that it can also be verified for a wide variety of implementations based on the following reasoning. What is needed for this strategy to fail is an efficient method for concatenating side-channel traces in an indistinguishable manner. For this purpose, the key observation is that most current microelectronic devices are based on sequential logic circuits. As illustrated in Figure 4 for a couple of rounds of an AES implementation, such circuits essentially update some memory elements (i.e. the registers in dark gray on the figure) every clock cycle. And the length of these clock cycles is selected according to the longest delay needed to perform a round (aka the critical path), with some security margin. One consequence of this setup is that the circuit activity (hence, its leakage) is maximum at the beginning of each cycle (when the round computation actually takes place), and rapidly decreases afterwards. As indicated in the figure, the fact that each clock cycle should anyway be longer than the critical path guarantees that there exist samples with little or no activity. Interestingly, these points where no activity occurs usually contain no exploitable information. This observation actually connects with the intuition from side-channel attacks that only a few samples in the measurements contain useful signal, i.e. the so-called "points of interest". For example, the Signal-to-Noise Ratio (SNR) curves in [28] (Section 4.3.1) illustrate this fact. In general, concatenating traces exactly at their non-informative points can be done without risk of being distinguishable, since both the actual traces and the simulated ones would exhibit a noise following the same distribution at these points. Hence, our assumption for this second strategy to fail boils down to the existence of a couple of points without interest in the traces (which we believe is generally verified) and the ability to detect them. The latter task is relatively easy since (i ) any side-channel distinguisher (e.g. the ones listed in Section 1.3) can be used for this purpose and (ii ) the simulator can predict the full state corresponding to his fake inputs, hence allowing it to easily plot SNR curves. For illustration we performed such concatenations in the context of actual power traces and compared their spectrum (FFT) with the one of original traces, without being able to detect any significant bias. As a result, we conclude that security against this second type of distinguishers can sometimes be ensured too 5 .
Challenges. Eventually, and just as for any cryptographic assumption, the claim that the simulatable leakage requirement is empirically verifiable will only take strength with further investigations by physical cryptanalysts. In this respect, we believe that a central benefit of our security game is that it can be easily challenged using the techniques developed by the cryptographic hardware community. In order to stimulate further research in this direction, we conclude this section by explicitly stating three challenges:
C1 (constructive). Design alternative instances of simulators. For example, the proposal in this section relies on the splitting and concatenation of leakage traces, based on the ability to detect "points without interest". But more sophisticated techniques for mixing the traces in an indistinguishible manner could be investigated. C2 (constructive). Given any instance of simulator, design efficient block cipher implementations with q-simulatable leakages, for the largest possible q's. As previously discussed, this challenge largely concurs with the one of securing these implementations against side-channel key recoveries with data complexity bounded to q. C3 (destructive). Given the combination of a block cipher implementation and an instance of simulator, try to break the q-sim game with non-negligible advantage.
Regarding this last challenge, we finally note that falsifying the simulatable leakage assumption for one given instance of block cipher implementation and simulator does not imply that it cannot be verified at all. Our hope and belief is that this assumption will remain hard to falsify for a sufficiently wide range of realistic implementations.
Security analysis and proofs under simulatable leakages
Our goal is to show that the PRG of Figure 2 is secure when implemented with a secure block cipher that has 2-simulatable leakages (as previously mentioned, the proof would be similar for any constant value of q). The property we require from BC is to be a PRF. Our PRF adversary is a regular interactive Turing machine, augmented with an access to a leakage oracle L(·, ·). While this oracle is independent of the PRF challenger, nothing theoretically precludes that it might do some cryptanalytic work, and we therefore include the number of times it is queried in the adversary's total computational power.
Definition 2 (pseudorandom function). A block cipher
n is a (s, t, ε) pseudorandom function (PRF) in the presence of leakage function L if, for every (s, t)-bounded adversary A L(·,·) , we have that:
where k is a random key in {0, 1} n and F is a random function.
Note that if the leakage function was polynomial time, this definition would be strictly equivalent to the standard definition of a PRF. However, it remains an open problem to determine the exact complexity of such physical functions (which essentially corresponds to the cost of solving Maxwell's equations for a complex circuit). Hence, despite it is unlikely that actual leakage functions perform any cryptanalytic work, we believe it is conceptually cleaner to keep track of their queries separately, as in Definition 2.
The first step towards showing the security of our stream cipher consists in proving that one call of the 2PRG construction remains secure when it leaks and when the computation of its seed also leaks, as expressed in the following lemma. For concreteness, all bounds include the number of calls to the leakage function and the running time.
Lemma 1 (single iteration). Let BC : {0, 1} n ×{0, 1} n → {0, 1} n with leakage function L be an (s, t, ε prf ) PRF having (s S , t S , s, t, ε sim ) 2-simulatable leakages, and let S L be an appropriate (s S , t S )-bounded leakage simulator. Then, for every k − , p 0 , p 1 in {0, 1} n and every (s−3s S , t−max(t prf , t sim ))-bounded distinguisher D L , the following inequation holds:
with k, y + * , k
, t prf being equal to 3t S augmented with the time needed to make 2 oracle queries to the PRF challenger and select a random key uniformly in {0, 1} n , and t sim being the time needed to relay the content of two Enc and one Gen queries from and to a q-sim challenger.
Proof. Let P 0 and P 2 denote the first and second probabilities from the inequality above, and P 1 denote the following intermediate probability: 
prf against the pseudorandomness of BC. D L prf simply queries the pseudorandomness challenger on p 0 and p 1 , obtainingỹ andk, then selects a random value k , and runs the (s S , t S )-bounded leakage simulator in order to get 
Based on this Lemma, we show that the last output after l iterations of 2PRG remains pseudorandom even in the presence of the public outputs and leakages for all the previous iterations. For this purpose, we first specify our PRG instance as follows:
Definition 3 (PRG instance). We denote as PRG(k 0 ) the pseudorandom generator in the left part of Figure 2 with n-bit initial state k 0 . Each iteration of PRG expands the current state by running a length-doubling PRG (2PRG : {0, 1} n → {0, 1} 2n ) following the recurrence (y i , k i ) = 2PRG(k i−1 ), and produces y 1 , y 2 , . . . as output string.
Next, we define our notion of leakage-resilient stream cipher as follows:
Definition 4 (leakage-resilient stream cipher). Let PRG be the stream cipher of Definition 3 and let L(k i ) = L(k i , p 0 )||L(k i , p 1 ) be the leakages from its i th iteration. We say that the implementation of this PRG is (l, s, t, ε)-LR-pseudorandom if, for every (s, t) bounded distinguisher D L , the following inequation holds:
with k 0 and U n uniformly random values chosen in {0, 1} n .
We can now state our main theorem, which shows the leakage-resilience of the stream cipher above and offers tight bounds: we only require 2-simulatable leakages, and the security degrades linearly with the number of rounds, as in the absence of leakages.
n be a block cipher that is an (s, t, ε prf ) PRF with a leakage function L and (s S , t S , s, t, ε sim ) 2-simulatable leakages. Then, the implementation of PRG instantiated with BC is (s , t , ε , l)-LR-pseudo-random, where s = s − (2l − 1)(s S + 1), ε = 2l(ε prf + ε sim ), and t = t − t 12 where t 12 is 2lt S augmented with the time needed to sample 2l random n-bit strings and evaluate BC 2l times, plus the time needed to relay these block cipher inputs, outputs and leakages from and to oracles 6 .
denote the distribution of a real view for one PRG round, with y + = BC k (p 0 ) and
with y + * and k + * selected at random. We extend these views to multiple rounds in the natural way: we write view 2PRG (k, l) for the view of l real PRG rounds in which the output k + is used as seed for the next round, and similarly, we write view * 2PRG (k, l) for the view of l simulated rounds computed with the same chaining rule (i.e. using k + * as next round key).
We define a set of l + 1 hybrid distributions, starting from the view of an l-round leaking execution of PRG and leading to a view in which all round keys and outputs are selected uniformly at random and leakages are simulated. More precisely, we define H 0 , . . . , H l , where:
, with k 0 selected uniformly at random, and k i taken as the key part of the output of the i-th round in view * 2PRG (k 0 , i), or a uniform value for i = 0. From these notations, we see that H 0 is the full view for l rounds of PRG, while H l is a completely random view, as expected.
Suppose now that there exists an (s − s
between the two distributions in Lemma 1 that succeeds with the same probability δ (t 1 will be defined below). D L received inputs sampled as in H i or H i+1 . We see that the running 6 We do not include these relay times explicitly in the operation counts, because we assume them to be small compared to the time needed for the block cipher evaluations. From the triangle equality, it comes that any (s, t, ε) distinguisher between H 0 and H 2l−1 must be an (s, t, ε/2l) distinguisher between one of the (H i , H i+1 ) pairs. We eventually observe that the distributions H 0 and H 2l−1 both sample view 2PRG (k 0 , l − 1) from a random k 0 , but differ through y l , k l , S L (k l−1 , p 0 , y l ), S L (k l−1 , p 1 , k l ) . Indeed, H 0 computes y l and k l as outputs of the block cipher and has real leakages, while H 2l−1 selects them at random and has simulated leakages. This implies that, from an (s, t)-
(H 2l−1 ) = 1]| = δ, we can also build an (s, t)-bounded distinguisher D L 3 between view 2PRG (k 0 , l − 1) y l and view 2PRG (k 0 , l − 1) U n succeeding with the same probability: it just needs to run D L while ignoring k l and the last two leakages. The proof follows from the observation that t 1 and t 2 (resp. s 1 and s 2 ) are always smaller than the t 12 (resp. (2l − 1)(s S + 1)) bound from the theorem statement, and the fact that the two distributions from Lemma 1 cannot be separated with probability better than ε prf + ε qsim by an (s, t) bounded distinguisher.
Note that this proof and the one of Lemma 1 do not make full use of the adversary's power in the q-sim game. They could accommodate a non-interactive game variant with fixed plaintexts in the Enc and Gen queries, and a randomly chosen key in the Gen query.
Conclusion
The analysis in this paper suggests that the specification of realistic leakage assumptions may allow simplifying the proofs of natural constructions (such as the stream cipher in Figure 2 ), for which one intuitively expects an improved resistance against practical side-channel attacks. While the simulatable leakage requirement introduced in this work naturally raises open questions regarding the implementation scenarios in which it can be fulfilled (e.g. as suggested by the challenges in Section 2.2), we can at least claim that it is more realistic than requirements such as the bounded range or high HILL pseudoentropy used in previous proofs for similar (symmetric cryptographic) constructions. Interesting scopes for further investigations include the application of simulatability to other primitives, and the quest for more generic yet empirically verifiable assumptions that could be exploited to analyze the leakage of other cryptographic implementations.
