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THE COGROWTH SERIES FOR BS(N,N) IS D-FINITE
M. ELDER, A. RECHNITZER, E.J. JANSE VAN RENSBURG, AND T. WONG
Abstract. We compute the cogrowth series for Baumslag-Solitar groups
BS(N,N) = 〈a, b|aN b = baN 〉, which we show to be D-finite. It follows
that their cogrowth rates are algebraic numbers.
1. Introduction
The function c : N → N where c(n) is the number of words of length n in the
generators and inverses of generators of a finitely generated group that represent
the identity element is called the cogrowth function and the corresponding gener-
ating function is called the cogrowth series. The rate of exponential growth of the
cogrowth function lim sup c(n)1/n is the cogrowth of the group (with respect to a
chosen finite generating set). Note that cogrowth can also be defined by counting
only freely reduced trivial words — see Remark 1.1 at the end of this section.
In this article we study the cogrowth of the groups BS(N,M) with presentation
BS(N,M) = 〈a, b | aNb = baM 〉
for positive integers N,M . We prove in Theorem 4.1 that for groups BS(N,N)
the cogrowth series is D-finite, that is, satisfies a linear differential equation with
polynomial coefficients.
The class of D-finite (or holonomic) functions includes rational and algebraic
functions, and many of the most famous functions in mathematics and physics. See
[23, 24] for background on D-finite generating functions. If {an} is a sequence and
A(z) =
∑
n anz
n is its corresponding generating function then A(z) is D-finite
if and only if {an} is P-recursive (satisfies a linear recurrence with polynomial
coefficients). D-finite functions are closed under addition and multiplication, and
the composition of D-finite function with an algebraic function is D-finite [24].
Further, if a generating function is D-finite and the differential equation is known,
then the coefficients of corresponding sequence can be computed quickly and their
asymptotics are readily computed (see for example [26]).
The class of group presentations for which the cogrowth series has been com-
puted explicitly (in terms of a closed-form expression, or system of simple re-
currences, for example) is limited. Kouksov proved that the cogrowth series is
a rational function if and only if the group is finite [15], and computed closed-
form expressions for some free products of finite groups and free groups [16] which
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are algebraic functions. Humphries gave recursions and closed-form functions for
various abelian groups [11, 12].
We note that Dykema and Redelmeier have also tried to compute cogrowth for
general Baumslag-Solitar groups [3], and the problem appears to be a difficult one.
Grigorchuk and independently Cohen [2, 8] proved that a finitely generated
group is amenable if and only if its cogrowth rate is twice the number of generators.
For more background on amenability and cogrowth see [19, 25]. The free group on
two (or more) letters is known to be non-amenable, and subgroups of amenable
groups are also amenable. It follows that if a group contains a subgroup isomorphic
to the free group on two generators, then it cannot be amenable. Z2 ∼= BS(1, 1) is
amenable, while for N > 1 the subgroup of BS(N,N) generated by at and at−1 is
free, so these groups are non-amenable. We compute cogrowth rates for BS(N,N)
for N ≤ 10 (see Table 1), and observe that the rate appears to converge to that of
the free group of rank 2. This is in line with the result of Guyot and Stalder [9]
that the the limit (in the space of marked groups) of BS(N,M) as N,M → ∞ is
the free group of rank 2.
In [5] a numerical method was used to find bounds for the cogrowth of groups,
and a lower bound for the cogrowth rate ofBS(N,M) for small values ofN,M were
computed. A significant improvement of this numerical work has been undertaken
by the authors, which can be found in [4].
The article is organised as follows. In Section 2 we briefly explain the well-known
result that the cogrowth for BS(1, 1) ∼= Z2 is D-finite and not algebraic. In Section
3 we introduce some two variable generating functions that count various words
in Baumslag-Solitar groups BS(N,M), and give a system of equations that they
satisfy in Proposition 3.6. In Section 4 we restrict these equations to the case when
N = M , and prove that the cogrowth series for BS(N,N) is D-finite. In Section 5
we compute precise numerical values for the cogrowth rates, and in Section 6 we
discuss computational work to find explicit formulae for the differential equations
proved above, and conjecture an asymptotic form for the cogrowth series.
Remark 1.1. We note that the cogrowth of a group is often defined in terms of
freely reduced words. Let d : N → N where d(n) is the number of freely reduced
words of length n. The associated generating functions of c(n) and d(n) are related
via the following algebraic substitutions.
Lemma 1.2 (Lemma 1 of [27]; [15]). Let C(z) =
∑
c(n)zn and D(z) =
∑
d(n)zn
be the generating functions associated to c(n) and d(n), and assume the group in
question is generated by p elements and their inverses. Then
D(z) =
1− z2
1 + (2p− 1)z2C
(
z
1 + (2p− 1)z2
)
(1.1)
C(z) =
1− p+ p
√
1− 4(2p− 1)z2
1− 4p2z2 D
(
1−
√
1− 4(2p− 1)z2
2(2p− 1)z
)
(1.2)
In this work we show that C(z) is D-finite for BS(N,N). The closure properties
of D-finite functions then imply that D(z) is also D-finite. More precisely, D-finite
functions are closed under multiplication and the result of composing a D-finite
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function with an algebraic function is also D-finite (see Theorems 2.3 and 2.7
in [24]).
2. BS(1, 1)
The contents of this section are well known, see for example sequence A002894
in [22] or page 90 of [6]. The group BS(1, 1) = 〈a, b | ab = ba〉 is simply the free
abelian group Z2 of rank 2. The Cayley graph is just the square grid, and trivial
words correspond to closed paths of even length starting and ending at the origin.
Now rotate the grid 45◦ and rescale by
√
2 — see Figure 1. Each step in a
closed path changes the x-ordinate by ±1. At the same time, each step changes
the y-ordinate by ±1, and these two processes are independent. In a path of 2n-
steps, n steps must increase the x-ordinate and n must decrease it and so giving(
2n
n
)
possibilities. The same occurs independently for the y-ordinates and so we
get another factor of
(
2n
n
)
. Hence the total number of possible trivial words of
length 2n is
(
2n
n
)2
.
•
a
b
Figure 1. A trivial word aab−1baba−1aba−1ba−1a−1b−1a−1b−1b−1a
in the Cayley graph of 〈a, b | ab = ba〉.
Let c2n =
(
2n
n
)2
and c2n+1 = 0, and notice that (n+ 1)
2c2n+2 = 4(2n+ 1)
2c2n.
Then the sequence {cn} satisfies the polynomial recurrence
(n/2 + 1)2cn+2 = 4(n+ 1)
2cn
and is therefore P-recursive, which implies that the corresponding cogrowth series
satisfies a linear differential equation with polynomial coefficients (Theorem 1.5
[24]), that is, the cogrowth series is D-finite.
One can show that the cogrowth series is not algebraic by considering its asymp-
totics. In particular, the coefficients of an algebraic function must grow as Aµnnγ
where µ is an algebraic number, and γ belongs to the set Q \ {−1,−2,−3, . . .}
(see Theorem D from [7]). An application of Stirling’s formula shows that
cn ∼ 4n · 2
πn
,(2.1)
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and so the factor of n−1 implies the corresponding generating function is not
algebraic.
3. Series for general Baumslag-Solitar groups
Let us fix the following notation. If words u, v are identical as strings we write
u ≡ v, and if they represent the same group element we write u = v. If a word w
represents an element in a subgroup U , we write w ∈ U .
Consider the Baumslag-Solitar group
BS(N,M) = 〈a, b | aNb = baM 〉
with N,M positive integers.
Any word in {a±1, b±1}∗ can be transformed into a normal form ([18] p.181)
for the corresponding group element by “pushing” each a and a−1 in the word as
far to the right as possible using the identities
a±1a∓1 = 1, b±1b∓1 = 1,
a±Nb = ba±M a±M b−1 = b−1a±N ,
a−ib = aN−iba−M a−jb−1 = aM−jb−1a−N
where 0 < i < N and 0 < j < M , so that only positive powers of a appear before
a b±1 letter. The resulting normal form can be written as Pak, where P is a freely
reduced word in the alphabet {b, ab, . . . aN−1b, b−1, ab−1, . . . aM−1b−1}. Call P the
prefix and k the a-exponent of the normal form word Pak.
Recall Britton’s lemma ([18] p.181) which in the case of BS(N,M) states that
if a trivial word w ∈ {a±1, b±1}∗ is freely reduced and contains a b±1 letter, then
w must contain a subword of the form balNb−1 or b−1alM b for some l ∈ Z.
Let H be the set of words in {a±1, b±1}∗ that represent elements in 〈a〉. Define
gn,k to be the number of words w ∈ H of length n having normal form with
a-exponent k.
The cogrowth function for BS(N,M) can be obtained from gn,k by setting k = 0,
as the next lemma shows. The reason for considering a more general function is
that we found the corresponding two-variable generating function much easier to
work with than the cogrowth series directly.
Lemma 3.1. gn,0 = c(n) where c : N→ N is the cogrowth function for BS(N,M).
Proof. gn,0 counts words u ∈ 〈a〉 with normal form Pa0, so Pa0u−1 = Pak = 1
for some k so by Britton’s Lemma P must be the empty string. 
Lemma 3.2. gn,k = gn,−k.
Proof. Exchange each a by a−1 and vice versa in all words of length n equal to ak
to obtain all words of length n equal to a−k. 
Define two subsets of H as follows.
• Let L be the set of words w ∈ H such that for any prefix u of w, u does
not have normal form b−1aj for any integer j.
• Let K be the set of words w ∈ H such that for any prefix u of w, u does
not have normal form baj for any integer j.
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Define ln,j , kn,j to be the number of words of length n and a-exponent j in L,K
respectively.
Lemma 3.3. Let w ∈ H. Then w ∈ L if and only if w 6≡ xb−1y with x ∈ 〈aN 〉.
Similarly w ∈ K if and only if w 6≡ xby with x ∈ 〈aM 〉.
Proof. If w ≡ xb−1y with x ∈ 〈aN 〉, then w = aiNb−1y = b−1aiMy so w 6∈ L.
Conversely if w 6∈ L then w ≡ uv with u = b−1aj for some j. Let Pak be the
normal form for v. Since w ∈ H then w = ai for some i, and so
1 = wa−i = uva−i = b−1ajPak−i.
Since P contains no subwords of the form balNb−1 or b−1alM b, Britton’s lemma
implies that j = lM and P starts with a b, so w ≡ xy with x = b−1alM b. The
result for K follows by a similar argument. 
Define the following two-variable generating functions
G(z; q) =
∑
n,j
gn,jz
nqj ,
L(z; q) =
∑
n,j
ln,jz
nqj , K(z; q) =
∑
n,j
gn,jz
nqj .
These are all formal power series in z with coefficients that are Laurent polynomials
in q. The functions L and K are related as follows.
Lemma 3.4. In any group BS(N,M) we have L(z; 1) = K(z; 1).
Proof. L(z; 1) =
∑
n (
∑
k ln,k) z
n, where the inner sum is the number of words
of length n in L. If w ∈ H \ L then w ≡ xb−1y with x ∈ 〈aN 〉. Assume x is
chosen to be of minimal length – that is, if x ≡ ub−1v then u is not in 〈aN 〉. Since
w ∈ H then xb−1yw−1 = aNib−1yai = 1 so by Britton’s lemma we must have
y = zbt with z ∈ 〈aM 〉. Again choose z to be minimal. Then zbxb−1t ∈ H \K has
the same length as w. Since x, z are uniquely determined, this gives a bijection
between H \ L and H \ K, and therefore between L and K. 
In the case that N = M we can say even more.
Lemma 3.5. In BS(N,N) we have L(z; q) = K(z; q).
Proof. If w ∈ L has length n then replacing b by b−1 and vice versa, we obtain
a word which has a prefix equal to baj and of length n, and represents the same
power of a as w, so is in K. 
Note that if N 6= M then the above proof breaks down — replacing b by b−1
in u = baNb−1 ∈ L gives a word not in 〈a〉, so the resulting word is not in K.
Next for d, e ∈ N define an operator Φd,e which acts on Laurent polynomials in
q by
Φd,e ◦
(
Aqk
)
=
{
Aqej if k = dj
0 otherwise.
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For example, Φ2,3(4zq + 5zq
4) = 5zq6. We then extend this operator to power
series in z with coefficients that are Laurent polynomials in q, in the obvious way
Φd,e ◦
(∑
n
zn
∑
k
cn,kq
k
)
=
∑
n
zn
∑
j
cn,djq
ej .
Note that ΦN,N simply deletes all terms except those of the form cz
iqjN .
With these definitions we can write down a set of equations satisfied by the
functions G,L and K.
Proposition 3.6. The generating functions G ≡ G(z; q), L ≡ L(z; q) and K ≡
K(z; q) satisfy the following system of equations.
L = 1 + z(q + q−1)L+ z2L · [ΦN,M ◦ L+ΦM,N ◦K]− z2 [ΦM,N ◦K] · [ΦN,N ◦ L] ,
K = 1 + z(q + q−1)K + z2K · [ΦM,N ◦K +ΦN,M ◦ L]− z2 [ΦN,M ◦ L] · [ΦM,M ◦K] ,
and
G = 1 + z(q + q−1)G+ z2 [ΦN,M ◦ L+ΦM,N ◦K]G.
Proof. We first establish the equation
G = 1 + zqG+ zq−1G+ z2 [ΦN,M ◦ L]G+ z2 [ΦM,N ◦K]G
Factor words in H recursively by considering the first letter in any word w ∈ H.
This gives five cases which will correspond to the five terms on the RHS of the
above equation:
• w is the empty word. This is counted by the 1 in the expression for G.
• The first letter is a. Then w ≡ av for some v ∈ H. If w has length n and
a-exponent k, then v has length n − 1 and a-exponent k − 1. Summing
over the contribution of all possible such w gives zqG(z; q) at the level of
generating functions.
• The first letter is a−1. Then w ≡ a−1v for some v ∈ H. At the level
of generating functions this gives zq−1G(z; q), since the number of words
counted by gn,k of this form is the number of words counted in H of length
n− 1 and a-exponent k + 1.
• The first letter is b. Write w ≡ uv where u is the shortest prefix of w so
that u ∈ 〈a〉. Thus, u ≡ bu′b−1 for some u′ ∈ 〈aN 〉 and so u ∈ 〈aM 〉. The
minimality of u ensures u′ ∈ L.
It follows that words w ≡ bu′b−1v of length n and a-exponent k are
counted by
n−2∑
i=0
∑
j
(li,jN ) (gn−i−2,k−jM )
where li,jN counts the words u
′ of length i and a-exponent jN , and
gn−i−2,k−jM counts the words v of length n−i−2 and a-exponent k−jM .
So the term
n−2∑
i=0
∑
j
(li,jN ) (gn−i−2,k−jM )

 znqk = z2

n−2∑
i=0
∑
j
(li,jN ) (gn−i−2,k−jM )

 zn−2qk
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is the contribution to gn,kz
nqk from words starting with b, and summing
over all such words gives their contribution to G(z; q).
We claim that
∑
n,k

n−2∑
i=0
∑
j
(li,jN ) (gn−i−2,k−jM )

 zn−2qk = [ΦN,M ◦ L(z; q)]G(z; q)
Let us start by computing the action of the Φ operator
ΦN,M ◦ L(z; q) = ΦN,M ◦

∑
r
zr
∑
j
lr,iq
i


=
∑
r
zr · ΦN,M ◦
(∑
i
lr,iq
i
)
=
∑
r
zr · ΦN,M ◦

∑
j
∑
d
lr,Nj+dq
Nj+d


=
∑
r
zr
∑
j
lr,Mjq
Nj
Now let us expand the right hand side.
[ΦN,M ◦ L(z; q)]G(z; q) =

∑
r
zr
∑
j
lr,jN q
jM

 ·
(∑
i
zi
∑
e
gi,eq
e
)
=
∑
r,i
zr+i

∑
j
qjM · lr,jN

 ·
(∑
e
qe · gi,e
)
=
∑
r,i
zr+i
∑
j,e
qjM+e · lr,jN · gi,e
Set r = α, i = n− 2− α and e = k − jN
=
∑
n,α
zn−2
∑
j,k
qk · lα,jN · gn−2−α,k−jN
which is the required form.
• The first letter is b−1. Factor w ≡ uv where u is the shortest word so
that u ∈ 〈a〉. As per the previous case, u ≡ b−1u′b for some u′ ∈ 〈aM 〉
with u′ ∈ K, and so u ∈ 〈aN 〉. It follows (by similar reasoning) that the
contribution of these words to G(z; q) is z2 (ΦM,N ◦K(z; q)) ·G(z, q).
We now prove the equation satisfied by L(z, q):
L = 1 + z(q + q−1)L+ z2L · [ΦN,M ◦ L] + z2 (L− [ΦN,N ◦ L]) · [ΦM,N ◦K]
Consider an element w ∈ L, and we note that L (and K) is closed under appending
the generators a and a−1, but not prepending. For this reason we will factor words
in L recursively by considering the last letter of w, which again gives use five cases.
• w is the empty word, accounting for the 1 in the expression.
• The last letter is a or a−1. Then w ≡ va or w ≡ va−1 for some v ∈ L,
increasing the length by 1 and altering the a-exponent by ±1. This yields
the term z(q + q−1)L(z; q).
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• The last letter is b−1. Factor w ≡ uv where u is the longest subword
such that u ∈ 〈a〉 and v is non-empty. This forces v ≡ bv′b−1 with the
restriction that v′ ∈ L. Since both v, v′ ∈ L we must have v′ ∈ 〈aN 〉
and v ∈ 〈aM 〉. By similar arguments to those used above for G, the
contribution of all such words is z2L(z; q) · ΦN,M ◦ L(z; q).
• The last letter is b. Factor w ≡ uv where u is the longest subword such that
u ∈ 〈a〉 and v is non-empty. This forces v ≡ b−1v′b with the restriction
that v′ ∈ K. Lemma 3.3 implies the subword u 6∈ 〈aN 〉.
The generating function for
{
u ∈ L | u 6∈ 〈aN 〉} is given by (L−ΦN,N ◦
L), and so this last case gives z2(L(z; q)−ΦN,N ◦L(z; q)) ·ΦM,N ◦K(z; q).
Again the details are similar to those used in the above argument for G.
Putting all of these cases together and rearranging gives the result. The equation
for K follows a similar argument. 
4. Solution for BS(N,N)
Let G(z; q) be the function defined above for the group BS(N,N). Recall that
our main interest is the coefficient of q0 in G(z; q) rather than the full generating
function itself, so let [q0]G(z; q) =
∑
n gn,0z
n which by Lemma 3.1 is the cogrowth
series for BS(N,N).
Theorem 4.1. The generating function G(z, q) is algebraic. Consequently the
cogrowth series [q0]G(z; q) is D-finite, and the cogrowth rate is an algebraic number.
Proof. We claim that the generating function G(z; q) is algebraic, satisfying a
polynomial equation (of degree N + 1). We prove this claim below and first show
that the remainder of the theorem follows from this claim.
Assume G(z; q) is algebraic; since all algebraic functions are D-finite [24], it is
also D-finite. The series G(zq; q−1) is also algebraic and D-finite. The cogrowth
series can then be expressed as the diagonal of this series, where the diagonal of a
power series in z and q is defined to be
Iz,q ◦
∑
n,k
fn,kz
nqk =
∑
n
fn,nz
n.
In particular
Iz,q ◦G(zq; q−1) = Iz,q ◦
∑
n,k
znqn−kgn,k =
∑
n
zngn,0.
A result of Lipshitz [17] states that the diagonal of a D-finite series is itself D-finite.
Thus Iz,qG(zq; q
−1) = [q0]G(z; q) is D-finite.
By definition, any D-finite generating function, f(z), satisfies a linear differential
equation with polynomial coefficients which can be written as
f (n)(z) +
n−1∑
j=0
pj(z)
pn(z)
f (j)(z) = 0
where the pi(z) are polynomial.
The singularities of f(z) correspond to the singularities of the coefficients of
the DE (see Chapter 1 of [20]). Thus the singularities of the solution and its
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radius of convergence are all algebraic numbers. The exponential growth rate of
the coefficients of the expansion of f(z) about zero is equal to the reciprocal of the
radius of convergence (see, for example, Theorem IV.7 in [6]). Thus the cogrowth
rate is an algebraic number.
So to establish the theorem we need to show that G(z; q) satisfies an polynomial
equation.
Since N = M we have K(z; q) = L(z; q) by Lemma 3.5, and so the equations
in Proposition 3.6 simplify considerably to
L = 1 + z(q + q−1)L+ 2z2L · [ΦN,N ◦ L]− z2 [ΦN,N ◦ L]2 ,
G = 1 + z(q + q−1)G+ 2z2G · [ΦN,N ◦ L] .
To simplify notation in what follows, write
L0(z; q) = ΦN,N ◦ L(z; q) =
∑
n,d
ln,dNz
nqdN .
So the equations for L and G may be written as
L(z; q) =
1− z2L0(z; q)2
1− z(q + q−1)− 2z2L0(z; q) ,
G(z; q) =
1
1− z(q + q−1)− 2z2L0(z; q) .
To complete the proof it suffices to show that L0(z; q) satisfies an algebraic equa-
tion of degree (N + 1).
Let ω = e2πi/N be an N th root of unity. We claim that
L0(z;ω
jq) = L0(z; q) and
NL0(z; q) =
N−1∑
j=0
L(z;ωjq).
To see the first, by definition L0(z;ω
jq) =
∑
n,d ln,dNz
n(ωjq)dN and ωN = 1. To
derive the second consider the sum
∑N−1
j=0 ω
kj , with k in Z. If k = dN, d ∈ Z then
N−1∑
j=0
ωk =
N−1∑
j=0
ωNd =
N−1∑
j=0
1 = N.
On the other hand, if k = Nd+ l with 0 < l < N :
N−1∑
j=0
ωkj =
N−1∑
j=0
(
ωN
)dj · ωjl = N−1∑
j=0
ωjl
= 1 + ωl + · · ·+ ω(N−1)l = 1− ω
Nl
1− ωl = 0
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since ωl 6= 1 and ωNl = 1. Returning to the second claim
N−1∑
j=0
L(z;ωjq) =
N−1∑
j=0
∑
n,k
gn,kz
nqkωkj
=
∑
n,k
gn,kz
nqk
N−1∑
j=0
ωkj
=
∑
n,d
gn,dNz
nqdN ·N = NL0(z; q)
as required.
Combining the above expression for L(z; q) in terms of L0(z; q) with that ex-
pressing L0(z; q) in terms of L(z; qω
j) we obtain
NL0(z; q) =
N−1∑
j=0
1− z2L0(z; q)2
1− z(qωj + q−1ω−j)− 2z2L0(z; q)(4.1)
where we have used the fact that L0(z; qω
j) = L0(z; q). Clearing the denominator
of this expression we have
NL0(z; q) ·
N−1∏
j=0
(
1− z(qωj + q−1ω−j)− 2z2L0(z; q)
)
=
N−1∑
j=0
(
1− z2L0(z; q)2
) · ∏
0≤l≤N
l 6=j
(
1− z(qωj + q−1ω−j)− 2z2L0(z; q)
)
.
Thus L0(z; q) satsifies an algebraic equation of degree at most N + 1.
Now rewrite L0(z; q) in terms of G(z; q):
L0(z; q) =
1
2z2
− q + q
−1
2z
− 1
2z2G(z; q)
.(4.2)
Substituting this into the above equation for L0(z; q) and clearing denominators
yields an equation for G(z; q) of degree at most N + 1. 
We remark that for small values of N , the equation satisfied for G is relatively
easy to write down (with the aid of a computer algebra system). Set Q = q+ q−1,
then forN = 2, 3, 4, 5 the generating function G(z; q) satisfies the following (N+1)-
degree polynomial equations
1 + 3zQG− (1− 4z2 − z2Q2)G2 − zQ(1− zQ− 2z)(1− zQ+ 2z)G3 = 0,(4.3)
(4.4) 1 + 4zQG+ (6Q2z2 − z2 − 1)G2 + 2z(Qz + 1)(Q2z −Q+ 2z)G3
+ z2(1−Q)(1 +Q)(Qz + 2z − 1)(Qz − 2z − 1)G4 = 0,
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(4.5) 1 + 5GQz + (10Q2z2 − 2z2 − 1)G2 + z(10Q3z2 − 6Qz2 − 3Q+ 4z)G3
+ z2(3Q4z2 + 2Q2z2 − 3Q2 + 8Qz − 8z2 + 2)G4
− z3Q(Q2 − 2)(Qz + 2z − 1)(Qz − 2z − 1)G5 = 0
and
(4.6) 1 + 6QzG+ (15Q2z2 − 3z2 − 1)G2
+ 4(5Q3z2 − 3Qz2 −Q+ z)zG3 + 3(5Q4z2 − 6Q2z2 − 2Q2 + 4Qz − z2 + 1)z2G4
+ 2(2Q5z2 −Q3z2 − 2Q3 + 6Q2z − 8Qz2 + 3Q− 4z)z3G5
− (Q2 +Q− 1)(Qz + 2z − 1)(Qz − 2z − 1)(Q2 −Q− 1)z4G6 = 0
respectively.
5. Cogrowth rates
Theorem 4.1 proves that the cogrowth rates are algebraic numbers but does not
give an explicit method for computing them. Since for N ≥ 2 the groups BS(N,N)
are non-amenable, we know by Grigorchuk and Cohen [8, 2] these numbers are
strictly less than 4. The following theorem enables us to compute the cogrowth
rates explicitly.
Recall that the reciprocal of the radius of convergence of a power series
∑
n anz
n
is lim sup a
1/n
n .
Theorem 5.1. For BS(N,N), the generating functions G(z; 1) and [q0]G(z; q)
have the same radius of convergence. Hence the cogrowth rate is the reciprocal of
the radius of convergence of G(z, 1).
The proof of the above theorem hinges on the following observation
Lemma 5.2. For BS(N,N), gn,k = 0 for |k| > n.
Proof. Let w be a word of length n and a-exponent k in H. If w contains a
canceling pair of generators then removing them does not increase length, and
replacing a±Nb±1 with b±1a±N similarly does not increase length, so applying
these moves to w we obtain a freely reduced word of length at most n of the form
aη1bǫ1 . . . aηsbǫsar where ηi, ǫi, r, s ∈ Z, |ηi| < N, ǫi = ±1 and s ≥ 0. Since w ∈ H
we have w = ap for some p ∈ Z, so aη1bǫ1 . . . aηsbǫsara−p = 1, and Britton’s lemma
implies that s = 0 and p = k ≤ n. 
Proof of Theorem 5.1. Let gn denote the number of words in H of length n, that
is, gn =
∑
k gn,k, and G(z; 1) =
∑∞
n=0 gnz
n. Write lim sup g
1/n
n = µall and
lim sup g
1/n
n,0 = µ0. Since gn,k ≥ 0 we have that gn ≥ gn,0 and so µall ≥ µ0.
To prove the reverse inequality we proceed as follows. For a fixed n, by
Lemma 5.2, gn,k is positive for at most 2n + 1 values of k. Since gn,k is posi-
tive for only finitely many k, there is some integer k∗ (depending on n) so that
gn,k∗ ≥ gn,k for all k. Then we have
gn,k∗ ≤ gn ≤ (2n+ 1)gn,k∗(5.1)
and hence lim sup g
1/n
n,k∗ = µall.
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Keeping n fixed, consider a word that contributes to gn,k∗ and another that
contributes to gn,−k∗ . Concatenating them together gives a word that contributes
to g2n,0. It follows that
gn,k∗gn,−k∗ ≤ g2n,0.(5.2)
Since gn,k∗ = gn,−k∗ by Lemma 3.2 this gives
g2n,k∗ ≤ g2n,0(5.3)
Raising both sides to the power 1/2n and taking lim supn→∞ gives
lim sup
n→∞
g
1/n
n,k∗ ≤ lim sup
n→∞
(g2n,0)
1/2n(5.4)
and so µall ≤ µ0. 
The preceding proof is known as a “most popular” argument in statistical me-
chanics, where it is commonly used to prove equalities of free-energies (see [10]
for example). In our case a most popular value is k∗, since this is a value that
maximises gn,k. Numerical experiments show that k
∗ = 0, with a distribution
tightly peaked around 0. This tells us experimentally that the most numerous
words evaluating to an element in 〈a〉 are those with zero a-exponent.
For fixed N , we can use a computer algebra system to combine equations (4.1)
and (4.2) in the proof of Theorem 4.1 to obtain explicit polynomial equations
satisfied by G(z, q). We listed these for N = 2, 3, 4, 5 at the end of the previous
section. Substituting q = 1 (and Q = q + q−1 = 2) gives an explicit polynomial
equation for G(z, 1). One can then find its radius of convergence by solving the
discriminant of the polynomial — see for example [14]. Alternatively one can
convert the algebraic equation satisfied by G(z, 1) to a differential equation and
then a linear recurrence satisfied by gn (using say, the gfun package [21] for the
Maple computer algebra system). The asymptotics of gn can then be determined
using the methods described in [26].
These computations become extremely slow for even modest values of N . We
give the results for 1 ≤ N ≤ 10 in Table 1.
Some simple numerical analysis of these numbers suggests that the cogrowth
rate approaches
√
12 exponentially with increasing N . This finding agrees with
work of Guyot and Stalder [9], who examined the limit of the marked groups
BS(M,N) as M,N →∞, and found that the groups tend towards the free group
on two letters, which has an asymptotic cogrowth rate of
√
12.
Remark 5.3. For BS(N,M) with N 6= M , gn,k can be nonzero for |k| > n (for
example in BS(2, 4) we have tia2t−i = a2
i+1
). So while the left-hand inequality in
equation (5.1) still holds, the factor of (2n+1) in the right-hand inequality would
be replaced with a term that grows exponentially with n, which means the proof
of Theorem 5.1 breaks down. We computed gn,k for small n for several values of
N,M and while the number of k-values for which gn,k > 0 grows exponentially
with n, we observed that the distribution of gn,k is again very tightly peaked
around k = 0. This suggests that gn,0 is the dominant contribution to gn and
thus it may still be the case that G(z, 1) and [q0]G(z, q) have the same radii of
convergence.
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N µ λ
1 4 3
2 3.792765039 2.668565568
3 3.647639445 2.395062561
4 3.569497357 2.215245886
5 3.525816111 2.091305394
6 3.500607636 2.002421757
7 3.485775158 1.936941986
8 3.476962757 1.887871818
9 3.471710431 1.850717434
10 3.468586539 1.822458708
Table 1. The cogrowth rate µ in BS(N,N) and the corre-
sponding growth rate of freely reduced trivial words λ. Note
that µ and λ are related by µ = λ + 3/λ (see Lemma 1.2),
and that the cogrowth rate in the free group on 2 generators is√
12 = 3.464101615.
6. Discussion of differential equations satisfied by cogrowth series
Our proof of Theorem 4.1 guarantees the existence of differential equations
satisfied by the cogrowth series. It does, however, give a recipe for producing
them. In this section we use a recently developed algorithm due to Chen, Kauers
and Singer [1] to obtain explicit differential equations for small values of N .
Applying the algorithms described in [1] to the generating function G(z; q) for
BS(2, 2) we found a 6th order linear differential equation satisfied by [q0]G(z; q).
The polynomial coefficients of this equation have degrees up to 47 and so we have
not listed it here1. Again applying the same methods, we found an ODE of order
8 with coefficients of degree up to 105 for BS(3, 3) and for BS(4, 4) it is order 10
with coefficients of degree up to 154. We thank Manuel Kauers for his assistance
with these computations.
By studying these differential equations we can determine the asymptotic be-
haviour of gn,0 in more detail and demonstrate that the cogrowth series is not
algebraic.
Proposition 6.1. The coefficients of the cogrowth series grow as
gn,0 =
(
n
n/2
)2
∼ 2
πn
· 4n N = 1
gn,0 ∼ AN
n2
· µn N = 2, 3, 4
for even n where AN is some real number. As a consequence the cogrowth series
for BS(N,N) is not algebraic for N = 1, 2, 3, 4.
1The differential equation for the cogrowth of BS(N,N) for 1 ≤ N ≤ 10 can be found at
http://www.math.ubc.ca/∼andrewr/pub list.html
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Proof. We can compute the differential equations satisfied by the cogrowth series
using the techniques in [1]. From these equations we then use the methods devel-
oped in [26] to determine the asymptotics of gn,0. The presence of the factors of
n−1 and n−2 in the asymptotic forms proves (see Theorem D from [7]) that the
associated generating function cannot be algebraic. 
While there is no theoretical barrier at N = 4, the derivation of differential
equations by this method slows quickly with increasing N and we were unable to
compute the differential equations for N ≥ 5 rigorously. However, using clever
guessing techniques (see [13] for a description) Manuel Kauers also found differen-
tial equations for N = 5, . . . , 10. For BS(5, 5) the DE is order 12 with coefficients
of degree up to 301, while that of BS(10, 10) is 22nd order with coefficients of
degree up to 1153 — the computation for N = 10 took about 50 days of computer
time, and when written in text file is over 6 Mb!
Using these differential equations we also determine that for N ≤ 10 we have
gn,0 ∼ AN
n2
µnN .
In light of this evidence we make the following conjecture:
Conjecture 1. The number of trivial words in BS(N,N) grows as
gn,0 ∼ AN
n2
· µnN for even n
for N ≥ 2 and consequently the cogrowth series is not algebraic.
Acknowledgements
The authors thank Manuel Kauers for assistance with establishing the differ-
ential equations described in Section 6. Similarly we thank Tony Guttmann for
discussions on the analysis of series data. Finally we would like to thank Sean
Cleary and Stu Whittington for many fruitful discussions.
This research was supported by the Australian Research Council (ARC), the
the Natural Sciences and Engineering Research Council of Canada (NSERC), and
the Perimeter Institute for Theoretical Physics. Research at Perimeter Institute
is supported by the Government of Canada through Industry Canada and by the
Province of Ontario through the Ministry of Economic Development and Innova-
tion.
References
[1] S. Chen, M. Kauers, and M. Singer. Telescopers for rational and algebraic functions via
residues. In Proceedings of ISSAC, pages 130–137, 2012. Also preprint arXiv:1201.1954.
[2] Joel M. Cohen. Cogrowth and amenability of discrete groups. J. Funct. Anal., 48(3):301–
309, 1982.
[3] K. Dykema and D. Redelmeier. Lower bounds for the spectral radii of adjacency operators
on Baumslag-Solitar groups. Preprint, arXiv:1006.0556, 2010.
[4] Murray Elder, Andrew Rechnitzer, E.J. Janse van Rensburg, and Thomas Wong. Random
sampling of trivials words in finitely presented groups. In preparation, 2013.
[5] Murray Elder, Andrew Rechnitzer, and Thomas Wong. On the cogrowth of Thompson’s
group F . Groups Complex. Cryptol., 4(2):301–320, 2012.
[6] P. Flajolet and R. Sedgewick. Analytic combinatorics. Cambridge Univ Pr, 2009.
THE COGROWTH SERIES FOR BS(N,N) IS D-FINITE 15
[7] Philippe Flajolet. Analytic models and ambiguity of context-free languages. Theoretical
Computer Science, 49(2):283–309, 1987.
[8] R. I. Grigorchuk. Symmetrical random walks on discrete groups. In Multicomponent random
systems, volume 6 of Adv. Probab. Related Topics, pages 285–325. Dekker, New York, 1980.
[9] Luc Guyot and Yves Stalder. Limits of Baumslag-Solitar groups. Groups Geom. Dyn.,
2(3):353–381, 2008.
[10] J.M. Hammersley, G.M. Torrie, and S.G. Whittington. Self-avoiding walks interacting with
a surface. Journal of Physics A: Mathematical and General, 15(2):539, 1982.
[11] Stephen P. Humphries. Cogrowth of groups and a matrix of Redheffer. Linear Algebra Appl.,
265:101–117, 1997.
[12] Stephen P. Humphries. Cogrowth of groups and the Dedekind-Frobenius group determinant.
Math. Proc. Cambridge Philos. Soc., 121(2):193–217, 1997.
[13] M. Kauers. Guessing handbook. Technical report, Johannes Kepler Universita¨t, 2009.
[14] David A. Klarner and Patricia Woodworth. Asymptotics for coefficients of algebraic func-
tions. Aequationes Math., 23(2-3):236–241, 1981.
[15] Dmitri Kouksov. On rationality of the cogrowth series. Proc. Amer. Math. Soc.,
126(10):2845–2847, 1998.
[16] Dmitri Kouksov. Cogrowth series of free products of finite and free groups. Glasg. Math. J.,
41(1):19–31, 1999.
[17] L. Lipshitz. The diagonal of a D-finite power series is D-finite. J. Algebra, 113(2):373–378,
1988.
[18] Roger C. Lyndon and Paul E. Schupp. Combinatorial group theory. Springer-Verlag, Berlin,
1977. Ergebnisse der Mathematik und ihrer Grenzgebiete, Band 89.
[19] Avinoam Mann. How groups grow, volume 395 of London Mathematical Society Lecture
Note Series. Cambridge University Press, Cambridge, 2012.
[20] E. G. C. Poole. Introduction to the theory of linear differential equations. Dover Publications
Inc., New York, 1960.
[21] Bruno Salvy and Paul Zimmermann. Gfun: a Maple package for the manipulation of generat-
ing and holonomic functions in one variable. ACM Transactions on Mathematical Software,
20(2):163–177, 1994.
[22] N. J. A. Sloane (ed). The On-Line Encyclopedia of Integer Sequences. published electroni-
cally at http://oeis.org/.
[23] Richard P. Stanley. Enumerative combinatorics. Vol. 2, volume 62 of Cambridge Studies in
Advanced Mathematics. Cambridge University Press, Cambridge, 1999. With a foreword by
Gian-Carlo Rota and appendix 1 by Sergey Fomin.
[24] R.P. Stanley. Differentiably finite power series. European J. Combin, 1(2):175–188, 1980.
[25] Stan Wagon. The Banach-Tarski paradox. Cambridge University Press, Cambridge, 1993.
With a foreword by Jan Mycielski, Corrected reprint of the 1985 original.
[26] Jet Wimp and Doron Zeilberger. Resurrecting the asymptotics of linear recurrences. J. Math.
Anal. Appl., 111(1):162–176, 1985.
[27] Wolfgang Woess. Cogrowth of groups and simple random walks. Arch. Math. (Basel),
41(4):363–370, 1983.
16 M. ELDER, A. RECHNITZER, E.J. JANSE VAN RENSBURG, AND T. WONG
School of Mathematical & Physical Sciences, The University of Newcastle, Callaghan,
New South Wales, Australia
E-mail address: murray.elder@newcastle.edu.au
Department of Mathematics, University of British Columbia, Vancouver, British
Columbia, Canada
E-mail address: andrewr@math.ubc.ca
York University, Toronto, Ontario, Canada
E-mail address: rensburg@mathstat.yorku.ca
Department of Mathematics, University of British Columbia, Vancouver, British
Columbia, Canada
E-mail address: twong@math.ubc.ca
