Abstract-Distributed space-time coding is a cooperative transmission scheme for wireless relay networks. With this scheme, antennas of the distributive relays work as transmit antennas of the sender and generate a space-time code at the receiver. It achieves the maximum diversity. Although the scheme needs no channel information at relays, it does require full channel information, both the channels from the transmitter to relays and the channels from relays to the receiver, at the receiver. In this paper, we propose a differential transmission scheme, which requires channel information at neither relays nor the receiver, for wireless relay networks. As distributed space-time coding can be seen as the counterpart of space-time coding in the network setting, this scheme is the counterpart of differential space-time coding. Compared to coherent distributed space-time coding, the differential scheme is 3dB worse.
I. INTRODUCTION

I
T is well-known that due to the fading effect, the transmission over wireless channels suffers from severe attenuation in signal strength. Performance of wireless communication is much worse than that of wired communication. For a point-to-point wireless system, this problem was solved by using multiple antennas at the transmitter and/or the receiver. The performance can be greatly improved using diversity techniques such as space-time coding [1] , [2] . Recently, with increasing interest in ad hoc wireless networks, researchers have been looking for methods to exploit spatial diversity provided by antennas of different users to improve the reliability and capacity of transmission [3] - [8] . This improvement is called cooperative diversity since it is achieved by having different users in the network cooperate in some way.
Among the most widely used cooperative strategies are amplify-and-forward (AF) [5] - [10] and decode-and-forward (DF) [3] - [5] , [8] , [11] . In [12] , the authors proposed the use of space-time codes based on Hurwitz-Radon matrices in wireless relay networks. In [13] , a new cooperative strategy, distributed space-time coding, was proposed, which uses a two-step 'listen-and-transmit' protocol. In step one, the transmitter sends information to relays and in step two, relays send information to the receiver. The signal sent by every relay in the second step is a linear function of its received signal and its conjugate. It was shown that the distributive relays generate a linear space-time codeword at the receiver. This method is more general than AF. Compared to DF, it does not require decoding at relays. Therefore, it requires no channel information at relays and saves both power and time. Most importantly, it achieves the optimal diversity (in the sense of error rate) when the SNR is high. Distributed space-time coding was generalized to networks with multiple-antenna nodes in [14] . In [15] , practical distributed space-time codes were proposed using real orthogonal, complex orthogonal, and quasi-orthogonal designs. Simulations show that they have excellent performance and low decoding complexity.
Although distributed space-time coding does not need channel information at relays, it does require full channel information, both the channels from the transmitter to relays and the channels from relays to the receiver, at the receiver. Therefore, training symbols have to be sent from both the transmitter and relays. However, in some situations, due to the cost on time and power and the complexity of channel estimation, training is not desired. Sometimes, training is not even practical due to the rapid change of fading condition. These issues are even more prominent in networks with a large number of relays, in which a long training period is needed. Therefore, it is very useful to develop transmission schemes that require channel knowledge at neither relays nor the receiver.
In this paper, based on distributed space-time coding [13] , we propose a differential transmission scheme for wireless relay networks with no channel information at either relays or the receiver. As distributed space-time coding can be seen as the counterpart of space-time coding in the network setting, this scheme, which we call distributed differential space-time coding, is the counterpart of differential spacetime coding. It is suitable for networks with continuously changing channels. At the receiver, only the channel statistics is needed, which is assumed to be a Rayleigh distribution. Also, the system needs to be synchronized at the symbol level, i.e., relays transmit at the same time. We show that with this scheme, Alamouti [16] and Sp(2) codes [17] can be used differentially in networks with two and four relays, and square real orthogonal codes [2] can be used differentially in networks with two, four, and eight relays. Because of their special structure, Alamouti and square real orthogonal codes have linear decoding complexity. Sp(2) code can be decoded pairwisely or by a sphere decoder. In addition, we propose 0090-6778/08$25.00 c 2008 IEEE fully diverse codes that work for networks with any number of relays based on circulant matrices. Simulation shows that compared with coherent distributed space-time coding, the differential scheme is 3dB worse.
The paper is organized as follows. In the following section, the wireless relay network model is introduced and coherent distributed space-time coding is reviewed briefly. In Section III, we propose distributed differential space-time coding. Then, in Section IV, we show the differential use of Alamouti, square real orthogonal, and Sp(2) codes in networks. In addition, we propose circulant codes that work for networks with any number of relays. Simulated performance of some of these differential codes is given in Section V. Section VI contains the conclusion.
II. WIRELESS RELAY NETWORK MODEL AND COHERENT
DISTRIBUTED SPACE-TIME CODING Consider a wireless network with R + 2 nodes. As shown in Fig. 1 , there is one transmit node and one receive node. All other R nodes work as relays. Every node has a single antenna 1 , which can be used for both transmission and reception. Denote the channel from the transmitter to the ith relay as f i , and the channel from the ith relay to the receiver as g i . Assume that the channels are Rayleigh flat fading channels, i.e., f i and g i are i.i.d. zero-mean and unit-variance complex Gaussian random variables. We use a block-fading model by assuming a coherence interval T , i.e., f i and g i keep constant for a block of T transmissions and jump to other independent values for another T transmissions.
When there is no channel information at relays but full channel information, both f i and g i , at the receiver, distributed space-time coding was proposed in [13] , which uses the idea of linear dispersion space-time codes [18] for multiple-antenna systems. Information bits are encoded into groups of
t with the following normalization:
where A t and A * indicate the transpose and Hermitian of A, respectively. A two-step protocol is used, as depicted in Fig. 1 . Each step contains T symbol transmissions. During the first step, the transmitter sends √ P 1 T s. Thus, the average power per transmission used at the transmitter is P 1 . The received signal and noise at the ith relay are denoted by r i and v i , respectively. During the second step, the ith relay sends t i . The received signal and noise at the receiver are denoted by x and w, respectively. The noises are assumed to be i.i.d. zeromean and unit-variance complex Gaussian random variables.
In distributed space-time coding, the transmit signal at the ith relay is designed to be a linear function of its received signal and its conjugate:
where
1 The scheme can be easily generalized to networks with multiple-antenna nodes using techniques in [14] . is a 2T × 2T orthogonal matrix. With the normalization P2 P1+1 in (2) and the orthogonality of (3), P 2 can be proved to be the average transmit power per transmission used at every relay. Denote the m × n matrix with all zeros as 0 mn . We omit the subscript when there is no confusion. For the case that either A i = 0, B i is unitary or B i = 0, A i is unitary, the received signal can be calculated to be
and
s indicates the conjugate of s. Therefore, without decoding, the distributive relays generate a space-time codeword S at the receiver. H is the equivalent channel and W is the equivalent noise. Since g i is a constant during each coherence interval, it can be proved that W is a circularly symmetric Gaussian random vector whose mean and covariance are 0 and
If H is known at the receiver, the ML decoding is arg min
where · indicates the Frobenius norm. If the total power per symbol transmission used in the whole network is fixed as P , the optimal power allocation that maximizes the expected receive SNR is
When P → ∞, distributed space-time coding achieves the maximum diversity min{T, R}.
III. DISTRIBUTED DIFFERENTIAL SPACE-TIME CODING
In this section, we propose a differential transmission scheme that needs channel information at neither relays nor the receiver. The scheme is based on the coherent distributed space-time coding in Section II and differential space-time coding [19] - [22] .
In the protocol described in Section II, we assume that T = R and call the transmission of T symbols a block. Therefore, a block actually contains 2T channel uses: T channel uses for each step. The same as differential space-time coding for multiple-antenna systems, our differential scheme uses two blocks that overlap by one block. One block acts as a reference for the next. For generality, we consider the (τ − 1)th block and the τ th block. We use a superscript to indicate the block index. From (4) and (5), when either A i = 0, B i is unitary or B i = 0, A i is unitary, the system equation of the (τ − 1)th block is
The set of possible messages or codewords is encoded as a set of unitary matrices U. During block τ , to transmit message U (τ ) ∈ U, the signal sent by the transmitter is encoded differentially as
For the first block, we can transmit any vector that satisfies (1), for example, 1 0 · · · 0 t . Here, the same as differential space-time coding for multiple-antenna systems, having U (τ ) unitary preserves the transmit power. The received signal at the τ th block can be written as
we have
Assuming that the channels f i and g i keep constant for two blocks 2 , i.e.,
, we have
With fixed g i during every two consecutive blocks,
and W (τ ) are independent complex Gaussian random vectors with mean 0 and covariance 1 +
Thus, 2 Actually, this requires a coherence interval of 3T for both f i and g i .
W
(τ ) is a Gaussian random vector with mean 0 and covari-
, which needs no channel information. By using arguments in [13] , when U is fully diverse, diversity R (1 − log log P/ log P ) can be achieved at high transmit powers. The same as the case of multiple-antenna systems [19] - [22] , we can easily prove that compared to coherent distributed space-time coding, this differential scheme has a 3dB loss in coding gain.
IV. SOME DISTRIBUTED DIFFERENTIAL SPACE-TIME CODES
The distributed differential space-time code design problem is thus the design of both the relay matrices A i and B i and the set of data matrices U such that (8) is satisfied. In this section, we first show how Alamouti [16] , square real orthogonal [2] , and Sp(2) [17] codes can be used differentially in relay networks. Then, we propose circulant codes that can be used differentially in networks with any number of relays.
A. Alamouti Code
For networks with two relays, we can use Alamouti code [16] , which has full diversity and linear decoding complexity. We design the matrices used at the relays as
Proposition 1. With the design in (9) , a matrix U satisfies (8) if and only if it has the structure of Alamouti design:
Proof: It can be proved by direct matrix multiplication. To save space, we omit the details.
Therefore, we design the set of codewords as
where F i is some finite set, for example, the PSK and QAM modulations. An interesting fact is that the distributed spacetime codewords formed at the receiver have the same Alamouti structure as the data matrices.
B. Square Real Orthogonal Codes
Square real orthogonal codes were proposed in [2] . They also have full diversity and linear decoding complexity. They only exist for dimensions two, four, and eight. In this subsection, we show how they enable differential transmission in networks with two, four, and eight relays.
We design B i = 0 and the set of matrices {A 1 , · · · , A R } for networks with two, four, and eight relays, respectively, as shown in (10), (11), and (12) on the next page. 
Thus, we design data matrices to have the square real orthogonal structure in (13) . Note that u i must be selected from a real modulation such as PAM. It is interesting to see that the distributed space-time codewords generated at the receiver have the same square real orthogonal structure as the data matrices.
C. Sp(2) Code
Although square real orthogonal codes are fully diverse and have linear decoding complexity, since the constellations of the information symbols have to be real, half of the degrees of freedom are lost. In this subsection, we discuss the differential use of Sp(2) code in networks with four relays. Sp(2) code was proposed in [17] . It is a generalization of Alamouti code to dimension four. Its symbol rate is one. The code has the structure shown in (14) on the next page, where F i and G i are finite sets. Choices of F i and G i are arbitrary and are not constraint to be real. Sufficient and necessary conditions for full diversity of Sp(2) code with PSK signals are provided in [17] . If we define
, codewords in (14) have the
following structure:
Therefore, Sp(2) code is actually a special kind of quasiorthogonal space-time block code [23] . However, the main difference between these two codes is that Sp(2) code is unitary due to the special choices of the information symbols u i . 3 These special choices are obtained from the analysis on the special unitary Lie group Sp(2) [17] . Unitarity is a crucial property for differential transmission.
We design the matrices used at the relay as
Proposition 3. With the design in (16), a matrix U satisfies (8) if and only if it has the quasi-orthogonal structure in (15).
Therefore, we design the set of data matrices to be a Sp(2) code in (14) , which has both quasi-orthogonal structure and unitarity. As shown in [17] , decoding of Sp(2) code can be done by a sphere decoder. Since it is also quasi-orthogonal, Sp(2) code can be decoded pairwisely as well. It is interesting to see that the distributed space-time codewords formed at the receiver also have the quasi-orthogonal structure of (15) .
D. Circulant Code
Although Alamouti, square real orthogonal, and Sp(2) codes have good performance or low decoding complexity or both, they only work for networks with two, four, and eight relays. In this subsection, we propose circulant codes that work for networks with any number of relays.
Condition (8) is crucial for distributed differential spacetime code design. For simplicity, we set B i = 0, by which the transmit signal from every relay is linear in its received signal only. Then, to satisfy condition (8) , any data matrix U should commute with the set {A 1 , . . . , A R }. Therefore, theories in commuting matrices are very helpful.
A well-known theorem in commuting matrix theory is that a matrix B commutes with all matrices that commute with A if and only if B is a polynomial of A [24] . Therefore, it is natural to design the matrix used at the ith relay as
with A a primitive Rth root of I T . Any matrix that commutes with A commutes with the set {A 1 , . . . , A R }. We come up with the following design:
The data set U should be designed as the set of matrices that commute with A. It is straightforward to prove that a matrix commutes with the set (17) if and only if it is a circulant matrix:
However, in general, a circulant matrix is not unitary. To obtain unitarity, we use the following set of special circulant matrices:
where F i is an arbitrary finite set composed of unit-norm elements. The bit rate of this code can be calculated to be
where |F i | is the cardinality of F i and log indicates the base-2 logarithm. To help the clarity of presentation, we give an example. We can instead set A i = 0 and B i = A i−1 . Equivalent codes, in terms of diversity and coding gain, can be obtained. Now, we discuss the diversity product, which is an indication of the coding gain, of circulant codes with F i chosen as M-PSK rotated by an angle θ i , i.e.,
For any two different matrices U 1 and U 2 in U, we can write
and a 2 = e j(2π
. We consider two cases:
Therefore,
For the case of i 1 = i 2 , without loss of generality, assume that
, (20) where ω = e 2πj/R . Thus,
Diversity product of the code is therefore shown in (21) at the top of the next page.
Theorem 1. Design F i as in (19). The circulant code in (18) is fully diverse if any only if
is not an integer for all = sπ and thus
for all s ∈ N, where G 1 = lcm (G, M )/M and G 2 = lcm (G, M )/G. So, G 1 and G 2 are relatively prime integers. It can be easily seen that (22) is satisfied when
is not an integer. For the necessity part, assume that there exists an integer n such that
Since G and G are relatively prime and G 1 divides G, G 1 and G are also relatively prime. Thus, G 1 and G G 2 are relatively prime. We can use the Euclidean algorithm to find integers g 1 and g 2 such that
Choose k = mod(ng 1 , M) and m = mod(ng 2 , R). There exist integers g 3 and g 4 such that k = ng 1 + g 3 M and m = ng 2 + g 4 R. Therefore,
For R = 2 and small M , the optimal angles can be found analytically. For larger R and M , we can always find the optimal angles by offline numerical computer search. Some results are given in Table I . Without loss of generality, we always set θ 1 = 0.
V. SIMULATIONS
In this section, we show simulated performance of distributed differential space-time coding and compare it with the performance of coherent distributed space-time coding. In all figures, the horizontal axis indicates the total power used in the whole network. The power allocation between the transmitter and relays is given in (6) , which maximizes the receive SNR in the high SNR regime [15] . The channels and noises are modeled as independent circularly symmetric complex Gaussian random variables with mean zero and variance one. s 0 is chosen as 1 0 · · · 0 t . The error events are bit error rate and block error rate.
In Fig. 2 , we show the performance of a wireless relay network with two relays using distributed differential Alamouti space-time codes. Information symbols are chosen from BPSK and QPSK. Therefore, the transmission rates are 0.5 and 1 bit per channel use, respectively. We can see that diversity two is achieved at high transmit powers. Compared with the corresponding coherent scheme, the differential scheme is about 3dB worse. In Fig. 3 , we show simulated performance of a wireless relay network with four relays using two 4 × 4 real orthogonal codes and a Sp(2) code. For the first real orthogonal code, u 1 , u 2 , u 3 , u 4 are chosen as BPSK. The bit rate is therefore 0.5. For the second one, u 1 , u 2 are chosen as BPSK and u 3 , u 4 are chosen as 3-PAM. The bit rate is therefore 0.6462. For the Sp(2) code, a 1 , b 1 are chosen as BPSK and a 2 , b 2 are chosen as 3-PSK. The bit rate of the network is also 0.6462. We can see from Fig. 3 that all these codes achieve the same diversity, which approaches the maximum diversity four as the transmit power increases. Compared with the coherence code, the rate 0.5 distributed differential real orthogonal space-time code is about 3dB worse. The Sp (2) code is about 4.5dB better than the real orthogonal code at rate 0.6462.
In Fig. 4 , we show the performance of circulant codes in networks with two, three, four, and five relays. For networks with two, three, and five relays, information symbols are modulated as rotated BPSK. For the network with four relays, information symbols are modulated as rotated QPSK. The bit rates are therefore 0.5, 0.4308, 0.5, and 0.3322, respectively. The angles are given in Table I . We can see from Fig. 4 that as the transmit power increases, diversity of these codes approaches the maximal diversity R. We also show block error rates of an Alamouti code and a 4 × 4 real orthogonal code as references. Information symbols of both codes are chosen as BPSK, which results in a bit rate of 0.5. The figure shows that at the same bit rate, the 2 × 2 circulant code performs the same as the Alamouti code and the 4 × 4 circulant code performs slightly better (about 0.5dB) than the real orthogonal code.
In Fig. 5 , we show the performance of 2 × 2 circulant codes 
