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ABSTRACT 
 
 
 I studied amphibians and their associated wetlands in the Missouri River floodplain in 
Iowa from 2010-2013.  I had the opportunity to study the effect of a catastrophic flood on an 
anuran community in the Missouri River floodplain.  Three species (plains leopard frog, 
Woodhouse’s toad, and Blanchard’s cricket frog) had only minor changes in adult male 
occupancy rate in the two years after the flood.  Colonization rates for these species were 
positively associated with wetlands that were shallower near the shore and they did not 
appear to be affected by reduced vegetation.  Three other species or species complexes 
(northern leopard frog, the gray treefrog complex, and boreal chorus frog) had greatly 
reduced occupancy rates in the two years after the flood.  Colonization rates for these species 
were relatively low, and they had high extinction rates.  Colonization rates for these species 
were not associated with any measured habitat characteristic.  Future flood events will likely 
continue to make northern leopard frogs, gray treefrogs, and boreal chorus frogs a less 
important part of the ecological community.  Although some species may fare well under 
extreme climate events forecast under climate change scenarios, I hypothesize that many 
species will be challenged.   
Amphibian conservation has often relied on auditory call surveys to determine habitat 
associations of anuran species.  These surveys are restricted to only a single important life 
stage, however, and management recommendations from call surveys alone risk creating 
ecological traps or population sinks.  Calling adult male surveys had established that slope at 
the inner edge of the wetland, wetland area, and percentage of bare ground within 1 m of the 
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wetland were important habitat associations of calling adults of various species.  I surveyed 
tadpoles and metamorphs of 5 anuran species and compared habitat associations for 
extinction rates of tadpoles and metamorphs with habitat associations for calling adults and 
found little overlap.  I also estimated occupancy rates for calling adults, tadpoles, and 
metamorphs.  Occupancy estimates indicate that reproductive success is variable, but the 
reasons are unknown.  Occupancy rates of tadpoles and metamorphs were often lower than 
occupancy rates of adult calling males.  Too often amphibian conservation and management 
proceeds with little information on critical aquatic life stages and I recommend greater 
emphasis on the entire life cycle to avoid potential misinformed conservation actions.     
The importance of isolated wetlands disconnected from the river in large river 
floodplains has largely been ignored and consequently there is little management supporting 
this important component of productivity and biodiversity.  Isolated and fishless wetlands in 
the upper elevations of floodplains may support a community largely absent from the rest of 
the floodplain.  Flow regulation has rendered the upper elevations of many floodplains nearly 
devoid of wetlands but restoration of large river floodplains places no emphasis on isolated 
wetlands, despite concern over their status elsewhere.  Primary drivers of community 
composition in isolated wetlands are predatory fish and hydrology. Wetlands are likely 
colonized by fish, and I used a GIS model of the floodplain topography to estimate the 
connection stage (the river stage when a wetland floods), and fill stage (river stage 
corresponding to the minimum elevation of the wetland, which is an indication of 
hydroperiod) of isolated wetlands in my study site.  I compared the characteristics of current 
isolated wetlands to historical hydrology to determine how often fishless isolated wetlands 
are present.  Productivity and biodiversity of the floodplain could be increased greatly by 
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increasing the number of wetlands with a connection stage corresponding to river stage of 8-
9 m and a fill stage of 5-7 m.  I recommend restoration of large river floodplains give due 
consideration to the entire gradient of wetland types that were present before flow regulation 
so that the full complement of biodiversity and productivity can be restored.   
I used a the multi-season occupancy model to estimate occupancy rates of successive 
life stages in Chapter 3, herein referred to as multiple life stage design.  The constraints in a 
multi-stage analysis, namely, colonization rates of 0 and the successively decreasing 
occupancy rates for each life stage, require special considerations during the study design 
phase.  I used simulations to explore the robustness of the parameter estimates when 
incorrectly assuming that colonization rate is 0.  I explored the effect of design 
considerations such as the number of sites, detection probability, and number of surveys on 
confidence intervals of occupancy rates.  Unacceptable bias in nearly all parameters is 
induced by true values of the colonization rate as low as 0.05 when the colonization rate is 
fixed to 0.  Confidence intervals for occupancy rates are most improved by increasing the 
number of sites, but also by increasing detection probability and increasing the number of 
surveys.  Under a simulated scenario with 50 sites, confidence intervals overlapped if the 
difference between occupancy rates was approximately 0.3 or less.  Under excellent 
simulated study conditions with 200 sites, confidence intervals overlapped when the 
difference between occupancy rates was approximately 0.15 or less.  These results will aid 
researchers in making appropriate study design decisions to avoid bias and meet their 
objectives in researching life stages.   
1 
 
CHAPTER 1.  GENERAL INTRODUCTION 
 
The regulation of large rivers with dams and channelization has had a dramatic effect on 
floodplain biodiversity (Robinson et al. 2002, Poff et al. 2007).  Calls for restoration of large 
rivers and their floodplains have increased in recent decades (Junk et al. 1989, Sparks 1995).  
While the effect of large river regulation has been well-studied for fish, the effects on 
amphibians and the types of wetlands they prefer have not been well-studied.  Additionally, 
amphibians have often been considered good environmental indicators.  Amphibians world-wide 
are also one of the most endangered groups of vertebrates.  Current management may not be 
adequately addressing restoration of the biodiversity of the floodplain if amphibians and similar 
species are ignored.  Most floodplain management has focused on fish species and reconnecting 
the river to the floodplain, with little or no thought given to providing a gradient of wetland types 
to maximize biodiversity.  Whether current management is restoring amphibian habitat to its 
previous levels is unknown. 
In a floodplain, many amphibian species likely prefer wetlands that are fishless for some 
period of time because fish are a primary predator of tadpoles.  The dynamic floodplain 
environment may create shifting locations that are good habitat for amphibians.  Events such as 
catastrophic floods may dramatically change the habitat suitability of wetlands on the landscape.  
Just such a flood occurred in 2011, when an historic volume of water flowed down the Missouri 
River.  Large areas of the floodplain were flooded that had not been flooded for decades.  I 
hypothesized that the effect on the amphibian community would be dramatic as well.  I 
conducted occupancy surveys before and after the flood to determine the effect of the flood on 
the amphibian community.   
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Anuran amphibians are often surveyed using auditory call surveys.  Auditory call surveys 
are relatively easy to conduct, however, they may not be providing as much information as we 
might hope.  Call surveys represent only the calling adult male population.  They provide no 
information on oviposition of eggs or successful survival of eggs and tadpoles to the terrestrial 
metamorph stage.  Restoration of floodplain wetlands or any wetlands needs proper information 
on the type of wetlands where amphibians are successfully producing metamorphs, not just 
calling adult males.  I conducted tadpole and metamorph surveys in addition to call surveys to 
determine the characteristics of wetlands that successfully produce metamorphs and whether call 
surveys were producing information that was useful for conservation.  For this analysis, I used a 
unique formulation of the multi-season occupancy models, treating life stages as “seasons.”  I 
conducted simulations into the bias, precision, and robustness of this model formulation under 
various conditions.   
Large river floodplain wetlands are dynamic habitats.  In one year, a wetland may be 
flooded and colonized by predatory fish, rendering it unsuitable for amphibian reproduction, and 
in another year it may be completely dry because of a low water table, also rendering it 
unsuitable for reproduction.  In some years, however, some wetlands may have the right 
conditions of a hydroperiod long enough for tadpoles to develop and no floods of sufficient 
magnitude to allow fish colonization.  The floodplain likely requires a variety of wetlands to 
maximize productivity of amphibian biomass or return productivity to historical levels.  I created 
a GIS model to quantify floodplain wetlands characteristics such as the connection stage, the 
river level at which they would flood.  I examined the distribution of wetland connection stages 
to determine what types of the wetlands the floodplain was lacking to support higher biodiversity 
and productivity.   
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Dissertation Organization 
This dissertation is organized into six chapters.  The introductory chapter provides over-
arching context for the dissertation.  Chapter 2 is a paper accepted by the open access journal 
Ecosphere on the occupancy dynamics of an anuran community following a catastrophic flood.  
Chapter 3 is a manuscript to be submitted to the Journal of Herpetology arguing for more focus 
in amphibian conservation on critical life stages.  Chapter 4 is a manuscript to be submitted to 
the journal Wetlands on the distribution of different types of wetlands in a Missouri River 
floodplain and implications for restoration of the floodplain.  Chapter 5 is a manuscript to be 
submitted to Herpetological Review, or possibly elsewhere, describing the results from 
simulations to test bias, precision, and robustness of the multiple life stage study design 
employed in Chapter 3.  Chapter 6 summarizes and synthesizes the conclusions from this 
dissertation.   
 
Literature Cited 
 
 
Junk, W. J., P. B. Bayley, and R. E. Sparks. 1989. The flood pulse concept in river-floodplain 
systems. Canadian Special Publication of Fisheries and Aquatic Sciences 106:110–127. 
 
Poff, N. L., J. D. Olden, D. M. Merritt, and D. M. Pepin. 2007. Homogenization of regional river 
dynamics by dams and global biodiversity implications. Proceedings of the National Academy of 
Sciences 104:5732–5737. 
 
Robinson, C. T., Tockner, K., and Ward, J. V. 2002. The fauna of dynamic riverine landscapes. 
Freshwater Biology 47:661–677. 
 
Sparks, R. E. 1995. Need for ecosystem management of large rivers and their floodplains. 
BioScience:168–182. 
 
 
 
4 
 
 
CHAPTER 2.  SHORT-TERM COMMUNITY DYNAMICS OF AN ANURAN 
COMMUNITY IN THE MISSOURI RIVER FLOODPLAIN FOLLOWING A 
CATASTROPHIC FLOOD 
 
A paper accepted by Ecosphere 
 
Tyler J. Grant, David L. Otis, and Rolf R. Koford 
 
Abstract 
Extreme ecological disturbances such as floods, wildfires, and droughts are difficult 
to study because they are rare and unpredictable.  We had the opportunity to study the effect 
of a catastrophic flood on an anuran community in the Missouri River floodplain.  We used 
occupancy estimation to estimate the proportion of wetlands occupied by calling adult male 
anurans.  Three species (plains leopard frog, Woodhouse’s toad, and Blanchard’s cricket 
frog) had only minor changes in occupancy rate two years after the flood.  Colonization rates 
for these species were positively associated with wetlands that were shallower near the shore 
and they did not appear to be affected by reduced vegetation.  Three other species or species 
complexes (northern leopard frog, the gray treefrog complex, and boreal chorus frog) had 
greatly reduced occupancy rates two years after the flood.  Colonization rates for these 
species were relatively low, while they had high extinction rates.  Colonization rates for these 
species were not associated with any habitat characteristic we measured.  Future flood events 
will likely continue to make northern leopard frogs, gray treefrogs, and boreal chorus frogs a 
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less important part of the ecological community.  While some species may fare well under 
extreme climate events forecast under climate change scenarios, many species will struggle.   
 
Introduction 
Disturbance regimes are a natural force in ecosystem dynamics and species are 
adapted to varying magnitudes of disturbance at varying intervals.  However, biological 
communities occasionally experience catastrophic disturbance that may have more far-
reaching consequences.  Such disturbances include catastrophic wildfires, floods, hurricanes, 
and droughts, which cause drastic alterations in community composition and diversity and 
extirpation of sensitive species (McKenzie et al. 2004, Poff 2002).  Such perturbations by 
definition are rare and opportunities to directly study ecosystem impacts are rarer (Bender et 
al. 1984).   
Effects of floods on plant communities include decreased species richness and 
diversity (Bornette and Amoros 1996).  Intermediate levels of flooding disturbance usually 
have relatively minor effects on most invertebrates and vertebrates because of their mobility, 
life history, or ability to immigrate from surrounding areas (Crandall et al. 2003).  Normal 
flood regimes have been found to have a determinative effect on the species richness of 
amphibians in floodplains.  Drainage basins in southern Spain that varied in flood regimes 
were found to vary in amphibian species richness from 3 to 12 (Real et al. 1993).  We are 
unaware of any studies on herpetofauna quantifying effects of catastrophic flooding.    
Historically large-river floodplains were very dynamic systems (Junk et al. 1989) and 
local extinction and recolonization of flood-plain species were probably regular processes of 
varying magnitudes.  However, damming and channelization of the Missouri River in the 
6 
 
1940’s and 1950’s (Nilsson et al. 2005) created a much more static floodplain ecosystem that 
has likely changed anuran distribution and abundance in the floodplain (Eskew et al. 2012).  
Therefore, we would expect that extreme water flows through a floodplain today is likely to 
compromise conservation and management goals which have been largely developed and 
implemented based on the assumption of a modified static system.  In 2010 we initiated a 
study of the anuran community in Missouri River floodplains along the Iowa border.  Our 
objectives were to assess functionality of restored and natural wetlands using anuran species 
population status as our metric, and to investigate the association between population 
presence and landscape and habitat covariates to inform future wetland management efforts.  
In 2011, a catastrophic flood occurred on our study area (Figure 1).  Water flow down the 
river exceeded records dating back to 1898 (Grigg et al. 2011).  Large areas of the historical 
flood plain were flooded that had not been flooded since 1952.  Flood levels were sustained 
for several months; it was not the rapid increase and decrease in water level that is common 
in Midwest floods.  River processes of scouring and deposition that occurred during the flood 
drastically changed the wetlands and surrounding habitat matrix.  Many areas of the 
floodplain were submerged by 6 m of water and more than 2 m of sand were deposited in 
some places.  Flood waters extended up to 1 km or more from the river channel.  The 
wetlands were completely inundated for months, presumably completely eliminating any 
anuran populations at the surveyed wetlands.   
This natural disaster provided us with an opportunity to investigate several questions 
about resultant short-term anuran population dynamics with pre- and post-flood data.  In the 
most extreme event for a species, catastrophic flooding may extirpate species from an area.  
The ability of species to recolonize areas they have been extirpated from is a critical concern 
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in conservation.  If a species is extirpated from an area, will it recolonize?  What are barriers 
to recolonization?  What management actions can be taken to encourage recolonization?  
Should management actions be taken or should the natural course of things be allowed to 
develop?  Because most floodplain environments are already highly modified, it seems 
reasonable to manage for recolonization following a catastrophic flood.   
Barriers to recolonization may include lack of suitable habitat (Mazerolle and 
Desrochers 2005), barriers to movement into the area of interest (Rothermel and Semlitsch 
2002), or other factors.  Identification of the barriers to recolonization is paramount in 
determining what action may need to be taken to facilitate recolonization.  Species may 
recolonize unaided from adjacent habitat or be reintroduced through human efforts.  In all 
cases, it is of interest whether species can recolonize unaided, if they can become re-
established, how long it will take to recolonize, and if any efforts can aid the restoration of 
the ecosystem.   
We employed occupancy estimation to quantify the number of sites occupied by 7 
anuran species in the floodplain before and after the flood.  We employed habitat and 
landscape measurements to assess covariates of occupancy, colonization, and extinction 
rates.  A priori, we expected high extinction rates and dramatic reductions in occupancy rates 
following the flood.  Our habitat and landscape covariates aided in explaining the 
recolonization process that we observed.  Our results provide insight into the dynamics of an 
anuran community following a rare, but probably increasingly common, event.   
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Methods 
The study area included two adjacent mitigation sites along the Missouri River 
(Figure 2).  We surveyed wetlands in Tieville Bend, Upper Decatur, and Middle Decatur 
Bends of the Blackbird-Tieville-Upper Decatur Bend mitigation site (Blackbird Bend was 
not included) and all areas of the Louisville Bend mitigation site (USACOE 2013).  We 
initially inventoried wetlands in the study area in 2009, and defined survey sites using this 
inventory.  If a wetland was relatively small, the entire wetland was defined as the survey 
site.  For large backwaters and channels, we designated a survey point and counted anurans 
detected within 100m of the survey point.  For sites in large backwaters or wetlands, we 
designated only one site per backwater or in different habitat types within the backwater to 
maintain independence of sites.  In subsequent years, we updated the wetland inventory, 
especially after the catastrophic flooding of 2011.  Additionally, we did not survey wetlands 
in dry years if there was not sufficient water for anuran reproduction.   We surveyed 105 
different sites during the study but not all sites were present each year:  53 sites were present 
in 2010, 82 sites in 2012, and 52 sites in 2013.  Eighteen sites were present across all 3 years.   
We surveyed for presence of calling anurans in 2010, 2012, and 2013.  Flooding in 
2011 precluded surveys.  We surveyed sites repeatedly for analysis in an occupancy 
estimation framework (MacKenzie et al. 2003).  We conducted 5 surveys of each site in 
2010, 7 surveys in 2012, and 13 surveys in 2013.  We truncated the data at the calling season 
for each species, as determined by temporal pattern in the dataset.  We surveyed beginning 
30 minutes after sunset.  We surveyed each site for 5 minutes and recorded the presence or 
absence of calling male anurans.  We measured water temperature, air temperature, and time 
of day after the survey.  We canceled surveys if precipitation precluded detection, wind speed 
9 
 
was greater than 24 kilometers per hour, water temperature was less than 10°C, or air 
temperature less than 0°C.  We constructed a covariate for the amount of moonshine during 
the surveys.  A full moon on a clear night was a 1 and no moonshine, either from cloud 
cover, a new moon, or the moon was below the horizon, was a 0.  We calculated these values 
using fraction of the moon illuminated values (U.S. Naval Observatory 2012). 
 We investigated relationships between occupancy parameters and one or more 
habitat covariates for each species.  The species-specific sets of covariates were chosen based 
on commonly accepted life history characteristics.  Depth at 1 m from the shoreline of the 
wetland was measured at 20 evenly spaced points around the wetland and the average depth 
used to calculate the average slope.  We characterized emergent vegetation and shoreline 
cover (bare ground and grass/herbs) using releve measures (Mueller-Dombois and Ellenberg 
1974).  We characterized proportion of the wetland with emergent vegetation as the 
proportion of the water 1 m from the shoreline with any emergent vegetation.  We assessed 
herbaceous vegetation cover within the strip of terrestrial habitat 1 m from the waterline.  
One person performed nearly all the assessments to reduced variability among different 
observers.  We conducted habitat surveys once in 2010 and twice in 2012 and 2013, once 
early in the growing season and later when the vegetation had matured.   
We calculated distance to nearest wetland and wetland size in a Geographic 
Information System (GIS).  We recorded the boundaries of small wetlands with a GPS unit 
and uploaded it into the GIS.  We delineated large wetlands using aerial photography.  
Wetland size fluctuated during the season, but relative to variation in wetland sizes (up to 
~15 ha), we determined this variability was negligible.   
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During the 2011 flood year, we conducted shoreline surveys for metamorphs of 
anuran species where access to the study area was possible.  We divided the waterline of the 
flooded area into 271, 50 m segments and recorded the presence or absence of species for 
each segment (Figure 3).   
Analysis 
We analyzed the data using the multi-season occupancy model (MacKenzie et al. 
2003).  This model estimates parameters that describe the dynamics of change in site 
occupancy over time.  Occupancy rate (ψ) is the probability a site is occupied, or in the 
realized sense, the proportion of sites occupied during a particular season, during which the 
site occupancy state is considered to remain constant.  In between seasons, sites could be 
colonized or go extinct.  The extinction rate (ε) is the probability that a site that was occupied 
becomes unoccupied in the next season and the colonization rate (γ) is the probability that a 
site that was unoccupied becomes occupied.  Detection probability (p), i.e., the probability 
that individuals are detected at an occupied site during a survey, is used to control for false 
absences.  The dynamics described by this model are often referred to as metapopulation 
dynamics (Hanski 1994).  The existence/non-existence of sites in some years (either from 
being created/destroyed by the flood or from being dry for an entire season) during the study 
presented additional modeling challenges.  MacKenzie et al. (2011) developed a model to 
specifically address presence/absence of habitat availability.  We used a dummy covariate 
structure in program MARK (White and Burnham 1999) using the multi-season occupancy 
model to model parameters in manner similar to MacKenzie et al. (2011).  We used RMark 
(Laake 2013) to facilitate computation of the large number of alternative models. 
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All of our models assumed that colonization and extinction rates were year-specific.  
We modeled covariates on colonization and extinction rates as additive rather than 
multiplicative.  Colonization and extinction rates are defined in terms of the interval between 
years but habitat covariates were measured at the time of the last detection occasion, i.e., at 
the end of the interval.  Thus, we assumed that colonization and extinction processes were 
ultimately decided at the end of the interval, when the anurans decided if a site was 
appropriate for breeding.  Estimates of occupancy, colonization, and extinction rates were 
estimated with ψ1(.), ε(year), γ(year) with the best detection probability model appropriated 
from the covariate modeling (see below).  Occupancy rate estimates for 2012 and 2013 were 
derived from the above parameter estimates.   
For covariate modeling, we generally followed the philosophy of Doherty et al. 
(2012) that all possible combinations of models should be run.  However, the number of 
models using all possible additive combinations was prohibitive, so we used a two-step 
process.  We first modeled each parameter as a function of a single covariate.  There were 
four parameters (ψ1, γ, ε, and p) and we refer to the model for each parameter as a submodel.  
There were 8, 6, 7, and 7 submodels (Table 1) for the 4 parameters, for a total of 2,352 
models.   
We calculated the cumulative AICc (Akaike’s Information Criterion corrected for 
small sample size; Burnham and Anderson 2002) weight for each submodel and eliminated 
submodels with less than 0.05 weight.  The final model set then contained all additive 
combinations of covariates that had not been eliminated in the first step.  We then calculated 
cumulative AICc model weights for the final model set.  We examined the β estimates from 
the linear model for each covariate for indications of non-convergence.  Models that had 
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convergence problems with more covariates were simplified until covariate betas converged.  
The sign of each beta estimate indicates the direction of the relationship between the 
covariate and parameter.  We considered covariates to be important if their cumulative AICc 
weight was >0.80.   
To represent the relationship between a parameter and a covariate graphically, we 
controlled for model selection uncertainty and other potential covariates in the model by 
model-averaging the parameter of interest along the range of the covariate of interest.  If 
other covariates were also present in the submodel, they were held constant at the mean 
unless otherwise stated.  If parameter estimates from a model were invalid because of 
numerical convergence problems, that model was removed for model-averaging that 
parameter, and model weights recalculated for calculating the model-averaged estimates.   
 
Results 
We detected 5 species and one species complex in sufficient numbers for statistical 
analysis:  northern leopard frog (Lithobates pipiens), plains leopard frog (L. blairi), 
Woodhouse’s toad (Anaxyrus woodhousii), gray treefrog complex (Hyla chrysocelis and H. 
versicolor), Blanchard’s cricket frog (Acris blanchardi), and American bullfrog (L. 
catesbeianus).  The gray treefrog species are virtually identical and were combined for 
analysis.  Occupancy rate was for the boreal chorus frog (Pseudacris maculata) was 
estimated as 0.77 (SE = 0.08) in 2010 but it was rare and irregular in occurrence after the 
flood, precluding statistical analysis.  They were detected at 4 sites in 2012 and at each site 
they were detected only once.  In 2013, they were detected at 6 sites, at which 5 they were 
13 
 
only detected once.  We completed only a single survey for American bullfrogs in 2010 
because of mid-season flooding.   
Species Dynamics 
Because some sites were only wet for part of the year and different species call at 
different times of the year, the number of sites surveyed for each species was sometimes 
different within a year.  Consequently, the occupancy rates need to be carefully interpreted 
because, to give an example, an occupancy rate of 0.80 for 10 sites is not the same as an 
occupancy rate of 0.80 for 100 sites from a biological perspective (MacKenzie et al. 2011).  
However, the number of sites was similar in 2010 (n=41-53) and 2013 (n=48-50), so the 
occupancy rates are approximately comparable for those years.   
Three species (plains leopard frogs, Woodhouse’s toads, and Blanchard’s cricket 
frogs) had occupancy rates around 0.60 in 2013, which is similar to their pre-flood levels 
(Figure 4).  Three other species (northern leopard frogs, gray treefrogs, and boreal chorus 
frogs), on the other hand, were at occupancy rates in 2013 that were much lower than in 
2010.  No estimates were possible for the boreal chorus frog but clearly it was at very low 
levels.  No occupancy estimates were possible for American bullfrogs in 2010, because we 
had only surveyed 31 of 52 sites once during bullfrog calling season before flooding 
prevented more surveys.  We detected bullfrogs at 13 sites (42% of the sites surveyed), so 
they were present in at least 25% of the sites before the flood.  Bullfrogs likely had a roughly 
similar occupancy rate in 2010 and 2013, while increasing in 2012.  No species was entirely 
extirpated from the study area.   
Colonization and extinction rates (Figure 5) provided insight into the dynamics that 
produced the annual occupancy rates, because occupancy rates could remain the same even 
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though different sites were occupied.  Plains leopard frog had a relatively high colonization 
rate in 2012 and did not go extinct at any sites, but in 2013 they went extinct at more sites 
than they colonized, though they still maintained a high occupancy rate.  Woodhouse’s toad 
had approximately equal colonization and extinction rates in 2012, but did not go extinct at 
any sites in 2013 while colonizing other sites, increasing their overall occupancy rate.  
Blanchard’s cricket frog had approximately equal colonization and extinction rates in 2012, 
but had a higher colonization rate in 2013.  Northern leopard frogs and gray treefrogs had a 
very high extinction rate in 2012 and an estimated colonization rate of 0.  Northern leopard 
frogs increased in 2013, but gray treefrogs continued to do poorly, going extinct at all sites 
they colonized after the flood.  Bullfrogs also decreased from 2012 to 2013.   
In 2011, the 50m metamorph survey segments were somewhat irregular when the waterline 
fluctuated and where the shorelines were convoluted.  Consequently, we report observed 
number of metamorphs and the naïve occupancy rate (the proportion of segments at which 
individuals were actually observed) of the survey segments and interpret them broadly (Table 
4).  We likely missed the emergence of most plains leopard frog metamorphs and 
Blanchard’s cricket frog metamorphs because they were only beginning to emerge when we 
ended data collection.  Chorus frog and gray treefrog metamorphs are very cryptic and 
secretive and therefore our raw counts are virtually meaningless and are not reported.   
Habitat and Landscape Covariates 
Covariates of parameter estimates provided insight into habitat characteristics likely 
affecting species dynamics.  Slope was an important wetland attribute for all species except 
for American bullfrogs.  Increasing slope was negatively correlated with colonization rate in 
Woodhouse’s toads, plains leopard frogs, and Blanchard’s cricket frogs, i.e., these species 
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avoided colonizing sites with steep slopes.  Greater slope was positively correlated with 
extinction rate in gray treefrogs and northern leopard frogs, i.e., these species tended to go 
extinct at sites with steeper slopes.  Besides slope, habitat and landscape covariates 
associated with colonization and extinction rates tended to be species specific.   
Plains Leopard Frog 
Before the flood, the greatest predictor of plains leopard frog occurrence was wetland 
size, with greater probability of occurrence at smaller wetlands.  The extinction rate 
relationship was nonsensical and is not reported.  Colonization rate increased with decreasing 
slope (Figure 6).  Detection probability was simply dependent on year.   
Woodhouse’s Toad 
The strongest correlate of occupancy for Woodhouse’s toad before the flood was bare 
ground.  The extinction rate parameter estimate failed to converge when paired with slope in 
the models with the most weight, so it was dropped from the model set.  We constrained ψ1 
and ε to 2 covariates maximum each so that betas would converge.  No covariates for 
extinction rate reached our threshold of 80% of the cumulative weight. Colonization rate 
decreased as shoreline slope became steeper (Figure 7).  Air temperature and moonshine 
were positively associated with detection probability.   
Blanchard’s Cricket Frog 
No covariate was highly correlated with Blanchard’s cricket frog occupancy in 2010.  
After the flood, increasing percentage of bare ground was the strongest correlate of 
increasing extinction rate.  However, extinction rate was only high at sites with a very high 
proportion of bare ground (Figure 8).  In 2012, when little vegetation was present, extinction 
rate was higher, but in 2013, when there was more vegetation and more organic litter, 
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extinction rate was very low and only likely in sites with very high proportions of bare 
ground.  Shallow slope was the strongest correlate of colonization rate (Figure 8).  Detection 
probability was best predicted by water temperature, with some evidence for a quadratic 
relationship.   
Gray Treefrog Complex 
In 2010, gray treefrog occupancy was positively associated with distance from other 
wetlands, i.e., more isolated sites had a greater probability of being occupied.  In 2012, they 
tended to disappear from large wetlands and wetlands with steep slopes (Figure 9).  
Confidence intervals were wide, likely because the small number of sites at which they did 
not go extinct.  Extinction rate was estimated at nearly 1.00 except for very small sites.  
Extinction rate estimates for 2013 were unreliable.  No effects on colonization rate met our 
standard of 80% cumulative weight.  Detection probability varied by year.   
Northern Leopard Frog 
Northern leopard frog occupancy before the flood was more likely with increasing 
emergent vegetation.  After the flood, extinction rate increased with shoreline slope (Figure 
10).  Colonization rate was not strongly correlated with any habitat covariates.  Detection 
probability decreased with increasing air temperature.   
American Bullfrog 
Occupancy probability in 2012 was positively correlated with wetland size.  
Conversely, extinction rate in 2013 increased with wetland size.  Estimates for covariates of 
colonization rate did not converge.  Detection probability was primarily correlated with water 
temperature.   
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Boreal Chorus Frog 
Boreal chorus frogs had an occupancy rate of 0.77 (SE = 0.08) the first year, but 
irregularity and rarity of detections after the flood prevented reliable determination of a time 
period of population closure and therefore we could not conduct reliable statistical analyses.   
 
Discussion 
Plains leopard frogs, Woodhouse’s toads, and Blanchard’s cricket frog were 
remarkably resilient to the flood, occupying ~ 60% of sites in 2013, 2 years after 
displacement of the entire adult cohort.  In contrast, northern leopard frogs, gray treefrogs, 
and chorus frogs were greatly reduced in distribution, occupying ~ 20% of sites or less in 
2013.  Consequently the flood did have an effect on community composition by reducing 
distribution of nearly half of the species, though based on previous research (Real et al. 1993) 
we expected the effect to be greater.  Remarkably, however, no species was extirpated.   
From a conservation standpoint, it is encouraging that no species was extirpated and 
at least some portion of the community was able to recolonize quickly.  The mechanisms of 
recolonization were probably different for different species.  One reason for rapid 
recolonization may have been the fact that they were able to successfully reproduce in 2011, 
despite the flooding.  Real et al. (1993) considered the amphibian larval stage as sensitive to 
flooding, but in our case the current was not fast at all at the edges of the flood water, 
allowing larvae to remain in the flooded area.  We conducted call surveys in 2011 up until 
the early June steep increase in river stage (unpublished data).  Species whose breeding 
season occurred before June were calling.  We assume that mating occurred before the 
flooding for all species except for American bullfrogs and perhaps Blanchards’ cricket frog.  
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Tadpoles must have then rose with the flood water.  One mechanism of recolonization for 
leopard frogs and bullfrogs in particular was that adults followed the waterline down as the 
flood receded until it reached the level of the current wetlands, just as they followed the 
waterline up as the water was rising.  These are species that can commonly be found at the 
water’s edge and so would have following the water as it receded, especially if there was no 
vegetation for cover.  These species also hibernate in the wetlands, not in the uplands, and so 
would seem to benefit by following the flood waters down.  Thus, in our case, the 
amphibious nature of anurans allowed some species to reproduce the year of the flood before 
extensive flooding began and quickly replace the adult cohort that was entirely lost.   
Species that spend their time outside of the breeding season in the uplands and 
hibernate in the uplands, such as chorus frogs and gray treefrogs, would not be likely to 
follow the water’s edge as it receded.  For these species the study area was small enough that 
it was well within dispersal ranges of many species (Semlitsch and Bodie 2003, Semlitsch 
2008).  However, large areas devoid of vegetation may have served as barriers to 
colonization.  It is also likely that they often found the wetlands themselves unsuitable.   
After the flood the landscape was dramatically changed.  Most vegetation was 
scoured away or buried under sediment.  The landscape between wetlands in 2012 was 
initially devoid of vegetation.  As vegetation grew back, it was patchy in distribution and not 
as thick as it was prior to the flood.  Emergent vegetation was nearly non-existent in 2012 
and still rare in 2013.  In general, species that were more desiccation tolerant or more tolerant 
of open, unvegetated habitats had higher occupancy rates after the flood.  Plains leopard 
frogs are known to be more desiccation tolerant than northern leopard frogs (Gillis 1979).  
19 
 
Species that are associated with heavy emergent and upland vegetation had lower occupancy 
rates after the flood.   
All species except for American bullfrogs were strongly affected by the slope of the 
wetland, whether it was an effect on extinction rate or colonization rate.  For the 3 species 
that did well, colonization rate was negatively associated with slope.  However, in the species 
that did poorly, extinction rate was positively associated with slope.  Steep slopes may 
expose adults, eggs, and tadpoles to larger potential fish predators.  Flooding introduced 
predatory fish into many, if not all, wetlands.  Shallow water along the shoreline is a safe 
refuge from large predatory fish for adults, eggs, and tadpoles. Thus, breeding frogs may 
have preferred wetlands with shallow slopes to avoid predation.  It is also possible that they 
selected wetlands with shallow slopes because it was beneficial to egg and tadpole survival.  
Tadpoles of some species, toads in particular, congregate in shallow water where presumably 
it is warmer and they can develop faster (Cupp 1980).  Availability of attachment sites for 
eggs is also greater in shallow water where there is more emergent vegetation.   
Woodhouse’s toads occurred primarily at wetlands with more bare ground in 2010.  
Bare ground was rarer before the flood.  After the flood bare ground was very common and 
may have contributed the relatively high occupancy rates of Woodhouse’s toads.  
Woodhouse’s toads grow quickly and reach sexual maturity approximately 1 year after 
metamorphosis (Clarke 1974) though they may breed later in the breeding season (Sullivan 
1987).  Many of the toads observed in 2012 appeared to be the 2011 cohort because of their 
relatively small adult size.  It seems likely that many of the Woodhouse’s toads that 
colonized the wetlands in 2012 were toads that metamorphosized at the flood’s edge in 2011.  
Under normal circumstances these first-year males would have little success reproducing 
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(Sullivan 1983).  Woodhouse’s toad detection probability increased with moonlight, which 
was unexpected.  For most species, it is thought that on moonlit nights they curtail activity to 
avoid predators (Granda et al. 2008).  However, toads have chemical defenses and thus may 
not be as constrained by predator activity.  Moonlit nights may help them find mates more 
easily.   
Plains leopard frogs preferred small wetlands, perhaps because of their adaptation to 
temporary prairie wetlands (Crawford et al. 2005).  Temporary wetlands, which are likely to 
be small wetlands, are more likely to be devoid of fish predators.  Like other species, slope 
was the primary correlate of their colonization rate after the flood.   
Blanchard’s cricket frog is successful at inhabiting sandy or muddy shorelines due to 
its coloration (Smith et al. 2003), but it can also frequent more vegetated habitats (Gray et al. 
2005).  Bare ground was relatively uncommon before the flood and the species was 
successful in that environment.  After the flood its ability to inhabit sandy or muddy 
shorelines allowed it to successfully recolonize study area wetlands.  The positive correlation 
between bare ground and extinction rate might seem counter to the literature at first.  
However, after the flood many sites were virtually devoid of any vegetation or cover and 
Smith et al. (2003) note that Blanchard’s cricket frogs use small objects for cover.  It would 
appear that without at least a few refuges, the habitat is not suitable for Blanchard’s cricket 
frogs.  Blanchard’s cricket frogs appear to be declining for unknown reasons at the northern 
edge of their range (Youngquist and Boone 2014) but our results suggest their current status 
in the study area should not be of concern.   
Pre-flood gray treefrog occupancy was positively associated with distance to wetland.  
This result seems counterintuitive at first, but highlights the fact that suitable wetlands are 
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not necessarily clustered on the landscape next to each other.  At the scale of the study area, 
gray treefrogs were likely not choosing breeding sites based on nearness to other sites.  Gray 
treefrogs had very high extinction rates, with extinction rate being low only at very small 
sites with very shallow shorelines.  Precision was poor, however, because so few sites did not 
go extinct.   
Northern leopard frogs had a positive association with emergent vegetation before the 
flood.  After the flood little or no emergent vegetation was present, which likely is one reason 
they declined precipitously.  They had very high extinction rates and low colonization rates.  
Though northern leopard frogs reproduced successfully the year of the flood and were 
observed at many sites in 2012, it appears that, in contrast to Woodhouse’s toads, they found 
the habitat unsuitable for breeding in 2012.  Northern leopard frogs need suitable non-
breeding habitat in addition to suitable breeding habitat (Pope et al. 2000), which was likely 
not present in 2012 and present in limited amounts in 2013.   
American bullfrogs occurred in larger wetlands, likely because they need permanent 
wetlands for their 2 year life cycle in Iowa (Casper and Hendricks 2005).  However, they 
tended to go extinct at larger wetlands after the flood.  This may be because some of the new 
large wetlands were scour holes with no vegetation and bullfrogs prefer wetlands with heavy 
vegetation (Casper and Hendricks 2005).  Bullfrogs at the study site are on the edge of their 
historical range, but still often considered to have a negative impact in Iowa in 
anthropomorphic landscapes (Lanoo et al. 1994).  In 2012, surveys suggested that bullfrog 
occupancy in 2012 was comparable to pre-flood rate.  However, in 2013, their occupancy 
rate declined substantially.  While vegetation increased in 2013 relative to 2012, there were 
still not thick stands of shoreline and emergent vegetation that bullfrogs prefer.   
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Chorus frogs often call from emergent vegetation (Moriarty and Lanoo 2005).  
Observations of chorus frog choruses in and near the study site were nearly always associated 
with emergent or flooded vegetation.  It is likely that lack of vegetative cover was a severe 
limiting factor for chorus frogs.  With increasing vegetation chorus frogs should return to 
some extent.   
Absent a reoccurrence of severe flood events, emergent vegetation and shoreline 
vegetation can be expected to increase in our study area, thereby creating improved habitat 
conditions for gray treefrogs, northern leopard frogs, and chorus frogs.  How long it will take 
them to reach occupancy rates similar to their pre-flood rates is difficult to predict, however.  
On the other hand, large dunes of deposited sand seem likely to remain poorly vegetated and 
perhaps vegetation in other areas will not be as dense, creating better habitat for 
Woodhouse’s toads.  Plains leopard frogs, Blanchard’s cricket frogs, and American bullfrogs 
seem likely to do well under most scenarios.  However, if more extreme flood events occur, 
gray treefrogs, northern leopard frogs, and chorus frogs may be largely extirpated from the 
floodplain.   
Our results suggest several management actions that could be taken to mitigate the 
effects of another flood and encourage recovery from the 2011 flood.  Firstly, sites with 
shallow slopes need to be available.  Shallow slopes may need to be created in currently 
existing wetlands or new wetlands could be created with shallow slopes.  Created wetlands 
with slopes of -0.1 (10:1) have a high probability (> 75%) of being colonized by Plains 
leopard frogs, Woodhouse’s toads, and Blanchard’s cricket frogs.  Northern leopard frogs 
and gray treefrogs would have a low probability (<30%) of becoming extinct at such sites.  
Secondly, refugia sites above the maximum expected flood boundary should be created.  
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These could be created in areas with clay soils that will hold water or near a tributary that 
will provide water for an adequate hydroperiod in most years.  Sites created would preferably 
be small and temporary, with a hydroperiod from a few weeks to a few years, representing 
the ephemeral half of the ephemeral to permanent wetland gradient (Wellborn et al. 1996).  
Permanent wetlands will always likely be well represented in the floodplain, but temporary, 
fishless wetlands will not.  Sites should be managed to encourage emergent vegetation.  With 
adequate refugia sites, anuran species will be available to recolonize the flood zone when 
possible.   
Call surveys provide important insight into one stage in the life of anurans, but 
reproduction and emergence of metamorphs may not have occurred at all sites at which 
males were heard calling (e.g., Greenberg and Tanner 2005).  Data from additional life stages 
such as tadpoles and metamorphs could provide more insight into the factors driving 
population dynamics.   
Our study reinforces the premise that catastrophic environmental events will 
differentially affect species and community structure depending on life history 
characteristics.  Catastrophic environmental events are likely to increase in frequency (CCSP 
2008).  Identification of species that may be most at risk to such events and the actions that 
can be pro-actively taken to mitigate risk should be an important component of informed 
conservation strategies.   
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Table 1.  Submodels used for the 4 parameters of the multi-season occupancy model.  
Epsilon and gamma had identical submodels.  One or the other of shoreline bare ground and 
grass/herbs was used on psi1, epsilon, and gamma.   
 
p ψ1  ε, γ 
Constant Constant Year 
Year Distance to Wetland Year + Distance to Wetland 
Time of Day Slope Year + Slope 
Moonshine Emergent Vegetation Year + Emergent Vegetation 
Air Temp Wetland Size Year + Wetland Size 
(Air Temp)2 Bare Ground/Grass and 
Herbs 
Year + Bare Ground/Grass and 
Herbs 
Water Temp   
(Water Temp)2   
 
 
Table 2.  Number of metamorphs observed and the naïve occupancy rate at 271 segments 
along the edge of the waterline during the flood.   
 
Species Number of Metamorphs 
Observed 
Naïve Occupancy Rate 
Northern Leopard Frog 3443 0.73 
Woodhouse Toad 1979 0.80 
Bullfrog 97 0.17 
Plains Leopard Frog 31 0.10 
Cricket Frog 4 0.01 
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Table 3.  Cumulative weights and sign (positive or negative) of covariates with more than 
80% cumulative weight from final model sets for six species of anurans.  A dash (-) indicates 
that no covariates had a cumulative weight > 80% for that parameter.  The parameters are 
occupancy rate in 2010 (ψ1), the extinction rate (ε), the colonization rate (γ), and detection 
probability (p).  Cumulative weights for AirT and WatT include quadratic models.  WetSize 
= Wetland Size (ha), DistWet = Distance to nearest wetland (m), Slope = Average depth of 
the wetland 1 m from the waterline, BareGr = Proportion of the shoreline within 1 m of the 
waterline that was bare ground, AirT = Air temperature (°C), WatT = Water temperature 
(°C), EmerVeg = Proportion of shoreline with emergent vegetation within 1 m of the 
waterline, MS = Proportion of the moon illuminated, Year = detection probability varied by 
year of surveys.   
 
 Plains Leopard Frog Woodhouse’s Toad Blanchard’s Cricket Frog 
Covariate Weight 
(Sign) 
Covariate Weight 
(Sign) 
Covariate Weight (Sign) 
ψ1 WetSize 1.00 (-) BareGr 0.80 (+) - - 
ε - - - - BareGr 1.00 (+) 
γ Slope 1.00 (-) Slope 0.99 (-) Slope 1.00 (-) 
p 
Year 1.00 AirT 0.99 (+)       WatT 1.00 (+) 
  MS 0.90 (+)   
 Gray Treefrog Complex Northern Leopard Frog American Bullfrog 
Covariate Weight 
(Sign) 
Covariate Weight 
(Sign) 
Covariate Weight (Sign) 
ψ1 DistWet 0.90 (+) EmerVeg 1.00 (+) WetSize 1.00 (+) 
ε 
Slope 1.00 (+) Slope 1.00 (+) WetSize 0.80 (+) 
WetSize 0.92 (+)     
γ - - - - - - 
p Year 1.00 AirT 0.85 (-) WatT 1.00 (+) 
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Figure 1.  Mean river stage with 1 standard deviation for the period from Oct 30, 1998, to 
June 12, 2014, compared to the 2011 river stage for USGS streamgage 06601200 at Decatur, 
NE, near the center of the study site.  Data courtesy of the USGS Iowa Water Science Center.   
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Figure 2.  Mitigation sites and study area in mid-western Iowa.   
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Figure 3.  Beginning points of 50m segments for metamorph surveys during the 2011 flood 
year.  Satellite photography shows flooding in darker shades.   
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Figure 4.  Occupancy rate estimates with standard errors for 6 species in this study.  The 
vertical line designates the flood year.  Points have been offset slightly so standard errors are 
visible.  The boreal chorus frog is excluded because estimates from 2012 and 2013 were 
unreliable.  
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Figure 5. Colonization and extinction rate estimates with 1 SE for the intervals from 2010 to 
2012 and 2012 to 2013.  Confidence intervals are not given for estimates near 0 or 1.   
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Figure 6.  Colonization rate relationships with covariates and 95% CI’s for plains leopard 
frog.  Estimates are from the best model, which carried 100% of the AICc weight in the final 
model set.   
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Figure 7.  Colonization rate relationships with slope with 95% CI’s for Woodhouse’s toad.  
Estimates were model-averaged over the final model set.   
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Figure 8.  Model-averaged extinction rate from 2010 to 2012 by covariates with 95% CI’s for 
Blanchard’s cricket frog.   
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Figure 9.  Model-averaged extinction and colonization rate relationships with covariates for 
the gray treefrog complex with 95% confidence intervals.  For the top graph wetland size was 
fixed to 0.5 ha and for the bottom graph slope fixed to 0.1.   
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Figure 10.  Model-averaged extinction rate by slope with 95% CI’s for northern leopard frog.   
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Figure 11.  Model-averaged extinction rate from 2012-2013 for American bullfrogs with 
95% confidence intervals.  Other covariates were held at the mean.   
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CHAPTER 3.  TOWARD MORE INFORMED AMPHIBIAN CONSERVATION BASED 
ON MULTIPLE LIFE STAGE SURVEY DESIGNS 
 
A paper to be submitted to Journal of Herpetology 
 
Tyler J. Grant, David L. Otis, and Rolf R. Koford 
 
Abstract 
Amphibian conservation has often relied on auditory call surveys to determine habitat 
associations of anuran species.  Call surveys omit important life stages, however, and 
management recommendations from call surveys alone risk creating ecological traps or 
population sinks.  We surveyed tadpoles and metamorphs of 5 anuran species in the Missouri 
River floodplain in 2012 and 2013.  Previous work at this site had established that slope at 
the inner edge of the wetland, wetland area, and percentage of bare ground within 1m of the 
wetland were important habitat covariates associated with the occupancy rate of calling adult 
males from various species.  We compared habitat covariates associated with the extinction 
rates for tadpoles and metamorphs with those for calling adult male occupancy rates and 
found that slope, wetland area, and bare ground rarely had a significant association with 
extinction rate.  The extinction rate for Acris blanchardi from calling adult male to tadpole 
had a significant relationship with slope (ΔAICc=5.65).  The extinction rate for Anaxyrus 
woodhousii from tadpole to metamorph had a significant relationship with bare ground 
(ΔAICc =3.31).  But all other species and their respective extinction rates had no significant 
association with habitat characteristics that were important for calling adults.  We also 
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estimated occupancy rates for tadpoles and metamorphs in addition to calling adult males.  
Occupancy estimates indicate that reproductive success is variable, but the reasons are 
unknown.  Too often amphibian conservation and management proceed with little 
information on critical aquatic life stages.  We recommend more emphasis on the entire life 
cycle to avoid potential unintended consequences.     
 
Introduction 
Information about success at different stages of the amphibian reproductive cycle 
provides important insight in conservation, management, monitoring, and ecological 
experimentation (Biek et al. 2002, Horvitz et al. 1997).  Relative importance of species life 
stages in the annual cycle can vary significantly among species and locations.  For example, 
Conroy and Brook (2003) found that the stage from metamorphosis to breeding adult (i.e., 
juveniles) was the most critical life stage for two species of myobatrachid frogs.  In contrast, 
Biek et al. (2002) found that juvenile and adult survival rates were both rather important for 3 
other species of anurans.  Egg and larval survival rate is critical for population growth in the 
axolotl (Ambystoma mexicanum; Zambrano et al. 2007).  Further, different life stages may 
require very different habitat requirements.  Monitoring and conservation efforts for life 
stages that are not critical may be wasted effort and expense.  Ecological experiments into 
theoretical aspects of population dynamics may be less informative if they focus solely on 
less important life stages.  An adequate understanding of the contribution of each life stage to 
population growth rate and necessary habitat requirements is necessary for understanding 
population dynamics and informing conservation decisions.   
Amphibians are suffering worldwide declines (Stuart et al. 2004) and are the most 
endangered group of vertebrates (Pimm et al. 2014).  Most amphibians have very different 
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aquatic and terrestrial life stages, which may make information about more than one life 
stage may be especially important.  However, monitoring and research on anurans, especially 
in temperate areas, often involve only auditory call surveys (Weir and Mossman 2005, Weir 
et al. 2014), which survey for the presence of adult males attempting to breed.  Although call 
surveys are inexpensive and simple to conduct relative to surveys of tadpoles or metamorphs, 
they do not result in information about successful reproduction and recruitment.   
There is surprisingly little quantitative information on reproductive success of 
amphibians at spatial scales greater than a single wetland (Beebee and Griffiths 2005, Conroy 
and Brook 2003).  But in many of those species, there are indications that the stage from 
breeding to metamorphosis is often a critical stage because reproductive failure at that stage 
is relatively common.  Over nine years and eight ephemeral ponds, substantial recruitment 
occurred only five times in eastern spadefoot toads (Greenberg and Tanner 2005).  Complete 
reproductive failure was common in the dusky gopher frog over 14 years of surveys at one 
pond (Richter et al. 2003).  At a small pond in South Carolina, complete reproductive failure 
occurred 42-56% of years for 13 species (Semlitsch et al. 1996).  At 3 wetlands in South 
Carolina, wetland hydroperiod determined which species produced metamorphs (Pechmann 
et al. 1989).  These studies suggest that species that breed in temporary wetlands commonly 
fail to produce metamorphs at a particular wetland due to drying or predators.  Under natural 
conditions, this may be normal and successful intermittent reproductive events may be 
sufficient to maintain an adequate population growth rate.  However, for declining species or 
species under management, it may be most informative to target these life stages for 
management and research.   
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Management and conservation decisions based on call surveys can fail to account for 
reproductive failure at the tadpole or metamorph stage and may therefore misinform 
conservation efforts.  An ecological trap could result if adults are attracted to managed 
wetlands where metamorphs ultimately fail to emerge.  Sites that are population sinks may 
have some reproduction but do not have a positive population growth rate at the site level.   
In our multi-year study in the Missouri River floodplain, we surveyed wetlands for 
presence/absence of amphibians at 3 life stages in the annual breeding cycle: adult calling 
males, tadpoles, and metamorphs.  In an analysis reported elsewhere (Grant et al., accepted 
manuscript), we used occupancy models to estimate only calling adult male occupancy, 
extinction, and colonization rates and their associations with habitat covariates.  In this paper, 
our objective was to compare potential management and conservation recommendations 
based on these results to recommendations based on extinction rates for tadpoles and 
metamorphs obtained by using the multi-season occupancy model (MacKenzie et al. 2003) in 
a novel way that treated life stages as seasons.  We also compare how life stage occupancy 
rates differ among species and vary between years.   
 
Methods 
We conducted tadpole surveys and metamorph surveys in 2012 and 2013 in the 
floodplain of the Missouri River near Onawa, Iowa, and Blair, Nebraska.  The Missouri 
River had recently experienced an historic flood in 2011 (Grigg et al. 2011).  Our study area 
was on mitigation property acquired by the U.S. Army Corps of Engineers for the Fish and 
Wildlife Mitigation Project.  The specific mitigation areas were Tieville Bend Wildlife 
Management Area (WMA), Upper Decatur Bend WMA, Middle Decatur WMA, and 
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Louisville Bend WMA.  In each year we conducted occupancy surveys in all wetlands 
present, but for this analysis we used data only from 52 sites in 2012 and 27 sites in 2013 to 
meet the assumptions of our model.  We analyzed data from 5 species or species complexes:  
Anaxyrus woodhousii, Acris blanchardi, Lithobates blairi, the Hyla versicolor/Hyla 
chrysocelis complex, and Lithobates catesbeianus.   
We used standard occupancy estimation protocols to survey for presence of calling 
anurans in 2012 and 2013.  We conducted 7 surveys of 82 sites in 2012 and 13 surveys of 52 
sites in 2013.  We surveyed beginning 30 minutes after sunset, surveyed each site for 5 
minutes, and recorded the presence or absence of calling male anurans.   
We conducted tadpole surveys from late May to late July using dip-nets.  We 
conducted 5 surveys in 2012 and 15 surveys in 2013.  On each survey/detection occasion, at 
20 evenly spaced points around the wetland, we took a dip-net sweep and identified captured 
tadpoles.   
We conducted 5 metamorph surveys at each wetland in 2012 and 11 surveys in 2013  
from late May to late July in a 2m band around the waterline of the wetland.  .  .  We defined 
metamorphs as individuals that had developed external front legs.  We captured leopard frog 
metamorphs for identification and other species were captured if necessary to make a 
positive identification.  Metamorph surveys were often conducted concurrently with tadpole 
surveys between tadpole dip-net sweeps.  We included metamorphs encountered in tadpole 
sweeps as detections as well.  Detections were only included in the dataset if we were certain 
that the metamorph originated at that wetland.  At wetlands that were in close proximity, we 
used metamorphs with long tails which were still aquatic that we often captured in tadpole 
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sweeps to determine presence.  Metamorphs of uncertain provenance were not included in 
the analysis.   
We collected data on three life stages for two species, Woodhouse’s toad (A. 
woodhousii) and Blanchard’s cricket frog (A. blanchardi).  There were two leopard frog 
species in the study area (L. blairi and L. pipiens) that were indistinguishable as tadpoles, so 
we analyzed only calling adult males and metamorphs.  Gray treefrog complex metamorphs 
are extremely cryptic and secretive and cannot be reliably surveyed as metamorphs, so we 
analyzed only call survey and tadpole data for those species.  Bullfrogs at our study site have 
a two year life cycle, wherein tadpoles overwinter and metamorphs emerge the year after 
eggs were deposited.  We could not reliably survey for bullfrog tadpoles with dip-nets as they 
typically occupy deep water.  Consequently we conducted an analysis of bullfrog data using 
call surveys from 2012 and metamorph surveys from 2013.   
We used habitat covariates that were important to calling adult males of least one 
species:  slope, bare ground, and wetland size (Grant et al. accepted manuscript).  Depth at 
1m from the shoreline of the wetland was measured at 20 evenly spaced points around the 
wetland and the average depth used to calculate the average slope of a wetland.  We 
characterized shoreline cover (bare ground) using relevé measures (Mueller-Dombois and 
Ellenberg 1974) within the strip of terrestrial habitat 1 m from the waterline.  One person 
performed nearly all the assessments to reduce variability among different observers.  We 
conducted habitat surveys twice in 2012 and 2013, once early in the growing season and later 
when the vegetation had matured.  Wetland size fluctuated during the season, but relative to 
variation in wetland sizes (up to ~15 ha), we determined that this variability was negligible.   
 
46 
 
Analysis 
Grant et al. (accepted manuscript) used the multi-season occupancy model in the 
conventional sense in which seasons were defined as years (MacKenzie et al. 2006).  The 
model has four parameters: ψ1, ε, γ, and p.  The initial occupancy rate, ψ1, is the probability a 
site is occupied by breeding adults in the first year.  The colonization (γ) and extinction (ε) 
rates, more accurately thought of as transition rates here, are the probability a site becomes 
unoccupied given it was occupied in the previous year or the probability a site becomes 
occupied given it was unoccupied in the previous year, i.e., the probability it transitions from 
occupied in season t to unoccupied in year t+1 or the reverse.  The initial occupancy rate is 
of interest, but the transition rates are of greater interest because they provide insight into 
what factors are driving occupancy dynamics. Estimates of occupancy rates in subsequent 
years are derived parameters calculated as a function of the ψ1 and the transition rates.  The 
parameter p estimates the probability of detection during a single survey, which is used to 
control for false absences.  Specifically, it is the probability that at least one individual is 
detected (i.e., presence is established) in a particular occasion, given the species is present.   
We employed the multi-season model in a novel way, defining the “seasons” of 
MacKenzie et al. (2003) as life stages.  The 3 “seasons” for this analysis are the reproductive 
life stages of calling adult males, tadpoles, and metamorphs.  Consequently, extinction rate is 
the probability that a site that had calling adult males did not have tadpoles (or metamorphs).  
Colonization rate is the probability that tadpoles or metamorphs immigrate into a site when 
calling adults or tadpoles were not present previously.  At small isolated wetlands, 
immigration of tadpoles is not possible and it can also be determined whether metamorphs 
originated at that site.  The term closure in occupancy models is used to describe the model 
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assumption that the occupancy state (occupied or unoccupied) does not change over the 
course of a single “season”.  In the case of using life stages, we define an additional type of 
closure: stage closure, i.e., closure to immigration of any life stages that did not originate at 
the site.  If stage closure can be safely assumed, the colonization rate can be fixed to 0 in the 
model specification.  We selected sites where we could safely assume stage closure for 
tadpoles in the analysis because they were isolated wetlands not connected to any other 
wetlands.  By determining the origin of metamorphs as describe above, we were able to 
assume stage closure for metamorphs.     
Our estimation models did not include habitat covariates for ψ1 and p but did allow 
detection probabilities to vary by life stage.  Grant et al. (accepted manuscript) recommended 
shallow slopes for all species except L. catesbeianus, a minimum level of bare ground for A. 
woodhousii, a maximum level of bare ground for A. blanchardi, and larger wetland sizes for 
L. catesbeianus, but smaller wetland sizes for L. blairi and Hyla species, based on covariate 
association with occupancy rate, colonization rate, or extinction rate (Table 1).  We modeled 
extinction rates as functions of slope, bare ground, and wetland size to determine if they were 
positively or negatively correlated with extinction rates.  We hypothesized that steep slopes 
could expose eggs or tadpoles to fish predators and thus would be associated with higher 
extinction rates.  Larger wetlands would likely support more and larger fish predators and 
thus we hypothesized that they were associated with higher extinction rates for most species.  
Minimal bare ground could provide cover for metamorphs from predators and desiccation 
and thus we hypothesized that increasing bare ground would be associated with increasing 
extinction rate.  When we conducted surveys for all three life stages, we assumed the 
transition rates were different at each stage.  Similarly, we assumed detection probability of 
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each stage to be different.  Models were ranked using the AICc statistic (Burnham and 
Anderson 2002).   
A small number of wetlands either went dry or filled with water during the survey 
season.  For wetlands that dried sometime during the breeding season, we coded the 
remaining detection history as ‘not detected’ because this more closely represents the true 
state than a missing value, which indicates that no survey was done.  For wetlands that filled, 
we coded the detection history for prior occasions as missing values because we could have 
failed to detect calling males after it filled, so a dot was more accurate than a 0.  We could 
have used the covariate structure of Grant et al. (accepted manuscript); however, there were a 
relatively small number of sites that went dry or filled.   
 
Results 
Habitat covariates that were important for occupancy rates of calling adult males were 
rarely associated with extinction rates for tadpoles or metamorphs (Table 1, 2).  Of 12 
datasets, only 2 showed some support for a covariate.  Slope for A. blanchardi tadpole 
extinction rate in 2012 was 5.6 AICc units less than the model with no covariates.  Percent 
bare ground for A. woodhousii had a reasonable amount of support with 3.3 AICc units less 
than the model with no covariates.  Slope for A. blanchardi tadpoles in 2013 had weak 
support.  No other covariate models were >2.5 AICc units better than the no-covariate model.   
Based on call surveys, L. blairi calling adult males are associated with sites with 
shallow slopes and small wetlands (Table 1).  Neither of these was important for the 
extinction rates for tadpoles and metamorphs.  A. woodhousii calling adult males preferred 
shallow slopes and a greater percentage of bare ground in the highly vegetated year 2010.  
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However, A. woodhousii metamorphs in 2013, after the flood, had a high extinction rate 
when bare ground percentage was very high under conditions where the habitat was much 
less vegetated.  In contrast, A. woodhousii tadpoles and metamorphs extinction rates in 2012 
did not show any association with slope or bare ground.  A. blanchardi calling adult male 
occurrence had important relationships with slope and bare ground.  Tadpole extinction rate 
had a strong relationship with slope in 2012 and a weak relationship with slope in 2013; 
however, metamorph extinction rate had no relationship with slope.  Neither tadpole nor 
metamorph extinction rates had any relationship with bare ground.  Gray treefrog calling 
adult male occupancy had important relationships with wetland size and slope, but tadpole 
extinction rates had no such relationships.  Finally, L. catesbeianus calling adult male 
occupancy rate had an important relationship with wetland size, but tadpole and metamorph 
extinction rates had no such relationship.   
Detection probability estimates were adequate.  The mean calling adult male 
detection probability for all species and years was 0.33.  The mean detection probability for 
tadpoles and metamorphs were 0.45 and 0.46, respectively.   
Comparison of occupancy rates between 2012 and 2013 revealed different patterns 
among species (Figure 1).  For A. blanchardi and A. woodhousii, occupancy rates for each 
life stage were significantly lower in 2012 than 2013.  No metamorphs for L. pipiens were 
found in 2012, indicating that it also had different metamorph occupancy rates between 2012 
and 2013.  However, L. blairi and gray treefrog complex species had no significant 
differences between years.  It also should be noted that gray treefrog complex species and L. 
pipiens in general had substantially lower occupancy rates than other species.   
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Differences between life stage occupancy rates within species were also apparent.  A. 
blanchardi and A. woodhousii had significantly lower metamorph occupancy rates than 
calling male or tadpole occupancy rates in 2012, indicating that most reproductive losses 
occurred at the end of the tadpole stage or perhaps early in metamorphosis that year.  
However, in 2013, occupancy rates for all stages were not significantly different, indicating 
that few sites failed to produce metamorphs.  L. blairi had a similar pattern in 2013 of very 
little or no reproductive failure and likely had a lower occupancy rate of metamorphs in 
2012.  Gray treefrog complex species similarly had no significant difference between adults 
and tadpoles in either year.  L. pipiens also had no significant difference between calling 
adult males and metamorphs in 2013.  L. catesbeianus had the largest difference between 
calling adult males and metamorphs and its metamorph occupancy rate was lower than any 
others except L. pipiens in 2012.   
 
Discussion 
We found that habitat covariates associated with calling adult male occupancy, 
colonization, and extinction rates were rarely associated with extinction rate of subsequent 
life stages.  Only in a few cases were those same covariates important for tadpoles or 
metamorphs.  Calling adult occupancy and extinction rate of A. blanchardi tadpoles in 2012 
both increased with increasing slope.  Extinction rate of A. woodhousii metamorphs was 
positively correlated with bare ground, but the correlation with calling adult occupancy was 
negative.   
Because calling adult males have already selected sites based at least partially on 
habitat covariates such as slope, habitat associations for tadpoles and metamorph extinction 
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rates are conditional on adult calling male choices.  Consequently, a habitat covariate that has 
been identified as important for calling adult occupancy but is not an important covariate of 
an extinction rate indicates only that there is no preference for that habitat covariate by 
tadpoles or metamorphs within the range of covariate values already selected by calling adult 
males.  Thus, within that restricted range, different habitat characteristics must explain why 
tadpoles and metamorphs did not survive at some sites.  We were unable to identify those 
characteristics and urge investigators to consider additional factors that may be important in 
this sequential life stage survival process.   
Conservation and management recommendations based on calling adult male habitat 
associations may not provide the conditions necessary for these species to complete their life 
cycle and recruit adults into the population.  Construction or restoration of wetlands with 
shallow slopes would apparently attract calling adult males, but whether such sites would 
produce metamorphs may depend upon different habitat characteristics and vary by species 
as well.  Thus, such sites could become ecological traps or at least population sinks.   
Mortality of amphibian eggs and tadpoles is most often attributed to drying of 
wetlands or predation by fish or Odonates (Duellman and Trueb 1994).  In our study, few 
wetlands dried during the breeding season.  The 2011 flood, however, left fish in nearly all, if 
not all wetlands, which is common after floods (Nagrodski et al. 2012).  Fish historically 
migrated into the floodplains during the flood season to reproduce and take advantage of new 
foraging opportunities (Junk et al. 1986).  When the flood drew down in the fall of 2011, 
many fish were concentrated and trapped in the remaining wetlands.  The Iowa Department 
of Natural Resources sampled 5 disconnected water bodies following the flood in 2011 that 
they were reasonably certain would dry later.  They found a high concentration of fish, nearly 
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all young of the year fish, and found Centrarchids (sunfish) and Ictalurids (catfish), known to 
be highly predatory on tadpoles (Gunzburger and Travis 2005, Kruse and Francis 1977), in 
each wetland (Van Sterner, IADNR, pers. comm.). We hypothesize that predation was the 
main cause of lower reproductive rates in 2012.   
In 2013, wetlands likely contained fewer fish.  During the winter of 2012-2013, some 
sites dried or froze as the water table dropped, which kills overwintering fish.  In the early 
spring of 2013, we observed that some sites were dry that had never been dry over the course 
of the study and the remains of fish, bullfrog larvae, and hibernating Ranids and turtles were 
common.  This elimination or reduction of fish populations is the most likely hypothesis for 
the high reproductive success in 2013.   
In our analysis, we compared models that differed by only 1 parameter.  In such 
cases, confusion can arise in interpretation of the AICc rankings (Arnold 2010).  If the 
parameter in a covariate model is informative, its AICc ranking can be >2 AICc units better 
than the no covariate model.  However, if the parameter in a covariate model is 
uninformative, its AICc ranking can be no more than ~2 AICc units worse than the no 
covariate model.  Because models that are within ~2 AICc units can be considered 
equivalent, it can be somewhat difficult to infer whether one parameter is informative or not.  
Recognition of this fact, in addition to the β estimates, aid in interpretation of the results.   
In many of the studies cited previously (Biek et al. 2002, Conroy and Brook 2003), 
critical life stages were determined through stage-structured matrix models (Caswell 2000).  
However, the majority of species will not have the data necessary to parameterize such 
models.  Nor do they provide information on what habitat characteristics are necessary for 
various life stages.  In many species, the aquatic life stage appears to be a critical stage to 
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population growth, given the high rates of reproductive failure.  It is also the stage most 
amenable to management.  When possible, evaluations of critical life stages using stage-
structured models should be combined with studies of habitat requirements.   
Amphibians have often been characterized as having “boom and bust dynamics,” 
where a few successful sites on the landscape, or a few successful years, are enough to 
maintain a long-term steady population growth rate.  Indeed, in our study we observed that 
2013 was generally a more successful year for breeding than 2012.  The dynamic nature of 
temporary wetlands makes it likely that for many species, different wetlands have differing 
suitability for reproduction during different years.  Consequently, conservation and 
management likely require a variety of wetlands such that some wetlands are suitable each 
year.   
Given that occupancy rates of successive life stages declined substantially in some 
species and years, we hypothesize that adult males may not necessarily be choosing sites that 
are best for tadpoles and metamorphs.  Evolutionary theory predicts that maximum fitness 
would be achieved by an individual producing the most offspring possible over its lifetime.  
Selection of oviposition sites, especially sites without predators, is critical to anuran 
reproductive success (Resetarits 1996).   Studies have shown that some treefrogs are able to 
choose sites that have no predators or fewer predators (Rieger, et al. 2004, Binckley and 
Resetarits 2002, Resetarits and Wilbur 1989), though the mechanism by which they do so is 
unknown.  In choosing sites to oviposit, adults must balance the likelihood of success in the 
present breeding season with chances of success in future breeding seasons.  In our study, 
adult males may choose sites with shallow slopes to avoid predation by fish so that they can 
successfully oviposit in the current and potentially future breeding seasons, even if those sites 
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are not ideal for tadpoles and metamorphs.  But another possible explanation is that there is a 
difference between sites where males call and sites where females oviposit.  Resetarits and 
Wilbur (1991) found only a weak relationship between sites where males called and sites 
where females oviposited.  If this is the case with other species, it is another critical reason 
that conservation and management cannot be based simply on calling adult male surveys.   
As the amphibian decline crisis continues, conservation biologists and managers need 
to think carefully about how conservation actions such as constructing wetlands or restoring 
wetlands will impact amphibian population dynamics.  Detailed stage-structured models may 
not always be possible, but it is clear that amphibians need to successfully survive to 
metamorphosis, and the aquatic stage is for most species easily managed through 
construction, restoration, or modification of wetlands.  The stage from metamorphosis to 
breeding adult may be more difficult to manage for.  We recommend more emphasis be 
given to multi-stage investigations in order to promote more informed conservation and 
management programs.   
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Table 1.  General relationships between life stages and habitat covariates.  A “+” indicates 
that an increasing covariate magnitude increases occupancy rate, increases colonization rate, 
or decreases extinction rate.  A “-” indicates that an increasing covariate magnitude decreases 
occupancy rate, decreases colonization rate, or increases extinction rate.  Blank spaces 
indicate no relationship was found.   
 
Species Stage Slope BareGr WetSize 
Anaxyrus woodhousii Calling Adults - +  
Anaxyrus woodhousii Tadpoles    
Anaxyrus woodhousii Metamorphs  -  
Acris blanchardi Calling Adults - -  
Acris blanchardi Tadpoles -   
Acris blanchardi Metamorphs    
Lithobates blairi Calling Adults -  - 
Lithobates blairi Metamorphs    
Gray treefrog complex Calling Adults -  - 
Gray treefrog complex Tadpoles    
Lithobates catesbeianus Calling Adults   +/- 
Lithobates catesbeianus Metamorphs    
 
 
 
 
59 
 
 
Table 2.  ΔAICc values and β parameter estimates with standard errors for the 4 models fit to each dataset.  “Slope” is the average 
slope of the wetland from 0 to 1m from the waterline into the wetland.  “BareGr” is the percent cover of bare ground within 1m of the 
waterline.  “WetSize” is the area of the wetland.  *Beta parameter 95% confidence interval did not overlap zero.  †Beta parameter did 
not converge.   
 
   ΔAICc ?̂? (SE) 
Species Year Stage 
No 
Covariates 
Slope BareGr WetSize Slope BareGr WetSize 
A. woodhousii 2012 Adult → 
Tadpole 
1.072 0 0.746 3.154 8.81 
(4.87) 
107.9 
(179.2) 
-1.85 
(5.88) 
A. woodhousii 2012 Tadpole → 
Metamorph 
0.097 2.299 1.899 0 0.21 
(3.50) 
0.92 
(1.46) 
-3.29 
(2.56) 
A. woodhousii 2013 Adult → 
Tadpole 
1.422 0 3.752 3.265 5.65 
(4.41) 
-0.60 
(2.26) 
1.97  
(2.61) 
A. woodhousii 2013 Tadpole → 
Metamorph 
3.314 5.714 0* 5.200 -1.87 
(27.89) 
348.56 
(73.57)* 
-22.33 
(40.27) 
A. blanchardi 2012 Adult → 
Tadpole 
5.647 0* 5.645 7.601 12.69 
(5.73)* 
3.00 
(2.39) 
-1.39 
(3.16) 
A. blanchardi 2012 Tadpole → 
Metamorph 
0 2.189 1.687 2.052 -0.34 
(5.31) 
-1.31 
(1.90) 
0.89  
(2.44) 
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Table 2 continued 
Species Year Stage 
No 
Covariates 
Slope BareGr WetSize 
Slope ?̂? 
(SE) 
BareGr ?̂? 
(SE) 
WetSize ?̂? 
(SE) 
A. blanchardi 2013 Adult → 
Tadpole 
2.500 0 3.477 2.311 19.57 
(11.96) 
-3.62 
(3.75) 
2.23  
(1.46) 
A. blanchardi 2013 Tadpole → 
Metamorph 
0.963 NC† 0 2.118 NC† -6.51 
(5.11) 
-6.07 
(7.74) 
L. blairi 2012 Adult → 
Metamorph 
0.929 0 2.762 2.976 7.04 
(4.46) 
1.02 
(1.69) 
-1.02 
(2.72) 
Gray Treefrog 
complex 
2012 Adult → 
Tadpole 
1.896 0 3.313 3.883 11.71 
(6.38) 
1.50 
(1.69) 
-1.06 
(2.37) 
Gray Treefrog 
complex 
2013 Adult → 
Tadpole 
0 2.250 2.307 0.234 10.46 
(21.48) 
1.50 
(4.07) 
6.20  
(6.04) 
L. catesbeianus 2012-
2013 
Adult → 
Metamorph 
0.174 2.281 1.825 0 1.81 
(5.76) 
1.48 
(1.99) 
1.17  
(0.88) 
6
0
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Figure 1.  Occupancy rates of calling adults, tadpoles, and metamorphs for the datasets used 
in this analysis.  Error bars represent 1 SE.   
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CHAPTER 4.  HYDROLOGY AND RESTORATION OF ISOLATED WETLANDS IN A 
LARGE RIVER FLOODPLAIN 
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Tyler J. Grant, David L. Otis, and Rolf R. Koford 
 
Abstract 
 The importance of isolated wetlands disconnected from the river in large river 
floodplains has largely been ignored and consequently an important component of 
productivity and biodiversity is not supported.  Isolated, fishless wetlands in the upper 
elevations of floodplains may support a community largely absent from the rest of the 
floodplain.  Flow regulation has rendered the upper elevations of many floodplains nearly 
wetland free but restoration of large river floodplains places no emphasis on isolated 
wetlands, despite concern over their status elsewhere.  Primary drivers of community 
composition in isolated wetlands are predatory fish and hydrology.  We estimated the 
connection stage (the river stage when a wetland connects to the river, which is when 
wetlands are likely colonized by fish), and fill stage (river stage corresponding to the 
minimum elevation of the wetland, which is an indication of hydroperiod) of isolated 
wetlands in the floodplain of the Missouri River in Iowa using a GIS model of the floodplain 
topography.  We compared the characteristics of current isolated wetlands to historical 
hydrology to determine how often fishless isolated wetlands are present.  Productivity and 
biodiversity of the floodplain could be increased greatly by increasing the number of 
63 
 
wetlands with a connection stage corresponding to river stage of 8-9 m (26.2-29.5 ft1) and a 
fill stage of 5-7 m (16.4-23.0 ft).  We recommend restoration of large river floodplains give 
due consideration to the entire gradient of wetland types that were present before flow 
regulation so that the full complement of biodiversity and productivity can be restored.   
 
Introduction 
Large river floodplains were formerly highly productive and biodiverse systems that 
have been highly modified from their natural state (Tockner and Standford 2002).  Natural 
river dynamics in temperate zones are often described using the flood-pulse model (Junk et 
al. 1989).  Spring runoff caused high water flow during spring and early summer months that 
caused the river to expand into the floodplain.  However, flow regulation in the form of dams 
and channelization has reduced or eliminated springtime flooding in most large rivers in the 
world (Nilsson et al. 2005, Poff et al. 2007).  The impacts from flow regulation on wildlife, 
from fish to terrestrial vertebrates, has been dramatic (Robinson et al. 2002, Poff et al. 2007).  
In recent decades there has been a call to restore flood pulse dynamics and function in large 
rivers by re-connecting the floodplain to the river (Sparks 1995, Stanford et al. 1996, Galat et 
al. 1998).  Most attention has been focused on connecting the floodplain to the river and on 
wetlands directly connected to the river (Galat et al. 1998, Heiler et al. 2006).  However, 
prior to management by flow regulation regimes, large river floodplains likely encompassed 
a gradient of wetland types with varying size, hydrological regime, connectivity to the river, 
and community composition of plants and wildlife.  Some of these wetland types, especially 
                                                 
1 A note on units:  The Army Corps of Engineers uses U.S. Customary Units (feet) when measuring river stage 
and consequently the Iowa Department of Natural Resources often uses feet in their management of the 
mitigation sites.  For accessibility and convenience of the management agencies, measurements are presented 
in feet as well as meters.   
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on the disconnected wetland that are not permanently flooded, have been all but ignored, 
despite much concern about these types of wetlands in virtually every other ecosystem (Dahl 
1990).  These wetlands likely consisted of several of the hydrological regimes of Cowardin et 
al. (1979):  intermittently exposed, semipermanently flooded, seasonally flooded, temporarily 
flooded, and intermittently flooded.  These types of wetlands provide habitat for amphibians, 
invertebrates, birds and plant species that may be rare or absent in more connected wetlands 
(Snodgrass et al. 2000, Eskew et al. 2012, Indermaur et al. 2010).  Floodplains should be 
managed such that the entire gradient of wetland types is represented.   
Floodplain wetland hydrology is complex, especially in the case of isolated wetlands, 
and not well studied (Bates et al. 2000).  A useful way to think of the water level in an 
individual wetland is in terms of a water budget (Mitsch and Gosselink 2007).  Inputs consist 
of precipitation, surface flow, and subsurface groundwater flow.  Outputs consist of 
evapotranspiration and drainage into the substrate.  In a floodplain, overland flooding 
(surface flow) can be a complex interaction between the river stage and topography, but is 
largely determined by river stage and elevation of the landscape relative to the river stage.  
Subsurface flows can be even more complex.  Variation in floodplain sediment types ranging 
from coarse sand to clay results in varying levels subsurface flow.  A clear understanding of 
the hydrology of floodplain wetlands requires expertise in hydrology, geomorphology, and 
ecology (Thoms 2003).  Isolated wetlands in the floodplain may be similar in some ways to 
other wetlands, but floodplains have special considerations beyond hydrology.  The two 
primary drivers of the community composition of wetlands are predators and hydroperiod 
(Wellborn et al. 1996).  In large river floodplains, fishes are the predator of primary concern.  
In general, overland flow of water from the river into the floodplain will bring fish 
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colonizers, looking for new food resources and breeding opportunities (Junk et al. 1989, 
Poizat and Corivelli 1997).  Thus, floodplain wetlands are likely more prone to fish 
colonization than other wetlands.   
We studied the amphibian community and associated wetland characteristics in 2009-
2012 in Missouri River floodplain sites along the Iowa/Nebraska border established to 
mitigate for the damming and channelization of the river.  The Missouri River has six dams 
upstream from the study site and is channelized from the Gavin’s Point Dam downstream, 
including at the study site.  The river is managed for multiple uses by the US Army Corps of 
Engineers (USACE), but primary among them are maintaining a navigable channel for 
commercial shipping (USACE), despite the very low amount of commercial shipping that 
occurs in this stretch of the river (NRC 2002).  The floodplain is typical of regulated rivers 
worldwide in that there is very little connection between the river and floodplain.   
In 2011, an historic flood occurred on our study area.  Water flow down the river 
exceeded records dating back to 1898 (Grigg et al. 2011).  Large areas of the floodplain were 
flooded that had not been flooded since 1952.  River processes of scouring and deposition 
that occurred during the flood drastically modified the floodplain.  Many areas of the 
floodplain were submerged under 6 m (20 ft) of water for several months and more than 2 m 
(6 ft) of sand were deposited in some places.  Flood waters extended up to 1 km (0.6 miles) 
or more from the river channel.   
The primary objective of this paper is to describe a Geographic Information System 
(GIS) model that could be used to inform future management decisions about floodplain 
wetland management and construction within the context of conservation of amphibian 
community biodiversity.  We use the model to determine the river stage at which each 
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individual wetland in our study site would flood.  We then compared this data to field 
observations of wetland hydrology and the history of river hydrology at the study site.  We 
use these results to make recommendations about additions and spatial distribution of under-
represented wetland types to increase productivity and biodiversity of the floodplain. 
 
Methods 
We constructed a GIS model to approximate the river stages at which specific 
wetlands would flood and others remain isolated.   The model was similar to a topographical 
model of elevation, except that the contour lines were sloped to account for the fact that the 
elevation of the river surface decreases from north to south in the study area.  This has to be 
accounted for in models of flooding; absolute elevation cannot be used.   
The model consisted of a series of sloped surfaces that are the same elevation as the 
river surface.  Each surface can be thought of as a model of the water table if the water table 
was always the same elevation as the river surface.  Thus, each surface has the same slope as 
the river surface.  We constructed the surfaces in 30.48 cm (1 ft) intervals for each river stage 
from 6.4 m (21 ft) to 12.2 m (40 ft).  Floodplain elevations at or above the model surface are 
subject to flooding if they are connected to the river or a larger body of water.  Elevations 
below the modeled surface may fill with water when the water table is similar in level to the 
river stage.   
We used a Digital Elevation Model (DEM) derived from high resolution lidar data 
available for the Missouri River corridor to estimate the slope of the Missouri River in the 
study area.  We used a pre-flood DEM from 2008-2010 and a post-flood DEM from 2011.  
We performed a linear regression of the elevation of the river in the pre-flood DEM every 1.6 
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km to determine the drop in absolute elevation of the river in the study area per kilometer.  
This was necessary to extrapolate elevation for some river miles because different lidar data 
sources were combined to create the DEM and elevation of the river was not the same in 
each data source.   
We created the model surfaces by creating cross-sections of the river at every river 
mile (Figure 1), a common method for hydrology studies that is also a basic premise of the 
USACE Hydrologic Engineering Center River Analysis System (HEC-RAS) model used to 
model flooding (Brunner 2008).  We calibrated our modeled surface to the United States 
Geological Survey (USGS) river gage at Decatur, NE, near the center of the study area.  As 
an example, the modeled surface for 6.7 m (22 ft) was the water table surface when the river 
gage is at 6.7 m (again, if the water table were equal to the river at that time).  We first 
created the model surface for a river stage of 6.7 m.  The absolute elevation of the river gage 
is known (314.696 m, 1032.466 ft) and the absolute elevation of each cross-section of the 
river can be calculated by adding to or subtracting from this value using the slope of the 
river.  Each cross-section of the river was assigned an absolute elevation corresponding to a 
6.7m river stage and distance upstream or downstream from the gage.  For each cross-section 
above the gage, we added the estimated decrease in river elevation to the elevation and for 
each successive cross-section below the river, we subtracted the decrease.  After assigning 
appropriate elevations to each cross-section, we created a Triangulated Irregular Network 
(TIN) by extrapolating a linear (flat) surface between the cross-sections.  The TIN was 
converted to a raster and the raster intersected with the DEM to create a shapefile that 
represents a contour line – a line representing everywhere in the study area that is equal to 
the elevation of that river stage.  This process was automated using a Python script (see 
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Appendix) and repeated for the other river stages at 30.48 cm (1 ft) increments from 6.4m 
(21 ft) to 12.2m (40 ft) and for pre- and post-flood DEMs.   
 We used this model to determine “connection stage” and “fill stage” of isolated 
wetlands.  We defined connection stage as the river stage at which the wetland became 
connected to the river or a large backwater.  Fill stage was defined as the river stage when the 
model surface intersected the lowest elevation of the wetland.  At fill stage the wetland 
would become filled assuming the water table was equal with the river stage and the 
substrate allowed subsurface flow.  The fill stage subtracted from the connection stage is the 
approximate maximum depth of the wetland before it connects with nearby wetlands.   
As an example, Figure 2 shows the shapefiles for the contour lines around 2 wetlands 
when the river gage was 7 m and 7.3 m (23 and 24 ft).  At 7.3 m (24 ft), wetland UL12 
became connected to a large backwater to the east, whereas at 7 m (23 ft) it was still isolated.  
Wetland UL14 was unconnected to the river or any large backwater at these stages.  By 
adding successively higher shapefiles, the connection stage for UL14 can be also be 
determined.  Fill stage can be determined by adding successively lower shapefiles until the 
lowest elevation of the wetland is found.   
A more detailed example from the pre-flood wetlands in Middle Decatur Bend is 
shown in Figure 3.  At the bottom of the figure is the Missouri River and in the upper left in a 
chute constructed for river fish species.  Wetlands D5, D6, and D7 were deep enough that 
they were never observed to go dry.  Wetlands with fill stages under 6.0 m rarely if ever go 
dry in the study area.  D5, D6, and D7 are scour holes that were apparently created in 1997, 
because they were present in aerial photography from 2002, but not present in aerial 
photography from the 1990s.  It appears that D5 was formed as a scour hole as the river 
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flooded over its banks.  It then formed a channel to where D6 and D7 currently occur.  At 
that point, it encountered a berm or dike, of which the remains can be seen to the southeast 
and northwest of D6 and D7.  It breached the dike at that point and as the water continued to 
flow through the breach, it scoured out the deep holes that became D6 and D7.  D5 has a 
connection stage of 7.9 m, the stage when the Missouri River overflows into D5.  D21, the 
deepest point of the channel from D5 to D6 and D7, has a fill stage of 7.0 m, but a 
connection stage of 7.9 m, i.e., as soon as the Missouri River floods D5 it also connects D21 
with D5.  D6 and D7 also have connection stages of 7.9 m, when they connect with water 
coming from the Missouri River via D5 and also with water coming from the chute to the 
north.  D19 and D20 are shallow depressions that may result from the construction of the 
berm.  Both have a fill stage of 7.6 m.  D19 has a connection stage of 7.9 m and D20 has a 
connection stage of 8.2 m, when they connect with D7 and D6, which are already connected 
to the river and chute by that stage.  D20 also connect with channels and wetlands to the east.  
D18 is an example of site with the same fill and connection stages that were not included in 
this analysis.   
Isolated wetlands were defined as wetlands that are not connected to the river or a 
large backwater at a particular river stage and that were at least 30.48 cm (1 ft) deep.  We 
considered wetlands to be isolated if they were disconnected for at least 2 successive 
modeled surfaces/shapefiles.  On average, wetlands that were disconnected for 2 successive 
shapefiles would be 60.96 cm (2 ft) deep, but could range from 30.48 to 91.44 cm (1 to 3 ft) 
deep.   
In 2013 we measured changes in wetland depth in the field to evaluate the 
relationship between river stage and wetland depth.  We installed fiberglass posts in 34 
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wetlands and marked the initial water level.  At each following visit, usually several times a 
week, we measured the difference between the mark and the water level.  We took these 
measurements from March 27 to July 19, 2013.  We compared the changes in wetland depth 
to the river stage.  We also acquire historical hydrology data for the river gage at Decatur, 
NE (USGS River Gage 06601200) and quantified aspects of river hydrology such as yearly 
maximum and minimum stages, seasonal changes in river stage, and magnitude and 
frequency of flooding to determine ideal flood and fill stages for floodplain wetlands at the 
study site.   
 
Results 
Pre-Flood GIS Model 
We determined the elevation of the river at each river mile from the DEM and 
estimated that the Missouri River drops in elevation 17.5 cm/km (SE = 0.99; 0.92 ft/mile) in 
the study area.  According to the DEM, the lidar data were taken when the river stage was 6.2 
m (20.37 ft).  Most of the wetlands in the study area were at approximately the same absolute 
elevation as the river, so we were unable to draw any conclusions about wetlands below 6 m.   
We identified and assessed 116 sites in the pre-flood landscape for fill and connection 
stage (Figure 4).  We present these as a distribution to highlight the need for a variety of 
wetlands.  The connection stage for the majority of sites was in the 8 - 9m (26 - 29 ft) range.  
Fill stage varied widely even at sites with the same connection stage.   
Complete maps of the contour lines for each bend are provided in Appendix B.  
While the floodplains are rather complex topographically, and we might expect more wetland 
depressions as a consequence, in fact there is a small total wetland area relative to the area of 
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the mitigation sites.  Most of the total wetland area is dominated by large permanent 
backwaters.  Most of the isolated, disconnected wetlands are rather small.   
Post-flood GIS Model 
We identified 109 sites in the post-flood landscape.  Unfortunately, the water table 
was much higher when the most recent post-flood lidar data were obtained in the fall of 2011 
, so some topography < 7.3 m (24ft) was usually still flooded.  Consequently, we can make 
no conclusions about flood or fill stages < 7.3m using this model.   
The connection stage of wetlands post-flood shows a similar pattern to pre-flood 
(Figure 5).  The profile is a little steeper, indicating deeper connection stages.  Fill stages that 
are known also increase rapidly and are less diverse.   
Complete maps of the elevation profiles for each bend are provided in Appendix C.  
Areas of substantial sand deposition, shown by increased floodplain elevation, can be seen in 
northern Tieville Bend WMA, northern Louisville Bend WMA, and western Middle Decatur 
Bend WMA.  New large scour holes can be seen in Tieville Bend WMA and Upper Decatur 
Bend WMA.   
Flooded Area 
We used the GIS model to estimate the percentage of the study area flooded by water 
at different river stages (Figure 6).  As the river stage increases to 12 m (39.4 ft), more than 
90% of the study area is flooded with water, whereas at 6 m (19.7 ft) and below, only ~1% of 
the study area is covered in water.  This relationship has changed very little since the 2011 
flood.  Note that the entire study site is 1796 ha, so there is a substantial amount of flooded 
landscape at 12 m (39.4 ft) in absolute terms.  These results indicate that there is little room 
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for isolated wetlands as the river stage reaches 12 m.  However, at normal river stages (6-8 
m), there is abundant space in the floodplain for isolated wetlands.   
River Hydrology 
We obtained daily river stage data from October 30, 1988 to June 12, 2014, from the 
Decatur, NE, river gage.  Mean daily river stage from 1988 to 2014 clearly shows the 
difference between the navigation season (April 1 to November 30) and winter season 
(Figure 7).  The river stage averages approximately 7 m (23 ft) in the navigation season and 
5.5 m (18 ft) in the winter.  These distinct seasons have implications for flooding and perhaps 
the water table.  If the water table is affected by the river stage, it will decrease in the winter 
and increase in the navigation season.  This seasonal pattern may be advantageous for non-
permanent wetlands as fish may be eliminated over the winter if wetlands dry or freeze 
through.   
Another dimension of seasonal hydrology is the number of days the river was at a 
particular level.  A histogram of daily river stage measurements from the amphibian 
reproductive season of April 1 to August 31 demonstrates that for much of the reproductive 
season the river is under 7.5 m (24.6 ft; Figure 8).  The USACE rarely purposefully causes a 
river stage above that needed for navigation so anything above ~7.5m are likely to be natural 
flood events.  This distribution gives some sense of the relatively few number of days on 
average that the river is above connection stage  Small flood events are usually brief, as 
yearly hydrographs over 25 years show (Figure 9).   
It is also instructive to examine the minimum and maximum river stage during each 
reproductive season (Figure 10).  In 16 out of 25 years (64%), the river stage did not exceed 
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8 m (26.2 ft) and therefore wetlands with a connection stage above 8 m (26.2 ft) would be 
safe from flooding and predatory fish in most years.   
We can summarize the hydrology during the breeding season as a fairly stable 7 m 
(23 ft) or so punctuated by the occasional minor flood, which usually abates quickly.  Only in 
a few very wet years, such as 1997, 2010, and 2011, does the river stage stay higher than 7 m 
(23 ft) for a sustained period.   
Water Table, River Stage, and Fill Stage 
Our data from the summer of 2013 showed a weak relationship between river stage 
and change in wetland depth. (Figure 11).  The water table remained relatively stable on 
average over the summer.  We also examined the elevation of wetlands and the elevation of 
the Missouri River at the nearest point to the wetland in the pre-flood DEM (Figure 12).  
About 60% of the wetlands are within 0.25m of the river elevation, which is within the 18cm 
root-mean-square error (RMSE) vertical error of the lidar data.  No wetlands are substantially 
above the river elevation (such wetlands would be “perched”).  The remainder of the 
wetlands are below the river elevation.  There is no correlation between distance to the river 
and wetland depth (r = -0.18).  These results indicate that, at least at this point in time, some 
wetlands were at the level of the river and some were below, but none was above, indicating 
some correlation between river stage and water table.   
According to the DEM, the lidar data were taken when the river stage was 6.2 m 
(20.37 ft).  Pre-flood lidar was collected from spring 2008 to 2010.  We cannot determine the 
exact date the lidar data were taken at the study site, but it was likely early spring or late fall 
given the river stage and hydrographs for those years.   
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It seems likely that the water table is affected as much by other inputs such as 
precipitation and overland flow as subsurface flow from the river.  Consequently, a wetland 
at fill stage will not necessarily have water because the water table will not necessarily be at 
that level.   
 
Discussion 
We created a model of the surface topography of the floodplain in relation to the river 
stage and determined connection stage and fill stage for wetlands and potential wetlands.  
Given the historical hydrology of the site, the ideal distribution of flood and fill stages would 
have many more wetlands with both connection stages over 8-9 m (26.2-29.5 ft) and fill 
stages ranging from 5-7 m (16.4-23.0 ft), thus ranging in depth from 1 m (3.3 ft) to 4 m (13.1 
ft).  Wetlands with connection stages of 8-9 m (26.2-29.5 ft) have flooded 36%-24% of past 
years, respectively, so wetlands created with this connection stage would be free from fish 
colonizers most years.  There are currently a substantial number of sites with connection 
stages at 8-9 m (26.2-29.5 ft), but some have fill stages that are so high that they are less 
likely to hold water, especially in dry years.  The floodplain is generally lacking in fishless 
wetlands in years with a low water table.  Given the complex dynamics of the water table, we 
make general recommendations to create a range of fill stages from 5-7 m (16.4-23.0 ft).  
Wetlands with fill stages below 5 m (16.4 ft) may not dry out often enough to be predator-
free in at least some years.  Wetlands with fill stages around 5 m (16.4 ft) would be more 
likely to have water in years with a low water table, however, when other sites are dry.  Sites 
with fill stages above 7 m (23.0 ft) would rarely hold water unless it was a flood year, but 
sites with fill stages around 6 or 7 m (19.7 or 23.0 ft) would be more likely to be fish free if 
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they had water in them.  Many of the wetlands that currently have connection stages at 8-9 m 
(26.2-29.5 ft) have fill stages below 7 m (23.0 ft) and so are rarely filled with water.  The 
greatest increase in biodiversity and productivity at the site would come from creating more 
wetlands with connection stages from 8-9 m (26.2-29.5 ft) and fill stages with 5-7 m (16.4-
23.0 ft).  These wetlands should also vary within those bounds (i.e., for wetland with a 
connection stage of 8 m [26.2 ft], there should be wetlands with fill stages across the whole 
gradient of 5-7m [16.4-23.0 ft]) so that wetlands that are fishless and hold water for the entire 
breeding season are likely to be present given the flooding and water table level of any 
particular year.   
The size of creating wetlands will depend to a large degree on the slope and depth.  
For example, wetlands that are 4 m (13.1 ft) deep with a slope of -0.1 (10:1) would be 40 m 
(131 ft) from center to the edge.  Thus, for practical purposes, not all sides of the wetland 
need be so shallow in slope.  Two species had preferences related to wetland size.  Calling 
adult male plains leopard frogs occurred in smaller wetlands in 2010.  Follow-up monitoring 
and adaptive management would be needed to determine if large wetlands, despite having 
shallow slopes at most river stages, would be avoided by plains leopard frogs simply because 
of their size.  However, they would be likely to occupy sites that were not as deep.  Calling 
adult male American bullfrogs also occurred more often in large wetlands in 2010.  They are 
capable of colonizing wetlands even if they haven’t connected to other wetlands.  Again, 
follow-up monitoring and studies would be useful to determining if which newly created 
wetlands they use.  It is likely that they will be found at times in deeper created wetlands that 
only dry every few years, but will be reduced in numbers each time the wetland dries.  By 
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creating the range of wetlands from 1-4 m (3.3-13.1 ft), a range of wetland sizes will also be 
present that will likely meet the needs of most species.   
The number of non-permanent wetlands present before damming and channelization 
is difficult to determine and, consequently, it is difficult to determine how many wetlands 
should be created.  Aerial photography from the 1930’s is available, but non-permanent 
wetlands are not discernible.  It is also unknown if conditions were dry or wet when the 
photography was taken, thus it is not known if the non-permanent wetlands were dry or not.  
What is apparent on the aerial photography is numerous small channels that appear to be at 
various different elevations in the floodplain, apparently formed when the river was at 
different stages.  These channels would have low spots that would serve as non-permanent 
wetlands, but the particular number and characteristics of these wetlands cannot be 
determined from the aerial photography.  The habitat within the borders of today’s WMAs 
were often large sand bars and sand islands and the higher elevation channels that would 
have had non-permanent wetlands are usually well outside the borders of today’s WMAs.  
The Missouri River floodplain in the lower reaches was historically 8 to 29 km (5 to 18 
miles) wide (Schneiders 1999) while the WMAs are ~2 km (1.2 miles) from the river at their 
widest points, thus highlighting the fact that we are attempting to recreate many habitat types 
within a much smaller area than the area of the historical floodplain.  This challenge is 
present in restoration of many large rivers and Nilsson et al. (2007) noted that restoration to a 
historical state is often not possible and for many reasons may not be desirable.  Hughes et al. 
(2005) recommend setting restoration trajectories, instead of targets, to account for habitat 
variability and uncertainty.  Given that the study area is small relative to the historical 
floodplain and in an average year only 10% of the study area is wetlands, it seems clear that 
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the trajectory that is needed is more wetlands.  Thus, initial creation of ~20 wetlands would 
seem appropriate as it would increase the current number of wetlands by 25-50%.  
Evaluation of their success and which biodiversity components continue to be absent or 
occur in relatively low numbers should follow.  As Nilsson et al. (2007) noted, this lends 
itself very naturally to adaptive management.   
It would also be beneficial to create some wetlands with connection stages above 9 m 
(29.5 ft) to serve as important refugia during flood events.  Creation of higher elevation 
wetlands that would be isolated during large flood events would also be prudent to provide 
refugia for species that that occur in fishless wetlands, because in those few years when water 
level reaches above 9 m (29.5 ft), there are very few fishless wetlands.   
These wetlands would provide more habitat for wetland species that need fishless 
wetlands, such as many amphibians and invertebrates.  They would also create more habitat 
for various bird species and plant species.   
There is substantial literature that provides practical advice on the creation and 
construction of wetlands (Hammer 1996), some of which may be applicable to construction 
of floodplain wetlands.   Research on floodplains of smaller rivers has found that wetlands 
are often created with too long of a hydroperiod (Cole and Brooks 2000).  Consequently we 
recommended a variety of fill stages from 5-7 m (16.4-23.0 ft).  Observations of many 
productive wetlands in the study area lead us to believe that creation of wetlands in a large 
river floodplain is a relatively simple process.  We estimate that 39 of the 136 post-flood 
wetlands were borrow pits for construction of dikes, berms, or water control structures.  
These anthropogenic sites generally have good populations of bulrushes (pers. obs.), rather 
than cattails (Typha spp.), common reed (Phragmites australis), or reed canary grass 
78 
 
(Phalaris arundinacea), common undesirable colonizers of created wetlands (Mulhouse and 
Galatowitsch 2003), and produce amphibian metamorphs.  The floodplain likely provides 
adequate propagules for colonization of new wetlands by desirable species like bulrushes and 
sedges because floods periodically distribute propagules and floodplain species are adapted 
to regular recolonization (Whited et al. 2007).  Gentle slopes on the edges of the wetland are 
important to attract calling adult males (Grant et al., accepted manuscript).   Wetland species 
such as amphibians (Grant et al., accepted manuscript), invertebrates (Gleason et al. 2004), 
and birds (VanRees-Siewert and Dinsmore 1996) are efficient at finding and colonizing 
wetlands.  Further post-creation monitoring and adaptive management would be necessary, 
however, for the wetlands to reach their full potential.   
The model was based on the cross-sections which were drawn using best judgment of 
how the water table was likely to behave given the sinuous nature of the river and also chutes 
and backwaters.  The model could be improved with more accurate cross-sections, which 
would require a clearer understanding of the water table in the study area.  An improved 
understanding of the water table would require hydrological expertise and field measurement 
efforts.  However, the model agrees quite well with our field observations during the range of 
river stages we observed and it seems unlikely that an improved model would change our 
results to any significant degree.  Similarly, there are very complex models of the flooding 
and hydrology of rivers, such as the USACOE HEC-RAS and others (e.g., Mejia and Reed 
2011), but again it seems unlikely that a more detailed model would be useful for our 
purposes here because a more accurate model would not change the distribution of the 
wetlands that we found.   
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The water table dynamics were more complex than we hypothesized.  As the water 
table rose in 2011, we observed many isolated wetlands filled by subsurface flow, then 
subsequently flooded, which led us to believe there was close correlation between river stage 
and water table.  However, this phenomenon was driven by the 2011 flood which resulted in 
extremely high river stages and large differences between the river elevation and elevation of 
the wetlands, thereby producing strong subsurface flow.    In 2012, the water table was 
relatively high, presumably a residual effect from the high water levels in 2011, and we 
identified 82 sites that had water.  But in 2013, the water table had evidently been depleted 
by the summer of 2012 and winter of 2012-2013, and we identified only 52 sites with water, 
and the correlation between river stage and wetland depth changes was weak.  
Recommendations for fill stages for wetlands would be much easier if the water table simply 
rose and fell on a seasonal basis with navigation and winter seasons.  Instead, the observed 
complexity leads us to recommend a variety of fill stages.   
There is scientific consensus that climate change will have impacts on floodplain 
wetlands (Brooks 2009, Schneider et al. 2011), causing more variable weather in the 
mitigation sites, i.e., increased frequency of dry years and flood years.  The range of wetlands 
we have recommended would aid in preparation for that variability.   
For amphibians and other species requiring fishless wetlands, creating wetlands with 
a fill stage of 5-7 m (16.4-23.0 ft) and connection stage of 8-9 m (26.2-29.5 ft) would be 
ideal.  Our emphasis here has been on amphibian communities, but there is another group of 
species that are of concern on the floodplain.  Turtle species suffer from the managed river as 
well (Galat et al. 1998).  Turtles generally begin hibernation in October.  Juvenile turtles tend 
to hibernate in smaller wetlands and when the river drops further after they hibernate, they 
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are often left unprotected from the cold and die over the winter if the wetland in which they 
hibernate follows the river stage and drains (Bodie and Semlitsch 2000).  Consequently, 
some wetlands that would prove beneficial to amphibians may be harmful to turtles.  
Although this dilemma cannot be completely avoided under the current management regime 
and perhaps not in even a natural floodplain, some wetlands should be constructed either 
with a fill stage of 5.0-5.5 m (16.4-18.0 ft), so that the wetlands occasionally dry but not 
every year, or with a fill stage of 6.5-7.0 m (21.3-23.0 ft), so that they will often be dry or too 
shallow for hibernation.   
We argue that these recommendations for isolated wetlands would rarely if ever 
conflict with habitat restoration needs for fish species and general restoration by reconnecting 
the floodplain to the river, primarily because disconnected wetlands are not required to be 
very large to support the species in question.  We can conceive of no negative consequences 
to creation of isolated wetlands in large river floodplains. Rather, the floodplain productivity 
and biodiversity would be vastly improved and more like its pre-regulation state.   We 
encourage managers of large river floodplains to expand their thinking to a broader ideal for 
the restoration of their floodplains by using the predominantly unused upper elevations of the 
floodplain to create ephemeral wetlands supporting a biota currently underrepresented in 
large river floodplains.   
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Figure 1.  Cross-sections of the Missouri River floodplain used to construct a GIS model of 
water level.   
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Figure 2.  Example of isolated wetland UL14 and connection stage for wetland UL12.   
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Figure 3.  Pre-flood wetlands in Middle Decatur Bend with GIS model contour lines.  
Minimum countour lines (red) correspond to a river stage of 6.4 m and the highest contour 
lines corresponds to a river stage of 9.4 m.   
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Figure 4.  Connection stage and fill stage for 116 wetlands in the pre-flood landscape, in 
order of increasing connection stage, with fill stage in increasing order for each connection 
stage level.  No fill stage is shown for sites at which the bottom of the wetland is below 6m 
river stage.   
 
Figure 5.  Flood and fill stage for 109 wetlands in the post-flood landscape.  Flood and fill 
stages under 7.3 m (24.0 ft) are unknown.   
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Figure 6.  The percentage of the mitigation sites below the river stage estimated using the 
GIS model.   
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Figure 7.  Mean river stage with ± 1 SD at the Decatur, NE, gage from 1988 to 2014, 
excluding 2011, which was an outlier.   
 
 
 
Figure 8.  Histogram of all daily river stage measurements from October 30, 1988 to June 12, 
2014 in 0.1 m (0.3 ft) bins.  Measurements in the 12 m (39.3 ft) range are from 2011.   
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Figure 9.  Hydrograph of 25 years of Missouri River stage data at the Decatur, NE, gage for 
years 1989 to 2013.  The y-axis scale is constrained to 4-10 m (13.1-32.8 ft) to better show 
the variation, though this truncates the hydrograph for 2011.  That year was an outlier and the 
hydrograph peaked over 12 m (39.4 ft).   
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Figure 10.  Maximum and minimum river stage from April to August, in increasing order of 
maximum river stage, from 1989 to 2013.   
 
 
Figure 11.  River stage compared to mean change in wetland depth of 34 wetlands in the 
summer of 2013.   
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Figure 12.  Difference in absolute elevation between wetland surface and nearest Missouri 
River surface.   
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CHAPTER 5.  MULTIPLE LIFE STAGE SURVEYS:  STUDY DESIGN 
CONSIDERATIONS 
 
A paper to be submitted to Herpetological Review 
 
Tyler J. Grant, David L. Otis, and Rolf R. Koford 
 
Abstract 
The multi-season occupancy model can be used to model occupancy rates of 
successive life stages, herein referred to as multiple life stage design.  The constraints in a 
multi-stage analysis, namely, colonization rates of 0 and the successively decreasing 
occupancy rates for each life stage, require special considerations during the study design 
phase.  We used simulations to explore the robustness of the parameter estimates when 
incorrectly assuming that colonization rate is 0.  We explored the effect of design 
considerations such as the number of sites, detection probability, and number of surveys on 
confidence intervals of occupancy rates.  Unacceptable bias in nearly all parameters is 
induced by true values of the colonization rate as low as 0.05 when the colonization rate is 
fixed to 0.  Confidence intervals for occupancy rates are most improved by increasing the 
number of sites, but also by increasing detection probability and increasing the number of 
surveys.  Under a simulated scenario with 50 sites, confidence intervals overlapped if the 
difference between occupancy rates was approximately 0.3 or less.  Under excellent 
simulated study conditions with 200 sites, confidence intervals overlapped when the 
difference between occupancy rates was approximately 0.15 or less.  These results will aid 
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researchers in making appropriate study design decisions to avoid bias and meet their 
objectives in researching life stages.  Additional work is needed in determining power to 
determine covariate effects with the decreasing sample sizes that result from successive life 
stages. 
 
Introduction 
Occupancy model estimation has become a frequently used survey tool in wildlife 
ecology (MacKenzie et al. 2002).  Grant et al. (unpublished manuscript) applied occupancy 
models to estimate important life stage parameters.  Auditory call surveys are common in 
anuran surveys, but only represent the adult life stage.  Additional information is needed 
from tadpole and metamorph life stages because call surveys alone do not indicate that 
reproduction or recruitment into the adult population occurred.  Further, call surveys do not 
provide all the information on the habitat characteristics required by tadpole and metamorph 
life stages.  These same issues caused by progression through life stages may also in occurs 
in other species such as birds, reptiles, and mammals, particularly when habitat requirements 
required for reproduction and development of juvenile stages are different from adult habitat 
requirements.   
Occupancy models estimate the proportion of sites that are occupied by a species of 
interest (MacKenzie et al. 2002).  In a single “season,” the occupancy state of each site 
(occupied or unoccupied) is assumed to remain constant.  Specifically, this means that every 
time a survey is conducted during a “season,” each site remains occupied or unoccupied for 
the entire season and the only factor that determines whether the species is detected or not is 
the detection probability.  A season can be any appropriate time period, such as the breeding 
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season for a species in consecutive years.  The multi-season occupancy model (MacKenzie et 
al. 2003) assumes that occupancy state at a particular site is constant during a season, but 
may change between seasons.  This allows modeling of occupancy dynamics within a study 
area over time.   
The parameters of the multi-season occupancy model are ψ, ε, γ, and p.  The 
likelihood can be formulated with in three ways:  with ψ, ε, and p in the likelihood and γ as a 
derived parameter; with ψ, γ, and p in the likelihood and ε as a derived parameter; and with 
the ψ1, ε, γ, and p in the likelihood with ψ2, ψ3… ψT, where T is the number of seasons, as 
derived parameters.  The last parameterization is the most common and is the 
parameterization we used for this study.  The occupancy rate for the first season, ψ1, is the 
probability a site is occupied in the first season. The extinction probability, ε, is the 
probability a site transitions from occupied to unoccupied between two seasons.  The 
probability a site is occupied in the first season and remains occupied in the next season is, of 
course, 1-ε.  The colonization probability, γ, is the probability a site transitions from 
unoccupied to occupied between two seasons.  The probability a site is unoccupied and 
remains unoccupied is 1-γ.  The detection probability of a particular detection occasion, pt, is 
the probability that the species of interest is detected during a survey in season t.  The 
occupancy rates for successive season, ψ2, ψ3… ψT, where T is the number of seasons, can be 
derived from the ψ1, ε, and γ estimates.   
Grant et al.(unpublished manuscript) used the multi-season occupancy models of 
MacKenzie et al. (2003) in a novel way, treating life stages as “seasons” and referring to their 
design as a multiple life stage survey design.  Thus, instead of seasons being a time period, 
such as spring 2012, spring 2013, etc., season 1 represented adult calling frogs, season 2 
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represented tadpoles, and season 3 represented metamorphs.  They argued that more 
emphasis by researchers on the use of this multiple life stage study design would result in 
more informed conservation efforts.  Because of the uniqueness of this application of multi-
season models, we conducted Monte Carlo simulations to investigate the statistical 
performance of the estimators under several scenarios to help inform planning by potential 
users of this study design. 
Grant et al.(unpublished manuscript) assumed that their set of study wetlands were 
isolated so that colonization by tadpoles could not occur in a wetland without presence of 
calling males, and similarly metamorphs could not occur in the same wetland without 
presence of tadpoles.  Therefore the parameter γ was fixed = 0 in estimation models.  
Reduction of the number of parameters in a given model will generally result in increased 
statistical precision for the remaining parameter estimates.  However, future investigators 
may have reason to be concerned that, in their particular study situation, the assumption of no 
colonization may be violated, i.e., wetlands might not be truly isolated.  Therefore, our first 
set of simulations explored the robustness of the parameter estimates to this assumption.   
Another issue we explored with simulations was inference regarding the occupancy 
rates ψ1, ψ2, ψ3… ψT.  An investigator may wish to know how to most effectively achieve a 
desired precision in these rates, or with the goal of determining if occupancy rates of life 
stages differ.  However, because ψ2, ψ3… ψT are not in the likelihood, model selection using 
Akaike’s Information Criterion with small sample size correction (AICc) cannot easily be 
applied to these parameters.  Model selection must be used to find the best model of ψ1, ε, γ, 
and p, and inference made from the resulting ψ2, ψ3… ψT estimates must be made with the 
confidence intervals.  We used simulations to estimate the effect of study design parameters 
97 
 
on estimator precision and confidence interval width, and thereby provide information useful 
to investigators that may employ this design in future field studies.   
 
Methods 
Program MARK is software for analyzing data from mark-recapture and other similar 
study designs using maximum likelihood models (White and Burnham 1999).  Program 
MARK also has the capability to conduct Monte Carlo simulations of data from the models 
available in the software and then estimate model parameters for the simulated data.  We 
used Program MARK version 8.0 and simulated data under the “Robust Design Occupancy” 
data type, which are the models of MacKenzie et al. (2003).  We used the “psi(1), gamma, 
epsilon” parameterization and simulated 1000 datasets for each simulation scenario.  For 
each simulated dataset, we specified the true model structure, the true values of the 
parameters in the true model, the number of sites (“releases”), and then specified the 
estimation models to be fit to the simulated data.  We specified no extrabinomial variation in 
the data (c = 1) and specified a different random seed for each simulation scenario.  We 
obtained real and derived parameter estimates with their standard errors from each model fit 
to the simulated data.   
Simulation Study 1 
The objective of this simulation study was to determine the consequences if γ is fixed 
to 0 but in truth γ is not 0.  In each of 5 scenarios, we set N = 50 sites, T = 3 seasons, and k = 
3 detection occasions per each season.  We set each of the model parameters ψ1, ε, and p = 
0.50.  Consequently, the true value for ψ2 = 0.25 and ψ3 = 0.125.  We set values for γ = 0, 
0.01, 0.05, 0.1, and 0.2.  We simulated 1000 datasets for each scenario and fit 2 models to 
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each dataset:  {ψ1(.) ε(stage) γ=0 p(stage)} and {ψ1(.) ε(stage) γ(stage) p(stage)}, where stage 
indicates that the parameter varies by the life stage (season).   
For each scenario, we calculated the median difference in AICc value between the 
model that was most often best and the other model.  To do so, we first calculated the mean 
difference in AICc between the models to determine which model most often ranked best.  
We then calculated the difference in AICc for each model pair, subtracting the model that 
was best on average from the model that was worst on average, and calculated the median 
difference.  Note that this is not median ΔAICc in the strict sense because we didn’t subtract 
the best model in each case; for some model pairs the model that was ranked better for that 
model pair was the model that on average was the worst model.  Because a ΔAICc of at least 
2.00 is considered the minimum to conclude that one model is likely better than the other 
(Burnham and Anderson 2002), we also calculated the percentage of simulated datasets that 
showed a ΔAICc of ≥2 between the two models.   
We calculated the expected value for the parameter given the model as the average of 
the parameter estimates across all simulations (𝐸𝑀[𝜃] = ?̅?).  We calculated the true SE of the 
estimate as the standard deviation of the parameter estimates.  We calculated the expected 
value of the estimated standard error as the mean across all the simulations (𝑆?̂?̅̅̅̅ ).  We 
calculated the expected value for the upper and lower 95% confidence limits as ?̅? ± 1.96 ×
𝑆?̂?̅̅̅̅ .  We calculated bias in real and derived parameters and their SEs as ?̅? − 𝜃 and percent 
relative bias as ((?̅? − 𝜃) 𝜃⁄ ) ∗ 100.  We compared precision of parameters other than γ 
between models with γ fixed to 0 and models that estimated γ by comparing the 𝑆?̂?̅̅̅̅  of the 
parameters.  Results from simulated datasets with very large estimated SE’s (at least an order 
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of magnitude greater than 𝑆?̂?̅̅̅̅ ) that indicated a numerical convergence problem were 
removed from calculations.  Parameters that were estimated as 0 with an SE of 0 were not 
excluded because we could not determine if the 0 was the result of a detection history with 
all zeros (if no sites in the detection history were colonized, colonization rate would be 
estimated as 0) or the result of a numerical convergence problem.   
Simulation Study 2 
We began with a basic study design with design parameters that we considered to be 
similar to many studies.  The design parameters for our basic model were N = 50, T = 3, and 
k = 3.  In all of our scenarios k was the same for each season. We set initial true parameter 
values as ψ1 = 0.8, ε1 = ε2 = 0.5, and γ1 = γ2 = 0.  Consequently, ψ2 =0.4 and ψ3 = 0.2.  We 
fixed p = 0.5 across all detection occasions.  We simulated 1000 datasets using these values 
and estimated the parameters for each dataset using the model {ψ1(.) ε(stage) γ=0 p(stage)}.  
We calculated the expected value of the real and derived parameter estimates as 𝐸[𝜃] = ?̅?.  
We calculated the expected value of the estimated standard error as the mean across all the 
simulations (𝑆?̂?̅̅̅̅ ) and we calculated the expected value for the upper and lower 95% 
confidence limits as ?̅? ± 1.96 × 𝑆?̂?̅̅̅̅ .  We calculated the coefficient of variation (CV) for 
parameters as 𝑆?̂?̅̅̅̅ ?̅?⁄ , which standardizes 𝑆?̂?̅̅̅̅  measurements relative to the mean.   
We conducted 6 additional simulations by changing each design parameter k, p, and 
N one at a time and holding the others constant.  We simulated scenarios with k = 5 and 10, p 
= 0.25 and 0.75, and N = 100 and 200.  We again calculated 95% confidence intervals and 
CVs for each scenario.  We did not test changes in T because the number of life stages is 
likely to be beyond the control of the researcher.   
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We then varied ψ1, ψ2, and ψ3 (by varying ε1 and ε2) in the base scenario described 
above (N = 50, T = 3, k = 3, p = 0.5, and γ1 = γ2 = 0).  We calculated 95% confidence 
intervals for 4 scenarios of ψ values (ψ1=0.9, ψ2=0.5, ψ3=0.1; ψ1 = 0.8, ψ2 = 0.5, ψ3 = 0.2; ψ1 
= 0.7, ψ2 = 0.5, ψ3 = 0.3; ψ1 = 0.6, ψ2 = 0.5, ψ3 = 0.4).  We then set N = 200, p = 0.75, and k = 
10 to represent a study using the best design parameters we simulated previously, simulated 
the same 4 scenarios, and calculated the 95 % confidence intervals.   
 
Results 
Simulation Study 1 
For the 5,000 simulated datasets and 10,000 models, only 5 models had some 
parameters with 𝑆?̂? > 156 that indicated a convergence issue.  For all other models and 
parameters 𝑆?̂? was less than 1.  There were a substantial number of models where 𝜀2̂ = 0 and 
its accompanying 𝑆?̂?  = 0 (Table 1), but we could not determine which individual models had 
convergence issues and which were the result of no detections because such a dataset can 
result in a valid estimate of  𝜀2̂ = 0.  Therefore, for our present purposes we retained all 
models for which 𝜃 = 0 and 𝑆?̂?  = 0.  There were also many 𝛾 = 0 and 𝑆?̂? = 0, as well, and 
many if not most of those are likely to be valid estimates because  𝛾 is usually near 0 in our 
simulations.   
Model Selection 
For γ = 0 or γ = 0.01, AICc will typically support the model with γ = 0 (Table 2).  For 
γ = 0.05, AICc often provides support for neither model because both models are within 2 
AICc units of each other.  For γ = 0.1, AICc will often support the model where γ is not fixed 
to 0 and for γ = 0.2 AICc will usually support the model where γ is not fixed to 0.  
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Bias in Real Parameter Estimates 
For γ = 0 or γ = 0.01, there was minimal bias in most of the parameter estimates.  As 
the true value of γ increased from 0.05 to 0.2, substantial bias developed in most parameter 
estimators (Figure 1).  The estimator for ?̂?1 was biased positive, the estimators for 𝜀1̂ and 𝜀2̂ 
were biased negative, and the estimators for ?̂?1 and ?̂?2 were biased negative (Figure 2).  
However, estimator for ?̂?3 was not biased under any conditions.   
Bias in Derived Parameters 
The estimator for ?̂?2 (and ?̂?1) was biased high and the bias became progressively 
worse as 𝛾 increased (Table 3).   However, the estimator for ?̂?3 was unbiased or had only 
minor bias.   
Bias in Standard Error Estimates 
For {ψ1(.) ε(stage) γ(stage) p(stage)} there is negative bias in the SE estimator for γ 
because the true value is at the boundary and thus will often have an estimated SE of 0 (Table 
4).  For other parameters, it appears that the SE may be slightly underestimated, though the 
bias is minor.  For {ψ1(.) ε(stage) γ=0 p(stage)} bias is also generally minor except for the SE 
estimators for p1 and p2 (Table 5).  They appear to be negatively biased as γ increases.   
Precision Comparison 
The difference in precision of the estimators between the two models was generally 
minimal in all scenarios (results are shown for true γ = 0 and γ = 0.2, Table 6).  There was 
some increase in precision for all parameters in γ = 0 models except for ?̂?3 and ?̂?2.   
Simulation Study 2 
Under the basic model, the number of secondary occasions, k, had a minor effect on 
confidence interval width and CV for ψ1, ψ2, and ψ3 (Figure 3, Table 7).  Confidence 
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intervals and CV improved considerably as p increased from p = 0.25 to p = 0.5 and 
improved modestly from p = 0.5 to p = 0.75 (Figure 4, Table 7).  The increase in precision 
from increasing k = 5 to k = 10 was approximately the same increasing p from p = 0.5 to p = 
0.75.  Confidence intervals and CV improved substantially as N increased from 50 to 100 and 
continued to increase from 100 to 200 (Figure 5, Table 7).   
Under the basic model, confidence interval widths are approximately 0.3 (they are 
slightly smaller as they approach 0 or 1), therefore we had ability to detect a difference 
between occupancy rates of approximately 0.3 or greater (Figure 6).  When we improved the 
study design in each way that we tested by setting the design parameters to N = 200, k = 10, 
and p = 0.75, confidence interval width was approximately 0.14 and consequently we had the 
ability to detect a difference in occupancy rates of approximately 0.14 or greater (Figure 7, 
Table 6).  The CVs for ψ1 = 0.60, ψ2 = 0.50, and ψ3 = 0.40 under the best design were 0.06, 
0.07, and 0.08, respectively.   
Discussion 
We addressed through simulations some questions investigators may have regarding 
use of a multiple life stage occupancy study design.  We found that the model is not robust to 
violation of the assumption that colonization cannot occur and substantial positive bias in 
stage occupancy estimators can be induced if an investigator incorrectly assumes that γ is 
zero.  If there is any question as to whether colonization rate is actually 0, we recommend an 
exploratory analysis of the proposed study design to compare models with γ fixed to 0 and γ 
estimated.  If there is any ambiguity in the model selection results, we recommend a 
conservative approach, i.e., use the model that allows colonization.  This recommendation is 
based primarily on the unexpected result that precision gained from using a model with fewer 
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parameters did not offset the risk of potential substantial bias.  Because of the bias/variance 
tradeoff in modeling (Burnham and Anderson 2002), we expected a greater gain in precision 
of remaining parameter estimates as a result of fixing γ = 0.  We suspect that the our range of 
simulated parameter values for detection probabilities and the number of sampling occasions 
were sufficiently large to leave room for improvement by restricting a few parameters.  In 
larger models with more parameters the benefit may be larger.  Decreasing the number of 
estimated parameters is also likely to enhance estimability, which with small datasets in 
biology can be a substantial benefit.  We did not explore scenarios for when other parameters 
are near 0 or 1, which is not an unreasonable biological scenario.  We expect that further 
simulations with more marginal values of study design parameters will yield different results 
with respect to convergence and precision.   
The bias in the parameter estimators results from compensation for forcing γ to be a 
value that the data do not support.  If γ is forced to be 0, the other parameters must 
compensate in some way.  The problem arises when the second season arrives and there are 
sites that were colonized in truth.  If we assume colonization rate is 0, then it must be that 
occupancy rate was actually higher in season 1 and more sites just went undetected as 
occupied in season 1.  This also explains the lower detection probability.  The parameter ε1 is 
biased lower because ψ1 is higher and so the proportion of sites which goes extinct is smaller, 
though the absolute number may not be.  The same processes occur each time colonization 
rate enters into the model:  the previous ψ and p estimates are biased, and the concurrent ε 
estimate is biased.  For p, the effect does not propagate from season to season.  The 
parameter p1 is approximately equal to p2.  This is because p is estimated alone each season, 
it does not depend on other seasons.  Similarly, the bias in ψ1 and ψ2 is of the same 
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magnitude.  The bias in ε decreases in the second season, however, for unclear reasons.  In 
the last season, because no colonization rate follows, ψ3 and p3 are unbiased.   
We found that increasing the number of sampled wetlands was the best way to 
improve precision of occupancy estimates, given that p ≥ 0.5.  Increasing the detection 
probability above 0.5 and increasing the number of surveys per season also increase 
precision, though in practice cost must also be factored into study design considerations.  Our 
results are more specific to our sampling design, but they are consistent with the more 
general findings of MacKenzie et al. (2003) and MacKenzie and Royle (2005).  MacKenzie 
et al. (2003) found that increasing N, T, k, or p increased precision and accuracy and that 
estimators were largely unbiased except when both k and p were small (k = 2 and p = 0.2).  
MacKenzie and Royle (2005) incorporated cost into their calculations, but generally found 
that a obtaining a higher detection probability was the most cost effective way to increase 
precision.  However, Bailey et al. (2007) found that increasing k may more important than 
simply increasing N if there are complex detection probability processes occurring.   
We believe for some datasets in which 𝜀2̂ = 0 and its accompanying 𝑆?̂? = 0, 
numerical convergence failed.  This would explain the fact that 𝜀̂2̅ appears to have a slightly 
negative bias in simulation study 1 (Figure 1).  The simulation capabilities of program 
MARK do not provide the variance-covariance matrix as an output option, therefore it can be 
difficult to determine which estimates are valid.  Future simulation efforts should address this 
issue.   
The multiple life stage design could benefit from additional research into confidence 
interval coverage.  If γ = 0, then it is impossible for successive occupancy rates to be larger 
than the preceding rate.  Consequently, confidence intervals for ?̂?𝑇+1 should have their upper 
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bound not far from ?̂?𝑇.  A bootstrap confidence interval would be a logical choice for 
evaluation.   
Under the alternative parameterization of the multi-season occupancy model that 
includes ψ2 and ψ3 in the likelihood, it would be possible to test the difference between 2 
seasons or a trend in multiple seasons using AICc.  However, there are some disadvantages 
to this approach.  The γ parameter must remain in the likelihood so it can be fixed to 0, so ε is 
then a derived parameter and covariates of derived parameters cannot be estimated.  
Therefore, inference regarding covariates and extinction rate, which provide clues to what is 
driving the occupancy dynamics, would be unable to be made.  An investigator could run 
models under multiple parameterizations if necessary.  The same issue arises when 
investigators wish to use covariates of ψ2, ψ3… ψT.  Investigators could use an alternative 
parameterization where the occupancy rates are all in the likelihood, but this is rarely if ever 
done.  It is unclear whether this is because people are unaware that such an analysis can be 
conducted or because practically investigators must balance cost and benefits when doing 
extensive analyses, and choose to conduct analyses that answer their primary question, if not 
all questions.   
Further work into the effect of covariates on bias and precision is needed.  While 
Program MARK currently does not have the capability to use covariates in simulations, 
detection histories and covariates could be simulated in R and fit in Program MARK using 
the package RMark.   
Ultimately, as p approaches 1, ψ simply becomes a binomial proportion with 𝑆𝐸 =
√𝑝(1 − 𝑝) 𝑁⁄ .  A simulated scenario with all p parameters set to 1 resulted in 𝑆?̂?̅̅̅̅  = 0.035 for 
ψ3.  The analytical solution for the SE for this scenario is also 0.035.  Investigators should be 
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aware that maximum precision that can be achieved for a given number of sites is bounded 
by this result from the binomial distribution (Figure 8).  Any other uncertainty added by 
lower detection probability will only increase the SE and width of the confidence intervals.   
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Table 1.  The number of models for which 𝑆?̂? = 0 for 5 scenarios with 1000 simulated 
datasets with and 2 models fit to each dataset.   
 
 True γ 0 0.01 0.05 0.1 0.2 
{
ψ
1
(.
) 
ε(
st
ag
e)
 γ
(s
ta
g
e)
 p
(s
ta
g
e)
}
 
ψ1 0 0 0 0 0 
ε1 1 0 0 4 1 
ε2 69 60 39 17 10 
γ1 562 520 316 188 42 
γ2 866 676 230 78 18 
p1 0 0 0 0 0 
p2 0 0 0 0 0 
p3 6 4 0 0 0 
{
ψ
1
(.
) 
ε(
st
ag
e)
 γ
=
0
 p
(s
ta
g
e)
}
 ψ1 0 0 0 0 0 
ε1 1 0 1 6 15 
ε2 67 60 41 28 17 
p1 0 0 0 0 0 
p2 0 0 0 0 0 
p3 6 3 0 0 0 
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Table 2.  Median difference in AICc for two models under simulation scenarios with varying 
true values of γ.  Percent ≥2 ΔAICc is the percentage of simulations in which the difference 
in AICc between the 2 models was ≥ 2.00 in favor of the model that was best or worst on 
average.   
 
True γ 0 0.01 0.05 0.1 0.2 
{ψ1(.) ε(stage) γ=0 p(stage)} 0 0 0 3.37 8.92 
{ψ1(.) ε(stage) γ(stage) p(stage)} 4.43 4.24 0.52 0 0 
Percent ≥ 2.00 ΔAICc for best model 90% 77% 37% 58% 85% 
Percent ≥ 2.00 ΔAICc for worst model 1% 4% 33% 14% 3% 
 
Table 3.  Expected values for the estimators of ψ̂1, ψ̂2, and ψ̂3 when the model {ψ1(.) 
ε(stage) γ=0 p(stage)} is fit to the five simulated datasets.  Also shown are ψ1, ψ2, and ψ3 
and the bias for each estimator.   
 
𝛾 ?̅̂?1 𝜓1 % Bias ?̅̂?2 𝜓2 % Bias ?̅̂?3 𝜓3 % Bias 
0 0.504 0.500 0.7 0.256 0.250 2.4 0.141 0.125 12.5 
0.01 0.511 0.500 2.2 0.266 0.255 4.2 0.143 0.135 6.3 
0.05 0.564 0.500 12.8 0.325 0.275 18.3 0.189 0.174 8.7 
0.1 0.618 0.500 23.7 0.396 0.300 32.1 0.235 0.220 6.8 
0.2 0.714 0.500 42.8 0.513 0.350 46.4 0.315 0.305 3.4 
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Table 4.  Percent relative bias of the SE estimator under the model {ψ1(.) ε(stage) γ(stage) p(stage)} for 5 values of γ.   
 𝑆𝐸 𝑆?̂?̅̅̅̅  Bias 𝑆𝐸 𝑆?̂?̅̅̅̅  Bias 𝑆𝐸 𝑆?̂?̅̅̅̅  Bias 𝑆𝐸 𝑆?̂?̅̅̅̅  Bias 𝑆𝐸 𝑆?̂?̅̅̅̅  Bias 
γ 0 0.01 0.05 0.1 0.2 
ψ1 0.082 0.080 -2.08 0.082 0.081 -1.36 0.086 0.083 -2.89 0.086 0.086 0.45 0.087 0.089 2.25 
ε1 0.125 0.120 -3.72 0.123 0.123 -0.07 0.122 0.124 0.91 0.132 0.128 -3.33 0.134 0.130 -2.38 
ε2 0.216 0.190 -12.12 0.208 0.188 -9.40 0.199 0.183 -8.02 0.181 0.175 -3.32 0.169 0.156 -7.60 
γ1 0.034 0.030 -11.21 0.040 0.034 -15.11 0.061 0.056 -6.83 0.085 0.079 -7.34 0.108 0.109 1.58 
γ2 0.047 0.006 -87.16 0.044 0.015 -65.36 0.058 0.043 -25.60 0.073 0.066 -9.81 0.092 0.090 -1.91 
p1 0.072 0.071 -1.64 0.071 0.071 0.23 0.072 0.073 1.04 0.076 0.074 -2.52 0.077 0.076 -1.82 
p2 0.100 0.096 -3.72 0.104 0.099 -5.00 0.098 0.097 -0.25 0.102 0.096 -6.63 0.095 0.090 -4.73 
p3 0.170 0.146 -14.27 0.158 0.145 -7.99 0.139 0.128 -7.82 0.123 0.115 -7.14 0.102 0.099 -3.67 
ψ2 0.067 0.067 0.82 0.068 0.069 1.19 0.070 0.072 3.01 0.080 0.078 -2.53 0.081 0.083 2.85 
ψ3 0.065 0.060 -7.43 0.063 0.061 -2.62 0.070 0.069 -1.68 0.075 0.076 0.80 0.085 0.082 -4.20 
 
 
1
0
9
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Table 5.  Percent relative bias of the SE estimator under the model {ψ1(.) ε(stage) γ=0 p(stage)} for 5 values of γ.   
 𝑆𝐸 𝑆?̂?̅̅̅̅  Bias 𝑆𝐸 𝑆?̂?̅̅̅̅  Bias 𝑆𝐸 𝑆?̂?̅̅̅̅  Bias 𝑆𝐸 𝑆?̂?̅̅̅̅  Bias 𝑆𝐸 𝑆?̂?̅̅̅̅  Bias 
γ 0 0.01 0.05 0.1 0.2 
ψ1 0.080 0.078 -3.26 0.081 0.078 -3.19 0.082 0.080 -1.86 0.082 0.082 0.08 0.084 0.083 -0.62 
ε1 0.121 0.119 -2.28 0.118 0.121 2.66 0.115 0.120 4.61 0.120 0.122 1.80 0.114 0.118 4.01 
ε2 0.212 0.189 -10.95 0.201 0.187 -7.10 0.183 0.177 -3.41 0.164 0.166 1.09 0.148 0.146 -1.27 
p1 0.068 0.066 -3.97 0.069 0.065 -5.33 0.068 0.062 -9.02 0.070 0.058 -16.69 0.064 0.053 -17.54 
p2 0.098 0.094 -3.36 0.102 0.093 -8.59 0.095 0.083 -12.33 0.092 0.075 -19.07 0.083 0.064 -22.34 
p3 0.170 0.146 -14.03 0.157 0.145 -7.63 0.138 0.128 -7.48 0.122 0.114 -6.86 0.102 0.098 -3.39 
ψ2 0.067 0.067 0.41 0.068 0.069 1.81 0.074 0.075 2.48 0.084 0.083 -0.73 0.089 0.089 0.11 
ψ3 0.058 0.060 3.01 0.058 0.060 3.64 0.066 0.068 2.29 0.072 0.074 3.07 0.083 0.081 -3.10 
1
1
0
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Table 6.  𝑆?̂?̅̅̅̅  for each parameter estimated in two simulated scenarios with different values of 
true γ.  Two models were fit in each scenario, {ψ1(.) ε(stage) γ(stage) p(stage)}, simplified as 
γ ≠ 0, and {ψ1(.) ε(stage) γ=0 p(stage)}, simplified to γ = 0.   
 
Model γ ≠ 0 γ = 0  γ ≠ 0 γ = 0  
True γ 0 0  0.2 0.2  
 𝑆?̂?̅̅̅̅  𝑆?̂?̅̅̅̅  Difference 𝑆?̂?̅̅̅̅  𝑆?̂?̅̅̅̅  Difference 
?̂?1 0.080 0.078 -0.003 0.089 0.083 -0.006 
𝜀1̂ 0.120 0.119 -0.002 0.130 0.118 -0.012 
𝜀2̂ 0.190 0.189 -0.001 0.156 0.146 -0.010 
𝛾1 0.030   0.109   
𝛾1 0.006   0.090   
?̂?1 0.071 0.066 -0.005 0.076 0.053 -0.023 
?̂?2 0.096 0.094 -0.002 0.090 0.064 -0.026 
?̂?3 0.146 0.146 0.000 0.099 0.098 0.000 
?̂?2 0.067 0.067 0.000 0.083 0.089 0.006 
?̂?3 0.060 0.060 -0.001 0.082 0.081 -0.001 
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Table 7.  Coefficient of variation for ψ1 = 0.50, ψ2 = 0.25, and ψ3 = 0.125 for 8 simulated 
scenarios.  For the base model scenario, k = 3, p = 0.5, and N = 50.  For other scenarios, 
design parameters are the same as the base model unless otherwise specified.   
     
   ψ1 ψ2 ψ3 
 Base Design Model   0.09 0.19 0.34 
k 
5 0.07 0.17 0.29 
10 0.07 0.17 0.28 
p 
0.25 0.17 0.31 0.58 
0.75 0.07 0.17 0.28 
N 
100 0.06 0.13 0.24 
200 0.04 0.09 0.16 
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Figure 1.  Expected values for the estimators for ψ̂1, ε̂1, and ε̂2 when the model {ψ1(.) 
ε(stage) γ=0 p(stage)} is fit to the five simulated datasets.  The true model indicates the true 
values of the parameters.   
 
Figure 2.  Expected values for the estimators of p̂1, p̂2, and p̂3 when the model {ψ1(.) 
ε(stage) γ=0 p(stage)} is fit to the five simulated datasets.  The true model indicates the true 
values of the parameters.   
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
M
ea
n
 P
ar
am
et
er
 E
st
im
at
es
True γ
Bias in Occupancy Rate and Extinction Rate
ψ1 ε1 ε2 True Model
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
M
ea
n
 P
ar
am
et
er
 E
st
im
at
es
True γ
Bias in Detection Probability
p1 p2 p3 True Model
114 
 
Figure 3.  Expected values of 95% confidence intervals of ψ1, ψ2, and ψ3 for k = 3, 5, and 10; 
p = 0.50, and N = 50.   
 
Figure 4.  Expected values of 95% confidence intervals for ψ1, ψ2, and ψ3 for k = 3; p = 0.25, 
0.5, and 0.75; and N = 50.   
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Figure 5. Expected values of 95% confidence intervals for ψ1, ψ2, and ψ3 for k = 3; p = 0.50; 
and N = 50, 100, and 200.   
 
Figure 6.  Expected values of 95% confidence intervals for 4 simulated scenarios of ψ1, ψ2, 
and ψ3 for k = 3, p = 0.50, and N = 50.   
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Figure 7.  Expected values of 95% confidence intervals for 4 simulated scenarios of ψ1, ψ2, 
and ψ3 for k = 10, p = 0.75, and N = 200.   
 
Figure 8.  Analytical solution of the 95% confidence interval (θ ± 1.96*SE) for the binomial 
proportion.   
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CHAPTER 6.  SUMMARY AND CONCLUSIONS 
 I found that adult males from 3 amphibian species recolonized a substantial 
proportion of wetlands following the extended inundation of those wetlands in 2011.  
However, 3 species recolonized significantly fewer sites.  Slope at the edge of the wetland 
was an important factor for 5 of these species and thus is a good management tool to begin 
attracting calling adults.   
 However, I found that habitat factors affecting occupancy, colonization, and 
extinction rates of calling adult males rarely had any effect on tadpoles or metamorphs.  
Additionally I provided occupancy estimates for these life stages, using a multiple life stage 
design, that show that occupancy rates of tadpoles and metamorphs are often different from 
occupancy rates of calling adult males.  Simulations delving into the performance of this 
design found substantial bias if the colonization rate is incorrectly assumed to be 0.  
Increasing detection probability and the number of sites are the most important factors in 
increasing precision of occupancy estimates.   
 Amphibian species need wetlands with a long enough hydroperiod to for eggs and 
tadpoles to successfully develop into terrestrial metamorphs, but most species also need 
fishless wetlands.  In a large river floodplain, there is potential for wetlands with many 
different hydroperiods and many different rates of colonization by fish.  I found that the 
floodplain in the study area would benefit from substantially more wetlands that are fishless 
when the water table is low.  Productivity and biodiversity would both increase as a result.   
 While calling adult male occupancy rate provides a very basic level of information on 
distribution of a species, it should not be used alone to determine characteristics of wetlands 
created for restoration or conservation.  More research is needed into the habitat requirements 
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of critical aquatic life stages of amphibians, especially for 25% of amphibians that are in 
danger of extinction worldwide.  Floodplain wetlands can be a very productive habitat for 
amphibians, but more management is needed for other wetlands besides permanent wetlands.  
The full historic biodiversity and productivity of the floodplain will not be realized until then.   
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APPENDIX A 
ARCMAP PYTHON SCRIPT 
 
Python script for constructing shapefiles for the GIS model described in Chapter 4.   
# ArcMap Python script to determine areas flooded at various river stages 
# Input requires a DEM of the river and a series of cross-sections. 
#  cross-section shapfile has an attribute callec ELEV22 for the water 
#  level at 22 ft.  Also need an item called ELEV - where the other stages 
#  are calculated. 
#  Additional tasks were to clip by a study area boundary and summarize 
 
# Tasks 
#  For each river stage: 
#   Convert cross-sections to TIN 
#   Convert TIN to Raster 
#   Substract Raster from DEM 
#   Convert Difference image to a polygon 
#   Clip the polygon by the study area boundary 
#   Add an item called Area 
#   Populate the item 
#   Summarize the area by flooded vs upland regions 
 
import arcpy 
from arcpy import env 
from arcpy.sa import * 
arcpy.CheckOutExtension("3D") 
arcpy.CheckOutExtension("Spatial") 
env.workspace = r"S:\documents\Students\Tyler" 
# loopin over stages 15 to 40 feet by 1 ft intervals 
for i in range(15, 41, 1): 
#    Define the various geofiles 
  inTIN = "Post/TIN" + `i` 
  inRast = "Post/Rast" + `i` 
  inDiff = "Post/Diff" + `i` 
  inReclass = "Post/Reclass" + `i` 
  inPoly = "Post/Poly" + `i` + ".shp" 
  inClip = "StudyArea.shp" 
  outPoly = "Post/Poly" + `i` + "C.shp" 
  outTable = "Post/Table" + `i` + ".dbf" 
#   check if any files exists.  If so, delete 
  if arcpy.Exists(inTIN): 
     arcpy.Delete_management(inTIN) 
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  if arcpy.Exists(inRast): 
     arcpy.Delete_management(inRast) 
  if arcpy.Exists(inDiff): 
     arcpy.Delete_management(inDiff) 
  if arcpy.Exists(inReclass): 
     arcpy.Delete_management(inReclass) 
  if arcpy.Exists(inPoly): 
     arcpy.Delete_management(inPoly) 
  if arcpy.Exists(outPoly): 
     arcpy.Delete_management(outPoly) 
  if arcpy.Exists(outTable): 
     arcpy.Delete_management(outTable) 
   # elevation is at stage 22 ft.  Recompute for other stages and save in ELEV        
  express = "!Elev22! + " + `i` + " - 22" 
  arcpy.CalculateField_management("XCSutlines.shp", "Elev", express, "PYTHON") 
  fclass = "XCSutlines.shp " + "Elev" + " Hard_Line" 
  arcpy.CreateTin_3d(inTIN, "#", fclass, "Delaunay") 
  arcpy.TinRaster_3d(inTIN, inRast, "FLOAT", "LINEAR", "CELLSIZE 10") 
  outMinus = Minus(inRast, "Post/2011_Post") 
  outMinus.save(inDiff) 
  # Reclassify map to below and above the river stage 
  RmapRange = RemapRange([[-32000, 0, 0], [0, 32000, 1]]) 
  outReclass = Reclassify(inDiff, "VALUE", RmapRange) 
  outReclass.save(inReclass) 
  arcpy.RasterToPolygon_conversion(inReclass, inPoly, "NO_SIMPLIFY", "VALUE") 
  arcpy.Clip_analysis(inPoly, "StudyArea.shp", outPoly) 
  # Add the Area field and calcuate area (ft^2 in this case) 
  arcpy.AddField_management(outPoly, "Area", "DOUBLE") 
  arcpy.CalculateField_management(outPoly, "Area", "!SHAPE.AREA!", "PYTHON_9.3") 
  # Summarize the Area above and below river stage.  GridCode is the  
  #   variable indicating above or below river stage 
  arcpy.Statistics_analysis(outPoly, outTable, [["Area", "SUM"]], "GridCode") 
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APPENDIX B  
PRE-FLOOD GIS MODEL RESULTS 
 
Pre-flood model contour lines for river stages 6.4-9.4 m (21-31 ft).  Everything below red is 
typically permanent water.  Above the 9.4 m (31 ft) profile is uplands. 
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APPENDIX C  
POST-FLOOD GIS MODEL RESULTS 
 
Post-flood model contour lines for river stages 6.4-9.8 m (21-32 ft).  Everything below red is 
typically permanent water.  Above the 9.8 m (32 ft) profile is uplands. 
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