Abstract. Let H 8 be the neither commutative nor cocommutative semisimple eight dimensional Hopf algebra, which is also called Kac-Paljutkin algebra [KP66] . All simple Yetter-Drinfel'd modules over H 8 are given. As for simple objects and direct sums of two simple objects in
Introduction
Let K be an algebraically closed field of characteristic zero. The question of classification of all Hopf algebras over K of a given dimension up to isomorphism was posed by Kaplansky in 1975 [Kap75] . Some progress has been made but, in general, it is a difficult question for lack of standard methods. One breakthrough is the so-called Lifting Method [AS98] introduced by Andruskiewitsch and Schneider in 1998, under the assumption that the coradical is a Hopf subalgebra.
We describe the procedure for the lifting method briefly. Let H be a Hopf algebra whose coradical H 0 is a Hopf subalgebra. It is well-known that the associated graded Hopf algebra of H is isomorphic to R#H 0 where R = ⊕ n∈N 0 R(n) is a braided Hopf algebra in the category
YD of Yetter-Drinfield modules over H 0 . # stands for the Radford biproduct or bosonization of R with H 0 . As explained in [AS02] , to classify finite-dimensional Hopf algebras H whose coradical is isomorphic to H 0 we have to deal with the following questions: The lifting method was extensively used in the classification of finite dimensional pointed Hopf algebras such as [AS10] , [AHS10] , [GGI11] [FG11], [AFGV11] , [AFGV10] , [ACG16] , [ACG15] and so on. It is also effective to study finite-dimensional copointed Hopf algebras [AV11] , [GIV14] , [FAGM16] . We note that there are very few classification results on finite-dimensional Hopf algebras whose coradical is a Hopf subalgebra but not a group algebra and the dual of a group algebra, two exceptions being [CDMM04, AM16] .
Here we would like to initiate a project for the study of Hopf algebras whose coradicals are low-dimensional neither commutative nor cocommutative semisimple Hopf algebras by running procedures of the lifting method. One important step is to study the Nichols algebras over those low-dimensional semisimple Hopf algebras. Nichols algebras were studied first by Nichols [Nic78] . These are connected graded braided Hopf algebras [And02] generated by primitive elements, and all primitive elements are of degree one. In the past decades, the study of Nichols algebras was mainly focused on group algebras and which were finite dimensional, for those Nichols algebras were essential ingredients of the classification of finite-dimensional pointed Hopf algebras. Under the assumption that the base field has characteristic 0, the classification of finite-dimensional Nichols algebras over abelian groups was completely solved in [Hec06, Hec09] by using Lie theoretic structures, and the result of the classification played an important role later in the significant work [AS10] . The problem of classifying finite-dimensional Nichols algebras over non-abelian groups is difficult in general for lack of systematic method, related works please refer to [AHS10] , [FGV10] , [GHV11] , [HLV12] [HS10], [HV14] , [HV15] , etc.
In this paper, we mainly focus on Kac-Paljutkin algebra H 8 . The structure of our paper is as follows. In Section 2, we recall the fundamental notions related to Yetter-Drinfel'd modules, Nichols algebras and Gelfand-Kirillov dimension. In section 3, we construct all the simple left Yetter-Drinfel'd modules over H 8 according to Radford's method. In section 4, we get all the possible finite dimensional Nichols algebras from Yetter-Drinfel'd modules over H 8 under the assumption that the four undetermined cases over semisimple modules for which are difficult for us at the moment. It turns out that all the already known finite dimensional Nichols algebras are Cartan types A 1 , A 2 , A 2 × A 2 , A 1 × · · · × A 1 , and A 1 × · · · × A 1 × A 2 . Here is our first main result. (2) Ω 2 (n 1 , n 2 ) M i, x ⊕n 1 ⊕ M −i, x ⊕n 2 ⊕ M (xy, x) , n 1 + n 2 ≥ 0, the infinitesimal braiding is type A 1 × · · · × A 1
(3) Ω 3 (n 1 , n 2 ) M i, y ⊕n 1 ⊕ M −i, y ⊕n 2 ⊕ M (y, xy) , n 1 + n 2 ≥ 0, the infinitesimal braiding is type A 1 × · · · × A 1
(4) Ω 4 (n 1 , n 2 ) M i, x ⊕n 1 ⊕ M i, y ⊕n 2 ⊕ W 1,−1 , n 1 + n 2 ≥ 0, the infinitesimal braiding is type A 1 × · · · × A 1
(5) Ω 5 (n 1 , n 2 ) M −i, x ⊕n 1 ⊕ M −i, y ⊕n 2 ⊕ W −1,−1 , n 1 + n 2 ≥ 0, the infinitesimal braiding is type A 1 × · · · × A 1 n 1 +n 2 × A 2 .
(6) Ω 6 M (xy, x) ⊕ M (y, xy) , the infinitesimal braiding is type A 2 × A 2 . (7) Ω 7 W 1,−1 ⊕ W −1,−1 , the infinitesimal braiding is type A 2 × A 2 . Remark 1.1. We point out which of the Yetter-Drinfeld modules have a principal realization and which not, since the liftings are known when there is a principal realization and not otherwise [AAI] . Let (h) and (δ h ) be a dual basis of H 8 and H * 8 , and b ∈ {±1, ±i}, then
has a principal realization.
In section 5, according to the lifting method, we give a classification for finite-dimensional Hopf algebras over H 8 such that their infinitesimal braidings are isomorphic to those YetterDrinfel'd modules listed in Theorem A. Here is the second main result. 
where ρ(m) = m (−1) ⊗m (0) . It is a braided monoidal category. The braiding c ∈ End
, and the inverse braiding is defined by c −1 
(iii) R is generated as an algebra by R(1).
In this case, R is denoted by B(V) = n≥0 B n (V).
Remark 2.2. The Nichols algebra B(V) is completely determined by the braiding. Let B(M) denote the Nichols algebra generated by M ∈ H H YD. More precisely, as proved in [Sch96] and noted in [AS02] ,
as graded vector spaces and 
The map ι : H → A#H given by ι(h) = 1#h for all h ∈ H is an injective Hopf algebra map, and the map π : A#H → H given by π(a#h) = ε A (a)h for all a ∈ A, h ∈ H is a surjective Hopf algebra map such that π • ι = id H . Moreover, it holds that A = (A#H) co π .
Conversely, let B be a Hopf algebra with bijective antipode and π : B → H a Hopf algebra epimorphism admitting a Hopf algebra section ι : H → B such that π • ι = id H . Then A = B co π is a braided Hopf algebra in H H YD and B ≃ A#H as Hopf algebras.
2.2. GK-dimension. Let A be a finitely generated algebra over a field K, and assume a 1 , · · · , a m generate A. Set V to be the span of a 1 , · · · , a m , and denote V n the span of all monomials in the a i 's of length n. As a i 's generate A one has A = ∞ k=0 A k where 
The coalgebra structure and the antipode are defined by
The automorphism group of H 8 is the Klein four-group [SV12] . These automorphisms are given in Table 1 , which are going to be used in Corollary 5.3.
Denote a set of central orthogonal idempotents of H 8 as
And denote idempotents e ′ 5 = Definition 3.1.
as left H 8 -module, the actions of the generators are given by
Remark 3.3. Thanks to the referee's reminder, the result was also obtained in [EA03] under a different basis.
In the remaining part of the article, V 1 (b) and V 2 always mean a simple left H 8 -module. (
H , the module and comodule actions are given by 
Here we use ⊠ instead of ⊗ to avoid confusion by using too many symbals of the tensor product. We are going to construct all simple left Yetter-Drinfel'd modules over H 8 in this way. Keeping in mind that H 8 is semisimple, it's possibly being done. In fact, it is much easier than making use of the fact that
The following is a list of useful formulae for looking for simple objects of
Lemma 3.5. Definition 3.8. Let (g 1 , g 2 ) ∈ {(1, y), (x, 1), (xy, x), (y, xy)} and denote three vector spaces as (1) M (1, xy) , the actions of generators on (v ⊠ 1, v ⊠ xy) are given by
the actions of generators on the row vector
Proof. For the coactions are easy to see, we can focus on their structures as left H 8 -modules. Part (1) and (2) of the lemma can be checked by formulae (3.21) to (3.24). Let
Part (3) is immediate to check. The six two-dimensional Yetter-Drinfel'd modules are pairwise non-isomorphic since they are pairwise non-isomorphic as comodules.
Lemma 3.10. Let b 1 , b 2 ∈ {±1} and v ∈ V 1 (b 2 ) and denote
is a family of 4 pairwise non-isomorphic two dimensional simple Yetter-Drinfel'd modules over H 8 with the actions of generators on the row vector
) and coactions given by
2 since we will see that their braidings are different in Proposition 4.1. As explained in the following remark, W b 1 ,b 2 has another basis {p 1 , p 2 } with p 1 ∈ V 1 (b 2 ) and
Remark 3.11.
(
with the actions of generators on the row vector (p 1 , p 2 ) and coactions given by
According to [Mas95, Remark 2.14], H 8 is presented by generators x, y, w, where the expressions containing z are replaced by 
and coactions given by ρ w 
and coactions given by ρ w
1 .
Proof. It's straightforward to check by the definition of Yetter
2 with actions on the row vector p
given by
given by Obviously, any module in Lemma 3.9 is not isomorphic to any one of modules in Lemma 3.10 and 3.12 as comodules. As 
• 14 pairwise non-isomorphic simple Yetter-drinfel'd modules of two-dimension:
Remark 3.14. Jun Hu and Yinhuo Zhang investigated D(H)-modules in [HZ07a] and [HZ07b] by using Radford's construction [Rad03] , especially they constructed all simple modules of D(H 8 ) under a different basis comparing with ours.
Nichols algebras in
H 8 H 8
YD
In this section, we try to determine all the finite-dimensional Nichols algebras generated by Yetter-Drinfel'd modules over H 8 . As a byproduct, we calculate Gelfand-Kirillov dimensions for some Nichols algebras.
We begin by studying the Nichols algebras of simple Yetter-Drinfel'd modules. Table 2 . Especially, , then the braiding of W b 1 ,b 2 is given by 1, y) . The braiding is given by
2 , By induction,
It means that w
(1)
is an eigenvector of S 2n−1 and w
is an eigenvector of S 2n both with nonzero eigenvalue. So dim B W a 1 = ∞. And dim B W a 2 = ∞ is similar to prove.
Remark 4.3. According to the above two proposition, we calculate some Nichols algebras over direct sum of two simple objects of
YD in Table 3 .
Proof. The part (1)-(6) are direct results of Lemma 2.3. We only prove some cases as a byproduct in the following.
• When (g 1 , g 2 ) = (y, xy) and
The generalized Dynkin diagram is given by Figure 1 . According to [Hec09] , , y) , the generalized Dynkin diagram associated to the braiding is given by Figure 1 . According to [Hec09] , dim B[M ±i, y ⊕ M (xy, x) ] = ∞. We finish the part (7).
• As for cases listed in the part (6), Table 3 . Nichols algebras over direct sum of two simple objects in
• In case (b, g) ∈ {(1, 1), (1, xy)}, according to Lemma 2.3, we have
• 
, and
By Lemma 2.3, we have
Proof of Theorem A. Firstly, we recall the truth that for any submodule
YD such that dim B(M) < ∞ is in the list of Theorem A according to Table 2, Table 3 , Proposition 4.1 and Proposition 4.2, under the assumption that Conjecture 4.4 is true. Now we only need to check that Nichols algebras B(M) for M listed in Theorem A is finite dimensional. In fact, Ω 1 (n 1 , n 2 , n 3 , n 4 ) is of Cartan type A 1 × · · · × A 1 n 1 +n 2 +n 3 +n 4
; Ω k (n 1 , n 2 ) for k = 2, 3, 4, 5 is of Cartan type A 1 × · · · × A 1 n 1 +n 2 × A 2 ; Ω k for k = 6, 7 is of Cartan type A 2 × A 2 .
Hopf algebras over H 8
In this section, according to lifting method, we determine finite-dimensional Hopf algebra H with coradical H 8 such that its infinitesimal braiding is isomorphic to a YetterDrinfel'd module M listed in Theorem A. We begin by proving H is generated by elements of degree one in Theorem 5.1. That is, gr H ≃ B(M)#H 8 .
Theorem 5.1. Let H be a finite-dimensional Hopf algebra over H 8 such that its infinitesimal braiding is isomorphic to a Yetter-Drinfel'd module over H 8 which is in the list of Theorem A. Then the diagram of H is a Nichols algebra, and consequently H is generated by the elements of degree one with respect to the coradical filtration.
Proof. Since gr H ≃ R#H 8 , with R = n≥0 R(n) the diagram of H, we need to prove that R is a Nichols algebra. Let J = n≥0 R(n) * be the graded dual of R, then J is a graded Hopf algebra in , it is enough to prove that the relations that generate the ideal I hold in J. This can be done by a case by case computation. We perform here three cases, and leave the rest to the reader.
Suppose M = Ω 1 (n 1 , n 2 , n 3 , n 4 ). A direct computation shows that the elements r in J representing the quadratic relations are primitive and since the braiding is -flips, they satisfy that c(r ⊗ r) = r ⊗ r. As dim J < ∞, it must be r = 0 in J and hence there exists a projective algebra map B(M) → J, which implies that P(J) = J(1).
Suppose M = Ω 6 , then M is generated by elements p 1 = (v 1 +v 2 )⊠xy,
⊠ xy and the ideal defining the Nichols algebra is generated by the elements
We can check directly that all those generators of the defining ideal of B(M) are primitive elements, or by [Fan11, Theorem 6]. It's enough to show c(r ⊗ r) = r ⊗ r for all generators given in above for the defining ideal. Since (1) Let V ψ be the same space underlying V but with action and coaction (
Definition 5.4. For n 1 , n 2 , n 3 , n 4 ∈ N ≥0 with n 1 + n 2 + n 3 + n 4 ≥ 1, and a set I 1 of parameters
denote by A 1 (n 1 , n 2 , n 3 , n 4 ; I 1 ) the algebra generated by x, y, z, {X j } j=1,··· ,n 1 , {Y k } k=1,··· ,n 2 , {p s } s=1,··· ,n 3 , {q t } t=1,··· ,n 4 satisfying the following relations:
It is a Hopf algebra with its structure determined by
Remark 5.5.
(1) In fact, A 1 (n 1 , n 2 , n 3 , n 4 ; I 1 ) ≃ [T (Ω 1 (n 1 , n 2 , n 3 , n 4 )) #H 8 ] /I(I 1 ), where I(I 1 ) is a Hopf ideal generated by relations(5.7)-(5.14). Especially, when parameters in I 1 are all equal to zero, then A 1 (n 1 , n 2 , n 3 , n 4 ; I 1 ) ≃ B (Ω 1 (n 1 , n 2 , n 3 , n 4 ) ) #H 8 .
(2) We can observe that any element of A 1 (n 1 , n 2 , n 3 , n 4 ; I 1 ) can be expressed by a linear sum of {X κ n 4 , c, d, e in {0, 1}. So A 1 (n 1 , n 2 , n 3 , n 4 ; I 1 ) is finite dimensional.
Proposition 5.6. Let H be a finite-dimensional Hopf algebra with coradical H 8 such that its infinitesimal braiding is isomorphic to Ω 1 (n 1 , n 2 , n 3 , n 4 ), then H ≃ A 1 (n 1 , n 2 , n 3 , n 4 ; I 1 ).
Proof. By Theorem 5.1, we have gr H ≃ B(Ω 1 (n 1 , n 2 , n 3 , n 4 ))#H 8 . We can suppose H is generated by elements x, y, z in H and
Then it's easy to check that formulae listed in Definition 5.4 except (5.7)-(5.14) hold in
, from which we obtain the lifting relations (5.7)-(5.14) are only possible for the given generators. In fact, those lifting relations (5.7)-(5.14) generate a Hopf ideal.
Remark 5.7.
(1) Suppose H 1 (b) is a finite dimensional Hopf algebra with coradical H 8 such that its infinitesimal braiding is isomorphic to M b, x , where b = ±i, then
is generated by H 8 , p, and with the following relations.
(2) Suppose H 2 (b) is a finite dimensional Hopf algebra with coradical H 8 such that its infinitesimal braiding is isomorphic to M b, y , where
is generated by H 8 , p, and with the following relations. 
, then H is generated by x, y, z, p 1 , p 2 , which satisfy the following relations.
Its Hopf algebra structure is determined by 
then H is generated by x, y, z, p 1 , p 2 , {X j } j=1,··· ,n 1 , {Y k } k=1,··· ,n 2 satisfying the following relations.
Its Hopf algebra structure is determined by
Proof. By Theorem 5.1, gr H ≃ B[Ω 2 (n 1 , n 2 )]#H 8 . By Lemma 5.9 and Proposition 5.6, we only need to prove that the lifting relations (5.47) and (5.48) are only possible by the given generators, which can be obtained from the following formulae
Definition 5.11. For λ ∈ K, denote by A 6 (λ) the algebra generated by x, y, z, p 1 , p 2 , q 1 , q 2 satisfying the following relations
It is a Hopf algebra with its structure determined by Proposition 5.13. Suppose H is a finite dimensional Hopf algebra with coradical H 8 such that its infinitesimal braiding is isomorphic to Ω 6 , then H ≃ A 6 (λ).
Proof. By Theorem 5.1, gr H ≃ B(Ω 6 )#H 8 . We can suppose that H is generated by generators x, y, z in H 8 and Since r = 0 in gr H for r = p 1 q 1 + q 1 p 1 , p 2 q 2 + q 2 p 2 , p 1 q 2 − q 2 p 1 , p 2 q 1 + q 1 p 2 , we have r ∈ H 8 ⊕ K (Ω 5 #1). It's only possible that p 1 q 1 + q 1 p 1 = λ 1 (1 − x), p 2 q 2 + q 2 p 2 = λ 2 (1 − y), p 1 q 2 − q 2 p 1 = λ 3 (1 − xy), p 2 q 1 + q 1 p 2 = 0 for λ 1 , λ 2 and λ 3 in K, because
Since z(p 1 q 1 + q 1 p 1 ) = (p 2 q 2 + q 2 p 2 )z and z(p 1 q 2 − q 2 p 1 ) = (p 2 q 1 + q 1 p 2 )xz, we have λ 1 = λ 2 and λ 3 = 0. 
Its Hopf algebra structure is determined by (
there must exist a parameter λ 1 ∈ K such that p 2 1 = λ 1 (1 − xy) and p 2 2 = ib 1 λ 1 (1 − xy).
We can obtain A 2 + B 2 = 0, since
Keeping in mind that
So there exists a parameter λ 2 ∈ K such that p 1 p 2 p 1 p 2 + p 2 p 1 p 2 p 1 = λ 2 (1 − xy).
Definition 5.16. For a set of parameters I 7 = {λ j ∈ K| j = 1, · · · , 5}, denote by A 7 (I 7 ) the algebra generated by x, y, z, p 1 , p 2 , q 1 , q 2 satisfying the following relations
It is a Hopf algebra with its structure determined by By lemma 5.14, we only need to prove that (5.84) and (5.85) hold in H. It's only possible for p 1 q 2 +q 2 p 1 = 0, p 2 q 1 +q 1 p 2 = 0, since x(p 1 q 2 +q 2 p 1 ) = −(p 1 q 2 +q 2 p 1 )x, x(p 2 q 1 +q 1 p 2 ) = −(p 2 q 1 + q 1 p 2 )x, and Definition 5.19. For a set of parameters I 4 = {λ 1 , λ 2 , λ j,k ∈ K| j = 1, · · · , n 1 , k = 1, · · · , n 2 }, denote by A 4 (n 1 , n 2 ; I 4 ) the algebra generated by x, y, z, p 1 , p 2 , {X j } j=1,··· ,n 1 , {Y k } k=1,··· ,n 2 satisfying the following relations Remark 5.20. We can observe that dim A 4 (n 1 , n 2 ; I 4 ) = dim 1, p 1 , p 2 dim 1, {X j } j=1,··· ,n 1 dim 1, {Y k } k=1,··· ,n 2 dim H 8 < ∞ for subalgebra 1, p 1 , p 2 generated by 1, p 1 , p 2 , subalgebra 1, {X j } j=1,··· ,n 1 generated by 1, {X j } j=1,··· ,n 1 , and subalgebra 1, {Y k } k=1,··· ,n 2 generated by 1, {Y k } k=1,··· ,n 2 .
In fact, A 4 (n 1 , n 2 ; I 4 ) ≃ T [Ω 4 (n 1 , n 2 )]#H 8 /I(I 4 ), where I(I 4 ) is a Hopf ideal genereated by relations (5.97), (5.98), (5.101), (5.102), (5.103), (5.104).
Proposition 5.21. Suppose H is a finite dimensional Hopf algebra with coradical H 8 such that its infinitesimal braiding is isomorphic to Ω 4 (n 1 , n 2 ), then H ≃ A 4 (n 1 , n 2 ; I 4 ).
Proof. By Theorem 5.1, we have gr H ≃ B[Ω 4 (n 1 , n 2 )]#H 8 . We can suppose H is generated by x, y, z, p 1 , p 2 , {X j } j=1,··· ,n 1 , {Y k } k=1,··· ,n 2 with x, y, z ∈ H 8 and x p 2 X j + X j p 2 = p 2 X j + X j p 2 x, z p 2 X j + X j p 2 = p 2 X j + X j p 2 z, ∆ p 1 X j − X j p 1 = ( f 00 + ib 1 f 11 )z ⊗ p 1 X j − X j p 1 + p 1 X j − X j p 1 ⊗ 1+ + ( f 10 − ib 1 f 01 )z ⊗ p 2 X j + X j p 2 ,
