The high-speed translational motion of space targets will cause the micro-Doppler to shift, tilt, and fold, which brings great difficulty to the extraction of micromotion features. Translational motion must be compensated in advance to extract the authentic characteristics of micro-Doppler curves. To solve the problem of translational motion compensation, an estimation method of translational parameters based on deep learning theory is proposed. A polynomial model describing translational motion is constructed firstly by analyzing its dynamic principle. Meanwhile, the parametric characterization of micromotion signal is deduced by taking the cone target as an example. On this basis, two regression networks that can estimate acceleration and velocity respectively from the time-frequency graph are built using transfer learning. The translational motion compensation is accomplished with high accuracy and low computation complexity. The proposed method can also achieve satisfactory results in the presence of high intensity noise and discontinuous scattering points. Finally, the effectiveness and robustness of the proposed method are validated by simulations.
I. INTRODUCTION
In the course of translational motion, a space target needs to spin around its symmetry axis in order to maintain the attitude stability. At the same time, the target also does coning motion around a certain orientation axis in space due to the lateral disturbance. These subtle motions contain some key features of the target available for radar [1] . Micro-Doppler (m-D) is a physical concept that reflects the subtle motion characteristics, which can provide important information for classification, recognition and imaging of space targets [2] . Therefore, the m-D effect of space targets has been extensively studied in recent years [3] .
The motion of a space target is usually a compound motion of high-speed translational motion and small micromotion, which leads to a ''superposition'' phenomenon in radar echo. The superposition of phase in echo manifests as the m-D information superimposed on the translational Doppler in frequency domain. The translational motion can cause shifts, folds, and tilts in time-frequency domain, thus
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destroying the structure of m-D. The translational motion must be compensated first in order to extract the real micromotion features of the target.
The existing methods of translational motion compensation in open literature fall into three categories. The first is based on the spectrum information. The estimations of translational parameters are obtained directly by searching the minimum entropy or width of the spectrum. Yu approximated the range of the target to a quadratic polynomial and accomplished phase adjustment by minimizing of the entropy of the Doppler spectrum [4] . Guo estimated the Doppler center to compensate translational motion after keystone transform [5] . This kind of methods does not consider the instantaneous state of frequency, but focuses on the overall aggregation extent. Therefore, it is more robust to noise and different signal forms. However, the computational complexity and compensation accuracy of these methods are sensitive to the search interval and range. It is difficult to set these parameters reasonably without prior knowledge.
The second is based on the time-frequency distribution. Luo decomposed the micro-Doppler curve on the rangeslow time plane by empirical mode decomposition (EMD), and used the trend term for translational motion compensation [6] . Similarly, Zhao extracted the frequency of translational motion by complex empirical mode decomposition (CEMD) [7] . Xu obtained the translational parameters of group targets based on Radon transform [8] . This kind of parameterization methods can intuitively observe the frequency modulation features of the signal and the processing effects of each step. However, it requires a high signal-tonoise ratio (SNR). Besides, it is limited by the time-frequency resolution, peak extraction accuracy, polynomial fitting precision, cross-term interference, and other multiple factors. The existence of multi-layer transferred errors leads to poor estimation accuracy and timeliness, and even the misestimation of the motion order.
The third is based on signal model transformation. Feng proposed a method called multi-level delayed and conjugated multiplication (MDCM) to compensate micromotion [9] . For rotationally symmetric targets, Li compensated the translational motion utilizing the local symmetry cancellation effect of m-D [10] . Chen estimated translational parameters after eliminating the micromotion by symmetric conjugate multiplication [11] . Gu estimated the translational acceleration by the delayed-conjugated multiplication processing and then achieved the residual velocity by searching the maximum spectral peak [12] . This kind of methods eliminates the polynomial phase step by step according to the signal characteristics, and only the m-D modulation term is retained. However, the existence of a single strongest scattering point or a significant difference in scattering intensity between scattering points is required in most cases.
In this paper, we study the problem of translational motion compensation for space targets. We manage to alleviate or avoid the defects mentioned above. Firstly, we analyze the movements of space targets and obtain reasonable expressions of translational model and micromotion model. Next, we gain inspiration from the recent popular deep learning theory and plan to start with time-frequency images. Convolutional neural network (CNN) is the most widely used in deep learning, which mainly solves the problem of image classification. The latest deep convolutional neural network (DCNN) has now surpassed the human average in object classification [13] . DCNN can not only extract target features but also construct classification boundaries in one neural network system by employing multiple layers. DCNN has been used in radar image classification in many literatures, including HRRP [14] , SAR image [15] , ISAR image [16] and micro-Doppler spectrogram [17] - [19] et al. In micro-Doppler, classifications for human activity [17] , gait [18] , and UAV [19] have achieved encouraging results using DCNN. While translational motion compensation is a parameter estimation problem rather than a classification one. Consequently, we convert the typical classification DCNN into a regression DCNN. We take advantage of the great capability of automatic feature extraction in DCNN. Without changing the front feature extraction structure, we modify the back classification structure and train it to adapt to the task of translational parameter estimation.
The rest of this paper is organized as follows. Section II establishes the models of translational motion and micromotion, and gives the description of radar echo signal. In Section III, the method of estimating acceleration and velocity based on DCNN is presented. Performance analysis of the proposed method is conducted through simulation in Section IV. Finally, we draw a conclusion in Section V.
II. ECHO SIGNAL MODEL OF SPACE TARGETS
Radar echo signal is the modulation of transmitting signal affected by some physical attributes of the target. The amplitude and phase of echo signal can reflect the essence of the target. For non-cooperative targets with unknown modulation process, the key to recognition is obtaining the volume, shape, and other information of the target by comparing the difference between the transmitting signal and the echo. Exploring this consistency is also the primary task of analyzing the characteristics of radar targets. The movement of a space target consists of two parts. One is the orbital motion of the centroid, i.e. translational motion, and the other is the micromotion around the centroid. In this section, the dynamic principle analysis and kinematics modeling of space targets are carried out.
A. TRANSLATIONAL MOTION MODEL
At present, the translational distance in short observation time is usually approximated by polynomial models, such as quadratic polynomial and cubic polynomial [4] - [8] , [10] - [12] , or even more complex polynomial models [9] , [20] . However, these literatures set the degree of polynomial arbitrarily without analyzing the translational characteristics to reasonably determine the degree. We take the ballistic target as an example to study the motion law of the target in the orbital plane.
The elliptic orbit is shown in the polar coordinates in Fig. 1 , where the geocentric O 1 is the coordinate origin, and p is the perigee of the elliptical orbit. g is the initial polar axis, while VOLUME 7, 2019 the geocentric radius vector r on the trajectory is the polar axis. The angle f between g and r is the polar angle. k and n are the shutdown point and the reentry point respectively. r 0 is the radius of the earth. V is the instantaneous velocity vector and γ is the orbit inclination.
Assume that f along the flight direction is positive. It is easy to know from the law of universal gravitation and Newton's second law that the gravity of the target is proportional to its mass and inversely proportional to the square of its geocentric distance. Combined with the law of conservation of momentum and the law of conservation of mechanical energy, the expression of the geocentric distance between the target and O 1 can be derived as
where P is the semi-latus rectum, e is the eccentricity ratio. Let the instantaneous velocity of the target at k be V k , the geocentric distance be r k , and the orbital inclination angle be γ k . It can be obtained by derivation
is the energy parameter, representing the ratio of the kinetic energy at k to the potential energy, and µ is the geocentric gravitational constant.
Let the major semi-axis of the elliptic orbit be a, and the minor semi-axis be b. According to (2), (3) and the related geometric knowledge, we can obtain that
We can know from (4) that the two semi-axes of elliptic orbit are only related to the three parameters of the shutdown point of the target. The shape of the orbit is determined by r k , V k , and γ k together.
Kepler's second law states that the area of the intersection of the planet and the star is equal in the same time. Then for the elliptic orbit plane, Kepler's equation can be obtained by
where M and E are the mean anomaly and the eccentric anomaly, respectively. If the values of M and E are known, the flight time of the target can be calculated. From (1) and (4) we can obtain the relationship between f and E as follows Furthermore, the relationship between |V |, γ , and E at any point in the flight path of the target can be obtained as
In summary, the elliptical orbit parameters a, b, P, e and E can be calculated by the shutdown point parameters r k , V k and γ k . Then the time of the target flying through perigee can be obtained from (5) . Finally, the motion parameters at each moment can be solved according to (7) .
Next, specific shutdown point data are set to simulate and analyze the translational characteristics of the target. Suppose that r k = 6521km, V k = 5000m/s, γ k = 36.5
• . Taking the logarithm of the absolute value of radial acceleration of each order as the vertical coordinate, the graph changing with time is shown in Fig. 2 . The unit of the ordinate is m · s −(n+1) , where n is the order. It can be observed that the first-order acceleration changes very smoothly during the flight since the target is not affected by external forces. Therefore, the orbit is quite stable. While the second-order and third-order accelerations are much smaller than the firstorder acceleration. For space targets, the single observation time of radar is only one or two micromotion periods. So it can be reasonably assumed that the first-order acceleration is constant and the second-order acceleration is negligible. That is to say, in a short observation time, the translational distance can be approximated to a quadratic polynomial as
where r 1 , v 1 , and a tr are the radial distance, velocity, and acceleration of the trajectory target at t, respectively.
B. MICROMOTION MODEL
We take the cone target as an example for analysis, and the sliding-type scattering center model described in [21] is used. As shown in Fig. 3 , P − VUW is the radar observation coordinate system, O − XYZ is the target precession coordinate 
where a A , b A , a u , b u and λ are modulation coefficients, which are only related to the target size and precession parameters.
We can obtain the following expression after mathematical simplification
where χ 1 , χ 2 , and χ 3 are functions related to β and θ. For rotationally symmetric targets, the spin matrix can be equivalent to a unit matrix, meaning that the modulation effect of spinning on electromagnetic scattering characteristics can be neglected.
C. DOPPLER ANALYSIS
Based on the expressions of translational distance and microdistance obtained above, we next analyze the Doppler of radar echo. Suppose that the radar transmits a single-frequency signal with an operating frequency of f c , the baseband echo signal after orthogonal dual-channel processing is
where j = √ −1, c is the speed of light, and ρ is the target scattering coefficient, where ρ is considered to be a constant in a short time. Deriving the phase term of s(t), the Doppler of the echo can be expressed as
where the former term represents translational Doppler and the latter term represents micro-Doppler. The existence of R tr (t) causes the micro-Doppler frequency to shift and fold.
Since the micromotion period is short (usually several seconds), the change rate of translational velocity is relatively small in a few micromotion cycles despite its large absolute value (several kilometers per second as shown in Fig. 2) . The echo signal can be uniformly precompensated by the velocity v 0 measured by a pulse during the observation time as
The translational velocity after precompensation is v tr = v 1 − v 0 . The radial velocity of the precompensated signal s (t) is a small quantity. It can be considered that there is no Doppler ambiguity during a short pulse accumulation time.
III. TRANSLATIONAL PARAMETERS ESTIMATION
We can know from (12) that all scattering points (containing two scattering points in our model) on the same space target share the same translational Doppler. That is, whether the micro-Doppler of each scattering point satisfies the ideal sinusoidal curve or not, the translational parameters are the same. Therefore, the translation parameters can be estimated by extracting the translational trend superimposed on micro-Doppler. Making use of the consistency of translational trend on each micro-Doppler curve, we try to propose a translational parameter estimation method free from multi-component cross-term interference and micro-Doppler breakpoint.
Deep learning algorithm can extract abstract and invariant high-level attributes from low-level features. DCNN combines simple features of shallow layers such as lines into complex features of deep layers such as shapes based on the nonlinearization between input and output. We sought to design a regression network that can extract translational parameters from micro-Doppler spectrograms by using the generalized learning ability for high-dimensional features of DCNN. 
A. ESTIMATION OF ACCELERATION
We can obtain the precompensated radar echo signal from (13) , then the signal is converted into 2-D timefrequency graph by short-time Fourier transform (STFT). We can get the desired time-frequency graphs as samples in the dataset by setting the translational parameters and micromotion parameters.
We can see from (8) and (11) that in time-frequency graph, velocity only affects the up-down translation of micro-Doppler, while acceleration can change the overall slope. Therefore, for the same target, the translational parameters have a one-to-one correspondence with the distribution of micro-Doppler under fixed radar parameters. The radar parameters are shown in Table. 1. The structural parameters and micromotion parameters of the cone target are shown in Table. 2. According to the analysis of translational characteristics in Section II, the range of residual velocity after precompensation is set to [−5 : 0.1 : 5] m/s, and the range of acceleration is [−10 : 0.1 : −5] m/s 2 . Then a dataset called DS1 containing 5151 time-frequency maps are obtained. 51 labels are set to correspond to 51 acceleration values, each of which contains 101 samples. DS1 are split into training set Tr1 (3111 samples), validation set Va1 (1020 samples) and test set Te1 (1020 samples) according to the ratio of 3:1:1. The specified proportion of samples from each label are randomly assigned to each dataset. DS1 contains only a few thousand samples, which is far from enough for training a deep network. Therefore, we use the transfer learning method and a pretrained network to implement the next step. Now we construct the first regression network called RgNet1 to predict accelerationâ. We use AlexNet [22] , which is trained for ImageNet, to perform the required regression task. The basic structure of AlexNet is briefly shown in the black section on the left of Fig. 4 . As a popular pretrained network, AlexNet has been trained on more than one million images and can classify them into 1000 object categories. The network has learned a rich feature representation for a great variety of images.
Transfer learning is a common learning method in the application of deep learning. We can use a pretrained network as a starting point for learning new tasks. We plan to use a pretrained classification network and retrain it for a regression task. The convolution layers of AlexNet extract image features provided for the last learnable layer and the last classification layer to classify the input image. The two layers ''fc8'' and ''output'' of AlexNet contain information on how to combine the features extracted by the network into class probabilities, loss values and prediction labels. In order to retrain a pretrained network for regression, we will replace these two layers with new layers that fits our task. We replace the final fully connected layer, the softmax layer, and the classification output layer with a fully connected layer of size 1 and a regression layer. The whole replacement process is shown in the dotted box of Fig. 4 .
Then the network is prepared to be retrained on the new data. After setting the training options, we use Tr1, Va1, and Te1 for training, validation, and test. Finally, the trained RgNet1 that can output the estimated value of acceleration is obtained. The training method of RgNet1 is shown in the green part of Fig. 5 . It should be noted that the input size of AlexNet is 227 × 227, so all the samples in the dataset are resized to this size before we use.
B. ESTIMATION OF VELOCITY
Next, we construct the second regression network RgNet2 to predict velocityv. RgNet2 is similar to RgNet1 in that changing partial structure of AlexNet first and then training the network through transfer learning. The main difference lies in the used dataset. Since a tr has been compensated, the main purpose of RgNet2 is to extract features related to v tr in time-frequency graph. v tr strongly affects the distribution of center of gravity in micro-Doppler. When the translational velocity is fully compensated (i.e. v tr = 0), the center of gravity in micro-Doppler should be precisely at zero frequency. Therefore, the acceleration is set to zero when generating samples in this part, while the range of velocity is still set to [−5 : 0.1 : 5] m/s. Radar parameters are unchanged shown in Table. 1. The micromotion parameters of the target are reset, the range of precession angle is set to [17 : 1 : 23] • , and the range of coning frequency is [0.7 : 0.1 : 1.3] • . In this way, a dataset containing 4949 time-frequency images called DS2 is obtained. 101 labels are set to correspond to 101 velocity values, each of which contains 49 samples. DS2 are split into training set Tr2 (2929 samples), validation set Va2 (1010 samples) and test set Te2 (1010 samples) according to the ratio of 3:1:1. The specified proportion of samples from each label are randomly assigned to each dataset. The following steps are the same as when training RgNet1. Finally, we get a regression network that can output the velocity estimation. The training method of RgNet2 is shown in the blue part of Fig. 5 .
IV. SIMULATION RESULTS ANALYSIS
To carry out the experimental simulation, we use an i5 Intel processor with a NVIDIA GeForce GTX 1050Ti graphics card. MATLAB is used for the coding. The simulation is first performed using the dataset without noise. Fig. 6 randomly shows some of the samples included in Tr1, where both acceleration and velocity exist. We can observe that both translation and tilt occur in micro-Doppler. Fig. 7 randomly shows some of the samples included in Tr2, where only velocity exists. We can observe that there is only up-down translation in micro-Doppler. According to the convergence condition of loss value during the training process, we train the network using stochastic gradient descent with momentum (SGDM) optimizer. The maximum number of epochs is 20 and the size of mini-batch for each training iteration is 128. The initial learning rate is 0.001. We update the learning rate every 5 epochs by multiplying 0.5. The learning rate dropped to 1.25e −4 at the end of training. Fig. 8 shows the root-mean-square error (RMSE) and loss over epoch of RgNet1, which give an overview of the training process. Fig. 9 shows the RMSE and loss over epoch of RgNet2. We can see that RMSE and loss gradually decrease and tend to be stable. Then we use test set to evaluate the performance of the regression network. We also calculate another indicator P besides RMSE. P is defined as the percentage of predictions within an acceptable error margin E a . We determine the difference between the predicted value and the real value of each test sample as E = [E 1 , E 2 , · · · , E M ], where M is the number of samples in the test set. The number of absolute values in E less than E a is counted as N . Then the corresponding P of E a is P (E a ) = N M (14) Fig. 10 gives the prediction results of RgNet1 for Te1 and RgNet2 for Te2, respectively. We can see that the trained RgNet1 and RgNet2 both achieve promising results. The complete estimation process in actual situation is shown in the red part of Fig. 5 . The new datasets are generated below to evaluate the performance of the proposed method comprehensively. 
A. EFFECT OF NOISE ON PARAMETERS ESTIMATION PERFORMANCE
The setting of radar parameters remains unchanged. The range of residual velocity after precompensation is set to [−5 : 1 : 5] m/s, and the range of acceleration is [−10 : 1 : −5] m/s 2 . Gauss white noise of − 10 dB, − 5 dB, 0 dB, 5 dB, and 10 dB is added to generate radar echoes. Then we obtain 5 corresponding datasets of DS3, DS4, DS5, DS6 and DS7 after STFT. Each dataset contains 66 samples. A sample in DS3 is input into RgNet1 firstly, the precompensated signal s (t) is compensated by the outputâ. Then the acceleration compensated signal s (t) is input into RgNet2 as a sample after STFT. The fully compensated signal s (t) is finally obtained using the outputv of RgNet2. Similarly, the same operation is performed on the remaining samples in the five datasets. Then we calculate the RMSE of translational parameters estimation under various SNR.
The simulation results are represented by line graphs of RMSE-SNR in Fig. 11 . The RMSE is stable within 1 when SNR is not lower than 5 dB. As the SNR decreases, the RMSE continues to increase. It can be seen that the RMSE of velocity is generally higher than that of acceleration, because the estimation accuracy of velocity is based on the compensation accuracy of acceleration. For the estimation under the signal length of 2000, the variation of CRLB with SNR is given in Fig. 12 . The concrete derivation of CRLB is detailed in the Appendix. Fig. 13 shows an example of the complete compensation process with a SNR of 5 dB, an acceleration of 
B. EFFECT OF DISCONTINUOUS SCATTERING POINTS ON PARAMETERS ESTIMATION PERFORMANCE
The attitude change process of a space target affects the echo characteristics of the target. The micromotion can cause an increase in the amplitude of azimuth. The scattering structure of the target observed by radar changes greatly in a micromotion period, where discontinuity might exist [23] . Therefore, it is often observed that the obtained m-D curves in timefrequency graph have some breakpoints or even a missing segment. It is necessary to analyze the influence of scattering points discontinuity on our method. The parameters setting is the same as the previous section, and SNR is 10 dB. 20% (400 points), 40% (800 points), 60% (1200 points) and 80% (1600 points) of the data are randomly lost when generating radar echoes. Thus, we obtain 4 corresponding datasets of DS8, DS9, DS10, and DS11 after STFT. Each dataset contains 66 samples. Fig. 14 shows the samples under 4 different loss rates for an acceleration of −7 m/s 2 and a velocity of 0 m/s. The loss of echo signals appears as a relative increase of noise intensity after time-frequency transform. The following process is the same as the previous section. The simulation results are represented by line graphs of RMSE-Loss rate in Fig. 15 . Velocity estimation is more likely to be affected by the discontinuity of scattering points. This is still because the input of RgNet2 depends on the estimation accuracy of acceleration.
Training RgNet1 costs about 7 minutes, so does RgNet2. While it only takes 0.015 seconds for the trained RgNet1 or RgNet2 responding to the input time-frequency image. The run time of our method is mainly spent on the two time-frequency transforms, which costs about 1 second. However, the total execution time of the proposed method is still less than that of the latest method in [12] . Moreover, our method achieves a higher estimation accuracy than those methods [4] - [6] relying on the continuity of m-D, especially in the case of low SNR and scattering points missing.
V. CONCLUSION
In this paper, a novel method of translational parameters estimation for space targets is proposed. The proposed method estimates acceleration and velocity one after another in two steps. Two regression networks are constructed and trained for predicting translational parameters of the input timefrequency image. Several datasets are generated for different situations. It must be noted that the radar operating frequency, pulse repetition frequency, and observation time must be predefined and fixed in the proposed method, because these three factors determine the representation of translational parameters on the time-frequency graph. The point scattering model is adopted for simulation in this paper to simplify the problem. This model can well characterize the targets with simple scattering properties such as space micromotion targets. For targets with more complex electromagnetic scattering properties than cone target, such as cone-cylinder and cone-cylinder-flare targets, the overall trend change caused by translational motion can still be extracted from timefrequency images, thus guaranteeing the effectiveness of our method.
However, the dataset we build in this paper still needs to be improved. We derived the variation range of translational parameters, while the default variation range of micromotion parameters is limited. Besides, we do not give much consideration to the diversity of structural parameters. Theoretically, one regression network trained on a complete dataset is capable of solving the estimation problem for different targets with different motion parameters. Therefore, we will construct more abundant and reasonable datasets in the future work, so as to train a better performing regression network. No measured data is used for verification in this paper due to the limited experimental conditions, and the corresponding work will be supplemented in future research. In addition, translational motion compensation in the case where m-D bandwidth is larger than the detectable bandwidth of radar is worthy of further study.
APPENDIX
Assume the target scattering coefficient is 1, the discrete observation of (12) with additive white Gaussian noise w (n) can be written as z(n) = s(n) + w (n) = exp jA r 1 + v tr n + a tr n 2 /2 + R A (n) + R u (n) + w (n) n = 0, · · · , N − 1 (15) where A = −4πf c /c. Suppose the variance of w (n) is σ 2 . The parameter to be estimated isθ = (v tr , a tr ). Note z(n) = x n + jy n , s(n) = µ n + jν n , where µ n = cos (φ n ), ν n = sin (φ n ), φ n = A r 1 + v tr n + a tr n 2 /2 + R A (n) + R u (n) .
Thus, the logarithmic joint probability density function is ln f z,θ = −N ln π σ 2 − 1 σ 2 N −1 n=0 (x n − µ n ) 2 + (y n − ν n ) 2 (16) Then each item in Fisher matrix can be expressed as
Then the Fisher matrix can be expressed as The CRLB matrix is calculated by
Finally, the CRLB ofv tr andâ tr are obtained as
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