Abstract-Consider a classification problem involving only discrete features that are represented as random variables with some prescribed discrete sample space. In this paper, we study the complexity of two feature selection problems. The first problem consists in finding a feature subset of a given size k that has minimal Bayes risk. We show that for any increasing ordering of the Bayes risks of the feature subsets (consistent with an obvious monotonicity constraint), there exists a probability distribution that exhibits that ordering. This implies that solving the first problem requires an exhaustive search over the feature subsets of size k. The second problem consists of finding the minimal feature subset that has minimal Bayes risk. In the light of the complexity of the first problem, one may think that solving the second problem requires an exhaustive search over all of the feature subsets. We show that, under mild assumptions, this is not true. We also study the practical implications of our solutions to the second problem.
INTRODUCTION
CONSIDER a classification problem involving only discrete features that are represented as random variables with some prescribed discrete sample space. The Bayes classifier over a feature subset is the classifier that outputs the most likely class conditioned on the state of the feature subset. Let the Bayes risk of a feature subset be the error probability of the Bayes classifier over that feature subset. Obviously, every ordering of the Bayes risks of the feature subsets that is possible (i.e., there exists a probability distribution that exhibits that ordering) must comply with the following monotonicity constraint: The supersets of a feature subset cannot have larger Bayes risks than the subset.
In this paper, we study the complexity of two feature selection problems. The first problem consists of finding a feature subset of a given size k that has minimal Bayes risk. We call this problem the k-optimal problem. In Section 3, we prove that any increasing ordering of the Bayes risks of the feature subsets that is consistent with the monotonicity constraint is possible. This implies that solving the k-optimal problem requires an exhaustive search over the feature subsets of size k. As we discuss later, our result strengthens the results in [1, Theorem 1] , [11, page 108] , and [27, Theorem 32.1].
The second problem that we study in this paper consists of finding the minimal feature subset that has minimal Bayes risk. We call this problem the minimal-optimal problem. One may think that if solving the k-optimal problem requires an exhaustive search over the feature subsets of size k, then solving the minimal-optimal problem requires an exhaustive search over all the feature subsets.
We show in Section 4 that, under mild assumptions, this is not true: The minimal-optimal problem can be solved by a backward search, or even without any search, by applying a characterization of the solution that we derive. As we discuss later, our result strengthens the result in [5, page 593] .
The two methods that we propose to solve the minimal-optimal problem build upon the assumption that the probability distribution over the features and the class is known. In practice, however, this probability distribution is typically unknown and only a finite sample from it is available. We show in Section 5 that our methods can be adapted to finite samples so that they solve the minimaloptimal problem in the large sample limit.
Although the k-optimal problem has received some attention in the literature, the minimal-optimal problem has undoubtedly received much more attention. Therefore, we believe that researchers and practitioners will find more relevant our complexity analysis of the minimal-optimal problem than that of the k-optimal problem. All in all, we believe that both analyses contribute to advance the understanding of feature selection.
PRELIMINARIES
Let the set of discrete random variables X ¼ ðX 1 ; . . . ; X n Þ represent the features and the discrete random variable Y the class. Assume that every random variable in ðX; Y Þ has a finite sample space of cardinality greater than one. For simplicity, assume that the sample space of every random variable in ðX; Y Þ are the integer numbers 0; 1; . . . . For simplicity, we use the juxtaposition of sets to represent their union. For instance, given S; T X, ST means S [ T . We use :S to denote X n S. We use uppercase letters to denote random variables and the same letters in lowercase to denote their states. For instance, s denotes a state of S, st a state of ST , and :s a state of :S. In the expressions S ¼ 0 and s ¼ 0, 0 represents a vector of zeroes. The expression s ! 1 means that every component of s is greater or equal to 1. We use lowercase p to denote a probability distribution, and uppercase P to denote the probability of an event.
The following definitions are taken from [2] : A classifier over X is a function g : X ! Y, where X and Y are the sample spaces of X and Y , respectively. The risk of a classifier gðXÞ, denoted as RðgðXÞÞ, is the error probability of gðXÞ, i.e., RðgðXÞÞ ¼ P ðgðXÞ 6 ¼ Y Þ. RðgðXÞÞ can also be written as
The Bayes classifier over X, denoted as g Ã ðXÞ, is the classifier that outputs the most likely class a posteriori, i.e., g Ã ðxÞ ¼ arg max y pðyjxÞ. Interestingly, the Bayes classifier is optimal. That is, the risk of the Bayes classifier, known as the Bayes risk of X, is minimal [2, Theorem 2.1]. If Y is binary, the Bayes risk of X can be written as 
ON THE k-OPTIMAL PROBLEM
In this section, we show that solving the k-optimal problem requires an exhaustive search over the subsets of X of size k. First, we prove in the theorem below that any increasing ordering of the Proof. We construct p as follows: We set pðx; yÞ ¼ 0 for all y 6 2 f0; 1g and x. This allows us to treat Y hereinafter as if it were binary. We do so. We set 
The theorem above implies that no nonexhaustive search method over the subsets of X of size k can always solve the k-optimal problem: For any subset S of X of size k that is not considered by a nonexhaustive search method, there exists a probability distribution such that the Bayes risk of S is smaller than the Bayes risks of the rest of the subsets of X of size k. Furthermore, it follows from the proof above that the Bayes risk of S can be made arbitrarily smaller than the Bayes risks of the rest of subsets of X of size k. Therefore, a nonexhaustive search method can perform arbitrarily bad.
The theorem above strengthens the results in [ [11, Theorem 1] prove the same result as the theorem above by constructing a continuous probability distribution that exhibits the desired behavior. Therefore, in these works the features are assumed to be continuous. It is mentioned in [11, page 108 ] that the result also holds for discrete features: It suffices to find a sufficiently fine discretization of the continuous probability distribution constructed. An alternative proof of the result is provided in [2, Theorem 32.1], where the authors directly construct a discrete probability distribution that exhibits the desired behavior. As a matter of fact, the authors not only construct the discrete probability distribution but also the sample space of the features. Consequently, the three papers cited prove the same result as the theorem above for some discrete sample space of the features. However, this sample space may not coincide with the prescribed one. In other words, the three papers cited prove the result for some discrete sample space of the features, whereas the theorem above proves it for any discrete sample space of the features because the sample space of each random variable in ðX; Y Þ can have any cardinality, as long as this is finite and greater than one.
We prove below another interesting result: Some not strictly increasing orderings of the Bayes risks of the subsets of X are impossible even though they comply with the monotonicity constraint. This result will be of much help in the next section. We first prove an auxiliary theorem.
Theorem 2. Let p be a probability distribution over ðX; Y Þ. Let S and T denote two disjoint subsets of X. If pðstÞ > 0 and pðY jstÞ has a single maximum for all st, then Rðg Ã ðST ÞÞ ¼ RðgðSÞÞ iff g Ã ðST Þ ¼ gðSÞ.
Proof. The assumption that pðY jstÞ has a single maximum for all st in the theorem above is meant to guarantee that no tie occurs in g Ã ðST Þ.
Theorem 3. Let p be a probability distribution over ðX; Y Þ. Let S, T , and U denote three mutually disjoint subsets of X. Consequently, under the assumptions in the theorem above, some not strictly increasing orderings of the Bayes risks of the subsets of X are impossible even though they comply with the monotonicity constraint, e.g.,
Rðg
Ã ðST UÞÞ ¼ Rðg Ã ðST ÞÞ ¼ Rðg Ã ðSUÞÞ < Rðg Ã ðSÞÞ:
ON THE MINIMAL-OPTIMAL PROBLEM
In this section, we prove that, under mild assumptions on the probability distribution pðX; Y Þ, solving the minimal-optimal problem does not require an exhaustive search over the subsets of X. Specifically, the assumptions are that pðxÞ > 0 and pðY jxÞ has a single maximum for all x. The former assumption implies that there are not bijective transformations between feature subsets. To see it, it suffices to note that if there were a bijective transformation between two feature subsets, then the probability that one of the feature subsets is in a state different from the one dictated by the bijective transformation would be zero, which contradicts the assumption of strict positivity. The latter assumption implies that no tie occurs in g Ã ðXÞ. Before proving the main result of this section, we prove that the solution to the minimal-optimal problem is unique. and pðY jxÞ has a single maximum for all x, then the solution to the minimal-optimal problem is unique.
Proof. A solution to the minimal-optimal problem is any minimal feature subset that has minimal Bayes risk. It is obvious that one such subset always exists. Assume to the contrary that there exist two such subsets, say S Ã and S Ã . Then,
Hereinafter, S Ã denotes the unique solution to the minimaloptimal problem. We prove below that the backward search (BS) method in Table 1 solves the minimal-optimal problem. Let S denote the estimate of S Ã . BS first initializes S to X. Then, it chooses any X i 2 S such that Rðg Ã ðS n X i ÞÞ ¼ Rðg Ã ðSÞÞ and removes it from S. The method keeps removing features from S while possible.
Theorem 5. Let p be a probability distribution over ðX; Y Þ. If pðxÞ > 0 and pðY jxÞ has a single maximum for all x, then the BS method in Table 1 solves the minimal-optimal problem.
Proof. Assume that no feature can be removed from S and, thus, that BS halts. At that point, S has minimal Bayes risk, i.e., Rðg Ã ðSÞÞ ¼ Rðg Ã ðXÞÞ, by how BS works. Moreover, S is minimal with respect to having minimal Bayes risk. To see it, assume to the contrary that there exists some T & S such that Rðg Ã ðT ÞÞ ¼ Rðg Ã ðSÞÞ ¼ Rðg Ã ðXÞÞ. Then, Rðg Ã ðS n X i ÞÞ ¼ Rðg Ã ðSÞÞ with X i 2 S n T , due to the monotonicity constraint because T & S n X i & S. However, this contradicts that no more features can be removed from S. If X contains more than two features, then the theorem above implies that solving the minimal-optimal problem does not require an exhaustive search over the subsets of X. Recall from the previous section that solving the k-optimal problem requires an exhaustive search over the subsets of X of size k. One may think that such an exhaustive search would not be necessary if one makes the same assumptions as in the theorem above. Unfortunately, this is not true: The probability distribution constructed in the proof of Theorem 1 satisfies those assumptions because of (1) and (3) and because the probabilities in the first summand of (4) are set to positive values.
BS removes features from S in certain order: It always removes the feature with the smallest index that satisfies the conditions in lines 4 and 5. However, removing any other feature that satisfies these conditions works equally well because the proof of the theorem above does not depend on this question. However, the study of this question led us to an interesting finding: The features that satisfy the conditions in lines 4 and 5 in the first iteration of BS, i.e., when S ¼ X, are exactly the features that will be removed from S in all of the iterations. The theorem below proves this fact.
Theorem 6. Let p be a probability distribution over ðX; Y Þ. If pðxÞ > 0 and pðY jxÞ has a single maximum for all x, then X i 2 S Ã iff Rðg Ã ð:X i ÞÞ 6 ¼ Rðg Ã ðXÞÞ or, alternatively,
Proof. It suffices to prove the first equivalence in the theorem, because the second follows from the first by Theorem 2. Consider any X i 6 2 S Ã . By Theorem 5, BS removes X i from S at some point. At that point, Rðg Ã ðS n X i ÞÞ ¼ The theorem above implies that the minimal-optimal problem can be solved without performing a search over the subsets of X: It suffices to apply the characterization of S Ã in the theorem. We call this method the one-shot (OS) method. Table 2 shows its pseudocode.
It is worth mentioning that an unproven characterization of S Ã is proposed in [5, page 593] . Although in [5] the features are assumed to be continuous, the authors claim that their characterization also applies to discrete features. Specifically, the authors state without proof that X i 2 S Ã iff P ðg Ã ð:X i ; X i Þ 6 ¼ g Ã ð:X i ; X 
i . To prove the only if part, assume to the contrary that, for some :
i . Note that this state has probability pð:x i Þpðx i j:
Þ is constant for all x i . Moreover, for any :x i , g Ã ð:x i ; x i Þ is constant for all x i iff g Ã ðXÞ coincides with some classifier gð:X i Þ. We now prove that the latter statement is true iff g Ã ðXÞ ¼ g Ã ð:X i Þ. The if part is trivial. To prove the only if part, assume to the contrary that g Ã ðXÞ coincides with some classifier gð:X i Þ such that gð:X i Þ 6 ¼ g Ã ð:X i Þ. Then, Rðg Ã ð:X i ÞÞ < Rðgð:X i ÞÞ ¼ Rðg Ã ðXÞÞ by Theorem 2. However, this contradicts the monotonicity constraint.
t u
Finally, note that our characterization of S Ã in Theorem 6 as
resembles the definition of strongly relevant features introduced in [4, Definition 5]: X i is strongly relevant iff pðY j:X i Þ 6 ¼ pðY jXÞ. Note, however, that our characterization of S Ã involves the Bayes classifier whereas the definition of strongly relevant involves the posterior distribution of Y . This is why S Ã does not coincide with the set of strongly relevant features in general, as the following example illustrates. Example 1. Let X and Y be two binary random variables. Let pðxÞ > 0 and pðY ¼ 0jxÞ ¼ x=3 for all x. Then, X is strongly relevant though X 6 2 S Ã because it affects the posterior distribution of Y but not enough so as to affect the Bayes classifier, which is g Ã ðxÞ ¼ 1 for all x.
It should be noted, however, that every feature in S Ã is strongly relevant. See [5, Theorem 8] for a proof of this statement for continuous features. The proof also applies to discrete features. Yet another feature subset of importance in classification is the so-called Markov boundary introduced in [6, page 97] : The Markov boundary is the minimal feature subset M such that pðY jMÞ ¼ pðY jXÞ. When pðxÞ > 0 for all x, the Markov boundary coincides with the strongly relevant features. See [5, Theorem 10] for a proof of this statement for continuous features. The proof also applies to discrete features. Therefore, S Ã does not coincide with the Markov boundary in general either.
When facing a classification problem for the first time, the practitioner should decide whether it will suffice to predict a class label for each new instance or whether it will also be needed to assess the confidence in the class label predicted. Some may say that this is not a decision the practitioner can make but an intrinsic characteristic of the classification problem at hand. In any case, the practitioner should determine the feature subset on which to build the classifier. As we have discussed above, S Ã and the Markov boundary M do not coincide in general. Therefore, it is crucial to choose the right feature subset in order to solve the classification problem optimally. If only the label of the class predicted is needed when classifying a new instance, then one should go for S Ã because it is the minimal feature subset that allows to build a classifier with minimal risk, i.e., Rðg Ã ðS Ã ÞÞ ¼ Rðg Ã ðXÞÞ. If a measure of the confidence in the class label predicted is required, then one should go for M, which, as mentioned above, coincides with the strongly relevant features when pðxÞ > 0 for all x because it is the minimal feature subset such that pðY jMÞ ¼ pðY jXÞ.
BS AND OS IN PRACTICE
It is shown in [9] that for a feature selection algorithm to solve a feature selection problem, the algorithm should be custom designed for specific classes of classifiers and performance measures. Of course, these classes of classifiers and performance measures must be aligned with the feature selection problem at hand. Clearly, these conditions are satisfied by BS and OS and the feature selection problem that they address, i.e., the minimaloptimal problem: The algorithms and the problem are defined in terms of the same classifier (the Bayes classifier) and performance measure (the risk of a classifier). We have proven in Theorems 5 and 6 that BS and OS solve the minimal-optimal problem. Recall that BS and OS assume that one has access to the probability distribution pðX; Y Þ so that the Bayes risks of different feature subsets can be computed. Unfortunately, in practice, one does not have access to this probability distribution but to a sample from it of finite size l, here denoted as D l . Therefore, in order to use BS and OS in practice, we make the following modifications:
.
We replace the condition Rðg Ã ðS n X i ÞÞ ¼ Rðg Ã ðSÞÞ in Table 1 T is the data in D l for the features in T X, and > 0 is a parameter that enables to discard X i if this does not harm performance significantly. This parameter enables us to control the trade-off between precision and recall, i.e., the smaller is, the higher the recall but the lower the precision. We call the methods resulting from the two modifications above, respectively, FBS and FOS, where the F stands for finite sample.
As we have discussed above, if FBS and FOS are to solve the minimal-optimal problem, then I and b R must be aligned with the Bayes classifier and the risk of a classifier, respectively. A reasonable interpretation of being aligned may be that the former converge to the latter asymptotically. The theorem below proves that, under this interpretation, FBS and FOS solve the minimaloptimal problem asymptotically, i.e., the probability that they do not return S Ã converges to zero as the sample size tends to infinity. We call this property of an algorithm consistency.
Theorem 8. Let p be a probability distribution over ðX; Y Þ such that pðxÞ > 0 and pðY jxÞ has a single maximum for all x. If I is a universally consistent inducer and b R is a consistent risk estimator, then there exists some > 0 such that FBS and FOS are consistent for all 2 ð0; Þ.
Proof. The proof is a straightforward adaptation of that of [5, Theorem 11] . We start by proving the theorem for FBS. Let S j and T j denote the content of S and S n X i , respectively, when line 5 in Table 1 
CONCLUSIONS
In this paper, we have reported some theoretic results on feature selection that have important practical implications. Specifically, we have proven the following theoretic results:
. Any increasing ordering of the Bayes risks of the feature subsets that is consistent with the monotonicity constraint is possible, no matter the cardinality of the sample space of the features and the class. This implies that finding the feature subset of a given size that has minimal Bayes risk requires an exhaustive search over the feature subsets of that size. Up to now, [1] , [2] , [11] have frequently been miscited as evidence for the intractability of this feature selection problem (recall Section 3). .
Finding the minimal feature subset that has minimal Bayes risk, i.e., S Ã , is a tractable feature selection problem since it does not require an exhaustive search over feature subsets. We have proposed two algorithms to solve this problem: BS that runs backward and OS that takes a one-shot approach based on a characterization of S Ã that we have derived.
The results above are theoretic in the sense that they build upon the assumption that the probability distribution of the features and the class, i.e., pðX; Y Þ is known. Unfortunately, in practice, one does not have access to this probability distribution but to a finite sample from it. We have adapted BS and OS to finite samples resulting in two algorithms, FBS and FOS, that converge to S Ã asymptotically and whose running time is polynomial in the number of features. This result provides evidence of why feature selection algorithms that run backward as FBS does, e.g., [3] , usually work well in practice. In any case, the aim of this paper was not to develop algorithms that are competitive in practice, but to demonstrate that there are principled ways of developing time efficient and asymptotically correct algorithms. We hope that our results provide foundation for developing feature selection algorithms that are not only time efficient and asymptotically correct but also data efficient and, thus, competitive in practice. We are convinced that such algorithms must run forward. We plan to investigate the assumptions that allow to develop such algorithms. Of course, the assumptions should be as mild as possible. However, it is unlikely that they will be as mild as the assumptions made to develop BS, OS, FBS, and FOS, namely that pðxÞ > 0 and pðY jxÞ has a single maximum for all x.
