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Abstract
Hidden Markov Models (HMMs) are, undoubtedly, the most employed
core technique for Automatic Speech Recognition (ASR). Nevertheless,
we are still far from achieving high-performance ASR systems. Some al-
ternative approaches, most of them based on Artificial Neural Networks
(ANNs), were proposed during the late eighties and early nineties. Some
of them tackled the ASR problem using predictive ANNs, while others
proposed hybrid HMM/ANN systems. However, despite some achieve-
ments, nowadays, the preponderance of Markov Models is a fact.
During the last decade, however, a new tool appeared in the field
of machine learning that has proved to be able to cope with hard clas-
sification problems in several fields of application: the Support Vector
Machines (SVMs). The SVMs are effective discriminative classifiers with
several outstanding characteristics, namely: their solution is that with
maximum margin; they are capable to deal with samples of a very higher
dimensionality; and their convergence to the minimum of the associated
cost function is guaranteed.
These characteristics have made SVMs very popular and successful. In
this chapter we discuss their strengths and weakness in the ASR context
and make a review of the current state-of-the-art techniques. We organize
the contributions in two parts: isolated-word recognition and continuous
speech recognition. Within the first part we review several techniques
to produce the fixed-dimension vectors needed for original SVMs. Af-
terwards we explore more sophisticated techniques based on the use of
kernels capable to deal with sequences of different length. Among them is
the DTAK kernel, simple and effective, which rescues an old technique of
speech recognition: Dynamic Time Warping (DTW). Within the second
part, we describe some recent approaches to tackle more complex tasks
like connected digit recognition or continuous speech recognition using
SVMs. Finally we draw some conclusions and outline several ongoing
lines of research.
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1 Introduction
Hidden Markov Models (HMMs) are, undoubtedly, the most employed core
technique for Automatic Speech Recognition (ASR). During the last decades,
research in HMMs for ASR has brought about significant advances and, con-
sequently, the HMMs are currently very accurately tuned for this application.
Nevertheless, we are still far from achieving high-performance ASR systems.
One of the most relevant problems of the HMM-based ASR technology is the
loss of performance due to the mismatch between training and testing condi-
tions, or, in other words, the design of robust ASR systems.
A lot of research efforts have been dedicated to tackle the mismatch problem;
however, the most successful solution seems to be using larger databases, trying
to embed in the training set all the variability of speech and speakers. At the
same time, speech recognition community is aware of the HMM limitations,
but the few attempts to move toward other paradigms did not work out. In
particular, some alternative approaches, most of them based on Artificial Neural
Networks (ANNs), were proposed during the late eighties and early nineties
([1, 2, 3, 4] are some examples). Some of them dealt with the ASR problem
using predictive ANNs, while others proposed hybrid ANN/HMM approaches.
Nowadays, however, the preponderance of HMMs in practical ASR systems is a
fact.
In this chapter we review some of the new alternative approaches to the ASR
problem; specifically, those based on Support Vector Machines (SVMs) [5, 6].
One of the fundamentals reasons to use SVMs was already highlighted by the
ANN-based proposals: it is well known that HMM are generative models, i.e.,
the acoustic-level decisions are taken based on the likelihood that the currently
evaluated pattern had been generated by each of the models that comprise the
ASR system. Nevertheless, conceptually, these decisions are essentially classifi-
cation problems that could be approached, perhaps more successfully, by means
of discriminative models. Certainly, algorithms for enhancing the discrimina-
tion abilities of HMMs have also been devised. However, the underlying model
keeps being generative.
There are other reasons to propose the use of SVMs for ASR. Some of them
will be discussed later; now, we focus on their excellent capacity of general-
ization, since it might improve the robustness of ASR systems. SVMs rely on
maximizing the distance between the samples and the classification boundary.
Unlike others, such as neural networks or some modifications of the HMMs that
minimize the empirical risk on the training set, SVMs minimize also the struc-
tural risk [7], which results in a better generalization ability. In other words,
given a learning problem and a finite training database, SVMs properly weight
the learning potential of the database and the capacity of the machine.
The maximized distance, known as the margin, is the responsible of the out-
standing generalization properties of the SVMs: the maximum margin solution
allows the SVMs to outperform most nonlinear classifiers in the presence of
noise, which is one of the longstanding problems in ASR. In a noise-free system,
this margin is related to the maximum distance a correctly classified sample
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should travel to be considered as belonging to the wrong class. In other words,
it indicates the noise that added to the clean samples is allowed into the system.
Nevertheless, the use of SVMs for ASR is not straightforward. In our opinion,
three are the main difficulties to overcome, namely: 1) SVMs are originally static
classifiers and have to be adapted to deal with the variability of duration of
speech utterances; 2) the SVMs were originally formulated as a binary classifier
while the ASR problem is multiclass; and 3) current SVM training algorithms
are not able to manage the huge databases typically used in ASR; in spite of
the appearance of techniques as Sparse SVM, the number of training samples is
still limited to a few thousands.
In this Chapter we will review the solutions that during the last years have
been proposed to solve the mentioned problems. Nowadays, it can be said that
SVMs have been successfully used in simple ASR tasks, especially in presence
of noise. On the other hand, the research work focused on more complex task
is still incipient, though the results are encouraging.
This Chapter is organized as follows. Section 2 briefly reviews the ANN-
and hybrid ANN/HMM-based approaches proposed during the late eighties and
early nineties. First, some of the difficulties of using ANNs for ASR (that
SVMs share) are revealed. Later, as a consequence of the study of the hybrid
systems, some of HMM limitations are illustrated and how ANNs can be used
to complement HMMs is discussed (again the lessons apply to SVMs). Section
3 summarizes the SVM fundamentals, emphasizing those aspects relevant from
the ASR perspective. Section 4 is the core of the Chapter. The expected
advantages of SVMs in ASR are reviewed. The limitations to be overcome are
discussed. The most relevant research works dealing with SVMs for ASR are
briefly described. For that purpose, the different contributions are organized in
two subsections depending on the ASR task complexity: first, isolated-phone,
-letter or -word recognition and after connected-words or continuous speech
recognition. Finally, some conclusions are drawn and future lines of research
are outlined in Section 5.
2 ANNs for ASR
In next paragraphs, we briefly introduce the application of Artificial Neural
Networks (ANNs) to the speech recognition problem. This section does not try
to be an exhaustive review of this matter. On the contrary, its aim is to outline
the main alternatives proposed for the integration of ANNs into ASR systems in
order to illustrate their similarities with the use of SVMs for the same purpose,
especially in the context of hybrid HMM-based ASR systems.
During the last two decades some alternative approaches to HMMs, most of
them based on ANNs, have been proposed for ASR as an attempt to overcome
the limitations of the HMMs. ANNs represent an important class of discrim-
inative techniques, very well suited for classification problems. In particular,
ANNs exhibit several properties that have motivated their application to the
implicit pattern classification problem in ASR, namely [4]:
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• They learn according to discriminative criteria. Although other classifiers
like HMMs can be trained in a discriminative framework, ANN training
is inherently discriminative.
• ANNs are the universal approximators, i.e., they can approximate any
continuous function with a simple structure.
• ANNs do not require strong assumptions about the underlying statisti-
cal properties of the input data and the functional form of the output
density. On the contrary, HMMs usually assume that successive acoustic
vectors are uncorrelated and follow a Gaussian (or mixture of Gaussians)
distribution.
Despite of the good performance of ANNs on static classification problems,
they present notable limitations to deal with the classification of time sequences
as is the case of speech signals. In fact, this has been one of the fundamental
problems to solve in the application of ANNs to speech recognition tasks.
2.1 ANN-based ASR systems
In order to deal with the time sequence classification problem, the first ANN-
based ASR systems pursued the adaptation of the neural network architecture
to the temporal structure of speech. In this context, two different classes of
neural networks which consider the correlation between the temporal structures
in the speech patterns were proposed: Time-Delay Neural Networks (TDNNs)
[8] and Recurrent Neural Networks (RNNs) [9].
TDNNs can be considered as a special type of the well-known Multilayer
Perceptron (MLP) in which input nodes integrate shift registers (or time delays).
This way, the TDNN training is performed over a time sequence of acoustic
vectors and the network is capable of incorporating a local acoustic context into
the whole process. RNNs are a generalization of the MLP network in which
feedback connections are allowed. As a consequence, the network behavior is
based on its history providing a mechanism to model time sequence patterns.
Although these systems have shown to achieve good results on phoneme or
isolated word recognition tasks, ANNs have not been successful on more complex
tasks as continuous speech recognition. The main reason for this lack of success
has been their inability to model the time variability of the speech signal even
when recurrent structures are used.
2.2 Hybrid ANN/HMM-based ASR systems
To overcome these difficulties, several researchers have proposed the so-called
Hybrid ANN/HMM-based ASR systems. The basic idea underlying these sche-
mes is to combine HMMs and ANNs into a single system to get profit from
the best properties of both approaches: the ability of HMMs to model the
time variability of the speech signal and the discrimination ability provided by
ANNs. Following this principle, different classes of hybrid ANN/HMM systems
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have been developed. In next paragraphs, we briefly describe some of the most
relevant ones. A complete survey about this subject can be found in [10].
The most common approach to hybrid systems is the initially proposed in
[11, 4] in which an ANN is used to estimate jointly all the HMM state emission
probabilities. Several types of neural networks have been used for this purpose:
MLPs [4], RNNs [12] and even Radial Basis Function (RBF) networks [13].
Other approaches for speech recognition use Predictive Neural Networks, one
per class, to predict a certain acoustic vector given a time window of observations
centered in the current one [2], [3]. This way Predictive Neural Networks capture
the temporal correlations between acoustic vectors.
Finally, in the hybrid ANN/HMM system proposed in [14], ANNs are trained
to estimate phone posterior probabilities and these probabilities are used as fea-
ture vectors for a conventional GMM-HMM recognizer. This approach is called
Tandem Acoustic Modeling and it achieves good results in context-independent
systems.
Numerous studies show that hybrid systems achieve comparable recognition
results than equivalent (with a similar number of parameters) HMM-based sys-
tems or even better in some tasks and conditions. Also, they present a better
behavior when a little amount of training data is available. However, hybrid
ANN/HMM have not been yet widely applied to speech recognition, very likely
because some problems still remain open, for example: the design of optimal
network architectures or the difficulty of designing a joint training scheme for
both, ANNs and HMMs.
3 SVM fundamentals
3.1 SVM formulation
A SVM is essentially a binary nonlinear classifier capable of guessing whether an
input vector x belongs to a class 1 (the desired output would be then y = +1) or
to a class 2 (y = −1). This algorithm was first proposed in [15] in 1992, and it
is a nonlinear version of a much older linear algorithm, the optimal hyperplane
decision rule (also known as the generalized portrait algorithm), which was
introduced in the sixties.
Given a set of separable data, the goal is to find the optimal decision function.
It can be easily seen that there is an infinite number of optimal solutions for
this problem, in the sense that they can separate the training samples with
zero errors. However, since we look for a decision function able to generalize
for unseen samples, we can think on an additional criterion to find the best
solution among those with zero errors. If we knew the probability densities of
the classes, we could apply the maximum a posteriori (MAP) criterion to find
the optimal solution. Unfortunately, in most practical cases this information is
not available, so we can adopt another simpler criteria: among those functions
without training errors, we will choose that with the maximum margin, being
this margin the distance between the closest sample and the decision boundary
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defined by that function. Of course, optimality in the sense of maximum margin
does not imply necessarily optimality in the sense of minimizing the number of
errors in test, but it is a simple criterion that yields to solutions which, in
practice, turn out to be the best ones for many problems [16].
w
1
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0≤ξj≤1
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φ(xi)
Figure 1: Soft-margin decision
As can be inferred from the Figure 1, the nonlinear discriminant function
f(xi) can be written as:
f(xi) = wT · φ(xi) + b, (1)
where φ(xi) : <n 7→ <n′ , (n << n′), is a nonlinear function which maps the
vector xi into what is called a feature space of higher dimensionality (possibly
infinite) where classes are assumed to be linearly separable. The vector w
represents the separating hyperplane in such a space. It is worth noting that
the meaning of feature space here has nothing to do with the space of the speech
features that within the kernel methods nomenclature belong to the input space.
On the other hand, rx is the distance between the transformed sample φ(xi)
and the separating hyperplane, and ‖ w ‖ the Euclidean norm of w. We call
support vectors those closest to the decision boundary. These vectors define the
margin and are the only samples that are needed to find the solution. Thus, we
have that for every sample xi, rx = f(xi)/ ‖ w ‖. Hence, the goal to find the
optimum classifier is achieved by minimizing ‖ w ‖ with the restriction of all
samples being correctly classified, i.e.:
yi
(
wT · φ(xi) + b
) ≥ 1. (2)
This can be formulated as a problem of quadratic optimization:
min
w,b
1
2
‖ w ‖2,
subject to yi(wT · φ(xi) + b) ≥ 1
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In order to get a classifier with a better generalization ability and capable
of handling the non-separable case, we should allow a number of misclassified
data. This is accomplished by introducing a penalty term in the function to be
minimized:
min
w,b,ξi
LP =
1
2
‖ w ‖2 + C
N∑
i=1
ξi,
subject to yi(wT · φ(xi) + b) ≥ 1− ξi,
ξi ≥ 0, for i = 1, · · · , N, (3)
where xi ∈ <n (i = 1, . . . , N) are the training vectors corresponding to
the labels yi ∈ {±1}, and the variables ξi are called slack variables and allow a
certain amount of errors that contribute to obtain solutions in the non-separable
case. ξi verifies 0 ≤ ξi ≤ 1 for those samples well classified but inside the
margin, and ξi > 1 for those samples wrongly classified. The C term, on the
other hand, expresses the trade-off between the number of training errors and
the generalization capability.
This problem is usually solved introducing the restrictions in the function
to be optimized using Lagrange multipliers, leading to the maximization of the
Wolfe dual:
max
αi
LD =
n∑
i=1
αi − 12
n∑
i=1
n∑
j=1
yiyjαiαjφ
T (xi)φ(xj),
subject to
n∑
i=1
αiyi = 0 and 0 ≤ αi ≤ C. (4)
This problem is quadratic and convex, so its convergence to a global mini-
mum is guaranteed using quadratic programming (QP) schemes. The resulting
decision boundary w will be given by:
w =
N∑
i=1
αiyiφ(xi). (5)
According to (5), only vectors with an associated αi 6= 0 will contribute to
determine the weight vector w and, therefore, the separating boundary. These
are the support vectors that, as we have mentioned before, define the separation
border and the margin.
Generally, the function φ(x) is not explicitly known (in fact, in most of the
cases its evaluation would be impossible as long as the feature space dimension-
ality can be infinite). However, we do not actually need to know it, since we
only need to evaluate the dot products φT (xi) · φ(xj) which, by using what has
been called the kernel trick, can be evaluated using a kernel function K(xi,xj).
7
Many of the SVM implementations compute this function for every pair of input
samples producing a kernel matrix that is stored in memory.
By using this method and replacing w in (1) by the expression in (5), the
form that a SVM finally adopts is the following:
f(x) =
N∑
i=1
αiyiK(xi,x) + b. (6)
The most widely used kernel functions are:
• the simple linear kernel
KL(xi,xj) = xTi · xj ; (7)
• the radial basis function kernel (RBF kernel),
KRBF (xi,xj) = exp
(
−γ ‖xi − xj‖2
)
, (8)
where γ is proportional to the inverse of the variance of the Gaussian
function and whose associated feature space is of infinite dimensionality;
and
• the polynomial kernel
KP (xi,xj) =
(
1 + xTi · xj
)p
, (9)
whose associated feature space are polynomials up to grade p, and
• the sigmoid kernel
KSIG(xi,xj) = tanh
(
axTi · xj + b
)
, (10)
It is worth mentioning that there are some conditions that a function should
accomplish to be used as a kernel. These are often denominated KKT (Karush-
Kuhn-Tucker) conditions [17] and can be reduced to check the kernel matrix is
symmetrical and positive semi-definite.
3.2 Pros and cons of SVMs
The reason that makes SVMs more effective in many applications than other
methods based on linear discriminants is its learning criterion. The goal of any
classifier must be minimizing the number of misclassifications in any possible
set of samples. This is known as Risk Minimization (RM). However, in typical
classification problems we only have a limited number of samples available (in
some cases we can have an unlimited number of samples but, anyway, we only
can deal with a subset), and so, all we can do is trying to minimize the number
8
of misclassifications within the training set. This is known as Empirical Risk
Minimization (ERM), and most classifiers base their learning process on it.
However, having the classifier with the best ERM is not enough (or even
desirable). The complexity of the classifiers normally must be fixed a priori,
and so, we can choose a too simple structure unable to model correctly the
classification boundaries of our problem, or a too complex one, overfitted to
our training set and unable to generalize to unseen samples. This is known as
Structural Risk, and a good classifier must maintain a compromise between the
ERM and the SRM (Structural Risk Minimization).
In SVMs, we do not need to previously fix the complexity of the resultant
machine, but there is a parameter (the C in equation 3) which establishes this
compromise between ERM and SRM. Unfortunately, there is no method to know
a priori the most adequate value for this parameter, so we must find it by means
of a search process.
Other advantages of SVMs are:
• They have a unique solution and its convergence is guaranteed (the so-
lution is found by minimizing a convex function). This is an advantage
compared to other classifiers as ANNs that often fall in local minima or
does not converge to a stable version.
• The solution is that with maximum margin, what makes these machines
robust and, in our opinion, very well suited for applications as ASR in
noisy environments.
• Since in the minimization process only the kernel matrix is involved, they
can deal with input vectors of very high dimensionality, as long as we are
capable of calculating their corresponding kernels. In practice, they can
deal with vectors of thousands of dimensions.
Among the disadvantages, we can highlight the following:
• Most implementations of SVM algorithm require to compute and store in
memory the complete kernel matrix of all the input samples. This task
have a space complexity O(n2), and is one of the main problems of these
algorithms that prevent their application on very large speech databases.
Most implementations allow us to work with some thousands of samples.
However, some modifications of the algorithm are being developed which
would allow us to work with millions of samples [18].
• The optimality of the solution found can depend on the kernel we have
used, and there is not a method to know a priori which will be the best
kernel for a concrete task. Although kernels as RBF are considered uni-
versal, it is still necessary to perform a grid-based search to fix all the
parameters of the SVM.
• As we have mentioned, the best value for the parameter C is also unknown
a priori.
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• Like ANNs, the input vectors of an SVM with the formulation we have
seen, must have a fixed size. This is a problem in speech recognition where
each sequence to be recognized has a different duration. There are some
solutions to this problem that we will discuss later.
However, despite these troubles, SVMs are attractive enough to be used in
a variety of applications and, specifically, in speech recognition.
4 SVMs for ASR
As already discussed in the Introduction and in the previous section, SVMs are
state-of-the-art tools for solving classification problems that seems to be very
promising from the speech recognition perspective. They offer a discriminative
solution to the pattern classification problem involved in ASR. Furthermore, the
maximum margin SVM solution exhibits an excellent generalization capability,
what might notably improve the robustness of ASR systems.
In fact, the improved discrimination ability of SVMs has attracted the atten-
tion of many speech technologists. Though this paper focuses on speech recog-
nition, it is worth noticing that SVMs have already been employed in speaker
identification [19] and verification [20], or to improve confidence measurements
that can help in dialogue systems [21], among other applications.
However, its application to ASR is by no means straightforward. Here follows
a review of the most important problems that has motivated the structure of
the present section.
• The variable time duration of the speech utterances: The Automatic Speech
Recognition involves the solution of a pattern classification problem. How-
ever, the variable time duration of the speech signals has prevented the
ASR from being approached as a simple static classification problem. In
fact, this has been for many decades one of the fundamental problems
faced by the speech processing community and the main responsible for
the success of the HMMs. The main problem stems from the fact that
conventional kernels can only deal with (sequences of) vectors of fixed
length. Standard parameterization techniques, on the other hand, gen-
erate variable length sequences of feature vectors depending on the time
duration of each speech utterance.
Different approaches have been proposed to deal with the variable time
duration of the acoustic speech units. Basically, solutions can be divided
into three groups: 1) the ones that aim at performing a previous dimen-
sional (time) normalization to fit the SVM input; 2) those that explore
string-related or normalizing kernels [5] to adapt the SVMs to make them
able to use variable dimension vectors as inputs; and 3) those that avoid
this problem by working in a framewise manner. As we will see later in
section 4.2, the latter is specially well suited for continuous speech recog-
nition while the first two are more appropriate for lower complexity tasks
and will be addressed in section 4.1.
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• Multiclass SVMs: ASR is a multiclass problem, whereas in the original
formulation an SVM is a binary classifier. Although some of the proposed
approaches to multiclass SVMs make a reformulation of the SVM equa-
tions to consider all classes at once, this option is very computationally
expensive. A more usual approach to cope with this limitation involves
combining a number of binary SVMs to achieve the multiclass classifier
by means of a subsequent voting scheme. Two different versions of this
method are usually considered. The first consists of comparing each class
against all the rest (1-vs-all), while in the second each class is confronted
against all the other classes separately (1-vs-1 ). Although the number of
SVMs is greater for the 1-vs-1 approximation (namely, k(k−1)2 vs. k SVMs,
with k denoting the number of classes), the size of the training set needed
for each SVM in the 1-vs-1 solution leads to a smaller computational effort
with comparable accuracy rates [22].
• The size of the databases: most SVM implementations do not allow to deal
with the huge databases typically used in medium- and high-complexity
ASR task.
Having reviewed the fundamental challenges we now devote the next sub-
sections to the exposition of the main solutions described in the literature, from
the most simple tasks, such as isolated phonemes, letters or words recognition
(low-complexity ASR tasks) to approaches to connected digits and continuous
speech recognition (medium-complexity ASR tasks).
4.1 Isolated-word recognition
In this subsection we summarize some of the most relevant approaches to iso-
lated unit (phonemes, letters or words) recognition by means of SVMs. We
will distinguish between solutions that involve a preprocessing of the speech
feature sequences and SVM-specific solutions capable of working with samples
of variable dimensionality. The later are most of the times based on what is
called sequence kernels that, in our opinion, show a great potential even for the
their application to more complex task. Therefore, we will provide a more de-
tailed overview of two instances of those kernels, namely, the DTAK and Fisher
kernels.
4.1.1 Preprocessing of the speech feature sequences
When dealing with this type of ASR tasks, the main problem of SVM-based
approaches is the time normalization of the different utterances of the acoustic
units (to get a fixed-dimension input space). On the other hand, the complexity
of the SVM implementation (training or testing) is not a problem because the
lexicon is usually quite limited.
Several authors use different variations of the the so-called triphone model
approach. This model is motivated by the three-state HMMs used in most state-
of-the-art speech recognition systems that amounts to assume that the speech
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segments (phones or triphones in most cases) can be decomposed into a fixed
number of sections. The first and third sections model the transition into and
out of the segment, whereas the second section models the stable portion. The
main variants of this approach are summarized below:
• In [23] they show significant improvement in performance on a static pat-
tern classification task based on the Deterding vowel data as well as on a
continuous alphadigit one (OGI Alphadigits). The vector resulting from
the concatenation of the three segments corresponding to the triphone
model is augmented with the logarithm of the duration of the phone
instance to explicitly model the variability in duration. The composite
feature vectors are based on the alignments from a baseline three-state
Gaussian-mixture HMM system. SVM classifiers are trained on these
composite vectors, and recognition is also performed using these segment-
level composite vectors. They have also used this model in a large vocab-
ulary conversational speech task (Switchboard) as we will review in next
subsection.
• In [24] they use SVMs for two different tasks, namely: Thai tone and Thai
vowel recognition, using different feature length normalization procedures
for each of them. The first one is Thai tone recognition in which they
try to classify the five different lexical tones in that language: mid, low,
falling, high and rising. A fixed number of measures of the pitch evolution
is chosen in this case. However for the classification of Thai vowels they
also divide each vowel into three regions.
• In [25], the authors evaluate the performance of SVMs showing advan-
tages when compared with GMM (Gaussian Mixture Models) in both
vowel-only and phone classification tasks. It is worth noting that a signif-
icant difference is observed in the problem of length adaptation between
these two tasks. In the vowel case, it is acknowledged that regardless
of the duration of each utterance, the acoustic representations are al-
most constant. Therefore simple features as the formant frequencies or
LPC coefficients corresponding to any time window are representative of
the whole sequence. However, the representation of the variations taking
place in non-vowel utterances is essential for obtaining an adequate input
to SVMs. Thus, again the triphone model approach has been applied in
this case, segmenting the number of frames obtained for each phone into
three regions in the ratio 3-4-3 and subsequently averaging the features
corresponding to the resulting regions.
• Similar distinctions have been observed in [26], where a comparison be-
tween the performance of classical HMMs and SVMs as sub-word units
recognition is assessed for two different languages: 41 monophone units are
classified in a Japanese corpus and 86 consonant-vowel units are consid-
ered for an Indian language. In this case, two different strategies have been
devised to provide the SVMs with a fixed-length input: for the Japanese
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monophones, a similar technique to that proposed in [25] has been used.
The frames comprising each monophone have been divided into a fixed
number of segments. An averaged feature vector is then obtained for each
segment. Each feature vector is subsequently concatenated to those result-
ing from other segments to form input vector for the SVM classifier. For
the Indian consonant-vowel classification, however, a different approach
has been designed to account for the variations of the acoustic character-
istics of the signal during the consonant-vowel transition. In this case the
fixed length patterns are obtained by linearly elongating or compressing
the feature sequence duration. For both Indian and the previously men-
tioned Japanese tasks the SVMs have shown a better performance than
HMMs with the standard MFCCs (Mel-Frequency Cepstral Coefficients)
[27] plus energy and delta and acceleration coefficients.
In [28] several ways of preprocessing the speech sequence to obtain a fixed
dimension vector are analyzed for a noisy digit recognition task. Two methods
of sequence uniform resampling are assessed performing variations on the size
of the analysis window and the frame period: a variable window size method
that makes it possible to include the whole digit utterance for a given number
of windows per digit by adjusting the size of the window to the digit duration,
and a fixed window size one, that maintains the window size around a fixed
number of analysis instants regardless of the coverage of the digit it does.
In [29] their primary goal is to solve the problem of the computational com-
plexity of the SVM classical formulation by using an alternative Lagrangian
one on the TIMIT database. Their feature representation uses the previously
explained variable window size method using different window lengths based
on the duration of the phoneme being classified. Therefore they concatenate 5
windows of the same size chosen from the set {32, 64, 128, 256, 400} covering
the whole phoneme.
Another possible solution is showed in [28, 30, 31], where the non-uniform
distribution of analysis instants provided by the internal states transitions of an
HMM with a fixed number of states and a Viterbi decoder is used for dimen-
sional normalization. The rationale behind this proposal is that the uniform
resampling methods are produced without any consideration about the infor-
mation (or lack of information) that speech analysis segments were providing.
Selecting the utterance segments in which the signal is changing, it is hoped
that a bigger amount of information is preserved in the feature vector.
Related to the previous approach, in [32] they acknowledge the fact that the
classification error patterns from SVM and HMM classifiers can be different and
thus their combination could result in a gain in performance. They assess this
statement on a classification task of consonant-vowel units of speech in several
Indian languages obtaining a marginal gain by using a sum rule combination
scheme of the two classifiers evidences. As for feature length normalization they
select segments of fixed duration around the vowel onset point, i.e., the instant
at which the consonant ends and the vowel begins.
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4.1.2 Isolated-digit recognition with DTAK-SVMs
This method was introduced in [33] and [34], and belongs to the family of meth-
ods based on sequence kernels, which try to solve the problem of different length
sequences by adapting the kernel of the SVM to one capable of working with
samples of variable dimensionality. This seems to be a more natural approach
than performing a previous segmentation.
Summarizing, this technique uses as a kernel the score obtained by means
of a Dynamic Time Warping (DTW) algorithm. DTW algorithms were one of
the first techniques used in speech recognition and they were widely used in the
70s [35].
DTWmeasures the distance between a target signal and a template, expand-
ing or contracting the temporal axis of the target to find the path or warping
function which maximizes the similarity between the two signals (Figure 2).
The distance of the signals is computed at each instant along the warping func-
tion, and the final score given by the algorithm is the accumulated similarity.
Any metric can be used to compute this distance but usually the Euclidean is
employed. In the case of DTAK, the inner product is used and therefore this
distance can be interpreted as a linear kernel that is employed internally for
the computation of the DTAK Kernel. With such an interpretation, it is now
possible to substitute this distance metrics for the one provided by non-linear
kernels such as RBF as we will introduce further on.
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Figure 2: Dynamic Time Warping
Specifically, for the computation of the linear kernel we use the following
procedure: if X and Y are the two sequences of feature vectors to be compared,
and ψI(k) and ψJ(k) are warping functions which normalize the temporal axis
of the sequences in the instant k, we must find the solution to the new inner
product :
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KDTA(X,Y ) = X ◦ Y = max
ψI ,ψJ
1
Mψ
L∑
k=1
m(k)xTψI(k) · yψJ (k),
subject to 1 ≤ ψI(k) ≤ ψI(k + 1) ≤ |X|,
1 ≤ ψJ(k) ≤ ψJ(k + 1) ≤ |Y |, (11)
where | · | denotes the length of the sequences, Mψ is a normalization factor
which normally has the valueMψ = |X|+ |Y |, L is a normalized length that can
be either |X|, |Y | or arbitrary positive integer, and m(k) is a non negative scale
factor which gives more importance to some particular “steps” in the “path”.
This optimization problem is normally solved by means of dynamic program-
ming, using the following recursive equation:
D(i, j) = max

D(i− 1, j) + xTi · yj ,
D(i− 1, j − 1) + 2xTi · yj ,
D(i, j − 1) + xTi · yj .
(12)
where the scale factor ’2’ favors translations along the diagonal, which should
be the most probable ones. Therefore, the DTA Kernel gets reduced to,
KDTA(X,Y ) = X ◦ Y = D(|X| , |Y |)/(|X|+ |Y |) (13)
It is worth mentioning that in contrast with the classical template-based ASR
solutions where the difficulty of finding an appropriate template was the main
drawback that lead to the supremacy of the model based approaches like HMM,
the DTAK solution automatically finds the best reference templates using the
max-margin criterion.
Effectively, if we look at equation (5) in section 3, we see that only those
templates with an associated αi 6= 0 will be relevant and will contribute to
determine the separating boundary. Only a few templates will have a non-zero
αi, and these will be the closest to the decision function. Now, the support
vectors are support sequences or templates.
Furthermore, the algorithm not only selects those appropriate templates
that define the decision boundary but the number of them that minimise the
structural risk, and this is accomplish by giving an appropriate value to the
parameter C in equation (3). Unfortunately, we do not have a method to
calculate the best value for this parameter a priori, so we must resort to cross-
validation.
With the previous formulation it is now easy to consider the generalization
that allows us to find the separating border in a higher dimension space (the
feature space) by means of a non-linear kernel like an RBF. We have said that,
basically, DTAK consists in using DTW as the kernel of an SVM. However, a
generalization consisting in performing the time-warping in the feature space
can be considered. In other words, in equation (11), we could use a kernel
function (for example, an RBF) instead of a conventional dot product and the
DTAK kernel would have the following form:
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KsDTA(X,Y )
= φ(X) ◦ φ(Y ) = maxψI ,ψJ
1
Mψ
L∑
k=1
m(k)KRBF (xψI(k),yψJ (k)). (14)
Now, we have to demonstrate that KsDTA fulfills the KKT conditions. As
we mentioned in section 3, the only thing we have to prove is that KsDTA is
symmetrical and positive semidefinite. The former is obvious, since the warping
function is the same if we interchange the sequences X and Y . Regarding the
latter, we must demonstrate that:
utKsu ≥ 0 ∀u. (15)
This is easily proved if we consider that DTW is the (weighted) sum of the
inner products (kernels) of the vectors composing the sequences X and Y at the
instants defined by the optimal warping function ψ∗(k). That is (omitting the
scale factors):
Ks = K(1) + · · ·+K(L), (16)
where K(k) is the kernel at the instant defined by ψ∗(k). So,
utKsu = ut(K(1) + · · ·+K(L))u
= utK(1)u+ · · ·+ utK(L)u
≥ 0, (17)
since K is a valid kernel and, therefore, positive semidefinite.
Experimental Results
Results for the well-known SpeechDat-4000 database are presented in [31].
The whole database is not used: specifically, only the isolated-digit utterances
are used for the experiments. The reported results depend on the noise level: on
the one hand, the DTAK-based system achieves excellent performance, clearly
superior to that achieved by the HMM-based system, for low SNRs; on the other
hand, it incurs in some performance losses for high SNRs. The improvements
due to DTAK (using either linear or RBF kernels) with respect to HMMs are
statistically significant for white noise at 3, 6 and 9 dB and for F16-plane noise
at 3 and 6 dB. On the contrary, the HMM-based system outperforms the DTAK-
based one in clean conditions and several noisy cases at 12 dB. In the remaining
conditions, which correspond to medium SNRs, the system performances do not
exhibit statistically significant differences. Please refer to [31] for more details
about the DTAK-based system and the experimental setup.
In summary, the reported results [31] show that SVMs exhibit a robust be-
haviour, as expected. In particular, the DTAK-based system turns out to be
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effective in noisy scenarios. In fact, the advantage due to the DTAK algorithm
is higher as the noise conditions worsen. On the other hand, direct applica-
tion of DTAK-based systems to continuous speech recognition is by no means
straightforward, as the length of the sequences in eq. (13) must be known. In
our opinion, some alternative segmentation techniques such as that proposed in
[36], should be revisited to deal with this limitation.
4.1.3 Other types of sequence kernels: the Fisher kernels
DTAK is an instance of the so called sequence kernels that try to solve the
problem of the different duration of the input sequences by looking for kernels
capable of working with vectors of variable dimensionality. In this section we
outline one of the most popular ones: the Fisher kernel and all its derivative
family.
The Fisher kernel was first used in the biology field, in the context of DNA
and protein sequence analysis [37], although there are also some interesting
results in the field of speech recognition. Thus, in [38, 39, 40], this method
is evaluated on a speaker-independent isolated letter task, outperforming the
standard HMMs. Much more promising, however, are the results in speaker
verification. In [41], the presented SVM system outperforms up to 34% the
rates obtained with a GMM model.
The idea behind this method is to use as a kernel a score function computed
by using the a posteriori probabilities of the observations obtained with a gen-
erative model (GMM, HMM...). Therefore the Fisher kernels takes advantage
of the capability of the generative models to work with sequences of different
lengths.
Let P (X | θ) be the a posteriori probability obtained with a generative
model with parameters θ. The set of all the P (X | θ) corresponding to all
the different θ ∈ Θ (being Θ the set of all possible parameters of the model),
forms a Riemann manifold MΘ. In such a space, the inner product is given
by UTXiF
−1UXj , where F = EX
[
UXU
T
X
]
is the Fisher information matrix, and
UX = ∇θlogP (X | θ) is named the Fisher score .
Summarizing, the steps to calculate the Fisher kernel are:
• Get P (X | θ) from a generative model.
• Calculate UX = ∇θlogP (X | θ). This can be quite complex but the steps
to obtain this expression from an HMM are especified in [39].
• Calculate F = EX
[
UXU
T
X
]
(in some texts, this matrix is approximated
by the identity, or by σ2I therefore implying a conventional inner product
and a Euclidean space).
• K(Xi, Xj) = UTXiF−1UXj .
It is easy to demonstrate that K is symmetrical and positive semi-definite
and, hence, a kernel, since F fulfils those conditions.
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In the same way that in the conventional kernels it is also possible to modify
this kernel to obtain RBF or polynomial kernels. For example, the polynomial
Fisher kernel would be:
K˜ = (1 +K(Xi, Xj))
p (18)
In [37] it is demonstrated that a discriminative classifier based on the Fisher
kernel is at least so good as the Maximum A Posteriori (MAP) classifier of the
generative model associated.
We can further generalize the Fisher kernel by substituting the logarithm
and ∇ operators of the score for other types of operations. For example a
modification specially useful in speaker verification, employs the logarithm of the
ratio between the a posteriori probabilities generated by two different models.
A final remark concerning both types of sequence kernels we have presented
is that the support vectors they compute act as templates against which the
incoming sequences are compared. For DTAK kernels these support vectors
were particular sequences and here they are scores. This templates, however, are
not the most representative instance of a class, as in the conventional template
based pattern recognition but are the smaller set of vectors that we can combine
to define the border between two classes.
However, the main problem that, thought they are capable of comparing
different duration acoustic units, the boundaries of these units must be previ-
ously determined. This is their major drawback that prevents their application
to continuous speech recognition.
4.2 Connected-digit and continuous speech recognition
Either connected-word recognition or continuous speech recognition are obvi-
ously more complex tasks than isolated-word recognition. In particular, the
successful application of SVMs to more complex ASR tasks requires solving
two additional problems. First, neither the time position of each word nor the
number of words to be sought in the utterance are known. And second, the
more complex it is the ASR task, the larger is the speech data base required
for the design of the system; consequently, the size of the databases used in
more complex tasks turns out to be huge compared to the maximum number
of training samples that a SVM can deal with. Nevertheless, the very valuable
characteristics of SVM classifiers have encouraged several authors to try to solve
these problems.
As briefly mentioned in a previous section, some authors [42] have tried to
overcome the problem of the variability of duration of speech utterances using
HMMs to perform a time segmentation prior to classification. Other works
cope with the variability of duration of speech utterances by embedding either
an HMM [38] or a Dynamic Time Warping algorithm [33] in the kernel of the
SVM. It is not easy, however, to apply these last two techniques to the problem
of continuous speech because a previous word (or phoneme) segmentation of
the utterance is still required. Another solution to overcome the mentioned
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difficulties is proposed in [43]. This method consists in classifying each frame
of voice as belonging to a basic class (a phone) and using the Token Passing
algorithm [44] to go from the classification of each frame to the word chain
recognition. This is a similar approach to that presented in [45] by Cosi. The
main difference is that Cosi uses Neural Networks (NNs) instead of SVMs.
In this section the approaches due to Ganapathiraju [42], who proposed a
hybrid HMM/SVM system, and Padrell [43], who presented a pure SVM-based
ASR system, are explained in detail.
Although it will not be described in this Chapter, it is worth to briefly
mention a segmentation method for continuous speech presented in [46]. In
particular, articulatory features are used to segment speech into broad manner
classes using the probability-like outputs of SVMs to perform the classification
every 5 ms over a 10 ms duration frame. They found that for this task, SVMs
perform significantly better than HMM.
4.2.1 Hybrid HMM/SVM-based continuous speech recognition [42]
In this case the HMMs are used to generate phonetic level alignments that are
treated individually by the SVM to perform phoneme identification. Since each
segment will have a different duration, some method is needed to convert them
to fixed length vectors. These methods were revised in 4.1. Here we illustrate
with some more detail the method proposed in [42] for a continuous speech
recognition task. These authors suggest dividing the segment into three regions
according to a pre-established proportion; thus, the vectors of the parameterized
signal can be split into three groups according to a distribution of 30%-40%-
30%. Then the vectors into every region are averaged and finally concatenated
as depicted in Figure 3.
4.2.2 SVM-based continuous speech recognition [43]
The hybrid HMM/SVM system previously described is not able to fully exploit
the improved generalization capabilities of SVMs due to that SVMs are fed
with a segmentation provided by the HMMs. Consequently, the the potential
effectiveness of the SVMs is limited by the errors committed in the segmentation
stage.
The method suggested in [43] consists in classifying each frame of voice as
belonging to a basic class (a phone). Following this approach the need to locate
each word in time is avoided and its duration becomes unimportant. In order
to go from the classification of each frame to the word chain recognition, The
Token Passing algorithm [44] common in HMM-based speech recognition is used.
LIBSVM [47] was the software chosen to train the SVMs. The reasons were the
following: First, it implements the SMO algorithm [48] that allows a fast SVM
training with a fairly high number of samples. And second, it provides an
estimated probability value for each frame and candidate phone [49, 50], that
will be described later. The main parts of this SVM-based ASR system are
described in the following paragraphs.
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SVM-based frame by frame classification. Many of the first articles deal-
ing with speech recognition using SVMs mention the possibility of classi-
fying the voice frames directly as a possible method to solve the problem
of the variability of duration of speech utterances (different length of the
input vectors in the SVM context). This approach was initially rejected
because of its high computational cost. Let us make some coarse cal-
culations to gain insight into the problem. Let us consider 31 phones
to be identified (typical for Spanish), i.e., a classification problem of 32
classes (the silence is the additional one). If the considered task is a
speaker-independent one, the training set should include a high number
of speakers: let us consider 100 speakers, though it is a low number. In
addition, in order to assure that the phones appear in several contexts
and are enough to achieve statistical convergence, we should train with
a few minutes of speech from each speaker, for example 10 minutes per
speaker. This makes a total of 33.3 hours of voice. If we divided them
in frames (computed every 10ms), we would obtain a total of 12.000.000
frames or, in our case, training samples. If we take into account that, in
a typical implementation, the entire matrix should be put in memory for
training (and that a frame requires, for example, 156 bytes), we would
need 1872 GBytes. Furthermore, the CPU time to solve the quadratic
problem with so many points should also be considered. At first sight, it
seems that this is not a feasible solution. Nevertheless, it is worthwhile
to study if the solution is good and, if it was, to worry later about the
memory consumption and the computational cost.
In [43] the SVMs are used on a frame by frame basis in order to determine
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which class (phone) every frame belongs to. They use as many classes
as phones. In particular, for Spanish digits there are 17 phones plus the
silence, i.e., every individual voice frame is classified as belonging to one
of the 18 classes.
Probability estimations. The SVMs only classify, but they do not give us a
reliable measure of the probability of the correctness of the classification.
Several ways to estimate this probability can be found in the literature.
All of them are based on some kind of mapping between the distances
provided by the SVM and the sought probability. The approach followed
by LIBSVM considers the actual distances as a measure of ”probability”.
Thus, the posterior probability Si(x) that a vector x belongs to class i is
calculated as
Si(x) =
∑
∀j 6=i
fij(x), (19)
where fij(x) is the distance between the vector x and the hyperplane used
to classify between class i and class j. This estimation can be improved
using a softmax function as follows:
Sˆi(x) =
exp(Si(x)/k)∑
j exp(Sj(x)/k)
, (20)
where k is a constant to avoid the function saturation towards 1 or 0.
A more elaborated method makes the assumption that the probability fol-
lows a sigmoid function, whose parameters are estimated from the train-
ing samples. Thus, the probability pi that x belongs to class i considering
classes i and j can be written as follows [49]:
pi(x) =
1
1 + exp(Aijfij(x) +Bij)
, (21)
pj(x) = 1− pi(x), (22)
where in order to avoid severe bias towards the training data, the free
parameters, Aij and Bij are estimated on a cross-validation set.
Finally, the conversion of this two-class probability pij to a multiclass
probability Pi is obtained by means of a variation of the Refregier and
Vallet method [50].
The Token Passing algorithm [44] transforms a stream of acoustic classifi-
cations to a stream of recognized words. Its input is a matrix of probabil-
ities: one row per phone (or subword unit) and one column per frame.
The Token Passing algorithm is an extension of the Viterbi algorithm
typically used in continuous speech recognition devised to manage the un-
certainty about the number of words in a sentence. Figure 4 illustrates the
use of this algorithm for a very simple grammar which allows any concate-
nation of two Spanish words: “uno” and “tres”. Classes are represented
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by circles, while word-ends are represented by squares. Two columns of
circles are shown corresponding to two consecutive frames, i and j. The
possible transitions allowed by this grammar and explored by the Viterbi
algorithm are represented either by solid or dashed lines (the mean of the
line types is explained later). Each circle and transition could have an
associate cost or probability. Every Viterbi node (circle) has an associ-
ated structure called Token. Each token stores the accumulated cost of
reaching the corresponding node.
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Figure 4: An illustration of the Token Passing Algorithm for a very simple
grammar.
The Token not only stores the accumulated cost but also a Link to the last
recognized word. The Link is only modified when the algorithm passes
through word-ends (squares in Figure 4). The transitions among classes
that modify this Link are represented by solid-lines, while those that do
not modify it are represented by dashed-lines. Proceeding as usually in
the Viterbi algorithm, only the path leading to the highest probability for
every node is kept.
When the Viterbi algorithm has explored all the frames, the Token with
a higher accumulated probability is chosen and its Link to the (sequence
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of) word-ends provides us the sequence of recognized words.
The number of training samples that the system is able to use becomes
a practical problem for the SVM system, for both training and testing.
In the training process, typically, all the Kernels (or a high percentage
of them) should be allocated in the computer memory. This limits the
number of training samples in function of the available memory. A large
training set also implies a high computational cost from the classification
(test) point of view, since the number of Support Vectors (SV) increases
linearly with the number of training samples.
The Multiclass problem. In order to solve it, the 1 − vs − 1 approach is
used. This method allows to train all the system using a maximum num-
ber of different samples for each class, and to keep limited the use of
computer memory. For 18 classes, this method implies to train and use
18·(18−1)
2 = 153 SVMs, where each SVM classifies each frame between two
of the possible phones, deciding the winning class by voting.
The definition of classes. When each class is a phone the time variation typ-
ically exhibited by actual phones is not taken into account. Some time
variation can be embedded through the delta parameters, but better solu-
tions should be considered; for example: either extending the time-window
covered by the parameterization (for example, considering for each time
instant the concatenation of two or three consecutive features vectors) or
changing the definition of classes considered to deal with parts of phones.
The last alternative has been chosen because it helps to deal with another
SVM-related problem: the practical limitation of the number of samples
for training a single SVM. Increasing the number of classes and maintain-
ing constant the number of samples used to train each SVM, the total
number of samples used to train the whole system is effectively increased.
The natural choice consists in defining a class for the beginning of the
phone, a class for the center of the phone, and finally, a class for the end
of the phone. This new approach transforms the 18 initial classes into
18 · 3 = 54. Therefore, the number of SVM classifiers to perform the
1− vs− 1 multiclass implementation moves from 153 to 1431.
To use these new classes, an allowed-transition matrix should be included
to actually constrain the class transitions allowed during the Viterbi-based
exploration. Furthermore a probability-transition matrix can be used in-
stead of the previously mentioned allowed-transition matrix. The transi-
tion probabilities, aij , can be estimated from the number of transitions
from i to j occurring when considering the samples in the available train-
ing set.
The results using this approach shows that SVMs can become a competitive
alternative to HMMs in continuous speech recognition [43]. With a very
small database, 100 utterances, SVMs improve the recognition accuracy of
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Figure 5: a) Identifying an SVM class per phone; b) Identifying an SVM class
as a part of a phone: three SVM classes per phone.
HMMs. Furthermore, they also achieve a similar performance with a large
database (100 hours), although at the expense of a huge computational
effort. This last result is very encouraging since, due to current training
limitations, the SVM-based system only uses the 1.5% of the training
database used by HMM-based one.
5 Conclusions and Further Work
In this Chapter we have reviewed the research work dealing with SVMs for
ASR. We have started by reviewing the reasons reported in the literature to
support the use of SVMs for ASR. Thus, we have explained the characteristics
of SVMs that make them valuable from the ASR point of view: first, SVMs are
discriminative models, thus more appropriate for classification problems; second,
as opposed to ANNs, they have the advantage of being capable to deal with
samples of a very higher dimensionality; and third, they exhibit an excellent
generalization ability that makes them especially suitable to deal with noisy
speech.
After motivating the theme of research, we have described the problems
that the attempt to use SVMs in this context has arisen: first, SVMs were
originally formulated to process fixed-dimension input vectors and consequently
it is not straightforward to manage the speech time variability; second, the SVMs
were formerly devised as binary classifiers while the ASR problem is multiclass;
and third current SVM training algorithms are not able to manage the huge
databases typically used in ASR.
The larger Section of the Chapter is dedicated to present an overview of the
solutions that have been proposed to the previously mentioned problems. The
exposition have been organized into two subsections, depending of the complex-
ity of the tackled ASR tasks: low- and medium-complexity ASR tasks.
Within the low-complexity tasks subsection, the most relevant alternatives to
overcome the problem of speech time variability have been described, highlight-
ing the one based on DTAK-SVMs, that is a genuine SVM-based system able to
manage the variable input dimension. The experimental results reveal that the
DTAK clearly outperforms the HMM-based system in moderate to highly noisy
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environments. In conclusion, we believe that SVMs should be considered as a
promising paradigm for the development of robust speech recognition systems.
The maximum margin solution provided by SVMs, responsible for their good
generalization properties, can be successfully applied to the speech recognition
problem.
On the other hand, however, DTAK-SVMs incurs in some performance losses
for clean speech or high SNRs. The improvement of the DTAK results for high
SNRs remains an open problem for future research: some analysis should be
done to gain more insight into the behavior of the DTAK algorithm.
In contrast to low-complexity tasks, the research work is still incipient in
the case of medium-complexity ASR tasks. However, the results reported in
[43] allow to conclude that the SVMs can be an alternative to the HMMs in
continuous speech recognition. On the hand, with a very small database (100
utterances) the SVMs improve the recognition accuracy of HMMs. In addition,
similar results are achieved for a large database (100 hours), although at the
expense of a huge computational effort. This last result is encouraging since,
due to current limitations, the SVM-based system only has used the 1.5% of the
training database used by HMM-based one.
There are several proposals to overcome the current difficulties that SVM’s
algorithms have for handling effectively very large databases [51, 52, 18, 53].
Mega-GSVCs [53], for example, are capable of training classifiers with millions
of data while keeping under control the complexity of the resulting machines.
Another way to raise the number of frames that can be used for training
is to increase the number of considered classes. For example, different classes
could be defined for different phonetic contexts.
Finally, in order to reduce the CPU time consumed in classification, a tech-
nique like FC-GSVC [54] or some type of Viterbi pruning could be used.
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