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COMPATIBILITY OF QUASI-ORDERINGS AND VALUATIONS;
A BAER-KRULL THEOREM FOR QUASI-ORDERED RINGS
SALMA KUHLMANN, SIMON MU¨LLER
Abstract. In his work of 1969, Merle E. Manis introduced valuations on com-
mutative rings. Recently, the class of totally quasi-ordered rings was developed
in [11]. In the present paper, given a quasi-ordered ring (R,) and a valuation
v on R, we establish the notion of compatibility between v and , leading to
a definition of the rank of (R,).
Moreover, we prove a Baer-Krull Theorem for quasi-ordered rings: fixing a
Manis valuation v on R, we characterize all v-compatible quasi-orders of R by
lifting the quasi-orders from the residue class domain to R itself.
1. Introduction
There have been several attempts to find a uniform approach to orders and val-
uations. In [2] for instance, Ido Efrat simply defined localities on a field to be
either orders or valuations. S.M. Fakhruddin introduced the notion of (totally)
quasi-ordered fields (K,) and proved the dichotomy, that any such field is either
an ordered field or else there exists a valuation v on K such that x  y if and only
if v(y) ≤ v(x) ([4, Theorem 2.1]). Thus, Fakhruddin found a way to treat these
two classes simultaneously. Inspired by this result, the second author of this paper
established the said dichotomy for commutative ring with 1 ([11, Theorem 4.6]).
The aim of the present paper is to continue our study of quasi-ordered rings. To
this end we consider important results from real algebra, which are also meaningful
if the order is replaced by a quasi-order. The paper is organized as follows:
In section 2 we briefly recall ordered and valued rings, and give our definition of
quasi-ordered rings (see Definition 2.6). Moreover, we quote the two theorems that
we want to establish for this class (see Theorems 2.9 and 2.10).
Section 3 deals with the notion of compatibility between quasi-orders and valu-
ations. Given a quasi-ordered ring (R,), we first give a characterization of all
Manis valuations (i.e. surjective valuations) v on R that are compatible with 
(see Theorem 3.12). In case where  also comes from a Manis valuation, say w,
we will show that v is compatible with  if and only if v is a coarsening of w (see
Lemma 3.16), leading to a characterization of all the Manis coarsenings v of w
(see Theorem 3.17). We conclude this section by developing a notion of rank of a
quasi-ordered ring (see Definition 3.29).
In the fourth and final section we establish Baer-Krull Theorems for quasi-ordered
rings (see Theorem 4.10, respectively Corollary 4.11, Theorem 4.12, Theorem 4.17).
Once these are proven, we can not only generalize the classical Baer-Krull Theorem
to ordered rings (see Corollary 4.19), but also characterize all Manis refinements w
of a valued ring (R, v), given that v is also Manis (see Corollary 4.25).
2. Preliminaries
Here we briefly introduce some basic results concerning valued, ordered and quasi-
ordered rings. Moreover, we introduce the theorems, which we aim to establish for
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quasi-ordered rings (see Theorems 2.9 and 2.10). Throughout this section let R
always denote a commutative ring with 1.
Definition 2.1. (see [1, VI. 3.1]) Let (Γ,+,≤) be an ordered abelian group and
∞ a symbol such that γ <∞ and ∞ =∞+∞ = γ +∞ =∞+ γ for all γ ∈ Γ.
A map v : R→ Γ ∪ {∞} is called a valuation on R if for all x, y ∈ R :
(V1) v(0) =∞,
(V2) v(1) = 0,
(V3) v(xy) = v(x) + v(y),
(V4) v(x+ y) ≥ min{v(x), v(y)}.
We always assume that Γ is the group generated by {v(x) : x ∈ v−1(Γ)} and call it
the value group of R. We also denote it by Γv. We call v trivial if Γv is trivial,
i.e. if Γv = {0}. The set qv := supp(v) := v−1(∞) is called the support of v.
Facts 2.2.
(1) An easy consequence of the axioms (V1) - (V4) is that qv is a prime ideal
of R.
(2) In general, v is not surjective, as v(R\qv) is not necessarily closed under
additive inverses. However, if x is a unit, then v(x−1) = −v(x).
(3) The subring Rv := {x ∈ R : v(x) ≥ 0} of R is said to be the valuation ring
of v. The prime ideal Iv := {x ∈ R : v(x) > 0} of R is called the valuation
ideal. If R is a field, Rv is a local ring with maximal ideal Iv.
We conclude our introduction of valuations with a simple but very helpful lemma.
Lemma 2.3. Let (R, v) be a valued ring and x, y ∈ R such that v(x) 6= v(y). Then
v(x+ y) = min{v(x), v(y)}.
Proof. Completely analogue as in the field case, see for instance [3, (1.3.4)]. 
Let us now turn towards the notion of orders on rings. For the sake of convenience,
they are usually identified with positive cones P ⊂ R, where x ∈ P expresses that
x is non-negative.
Definition 2.4. (see [10, p.29]) A positive cone of R is a subset P ⊂ R such that
the following conditions are satisfied:
(P1) P ∪ −P = R,
(P2) p := P ∩ −P is a prime ideal of R, called the support of R,
(P3) P · P ⊆ P,
(P4) P + P ⊆ P.
Definition 2.5. (see [11, Definition 2.3]) Let ≤ be a binary, reflexive, transitive
and total relation on R. Then (R,≤) is called an ordered ring if for all x, y, z ∈ R :
(O1) 0 < 1,
(O2) xy ≤ 0⇒ x ≤ 0 ∨ y ≤ 0,
(O3) x ≤ y, 0 ≤ z ⇒ xz ≤ yz,
(O4) x ≤ y ⇒ x+ z ≤ y + z.
The set of all orders of R is in 1 : 1 correspondence with the set of all positives
cones of R via x ≤ y ⇔ y − x ∈ P. Note that if R is a field, then (P2) yields that
p = {0}, which precisely means that the corresponding order ≤ is anti-symmetric
(and vice versa).
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Recall from the introduction that some quasi-orders  of R are induced by a valua-
tion v via x  y if and only if v(y) ≤ v(x). In this case all elements are non-negative.
Hence, positive cones are inappropriate to deal with quasi-orders. So in order to
compare ordered and quasi-ordered rings, it is necessary to stick to Definition 2.5.
Let us now have a closer look at quasi-ordered rings. As mentioned above, Fakhrud-
din developped a notion of quasi-ordered fields (K,) and was able to show that
quasi-ordered fields are either ordered fields or else  comes from a valuation as
above (see [4, Theorem 2.1]). In [11], the second author of this paper generalized
this result to commutative rings with 1, leading to the following result:
Definition 2.6. (see [11, Definition 3.2]) Let R be a commutative ring with 1 and
 a binary, reflexive, transitive and total relation on R. If x, y ∈ R, we write x ∼ y
if x  y and y  x, and we write x ≺ y if x  y but y  x.
The pair (R,) is called a quasi-ordered ring if for all x, y, z ∈ R :
(QR1) 0 ≺ 1,
(QR2) xy  0⇒ x  0 ∨ y  0,
(QR3) x  y, 0  z ⇒ xz  yz,
(QR4) x  y, z ≁ y ⇒ x+ z  y + z,
(QR5) If 0 ≺ z, then xz  yz ⇒ x  y.
We write Ex for the equivalence class of x w.r.t. ∼. E0 is called the support of .
In [11, Theorem 4.6], the second author proved that a quasi-ordered ring (R,) is
either an ordered ring or a valued ring (R, v) such that x  y ⇔ v(y) ≤ v(x). Thus,
via quasi-ordered rings, we can treat ordered and valued rings simultaneously.
Remark 2.7.
(1) If (R,) is a quasi-ordered ring with x ∼ 0 and y ≁ 0, then x+ y ∼ y (see
[11, Lemma 3.6]). This result will be useful later on.
(2) The support E0 is a prime ideal of R (see [11, Proposition 3.8]).
(3) The “new” axiom (QR5) is crucial for the dichotomy, see [11, Proposition
3.1]. Moreover, note that it easily implies (QR2). Indeed, if xy  0 and
0 ≺ x, then (QR2) yields y  0. However, we decided to keep axiom (QR2)
in order to preserve the analogy between ordered and quasi-ordered rings.
(4) If R is a field, then the axioms (QR1) and (QR2) can be replaced with the
axiom x ∼ 0 ⇒ x = 0, while (QR5) becomes unnecessary. As a matter
of fact, this is precisely how Fakhruddin introduced quasi-ordered fields in
the first place (see [4, 2]).
Later on, we will also use the following variant of axiom (QR5).
Lemma 2.8. Let (R,) be a quasi-ordered ring and x, y, z ∈ R. If z ≁ 0, then
xz ∼ yz ⇒ x ∼ y.
Proof. For 0 ≺ z, this is the same as (QR5). So suppose that z ≺ 0. Then 0 ≺ −z.
Thus, (QR5) tells us −x ∼ −y. Assume for a contradiction that x ≁ y, without loss
of generality x ≺ y. By transitivity of ∼ we get either x ≁ −x,−y or y ≁ −x,−y.
If y ≁ −x,−y, we obtain from −x  −y that y − x  0. If x ≁ 0, then (QR4)
yields y  x. Otherwise, the same follows from Remark 2.7(2). Hence, there is
a contradiction anyway. So suppose that x ≁ −x,−y. Then −x  −y implies
0  x − y, and −y  −x implies x − y  0 via (QR4). So x − y ∈ E0, but then
also y − x ∈ E0 by the previous lemma. Thus, y − x ∼ 0. From (QR4) (if x ≁ 0),
respectively Remark 2.7(2) (if x ∼ 0), we obtain y  x, again a contradiction. 
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We conclude this introductive section by recalling the Theorems 2.9 and 2.10 below,
which we will establish for quasi-ordered rings in this paper. So let (K,≤) be an
ordered field. Recall that a valuation v on K is said to be compatible with ≤, if
0 ≤ x ≤ y implies v(y) ≤ v(x) (see for instance [8, Definition 2.4]). A subset S ⊆ K
is convex (w.r.t. ≤), if from x ≤ y ≤ z and x, z ∈ S follows y ∈ S.
Theorem 2.9. (see [8, Theorem 2.3 and Proposition 2.9] or [3, Proposition 2.2.4])
Let (K,≤) be an ordered field and let v be a valuation on K. The following are
equivalent:
(1) v is compatible with ≤,
(2) the valuation ring Kv is convex,
(3) the maximal ideal Iv is convex,
(4) Iv < 1,
(5) ≤ induces canonically via the residue map ϕv : Kv → Kv := Kv/Iv, x 7→
x+ Iv an order ≤′ on the residue field Kv.
The fifth condition of the previous result is crucial for the second theorem, the so
called Baer-Krull Theorem (see [3, p.37]). Let K again be a field and v a valuation
on K with value group Γv. Note that Γv = Γv/2Γv is in a canonical way an F2-
vector space. Hence, we find a subset {pii : i ∈ I} ⊂ K, such that {v(pii) : i ∈ I} is
an F2-basis of Γv.
Theorem 2.10. (Baer-Krull Theorem for ordered fields; see [3, Theorem 2.2.5])
Let K be a field and v a valuation on K. Moreover, let X (K) and X (Kv) denote
the set of all orderings on K, respectively Kv. There exists a bijective map
ψ : {≤ ∈ X (K) : ≤ is v-compatible} → {−1, 1}I ×X (Kv),
described as follows: given an ordering ≤ in the domain of ψ, let η≤ : I → {−1, 1},
where η≤(i) = 1 ⇔ 0 ≤ pii. Then the map ≤ 7→ (η≤,≤′) is the above bijection,
where ≤′ denotes the order on Kv from Theorem 2.9(5).
3. Compatibility between quasi-orders and valuations
The aim of this section is to prove an analogue of Theorem 2.9 for quasi-ordered
rings. First we convince ourselves that for this end, we have to restrict our attention
to surjective valuations (see Example 3.3), also called Manis valuations. Then we
establish that the conditions (1) - (3) and (5) from the said theorem are equivalent
for quasi-ordered rings, if v is Manis (see Theorem 3.12). This gives rise to a char-
acterization of all Manis valuations w on R, which are coarser than v (see Theorem
3.17). Afterwards, we prove that Iv ≺ 1 is no equivalent condition anymore, no
matter of which of the two kinds the quasi-order is (see Examples 3.19 and 3.20).
Furthermore, we show that Theorem 2.9 holds to the full extend, if we additionally
demand that v is local (see Lemma 3.23). We conclude this section by establishing
the notion of rank of a quasi-ordered ring (see Definition 3.29).
Notation 3.1. We use the following notation for the rest of this section:
(1) Let R always denote a commutative ring with 1. If a quasi-order  on R
(see Definition 2.6) is induced by some valuation w on R, we also write
w instead of  and call it a proper quasi-order (p.q.o). Note that a
quasi-order  comes from a valuation if and only if −1 ≺ 0. The symbol ≤
is reserved for orders.
(2) If v is a valuation on R, we write qv := supp(v) := v
−1(∞) for its support
and Γv for its value group (see Definition 2.1). Moreover, we denote by
Rv := {x ∈ R : v(x) ≥ 0} the valuation ring of v, by Iv := {x ∈ R :
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v(x) > 0} the valuation ideal, and by Uv := Rv\Iv := {x ∈ R : v(x) = 0}.
Last but not least, Rv := Rv/Iv denotes the residue class domain of v
and ϕv : Rv → Rv, x 7→ x+ Iv the residue map.
Definition 3.2. Let (R,) be a quasi-ordered ring. A valuation v on R is said to
be compatible with  (or -compatible), if for all y, z ∈ R :
0  y  z ⇒ v(z) ≤ v(y).
In general, we cannot expect that Theorem 2.9 holds even for ordered rings, as the
following basic example shows:
Example 3.3.
(1) Consider the map v : Z[X ] → Z ∪ {∞}, f = ∑i∈N aiX i 7→ − deg f. It
is easy to verify that v is a valuation on R. We can extend the unique
order on Z to Z[X ] by declaring 0 ≤ f :⇔ 0 ≤ f(0). Note that Rv = Z
and Iv = {0}, so obviously the conditions (4) and (5) of Theorem 2.9 are
satisfied. However, the inequalities 0 ≤ X ≤ 0 yield that neither Iv nor
Rv is convex with respect to ≤ . Moreover, we have 0 ≤ X + 1 ≤ 1, but
v(X + 1) = −1 < 0 = v(1), so (1) is also not satisfied.
(2) Let p be a prime number and v the p-adic valuation on the integers Z, i.e.
if x = pra1 . . . an in the unique prime factorization, then v(x) = r (see [3,
(1.3.1)]). Moreover, let ≤ denote the unique order on Z. Then Rv = Z is
convex, so (2) holds. However, it is easy to see that all the other conditions
of Theorem 2.9 are not satisfied.
As a matter of fact, for a quasi-ordered ring (R,) and a valuation v on R, in
general none of the conditions from Theorem 2.9 is equivalent to another. We do
get the following tabular of implications, where
(1) v is compatible with ,
(2) Rv is convex,
(3) Iv is convex,
(4) Iv ≺ 1,
(5)  induces canonically via the residue map ϕv : Rv → Rv := Rv/Iv, x 7→
x+ Iv a quasi-order ′ on the residue domain Rv.
⇒ (1) (2) (3) (4) (5)
(1)
√ √ √ √
(2)
(3)
√ √
(4)
(5)
√
Proof. We first show that (1) implies (2) and (3). So let 0  y  z with z ∈ Rv.
Then (1) yields v(z) ≤ v(y). Therefore v(y) ∈ Rv. The same arguments for Iv
instead of Rv. In order to show that (1) implies (4) and (5), it suffices to show that
(2) implies the two of them.
Condition (2) obviously implies (4). It also implies (5) as we will not use the Manis
property in the proof of the respective implication in Theorem 3.12.
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In Example 3.3(ii), we have already seen that (2) implies none of the other condi-
tions. We now show that it does not imply (2), and hece also not (1). Let v be the
trivial valuation on Z. Extend to Z[X ] with γ = −1. Let w be the p-adic valuation
on Z. Extend to Z[X ] with γ = 1. Then (3) holds, because
0 < v(x)⇒ x = 0⇒ y = 0⇒ 0 < v(y),
where the first implication follows by definition of v and the second one by (3).
However, (2) does not hold. Choose a = 1 and b = X. Then w(a) = 0 ≤ w(b) = 1
and 0 ≤ v(a) = 1, but v(b) = −1 < 0.
Condition (4) implies nothing even if v is Manis, as we will see in Example 3.19
and 3.20. (5) implies (4): Assume 1  x for some x ∈ Iv. Then 1  x = 0, but in
quasi-ordered rings it holds 0 ≺ 1, a contradiction. Therefore Iv ≺ 1. The fact that
(5) does not imply any of the other conditions follows from Example 3.3(i). 
Such counterexamples can be prevented by demanding surjectivity of the valuation
v. Recall that valuations on fields are automatically surjective. Contrary, in the
ring case, v(R\qv) is not necessarily closed under additive inverses, as R is not
necessarily closed under multiplicative inverses (see Facts 2.2). Surjectivity will be
frequently exploited later on, as it mitigates the lack of multiplicative inverses.
Definition 3.4. (see [9, p.193]) Let v be a valuation on R. Then v is said to be a
Manis valuation, if v is surjective.
We now turn towards the proof of Theorem 2.9 for quasi-ordered rings. This requires
some preliminaries.
Definition 3.5. Let (R,) be a quasi-ordered ring and S ⊆ R a subset of R. Then
S is said to be convex, if x  y  z and x, z ∈ S implies y ∈ S.
The following lemma simplifies convexity in a usual manner and holds particularly
for the valuation ring Rv and its prime ideal Iv, as v(x) = v(−x) for all x ∈ R.
Lemma 3.6. Let (R,) be a quasi-ordered ring. A subset S ⊆ R with 0 ∈ S and
S = −S is convex, if and only if 0  y  z and z ∈ S implies y ∈ S.
Proof. The implication ⇒ is trivial. So suppose that the right hand side holds and
let x  y  z with x, z ∈ S. If 0  y, it follows immediately by assumption that
y ∈ S. So suppose that y ≺ 0. Then x  y ≺ 0. We will show 0 ≺ −y  −x. Note
that −x ∈ S because S = −S. Hence, we obtain −y ∈ S, but then also y ∈ S.
Clearly 0 ≺ −x,−y by axiom (QR4) and the fact that E0 is an ideal (see Remark
2.7(2)). It remains to show that −y  −x. Assume for a contradiction −x ≺ −y.
Note that y ≺ 0 ≺ −x,−y, therefore −x 6∼ y and y 6∼ −y. Via (QR4), it follows
from x  y that 0  y − x and from −x  −y that y − x  0. Thus, y − x ∈ E0.
This implies −y ∼ −x (see Remark 2.7(2)), a contradiction. 
The most difficult part of the proof will be to show that if v is a -compatible
valuation on R, then  induces a quasi-order on the residue class domain Rv. For
that purpose we want to exploit convexity of Iv.
Lemma 3.7. Let (R,) be a quasi-ordered ring, v a valuation on R such that Iv
is convex, and u ∈ Uv.
(1) If c ∈ Iv, then c 6∼ u.
(2) If 0 ≺ u, then 0 ≺ u+ c for all c ∈ Iv.
(3) If u ≺ 0, then u+ c ≺ 0 for all c ∈ Iv.
Proof.
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(1) Assume c ∼ u. Then c  u  c and convexity of Iv yields u ∈ Iv, a
contradiction.
(2) Assume that 0 ≺ u but 0 ⊀ u+c for some c ∈ Iv. Then 0 ≺ u and u+c  0.
Note that this implies c /∈ E0, as otherwise u ∼ u+ c (see Remark 2.7(1)).
Hence, we obtain u  −c. So it holds 0 ≺ u  −c. Convexity of Iv yields
u ∈ Iv, a contradiction.
(3) Assume 0  u + c for some c ∈ Iv. Then u ≺ 0  u + c. It remains
to show that −u 6∼ u + c. Then 0 ≺ −u  c and one may conclude by
convexity of Iv. So assume for a contradiction that −u  u + c. From
Lemma 2.3 follows u + c ∈ Uv, so (1) yields that −c 6∼ u + c. Thus, one
obtains −u− c  u. Now note that 0 ≺ −u ∈ Uv. So (2) yields 0 ≺ −u− c.
Therefore 0 ≺ −u− c  u ≺ 0, a contradiction. This finishes the proof.

Moreover, we require a couple of results that Fakhruddin established in the more
specific setting of quasi-ordered fields (see [4]).
Lemma 3.8. Let (R,) be a quasi-ordered ring and x ∈ R. Then x ∼ −x if and
only if 0  x,−x.
Proof. Just as in the case of quasi-ordered fields, see [4, Lemma 3.1]. 
Lemma 3.9. Let (R,) be a quasi-ordered ring and x, y ∈ R. If x ∼ y, then
x ∼ −y or 0 ∼ x− y .
Proof. If x, y ∼ 0, then x ∼ −y, as E0 is an ideal. So suppose that x, y ≁ 0,
and assume that x ∼ −y. We show 0 ∼ x − y. Note that y  x ≁ −y. Therefore
0  x− y. Moreover, x  y ∼ x ≁ −y, so y ≁ −y, and therewith x− y  0. Thus,
0 ∼ x− y. 
Corollary 3.10. Let (R,) be a quasi-ordered ring. Then ∼ is preserved under
multiplication, i.e. if x, y, a ∈ R such that x ∼ y, then ax ∼ ay.
Proof. The cases 0  a (axiom (QR3)) and x, y in E0 (E0 is an ideal) are both
trivial. So suppose that 0  a and x, y ≁ 0. Then 0  −a. The previous lemma
gives rise to a case distinction. First suppose 0 ∼ x − y. Since −x ≁ 0 it holds
−x ≁ x − y. Hence, 0 ∼ x − y yields −x ∼ −y. Since 0  −a, axiom (QR3) yields
ax ∼ ay. Now suppose that 0 ≁ x − y. Then also 0 ≁ y − x. The previous lemma
implies x ∼ −y and y ∼ −x. Therefore −y ∼ x ∼ y ∼ −x. Since 0  −a, we obtain
ay = (−a)(−y) ∼ (−a)(−x) = ax. 
Lemma 3.11. Let (R,) be a quasi-ordered ring such that 0 ≺ −1. Then it holds
x+ y  max{x, y} for all x, y ∈ R.
Proof. Basically as in the field case, see [4, Lemma 4.1]. Suppose that x  y, and
assume for a contradiction that y ≺ x+y. Note that 0  1 by axiom (QR1). Lemma
3.8 implies −1 ∼ 1, so the previous corollary yields −r ∼ r for all r ∈ R. It follows
−x ∼ x  y ≺ x + y. Particularly, −y ≁ x + y, since y ≁ x + y. So, by applying
(QR4), we obtain x+ y ∼ −x− y  x  y, a contradiction. 
Finally, we can prove the main theorem of this section:
Theorem 3.12. Let (R,) be a quasi-ordered ring and let v be a Manis valuation
on R.
(a) The following are equivalent:
(1) v is compatible with  .
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(2) Iv is convex.
(3)  induces canonically via the residue map x 7→ x+ Iv a quasi-order 
with support {0} on the residue class domain Rv.
Moreover, any of these conditions implies that Rv is convex.
(b) If v is non-trivial, then
(4) Rv is convex
is equivalent to the conditions (1)− (3).
Proof.
(a) We first prove that (1) and (2) are equivalent. So suppose that (1) holds
and let 0  y  z with z ∈ Iv. Then (1) yields that 0 < v(z) ≤ v(y),
and therefore y ∈ Iv. Now suppose that Iv is convex and assume for a
contradiction that there exist some 0  y  z such that v(y) < v(z).
Note that y /∈ qv. Hence, since v is Manis, we find some 0  a such that
v(a) = −v(y) (for if a ≺ 0, then 0  −a and v(a) = v(−a)). Via axiom
(QR3) follows 0  ay  az with v(ay) = 0 and v(az) = v(z)− v(y) > 0, so
az ∈ Iv but ay /∈ Iv. This contradicts the convexity of Iv.
We continue by showing that (2) and (3) are equivalent. First suppose that
(3) holds and let 0  y  z with z ∈ Iv. Assume for a contradiction y /∈ Iv.
Choose a ∈ R with 0  a and v(a) = −v(y). Then 0  ay  az with
v(ay) = 0 and v(az) > 0. Taking residues, it follows 0 ′ ay ′ 0. Since the
support of ′ is trivial, this yields that ay = 0, contradicting v(ay) = 0,
i.e. ay /∈ Iv. Therefore, y ∈ Iv.
Now suppose that (2) holds. The quasi-order induced by the residue map
is given by
x ′ y :⇔ ∃c1, c2 ∈ Iv : x+ c1  y + c2.
First of all we verify that ′ is well-defined. So assume that x ′ y,
and let x = x1 and y = y1, say x = x1 + c1 and y = y1 + c2 for some
c1, c2 ∈ Iv. There exist some c3, c4 ∈ Iv such that x+ c3  y+ c4. But then
x1 + (c1 + c3)  y1 + (c2 + c4), thus, x1 ′ y1.
Evidently, ′ is reflexive and total. Next we show transitivity. So assume
that x + c1  y + c2 and y + d1  z + d2 for some c1, c2, d1, d2 ∈ Iv.
We argue by case distinction. First suppose that y ∈ Uv. Assume for
a contradiction that x + e1 ≻ z + e2 for all e1, e2 ∈ Iv. In particular,
x+ c1+d1− c2 ≻ z+d2. Note that y+ c2 ∈ Uv and d1− c2 ∈ Iv, so Lemma
3.7(1) yields y+ c2 ≁ d1− c2. So from the inequality x+ c1  y+ c2 follows
x+ c1 + d1 − c2  y + c2 + d1 − c2 = y + d1  z + d2,
a contradiction.
If y ∈ Iv, then y + c2 and y + d1 ∈ Iv. By convexity and Lemma 3.7(2)
and (3), this yields that x is either a negative unit or in Iv, and that z is
either a positive unit or in Iv.We only have to consider the case where both
elements are in the valuation ideal. But then x+ (z − x)  z +0, and thus
x ′ z.
Now we show that the support of ′ equals {0}. So let x ∼ 0 and assume
for a contradiction that x ∈ Rv\Iv = Uv. Then there exist c1, c2 ∈ Iv such
that x+ c1  c2 and there exist d1, d2 ∈ Iv such that d1  x+ d2.
If 0 ≺ x, then 0 ≺ x + c1  c2 by Lemma 3.7(2), and we have x + c1 ∈ Iv
by convexity, a contradiction. Likewise, if x ≺ 0, then d1  x + d2 ≺ 0 by
Lemma 3.7(3), again contradicting the convexity.
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It remains to check the axioms (QR1) and (QR3) - (QR5) (axiom (QR2)
is omitted because of Remark 2.7(3)).
(QR1) Assume for a contradiction that 1 ′ 0. Then there exist c1, c2 ∈ Iv
such that 0 ≺ 1 + c1  c2 (Lemma 3.7(2)). Convexity of Iv yields
1 + c1 ∈ Iv, and therefore 1 ∈ Iv, a contradiction. Thus, 0 ≺′ 1.
(QR3) We have to verify that 0 ′ x and y ′ z implies xy ′ xz. For
x = 0, there is nothing to show, so assume without loss of generality
x /∈ Iv. From 0 ′ x follows that there are some c1, c2 ∈ Iv such
that c1  x + c2. Applying Lemma 3.7(1) yields that c1 − c2  x. So
convexity of Iv gives us 0  x. Moreover, y ′ z means y+d1  z+d2
for some d1, d2 ∈ Iv. (QR3) implies xy+xd1  xz+xd2, and therefore
xy  xz.
(QR4) We have to prove that x ′ y and y 6∼ z yields x+ z ′ y + z. Let
c1, c2 ∈ Iv such that x + c1  y + c2. Note that y 6∼ z implies either
∀e1, e2 : y+e1 ≺ z+e2 or ∀e1, e2 : y+e1 ≻ z+e2. Either way, z 6∼ y+c2.
But then x+ z + c1  y + z + c2 by (QR4), i.e. x+ z ′ y + z.
(QR5) We have to show that if 0 ≺′ a, then ax ′ ay implies x ′ y. Note
that if ax  ay, then x  y by axiom (QR5), hence x ′ y. So
from now on assume that ay ≺ ax. First we show that one may also
assume that x, y ∈ Uv. Indeed, suppose that x = 0 and assume for a
contradiction that y ≺′ 0. Then ay ′ 0 by axiom (QR3). But equality
cannot hold because neither a ∈ Iv, nor y ∈ Iv. Thus, ay ≺′ 0 = ax,
contradicting the assumption. Now suppose that y = 0 and assume for
a contradiction that 0 ≺′ x. Then ay = 0 ≺ ax, again a contradiction.
Hence, one may assume that both x and y lie in Uv. So from ax ′ ay
follows that there exists some c ∈ Iv such that ax  ay + c. Thus,
it holds ay ≺ ax  ay + c. The rest of the proof is done by case
distinction.
If 0 ≺ −1, then 0  −r for all r ∈ R with 0  r by (QR3). This
yields that all elements are non-negative. Particularly, since ay is a
unit and Iv is convex, it holds c ≺ ay (otherwise 0 ≺ ay  c ∈ Iv).
From Lemma 3.11 follows ay ≺ ay+c  max{ay+c} = ay, the desired
contradiction.
Finally suppose−1 ≺ 0. Consider the inequalities ay ≺ ax  ay+c. By
Lemma 3.7(2) and (3), ay and ay+c have the same sign, and so ax has
also the same sign, which is contrary to the sign of −ay. Particularly,
we may add −ay to these two inequalities and obtain 0  a(x−y)  c.
By convexity of Iv follows a(y − x) ∈ Iv and since Iv is a prime ideal
with a /∈ Iv, one obtains x = y. Particularly, x ′ y, as desired.
The convexity of Rv follows immediately from (1), just like the convexity
of Iv.
(b) It suffices to show that (4) implies (2). So let 0  y  z with z ∈ Iv.
Assume for that y /∈ Iv, so by convexity of Rv it holds y ∈ Rv − Iv = Uv,
i.e. v(y) = 0. Since z ∈ Iv, we get γ := v(z) > 0. We distinguish the two
cases, whether z ∈ qv or not.
If z /∈ qv, there exists some 0  a ∈ R such that v(a) = −γ < 0. Axiom
(QR3) yields 0  ay  az. As 0 and az lie in Rv, it follows by convexity
of Rv that ay ∈ Rv, i.e. v(ay) ≥ 0. However, v(ay) = v(a) + v(y) < 0, a
contradiction.
If z ∈ qv, choose some 0  a ∈ R with v(a) < 0, which exists since v is
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a non-trivial Manis valuation. Then 0  ay  az with az ∈ Rv. However,
ay /∈ Rv, contradicting the convexity of Rv.

Remark 3.13.
(1) The assumption in (b) that v is non-trivial is crucial, no matter which kind
of a quasi-order  is.
For the ordered case consider Z with its unique order and the trivial val-
uation v mapping the even integers to ∞ and the odd integers to 0. Then
Rv = Z is convex, while Iv = 2Z is not.
In the case =w, take the same v and let w be the p-adic valuation on Z
for some prime p > 2. Then Rv is clearly convex. However, choosing y = 2
and z = 1 yields 0 = w(y) ≤ w(z) = 0 and 0 < v(y) =∞, but 0 = v(z).
(2) Instead of v non-trivial, one may have also demanded that qv = E0 for part
(b), i.e. that the supports coincide. Then z ∈ qv yields z ∈ E0, so also
y ∈ E0 = qv ⊆ Iv by transitivity of  .
(3) Iv ≺ 1 (compare Theorem 2.9) is an easy consequence of these conditions.
It follows for instance immediately from the convexity of Iv.
(4) If  is an order (respectively a proper quasi-order), then ′ is also an order
(respectively a proper quasi-order).
Proof. First suppose that  is an order. Comparing the definitions of
ordered rings (Definition 2.5) and quasi-ordered rings (Definition 2.6), we
only have to show that ′ is compatible with +. From x ′ y follows x+c1 
y+c2 for some c1, c2 ∈ Iv. Since  is an order, we get x+z+c1  y+z+c2,
thus, x+ z ′ y + z. So ′ is indeed an order.
Finally, suppose that =w for some valuation w on R. We consider the
map w/v : Rv → Γw/v ∪ {∞} given by
w/v(a+ Iv) :=
{
∞ if a ∈ Iv
w(a) else
.
(compare [3, p.45] for the field case). We prove that w/v is well-defined.
For a ∈ Iv this is clear by definition. So suppose that a ∈ Uv and c ∈ Iv.
We have to show that w(a) = w(a+ c). From condition (1) of the previous
theorem we obtain for all x, y ∈ R that if w(x) ≤ w(y), then v(x) ≤ v(y).
Hence, it follows from v(a) = 0 < v(c) that also w(a) < w(c). Lemma 2.3
yields w(a+ c) = min{w(a), w(c)} = w(a).
It is easy to see that w/v satisfies the axioms (V1) and (V2) from Definition
2.1. For (V3) note that ab ∈ Iv if and only if a ∈ Iv or b ∈ Iv, since Iv is
prime, so w/v(ab+ Iv) =∞ if and only if w/v(a+ Iv) +w/v(b+ Iv) =∞.
From this observation (V3) is easily deduced. The proof of (V4) is done
by a similar case distinction. Hence, w/v defines a valuation on Rv. Its
support is {0}, as qw ⊆ qv ⊆ Iv, which again follows from Theorem 3.12(1).
Moreover, for x, y ∈ Uv (i.e. x, y 6= 0) it holds
x ′w y ⇔ x+ c1 w y + c2 for some c1, c2 ∈ Iv
⇔ w(y + c2) ≤ w(x + c1) for some c1, c2 ∈ Iv
⇔ w(y) ≤ w(x)
⇔ w/v(y) ≤ w/v(x),
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where the third equivalence follows precisely as in the proof of the well-
definedness of w/v, while the last equivalence is just the definition of w/v.
This proves that ′w=w/v . 
If  is an order, then Theorem 3.12 generalizes Theorem 2.9 from ordered fields
to ordered rings. Next we show that if =w for some Manis valuation w, then
Theorem 3.12 precisely characterizes the Manis valuations v on R that are coarser
than w.
Definition 3.14. (see [5, p.415]) Let v, w be valuations on R. Then v is said to be
a coarsening of w (or w a refinement of v), in short, v ≤ w, if there exists an
order homomorphism ϕ : Γw → Γv such that v = ϕ◦w, or equivalently, if Rw ⊆ Rv
and Iv ⊆ Iw.
Lemma 3.15. Let v ≤ w be non-trivial Manis valuations on R. Then qv = qw.
Proof. This is part of [12, Proposition 3.1]. 
Actually, Power’s proof of the previous result only requires that v is non-trivial.
However, from v non-trivial and v ≤ w follows immediately that w is also non-
trivial.
Lemma 3.16. Let v and w be non-trivial Manis valuations on R. The following
are equivalent:
(1) v is w-compatible (i.e. w(y) ≤ w(z)⇒ v(y) ≤ v(z)).
(2) v is a coarsening of w.
Proof. We first show that (1) implies (2). Let x ∈ Rw. Then 0 = w(1) ≤ w(x),
so also 0 = v(1) ≤ v(x), thus x ∈ Rv. Likewise, if x /∈ Iw, then w(x) ≤ w(1) = 0,
which yields that v(x) ≤ v(1) = 0. Therefore x /∈ Iv.
Conversely, assume that (2) holds and suppose that w(y) ≤ w(z). By the previous
lemma we get qw = qv, so we may assume that y is not in the support of these
valuations. Moreover note that Uw ⊆ Uv; indeed, if u ∈ Uw, then u ∈ Rw and
u /∈ Iw, thus u ∈ Rv and u /∈ Iv. Therefore, u ∈ Uv. As w(y) ∈ Γw and w is Manis,
there exists some a ∈ R such that w(a) = −w(y). It follows ay ∈ Uw and az ∈ Rw.
Therefore, ay ∈ Uv and az ∈ Rv. It is easy to see that this implies v(y) ≤ v(z). 
Hence, we obtain as a special case of Theorem 3.12 the following characterization
of coarsenings of v:
Theorem 3.17. Let v, w be non-trivial Manis valuations on R. Then v is a coars-
ening of w, if and only if one of the following equivalent conditions is satisfied for
all x, y ∈ R :
(1) w(x) ≤ w(y)⇒ v(x) ≤ v(y),
(2) w(x) ≤ w(y), 0 ≤ v(x)⇒ 0 ≤ v(y),
(3) w(x) ≤ w(y), 0 < v(x)⇒ 0 < v(y),
(4) w/v : Rv → Γw/v ∪{∞}, x+ Iv 7→
{
∞ if x ∈ Iv
w(x) else
defines a valuation
with support {0}.
Proof. This is precisely Theorem 3.12 in the case where the quasi-order  comes
from a Manis valuation w, and Lemma 3.16. Moreover, we simplified the convexity
of Rv and Iv (in (2) and (3)) according to Lemma 3.6. 
Next we show that Iv ≺ 1 is not equivalent to all the other conditions of Theorem
3.12, regardless of whether  is a proper quasi-order (Example 3.19) or an order
(Example 3.20), even if v is non-trivial.
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Theorem 3.18. Let R be a ring, Γ ⊆ Γ′ ordered abelian groups, u : R→ Γ∪ {∞}
a valuation on R, and γ ∈ Γ′. For f =∑ni=0 aiX i ∈ R[X ] define
v(f) =
{∞ if f = 0
min
0≤i≤n
{u(ai) + iγ} otherwise .
Then v : R[X ]→ Γ′ ∪ {∞} is a valuation that extends u.
Proof. As in the field case, see [3, Theorem 2.2.1]. 
Example 3.19. Let vp : Q→ Z∪{∞} denote the p-adic valuation for some prime
number p ∈ N (see [3, p.18]), i.e. if 0 6= x = praipsbi ∈ Q (using the unique prime
factorization in Z), then vp(x) = r − s. Apply the previous theorem with γ = 1
to extend vp to a valuation v : Q[X ] → Z ∪ {∞}. The valuation v is Manis, as vp
is Manis and they have the same value group. We do the same procedure with w
instead of v, except that this time γ = 0.
Note that v = w on Q and v(f) = w(f) + i for some i ≥ 0 if f ∈ Q[X ]\Q. This
implies Iv ≺w 1. Indeed, f ∈ Iv means v(f) > 0. But then also w(f) > 0 = w(1),
and therefore f ≺w 1. However, v is not compatible with w . For instance we have
w(X2) = 0 < w(p) = 1 < w(0) =∞, but v(p) = 1 < v(X2) = 2.
Example 3.20. Consider the trivial valuation u(x) = 0 for x 6= 0 on Z. Extend u
via the previous theorem to a valuation v on Z[X,Y ] with γ = 1 (forX), respectively
γ = −1 (for Y ). Thus, for any 0 6= f =∑
i,j
aijX
iY j ∈ Z[X,Y ], we have
v(f) = min
i,j
{v(aij) + i− j}.
Note that v is a Manis valuation with value group Z, for if m is an integer, then
either v(Xm) = m (if m ≥ 0) or v(Y −m) = m (else). Order Z[X,Y ] by declaring
f ≥ 0 :⇔ f(0) ≥ 0. Note that v(f) ≤ 0 if a00 6= 0. Therefore, Iv ⊆ 〈X,Y 〉 ⊆ E0, so
Iv < 1. However, Iv is not convex since 0 ≤ Y ≤ 0, but Y /∈ Iv.
Remark 3.21. In the case of ordered fields (K,≤), the condition Iv < 1 is often
times replaced with the equivalent condition 1 + Iv ≥ 0 (see for instance [8, Defi-
nition 2.4] or [3, Proposition 2.2.4]). Note, however, that this is inappropriate for
proper quasi-orders, as 1 + Iv w 0 is then trivially satisfied.
We continue this section by imposing a suitable extra condition on v, such that
Iv ≺ 1 is equivalent to (1) - (3) from Theorem 3.12.
Definition 3.22. (see [6, Ch. I, Definition 5]) A valuation v on R is called local,
if the pair (Rv, Iv) is local, i.e. if Iv is the unique maximal ideal of Rv.
The maximal ideal of a local ring consists precisely of all non-units of the said ring.
A characterization of local valuations is given in [6, Ch. I, Proposition 1.3] and [5,
Proposition 5], respectively. If R is a field, then v is always a local Manis valuation.
Lemma 3.23. Let (R,) be a quasi-ordered ring and v a local Manis valuation on
R. The following are equivalent:
(1) v is compatible with  .
(2) Iv ≺ 1.
Proof. (1) implies (2) is clear, see Remark 3.13(3). Now suppose that (2) holds,
and assume for a contradiction that there are some y, z ∈ R such that 0  y  z,
but v(y) < v(z). The latter implies y /∈ qv. Since v is Manis, we find some 0  a
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such that v(a) = −v(y). We obtain 0 = v(ay) < v(az), so ay ∈ Uv and az ∈ Iv. As
v is local and ay ∈ Uv, ay is a unit. It follows
0 < v(az)− v(ay) = v
(
az
ay
)
,
i.e. azay ∈ Iv. Hence, (2) yields azay ≺ 1. This implies az ≺ ay (for if az ∼ ay, then
az
ay ∼ 1 by Corollary 3.10, a contradiction). On the other hand, it follows from
y  z and 0  a that ay  az, a contradiction. 
Corollary 3.24. Let v, w be non-trivial Manis valuations on R such that v is local.
Then v is coarser than w if and only if Iv ⊆ Iw .
Proof. This is an immediate consequence of Lemma 3.16 and Lemma 3.23 in the
case where =w for some non-trivial Manis valuation w. 
We conclude this section by establishing a notion of rank of a quasi-ordered ring.
For the sake of convenience we first consider the field case and then reduce the ring
case to it.
Definition 3.25. (compare [6, Ch. I, Definition 2]) Two valuations v, w on R are
said to be equivalent, in short, v ∼ w, if v(x) ≤ v(y) ⇔ w(x) ≤ w(y) for all
x, y ∈ R.
Let v, w be two non-trivial Manis valuations on R. From Theorem 3.17(1) and
Definition 3.14 follows
v ∼ w⇔ v ≤ w and w ≤ v ⇔ Rv = Rw and Iv = Iw.
By abuse of language, we identify equivalent valuations (this is quite common in
the literature, see for instance [6, p.11] or [12, p.256]).
Proposition 3.26. Let (K,) be a quasi-ordered field. The set
R := {w : w is a non-trivial  -compatible valuation on K}
is totally ordered by ≤ (“coarser”)
Proof. If v, w ∈ R, Theorem 3.12(2) yields that Kv and Kw are convex subrings of
K, without loss of generality Kw ⊆ Kv. If equality holds, it is easy to verify that
also Iw = Iv, since both Kv and Kw are local. Thus, v = w. If Kw ( Kv, it follows
again by the fact that Kv and Kw are local, that Iv ( Iw, and therefore v < w. 
Definition 3.27. The rank of a quasi-ordered field (K,) is the order type of
the totally ordered set R.
For the following result we use that (R,) is a quasi-ordered ring if and only if
(R/E0,′) is a quasi-ordered ring, where x ′ y ⇔ x  y (see [11, Lemma 4.1]).
Moreover, we exploit that the quasi-order ′ uniquely extends to a quasi-order E
on K := Quot(R/E0) via
x
y
E
a
b
:⇔ xyb2 ′ aby2
(see [11, Proposition 4.3]). If v is a valuation on R, let v′ denote the induced
valuation on R/E0, and v′ the extension of v
′ to K. We can now prove (see [13,
Lemma 4.1] for the same result in the ordered case):
Lemma 3.28. Let (R,) be a quasi-ordered ring and v a valuation on R with
support qv = E0. The following are equivalent:
(1) v is compatible with  .
(2) v′ is compatible with ′ .
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(3) v′ is compatible with E .
Proof. The equivalence of (1) and (2) easily follows from the definition of ′ and
v′, respectively. We conclude by showing that (2) and (3) are equivalent. It is clear
that compatibility in K reduces to compatibility in R as it is a universal statement.
For the contrary, let 0 E xy E
a
b . Then 0  xyb2  aby2. By compatibility with v,
we obtain that v(aby2) ≤ v(xyb2), i.e. that v(ay) ≤ v(xb). Thus, v′(ab ) ≤ v′(xy ). 
The equivalence of (1) and (3) from the previous lemma justifies to define:
Definition 3.29. The rank of a quasi-ordered ring (R,) is the rank of the
naturally associated quasi-ordered field (Quot(R/E0),E).
For a further discussion on the rank of a quasi-ordered field we refer to [7, p.403].
4. The Baer-Krull Theorem
In the previous section we fixed a quasi-ordered ring (R,) and characterized all
the (local) Manis valuations on R, that are compatible with  (see Theorem 3.12
and Lemma 3.23). It is natural to ask what happens the other way round, i.e. if we
fix a valued ring (R, v) with v Manis, can we describe all the quasi-orders on R that
are compatible with v? A positive answer is given by the Baer-Krull Theorem (see
Theorem 4.10, respectively Corollary 4.11, Theorem 4.12, Theorem 4.17). Recall
that if  is a v-compatible quasi-order on R, then it gives rise to a quasi-order ′ on
the residue class domain Rv := Rv/Iv. The said theorem establishes a connection
between the v-compatible quasi-orders on R with support supp(v), and the quasi-
orders on Rv with support {0}. After establishing the Baer-Krull Theorem for
quasi-ordered rings, we deduce a version for ordered, respectively proper quasi-
ordered, rings (see Corollary 4.19, respectively Corollary 4.25). The first one yields
a generalization of the classical Baer-Krull Theorem (see Theorem 2.10), while the
latter gives rise to a characterization of all Manis valuations on R that are finer
than v.
When one deals with quasi-ordered rings, this theorem becomes more complicated
than in the ordered field case (see Theorem 2.10). Note that the map η there is
completely determined by the signs of the elements pii. If the quasi-order is an
order, then all η ∈ {−1, 1}I are realizeable and one gets a bijective correspondence
as in Theorem 2.10. However, if the quasi-order is induced by some valuation, then
all elements are non-negative, so the only η possible is the constant map η = 1.
Therefore, when we consider quasi-ordered rings (R,), the best we can hope for
is that ψ is an injective map such that the image of ψ contains all possible tuples
(η,′) as just described. Establishing such a result will be the aim for the rest of
this paper.
Notation 4.1. We use the following notation for the rest of this section:
(1) LetR be a commutative ring with 1 and v : R→ Γv∪{∞} a Manis valuation
on R with support qv, valuation ring Rv, valuation ideal Iv, and residue
class domain Rv := Rv/Iv, just as in Notation 3.1. Moreover, we define
R˜ := R\qv = v−1(Γv).
(2) We fix some F2-basis {γi : i ∈ I} of Γv = Γv/2Γv, and let {pii : i ∈ I} ⊆ R˜
be such that v(pii) = γi.
(3) Given a v-compatible quasi-order on R, we denote by ′ the induced quasi-
order on Rv (see Theorem 3.12(3)). By η we denote the map I → {−1, 1}
defined by η(i) = 1 if and only if 0  pii.
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Now we fix some tuple (η∗,∗) from the disjoint union
{−1, 1}I×{orders onRvwith support {0}}⊔{1}I×{p.q.o. onRvwith support {0}}
The main part of the proof of the Baer-Krull Theorem is to construct a quasi-order
on R that is mapped to (η∗,∗) under the analogue of the map ψ from Theorem
2.10. For that purpose we define a binary relation  on R as a function of ∗ and
η∗ as follows: If x, y ∈ qv, declare x  y. Otherwise, if x ∈ R˜ or y ∈ R˜, consider
γ := γx,y := max{−v(x),−v(y)} ∈ Γv.
Write γ =
∑
i∈Ix,y
γi. Then γ =
∑
i∈Ix,y
γi + 2v(ax,y) for some ax,y ∈ R˜, which is
uniquely determined up to its value (i.e. instead of ax,y one may have chosen any
other element bx,y ∈ R with v(bx,y) = v(ax,y)). In what follows, we will just write∑
i,
∏
i and a instead of
∑
i∈Ix,y
,
∏
i∈Ix,y
and ax,y, respectively, whenever x and y
are clear from the context.
Lemma 4.2. Let x, y ∈ R˜. With the notation above, x∏i piia2, y∏i piia2 ∈ Rv.
Moreover, x
∏
i piia
2 = 0 if and only if v(x) > v(y).
Proof. Note that
v
(
x
∏
i
piia
2
)
= v(x) +
∑
i
v(pii) + 2v(a) = v(x) + γ
= v(x) + max{−v(x),−v(y)} ≥ 0,
and likewise for y
∏
i piia
2, so both are in Rv. Moreover,
x
∏
i
piia2 = 0⇔ v(x) + max{−v(x),−v(y)} > 0⇔ v(x) > v(y).

Particularly, we can take residues of both x
∏
i piia
2 and y
∏
i piia
2. The moreover
part of the statement will be of great importance in the proof of Main Lemma
4.5. For the latter, we also require the following two lemmas, which extend the
statements from axiom (QR3), respectively (QR5).
Lemma 4.3. Let (R,) be a quasi-ordered ring. If x  y and z  0, then yz  xz.
Proof. As E0 is an ideal, we may without loss of generality assume that z ≁ 0.
Moreover, note that if y ∼ 0, then x, z  0, thus 0  −x,−z. It follows via (QR3)
that yz ∼ 0  xz. So we may also assume that y /∈ E0. From x  y and z  0
follows −xz  −yz. We claim that yz ≁ −yz. Once this is shown, it follows from
−xz  −yz that yz − xz  0. The latter implies yz  xz. Indeed, either x ≁ 0 and
therefore xz ≁ 0 (E0 is a prime ideal), so that we can apply (QR4); or x ∼ 0, i.e.
xz ∼ 0, and therefore yz − xz ∼ yz  0 ∼ xz (see Remark 2.7(1)). So assume for
a contradiction that yz ∼ −yz. Lemma 3.8 yields 0  yz,−yz. As y /∈ E0, either
0 ≺ y or 0 ≺ −y. So via (QR5) it follows either from 0  yz (if 0 ≺ y) or from
0  −yz (if 0 ≺ −y) that 0  z. Hence z ∼ 0, a contradiction. 
Lemma 4.4. Let (R,) be a quasi-ordered ring and x, y, z ∈ R. If xz  yz and
z ≺ 0, then y  x.
Proof. Assume for a contradiction x ≺ y. The previous lemma yields yz  xz.
Hence xz ∼ yz. Lemma 2.8 yields x ∼ y, a contradiction. 
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Main Lemma 4.5. With the notation from above, define for x ∈ R˜ or y ∈ R˜ that
x  y :⇔


Either x
∏
i piia
2 ∗ y∏i piia2 and ∏i η∗(i) = 1
or y
∏
i piia
2 ∗ x∏i piia2 and ∏i η∗(i) = −1.
Moreover, declare x  y for x, y ∈ qv. Then  defines a quasi-order on R with
support E0 = qv.
Proof. The proof of the Main Lemma is extensive, however, the methods are widely
the same. Notably, the moreover part from Lemma 4.2 is frequently exploited. We
always use the notation from above. For the sake of convenience and uniformity, we
treat ∗ and η∗ as an arbitrary quasi-order on Rv with support {0}, respectively
an arbitrary map from I to {−1, 1}, for as long as possible. In fact, the distinction
whether ∗ is an order or induced by a valuation (in which case the map η∗ is
trivial) is only necessary at some points when we verify axiom (QR4).
First of all we show that  is well-defined. Recall that a ∈ R˜ was only determined
up to its value. So let b ∈ R˜ with v(a) = v(b), and suppose that
x
∏
i
piia2 ∗ y
∏
i
piia2.
As v is Manis, there exists some z ∈ R˜ with v(z) = −v(b), so v(bz) = 0, i.e. bz 6= 0.
Particularly, 0 ≺∗ bz2. With axiom (QR3) follows, after rearranging, that
x
∏
i
piib2 az
2 ∗ y
∏
i
piib2 az
2.
We conclude by eliminating 0 ≺∗ az2 via axiom (QR5).
Clearly,  is reflexive and total. At next we prove transitivity. So let x  y and
y  z, without loss of generality x ∈ R˜ or z ∈ R˜. The proof is done by distinguishing
four cases. First of all assume that v(p) = v(q) ≤ v(r) with p, q, r ∈ {x, y, z}
pairwise distinct. Then γx,y = γx,z = γy,z ∈ Γv all coincide, so Ix,y = Ix,z = Iy,z
and ax,y = ax,z = ay,z. Hence, transitivity of  follows immediately by transitivity
of ∗ . It remains to verify the cases where there is a unique smallest element among
v(x), v(y) and v(z). First suppose that v(x) < v(y), v(z). Then γx,y = −v(x) = γx,z,
i.e. Ix,y = Ix,z and ax,y = ax,z. We do the case
∏
i∈Ix,y
η∗(i) = −1, the case∏
i∈Ix,y
η∗(i) = 1 is proven likewise. From x  y and v(x) < v(y) then follows
y
∏
i∈Ix,y
piia2x,y = 0 ∗ x
∏
i∈Ix,y
piia2x,y
(see Lemma 4.2). Now v(x) < v(z) and Lemma 4.2 imply that
z
∏
i∈Ix,y
piia2x,y = 0.
Therefore, x  z. Next, suppose that v(y) < v(x), v(z). Then γx,y = −v(y) = γy,z,
i.e. Ix,y = Iy,z and ax,y = ay,z. Again, we only do the case
∏
i∈Ix,y
η∗(i) = −1.
From v(y) < v(x) and x  y follows
y
∏
i∈Ix,y
piia2x,y ∗ x
∏
i∈Ix,y
piia2x,y = 0.
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Likewise, v(y) < v(z) and y  z implies
0 ∗ y
∏
i∈Ix,y
piia2x,y.
Since the support of ∗ is trivial, it follows
y
∏
i∈Ix,y
piia2x,y = 0.
On the other hand, v(y) < v(x), v(z) yields via Lemma 4.2 that
y
∏
i∈Ix,y
piia2x,y 6= 0,
a contradiction. The case v(z) < v(x), v(y) is proven like the case where v(x) is the
unique smallest value.
Next, we establish that the support of  is qv. Assume there is some x ∈ E0 with
x /∈ qv. Then x
∏
i piia
2 ∼ 0. As the support of ∗ is {0}, this yields x∏i piia2 ∈ Iv.
However, as v(x) < v(0) =∞, this contradicts Lemma 4.2. We obtain that E0 ⊆ qv.
The other implication follows immediately from the definition of  .
It remains to verify the axioms (QR1) - (QR5) and compatibility with v. For the
proof of (QR1) assume for a contradiction that 1  0. Note that γ0,1 = 0, so I = ∅,
and
∏
i η
∗(i) = 1. It follows from 1  0 that a2 ∗ 0 for some a ∈ R with v(a) = 0,
i.e. a 6= 0. This contradicts the facts that squares are non-negative and that the
support of ∗ is trivial.
For (QR2) is nothing to show by Remark 2.7(3). Next, we verify (QR3), i.e. we
show that x  y and 0  z implies xz  yz. By the definition of  and the fact
that qv is an ideal, we may without loss of generality assume that z /∈ qv, and that
not both x and y are in qv. Further note that
γxz,yz = max{−v(xz),−v(yz)} = max{−v(z),−v(0)}+max{−v(x),−v(y)}
= γ0,z + γx,y ∈ Γv.
Hence, Ixz,yz is the (without loss of generality) disjoint union of Ix,y and I0,z , which
implies ∏
i∈Ixz,yz
η∗(i) =
∏
i∈Ix,y
η ∗ (i) ·
∏
i∈I0,z
η∗(i).
Moreover, axz,yz = ax,ya0,z.
First consider the case
∏
i∈I0,z
η∗(i) = 1. This yields 0 ∗ z∏i∈I0,z piia20,z. Now let∏
i∈Ix,y
η∗(i) = −1 =∏i∈Ixz,yz η∗(i). Then
y
∏
i∈Ix,y
piia2x,y ∗ x
∏
i∈Ix,y
piia2x,y.
Applying (QR3) yields
yz
∏
i∈Ixz,yz
piia2x,ya
2
0,z ∗ xz
∏
i∈Ixz,yz
piia2x,ya
2
0,z.
Hence, xz  yz. The case ∏i∈Ix,y η∗(i) = 1 =∏i∈Ixz,yz η∗(i) is proven analogously.
The proof for
∏
i∈I0,z
η∗(i) = −1 is also almost the same; we just apply Lemma 4.3
instead of axiom (QR3).
The proof of axiom (QR4) is divided into five subcases. First suppose that
v(x) < v(z) or v(y) < v(z). Either way, γx,y = γx+z,y+z. Moreover, in both cases
z
∏
i∈Ix,y
piia2x,y = 0. From this observation, the claim follows immediately. Further
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note that if ∗ is an order and x ≺ y, we obtain x + z ≺ y + z, because orders
preserve strict inequalities under addition. We will exploit this fact below.
If v(z) < v(x), v(y), then γy,z = γx+z,y+z. Note that
x
∏
i∈Iy,z
piia2y,z = 0 = y
∏
i∈Iy,z
piia2y,z
by Lemma 4.2. It is easy to see that then x + z  y + z. Suppose now that
v(x) = v(z) < v(y). Then γx,y = γy,z = γx+z,y+z. From v(x) < v(y) follows that
y
∏
i∈Ix,y
piia2x,y = 0. We distinguish two subcases. If
∏
i∈Ix,y
η∗(i) = 1, then x  y
yields
x
∏
i∈Ix,y
piia2x,y ∗ y
∏
i∈Ix,y
piia2x,y = 0.
As z ≁ y, one may add z
∏
i∈Ix,y
piia2x,y on both sides. This concludes the present
subcase. On the other hand, if
∏
i∈Ix,y
η∗(i) = −1, then η∗ 6= 1, so ∗ is an
order. Thus, one may add z
∏
i∈Ix,y
piia2x,y on both sides as well. Next, suppose
that v(y) = v(z) < v(x). Then γx,y = γx+z,y+z. It holds x
∏
i∈Ix,y
piia2x,y = 0. If∏
i∈Ix,y
η∗(i) = 1, then x  y yields 0 ∗ y∏i∈Ix,y piia2x,y, and one may conclude
by adding z
∏
i∈Ix,y
piia2x,y on both sides. Analogously, if
∏
i∈Ix,y
η∗(i) = −1, one
may also add z
∏
i∈Ix,y
piia2x,y on both sides, as the support of ∗ is zero. Finally,
suppose that v(x) = v(y) = v(z). If they are all in qv, then also x + z, y + z ∈ qv,
and therefore x+ z  y + z. So suppose that v(x) = v(y) = v(z) ∈ Γv. It holds
γx+z,y+z = max{−v(x+ z),−v(y + z)} ≤ −v(z).
First suppose that equality holds. Then max{−v(x + z),−v(y + z)} = −v(z), i.e.
all γ′s coincide. If
∏
i η
∗(i) = 1, the claim follows immediately from (QR4) and
the fact that y ≁ z by simply adding z
∏
i piia
2 to both sides of the inequality
x
∏
i piia
2 ∗ y∏i piia2. If ∏i η∗(i) = −1, then ∗ must be an order and we may
simply add z
∏
i piia
2 on both sides anyway.
Last but not least assume that < holds, i.e. max{−v(x+ z),−v(y + z)} < −v(z).
Then v(z) < (x+ z), v(y+ z). By Lemma 4.2, p
∏
i∈Ix,y
piia2x,y 6= 0 for p ∈ {x, y, z},
whereas
(x+ z)
∏
i∈Ix,y
piia2x,y = 0 = (y + z)
∏
i∈Ix,y
piia2x,y.
Therefore,
x
∏
i∈Ix,y
piia2x,y = y
∏
i∈Ix,y
piia2x,y = −z
∏
i∈Ix,y
piia2x,y.
Particularly, we may assume that ∗ is an order, since in the proper quasi-ordered
case
y
∏
i∈Ix,y
piia2x,y ∼ −y
∏
i∈Ix,y
piia2x,y = z
∏
i∈Ix,y
piia2x,y,
contradicting the assumption y ≁ z.We claim that x+ z ∼ 0 ∼ y+ c, which clearly
implies x + z  y + z. Assume for a contradiction that x + z ≁ 0. If x + z ≺ 0, it
follows from the case “v(x) < v(z)” (where x+ z plays the role of x, 0 the one of y
and −z the one of z; recall that v(x+ z) < v(z)) above and the fact that ∗ is an
order, that x ≺ −z, contradicting x ∼ −z. Likewise, if 0 ≺ x + z, it follows from
the case “v(y) < v(z)” that −z ≺ x, again a contradiction. Therefore x + z ∼ 0.
The same reasoning shows that y + z ∼ 0 as well.
A BAER-KRULL THEOREM FOR QUASI-ORDERED RINGS 19
Finally, we prove axiom (QR5). Suppose that xz  yz and 0 ≺ z. Clearly z ∈ R˜, as
0 ≁ z. Moreover, let without loss of generality x ∈ R˜ or y ∈ R˜. Note that γxz,yz =
γx,y + γz,0, and
∏
i∈Ixz,yz
η∗(i) =
∏
i∈Ix,y
η∗(i)
∏
i∈I0,z
η∗(i), and axz,yz = a0,zax,y,
as in the proof of (QR3) above.
First let
∏
i∈I0,z
η∗(i) = 1. Then 0 ≺∗ z∏i∈I0,z piia20,z. If ∏i∈Ixz,yz η∗(i) = −1, also∏
i∈Ix,y
η∗(i) = −1. We obtain
yz
∏
i∈Ixz,yz
piia2x,ya
2
0,z ∗ xz
∏
i∈Ixz,yz
piia2x,ya
2
0,z.
Eliminating z
∏
i∈I0,z
piia20,z via (QR5) yields
y
∏
i∈Ix,y
piia2x,y ∗ x
∏
i∈Ix,y
piia2x,y,
and therefore x  y. If ∏i∈Ixz,yz η∗(i) = 1, then ∏i∈Ix,y η∗(i) = 1, and the proof is
likewise.
Now let
∏
i∈I0,z
η∗(i) = −1. Then z∏i∈I0,z piia20,z ≺∗ 0. If ∏i∈Ixz,yz η∗(i) = −1,
then
∏
i∈Ix,y
η∗(i) = 1. It follows
yz
∏
x∈Ixz,yz
piia2x,ya
2
0,z ∗ xz
∏
i∈Ixz,yz
piia2x,ya
2
0,z.
Applying Lemma 4.4 yields x
∏
i∈Ix,y
piia2x,y ∗ y
∏
i∈Ix,y
piia2x,y. Therefore, x  y.
The case
∏
i∈Ixz,yz
η∗(i) = 1 is analogue.
We conclude by showing that  is v-compatible. Suppose 0  x  y but v(x) < v(y)
for some x, y ∈ R. Note that γ0,x = −v(x) = γx,y. If
∏
i η
∗(i) = −1, then 0  x
yields
x
∏
i∈I0,x
piia20,x ≺∗ 0 = y
∏
i∈I0,x
piia20,x,
i.e. y ≺ x, a contradiction. The same argument works for ∏i∈I0,x η∗(i) = 1. 
Remark 4.6. The quasi-order  from the Main Lemma becomes very simple in
the case where x ∈ Uv and y ∈ Rv (or vice versa). Note that then γx,y = 0. This
implies I = ∅. Hence, ∏i η∗(i) = 1. Moreover, the element a satisfies v(a) = 0, so
by well-definedness of  we may simply choose a = 1. Therefore x  y ⇔ x ∗ y.
For the proof of the Baer-Krull Theorem we require two more lemmas. They will
be used to compare the “size” of two quasi-orders on R.
Lemma 4.7. Let (R,) be a quasi-ordered ring and x ∈ R. Then E0 + {x} ⊆ Ex.
Proof. For x ∈ E0 there is nothing to show. So let y ∈ R\E0 such that y = c + x
for some c ∈ E0. Remark 2.7(1) yields c+ x ∼ x, so y ∈ Ex. 
Lemma 4.8. Let (R,) be a quasi-ordered ring and x ∈ R. If E0+{x} ( Ex, then
Ex = −Ex.
Proof. Let z ∈ Ex be arbitrary and y ∈ Ex\(E0+{x}).We will show that −y ∈ Ex.
From z ∼ x ∼ y and Corollary 3.10 then follows −z ∼ −y ∼ x, i.e. also −z ∈ Ex,
what proves that Ex = −Ex.
The proof that −y ∈ Ex is like in [4, p.208]. Assume for a contradiction that
−y /∈ Ex. Then y  x ≁ −y, thus 0  x − y. Likewise, it follows from x  y ≁ −y
that x − y  0. Therefore, x − y ∈ E0, i.e. y ∈ E0 + {x}, a contradiction. Hence,
−y ∈ Ex, i.e. Ex = −Ex. 
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Notation 4.9. For a prime ideal p of R denote by Xp(R) the set of all quasi-orders
on R with support p. Analogously, denote by Xo,p(R) (respectively Xp,p(R)) the set
of all orders (respectively proper quasi-orders) on R with support p. If R is a field,
we omit the index p for obvious reasons.
In the Baer-Krull Theorem we demand that the support of the quasi-orders coin-
cides with the support of our valuation. Note that it actually suffices to demand
supp(v) ⊆ supp(), the other implication being implied as follows: If x ∈ supp(),
then 0  x  0, so compatibility yields v(x) =∞ ∈ qv.
Theorem 4.10. (Baer-Krull Theorem for quasi-ordered rings I )
Let R be a commutative ring with 1 and v a Manis valuation on R. Then
ψ : {∈ Xqv (R) :  is v-compatible} → {−1, 1}I ×X{0}(Rv),
 7→ (η,′)
is a well-defined map such that ψ ↾ ψ−1(A) : ψ−1(A) → A is a bijection, where
A := {−1, 1}I ×Xo,{0}(Rv) ⊔ {1}I ×Xp,{0}(Rv).
Proof. By Theorem 3.12(3) the map ψ is well-defined. Next, let (η∗,∗) ∈ A be
arbitrary. We prove that ψ maps the quasi-order  constructed in the Main Lemma
to the tuple (η∗,∗). First we verify that η = η∗. To compare pii and 0 w.r.t. ,
let γ := max{−v(pii),−v(0)} = −γi, i.e. γ = v(piia2) for some a ∈ R˜. Hence, we
have to consider 0 and piipiia
2 = (piia)
2, and to distinguish whether η∗(i) equals 1
or −1. Note that 0 ≺∗ piia2, as it is a square and ∗ has trivial support. From this
observation we obtain
η(i) = 1⇔ 0  pii ⇔ η∗(i) = 1,
and therefore η = η
∗.
Next, we prove that ′=∗ . Assume without loss of generality that not both
x, y ∈ Iv. Then also x + c and y + d are not both in Iv for all c, d ∈ Iv. It follows
from Remark 4.6 that x+ c  y + d⇔ x+ c ∗ y + d. Thus,
x ′ y ⇔ ∃c1, c2 ∈ Iv : x+ c1  y + c2
⇔ ∃c1, c2 ∈ Iv : x+ c1 ∗ y + c2
⇔ x ∗ y,
where the first equivalence just uses the definition of ′ .
We conclude by showing that ψ ↾ ψ−1(A) is injective. Let 1∈ ψ−1(A) be arbitrary,
and denote by 2 the quasi-order on R defined by η1and ′1 (see Main Lemma).
We prove that 1=2 . First of all we claim that 1⊆2 . So let x, y ∈ R. Since
1 and 2 have both support qv, we may without loss of generality assume that
x /∈ qv or y /∈ qv. Let I, pii and a be as in the definition of the quasi-order 2 . First
suppose that
∏
i η1(i) = −1, i.e.
∏
i piia
2 ≺1 0. With Lemma 4.3 and Lemma 4.4,
we obtain
x 1 y ⇔ y
∏
i
piia
2 1 x
∏
i
piia
2
⇒ y
∏
i
piia2 ′1 x
∏
i
piia2
⇔ x 2 y.
Likewise, if
∏
i η1(i) = 1, we just apply (QR3) instead of Lemma 4.3 and (QR5)
instead of Lemma 4.4 to get the same result. Thus, 1⊆2 . For the rest of the
proof we distinguish the cases −1 ≁2 1 and −1 ∼2 1.
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If −1 ≁2 1, then Lemma 2.8 yields −x ≁2 x for all x ∈ R˜, so Ex,2 6= −Ex,2 for
all such x. From Lemma 4.7 and Lemma 4.8 follows Ex,2 = qv+{x} for all x ∈ R.
So Lemma 4.7 yields that 2 is the smallest quasi-order with support qv possible.
Therefore, 1⊆2 implies equality, as desired. So suppose for the rest of this proof
that −1 ∼2 1. We distinguish the subcases v(x) 6= v(y) and v(x) = v(y).
If v(x) 6= v(y), then Lemma 4.2 states x∏i piia2 6= 0 and y∏i piia2 = 0, or vice
versa. We show 1=2 by proving that the only ⇒ above is also an equivalence.
First suppose that y
∏
i piia
2 = 0. Assume for a contradiction that
0 = y
∏
i
piia2 ′1 x
∏
i
piia2 but x
∏
i
piia
2 ≺1 y
∏
i
piia
2.
Then we find some c1, c2 ∈ Iv such that c1 1 x
∏
i piia
2 + c2. With Lemma 3.7(1)
follows c1−c2 1 x
∏
i piia
2 ≺1 y
∏
i piia
2, thus convexity of Iv yields x
∏
i piia
2 ∈ Iv,
contradicting x
∏
i piia
2 6= 0. Now suppose that x∏i piia2 = 0. Then we obtain that
y
∏
i
piia
2 + c 1 x
∏
i
piia
2 ≺1 y
∏
i
piia
2,
and taking residues yields that y
∏
i piia
2 = 0, since the support of ′ is trivial, a
contradiction.
So finally suppose that v(x) = v(y), and assume for a contradiction that x ∼2 y,
but x ≺1 y. Choose a ∈ R˜ such that 0 ≺1 a (and hence 0 ≺2 a) and v(a) = −v(x).
Note that ax ≺1 ay if and only if x ≺1 y (by (QR5) and (QR3)), and also ax ∼2 ay
if and only if x ∼2 y (Lemma 2.8 and Corollary 3.10). So we may replace x
and y with ax and ay. In other words, we may without loss of generality assume
that v(x) = v(y) = 0. It holds y 2 x. So by definition of 2 and the fact that
v(x) = v(y) = 0, we get that y ′1 x (see Remark 4.6). Thus, there exist some
c1, c2 ∈ Iv such that y + c1 1 x + c2, respectively, y 1 x + c for c := c2 − c1
(see Lemma 3.7(1)). Recall that −1 ∼2 1. But then also −1 ∼1 1. Otherwise
−1 1 0, but −1 2 0, contradicting the fact that 1⊆2 . Therefore, Corollary
3.10 and Lemma 3.8 yield that all elements in R are non-negative with respect to
∼1 . Particularly, 0 ≺1 −1. So Lemma 3.11 implies y 1 x + c 1 max{x, c} ≺1 y,
a contradiction (note that y  c would contradict the convexity of Iv, as 0 ≺1 y).
This finishes the proof of the Baer-Krull Theorem. 
Note that for the sake of uniformity, we avoided the dichotomy from [11, Theorem
3.8], stating that every quasi-ordered ring is either an ordered or else a valued ring,
throughout the entire paper. Taking this theorem into consideration, the Baer-Krull
Theorem simplifies as follows:
Corollary 4.11. (Baer-Krull Theorem for quasi-ordered rings II )
Let R be a commutative ring with 1 and v a Manis valuation on R. Then the map
ψ : { ∈ Xqv (R) :  is v-compatible} → A,
 7→ (η,′)
is a bijection, where A is defined as in Theorem 4.10.
Proof. [11, Theorem 3.8] and Remark 3.13(4) yield that ψ−1(A) coincides with the
domain of ψ. The statement follows now immediately from the previous theorem.

We continue our discussion of the Baer-Krull Theorem by weakening the assumption
that v is Manis. So let (R, v) be an arbitrary valued ring with support p and value
group Γ := Γv. Note that the Manis property is not necessary to choose an F2-
basis of Γ = Γ/2Γ with preimages in R, as for any γ ∈ Γ either γ ∈ v(R˜), or
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−γ ∈ v(R˜), or both. Let the pii, γi etc. be as above. Furthermore, let ν denote the
unique extension from v to K := Quot(R/p). Then Corollary 4.11 yields a bijective
correspondence
ψ : {E ∈ X (K) : E is ν-compatible} → A,
E 7→ (ηE,E′)
where A := {−1, 1}I ×X (Kν) ⊔ {1}I ×X (Kν).
From [11, Proposition 2.7] we know that any quasi-order  on R with support p
uniquely extends to a quasi-order E on K := Quot(R/p). Moreover, from Lemma
3.28 follows that  is v-compatible if and only if E is ν-compatible. Hence, there
is a bijective correspondence
λ : { ∈ Xp(R) :  is v-compatible} → {E ∈ X (K) : E is ν-compatible},
 7→ E .
Considering the composition ψ ◦ λ yields:
Theorem 4.12. (Baer-Krull Theorem for quasi-ordered rings III)
Let R be a commutative ring with 1 and v a valuation on R. Then the map
ψ ◦ λ : { ∈ Xp(R) :  is v-compatible} → A,
 7→ (ηE,E′)
is a bijection, where A := {−1, 1}I ×X (Kν) ⊔ {1}I ×X (Kν).
In the last step we want the co-domain to go back from Kν to Rv again. Note that
if v is a valuation on R with support p, then Rv is a domain. So we can consider
L := Quot(Rv). We can also take the extension ν from v to K = Quot(R/p), and
then consider the residue class field Kν = Kν/Iν .
Lemma 4.13. Let v be a valuation on R with support p, and let ν denote the
unique extension from v to K := Quot(R/p). Then L := Quot(Rv) is (isomorphic
to) a subfield of Kν.
Proof. We consider the canonical map
ϕ : Rv → Kν, x 7→ x+ p
1 + p
+ Iν .
Note that
x ∈ ker(ϕ)⇔ x+ p
1 + p
∈ Iν ⇔ x+ p ∈ Iv′ ⇔ x ∈ Iv,
where v′ denotes the valuation on R/qv defined by v
′(x) = v(x) (see [11, Lemma
2.5]). So the homomorphism theorem yields that Kν is a field containing the
domain Rv/Iv = Rv. Hence, it also contains its quotient field L. 
Definition 4.14. ([13, p. 975]) Let R be a commutative ring with 1 and v a
valuation on R. Then v is said to be special*, if Quot(Rv) = Kν.
Note that we write special*, because in [6] “special valuations” refer to a different
class of valuations. Let us give a few examples for special*-valuations.
Lemma 4.15. Any Manis valuation is special*.
Proof. By Lemma 4.13, it suffices to show that Kν is a subfield of Quot(Rv). We
argue again via the homomorphism theorem. This time, we consider the map
ϕ : Kν → Quot(Rv), x+ p
y + p
7→ x+ Iv
y + Iv
.
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Since p ⊆ Iv, the choice of representatives in the domain does not matter. To
show that ϕ is well defined, we additionally have to prove that ϕ maps any element
x+p
y+p ∈ Kv to an element in Quot(Rv). The fact that this element lies in Kv implies
that v′(y + p) ≤ v′(x + p), and therewith v(y) ≤ v(x). Since v is Manis, we find
some a ∈ R such that v(a) = −v(y), i.e. v(ay) = 0 ≤ v(ax). Thus, ay ∈ Uv and
ax ∈ Rv, so ax+Ivay+Iv ∈ Quot(Rv). Therefore, also x+Ivy+Iv ∈ Quot(Rv), as this fraction
equals ax+Ivay+Iv .
It is easy to see that ϕ is a ring homomorphism. It remains to show that Iν is the
kernel of ϕ. Note that
x+ p
y + p
∈ ker(ϕ)⇔ v(x) > v(y)⇔ v′(x+ p) > v′(y + p)⇔ x+ p
y + p
∈ Iν .
Applying the homomorphism theorem finishes the proof. 
We give further examples to show that the class of special* valuations is strictly
contained in the class of Manis valuations.
Example 4.16.
(1) For any prime number p ∈ N, the p-adic valuation v on R = Z is special*.
We have
Quot(Rv) = Fp = Kν.
(2) Let S be a ring and R = S[X ]. The degree valuation v : R→ Z∪{∞}, f 7→
−deg(f) is special*. We have
Quot(Rv) = Q = Kν.
Note that for special* valuations there is a bijective correspondence between the
orderings on Rv and Kν = Quot(Rv). This allows us to reformulate the Baer-Krull
Theorem for this class. Let µ denote the map sending (ηE,E
′) to (η,′), i.e. µ
restricts the quasi-order E′ on Kv to the subring Rv, while it is the identity in the
first component, as, by the choice of the pii, the equality η = ηE holds.
Theorem 4.17. (Baer-Krull Theorem for quasi-ordered rings IV)
Let R be a commutative ring with 1 and v a special* valuation on R. Then the map
µ ◦ ψ ◦ λ : { ∈ Xp(R) :  is v-compatible} → A,
 7→ (η,′)
is a bijection, where A := {−1, 1}I ×Xo(Rv) ⊔ {1}I ×Xp(Rv).
Remark 4.18. In any of our four versions, the Baer-Krull Theorem simplies much
further, if the value group Γv is 2-divisible, because then Γv = Γv/2Γv is trivial,
and therefore I = ∅.
So for instance in Theorem 4.17, if v is special* and Γv is 2-divisible, then there is
a bijective correspondence
µ ◦ ψ ◦ λ : { ∈ Xp(R) :  is v-compatible} → Xo(Rv) ⊔ Xp(Rv),
 7→ (η,′).
We conclude this paper by deducing Baer-Krull Theorems for ordered, respectively
proper quasi-ordered, rings, from Theorem 4.17 and Corollary 4.11. The former
statement immediately implies:
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Corollary 4.19. (Baer-Krull Theorem for ordered rings )
Let R be a commutative ring with 1 and v a special* valuation on R. Then the map
ψ : {≤∈ Xo,qv (R) : ≤ is v-compatible} → {−1, 1}I ×Xo,{0}(Rv),
≤ 7→ (η≤,≤′)
is a bijection.
If R is a field, then this result coincides with Theorem 2.10. Further note that if
Γv is 2-divisible, then Corollary 4.19 simplifies in the same manner as explained
in Remark 4.18. Moreover, the statement becomes evidently much easier if the
domain Rv is uniquely ordered.
Lemma 4.20. For a domain R, the following are equivalent:
(1) R is uniquely ordered.
(2) 0 is not a sum of non-zero squares and for each a ∈ R, there exists some
non-zero b such that either ab2 or −ab2 is a sum of squares.
Proof. In the proof we exploit the fact that R is uniquely ordered if and only if
K := Quot(R) is uniquely ordered. Note that the latter is equivalent to the fact
that for any a ∈ K∗, either a or −a (and not both) is a sum of squares.
We first show that (2) implies (1). So let xy ∈ K∗ with x, y ∈ R. Then xy ∈ R.
So there exists some 0 6= b such that (wlog) xyb2 is a sum of squares in R, say
xyb2 =
∑
p2i , with pi ∈ R. Then
x
y
=
∑
i
(
pi
yb
)2
is a sum of squares inK.Moreover,−xy is not a sum of squares inK, since otherwise
0 would be a sum of non-zero squares in R.
We conclude by showing that (1) implies (2). So suppose that R is uniquely ordered,
i.e. also K is uniquely ordered. Hence, 0 is not a sum of non-zero squares in K,
but then this is also the case in R. Now let a ∈ R ⊆ K. Then a or −a is a sum of
squares, say
±a =
∑
i
(
xi
yi
)2
(xi, yi ∈ R).
This yields ±a∏i y2i =∑i (xi∏j 6=i yj)2 . Hence, b := (∏i yi)2 satisfies (2). 
Our version of the Baer-Krull Theorem allows us to transfer [3, Corollary 2.2.6]
to the ring case. In analogy to the field case, we call an ordered ring (R,≤)
Archimedean, if for any x ∈ R there exists some n ∈ N such that x < n, and
otherwise non-Archimedean.
Corollary 4.21.
(1) If R carries a non-trivial Manis valuation whose residue class domain is
real, then R admits a non-Archimedean ordering.
(2) Conversely, if R carries a non-Archimedean ordering, then R admits a
non-trivial valuation with real residue class domain.
Proof.
(1) The non-Archimedean ordering is derived exactly as in the field case. So let
v be a non-trivial Manis valuation on R, and let ≤ denote an ordering on
Rv. Choosing η = 1 and applying the Baer-Krull Theorem for ordered rings
yields an ordering ≤ on R such that v and ≤ are compatible. Particularly,
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Rv is a convex subring of R by Theorem 3.12. Moreover, Rv ( R, since v is
a non-trivial Manis valuation. Now let Z := Z(≤) denote the convex hull
of Z in R. Note that Z is the smallest convex subring of R, so Z ⊆ Rv ( R.
This yields that ≤ is a non-Archimedean ordering on R.
(2) For the converse we first consider the case where R is a domain. Let ≤
denote a non-Archimedean ordering on R. Then ≤ uniquely extends to a
non-Archimedean ordering on K := Quot(R). From [3, Corollary 2.2.6]
follows that K carries a non-trivial valuation w with real residue class field
Kw. Note that the restriction v of w to R is a non-trivial (not necessarily
Manis) valuation on R. Moreover, the map ϕ : Rv → Kw, x 7→ x + Iw is a
ring homomorphism with kernel Iv, so Rv is real as a subring of the real
ring Kw.
For the general case, note that if R carries a non-Archimedean ordering ≤,
then x ≤′ y :⇔ x ≤ y defines a non-Archimedean ordering on the domain
R/E0 (see [11, Lemma 4.1]). Hence, there exists a non-trivial valuation w
on R/E0 such that (R/E0)w is real. As was shown in [11, Lemma 4.4], this
yields a valuation v on R with support E0 via v(x) = w(x), and the value
groups of v and w coincide, i.e. v is non-trivial as well. By definition of v,
it is easy to see that Rv inherits the order from (R/E0)w.

Remark 4.22. In the first statement of the previous corollary, the assumption
that the valuation is Manis is crucial in order to obtain that Rv ( R. Note that
there are non-trivial special* valuation such that Rv = R, for instance any p-adic
valuation on Z.
For the converse, we can not derive surjectivity of v, because the restriction of a
field valuation to a subring is in general not Manis. For instance any field valuation
restricted to the integers is either trivial or not Manis. since Z admits no non-trivial
Manis valuation. The latter is due to the fact that the triangle inequality yields
v(n) ≥ 0 for any natural number n.
The Baer-Krull Theorem for quasi-ordered rings also gives rise to a characterization
of all Manis valuations w on R, that are finer than v, if we additionally assume that
v is non-trivial.
Corollary 4.23. (Baer-Krull Theorem for proper quasi-ordered rings I )
Let R be a commutative ring with 1 and v a special* valuation on R. Then the map
ψ : {w∈ Xp,qv (R) : w is v-compatible} → Xp,{0}(Rv),
 7→ ′
is a bijection.
Now recall from Theorem 3.12 and Remark 3.13(4) that if =w is v-compatible,
then ′=w/v (see Remark 3.13(4) for the proof and a definition of w/v. Further
note that the Manis property is not required for deducing (4) from (1) in Theorem
3.12). This allows us to reformulate the previous corollary more precisely (see
Corollary 4.25).
Lemma 4.24. Let (R, v) be a valued ring for some Manis valuation v on R, and
let w be a valuation on R such that w is v-compatible and qv = qw. Then w is
Manis if and only if w/v is Manis.
Proof. If u is some arbitrary valuation of R, then u(R\qu) is additively closed by
axiom (V3) of Definition 2.1. So in order to show that u is Manis, it suffices to
prove that u(R\qu) is closed under additive inverses.
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Suppose that w is Manis. Let γ := w/v(a) ∈ Γw/v be arbitrary, a ∈ Uv. Then
w/v(a) = w(a). Since w is Manis, there exists some b ∈ R such that w(b) = −w(a).
Thus, w(ab) = 0 = w(1). By v-compatibility of w, we obtain that also v(ab) = 0.
Since a ∈ Uv, also b ∈ Uv. Therefore, it holds w/v(b) = w(b) = −γ ∈ Γw/v.
Now assume that w/v is Manis, and let a ∈ R such that w(a) =: γ ∈ Γw. We show
that there exists some b ∈ R with w(b) = −γ. Note that a /∈ qv, since qv = qw.
Since v is Manis, we find some y ∈ R such that ay ∈ Uv. So w/v(ay) = w(ay) =: γ1.
By surjectivity of w/v, there exists some z ∈ R such that w/v(z) = w(z) = −γ1.
Therefore, w(z) = −w(a)−w(y). This yields w(yz) = −w(a) = −γ, i.e. b = yz. 
Corollary 4.25. (Baer-Krull Theorem for proper quasi-ordered rings II )
Let R be a commutative ring with 1 and v a Manis valuation on R. Then the map
ψ : {w : w Manis, w v-comp., qw = qv} → {u : u Manis val. on Rv, qu = {0}},
w 7→ w/v
is a bijection.
Proof. We deduce this corollary from Corollary 4.23. As mentioned above, if =w
is a proper quasi-order compatible with v, then ′=w/v .Moreover we have shown
in the previous lemma that w is Manis if and only if w/v is Manis. So we may
restrict both the domain and co-domain of ψ to proper quasi-orders that come from
a Manis valuation. 
Since v and w are both Manis and w is compatible with v, it follows via Lemma
3.16 that the previous corollary characterizes precisely all Manis refinements w of
v, if the valuation v (and then also w) is non-trivial.
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