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In this paper, the well-known Silbey-Harris (SH) polaron ansatz for the spin-boson model is
improved by adding orthogonal displaced Fock states. The obtained results for the ground-state
in all baths converge very quickly within finite displaced Fock states and corresponding SH results
are corrected considerably. Especially for the sub-Ohmic spin-boson model, the converging results
are obtained for 0 < s < 1/2 in the fourth-order correction and very accurate critical coupling
strengths of the quantum phase transition are achieved. Converging magnetization in the biased
spin-boson model is also arrived at. Since the present improved SH ansatz can yield very accurate,
even almost exact results, it should have wide applications and extensions in various spin-boson
model and related fields.
PACS numbers: 03.65.Yz, 03.65.Ud, 71.27.+a, 71.38.k
I. INTRODUCTION
The celebrated spin-boson model [1, 2] describes a
qubit (two-level system) coupled with a dissipative en-
vironment represented by a bath of continuous bosonic
modes. There is currently considerable interest in this
quantum many-body system due to the rich physics of
quantum criticality and decoherence [2–4], applications
to the emerging field of quantum computations [5], quan-
tum devices [6], and quantum biology [7, 8]. It is widely
used to study the microscopic behavior of open quantum
systems [1]. The coupling between the qubit and the en-
vironment is characterized by a spectral function J(ω)
which is proportional to ωs. The spectral exponent s
varies the coupling into three different cases: sub-Ohmic
(s < 1), Ohmic (s = 1), and super-Ohmic (s > 1).
As a paradigmatic model to study the influence of envi-
ronment on the quantum system, the spin-boson model
has been extensively and persistently studied by many
analytical and numerical approaches. On the analyti-
cal side, a pioneer work is undoubtedly the variational
study based on the polaronic unitary transformation also
known as Silbey-Harris ansatz (SH) ansatz [9]. A similar
analytical approach was developed to study both static
and dynamical behavior of the dissipative two-level sys-
tem [10]. The original symmetric SH ansatz using a single
coherent state was generalized to the asymmetric form
for the sub-Ohmic baths [11]. Recently, the asymmetric
SH ansatz was modified by superposing more than one
nonorthogonal coherent states on the equal footing [12–
14], and the equilibrium reduced density matrix in the
SH frames was corrected to the second-order [15, 16].
On the numerical side, almost all advanced numerical
approaches in the quantum many-particle physics have
been applied and extended to this model and many inter-
esting results have been obtained. The numerical renor-
malization group was applied at the earlier stage [17]
for the sub-Ohmic baths, yielding non-mean-field critical
exponents of the quantum phase transitions (QPT) for
0 < s < 1/2 due to the Hilbert-space truncation error and
the mass flow error [18–20]. Later on, quantum Monte
Carlo (QMC) simulations based on an imaginary time
path integral [21], sparse polynomial space approach [22],
and exact diagonalization in terms of shift bosons [23]
have sequentially developed and all found the mean-field
critical exponent for 0 < s < 1/2. The density matrix
renormalization group was also applied, but not success-
ful in the analysis of the critical phenomena [24]. More
recently, using the density matrix renormalization group
algorithm combined with the optimized phonon basis, a
variational matrix product state approach formulated on
a Wilson chain [25] was developed and the Hilbert-space
truncation can be alleviated systematically. An alterna-
tive to the conventional matrix product state representa-
tion was also proposed [26]. Most recently, a highly effi-
cient numerical method based on a time-dependent vari-
ational principle for matrix product states [27–29] was
proposed and extended to simulate quantum dynamics
of the spin-boson model.
Analytical exact study should be very challenging in
the spin-boson model due to the infinite modes of the
baths, unlike the single mode case [30–32]. Even the well
controlled and fast converging analytical study was still
lacking until now. In this paper, we propose an analyti-
cal approach for the ground state (GS) of the spin-boson
model anchored to SH polaron ansatz. The bosonic state
is expanded in the orthogonal displaced Fock states ba-
sis so that the SH results can be improved systematically.
The high order displaced Fock states can essentially in-
clude the many-body correlations for bosons, which are
obviously lacking in the SH wavefunction, so the results
with increasing orders should approach the exact ones
asymptotically.
The paper is organized as follows. In Sec. II, we briefly
introduce the spin-boson model, and describe our im-
proved SH ansatz in terms of displaced Fock states in
2detail. In addition, we test the approach in the single
mode case. In Sec. III, we apply it to the spin-boson
model for different baths, and further extend it to the
biased spin-boson model. A short summary is given in
Sec.IV.
II. MODEL AND DISPLACED FOCK STATES
The Hamiltonian of the spin-boson model is given by
H = −
∆
2
σx +
∑
k
ωka
†
kak +
1
2
σz
∑
k
gk(a
†
k + ak), (1)
where σx and σz are Pauli matrices, ∆ is the tunnel-
ing amplitude between two levels, ωk and a
†
k are the fre-
quency and creation operator of the k-th harmonic os-
cillator, and gk is the interaction strength between the
k-th bosonic mode and the local spin. The spin-boson
coupling is characterized by the spectral function,
J(ω) = π
∑
k
g2kδ(ωk − ω) = 2πλω
1−s
c ω
s, 0 < ω < ωc,
(2)
with ωc a cutoff frequency. The dimensionless parameter
λ denotes the coupling strength.
To outline the approach more intuitively, we first con-
sider the case without symmetry breaking. By using | ↑〉
and | ↓〉 to represent the eigenstate of σz , the GS wave-
function can be in principle expressed in the following
standard set of complete orthogonal basis
∏n
i=0 a
†
ki
|0〉 in
Fock space
|Ψ′〉 =

1 +∑
k
αka
†
k +
∑
k1,k2
uk1,k2a
†
k1
a†k2 + ...

 |0〉| ↑〉
+

1−∑
k
αka
†
k +
∑
k1,k2
uk1,k2a
†
k1
a†k2 + ...

 |0〉| ↓〉, (3)
where |0〉 is vacuum of bath modes, αk, uk1k2 , ... are the
coefficients, and even parity is considered. However,
it is impossible to get reasonable results by perform-
ing direct diagonalization in this Fock space because of
the huge Hilbert-space. Alternatively, the wavefunction
(3) can be expressed in terms of another set of com-
plete orthogonal basis, D (αk)
∏
a†ki |0〉, where D (αk) =
exp
[∑
k αk
(
a†k − ak
)]
is an unitary operator , as
|Ψ〉 = D (αk)

1 + ∑
k1,k2
bk1k2a
†
k1
a†k2 + ...

 |0〉| ↑〉
+D (−αk)

1 + ∑
k1,k2
bk1k2a
†
k1
a†k2 + ...

 |0〉| ↓〉, (4)
where the linear term a†k|0〉 can be omitted because the
expansion of the bosonic state completely reproduces the
first two terms of Eq. (3). Note above that the phonon
state in each level is generated by operating on the Fock
state with a unitary displacement operator, called dis-
placed Fock states . Only the first term D (±αk) |0〉 can
reach the whole Hilbert-space, so no truncation is made
in this sense. If the expansion is taken to the infinite
order, an exact solution would be obtained. However, it
is impossible to really perform an infinite order expan-
sion. Fortunately, it will be shown later that only a few
terms in the expansion would give very accurate results.
In some crucial issues, converging results can actually be
achieved.
As a zero-order approximation, we only con-
sider the first term in Eq. (4). Projecting
the Schro¨dinger equation onto the orthogonal states
〈0| D† (αk) and 〈0|akD
† (αk) gives
E =
∑
k
ωkα
2
k +
∑
k
gkαk −
∆
2
exp
[
−2
∑
k
α2k
]
, (5)
αk =
− 12gk
ωk +∆exp (−2
∑
k α
2
k)
. (6)
Solving αk self-consistently we can obtain the GS energy
and wavefunction immediately. It is interesting to note
that the above two equations are no other than those in
the previous SH ansatz [9]. In other words, we arrive
at the previous well-known analytical results only by the
zero-order approximation.
What is more, anchored to the SH one, the present
ansatz for the wavefunction (4) can be improved by
adding more displaced Fock states straightforwardly.
Since the linear term is absent, we can perform the
second-order correction by keeping first two terms. Note
that the correlations between two bosons are fully built
in. Analogously, projecting the Schro¨dinger equation
onto 〈0| D† (αk) , 〈0|akD
† (αk) , and 〈0| ak1ak2D
† (αk)
yields the following three equations for unknown E,αk,
and bk1,k2 ,
E =
∑
k
(
ωkα
2
k + gkαk
)
−
1
2
∆η
(
1 + 4
∑
k
Bkαk
)
, (7)
αk = −
gk
2 + 2
∑
k′ bk,k′
[
(ωk′ −∆η)αk′ +
g
k′
2
]
ωk +∆η (1 + 4
∑
k Bkαk)
, (8)
bk1,k2 = −
Bk1αk2 +Bk2αk1 − αk1αk2 (1 + 4
∑
k Bkαk)
2
∑
k Bkαk + (ωk1 + ωk2) / (∆η)
,
(9)
where
Bk =
∑
k′
bk,k′αk′ , η = exp
[
−2
∑
k
α2k
]
. (10)
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FIG. 1: (Color online) Comparisons of GS energy in the
zeroth order, second-order, third-order, and fourth-order ap-
proximations with the numerically exact ones (solid lines).
αk and bk1,k2 can be obtained by solving the two cou-
pled Eqs. (8) and (9) self-consistently, and therefore all
observables can be calculated.
Note that it is a non-perturbative many-body ap-
proach. In both the zeroth- and second-order approxima-
tions, the contributions from infinite Feynman diagrams
are essentially contained, as expected from the iteration
spirit in the self-consistent calculations.
Proceeding as the scheme outlined above, we can
straightforwardly perform the further expansion in the
orthogonal displaced Fock basis D (αk)
∏
a†ki |0〉 system-
atically step by step, and get the solution within any de-
sired accuracy in principle. The challenges remain on the
pathway to the high dimensional integral in the high or-
der study, due to both the analytical derivations and ex-
ponentially increasing computational difficulties. In this
paper, we are able to perform the corrections up to the
fourth-order practically.
To demonstrate the effectiveness of this approach, we
test it in the single-mode spin-boson model, i.e. the quan-
tum Rabi model where the exact GS is known [32]. We
present the GS energy within four different order approx-
imations and compare with the exact ones in Fig. 1. It
is interesting to note that the GS energy in high order
ansatz converges rapidly to the exact ones. It follows
that a finite order approximation in the present ansatz
can yield sufficiently accurate results.
III. ACCURATE RESULTS IN THE
SPIN-BOSON MODEL
Then we apply the new method to the spin-boson
model. We stress here that in the present approach
we do not have to discretize the bosonic energy band
like in many previous studies at the very begin-
ning. All k−summations involved in the derived equa-
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FIG. 2: (Color online) The relative difference of the ground
state energy in successive ansatz δE/E as a function of λ in
the second-, third-, and fourth-order approximations for both
exponents (a) s = 0.4 and (b) s = 1 and 1.5.
tions can be transformed into continuous integrals like∫ ωc
0
dωJ(ω)I(ω). It can be numerically calculated within
a Gaussian-logarithmical integration with very high ac-
curacy, as described in Appendix A in detail. Without
loss of generality, we set ∆ = 0.1, ωc = 1 in the calcula-
tion if not specified.
For the sub-Ohmic baths, due to the QPT from the de-
localized phase to the localized one, we should relax wave-
function (4) to the asymmetrical one straightforwardly.
The zeroth-order approximation is obviously the same as
the asymmetric SH ansatz [11]. The derivation up to
the second-order is given in Appendix B. For the Ohmic
and super-Ohmic spin-boson model, we still employ the
symmetrical ansatz of the wavefunction for λ < 1 where
no phase transitions occur.
In Fig. 2, we present the results for the relative differ-
ence of the GS energy δE/E = (Eith−E(i−1)th )/E(i−1)th
in the successive order for three typical bath exponents
s = 0.4, 1, and 1.5. It is found that the successive cor-
rections decrease monotonously and tend to convergence
very quickly in all cases. The relative difference for the
GS energy in the fourth and third-order approximations
is only around 10−4.
We also calculate the entanglement entropy between
the qubit and the bath. In the spin-boson model, entan-
glement entropy can be obtained as [4]:
S = −p+ log p+ − p− log p−,
where p± =
1
2
(
1±
√
〈σx〉2 + 〈σz〉2
)
. The entanglement
entropy as a function of the coupling strength is given
in Fig. 3 for s = 0.4 and s = 1 . With successively
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FIG. 3: (Color online) The entropy of the ground-state for
both s = 0.4 and s = 1.0 with the zeroth, second,third and
fourth order approximations.
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FIG. 4: (Color online) The magnetization 〈σz〉 (a) and 〈σx〉
(b) as a function of the coupling strength up to the fourth-
order asymmetric SH ansatz for s = 0.2, 0.4, 0.6, and 0.8 (from
left to right).
higher order study, the entanglement entropy converges
very quickly. The entanglement entropy exhibits a cusp
for s = 0.4, which can be used to locate the critical points
of the quantum phase transition. For the Ohmic bath,
the converging entropy increases monotonically with λ,
and saturates at S ≈ 1 for λ > 1/2, in excellent agree-
ment with previous results using the Bethe ansatz solu-
tions [4].
Quantum phase transition for sub-Ohmic baths.-. For
the sub-Ohmic bath, the rich physics of the quantum
dissipation is second-order QPT from delocalization to
localization as a consequence of the competition between
the amplitude of tunneling of the spin and the effect of
the dissipative bath. The magnetization M = 〈σz〉 can
be used as an order parameter in the QPT of this model.
We calculate the magnetizationM and evaluate the crit-
ical coupling strength λc up to the fourth-order ansatz.
The results of magnetization for s = 0.2, 0.4, 0.6, and
0.8 are exhibited in Fig. 4(a). In each order approxi-
mation, there obviously exists a critical point which sep-
arates the localized one (M 6= 0) from the delocalized
phase (M = 0). Interestingly, both M and λc display a
fast converging behavior. Especially for bath exponents
s = 0.2 and s = 0.4, the converging magnetization has
been already achieved. We believe that the almost exact
GS results in the bath exponent regime 0 < s < 1/2 can
be obtained in the present approach up to the fourth-
order ansatz.
However, for s > 1/2, the convergence is not arrived
at until the fourth-order calculations. It is expected that
the more accurate results could be obtained in the further
corrections, which is however prohibitively expensive in
the high dimensional continuous integral. As found re-
cently by Blunden-Codd et al., [13], the quantum criti-
cality associated to an interacting fixed point [33] in this
nontrivial regime can be only touched by the very accu-
rate wavefunction where with at least a hundred of single-
mode coherent states are required, which is beyond the
scope of the present study.
The renormalized tunneling matrix element 〈σx〉 in the
GS for different value of s is also presented in Fig. 4(b).
A fast converging behavior is also found. Note that, after
the critical point, it decreases more rapidly, but does not
vanish.
Both the magnetization and entanglement entropy can
give the same λc. For convenience, we list critical cou-
pling strengths by the present different order approxima-
tions in Table I. The corresponding QMC results, which
are drawn from Ref. [21], are also collected for compar-
ison. λc generally increases with the increasing order.
Convergency is achieved obviously for s < 1/2. Interest-
ingly, λc = 0.0600 for s = 0.4 in our fourth-order study
is almost identical to the previous QMC one 0.0601 [21].
TABLE I: The critical coupling strengths within different order approximations are collected. The sixth column presents those
by quantum Monte Carlo simulations [21].
s 0th 2nd 3rd 4th QMCRef.[21]
0.2 0.0195 0.02005 0.02013 0.02014 0.0175
0.4 0.0557 0.0590 0.0599 0.0600 0.0601
0.6 0.127 0.138 0.142 0.143 0.155
0.8 0.258 0.280 0.292 0.297 0.359
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FIG. 5: (Color online) The log-log plot of the magnetization
M as a function of λ − λc for s = 0.2, 0.4, 0.6, and 0.8. The
power law curves with β = 0.5 are denoted by the dashed line.
Discretization of the energy spectrum of the continuum
bath should be performed at the very beginning in many
advanced numerical approaches [17–20, 22–26, 34], ex-
cept in the QMC where the bath is integrated out. The
artificial discretization definitely yields quantitative cal-
culation errors. Only QMC simulations may in principle
provide reliable and unique critical points with high ac-
curacy. One may note that our result for λc for s = 0.2
is close to but a little bit larger than the QMC one. It
unlikely converges to the QMC value due to the trend of
convergence. The statistical error in QMC simulations
may account for this slight difference.
In the second-order QPT, the order parameter should
display a power law behavior near the critical point
M ∝ (λ− λc)
β
. We present the magnetization within the
second-, third-order and fourth-order ansatz as a function
of λ− λc in a log-log plot for s = 0.2, 0.4, 0.6, and 0.8 in
Fig. 5. It is observed that the curves almost coincide in
the whole coupling regime. A very nice power-law be-
havior over two decades with an exponent β = 0.5± 0.01
is demonstrated for all cases. Therefore even the fourth-
order study does not modify the exponent β either, indi-
cating a robust mean-field nature in the regime s < 1/2
of this model.
Biased spin-boson model.- Extension to the biased
spin-boson model can be performed straightforwardly. In
this case, a static bias term ǫ2σz is added to Hamiltonian
(1). Obviously, the asymmetrical wavefunction should
be entailed in the asymmetrical spin-boson model with
any baths. Nazir et al. found that the GS magnetization
(M) within the SH ansatz jumps to −1, i.e. the value
for the fully localized state, for some value of λ [35],
whereas many advanced approaches have explicitly led
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FIG. 6: (Color online) The log-log plot of the magnetization
M as a function of λ − λc for (a) s = 1.0, and (b) s = 0.4.
The power law curves with β = 0.5 are denoted by the dashed
line.
to the smooth crossover behavior.
We set the same parameters as in Ref. [35], ∆/ωc =
0.01, and also calculate M as a function of λ within
the present ansatz. As shown in Fig. 6 that, for the
Ohmic baths, the unphysical discontinuous ”jump” for
small bias ǫ does not appear in any order approxima-
tions. We believe that the previous surprising jump is
caused by the symmetrical SH variational wavefunction
used in Ref. [35]. Moreover, fast convergence of the
magnetization is shown in Fig. 6 for both s = 1 and
0.4. Especially, for s = 0.4, a converging result is arrived
even in the third-order ansatz. It is demonstrated that
the present approach is also quite efficient in the biased
case.
IV. CONCLUSION
Previous well-known SH polaron ansatz in the spin-
boson model is improved successively in this paper.
The GS wavefunction can be written in the expan-
sion of orthogonal displaced Fock states. Projecting
the Schro¨dinger equation onto orthogonal displaced Fock
states with increasing order gives a set of coupled equa-
tions. Solving the equations self-consistently allows for
the GS observables. The zeroth-order one is just the same
as the SH ansatz. More importantly, it can be easily ex-
tended to the high order, which is actually the expansion
6anchored around SH ansatz. More accurate results can
then be achieved with increasing order where correlations
among more bosons are included. In principle, the ex-
act results could be archived in the infinite-order study,
which is, however, very challenging at the moment. For-
tunately, very accurate results can be obtained in a few
higher order calculations that we can performed prac-
tically. Especially in the sub-Ohmic spin-boson model,
the fourth-order ansatz can yield the converging results
for 0 < s < 1/2. The present approach is also suited
to the biased spin-Boson model. It is expected that this
approach paves the way to the true exact solution ana-
lytically. Generalizations to quantum dynamics at both
zero and finite temperatures are progressing.
Appendix A: Gaussian-logarithmical integration for
the continuous integral
Here we demonstrate how to transform the
k−summation appearing in Eqs. (5-10) into the
continuous integral and then illustrate an effective
numerical calculation with high accuracy.
In the zero-order approximation, also the well known
SH ansatz, we can set
αk = α
′
kgk,
Eq. (6) then becomes
α′k = −
1/2
ωk +∆exp (−2
∑
k α
′2
k g
2
k)
,
so α′k is only related to gk implicitly.
In the second-order approximation, we can set
αk = α
′
kgk,
bk1,k2 = b
′
k1,k2
g
k1
g
k2
.
Inserting to Eqs. (8) and (9) gives
α′k =
− 12 + 2
∑
k′ g
2
k′b
′
k,k′ [(ωk′ −∆η)α
′
k′ + 1/2]
ωk +∆η (1 + 4ζ)
,
b′k1,k2 =
α′k1α
′
k2
(1 + 4ζ)−
∑
k′ g
2
k′α
′
k′
(
b′k1,k′α
′
k2
+ b′k2,k′α
′
k1
)
2ζ + (ωk1 + ωk2) / (∆η)
,
where
ζ =
∑
k
g2k
∑
k′
g2k′b
′
k,k′α
′
k′α
′
k.
Given gk, both α
′
k and b
′
k1,k2
can be obtained self-
consistently. Note that each k-summation takes the form
of
∑
k g
2
kI(k) where I(k) does not depend on g
2
k explicitly,
and so both α′k and b
′
k1,k2
are functionals of gk. Without
loss of generality, k is corresponding to ω one by one, the
k-summation can be transformed to the ω integral as∑
k
g2kI(k)→
∫ ωc
0
dω
J(ω)
π
I(ω),
so we have
α′(ω) =
− 12 + ξ(ω)− 2∆ηχ(ω)
ω +∆η (1 + 4ζ)
, (A1)
b′ (ω1, ω2) =
α′(ω1)α
′(ω2) (1 + 4ζ)− κ(ω1, ω2)
2ζ + (ω
1
+ ω
2
) /(∆η)
, (A2)
where
ξ(ω) =
∫ ωc
0
dω′
J(ω′)
π
[2ω′α′(ω′) + 1] b′ (ω, ω′) ,
χ(ω) =
∫ ωc
0
dω′
J(ω′)
π
α′(ω′)b′ (ω, ω′) ,
κ(ω1, ω2) = χ(ω1)α
′(ω2) + χ(ω2)α
′(ω1),
are some functions of ω, and
ζ =
∫ ωc
0
dω
J(ω)
π
∫ ωc
0
dω′
J(ω′)
π
α′(ω)α′(ω′)b′ (ω, ω′) ,
η = exp
[
−2
∫ ωc
0
dω′
J(ω′)
π
α′2(ω′)
]
,
are constants.
The GS energy (7) can be expressed as
E =
∫ ωc
0
dω
J(ω)
π
α′(ω) [ωα′(ω) + 1]−
1
2
∆η (1 + 4ζ) .
(A3)
The self-consistent solutions of two coupled equations
Eqs. (A1) and (A2) are in no way obtained analytically,
numerical calculations should be performed. Note that
the low frequency modes play the dominant role in the
QPT of the sub-ohmic spin-boson model. There is an
infrared divergence of the integrand like
∫ ωc
0 ω
s−2dω in
the limit of ω → 0 for the sub-Ohmic and Ohmic baths,
which is called as the infrared catastrophe. Thanks to the
Gaussian quadrature rules, where the zero frequency is
not touched. We can discretize the whole frequency inter-
val with Gaussian grids, the integral can be numerically
exactly achieved with a large number of Gaussian grids.
It is very time consuming to calculate the integral in this
way, especially for high dimensional integral involved in
the high order approximation. According to the struc-
7ture of the integrand, it is not economical to deal with
the high and low frequency regime on the equal footing.
To increase the efficiency, we combine the logarithmic
discretization with Gaussian quadrature rule [36]. First,
we divide the ω interval [0, 1] into L+ 1 sub-intervals as
[Λ−(l+1),Λ−l] (l = 0, 1, 2, L − 1) and [0,Λ−L] , then we
apply the Gaussian quadrature rule to each logarithmical
sub-interval. So the continuous integral is calculated by
the following summation
∫ 1
0
J(ω)I(ω)dω =
L∑
l=0
N∑
n=1
Wl,nJ(ωl,n)I(ωl,n), (A4)
where N is the number of gaussian points inserted in
each sub-interval,Wl,n is corresponding Gaussian weight.
After careful examination, we find that the Gaussian-
logarithmical integration for integrand in this problem
converges if set L = 6, N = 9, and Λ = 9, which are used
in this work.
Appendix B: Formalism for sub-Ohmic baths
In the sub-Ohmic spin-boson model, the GS wavefunc-
tion can be generally expressed in the orthogonal dis-
placed Fock basis D (αk)
∏
a†ki |0〉 as
|Ψ〉 = D (αk)

1 + ∑
k1,k2
b1(k1, k2)a
†
k1
a†k2 +
∑
k1,k2,k3
c1(k1, k2, k3)a
†
k1
a†k2a
†
k3
+ ...

 |0〉| ↑〉
+D(βk)

r + ∑
k1,k2
b2(k1, k2)a
†
k1
a†k2 +
∑
k1,k2,k3
c2(k1, k2, k3)a
†
k1
a†k2a
†
k3
+ ...

 |0〉| ↓〉, (B1)
where r, αk, βk, and bi, ci(i = 1, 2) are asymmetrical co-
efficients to be determined.
In the zero-order approximation, we only select the
first term in Eq. (B1). Projecting the Schro¨dinger
equation in the upper level onto the orthogonal basis
〈0| D† (αk) and 〈0|akD
† (αk) and in the lower level onto
〈0| D† (βk) and 〈0|akD
† (βk) results in
∑
k
(
ωkα
2
k + gkαk
)
−
∆
2
r Γ = E, (B2)
ωkαk +
1
2
gk +
∆
2
rΓDk = 0, (B3)
and
∑
k
(
ωkβ
2
k − gkβk
)
−
∆
2r
Γ = E, (B4)
ωkβk −
1
2
gk −
∆
2r
ΓDk = 0, (B5)
where
Γ = exp
[
−
1
2
∑
k
D2k
]
,
Dk = αk − βk,
which are the same as those obtained variationally within
the generalized SH ansatz [11].
In the second-order approximation, the first two terms
in each level of Eq. (B1) are kept. Proceeding as
procedures outlines above, projecting the Schro¨dinger
equation in the upper level onto the orthogonal states
〈0| D† (αk) , 〈0|akD
† (αk), and 〈0| ak1ak2D
† (αk) and
in the lower level onto 〈0| D† (βk) , 〈0|akD
† (βk), and
〈0|ak1ak2D
† (βk) yield the following six equations
∑
k
[
ωkα
2
k + gkαk
]
−
∆
2
Γ
[
r +
∑
k
BkDk
]
= E, (B6)
r
∑
k
[
ωkβ
2
k − gkβk
]
−
∆
2
Γ
[
1 +
∑
k
AkDk
]
= rE, (B7)
[
ωkαk +
gk
2
]
+
∑
k′
2b1 (k, k
′)
[
ωk′αk′ +
gk′
2
]
−∆ΓBk +
∆
2
ΓDk
[
r +
∑
k
BkDk
]
= 0, (B8)
8r
[
ωkβk −
gk
2
]
+
∑
k′
2b2 (k, k
′)
[
ωk′βk′ −
gk′
2
]
+∆ΓAk −
∆
2
ΓDk
[
1 +
∑
k
AkDk
]
= 0, (B9)
b1(k1, k2) (ωk1 + ωk2) +
∆
2
Γ
[
r +
∑
k
BkDk
]
b1(k1, k2)
−
∆
2
b2(k1, k2)Γ +
∆
2
Γ [Bk1Dk2 +Bk2Dk1 ]−
∆
4
ΓDk1Dk2
[
r +
∑
k
BkDk
]
= 0, (B10)
b2(k1, k2) (ωk1 + ωk2) +
∆
2r
Γ
[
1 +
∑
k
AkDk
]
b2(k1, k2)
−
∆
2
b1(k1, k2)Γ +
∆
2
Γ [Ak1Dk2 +Ak2Dk1 ]−
∆
4
ΓDk1Dk2
[
1 +
∑
k
AkDk
]
= 0, (B11)
where
Ak =
∑
k′
b1(k
′, k)Dk′ ,
Bk =
∑
k′
b2(k
′, k)Dk′ .
The self-consistent solutions for the above coupled equa-
tions will give all results in the second-order study. If set
r = 1, αk = −βk and b1(k1, k2) = b2(k1, k2), Eqs. (8)
and (9) for the symmetric case are recovered completely.
It is straightforward to perform the third-order and
fourth-order studies by further adding the third and the
fourth terms in Eq. (B1). The derivations are lengthy
and not shown here.
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