ABSTRACT Aiming at the problem of scattering centers resolving and angular positions estimation of spatially extended targets, a high-resolution and high-accuracy angle estimation method based on multitask group sparse model and collocated MIMO radar is proposed, which is helpful to obtain the structure information of targets and improve the success rate of target recognition. Characterized by sparse and clustered distribution in space, angular positions estimation of multiple closely-spaced and correlated point scattering targets belonging to a spatially extended target can be modeled as a multi-task group sparse problem and can be solved by multi-task group sparse recovery. To overcome the sparse recovery performance degradation caused by the high correlation in group sparse solution matrix and to improve the accuracy and robustness of angle estimation, a complex spatiotemporal sparse Bayesian learning (CST-SBL) algorithm which exploits spatiotemporal correlation structures of the solution matrix is proposed to reconstruct angular positions. Compared with previous work, the proposed approach achieves highresolution and high-accuracy estimation performance, especially in cases of low SNR and few snapshots. The theoretical analysis and simulation results validate the effectiveness of the proposed technique.
I. INTRODUCTION
High resolution radar imaging is playing an increasingly important role in many application scenarios, such as through-the-wall radar imaging [1] , synthetic aperture radar (SAR) imaging [2] and automotive radar for highly automated driving [3] , where a high-resolution cross-range profile is desired in order to distinguish targets better. As we know, high cross-range resolution essentially depends on high angle resolution which can be achieved by a large array aperture with large number of transceiver channels or a long observation period (in SAR imaging), resulting in large size and high costs in general. To date, obtaining high angle resolution and accurate angle estimation in a low-cost manner remains a challenge, especially for closely-spaced and correlated targets.
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The multiple-input multiple-output (MIMO) radar technology offers a low-cost and high-performance alternative to phased array radar for target angle estimation. It has been shown that, compared with traditional phased array radar system, MIMO radar with collocated Tx/Rx elements enables extended virtual array aperture by exploiting waveform diversity [4] , [5] , which achieves improved angle resolution, enhanced parameter identifiability and increased number of detectable targets [6] . Due to these advantages, collocated MIMO radar technology has been widely used to obtain more target information with reduced costs and size occupation.
To the problem of high-resolution angle estimation, several excellent algorithms have been proposed and widely used, including MUSIC [7] , [8] , ESPRIT [9] , [10] and other subspace-based direction-of-arrival (DOA) estimation techniques. However, drawbacks such as the need of a priori knowledge of source number and incapability for correlated VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ signals limit their applications in reality. In addition, parametric DOA estimation techniques, such as maximum likelihood (ML) estimator [11] , [12] , can offer excellent DOA estimation performance at the price of high computational cost due to the multidimensional search. In recent years, the methods of angle estimation based on sparse reconstruction have attracted a lot of attention [13] - [16] , which can overcome the shortcomings mentioned above and achieve a higher angle resolution. Although a number of effective sparse reconstruction algorithms are available [16] - [19] , we prefer the sparse Bayesian learning (SBL) methods as they achieve superior performance and are insensitive to the correlation of dictionary atoms. SBL was first proposed by Tipping in 2001 [20] . Subsequent studies have shown that SBL algorithms have unique advantages not only always achieving the sparsest global minima [21] , but also providing a flexible framework to exploit special structures among the sparse signals, which may significantly improve the reconstruction performance [22] . In [23] , a structural SBL algorithm which exploits intra-signal correlation was proposed for the angle estimation of spatially distributed targets, and achieved more accurate estimation performance than the traditional MUSIC algorithm and other sparse recovery algorithms. For a more complicated scenario, in [24] , a new angle estimation scheme based on collocated MIMO radar was proposed for mixed correlated and uncorrelated targets. The angles of uncorrelated targets were estimated using subspace-based methods firstly, and then those of the correlated targets were resolved using Bayesian compressive sensing (BCS). In addition, in [25] , a multiple measurement sparse Bayesian learning (MSBL) algorithm was proposed to achieve an accurate DOA estimation for on-grid and off-grid sources by exploiting difference coarray so that a larger number of degrees of freedom can be obtained to locating more sources than sensors.
Over the past few years, there were lots of research on angle estimation based on sparse model, whereas it is still a challenge for high-resolution closely-spaced scattering centers resolving and high-accuracy angular positions estimation of spatially extended targets. In this paper, a framework of angular positions estimation based on multi-task group sparse model and collocated MIMO radar is proposed to address this problem. First, angular positions estimation of multiple closely-spaced and correlated point scattering targets is modeled as a group sparse recovery problem. Then, a complex spatiotemporal sparse Bayesian learning (CST-SBL) algorithm which exploits spatiotemporal of group sparse solution matrix is developed to solve the multi-task group sparse model. Compared with other sparse reconstruction methods which do not consider correlation structures, the proposed method achieves higher angle resolution and estimation accuracy, especially in cases of low SNR and few snapshots.
The remainder of the paper is organized as follows. In Section 2, the group sparse model for angle estimation based on collocated MIMO radar platform is developed. Then, the proposed CST-SBL algorithm to solve this multi-task group sparse reconstruction problem is presented in Section 3. Simulation results are provided in Section 4 to demonstrate the superior performance of the proposed method. Section 5 concludes this paper. 
, and can be expressed as
where T c is the chirp duration, f c is the carrier frequency, and β is the chirp rate. Then, the echo reflected from a point target at range R and azimuth angle θ in far field is received by the j-th (j = 1, 2, · · · N Rx ) Rx antenna and can be described by the 
where ρ l is complex scattering coefficient of target, and τ i,j is the time delay of wave propagation from the i-th Tx element to the point target and back to the j-th Rx element. Specifically, τ i,j can be expressed as
where c is the velocity of wave propagation.
The received chirp at the j-th Rx element is then dechirped by mixing the received chirp with the transmitted chirp [26] , generates
where βτ i,j = f b is the beat frequency and the second-order item πβτ 2 i,j can be ignored. Substituting (3) to (4), it can be reformulated as
where
Signals received by the virtual array can be synthesized by stacking the output signals into a vector
Therefore, in the l-th snapshot, signal model of collocated MIMO radar for a point target at range R and azimuth angle θ can be expressed as
T are the Tx and Rx steering vectors corresponding to azimuth angle θ , respectively, a vir (θ ) = a Tx (θ ) ⊗ a Rx (θ ) is steering vector of the virtual array, and n l ∈ C N vir ×1 is the complex Gaussian noise.
Based on model (7), a group sparse model for spatially extended target angle estimation can be established, as shown below.
B. MULTI-TASK GROUP SPARSE MODEL FOR ANGLE ESTIMATION
In order to establish a sparse model for angle estimation, firstly, the field of view (FoV) of collocated MIMO radar is uniformly divided into M angle grids θ = [θ 1 , θ 2 , · · · , θ M ] which represent all possible angular positions of targets. Then, the collection of steering vectors over the entire possible angle girds can be defined as
Therefore, based on model (7), the sparse model of angle estimation can be expressed as
describes all possible targets scattering coefficients and its non-zero entries indicate the angular positions of targets. In general, in a short measurement period, the number of targets existing in space is much less than all possible angle grids, which contributes to the sparsity of vector s l .
Supposing P spatially extended targets are distributed in far field space and each spatially extended target consists of Q p point scattering targets occupying a section of angle. In particular, target p (p = 1, · · · , P) spans an angle section
T , where Q p denotes the number of discretized grids that are contiguous over θ p . Thus, angle sections occupied by all P spatially extended targets are grouped into P non-overlapping blocks and each block corresponds to a spatially extended target. Generally, the total number of point scattering targets Q = P p=1 Q p is much less than the entire M angle girds, which indicates that only a few blocks in s l are non-zero, corresponding to the existence of targets.
Collecting all L snapshots within a CPI, sparse model (9) can be extended to the following multiple measurement vector (MMV) or multi-task model
where 
To solve the above complex-valued multi-task group sparse reconstruction problem shown in model (10), a number of effective algorithms are available, such as Block-OMP (BOMP) [27] , Group Basis Pursuit (GBP) [28] , and Group Lasso [29] . However, all these algorithms require a priori knowledge, such as the division of blocks or the amount of non-zero blocks, which is difficult to specify in advance. In this paper, a complex spatiotemporal sparse Bayesian learning (CST-SBL) algorithm with no need of the abovementioned priori knowledge is proposed to recovery the group sparse matrix S which indicates the angular positions of closely-spaced and correlated point scattering targets of spatially extended targets. 
III. COMPLEX SPATIOTEMPORAL SPARSE BAYESIAN LEARNING
The spatiotemporal sparse Bayesian learning (ST-SBL) algorithm was firstly proposed in [30] for multichannel physiological signals processing and cannot adapt to complex signal directly. Thus, in this paper we extend the ST-SBL frame into complex-valued domain for radar complex signal processing and denote this extended frame as complex spatiotemporal sparse Bayesian learning (CST-SBL) algorithm.
In the multi-task group sparse model shown as (10), the group sparse matrix S has the following block structure
. . .
is the i-th block of S, and The i-th block S [i] ,− obeys the zero mean complex Gauss distribution (12) where B ∈ C L×L is a matrix capturing the temporal correlation structure among different columns of S [i] ,− , which is the same for all targets. Unlike the real signal ST-SBL algorithm [31] , it does not need to be a positive definite matrix. P i ∈ C b i ×b i is a matrix capturing the spatial correlation structure among different rows of S [i] ,− , with different values depending on the target. The parameter γ i determines whether the i-th block is a zero block or not. Assuming non-overlapping blocks
are mutually spatially uncorrelated.
The distribution of the group sparse matrix S obeys
Assuming that the noise matrix n obeys multivariate complex Gauss distribution
where I is unit matrix and σ is the noise variance.
Due to the coupling between P i and B, it is difficult to estimate the parameters in model (12) directly. In [30] , an alternating-learning approach is proposed where param-
and σ can be estimated from a temporally whitened model, and parameter B can be estimated from a spatially whitened model. The resulting algorithm alternates the estimation between the two models until convergence.
A. ESTIMATING PARAMETERS AND σ
Firstly, we assume B is known and use a temporally whitened model to estimate parameters , i.e. {γ i , P i } G i=1 , and σ . LettingỸ YB −(1/2 ) ,S SB −(1/2 ) , a temporally whitened model of (10) can be obtained
where the columns ofS are uncorrelated. We have prior for p S ; as follows
Then, the likelihood can be written as
Thus, we obtain the posterior
with the mean µ −,i and the covariance matrix given by
Once the parameters and σ are estimated, the maximuma-posteriori (MAP) estimate ofS can be directly given by the mean of the posterior, i.e.
S ← A
Thus, the solution matrix S we need in the original model (10) can be obtained
and the non-zero rows of S indicate the angular positions of targets. Next, the expectation maximization (EM) method is used to estimate the parameters and σ , similar to [30] . For brevity, we just list key parameters updating rules
where µ [i],l denotes the i-th block in the l-th column of µ,
[i] and A −, [i] denote the i-th diagonal block in and the consecutive columns in A which correspond to the i-th block inS, respectively.
In above procedures, we have assumed that B is given. This parameter can be estimated in a spatially whitened model discussed below.
B. ESTIMATING PARAMETER B
A spatially whitened model of (10) can be expressed as
whereĀ AP 1/2 ,S P −(1/2 ) S, and P = {P 1 , · · · , P G }. Note that in this model,S maintains the same block partition as S, but its every block has no spatial correlation due to the spatially whitening effect from P
Following the approach used in [31] and assuming S, {γ i } i , {P i } i , and σ have been obtained from the temporally whitened model (15), we have the following updating rule for matrix B B ←
The second item in (27) is noise-related. When the noise is very small, or does not exist (i.e. σ → 0), the second item should be removed for robustness.
The iteration of the algorithm can be stopped when the maximum change of µ between two successive iterations is smaller than a predefined small threshold, or the maximum number of iterations is reached.
Up to now we have derived the updating rules for {γ i } i ,
{P i } i , and σ in the temporally whitened model and the updating rule for B in the spatially whitened model. Combining these updating rules we obtain the EM-based complex spatiotemporal sparse Bayesian learning (CST-SBL) algorithm which can be used to reconstruct the group sparse matrix S.
IV. SIMULATION RESULTS
In this section, the angle estimation performance is examined in terms of resolution and accuracy.
A. MIMO RADAR CONFIGURATION
For illustrative purpose, we consider a collocated MIMO radar equipped with N Tx = 4 Tx elements and N Rx = 8 Rx 
FIGURE 2. TDM-MIMO.
elements, where the Tx array is divided into two parts placed at both sides of the Rx array with 7.5λ spacing and each part having two elements with 0.5λ element spacing, while the Rx array is a uniform linear array (ULA) with λ element spacing. As such, all configurations consist of N Tx + N Rx = 12 physical elements, yielding a N vir = N Tx × N Rx = 32 elements uniform linear virtual array with element spacing 0.5λ, shown as Fig. 1 . Other key parameters of the MIMO radar system are listed in Table 1 . The collocated MIMO radar works in a TDM mode shown as Fig. 2 . In an active period, 4 chirps are sequentially emitted by 4 Tx elements one by one and echoes are received by all 8 Rx elements whose outputs corresponding to a snapshot data. All L active periods are grouped into a frame named coherent processing interval (CPI), i.e. a CPI contains L snapshots.
B. ANGLE ESTIMATION PERFORMANCE
We estimate angular positions of point scattering targets belonging to multiple spatially extended targets based on the multi-task group sparse model (10) . The field of view of the collocated MIMO radar from −60 • to 60 • is uniformly divided with interval 1 • , and the yielding 121 angle grids are initially grouped into 20 blocks with the same block size (6 angle grids) except the last block (7 angle grids). Three spatially extended targets denoted as target #1, target #2, and target #3 are located in far field space and are modeled as three groups which consist of 5, 3, and 6 point Above settings remain unchanged for all simulations.
1) ANGLE RESOLUTION COMPARISON
To illustrate the high angle resolution performance of the proposed method, in first simulation, we compare the angle resolution achieved by sparse reconstruction algorithms (including the M-BPDN algorithm [28] and the proposed CST-SBL algorithm) and the MUSIC algorithm. The reason why the MUSIC algorithm is chosen for comparison is that it is a classic and widely used high-resolution DOA estimation algorithm, and is superior to traditional DOA algorithm based on Fourier transform. The normalized spectra calculated by the three algorithms with snapshots L = 10, SNR = 10 dB are shown in Fig. 3 . It is obvious that the normalized spectrum calculated by the MUSIC algorithm has only three dominant peaks, which indicates it cannot resolve those closely-spaced scattering centers belonging to each spatially extended target, while the results obtained by sparse reconstruction algorithms show a better ability to distinguish adjacent targets. The comparison result shows that the sparse reconstruction based methods generally achieve a higher angle resolution than sub-space based method under same conditions. Therefore, in following simulations, we focus on comparing the angle estimation accuracy of the proposed method with other sparse reconstruction algorithms.
2) ANGLE ESTIMATION ACCURACY COMPARISON
To verify high-accuracy angle estimation performance of the proposed CST-SBL algorithm, the root mean-square error (RMSE) and the success rate of target detection are considered as measures. For comparison, the CM-SBL algorithm (complex-valued extention of the MSBL algorithm [32] ) and the M-BPDN algorithm [28] implemented by solver SPGL1 are selected. Considerations for selecting these two comparison algorithms are as follows. On one hand, the CM-SBL algorithm is a multi-task SBL algorithm, but it does not exploit correlation structures of the group sparse solution matrix, which can be used to examine the effect of correlation on estimation accuracy. On the other hand, as a deterministic sparse reconstruction algorithm, the M-BPDN algorithm is used as a comparison to verify the superior performance of the probabilistic sparse reconstruction algorithms, i.e. the SBL class algorithms. In all simulations, 100 Monte Carlo trials are carried out. First, the RMSE of angle estimation versus SNRs is examined in Fig. 4 . Three sparse reconstruction algorithms are used to estimate the angular positions of 14 point scattering targets belonging to three spatially extended targets. Several SNRs ranging from 0 dB to 25 dB with a 5 dB step are considered and the number of snapshots is 10. The RMSE of angle estimation is defined as
where K = 100 is the number of Monte-Carlo trails, Q = 14 is the number of targets, θ q is the actual angle position of the q-th target, andθ q,k is the estimated angle position of the q-th target at the k-th simulation trial. From Fig. 4 , although the angle estimation accuracy of all methods get better as increase of SNR, it is clear that the two SBL algorithms (i.e. the proposed CST-SBL algorithm and the CM-SBL algorithm) could offer more accurate results than that of the M-BPDN algorithm, which shows superior sparse recovery performance of SBL algorithms. In addition, the estimation accuracy of the proposed CST-SBL algorithm is obviously superior to the CM-SBL algorithm, especially in low SNR cases, which indicates that the exploitation of spatiotemporal correlation can really help improve estimation performance. Next, Fig. 5 shows the RMSE of angle estimation versus the number of snapshots with SNR = 10 dB. From Fig. 5 , it can be seen that the accuracy performance of all methods increase with the number of snapshots, but the improvement gradually diminished. This can be explained by the fact that the benefit provided by multiple measurement vector (MMV) gradually becoming insignificant as the number of snapshots increases. It is also obvious that the proposed CST-SBL algorithm requires fewer snapshots than the other two algorithms with the same accuracy.
In Fig. 6 , the success rate of target detection versus different SNRs are compared. In simulation, 10 snapshots are used. We define the success rate of target detection as the ratio of the number of targets detected at their true angular positions to the total number of targets. A detector with a predefined threshold 0.5 (normalized by maximum amplitude of spectrum) for all SNRs (from 0 dB to 25 dB) is used to detect targets. If the spectrum magnitude of an angular position exceeds the threshold, we consider that a target is detected. It can be seen that the success rate of each method is improved with the increase of SNR. Among three methods, the proposed CST-SBL algorithm has the highest success rate and exceeds 92% in a wide range of SNR from 5 dB to 25 dB, while the other two algorithms, especially the M-BPDN algorithm, suffer relatively poor performance.
From above simulations, we can conclude that the proposed CST-SBL algorithm has higher performance even if only few snapshots are available and is robust to noise.
Finally, we compare the running time of the three algorithms, shown as Fig. 7 . Experiments were carried out on a computer with Intel core i7 4790 CPU and 8.0 GiB RAM. It can be seen that the running time of the M-BPDN algorithm increases with the number of snapshots, while that of the CST-SBL algorithm and the CM-SBL algorithm are relatively stable. The algorithmic complexity of the CST-SBL mainly depends on the computation of (20) and (21) + 2M 2 N vir ), which does not depends on L. Thus the consumed time of the CST-SBL algorithm does not change significantly when the snapshot number dramatically changes. Compared with the CM-SBL algorithm, running time of the proposed algorithm is slightly increased, which is mainly caused by the learning process of spatiotemporal correlation parameters.
V. CONCLUSION
In this paper, a multi-task group sparse model based on collocated MIMO radar platform for scattering centers resolving and angular positions estimation of spatially extended targets is proposed, and a complex spatiotemporal sparse Bayesian learning (CST-SBL) algorithm is developed to solve this multi-task group sparse recovery problem. Collocated MIMO radar architecture is used to form a large virtual array with limited physical Tx and Rx elements so that sufficient measurements can be obtained with a low-cost manner. By exploiting spatiotemporal correlation structures of the group sparse solution matrix, the proposed method performs higher accuracy and stronger noise robustness in distinguishing closely-spaced targets and locating their angular positions. Additionally, running time of the proposed CST-SBL algorithm is almost independent of the snapshot number, which is a desirable characteristic in practical applications. All these superior performance of the proposed method was verified using simulation results. In next work, we will use measurements from the TI mm-wave radar (IWR1443 Boost) to validate the algorithm.
