The lack of interpretability of existing CNN-based hand detection methods makes it difficult to understand the rationale behind their predictions. In this paper, we propose a novel neural network model, which introduces interpretability into hand detection for the first time. The main improvements include: (1) Detect hands at pixel level to explain what pixels are the basis for its decision and improve transparency of the model. (2) The explainable Highlight Feature Fusion block highlights distinctive features among multiple layers and learns discriminative ones to gain robust performance. (3) We introduce a transparent representation, the rotation map, to learn rotation features instead of complex and non-transparent rotation and derotation layers. (4) Auxiliary supervision accelerates the training process, which saves more than 10 hours in our experiments. Experimental results on the VIVA and Oxford hand detection and tracking datasets show competitive accuracy of our method compared with state-of-the-art methods with higher speed. (Libo Zhang)
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Introduction
Deep neural networks are widely adopted in many fields of study, e.g., computer vision and natural language processing, and achieve state-of-the-art results. However, as their inner workings are not transparent, the correctness and objectivity of the predicting results cannot be guaranteed and thus limit their development in industry. In recent years, some researchers have begun to explore interpretable deep leaning methods. [1] focuses on network interpretability in medical image diagnosis. [2] decomposes output into contributions of its input features to interpret the image classification network. There is also a clear need to develop an interpretable neural network in driving monitoring as the predicting results will directly affect the safety of drivers, passengers, and pedestrians.
In this paper, we present a highly interpretable neural network to detect hands in images, which is a basic task in driving monitoring.
Hand detection in natural scenes plays an important role in virtual reality, human-computer interaction, driving monitoring [3, 4] . It is a critical and primary task for higher-level tasks such as hand tracking, gesture recognition, human activity understanding. Particularly, accurately detecting hand is a vital part in monitoring driving behavior [4, 5] . Detecting hands in images is a challenging task. The illumination conditions, occlusion, and color/shape similarity will bring great difficulties to hand detection. Moreover, hands are highly deformable objects, which hard to detect due to their variability and flexibility.
Hands are not always shown in an upright position in images, so the rotation angle needs to be considered to locate the hand in images more accurately.
The problem of hand detection has been studied for years. Traditional methods extract features such as skin-related features [6] , hand shape and background, Histograms of Oriented Gradients (HOG) [7] to build feature vector for each sample. Then these vectors are used to train classifiers such as SVM [8] . stand, they are too limited to meet the requirements for the accuracy of hand detection in the real world. With the increasing influence of Convolutional Neural Networks (CNNs) in the field of computer vision, many CNN-based object detection methods have emerged, Region-Based Convolutional Networks(R-CNNs) [9] , Single Shot MultiBox Detector (SSD) [10] , for example. Inspired by these advances, many CNN-based methods have been proposed to deal with hand detection. Features are extracted automatically by designed CNNs from the original images [11, 12] or the region proposals [3] and then used to locate the hands in original images. In order to extract as many effective features as possible to detect hand more accurately, the network structure is always very complicated and therefore has a heavy computational burden. This limits its value in practical applications such as monitoring driving behavior and sign language recognition. The deep CNNs are used as black-boxes in the existing methods. Different from hand-crafted features, it is difficult to know the meaning of features extracted by CNNs. As a result, the stability and robustness of these methods cannot be guaranteed.
In view of the issues mentioned above, we propose an interpretable framework, Pixel-wise Hand Detection Network (PHDN), to detect hands more effi-ciently. The proposed method achieves better performance with faster computational speed. An explainable module named Highlight Feature Fusion (HFF) block is developed to get more discriminative features. With HFF block, PHDN performs effectively and stably in different image contexts. To the best of our knowledge, this is the first time to give reasonable explanations of learned features in the hand detection procedure. Popular deep convolutional neural networks VGG16 [13] or ResNet50 [14] is adopted as a backbone network in PHDN.
The HFF block makes full use of multi-scale features by weighting the lowerlevel features with the higher-level features. In this way, the discriminative features, namely the effective ones for locating the hand, are highlighted in the detection procedure. Each HFF block fuses features from two layers. It first weights the lower-level features by the last higher-level feature maps and then fuses the features by convolution operations. Several HFF blocks are connected in cascade mode (see Fig. 1 (b)) to iteratively fuse multi-scale features, which greatly reduces computational overhead and saves time compared to the serial connection (see Fig. 1(a) ). As PHDN makes hand region predictions with multiscale features, it is more robust to hands of different sizes. In other words, our model is scale-invariance.
As for the rotated hand detection, adding additional rotation and derotation layers [15] makes the network more complicated and thus increases the computational burden and time overhead. We propose the rotation map and the distance map to store the rotation angle and the geometry information of the hand region respectively, which handles the rotation hands without increasing complexity of the network and learns more interpretable representations of angles by recording angles of pixels directly.
In the training process, we add supervision to each HFF block. Deep supervision to the hidden layers makes the learned features more discriminative and robust, and thus the performance of the detector is better. The auxiliary losses accelerate the convergence of training in a simple and direct way compared with [16] , which accelerates training by constraining the input weight of each neuron with zero mean and unit norm.
Existing detection methods make predictions for grid cells [17] or default boxes [10] , which need to seek appropriate anchor scales. Alternatively, we pre- • The rotation map is designed to predict hand rotation angles precisely. It learns and represents the angles in an interpretable way with less computational cost.
• Auxiliary losses are added to provide supervision to hidden layers of the network, leading to faster convergence of the training and higher precision. Figure 2 : Novel and transparent representation of the rotation angle. We use the rotation map to store the rotation angle instead of adding rotation and derotation layers [15] to networks.
Related Work

Hand Detection
Current hand detection methods can be divided into two categories. One is based on the hand-crafted structured features, such as color, shape and so on.
The other is based on features extracted by CNNs. The methods based on handcrafted features have strong interpretability, but the detection performance is poor due to the limitations of features. On the contrary, CNNs-based methods tend to have good performance but poor interpretability.
Human-interpretable Features Based Methods
Hand detection methods that use human crafted features usually propose hand regions using features like skin color, hand shape, Histograms of Oriented Gradients (HOG) [24] . These features have specific meanings and are easy to understand. Then the features are used to train a classifier, such as Support Vector Machine (SVM) [8] , to generate the final detection results. [ and hand shape. Moreover, the non-end-to-end optimization process is timeconsuming and the performance is often suboptimal.
Non-transparent CNNs Based Methods
Inspired by the progress of Convolutional Neural Networks (CNNs), many hand detection methods proposed recently are based on CNNs. [3] presents a lightweight hand proposal generation approach, of which a CNN-based method is used to disambiguate hands in complex egocentric interactions. Context information, such as hand shapes and locations, can be seen as prior knowledge, and they can be used to train a hand detector [27] . However, it is no doubt that additional context cues over-complicates the image preprocessing step. Inspired by these, [11] first generates hand region proposals with the Fully Convolutional Network (FCN) [28] and then fuses multi-scale features extracted from FCN into a large feature map to make final predictions, as a result of which the convolution operations are time-consuming in the later steps. Similarly, [12] concatenates the multi-scale feature maps from the last three pooling layers into a large feature map. Although different receptive fields are taken into consideration, simple concatenation of feature maps results in high computational cost.
In contrast to human-crafted features, the features extracted by CNNs are not interpretable and thus the rationality and validity of the model are difficult to verify. In order to provide interpretability to CNN-based hand detection models, we detect hands at pixel level. For any pixel in the image, we predict whether it belongs to a hand and the bounding box of the hand. In this way, we can know the basis for the model to make predictions. Under the fact that the high-level feature maps reflect the global features while the low-level feature maps contain more local information, the feature maps from different scales are weighted before merged so that the features from multiple scales can complement each other in the subsequent process. In view of the heavy computational burden caused by the fusion of multi-scale information, our model fuses multi-scale features iteratively rather than simultaneously.
Another issue of hand detection is to handle the rotation. Hands are rarely shown in upright positions in images. To accurately detect hands and estimate their poses, [15] designs a rotation network to predict the rotation angle of region proposals and a derotation layer to obtain axis-aligned rotating feature maps (see Fig. 2 ). However, the method is of great complexity as it includes two components for rotation, a shared network for learning features and a detection network for the classification task. It is also hard to find out what the rotation and derotation layers really learn. To handle rotated hand samples more effectively, we develop the rotation map to replace the complex rotation and derotation layers, as shown in Fig. 2 . It is also more interpretable as each pixel value represents the rotation angle directly. The results on the Oxford hand detection dataset show that the rotation map brings a significant increase (about 0.30) in AP compared to using only the distance maps.
Multiple Hand Tracking in Vehicles
Tracking hands in the vehicle cabin is important for monitoring driving behavior and research in intelligent vehicles. Although hand tracking has been studied since the last century, there are few studies on tracking multiple hands simultaneously in naturalistic driving conditions. To the best of our knowledge, only [5] has given the research results on multiple hand tracking so far. [5] proposes a tracking-by-detection method, where each video frame is processed by the detector first and then integrates with a tracker to provide individual tracks online. The ACF detector [29] is used to generate hand detection results and the data association is performed using a bipartite matching algorithm. It reports the tracking results on the VIVA hand tracking dataset. To investigate the performance of our model in hand tracking, we apply PHDN to SORT tracker [20] , deep SORT tracker [21] , IOU tracker [22] . SORT we use three trackers to evaluate our model in the practical tracking task.
Interpretable Pixel-wise Hand Detection Network
The PHDN architecture is illustrated in Fig. 3 . To show our model more clearly, only the VGG16 backbone is presented in the figure for its simpler structure compared with ResNet50. Input Image Figure 3 : PHDN architecture with VGG16 as the backbone. The left is feature extracting stem, and the right is feature fusion branch and the output layers. Highlight Feature Fusion (HFF) block is marked with red dotted rectangle.
Feature Extraction
We try two popular deep convolutional networks, i.e., VGG16 and ResNet50, Output:
Fused feature maps, f s , s ∈ {0, 1, 2, 3};
Visually Interpretable and Robust Feature Fusion
The size of hands varies greatly in different images or even the same image.
The larger hand detection needs more global information. It is known that the higher the level of feature maps, the more global the information is presented.
Hence multi-scale feature maps should be merged to detect different sizes of hands. We propose to fuse the feature maps from multiple layers in an iterative way to reduce the computational cost, which can be achieved by cascaded feature fusion blocks as shown in Fig. 1(b) To reduce the interference of useless features and learn more discriminative features, we develop the Highlight Feature Fusion (HFF) block to fuse the features from different scales. Fig. 3 displays three cascaded HFF blocks, which are marked with red dotted rectangles.
The cascaded HFF blocks operate the fusion as Algorithm 1.
We generate a mask with the higher-level feature maps to filter the common features in the current level feature maps, which formulated as Line 4 above We visualize features extracted by HFF block and BFF block to interpret the robustness and effectiveness of HFF block in Section 4.5.1.
Pixel-wise hand detection
For each pixel in the image, we generate the confidence that it belongs to a hand region and the corresponding hand bounding box. In this way, the model can interpret what features the prediction is based on. The following paragraphs elaborate on this process.
After the last HFF block, the feature maps go through a 3 × 3 convolution and then be upsampled to the same size as the input image. Finally, 1 × 1, 1 × 1 and 3 × 3 convolutions are employed to generate the score map, rotation map and distance map respectively. The three kinds of map are the same size as the original images, and their pixels correspond one by one. Similar to the confi-dence map used in Fully Convolutional Networks (FCN) [28] , each pixel value in the score map, a scalar between 0 and 1, represents the confidence that the corresponding pixel in the input image belongs to a hand region. The rotation map is developed for the rotated hand detection issue. It records the rotation angle of the hand bounding box and the range of the angle is (−π/2, π/2). Inspired by the work of [31] , we use the distance map to store the geometry information of the hand box. The distance map has four channels, recording distances to the boundaries of the corresponding hand bounding box, denoted as d t , d r , d b , d l in Fig. 4 .
Hand boxes are generated with the rotation map and distance map for pixels whose scores are higher than a given threshold in the score map. An example is given in Fig. 4 to illustrate the restoring process for pixel p. 
where M (θ) is the rotation matrix in two-dimensional space, which can be formulated as
θ is the rotation angle with counter-clockwise as the positive direction, and it can be restored from the rotation map in our experiments.
Finally, the coordinates (x i , y i ), i ∈ {0, 1, 2, 3} of p i in the image coordinate system are calculated by Many redundant detection bounding boxes are produced by the network. To generate pure detection results, we use the NMS to filter the boxes with low scores and high overlapping rates.
Auxiliary Supervision
The detection loss function usually includes the confidence loss and the location loss. Specific to our method, the confidence loss is calculated with the score map, and the location loss consists the rotation loss and the geometry loss, related to the rotation map and distance map respectively. To learn a more discriminative mask in the HFF, deep supervision is added to the intermediate HFF blocks with auxiliary losses (L s , s = 1, 2, 3 in Fig. 3 ) besides the L 0 for the output. The overall objective loss function is formulated as
where S = {0, 1, 2, 3} represents the scale index of the HFF blocks as shown in Fig. 3 
The factors α and β control the weights of the three loss terms. We describe these three parts of the loss in detail below.
Loss Function of Score Map
Regarding the score map as a segmentation of the input image, we use the Dice Similarity Coefficient [32] (DSC) to construct the loss for score map. DSC measures the similarity between two contour regions. Let P, G be the point sets of two contour regions respectively, then the DSC is defined as
|P | (. |G|) represents the number of elements in set P (G). As the ground truth of the score map is a binary mask, the dice coefficient can be written as
where the sums run over all N pixels of the score map. p i is the the pixel in the score map P generated by the detection network, and g i is the pixel in the ground truth map G. Based on the dice similarity coefficient, the dice loss is proposed and proved to perform well in segmentation tasks [33, 32, 34] .
Motivated by this strategy, the loss for the score map is formulated as
where ε 0 is the smooth.
Loss Function of Rotation Map
The rotation map stores the predicted rotation angles for corresponding pixels in the input image. The cosine function is adopted to evaluate the distance between the predicted angleθ i and the ground truth θ i . Consequently, we can calculate the loss of rotation map by
Loss Function of Distance Map
As for the regression of the object bounding box, the l 2 
where N is the number of pixels in the distance map and ε 1 is the smooth term. 
Experiments
We evaluate our detector on three benchmark datasets: the VIVA hand detection dataset [18] , the Oxford hand detection dataset [8] and the VIVA hand tracking dataset [19] .
Experimental Settings
All experiments are conducted on an Intel(R) Core(TM) i7-6700K @ 4.00GHz
CPU with a single GeForce GTX 1080 GPU. We try two backbone networks:
VGG16 [13] and ResNet50 [14] for feature extraction and use the pre-trained models on ImageNet [30] . We employ the network with the Base Feature Fusion Training is implemented with a stochastic gradient algorithm using the ADAM scheme. We take the exponential decay learning rate, the initial value of which is 0.0001 and decays every 10, 000 iterations with rate 0.94. In order to reduce the over-fitting risk and improve the generalization performance of the model, a variety of data enhancement strategies are employed. We randomly mirror and crop the images, as well as distort the hue, saturation and brightness for color jittering. Due to the limitation of the GPU capacity, the batch size is set as 12 and all the images are resized to 512 × 512 before fed into the network in training. When predicting on the test dataset, the original size of the input image is preserved as the network is a fully convolutional network that allows arbitrary sizes of input images. As presented in Table. 1, we compare our methods with MS-RFCN [11, 37] , Multi-scale fast RCNN [12] , FRCNN [27] , YOLO [17] and ACF Depth4 [18] . Apart from the accuracy, the detection speed is also an important metric.
Evaluations on VIVA Hand Detection Dataset
As we can see in Table. 1, YOLO [17] performs hand detection in real-time, but its accuracy is unsatisfactory. On the contrary, MS-RFCN [11] performs against other detectors in accuracy but the detecting speed is very slow, i.e., 4.65 fps.
With our PHDN based on VGG16 and ResNet50, the detection speeds are up to 13.10 and 19.68 fps, respectively. The model (ResNet50+HFF+Auxiliary Losses) obtains competitive accuracy while a 4.23 times faster running speed compared to [11] . Therefore, it is of great significance that our model achieves a good trade-off between accuracy and speed.
Evaluations on Oxford Hand Detection Dataset
Oxford Hand Detection Dataset consists of three parts: the training set, the validation set and the testing set, with 1, 844, 406 and 436 images separately.
Unlike the VIVA dataset, the images in Oxford dataset are collected from various different scenes. Moreover, the ground truth is given by the four vertexes (x i , y i ), i ∈ {1, 2, 3, 4} of the box in the format of .mat and not necessarily to be axis-aligned but oriented with respect to the wrist. The rotation angle will be calculated furthermore in our experiments.
According to the official evaluation tool 3 on the Oxford dataset, we report the performance on all the "bigger" hand instances, those with more than 1, 500 pixels. As shown in • MOTA (The Multiple Object Tracking Accuracy): A comprehensive metric combining the false negatives, false positives and mismatch rate.
• MOTP (The Multiple Object Tracking Precision): Overlap between the estimated positions and the ground truth averaged by all the matches.
• Recall: Ratio of correctly matched detections to ground truth detections.
• Precision: Ratio of correctly matched detections to total result detections.
• MT (Most Tracking): Percentage of ground truth trajectories which are covered by the tracker output for more than 80% of their length.
• ML (Most Lost): Percentage of ground truth trajectories which are covered by the tracker output for less than 20% of their length.
• IDS (ID Switches): Number of times that a tracked trajectory changes its matched ground truth identity.
• FRAG (Fragments): Number of times that a ground truth trajectory is interrupted in the tracking result.
For MOTA, MOTP, Recall, Precision and MT, greater values mean better performance, whereas the ML, IDS and FRAG are the smaller the better.
To evaluate our detector, we employ the SORT tracker [20] , deep SORT tracker [21] and IOU tracker [22] to associate our detection results to extend a trajectory on the VIVA hand tracking dataset. The results are reported in 
Ablation Study
Ablation experiments are conducted to study the effect of different aspects of our model on the detection performance. We choose the ResNet50 as a default backbone network and Oxford hand detection dataset to do further analysis of our model.
Interpretable and Robust HFF Block
Some visual explanations for the effectiveness and robustness of HFF block are given in Fig. 8 . The activation feature map is converted into a blue-yellowred color scale and then added to the original input image to see which pixels are activated in the detection procedure. We can see that the HFF block is good at locating discriminative pixels comparing with the BFF block. The HFF block keeps off confusing parts like faces and feet. It can also activate the hand pixels accurately even in clutter background as shown in the second example in Fig. 8(b) . HFF block uses the mask to filter the redundant features of the corresponding layer while the BFF does not.
From 
Influence of the Score Map and Rotation Map
We adjust the value of α in Eq. (4) to find appropriate weights of score map in training. The results are reported in Fig. 7(a) . As α increases from 0.01 to 1, the AP increases first and then decreases. It reaches the maximum 0.7966 when α takes 0.10 in our experiments. As we can see, if weight the classification loss highly, the AP score will decline (0.7966 vs. 0.7738). In other words, over consideration of score map brings declines in AP score , which is consistent with the fact that the detection is not a simple classification task, but also involves bounding box regression.
The rotation map is designed to predict the rotation angle of the box and 
Effectiveness of Auxiliary Supervision
In order to investigate the effectiveness of the auxiliary losses, we train models considering different numbers of scales. The variation of training time and AP score with the number of supervision scales is shown in Fig. 9 creases. The convergence of the network is accelerated significantly (more than 10 hours) by adding auxiliary losses into the total loss. At the same time, the AP score is stable regardless of the number of scales. It can be concluded that the auxiliary losses accelerate the training process without sacrificing the AP score. This is attributed to the multiple supervision to the intermediate layers of the network. 
Visualization Results
We show several qualitative detection examples in Fig. 10 . As these results show, our model can handle different scales of hands and shapes in various illumination conditions, even the blurred samples. Fig. 11 compares our detection results with Multi-scale fast RCNN and shows the tracking results and the corresponding ground truth on the VIVA hand tracking dataset. We can see that our model achieves fewer false positives and produces more accurate hand locations compared with the visualization results given in [12] . Besides, the model trained with rotated hand labels on the Oxford dataset is capable to predict hand rotation angle precisely. Further, applied into the hand tracking task, our model generates satisfactory trajectories as we can see in Fig. 11 . Fig. 12 shows some false detected samples. The false detections can be divided into three types: (1) When the color or shape of the hand is very close to the background, it may mislead the model to make false predictions or result in missed detection.
(2) The faces and feet with confusing colors and shapes are incorrectly detected as hand regions by the model. (3) Heavy occlusions cause missed detection, e.g., the hand obscured by the toy is not recognized in Fig. 12(b) . Our model does not perform well in these situations possibly because the context information, such as surroundings and similar hand color or shape objects, is not thoroughly mined and integrated effectively. We will investigate the effect of context information in future work and try to address these issues.
Conclusion
Existing hand detection neural networks are "black box" models and people cannot understand how they make automated predictions. This hinders their application in areas such as driving monitoring. In this paper, we present the The rotation map is interpretable because it directly records the rotation angles of pixels as features. It makes the model more transparent. In addition, deep supervision is added with auxiliary losses to accelerate the training procedure.
Compared with the state-of-the-art methods, our algorithm shows competitive accuracy and runs a 4.23 times faster speed on the VIVA hand detection dataset and achieves an improvement of 5.5% in average precision at a speed of 62.5 fps on Oxford hand detection dataset. Our detector is practical, for which it can track hands better in naturalistic driving conditions compared with other methods on VIVA hand tracking dataset. For future work, we will enhance the transparency and robustness of our model and apply our detector to real-world scenarios such as driving monitoring and virtual reality.
