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Consider the Lie algebras L : [K1, K2] = F(K3) + G(K4), [K3, K1] =
uK1, [K3, K2] = −uK2, [K4, K1] = vK1, [K4, K2] = −vK2, [K3, K4] =
0, subject to the physical conditions, K3 and K4 are real diagonal
operators and K2 = K†1 († is for hermitian conjugation). Matrix
representations are discussed and faithful representations of
least degree for L satisfying the physical requirements are given
for appropriate values of u, v ∈ R and certain conditions for the
polynomials F(K3) and G(K4). Representations satisfying K1 + K2
to be real are separately considered.
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1. Introduction and preliminaries
Steinberg [1,2], introduced an algebraic method to solve certain types of linear partial differential
equations. The method exploits the Lie-algebraic decomposition formula of Baker, Campbell,
Hausdorff, and Zassenhaus, (cf. [3]) and their matrix realization. A faithful matrix representation of
least degree is required. Recently, the method was applied to solve Schrödinger’s wave equations for
some Hamiltonian systems in quantum optics. In [4,5], the Lie algebras
Lsr : [X0, X±] = ±rX±, [X+, X−] = sX0, r, s ∈ R;
were introduced as generalizations for the model of two-level optical atom and the model of a light
ampliﬁer, namely L21 and L
−2
1 , respectively [6]. For both models, the Hamiltonian of coupled quantized
harmonic oscillators is of the form H = X0 + λ(X+ + X−). The operators X0, X+ and X− satisfy the
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physical properties, namely,X0 is a real diagonal operator,X− = X†+ († is forhermitianconjugation) and
X+ + X− must be real to satisfy the hermiticity of theHamiltonian. Amore generalmodel, butwithout
the condition thatX+ + X− should be real,was referred to in [7], namely, the case of the genericmaster
equation (frequently corresponding to the physical situation of a zero-temperature environment)
ρ˙ = −i[H, ρ] + υ
2
(2X−ρX+ − X+X−ρ − ρX+X−),where the operators X0, X+, X− = X†+ are gener-
ators of so-called deformed slpd(2,R) algebra satisfying the commutation relations [X0, X±] = ±X±,[X+, X−] = P(X0), where P(X0) is a polynomial function of the operator X0. It was also supposed that
the system’s Hamiltonian depends only on the diagonal operator X0, (and probably on some constant
N)H = H(X0, N).
It is worth noting that a polynomially deformed algebra, within the ﬁeld of quantum optics, is
associatedwithHamiltonians representing interactionsofmultimode radiationﬁelds andmultiphoton
processes [8–12]. Historically speaking, quadratic algebra was ﬁrst discussed by Sklyanin [13,14] and
by Drinfel’d and Sokolov [15] within the context of statistical physics and ﬁeld theory, whilst, cubic
algebra, known as Higgs algebra [16] was used in the study of dynamical symmetry in a space of
constant curvature [17]. Also, Lie algebraic method is an appealing and elegant way to solve equations
associated with nonlinear quantum models [18–20].
Faithful matrix representations associated with the deformed Lie algebra,
L : [X0, X±] = ±rX±, [X+, X−] = P (X0) , r ∈ R;
was discussed in [21] (earlier representation for the non-deformed algebra was given in [22]). Also, in
[23], Lsr,t were introduced as generalizations of the Tavis–Cummings model, namely, L
1
2,1, [18], where
Lsr,t : [K1, K2] = sK3, [K3, K1] = rK1, [K3, K2] = −rK2,
[K4, K1] = −tK1, [K4, K2] = tK2, [K3, K4] = 0, r, s, t ∈ R;
subject to the physical conditions, K3 and K4 are real diagonal operators representing energy, K2 = K†1
and the Hamiltonian H = ω1K3 + (ω1 + ω2)K4 + λ(t)(K1e−iφ + K2eiφ) is a hermitian operator.
As generalizations of Lsr,t , we consider in this paper the deformed Lie algebras
L : [K1, K2] = F (K3) + G (K4) , [K3, K1] = uK1, [K3, K2] = −uK2, (1)
[K4, K1] = vK1, [K4, K2] = −vK2, [K3, K4] = 0,
subject to the physical conditions, K3 and K4 are real diagonal operators and K2 = K†1. Obviously, the
subalgebra of L generated by K1, K2 and K3 is isomorphic to L, provided that G is the zero polynomial.
Matrix representations are discussed and faithful representations of least degree for L satisfying the
physical requirements are given for appropriate values of u, v ∈ R and certain conditions for the
polynomials F(K3) and G(K4). Representations satisfying K1 + K2 to be real are discussed separately.
From Corollaries 1, 2 and 3, Theorems 1 and 4, the main results in [4,5,21–23] are obtained.
Unless otherwise stated, F and G are polynomial functions, Im is the identity matrix of degree
m, 0 is the zero matrix of appropriate size, Nk = {1, 2, . . . , k} is the k-element subset of the natu-
ral numbers N, and for r, s ∈ Nn, X = [xrs], Y = [yrs], C = [δrscrs] and D = [δrsdrs] are n × n real
matrices (δrs is the Kronecker delta), where the matrices A = X + iY , B = XT − iYT , C and D are
representation matrices for K1, K2, K3, and K4, respectively. Clearly, F(C) = diag{F(c11), . . . , F(cnn)}
and G(D) = diag{G(d11), . . . , G(dnn)}. Thus, F(C) = 0 is equivalent to F(x) ∈ 〈f (x)〉, where 〈f (x)〉
is the principal ideal of C[x]generated by f (x), the minimal polynomial of C. Similarly, G(D) = 0
is equivalent to G(x) ∈ 〈g(x)〉, where g(x) is the minimal polynomial of D. All representations for L
under consideration are supposed to satisfy the above mentioned physical requirements.
As necessities of (1), we have the following two lemmas.
Lemma 1. The matrices X, Y , C and D satisfy the following:
(i) [X, YT ] is a symmetric matrix.
(ii) [X, XT ] + [Y, YT ] = F(C) + G(D).
(iii) [C, X] = uX, [C, Y] = uY .
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(iv) [D, X] = vX, [D, Y] = vY .
(v) Trace(F(C) + G(D)) = Trace(uA) = Trace(vA) = 0.
Lemma 2. For any polynomial functions F and G
K1F (K3 + uI) = F (K3) K1, (2)
K1G (K4 + vI) = G (K4) K1, (3)
F (K3 + uI) K2 = K2F (K3) , (4)
and
G (K4 + vI) K2 = K2G (K4) , (5)
where I is the identity operator.
Proof. Consider the polynomials Fm(K3) = Km3 , and Gm(K4) = Km4 . Induce on m. The lemma is true
form = 0 andm = 1, provided that F0(K3) = F0(K3 + uI) = I, and G0(K4) = G0(K4 + vI) = I. Sup-
pose, K1(K3 + uI)m−1 = Km−13 K1 and K1(K4 + vI)m−1 = Km−14 K1, then using the facts that [K3, K1] =
K3K1 − K1K3 = uK1 and [K4, K1] = vK1, we have K1(K3 + uI)m = Km−13 K1(K3 + uI) = Km3 K1 and
K1(K4 + vI)m = Km−14 K1(K4 + vI) = Km4 K1. By linearity, it can be shown that
K1F (K3 + uI) = F (K3) K1, and K1G (K4 + vI) = G (K4) K1 (6)
for any polynomial functions F and G. Taking hermitian conjugation of both sides of each equation in
(6), we obtain (4) and (5). 
Now, since [C, A] = uA, then for all i, j ∈ Nn we have,
aij
(
cii − cjj − u) = 0. (7)
Similarly, from (1)
aij
(
dii − djj − v) = 0. (8)
Since [A, B] = F(C) + G(D) is diagonal, then the (i, j)th-element of [A, B],
([A, B])ij = δij
(
RiR
†
j − S†i Sj
)
, (9)
where Rk and Sk are the kth row and the kth column of A, respectively. So, for each i ∈ Nn
F (cii) + G (dii) =
n∑
l=1
(
|ail|2 − |ali|2
)
. (10)
From (6), we have
aij
[
F (cii) − F (cjj + u)] = 0, (11)
and
aij
[
G (dii) − G (djj + v)] = 0. (12)
Lemma 3. Let p, q ∈ Nn, and σ = (pq) be a transposition. The representation obtained by applying σ to
the rows as well as to the columns of A, B, C, and D is a conjugate representation for L and satisﬁes the
physical requirements.
Proof. Let P be the elementary matrix obtained by applying σ to the rows of In. Since P = P−1 =
PT = P†, then A′ = P−1AP, B′ = P−1BP, C′ = P−1CP and D′ = P−1DP are representationmatrices for
K1, K2, K3, and K4, respectively, satisfying [C′, A′] = uA′, [D′, A′] = vA′, and [A′, B′] = P−1[A, B]P =
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P−1F(C)P + P−1G(D)P = F(P−1CP) + G(P−1DP) = F(C′) + G(D′). The physical properties of L are
also satisﬁed. 
Remark 1. Use Lemma 3 to rearrange and partition C into its Jordan canonical blocks such that C =
diag{c1In1 , c2In2 , . . . , cmInm}, where ci /= cj for i /= j and i, j ∈ Nm. Let c1 = 0 if C is singular. For each
i = 1, . . . , m, the diagonal submatrix ciIni is called the ci-block of C and ni is the multiplicity of the
eigenvalue ci of C. If u /= 0, and ct − cl = u for some t, l ∈ Nm, then rearrange C so that ct Int and clInl
become two consecutive blocks with ct Int precedes clInl .
In addition, rearrange each ci-block into si diagonal sub-blocks so that ciIni = diag{ciIni1 , ciIni2 , . . . ,
ciInisi
}, where ni = ni1 + ni2 + · · · + nisi such that the corresponding diagonal blocks of D are di1 Ini1 ,
di2 Ini2 , . . . , disi Inisi
, respectively, where dij /= dik for j /= k and j, k ∈ {1, 2, . . . , si}.
It should be pointed out that according to Remark 1, for any different diagonal sub-blocks of C, ct Intk
and cr Inrl
whose corresponding diagonal blocks of D are dtk Intk
and drl Inrl
, respectively, either ct /= cr
or dtk /= drl . Unless otherwise stated, we always consider C as in Remark 1.
Lemma 4. Suppose that |u| + |v| /= 0.
1. aii = 0, for all i ∈ Nn.
2. If aij /= 0 then aji = 0, for all i, j ∈ Nn.
3. If K1 + K2 is real, then A is real matrix.
Proof. In viewof (7), if u /= 0, then aii = 0 for each i ∈ Nn. Also, for i /= j if aij /= 0 then cjj − cii − u =−2u. Thus, aji = 0. Similarly, use (8) when v /= 0. If K1 + K2 is real, then aij + a¯ji is real, for i, j ∈ Nn.
Therefore, Amust be a real matrix. 
Lemma 5. For u /= 0 and v ∈ R, the matrix A can be partitioned into submatrices of the same sizes
corresponding to those of C. The possible nonzero submatrices of A are all off-diagonal submatrices Ai,i+1,
when ci − ci+1 = u for i ∈ Nm.
Proof. From (7) aij = 0 = aji, whenever cii = cjj . In view of Lemma 4, aij and aji cannot both be
nonzeros. And, from Remark 1 the proof of the lemma follows. 
From (7) and (8) we get the following lemma.
Lemma 6. If u /= 0 and C is a scalar matrix, then A = B = 0. Similarly, if v /= 0 and D is a scalar matrix,
then A = B = 0. In both cases [A, B] = 0, and the representation is not faithful.
Lemma 7. If u = 0, then A, B, C, F(C) consist of diagonal blocks of equal corresponding sizes.
Proof. From (7), aij = 0 = aji, whenever cii /= cjj . Thus, the only nonzero elements of A occur in the
diagonal blocks corresponding to those of C. 
Lemma 8. If C and D are scalar matrices, then [A, B] = 0 and the representation is not faithful.
Proof. [A, B] = F(C) + G(D) is a scalar matrix and of trace 0. Thus, [A, B] = 0. 
2. Representations of L when [A, B] = 0
There are many physical applications when, [A, B] /= 0. For instance Tavis–Cummings model [18],
the two-level optical atom, the model of a light ampliﬁer [6], and the deformed slpd(2,R) algebra in
[7]. We have two cases to consider:
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Case 1. |u| + |v| /= 0 : If uv = 0, then the two Lie algebras: [K1, K2] = F(K3) + G(K4), [K3, K1] = uK1,[K3, K2] = −uK2, [K4, K1] = 0, [K4, K2] = 0, [K3, K4] = 0 and [K1, K2] = F(K3) + G(K4), [K3, K1] = 0,[K3, K2] = 0, [K4, K1] = vK1, [K4, K2] = −vK2, [K3, K4] = 0, are essentially the sameby renamingK3, F
and u by K4, G and v, respectively. Thus,we only consider the case where u /= 0 and v ∈ R.
Case 2. |u| + |v| = 0 :We claim that, if u = 0 = v, then Amust be a normal matrix. So, this case will
be considered in Section 3.
From Lemmas 4 and 5, we conclude the following theorem.
Theorem 1. If [A, B] /= 0 and u /= 0, thenL has faithful representation of degree 2 as least degree, namely:
for a, b, c, d ∈ R, where a2 + b2 /= 0 and cv /= du:
A =
[
0 a + ib
0 0
]
, B =
[
0 0
a − ib 0
]
, C =
[
c 0
0 c − u
]
, D =
[
d 0
0 d − v
]
, where F andG satisfy F(c) +
G(d) = a2 + b2 and F(c − u) + G(d − v) = −(a2 + b2).
If K1 + K2 is real, then L has faithful representation of degree 2 as least degree, namely: for a ∈ R∗ and
c, d ∈ R, where cv /= du:
A =
[
0 a
0 0
]
, B =
[
0 0
a 0
]
, C =
[
c 0
0 c − u
]
, D =
[
d 0
0 d − v
]
, where F and G satisfy F(c) + G(d) =
a2 and F(c − u) + G(d − v) = −a2.
For theparticular casewhenF(C)andG(D)arebothﬁrst-orderpolynomials,L is actually thegl(2,C)
algebra. So, for instance if G(x) = mx + l, we have F(x) = 2(a2+b2)−mv
u
x + (u−2c)(a2+b2)+cmv
u
− G(d).
Take b = 0, when K1 + K2 is real.
Corollary 1. Lsr has no faithful matrix representation for rs < 0.
Corollary 2. The model of a light ampliﬁer, L
−2
1 has no faithful representation satisfying the physical
requirements.
Corollary 3. Themodel of two-level optical atom, L21 has faithful representation of degree 2 as least degree.
Where, the matrices A, B and C are representation matrices of X+, X−, and X0, respectively.
Theorem 2. If u = 0 = v, then [A, B] = 0.
Proof. It sufﬁces to consider the case where A is not diagonal. From Lemma 7, the non-diagonal
elements of A lie exactly in those sub-blocks of sizes greater than 1. For any such sub-block of C,
ciInik
such that nik > 1 of a corresponding block of D, dik Inik , let
rik = n1 + n2 + · · · + ni−1 +
(
ni1 + ni2 + · · · + nik−1
)
, and wik = rik + nik .
Thus, cjj = ci anddjj = dik , for rik < jwik . From(10), the traceof theblockof [A, B],whichcorresponds
to the sub-block ciInik
of C is nik [F(ci) + G(dik)] =
∑wik
j=rik+1[F(cjj) + G(djj)] =
∑wik
j=rik+1
∑n
l=1(|ajl|2 −
|alj|2) = ∑wikj=rik+1
∑wik
l=rik+1(|ajl|2 − |alj|2) = 0. Thus, F(ci) + G(dik) = 0. Therefore, the diagonal
elements of [A, B] corresponding to the diagonal sub-block ciInik are all zeros. Hence the proof of
the lemma follows. 
3. Representations of L when [A, B] = 0
Theorem 3. If [A, B] = 0 and |u| + |v| /= 0, then L has no faithful representations. In any representation,
A = B = 0.
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Proof. Similar to Case 1 of Section 2, we consider the case where u /= 0, v ∈ R. In view of Lemma 5,
A1j = 0 for j /= 2, and all At1 = 0 for all t, then the ﬁrst n1 columns of A are all zeros. In view of (10), as
[A, B] = 0, then for each i, 1 i n1,∑nl=1 |ail|2 = ∑nl=1|ali|2. Then the ﬁrst n1 rows of A are all zeros.
Continuing like this in less than m steps, it can be shown that A = 0. Hence, the proof of the lemma
follows. 
If [A, B] = 0, then A is a normal matrix, and there exists a unitary matrix U such that A = U†MU
for some complex diagonal matrixM. If |u| + |v| = 0, then from Theorem 2, A is normal and we have
the following lemma.
Lemma 9. Suppose |u| + |v| = 0. The unitary matrix U commutes with C and D, where A = U†MU, for
some complex diagonal matrix M.
Proof. If A is diagonal, take U = In. Suppose that A is not diagonal and induce on the degree of the
representation. For representation of degree 2 we have a12 /= 0, from (7) and (8), both C and D are
scalar matrices and both commute with U. Assume that the theorem is true for representations of
degree t < n.
For representation of degree n: If both C and D are scalar matrices, then they commute with U. If
eitherC orD is not a scalarmatrix,C say, then fromLemma7,A = diag{A1, . . . , Am},whereAi is a square
matrixof orderni < n. Also,D canbeconsideredasD = diag{D1, . . . , Dk},whereDi is adiagonalmatrix
of degree ni. Hence, the representation is fully reducible into representations of degrees ni, i ∈ Nm.
Since A is normal then for each Ai is normal and there exists a unitary matrix Ui such that Ai = U†i MiUi
for some complex diagonalmatrixMi, i ∈ Nm. From the inductionUi commuteswith ciImi andDi. Take
U = diag{U1, . . . , Um} andM = diag{M1, . . . , Mm}, then U commutes with C and D. 
Theorem 4. If |u| + |v| = 0, then [A, B] = 0. The representations of L are conjugate to representations
where K1, K2, K3 and K4 are represented by diagonal matrices. Consequently, any linearly independent
diagonalmatricesM, M, C andD, of degree 4,withC andDare real, are representationmatrices for K1, K2, K3
and K4, respectively, of a faithful representation, where F and G satisfy F(C) + G(D) = 0.
4. Summary
Faithful matrix representations of least degree for deformed Lie algebras, corresponding to gen-
eralizations of the nonlinear quantum Tavis–Cummings model, representing the interaction of many
cooperative two-level atomswith a single quantizedmode of the radiation ﬁeld [24]. The deformation
in the Lie algebras is introduced as polynomial functions of system operators. The derived matrix
representations reduce to earlier representations in the non-deformed Lie algebra cases [4,5,22,23].
Schrödinger’s wave equations for some quantum models of deformed Lie algebras can be solved at
ease using the above matrix representations. This will be presented in a future work.
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