Abstract. We present a novel approach to optimize scope-bounded checking programs using a relational constraint solver. Given a program and its correctness specification, the traditional approach translates a bounded code segment of the entire program into a declarative formula and uses a constraint solver to search for any correctness violations. Scalability is a key issue with such approaches since for non-trivial programs the formulas are complex and represent a heavy workload that can choke the solvers. Our insight is that bounded code segments, which can be viewed as a set of (possible) execution paths, naturally lend to incremental checking through a partitioning of the set, where each partition represents a sub-set of paths. The partitions can be checked independently, and thus the problem of scope-bounded checking for the given program reduces to several sub-problems, where each sub-problem requires the constraint solver to check a less complex formula, thereby likely reducing the solver's overall workload. Experimental results show that our approach provides significant speed-ups over the traditional approach.
Introduction
Scope-bounded checking [1, 4, 5, 9, 11, 17] , i.e., systematic checking for a bounded state-space, using off-the-shelf solvers [7, 21, 24] , is becoming an increasingly popular methodology to software verification. The state-space is typically bounded using bounds (that are iteratively relaxed) on input size [1] , and length of execution paths [9] .
While existing approaches that use off-the-shelf solvers have been used effectively for finding bugs, scalability remains a challenging problem. These approaches have a basic limitation: they require translating the bounded code segment of the entire program into one input formula for the solver, which solves the complete formula. Due to the inherent complexity of typical analyses, many times solvers do not terminate in a desired amount of time. When a solver times out, e.g., fails to find a counterexample, typically there is no information about the likely correctness of the program checked or the coverage of the analysis completed.
This paper takes a divide-and-solve approach, where smaller segments of bounded code are translated and analyzed-even if the encoding or analysis of some segments time out, other segments can still be analyzed to get useful results. Our insight is that bounded code segments, which can be viewed as a set of (possible) execution paths, naturally lend to incremental checking through a partitioning of the set, where each partition represents a sub-set of paths. The partitions can be checked independently, and thus the problem of scope-bounded checking for the given program reduces to several sub-problems, where each sub-problem requires the constraint solver to check a less complex formula, thereby likely reducing the solver's overall workload.
We develop our approach in the context of the Alloy tool-set [14] -a lightweight formal method-and the Java programming language. The Alloy specification language is a first-order logic based on sets and relations. The Alloy Analyzer [13] performs scope-bounded analysis for Alloy formulas using off-the-shelf SAT solvers.
Previous work [5, 6, 15, 29] developed translations for bounded execution fragments of Java code into Alloy's relational logic. Given a procedure Proc in Java and its pre-condition Pre and post-condition Post in Alloy, the following formula is solved [15, 29] :
Given bounds on loop unrolling (and recursion depth), the translate() function translates the bounded code fragments of procedure Proc from Java into a first order logic formula. Using bounds on the number of objects of each class, the conjunction of translate(Proc) with Pre and Post is translated into a propositional formula. Then, a SAT solver is used to search solutions for the formula. A solution to this formula corresponds to a path in Proc that satisfies Pre but violates Post, i.e., a counterexample to the correctness property. In our view, the bounded execution fragment of a program that is checked represents a set of possible execution paths. Before translating the fragment into relational logic, our approach implicitly partitions the set of paths using a partitioning strategy (Section 4), which splits the given program into several sub-programs-each representing a smaller bounded execution fragment-such that 
Thus, the problem of checking Proc is divided into sub-problems of checking smaller sub-programs, Sub 1 , …, Sub n . Since the control-flow in each sub-program is less complex than the entire procedure, we expect the sub-problems to represent easier SAT problems.
This paper makes the following contributions: • An incremental approach. To check a program against specifications, we propose to divide the program into smaller sub-programs and check each of them individually with respect to the specification. Our approach uses path partitioning to reduce the workload to the backend constraint solver.
• Implementation. We implement our approach using the Forge framework [5] and KodKod model finder [28] .
• Evaluation. Experiments using Java library code show that our approach can significantly reduce the checking time.
Example
This section presents a small example to illustrate our path partitioning and program splitting algorithm. Suppose we want to check the contains() method of class IntList in Figure 1 (a): An object of IntList represents a singly-linked list. The header field points to the first node in the list. Objects of the inner class Entry represent list nodes. The value field represents the (primitive) integer data in a node. The next field points to the next node in the list. Figure 1 (b) shows an instance of IntList.
Consider checking the method contains(). Assume a bound on execution length of one loop unrolling. Figure 2 (a) shows the program and its computation graph [15] for this bound.
Our program splitting algorithm uses the computation graph and is vertex-based: Given a vertex in the computation graph, we split the graph into two sub-graphs-(1) go-through sub-graph and (2) bypass sub-graph. The go-through sub-graph has all the paths that go through the vertex and the bypass sub-graph has all the paths that bypass the vertex. Given the computation graph in Figure 2 shown in Figure 2 (c). Thus the problem of checking the contains method using a bound of one loop unrolling is solved using two calls to SAT based on the two computation sub-graphs.
Background
The goal of our computation graph splitting algorithm is to optimize traditional bounded exhaustive checking of programs using constraints in relational logic. The traditional approach [5] [15] [29] translates the entire bounded Java code segment into one relational logic formula. The conjunction of the code formula and the negation of correctness specifications are passed to a relational logic constraint solver. Solutions are translated back to executions that violate the specification.
Relational Logic and SAT-Based Analysis
Traditional approaches use a subset of Alloy [14] as the relational logic for Java code translation. Alloy is a first-order declarative language based on relations. A relation is a collection of tuples of atoms. A relation can have any finite arity. A set is viewed as a unary relation, and a scalar is a singleton set.
In Alloy, expressions are formed by relations combined with a variety of operators. The standard set operators are union (+), intersection (&), difference (-). Unary relational operators are transpose (~), transitive closure (^), and reflexive transitive closure (*), which have their standard interpretation. Binary relational operators are join (.), product (->), and update (++).
Expression quantifiers turn an expression into a formula. The formula 'no e' is true when e denotes a relation containing no tuples. Similarly, 'some e', and 'one e' are true when e has some, and exactly one tuple respectively. Formulas can also be made with relational comparison operators: subset (in), equality (=) and inequality (!=). So 'e1 in e2' is true when every tuple in (the relation denoted by the expression) e1 is also a tuple of e2. Alloy provides the standard logical operators:
and negation (!).
A model of an Alloy formula is an assignment of relational variables to sets of tuples built from a universe of atoms within a given scope. So Alloy Analyzer is a model finder for Alloy formula.
The Alloy Analyzer uses a scope, i.e., a bound on the universe of discourse, to perform scope-bounded analysis: the analyzer translates the given Alloy formula into a propositional satisfiability (SAT) formula (w.r.t. the given scope) and uses off-theshelf SAT technology to solve the formula.
Java to Relational Logic Translation
A relational view of the program heap [15] allows translation of a Java program into an Alloy formula using three steps: (1) encode data, (2) encode control-flow, and (3) encode data-flow.
Encoding data builds a representation for classes, types, and variables. Each class or type is represented as a set, domain, which represents the set of object of this class or values of this type. Local variables and arguments are encoded as singleton sets. A field of a class is encoded as a binary, functional relation that maps from the class to the type of the field. For example, to translate the program in Figure 2 (a), we define four domains: List, Entry, integer, and boolean. Field header is a partial function from List to Entry, and field next is a partial function from Entry to Entry. Field value is a function from Entry to integer.
Data-flow is encoded as relational operations on sets and relations. Within an expression in a Java statement, field deference is encoded as relational join, and an update to a field is encoded as relational override. For a branch statement, predicates on variables or expressions are encoded as corresponding formulas with relational expressions. Method calls are encoded as formulas that abstract behavior of the callee methods.
Given a program, encoding control-flow is based on computation graph. Each edge (v i →v j ) in the computation graph is represented as a boolean variable Ei,j. True value of edge variable means the edge is taken. The control flow from one statement to its sequential statement another is viewed as relational implication. For example, code segment {A; B; C;} is translated to 'EA,B ⇒ EB,C'. Control flow splits at a branching statement-the two branch edges are viewed as a relational disjunction. For each branch edge, a relational formula is generated according to the predicate. Only data that satisfied the relational formula can take this edge. In Figure 2 (a), control flow at vertex 3 is translated into '(E2,3 ⇒ E3,4 || E3,5) and (E3,4 ⇒ e.value = key) and (E3,5 ⇒ !(e.value = key))'. If the control flow takes then branch E3,4, the constraint '(E3,4 ⇒ e.value = key)' should be satisfied. An assume statement is translated into the formula for its predicate. For example, at vertex 10 of Figure 2 (a) , the controlflow is encoded as '(E10,3 ⇒ no e)'. This constraint restricts that this edge is taken only when e is null.
In our splitting algorithm, sub-graphs are constructed by removing branch-edges at selected branch statements. According to the translation scheme, a branch statement is equivalent to two assume statements with complementary predicates. So removing one branch can be implemented as transforming the branch statement into an assume statement. In Figure 2 (a), removing the then branch of vertex 3, branch statement 'if(e.value == key)' will be transformed to 'assume !(e.value == key)'. Its relational logic translation is '(E2,3 ⇒ E3,4) and (E3,5 ⇒ !(e.value = key))'. The semantics of else branch is preserved after the transformation to an assume statement.
With encoding of data-flow and control-flow, the conjunction of all generated formulas is the formula for the code segment under analysis. A model to this code formula corresponds to a valid path of the code fragment.
Algorithm
The goal of our splitting algorithm is to divide the complexity of checking the program while preserving its semantics (w.r.t. to the given scope). This paper presents a vertex-based splitting algorithm. Splitting a program into two sub-programs partitions paths in the program based on a chosen vertex: one sub-program has all paths that go through the vertex and the other sub-program has all paths that bypass that vertex. Our vertex-based path splitting guarantees the consistency between the original program and sub-programs. For a heuristic measure of the complexity of checking, we propose to use the number of branches. Our strategy is selecting a vertex so that the number of branches in each of sub-programs is minimized.
Our approach checks a given program p as follows.
1. Translate p into p' where p' represents the computation graph [15] of p, i.e., the loops in p are unrolled and method calls in-lined to generate p; 2. Represent p' as a graph CG = (V, E) where V is a set of vertices such that each statement in p' has a corresponding vertex in V, and E is a set of edges such that each control-flow edge in p' has a corresponding edge in E. For each edge e = (u, v), u=e.from, and v = e.to; 3. Apply the splitting heuristic to determine a likely optimal splitting vertex v; 4. Split CG into two sub-graphs CG 1 and CG 2 ; 5. Recursively split CG 1 and CG 2 if needed; 6. Check the set of sub-programs corresponding to the final set of sub-graphs.
Recall a computation graph has one
Definition. Given a CG = (V, E) and a set of edges S ⊂ E, then-branch-predecessor(S) = { u | u∈ V, u is a branch-statement, at least one edge in S is reachable from u.then, but no edge in S is reachable from u.else} else-branch-predecessor(S) = { u | u∈ V, u is a branch, at least one edge in S is reachable from u.else, but no edge in S is reachable from u.then}
Theorem 1. Given a computation graph CG=(V, E) and a set of edges S ⊂ E, an execution path p visits at least one edge in S if and only if p is a path in Sub-CG(S) = (V', E').
Proof. Sub-CG(S)
is a sub-graph of CG with fewer edges. An execution path in CG is still in Sub-CG(S) if and only if this path does not contain any edge in E -E'. ⇒ Assume that there is a path p in CG that visits an edge in S but is not in the sub-graph. Suppose p visits an edge v i →v j that has been removed. According to the definition of the sub-graph, none of the edge in E is reachable from v i →v j , i.e., a contradiction. ⇐ Assume p is a path in CG that does not visit any edge in S. Let P = {q | q is a path of CG, q visits S}. Since S is not empty, P is not empty. For each path q in P, match p and q according to their vertex sequence. Let v i be the last vertex in p that matches a vertex in P. v i must be a branch vertex. Let edge v i →v j and edge v i →v j ' be the two branches from v i . Suppose edge v i →v j is in p. v i →v j cannot reach any edge in S. Since v i is the last vertex-match with paths in P, v i →v j ' can reach an edge in S. So v i →v j should be removed according to definition of then-branch-predecessor (S) or else-branch-predecessor (S). So any path that does not visit an edge in S will be removed from sub-graph. ■
Since the computation graph of the program is a DAG after loop unrolling, we can linearly order the vertices using a topological sort.
Given a computation graph CG, let order represent topological-sort(CG) such that order[Exit] =0; order[Entry] = n-1; and n is number of vertices in CG.
Definition. Let u be a vertex in CG. Define the set go-through-edge(u) = {e | e∈ E, e.to = u }.
Theorem 2. Given a vertex u in CG, a path visits u if and only if the path visits an edge in go-through-edge(u).
Proof. Since CG is a directed graph, all paths visiting vertex u will go through an edge whose end point is u. ■ Figure 3 shows our splitting algorithm. The method branches() returns the branch vertices of a given computation graph. If one edge of a branch vertex has been removed in a sub-graph, this branch vertex will not be counted as a branch in that sub-graph.
Definition. Given a vertex u in CG, bypass-edge(u)

Theorem 4. Given a vertex u in CG, a path visits u if and only if the path is in
Sub-CG (go-through-edge(u)).
Proof. Follows from Theorem 2 and Theorem 1. Since paths that visit u are the paths that visit go-through-edge(u) and paths that visit go-through-edge(u) are the paths in Sub-CG(go-through-edge(u)), therefore paths that visit u are the paths in Sub-CG(go-through-edge(u). ■
Theorem 5. Given a vertex u in CG, a path bypasses u if and only if the path is in Sub-CG(bypass-edge(u)).
Proof. Follows from Theorem 3 and Theorem 1. Since paths that visit u are the paths that visit bypass-edge(u) and paths that visit bypass-edge(u) are the paths in Sub-CG(bypass-edge(u)), therefore paths that visit u are the paths in Sub-CG (bypass-edge(u)). ■ Algorithm
To illustrate, consider the example form Section 2. The split-complexity of v 11 can be calculated in the following steps:
1)
For go-through sub-graph, According to the definition of Sub-CG, some branch edges will be removed to construct a sub-graph. Given a branch, edge removing is implemented by transforming the branch statement into an assume statement. The semantic consistency of this transformation is discussed in the background section.
Experiments
To evaluate our approach, we compare performance of our sub-program-based incremental analysis and the traditional entire program analysis. We select the Forge tool-set [6] as the baseline, since it is the most recent implementation of the traditional approach from the Alloy group at MIT. We piggyback on Forge to implement our incremental approach. Experimental evaluation is based on checking four procedures in Java library classes: contains() of LinkedList (a singly-linked acyclic list), contains() of BinarySearchTree, add() of BinarySearchTree, and topologicalsort() of Graph (directed acyclic graph).
In relational logic based bounded verification, the bound specifies the numbers of loop unrolling, scope, and bit-width-the number of bits used to represent an integer value. While translating integer into propositional logic, we set the bit-width to 4 in all the four experiments. Scope defines the maximum number of nodes in a list, tree, or graph. Unrolling specifies the number of unrollings for a loop body. For contains() of LinkedList and contains() of BinarySearchTree, we check them For each bound, we run our incremental analysis and the traditional entire program analysis to check a procedure against its pre-condition and post-condition, which represent the usual correctness properties including structural invariants. In incremental analysis, we did two round splitting and generated four sub-programs. While checking each sub-program, we record the checking time, number of branches, variables and clauses of CNF formula. The total time is the sum of the checking time of all sub-programs. For the traditional analysis, we similarly record the checking time, number of branches, variables and clauses of CNF formula. The speedup is the ratio of the checking time of the traditional analysis to the total checking time of our incremental analysis.
We ran experiments on a Dual-Core 1.8GHz AMD Opteron processor with 2 GB RAM. We selected MiniSAT as the SAT solver. We run each experiment three times and use the average as the final result. The results are showed in the tables that follow. Table 1 and Table 2 show the performance comparison for different loop unrollings. Table 3 and Table 4 show the comparison for different scopes. Results from the four experiments showed that our splitting algorithm gave at least a 2.71X performance improvement over the traditional approach, whereas the maximum speed-up was 36.73X.
The results also show that our splitting algorithm scales better. As unrolling increasing from 5 to 8, speedup of checking contains() of LinkedList increases from 3.99X to 36.73X. As scope increasing from 4 to 7, speedup of checking add() of BinarySearchTree increases from 4.78X to 12.6X. The relative lower speedup in contains() of BinarySearchTree and topologicalsort() of Graph show a limitation of our approach. Compared with traditional approach which checks correctness against specifications only once, our divide-and-solve approach requires multiple correctness checking, one checking for one sub-program. In case the complexity of specification formula is much heavier than code formula, the benefit from dividing the code formula will be reduced largely by the overhead from multiple checking specification formulas. However, even with specification of complex data structure invariants, our approach still shows 5X speedup in contains() of BinarySearchTree with 8 unrollings and 7 nodes.
The results show that our splitting heuristic is effective at evenly splitting the branches. Moreover, the smaller number of variables and clauses for the incremental approach shows the workload to SAT has been effectively divided by splitting entire program into sub-programs using our approach. 
Related Work
Our work is based on previous research [15] that models a heap-manipulating procedure using Alloy and finds counterexamples using SAT. Jackson et al. [15] proposed an approach to model complex data structures with relations and encode control flow, data flow, and frame conditions into relational formulas. Vaziri et al. [29] optimized the translation to boolean formulas by using a special encoding of functional relations. Dennis et al. [5] provided explicit facilities to specify imperative code with first-order relational logic and used an optimized relational model finder [28] as the backend constraint solver. Our algorithm can reduce the workload to the backend constraint solver by splitting the computation graph that underlies all these prior approaches and dividing the procedure into smaller sub-programs. DynAlloy [8] is a promising approach that builds on Alloy to directly support sequencing of operations. We believe our incremental approach can optimize DynAlloy's solving too.
Bounded exhaustive checking, e.g., using TestEra [16] or Korat [1] can check programs that manipulate complex data structures. Testing, however, has a basic limitation that running a program against one input only checks the behavior for that input. In contrast, translating a code segment to a formula that is solved allows checking all (bounded) paths in that segment against all (bounded) inputs.
The recent advances in constraint solving technology have led to a rebirth of symbolic execution [17, 18] . Guiding symbolic execution using concrete executions is rapidly gaining popularity as a means of scaling it up in several recent frameworks, most notably DART [10] , CUTE [26] , and EXE [2] . While DART and EXE focus on properties of primitives and arrays to check for security holes (e.g., buffer overflows), CUTE has explored the use of white-box testing using preconditions, similar to Korat [1] . Symbolic/concrete execution can be viewed as an extreme case of our approach where each sub-program represents exactly one path in the original program. As the number of paths increases, the number of calls to the constraint solver increases in symbolic execution. Our approach is motivated by our quest to find a sweet spot between checking all paths at once (traditional approach) and each path one-by-one (symbolic/concrete execution).
Model checkers have traditionally focused on properties of control [12, 22] . Recent advances in software model checking [9, 30] have allowed checking properties of data. However, software model checkers typically require explicit checking of each execution path of the program under test.
Slicing techniques [27] have been used to reduce workload of bounded verification. Dolby et al. [6] and Saturn [31] perform slicing at the logic representation level. Millett et al. [23] slice Promela programs for SPIN model checker [12] . Visser et al. [30] and Corbett et al. [2] prune the parts that are not related to temporal constraints and slice at the source code level. Since slicing is based on constraints, the effectiveness depends on the properties to be checked. Statements that do not manipulate any relations in properties will not be translated into formula for checking. If constraints are so complex that all the relations show up, no statements will be pruned. Our program-splitting algorithm can still reduce workload to backend constraint solvers because our path partitioning algorithm is independent of constraints to be checked.
Sound static analyses, such as traditional shape analysis [25, 19] and recent variants [20] , provide correctness guarantees for all inputs and all execution paths irrespective of a bound. However, they typically require additional user input in the form of additional predicates or loop invariants, which are not required for scopebounded checking, which provides an under-approximation of the program under test.
Conclusions
Scalability is a key issue in scope-bounded checking. Traditional approaches translate the bounded code segment of the entire program into one input formula for the underlying solver, which solves the complete formula in one execution. For non-trivial programs, the formulas are complex and represent a heavy workload that can choke the solvers.
We propose a divide-and-solve approach, where smaller segments of bounded code are translated and analyzed. Given a vertex in the control-flow graph, we split the computation graph of the program into two sub-graphs: go-through sub-graph and bypass sub-graph. The go-through sub-graph has all the paths that go through the vertex and the bypass sub-graph has all the paths that bypass the vertex. Our vertexbased path partitioning can guarantee the semantic consistency between the original program and the sub-programs. We propose to use the number of branch statements as a heuristic to compute an analysis complexity metric of a program. To effectively divide the analysis complexity of a program, the heuristic selects a vertex so that the number of branch statements in each of sub-programs is minimized.
We evaluated our divide-and-solve approach by comparison with the traditional approach by checking four Java methods against pre-conditions and post-conditions defined in Alloy. The experimental results show that our approach provides significant speed-ups over the traditional approach.
The results also show other potential benefits of our program splitting algorithm. Because all sub-graphs are independent, they can be checked in parallel. Since our program splitting algorithm can effectively divide the workload, parallel checking the sub-programs would likely introduce significant speedups. Incremental compilation and solving are likely to provide further optimizations.
In ongoing work, we are exploring novel strategies for dividing the workload. We aim to leverage concepts from traditional dynamic and static analysis. For example, notions of code coverage in software testing lend to division strategies.
