fMRI data are commonly analyzed by testing the time course from each voxel against specific hypothesized waveforms, despite the fact that many components of fMRI signals are difficult to specify explicitly. In contrast, purely data-driven techniques, by focusing on the intrinsic structure of the data, lack a direct means to test hypotheses of interest to the examiner. Between these two extremes, there is a role for hybrid methods that use powerful data-driven techniques to fully characterize the data, but also use some a priori hypotheses to guide the analysis. Here we describe such a hybrid technique, HYBICA, which uses the initial characterization of the fMRI data from Independent Component Analysis and allows the experimenter to sequentially combine assumed task-related components so that one can gracefully navigate from a fully data-derived approach to a fully hypothesis-driven approach. We describe the results of testing the method with two artificial and two real data sets. A metric based on the diagnostic Predicted Sum of Squares statistic was used to select the best number of spatially independent components to combine and utilize in a standard regressional framework. The proposed metric provided an objective method to determine whether a more data-driven or a more hypothesis-driven approach was appropriate, depending on the degree of mismatch between the hypothesized reference function and the features in the data. HYBICA provides a robust way to combine the data-derived independent components into a data-derived activation waveform and suitable confounds so that standard statistical analysis can be performed.
INTRODUCTION
The low signal-to-noise ratio inherent to fMRI data challenges analytical techniques attempting to separate the typically small task-related hemodynamic changes from other sources of variability that make up the entire fMRI signal. Fluctuations in the fMRI blood oxygen level-dependent (BOLD) signal can emerge from numerous sources, including hemodynamic changes as a result of neural activity, motion, and machine artifacts and physiological cardiac and respiratory pulsations. Many methods have been suggested to extract task-related changes from fMRI data (Bandettini et al., 1993; Friston et al., 1994; McKeown et al., 1998a,b,c) , but most can be categorized into the two broad categories of ''data driven'' or ''hypothesis driven.'' Hypothesis-driven methods, like the standard General Linear Model (GLM) (Friston, 1996) , attempt to fit data to hypotheses specified by the examiner. For example, if the fMRI experiment consisted of alternate control (C) and experimental (E) tasks performed in 30-to 40-s blocks, this ''boxcar'' design (CECE. . .) can be combined with an estimate of the temporal profile of hemodynamic response resulting from an abrupt change in neural activity to specify a ''reference function.'' The reference function, an estimate of the expected taskrelated changes seen in a voxel, as well as other factors thought to influence the time course of the observed signals at each voxel can be considered regressor variables, G, in a linear regression equation, giving
where X is an n by v row mean-zero data matrix with n being the number of time points in the experiment and v being the total number of voxels in all slices, G is a specified n by p ''design matrix'' containing the time courses of all p factors hypothesized to modulate the BOLD signal (e.g., the trial reference function), ␤ is a p by v matrix of p spatial patterns to be estimated, and ⑀ is a matrix of noise or residual errors typically assumed to be independent, zero-mean, and Gaussian distributed, i.e., N(0, 2 ). Once G is specified, standard regression techniques can be used to provide a least-squares estimate for the parameters in ␤. The statistical significance of these parameters can be considered to constitute spatial maps (Friston, 1996) , one for each row in ␤, which correspond to the time courses specified in the columns of the design matrix. A key component of the GLM is that the residuals are assumed to be Gaussian distributed. This is usually ensured by specifying an appropriate model so that non-Gaussian behavior that may be present in the data is captured in the nonerror terms in Eq. (1). Smoothing in space and possibly time will also tend to render errors more Gaussian by the Central Limit Theorem. However, specifying an accurate statistical model of fMRI data, which may include many components that are highly non-Gaussian, is difficult. Many sources of variability in the fMRI signal, for example, respiratory and cardiac pulsations, may neither have completely random time courses nor be able to be accurately predicted nor easily determined. If these and other features are omitted from the model, they will tend to make error terms less Gaussian, possibly biasing the results of the regressional analysis.
In addition to the requirement that the residuals of the statistical model are Gaussian, a further problem with the GLM is that it is assumed that the forms of the regressors in G are known with infinite precision. This is probably unrealistic when modeling noisy fMRI data. Typically, an experimenter wants to test the hypothesis colloquially described as, ''Which voxels are more or less task related to a significant degree?'' However, when a hypothesis is instantiated into the GLM, the hypothesis actually tested is, ''How significantly do the time courses exactly described in G contribute to a voxel's time course?'' Poorly chosen covariates in G may result in testing a hypothesis that may deviate from the original intention of the examiner. Worsley et al. (1997) have proposed a technique of Multivariate Linear Models that is invariant to linear combinations of the columns of G. However, since typically p 9 n [cf. Eq.
(1)] there is still the problem of ensuring that the n-dimensional time courses of the voxels are accurately modeled by projecting onto the p-dimensional subspace defined by G.
In contrast to hypothesis-driven techniques, datadriven analysis techniques, such as Independent Component Analysis (ICA) (McKeown et al., 1998a,b,c; McKeown and Sejnowski, 1998) , do not rely on strong a priori assumptions of the time courses of activation, but rather attempt to determine the intrinsic structure of the data. ICA attempts to ''unmix'' the measured fMRI signals recorded at all brain voxels into spatially independent patterns or modes, each with an associated time course. Specifically, the technique calculates, via an iterative training process, an unmixing matrix, W, from which the spatially independent components (sICs) can be calculated. Thus,
where X is an n by v row mean-zero data matrix with n being the number of time points in the experiment and v being the total number of voxels, W is an n by n unmixing matrix, and C is an n by v matrix of n sICs. If W is invertible, we may write
The time courses for the components, which, unlike Principal Component Analysis (PCA) (Jackson, 1991) and Singular Value Decomposition (Press et al., 1992) need not be orthogonal, are now specified in the columns of W Ϫ1 . Previous reports have demonstrated that one or more components determined from the intrinsic properties of the data can have time courses that appear task related; the active voxels in these spatial patterns associated with these time courses corresponded well with voxels selected as being task related by standard hypothesis-driven methods (McKeown et al., 1998a,b,c) . Equation (3) considers the data as being composed of spatial modes with individual time courses that sum linearly to make up the original data. In the initial application of ICA to fMRI data, the implementation was noiseless; this implies that inasmuch as the ICA model is an accurate representation of fMRI data (McKeown and Sejnowski, 1998) , the data are completely characterized by the unmixing matrix W and the computed sICs, derived from W [Eq. (2)].
Analyzing fMRI data by exploring the intrinsic properties of the data can be advantageous. No assumptions need to be made with respect to the time courses of the sICs, a property useful for fMRI studies of clinical patient populations with pathological brain conditions or subjects exposed to stimuli, such as pain, which may produce unpredictable time courses of activation (Davis et al., 1997) . Activations that are unanticipated, for example, brain activations that are only transiently task related (TTR), are more likely to be uncovered by exploratory analyses such as ICA.
Nevertheless, there are limitations with purely datadriven approaches. It is difficult to place a purely data-driven technique in a statistical framework to test voxels against a desired hypothesis. The validity of the underlying assumptions of the ICA model, including linear summation of activity from the sICs, may vary across different portions of the data (McKeown and Sejnowski, 1998) , although this may be a feature of all linear models. Also, many ICA implementations have mild implicit assumptions as to the relative number of activated voxels detected in spatial components (Bell and Sejnowski, 1995; Lee et al., 1998) [i.e., the probability distributions of each row in C in Eqs. (1) and (2)], which may be difficult to determine beforehand. When the true number of task-related, or activated, voxels in the fMRI data is poorly matched to the distribution implicit in the ICA algorithm, or the data are corrupted by purely Gaussian noise which cannot be separated by the ICA algorithm (Bell and Sejnowski, 1995) , the analysis may accommodate this situation by fragmenting the task-related activity into several sICs, each with highly correlated time courses (McKeown et al., 1998a,b,c) .
A Hybrid Approach
Between these two extremes of strictly data-driven or hypothesis-driven approaches, there is a role for a combined approach that takes advantage of both types of methods; data-driven techniques may be used to accurately characterize the data, and hypothesisdriven methods may be used to guide the analysis to testing questions of interest to the examiner (McKeown et al., 1998b,c) . In this report, we propose a hybrid approach which utilizes the power of ICA to provide a data-derived set of regressors, which are then entered into a conventional linear model for statistical inference. This natural basis set includes TTR responses that have a form that would be difficult to predict in advance and a series of artifactual components or confounds which would be impossible to prespecify using a conventional multilinear regression analysis. In brief, the approach consists of dividing the possibly collinear time courses of the sICs into two sets of regressors. One set is taken to represent confounds and are entered as such into the general linear model. The other set is taken to define a subspace that is assumed to contain the evoked response of interest. These assumed task-related regressors are combined into a single data-derived reference function by projecting the conventional stimulus function (e.g., a boxcar) onto the space define by these task-related components. This approach allows the user to specify the form of evoked response about which an inference is to be made but ensures that this reference function lies in some natural subspace that is defined by the data themselves (i.e., by ICA).
The development of a hybrid method can be initiated by comparing Eqs. (1) and (3). Starting with Eq. (3) and performing the initial simple notation substitutions, W Ϫ1 = G and C = ␤, we have
which is equivalent to Eq. (1) without the Gaussian error term. Note, however, that when regression equation is used [Eq.
(1)], the design matrix G is specified by the examiner, while in Eq. (4) the matrix G is calculated from the data with the ICA algorithm, and now ␤ is not estimated but is determined by Eq. (2). There is no meaningful interpretation to the order of the columns in G; they can be permuted in any manner. If we have some prior information as to the approximate time course of the experiment, for example, a reference function, R, we can order the columns of the design matrix G so that
where G i is the ith column of the design matrix G, R is the hypothesized reference function for the fMRI experiment, and corr() refers to the second-order Pearson rank correlation. Henceforth we will assume that the columns of the design matrix have been permuted in this way.
Previously, we mentioned that when there is a mismatch between the number of relatively activated voxels in the data and the distributions implicit in the ICA algorithm, the algorithm may fragment this broad area of activation into several sICs, with similar time courses. It is desirable therefore to attempt to reconstitute the complete task-related activity from these components. The critical thing here, which we will develop more formally below, is that we can consider a whole series of bipartitions of the independent components G, where the first k components are taken to constitute task-related activity and the remaining components represent the confounds. Because the taskrelated components may be distributed over a number of the first columns of G there is an implicit optimum partitioning, which segregates task-related components from confounds. If we chose k to be too small then the estimated activation would be biased because other, highly correlated task-related components will be assigned to the confounds. On the other hand, if we chose k to be too large, we would render our analysis less sensitive because important confounds would no longer be included in the regression model. Later we will show that there is a principled way in which to find a reasonable value for k using a metric based on the Predicted Sum of Squares (PRESS) statistic.
Since Eqs. (2) and (3) are based on a noiseless model, there is no residual error. The absence of any error term precludes any statistical inference that the particular independent components observed could, or could not, have arisen by chance. In order to transfer the model provided by ICA [Eq. (4)] into a general linear model [Eq. (1)] it is necessary to ''create'' degrees of freedom in order to estimate the error and therefore estimate the standard errors of the coefficients in either model. One option to create extra degrees of freedom would be to simply discount a number of independent components from the model possibly using standard F-tests. This is potentially attractive, since in regression models, adding too many regressors may make the analysis less sensitive (Myers, 1986) . In fact, we have observed (unpublished observations) that very small ICA components become more Gaussian, and therefore their elimi-nation may be reasonably accommodated by a Gaussian noise model. However, discarding important artifactual components contributing non-Gaussian features to the data would lead to an improperly specified model. Another option to create degrees of freedom is to combine all apparently task-related regressors into a single consistently task-related regressor. The beauty of this approach is that it reduces collinearity among the task-related explanatory variables, thereby minimizing the problem of bias in the regression; retains important confounds identified in a purely data-led fashion; and, finally, frees up more degrees of freedom for ensuring statistical inference.
Specifically, we can merge components that appear task related. To combine k components, we partition the design matrix into k and n Ϫ k columns,
and create a design matrix incorporating task-related activation and confounds,
where R* k is obtained by projecting the hypothesized reference function on the subspace spanned by G k (see Methods), and G k r is now a n by (n Ϫ k) ϩ 1 matrix. By sequentially increasing the number of components that are required to explain the assumed taskrelated activation and possibly eliminating small Gaussian-like components in G nϪk , one can move gracefully from a completely data-led approach through to a conventional multiple linear regression. In the limiting case that all components except the single consistently task-related ICA component are considered confounds, there are no degrees of freedom left for inference and the analysis reduces to a completely data-led approach (i.e., ICA). As one decreases the number of components contributing to the confounds (i.e., increase k), more degrees of freedom become available for estimating the error variance, and inference about the single taskrelated regressor becomes possible. In the limiting case that all the ICA components are combined to form the reference function, we end up with a standard linear regression analysis in which the reference function is completely specified by its projection onto the whole basis set and the degrees of freedom of the analysis become as large as possible.
Each time k-presumed task-related components are combined, a new statistical model of the data emerges. A useful criterion to select the best model from a series of models is to examine not only a given model's fit of the raw data, but also to assess its ability to predict new data. A practical way to do this is to examine the PRESS statistic (Myers, 1986) . Consider what would happen if we removed the first time point of the data and, based on the remaining (n Ϫ 1) time points, estimated the coefficients in a regression model. The residual between the model's prediction and the actual observation at the first time point is noted, and then the first time point is replaced, and the second time point is removed and the residuals between the actual observation and the predicted value are recalculated. This process is then repeated for all time points and all voxels. Thus at each voxel, we will have n such residuals, corresponding to n time points. The sum of the squares of these n residuals is the PRESS statistic for that voxel. This method ensures that the same data are not used simultaneously for fitting of the coefficients and model assessment and can be computed relatively efficiently, without having to perform n separate regressions (see Methods).
Statistical Significance of Activation
After specification of a suitable design matrix, G k r , the significance of the jth voxel of ␤ 1 [cf. Eq. (1)] can be estimated with standard regression techniques (Friston, 1996) . Thus for the jth voxel after combining k components the t statistic (Friston et al., 1991) , we can compute
where ␤ 1, j is the 1,j element of the matrix ␤, i.e., the task-related regression coefficient representing the jth voxel; ␥ 1,1 is the 1,1 element of the matrix (G T G) Ϫ1 with G being the design matrix; and the variance is estimated from the residuals, i.e., taking the jth diagonal of the deficient-rank matrix, (X Ϫ G␤) T (X Ϫ G␤), and dividing by the degrees of freedom, k ϩ 1. In the following report we explore the effects of combining varying numbers of components when applied to four data sets that have varying degrees of mismatch between the assumed reference function and the underlying data. We show that a metric based on PRESS statistics can be used to estimate the optimum number of components to combine and this number is related to the amount the reference function is misspecified in the context of the data. These four data sets were chosen to explicitly show the utility of a hybrid approach. By using an appropriate model selection, in this instance the number of components k that contribute to the data-derived reference function, one can let the data tell us whether a data-led or a hypothesis-led approach is more appropriate. In the first example the best value for k will be shown to be 1, vindicating the use of a straightforward ICA, and the selection of the independent component most correlated with the ex-pected response profile as a proper characterization of the response. In the second data set analyzed, taskrelated activity occupied several independent components rendering the best value of k intermediate between 1 and the length of the time series. In the final two data sets we deliberately used a hypothesized reference function that had no relation to the underlying activity. In this instance there was no clear bipartition of task-related and confound subspaces, and so all components were combined, defaulting to the General Linear Model, without any confounds.
METHODS
Four data sets were used to examine the analysis. The first set was of a normal subject performing a Stroop color-naming task consisting of five 40-s control blocks alternating with four 40-s experimental task blocks, whose results have been reported elsewhere (McKeown et al., 1998a) . The data consisted of 10 slices (5 mm thick, 1 mm interslice gap) of axial images collected in cyclic order every 2.5 s for a total of 141 volumes. The data were not registered to correct for head movement. An arbitrary threshold for the mean value of the time series of each voxel was selected so that voxels below this threshold were almost exclusively outside the head. Voxels whose mean values were below this threshold were eliminated from further analysis.
The second data set was a subset of data provided by Dr. J. Townsend of a subject performing a spatial attentional task. In these data, the subject was asked to perform a visual attention task and the trial consisted of eight alternating ''task-on'' and ''task-off'' 40-s blocks. A full description of the paradigm, as well as other control tasks performed, is given elsewhere (Townsend et al., 1996) . A set of five coronal slices was collected in alternate order every 2.5 s for a total of 130 volumes. The data were registered to correct for head movement using Cox's IMREG program (Cox, 1996) . The first two data sets were spatially smoothed with a 6-mm fullwidth half-maximum Gaussian kernel.
A third data set was created from the first by randomly permuting, without duplication, the time points for each voxel. Different permutations were used for each voxel. The fourth data set was derived using Eq. (1). The parameters ␤ were created by initially selecting elements of a 25 ϫ 10 4 matrix from a meanzero, unit variance Gaussian distribution, i.e., N(0,1), and then squaring the magnitude of each element, but keeping the sign. The design matrix G was created by filling a 50 ϫ 25 matrix with elements sampled from N(0,1), and the noise ⑀ was a 50 ϫ 10 4 matrix whose random elements were sampled from N(0,5).
Prior to ICA analysis, the first three data sets were first reduced in dimension using PCA (McKeown et al., 1998a) . In order to explain Ͼ99% of the variance, the first 75 eigenvectors were used for data sets 1 and 2, and 120 eigenvectors for data set 3. For the first and second data sets a reference function was constructed by convolving a square wave matching the time course of the experimental/control task blocks with a crude approximation of the BOLD impulse response function, a rectangular function of 7.5 s duration (McKeown et al., 1998b,c) . For the third data set, the reference function from the first data set was used. The hypothesized reference function for the final data set was a standard boxcar consisting of alternate control and experimental blocks, each with eight time points.
The ICA algorithm was applied separately to the four data sets using previously described methods (McKeown et al., 1998a,b,c; McKeown and Sejnowski, 1998) . Analysis was performed using matrix code implemented in MATLAB 5.2 (Mathworks, Inc).
After the weight matrix was calculated with ICA, a least-squares estimate of s, a projection of the reference function, R, onto the subspace defined by the first k assumed task-related components (G k ) was performed to produce a ''data-derived'' reference function, R* k ,
where
and s is a k by 1 column vector and R is an ndimensional column vector corresponding to the (mean zero, unit length) reference function for the experiment. Since confounds which contribute little variance make the regression analysis less sensitive (Myers, 1986) some regressors in the confound subspace [G nϪk in Eqs. (6) and (7)] were eliminated. Since we observed that the smaller ICA components tended to be more Gaussian, these were assumed to be accurately modeled with the Gaussian noise model. The variance of each non-taskrelated parameter derived from the design matrix G k r was determined and then sorted. The largest non-taskrelated parameters that explained Ͼ90% of the total variance were then retained for the rest of the analysis.
The value of k was varied from 1, corresponding to a wholly data-derived approach, to n, which corresponded to a wholly hypothesis-based approach. To compare models after the k component had been combined, we used the metric
( 1 1 ) where ⌫ k is the metric after k components have been combined; C k is the correlation (ranging from 0 to 1) between the data-derived reference function, R* k [cf. Eq. (10)], and the hypothesized reference function, R; and P is the weighted mean PRESS score (see below). The (2 Ϫ C k ) term is used to penalize models in which R* k deviate too much from R. For all calculations, was set at 1.0. Since we are particularly interested in the model fitting and predicting well in voxels that appear to be task-related, the absolute PRESS score (Myers, 1986) was calculated only for those voxels for which ␤ 1,j Ͼ 0. The absolute PRESS score from these voxels was weighted by its parameter value for the task-related waveform. Thus,
where the indices p and q run over all voxels for which ␤ 1,j Ͼ 0, e i j is a residual of the complete model at the ith time point and the jth voxel, i.e., (X Ϫ G␤) ij and h ii is the ith diagonal of the HAT matrix (Myers, 1986) , i.e.,
where G i is the ith row of the design matrix. A plot of the metric ⌫ k as a function of the number of components combined, k, was created for each data set.
RESULTS
Convergence of the ICA algorithm for each trial took approximately 1-4 min on a Pentium II Windows NT machine running at 400 MHz. Combining all components and calculating the PRESS statistics took an additional approximately 1.5-6 min.
For the first trial, the minimum of the metric was when no components were combined (Fig. 1a) and then increased irregularly, reaching a maximum when all components were combined. The data-derived reference function was therefore the time course of the consistently task-related component (Fig. 1a, inset) .
For the second data set, the metric initially declined, reaching a minimum after 15 components were combined, and then monotonically increased as further components were combined. The task-related reference function followed closely the specified reference function (Fig. 1b, inset) .
After the time courses of each voxel were permuted to create the third data set, the metric decreased until all components were combined (Fig. 1c) . The data-derived reference function in this instance was the specified reference function, as all available degrees of freedom were required to fit the reference function. Since the first and third data sets were identical from a regression standpoint except for how well the hypothesized reference function matched the data, the metric values could be directly compared. Note that the metric values were considerably worse (higher) for the third data set compared to the first (Figs. 1a and 1c) .
The fourth (noise) data set demonstrated an abrupt reduction in the metric after a few components, and then slowly decreased as more and more components were combined (Fig. 1d) .
To see if using the space spanned by ICA confounds facilitated modeling aspects of the data which were non-Gaussian, we first took the design matrix from the second data set which corresponded to the lowest metric, i.e., G 15 r , and estimated the normality of the part of the data estimated by the confounds. Using Dallal's test for normality (Dallal and Wilkinson, 1986 ) the part of the data modeled by the confounds was much more likely to significantly deviate from a Gaussian than the residuals of the overall model (Fig. 2) .
To determine the effects of combining components on the spatial distribution of significant activation, we examined the activation patterns of the second data set after no components were combined, compared to when 15 components were combined (corresponding to the metric minimum- Fig. 3 ). The combination of components resulted in bilateral parietal activation compared to unilateral activation with no components combined (Fig. 3) .
DISCUSSION
Defining an accurate statistical model of fMRI data is difficult, because many features in the data are complex and difficult to specify explicitly. Since task-related activity may explain a relatively small portion of the variance of the raw signal, including suitable confounds is therefore critical for inferring significant task-related activity. Omitting or misspecification of appropriate confounds can in fact completely alter the interpretation of task-related activity at a given voxel (Aguirre et al., 1998) . In the Hybrid Independent Component Analysis (HYBICA) technique described here, the time courses of the data-derived sICs from an ICA analysis of the fMRI data were used to create suitable confounds.
We chose four data sets that had differing degrees of mismatch between the features in the data and the hypothesized reference function. When the hypothesized function accurately matched the data (Fig. 1a) the minimum metric was when no components were combined. This suggested that combining components did not result in any improvement over the original ICA analysis in fitting the hypothesized reference function.
The second data set provided an example of where
FIG. 1.
Computed metric from the four data sets. (a) First data set. As the number of components combined increased, the metric increased irregularly, reaching a maximum after all components had been combined. The data-derived reference function (solid line, inset) was therefore the ICA component that most closely matched the theoretical reference function (dotted line, inset). (b) Second data set. The lowest metric score corresponded to combining 15 components. The lower inset is also a graph of the same metric, but with different axes to better demonstrate the minimum. The data-derived reference function (solid line, upper inset) fairly closely matched the theoretical reference function (dotted line, upper inset). (c) A data set in which there was severe mismatch between the specified reference function and the underlying data resulted in a metric that decreased monotonically. The data-derived reference function corresponding to the lowest metric was therefore the same as the theoretical reference function (inset). Note that the metric after combining all components was still higher than with the native data set (see a). (d) Noise data set (fourth). The metric decreased sharply after combining 5 components, but the minimum was again after all components had been combined. apparently task-related activity had been fragmented into two or more components (Figs. 1b and 3) . The consistently task-related component for this data set demonstrated unilateral parietal activation (Fig. 3,  top) . Combining 15 components, corresponding to the metric minimum, resulted in bilateral parietal activation (Fig. 3, bottom) , suggesting that these homologous regions had similar (because they were combined into one hybrid task-related component) but not identical time courses (because they were not separated into the same independent component). The last two data sets were deliberately chosen to have no relationship to the hypothesized reference function. In these cases, so many degrees of freedom were required to fit the
FIG. 1-Continued
hypothesized reference function that no data-derived covariates remained. The number of components combined, k, is therefore a qualitative estimate of the degree of mismatch between the hypothesized reference function and the actual features of the data.
Using data-derived statistics as potential covariates can potentially be dangerous. Consider that in a linear regression model, the total variance in the data recorded from a given voxel can be subdivided into two parts:
Total variance ϭ variance explained by regression model ϩ variance unexplained by model (noise).
A statistic (for example, a principal component) that tries to summarize the raw data will tend to fit the ''noise'' as well as the ''signal.'' Including this computed statistic as a covariate and thus placing it completely in the ''variance explained by the model'' term above will therefore tend to underestimate the true noise. Such a model may fit the data well, but it will not predict well, as the model inappropriately allocates the deterministic and stochastic features of the data. Since the statistical significance of task-related activity at a voxel is based on the ratio of the regression parameter to the residual noise [cf. Eq. (8)], an underestimate of the noise will result in an inflated false positive rate. We attempted to circumvent this concern by (1) using components derived from a method (ICA) that does not try to summarize the data per se, but rather unmix it, and (2) finding the minimum of a metric based on diagnostic PRESS scores, which selects a model based on its ability to predict new data. When there was a severe mismatch between the hypothesized reference function and the data (data sets 3 and 4), the optimum design matrix consisted solely of the hypothesized reference function. The false positive rate was therefore not artificially inflated with the HYBICA technique since in these cases it defaulted to the GLM without any confounds.
Deviation from a strictly data-driven technique in order to fit a hypothesis comes at a price. An essential component of any fMRI analysis technique is ultimately an estimate of the unknown full function of task-related activation, A(t, s), which generally varies as a function of both time (t) and space (s). ICA tackles this problem by dividing up task-related activity into consistently task related and transiently task-related components whose contributions add to an estimate of A(t, s). The hybrid and GLM methods, by considering task-related activity to be modeled as one static image and one task-related time course, will inevitably miss some of the subtle transient changes caused by novelty or habituation. This is an inevitable consequence of wanting to test a hypothesis that is based on activation throughout the trial.
In this paper we have used the simplest possible form of the GLM, which assumes that voxels are independent, ignoring spatial and temporal autocorrelation effects. Zarahn et al. have demonstrated that substantial temporal autocorrelation, which appears intrinsic to fMRI signals, can alter the validity of the standard GLM statistical approach (Zarahn et al., 1997) . Specifically, because GLM assumes that each time point is independent, the temporal autocorrelation can result in spurious false positives in null data sets, i.e., when the subject is not performing a structured behavioral paradigm. Including covariates that account for global signal changes may ameliorate this problem (Zarahn et al., 1997) . Assuming time points to be independent in a statistical model has its advantages, however; fMRI experiments often consist of multiple interleaved tasks, and it is desirable for an analytical technique to have the ability to splice different sections of the experiment together. An indirect way to determine the possible deleterious effects of temporal autocorrelation is to systematically remove each time point and determine how the predictability of the model is affected. In fact this is what the PRESS statistic, upon which we based our metric to compare models, tests for (Myers, 1986) . By considering models with low PRESS scores, we in effect found models that best compensate for the possible effects of temporal autocorrelation on the regression estimates. Incorporating spatial coherence into a hybrid framework will be the topic of another report.
We note that it is feasible to test many different hypotheses on the same data set. For example, in a block experiment in which there are three tasks (e.g., A,B,C,A,B,C. . .) it may be desired to contrast A vs B as well as B vs C. Since the method is robust to the presence of temporal autocorrelations in the data, different time points of the data matrix can be considered independent and even ignored to form sub-data sets, (ABAB. . .) and (CBCBCB. . .). The HYBICA technique applied to these two sub-data sets, using the same hypothesized reference function (1010. . .), will provide the different contrasts desired. By eliminating time points or using different hypothesized reference functions, a variety of hypotheses can be flexibly tested using the described framework.
In summary, we have proposed a hybrid fMRI analysis method, which is a first step toward a balance between a strictly data-derived approach and a strictly hypothesis-based approach. It robustly estimates the ''true,'' data-derived reference function and provides an estimation of other covariates necessary to model nonGaussian aspects of the data.
