Self-organizing particle systems ("swarms") consist of numerous autonomous, reflexive agents ("particles") whose collective movements through space are determined primarily by local influences. Such systems have been traditionally used to simulate groups of animals and other biological phenomena. The simple nature of these systems limits their applications in other areas. We believe that by extending these systems and combining them with a top-down approach, they can be transformed into a general problem-solving technique. In this work we present an agent architecture derived of the aforementioned particles by adding goal-directed control mechanisms that allow them to switch between multiple dynamics according to different situations and to keep and propagate information relevant to solving a problem. Simulations of two different tasks related to search for and transportation of objects show that agents are able to not only effectively solve the assigned problems, but that they do so in a more efficient manner than similar but independently moving agents. Further, collectively moving agents display coordination emerging purely from their local interactions and use this cooperation as a clear advantage while solving a problem as a team. These results show that the self-organizing behavior of particle systems can be extended to support problem solving in various areas as coordinated robotic teams.
Introduction
Recent work creating computational models of coordinated movements by collections of locally interacting individuals includes, for example, models of bird flocks [13, 14] , fish schools [6, 19] , social insect swarms [2] , and self-assembling molecules [4] . All of these systems consist of numerous autonomous "particles" (birds, ants, vehicles, etc.) whose movements through space are governed by primarily local "forces" exerted on them by other nearby particles or the environment. Methodologically-related approaches such as particle swarms [8] , cultural algorithms [3] , and bacterial chemotaxis algorithms [11] have generalized this idea to abstract, n-dimensional "cognitive spaces". Here we will refer to all of these past models as self-organizing particle systems.
Typically, these systems consist of mainly reactive particles whose behavior is completely determined by reflexive movement dynamics. Interactions between these particles result in remarkably complex global behavior which emerges from the joint actions and relatively simple behaviors of the individual particles, thus exhibiting selforganization. These properties have led to applications in computer graphics [13, 14] , multi-robot team control [1, 5, 12, 20, 21] , and numerical optimization [8] . The simplicity of the particles makes their use difficult for tasks other than the simulation of movement patterns. However it has been proposed in a few studies that it is possible to extend the paradigm towards autonomous problem solving, for example using multi-robot teams for pushing objects [9] or foraging [7] or more general tasks as the Robocup competitions [20] .
The ultimate goal of our research is to extend particle systems to act as more general problem-solving entities that not only move in a coordinated fashion, but also collectively set goals and make decisions, thereby forming a self-organizing collective intelligence [16, 22] . By this term we mean a self-organizing particle system where the individual particles are no longer mindless, but have at least a limited goal-driven intelligence and decision making ability. To achieve this, the low-level movement dynamics used in past particle systems is complemented by a top-down, goal-driven control mechanism capable of simple inferences and of autonomously switching between different formulations of its movement dynamics. Since such enhanced particles have simple inference abilities that influence their movements, we will also refer to them as agents 2 that form a team.
As a step towards the construction of this enhanced particles/agents, we combined a finite state machine (FSM) control process that selects goals and switches between alternate movement dynamics. The capabilities of these agents were studied in experiments that involved solving two independent tasks. With the first task, a searchand-retrieve problem, we show that the proposed approach is effective as a problem solving technique, although the task itself is relatively simple. With the second task, a collective transport problem, we use a more challenging scenario that demonstrates the potential of our approach to solve harder problems.
Given the self-organizing and interactive nature of our extended particle systems, measuring the impact of design choices for individual agents on the performance of the system as a whole poses a particularly difficult problem since the contribution of the individual components to global behavior cannot be easily determined. We successfully addressed this problem by systematically varying specific agent features and comparing the results through a series of competitions between different agent teams.
Methods
The model of collective movements described in this work was applied to two different tasks, search-and-retrieve and collective transport, which require cooperation among agents. These are tasks described in Sections 2.1 and 2.2
Search-And-Retrieve
As a first test of the benefits of collective rather than individual problem-solving, we used a resource collection task. A team of homogeneous agents is initially deployed at a random location inside a 2D world with periodic boundary conditions (see Figure   1 ). In this world, units of some resource that we call minerals (but which could also represent any other valuable material) are located randomly. A few areas are heavily dense in mineral, thus serving as "deposits", while the rest of the minerals are scattered throughout the world. The task of the agents is to collect the minerals and deposit them in a designated "home" location. The success of a team is measured in terms of the amount of minerals accumulated at its home over time, which advances in small discrete steps. Other teams may be present in the world, and members of one team can potentially hinder rival teams by different means, such as blocking them (agents are not allowed to collide with others), or even stealing from their home.
Agents have a two layer architecture. The bottom level layer (local information plus movement dynamics) controls the reactive behavior of the agent, making instantaneous decisions about the actions to be performed. It takes input solely from the local environment at a given instant, and outputs a corresponding action based on the immediate goals of the agent and current (local) state of the environment; this is similar to what has been done in past particle systems. The top layer, not found in past particle systems, consists of a very limited memory and a finite state machine (FSM) that directs agent behavior in a top-down fashion, modifying the movement dynamics used over time. For example, if the FSM decides that it is time for the agent to go home, it will switch to the state carrying and provide the bottom layer with the target location of its home location. The bottom layer will then determine at each step the steering actions needed to properly navigate from the current location to the home. Since the bottom layer is mostly reactive it can temporarily override the long term goal of going home for a more pressing need, such as avoiding a competing agent or obstacle.
Other agents and objects in the world are visible to each agent as long as they are within its local neighborhood. The neighborhood of an agent is defined as a circular segment of radius r and angle α in front of the agent. An agent senses the relative position, orientation and current velocity of every object in its neighborhood, in addition to its own current position. Although agents from the same team are homogeneous and interchangeable, they are able to distinguish between members of their own team and other agents. Agents may also know the state of members of their own team in their neighborhood. Agents are able to pick up, carry and put down a single resource at a time.
At any time, each agent is in one of several possible mutually exclusive states. For example, an agent could be searching for minerals or carrying minerals home. These states and the transitions between them are represented with a finite state machine (FSM). The agent's current state determines which set of parameters for the low-level reactive controller currently drives its movements and behavior. Figure 2 shows the 4 FSM employed in the experiments reported here and the corresponding movement behaviors associated with each state. Agents are initially in an idle state. Once they receive a "start signal", they begin searching for resources. When they find some, they choose between picking up the minerals or guarding the deposit from other teams, depending on whether a group of guarders is already formed. When an agent detects five or more agents guarding in its neighborhood, it decides the deposit is already guarded. Agents recognize a deposit when they detect a certain amount of minerals in their local neighborhood. This implies that homes of other teams are interpreted as deposits given that they have accumulated enough minerals. If the agent succeeds in picking up a unit of mineral, then it starts carrying the minerals home. After arriving home with a unit of mineral and depositing it, if the home is unprotected agents go to guarding to protect it, otherwise they return to the last deposit they were exploiting (returning to deposit). If the flock arrives at its (unprotected) home, the first five agents will become guarders and the rest will return to the deposit. When an agent is guarding, it will remain so unless all of the mineral in its neighborhood is taken away (the deposit is exhausted), in which case the agent returns to searching. When agents are returning to deposit, it could happen that the deposit is already exhausted, in which case the agent goes into searching for another deposit, otherwise it tries picking up more minerals.
Agents have a very simple memory that allows them to recall the location of the deposits that the agent has found and the location of the home of the agent. The precise current goal of the agent is thus represented as a combination of the current state and the contents of this memory. For example, the state could determine that the agent is going back to a deposit to exploit it, while the memory determines which deposit the agent is to exploit.
The low level movement dynamics that guide the agent through the environment are inspired by earlier work [13, 14] Seven individual influences act on each agent and are computed based on the position and velocity of neighboring agents. For instance, a cohesion velocity v cohesion tends to move the agent toward the center of the flock and is computed as
where p is the current position of the agent, p n is the average position of its neighbors and v max the maximum speed of the agent. The direction of this velocity is directly toward the center p n of the agents in its neighborhood, while its magnitude is a fraction of the maximum velocity that increases quadratically with the distance from that center. The remaining six velocities are explained in more detail in [16] . An alignment velocity tends to move the agent in the same direction that its neighbors are moving.
An avoidance velocity tends to move the agent away from other agents. A separation velocity tends to move the agent away from neighbors by steering away from the center of the flock. A seeking velocity influences an agent to move toward an observed unit of mineral. A clearance velocity influences an agent to steer toward the side when there is an agent in front of it and tends to align a group of agents side by side. By prioritizing and weighting each of the seven velocity components differently, four different movement behaviors are implemented. Full details are given in [16] . Briefly, spreading agents tend to form a flock slightly similar to the broad, V-shaped formations that migratory birds adopt (Figure 3a ). This formation is ideal for searching for deposits, since upon seeing a deposit, an agent will tend to "pull" the rest of the flock to it via local interactions ( Figure 4 ). Seeking agents go after a target, for example a unit of mineral, while avoiding obstacles and other agents (Figure 3b ). Caravaning agents move in a pattern similar to spreading agents, but they are homing on a particular point in space (e.g., a previously visited deposit) and thus have a narrower front (Figure 3c ). and one team for every type of agent (described below). During each run, 12 deposits were randomly located and independently created, each deposit consisting of 80 units of minerals. These parameters were chosen so that it is valuable for a team to go back to a deposit repeatedly. Also, the number of deposits and size of the world make it easy for agents to find the deposits (and other agents' home), but still force agents to compete for the resource (minerals). Teams' homes were also independently located at random in each run and agents were initially randomly positioned. In each run, the simulation lasted 40,000 time-steps (iterations), which was adequate for the average amount of mineral in teams' home to converge to some value.
Multiple teams of agents were often used in an experimental run, with each team being of a different type. Which teams were involved could vary from experiment to experiment. The six different types are:
• Full-guarding flock. Collectively moving agents which guard home and any deposits that they find.
• Home-guarding flock. These agents will not guard a deposit, but will still guard their own home.
• Non-guarding flock. These agents are the same as above except they do not have a guarding state.
• Full-guarding, home-guarding and non-guarding independent teams. These three types of agents correspond respectively to the three types of flocking agents above, but do not undertake collective movements; they move independently. They search through random wandering and see other agents only as obstacles to be avoided.
Results
In the first experiment, a team is present in the world without any other competing teams. The experiment was repeated for each team. Figure 5 shows the amount of minerals collected over time, averaged over 20 runs. After 20,000 iterations most teams have succeeded in collecting almost all of the minerals available in the world, with the exception of the full-guarding teams that are still slowly collecting resources. This is due to the fact that after the full-guarding teams split off members to guard every deposit found, not enough agents remain to collect the minerals rapidly. The non-guarding flocking team seems to be the fastest in collecting minerals, which is consistent with the fact that all team members are actively searching for and collecting minerals, and that in the absence of other teams, guarding mineral deposits has no value. In this world where agent teams do not need to compete with other teams, there is no clear difference between the other four teams.
In the second experiment, all six types of agents (one team per type) are present simultaneously in the same simulation. The number of agents per team was decreased to 30 to avoid overcrowding. Figure 6 shows the amount of minerals in each teams' home over time, averaged over 20 runs. Most striking is that the home-guarding, flocking team's collected resources increase monotonically, with this team clearly outperforming all others. Early in simulations (during the first 5,000 iterations), both this and the non-guarding flocking team collect minerals faster than any other team. After the first few thousand iterations, the explored area of each team is wide enough for teams to find each others' homes. Accordingly, the amount of minerals decreases in subsequent iterations for most teams, especially the non-flocking teams. The differences in the mean amount of collected minerals by each team after 40,000 iterations over 20 runs are statistically significant at the level of 95% according to a two-way ANOVA, both in sociality (flocking vs independent) and guarding strategy (full-guarding, home-only and none). These data suggest two main hypotheses. First, teams of collectively moving agents are more effective at this task than corresponding teams of independently moving agents. With collectively moving agents, whenever a deposit was discovered by an agent, numerous other agents were immediately nearby and thus pulled in by local inter-agent influences to help collect the discovered minerals (e.g., see Figure   4 ). Second, for both collectively and independently moving agent teams, agents that guarded only their home did better than non-guarding agents, who in turn did better than full-guarding agents. Presumably allocating agents to guard resources, especially multiple deposits, has a large cost: it removes these agents from collecting minerals, and this loss is not adequately compensated for by any protective influences they exert through their blocking actions.
The impact of collective versus independent movements on agent teams can be clarified by varying just that factor between two competing teams. 
Collective Transport
To further study the properties and applications of problem-solving involving collective, flocking-like movements controlled by a FSM, we examined the effectiveness of the architecture described in Section 2.1 when applied to a problem of collective transport.
In this problem, as in the search-and-retrieve task, agents need to collect a particular material and deposit it in predetermined locations, but this time the units of the product to be collected must be pushed or pulled simultaneously by more than one agent in order to move. Additionally, there are multiple destinations where the product might be taken, forcing the agents to choose a destination for every unit of product in a way that will distribute the product equally among the destinations.
Agents move in a 2D continuous world as described before, where different obstacles (walls) have been laid out as shown in Figure 9 . As opposed to the world used for the experiments in the search-and-retrieve task, there are no longer periodic boundary conditions but instead a set of walls that encloses the world. The points labeled 'D' are the fixed destination points where agents are to deposit transported product, while the points labeled 'S' are the fixed sources. Sources generate a unit of product at regular intervals and deposit them in a random location inside their local neighborhood.
Thus, an infinite supply of product is available for the agents. However, sources are prevented from producing any product until the previous one has not been picked up, thus avoiding accumulating piles of product around the sources.
The product is represented as elongated, rod-shaped pieces. These pieces or units of material present resistance to movement which could be thought of as friction with the surface of the world. Since this resistance is set to be greater than the maximum force a single agent can apply, multiple agents are necessary to cause movement of the product.
Agents follow the same general hierarchical architecture described in the past section. A simple memory and a FSM controls the high-level decisions of the agents while a basic set of reactive behaviors are associated with every state. A schema of the memory of an agent is shown in Figure 10 . This memory works basically as a table, with the positions of the destinations preloaded in the rows of the table at the beginning of the simulation. Along with the position of a destination, agents store (individually) the amount of product present in a given destination and a timestamp of the moment when the information was collected. This timestamp is used as a measure of the accuracy of the information, with the most recent information being considered more accurate. Agents acquire this information by directly counting the amount of product in the neighborhood when they visit the destination, or by exchanging memories with neighboring agents. When exchanging memories, the more accurate memories are preserved on a row by row basis, including their timestamps, and adopted by other nearby agents. This information is used to select a destination for the product, by following the simple strategy of choosing the destination with the lowest amount of product.
This way, agents try to maintain a roughly equal amount of product at all destinations by delivering to the destination most in need first.
The FSM controlling the agents is shown in Figure 11 . Agents start in the Searching Object state after receiving the start signal, in this state they implement a semi-broad searching pattern. The reduction of the front of the flock of agents is necessary to prevent the flock from splitting when passing around obstacles. After seeing a product (which is not already in a deposit), agents turn to the Zeroing In Object state. In this state agents try to reach within a distance of 0.01 of the size of the agent. Note that the product might be moving due to the action of other agents. If the agent looses sight of the product, it will give up and go back to the Searching Object state. It will also give up if it perceives a high number of agents already carrying the product. If, on the contrary, the agent catches up with the product, it will choose a destination, which will be the destination with the lowest level of product (according to the information available) in case the agent is the only one carrying the product, or the destinations to which other agents are already taking the object. This simple strategy alleviates the problem of agents pulling the same object in different directions as will be discussed below. After this the agent will try to actually attach to or pick up the object. Since the product may be moving, the agent could fail, in which case it will go back to Searching Object, otherwise it will try to move the object to the chosen destination.
When the product does not move, the agent will retry for a short time to move the object. This time is usually long enough to allow other agents to join the effort or to gradually change the direction they are pulling. However, if the problem persists, for example if the product has hit an obstacle or agents are pulling in different directions, the agent will drop the product and move away from it.
When an agent detaches from an object, depending on the relative position of the product to the agent, often the cohesion behavior pulling the agent towards the other agents carrying the product will make the former go back to the product. This results in agents reallocating along the product when it has stopped moving, which sometimes allows the product to escape from a stalled state by redirecting the forces applied to it. This strategy has been observed in ants when recovering from deadlocks and stagnation during the cooperative transport of large preys [10, 17, 18] . Once the agent reaches the selected destination, it drops the product and returns to searching for new product. However, given the length of a piece of product, part of this one could reach the destination, and the agents grabbing at that part will drop it, while the agents at the other end will still try to move it. In order to prevent this, agents will also drop the product if they perceive that neighboring agents have reached the destination.
Alignment and allocation of agents while moving an object
The collective transport problem as described above presents several opportunities to model collective behaviors, including movements. While transporting the product, agents not only need to agree on the destination, they also have to agree on the path to it. Since they are located at different positions around the object, they might perceive obstacles differently, and therefore pull in different directions. Although it may seem trivial to solve this problem by forcing alignment (same direction) in all agents in the neighborhood, we found that there are actual advantages to not doing so. For example, Figure 12 shows a situation that simultaneously exemplifies the importance of the allocation of the agents along the object and the contribution of pulling in different directions. The first row shows five agents distributed about equally along the product while pulling it around an obstacle. After (b), the agents on front of the object have cleared the obstacle and start pulling towards the target destination (hollow circle); however the agents in the rear keep pushing forward (parallel to the obstacle and away from the destination) as they have not completely cleared the obstacle, causing the object to rotate. This results in the product moving in a diagonal line to the right and downwards (c), while slowly turning the corner. The second row shows a case when all agents have positioned themselves close to the front of the product. Since they are so close they will perceive the obstacle in the same way and move simultaneously in the same direction. After all of them have cleared the obstacle (f), they will start moving directly towards the target, even though part of the product is still behind the wall. When all agents change direction simultaneously towards the target, the object turns in excess (g) and hits the wall (h). Thus, by properly distributing themselves along the object, agents achieve a simple form of cooperation. This even distribution of the agents along the object was achieved by the combination of the cohesion and separation behaviors.
Adaptive weights
Another issue brought up by the dynamically changing environment of an agent that occurs due to the actions of other agents is how these changes affect the way the different behaviors influencing the agent are combined. As mentioned above, the resultant velocity of an agent is computed as a non-linear prioritized weighted summation of the individual velocities w i v i , where v i is the velocity of an independent behavior and w i is a weight between 0 and 1. Although this strategy works well for the search-andretrieve task, it presents several problems in the more complex setting described in this section. Take, for example, the seeking behavior, which moves an agent toward a unit of product and is computed as:
where v max : max speed of the agent, p t : position of the target, p: position of the agent, r: radius of the neighborhood of the agent, and 0 < c << 1. The seeking velocity, when computed in this fashion, causes the agent to slow down rapidly as it approaches the target, thus enabling the agent to reach a target with the necessary precision without overshooting it. However, when the target product itself can be moving away from the agent (when it is being pulled by other agents), this can potentially lead to a state where the agent stays to a constant distance from the target, neither increasing nor decreasing its velocity. A solution to this problem is to use adaptive weights. By changing the behaviors from purely reactive to behaviors that consider a small time window (one time step), it is possible to dynamically adapt the weights using
where w i (t) and dist(t) are the weight of the seeking velocity and the distance to the target at time t, respectively, and 0 < δ < 1, 0 < << 1. The above equation simply states that the weight is increased when the distance to the target is increasing or when it is decreasing at a very slow rate. The weight is reset when a new target is acquired.
Although this strategy works in the case of seeking and similar cases, notice however that is not applicable in every situation. For instance, sometimes the agent needs to move away from its destination in order to clear an obstacle.
Experiments
A series of simulations were performed to determine the efficiency of the agents in carrying out the collective transport task as the number of agents was varied, and to study the interactions between agents. Also, an analogous second set of simulations were run where agents did not share memories with their neighbors. The resulting strategy in the latter case restricts the cooperation between agents and is useful as a control, although the agents on these simulations still undergo collective movements.
Both sets of simulations consisted in deploying a group of homogeneous agents within a given area chosen at random in the world shown in Figure 9 . As a distance measure unit we will use the maximum distance an agent can advance in one time-step. The world is a square of side 300 units, the maximum neighborhood of agents is 30 units, although they also know the position of the destinations (but not of the sources).
Product pieces are all 6 units in length and only 5 agents can attach to a product at any given time. The force applied by an agent is proportional to its current desired velocity, and we will refer to the force applied by a single agent pushing at full throttle as 1 unit of force. The force required to move a piece of product is 1.2, which implies that at least two agents are required to move it, but it will move faster as more agents push in the same direction. Simulations end when all four destinations have at least 10 pieces of product or after 100000 time-steps. The results reported in the next section are the average over 20 runs. Figure 13 shows the time required to complete the task versus the number of agents.
Results
In most instances, 10 agents are not able to finish the task in the alloted time.Although only two agents are strictly needed to move a product, a one moved by a team formed by a small number of agents is prone to excessive turning while transporting an object, and to collide with obstacles, as shown in Figure 12 . This in turn decreases the rate of success of transporting a single product which contributes to smaller teams taking more time to complete the task. When teams are formed by 25 or more agents, enough agents are already traveling together to overcome this problem, so adding more agents to the team does not have an impact as significant as it has for small teams.
It is also interesting to note that after 40 agents, adding more agents to the team does not produce any improvement in agents that do not share memories. In fact, adding more agents tends if anything to hinder the work. This effect is not observed in memory-sharing agents. This is consistent with the fact that the task is only completed when all destinations have been supplied. Although more agents are more efficient at carrying product, agents that do not share memories are also more likely to take an object to a wrong destination, i.e., a destination with surplus of product, which takes away product from the agents with the most accurate information.
This phenomenon can be observed further in Figure 14 , which shows the difference in amount of product between the destination with the least product and the destination with the most (for teams of 60 agents). After only 10000 steps, this difference for non-memory-sharing team doubles that of the memory-sharing agents. The difference keeps increasing at a high rate although it later (about 30000 steps) stabilizes. This implies that, at the end of the simulation at around step 55000, the non-memory-sharing team has delivered 20 extra units of product to at least one destination, again twice as much as the memory-sharing agents.
Discussion
In this paper, we have examined the question of whether self-organizing particle systems can be extended to exhibit behaviors more general than just collective movements.
Specifically, our hypothesis was that by giving the normally purely reflexive agents found in particle systems a few behavioral states, a simple finite state transition graph that governs state changes, and a simple memory of the locations of significant objects The simulation results presented in this paper and our earlier work [16] provide substantial support for our hypothesis. As state changes occurred and spread throughout a collection of agents via local interactions, the group's motion as a whole was influenced and shifted to provide collective problem-solving.
Two problems of similar nature but different complexity were used to study the behavior of the resulting agents. In the first problem, search-and-retrieve, an agent team could routinely search for, collect, and return discovered resources to a predetermined home location, all the while retaining movement as a "flock" of individuals. Further, it was found in simulations that a team of agents that moved collectively was more effective in solving search-and-retrieve problems than very similar agents that moved independently. This was because when one or a few agents on a collectively-moving team discovered a site with plentiful resources, they would automatically pull other team members toward that site, greatly expediting the acquisition of the discovered resource. Thus, a benefit of underlying collective movements of particle systems which, to our knowledge, has not been appreciated in past work, is that they have the potential to automatically recruit additional agents to complete a task when one agent detects the necessity of that task.
We also undertook computational experiments in which multiple teams with somewhat different behaviors simultaneously competed to find and collect the resources that were present. Regardless of whether the teams competed two at a time or all at once, we found consistently that collectively moving agents were superior to independently moving teams of matched agents in collecting resources. Further, and regardless of whether agents moved as a team or independently, we found that those that were allowed to guard only their home base did best, those that tried to guard both home and discovered resources did worst, and those that guarded nothing were in between. This finding reflects a kind of exploration/exploitation trade off: guarding has a protective value for preserving located and collected resources, but also a cost in that fewer agents are available to continue searching for and collecting new resources.
To further study the properties and capabilities of the proposed model, we carried out a second set of experiments where agents solve another problem. The collective transport problem extends the difficulty of the first problem not only by adding obstacles, but also by requiring every object to be transported by more than on agent.
The collectively moving agents proved able to complete this new task, confirming that such agents can solve more challenging problems. Further, these simulations showed that simple collective movements can produce cooperation between self-organized subteams, as seen for example when a group of agents coordinated to make a bar-shaped object turn as it went around a corner.
In both of the problems studied, the simulations exhibited group-level decisions not just about which type of movements to make, but also about when it was appropriate to split into groups, and which destination or goal to pursue. Our results, as well as related recent work [22] , show that the reflexive agents of contemporary particle systems can readily be extended to successfully support goal-directed problem solving while still retaining their collective movement behaviors.
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Captions Figure 1 : A small section of a 300 x 300 continuous world with a single "mineral deposit" on the right and two different teams (dark and light arrows) exploiting it.
A unit of distance is the maximum distance an agent can move during a time-step.
Teams' homes are denoted by small solid squares and mineral units as spots. The dark team agents are returning home carrying minerals (spots adjacent to arrows). Most agents of the light team are returning to the deposit after unloading minerals at home, but some of them are simply exploring. 
