We show that superconductors with broken time-reversal symmetry have very specific magnetic and electric responses to inhomogeneous heating. A local heating of such superconductors induces a magnetic field with a profile that is sensitive to the presence of domain walls and crystalline anisotropy of superconducting states. A nonstationary heating process produces an electric field and a charge imbalance in different bands. These effects can be measured and used to distinguish s + is and s + id superconducting states in the candidate materials such as Ba1−xKxFe2As2.
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PACS numbers: 74. 25 .fg,74. 20.Rp In many recently discovered superconducting materials, the pairing of electrons is supposed to take place in several sheets of a Fermi surface formed by overlapping electronic bands [1] [2] [3] [4] [5] [6] . Of special interest are the states where the difference of gap's phases in the bands is neither 0 or π [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . Indeed, in addition to the breakdown of usual U(1) gauge symmetry, such superconducting states are characterized by an extra broken time-reversal symmetry (BTRS) that has numerous interesting physical consequences, many of which are not yet explored. Iron-based superconductors [3] are among the most commonly accepted candidates for the observation of a BTRS state originating from the multiband character of superconductivity and several competing pairing channels.
Experimental data suggest that in the hole-doped 122 compounds Ba 1−x K x Fe 2 As 2 the symmetry of the superconducting state can change depending on the doping level x. At moderate doping x ∼ 0.4 various measurements including neutron scattering [19] , thermal conductivity [20] , and angle-resolved photoemission spectroscopy (ARPES) [21] [22] [23] are consistent with the hypothesis of the s ± state where the superconducting gap changes sign between electron and hole pockets. On the other hand, the symmetry of the superconducting state at heavy doping x → 1 is not so clear regarding the question of whether the d channel dominates or if the gap retains s ± symmetry changing sign between the inner hole bands at the Γ point [24, 25] . Indeed, there are evidences that d-wave pairing channel dominates [26] [27] [28] [29] , while other ARPES data were interpreted in favor of an s-wave symmetry [30, 31] .
Which of these two possibilities is realized at heavy doping depends on the fine balance of the pairing interactions in different channels. However, both cases strongly suggest the existence of an intermediate superconducting state that breaks time-reversal symmetry at a certain range of the doping level x. Two alternative scenarios * Electronic address: garaud.phys@gmail.com π/2 − θ0 π/2 π/2 + θ0 Figure 1 : Variation of the interband phase difference θ12 in BTRS three-band superconductors induced by a hot spot created, e.g., by a laser pulse. The phase difference variation induced by temperature gradients around hot spots in the case of an s + is state (left) preserves C4 symmetry, while it has fourfold structure for an s + id state. The value of θ0 in the s + is case is 0.18 while for s + id it is smaller: θ0 = 0.05.
have been considered: namely, s + id and s + is symmetries [8, 9, 17, 30, 31] . The s + id state is anisotropic, as it breaks C 4 crystalline symmetry, while the s + is state is qualitatively different as C 4 symmetry is preserved [17] . Note that the s + id state is qualitatively different from the (time-reversal-preserving) s + d state which earlier attracted interest in the context of hightemperature cuprate superconductors (see, e.g., [32] [33] [34] [35] ). It also contrasts with the d + id state that violates both parity and time-reversal symmetries [7, 36] . To this day, no experimental proof of s + is or s + id BTRS states has been reported. Indeed, probing the relative phases between components of the order parameter in different bands is a challenging task. For example, the s + is state does not break point group symmetries and therefore it is not associated with intrinsic Cooper pair angular momentum. Hence, it cannot produce a local magnetic field and is invisible for conventional methods like muon spin relaxation and polar Kerr effect measurements that were used to search for BTRS p + ip superconducting state in, e.g., the Sr 2 RuO 4 compound [37] . Proposals for indirect observation of a BTRS signature in pnictides, with various limitations, have been recently voiced. These include, for example, investigation of the spectrum of collective modes which includes massless [14] and mixed phase-density [15, 17, 38, 39] excitations. It was also proposed to consider exotic topological excitations in the form of skyrmions and domain walls [40] [41] [42] , an unconventional vortex viscosity mechanism [43] , vortex clustering [15] , and exotic reentrant and precursor phases induced by fluctuations [44] [45] [46] [47] . Spontaneous currents were predicted to exist near impurities in anisotropic superconducting states [8, 18] or in samples subjected to strain [18] . The latter proposal actually involves symmetry change of s+is states and relies on the presence of disorder, which usually has an uncontrollable distribution.
In this Letter, we discuss an experimental set-up based on a local heating, that allows the direct observation of BTRS states in a controllable way. This is illustrated in Fig. 1 , where local heating induces a local variation of relative phases that are further shown to yield electromagnetic excitations. The key idea is based on the recent proposal of an unconventional thermoelectric effect in BTRS multiband superconductors [48] . There, a temperature gradient generates phase gradients of condensate components, due to the generically temperaturedependent interband phase differences θ ki (T ) := θ k − θ i (where k, i are band indices). It results that the local heating generates spontaneous magnetic fields and charge imbalance distributions. These thermoelectric responses are drastically different from their counterparts in conventional superconductors [49] . As discussed below, the fields created by local heating have opposite directions in two degenerate superconducting states [i.e. s + is(d) and s − is(d) ones]. They are measurable by conventional techniques (e.g. by SQUID) and therefore scans of the surface can be used to diagnose the structure of order parameter and interband phase differences, to detect pinned domain walls or broken crystalline symmetry states in either s + is or s + id superconductors.
We consider a minimal three-band microscopic model which has been suggested to describe the BTRS superconducting state in the hole-doped 122 iron-pnictide compounds [10, 17, 39] with three distinct superconducting gaps ∆ 1,2,3 in different bands. The pairing which leads to the BTRS state is dominated by the competition of different interband repulsion channels described by the following coupling matrix:
Here, we assume for simplicity that the density of states ν 0 is the same in all superconducting bands. This model has been suggested [10, 17, 39] in order to describe transitions between s/s ± and s+is states when tuning parameters η,λ and temperature. The dimensionless coefficients η and λ describe different pairing channels, whether it is an s + is or an s + id state. In the former case ∆ 1,2 correspond to the gaps at hole Fermi surfaces and ∆ 3 is the gap at the electron pockets, so that u hh = ν 0 η and u eh = ν 0 λ are, respectively, the hole-hole and electronhole interactions [17, 39] . The same model (1) can be used to describe the s + id states but there, ∆ 1,2 describe gaps in electron pockets and ∆ 3 is the gap at the hole Fermi surface, so that u eh = ν 0 λ and u ee = ν 0 η are electron-hole and electron-electron interactions respectively.
To study magnetic and electric responses of both s+is and s + id states, we use a Time-Dependent GinzburgLandau (TDGL) approach [50, 51] generalized to a multiband case (see derivation in Appendix A and B). The dimensionless TDGL equations read (see details in [67] ):
where ϕ is the electrostatic potential, σ n is the normal state conductivity, and j s = −δF/δA is the superconducting current. Near the critical temperature the energy relaxation is determined by the phonon scattering which yields the relaxation time scale t 0 = π /(8T c ) ∼ 1 ps provided T c ∼ 1 meV, which is about 10 K. Note that multiband superconductors are described by several components ψ k which do not necessarily coincide with the gap functions ∆ i in different bands (see, e.g., [17, 39] ). For example, since the coupling matrix (1) has only two positive eigenvalues, the relevant Ginzburg-Landau (GL) theory reduces to a two-component one (see details in Appendix A), which in dimensionless units reads as
with Π = ∇ − 2iẽA. The components ψ 1,2 are determined by a superposition of the different gap functions ∆ i . All coefficients of the model (3) are consistently determined from the microscopic coupling matrix (see details in Appendix A), and the temperature dependence is given by the coefficients:
where
are the positive eigenvalues of the inverse coupling matrix ν 0ĝ −1 and G 0 = min(G 1 , G 2 ). The general GL functional (3) derived from the three-band microscopic model has δ > 0. Hence it favors BTRS with ±π/2 phase differences between ψ 1 and ψ 2 order parameter components, which describes both the s + is and s + id states depending on the structure of mixed gradient terms (3b). They are k 12,x = k 12,y for the s + is state and k 12,x = −k 12,y for the crystalline C 4 -symmetry breaking s + id state.
As a consequence of the discrete degeneracy due to BTRS, the model (3c) allows domain walls (DW) interpolating between regions with different relative phases. The direct observation of DWs in s + is(d) states is challenging. Unlike DWs in p + ip superconductors, they do not generate a spontaneous magnetic field. However, by our general argument below, DWs should provide a controlled magnetic response in the presence of relativedensity perturbations that can be induced by a local heating.
To investigate the response to spatial modulations of the components of the order parameter induced by a local heat source, the fields ψ 1,2 and A are discretized using a finite-element framework [54] (see discussion of numerical methods in Appendix C). To model the local heating, the temperature profile is found by solving the (stationary) heat equation for a heat source at temperature T s , while boundaries are kept at T 0 = 0.7T c . Once the temperature profile is found, the coefficient α k in (3) varies in space and the TDGL equations (2) are evolved for ∆t = 80 (in units t 0 defined above). The temperature of the heat source is then modified to T s , and the TDGL equations are further evolved for the new temperature profile for a period ∆t. The temperature of the source is initially set to T 0 , sequentially ramped up to 0.95T c , and then ramped down back to T 0 . In our simulations, we chose the dimensionless conductivity σ n = 0.1 and the coupling constantẽ = 0.113. The coefficients in GL functional (3) are determined using the microscopic coupling matrix (1) with coefficients η = 5 and λ = 4.5 [68] .
As shown in Fig. 2 , according to the simulations, when the source heats up a domain wall, it induces a multipolar magnetic field with zero net flux. In the case of a superconductor with s + is symmetry, it shows a dipolar structure, while it is differently distributed for s + id. On the other hand, when the heat source is focused on the uniform s + is state it shows no magnetic response, while a fourfold magnetic field is induced in the s + id case as a result of the explicit breakdown of the C 4 symmetry. Here, spatial variations are normalized to the penetration depth λ L and the amplitudes of the induced magnetic field to the second critical field H c2 defined by the GL functional (3). Provided the typical values of H c2 ∼ 10T in 122 pnictides [56] , one can see that the magnetic response can be detected with high accuracy by conventional local probes of static magnetic field such as scanning SQUID or Hall probe microscopy.
The physical origin of the spontaneous magnetic response follows from that the total current is the sum of partial currents in each of the N bands j = N k=1 j k and therefore can generated by the gradients of relative phases [48] .
k ) the London expression for the magnetic field in multi- band superconductors is modified as follows
where λ k are coefficients characterizing contribution of each band to the Meissner screening,
is the London penetration depth and
. In contrast to London's magnetostatics, Eq. (5) shows that the magnetic field features an additional contribution when relative density gradients ∇γ ki (r) are noncollinear with that of relativephase gradients ∇θ ki . Such gradients generically appear in BTRS states if a domain wall-containing superconductor is exposed to a local heat source. The second term in (5) can be nonzero even in the absence of domain walls due to direction dependent tensor coefficientsγ ki (r) in anisotropic s + id states.
Domain walls can be created by quenching the sample and stabilized by pinning or artificial geometric barriers [42, 57] . Yet it is also important to obtain the evidence of isotropic s + is states for homogeneous superconducting states. Below, we show that this can be done by considering the nonequilibrium electric responses generated by nonstationary heating when the local temperature evolves recovering from the initial hot spot created, e.g., by a laser pulse [49] . An unusual electric response can be seen when combining Eq.(5) to Faraday's law. The electric field E = −c −1 ∂ t A − ∇ϕ can be rewritten as
Here, Φ = k (ϕ + θ k /2e)/N is a gauge invariant potential field, determined by the sum of chemical potential differences between quasiparticles µ q = eϕ and condensates in each band µ [58] [59] [60] . In multicomponent systems the charge imbalance can generated by variations of interband phase differences in space and time. The physics behind this process is a nonequilibrium redistribution of Cooper pairs between different bands which initially creates partial charge imbalances Q * k . This mechanism leads to the unconventional electric response of BTRS superconductors to a nonstationary local heating. It can be measured with potential probe techniques that were employed to study the imbalance between quasiparticles and condensate subsystems in conventional superconductors [61, 62] . Fig. 3 shows such an electric response to a nonstationary heating of the superconducting sample. This multicomponent electrodynamic phenomenon can be used to detect BTRS states through charge imbalance generation in response to nonstationary heating. As shown in Fig. 3 , the charge imbalance shows nontrivial pattern that is different for s + is and s + id states. The total charge imbalance Φ in uniform s + id is zero as a result of the fourfold symmetric structure due to broken C 4 symmetry. On the other hand, as shown in Fig. 3(e) , Φ = 0 in uniform s + is. Note that the total imbalance in the case of domain walls Fig. 3(a) and Fig. 3(c) is zero because the heat source is centered at the domain wall. A shifted source from the DW center will not be symmetric and thus its average will not vanish.
The generated charge imbalance can be measured with the standard technique using the normal metal and superconducting potential probes [61, 62] . The magnitude of voltage V N induced in the normal detector is related to the dimensionless signal shown in Fig. 3 as V N = hΦ/(t 0 e), where h/(t 0 e) ≈ 4 mV. The overall magnitude of the voltage signal is thus expected at the order of the µV . The electric field and charge imbalance depend on the dynamics of the temperature profile variation, while B depends on the temperature profile itself. As a result, the sign of the induced electric field and charge imbalance changes when ramping down the heatsource temperature, while it does not for the magnetic field (see animations [63] and their description in Appendix D). Note that similarly to the spontaneous magnetic field, the induced charge imbalances are sensitive to BTRS: degenerate s + is and s − is states produce opposite electric fields and charge imbalances in response to the same heating protocol. It allows to discriminate between the usual thermoelectric occurring in conventional superconductors and the unconventional one being a specific signature of BTRS states.
To conclude, we demonstrated possible direct manifestations of BTRS states in experimentally observable electric and magnetic responses to nonuniform and nonstationary heating. The signs of the generically induced magnetic field and charge imbalance distributions are opposite in degenerate BTRS states [i.e. in s + is(d) and s − is(d)]. These specific thermoelectric behaviors were also shown to reveal the presence of domain walls between s + is(d)/s − is(d) states. Moreover, the demonstrated crucial dependence of thermomagnetic and charge imbalance responses on crystalline anisotropy provides an experimental tool to distinguish between isotropic s + is and C 4 symmetry-breaking s + id states that are particularly interesting for pnictides.
We consider here two alternative patterns of superconducting coupling which both result on BTRS state but will be shown to yield qualitatively different physical properties. In the first scheme shown in Fig. 4(a) the dominating pairing channels are the interband repulsion between electron and hole bands, as well as between two hole pockets at Γ. There, the order parameter is the same in both electron pockets so that the crystalline C 4 symmetry is not broken and thus corresponds to an s state. Instead the second alternative shown in Fig. 4(b) is that when the strongest interactions are the repulsions between hole and electron bands and between two electron pockets. Such interaction favours order parameter sign change between electron pockets resulting in a C 4 symmetry breaking d-wave state.
To derive the Ginzburg-Landau expansion that is used in our simulations, we consider the microscopic model of clean superconductor with three overlapping bands at the Fermi level. Within quasiclassical approximation the band parameters characterizing the two different cylindrical sheets of the Fermi surface are the Fermi velocities v (j) F and the partial densities of states (DOS) ν j , labelled by the band indices j = 1, 2, 3. To describe the two possible alternatives of BTRS states, namely s + is and s + id symmetries, we consider two three-band models schematically shown in Fig. 4 . The Eilenberger equations for quasiclassical propagators take the form
is the Fermi velocity. The quasiclassical Green's functions in each band obey normalization condition g 2 j + f j f + j = 1. The self-consistency equations for the gaps and electric current are
where g j = sign(ω n ) 1 − f j f + j and ν is the density of states, p parameters run over the corresponding Fermi surfaces and λ ij is the coupling potential matrix. For simplicity we will consider further isotropic pairing states so that λ ij (p, p ) = const on each of the Fermi surfaces. However in electron pockets we keep the anisotropy of Fermi velocities in Eq.(A.1). We neglect the anisotropy of hole bands which is a well-justified assumption [64] .
The derivation of the GL functional from the microscopic equations formally follows the standard scheme. In panel (a) , the s + is state is favored by superconducting coupling dominated by the interband repulsion between electron and hole Fermi surfaces u he , as well as between the two hole pockets u hh . In panel (b), there is a possibility of s + id state due to the repulsion between electron and hole Fermi surfaces u he as well as between electron pockets uee.
the expansion by powers of the gap functions amplitudes ∆ j and their gradients: 
Here ∆ = (∆ 1 , ∆ 2 , ∆ 3 ) T , and the anisotropy tensor is
where the average is taken over the j-th Fermi surface and a, b stand for the x, y coordinates. The current is given by
In the following, we consider coupling matrixĝ = ν 0Λ describing the case of an interband dominated pairing with repulsion. We assume that the density of states is the same in all bands ν 1,2,3 = ν 0 and parametrize different pairing interactions with two dimensionless coefficients η and ν as followŝ
Here the coefficients describe different pairing channels in s ± + is and s + id states. In the former case ∆ 1,2 correspond to the gaps at hole Fermi surfaces and ∆ 3 is the gap at electron pockets so that u hh = ν 0 η and u eh = ν 0 λ are the hole-hole and electron-hole interactions correspondingly. In contrast to describe the s + id state we use the same model (A.9) but assume that ∆ 1,2 describe gaps in electron pockets and ∆ 3 is the gap at the hole Fermi surface so that u eh = ν 0 η and u ee = ν 0 λ to be electron-hole and electron-electron interactions correspondingly. Neglecting the r.h.s. in (A.7) we get the linear equation which determines the critical temperature G 0 = min (G 1 , G 2 ), where
2 are the positive eigenvalues of the
(A.10)
The coupling matrixΛ −1 has only two positive eigenvalues G 1,2 whose eigenvectors are ∆ 1 = (−1, 1, 0)
T and ∆ 2 = (x, x, 1)
T with x = (η − η 2 + 8λ 2 )/4λ. Since only the fields corresponding to the positive eigenvalues can nucleate, the GL theory (A.7) has to be reduced to a two-component one. To implement this reduction we represent the general order parameter in terms of the superposition
where ψ 1,2 are the complex order parameter fields that have different interpretation depending on the system considered. In the s + is case ψ 1 and ψ 2 are the order parameter of s ± pairing channels between two concentric hole surfaces and between hole and electron surfaces correspondingly. For the system with s + id symmetry, ψ 1 is the order parameter of the d wave channel in electron pockets and ψ 2 is the order parameter of s ± pairing between electron and hole surfaces. Now, substituting the ansatz (A.11) into the system of Ginzburg-Landau equations (A.7) we obtain, after projection on the vectors ∆ 1,2 , the system of two GL equa-
The parameters of the left hand side of the GinzburgLandau equations (A.13) are expressed, in terms of the coefficients of the coupling matrix (A.9) as
with |∆ 1 | 2 = 2 and |∆ 2 | 2 = 2x 2 + 1 (A.14b)
The system (A.13) is quite general and describes both s + is and s + id states. The difference between these two cases is determined by the symmetry of gradient terms. In s + is state the C 4 symmetry requires that K
. Then the general Eqs. (A.13) are simplified as follows
In s + id state the C 4 symmetry is broken so that K 2) , where the bands 1, 2 correspond to the electron pockets. The hole band 3 is considered to be C 4 symmetric so that K
. Then we obtain from Eqs.(A.13)
where the coefficients k ab are given by the same Eq. 
We denote B 0 = T c ν 0 /ρ which is of the order the thermodynamical critical field at low temperatures [53] . An extra factor of ρ here comes from our normalization of gaps.
In the case of s + is symmetry, k 12,x = k 12,y ≡ k 12 , while for s + id symmetry the mixed gradients satisfy k 12,x = −k 12,y ≡ k 12 . The other coefficients are given by
Appendix B: Time-dependent Ginzburg-Landau theory for multicomponent superconductors
The time-dependent GL theory formally applies only in the gapless regime when either the inelastic electronphonon relaxation τ sf rates are much larger than the superconducting pairing amplitude. We will consider here the former scenario which realizes in the vicinity of the critical temperature T c − T τ −1
ph . In this case, the time-dependence is added to the generic Eqs.(A.15,A.17) in quite a standard way, following the derivation for a single-component case [50] 
Implementing the same reduction as in the stationary case, we obtain the system of two coupled TDGL equations:
0 /(8T c ) are the damping constants, ϕ is the scalar potential of electric field, σ n is the normal state conductivity. The electric field is E = −c −1 ∂ t A − ∇ϕ where ϕ is electrostatic potential and for the superfluid current we have an expression j s = −cδF/δA. In the following since |∆ 1,2 | 2 ≈ 1 we put Γ 1,2 = Γ = π B ). In such units the electron charge is replaced by an effective coupling constantẽ = πB 0 ξ 2 0 /Φ 0 which parametrizes the regimes of extremely type-II and type-I superconductivity atẽ 1 andẽ 1 respectively. To estimate the characteristic relaxation time we note that t 0 = π /8T c ∼ 1ps provided T c ∼ 1 meV which is about 10 K.
The normal state electric conductivity σ n in (B.2) can be defined from the Drude model. Up to unimportant numerical coefficient resulting from the Fermi surface anisotropy, it yields σ n ∼ e 2 ν 0v 2 F τ , where τ is a transport time. This estimation does not depend on whether superconductor is in the clean or diffusive limit since σ n is a normal state characteristic. The dimensionless conductivity in our units is given by
, where ε F is the Fermi energy. Here the first factor is small since typically (v F /c) 2 ∼ 10 −5 in metals. The last two factors are large since (ε F /T c ) ∼ 10 2 and hence ( τ ε F ) ∼ 10 2 ( τ T c ). In this case in order to fulfil the clean limit conditions (τ T c ) > 1 we need to assume the values of dimensionless conductivity σ n /σ 0 > 0.1.
In dimensionless units the TDGL equations read
where E = −∂ t A − ∇ϕ and j s = −δF/δA. The free energy is given by
where Π = ∇ − 2iẽA.
Appendix C: Numerical methods and starting guess
We consider here the problem (B.2) defined on a two-dimensional bounded domain Ω ⊂ R 2 with ∂Ω its boundary. This problem is supplemented by the insulator boundary conditions, that no supercurrent flows through the boundary. The absence of supercurrent flowing through the boundary reads as n · Πψ a = 0 with n the normal vector to ∂Ω. The problem are then discretized using a finite element formulation provided by the Freefem++ library [54] . Discretization of the integration domain Ω is done using a (homogeneous) triangulation over Ω, based on Delaunay-Voronoi algorithm. The fields are decomposed on a continuous piecewise quadratic basis on each triangle.
Numerical procedure
In our simulations, we chose the relaxation factor for the components of the order parameter Γ = 1 and the normal state conductivity σ n = 0.1. We chose the gauge coupling constantẽ = 0.2 and the coefficients of the coupling matrix (A.9), that determine the coefficients of the Ginzburg-Landau functional (B.4), are η = 5 and λ = 4.5. The coefficients in GL functional (B.4) are then consistently obtained using the previously defined relations and the obtained values are β 1 = 2, β 2 = 1.1079, δ = 0.4645 and γ = 0.929. Given the coefficients of gradient terms in different bands are K (1) = 0.5, K (2) = 0.05, K (3) = 0.25 and using the relation (A.17), the coefficients of the kinetic terms read as k 1 = 0.55, k 2 = 0.375 and k 12,x = 0.217, while k 12,y = k 12,x for s + is states and k 12,y = −k 12,x for s + id. We are interested here in the effect of inhomogeneities of the order parameter induced by a local heating. In first approximation, temperature dependence within the Ginzburg-Landau theory is modelled by a linear dependence of the quadratic couplings on temperature: α k (T ) = a k −τ , where τ = (1 − T /T c ) is the reduced temperature and a k , a positive characteristic constants determined from the microscopic calculations, see Appendix A). As the Ginzburg-Landau expansion can be justified only in the vicinity of T c , only a small interval of τ can be investigated.
The spatial modulation of the temperature is modelled as follow. Let Γ 0 denote the outer boundary of the domain (the sample's boundary) and Γ 1 an inner boundary (the heat source). In our simulations we considered various shapes of Γ 1 , but the results reported here are for Γ 1 to be a small circle. The temperature profile T (x) is determined by solving the stationary heat equation with a small damping factor µ ∆T (x) = µT (x) and T (Γ i ) = cte .
(C.1)
In our simulations, we set T (Γ 0 ) = T 0 = 0.7T c for the sample's boundary. On the other hand, the temperature of the source T s varies with time as:
where x denotes the floor function, T 1 = 0.95T c is the maximal temperature of the source and n T is the number of heat source temperatures. In our simulations, we chose T = 30. Fig. 5 shows a typical solution for the stationary heat equation (C.1). Note that our choice here for considering the temperature profile given by the stationary heat equation implies that we assume than heat transport occurs on time scales much smaller than the other time scales of the problem. The heat equation (C.1) is thus solved for a given temperature T s of the heat source (Γ 1 ). This define the temperature profile T (x, t) and thus the spatial modulation quadratic couplings α i (T ) = a i − τ . The time dependent Ginzburg-Landau equations (B.2) are discretized using Euler's forward method and iterated for a given interval ∆t = N δt. The time step δt depends on the various time scales of the problem. Here we chose δt = 10 −2 and N = 8 × 10 3 . After ∆ t , the procedure is repeated for a new temperature T s of the heat source given by (C.2).
Starting guess for domain-walls
The starting solutions are stationary solutions of the GL functional, for constant temperature. That is with no heat source. They can simply be ground state but also topologically non-trivial solutions in equilibrium. Domain-walls are topological excitations that are associated with the spontaneous breakdown of a discrete symmetry. These are field configurations that interpolate between inequivalent ground-states that are disconnected. Here, we are in particular interested in domain-walls that interpolate between regions with inequivalent relative phases between the condensates. When the groundstate breaks time-reversal symmetry, its complex conjugate is not a gauge equivalent. That is, there exist no real number χ 0 such that Ψ * 0 = e iχ0 Ψ 0 . If no such transformation exist, then Ψ * 0 ≡ Ψ 0 and the configurations with ground state phasesφ a and −φ a are disconnected and degenerate in energy. Domain-walls that interpolate between Ψ 0 and Ψ * 0 are topologically protected as their unwinding would require to overcome an infinite energy barrier, see for example textbook discussion in [65, 66] . The domain-wall that interpolates between Ψ * 0 and Ψ 0 can thus be parametrized by:
where x 0 is the curvilinear abscissa that gives the position of the domain-wall, and x ⊥ is the coordinate perpendicular to the domain-wall and ξ (dw) determines the width of the domain-wall.
• Movie Anim-magnetic.avi:
shows the evolution of the magnetic response that originates in time-varying local heating of the sample. Detailed description is given in the caption of Fig. 6 .
• Movie Anim-imbalance.avi: shows the evolution of the electric response that originates in non-stationary local of the sample. Detailed description is given in the caption of Fig. 7 . 
