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Abstract
We study a Klein-Gordon-Maxwell system, in a bounded spatial do-
main, under Neumann boundary conditions on the electric potential. We
allow a nonconstant coupling coefficient. For sufficiently small data, we
find infinitely many static solutions.
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1 Introduction
We are interested in the system of nonautonomous elliptic equations
∆u = m2 u−
(
q(x)φ
)2
u in Ω,
∆φ =
(
q(x)u
)2
φ in Ω,
(1)
where ∆ is the Laplace operator in R3, Ω ⊂ R3 is a bounded and smooth
domain, m ∈ R, q ∈ L6(Ω) \ {0}. We complement these equations with
the boundary conditions
u = 0 on ∂Ω, (2a)
∂φ
∂n
= α on ∂Ω, (2b)
where n is the unit outward normal vector to ∂Ω and α ∈ H1/2(∂Ω).
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We look for nontrivial solutions, by which we mean pairs (u, φ) ∈
H10 (Ω) × H
1(Ω), satisfying (1)-(2) in the usual weak sense, with u 6= 0.
Note that, if (u, φ) is a nontrivial solution, the pair (−u, φ) is a nontrivial
solution as well.
System (1) arises in connection with the so-called Klein-Gordon-Maxwell
equations, which model the interaction of a charged matter field with the
electromagnetic field (E,H). They are the Euler-Lagrange equations of
the Lagrangian density
LKGM =
1
2
(
|(∂t + i q φ)ψ|
2 − |(∇− i qA)ψ|2 −m2 |ψ|2
)
+
+ 1
8pi
(
|∇φ+ ∂tA|
2 − |∇ ×A|2
)
,
where ψ is a complex-valued function representing the matter field, while
φ and A are the gauge potentials, related to the electromagnetic field
via the equations E = −∇φ − ∂tA, H = ∇ × A. For the derivation
of the Lagrangian density, and details on the physical model, we refer
to [5, 6, 11]. Let us point out that, in the physical model, q is a constant
which represents the electric charge of the matter field; nonconstant cou-
pling coefficients, however, are worth investigating from a mathematical
viewpoint.
Confining attention to standing waves, in equilibrium with a purely
electrostatic field, amounts to imposing ψ(t, x) = eiωt u(x), where u is a
real-valued function and ω is a real number, A = 0, and φ = φ(x). With
these choices, the Klein-Gordon-Maxwell equations considerably simplify
and become
∆u = m2 u−
(
ω + q(x)φ
)2
u in Ω,
∆φ = q(x)
(
ω + q(x)φ
)
u2 in Ω.
(3)
In the special case of static solutions, corresponding to ω = 0, System (3)
reduces to (1). In the physical model, the boundary condition (2a) means
that the matter field is confined to the region Ω, while (2b) amounts to
prescribing the normal component of the electric field on ∂Ω; up to a
sign, the surface integral
∫
∂Ω
αdσ represents the flux of the electric field
through the boundary of Ω, and thus, the total charge contained in Ω.
Problem (3)-(2) was investigated in [9], for a constant coupling coeffi-
cient q. In this case, a degeneracy phenomenon occurs and the existence
of solutions to (3)-(2) does not depend on ω (see [9] and [10, Remark 1.2]).
Thus, for autonomous systems, letting ω = 0 in (3) entails no loss of gen-
erality; this is not true if the coupling coefficient is not constant. The
existence of infinitely many static solutions in the nonautonomous case
was proved in [10], under the assumption that q vanishes at most on a set
of measure zero. Our main result generalizes Theorem 1.3 in [10], in that
we impose no conditions on the zero-level set of q, and provides additional
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information on the solutions. We will address Problem (3)-(2) with ω 6= 0
in a forthcoming paper.
Theorem 1.1. Assume
∫
∂Ω
αdσ 6= 0. There exists δ ∈ (0,∞) such that,
if ‖q‖L6(Ω) ‖α‖H1/2(∂Ω) < δ, the problem (1)-(2) has a sequence {(un, φn)}
of nontrivial solutions with the following properties:
(i) u0 ≥ 0 in Ω;
(ii) every bounded subsequence {ukn} satisfies ‖q ukn‖L3(Ω) → 0 as n
goes to infinity.
Remark 1.2. Unless ‖un‖H1
0
(Ω) →∞ as n→∞, bounded subsequences
of the sequence {un} do exist. Plainly, any such subsequence has in L
6(Ω)
a limit point u such that q u = 0.
At least for small data, assuming
∫
∂Ω
αdσ 6= 0 is necessary for the
existence of nontrivial solutions, as the following result shows.
Theorem 1.3. Suppose
∫
∂Ω
αdσ = 0. With the same δ as in Theo-
rem 1.1, assume ‖q‖L6(Ω) ‖α‖H1/2(∂Ω) < δ. Then: Problem (1)-(2) has
no nontrivial solutions.
Note that, if
∫
∂Ω
αdσ = 0, every pair (0, φ), with φ harmonic func-
tion satisfying the Neumann boundary condition (2b), is a trivial solution
to (1)-(2).
Our results are obtained by way of variational methods. We follow
an approach introduced by Benci and Fortunato (in [5] for Klein-Gordon-
Maxwell systems, and earlier in [4] for Schro¨dinger-Maxwell systems) and
subsequently implemented by many authors. Most results in the literature
concern systems posed in unbounded spatial domains, possibly featuring
lower-order nonlinear perturbations; for instance, see [3, 7, 8, 14, 17].
We also refer to [12, 13] for recent applications to Klein-Gordon-Maxwell
systems with Neumann boundary conditions on Riemannian manifolds.
To prove our multiplicity result, we apply Ljusternik-Schnirelmann
theory to a functional J , defined in a subset ofH10 (Ω), whose critical points
correspond with nontrivial solutions to Problem (1)-(2). The definition of
J depends on whether a certain Neumann problem is uniquely solvable.
The easiest way to guarantee that this occurs is to assume, as in [10], that
q vanishes at most on a set of measure zero. Here, instead, we build the
solvability requirement into Λq , the domain of J .
The paper is organized as follows. In Section 2 we define the set Λq
and address the solvability issue. In Section 3 we define the functional
J and investigate its properties. Section 4 is devoted to the proofs of
Theorems 1.1 and 1.3.
3
2 Preliminaries
Throughout the paper we will use the following notation:
• For any integrable function f : Ω → R, ‖f‖p is the usual norm in
Lp(Ω) (p ∈ [1,∞]) and f is the average of f in Ω;
• H10 (Ω) is endowed with the norm ‖∇f‖2;
• H1(Ω) is endowed with the norm ‖f‖ :=
(
‖∇f‖22 +
∣∣f ∣∣2)1/2;
• H ′ := L(H1(Ω),R);
• A :=
∫
∂Ω
αdσ, ‖α‖1/2 := ‖α‖H1/2(∂Ω).
2.1 Reduction to homogeneous boundary condi-
tions
We begin by turning Problem (1)-(2) into an equivalent problem with
homogeneous boundary conditions in both variables. Let χ ∈ H2(Ω) be
the unique solution of
∆χ =
A
|Ω|
in Ω ,
∂χ
∂n
= α on ∂Ω ,
∫
Ω
χ dx = 0 . (4)
With ϕ := φ− χ, Problem (1)-(2) is equivalent to


∆u = m2u− q2 (ϕ+ χ)2 u in Ω,
∆ϕ = (q u)2 (ϕ+ χ)−
A
|Ω|
in Ω,
u =
∂ϕ
∂n
= 0 on ∂Ω.
(5)
Weak solutions of (5) correspond with critical points of the functional
F defined in H10 (Ω)×H
1(Ω) by
F (u, ϕ) = ‖∇u‖22 +
∫
Ω
(
m2 − q2 (ϕ+ χ)2
)
u2 dx− ‖∇ϕ‖22 + 2Aϕ .
Indeed, standard computations show that F is continuously differentiable
in H10 (Ω)×H
1(Ω) with
〈F ′u(u, ϕ), v〉 = 2
∫
Ω
(
∇u∇v +
(
m2 − q2 (ϕ+ χ)2
)
u v
)
dx ,
〈F ′ϕ(u, ϕ), ψ〉 = −2
∫
Ω
(
∇ϕ∇ψ +
(
(q u)2 (ϕ+ χ)−
A
|Ω|
)
ψ
)
dx ,
for every u, v ∈ H10 (Ω) and ϕ,ψ ∈ H
1(Ω). However, F is unbounded from
above and from below, even modulo compact perturbations; this precludes
a straightforward application of classical results in critical point theory.
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Following [5], we associate solutions to Problem (5) with critical points
of a functional J that depends only on the variable u and falls within the
scope of classical critical point theory. Roughly speaking, J is the restric-
tion of F to the zero-level set of F ′ϕ. A key ingredient in the construction
of J is the invertibility of the map defined in the following proposition.
Proposition 2.1. For b ∈ L3(Ω), define Ab : H
1(Ω)→ H ′ by
〈Ab(ϕ), ψ〉 :=
∫
Ω
(
∇ϕ∇ψ + b2ϕψ
)
dx ;
let cb := inf
‖ϕ‖=1
〈Ab(ϕ), ϕ〉.
(a) The map b ∈ L3(Ω) 7→ Ab ∈ L(H
1(Ω);H ′) is continuous.
(b) Assume b 6= 0. Then: cb > 0, the map Ab is an isomorphism, and
Lb := A
−1
b has continuity constant 1/cb.
(c) The map b ∈ L3(Ω) \ {0} 7→ Lb ∈ L(H
′;H1(Ω)) is continuous.
Proof. (a) Let bn, b ∈ L
3(Ω). Suppose ‖bn−b‖3 → 0, hence ‖b
2
n−b
2‖3/2 →
0. By Ho¨lder’s inequality and Sobolev’s embedding theorem, for every n
and for every ϕ,ψ ∈ H1(Ω), we have
∣∣〈(Abn −Ab)(ϕ), ψ〉∣∣ =
∣∣∣∣
∫
Ω
(b2n − b
2)ϕψ dx
∣∣∣∣ ≤ c ‖b2n − b2‖3/2 ‖ϕ‖ ‖ψ‖
for some c ∈ (0,∞). This implies Abn → Ab in L(H
1(Ω);H ′).
(b) Let b ∈ L3(Ω) \ {0}. By way of contradiction, suppose cb = 0 and
take a sequence {ϕn} ⊂ H
1(Ω) such that ‖ϕn‖ = 1 and 〈Ab(ϕn), ϕn〉 →
0. Since 〈Ab(ϕn), ϕn〉 ≥ ‖∇ϕn‖
2
2, we get ‖∇ϕn‖2 → 0, which implies
‖ϕn−ϕn‖p → 0 for every p ∈ [1, 6] (by the Poincare´-Wirtinger inequality)
and |ϕn| → 1. Now observe that∫
Ω
b2 ϕ2n dx =
∫
Ω
(
b2 (ϕn − ϕn)
2 + 2 b2 (ϕn − ϕn)ϕn + b
2 ϕ2n
)
dx . (6)
Being smaller than 〈Ab(ϕn), ϕn〉, the left-hand side in (6) tends to 0;
moreover, ∫
Ω
b2 (ϕn − ϕn)
2 dx ≤ ‖b‖23 ‖ϕn − ϕn‖
2
6 → 0 ,
∣∣∣∣
∫
Ω
b2 (ϕn − ϕn)ϕn dx
∣∣∣∣ ≤ |ϕn| ‖b‖23 ‖ϕn − ϕn‖3 → 0 ,∫
Ω
b2 ϕ2n dx→ ‖b‖
2
2 .
Thus, (6) yields b = 0, a contradiction. The remaining assertions follow
from the Lax-Milgram lemma, which is applicable because the bilinear
form associated with Ab is coercive, with coercivity constant cb.
(c) The assertion readily follows from Part (a) and the continuity of the
inversion operator.
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Remark 2.2. For ρ ∈ L6/5(Ω), let Tρ be the linear form defined by
〈Tρ, ϕ〉 :=
∫
Ω
ρϕ dx. Following common practice, we will sometimes iden-
tify Tρ with ρ.
Fix b ∈ L3(Ω) \ {0}. In view of Proposition 2.1, Lb(ρ) is the unique solu-
tion in H1(Ω) of the homogeneous Neumann problem associated with the
equation
−∆ϕ+ b2 ϕ = ρ.
Note that ‖Lb(ρ)‖ ≤ ‖ρ‖6/5/cb. Furthermore, Lb(ρ) depends continuously
on b and ρ: if bn → b in L
3(Ω) \ {0} and ρn → ρ in L
6/5(Ω), then
‖Lbn (ρn)−Lb(ρ)‖ ≤ ‖Lbn‖ ‖ρn − ρ‖6/5 + ‖Lbn − Lb‖ ‖ρ‖6/5 → 0 .
Remark 2.3. With the same notation as in the previous remark, suppose
that ρ does not change sign in Ω. Since the bilinear form associated with
Ab is symmetric, Lb(ρ) can be characterized as the unique minimizer of
the functional f : H1(Ω) → R defined by f(ϕ) = 1
2
〈Ab(ϕ), ϕ〉 − 〈Tρ, ϕ〉.
Observing that f(sign(ρ)|Lb(ρ)|) ≤ f(Lb(ρ)), we obtain sign(ρ)|Lb(ρ)| =
Lb(ρ), which implies ρLb(ρ) ≥ 0 in Ω.
2.2 The set Λq
For u ∈ H10 (Ω), let ρu :=
A
|Ω|
− (q u)2 χ. With the notation introduced in
Proposition 2.1, we have
F ′ϕ(u, ϕ) = 2
(
−Aqu(ϕ) + ρu
)
for every (u, ϕ) ∈ Λq × H
1(Ω). By Proposition 2.1(b), the operator Aqu
is invertible if, and only if, u belongs to the set
Λq :=
{
u ∈ H10 (Ω)
∣∣ q u 6= 0} .
Incidentally, we point out that, in order to find nontrivial solutions
to (5), confining u within Λq is not a mere technical requirement. Indeed,
if (u, ϕ) is a solution to (5) and q u = 0, then u satisfies ∆u = m2 u in Ω,
hence u = 0.
If q vanishes at most on a set of measure zero, as assumed in [10], Λq
equals H10 (Ω) \ {0}. In general, Λq satisfies the following properties.
Proposition 2.4.
(a) Λq is open in H
1
0 (Ω) with ∂Λq =
{
u ∈ H10 (Ω) | q u = 0
}
.
(b) If u ∈ H10 (Ω) and dist (u, ∂Λq)→ 0, then ‖q u‖3 → 0.
(c) Λq contains subsets with arbitrarily large genus.
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Proof. (a) Consider the linear operator Q := u ∈ H10 (Ω) 7→ q u ∈ L
3(Ω);
clearly, Λq = H
1
0 (Ω) \ Q
−1(0). By Ho¨lder’s inequality and Sobolev’s em-
bedding theorem, Q is continuous, hence Q−1(0) is closed in H10 (Ω) and
Λq is open. Moreover, Q
−1(0) is a proper linear subset of H10 (Ω), and
thus, it has empty interior; it follows at once that ∂Λq = Q
−1(0).
(b) Let {un} ⊂ Λq and assume dist (un, ∂Λq)→ 0. Fix ε ∈ (0,∞). Even-
tually, dist (un, ∂Λq) < ε, hence ‖∇(un−vn)‖2 < ε for some vn ∈ ∂Λq,
and
‖q un‖3 = ‖q (un−vn)‖3 ≤ ‖q‖6 ‖un−vn‖6 < c ε ,
for some c ∈ (0,∞). This proves that ‖q un‖3 → 0.
(c) Let S be the essential support of q, defined as the complement in Ω of
the largest open set in which q equals zero almost everywhere; note that
|S| > 0.
Fix k ∈ N. Let A1, . . . , Ak be pairwise disjoint open subsets of Ω that have
nonempty intersection with S. For every i ∈ {1, . . . , k}, we can choose
ui in D(Ai) ∩ Λq. (If no such function existed, we would have q u = 0
for every u ∈ D(Ai), which implies q = 0 a.e. in Ai, whence Ai ⊂ Ω \ S,
a contradiction.) Clearly, u1, . . . , uk are linearly independent elements
of Λq. It follows that Λq contains spheres of arbitrary dimension, which
proves the assertion.
Remark 2.5. The arguments in the proof of Proposition 2.4 apply to
any multiplication operator between Lebesgue spaces and show that the
kernel has infinite codimension.
3 The constrained functional
In view of the observations at the beginning of Section 2.2, the set
Zq :=
{
(u, ϕ) ∈ Λq ×H
1(Ω) |F ′ϕ(u, ϕ) = 0
}
is the graph of the map Φ : Λq −→ H
1(Ω) defined by
Φ(u) := Lqu(ρu) .
Note that F ′′ϕϕ(u, ϕ) = −2Aqu for every (u, ϕ) ∈ Λq × H
1(Ω), hence
F ′′ϕϕ(u, ϕ) is an isomorphism, by Proposition 2.1(b); moreover, F
′′
ϕu and
F ′′ϕϕ are continuous in Λq × H
1(Ω). This implies that Φ is continuously
differentiable in Λq .
Constraining the functional F on the set Zq amounts to considering
the functional J : Λq −→ R defined by
J(u) = F
(
u,Φ(u)
)
.
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The following assertions are a straightforward consequence of the con-
struction of J .
Proposition 3.1. The functional J is continuously differentiable in
Λq. Furthermore, (u, ϕ) ∈ Λq ×H
1(Ω) is a critical point of F if and only
if u is a critical point of J and ϕ = Φ(u).
On account of Proposition 3.1, nontrivial solutions to Problem (1)-(2)
are in one-to-one correspondence with critical points of J in Λq .
Remark 3.2. By the very definition of Φ, we have Φ(u) = Φ(|u|) for
every u ∈ Λq ; this readily implies J(u) = J(|u|) for every u ∈ Λq .
Before investigating further properties of J , we note that
Φ(u) = ηu + ξu ,
with ηu := Lqu(A/|Ω|) and ξu := −Lqu((q u)
2 χ), for every u ∈ Λq . By
Remark 2.2, ηu and ξu satisfy the equations
−∆ηu + (q u)
2 ηu =
A
|Ω|
, (7)
−∆ξu + (q u)
2 ξu = − (q u)
2 χ , (8)
respectively, with homogeneous Neumann boundary conditions.
Lemma 3.3.
(a) For every u ∈ Λq, Aηu ≥ 0 in Ω.
(b) Let γ ∈ (0,∞) be such that ‖f−f‖3 ≤ γ ‖∇f‖2 for every f ∈ H
1(Ω).
Then: ‖∇ηu‖2 ≤ γ ‖q u‖
2
3 |ηu| for every u ∈ Λq.
(c) Suppose A 6= 0. If u ∈ Λq and ‖q u‖3 → 0, then |ηu| → ∞.
(d) For every u ∈ Λq, ‖ξu‖∞ ≤ ‖χ‖∞.
Proof. (a) The assertion is a straightforward consequence of Remark 2.3.
(b) Fix u ∈ Λq . Multiplying (7) by ηu − ηu yields
‖∇ηu‖
2
2 +
∫
Ω
(q u)2 ηu (ηu − ηu) dx = 0 ,
whence
‖∇ηu‖
2
2 ≤ ‖∇ηu‖
2
2 +
∫
Ω
(q u)2 (ηu − ηu)
2 dx = −
∫
Ω
(q u)2 ηu (ηu − ηu) dx
≤ ‖q u‖23 |ηu| ‖ηu−ηu‖3 ≤ γ ‖q u‖
2
3 |ηu| ‖∇ηu‖2 .
(c) Integrating (7) over Ω gives
∫
Ω
(q u)2 ηu dx = A, whence
|A| ≤
∫
Ω
(q u)2 |ηu| dx ≤ ‖q u‖
2
3 ‖ηu‖3 . (9)
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From (9) and Part (b) it follows
|A|
‖q u‖23
≤ ‖ηu−ηu‖3 + ‖ηu‖3
≤ γ ‖∇ηu‖2 + |ηu| |Ω|
1/3 ≤
(
γ2 ‖q u‖23 + |Ω|
1/3) |ηu| ,
whence
|ηu| ≥
|A|
‖q u‖23
(
γ2 ‖q u‖23 + |Ω|
1/3
) (10)
for every u ∈ Λq. If u ∈ Λq and ‖q u‖3 → 0, (10) implies |ηu| → ∞.
(d) Fix u ∈ Λq. Let τ ∈ R and define wτ := ξu + τ ; observe that wτ
solves the equation −∆wτ + (q u)
2 wτ = (q u)
2 (τ − χ). With τ = supχ
(respectively, τ = inf χ), Remark 2.3 implies ξu ≥ − supχ (respectively,
ξu ≤ − inf χ) in Ω. This proves the assertion.
Recall that χ is the unique solution of (4); by elliptic regularity theory
and Sobolev’s inequalities, there exists κ ∈ (0,∞) such that
‖χ‖∞ ≤ κ ‖α‖1/2 . (11)
Let σ ∈ (0,∞) be such that ‖u‖3 ≤ σ ‖∇u‖2 for every u ∈ H
1
0 (Ω). Let
δ :=
1
κσ
. (12)
Proposition 3.4. Assume A 6= 0 and ‖q‖6 ‖α‖1/2 < δ. Then:
(a) J is bounded from below and coercive in Λq.
(b) If ‖q u‖3 → 0, then J(u)→∞.
(c) For {un} ⊂ Λq, the sequence {J(un)} is unbounded if, and only if,
either {un} is unbounded or {‖q un‖3} is not bounded away from 0.
(d) J satisfies the Palais-Smale condition in Λq.
Proof. To begin with, let us write the functional J in terms of u, ηu, and
ξu. To simplify the notation, let ϕu := Φ(u). By Remark 2.2, ϕu solves
the homogeneous Neumann problem associated with the equation
−∆ϕ+ (q u)2 ϕ =
A
|Ω|
− (q u)2 χ .
Then,
‖∇ϕu‖
2
2 = Aϕu −
∫
Ω
(q u)2 χϕu dx−
∫
Ω
(q u)2 ϕ2u dx ,
and thus,
J(u) = F
(
u, ϕu
)
= ‖∇u‖22 +
∫
Ω
(
m2 − q2 χ2
)
u2 dx−
∫
Ω
(q u)2 χϕu dx+ Aϕu.
(13)
9
Recall that ϕu = ηu + ξu and observe that
−
∫
Ω
(q u)2 χ ηu dx = Aξu ;
this is easily obtained by multiplying Equation (7) by ξu and Equation (8)
by ηu. Substituting into (13) yields
J(u) = ‖∇u‖22 +
∫
Ω
(
m2 − q2 χ2 − q2 χ ξu
)
u2 dx+ 2Aξu + Aηu
for every u ∈ Λq.
(a) By (11) and Ho¨lder’s inequality,
∣∣∣
∫
Ω
q2 χ2 u2 dx
∣∣∣ ≤ κ2 σ2 ‖q‖26 ‖α‖21/2 ‖∇u‖22 ; (14)
multiplying (8) by ξu gives
−
∫
Ω
(q u)2 χ ξu dx =
∫
Ω
(
|∇ξu|
2 + (q u)2|ξu|
2) dx ≥ 0 ;
finally, Lemma 3.3(d) and (11) give
|ξu| ≤ κ ‖α‖1/2 . (15)
Thus,
J(u) ≥
[
1− κ2 σ2 ‖q‖26 ‖α‖
2
1/2
]
‖∇u‖22 − 2κ |A| ‖α‖1/2 + Aηu . (16)
Note that the quantity within brackets is strictly positive; moreover,
Aηu ≥ 0 by Lemma 3.3(a). Thus, (16) implies the desired properties
of J .
(b) The assertion readily follows from (16) and Lemma 3.3(c).
(c) In view of (14), (15), and the inequality
∣∣∣
∫
Ω
q2 χξu u
2 dx
∣∣∣ ≤ κ2 σ2 ‖q‖26 ‖α‖21/2 ‖∇u‖22 ,
there exist c1, c2 ∈ (0,∞) such that
J(u) ≤ c1 ‖∇u‖
2
2 + c2 + |A| |ηu| for every u ∈ Λq. (17)
Suppose {un} ⊂ Λq is bounded and ‖q un‖3 ≥ r for every n, for some r ∈
(0,∞). Up to a subsequence, {un} has in L
6(Ω) a limit u. Since q un → q u
in L3(Ω) and ‖q un‖3 ≥ r, we deduce q u 6= 0 and thus, η := Lqu(A/|Ω|)
is well defined. By Proposition 2.1(a), ηun := Lqun(A/|Ω|) converges to η
in H1(Ω), which implies |ηun | → |η|. Thus, by (17), the sequence {J(un)}
is bounded. This proves the “only if” part of the statement; the “if” part
easily follows from (a) and (b).
(d) Suppose that {un} ⊂ Λq is a Palais-Smale sequence, that is, {J(un)}
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is bounded and J ′(un) → 0; we have to show that, up to a subsequence,
{un} converges in Λq . Since J is coercive, {un} is bounded in H
1
0 (Ω); up
to a subsequence, it converges weakly to some u ∈ H10 (Ω). Observe that
∆un = −
1
2
J ′(un) +m
2 un − q
2 (ηun + ξun + χ)
2 un . (18)
The first and second summands in the right-hand side of (18) are bounded
in H−1(Ω). By (16), the sequence {|ηun |} is bounded; Lemma 3.3(b) im-
plies that {ηun} is bounded inH
1(Ω), and thus, in L6(Ω). By Lemma 3.3(d),
{ξun +χ} is bounded in L
6(Ω) as well. It follows that {(ηun + ξun +χ)
2}
is bounded in L3(Ω), which in turn implies that
{
q2 (ηun + ξun +χ)
2 un
}
is bounded in L6/5(Ω), and therefore in H−1(Ω). On account of (18), the
sequence {∆un} is bounded in H
−1(Ω); the compactness of the inverse
Laplace operator implies that, up to a subsequence, {un} converges to
u in H10 (Ω). Since {J(un)} is bounded, Proposition 2.4(b) and Part (b)
imply u ∈ Λq.
Remark 3.5. Part (a) of Proposition 3.4 holds true also if A = 0.
4 Proof of the main results
Proof of Theorem 1.1. On account of the correspondence between critical
points of J and nontrivial solutions to Problem (1)-(2), it suffices to prove
that J has a sequence of critical points {un} ⊂ Λq satisfying (i) and (ii).
Suppose A 6= 0. With δ as defined in (12), assume ‖q‖6 ‖α‖1/2 < δ. By
Proposition 3.4, the functional J is bounded from below, has complete
sublevels, and satisfies the Palais-Smale condition in Λq. This readily
implies that J attains its minimum at some u0 ∈ Λq ; by Remark 3.2, we
can assume u0 ≥ 0 in Ω.
Recall that Λq has infinite genus, by Proposition 2.4(c). Thus, Ljusternik-
Schnirelmann Theory applies (see [16, Corollary 4.1] and [1, Remark 3.6])
and J has a sequence {un}n≥1 of critical points in Λq . Standard arguments
show that J(un)→∞ (see [2, Chapter 10]).
Let {vn} be a bounded subsequence of {un}. By Proposition 3.4(c), every
subsequence of {vn} has a subsequence {vkn} such that ‖q vkn‖3 → 0;
this proves that ‖q vn‖3 → 0.
Proof of Theorem 1.3. Given the equivalence between Problem (1)-(2)
and Problem (5), it suffices to prove that the latter does not have non-
trivial solutions.
Assume ‖q‖6 ‖α‖1/2 < δ. Let (u, ϕ) be a solution to (5) with A = 0.
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Multiplying the first equation in (5) by u gives
‖∇u‖22 +
∫
Ω
m2 u2 dx−
∫
Ω
(q u)2 (ϕ+ χ)2 dx = 0 ,
whence
‖∇u‖22+
∫
Ω
(
m2− q2 χ2)u2 dx−
∫
Ω
(q u)2 ϕ2 dx = 2
∫
Ω
(q u)2 χϕdx . (19)
Multiplying the second equation in (5) by ϕ gives
∫
Ω
(q u)2 χϕdx = −
∫
Ω
(q u)2 ϕ2 dx− ‖∇ϕ‖22 . (20)
Substituting (20) into (19), and taking (14) into account, gives
0 = ‖∇u‖22 +
∫
Ω
(
m2 − q2 χ2
)
u2 dx+
∫
Ω
(q u)2 ϕ2 dx+ 2 ‖∇ϕ‖22
≥
[
1− κ2 σ2 ‖q‖26 ‖α‖
2
1/2
]
‖∇u‖22 .
Since the quantity between brackets is strictly positive, we get u = 0.
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