Abstract. We prove local existence of solutions to the extended constant scalar curvature equations introduced by A. Butscher, in the asymptotically hyperbolic setting. This gives a new local construction of asymptotically hyperbolic metrics with constant scalar curvature.
Introduction
The study of constant scalar curvature metrics plays a particulary important part in riemannian geometry and in general relativity. For instance in the riemannian point of vue it gives rise to the well known Yamabe problem when working in a conformal class. For the general relativity, constant scalar curvature riemannian metrics are particular solutions to the constraint equations, in the time symmetric case. In [3] , A. Butscher introduce a system of equations called the "extended constraint equations", equivalent to the usual constraints. This new system has the advantage that, as the Einstein equation for riemannian metrics, it can naturally be modified to a determined elliptic system by adding a gauge-breaking term.
In the asymptotically flat setting, A. Butscher proves in [3] that his system can be solved near the usual euclidian metric.
The present note is a study of the extended constraint equation on asymptotically hyperbolic (A.H.) manifolds, in the time symmetric case, near an Einstein metric. It will appear that the proof is more simple in our context due to the fact we do not have to handle with a kernel. Let us now introduce some notations and the system we want to study. For a riemannian metric g on a manifold M n , let us denote by R(g) the scalar curvature of g. In the asymptotically hyperbolic setting, the constant scalar curvature equation is
The extended scalar curvature equation is
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where, for a metric g, a symmetric two tensor T and a one form ξ,
is a trace free symmetric two tensor, andL is the conformal killing operator (see section 2). At this stage it is important to remark that equation (1.3) is a consequence of (1.2) by the Bianchi identity. Taking the trace of equation (1.2) we see that any solution g has constant scalar curvature satisfying (1.1).
Reciprocally any metric of constant scalar curvature R(g) = −n(n − 1) is a solution of (1.2) with, for instance, ξ = 0 and T = Ric(g) + (n − 1)g 1 . We fix a smooth asymptotically hyperbolic metric g 0 . The weighted Hölder spaces C k,α s we will work with are the one introduced by Lee [7] . It consist of tensor field of the form ρ s u for u in the usual Hölder space
The theorem we will prove is the following
is smooth near zero.
Here we say that the metric g is non-degenerate if the L 2 -kernel of ∆ L + 2(n − 1) acting on trace free symmetric two tensors is trivial, ∆ L being the Lichnerowicz laplacian of g (see section 2). This condition is satisfied for instance on the hyperbolic space but also on a large class of A.H. manifolds (see [7] and Theorem 2.2 of [1] ).
With the construction we use, the metric g we obtain also satisfies that the identity map from (M, g) to (M, g 0 ) is harmonic.
Definitions, notations and conventions
Let (M , g) be a smooth, compact n-dimensional manifold with boundary ∂ ∞ M . Let M := M \∂ ∞ M which is a non-compact manifold. We call ∂ ∞ M the boundary at infinity of M . Let g be a Riemannian metric on M . We say that (M, g) is conformally compact if there exists a smooth defining function ρ on M (that is ρ ∈ C ∞ (M ), ρ > 0 on M , ρ = 0 on ∂ ∞ M and dρ is nowhere vanishing on ∂ ∞ M ) such that g = ρ 2 g is a smooth Riemannian metric on M . If |dρ| g = 1 on ∂ ∞ M , it is well known that g has asymptotically sectional curvature −1 (see [8] for example) near its boundary at infinity. In this case we say that (M, g) is asymptotically hyperbolic.
If we moreover assume that g has constant scalar curvature then asymptotic hyperbolicity enforces the normalisation
where R(g) is the scalar curvature of g. Also if g is Einstein then the Ricci curvature of g is Ric(g) = −(n − 1)g.
We denote by ∇ the Levi-Civita connexion of g and by Riem(g) the Riemannian sectional curvature of g.
We denote by T p the set of rank p covariant tensors. When p = 2, we denote by S 2 the subset of symmetric tensor which splits as G ⊕S 2 where G is the set of g-conformal tensors andS 2 is the set of trace-free tensors (relatively to g). We observe the summation convention (the corresponding indices run from 1 to n), and we use g ij and its inverse g ij to lower or raise indices.
The Laplacian is defined as
where ∇ * is the L 2 formal adjoint of ∇. The Lichnerowicz Laplacian acting on symmetric covariant 2-tensors is
and (Riem u) ij = Riem(g) ikjl u kl .
For u a covariant 2-tensorfield on M we define the divergence of u by
For a one-form ω on M , we define the divergence of ω :
the symmetric part of its covariant derivative :
(note that L * = div) and the trace free part of that last tensor :
The operatorL is sometimes called the conformal killing operator. Its formal L 2 adjoint acting on trace free symmetric two tensors isL * = div.
Gauge-broken equation and proof
It is well known that the system (1.2),(1.3) is not elliptic because of the invariance by diffeomorphism. As usual in this context, we will add a gauge term to the system in such a way that it becomes elliptic, and that the solutions to the new system are solutions to the original one.
Let us define an operator from symmetric two tensors to one-forms :
The new system we consider is
where S is as in (1.4). First let us verify that the solutions to the new system are solution to the original one.
is sufficiently small, and the metric g = g 0 + h is a solution of (3.1)(3.2), then it is a solution of (1.2)(1.3).
Proof. We will apply the operator B g to the equation (3.1). We remark that div S = Tr S = 0, that B g (Ric(g)) = 0 by Bianchi identity, and that B g (g) = 0. Then, if we denote by ω the one-form B g (g 0 ), we obtain that
This equation reads in local coordinate:
Commuting derivatives and multiplying by 2, we obtain that
As Ric(g 0 ) is negative, the operator ∆ g 0 − Ric(g 0 ) has no L 2 kernel on one-forms so from [7] , it is an isomorphism from C k+1,α t
, so the operator ∆ g − Ric(g) is still an isomorphism between the same spaces. As ω ∈ C k+1,α s with s ∈ [0, n), we conclude that ω = 0.
Remark. The fact that B g (g 0 ) vanishes show that the identity map from (M, g) to (M, g 0 ) is harmonic (see [6] for instance).
Let us now construct solutions to the system (3.1)(3.2) by an implicit function theorem on Banach spaces. Proof. Let us consider the map from a neighborhood of zero in C k+2,α s
where g = g 0 + h and S is defined by (1.4) . The map F is well defined and differentiable in a neighborhood of zero. We also have F (0, 0, 0) = 0 and the derivative of F in the first two variables at the origin is (this is at this stage we use g 0 is Einstein, see [4] for instance)
where all the operators are relative to the metric g 0 . The hypothesis that g 0 is non degenerate together with the results of [7] give us that the operator when s ∈ (0, n − 1). Now the operatorL has no L 2 kernel ( [2] , [5] ) so the same is true for the operator div •L because div =L * . Again the result of [7] shows that div •L is an isomorphism from C k+1,α σ to C k−1,α σ when σ ∈ (−1, n). We then conclude that D (h,ξ) F (0, 0, 0) is an isomorphism and the proposition follows by the implicit function theorem. 
