ABSTRACT As the global mobile data traffic grows dramatically in recent years, mobile services are shifting from connection-centric communications to content-centric communications. Content-Centric Networking is a promising clean-slate paradigm with the features of named data and in-network caching. However, the content caching and sharing among mobile clients is not yet considered in Content-Centric Mobile Networking (CCMN). In this paper, to supply a stable high quality of service for content distribution, we design a novel crowdsourced CCMN framework firstly. The vicinal mobile users collaborate with each other by crowdsourcing their caching resources and radio links. Subsequently, we analyze the performance bound of crowdsourced CCMN in perspective of cached data. Furthermore, to guarantee the stability of service quality against user mobility, we propose a robust caching control scheme. We use Kullback-Leibler divergence to characterize user mobility distribution uncertainty and formulate the caching control problem into a chance-constrained robust optimization. By the evaluation results, we can see that the robust caching control mechanism can provide not only a more stable but also higher cache hit ratio than other strategies.
I. INTRODUCTION
In recent years, mobile network traffic is growing rapidly, and the proportion of content distribution is becoming higher and higher [1] . The traditional IP-based mobile network is suitable for end-to-end communication, such as voice communications and unshareable content. However, the applications of the mobile network are evolving from host-centric to content-centric. On the basis of the Cisco Visual Networking Index [2] , shareable multimedia mobile data traffic will grow dramatically and account for the most of the total mobile data traffic in the next few years.
The technological advances proposed for mobile networks still mostly focus on the capacity increase, which is fundamentally constrained by the limited radio spectrum resources. Therefore, we also need to solve the underlying inefficiency of the current communication architecture for massive content distribution [3] . Although Content Distribution Networks (CDNs) and Peer to Peer (P2P) technologies improve the content distribution capabilities of the existing Internet, the TCP/IP architecture may reveal its inefficiency in delivering time-sensitive multimedia traffic, especially for mobile networks [4] . Recently, some mobile edge computing enabled networks are designed to reduce the impact of limited resources of the mobile ends, e.g., mobile edge computing enabled Internet of Things [5] , [6] , Cloud of Things [7] , [8] , and vehicular networks [9] [10] . But these work mainly focus on the computation offloading issues, rather than general content distribution.
Information-Centric Networks (ICN) have been proposed to solve the drawbacks of IP-based network, e.g., Content-Centric Networking (CCN) [11] or NamedData networking (NDN) [12] . CCN is a promising clean-slate information-centric architecture which attracts the attention of many researchers. To improve the content distribution efficiency, CCN names content straightforward and requests a content by name, rather than IP address. The media nodes can sense the content of data packets it transmitted and cache the shareable data packets. CCN utilizes the in-network caching to decrease redundant transmission and reduce content delivery delay. Thus, how to design a reasonable caching strategy is a key problem in Content-Centric Mobile Networking (CCMN).
In CCMN, mobile users can achieve a better quality of content retrieving by caching the popular content in base stations. As the popularity of smart terminal equipment, computing and storage resources are already ubiquitous at mobile users. In this paper, we consider to fully utilize cache the resources and radio links of mobile users. However, since user mobility and heterogeneous networks, it is a challenging issue to provide a stable high-quality content distribution. Moreover, in mobile scenarios, we also need to consider energy consumption and cellular communication costs problems [13] . Since expensive 3G/4G costs and limited battery power, we also need some incentive mechanisms to motivate mobile users to share their resources.
Since mobile video traffic takes up the most of the global mobile data traffic, some researchers focus on ICN based P2P applications for live adaptive video streaming in cellular networks [14] - [16] . To enhance the quality of video playback, a set of nearby mobile users download different portions of a video by the expensive cellular network, and share this video with each other by the WiFi. To enhance the quality of experience, some work also consider content caching strategy between different base stations. However, these works only investigate the case of multiple users demanding a single video streaming, rather than general content distribution.
In order to improve the performance of content distribution in CCMN, we propose a crowdsourced content distribution framework for it by making fully use of cache resources and radio links at mobile users. In this framework, a set of nearby mobile users collaborate with each other by crowdsourcing their caching resources and radio links. Popular content can be cached in the mobile devices and can be shared with each other by WiFi. A preliminary version of this work has appeared as a conference paper [17] . The contributions of this paper can be concluded as follows.
• Crowdsourced CCMN framework: we propose a novel Crowdsourced Content-Centric Networks (CCCMN) in which a set of nearby mobile users cooperatively retrieve content and share the popular content with each other. CCCMN system needs to collect requests from requesters and assign tasks to participants. User utility is defined as her/his average content retrieve rate per unit time. Energy consumption is calculated by the sum of energy consumed by cellular and WiFi links. The problem of task assignment in CCCMN system is formulated as maximizing the sum of all user payoffs.
• Performance bound analysis: in the perspective of cached data, we analyze the upper bound and the lower bound of CCCMN. We consider the user mobility in CCCMN as the change rate of the number of grouping mobile users. The upper bound is generated in the case of the number of mobile users increasing and all mobile users caching the most popular data; The lower bound is happened in the case that there are leaving mobile users who cache the most popular data. It is used as a benchmark of the follow-up caching control model.
• Robust caching control model: to guarantee the stable high quality of service against topology uncertainty, we proposed a robust caching control scheme in which we adjust the non-redundant caching rate according to the topology uncertainty distribution. We use Kullback-Leibler divergence to quantify the difference between the actual distribution and the closed-form approximated distribution, and formulate the caching control problem into a chance constrained robust optimization. At last, we evaluate the performance of the proposed robust caching control strategy by focusing on the whole network cache hit ratio metric. The remainder of the paper is organized as follows. In section II, we illustrate related work of content distribution in mobile network. The network architecture is depicted in section III; Section IV details the design of crowdsourced CCMN based on User Providing Networks; Performance analysis is discussed in section V. In section VI, we propose a robust caching control mechanism against topology uncertainty. Simulation results are represented in section VII. Finally, we summarize the paper in section VIII.
II. RELATED WORK
Smartphones (including phablets) represented only 45 percent of total mobile devices and connections in 2016, but accounted for 81 percent of total mobile traffic [2] . Smart mobile devices with multiple wireless network interfaces (e.g., LTE, Bluetooth, WiFi) are common today, but they are constrained to use only one network at the same time [18] . Compared with wired networks, the distinct characteristics of content distribution in mobile networks include limited storage resource, precious battery power, and the mobility of mobile users.
Most of the exiting work on content distribution in mobile networks focus on the video streaming because that mobile video traffic accounts for more than half of the global mobile data traffic nowadays [19] . Researchers have proposed several models for cooperative video streaming. Mobile peer-to-peer (MP2P) model, where video users partially fulfill the role of servers by forwarding their downloaded videos to other video users through the Internet [20] . Device-to-device (D2D) model, where video users exchange their downloaded video segments to nearby video users through short-distance D2D wireless links [21] . Bandwidth aggregation (BA) model, where a video user and his/her nearby idle users pool their network resources for this single video user's streaming need [22] . Crowdsourced mobile streaming (CMS) model, where nearby video users that watch different videos pool their network resources to download the videos [23] - [25] . However, the essential feature of the above work is based on Peer to Peer technology which is facing the issue of mobility. Moreover, these work just focus on video streams, rather than all content.
C. Li et al.: Robust Caching Control in Crowdsourced CCMN
CCMN can obtain great performance gains in content distribution by utilizing the name-based routing and in-network caching advances. CCMN caching popular content at the wireless edge, including base stations and mobile terminals, supplies a successful approach to lighten the overwhelming burden on backhaul links, as well as lower delays and high quality of service. A smooth mobile content migration process is proposed based on mobile user movement indication to reduce both repeated retransmission of interest packets and unnecessary network resource consumption during device movement in the mobile CCN environments [14] . But this proposal not considers the utilization of user terminals. Some existing work already consider the caching design and user mobility to improve caching efficiency at both Base Stations (BSs) and user terminals. InformationCentric-Networking enabled applications are proposed for live adaptive video streaming in cellular networks in [15] and [16] . To enhance the quality of video playback, a set of nearby mobile users download different portions of a video by the expensive cellular network, and share this video with each other by the WiFi. However, these works only investigate the case of multiple users demanding a same video streaming, rather than multiple contents of multiple users. In paper [26] , even though fog-computing based Information-Centric Social Networks is proposed, it mainly focuses on security services in ICN.
Mobility-aware Caching for Content-Centric Wireless Networks is proposed based on user trajectory properties of spatial and temporal; this work focuses on the user mobility and considers multiple Base Stations cooperative Caching [27] . Due to mobile devices nowadays are equipped with multiple communication interfaces (cellular, WiFi, and Bluetooth), an information-centric mobile converged network is proposed to enable the simultaneous usage of multiple communication technologies [28] . Crowdsourced vehicular CCN framework is proposed in [29] to provide efficient content distribution in the vehicular network. Su and Xu [30] outline the delivery of mobile content based on content centric mechanism in Mobile Social Networks. A social centric caching scheme for a content store in the CCN node within a small cell is presented to improve the cache hits because that those multiple mobile users in the community may have the same interest in the content. However, these work have not investigated whether cooperative users have the motivations to share their limited precious cache and radio resources.
III. NETWORK ARCHITECTURE
As mobile data traffic is undergoing rapid growth, especially for multimedia data, how to efficiently distribute content in the mobile network is becoming one of the most significant issues. CCN utilizes the named data and in-network caching skills to obtain a better performance of content distribution. To further improve the content distribution efficiency, we consider to cache the popular content at mobile clients and propose a crowdsourced content distribution framework for CCMN, called Crowdsourced Content-Centric Mobile Networking (CCCMN). The schematic diagram of CCCMN network scenario is depicted in Fig.1 . The network architecture of CCCMN is composed by a set of adjoining mobile users/devices, Base Stations equipped with CCN protocol stack, backbone networks, and Content Providers (CPs).
In the CCCMN, each mobile terminal has multiple wireless interfaces (e.g., Cellular, WiFi, and Bluetooth) which can be used for communications at the same time. A few neighboring mobile users near one BS, indicated by a set I , can form a group in which they cooperatively retrieve the content from CPs by crowdsourcing their radio connections and cache resources. Each mobile user in a group requests new content from BS via cellular links (3G/4G) with varying link capacity, and gets cached content from others by WiFi with a constant bandwidth. They help each other by sharing cached data or downloading new content. Although incentive mechanisms is a key issue, in this paper we firstly focus on the CCCMN framework design and robust content distribution against user mobility issues.
BSs are the pivotal nodes whether in CCCMN or in other mobile networks. Compared with mobile users, base stations have larger storage space and more sufficient power. The BSs are responsible for counting and calculating the popularity of the content, and improving the efficiency of content transmission by caching the most popular content currently. Popularity prediction is a significant issue for BS, here we only use the requests frequency of content to indicate its popularity.
In the CCMN, in-networking caching is adopted to avoid retransmission of the popular content by caching them in the intermediate nodes. In our proposals, the mobile users also firstly cache data chunks in the CS after receiving data by VOLUME 6, 2018 cellular connections. Compared with the expensive 4G cellular network costs, reusable storage resources are relatively cheaper. Since the huge content catalog space, only some popular data can be cached into the limited storage space of mobile devices.
In the CCCMN, the chunk level cache schemes are adopted. Users request a content file by the sequence of small chunks. Whether to cache received data is determined by cache decision policies (e.g., LCD (Leave Copy Down), ProbCache [31] ). If there is no sufficient storage space, the obsolete chunks will be substituted by the just received chunk based on the cache replacement schemes (e.g. LRU (Least Recently Used), FIFO (First In First Out), Popularity driven caching [32] ). As illustrated in Fig.2 , controller of the CCCMN is responsible for collecting requests and task assignments, which is installed on BS and implemented by the Network Function Virtualization and Software-Defined Networks technologies [33] , [34] . There are two types of mobile users, to differentiate them we call the requesters (requester users) as the users who sent the original requests for the chunks, and we call the participants (participant users) as the users who help the requesters by the cached or downloaded data. There are three procedures in the CCCMN system: 1) controller is to gather requests and recruit participants; 2) To assign the task to participants rationally based on some scheduling policies and each participant downloads the uncached chunks by cellular links; 3) Participants transmit the downloaded or cached chunks to requesters via WiFi connections.
IV. PROBLEM FORMULATION
In this section, we characterize the cooperative content delivery operations between users in the crowdsourced CCMN and formulate the problem as maximizing all users payoff model.
In proposed system, mobile users download a content by the sequence of its chunks. Namely, each user starts to download a new chunk only when completing the existing chunk downloading. Users request a content in an asynchronous manner, and they may download chunks at different time.
We study the operations of task assignment in a period of continuous time T [0, T ], where t = 0 is the start time and t = T is the end time. Let r c i (t), t ∈ [0, T ], represent the cellular link capacity of user i. Let h i (t) denote the moving information of user i at time t, including current position (latitude x i and longitude y i ), moving speed υ i , moving direction θ i . Thus, h i (t) can be indicated as a tuple
Let F indicate all content stored in the CPs and f be a single content file, f ∈ F. |F| and |f | are represented the whole catalog size and the size of content f , respectively. A single content file f is segmented into several chunks by CPs, e.g., f = {f 1 , f 2 , . . . , f K }. Let |f k | denote the k-th chunk size of the content file f .
A. CONTENT RETRIEVE
In the time T , all requested content is represented by a set S † = {f j |f ∈ F, j ∈ I }, where f j represents the content file requested by requester user j. The task of S † is allocated to participants by chunks. After receiving the crowdsourced requests, if requested chunks are cached, participants deliver the cached chunks to requesters directly via WiFi; Otherwise, participants need to download the chunks from BS via cellular links. The downloading sequence of user i can be characterized as follows:
where m denotes the downloading sequence number, f k j is the k-th chunk of f requested by requester user j, and S m i (f k j ) indicates the participant user i will download f k j in m-th order for requester user j while f k j is not cached. S m i (f k j ) includes the associated information of the m-th downloaded chunk f k j by participant user i, and we can write S m i (f k j ) as a tuple: 
LetS j represent the sequence of receiving chunks in requester user j. Given the downloading sequences of all participants S i , ∀i ∈ I ,S j can be derived as following:
where C i (f k j ) represents the chunk f k j cached by user i. Similarly, the receiving sequence of user j can be characterized as follows:
whereS n j (f k j ) represents the n-th receiving chunk f k j by the requester user j from participant user i with the WiFi link rate r w j (t). We can also write theS n j (f k j ) as a tuple includes the receiving information:
Meanwhile participants demand to deliver the cached chunks and/or the downloaded chunks to the corresponding requesters by the WiFi links. As illustrated in Fig.1 ], e.g., D i,j (t) ≤ R thr j . If we know the h i (t) and h j (t), then D i,j can be obtained by the distance of two points. We also may get the predicted D i,j (t + t) by the prediction of x i (t) = x i + υ i t sin θ i and y i (t) = y i + υ i t cos θ i . In practice, it is difficult to get the precise values of D i,j (t) and D i,j (t + t). Hence, we adopt an alternative constraint
where P{A} denotes the probability of event A, and P R is the outage probability of distance constraint. We suppose that requster j receives chunks of a content by the chunk sequence. In other words the requester user is to receive the (k + 1)-th chunk of f after receiving the k-th chunk of f . Actually, it is reasonable, especially for video streaming. It can not improve the Quality of Experience to requester users that receiving the (k + 1)-th chunk of f before receiving the k-th chunk of f . Hence, for the different chunks of a same content, f k j and f k+1 j , the time constraint can be represented in Eq. 7.
, n = n
B. USER PAYOFF
In this section, we consider the payoff of mobile user in perspective of Quality of Service (QoS) and energy consumption. User satisfaction with content retrieving time is employed to measure QoS. Energy consumption is calculated as the energy consumed by cellular links and WiFi connections.
1) USER UTILITY
We consider the user utility as the QoS of requesters, which is mainly decided by the data retrieve time. A shorter data retrieve time brings a higher QoS for requsters. Let S † j denote the set of requested files by user j and S † j is the subset of S † . The sending time of the request for the first chunk of f by user j is represented as t j (f 1 ). Let τ j (f ) denote the content file f retrieve time by requester user j, then we have
Remark: Here, we calculate the content file f retrieve time τ j (f ) by the receiving time of last chunk of f by user j minus the sending time of the request for the first chunk of f , rather than the sum of each chunk retrieve time of f . The scheduler of CCCMN system need to consider the case that usually retrieving the portion of content file f is valueless before getting the entire content file f .
We adopt average content retrieve rate per unit time of user j, represented by ξ j , to express the QoS of user j. It is calculated by the Eq. 9.
A shorter data retrieving time brings higher user utility. When the data retrieving time is short enough, the user utility almost do not increases. Let U j (ξ j ) represent the utility function of user j which is formulated as follows [35] :
where ϕ j > 0 denotes user specific parameter measuring user j's satisfaction for a short content retrieve time. Obviously, U j (.) is a monotonically increasing function (as the content retrieve rate increases, the utility of user j increases.) and meets diminishing marginal returns (the speed of utility increasing reduces with the increase of average content retrieve rate ξ j ).
2) ENERGY COST
In mobile network, since mobile devices are powered by batteries, energy consumption has gained more attention of researchers. In proposed CCCMN system, energy consumption is mainly composed of two parts: cellular network energy consumption for new content downloading and WiFi links energy consumption for content transmission. Hence, the total energy consumption of requester user j can be represented as: E j = E c j +E w j , where E c j and E w j indicate the energy consumption of requeser j by cellular links and by WiFi links, respectively.
In the cellular network, energy cost mainly consists of two apart: the transmission energy cost and Radio Resource Control (RRC) energy cost [36] . The transmission energy is proportional to the size of transferred content; The energy consumption of the RRC is determined by the RRC protocol VOLUME 6, 2018 which is in charge of channel allocation and scaling the transmit power level.
where ε c tran (J/B) is the energy consumption factor of the transmit control to download content by cellular, and ε c pow,i denotes the transmit power level of user i by cellular link.
Since WiFi of mobile device usually keeps in the Power Save Mode (PSM), energy consumption of WiFi maintaining is little compared with the data transmit mode. The energy consumed of WiFi primarily determined by the size of transmitted data and the transmit power level [36] . For simplicity, let all users adopt the same transmit power level of WiFi.
where ε w tran (J/B) represent energy cost factor of delivery data by WiFi. Let η j indicate the energy consumption per unit data, energy cost of user j can be formulated as follows:
where j > 0 is a specific parameter capturing user j's satisfaction for energy cost. Similar to user utility, Cost j (.) is a monotonically increasing function and meets diminishing marginal returns.
3) PROBLEM FORMULATION
According to the above, we formulate the payoff function of requester user j as W j = U j − Cost j . We consider an ideal scenario with complete network information in this work, the problem of task assignment in CCCMN system can be formulated as the maximization of all user payoff:
Moreover, W is the theoretical performance bound of the proposed crowdsourced system. However, directly solving Eq. 14 is very challenging due to the following reasons. First, users operate in an asynchronous manner. Namely, users may start to download new chunks at different time. Second, Eq. 14 involves both discrete variables (e.g., downloading sequence and receiving sequence) and continuous variables (e.g., downloading time and receiving time ), hence is a complicated mixed-integral optimization problem. Hence, in the next section, we will focus on finding upper-bound and lower-bound for this performance bound W .
V. PERFORMANCE BOUND ANALYSIS FOR CACHED DATA A. CACHED DATA
In the time [0, T ], the proposed crowdsourced system consists of |I | users (requesters and participants) and system mobility is considered by the dynamic of I (the number of users increasing or decreasing). Let ζ , 0 ≤ ζ < 1, denote the change rate of the number of users; And the number of users can be bounded as |I |(1−ζ ) ≤ |I | ≤ |I |(1+ζ ). Furthermore, let C indicate the total cache size of all users, then we have the following relationships:
where C i is the maximum cache size of user i, C † is the lower bound of C, and C ‡ is the upper bound of C. We assume that all content requests from requester users comply the Poisson distribution and the average content request rate is represented by λ. Thus, the number of totally requested content files is λT in the time [0, T ]. As mentioned previously, S † is the set of all files requested in λT and |S † | ≤ λT because there are duplicate file requests in long term T . We suppose that the content popularity distribution follows the Mandelbrot-Zipf distribution [37] . Accordingly, the probability of a request for the file f can be obtained as
, where α and q indicate the parameters of the Mandelbrot-Zipf distribution and f denotes the popularity rank of the content file.
Let |S † |β, β ∈ [0, 1], denote the requested content of all users satisfied by the cached data. We consider two extreme cases of caching data of all users: 1) firstly all users cache the most popular files of the catalog F, accordingly there are |S † |β ‡ files that can be satisfied by cached data, and we have
On the contrary, all users cache the least popular files of F, and |S † |β † files can be retrieved by cached data, β † = |F| f =L † P f . Therefore, the bound of β can be hold by the lower bound β † and upper bound β ‡ as following:
At the same time, L † and L ‡ are constrained by the C † and C ‡ as following, respectively.
where φ is the non-redundant proportion of cached data, φ ∈ (0, 1].
Proposition 1: In a period of continuous time [0, T ], S ‡ , S ‡
⊆ S † , is the set of files satisfied by the cached data in the system, κ is a constant real number, then the theoretical performance bound of the proportion of S ‡ is bounded by
Proof: The proof is straightforward by substituting the lower bound β † and upper bound
By substituting P f , we can get
B. USER PAYOFF BOUND
Given a requested content files set S † j of requester j for proposed crowdsourced content distribution system in a period of continuous time [0, T ], there are |S † j |β j content files can be satisfied by cached data, and |S † j |(1 − β j ) content files need to be downloaded by cellular links from content providers. Compared to cellular networks, the WiFi transmission bandwidth is larger and economically cheaper in short distance, then we assume that all users have the same WiFi link rate r w and r w > r c i , ∀i ∈ I . Due to |S † j |(1 − β j ) content files also need to be transmitted to requester user j, 1 then ξ j can be reformulated as following:
where T c,j and T w,j denote the data retrieving time of requester j by Cellular and WiFi, respectively. Let ξ represent the whole network data retrieve rate. According to Eq. 18, we know that ξ is can be a function of parameter β due to T c,j is decided by β. Therefore, ξ can be bounded by:
Transmission of the same size of the data, energy consumption by WiFi is much smaller than energy consumption by the cellular network [36] . Energy cost includes the energy consumption for data downloading on cellular links, and energy consumption for data exchange via WiFi. According to Eq. 12, given a S † j for requester user j, the energy consumption by WiFi is almost constant. Furthermore, E j is mainly decided by the energy consumption on cellular links. Hence, the energy consumption of all users is bounded by:
Based on the above, we have the following theorem. Theorem 1: Given a proportion rate of cached data β, the theoretical performance bound of W is bounded by the β † and the β ‡ , e.g.,
VI. ROBUST CACHING CONTROL WITH TOPOLOGY UNCERTAINTY
In-networking caching is one of the most effective features for crowdsourced CCMN. Mobile users can gain higher QoS by cached data in other mobile users. However, how to control the caching redundancy rate is a challenging issue since user mobility uncertainty. In this section, we try to solve the caching control problem against the topology uncertainty.
A. QOS PROVISIONING AGAINST DYNAMIC TOPOLOGY
In crowdsourced CCMN, due to the user mobility, the number of mobile users |I | is a time-varying model, e.g., dynamic topology. Usually, it is assumed to follow the Poisson distribution temporarily. Over a small time period, the number of mobile users can be considered as a stationary process. Therefore, we model the time-varying topology as concatenations of piecewise stationary processes. Let ζ t denote the change rate of the number of users in the stationary process at time t stage, t [t, t + 1] (t means a period of time, not 1 second). Since distributions of ζ t and ζ t+1 take different forms, we need different caching control policies to adapt the topology dynamics.
The crowdsourced CCMN performance is affected by the proportion of cached data by Theorem 1. Proposition 1 implies the proportion of cached data is bounded by the total cache size C and the non-redundant rate of cached data φ. To improve the system performance W, we need to increase the proportion rate of cached data and to cache the most popular content currently. Since the total cache size C is decided by the actual number of users, we only need to maximize φ.
However, due to user mobility, cached data will be changing as the users join and leave. If the leaving users are caching the most popular content of S † currently, the performance of W will decrease obviously. To keep a stationary QoS provisioning, we try to adopt an outage probability that the redundant proportion of cached data 1 − φ is greater than the change rate of the number of users ζ . Then, the stochastic QoS provisioning for crowdsourced CCMN is to maximize the W(ζ, φ), subject to a stochastic performance stationary protection level:
where ψ indicates the threshold of performance stationary protection. To address the problem (22), we can look for closed-form approximations for the distributions of topology dynamic ζ to convert problem (22) into a convex form. However, it is a challenge issue to estimate accurate topology dynamic which requires sufficient data samples. Thus, we need robust caching control policies to solve this problem.
B. TOPOLOGY DISTRIBUTION UNCERTAINTY
To achieve the robustness, we first present a quantitative way to study how the distributions of topology dynamic ζ change with the time. We first measure the change rate of the number of users in several time periods and obtain a closed-form approximations for ζ . This coarse approximations serve as reference distributions of ζ , denoted by h 0 ζ , and we expect that their actual distributions in the next period are close to the references. We quantify the difference between the actual distribution h ζ (x) and its reference h 0 ζ (x) by the Kullback-Leibler (KL) divergence [38] , [39] :
, where E[.] indicates the expectation functions. KL divergence actually characterizes the logarithmic difference between distributions h ζ (x) and its reference h 0 ζ (x). When these two distributions are close to each other, the distance measure D KL is close to zero. Then, we can define the distribution uncertainty for ζ as follows:
where D ζ represents a distance limit that bounds the difference between h ζ (x) and its reference h 0 ζ (x). We model the ambiguity of ζ by restricting the distribution h ζ (x) in the set Z ζ .
C. ROBUST CACHING CONTROL PROBLEM
Given the uncertainty models Z ζ , the robust caching control of problem (22) can be reformulated as follows:
where b(A) is the indicator function and b(A) equals 1 if event A is true and 0 otherwise. It is easy to prove that objective function W(ζ, φ) are increasing functions of the non-redundant proportion of cached data φ. Therefore, the optimal non-redundancy rate φ can be uniquely determined by the equality condition of constraint (24b). The robust caching control problem can be converted into solving the following problem:
By applying the changeof-measure technique [40] , we obtain
When there is no confusion we suppress the variable x and just use h ζ and h 0 ζ to denote h ζ (x) and h 0 ζ (x), respectively. Similarly, we have
Therefore, we can reformulate both the constraint function and the objective function as expectation forms where the expectation is taken corresponding to the reference distribution h 0 ζ (x). Hence, the problem (25) can be reformulated as
A first yet critical observation is that, with K (x) being the decision variable, Problem (26) is a convex optimization problem and it can be solved analytically by a functional approach [40] . 
and get the value of λ and ζ . Let h * ζ represent the optimal solution of Problem (25) . Then we have h * ζ = K * (x)h 0 ζ , where K * (x) is the solution of Problem (26) . Thus, the robust caching control parameter φ can be obtained by solving the following problem:
We can easily get the optimal φ by solving the equation
VII. PERFORMANCE EVALUATION
In this section, we evaluate the performance of proposed robust caching control strategy in crowdsourced CCMN. In the simulation, there are |I | = 20 initial mobile users who are randomly distributed inside a circle with the radius of 500m around the base station. The cellular link capacity of each user r c i conforms to the normal distribution and D2D link rate (WiFi) of each user r w i is set to a fixed rate. We characterise mobility model by the change rate of the number of total mobile users, which is set to follow ζ (t) distribution in the time stage [t, t + 1]. The number of users joining or leaving is assumed to follow the Poisson distribution.
There is one CP connected to the base station via the wired network. We consider the catalog of repository in the CP consisting of |F| = 10 6 files. Each file consists of about 10 3 chunks, and the chunk size is set to 10KB. Unless otherwise specified, each mobile user equips 1GB cache resource. All users with CCN stack use the popularity driven replacement method (evicting the least popular chunks) and ALWAYS decision police (caching every chunk it receives).
We use the Mandelbrot-Zipf distribution model to calculate the popularity and request frequency of each content, where α = 0.9 and q = 0.5. Each mobile user performs file-level requests according to the Poisson process with exponentially distributed arrival time at λ r = 1 Hz rate.
In order to assess the performance of robust caching control scheme, we simulate the following schemes.
• Ideal: all mobile users keep caching the most popular content currently and the non-redundant proportion of cached data φ equals 1; If there are users leaving or joining, system updates the cached data immediately, and guarantees caching the most popular data and φ = 1;
• Worst: in initial stage, all mobile users caches the most popular content and φ=1; If there are users leaving or joining, we assume that leaving users caches the most popular content and joining users caches the least popular content;
• Robust: system adopts the proposed caching control scheme by solving the Problem (24) and setting the non-redundant caching rate φ base on the change rate distribution of the number of mobile users ζ , e.g., h ζ (x);
• Non-control: there is no non-redundant caching rate control; In the initial time, all mobile users caches the most popular non-redundant content; Cached data is updated only by the popularity driven replacement method of each user. We analyze the above schemes by focusing on the whole network cache hit ratio metric. Specially, in order to better evaluate the performance of proposed robust caching control strategy, we simulate it with three different protection thresholds, e.g., ψ = 0.9, ψ = 0.3, and ψ = 0.1. The sensitivity of cache hit ratio against user mobility under the case of stationary process and the case of different stationary processes are represented on Fig. 3 and Fig. 4 , respectively. Fig. 5 and Fig. 6 show the changing curves of cache hit ratio of four schemes with varying cache size and varying content popularity skewness, respectively.
In our simulation, the number of leaving and joining users is supposed to follow the different Poisson distribution in the different stationary processes. Fig. 3 shows the sensitivity of cache hit ratio against user mobility in a stationary process with content popularity distribution skewness α = 0.9. We can see that compare with Non-control and Worst schemes, three robust cache control strategies provide not only higher cache hit, but also stable performance in a stationary process of user mobility distribution. Specially, robust cache control with ψ = 0.3 scheme outperforms the other two robust control schemes.
Furthermore, we also evaluate above strategies by the cache hit ratio metric in different stationary processes of user mobility distributions, depicted in Fig. 4 . In the different user mobility distribution stages, we can get similar conclusion that robust cache control schemes has higher cache hit ratio than Non-control and Worst strategies. Fig. 5 illustrates the cache hit ratio as the function of content popularity skewness with cache size 1GB for four different strategies. As depicted in Fig. 5 , as the content popularity distribution skewness increases, cache hit ratios of all schemes increase. It is because that as the content popularity distribution skewness increases, the requests for popular content increase. Furthermore, robust control schemes have better performance than Non-control and Worst schemes; And as the content popularity distribution skewness increases, the performance gaps increase.
At last, we assess the sensitivity of cache hit ratio against the varying cache size with content popularity distribution skewness α = 0.9. As illustrated in Fig. 6 , as the cache size VOLUME 6, 2018 FIGURE 5. Cache hit ratio against content popularity skewness α. of user increases, cache hit ratio increases for all strategies. In addition, Worst scheme increases slower than other methods. Robust cache control schemes have higher cache hit ratio compare with Non-control and Worst schemes.
VIII. CONCLUSION
In this paper, to provide a stable high quality of service for content distribution, we design a novel crowdsourced CCMN framework firstly. Then we analyzed the theoretical performance bound of the proposed crowdsourced CCMN from the perspective of cached content. Furthermore, to guarantee QoS against topology uncertainty, we proposed a robust caching control scheme in which we formulate the robust caching control problem into a chance constrained robust optimization. We use Kullback-Leibler divergence to quantify the difference between the actual distribution and the closed-form approximated distribution. Simulation results show that the robust caching control schemes provide better performance than the others.
In future work, incentive mechanisms are very important and necessary for motivating the users to participant crowdsourced content distribution system to help each other. We may try game theoretical methods to solve the incentive problem. The equilibrium strategies are chosen by the players in order to maximize their individual payoffs.
