1. Introduction. In studying the formal structure of sentences whose validity is preserved under passage from an algebraic system to a homomorphic image of the system, we have had occasion to use a lemma from formal logic. A proof of this lemma, our Interpolation Theorem, can be given within the theory of deductive inference, as formalized by Gentzen. Gentzen's theory is rather complicated and perhaps not generally well known. Moreover, the use of any formalized system of deductive logic seems to an extent alien to the primarily algebraic nature of our intended application. Therefore we give here a proof of the Interpolation Theorem that lies entirely within the theory of models : our arguments are as far as possible in the spirit of abstract algebra, and, in particular, borrow nothing from formal logic beyond an understanding of the intended meaning, herein precisely defined, of the conventional symbolism.
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The Interpolation Theorem deals with sentences of the Predicate Calculus. Roughly, these are sentences that can be build up using the usual logical connectives, symbols denoting operations (or functions), symbols denoting relations (or predicates), and variables whose range is individual elements of the systems under consideration, but no variables ranging over operations, relations, or sets. The theorem takes the same form whether or not we admit a predicate denoting identity, with suitable axioms, to the predicate calculus. For technical reasons we admit as sentential connectives only the signs for negation, conjunction and disjunction (regarding " if then " asa defined concept), together with signs 0 and 1 for truth and falsehood. For each occurrence of a relation symbol in a sentence S, there is a unique maximal chain of well formed formulas, all containing the given occurrence and each occurring as a proper part of the next. The given occurrence of the relation symbol will be called positive if the number of formulas in this chain that begin with the negation sign is even, and negative if this number is odd. If S is in prenex disjunctive form, this criterion takes the simpler form that an occurrence is negative if and only if it is preceded by the negation sign.
ROGER C. LYNDON implies T, and that a relation symbol has positive occurrences in M only if it has positive occurrences in both S and T, and has negative occurrences in M only if it has negative occurrences in both S and T.
This theorem is a generalization of a result of W. Craig [3, 4] Craig's lemma is obtained from it by suppressing the distinction between positive and negative sentences. As indicated, our first proof of the Interpolation Theorem used the Gentzen calculus it did not differ essentially from Craig's proof, at that time unpublished, of his lemma.
The leading idea of the present proof is to interpret £ implies T to mean that T holds in every model for which S holds we express this relation by writing S=$T. By Godel's Completeness Theorem [6] , this semantic interpretation is equivalent to the interpretation S \-T, that T is a formal consequence of S in a deductive axiomatization of the predicate calculus. The crucial point in our argument is the Main Theorem, which serves as a substitute, under this interpretation, for results in the theory of proof due to Her brand [8] and to Gentzen [5] .
A theorem of the theory of proof may be taken, in general, as saying that if there exists any derivation of one set Δ of formulas from a set Γ, then there exists a derivation with certain special-properties. A semantic counterpart of such a theorem will take the form of an 'interpolation theorem': if Γ' =>Δ, then there exists a chain Γ = Γ\ Γ 2 , , Γ n = Δ of sets of formulas, with certain special properties, such that Γ 1 =Φ Γ 2 , , Γ 91 ' 1 =φ Γ\ Theorems of this sort will ordinarily require the occurrence in the Γ k of additional symbols (for the ' Skolem functions') that do not appear in Γ or Δ, although this is not true of the Interpolation Theorem. Our arguments abjure any formal use of the concept of deductive derivablilty, hence of the Completeness Theorem. In various special cases, where Γ\-Δ would be immediate, that Γ^Δ follows directly from our definitions. The more difficult half of the Completeness Theorem, that if Γ =φ Δ then Γ h-Δ, is implicit in the Main Theorem, which guarantees the existence of a chain Γ = Γ 1 , , Γ n -Δ such that at each step the relation Γ % \-Γ fc+1 is immediately evident. I have profited much from discussions related to the present topic with A. Tar ski and L. Henkin 2 in particular, Tar ski has emphasized the desirability of establishing the Interpolation Theorem by methods independent of the theory of proof. The idea of providing semantic proofs of results from the theory of proof is not new : a proof by E. Beth [l, 2] , in a quite different formalism, of Craig's Lemma would certainly serve as well to prove the Interpolation Theorem and A. Robinson has likewise provided semantic proofs of closely related results [10] , ί p(r) are terms. A formula is, recursively, any atomic formula, and any expression 0, 1, **-> F, (F Λ G) , (F V G) , yxF, jxF where F and G are formulas and x is a variable. Formally, we define L to be the set of its symbols, terms and formulas.
We introduce the abbreviations F Z) G for (^FvG), ΛΓ^ f°r ίΊΛ Λfn with the convention A ^ = 1, and V ΓΉ f or F x V V F n with VK -0, and write y# t x n for y/x x γa; w . A matrix is a formula that does not contain y or 3. A normal matrix is a matrix of the form Vΐ-i A *ΐ -^u where each F tJ is either A o or ^A ijy for A υ an atomic formula. A prenex formula is one of the form Q L x x Q k x q M where each Q t is y or 3, each x i is a variable, and ilί is a matrix the formula is normal if the matrix M is normal. An occurrence of a variable x in a formula F is /rββ in the formula F if it is not part of a subformula of the forms yfxG or ^xG. A sentence is a formula without free occurrences of variables.
It is easily shown by induction that if G is any part of a formula F, then there is a smallest part of F that is a formula and contains G. It follows that there is a unique maximal chains of formulas H u , H n =F, each a proper part of the next, and all containing G. The part G is positive in JP if the number of H i+1 -~ Hi is even, and negative if it is odd. In what follows, G will always be an occurrence of a relation symbol in F.
An interpretation of a language L is determined by a set A and a function μ, defined on V\J W[jR, such that μxe A for xe V, ^eA iP(w) for w e W, and /*r 6 2 lP(r) for r e i2. We regard 2 as the two element Boolean algebra with elements 0, 1 and operations ~, Λ, V, so that /î s a function with values (μr) (a l9 , α p(r) ) equal to 0 or 1 but in practice we indulge in the harmless ambiguity of treating μw as a subset of A Kw)+1
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and μr of A p(?0 , and accordingly using such notation as μw g μw', μrξΞkμr'. Putting aside the trivial case that L contains no relation symbols of positive rank, μ unambiguously determines its domain A.
The function μ determines a unique extension mapping all terms of L into A, by the recursive definition
A further extension mapping all formulas of L into 2 is determined by the conditions. 
Formally, we define an interpretation to be a function μ thus extended in practice we shall say that μ and λ agree except on x when we mean that μ and λ agree for all
A model of L is the restriction 21 of an interpretation μ to the operation and relation symbols of L. The model 21 may be regarded as a 'relational system Ji consisting of a set A, its domain, together with a set of operations %w indexed by the operation symbols w of L, and a set of relations 2ίr indexed by the relation symbols r of L. If 21 is the restriction of μ, we call μ an interpretation in the model 21. If μF=l f we say that F holds for the interpretation μ. Evidently μF depends only on the domain A of μ, the values of μ on the operation and relation symbols that occur in F, and the values of μ on the variables that occur free in F. In particular, if S is a sentence, μS depends only on the model 21 to which μ belongs, and if μS = 1 we say that S holds in the model 21.
If Γ and Δ are sets of formulas of L, we say that Γ implies Δ in L if μΔ = {1} for all interpretations of L such that μΓ = {1}. This interpretation is evidently independent of L, provided only that Γ and Δ belong to L we say simply that Γ implies Δ, and write Γ =φ J. We write μΓ = 1 for μΓ = {1}, and employ such notation as Γ 1? Γ 2 =^F with the obvious meaning. If Γ =^ Δ and J=)Γ, then Γ and J are βgwi-valent and we write Γ^^Δ.
That l^F expresses that JP is a theorem. A set Γ is called consistent if there exists an interpretation μ such that μΓ = 1 thus Γ=φO expresses that the set Γ is inconsistent.
See [11] , [12] . 3* Preliminary propositions. The set Φ = Φ(L) of all formulas of L constitutes, in an obvious sense, an algebraic system with operations 0, 1, ^, Λ, V in fact it is a ' word algebra ', a free algebra without axioms. The relation F<^G is a congruence on Φ, and the quotient system Φ is a Boolean algebra, the Lindenbaum algebra of L. If K is the canonical map of Φ onto Φ, then every interpretation μ of L, when restricted to Φ, can be factored uniquely in the form μ -fttz where ft is a homomorphism of Φ onto 2.
The set Φ o of all matrices of L constitutes a subalgebra of Φ, and its image Φ o = /c<P 0 is a subalgebra of Φ. Every homomorphism θ of Φ o onto 2 can be extended to a homomorphism 0' of Φ onto 2 such that θ'κ is an interpretation. To prove this we construct the special interpretation μ induced by θ. For the domain A of μ we take the set of all terms of L. For a variable x, define μ# -x. For an operation symbol w and terms ίj, , ί p(w) , we define /w by assigning to (μw)(t u , ί P ( W )) as value the term w(t u •• ,ί P <»). For a relation symbol r and terms ίi> ">ίpθ) , x n , and such that λM=0.
It follows that μF = 0. We proceed by induction. For n -0 the assertion is trivial. For n -1 it suffices to observe that if μ is an interpretation such that μF f = 1, then defining an interpretation λ to agree with μ except on y l9 and setting λy 1 -μσy iy gives λF -μF } ', hence λF = 1. For n > 1, form JF"' from F by substituting σ?/ r for y r , all ?/ r except y n , and let $" = \fx n ••• α? nm jyF".
Then the case % = 1 applies to give S f =^S", and the case % -1 to give S" => S. For S as before, a second sentence S o will be said to arise from S by specialization if (iii) θ is a substitution such that θy r = y r , while each θx pq is a term in certain new variables u x ,u a together with the y r for r < p and (iv) S o results from ΘM by prefixing quantifiers yu h and 3^ in some order such that γu 7i precedes 3^ if u Λ occurs in any θx pq for p ^ r, and 3?/ s precedes 3^ if ?/ s occurs in any θx pq for p rg r. Proof. Let S have Skolem matrix σM in U as before. Define a substitution ^ by setting pz = 2; for all variables 2 other than the 2/ r> and, by recursion on the order of quantification of the y r in S o , defining py r -pθo y r = s r (pθx n , , pθx rπlr ).
Since all 2/ β that occur in ^σ?/ r occur in some &£ p(i for p ^ r, all such y s precede 2/ r i n S o , and the recursion if legitimate. Since θy r -y r , pθy r ~ py r = pθσy r by the above definition, while for all other variables z, σz ~ z and again pθz -pθσz. Suppose now that S holds in a model 21 of L, and hence, by Proposition 4, that the Skolem form S f of S holds in an extension 2Γ of 2ί to U. Then, for every interpretation μ in 2Γ, all instances of σM hold, and, in particular, pOσM holds. Since pθσ = pθ, pOσM = pθM. Now / tfΛf results from ΘM by the substitution /?, and pu h -u h , while ρy r contains only those u lh that occur in the pβx pq for p <. r by induction, using (iii), these are among the u h that occur in θx pq for p ^ r, and hence among the u h that precede y r in S o . Therefore Lemma 3 applies to establish that S Q holds in 2X
; and thus in 21. Let S ι , S 2 be prenex sentences of the form, for 5 = 1,2, Proof. Suppose S\ S 2 were consistent, hence both held in some model 2ΐ of L. Using Proposition 4, all instances of σM 1 and σM 2 would hold for all interpretations in a certain extension 2ί' of 2ί to a model of ZΛ Then ησM x and ^σ-Λί 2 would hold for all such μ, and μθ = 1, a contradiction.
In propositions 6, 7 and 8 we have attempted to isolate the chief ideas that underly the Main theorem the proof of this theorem can now be accomplished by easier and more natural stages, although at the cost of a small amount of repetition. To bring these into agreement, define a transformation χ on terms as follows :
(1) χz -z for a variable z ( 2 ) ^σ-'^ = χησ.yf (2) is never invoked consequently the restriction % of χη to L ύ is a substitution.
Since ησ'M\, r f σ f Ml =Φ 0, and 7 induces a transformation on terms, it follows that χησ'Ml, χησ'Ml =Φ 0. Now tησ'yf -χησ Q yf by definition, while σ'x% -x% = σ o x^ implies that χ^σ'a^J = Z^σ o^δ J; it follows that fS = γj]σ Q Ml = η Q σ Q Ml, the last since σ Q Ml belongs to L u . Hence, Dropping the subscripts on Sjj, we now have the situation at the beginning of the proof, but with a = 1, that is with a single substitution η such that ^σilί 1 3 , and again Since ησMl Λ ησ-Ml ^ 0 for all i, h, it follows that completing the proof.
It was stated in the introduction that the Interpolation Theorem remains true for the predicate calculus with identity. Precisely, we restrict the definition of a language to apply only to those that contain a fixed relation symbol e of rank two, and the definition of interpretation to admit only those μ for which μe is the identity relation on the domain of μ. The relation S^T then acquires a stronger meaning. Nonetheless, the Interpolation Theorem as stated remains true in this new sense. (It may be well to note that e is included among the relation symbols mentioned in the conclusion of the theorem.) In fact, all statements in this paper remain true in the new sense, apart from two modifications. First, Proposition 1 must be modified by enlarging J to contain (the coset of) each formula e(t,t),t a term, and to contain any formula F f obtainable from a formula F in J by replacing an occurrence of a term ί by a new term V, provided that e(ί, V) is in J. Second, in the proof of the Interpolation Theorem, the M\ as described above must be similarly enlarged by adjoining to each the finite set of all M\ 5 of the form A or ~A, A atomic, such that Ml^Mlj in the present sense. The Interpolation Theorem can be refined in other ways. Conditions can be imposed on the internal structure of the atomic formulas r (ti> * * *>*W)) containing the relation symbol r. For example, define an /-occurrence of r in S to be one in which each t if for i e /<= {1, p(r)} is a variable universally quantified in S. Then it can be required that r have Z-occurrences is S° only if it has /'-occurrences in $ and /"-occurrences in T, where J" c / c= /'. Alternatively, stronger conditions can be imposed on the external context in which a relation symbol occurs. For example, suppose all positive occurrences in £ of a relation symbol r are in formulas A'αA where A and A! are atomic formulas, and that none of the relation symbols appearing in the parts A! of these formulas have positive occurrences in S, except possibly in parts A then S° can be required to contain no positive occurrences of r. Such refinements of the Interpolation Theorem have proved useful in the study of homomorphisms and subdirect products of models, but because of their special nature it does not seem worthwhile to give separately formal statements and proofs of these results.
