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Abstract
We consider a problem of prescribing the partial Ricci curvature on a
locally conformally flat manifold (Mn, g) endowed with the complementary
orthogonal distributions D1 and D2. We provide conditions for symmetric
(0, 2)-tensors T of a simple form (defined on M) to admit metrics g˜, con-
formal to g, that solve the partial Ricci equations. The solutions are given
explicitly. Using above solutions, we also give examples to the problem of
prescribing the mixed scalar curvature related to Di. In aim to find ”opti-
mally placed” distributions, we calculate the variations of the total mixed
scalar curvature (where again the partial Ricci curvature plays a key role),
and give examples concerning minimization of a total energy and bending
of a distribution.
Keywords/Phrases: Riemannian manifold; distribution; conformal; vari-
ation; partial Ricci curvature; mixed scalar curvature; energy.
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Introduction
Let D1 and D2 be smooth complementary orthogonal distributions on a Rieman-
nian manifold (Mn, g) with the Levi-Civita connection ∇ and the Riemannian
curvature tensor R. Assume that dimDi = pi > 0 (i = 1, 2), dimM = n, n =
p1 + p2. Let e1, . . . en be a local orthonormal frame adapted to D1 and D2, i.e.,
ei ∈ D1 for i ≤ p1 and eα ∈ D2 for α > p1. The mixed scalar curvature is given by
K1,2 =
∑
i,α g(R(ei, eα)eα, ei), see [11]. We call the partial Ricci curvature related
to D1 the symmetric bilinear form Ric1(X, Y ) =
∑
α>p1
g(R(eα, X)Y, eα) on the
tangent bundle TM . The definition for D2 are similar. Indeed, K1,2 = Trg Rici| Di
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for i = 1, 2. We are interested in the problem that concerns “optimally placed”
distributions
(P0) Find variational formulae for the functional IK : D1 →
∫
M
K1,2 d vol.
The variational formulae for IK (and for i-th mean curvatures) related to codi-
mension one distributions on a compact (M, g) are developed in [10]. In the
paper we consider distribution D1 of any codimension, represent the first and
second variations of the total mixed scalar curvature and give examples concern-
ing minimization of the total energy and bending of distributions. The partial
Ricci curvatures play a key role in above variational formulae.
Different aspects of the problem of finding a metric g, whose Ricci tensor is
a given second-order symmetric tensor T , were considered by several authors,
see [1], [5] – [7], etc. The following problems for a differentiable manifold M with
transversal complementary distributions D1 and D2, which generalize the classical
ones, seem to be interesting:
(P1) Given a symmetric (0, 2)-tensor T on M satisfying T (D1,D2) = 0, does
there exist a Riemannian metric g with the properties g(D1,D2) = 0 and either
Rici | Di = T| Di or [Rici−12K1,2 g] |Di = T| Di, where i = 1, 2 ?
(P2) Given a function K¯ ∈ C(M), does there exist a Riemannian metric g
on M , whose mixed scalar curvature (related to D1 and D2) is K¯?
Note that (P1) for T = 0 asks about existence of either Di-flat or “Di-
Einstein” metrics. (P2) is similar to the known problem of prescribing scalar
curvature on M ; its particular case K¯ = const corresponds to the Yamabe prob-
lem (of prescribing constant scalar curvature on M).
We study the problems (P1) and (P2) on a locally conformally flat (M, g), in
particular, on space forms, for tensors T of a simple form. We find necessary and
sufficient conditions on T for the existence of metrics g˜ = (1/φ 2) g (conformal to
the metric g) which solve the systems
a) R˜ici | Di = T| Di (i = 1, 2); b) [ R˜ici −
1
2
K˜1,2 g˜] | Di = T| Di (i = 1, 2). (1)
The compatibility condition for (1)(a) is Trg T| D1 = Trg T| D2 with the traces equal
to K1,2, while for (1)(b) is (1− p2/2) Trg T| D1 = (1− p1/2) Trg T| D2.
In Section 1 we determine all tensors T of (P1), the functions K¯ of (P2)
and the corresponding metrics g˜ that solve the systems (1). Theorems 1 – 4 and
Corollaries 2 – 4 extend recent results of [5] – [7] (where D1 = TM and D2 = 0)
to cases of the partial Ricci and the mixed scalar curvatures of distributions.
In Section 2, in aim to find ”optimally placed” distributions, see (P0), we calcu-
late the first and second variations of total K1,2 using the partial Ricci curvature,
and give examples concerning minimization of a total energy and bending of a
distribution. Section 3 contains proofs of results.
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1 Prescribed partial Ricci curvature
We start with the solution to (1), see (P1), at a point x ∈ M . (The constant
curvature metrics are solutions to Rici | Di = λi g | Di at one point). Let M be a
neighborhood of the origin O in Rn = Rp1 × Rp2, and Di (i = 1, 2) is tangent to
the i-th factor.
Proposition 1 Let T be a diagonal n-by-n matrix satisfying condition
K =
∑
i≤p1
Tii =
∑
α>p1
Tαα.
Then the metric g in a neighborhood of O in Rn = Rp1 × Rp2 satisfying (1)(a)
at the origin, can be selected in the form g =
∑n
a=1
(
1 −∑ b≤n cbbx2b)dxa ⊗ dxa,
where, for example,
cii = Tii/p2 (1 ≤ i ≤ p1), cαα = (Tαα −K/p2)/p1 (p1 < α ≤ n).
Next we will represent the formulae relating partial Ricci and mixed scalar
curvatures for two conformally related metrics on M with distributions D1,D2.
(Notice that the conformal change of a metric g preserves the orthogonality of
D1 and D2.)
We call ∆(1)φ =
∑
i≤p1
hφ(ei, ei) and ∆
(2)φ =
∑
α>p1
hφ(eα, eα) the D1- and
D2-laplacian of φ, respectively, where hφ is the Hessian of φ. The Hessian of φ
is the symmetric (0, 2)-tensor hφ(X, Y ) = g(S(X), Y ), where S(X) = ∇X∇φ is
a self-adjoint (1, 1)-tensor, and ∇φ is the gradient of φ. Indeed, ∆(1)+∆(2) = ∆.
Let Rn = Rp1 × Rp2 (p1, p2 > 0) be a decomposition of Euclidean space. The
partial laplacians are ∆(1) =
∑
i≤p1
∂2
∂x2i
and ∆(2) =
∑
α>p1
∂2
∂x2α
.
Proposition 2 Let (M, g) be a Riemannian manifold with complementary or-
thogonal distributions D1,D2, and φ : M → R+ a smooth function. The par-
tial Ricci curvatures and the mixed scalar curvature transform under conformal
change of a metric g˜ = (1/φ2)g by the formulae
R˜ic1 = Ric1+
[
p2φ hφ +
(
φ∆(2)φ− p2 |∇φ|2
)
g
]
/φ 2,
R˜ic2 = Ric2+
[
p1φ hφ +
(
φ∆(1)φ− p1 |∇φ|2
)
g
]
/φ 2, (2)
K˜1,2 = φ
2K1,2 + φ (p1∆
(2)φ+ p2∆
(1)φ)− p1p2|∇φ|2. (3)
Corollary 1 Given complementary orthogonal distributions D1 and D2 of equal
dimensions p1 = p2 > 0 on (M, g) with mixed scalar curvature K, let g¯ =
u4/(n−2)g be the conformal metric, where u > 0 is a function on M . Then the
mixed scalar curvature K¯ of g¯ satisfies the PDE
− n
n− 2 ∆u+Ku = K¯u
n+2
n−2 . (4)
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Remark 1 One may extend above formulae for a pseudo-Riemannian metric.
The formulae (2) and (4) are similar to the classical formulae for the Ricci and
scalar curvatures (see, for example, [6])
R˜ic− Ric = [(n− 2)φ hφ + (φ∆φ− (n− 1) |∇φ|2)g]/φ 2,
−4 n− 1
n− 2 ∆u+Ku = K¯u
n+2
n−2 , g¯ = u4/(n−2)g.
We will consider the problem (P1) for a neighborhood V ⊂ Mn of a locally
conformally flat space. Suppose that there are coordinates (x1, . . . , xn) on V with
the metric gij = δij/F
2, where F > 0 is a differentiable function on M . We will
fix on V canonical foliations F1 = {xα = cα, α > p1} and F2 = {xi = ci, i ≤ p1},
ci, cα ∈ R, consisting of coordinate submanifolds. Let D2 = TF1 and D1 = TF2
be their tangent distributions.
Theorem 1 Let (Mn, g¯) be a locally conformally flat Riemannian manifold with
complementary orthogonal distributions D1,D2 of dimensions p1, p2 ≥ 2, and
V ⊂Mn an open set with coordinates (x1, . . . , xn) such that g¯ij = δij/F 2. Suppose
that T is a symmetric (0, 2)-tensor with the properties
Tij = f1δij, Tαβ = f2δαβ , Tiα = 0 (i, j ≤ p1, α, β > p1), (5)
where f1, f2 ∈ C1(V ). Then, in any of cases (a) or (b), there is a metric
g˜ = (1/φ2)g¯ solving the problem (1) if and only if φF =
∑
i≤p1
(a1x
2
i + bixi) +∑
α>p1
(a2x
2
α + bαxα) + c, and
a) f1 = − p2
(φF )2
[λ− 2(a2 − a1)µ], f2 = − p1
(φF )2
[λ− 2(a2 − a1)µ], (6)
b) f1 =
p2(p1− 2)
2 (φF )2
[λ− 2(a2− a1)µ], f2 = p2(p1− 2)
2 (φF )2
[λ− 2(a2− a1)µ]. (7)
Here a1, a2, bk, c ∈ R, and
λ = (
∑
k
b2k)−2(a1+a2) c, µ =
∑
i≤p1
(a1x
2
i +bixi)+
∑
α>p1
(a2x
2
α+bαxα). (8)
Corollary 2 Let D1,D2 be tangent distributions to canonical foliations on the
Euclidean product space (Rn = Rp1 × Rp2, g), and p1, p2 ≥ 2. Suppose that T is
a symmetric (0, 2)-tensor satisfying (5), where f1, f2 ∈ C1(Rn). Then there is a
metric g˜ = (1/φ2)g solving the problem (1) (in any of cases (a) or (b)) if and
only if φ =
∑
i≤p1
(a1x
2
i + bixi) +
∑
α>p1
(a2x
2
α + bαxα) + c, and fa, fβ are given
by (6), (7), where a1, a2, bk, c ∈ R, and λ, µ are defined in (8). A non-complete
metric g˜ is defined on Rn, if either a1, a2 > 0 and
1
a1
∑
i b
2
i +
1
a2
∑
α b
2
α < 4c or
a1, a2 < 0 and
1
a1
∑
i b
2
i +
1
a2
∑
α b
2
α > 4c. In other cases, excluding the homothety,
g˜ has singular points.
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Example 1 If ai = a in Corollary 2, then K˜1,2 = −p1p2λ defined in (8), and the
singularity set of g˜ can be explicitly described in terms of λ. Namely, if λ < 0
then a non-complete metric g˜ is defined on Rn, and if λ ≥ 0 then, excluding
the homothety, the set of singularity points of g˜ consists of 1) a point if λ = 0;
2) a hyperplane if λ > 0 and a = 0; 3) an (n − 1)-dimensional sphere if λ > 0
and a 6= 0.
One may consider the pseudo-Euclidean space (Rn, g) with the coordinates
x = (x1, . . . , xn) and the metric gkm = ǫkδkm, ǫk = ±1. Then, for example, in
case (a) of Corollary 2 for a1 = a2 = a, we have φ =
∑n
k=1(ǫkax
2
k + bkxk) + c,
where p1
∑
α>p1
ǫα = p2
∑
i≤p1
ǫi, and f1 = −p2λ/φ2 − (2a/φ)(p2 −
∑
α ǫα), f2 =
−p1λ/φ2 − (2a/φ)(p1 −
∑
i ǫi).
Example 2 We will discuss our results, when M is the hyperbolic space (Hn, g¯),
represented by the half space model Rn+, xn > 0, and g¯ij = δij/x
2
n. For any
pair of integers p1, p2 > 0, p1 + p2 = n, denote by F a foliation by p2-planes
{x} × Rp2, where x = (x1, . . . , xp1, 0, . . . , 0). Let D2 be the distribution tangent
to F , and D1 its orthogonal complement. Using F = xn in Theorem 1, we obtain
φ xn =
∑
i≤p1
(a1x
2
i + bixi) +
∑
α>p1
(a2x
2
α + bαxα) + c.
If a1 = a2 = a, the mixed scalar curvature K˜1,2 = −p1p2λ. Moreover, in this
case a non-complete metric g˜ is defined on Hn whenever (i) λ < 0; (ii) λ = 0 and
a = 0 (hence c 6= 0); (iii) λ = 0, a 6= 0 and bn/a ≥ 0; (iv) λ > 0, a = 0, bk = 0
for k < n and c/bn ≥ 0; (v) λ > 0, a 6= 0 and bn/a ≥
√
λ/|a|. Otherwise, the
singularity set of g˜ consists of intersection of a hyperplane or a sphere with the
half-space xn > 0.
We show (i)–(v) in case a). From (3) and Rici = 0, we get K˜1,2 = −p1p2λ.
If λ < 0 then g˜ is defined on Hn and T is positive definite. Let λ = 0. If
a = 0 then bk = 0 for k ≤ n, φ = c/xn 6= 0 and g˜ is defined on Hn. If a 6= 0,
then if bn/(2a) ≥ 0 then g˜ is defined on Hn; otherwise, if bn/(2a) < 0 then g˜ has
a singularity at the point x˜ = −(b1, . . . bn)/(2a).
Let λ > 0. If a = 0, we have two cases. In the first one, we have bk = 0 for
k < n and bn 6= 0. In this case, if c/bn ≥ 0 then g˜ is defined on Hn; otherwise
if c/bn < 0, then any point of the hyperplane xn = −c/bn is a singularity point
of g˜. In the second case, we have bk0 6= 0 for some k0 < n, then any point
that belongs to the intersection of the hyperplane (
∑
k bkxk) + c = 0 with the
half-space xn > 0, is a singularity point of g˜.
When λ > 0 and a 6= 0, if bn/a ≥
√
λ/|a|, then g˜ is defined on Hn. Otherwise,
if bn/a <
√
λ/|a|, then any point p of the (n− 1)-dimensional sphere centered at
the point of coordinates x˜ = −(b1, . . . bn)/(2a), with radius
√
λ/(2|a|), such that
p is the half space xn > 0, is a point of singularity of g˜. The case b) is similar to
case a).
The next theorem extends Theorem 1 to the tensors T such that T|D1 =∑
i≤p1
fi(xk) dx
2
i and T|D2 =
∑
α>p1
fα(xk) dx
2
α, with a fixed index k ≤ p1.
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Theorem 2 Let (Mn, g¯) be a locally conformally flat Riemannian manifold with
complementary orthogonal distributions D1,D2 of dimensions p1, p2 ≥ 3. Let
V ⊂ Mn be an open set with coordinates (x1, . . . , xn) such that g¯ij = δij/F 2.
Consider a symmetric (0, 2)-tensor T satisfying
Tij = fi(xk) δij, Tαβ = fα(xk) δαβ, Tiα = 0 (i, j ≤ p1, α, β > p1), (9)
with a fixed k ≤ p1. Suppose that the functions fi, fα ∈ C1(V ) and fi are not all
equal. Then, in any of cases (a) or (b), there is a metric g˜ = g¯/φ2 solving the
problem (1) if and only if there is a differentiable function U(xk) on V such that
φF = eU and
a) fk = p2U
′′, fi = −p2U ′2 (i 6= k), fα = U ′′ − (p1 − 1)U ′2 (α > p1),
b) fk =
1
2
p2
(
U ′′ + (p1 − 1)U ′2
)
, fi = −1
2
p2
(
U ′′ − (p1 − 3)U ′2
)
(i 6= k),
fα =
1
2
(p2 − 2)[(p1 − 1)U ′2 − U ′′] (α > p1). (10)
Corollary 3 Let D1,D2 be tangent distributions to canonical foliations on the
Euclidean product space (Rn = Rp1 × Rp2, g) with p1, p2 ≥ 3. Consider a sym-
metric (0, 2)-tensor T with the properties (9) for a fixed k ≤ p1. Suppose that the
functions fi, fα ∈ C1(Rn) and fi are not all equal. Then, in any of cases (a) or
(b), there is a metric g˜ = (1/φ2)g solving the problem (1) if and only if there is
a differentiable function U(xk) such that φ = e
U and (10) holds. If φ ≤ C for
some constant C > 0, then the metrics are complete on Rn.
Example 3 (i) In the case (a) of Theorem 2, assuming that all functions fi, fα
are constant, we obtain U = axk + b and φ = e
axk+b, where a, b ∈ R.
(ii) Consider the function U = −x2mk for some fixed k ≤ p1 and m ∈ N. In
conditions of Corollary 3, case (a), we obtain fk = −2m(2m − 1)p2x2m−2k ≤ 0,
fi = −4m2p2x4m−2k ≤ 0 and fα = −2mx2m−2k [2m−1+2m(p1−1)x2mk ] ≤ 0. Hence
R˜ici ≤ 0 (i = 1, 2). By Corollary 3, the metric g˜ is complete on Rn.
(iii) Consider the periodic function U = sin xk for some fixed k ≤ p1. In
both cases of Corollary 3, the metric g˜ is periodic in all variables, and it can
be considered as a complete metric on a cylinder or an n-dimensional torus.
The mixed scalar curvature of g˜, K˜1,2 = −p2 e2 sinxk [ sin xk + (p1 − 1) cosxk],
takes positive and negative values. Case (b), φ = esinxk , can be considered as
an example of tensors T defined on a flat torus with a pair of complementary
distributions Di, that admits a solution to the case (b) of (1).
(iv) From Theorem 2, with F = xn, we obtain results for a half-space (R
n
+, g¯)
with the hyperbolic metric g¯ij = δij/x
2
n. If U = −x2mn , where m ∈ N, then
g¯ = g¯/φ2 is a complete metric on Rn+ and the partial Ricci curvatures are negative,
the calculations are similar to (ii).
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In Theorem 3, T|D1 =
∑
i≤p1
fi(xk, xδ) dx
2
i and T|D2 =
∑
α>p1
fα(xk, xδ) dx
2
α
have fixed indices k ≤ p1 and δ > p1.
Theorem 3 Let (Mn, g¯) be a locally conformally flat Riemannian manifold with
complementary orthogonal distributions D1,D2 of dimensions p1, p2 ≥ 3. Let
V ⊂ Mn be an open set with coordinates (x1, . . . , xn) such that g¯ij = δij/F 2.
Given k ≤ p1 and δ > p1, consider a symmetric (0, 2)-tensor T with the properties
Tij = fi(xk, xδ)δij , Tαβ = fα(xk, xδ)δαβ, and Tiα = 0 (i, j ≤ p1, α, β > p1), where
the functions fi, fα ∈ C1(V ), moreover, fi are not all equal and fα are not all
equal. Then, in any of cases (a) or (b), there is a metric g˜ = g¯/φ2 solving the
problem (1) if and only if there are differentiable functions v(xk), w(xδ) such that
φF = v + w, where
a) fk = [(p2v
′′ + w′′)(v + w)− p2 (v′2 + w′2)]/(v + w)2,
fδ = [(v
′′ + p1w
′′)(v + w)− p1 (v′2 + w′2)]/(v + w)2,
fα = fδ−p1w′′/(v + w) (∀α 6= δ), fi = fk−p2v′′/(v + w) (∀ i 6= k), (11)
b) fk = [
1
2
((2−p2)v′′ + p1w′′)(v + w) + p2(p1−1) (v′2 + w′2)]/(v + w)2,
fδ = [
1
2
(p2v
′′ − (p1−2)w′′)(v + w) + p1(p2−1) (v′2 + w′2)]/(v + w)2,
fα = fδ − p1w′′/(v+w) (∀α 6= δ), fi = fk − p2v′′/(v+w) (∀ i 6= k). (12)
Theorem 4 Let (Mn, g¯) be a locally conformally flat Riemannian manifold with
complementary orthogonal distributions D1,D2 of dimensions p1, p2 ≥ 3. Let
V ⊂ Mn be an open set with coordinates (x1, . . . , xn) such that g¯ij = δij/F 2.
Consider a non-diagonal symmetric (0, 2)-tensor T with the properties Tij =
fij(xi, xj), Tαβ = fαβ(xα, xβ), and Tiα = 0 (i, j ≤ p1, α, β > p1), where fAB ∈
C1(V ). Suppose that the functions fij , fαβ ∈ C1(V ), moreover, fi are not all
equal and fα are not all equal. Then, there is a metric g˜ = g¯/φ
2 solving the
problem (1)(a) if and only if up to a change of order of D1 and D2, one of the
following cases occur:
(i) f12(x1, x2) is any nonzero differentiable function, fij ≡ 0 for all i 6= j such
that i ≥ 3 or j ≥ 3 and φF = ϕ(x1, x2) is a non-vanishing solution to the PDE
ϕ,x1x2 = (f12/p2)ϕ.
(ii) There is an integer p ∈ [3, p1] such that fij = 0, if i 6= j, i ≥ p + 1 or
j ≥ p + 1. Moreover, there exist non-constant differentiable functions, Uj(xj),
for 1 ≤ j ≤ p such that for all i, j, 1 ≤ i 6= j ≤ p one of the following holds:
fij = p2U
′
i U
′
j and φF = a e
∑p
j=1 Uj + b e−
∑p
j=1 Uj , (13)
fij = −p2U ′i U ′j and φF = a cos(
∑p
j=1
Uj) + b sin(
∑p
j=1
Uj), (14)
where a, b ∈ R and a2 + b2 > 0. Moreover, in each case φ is defined on an
open connected subset of V , where it does not vanish. (The solution to (1)(b) is
constructed similarly.)
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Remark 2 If (Mn, g¯) is the Euclidean space, and |v(xk)|, |w(xδ)| ≤ C and 0 <
|Fφ(x)| ≤ C for some constant C > 0, then the metrics given in Theorems 3 and
4 are complete on Rn.
By considering u = (φF ) 1/(p−1) (when p1 = p2 = p) and the mixed scalar
curvature K˜ obtained from the partial Ricci tensor T| Di), as a consequence of
Theorems 1 – 4, case (a), we present C∞ solutions to the non-linear PDE’s of
the type (4). We will show that for certain functions K˜, depending on functions
of one variable, or an arbitrary constant, there exist conformally flat metrics g˜,
whose mixed scalar curvature is K˜, see (P2).
Corollary 4 Let p1 = p2 and K˜ is defined by
(i) −p1p2[λ+ 2(a2 − a1)µ], where a1, a2, bk, c ∈ R, and λ, µ are given in (8).
(ii) p2 e
2U [U ′′ − (p1−1)U ′2], where U(xk) is a differentiable function, for some
k ≤ p1.
(iii) (v+w)(p2v
′′+p1w
′′)−p1p2(v′2+w′2), where v(xk), w(xδ) are differentiable
functions, for some k ≤ p1, δ > p1.
(iv) p2(af−bf−1)
[∑
j(U
′
j
2+U ′′j )+p1
af−bf−1
af+bf−1
∑
j U
′
j
2
]
, where Uj(xj) (1 ≤ j ≤ p)
are non-constant differentiable functions, 3 ≤ p ≤ p1, a2+b2 > 0 and f = e
∑
j Uj .
Then (4) has a solution, globally defined on Rn, given by
(i) u =
[∑
i≤p1
(a1x
2
i + bixi) +
∑
α>p1
(a2x
2
α + bαxα) + c
]2/(n−2)
.
(ii) u = e 2U/(n−2).
(iii) u = (v + w)2/(n−2).
(iv) u = (af + bf−1)2/(n−2). (If a = 1 and b = 0, then K˜ = p2e
∑
j Uj
[
(p1 +
1)
∑
j U
′
j
2 +
∑
j U
′′
j
]
and (4) has a solution u = e 2 (
∑
j Uj)/(n−2). A solution to (4)
corresponding to (14) is constructed similarly).
2 The variational formulae for the total mixed
scalar curvature
Now let D1 and D2 = D⊥1 be a pair of complementary orthogonal distributions
on a closed Riemannian manifold (M, g).
Definition 1 Let p1 ≤ p2, and δij the Kronecker symbol. For any point x ∈ M
and orthonormal bases ei (i ≤ p1) of D1(x) and εj (j ≤ p2) of D2(x), consider
the bilinear form Iq(~ω, ~ω) =
∑p1
i,j=1Φij ωi ωj with the coefficients
Φij = [(Ric1−Ric2)(εj, εj)− (Ric1−Ric2)(ei, ei)] δij
+2[ g(R(ei, ej)εi, εj) + g(R(ei, εj)εi, ej)].
(15)
We say that I is quasi-positive if Ix is positive definite for arbitrary adapted
orthonormal basis {ei, εj} at any x ∈M \ Σ, where Σ is a set of zero volume.
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In next theorem, using the partial Ricci curvature, we calculate the first and
second variations of the total mixed scalar curvature IK : D1 →
∫
M
KD1,D2 d vol
of a distribution of arbitrary dimension p1, 1 ≤ p1 < dimM .
Theorem 5 A distribution D on a closed Riemannian manifold (M, g) is a crit-
ical point for the functional IK if and only if
(Ric1−Ric2)(D1,D2) = 0. (16)
It is a point of local minimum if the form I (of Definition 1) is quasi-positive.
Let dim D2 = 1, and N ∈ D2 be a unit vector field on a domain V ⊂ M .
Then Ric1(D1,D2) = 0 and (16) is reduced to Ric(X,N) = 0 (X ∈ D1). Only
one term of I is presented: Φ11 = Ric(ε1, ε1) − Ric(N,N). Hence, I is positive
definite at x ∈ M if and only if Ric(X,X)− Ric(N,N)|X|2 > 0 for all non-zero
X ⊥ N in TxM . With this remark, we have the following.
Corollary 5 ([10]) A unit vector field N orthogonal to a codimension-one dis-
tribution D1 on a compact Riemannian manifold (M, g) is a critical point for the
functional I2 : N →
∫
M
Ric(N,N) d vol, if and only if
Ric(N,X) = 0 ∀X ∈ D1. (17)
It is a point of local minimum if the form I2,N is positive definite on the space of
sections of D1. The above bilinear form on the space of vector fields orthogonal
to N is given by I2,N (X, Y ) = Ric(X, Y )− Ric(N,N) g(X, Y ).
Example 4 (a) If D1 and D2 are curvature invariant, then Rici(D1,D2) = 0
(i = 1, 2), hence D1 is critical for IK . A distribution D1 is called curvature
invariant if R(X, Y )Z ∈ D1 for all X, Y, Z ∈ D1.
(b) For Einstein manifold M4 of non-constant sectional curvature, any “op-
timally placed” two-dimensional distribution consists of planes with maximal or
minimal curvature. To see this, one may use the following characteristic prop-
erty of Einstein 4-manifolds among Riemannian manifolds (M4, g): ”the sectional
curvature K(Q) = K(Q⊥) for any 2-plane Q”, see [1, Corollary 1.129]. (Hence,
the product S2(1) × H2(−1) is not Einstein manifold, namely, Ric(e1, e1) =
1, Ric(e3, e3) = −1 when e1 ∈ TS2, e3 ∈ TH2.)
The co-nullity tensor C : D2×D1 → D1 of a distribution D1 assigns to a pair
(N,X), X being tangent and N normal to D1, the tangent (to D1) component
of the vector field ∇XN . Given N ∈ D2, let σi(C(N, ·)) (0 ≤ i ≤ p1) be the
coefficients of the polynomial det(Id + tC(N, ·)) =∑i σi(C(N, ·)) ti.
The 2k-th mean curvature of a distribution Dp11 is the integral
σ2k(D1(x)) = p1
vol(Sp−1)
∫
N⊥D1(x), |N |=1
σ2k(C(N, ·)) dω, for all x ∈M.
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The same formula determines σ2k−1(D(x)) = 0.
Denote by C α1,ij=g(C
α
1 ei, ej) and C
i
2,αβ=g(C
i
2eα, eβ), where the linear opera-
tors C α1 : R
p1 → Rp1 and C i2 : Rp2 → Rp2 correspond to co-nullity tensors Ci of
Di at x ∈M .
Proposition 3 Let Di, dimDi = pi (i = 1, 2) be a pair of complementary or-
thogonal distributions on a compact Riemannian manifold (M, g). Then
IK = 2
∫
M
(
σ2(D1) + σ2(D2)
)
d vol .
The extremal values of IK can be used for estimation of the total energy and
bending of a distribution or a vector field.
We can regard the distribution Di as the map D˜i :M → G(pi,M) (section of
the Grassmann bundle G(pi,M) = ∪x∈MG(pi, TxM)), where D˜1(x) = e1∧· · ·∧ep1
and D˜2(x) = ep1+1 ∧ · · · ∧ em are the pi-vectors determined locally by D1(x) and
D2(x), resp. For a map between Riemannian spaces f : M¯ → (M, g), the energy
is defined to be E(f) = 1
2
∫
M
∑m
a=1 g(d f(ea), d f(ea)) d vol, see [3]. The corrected
energy of a p2-dimensional distribution D2 on a (p1+p2)-dimensional Riemannian
manifold (M, g) is defined in [2] as
D(D2) =
∫
M
∑m
a=1
[
|∇eaD˜2|2 + p1(p1 − 2) |H1|2 + p 22 |H2|2
]
d vol,
where |d D˜2| is calculated from the definition of Sasaki metric gs:∑m
a=1
gs(d D˜2(ea), d D˜2(ea)) =
∑m
a=1
[ g(ea, ea) + g(∇eaD˜2,∇eaD˜2)]
and H1 = − 1p1
∑
α(
∑
i C
α
1, i i) eα, H2 = − 1p2
∑
i(
∑
αC
i
2, α α) ei. If D2 is inte-
grable, then D(D2) ≥
∫
M
K1,2 d vol, see [2]. Similarly, we define the total bending
B(D2) = cn
∫
M
|∇D˜2|2 d vol, where cn is a constant.
Proposition 4 The total bending of a p1-dimensional distribution D1 on a (p1+
p2)-dimensional Riemannian manifold M satisfies the inequality
B(D1) ≥ cn
∫
M
( 2
p1−1
∑
α
σ2(C
α
1 ) +
2
p2−1
∑
i
σ2(C
i
2 )
)
d vol (18)
that for p1 = p2 = p takes the form B(D1) ≥ cnp−1 IK.
3 Proof of results
Proof of Proposition 1. The partial Ricci curvature in local coordinates is
Ric1(g)ij =
1
2
∑
αβ g
αβ(giα,jβ + gjα,iβ − gij,αβ − gαβ,ij) +Q1(g, ∂g),
Ric2(g)αβ =
1
2
∑
ij g
ij(gαi,βj + gβi,αj − gαβ,ij − gij,αβ) +Q2(g, ∂g),
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where gab is the inverse of gab and Qi is a function of g and its derivatives, and is
homogeneous of degree 2 in the first derivatives of g. In view of giα ≡ 0, we obtain
Ric1(g)ij = −12
∑
αβ g
αβ(gij,αβ + gαβ,ij) +Q1(g, ∂g),
Ric2(g)αβ = −12
∑
ij g
ij(gαβ,ij + gij,αβ) +Q2(g, ∂g).
(19)
Assume that g has the form g =
∑n
a=1
(
1−∑ b≤n cbbx2b)dxa⊗ dxa. Then gii,αα =
2 cαα, gαα,ii = 2 cii. Substituting in (19) and using (1), we get at O
p2cii+
∑
α
cαα = Tii (1 ≤ i ≤ p1), p1cαα+
∑
i
cii = Tαα (p1 < α ≤ n). (20)
The summing of first p1 equations and last p2 ones in (20) yields p1
∑
α cαα +
p2
∑
i cii = K, where K =
∑
i≤p1
Tii =
∑
α>p1
Tαα. The linear system (20)
consists of n equations and the same number of variables, its rank < n. It is easily
seen that, for instance, cii = Tii/p2 (1 ≤ i ≤ p1) and cαα = (Tαα−K/p2)/p1 (p1 <
α ≤ n) is a solution (satisfying ∑α cαα = 0). The tensor g is positive definite at
O in a small neighborhood. 
Proof of Proposition 2. Define a metric g˜ on M by g˜ = eψg, where
ψ = −2 logφ. The connections ∇ and ∇˜ of g and g˜ are related by [4] ∇˜XY =
∇XY + 12(X(ψ) Y + Y (ψ)X − g(X, Y )∇ψ). Let R˜ be the curvature tensor of g˜.
Using known formulae (see, for example, [4]) we obtain
R˜(X, Y )Y = R(X, Y )Y +
1
2
(g(hψ(X), Y )Y − g(hψ(Y ), Y )X − |Y |2hψ(X))
+
1
4
([Y (ψ)2−|Y |2|∇ψ|2]X+[X(ψ)Y (ψ)−Y (ψ)|∇ψ|2]Y+X(ψ)|Y |2∇ψ) (21)
where X ∈ D2, Y ∈ D1, hence g(X, Y ) = 0. Note that if Z is a g-unit vector then
Z˜ = Z e−ψ/2 is a g˜-unit vector. From this and (21), using adapted orthonormal
base {ei, eα}, one may deduce the relation between partial Ricci curvatures in
both metrics
R˜ic1(eA, eB) = Ric1(eA, eB)− 1
2
(δAB
∑
α
g(hψ(eα), eα) + p2g(hψ(eA), eB))
+
1
4
([
∑
α
g(∇ψ, eα)2 − p2|∇ψ|2]δAB + p2g(∇ψ, eA) g(∇ψ, eB)).
In matrix notation, this reads as
R˜ic1 = Ric1−1
2
(
(∆(2)ψ) g + p2hψ
)
+
1
4
([|∇(2)ψ|2 − p2|∇ψ|2]g + p2g(∇·ψ,∇·ψ))
(22)
where ∇(2) and ∆(2) are D2-gradient and D2-laplacian of a function.
To shorten the formulae, we will turn back to the function eψ = 1/φ2. In
this case ∇ψ = − 2
φ
∇φ, hψ(eA, eB) = 2φ2 g(∇eAφ,∇eBφ) − 2φ hφ(eA, eB), ∆(2)ψ =
11
2
φ2
|∇(2)φ|2 − 2
φ
∆(2)φ, etc. Substituting above equalities in (22), we obtain
R˜ic1 − Ric1 = −
( 1
φ 2
|∇(2)φ|2 − 1
φ
∆(2)φ
)
g − p2
( 1
φ 2
g(∇·φ,∇·φ)− 1
φ
hφ
)
+
1
φ 2
|∇(2)φ|2g − p2
φ 2
|∇φ|2g + p2
φ 2
g(∇·φ,∇·φ)
that is simplified to (2). The formula for D2 is proved similarly. By K˜1,2 =
φ2
∑
i≤p1
R˜ic1(ei, ei), (3) is the result of the trace operation applied to (2). 
Proof of Corollary 1. Recall that g˜ = (1/φ2) g. Let φ = u−γ. Using
φ = u−γ and ∆(i) = Div(i)∇(i), we find |∇φ|2 = γ2u−2γ−2|∇u|2 and ∆(i)φ =
−γu−γ−1∆(i)u+ γ(γ + 1) u−γ−2|∇(i)u|2 (i = 1, 2). Substituting in (3), we obtain
K¯u2γ+1 = Ku− γ(p1∆(2) + p2∆(1))u
+ γ u−1
[
(γ + 1)(p1|∇(2)u|2+ p2|∇(1)u|2
)− γ p1p2|∇u|2].
For n even, p1 = p2 = n/2 and γ = 2/(n− 2) this yields (4). 
Proof of Theorem 1. a) The compatibility condition for (P1) is p1f1 = p2f2.
Observe that g˜ = g¯/φ2 = g/(φF )2 = g/ϕ2, where g is the Euclidean metric, and
ϕ = φF . In view of Ric1 = Ric2 = 0 for g, we have, see (2),
R˜ic1 =
[
p2ϕhϕ +
(
ϕ∆(2)ϕ− p2 |∇ϕ |2
)
g
]
/ϕ 2,
R˜ic2 =
[
p1ϕhϕ +
(
ϕ∆(1)ϕ− p1 |∇ϕ |2
)
g
]
/ϕ 2. (23)
Since T|Dk = R˜ick |Dk (k = 1, 2), we obtain
ϕ 2f1g = p2ϕhϕ +
(
ϕ∆(2)ϕ− p2 |∇ϕ|2
)
g on D1,
ϕ 2f2g = p1ϕhϕ +
(
ϕ∆(1)ϕ− p1 |∇ϕ|2
)
g on D2.
Hence, the problem is reduced to studying the following system of PDE’s:
p2ϕ,xixi = ϕf1 −∆(2)ϕ+ p2 |∇ϕ |2/ϕ, i ≤ p1
p1ϕ,xαxα = ϕf2 −∆(1)ϕ+ p1 |∇ϕ |2/ϕ, α > p1, (24)
ϕ,xkxm = 0, 1 ≤ k 6= m ≤ n.
From the last equation of (24) we conclude that ϕ =
∑n
k=1 φk(xk). From the first
two equations of (24) we deduce φ′′i (xi) = 2a1 ∈ R for all i ≤ p1 and φ′′α(xα) =
2a2 ∈ R for all α > p1. Therefore, ϕ =
∑
i≤p1
(a1x
2
i + bixi) +
∑
α>p1
(a2x
2
α +
bαxα) + c, where bk, c ∈ R. We also have ∆(1)ϕ = 2a1p1 and ∆(2)ϕ = 2a2p2.
Hence the first two equations of (24) are reduced to
2p2(a1 + a2) = ϕf1 + p2 |∇ϕ|2/ϕ, 2p1(a1 + a2) = ϕf2 + p1 |∇ϕ|2/ϕ.
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Comparing them, we see that the equality p1f1 = p2f2 (= φ
2K˜1,2) is necessary
for the solution existence. In view of |∇ϕ|2 − 2(a1 + a2)ϕ = λ− 2(a2 − a1)µ, we
obtain f1 and f2, as required.
If a1a2 ≤ 0 and a21 + a22 +
∑
k b
2
k > 0 then the set {φ = 0} of singularities of
g˜ is non-empty and can be explicitly described. If a1a2 > 0 then the inequality
φ > 0 means that the discriminant of a quadratic equation is negative.
b) The proof is similar to the previous one. The compatibility condition for
(P2) is (1− p2/2)p1f1 = (1− p1/2)p2f2. The problem is reduced to the PDE’s:
p2ϕ,xixi = ϕf1 −∆(2)ϕ+ p2 |∇ϕ|2/ϕ+ K˜1,2/(2ϕ), i ≤ p1
p1ϕ,xαxα = ϕf2 −∆(1)ϕ+ p1 |∇ϕ|2/ϕ+ K˜1,2/(2ϕ), α > p1, (25)
ϕ,xkxm = 0, 1 ≤ k 6= m ≤ n,
where ϕ = Fφ. From the last equation of (25) we conclude that ϕ =
∑n
k=1 φk(xk).
Moreover, from the first two equations of (25) we deduce ϕ′′i (xi) = 2a1 ∈ R for all
i ≤ p1 and ϕ′′α(xα) = 2a2 ∈ R for all α > p1. Therefore, ϕ =
∑
i≤p1
(a1x
2
i + bixi)+∑
α>p1
(a2x
2
α + bαxα) + c, where bk, c ∈ R. We also calculate ∆(1)ϕ = 2a1p1 and
∆(2)ϕ = 2a2p2. Hence the first two equations of (25) are reduced to the equations
2p2(a1 + a2)ϕ = ϕ
2f1 + p2 |∇ϕ|2 + K˜1,2/2,
2p1(a1 + a2)ϕ = ϕ
2f2 + p1 |∇ϕ|2 + K˜1,2/2.
Since |∇ϕ|2− 2(a1+ a2)ϕ = λ− 2(a2− a1)µ, we obtain f1 and f2, as required.
Proof of Corollary 2. a) We set F = 1 and obtain φ, f1, f2 as in the
proof of Theorem 1. Assume that a1 = a2 = a, see Example 1. Then we have
φ =
∑n
i=k(ax
2
k + bkxk) + c, and f1 = −p2λ/φ2, f2 = −p1λ/φ2, K˜1,2 = −p1p2λ .
If λ < 0 then a 6= 0 and φ > 0. Namely, φ ≥ c − 1
4a
∑
k b
2
k > 0, if a > 0, and
φ ≤ c + 1
4a
∑
k b
2
k < 0, if a < 0. Let λ = 0. If a 6= 0 then φ = 0 has a unique
solution at x˜ = −(b1, . . . , bn)/(2a), hence g˜ has one singular point. If a = 0 then
bk = 0. Hence φ = c and g˜ reduces to a homothety.
Now let λ > 0. If a = 0 then there is k0 such that bk0 6= 0 and φ vanishes on
the hyperplane (
∑
k bkxk)+c = 0 – a singularity set of g˜. If a 6= 0 then φ vanishes
on the (n−1)-dimensional sphere, centered at x˜ = −(b1, . . . , bn)/(2a) with radius√
λ/(2|a|) – a singularity set of g˜. b) The proof is similar to the previous one.
Proof of Theorem 2. a) We set g˜ = g¯/φ2 = g/(φF )2 = g/ϕ2, where g is the
Euclidean metric, and ϕ = φF . From (1)(a), (2), in view of Ric1 = Ric2 = 0 for
g, we have (23). Hence, the problem reduces to studying the following system:
p2ϕ,xixi = ϕfi −∆(2)ϕ+ p2 |∇ϕ|2/ϕ, i ≤ p1,
p1ϕ,xαxα = ϕ fα −∆(1)ϕ+ p1 |∇ϕ|2/ϕ, α > p1, (26)
ϕ,xkxm = 0, 1 ≤ k 6= m ≤ n.
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From the third equation of (26) we conclude that ϕ =
∑n
s=1 φs(xs), which sub-
stituted in the first two equations gives
p2φ
′′
i (xi) = ϕfi −∆(2)ϕ+ p2 |∇ϕ|2/ϕ, i ≤ p1,
p1φ
′′
α(xα) = ϕ fα −∆(1)ϕ+ p1 |∇ϕ|2/ϕ, α > p1, (27)
where fi = fi(xk), fα = fα(xk). As a consequence of (27) we have
p2(φ
′′
k(xk)− φ′′i (xi)) = ϕ(fk − fi), i ≤ p1,
p1(φ
′′
α(xα)− φ′′β(xβ)) = ϕ(fα − fβ), α, β > p1, (28)
and then
φ′′k(xk)−φ′′i (xi)
φ′′k(xk)−φ′′j (xj)
=
fk−fi
fk−fj (i, j ≤ p1),
φ′′α(xα)−φ′′β(xβ)
φ′′α(xα)−φ′′γ(xγ)
=
fα−fβ
fα−fγ (α, β, γ > p1). (29)
From (29)1 (not all fi are equal), in view of p1, p2 ≥ 3, we deduce that ϕ is the
function of xk only, i.e., ϕ = φk(xk). Next, from (28)2 we obtain fα = fβ (∀α, β)
and fi = fk− p2φ′′k/φk (∀ i 6= k). Then we calculate |∇ϕ|2 = φ′k2, ∆(1)ϕ = φ′′k and
∆(2)ϕ = 0. Hence, fk = p2
φ′′
k
φk−φ
′
k
2
(φk)2
= p2(logφk)
′′. Assuming fk = p2U
′′(xk) we
immediately obtain φk = e
U(xk) and φ = ϕ/F = 1
F
eU(xk) that is required. Next,
we confirm that fi = −p2U ′2 (i 6= k) and fα = U ′′ − (p1 − 1)U ′2. One may verify
that the compatibility condition for T , fk + (p1 − 1)fi = p2fα holds, is satisfied.
Finally, K˜1,2 = ϕ
2p2fα = p2e
2U [U ′′ − (p1−1)U ′2].
b) The proof is similar to the previous one. The problem is reduced to studying
the system
p2ϕ,xixi = φfi −∆(2)ϕ+ p2 |∇ϕ|2/ϕ+ K˜1,2/(2ϕ), i ≤ p1,
p1φ,xαxα = ϕfα −∆(1)ϕ+ p1 |∇ϕ|2/ϕ+ K˜1,2/(2ϕ), α > p1, (30)
φ,xkxm = 0, 1 ≤ k 6= m ≤ n.
As in the case a) we obtain φ =
∑n
s=1 φs(xs), and
p2φ
′′
i (xi) = ϕfi(xk)−∆(2)ϕ+ p2 |∇ϕ|2/ϕ+ K˜1,2/(2ϕ), i ≤ p1,
p1φ
′′
α(xα) = ϕfα(xk)−∆(1)ϕ+ p1 |∇ϕ|2/ϕ+ K˜1,2/(2ϕ), α > p1. (31)
As a consequence of (31) we again have (28), (29). Similarly to case a), we
conclude that ϕ = φk(xk). Next, from (28) we obtain fα = fβ (∀α, β) and
fi = fk − p2φ′′k/φk (∀ i 6= k). Then we calculate |∇ϕ|2 = φ′k2, ∆(1)ϕ = φ′′k and
∆(2)ϕ = 0. Hence, K˜1,2(x) = p2[φ
′′
kφk − p1φ′k2]. From (31) with i = k we obtain
fk =
p2
φ 2k
[
(φ′′kφk − φ′k2)− (φ′′kφk − p1φ′k2)/2
]
=
p2
2
[(logφk)
′′ + (p1 − 1)(φ′k/φk)2].
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Assuming φk = e
U(xk) we immediately obtain fk =
1
2
p2(U
′′ + (p1 − 1)U ′2) that
is required. Next, we obtain fi = −12p2(U ′′ − (p1−3)U ′2) (i 6= k) and fα =
1
2
(p2 − 2)[−U ′′ + (p1 − 1)U ′2]. One may verify that the compatibility condition
for T , (1− p2/2)[fk + (p1 − 1)fi] = (1− p1/2)p2fα, is satisfied. 
Proof of Corollary 3 We consider the function F = 1 and apply the ar-
guments similar to those of Theorem 2. The metric g˜, satisfying φ(xk) ≤ C, is
complete, since there is a constant m > 0 such that |v|g˜ ≥ m|v| for any v ∈ Rn.
Proof of Theorem 3. a) We set ϕ = Fφ, and as in the proof of Theorem 2,
obtain ϕ =
∑n
s=1 φs(xs). Similarly to the proof of Theorem 2, we deduce (27)
– (29), where fi = fi(xk, xδ), fα = fα(xk, xδ). From these (not all fi are equal
and not all fα are equal), in view of p1, p2 ≥ 3, we have that ϕ is the function of
xk, xδ only, i.e., ϕ = v + w, where v = φk(xk) and w = φδ(xδ). Hence
fα = fδ − p1w′′/(v + w) (∀α 6= δ), fi = fk − p2v′′/(v + w) (∀ i 6= k). (32)
Then we find |∇ϕ|2 = v′2+w′2, ∆(1)ϕ = v′′ and ∆(2)ϕ = w′′. Hence, the functions
v, w satisfy the system (11). The compatibility condition for T ,
p2(p1 − 1)v′′ − p1(p2 − 1)w′′ = (p1fk − p2fδ)(v + w) (33)
that is the linear combination of equations in (11) with coefficients p1 and p2.
b) As in proof of the case a), we conclude that ϕ =
∑n
s=1 φs(xs). Similarly to
the proof of case a), we deduce (27) – (29). As a consequence of these we have,
where fi = fi(xk, xδ), fα = fα(xk, xδ). As in a), we deduce that ϕ is the function
of xk, xδ only, i.e., ϕ = v + w, where v = φk(xk), w = φδ(xδ). Next, we obtain
(32). Then we calculate |∇ϕ|2 = v′2 + w′2, ∆(1)ϕ = v′′ and ∆(2)ϕ = w′′. The
mixed scalar curvature is K˜1,2 = (v + w)(p2v
′′ + p1w
′′)− p1p2(v′2 + w′2). Hence,
the functions v, w satisfy the nonlinear system (12). The compatibility condition
for T takes the form p2(p1 − 1)(p1 − 2)v′′ − p1p2(p2 − 2)w′′ = (p1(p1 − 2)fk −
p2(p2 − 2)fδ)(v + w) that is the linear combination of equations in (12). 
Lemma A [7] Assume ϕ(x1, . . . , xp), p ≥ 3, is a non-vanishing differentiable
function that satisfies a system of equations
ϕ,ij = fij ϕ, i 6= j, (34)
where fij = fji is a differentiable function of xi and xj. Assume there is an
open subset V ⊂ Rp, where all fij do not vanish. Then there is an open dense
subset of V where
∏
i ϕ,i does not vanish. On each connected component of this
subset, there exist differentiable functions Ui(xi) 6= 0 (i = 1, . . . , p) such that
fij = Ui(xi)Uj(xj), 1 ≤ i 6= j ≤ p.
Lemma B [7] A non-vanishing differentiable function ϕ(x1, . . . , xp), p ≥ 3,
is a solution to
ϕ,ij − ϕ = 0 (i 6= j) ⇔ ϕ = a e
∑p
j=1 xj + b e−
∑p
j=1 xj ,
ϕ,ij+ϕ = 0 (i 6= j) ⇔ ϕ = a cos(
∑p
j=1 xj)−b sin(
∑p
j=1 xj),
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where a, b ∈ R and a2 + b2 > 0.
Proof of Theorem 4. We set g˜ = g¯/φ2 = g/(φF )2 = g/ϕ2, where g is
the Euclidean metric, and ϕ = φF . From (1)(a), (2), in view of Rici = 0 for g,
we have (23). By conditions, we get the system of PDE’s
p2 ϕ,xixi = ϕfii −∆(2)ϕ+ p2 |∇ϕ|2/ϕ (i ≤ p1),
p1ϕ,xαxα = ϕ fαα −∆(1)ϕ+ p1|∇ϕ|2/ϕ (α > p1), (35)
p2 ϕ,xixj = fij ϕ (1 ≤ i 6= j ≤ p1),
p1ϕ,xαxβ = fαβ ϕ (p1 < α 6= β ≤ n),
ϕ,xixα = 0 (1 ≤ i ≤ p1, p1 < α ≤ n).
Since T is non-diagonal, there is a pair i0, j0 (assume them ≤ p1) such that
fi0j0 6= 0 on an open set V1 ⊂ V . From (35)3,4, since fij are functions of two
variables, and p1, p2 ≥ 3, it follows
fijϕ,k = fikϕ,j = fjkϕ,i (= p2ϕ,ijk), for all i, j, k distinct. (36)
If fi0k ≡ 0 on V1, for all k distinct from i0 and j0, then we may assume (under a
change of indices) that f12(x1, x2) 6= 0 and f1k ≡ 0 for 3 ≤ k ≤ n on V1. By
(36) and (35)5, we have f12ϕ,α = p2ϕ,12α = p2(ϕ,1α),2 = 0 for α > p1, moreover,
f12ϕ,k = f1kϕ,2 = f2kϕ,1 for k ≥ 3. Hence, ϕ,k = f2k = 0 for all 3 ≤ k ≤ n.
Observe that ϕ,1 and ϕ,2 cannot be zero on any open subset of V1, otherwise we
would have ϕ,12 = f12ϕ/p2 = 0. This is a contradiction since ϕ is a non-vanishing
function. Therefore, there exists an open subset V2 ⊂ V1, where ϕ,1 6= 0 and
ϕ,2 6= 0. Hence, f2k ≡ 0 on V2 for all k ≥ 3. From (36) we get f2jϕ,k = fjkϕ,2,
for 3 ≤ j 6= k ≤ p1 and therefore fjk ≡ 0 on V2. Differentiating (35)4, yields
fαβϕ,1 = p1ϕ,αβ1 = 0, and using ϕ,1 6= 0, we conclude that fαβ ≡ 0 for all
p1 < α 6= β ≤ n on V2. By the above, ϕ depends on x1 and x2 only, and is a
solution to the PDE ϕ,x1x2 = (f12/p2)ϕ in the (x1, x2)-plane. Moreover, (35)1,2
determine the diagonal elements of T which will depend on (x1, x2) only.
Otherwise, there exist distinct indices i, j, k (assume them ≤ p1) such that
fij and fik do not vanish on an open subset V1 of V . Observe that ϕ,k and ϕ,j
cannot be zero on any open subset of V1, since ϕ is a non-vanishing differentiable
function, see (35)3. Let V2 ⊂ V1 be an open subset where ϕ,k 6= 0 and ϕ,j 6= 0.
It follows from (36), fjk 6= 0 and ϕ,i 6= 0 on V2. By reordering the variables, if
necessary, we may consider i = 1 and f1j 6= 0, on an open subset V3 ⊂ V2, for all
j, such that 2 ≤ j ≤ p, where p is an integer 3 ≤ p ≤ p1 and f1s ≡ 0, on V3 for
p + 1 ≤ s ≤ n. Since, ϕ is a non-vanishing function, there is an open subset V4
of V3, where ϕ,j 6= 0 for j = 1, . . . , p. It follows from (36) that on V4,
f1jϕ,k = fjkϕ,1, j 6= k, 2 ≤ j, k ≤ p,
f12ϕ,s = f1sϕ,2, p+ 1 ≤ s ≤ n,
fkjϕ,s = fsjϕ,k, j 6= k, 2 ≤ j, k ≤ p, p+ 1 ≤ s ≤ n,
fksϕ,r = fsrϕ,k, s 6= r, p+ 1 ≤ s, r ≤ n.
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From the first equality we get that fjk ≡ 0 on V4. From the second one we
conclude that ϕ,s ≡ 0 on V4. It follows from the third one that fsj ≡ 0 and
from the last equality we conclude that fsr ≡ 0 on V4. Hence, ϕ depends on the
variables x1, . . . , xp, and it satisfies the differential equation (35)3 for 1 ≤ i 6=
j ≤ p ,where all fij do not vanish on V4. It follows from Lemma A that, on each
connected component W ⊂ V4, where 1 ≤ i 6= j ≤
∏
i 6=j 6=k fijϕ,k 6= 0, there exist
nonconstant differentiable functions Ui(xi), 1 ≤ i ≤ p such that
fij/p2 = ǫ U
′
i(xi)U
′
j(xj), 1 ≤ i 6= j ≤ p1.
where ǫ = 1 or ǫ = −1 for all i 6= j. We now consider on W the change of
variables yi = Ui(xi). In these new coordinates ϕ(y1, . . . , yp) satisfies PDE’s
ϕyiyj = ǫ ϕ for all i 6= j. Lemma B implies that ϕ is given by (13) or (14) on
W , according to the value of ǫ. Moreover, the diagonal elements of the tensor T ,
fii(x1, . . . , xp) are determined by (35)1. In both cases, one can extend the domain
of ϕ to a subset of V where the functions Ui are defined and ϕ does not vanish.
The converse in both cases is a straightforward computation. 
Proof of Corollary 4. For all cases (i)–(iv) we define u = ϕ 2/(n−2).
(i) By Theorem 1, the mixed scalar curvature for the metric g˜ is K˜1,2 =
−p1p2[λ+ 2(a2 − a1)µ]. Substituting in (4) with K = 0, we get (4).
(ii) It follows from (10)(a) that K˜1,2 = p2 e
2U [U ′′ − (p1−1)U ′2] for the metric
g˜ of Theorem 2. Similarly to (i), we obtain (4).
(iii) It follows from (11)(a) that K˜1,2 = (v + w)(p2v
′′+p1w
′′)− p1p2(v′2+w′2)
for the metric g˜ of Theorem 3. Similarly to (i), we obtain (4).
(iv) Using ϕ,i = U
′
i(af − bf−1) and ϕ,ii = (U ′′i + U ′i2)(af − bf−1), we get
|∇ϕ|2 =∑j U ′i2(af − bf−1)2 and ∆(1)ϕ =∑j(U ′′i + U ′i2)(af − bf−1). From (13)
we get the required K˜1,2 for g˜ of Theorem 4. Hence u satisfies (4). 
Next we will prove results of Section 2.
Given p1-dimensional plane P1 in Rn, denote by U(P1) the set of all p1-
dimensional planes of Rn uniquely projecting onto P1. Taking orthonormal basis
ei (1 ≤ i ≤ p1) of P1, and extending it to orthonormal basis ei (1 ≤ i ≤ n)
of Rn, we represent any P˜ ∈ U(P1) as a linear graph over P1 with values in
orthogonal complement, i.e., by the system xj =
∑p1
i=1 ajixi (p1 < j ≤ n). The
p1p2 elements of the matrix A = (aji) can be chosen as local coordinates on real
Grassmannian Gp1(R
n) in a neighborhood U(P1), in particular, dimGp1(Rn) =
p1p2. To any one-parameter variation P1(s) of P1 there corresponds the matrix-
function A(s) = (aji(s)). Assuming A(s) of a class C
2 with A1 = (dA/ds)(0)
and A2 = (d
2A/ds2)(0), we have A(s) = sA1 +
1
2
s2A2 + o(s
2). For P˜ ∈ U(P1),
the stationary values 0 ≤ α1 ≤ . . . ≤ αp1 ≤ π/2 of angle between unit vectors
in P˜ and P1 are called the angles between these planes. It is known that there
exist orthonormal bases ei (1 ≤ i ≤ p1) of P1 and e˜j (1 ≤ j ≤ p1) of P˜ such
that 〈ei, e˜j〉 = cosαiδij (the property can be taken as the definition of angles αi).
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The angles αi (1 ≤ i ≤ p1) determine the relative position of two p1-dimensional
planes in Rn, and ρ(P˜ ,P1) = (
∑p1
i=1 α
2
i )
1/2 is the distance. Let p1 ≤ p2. Choosing
the basis, one may represent a variation P1(s) of P1 using the matrix A(s) =
sA1+
1
2
s2A2+o(S
2), where A1 consists of a
(1)
ji = δji cosαi (1 ≤ i ≤ p1, p1 < j ≤ n).
Proof of Theorem 5. Let ϕ : M → R be a smooth nonnegative function
with a local support V ⊂ M . Assume that p1 ≤ p2. Due to discussion above,
any variation D1(s) (|s| < 1) on V can be represented by orthogonal vector fields
ei(s) = ei cos(s ωi ϕ) + εi sin(s ωi ϕ), where ei (i ≤ p1) is orthonormal basis of
D1|V , εj (j ≤ p2) orthonormal basis in D2 on V , and ωi ≥ 0 (i ≤ p1) are real
numbers. Set εi(s) = εi cos(s ωi ϕ)−ei sin(s ωi ϕ) for 1 ≤ i ≤ p1 and εj(s) = εj for
p1 < j ≤ n. Indeed, εj(s) (1 ≤ j ≤ p2) span D2(s) on V . We have deids (0) = ϕωi εi
and dεi
ds
(0) = −ϕωi ei on V for i ≤ p1.
We extend distributions outside of V as D1(s) = D1 and define I(s) =
IK(D1(s)) for all s. The mixed scalar curvature of D1(s) over V is
K(s) := K(D1(s),D2(s)) =
∑p1
i=1
∑p2
j=1
g(R(ei(s), εj(s))εj(s), ei(s)).
Derivation by s at s = 0 (using symmetries of curvature tensor) yields on V
d
ds
K(s)| s=0 = 2ϕ
∑p1
i,j=1
[g(R(ei, εj)εj, ωiεi) + g(R(ei, εj)(−ωjej), ei)]
= 2ϕ
∑p1
i=1
ωi(Ric1−Ric2)(ei, εi).
Notice that K(s) = K(0) outside of V . Hence
I ′K(0) = 2
∫
V
ϕ
∑p1
i=1
ωi(Ric1−Ric2)(ei, εi) d vol .
Since ei, εi, ωi and ϕ are arbitrary, from above it follows that D is critical for IK
if and only if (Ric1−Ric2)(X, Y ) = 0 for all X ∈ D1 and y ∈ D2, the first part
of the claim has been proved.
Assume now that D1 is a critical point for IK . Consider arbitrary variation
D1(s) (|s| < 1) of D1 with a local support V ⊂ M . As above, take orthonormal
basis ei (i ≤ p1) of D1 and orthonormal basis εi (i ≤ p2) of D2 on V such
that D1(s) is spanned by ei(s) and D2(s) is spanned by εj(s) as above, where
ϕ : M → R a smooth nonnegative function with a support in V . In addition,
d2ei
ds2
(0) = −ϕ2 ω2i ei and d
2εi
ds2
(0) = −ϕ2 ω2i εi on V for i ≤ p1. The second derivative
of K(s) at s = 0 on V (K(s) = K(0) outside of V ) is
1
2
K ′′| s=0 =
∑p1
i,j=1
[
g(R(ei, εj)εj, e
′′
i ) + g(R(ei, εj)ε
′′
j , ei) + g(R(e
′
i, εj)εj , e
′
i)
+ g(R(ei, ε
′
j)ε
′
j, ei) + 2 g(R(ei, ε
′
j)εj, e
′
i) + 2 g(R(ei, εj)ε
′
j, e
′
i)
]
= ϕ2
{∑p1
j=1
ω2j (Ric1−Ric2)(εj, εj)−
∑p1
i=1
ω2i (Ric1−Ric2)(ei, ei)
+ 2
∑p1
i,j=1
ωi ωj[ g(R(ei, ej)εi, εj) + g(R(ei, εj)εi, ej) ]
}
.
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Hence I ′′K(0) = 2
∫
V
ϕ2
∑p1
i,j=1Φij(x)ωi ωj d vol, where Φij(x) is defined in (15)
and ωi ∈ R are arbitrary numbers. From above it follows that I ′′K(0) > 0 when
the form I is quasi-positive. 
Proof of Proposition 3. Define the linear operators C i2 : D2 → D2 by
C2(N, ·) =
∑
iNiC
i
2 for N =
∑
iNiei ∈ D1. Note that p2H2 = −
∑
i σ1(C
i
2 ) ei.
Hence p 22 |H2|2 =
∑
i σ
2
1(C
i
2 ) and σ1((C
i
2)
2) =
∑
α,β C
i
2,αβC
i
2,βα.
From −g(∇eαeβ , ei) = g(eβ,∇eαei) = C i2,αβ, we get (∇eαeβ)⊤= −
∑
i C
i
2,αβ ei.
Hence
|B2|2 − |T2|2 =
∑
α,β g((∇eαeβ)⊤, (∇eβeα)⊤) =∑
α,β g
(∑
i C
i
2,αβ ei,
∑
j C
j
2,αβ ej
)
=
∑
i
∑
α,β C
i
2,αβC
i
2,βα =
∑
i σ1((C
i
2 )
2).
From known identity 2 σ2(C
i
2 ) = σ
2
1(C
i
2) − σ1((C i2 )2), it follows from above that
2
∑
i σ2(C
i
2 ) = p
2
2 |H2|2 + |T2|2 − |B2|2. Similarly, for Y =
∑
α Yαeα we get
C1(Y, ·) =
∑
α YαC
α
1 . Thus, 2
∑
α σ2(C
α
1 ) = p
2
1 |H1|2 + |T1|2 − |B1|2 and
2
∑
i
σ2(C
i
2 )+2
∑
α
σ2(C
α
1 ) = p
2
1 |H1|2+|T1|2−|B1|2+p 22 |H2|2+|T2|2−|B2|2. (37)
Using Lemma 1.5 of [9], we obtain at x ∈M
σ2(D1) + σ2(D2) =
∑
i
σ2(C
i
2 ) +
∑
α
σ2(C
α
1 ). (38)
The integral formula in [11] shows us that∫
M
[
K1,2 + |B1|2−p 21 |H1|2−|T1|2+|B2|2−p 22 |H2|2−|T2|2
]
d vol = 0, (39)
where Hi, Ti, Bi are the mean curvature vector, the integrability tensor and the
2-nd fundamental form of Di. The required formula follows directly from (37) –
(39). 
Proof of Proposition 4. We represent the norm of ∇D˜1 using co-nullity
operators C1, C2
|∇D˜1|2 =
∑
i,j,α
(C α1,ij)
2 +
∑
i,α,β
(C i2,αβ)
2. (40)
Hence |∇D˜1|2 = |∇D˜2|2. Clearly, this expression does not depend on the adapted
local orthonormal basis. Let C˜ = {C˜ij}1≤i,j≤p be a real matrix of order p ≥ 2.
An elementary calculation shows that
(p− 1)∑ i,j(C˜ij)2 =∑ i<j(C˜ii − C˜jj)2 +∑ i<j(C˜ij + C˜ji)2
+(p− 2)∑ i 6=j(C˜ij)2 + 2∑ i<j(C˜i i C˜jj − C˜ij C˜ji). (41)
Note that the last term in (41) equals σ2(C˜). Hence
∑
i,j(C˜ij)
2 ≥ 2
p−1
σ2(C˜).
Applying this inequality to the matrices C α1 and C
i
2 , we obtain∑
α; i,j(C
α
1,ij)
2 ≥ 2p1−1
∑
α σ2(C
α
1 ),
∑
i;αβ(C
i
2,αβ)
2 ≥ 2p2−1
∑
i σ2(C
i
2 ),
and, in view of (40), |∇D˜1|2 ≥ 2p1−1
∑
α σ2(C
α
1 )+
2
p2−1
∑
i σ2(C
i
2 ). From that the
inequality (18) follows. 
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