Abstract. In this paper we continue to investigate a certain class of Hankellike positive definite kernels using their associated orthogonal polynomials. The main result of this paper is about the structure of this kind of kernels.
Introduction
Positive definite kernels are studied for their manifold applications. In this paper we consider a special type of kernels K defined on the free semigroup on N generators with the property that K(ασ, τ ) = K(σ, I(α)τ ) for any words α, σ, τ , where I(α) denotes the word obtained by writting α in the reverse order. These kernels appear in many situations, see for instance [6] and [7] . Our goal is to determine an explicit structure of the positive definite kernels satisfying the above invariance property. Since in the case N = 1 such kind of kernels are precisely the Hankel kernels, it is quite natural to consider associated orthogonal polynomials and to study their properties. Our main result establishes the connection between moments and Jacobi coefficients, as a multivariable extension of a classical result. We also describe the Jacobi coefficients of the free products of orthogonal polynomials.
Orthogonal polynomials
We introduce orthogonal polynomials on several hermitian variables and we discuss several general results. Especially, we emphasize the usefulness of a matrix notation that reduces very much the degree of complexity and makes clear the analogy with the classical, one-dimensional case. Let F + N be the unital free semigroup on N generators 1, . . . , N with lexicographic order ≺. In particular, F + 1 is the set N 0 of nonnegative integers. The set of positive integers will be denoted by N. The empty word is the identity element of F + N and the length of the word σ is denoted by |σ|. The length of the empty word is 0. There is a natural involution on F + N given by I(i 1 . . . i l ) = i l . . . i 1 as well as a natural action of F + N on itself by juxtaposition, (σ, τ ) → στ , σ, τ ∈ F + N . Let P N be the algebra of polynomials on N non-commuting indeterminates X 1 ,. . .,X N with complex coefficients. For any
Using this notation, each element P ∈ P N can be uniquely written as
with only finitely many coefficients c σ different from zero. The length of the highest σ such that c σ = 0 is the degree of P . We also have
where each P k belongs to the vector space L N k of homogeneous polynomials of degree
k . An involution + on P N can be introduced as follows:
; in general, if P has the representation as in (2.1) then (2.2)
and P N is a unital, associative * -algebra over C. Let φ be a strictly positive functional on P N , that is, φ is a linear unital map on P N and φ(P + P ) > 0 for every P ∈ P N − {0}. The Gelfand-Naimark-Segal construction applied to φ gives a Hilbert space H φ such that {X σ } σ∈F + N is a linearly independent family in H φ . The Gram-Schmidt procedure gives a family {ϕ α } α∈F
N , where for P 1 , P 2 ∈ P N , P 1 , P 2 φ = φ(P + 2 P 1 ). The elements ϕ α , α ∈ F + N , will be called the orthonormal polynomials associated with φ. We notice that the use of the Gram-Schmidt process depends on the order chosen on F + N . A different order would give a different family of orthogonal polynomials. Due to the natural grading on F + N it is possible to develop a base free approach to orthogonal polynomials. In the case of orthogonal polynomials on several commuting variables this is presented in [8] . However, in this paper we consider only the lexicographic order on F + N . The moments of φ are s σ = φ(X σ ), σ ∈ F + N , and we define the moment kernel of φ by the formula
This property can be viewed as a Hankel type condition. Conversely, it is easily seen that if a positive definite kernel K satisfies (2.5) then there exists a positive functional φ on P N such that K = K φ .
Three term relations.
Let φ be a unital strictly positive functional on P N and let {ϕ α } α∈F + N be the orthonormal polynomials associated with φ. As in the commutative case (see [8] ), it is very convenient to use a matrix notation, Φ n = [ϕ σ ] |σ|=n for n ≥ 0 and Φ −1 = 0. With this notation, the analogy with the classical case N = 1 will be much more transparent. It turns out that the family {Φ n } n≥0 satisfies a three-term recursive formula,
for k = 1, . . . , N and n ≥ 0 (see [5] and [2] ). Each matrix
is an upper triangular invertible matrix for every n ≥ 0, with strictly positive elements on the diagonal. The fact that A n is upper triangular comes from the lexicographic order that we use on F + N . The invertibility of B n is a consequence of the fact that φ is strictly positive and appears to be a basic translation of this information. The diagonal of A n is strictly positive since we chose
. . , N } of matrices satisfying all these properties will be called admissible. It turns out that there are no other restrictions on the matrices A n,k , B n,k as shown by the following Favard type result mentioned in [5] . A similar result for the monic orthogonal polynomials,
ϕ σ was recently mentioned in [1] .
N , be elements in P N such that ϕ ∅ = 1 and a σ,σ > 0. Assume that there exists an admissible family A of matrices such that for k = 1, . . . , N and n ≥ 0, There is also a family of Jacobi matrices associated with the three-term relation in the following way. For P ∈ P N define Ψ φ (P )ϕ σ = P ϕ σ .
Since the moment kernel has the Hankel type structure mentioned above in (2.5), it follows that each Ψ φ (P ) is a symmetric operator on the Hilbert space H φ with dense domain P N . Moreover, for P, Q ∈ P N ,
. , e N } be the standard basis of C N and define the unitary operator W from
We see that W −1 D is the linear space D 0 generated by e σ , σ ∈ F + N , so that we can define
Each J k is a symmetric operator on D 0 and by (2.6), the matrix of (the closure of) J k with respect to the orthonormal basis {e σ } σ∈F
We call (J 1 , . . . , J N ) a Jacobi N -family on D 0 . It turns out that the usual admissibility conditions on A n,k and B n,k insure a joint model of a Jacobi family in the following sense. 
For details about the proof of this result see [5] .
Jacobi N -families and combinatorics of lattice paths.
The matrices A n,k and B n,k contain the whole information about the orthonormal polynomials (or the moment kernel K φ ). Ususally they are called the Jacobi coefficients of K φ and can be calculated from the moments. For instance,
, where a α,β are the coefficients of the orthogonal polynomials and for a matrix A we use the notation
In their turn, the coefficients a α,β , β α, can be calculated from the formula
where
The formula for B n,k is somewhat more involved and we do not record it here. Instead we consider a different kind of relation between moments and Jacobi coefficients which appears to be more explicit. The case N = 1 is classical, see [9] , [10] . The Jacobi N -family (J 1 , . . . , J N ) is a convenient tool to deal with this matter. Thus, for any σ ∈ F + N we have that . ., i p ∈ {1, . . . , N }, k 1 , . . ., k p > 0, and i l = i l+1 for l = 1, . . ., p − 1. We consider the set M σ of all paths that start at (0, i p , 0) and end at (|σ|, i 1 , 0), with the property that the first k p steps belong to N 0 × {i p } × N 0 , the next k p−1 steps belong to N 0 × {i p−1 } × N 0 , and so on, until the last k 1 steps which belong to N 0 × {i 1 } × N 0 . These sets are related to the set of Motzkin paths. The Motzkin paths of length n are the paths in N 2 0 made of level, fall, and rise steps, starting at (0, 0) and ending at (n, 0). Their set is denoted by M n and the number of elements of M n is given by the Motzkin number
It is easily seen that for any σ ∈ F + N − {∅} there is a bijection between M σ and M |σ| . We can now describe a combinatorial structure of the moments. Proof. We consider the following points in N 0 × {1, . . . , N } × N 0 :
where the entry J σ k,j gives the sum of (the weights of) the paths in N 0 ×{1, . . . , N }× N 0 from P j,ip to Q |σ|,i1,k . The claim is clearly true for |σ| = 1 and then suppose it true for any word of length ≤ n. Then consider a word σ of length n + 1. Several cases can occur.
Due to the fact that the level steps of type lp have weight I and by the induction hypothesis, we deduce that the sum of the paths from P j,ip to Q |σ|,i1,0 is
, which is precisely the (0, j) entry of the product
The case k 1 > 1 is similar, just by the induction hypothesis we deduce that the sum of paths from P j,ip to Q |σ|,i1,0 is again
Case 2. j = 0 is similar. Case 3. k, j ≥ 1, then the induction hypothesis implies that the sum of paths from P j,ip to Q |σ|,i1,k is
When all B n,k are zero, the level steps of type l k n,m dissapear, and our discussion is somewhat related to parts of [11] .
Formula (2.8) can be also used to calculate the Jacobi coefficients from the moments in a relatively simple way. Let σ ∈ F + N − {∅}. It is convenient to introduce the notation i(n) in order to denote the nth letter of the word σ (from left to right). If |σ| = 2n, then there exists a unique path p σ with corresponding weight 
and for n ≥ 1, k = 1, . . . , N,
Due to the fact that A n is an upper triangular matrix with strictly positive elements on the diagonal, the first relation of the previous result uniquely determine A n by Cholesky factorization.
Free products
The set P N can be viewed as the free product of N copies of P 1 :
where P 0 i is the set of polynomials in the variable X i , i = 1, . . . , N , without constant term. This remark suggests that the simplest examples of families of orthogonal polynomials can be obtained by using free products. Some examples already appeared in [1] . Here we describe a genreal construction. This allows to introduce multivariable analogues of all classical orthogonal polynomials.
The simplest attempt to construct families of orthogonal polynomials on P N would be to consider orthogonal polynomials associated with free products of positive functionals. Let φ 1 and φ 2 be two strictly positive functional on P N1 , respectively P N2 . Their free product φ = φ 1 ⋆ φ 2 on P N1 ⋆ P N2 is defined by φ(1) = 1 and
, and i k ∈ {1, 2} for k = 1, . . . , n. By results in [3] , [4] , φ is a positive functional. However, as it turns out, φ is not strictly positive. Thus, consider the case of two strictly positive functionals φ 1 and φ 2 on P 1 . Let K be the restriction of the moment kernel K φ1⋆φ2 to the set {1, 12}. Its matrix is then
.
The matrix 1 1 1 1 has rank one, so K is never invertible.
We can consider another simple way related to free products in order to build orthogonal polynomials in several noncommutative variables. Thus, let {ϕ n,k }, n ≥ 0, k ∈ {1, . . . , N }, be N families of orthonormal polynomials on the real line, determined by the recursion formulae:
We introduce polynomials in N noncommutative variables as follows. Any word σ ∈ F + N − {∅} can be uniquely represented in the form
Theorem 3.1. There exists an admissible family A of matrices such that for k = 1, . . . , N and n ≥ 0,
Proof. First we prove the result for N = 2. From (3.1) we deduce
Similarly,
We see that
is upper triangular (actually diagonal) and has the elements on the diagonal > 0 (since all a n,k > 0). The case n ≥ 1 can be delt with in a similar manner. The first 2 n−1 words of length n start with letter 1 and have the structure
where τ is a word of lenght k starting with letter 2 (unless it is ∅). For k = 0 there is exactly one such word, 1 n , while for 0 < k ≤ n − 1, there are 2 k−1 such kind of words. Using (3.1) we have that
The last 2 n−1 words of lenght n start with letter 2 and therefore we have for such a word σ that X 1 ϕ σ = X 1 ϕ 0,1 ϕ σ = ϕ 1,1 ϕ σ a 1,1 + ϕ σ b 0,1 = ϕ 1σ a 1,1 + ϕ σ b 0,1 .
Putting together the above two formulae we deduce that X 1 Φ n = Φ n+1 A n+1,1 + Φ n B n,1 + Φ n−1 A * n,1 , where
a n,1 a n−1,1 a the unspecified entries are all zero. Similarly, we deduce X 2 Φ n = Φ n+1 A n+1,2 + Φ n B n,1 + Φ n−1 A * n,2 , for some suitable matrices A n,2 and B n,2 . Actually, the same proof works for N > 2 and we record here the form of the matrices A n,k , B n,k for an arbitrary N . Let W n k = {σ ∈ F + N | |σ| = n and σ = kτ for some τ } and denote by π n k the bijection from the set {1, 2, . . . , N n−1 } onto W n k defined simply by π n k (l) =the lth word in W n k , with respect to the lexicographic order. Also, if σ ∈ W n k then it has a unique representation σ = k p τ with τ a word that does not start with the letter k. Define n k (σ) = p. Now B n,k is an N n × N n matrix such that, for l, m ∈ {1, 2, . . . , N n }, Therefore A n = A n,1 . . . A n,N is a diagonal matrix with strictly positive diagonal elements, so that A = {A n,k , B m,k | n > 0, m ≥ 0, k = 1, . . . , N } is an admissible family of matrices.
