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Обозначения и сокращения 
 
ЭНИН – Энергетический институт; 
ЭЭ – электроэнергия; 
ТПУ – Томский политехнический университет; 
ЭПП – электроснабжение промышленных предприятий; 
ФСК – Федеральная сетевая компания; 
ХВ – холодная вода; 
ТЭ – тепловая энергия; 
АКФ – автокорреляционная функция; 
ЧАКФ – частная автокорреляционная функция; 
ОРЭМ – оптовый рынок электроэнергии и мощности; 
НТИ – научно-техническое исследование; 
ФСС – фонд социального страхования; 
ПФ – пенсионный фонд; 
ФФОМС – Федеральный фонд обязательно медицинского страхования; 
ПДК – предельная допустимая концентрация; 
ЧС – чрезвычайная ситуация; 
ПЭВМ – персональная электронно-вычислительная машина; 
СВЧ – сверхвысокочастотный; 
ПК – персональный компьютер; 
ГН – гигиенические нормативы; 
СН – санитарные нормы; 
СП – санитарные правила; 
ОТ – охрана труда; 
ТК – трудовой кодекс; 
ЭМ – электромагнитное поле; 
ППБ – правила пожарной безопасности. 
ARIMA – autoregressive integrated moving average 
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1 МЕТОДЫ ПРОГНОЗИРОВАНИЕ ОБЪЕМОВ ПОТРЕБЛЕНИЯ 
ЭЛЕКТРИЧЕСКОЙ ЭНЕРГИИ 
 
Существует  большое  количество  методов  прогнозирования. Суще-
ствующие методы разделяют на две большие группы: группа интуитивных 
методов прогнозирования и группа формализованных методов прогнозиро-
вания. 
В группе интуитивных методов для прогнозирования используют 
оценки экспертов и суждения. В настоящее время их часто применяют в по-
литике, экономике, маркетинге, так как система, будущее поведение которой 
необходимо спрогнозировать, может быть очень сложна и для нее невозмож-
но рассчитать математическую модель, или очень проста и в математическом 
описании не нуждается. Вторя группа формализованные методы — методы 
прогнозирования, описанные в математической литературе. На их основе 
разрабатывают модели прогнозирования, другими словами определяют ма-
тематическую зависимость, которая позволяет рассчитать будущие значения 
изучаемого процесса, или сделать прогноз. Формализованные методы вклю-
чают в себя модели прогнозирования. Модели прогнозирования разделяют на 
структурные и статистические модели. 
Для прогнозирования электропотребления могут применяться и первая, 
и вторая группы, в приведенной работе для прогнозирования электропотреб-
ления региона применяются статистические модели. Прогнозы, как правило, 
так же можно разделить на две группы: 
 Точечные – это прогнозы, фиксирующие одно значение прогнозируе-
мого параметра объекта прогноза.  
 Интервальные – это прогнозы, фиксирующие два или больше возмож-
ных значений прогнозируемого параметра.  
Как правило, в случае интервального прогноза говорят о верхней и 
нижней границе периода (доверительный интервал прогноза) и вероятности 
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попадания величины прогнозируемого параметра объекта в этот интервал 
(Рисунок 1.1) применяется точечный прогноз, потому что в настоящее время 
правила оптового рынка не предполагают наличия допустимого интервала 
отклонения заявленной (прогнозной) величины от фактической [1]. 
 
Рисунок 1.1 -  Точечный и интервальный прогнозы 
Любое отклонение фактического электропотребления оплачивается по 
тарифам балансирующего рынка, что приводит к росту дополнительных фи-
нансовых издержек предприятия, связанных с оплатой этих отклонений. По 
времени упреждения прогнозируемого события различные исследователи 
выделяют различные типы прогноза [2, 19]. В любом случае деление прогно-
за на типы по времени упреждения зависит от объекта прогноза и конкретной 
задачи, для решения которой строится прогнозная математическая модель. 
При прогнозировании потребления электрической энергии промыш-
ленного предприятия в соответствии с существующими требованиями рынка 
электроэнергии выделяют следующие типы прогноза: 
 
 Краткосрочный (час, сутки, неделя).  
 
 Среднесрочный (месяц, квартал, год).  
 
 Долгосрочный (от двух лет и далее).  
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1.1 Классификация статистических методов прогнозирования 
 
Методом прогнозирования называется способ изучения объекта про-
гнозирования, который направлен на создание прогноза. 
Чтобы определить подходящий метод прогнозирования для построения 
на нем прогнозной модели электропотребления энергосбытового предприя-
тия, классифицируют имеющиеся методы прогнозирования. 
 
 
Рисунок 1.2 -  Классификационная схема методов прогнозирования 
Все методы изначально делят на две группы - интуитивные и формали-
зованные по общему принципу действия. Первая группа «интуитивные мето-
ды» применяется тогда, когда объект прогнозирования или слишком прост, 
или слишком сложен и аналитически учесть влияние факторов практически 
невозможно.  
В таких случаях прибегают к изучению мнения экспертов. Данные ин-
дивидуальные и коллективные экспертные заключения используют или в ка-
честве исходных данных или как итоговые прогнозы в комплексных систе-
мах прогнозирования. 
В зависимости от принципов формализации интуитивные методы про-
гнозирования разделяют на две группы: индивидуальные экспертные оценки 
и коллективные экспертные оценки. 
Метод коллективных экспертных оценок относится к комплексным си-
стемам прогнозирования, т.к. в комплексных системах прогнозирования со-
единены методы индивидуальных экспертных оценок и статистические ме-
тоды обработки этих оценок [18]. 
Ассоциативные 
методы
Системно-
структурные методы
Математические 
методы
Методы прогнозирования
Формализованные методы 
прогнозирования
Интуитивные методы 
прогнозирования
Индивидуальные 
экспертные оценки
Коллективные 
экспертные оценки
Экстраполяционные 
методы
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1.2 Основные методы прогнозирования временных рядов 
Временной ряд – это последовательность значений какой–либо величи-
ны в разные моменты времени [20]. 
Временным рядом называется потребление электрической энергии ка-
ким–либо объектом (промышленным предприятием, цехом, энергообъедине-
нием и т.п.). Временной ряд представляет собой набор значений потребляе-
мой мощности в различные моменты времени или объемов потребляемой 
электроэнергии за последовательный ряд интервалов времени. 
Наиболее распространенными формализованными методами прогнози-
рования временных рядов считаются [8]: 
 Прогнозная экстраполяция.  
 Регрессионный анализ (прогнозирование с использование искусствен-
ных нейронных сетей; прогнозирование на базе ARIMA моделей).  
 Адаптивные методы прогнозирования.  
 Прогнозирование с использованием гибридных систем.  
 Техноценоз.  
 
 
  1.2.1 Прогнозная экстраполяция 
 
Самый простой и самый распространенный метод – прогнозная экстра-
поляция. При создании прогнозов с помощью прогнозной экстраполяции со-
бирают статистически складывающиеся тенденции изменения тех или иных 
количественных характеристик исследуемого объекта. При использовании 
прогнозной экстраполяции необходимо иметь информацию об истории тен-
денции развития объекта за период, в 2-3 раза больше срока прогнозирова-
ния. Метод экстраполяции, возможно, использовать при краткосрочном про-
гнозировании. К методам экстраполяции относятся следующие методы: ме-
тод наименьших квадратов и 
его разновидности, метод скользящей средней, метод экспоненциального 
сглаживания.  
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Метод наименьших квадратов основан на минимизации суммы квадра-
тических отклонений между фактическими и расчетными значениями. 
Этот метод имеет идею усреднения, как общего влияния неучтенных, 
так и единичного влияния учтенных значений. 
Достоинства метода: 
 простота реализации прогнозной модели;  
 возможность осуществления прогнозирования с минимальным набором 
входных параметров.  
Прогнозная экстраполяция применяется для прогнозирования электро-
потребления объектов с достаточно стабильными регулярными изменениями 
величины электропотребления на долгосрочную перспективу. 
Недостатки метода: 
 невозможность учета множественных параметров влияющих на элек-
тропотребление промышленных предприятий;  
 жесткая фиксация модели тренда, которая не позволяет учесть кратко-
срочные тенденции электропотребления, связанные с изменениями 
спроса, а, следовательно, и объемов выпуска продукции предприятия.  
Метод экспоненциального сглаживания [9], впервые предложенный Р. 
Брауном [3], являющийся дальнейшим развитием метода прогнозной экстра-
поляции, получил наибольшее распространение для среднесуточного прогно-
зирования, прежде всего экономических показателей. 
Для данного метода существенными недостатками, ограничивающими 
его применение, является сложность выбора параметра сглаживания, началь-
ных условий и степени прогнозирующего полинома, что ограничивает его 
применимость для целей прогнозирования электропотребления. Кроме, того 
метод экспоненциального сглаживания не лишен вышеперечисленных недо-
статков, свойственных всем методам прогнозной экстраполяции. 
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1.2.2 Регрессионный анализ 
Регрессионным анализом называется раздел математической статисти-
ки, соединяющий методы исследования регрессионной зависимости между 
величинами по статистическим данным. В результате работы регрессионного 
анализа можно определить общий вид уравнения регрессии, выполнить рас-
чет оценок неизвестных параметров, входящих в уравнение регрессии, и вы-
полнить проверку статистических гипотез о полученной регрессии. 
Задача регрессионного анализа решается после выполнения несколько 
шагов.  
Анализ тренда. Тренд — это изменение, определяющее общее направ-
ление развития, основную тенденцию ряда. Часто выделяют линейный, лога-
рифмический, полиномиальный и экспоненциальный тренды. 
Не существует "автоматического" способа обнаружения тренда во вре-
менном ряде. Однако если тренд является монотонным (устойчиво возраста-
ет или устойчиво убывает), то анализировать такой ряд обычно нетрудно. 
Если временные ряды содержат значительную ошибку, то первым шагом вы-
деления тренда является сглаживание [25]. 
 Сглаживание. Сглаживание всегда включает некоторый способ локаль-
ного усреднения данных, при котором несистематические компоненты вза-
имно погашают друг друга. Самый общий метод сглаживания - скользящее 
среднее, в котором каждый член ряда заменяется простым или взвешенным 
средним n соседних членов, где n - ширина "окна". Вместо среднего можно 
использовать медиану значений, попавших в окно. Основное преимущество 
медианного сглаживания, в сравнении со сглаживанием скользящим сред-
ним, состоит в том, что результаты становятся более устойчивыми к выбро-
сам (имеющимся внутри окна). Таким образом, если в данных имеются вы-
бросы (связанные, например, с ошибками измерений), то сглаживание меди-
аной обычно приводит к более гладким или, по крайней мере, более "надеж-
ным" кривым, по сравнению со скользящим средним с тем же самым окном. 
Основной недостаток медианного сглаживания в том, что при отсутствии яв-
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ных выбросов, он приводит к более "зубчатым" кривым (чем сглаживание 
скользящим средним) и не позволяет использовать веса [25]. 
 Подгонка функции. Многие монотонные временные ряды можно хоро-
шо приблизить линейной функцией. Если же имеется явная монотонная не-
линейная компонента, то данные вначале следует преобразовать, чтобы 
устранить нелинейность. Обычно для этого используют логарифмическое, 
экспоненциальное или (менее часто) полиномиальное преобразование дан-
ных [25]. 
Анализ сезонности. Сезонные колебания — повторяющиеся измене-
ния значения ряда в определенные промежутки времени.  
Периодическая и сезонная зависимость (сезонность) представляет со-
бой другой общий тип компонент временного ряда. Периодическая зависи-
мость может быть формально определена как корреляционная зависимость 
порядка k между каждым i-м элементом ряда и (i-k)-м элементом. Ее можно 
измерить с помощью автокорреляции (т.е. корреляции между самими члена-
ми ряда); k обычно называют лагом (иногда используют эквивалентные тер-
мины: сдвиг, запаздывание). Если ошибка измерения не слишком большая, 
то сезонность можно определить визуально, рассматривая поведение членов 
ряда через каждые k временных единиц [25]. 
 Автокорреляционная коррелограмма. Сезонные составляющие времен-
ного ряда могут быть найдены с помощью коррелограммы. Коррелограмма 
(автокоррелограмма) показывает численно и графически автокорреляцион-
ную функцию (AКФ), иными словами коэффициенты автокорреляции (и их 
стандартные ошибки) для последовательности лагов из определенного диапа-
зона [25]. 
 Частные автокорреляции. Другой полезный метод исследования перио-
дичности состоит в исследовании частной автокорреляционной функции 
(ЧАКФ), представляющей собой углубление понятия обычной автокорреля-
ционной функции. В ЧАКФ устраняется зависимость между промежуточны-
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ми наблюдениями (наблюдениями внутри лага). Другими словами, частная 
автокорреляция на данном лаге аналогична обычной автокорреляции, за ис-
ключением того, что при вычислении из нее удаляется влияние автокорреля-
ций с меньшими лагами. На лаге 1 (когда нет промежуточных элементов 
внутри лага), частная автокорреляция равна, очевидно, обычной автокорре-
ляции. На самом деле, частная автокорреляция дает более "чистую" картину 
периодических зависимостей [25]. 
Пример автокорреляционной коррелограммы показан на рисунке 1.3. 
 
Рисунок 1.3 – Автокорреляционная коррелограмма преобразованного 
стационарного временного ряда 
Пример частной автокорреляционной коррелограммы показан на ри-
сунке 1.4. 
 
Рисунок 1.4 – Частная автокорреляционная коррелограмма преобразованного 
стационарного временного ряда 
 Удаление периодической зависимости. Периодическая составляющая 
для данного лага k может быть удалена взятием разности соответствующего 
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порядка. Это означает, что из каждого i-го элемента ряда вычитается (i-k)-й 
элемент. Имеются два довода в пользу таких преобразований [25]. 
 
1.2.3 Регрессионная модель 
В общем виде регрессионную модель, опирающуюся на факторы, не 
зависящие от наблюдаемого ряда, можно отнести к причинно – следственной 
группе моделей, но существуют вариации, использующие только значения 
ряда из прошлого – это модель авторегрессии AR(p) порядка p. 
p
i t i t
i 1
AR( p ) c b X ,

   
 
где c – константа, bi – параметры модели, εi – ошибки. Предполагается, что 
ошибки независимы и нормально распределены. 
Задача метода состоит в определении параметров bi. Обычно это 
делается с помощью системы уравнений Юла – Уокера [26], но можно вос-
пользоваться и более простым методом наименьших квадратов. 
Данная модель лучше адаптируется к изменению показателей и сезонности 
ряда, чем модель скользящего среднего, но как основа для прогноза так же 
редко используется на практике. 
 
1.2.4 ARIMA модель 
Модели  ARIMA,  предложенные  Дж. Боксом  и  Г.  Дженкинсом  [13], 
охватывают достаточно широкий спектр временных рядов, а небольшие мо-
дификации этих моделей позволяют весьма точно описывать и временные 
ряды с сезонностью, к которым можно отнести и электропотребление про-
мышленного предприятия.  
Логически эти модели можно определить так: 
AR( p ) MA( q ) ARMA( p,q ) ARMA( p,q )( P,Q )
ARIMA( p,q,r )( P,Q,R )
   

 
 AR(p) - авторегрессионая модель порядка p. 
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Модель имеет вид: 
0 1 2 pY( t ) f f Y( t 1) f Y( t 2 ) ... f Y( t p ) E( t ),             
где Y(t) - зависимая переменная в момент времени t. fo, f1, f2, ..., fp - оценивае-
мые параметры. E(t) - ошибка от влияния переменных, которые не учитыва-
ются в данной модели. Задача заключается в том, чтобы определить              
fo, f1, f2, ..., fp. Их можно оценить различными способами. Правильнее всего 
искать их через систему уравнений Юла-Уолкера, для составления этой си-
стемы потребуется расчет значений автокорреляционной функции. Можно 
поступить более простым способом - посчитать их методом наименьших 
квадратов. 
 MA(q) -модель со скользящим средним порядка q. 
Модель имеет вид: 
1 2 pY( t ) m e( t ) w e( t 1) w e( t 2 ) ... w e( t p ),             
где Y(t)-зависимая переменная в момент времени t. w0, w1, w2, ..., wp - оцени-
ваемые параметры. 
 ARIMA(p, q, r)(P, Q, R) 
Внутренняя структура динамического ряда, зависимость уровня yt от 
предыдущих его значений yt-1, yt-2, ... , yt-p описывается авторегрессионной 
функцией: 
t 1 t 1 2 t 2 p t p tY a y a y ... a y e ,        
где р – порядок авторегрессии; ap – коэффициент авторегрессии. 
Процесс авторегрессии порядка р функционально связан с автокорреля-
ционной функцией: 
p 1 p 1 2 p 2 p,r a r a r ... a      
где p = 1,2,...m – лаг автокорреляции (сдвигание yt на p значений назад),  
r0 = 1. 
Рассмотрим достоинства и недостатки методов. Задача построения мо-
дели множественной регрессии сводится к определению регрессионных ко-
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эффициентов на основе имеющихся данных об объекте прогноза и влияющих 
на него факторов. Таким образом, корреляционные и регрессионные методы, 
могут учитывать влияние широкого набора параметров на выходную про-
гнозную величину электропотребления. Этим объясняется тот факт, что 
большинство из существующих прогнозных моделей электропотребления, 
построенных на основе этих методов [10,11]. 
 В то же время получение прогнозов с помощью многофакторных ре-
грессионных моделей предполагает неизменность значений коэффициентов 
этих моделей во времени [6].  
 В ряде случаев требования прогнозной модели к исходной информации 
для реальных наблюдений оказываются невыполнимыми, поэтому получае-
мые оценки оказываются неэффективными, а прогноз – неточным. 
Достаточно сложной является проблема выбора независимых влияю-
щих факторов. Все это приводит к довольно сложной реализации многофак-
торных регрессионных прогнозных моделей электропотребления при усло-
вии соблюдения заданной точности прогноза. 
Методы использования ARIMA моделей. Проблемы при использовании 
метода Бокса – Дженкинса [13] при прогнозировании электропотребления 
возникают, прежде всего, из-за неоднородности величины электропотребле-
ния, как временного ряда и сложности практической реализации прогнозных 
моделей, основанных на этом методе. Кроме того, 
методу Бокса – Дженкинса присущи характерные недостатки корреляцион-
ных методов, что ограничивает возможность его применения в некоторых 
случаях для прогнозирования на промышленных предприятиях, 
работающих в условиях рыночной экономики. 
 
1.2.5 Искусственные нейронные сети 
Искусственные  нейронные  сети  являются  современной  технологией, 
которые используется во множестве дисциплин: статистике, нейрофизиоло-
гии, компьютерных науках, математике, физике. Технологию использования 
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нейронных сетей применяют в разнообразных областях, например, распозна-
вание образов, моделирование, в анализе временных рядов, обработке сигна-
лов и управлении. Это возможно благодаря важному свойству нейронных се-
тей – способности самообучаться, используя имеющиеся данных, обучение 
может проводить учитель или обучение может проходить без его вмешатель-
ства. 
Искусственные нейронные сети имеют следующие преимущества при 
использовании их для построения прогнозных моделей [1]: 
 нелинейность – возможность установить сложные нелинейные зависи-
мости исследуемого объекта от входных параметров, это обеспечивает 
меньшую ошибку прогноза, относительно других методов;  
 самообучение – способность сети обучается на предоставленных исход-
ных данных, самостоятельно определять значимость каждого исследуемого 
фактора, оценивать его влияние на конечную величину исследуемого объек-
та;  
 адаптивность – при поступлении свежих данных сеть можно обучить 
дополнительно, благодаря этому есть возможность гибкой подстройки под 
изменившиеся условия работы на предприятии; 
 высокая помехозащищенность – в случае отсутствия некоторой части 
данных ухудшается прогноз, но это происходит в гораздо в меньшей степени, 
чем при использовании других методов прогнозирования. 
Искусственные нейронные сети имеют следующие недостатки: [1,24]:  
 сложность при выборе числа скрытых слоев и определении количества 
нейронов в слое; 
 сложность при выборе необходимой скорости обучения;  
 возможен эффект «переобучение» при обучении нейронной сети. 
 
1.2.6 Адаптивные методы прогнозирования 
 В основе адаптивных моделей лежит модель рекурсивного гармониче-
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ского процесса, предложенная Дж. Юлом. Группа этих моделей считается 
трендовыми моделями и в основе ее работы лежит предположение, что ос-
новные тенденции и факторы выявленные в прошлых периодах останутся 
аналогичными и в будущем или при прогнозе будут изменения, но которые 
можно будет объяснить значениями предыдущих периодов. В связи с раз-
личными реформами в настоящее время, происходит большое количество 
изменений и нововведений в экономике, социально- экономических процес-
сах и на макроуровне, изменения во временных рядах становятся очень ди-
намичными. Поэтому при исследовании ряда ученые часто сталкиваются с 
новыми, неиспользуемыми ранее, явлениями и с возможностью использовать 
только короткие временные ряды. Если ранее использовались данные боль-
шого периода, то при моделировании они оказываются бесполезными и даже 
вредными. Это приводит к необходимости строить новые модели, опираясь в 
основном на данные за короткие периоды, наделяя модели адаптивными 
свойствами. 
Для таких случаев существуют адаптивные методы. Цель адаптивных 
методов заключается в построении самонастраивающейся модели, она долж-
на быть способной учитывать информационную ценность всех членов вре-
менного ряда и давать точные оценки будущих членов данного ряда. Адап-
тивные модели имеют преимущество в гибкости модели, однако на их уни-
версальность, и возможность использовать в любых ситуациях и для любого 
временного ряда рассчитывать не следует. 
Когда создается модель, следует учитывать наиболее вероятные зако-
номерности развития исследуемого реального процесса. Ученому нужно за-
ложить в модель те адаптивные свойства, которых достаточно для отслежи-
вания реального процесса с заданной точностью. 
В самом начале развития группы адаптивных моделей использовалась 
простейшая модель экспоненциального сглаживания, обобщение этой моде-
ли и привело к появлению целой группы адаптивных моделей. В основе про-
стейшей адаптивной модели лежит вычисление экспоненциально 
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взвешенной скользящей средней. 
Рассмотрим достоинства и недостатки адаптивных методов. К этой 
группе относятся методы Брауна, Хольта и Хольта-Уинтерса [4]. Характер-
ной чертой адаптивных моделей прогнозирования является их способность 
учитывать эволюцию характеристик изучаемых процессов, приспосабливать-
ся к этой эволюции, предавая больший вес и тем самым большую информа-
ционную ценность наблюдениям по мере их приближения к текущему мо-
менту прогнозирования [3]. Это свойство адаптивных методов является су-
щественным достоинствам с точки зрения их применимости для целей про-
гнозирования электропотребления промышленного предприятия. Само про-
мышленное предприятие, его электропотребление (как совокупность процес-
сов потребления электрической энергии всеми электроприемниками пред-
приятия), представляет  собой динамический процесс с  изменяющимися 
свойствами. 
Первоначальное построение прогнозной модели на основании адаптив-
ных методов прогнозирования производится по нескольким первым наблю-
дениям объекта прогнозирования. С помощью полученной прогнозной моде-
ли девается прогноз, который сравнивается с фактическими наблюдениями. 
По результатам сравнения происходит корректировка модели. Затем с помо-
щью скорректированной модели делается прогноз по следующим наблюде-
ниям и так до исчерпания всех наблюдений. Таким образом, модель постоян-
но приспосабливается к новой информации и к концу периода наблюдений 
отражает тенденции объекта прогнозирования, сложившиеся на настоящий 
момент. 
Основным достоинством адаптивных методов является возможность 
получить точный прогноз на интервал больший, чем, например, при исполь-
зовании метода экспоненциального сглаживания. Однако это справедливо 
лишь при очень длинных временных рядах, что предопределили 
применимость  адаптивных  методов  для  долгосрочного  прогнозирования. 
Кроме того, в настоящее время не существует методики оценки объема необ-
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ходимой и достаточной исходной информации для адаптивных моделей про-
гнозирования, что усложняет процесс их реализации и работы [14]. 
 
 
1.2.7 Прогнозирование с использованием гибридных систем 
Идея использовать удачные сочетания различных подходов достаточно 
универсальна. Такие сочетания так же можно назвать «гибридными». В та-
ком случае, при удачном исходе гибрида ожидают получение синергетиче-
ского эффекта, это значит значительное улучшение его показателей. Гибрид-
ная система состоит из двух и более интегрированных разнородных подси-
стем, которые объединены общей целью или совместными действиями [16]. 
Используется для описания процессов нелинейного вида. В связи с 
большим количеством методов искусственного интеллекта можно получить и 
весьма большое разнообразие их сочетаний. Для подбора наилучшего соче-
тания, необходимо перебрать несколько вариантов методов. Сочетая их друг 
с другом и выбрать наиболее подходящий, удовлетворяющий поставленным 
требованиям, Гибридные системы применяются в сложных случаях прогно-
зирования, для качественного решения задачи [15]. 
Гибридные системы позволяют объединять нечеткую логику и нейрон-
ные сети в гибридную систему. Данные динамические многорежимные си-
стемы в разных областях фазового пространства отличаются различным по-
ведением, т.е.  их  фазовая  траектория  переходит  из  одной  области  в  дру-
гую,  в зависимости от внешнего воздействия. Математическое описание ди-
намической системы невозможно привести к одной непараметрической мо-
дели или к одной системе дифференциальных или разностных уравнений. Из-
за этого такие системы можно называть многорежимными, с точки зрения 
математического описания. Чаще всего создаваемые такими системами 
сложные процессы включают в себя подпроцессы, а спрогнозировать такой 
сложный процесс в случае отсутствия или неполноты информации, о струк-
туре генерирующей системы используя существующие метод обработки ин-
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формации делает невозможным получить достоверные результаты приемле-
мые по точности. Это связано с тем, что существующие методы обработки 
информации, которые используют для прогнозирования случайных процес-
сов, не могут в полном объеме учесть многорежимность системы, а это при-
водит к ухудшению качества прогнозирования. 
Примером гибридной системы является использование генетических 
алгоритмов для настройки нейронной сети. Впервые генетические алгоритмы 
были предложены Дж. Холландом в 1976 г. В их основе лежит модель эво-
люции живой природы. В качестве шифровки возможного решения интере-
сующей проблемы генетический алгоритм берет каждую исследуемую еди-
ницу популяции и каждого соответствующего члена популяции. В качестве 
таких шифровок (генотипов) считаются двоичные строки, состоящие из 0 и 1. 
В зависимости от природы поставленной задачи генотипы могут интерпрети-
ровать разными способами. 
Если гибридная системы используется для определения будущих зна-
чений, генотип может быть интерпретирован для производства решений та-
ких задач, как нахождение коэффициентов линейной регрессии, определение 
правил классификации, разработка производственного плана, определения 
структуры нейронной сети. Для определения качества каждого полученного 
генотипа используют понятие «жизнеспособности», т.е. определяют адекват-
ность и не избыточность созданной модели. Для того чтобы популяция гено-
типов эволюционировала, выполняется процесс псевдо естественного отбора 
с использованием псевдогенетических операторов, которые провоцируют 
разнообразие в популяции между признанно успешными поколениями. 
Эволюционные алгоритмы, к которым относятся также канонические 
генетические алгоритмы, могут быть представлены в виде равенства: 
[ 1] ( ( ([ ]))),X t V S X t   
где X[t] – популяция генотипов на итерации t, V – Случайный вариативный 
оператор (оператор скрещивания или мутации), S – Оператор выборки. 
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В результате канонический генетический алгоритм может быть смоде-
лирован как стохастический алгоритм, а с помощью него возможен перевод 
из одной популяции генотипов в другую, на основании использования вы-
борки, скрещивания и мутации. В случае использовании выборки собирается 
информация о текущей популяции и отбираются «высокоразвитые» геноти-
пы. Методы скрещивания и мутация нарушают их в попытке раскрыть луч-
шие генотипы, и тогда эти операторы могут рассматриваться как основные 
эвристики для исследования. 
Генетический алгоритм оперирует с набором решений, называемым 
популяцией. В процессе функционирования генетического алгоритма попу-
ляция переживает некоторое количество поколений (эпох), причем средняя 
приспособленность популяции (в случае с прогнозными моделями мерой 
приспособленности является точность прогноза) возрастает в каждом после-
дующем поколении за счет удаления особей с наихудшими параметрами и 
получения потомства в результате рекомбинации особей с наилучшими пока-
зателями. 
Использование генетических алгоритмов дает возможность получить 
необходимую конфигурацию нейронной сети, а значит, полученную про-
гнозную модель потребления электроэнергии на ее основе, кроме того гене-
тические алгоритмы упрощают сам процесс формирования нейронной сети 
путем ее автоматизации [4]. 
Основным недостатком применения генетических алгоритмов, которая 
приводит к невозможности их широкого применения, является сложность ре-
ализации таких алгоритмов и необходимость определенного уровня инфор-
мационной и технической инфраструктуры на предприятии. А также трудо-
емким процессом конфигурирования нейронной сети. 
 
1.2.8 Техноценоз 
Техноценоз включает ряд этапов, в состав которых входят процедуры 
рангового анализа взаимосвязанные между собой. Ранговым анализом назы-
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ваются методы изучения больших технических систем особого ценологиче-
ского типа, которые называются техноценозами. Целью анализа является их 
статистический анализ, кроме того их оптимизацию, и полагающую в каче-
стве основного критерия форму ранговых и видовых распределений. Ранго-
вый анализ включает процедуры интервального оценивания, параметриче-
ского нормирования, прогнозирования и нормирования потребления ресур-
сов. Углубленный анализ ранговых параметрических распределений дает 
возможность значительно повысить эффективность рангового анализа. Он 
осуществляется в таких процедурах как: дифлекс-анализ (выполняется на 
этапе интервального оценивания), GZ-анализ (выполняется на этапе прогно-
зирования) и ASR-анализ (проводится на этапе нормирования). Углубленный 
вариант GZ-анализа делает возможным еще до начала процедуры прогнози-
рования выполнить выбор G-методологии или Z-методологии, это в свою 
очередь существенно ускоряет расчеты и повышает их точность (положи-
тельный эффект от использования данного анализа пропорционален разме-
рам исследуемой базы данных). 
Согласно закону эффективного построения техноценоза, для выбора 
метода необходимо рассматривать отношение объемов системного и гауссо-
вого ресурсов кластеров техноценоза. Согласно уравнениям закона опти-
мального построения техноценозов, гауссовый ресурс кластера равен : 
2
1
2 1 2( ( ) ) (( ) ),
r
g
G
r
W W r dr r r W    
где WG — ранговое параметрическое распределение техноценоза по электро-
потреблению, Wg(r) — гауссовое распределение, соответствующиекластер-
ному распределению параметров в ранговой дифференциальной форме, W2 
— значение электропотребления, соответствующее правой ранговой границе 
кластера[4,5]. 
Основным смыслом рангового анализа считается методика построения 
ранговых распределений и их последующее использование в целях оптими-
34 
 
зации ценоза. Для выполнения оптимизации системы выполняется сравнение 
идеальной кривой с реальной, после изучения соотношения кривых можно 
сделать вывод: что необходимо изменить в ценозе, чтобы точки реальной 
кривой стремились попасть на идеальную кривую. Для этого определяются 
способы, средства, механизмы улучшения ценоза с целью устранения ано-
мальных отклонений. При приближении экспериментальной кривой распре-
деления к идеальной кривой вида, тем стабильнее система. При наличии от-
клонения необходима дополнительная работа с моделью либо номенклатур-
ная оптимизация или целенаправленное удаление аномальных особей, либо 
параметрическая оптимизация или улучшение параметров аномальных осо-
бей. 
Достоинством метода является оптимальное отражение процесса функ-
ционирования объектов техноценоза в обозримом будущем с учетом воз-
можных изменений технологии, инфраструктуры, а также использования ре-
сурсов. При использовании метода учет факторов выполняется, изначально 
введением в алгоритм модели управляющих воздействий, далее, реализацией 
стохастических обратных связей, и в последствии одновременной разработ-
кой нескольких возможных вариантов развития техноценоза, а в дальнейшем 
при работе с моделью, постоянным исследованием адекватности результатов 
моделирования. 
В качестве недостатков следует отметить, что метод, который основан 
на статистической модели, как и подобные методы, с высокой точностью 
рассчитывают значения краткосрочного прогнозирования (согласно исследо-
ваниям точный прогноз можно получить на 1 – 2 года, после этого ошибка 
резко возрастает). Вторым недостатком является невозможность реализации 
критериев, которые основаны на сравнении вариантов управления электро-
потреблением. Эти недостатки возможно устранить. Для этого необходимо 
создание динамической адаптивной модели, отражающей процесс электропо-
требления на глубину от 5 до 7 лет и более. При этом наличие стохастиче-
ской обратной связи является основным, что позволяет корректирующей базу 
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данных по электропотреблению согласно результатам текущего моделирова-
ния. 
В настоящее время предоставлено большое количество методов про-
гнозирования временных рядов. Линейка методов начинается от самых про-
стых и заканчивается довольно сложными адаптивными методами, которые 
применяются в основном на крупных предприятиях, с целыми отделами за-
нимающимися данным вопросом. Выбор оптимального метода определяется 
на каждом предприятии индивидуально. Нет универсального метода прогно-
зирования. Метод должен быть выбран таким образом, чтобы учитывать спе-
цифику предприятия, при решении задач предприятия. 
Так же метод должен непрерывно дополняться, и изменятся с развити-
ем предприятия, изменением цены и ситуации на рынке, учитывать измене-
ния прочих, появляющихся факторов. От эффективности работы метода за-
висит эффективность принимаемых на их основе решений, от которых 
напрямую зависит конечный финансовый результат деятельности предприя-
тия. 
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5 ФИНАНСОВЫЙ МЕНЕДЖМЕНТ, РЕСУРСОЭФФЕКТИВНОСТЬ И 
РЕСУРСОСБЕРЕЖЕНИЕ 
 
В данной научно-исследовательской работе проводится прогнозирова-
ние энергопотребление объектами энергетического института Томского по-
литехнического университета. Объектом исследования является корпус №8 и 
входящие в состав института общежития. 
Целью данного раздела «Финансовый менеджмент, ресурсоэффектив-
ность и ресурсосбережение» является определение перспективности, целесо-
образности проведения научного исследования с точки зрения ресурсоэф-
фективности.  
Для достижения обозначенной цели необходимо решить следующие 
задачи: 
 - оценить коммерческий потенциал и перспективность разработки проекта; 
 - осуществить планирование этапов выполнения исследования; 
 - рассчитать бюджет проекта; 
 - произвести оценку ресурсоэффективности научно-исследовательской ра-
боты. 
 
5.1 Инициация научного исследования (НТИ) 
Данное научное исследование направлено на изучение одного из суще-
ствующих методов прогнозирования и составления адекватной математиче-
ской модели для дальнейшего использования ее в качестве основы для по-
строения прогнозных значений энергопотребления.  
 
Таблица 5.1 – Основные цели и ожидаемые результаты НТИ 
Цели научного 
исследования: 
Разработка математической модели прогнозирова-
ния, а так же оценка работы модели при прогнози-
ровании объемов потребления электроэнергии и 
сравнительный анализ полученной модели по точ-
ности прогнозов с моделью на основе регрессион-
ного анализа. 
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Продолжение таблицы 5.1 
Ожидаемые 
результаты научного 
исследования: 
1) Анализ энергопотребления объектами ЭНИН. 
2) Выбор оптимального метода прогнозирование. 
3) Составление адекватной математической моде-
ли прогнозирование. 
4) Построение прогноза электропотребления. 
5) Оценка финансовой эффективности получен-
ных результатов. 
Требования к резуль-
тату научного исследо-
вания: 
Требование: 
Выбранный метод прогнозирования должен мак-
симально точно подходить для выбранных объек-
тов и давать возможность строит качественные 
прогнозы с минимальными ошибками. 
Полученные прогнозные значения должны дать 
возможность оценить эффективность выбора од-
ной из шести ценовых категорий, применяемых 
для расчета стоимости электрической энергии для 
учебных заведений. 
Таблица 5.2 – Заинтересованные стороны НТИ 
Заинтересованные стороны науч-
ного исследования 
Ожидания заинтересованных сто-
рон 
Томский политехнический универси-
тет 
Будет исследована возможность пе-
рехода учебных корпусов и общежи-
тий на другие ценовые категории. 
Потенциальным потребителем результатов исследования является Том-
ский политехнический университет и входящие в его состав институты. Это 
связано с тем, что верно составленная математическая модель и точно по-
строенный прогноз потребления электрической энергии даст возможность 
оценки эффективности перехода на новые ценовые категории расчета стои-
мости электроэнергии, что в свою очередь приведет к экономии финансовых 
затрат на оплату электроэнергии и содержание объектов ТПУ. 
 
5.2 Структура работ в рамках научного исследования 
 Планирование комплекса предполагаемых работ осуществим в следующем 
порядке:  
 определение структуры работ в рамках научного исследования;  
 определение участников каждой работы; 
38 
 
 установление продолжительности работ; 
 построение графика проведения научных исследований. 
Для выполнения научных исследований сформируем рабочую группу, 
в состав которой войдут старшие научные сотрудники и инженеры. По каж-
дому виду запланированных работ установим соответствующую должность 
исполнителей. 
В данном разделе составим перечень этапов и работ в рамках проведе-
ния научного исследования, проведем распределение исполнителей по видам 
работ. Порядок составления этапов и работ, распределение исполнителей по 
данным видам работ приведен в таблице 5.3. 
Таблица 5.3 – Перечень этапов, работ и распределение исполнителей 
Основные этапы 
Номер 
работ 
Содержание работ 
Должность 
исполнителя 
Разработка техниче-
ского задания 
1 
Составление и утверждение техниче-
ского задания 
Руководитель 
проекта 
Выбор направления 
исследований 
2 Подбор и изучение материалов по теме 
Студент-
дипломник 
3 
Календарное планирование работ по 
теме 
Студент-
дипломник 
Научно-технические 
исследования 
4 
Описание наиболее популярных мето-
дов прогнозирования 
Руководи-
тель, студент-
дипломник 
5 
Анализ потребления энергоресурсов 
корпусом энергетического института 
ТПУ 
Студент-
дипломник 
 
Научно-технические 
исследования 
6 
Анализ потребления энергоресурсов 
общежитиями, входящими в состав 
ЭНИН 
Студент-
дипломник 
 
7 
Анализ финансовых затрат на содержа-
ние объектов ЭНИН 
Студент-
дипломник 
8 
Подробное теоретическое описание ме-
тодов прогнозирования электропотреб-
ления, используемых в ВКР 
Студент-
дипломник 
9 Построение прогнозной модели 
Студент-
дипломник 
10 
Составление прогнозов электропотреб-
ления объектами ЭНИН 
Студент-
дипломник 
11 
Расчет финансовых затрат по ценовым 
категориям исходя из полученных зна-
чений прогноза 
Руководи-
тель, студент-
дипломник 
Оценка результатов 12 
Оценка эффективности полученных ре-
зультатов 
Руководи-
тель, студент-
дипломник 
39 
 
Продолжение таблицы 5.3 
Социальная ответ-
ственность 
13 Составление и утверждение задания 
Руководи-
тель, студент-
дипломник 
14 Подбор и изучение материалов по теме 
Студент-
дипломник 
Финансовый менедж-
мент, ресурсоэффек-
тивность и ресурсо-
сбережение 
15 Составление и утверждение задания 
Руководи-
тель, студент-
дипломник 
16 Подбор и изучение материалов по теме 
Студент-
дипломник 
Защита ВКР 
17 Составление пояснительной записки 
Студент-
дипломник 
18 
 
Защита работы 
Студент-
дипломник 
 
5.3 Определение трудоемкости выполнения работ 
Трудовые затраты в большинстве случаях образуют основную часть 
стоимости разработки, поэтому важным моментом является определение 
трудоемкости работ каждого из участников научного исследования. 
Трудоемкость выполнения научного исследования оценивается экс-
пертным путем в человеко-днях и носит вероятностный характер, т.к. зависит 
от множества трудно учитываемых факторов. Для определения ожидаемого 
(среднего) значения трудоемкости itож  используется следующая формула:  
ож
min i max i
i
3t 2t
t ,
5

  
где: tож i – ожидаемая трудоемкость выполнения i-ой работы чел.-дн., tmin i – 
минимально возможная трудоемкость выполнения заданной   i-ой работы 
(оптимистическая оценка: в предположении наиболее благоприятного стече-
ния обстоятельств), чел.-дн., tmax i – максимально возможная трудоемкость 
выполнения заданной i-ой работы (пессимистическая оценка: в предположе-
нии наиболее неблагоприятного стечения обстоятельств), чел.-дн. 
Исходя из ожидаемой трудоемкости работ, определяется продолжи-
тельность каждой работы в рабочих днях Тр, учитывающая параллельность 
выполнения работ несколькими исполнителями. Такое вычисление необхо-
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димо для обоснованного расчета заработной платы, так как удельный вес 
зарплаты в общей сметной стоимости научных исследований составляет око-
ло 65 %. 
Чi
ож i
р
i
t
T ,  
где: Tpi – продолжительность одной работы, раб. дн., Чi – численность испол-
нителей, выполняющих одновременно одну и ту же работу на данном этапе, 
чел. 
 
5.4 Разработка графика проведения научного исследования 
Произведем построение ленточного графика проведения научных работ 
в форме диаграммы Ганта. 
Диаграмма Ганта – горизонтальный ленточный график, на котором 
работы по теме представляются протяженными во времени отрезками, харак-
теризующимися датами начала и окончания выполнения данных работ. 
Для удобства построения графика, длительность каждого из этапов работ из 
рабочих дней следует перевести в календарные дни. Для этого необходимо 
воспользоваться следующей формулой: 
калрк kТT ii   
где: Tki – продолжительность выполнения i-й работы в календарных днях, 
kкал – коэффициент календарности. 
Коэффициент календарности определяется по следующей формуле: 
првыхкал
кал
кал
ТТТ
T
k

  
где: Tкал – количество календарных дней в году; Твых – количество выходных 
дней в году; Тпр– количество праздничных дней в году. 
Все рассчитанные значения сведем в таблице 5.4. 
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Таблица 5.4 – Временные показатели проведения научного исследования 
Номер 
работы 
Трудоемкость работ 
Исполнители 
Длитель-
ность работ 
в рабочих 
днях, 
рiТ  
Длитель-
ность работ 
в календ. 
днях, кiT  
min it ,
чел дни
 
max it ,
чел дни
 
ож it ,
чел дни
 
1 2 3 4 5 6 7 
1 3 4 3,4 Руководитель  3,4 5 
2 2 5 3,2 
Студент-
дипломник 
3,2 5 
3 1 2 1,4 
Студент-
дипломник 
1,4 2 
4 3 5 3,8 
Руководитель, 
студент-
дипломник 
2,9 3 
5 3 4 3,4 
Студент-
дипломник 
3,4 5 
6 3 4 3,4 
Студент-
дипломник 
3,4 5 
7 4 5 4,4 
Студент-
дипломник 
4,4 6 
8 5 7 5,8 
Студент-
дипломник 
5,8 8 
9 5 7 5,8 
Студент-
дипломник 
5,8 8 
10 6 7 6,4 
Студент-
дипломник 
6,4 9 
11 5 7 5,8 
Студент-
дипломник 
5,8 8 
12 1 3 1,8 
Руководитель, 
студент-
дипломник 
0,9 1 
13 2 4 2,8 
Руководитель, 
студент-
дипломник 
1,4 2 
14 3 5 3,8 
Студент-
дипломник 
3,8 6 
15 2 4 2,8 
Руководитель, 
студент-
дипломник 
1,4 2 
16 3 5 3,8 
Студент-
дипломник 
3,8 6 
17 4 6 4,8 
Студент-
дипломник 
4,8 7 
18 1 3 1,8 
Студент-
дипломник 
1,8 2 
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Все рассчитанные значения сведем в таблице 5.4. 
Пример расчета для первого вида работы 
Определение ожидаемого (среднего) значения трудоемкости: 
ож чел.- дней
min1 max1
1
3t 2t 3 3 2 4
t 3,4
5 5
   
    
Определение продолжительности каждой работы в рабочих днях: 
ож дня
1
1
р
1
t 3,4
T 3,4
Ч 1
    
Коэффициент календарности: 
кал
кал
кал вых пр
T 365
k 1,48
Т Т Т 365 118
  
    
Определение продолжительности каждой работы в календарных днях: 
к1 р1 кал днейT Т k 3,4 1,48 5      
 График строится для максимального по длительности исполнения ра-
бот в рамках научно-исследовательского проекта на основе табл. 5.3 с раз-
бивкой по месяцам и декадам (10 дней) за период времени дипломирования.  
Таблица 5.5 – Календарный план-график научного исследования 
 
1 2 3 1 2 3 1 2 3
1 5
2 5
5 5
6 5
7 6
8 8
9 8
10 9
11 8
14 6
16 6
17 7
18 2
90
 - Научный руководитель
Руководитель, студент-
дипломник 
Руководитель, студент-
дипломник 
1
Студент-дипломник
2
Студент-дипломник
13 2
Студент-дипломник
Студент-дипломник
Студент-дипломник
Студент-дипломник
Руководитель
12
15
Руководитель, студент-
дипломник 
Руководитель, студент-
дипломник 
Май
4 3
Студент-дипломник
Номер 
работ
Исполнители
Tki, кал. 
дн.
2
Продолжительность выполнения работ
3
Март Апрель
Студент-дипломник
Студент-дипломник
Студент-дипломник
Студент-дипломник
Студент-дипломник
Итого:
Студент-дипломник
 - Студент-дипломник
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5.5 Бюджет научного исследования  
При планировании бюджета научного исследования должно быть обес-
печено полное и достоверное отражение всех видов расходов, связанных с 
его выполнением. В процессе формирования бюджета научного исследова-
ния используется следующая группировка затрат по статьям: 
 материальные затраты научного исследования; 
 затраты на специальное оборудование для научных работ; 
 амортизация оборудования; 
 основная заработная плата; 
 дополнительная заработная плата; 
 отчисления во внебюджетные фонды (страховые отчисления); 
 накладные расходы. 
 
5.5.1 Расчет материальных затрат научного исследования 
Расчет материальных затрат осуществляется по следующей формуле: 
 м расхЗ
m
Т i i
i 1
1 k Ц N

     
где: m – количество видов материальных ресурсов, потребляемых при вы-
полнении научного исследования; Nрасхi – количество материальных ресурсов 
i-го вида, планируемых к использованию при выполнении научного исследо-
вания, Цi– цена приобретения единицы i-го вида потребляемых материаль-
ных ресурсов, kT – коэффициент, учитывающий транспортно-
заготовительные расходы.  
Значения цен на материальные ресурсы были установлены по данным, 
размещенным на соответствующих сайтах в интернете предприятиями-
изготовителями. 
Величина коэффициента ( Тk ), отражающего соотношение затрат по до-
ставке материальных ресурсов и цен на их приобретение, зависит от условий 
договоров поставки, видов материальных ресурсов, территориальной уда-
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ленности поставщиков и т.д. Транспортные расходы принимаются в пределах 
15-25% от стоимости материалов. Примем 
Тk 15% . 
Материальные затраты, необходимые для данной разработки, показаны 
в таблице 5.6. 
Таблица 5.6 – Материальные затраты  
Наименование 
Единица 
измерения 
Количество Цена за ед., руб 
Затраты на ма-
териалы, мЗ , 
руб. 
Бумага Sveto Copy шт. 1 273,00 313,95 
Ручка шариковая 
MAPED 
шт. 4 49,00 225,40 
Карандаш MAPED шт. 1 45,15 51,92 
Линейка MAPED шт. 1 57,90 66,58 
Лоток для бумаг шт. 1 265,00 304,75 
Ножницы шт. 1 71,20 81,88 
Степлер шт. 1 127,00 146,05 
Скобы для степлера шт. 2 12,50 28,75 
Дырокол шт. 1 344,00 395,75 
Корректирующая руч. шт. 2 72,50 166,75 
Итого: 1781,78 
 
5.5.2 Затраты на специальное оборудование для научных работ 
В данную статью включают все затраты, связанные с приобретением 
специального оборудования (приборов, контрольно-измерительной аппара-
туры, стендов, устройств и механизмов), необходимого для проведения работ 
по конкретной теме. Определение стоимости спецоборудования производит-
ся по действующим прейскурантам, а в ряде случаев по договорной цене. 
При приобретении спецоборудования необходимо учесть затраты по его до-
ставке и установке.  
Расчет затрат на специальное оборудование для научных работ осу-
ществляется по следующей формуле: 
 
k
с.о. у с.о.i с.о. i
i 1
З 1 k Ц N

     
где: ky - коэффициент, учитывающий затраты на доставку и установку обору-
дования, ky = 15%, Цc.o.i  - цена приобретения единицы i-го вида потребляемо-
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го специального оборудования, 
с.о. iN  - количество специального оборудова-
ния i-го вида, планируемого к использованию при выполнении научного ис-
следования, k - количество видов специального оборудования, потребляемых 
при выполнении научного исследования. 
Расчет затрат на программное обеспечение: 
 с.о.З 1 0,15 3000 2 6900 руб.      
 
5.5.3 Амортизация оборудования 
Воспользуемся линейным методом начисления амортизации 
Преимущества линейного метода: 
 Это самый простой способ начисления. Сумма амортизации рассчиты-
вается только один раз и затем эта сумма остается неизменной; 
 Такой метод используется для каждого основного средства отдельно; 
 Равномерное перенесение затрат на себестоимость, т.к. при нелиней-
ных способах списание происходит по убывающей, т.е. в начале спи-
сывается больше, чем в последующем. 
Расчет суммы амортизации при линейном методе. 
В случае выбора линейного метода сумма амортизации за месяц рас-
считывается как произведение первоначальной стоимости основного сред-
ства и соответствующей нормы амортизации: 
1 z
А 100 %
n 12
    
где: А - норма амортизации в %-ах к первоначальной стоимости ОС; n  - срок 
полезного использования ОС (в годах), n 5 лет ; z  - период полезного ис-
пользования ОС, месяца.z 3  
1 3
А 100 % 5 %
5 12
     
Затраты на основное оборудование для расчета амортизации представ-
лены в таблице 5.7. 
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Таблица 5.7 – Затраты на амортизацию оборудования  
Наименование 
Единица 
измерения 
Количество 
Цена за 
ед., руб. 
Сумма, 
руб. 
А, %
 
Затраты 
амортизацию, 
АЗ , руб. 
Персональный 
компьютер 
шт. 2 29480 58960 
5 
2948 
Принтер шт. 1 5200 5200 260 
Итого: 3208 
 
5.5.4 Основная заработная плата 
Основная заработная плата ( оснЗ ) руководителя (лаборанта, инженера) 
от предприятия (при наличии руководителя от предприятия) рассчитывается 
по следующей формуле: 
осн дн рЗ З Т  , 
где: 
рТ  – продолжительность работ, выполняемых научно-техническим ра-
ботником, раб. дн. (табл. 5.2); днЗ  –  среднедневная заработная плата работ-
ника, руб. 
Принимая во внимание то, что час работы руководителя стоит 450 руб-
лей, а час работы студента 100 рублей (рабочий день8 часов), проведем рас-
чет заработной платы относительно того времени, в течении которого рабо-
тал руководитель и студент.  
Таблица 5.8 - Расчет основной заработной платы 
Исполнители дн
З , 
руб. 
рТ , раб.дн. оснЗ , руб. 
Руководитель 
проекта 
3600,00 12 43200,00 
Инженер 800,00 85 68000,00 
Итого 
оснЗ  111200,00 
 
5.5.5 Дополнительная заработная плата 
Затраты по дополнительной заработной плате учитывают величину 
предусмотренных Трудовым кодексом РФ доплат за отклонение от нормаль-
ных условий труда, а также выплат, связанных с обеспечением гарантий и 
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компенсаций (при исполнении государственных и общественных обязанно-
стей, при совмещении работы с обучением, при предоставлении ежегодного 
оплачиваемого отпуска и т.д.). 
Расчет дополнительной заработной платы ведется по следующей фор-
муле: 
доп доп оснЗ Зk   
где:  допk  – коэффициент дополнительной заработной платы (на стадии про-
ектирования принимается равным 0,12 – 0,15), допk 0,15 . 
Дополнительная заработная плата руководителя проекта: 
доп
РПЗ 0,15 43200,00 6480,00 руб .    
Дополнительная заработная плата инженера: 
доп
ИЗ 0,15 68000,00 10200,00 руб .    
 
5.5.6 Отчисления во внебюджетные фонды (страховые отчисления) 
В данной статье расходов отражаются обязательные отчисления по 
установленным законодательством Российской Федерации нормам органам 
государственного социального страхования (ФСС), пенсионного фонда (ПФ) 
и медицинского страхования (ФФОМС) от затрат на оплату труда работни-
ков. 
Величина отчислений во внебюджетные фонды определяется исходя из 
следующей формулы:  
внеб внеб осн допЗ З Зk ( )    
где: внебk  – коэффициент отчислений на уплату во внебюджетные фонды 
(пенсионный фонд, фонд обязательного медицинского страхования и пр.).  
На 2014 г. в соответствии с Федерального закона от 24.07.2009 №212-
ФЗ установлен размер страховых взносов равный 30%.  
Отчисления во внебюджетные фонды рекомендуется представлять в 
табличной форме (табл. 5.9). 
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Таблица 5.9 – Отчисления во внебюджетные фонды 
Исполнитель оснЗ , руб. допЗ , руб. внебk , % внебЗ , руб. 
Руководитель проекта 43200,00 6480,00 
30 
13463,28 
Инженер 68000,00 10200,00 21192,20 
Итого 34655,48 
 
5.5.7 Накладные расходы 
Накладные расходы учитывают прочие затраты организации, не попавшие в 
предыдущие статьи расходов: печать и ксерокопирование материалов иссле-
дования, оплата услуг связи, электроэнергии, почтовые и телеграфные расхо-
ды, размножение материалов и т.д. Их величина определяется по следующей 
формуле: 
 накл с.о. А осн доп внеб нрЗ = З + З + З + З + З k  
где: нрk  – коэффициент, учитывающий накладные расходы, нрk 16 % ; 
 накл руб.З 6900 3208 111200 16680 34655,48 0,16 27622,96        
 
5.5.8 Формирование бюджета затрат научного исследования 
Рассчитанная величина затрат научного исследования является основой 
для формирования бюджета затрат проекта, который при формировании до-
говора с заказчиком защищается научной организацией в качестве нижнего 
предела затрат на разработку научно-технической продукции. 
Определение бюджета затрат на научно-исследовательский проект по 
каждому варианту исполнения приведен в таблице 5.10. 
Таким образом можно сделать вывод, что затраты на научно-
техническое исследование составят 202048 рублей. 
Таблица 5.10 – Расчет бюджета затрат научного исследования 
Наименование статьи Сумма, руб. 
Процент от  
бюджета, % 
1. Материальные затраты НИ 1781,78 0,88 
2. Затраты на специальное обору-
дование для научных работ 
6900,00 3,41 
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Продолжение таблицы 5.10 
3. Затраты на амортизацию обору-
дования 
3208,00 1,59 
4. Затраты по основной заработной 
плате исполнителей темы 
111200,00 55,05 
5. Затраты по дополнительной за-
работной плате исполнителей темы 
16680,00 8,25 
6. Отчисления во внебюджетные 
фонды 
34655,48 17,15 
7. Накладные расходы 27622,96 13,67 
8. Бюжет затрат НИ 202048,22 100 
 
5.6 Определение научно-технической эффективности проекта 
 Для оценки научной ценности, технической значимости и эффективно-
сти проекта необходимо: рассчитать коэффициент научно-технического 
уровня. Коэффициент НТУ рассчитывается при помощи метода балльных 
оценок, в котором каждому из признаков НТУ присваивается определенное 
число баллов по принятой шкале. Общую оценку приводят по сумме балов 
по всем показателям с учетом весовых характеристик. Общая оценка рассчи-
тывается по формуле: 
1
n
i i
i
НТУ k П

   
где 
ik – весовой коэффициент i – го признака; iП – количественная оценка i – 
ого признака. 
Таблица 5.11 - Весовые коэффициенты НТУ 
Признаки НТУ Весовой коэффициент 
Уровень новизны 0.6 
Теоретический уровень 0.4 
Возможность реализации 0.2 
Таблица 5.12 -  Шкала оценки новизны 
Баллы Уровень 
1-4 Низкий НТУ 
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Продолжение таблицы 5.12 
5-7 Средний НТУ 
8-10 Сравнительно высокий НТУ 
11-14 Высокий НТУ 
Таблица 5.13 -  Значимость теоретических уровней 
Характеристика значимости теоретических уровней  Баллы 
Установка законов, разработка новой теории  10 
Глубокая разработка проблем, многосторонний анализ, взаимозави-
симость между факторами 
8 
Разработка способа (алгоритм, устройство, программы) 6 
Элементарный анализ связей между факторами (наличие гипотезы, 
объяснение версий, практические рекомендации) 
2 
Описание отдельных факторов (вещества, свойств, опыта, результа-
тов) 
0.5 
Таблица 5.14 -  Возможность реализации по времени и масштабам 
Время реализации Баллы  
В течение первых лет 10 
От 5 до 10 лет 4 
Свыше 10 лет 2 
Масштабы реализации Баллы 
Одно или несколько предприятий 2 
Отрасль  4 
Народное хозяйство 10 
 
.4,2.0,10,2.0
,7,4.0,6,6.0
4433
2211


ПkПk
ПkПk
 
НТУ 0.6 6 0.4 7 0.2 10 0.2 4 9.2          
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По полученным результатам расчета коэффициента научно-
технического уровня можно сделать вывод, что данный проект имеет хоро-
шие показатели новизны, значимость теоретического уровня, и при этом ис-
пользуется в широком спектре отраслей за сравнительно небольшое время 
реализации. 
В ходе данной главы магистерской диссертации были решены сле-
дующие задачи:  
1. Составлен план научно-технического исследования, в котором 
разработан календарный план. Было составлено  8 основных этапов реали-
зации исследования, в котором общее содержание работ составило 13 
пунктов. Для построения таблицы временных показателей проведения 
НТИ был рассчитан коэффициент календарности. С помощью данных  по-
казателей был разработан календарный - план график проведения НТИ по 
теме. Для иллюстрации календарного плана была использована диаграмма 
Ганта, что указывает на целесообразность проведения данного исследова-
ния.  
2. Рассчитан бюджет научного исследования. Как видно из прове-
денного анализа общая стоимость настоящего научного исследования 
202048 рублей. 
3. Определена целесообразность проведения научного исследования 
с точки зрения ресурсоэффективности, а также произведен расчет эконо-
мической эффективности и ресурсоэффективности данного исследования. 
Определение экономической эффективности был рассчитан на основе ин-
тегрального показателя. Из приведенных расчетов выявлено, что данное 
научное исследование по интегральному показателю ресурсоэффективно-
сти вариантов является выгодным. 
Исходя из полученных результатов вышеприведенного экономиче-
ского обоснования, ряд задач, поставленные для осуществления цели дан-
ного раздела «Финансовый менеджмент, ресурсоэффективность и ресурсо-
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сбережение» выполнены. В целом данное научное исследование является 
перспективным и целесообразным с точки зрения ресурсоэффективности.  
 
