Paquets d'Arthur discrets pour un groupe classique p-adique by Moeglin, Colette
ar
X
iv
:m
at
h/
04
12
31
5v
1 
 [m
ath
.G
R]
  1
6 D
ec
 20
04
Paquets d’Arthur discrets pour un groupe classique p-adique
C. Mœglin
Institut de Mathe´matiques de Jussieu
CNRS
Ici F est un corps p-adique avec p 6= 2 pour les constructions et p grand pour le the´ore`me prouvant la
stabilite´. On note WF le groupe de Weyl de F et on fixe un groupe classique G (cf. 1.1 ci-dessous pour plus de
pre´cision) dont on note LG le groupe dual au sens de Langlands. Le but de ce travail est de construire certains
paquets de repre´sentations de G associe´s a` des morphismes, ψ, de WF ×SL(2,C×SL(2,C) dans le groupe LG.
On note le centralisateur de ψ dans LG0 par CentLGψ. Dans tout ce papier, nous allons supposer que ψ est
discret avec pour de´finition de ce mot le fait que le groupe CentLG(ψ) est fini.
Chaque repre´sentation a` l’inte´rieur du paquet associe´ a` ψ va eˆtre parame´trise´e par un caracte`re du groupe
CentLG(ψ), mais elle ne sera, en ge´ne´ral pas irre´ductible et pourra meˆme dans le cas le plus ge´ne´ral eˆtre nulle.
Bien suˆr ces contructions sont dicte´es par l’endoscopie, endoscopie qui fait intervenir d’une part les groupes
endoscopiques de G mais aussi une forme tordue du GL dans lequel LG se plonge naturellement ; ces ide´es
sont duˆes a` Arthur. On doit meˆme pouvoir ve´rifier que les repre´sentations ainsi associe´es sont uniquement
de´termine´es par les relations venant de cette endoscopie. Toutefois, on laisse cette ve´rification pour un papier
ulte´rieur qui est loin d’eˆtre e´crit et qui a de toute fac¸on besoin des travaux re´cents de Waldspurger [16].
Pour pouvoir faire la construction annonce´e, il faut de´ja` savoir construire les se´ries discre`tes, c’est-a`-dire
les repre´sentations associe´es a` des morphismes de la forme ψ de´crite ci-dessus mais dont la restriction a` la
deuxie`me copie de SL(2,C) est triviale. Ceci est fait dans [12] et [13] sous l’hypothe`se que l’on connait les
points de re´ductibilite´ de certaines induites de cuspidales. Ici on a vraiment besoin d’avoir une interpre´tation
de ces points de re´ductibilite´ en terme de parame´trisation de Langlands, ce qui n’e´tait pas vraiment ne´cessaire
dans les re´fe´rences ci-dessus ; les hypothe`ses pre´cises dont on a besoin sont celles de [11] 2.1 on les rappelera
encore ici. Soyons quand meˆme optimiste, chaque fois que l’on a une interpre´tation en terme d’alge`bre de Hecke,
le proble`me est soluble.
En plus, comme on a en vue une construction avec des proprie´te´s fortes venant de l’endoscopie, il faudra alors
aussi savoir que les se´ries discre`tes auxquelles on finit par se ramener ont ces proprie´te´s. Dans l’e´tat actuel un
seul cas est a` peu pre`s comple`tement fait, il s’agit du groupe SO(2n+1) et des morphismes ψ qui se factorisent
par le Frobenius, cf [14], [16] ; l’endoscopie n’est pas e´crite, elle ne´cessite un lemme fondamental qui n’est pas
encore connue mais on voit comment on peut faire sans rajouter d’ide´es par rapport a` ces re´fe´rences. Le cas ou`
ψ est trivial sur le groupe de ramification sauvage est lui aussi en vue avec le meˆme type d’ide´e (cf. [10]). Les
travaux de [4] et [8] qui sont de meˆme nature supposent que ψ est trivial sur les 2 copies de SL(2,C) et notre
papier dans ce cas ne dit rien puisque qu’alors paquet de Langlands et paquet d’Arthur co¨ıncident.
Ainsi la situation conside´re´e ici n’est pas vide et les constructions faites sont e´crites dans un cadre ge´ne´ral ;
ce sont surtout des constructions de nature combinatoire.
L’ide´e est alors la suivante ; on note ∆ le plongement diagonal de SL(2,C) dans le produit SL(2,C) ×
SL(2,C). Ainsi pour ψ comme ci-dessus, le compose´ ψ ◦∆ est un morphisme de WF ×SL(2,C) dans LG et doit
donc correspondre a` un paquet de repre´sentations tempe´re´es. Clairement, CentLGψ contient le groupe analogue
pour ψ ◦∆.
Un cas est plus facile, et nous l’avons traite´ en [11], il s’agit du cas ou` l’inclusions naturelle CentLG(ψ)
dans CentLG(ψ ◦∆) est un isomorphisme ; on appelle ce cas le cas e´le´mentaire. Dans ce cas, l’application qui
a un caracte`re ǫ de CentLG(ψ) associe une repre´sentation π(ψ, ǫ) est injective a` valeurs dans l’ensemble des
repre´sentations irre´ductibles et ψ(ψ, ǫ) se calcule en fonction de π(ψ ◦ ∆, ǫ) par une formule du type de celle
qui calcule la ge´ne´ralisation de l’involution d’Iwahori-Matsumoto et donne´e par Aubert ([2]), Schneider-Stuhler
([15]) ; les constructions sont rappele´es en 6 ci-dessous.
Le deuxie`me cas est celui ou` ψ ◦∆ est lui aussi discret ; ce cas est celui qui occupe la plus grande partie de
ce travail ; le but est de se ramener au cas e´le´mentaire, e´ventuellement pour des groupes de rang plus petit. Les
repre´sentations du paquet sont donc indexe´es par les caracte`res, ǫ, du centralisateur de ψ. Mais a` la diffe´rence
de ce qui se passe (au moins conjecturalement) pour les se´ries discre`tes et le cas de [11] a` un tel caracte`re, on
associe une repre´sentation qui n’est pas irre´ductible en ge´ne´ral. Ce phe´nome`ne avait de´ja` e´te´ vu dans le cas
archime´dien par Adams et Johnson et re´cemment dans le cas du groupe G2 par W.T.Gan et N.Gurevich ([5]).
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Dans la premie`re partie de cet article (cf 2) on donne une formule pour construire ces repre´sentations, c’est-
a`-dire associer a` ψ et ǫ un e´le´ment π(ψ, ǫ) du groupe de Grothendieck des repre´sentations de longueur finie de
G ; avec cette formule, il n’est pas difficile de montrer que la somme :∑
ǫ
ǫ(ψ(z))π(ψ, ǫ),
ou` z est l’e´le´ment non trivial de la deuxie`me copie de SL(2,C), est un caracte`re stable si des combinaisons
line´aires de se´ries discre`tes associe´es essentiellement a` ψ◦∆ est elle-meˆme stable (ce que l’on sait dans les cas ou`
on sait contruire ces se´ries discre`tes cf. [14]). Cette partie est en fait facile. Voici la de´finition dans le groupe de
Grothendieck : on plonge LG dans le GL convenable par la repre´sentation naturelle et on voit donc ψ comme une
repre´sentation de WF ×SL(2,C)×SL(2,C) que l’on de´compose en une somme de repre´sentations irre´ductibles
de la forme ρ⊗Repa ⊗Repb ou` ρ est une repre´sentation irre´ductible de WF (ne´cessairement autoduale) et a, b
sont des entiers avec une condition de parite´ dont nous n’avons pas besoin ici. Pour un tel triplet (ρ, a, b) on
pose A := (a+ b)/2− 1 et B := |a− b| et on note ζ le signe de a− b en convenant ζ = + si a = b. On appellera
l’ensemble des quadruplets (ρ,A,B, ζ) ainsi obtenus Jord(ψ) et on voit naturellement ǫ comme une application
de Jord(ψ) dans ±1. Pour avoir une de´finition a` donner qui sort du cas ψ e´le´mentaire de´ja` e´tudie´ en [11], on
suppose qu’il existe (ρ,A,B, ζ) ∈ Jord(ψ) avec A > B ; on fixe un tel quadruplet. Graˆce a` la correspondance
de Langlands locale pour les groupes line´aires, on identifie ρ a` une repre´sentation irre´ductible d’un groupe
line´aire convenable. Pour C ∈]B,A], on note δC l’unique sous-module irre´ductible de l’induite, pour un groupe
line´aire convenable, ρ| |ζB × · · · × ρ| |−ζC . Ainsi δC est une repre´sentation de Steinberg tordue si ζ = + et une
repre´sentation de Speh tordue si ζ = −. On pose ǫ0 la valeur de ǫ sur (ρ,A,B, ζ) et on note ψ
′, ǫ′ l’analogue de
ψ, ǫ en enlevant le bloc (ρ,A,B, ζ). Ci-dessous, on va rajouter a` ψ′, ǫ′ un ou 2 quadruplets cela veut dire que
l’on conside`re un couple analogue a` ψ, ǫ mais dont les blocs de Jordan sont ceux de ψ′, ǫ′ auxquels on rajoute
ceux e´crits. Il faudrait aussi expliquer Jac···, c’est fait en 1.2, disons ici simplement que c’est une partie d’un
module de Jacquet. On pose alors :
π(ψ, ǫ) = ⊕C∈]B,A](−1)
A−CδC × Jacζ(B+2),··· ,ζCπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0))
⊕η=±(−1)
[(A−B+1)/2]ηA−B+1ǫA−B0 π(ψ
′, ǫ′, (ρ,A,B + 1, ζ, η), (ρ,B,B, ζ, ηǫ0)),
ou` par convention si A = B+1, π(ψ′, ǫ′, (ρ,A,B+2, ζ, ǫ0)) = π(ψ
′, ǫ′) si ǫ0 = + et vaut 0 (c’est-a`-dire n’apparaˆıt
pas) si ǫ0 = −. C’est une description par induction car les morphismes qui interviennent dans cette de´finition soit
sont relatif a` un groupe de rang plus petit soit si on les notes ψ′′ ve´rifient
∑
(ρ′′,A′′,B′′,ζ′′)∈Jord(ψ′′)A
′′ − B′′ <∑
(ρ′,A′,B′,ζ′)∈Jord(ψ)A
′ − B′ ; quand cette somme est nulle, on est pre´cise´ment dans le cas des morphismes
e´le´mentaires. Il est assez facile de de´montrer que cette de´finition ne de´pend pas du choix de (ρ,A,B, ζ) ve´rifiant
A > B.
Dans la deuxie`me partie de cet article (4), on montre que l’e´le´ment du groupe de Grothendieck est une
somme sans multiplicite´ de repre´sentations irre´ductibles totalement de´crites par exemple dans 4.2. La description
explicite n’est pas e´vidente et cette partie est vraiment technique. Mais j’ai l’impression que l’on va devoir faire
la meˆme chose pour les groupes line´aires tordus et qu’elle est donc indispensable. Le re´sultat peut s’exprimer
ainsi par re´currence ; on utilise la notation < δ,X > pour signifier le socle de l’induite δ ×X quand X est une
repre´sentation semi-simple d’un groupe de meˆme type que G et δ une repre´sentation irre´ductible d’un groupe
line´aire. Avec les notations ci-dessus :
π(ψ, ǫ) =< δA, π(ψ
′, ǫ′, (ρ,A− 1, B + 1, ζ, ǫ0) >
⊕λ;λA−B+1=ǫ0
∏
C∈[B,C](−1)
[C]π(ψ′, ǫ′,∪C∈[B,A](ρ, C,C, ζ, (−1)
[C]λ)),
avec comme convention que π(ψ′, ǫ′, (ρ,A − 1, B + 1, ζ, ǫ0) = 0 si A = B + 1 et ǫ0 = − et vaut π(ψ′, ǫ′) si
A = B + 1 et ǫ0 = +. On remarque que la somme sur λ contient exactement un terme si A− B est pair et en
contient soit 0 soit 2 si (A−B) est impair la diffe´rence de´pendant de la valeur de ǫ0. Cette description est par
induction comme ci-dessus, on peut en faire une description sans induction mais ce n’est gue`re plus limpide (cf
4.2).
A la fin du papier, on traite le cas des morphismes ψ ge´ne´raux ; on le fait assez rapidement, on les obtient
comme module de Jacquet de repre´sentation associe´s a` des morphismes ψ′ tel que ψ′ ◦ ∆ est discret. Ici on
peut avoir π(ψ, ǫ) = 0, on en donne un exemple. Il y aurait donc beaucoup a` dire sur ces repre´sentations alors
que l’on ne dit essentiellement rien dans ce papier. Mais a` mon avis, avant de se lancer dans une description
force´ment technique il faut prouver que l’on a fait les bons choix, c’est-a`-dire ve´rifier qu’ils sont ceux dicte´s par
l’endoscopie ce qui n’est pas fait ici.
L’inte´reˆt de ce travail, s’il en a un, est d’obtenir des conse´quences pour les formes automorphes de carre´
inte´grables. On espe`re quand meˆme que si notre couple ψ, ǫ est la situation locale d’une situation globale a`
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laquelle est attache´e un paquet de repre´sentations automorphes de carre´ inte´grable, les repre´sentations associe´es
de´crivent les composantes locales. Rien n’est clair mais ce qui est tre`s encourageant est que je crois bien que les
de´finitions sont impose´es par l’endoscopie et cette unicite´ forcera les identifications souhaite´es.
1 Pre´cisions sur les groupes conside´re´s et conventions
1.1 De´finition de base
Si G est un groupe symplectique, il n’y a aucun choix, le groupe est de´ploye´ et son L-groupe est a` centre
connexe. Et on conside`re des morphismes ψ : WF × SL(2,C) × SL(2,C) dans S0(2n + 1,C) ainsi que des
morphismes ǫ du CentSO(2n+1,C)ψ dans {±1}.
Si G est un groupe des automorphismes d’une forme orthogonale sur un espace de dimension impaire, G est
soit de´ploye´ correspondant a` une forme orthogonale isotrope et on pose ♯G = +1 ou G correspond a` une forme
orthognale de noyau anisotrope de dimension 3 et on pose ♯G = −1. Le L-groupe est Sp(2n) si n est le rang de
G et son centre est isomorphe a` {±1}. Quand on aura un morphisme, ǫ d’un sous-groupe de Sp(2n) contenant
le centre dans {±1}, on dira que ǫZ = ♯G quand la restriction de ǫ a` ce centre est triviale si ♯G = +1 et non
triviale sinon . Pour un tel G, on conside`re dans ce travail les morphismes ψ de WF ×SL(2,C)×SL(2,C) dans
Sp(2n,C) des morphismes ǫ du centralisateur de ψ dans {±1} tel que ǫZ = ♯G ; c’est une traduction terre a`
terre d’un isomorphisme duˆ a` Kottwitz.
Si G est le groupe orthogonal d’une forme orthogonale sur un espace de dimension paire, la situation est plus
complique´e. La forme de´pendant de son discriminant qui est une classe de carre´, note´e ici seulement η, et de
l’invariant de Hasse. Dans tout ce qui suit on conside`re des morphismes, ψ, fixe´s de WF × SL(2,C)× SL(2,C)
dans le L-groupe ; ici le L-groupe est par de´finition O(2n,C) si 2n est la dimension de la forme orthogonale. On
note ♯G le discriminant de la forme. C’est impropre puisque G ne de´pend de ♯G que si la classe de carre´ est celle
de 1. Pour un tel groupe orthogonal, on impose toujours dans cet article que le de´terminant de la restriction
de ψ a` WF qui s’identifie a` un caracte`re quadratique de WF corresponde a` la classe de carre´s η par re´ciprocite´.
Et η sera toujours implicitement fixe´ ; il n’intervient pas explicitement. On conside`re aussi des morphismes ǫ du
centralisateur de ψ dans {±1} et, comme dans le cas de dimension impaire, on demande que ǫZ = ♯G.
Le lecteur doit eˆtre averti que les subtilite´s ci-dessus sont en fait cache´es dans ce papier ; elles n’interviennent
que pour la construction des se´ries discre`tes que l’on va admettre ci-dessous.
On note ∆ l’application diagonale de SL(2,C) dans SL(2,C)×SL(2,C). Et dans tout ce travail, on dit que
le compose´ ψ ◦∆ qui est un morphisme de WF × SL(2,C) est un morphisme discret si le centralisateur de son
image est un groupe fini.
1.2 Notations
On appellera segment dans ce travail un intervalle de la forme [x, y] ou` x, y ∈ 1/2Z et x− y ∈ Z. Le segment
sera conside´re´ comme croissant si x−y est ne´gatif et de´croissant sinon. Dans un tel segment, ce qui nous inte´resse
sont les demi-entiers inclus dans ce segment qui sont non entiers exactement quand x, y sont non entiers.
Soit X une repre´sentation de longueur finie de G et x ∈ R, ρ une repre´sentation cuspidale irre´ductible
autoduale d’un GL convenable, on note dρ le rang de ce groupe. On suppose que G contient un sous-groupe
parabolique dont le Levi est isomorphe a` GL(dρ) × G(n − dρ), ou` G(n − dρ) est un groupe de meˆme type
que G mais de rang n − dρ. On va de´finir JacxX comme un e´le´ment du groupe de Grothendieck associe´ aux
repre´sentations de longueur finie de G(n − dρ) ; pour cela, on calcule le module de Jacquet de X le long du
radical unipotent d’un parabolique de G de Levi GL(dρ) × G(n − dρ), note´ momentane´ment XP . On regarde
XP d’abord comme repre´sentation de GL(dρ) et on la projette sur le support cuspidal ρ| |x ; on note Xx cette
projection. Tout sous-quotient irre´ductible de Xx comme repre´sentation de GL(dρ)×G(n− dρ) est de la forme
ρ| |x⊗Y et JacxX est par de´finition la somme des Y qui apparaissent comme de tels sous-quotient compte´ avec
la multiplicite´ du sous-quotient irre´ductible ou` ils apparaissent.
Soit x, y ∈ R, on ge´ne´ralise la de´finition en posant Jacx,yX := JacyJacxX . On remarque que Jacx,yX peut
se calculer en conside´rant d’abord le module de Jacquet de X par rapport au radical unipotent d’un parabolique
de Levi GL(2dρ) puis en restreignant encore et en projettant sur le bon support cuspidal. Si ρ| |x × ρ| |y est
irre´ductible, on ve´rifie ainsi que
Jacx,yX = Jacy,xX (1)
pour tout X . La proprie´te´ (1) est donc vraie pour tout couple x, y tel que x− y 6= ±1.
On pourra encore ge´ne´raliser a` plus de 2 projections. Soit X une repre´sentation de longueur finie et [α, β]
un segment. On a donc de´fini Jacx∈[α,β]X comme e´tant par de´finition Jacβ · · · Jacβ−i · · · JacαX .
On utilisera a` plusieurs reprises la proprie´te´ suivante : soit X une repre´sentation de longueur finie et soit E
un ensemble totalement ordonne´ de demi-entiers relatifs. Soit y le plus grand e´le´ment de E au sens ordinaire.
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On suppose que Jacx∈EX 6= 0. Alors, on va montrer qu’il existe z un e´le´ment de E qui pre´ce`de y, tel que [z, y]
soit un segment et tel que Jacx∈[y,z]X 6= 0. La meˆme assertion est vraie si y est le plus petit e´le´ment de E .
En effet, on peut supposer que X est irre´ductible et que y est le dernier e´le´ment de E pour l’ordre de E ;
ainsi il n’y a pas a` de´montrer que z pre´ce`de y. Et la non nullite´ du module de Jacquet assure par re´ciprocite´
de Frobenius qu’il existe une sous-repre´sentation irre´ductible σ de GL(dρ|E|) et une repre´sentation irre´ductible
X ′ convenable d’un groupe de meˆme type que G mais de rang plus petit tel que :
X →֒ σ ×X ′. (2)
On e´crit σ dans la classification de Zelevinski comme sous-module d’une induite du type ×i∈[1,v]σi ou` les σi sont
des Steinberg tordues c’est-a`-dire des repre´sentations de la forme < ρ| |xi , · · · , ρ| |yi > avec v un entier, pour
tout i ∈ [1, v], [xi, yi] un segment et yi ≥ xi, ainsi que x1 ≥ x2 ≥ · · · ≥ xv. De plus E est l’union ensembliste de
ces segments. On suppose que y est maximal dans E . Ainsi il existe i tel que yi = y et on fixe i minimum avec
cette proprie´te´. Ainsi les segments [xj , yj] pour j < i ne sont pas lie´s a` [xi, yi] et il existe donc une repre´sentation
σ′′ convenable telle que σ →֒< ρ| |xi , · · · , ρ| |yi > ×σ′′. Ainsi on a une inclusion analogue a` (2) en remplac¸ant σ
par < ρ| |xi , · · · , ρ| |yi > et l’assertion avec z = xi s’en de´duit. Si y est minimal au lieu de maximal on raisonne
de la meˆme fac¸on mais en remplac¸ant Steinberg par Speh.
1.3 Classification des parame`tres.
Quand on a un morphisme ψ comme ci-dessus on le prolonge en un morphisme dans un groupe line´aire
convenable, GL(2n) pour G un groupe orthogonal de rang n et GL(2n+ 1) pour G un groupe symplectique de
rang n et on obtient donc une repre´sentation de WF ×SL(2,C)×SL(2,C). On de´compose cette repre´sentation
en sous-repre´sentations irre´ductibles et comme les repre´sentations irre´ductibles de SL(2,C) sont classifie´es par
leur dimension uniquement, une sous-repre´sentation irre´ductible est de la forme ρ ⊗ Repa ⊗ Repb ou` a, b ∈ N,
Repa, Repb sont les repre´sentations irre´ductibles de SL(2,C) de cette dimension et ρ est une repre´sentation
irre´ductible de WF . Ainsi a` ψ on associe Jord(ψ) qui par de´finition est l’ensemble des triples (ρ, a, b) tel que
ρ⊗Repa ⊗Repb intervienne dans la repre´sentation associe´e a` ψ, ce triple e´tant compte´ avec la multiplicite´ de
la sous-repre´sentation. On peut faire la meˆme chose pour ψ ◦∆ et Jord(ψ ◦∆) se constitue de couples (ρ, c).
On montre aise´ment que
Jord(ψ ◦∆) = ∪(ρ,a,b)∈Jord(ψ){(ρ, c); c ∈ [|a− b|+ 1, a+ b− 1]2},
ou` [?, ?]2 repre´sente l’ensemble des e´le´ments du segment de meˆme parite´ que les extreˆmite´s..
On ve´rifie aussi aise´ment que ψ (resp. ψ ◦∆) discret entraˆıne que l’ensemble Jord(ψ) (resp. Jord(ψ ◦∆))
est sans multiplicite´. L’absence de multiplicite´ force que toutes les repre´sentations ρ intervenant doivent eˆtre
autoduales et on a aussi une condition de parite´ sur a+ b pour tout (ρ, a, b) ∈ Jord(ψ) parite´ de´termine´e par ρ
et le groupe G. On n’a pas besoin d’en savoir plus sauf qu’e´tant donne´ un ensemble de triple (ρ, a, b) ou` ρ est
autodual, a, b ont la bonne condition de parite´ et que l’on a l’e´galite´ de dimension
∑
(ρ,a,b)∈Jord(ψ) dρab = m
∗ ou`
dρ est la dimension de la repre´sentation ρ et ou` m
∗ est la dimension de la repre´sentation naturelle du L-groupe
de G. Traduisons aussi le cas ou` ψ ◦ ∆ est discret : cela dit exactement que Jord(ψ) est sans multiplicite´ et
pour tout ρ fixe´e autoduale comme ci-dessus et pour tous couples (a, b), (a′, b′) distincts tels que (ρ, a, b) et
(ρ, a′, b′) ∈ Jord(ψ),
[|a− b|+ 1, a+ b− 1] ∩ [|a′ − b′|+ 1, a′ + b′ − 1] = ∅.
Soit ψ comme ci-dessus tel que ψ ◦ ∆ soit discret. Alors le centralisateur de l’image de ψ est isomorphe a`
|Jord(ψ)| copies de {±1} sauf si G = Sp(2n) ou` il faut se restreindre aux e´le´ments de produit +1 ; en oubliant
cette condition, on calcule le centralisateur dans O(2n+ 1) au lieu de SO(2n+ 1) c’est a` dire que l’on a ajoute´
le centre. On identifie un morphisme de ce centralisateur dans {±1} a` une application de Jord(ψ) dans {±1}
ou` la restriction au centre du L-groupe donne la condition :
×(ρ,a,b)ǫ(ρ, a, b) = ♯G,
ou` pour unifier, on a pose´ ♯Sp(2n) = +1 ce qui compense ”l’oubli” ci-dessus de se limiter aux e´le´ments de
de´terminant +1.
Dans tout le papier, au lieu de fixer G, on ne fixe que le type de G, cela de´termine G si c’est un groupe
symplectique et on se donne ψ, ǫ comme ci-dessus ce qui de´termine la forme orthogonale dont G est le groupe
d’automorphismes graˆce au de´terminant de ψ et a` la restriction de ǫ au centre du L-groupe.
Jusqu’au chapitre 7 on suppose que ψ ◦∆ est discret.
Hypothe`se ge´ne´rale : dans tout ce papier on fixe ψ comme ci-dessus mais on fait l’hypothe`se : pour tout
groupe H de meˆme type que G mais de rang infe´rieur ou e´gal et pour tout morphisme ψ′ de WF × SL(2,C)
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dans LH et tout caracte`re ǫ′ de CentLH(ψ
′) avec les proprie´te´s que l’on va e´crire ci-dessous, on sait associer
une repre´sentation cuspidales π(ψ′, ǫ′) avec les proprie´te´s de re´ductibilite´ e´crites aussi ci-dessous.
Proprie´te´s sur (ψ′, ǫ′) : la restriction de ψ′ a`WF est une sous-repre´sentation de la restriction de ψ a`WF , cela
s’entend e´videmment apre`s avoir envoye´ les L-groupes dans le groupe line´aire convenable par la repre´sentation
naturelle de ces L-groupes. Pour tout ρ repre´sentation irre´ductible apparaissant dans la restriction de ψ′ a` WF ,
la repre´sentation de SL(2,C) dans l’espace isotypique correspondant est une somme de repre´sentations indexe´s
par leur dimension a′ ∈ Jordρ(ψ′), ensemble qui doit ve´rifier que s’il contient l’entier a il contient aussi tous les
entiers de la forme a− 2i avec i ∈ [0, [a/2]]. De plus ǫ′ qui de´finit une application de Jordρ(ψ′) dans ±1 ve´rifie
pour tout a ∈ Jordρ(ψ′) (comme dans la phrase pre´ce´dente) ǫ′(ρ, a) = (−1)[a/2]η ou` η est un signe inde´pendant
de a qui vaut +1 dans le cas ou` Jordρ(ψ
′) est forme´ d’entier pair et peut valoir ±1 dans l’autre cas.
Proprie´te´s sur π(ψ′, ǫ′) : soit ρ une repre´sentation cuspidale unitaire irre´ductible d’un groupe line´aire de
la forme GL(dρ, F ) (ce qui de´finit dρ) ; graˆce a` la correspondance de Langlands locale, on identifie ρ a` un
morphisme irre´ductible de WF dans GL(dρ,C) ; on dit que ρ est symplectique si ce morphisme est a` valeurs
dans Sp(dρ,C) et orthogonal sinon. On suppose que ρ est autoduale ; on de´finit Jordρ(ψ
′) comme on l’a fait
ci-dessus, en admettant l’ensemble vide et on note aρ le plus grand e´le´ment de cet ensemble s’il est non vide.
Dans le cas ou` Jordρ(ψ
′) est vide, on pose aρ = 0 si ρ est de type oppose´ a`
LG (c’est-a`-dire orthogonal quand
LG est symplectique et vice et versa) et aρ = −1 sinon. La proprie´te´ demande´e a` π(ψ′, ǫ′) est alors que l’induite
ρ| |s × π(ψ′, ǫ′) pour s un re´el est irre´ductible sauf exactement quand s = ±(aρ + 1)/2.
2 De´finition de π(ψ, ǫ) quand ψ ◦∆ est discret.
2.1 De´fininitions
On fixe ψ, ǫ comme en 1.3, on suppose, comme annonce´, que ψ◦∆ est discret et on va associer a` ce couple un
e´le´ment du groupe de Grothendieck des repre´sentations de G. Cette de´finition se fait par induction. On a de´fini
en [11] (cf. 6) cet e´le´ment dans le cas ou` pour tout (ρ, a, b) ∈ Jord(ψ), inf(a, b) = 1 et dans ce cas, c’est une
repre´sentation irre´ductible. Remarquons que la condition que l’on vient juste d’e´crire est exactement e´quivalente
a` ce que CentLG(ψ) soit naturellement isomorphe a` CentLG(ψ ◦∆). Supposons donc que cette condition n’est
plus ve´rifie´e et fixons (ρ, a, b) ∈ Jord(ψ) tel que inf(a, b) ≥ 2. On note alors ψ′ le morphisme qui se de´duit de ψ
en enlevant le bloc (ρ, a, b) et on note ǫ′ la restriction de ǫ a` Jord(ψ′). On pose ζa,b le signe de a− b si a 6= b et
+ sinon. On suppose que l’on a de´fini π(ψ1, ǫ1) pour tout (ψ1, ǫ1) relatif a` un groupe de meˆme type que G mais
de rang plus petit ; on suppose que cette repre´sentation est aussi de´finie si ψ1 est relatif a` G mais si |Jord(ψ1)|
est strictement plus grand que |Jord(ψ)|. Remarquons que c’est une bonne hypothe`se de re´currence puisque le
cardinal de Jord(ψ) est ne´cessairement borne´ supe´rieurement. On de´finit alors dans le groupe de Grothendieck :
si inf(a, b) = 2 et ǫ(ρ, a, b) = −, on pose :
π(ψ, ǫ) := ⊕η=±1π(ψ
′, ǫ′, (ρ, a+ ζa,b1, b− ζa,b1, η)(ρ, a− 1, b− 1,−η)),
ou` la notation signifie que l’on ajoute a` Jord(ψ′) les 2 blocs (ρ, a+ζa,b1, b−ζa,b1), (ρ, a−1, b−1) en prolongeant
ǫ′ sur ces blocs par 2 valeurs ine´gales (et on somme sur les possibilite´s).
si inf(a, b) = 2 et ǫ(ρ, a, b) = +, on pose :
π(ψ, ǫ) =
< ρ| |(a−b)/2, · · · , ρ| |−ζa,b((a+b)/2−1) > ×π(ψ′, ǫ′) ⊖η=± π(ψ
′, ǫ′, (ρ, a+ ζa,b1, b− ζa,b1, η), (ρ, a− 1, b− 1, η)).
si inf(a, b) ≥ 3, on remarque que si on ajoute a` Jord(ψ′) le bloc (ρ, a+ ζa,b2, b− ζa,b2) on de´finit un morphisme
pour un groupe de rang ζa,b(a−b)+1 plus petit queG. On sait donc de´finir π(ψ′, ǫ′, (ρ, a+ζa,b2, b−ζa,b2, ǫ(ρ, a, b)))
(ou` l’on prolonge ǫ′ a` l’aide de ǫ(ρ, a, b)). On sait aussi, avec l’hypothe`se de re´currence de´finir pour η = ±,
π(ψ′, ǫ′, (ρ, a+ ζa,b1, b− ζa,b1, η)(ρ, sup(0, a− b) + 1, sup(0, b− a) + 1, ηǫ(ρ, a, b))). On pose alors :
π(ψ, ǫ) = ⊕j∈[1,inf(a,b)[(−1)
inf(a,b)−1+j
< ρ| |(a−b)/2, · · · , ρ| |−(a−b)/2−ζa,bj > ×Jac(a−b)/2+ζa,b2,··· ,(a−b)/2+ζa,bjπ(ψ
′, ǫ′, (ρ, a+ ζa,b2, b− ζa,b2, ǫ(ρ, a, b)))
⊕η=±(−1)
[inf(a,b)/2]ηinf(a,b)ǫ(ρ, a, b)inf(a,b)−1
π(ψ′, ǫ′, (ρ, a+ ζa,b1, b− ζa,b1, η), (ρ, sup(0, a− b) + 1, sup(0, b− a) + 1, ηǫ(ρ, a, b))),
quand j = 1 il n’y a pas de Jac par convention.
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Pour unifier les notations, on peut inclure le cas inf(a, b) = 2 dans la de´finition ge´ne´rale a` condition de poser
dans ce cas :
π(ψ′, ǫ′, (ρ, a+ ζa,b2, b− ζa,b2, η) =
{
= π(ψ′, ǫ′) si η = +
= 0 si η = −.
Re´crivons ces formules en supposant que a ≥ b de fac¸on a` ce qu’elles soient plus lisibles :
π(ψ, ǫ) =
∑
j∈[1,b[
(−1)b−1+j
< ρ| |(a−b)/2, · · · , ρ| |−(a−b)/2−j > ×Jac(a−b)/2+2,··· ,(a−b)/2+jπ(ψ
′, ǫ′, (ρ, a+ 2, b− 2, ǫ(ρ, a, b))
⊕η=±(−1)
[b/2]ηbǫ(ρ, a, b)b−1π(ψ′, ǫ′, (ρ, a+ 1, b− 1, η), (ρ, a− b+ 1, 0, ηǫ(ρ, a, b)).
2.2 Autre formulation
Soit (ψ, ǫ) comme ci-dessus, on a de´fini ces objets en utilisant Jord(ψ) en tant qu’ensemble de triplet
(ρ, a, b) venant naturellement de la de´composition en repre´sentations irre´ductibles de la repre´sentation de WF ×
SL(2,C)×SL(2,C). On peut remplacer ces triplets par des quadruplets (ρ,A,B, ζ) en posant ζ = ζa,b avec nos
de´finitions ante´rieurs, A = (a+ b)/2− 1 et B = |a− b|/2 ; ainsi A,B sont des demi-entiers positifs ou nuls avec
A−B ∈ N, si B = 0, ζ = + ne´cessairement. Remarquons aussi que dans cette correspondance, inf(a, b) = 1 si
et seulement si A = B. En particulier ψ est e´le´mentaire si A = B pour tout quadruplet de Jord(ψ).
Le fait que ψ ◦ ∆ est discret se traduit par le fait que pour tout couple de quadruplets (ρ,A,B, ζ) et
(ρ′, A′, B′, ζ′) ∈ Jord(ψ) soit ρ 6= ρ′ soit [B,A]∩ [B′, A′] = ∅ ce qui se traduit encore par le fait que soit B > A′
soit B′ > A.
Notons encore Jord(ψ) l’ensemble de ces quadruplets et reformulons les de´finitions avec ces nouvelles nota-
tions.
Supposons qu’il existe (ρ,A,B) dans Jord(ψ) tel que A > B ; on pose ǫ0 := ǫ(ρ,A,B, ζ). Alors
π(ψ, ǫ) = ⊕C∈]B,A](−1)
A−C < ρ| |ζB, · · · , ρ| |−ζC > ×Jacζ(B+2),··· ,ζ(C)π(ψ
′, ǫ′, (ρ,A,B + 2, ǫ0))
⊕η=±(−1)
[(A−B+1)/2]ηA−B+1ǫA−B0 π(ψ
′, ǫ′, (ρ,A,B + 1, ζ, η)), (ρ,B,B, ζ, ηǫ0)).
Ici il faut comme convention que les termes contenant (ρ,A,B + 2, ǫ0) n’existent pas si A = B + 1 et ǫ0 = − et
qu’ils font seulement intervenir ψ′, ǫ′ si A = B + 1 et ǫ0 = +.
2.3 Proprie´te´s
La premie`re proprie´te´ a` remarquer est la suivante : soit D un demi-entier tel que pour tout C tel que
D − C ∈ Z≥0, il existe un signe ζC tel que (ρ, C,C, ζC ) ∈ Jord(ψ) et si D est demi-entier non entier, alors
ǫ(ρ, 1/2, 1/2, ζ1/2) = −. Alors π(ψ, ǫ) = π(ψ
′, ǫ′) si Jord(ψ) = Jord(ψ′) et ǫ = ǫ′ a` la seule diffe´rence pre`s que
ζC peut ne pas eˆtre le meˆme signe pour ψ et pour ψ
′ (pour le moment on utilise le meˆme bloc (ρ,A,B, ζ) pour
les de´finitions) ; cela re´sulte par re´currence par exemple de 6 proprie´te´ 1.
2.3.1 Inde´pendance des choix
Soit (ψ, ǫ), (ρ, a, b) comme ci-dessus ou plutoˆt (ρ,A,B, ζ) avecA > B. On suppose qu’il existe (ρ′, A′, B′, ζ′) ∈
Jord(ψ) un bloc de Jordan diffe´rent de (ρ,A,B, ζ) mais ve´rifiant aussi A′ > B′. On aurait pu l’utiliser pour
de´finir π(ψ, ǫ) montrons que l’on aurait obtenu le meˆme re´sultat.
On note ψ′′, ǫ′′ le morphisme qui se de´duit de ψ, ǫ en enlevant les 2 blocs (ρ,A,B, ζ) et (ρ′, A′, B′, ζ′) et on
pose ǫ0 = ǫ(ρ,A,B, ζ), ǫ
′
0 = (ρ,A
′, B′, ζ′). Pour C ∈]B,A] et C′ ∈]B′, A′], on pose :
δC :=< ρ| |
ζB, · · · , ρ| |−ζC >; δC′ =< ρ
′| |ζ
′B′ , · · · , ρ′| |−ζ
′C′ .
Le seul cas difficile est le cas ou` ρ′ = ρ ce que nous supposerons pour pouvoir employer sans ambiguite´ la
notation Jacx,···.
En utilisant (ρ,A,B, ζ) pour de´finir π(ψ, ǫ) puis (ρ′, A′, B′, ζ′) pour de´finir les repre´sentations qui intervien-
nent dans la de´finition de π(ψ, ǫ), on obtient :
π(ψ, ǫ) = ⊕C∈]B,A](−1)
A−C ⊕C′∈]B′,A′] (−1)
A−C(−1)A
′−C′
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δC ×
(
Jacζ(B+2),··· ,ζC
(
δC′ × Jacζ′(B′+2),··· ,ζ′C′π(ψ
′′, ǫ′′, (ρ,A,B + 2, ζ, ǫ0), (ρ,A
′, B′ + 2, ζ′, ǫ′0))
))
(1)
⊕C∈]B,A] ⊕η′=± (−1)
A−C(−1)[(A
′−B′+1)/2](η′)A
′−B′+1(ǫ′0)
A′−B′
δC × Jacζ(B+2),··· ,ζCπ(ψ
′′, ǫ′′, (ρ,A,B + 2, ζ, ǫ0)(ρ,A
′, B′ + 1, ζ′, η′), (ρ,B′, B′, ζ′, η′ǫ′0)) (2)
⊕C′∈]B′,A′] ⊕η=± (−1)
A′−C′(−1)[(A−B+1)/2](η′)A−B+1ǫA−B0
δC′ × Jacζ(B′+2),··· ,ζC′π(ψ
′′, ǫ′′, (ρ,A′, B′ + 2, ζ′, ǫ′0)(ρ,A,B + 1, ζ, η), (ρ,B,B, ζ, ηǫ0)) (3)
⊕η=±,η′=±(−1)
[(A−B+1)/2](η′)A−B+1ǫA−B0 (−1)
[(A′−B′+1)/2](η′)A
′−B′+1(ǫ′0)
A′−B′
π(ψ′′, ǫ′′, (ρ,A,B + 1, ζ, η), (ρ,B,B, ζ, ηǫ0), (ρ,A
′, B′ + 1, ζ′, η′), (ρ,B′, B′, ζ′, η′ǫ′0). (4)
Le terme (4) est parfaitement syme´trique en (ρ,A,B, ζ) et (ρ,A′, B′, ζ′) et il en est de meˆme des termes (2) et
(3) quand on les conside`re ensemble. Il n’y a que le terme (1) qui n’est pas syme´trique de fac¸on e´vidente. On
va donc montrer qu’en fait il l’est.
Fixons C ∈]B,A] et C′ ∈]B′, A′] ; l’un des segments [ζB,−ζC], [ζ′B′,−ζ′C′] contient l’autre d’ou` δC × δC′
est une repre´sentation irre´ductible du GL convenable et elle est donc isomorphe a` δC′ × δC . Les segments
[ζ(B + 2), ζC] et [ζ′(B′ +2), ζ′C′] sont disjoints et non lie´s, on a donc (cf. 1.2) pour tout e´le´ment du groupe de
Grothendieck X
Jacζ(B+2),··· ,ζCJacζ′(B′+2),···ζ′C′X ≃ Jacζ′(B′+2),···ζ′C′Jacζ(B+2),··· ,ζCX.
Montrons que Jacζ(B+2),··· ,ζCδC′×X = δC′×Jacζ(B+2),··· ,ζCX , pour toutX comme ci-dessus ; c’est comple`tement
clair quand on a remarque´ que ni ζ′B′ ni ζ′C′ ne sont dans le segment [ζ(B + 2), ζC] ; la` on utilise clairement
le fait que ψ ◦∆ est discret. Ainsi la contribution au terme (1) des objets relatifs au couple (C,C′) n’est autre
que
(−1)A+A
′−C−C′δC × δC′ × Jacζ(B+2),··· ,ζCJacζ′(B′+2),···ζ′C′π(ψ
′′, ǫ′′, (ρ,A,B + 2, ζ, ǫ0), (ρ,A
′, B′ + 2, ζ′, ǫ′0)).
Et comme on l’a vu ce terme est parfaitement syme´trique en (A,B,C) et (A′, B′, C′). Cela termine la preuve.
2.4 Stabilite´
The´ore`me : On fixe un morphisme ψ de WF × SL(2,C× SL(2,C) dans LG comme en 1.1 ; en particulier
on suppose que ψ ◦∆ vu comme morphisme de WF ×SL(2,C) dans LG est discret. La combinaison line´aire de
caracte`re de repre´sentations : ∑
ǫ:Jord(ψ)→{±1}
∏
(ρ,a,b)∈Jord(ψ)
ǫ(ρ, a, b)b−1π(ψ, ǫ)
est stable si toute combinaison line´aire de se´ries discre`tes
∑
ǫ:Jord(ψ′)→{±1} π(ψ
′, ǫ) est stable ou` ψ′ est un
morphisme de WF × SL(2,C) dans LG′ avec G′ de meˆme type que G ve´rifiant que Jord(ψ′) ⊂ Jord(ψ ◦∆).
Ici la terminologie employe´e en terme de de´composition de la repre´sentation de´finie par ψ est plus parlante que
celle de 2.2.
On a de´montre´ en [11] la stabilite´ sous l’hypothe`se du the´ore`me dans le cas ou` pour tout (ρ, a, b) ∈ Jord(ψ),
inf(a, b) = 1 ; sous cette hypothe`se, il suffit meˆme d’avoir la stabilite´ pour ψ′ = ψ◦∆. On peut donc supposer que
Jord(ψ) contient au moins un triplet (ρ, a, b) avec inf(a, b) ≥ 2. Supposons d’abord que inf(a, b) = 2 avec les
notations ci-dessus. Les morphismes qui apparaissent sont (ψ′, ǫ′), on a enleve´ le bloc (ρ, a, b) et les morphismes
ψ− qui se de´duit de ψ en remplac¸ant le bloc (ρ, a, b) par les 2 blocs (ρ, a+ ζa,b1, b− ζa,b1), (ρ, a− 1, b− 1). On
a Jord(ψ′ ◦∆) = Jord(ψ ◦∆)− {(ρ, sup(a, b) + 1), (ρ, sup(a, b)− 1)}. On peut donc le´gitimement admettre le
re´sultat de stabilite´ pour ψ′ par re´currence (l’hypothe`se du the´ore`me pour ψ est plus forte que pour ψ′). De
plus Jord(ψ− ◦∆) = Jord(ψ ◦∆). On peut aussi admettre la stabilite´ car l’hypothe`se du the´ore`me est la meˆme
pour ψ et ψ− mais |Jord(ψ)| = |Jord(ψ−)| − 1 < |Jord(ψ−)|. On de´compose la somme∑
ǫ
∏
(ρ′,a′,b′)∈Jord(ψ)
ǫ(ρ′, a′, b′)b
′−1π(ψ, ǫ) =
∑
ǫ, Jord(ψ)→ {±1};
ǫ(ρ, a, b) = +
∏
(ρ′,a′,b′)∈Jord(ψ′)
ǫ(ρ′, a′, b′)b
′−1 < ρ| |(a−b)/2, · · · , ρ| |ζa,b((a+b)/2−1) > ×π(ψ′, ǫ)
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−
∑
ǫ : Jord(ψ)→ {±1};
η = ±
ǫ(ρ, a, b)
∏
(ρ′,a′,b′)∈Jord(ψ′)
ǫ(ρ′, a′, b′)b
′−1ǫ(ρ, a, b)b−1 (1)
π(ψ′, ǫ′, (ρ, a+ ζa,b1, b− ζa,b1, η)(ρ, a− 1, b− 1, ηǫ(ρ, a, b))).
La premie`re somme est stable par l’hypothe`se de re´currence applique´ a` ψ′. Pour montrer la stabilite´ de la
deuxie`me somme, on va appliquer la re´currence au morphisme qui se de´duit de ψ′ en ajoutant les 2 blocs
(ρ, a + ζa,b1, b − ζa,b), (ρ, a − 1, b − 1). Pour ǫ, η comme dans la somme, on construit un morphisme ǫ′′ de
Jord(ψ′′) dans {±1} comme dans l’e´criture ci-dessus, c’est-a`-dire en prolongeant la restriction de ǫ a` Jord(ψ′)
par η sur (ρ, a+ ζa,b1, b− ζa,b) et par ηǫ(ρ, a, b) sur (ρ, a− 1, b− 1, ηǫ(ρ, a, b)). Et on calcule
∏
(ρ′′,a′′,b′′)∈Jord(ψ′′)
ǫ′′(ρ′′, a′′, b′′)b
′′−1 =
( ∏
(ρ′,a′,b′)∈Jord(ψ)−{(ρ,a,b)}
ǫ′(ρ′, a′, b′)b
′−1
)(
ηb−ζa,b1−1ηb−2ǫ(ρ, a, b)b−2
)
.
On remarque que quelque soit la valeur de ζa,b, η
b−ζa,b1−1ηb−2 = +. On obtient donc exactement le signe qui
apparaˆıt dans la somme (1) (quand on n’oublie pas le ǫ(ρ, a, b) qui se trouve devant le produit). D’ou` la stabilite´.
On conside`re maintenant le cas ou` inf(a, b) > 2. Il faut e´crire
∑
ǫ
∏
(ρ,a,b)∈Jord(ψ) ǫ(ρ, a, b)
b−1π(ψ, ǫ) en utilisant
2.1. Cela donne une somme sur j ∈ [1, inf(a, b)[ et un terme comple´mentaire. Fixons d’abord j ∈ [1, inf(a, b)[,
et e´tudions ∑
ǫ
∏
(ρ,a,b)∈Jord(ψ)
ǫ(ρ, a, b)b−1
< ρ| |(a−b)/2, · · · , ρ| |−(a−b)/2−ζa,bj > ×Jac(a−b)/2+ζa,b2,··· ,ζa,b((a+b)/2−1)π(ψ
′, ǫ′, (ρ, a+ ζa,b2, b− ζa,b2, ǫ(ρ, a, b))).
Pour (ψ, ǫ) fixe´, on note ψ′′, ǫ′′ le couple qui se de´duit de ψ, ǫ en changeant simplement (ρ, a, b, ǫ(ρ, a, b)) en
(ρ, a+ 2ζa,b, b− 2ζa,b, ǫ(ρ, a, b)). Comme dans ce changement la parite´ de b est respecte´e il est clair que le signe
de´fini avec ǫ est le meˆme que celui avec ǫ′′ quand on remplace ψ par ψ′′. Donc la stabilite´ re´sulte de l’hypothe`se
de re´currence et du fait qu’elle commute a` la prise de module de Jacquet et a` l’induction.
Il reste le terme comple´mentaire (on enle`ve le signe (−1)[inf(a,b)/2] qui est inde´pendant des termes de la
somme)
∑
ǫ : Jac(ψ)→ {±1},
η = ±
ǫ(ρ, a, b)inf(b,a)−1ηinf(a,b)ǫ(ρ, a, b)b−1
( ∏
(ρ′,a′,b′)∈Jord(ψ′)
ǫ(ρ′, a′, b′)b
′−1
)
π(ψ′, ǫ′, (ρ, a+ ζa,b, b− ζa,b, η), (ρ, sup(a− b, 1), sup(b− a, 1), ηǫ(ρ, a, b). (2)
Pour ǫ, η fixe´ comme dans la somme, on de´finit ψ′′, ǫ′′ en remplac¸ant (ρ, a, b, ǫ(ρ, a, b)) par (ρ, a + ζa,b1, b −
ζa,b1, η) ∪ (ρ, sup(a− b, 1), sup(b− a, 1), ηǫ(ρ, a, b)). Et il faut encore calculer∏
(ρ′′,a′′,b′′)∈Jord(ψ′′)
ǫ′′(ρ′′, a′′, b′′)b
′′−1 = ηb−ζa,b1−1ηsup(b−a,0)ǫ(ρ, a, b)sup(b−a,0)
∏
(ρ′,a′,b′)∈Jord(ψ′)
ǫ′(ρ′, a′, b′)b
′−1.
(3)
Et on ve´rifie que :
ηb−ζa,b1−1ηsup(b−a,0)ǫ(ρ, a, b)sup(b−a,0) = ηinf(a,b)ǫ(ρ, a, b)inf(a,b)−1ǫ(ρ, a, b)b−1
c’est-a`-dire que le signe intervenant dans (2) est le meˆme que celui de (3). On obtient alors la stabilite´ en
appliquant le the´ore`me a` ψ′′ et cela termine la preuve.
3 Proprie´te´s des modules de Jacquet
Dans tout ce paragraphe, on fixe ψ, ǫ, ρ et (ρ,A,B, ζ) ∈ Jord(ψ) (avec les notations de 2.2 et on suppose
que A > B. On suppose toujours que ψ ◦ ∆ est discret. On raisonne par re´currence d’abord par re´currence
croissante sur le rang du groupe puis par re´currence croissante sur sψ :=
∑
(ρ,A,B,ζ)∈Jord(ψ)A − B ; en effet si
sψ = 0, ψ est e´le´mentaire au sens de 6 et la situation sera toujours connue dans ce cas. Le but de tout ce travail
est bien de ramene´ la de´finition ge´ne´rale au cas e´le´mentaire. On aurait sans doute pu se passer dans cette partie
de mettre dans la re´currence que pour les ψ′, ǫ′ plus petit que notre ψ, ǫ au sens ci-dessus, π(ψ′, ǫ′) est une vraie
repre´sentation, c’est-a`-dire une combinaison line´aire a` coefficients positifs de repre´sentations irre´ductibles, mais
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je mets quand meˆme cette proprie´te´ dans la re´currence pour e´viter des proble`mes avec l’interpre´tation de la
non nullite´ des modules de Jacquet que nous allons conside´rer ; sinon il faudrait se me´fier des simplifications
e´ventuelles. Donc cette section ne sera comple´te´e qu’apre´s la fin de la section 4.
On de´montre simultane´ment les 2 propositions ci-dessous :
3.1
Supposons ici que B ≥ 1 et que pour tout e´le´ment (ρ,A′, B′, ζ′) de Jord(ψ), on ait A′ 6= B − 1. En
particulier, en gardant la notation (ψ′, ǫ′) de 2.1 le morphisme de´finit en ajoutant a` Jord(ψ′) le quadruplet
(ρ,A′ − 1, B′ − 1, ζ′) est encore discret et de restriction discre`te a` WF fois la diagonale de Sl(2,C). En terme
de repre´sentation, si (ρ, a, b) correspond a` (ρ,A,B, ζ), on enle`ve 2 au sup de (a, b) apre`s avoir suppose´ que
sup(a, b)− inf(a, b) ≥ 2. On pose toujours ǫ0 = ǫ(ρ,A,B, ζ).
Proposition : Supposons que B ≥ 1 mais pas ne´cessairement A > B comme ci-dessus. Alors
JacζB,··· ,ζA)π(ψ, ǫ) = π(ψ
′, ǫ′, (ρ,A− 1, B − 1, ζ, ǫ0)).
3.2
Proposition : Soit x ∈ R. On fixe ψ, ǫ et ρ alors Jacxπ(ψ, ǫ) = 0 sauf e´ventuellement s’il existe (ρ,A′, B′, ζ′) ∈
Jord(ψ) et x = ζ′B′. De plus pour tout x ∈ R, Jacx,xπ(ψ, ǫ) = 0.
On les de´montre par re´currence, en utilisant la formule de´finissant π(ψ, ǫ) (cf 2.1). Si A = B dans la proposition
3.1, cela se fait par re´currence a` partir du cas ou` ψ est e´le´mentaire (cf. 6 proprie´te´ 2), on ne de´taille pas, c’est
plus simple que le cas ou` A > B ce que nous supposerons a` partir de maintenant.
On fixe donc (ρ,A,B, ζ, ǫ0 dans Jord(ψ, ǫ) tel que A > B et pour le moment, on n’impose rien a` B. Soit
C ∈]B,A]. On doit calculer :
JacζB,··· ,ζA
(
< ρ| |ζB, · · · , ρ| |−ζC > ×Jacζ(B+2),··· ,ζCπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0))
)
. (1)
On a JacζBJacζ(B+2),··· ,ζCπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)) = Jacζ(B+2),··· ,ζCJacζBπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)) = 0
par la 3.1 applique´e par re´currence. Ainsi
(1) = Jacζ(B+1),··· ,ζA
(
< ρ| |ζ(B−1), · · · , ρ| |−ζC > ×Jacζ(B+2),··· ,ζCπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0))
)
ce qui vaut encore par les calculs standard de modules de Jacquet :
JacζC,··· ,ζA
(
< ρ| |ζ(B−1), · · · , ρ| |−ζC > ×Jacζ(B+1),··· ,ζ(C−1)Jacζ(B+2),··· ,ζCπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0))
)
.
De plus on a par de´finition, pour tout e´le´ment X du groupe de Grothendieck :
JacζCJacζ(B+1),··· ,ζ(C−1)Jacζ(B+2),··· ,ζCX = Jacζ(B+1),··· ,ζCJacζ(B+2),··· ,ζCX.
Par calculer le Jac qui nous inte´resse, on calcule tous les modules de Jacquet des constituants de π(ψ′, ǫ′, · · · ) le
long du parabolique de Levi GL((2(C−B)−1)dρ, F )×G′, ou` G′ est un groupe de meˆme type que Gmais de rang
plus petit. On regarde ces modules de Jacquet dans le groupe de Grothendieck ce sont donc des combinaisons
line´aires de repre´sentations irre´ductibles du type σ′ ⊗X ′. Ensuite on projette sur le support cuspidal qui nous
inte´resse. Pour faire ce calcul, on reprend les classifications de Zelevinsky des σ′ soit par segment croissant si
ζ = + soit par segment de´croissant si ζ = − de telle sorte que la seule repre´sentation σ′ qui contribue soit
< ρ| |ζ(B+1), · · · , ρ| |ζC > × < ρ| |ζ(B+2), · · · , ρ| |ζC > .
Mais cette induite est irre´ductible donc isomorphe a`
< ρ| |ζ(B+2), · · · , ρ| |ζC > × < ρ| |ζ(B+1), · · · , ρ| |ζC > .
Mais cela montre que l’on aurait obtenu le meˆme re´sultat en calculant
Jacζ(B+1),··· ,ζCJacζ(B+2),··· ,ζCJacζ(B+1),··· ,ζCπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)).
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Mais ceci fait ze´ro car ce calcul se ”factorise” par Jacζ(B+1)π(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)) dont la proposition 3.2
applique´e par re´currence donne la nullite´. D’ou`
(1) = Jacζ(C+1),··· ,ζA < ρ| |
ζ(B−1), · · · , ρ| |−ζ(C−1) > ×Jacζ(B+1),··· ,ζ(C−1)Jacζ(B+2),···ζCπ(ψ
′, ǫ′, (ρ,A,B+2, ζ, ǫ0)).
Or ni ζ(B − 1) ni ζ(C − 1) ne sont des e´le´ments du segment [ζ(C + 1), ζA] et on obtient donc par les calculs
standard de modules de Jacquet (le rappel de 5.6.3 suffit ici) :
(1) =< ρ| |ζ(B−1), · · · , ρ| |−ζ(C−1) > ×Jacζ(C+1),··· ,ζAJacζ(B+1),··· ,ζ(C−1)Jacζ(B+2),···ζCπ(ψ
′, ǫ′, (ρ,A,B+2, ζ, ǫ0)).
Or de fac¸on assez formelle :
Jacζ(C+1),··· ,ζAJacζ(B+1),··· ,ζ(C−1)Jacζ(B+2),···ζC = Jacζ(B+1),··· ,ζ(C−1)Jacζ(B+2),··· ,ζA
Ce qui donne encore :
(1) =< ρ| |ζ(B−1), · · · , ρ| |−ζ(C−1) > ×Jacζ(B+1),··· ,ζ(C−1)Jacζ(B+2),··· ,ζAπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)).
On veut encore remplacer Jacζ(B+2),··· ,ζAπ(ψ
′, ǫ′, (ρ,A,B +2, ζ, ǫ0)) par π(ψ
′, ǫ′, (ρ,A− 1, B + 1, ζ, ǫ0) ; si A =
B + 1 de toute fac¸on ce terme n’intervenait pas, si A ≥ B + 2, c’est la proposition 3.1 que l’on applique par
re´currence au bloc (ρ,A,B + 2, ζ) qui en ve´rifie les hypothe`ses. D’ou` finalement
(1) =< ρ| |ζ(B−1), · · · , ρ| |−ζ(C−1) > ×Jacζ(B+1),··· ,ζ(C−1)π(ψ
′, ǫ′, (ρ,A− 1, B + 1, ζ, ǫ0)). (2)
C’est-a`-dire qu’en calculant JacζB,··· ,ζA on a remplace´ (A,B,C) par (A− 1, B − 1, C − 1).
On a aussi par de´finition, pour η = ±,
JacζB,··· ,ζAπ(ψ
′, ǫ′, (ρ,A,B + 1, ζ, η), (ρ,B,B, ζ, ηǫ0)) =
Jacζ(B+1),··· ,ζA JacζB
π(ψ′, ǫ′, (ρ,A,B + 1, ζ, η), (ρ,B,B, ζ, ηǫ0)).
Supposons maintenant que les hypothe`ses de la proposition 3.1 soient satisfaites. En particulier le bloc (ρ,B,B, ζ)
les ve´rifie ; on a alors par re´currence
JacζBπ(ψ
′, ǫ′, (ρ,A,B + 1, ζ, η), (ρ,B,B, ζ, ηǫ0)) = π(ψ
′, ǫ′, (ρ,A− 1, B + 1, ζ, η), (ρ,B − 1, B − 1, ζ, ηǫ0).
On en de´duit :
JacζB,··· ,ζA)π(ψ
′, ǫ′, (ρ,A,B + 1, η), (ρ,B,B, ζ, ηǫ0) =
Jacζ(B+1),··· ,ζAπ(ψ
′, ǫ′, (ρ,A,B + 1, ζ, η), (ρ,B − 1, B − 1, ζ, ηǫ0)),
et en appliquant la proposition 3.1 par re´currence ce que l’on a le droit de faire
= π(ψ′, ǫ′, (ρ,A− 1, B, ζ, η), (ρ,B − 1, B − 1, ζ, ηǫ0)), (3)
c’est-a`-dire qu’ici aussi, on a obtenu le terme de de´part mais en remplac¸ant le couple (A,B) par le couple
(A− 1, B− 1). Ainsi en mettant ensemble les termes obtenus en (2) ci-dessus sans aucune hypothe`se sur (A,B)
et les termes (3) qui eux ont e´te´ obtenus modulo les hypothe`ses de 3.1 on obtient exactement la de´finition
de π(ψ′, ǫ′, (ρ,A − 1, B − 1, ζ, ǫ0)) qui elle ne´cessite aussi l’hypothe`se que le morphsime (ψ′, ǫ′, (ρ,A − 1, B −
1, ζ, ǫ0)) soit de restriction discre`te a` la diagonale c’est-a`-dire l’hypothe`se de 3.1. Cela termine la preuve de cette
proposition.
Montrons maintenant la deuxie`me proposition ; cette proposition a e´te´ de´montre´e dans le cas ou` ψ est e´le´mentaire
(cf. 6) et on suppose donc que ψ n’est pas e´le´mentaire. On fixe (ρ,A,B, ζ) ∈ Jord(ψ) tel que A > B et on pose
encore ǫ0 := ǫ(ρ,A,B, ζ).
Soit x tel que Jacxπ(ψ, ǫ) 6= 0 ; ne´cessairement, en revenant a` la de´finition 2.1
soit il existe η = ± tel que Jacxπ(ψ′, ǫ′, (ρ,A,B + 1, ζ, η), (ρ,B,B, ζ, ηǫ(ρ, a, b))) 6= 0
soit il existe C ∈]B,A] tel que
Jacx
(
< ρ| |ζB, · · · , ρ| |−ζC > ×Jacζ(B+2),··· ,ζCπ(ψ
′, ǫ′, (ρ,A,B + 2, ǫ0))
)
6= 0.
Pour le premier cas, les valeurs de x qui ne satisfont pas a` la proposition sont uniquement ζ(B + 1). Dans le
deuxie`me cas, celles qui ne satisfont pas sont ζC avec C ∈]B,A] et celles qui ve´rifient
Jacζ(B+2),··· ,ζC,xπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)) 6= 0.
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Dans cette dernie`re e´ventualite´, on ve´rifie en utilisant la proposition elle-meˆme par re´currence que les seules
difficulte´s viennent de x = ζ(B + 1) et x = ζ(C + 1). On va encore ve´rifier que x = ζ(C + 1) avec C = A n’est
pas une exception ; en effet si C = A, on applique 3.1 a` (ρ,A,B + 2, ζ) pour obtenir faut
Jacζ(B+2)··· ,ζAπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)) = π(ψ
′, ǫ′, (ρ,A− 1, B + 1, ǫ(ρ, a, b)))
et en appliquand 3.2 par re´currence, Jacζ(A+1)π(ψ
′, ǫ′, (ρ,A − 1, B + 1, ǫ(ρ, a, b))) 6= 0 entraˆıne qu’il existe
(ρ,A′, B′, ζ′) ∈ Jord(ψ) avec ζ(A + 1) = ζ′B′ c’est-a`-dire la proprie´te´ cherche´e.
En re´sume´, les valeurs qui nous geˆnent sont x = ζ(C +1) avec C ∈ [B,A[ (c’est-a`-dire B inclus et A exclu).
Supposons d’abord que C ∈]B,A[. Alors les termes de la somme de´finissant π(ψ, ǫ) qui contribuent au Jacζ(C+1)
sont exactement au nombre de 2, celui correspondant a` C + 1 et celui correspondant a` C. La contribution du
terme correspondant a` C est :
(−1)A−CJacζ(C+1)
(
< ρ| |ζB, · · · , ρ| |−ζC > ×Jacζ(B+2),··· ,ζCπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0))
)
=
(−1)A−C < ρ| |ζB, · · · , ρ| |−ζC > ×Jacζ(B+2),··· ,ζC,ζ(C+1)π(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0))
et la contribution du terme correspondant a` C + 1 est
(−1)A−C−1Jacζ(C+1)
(
< ρ| |ζB, · · · , ρ| |−ζ(C+1) > ×Jacζ(B+2),··· ,ζ(C+1)π(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0))
)
=
(−1)A−C−1(< ρ| |ζB, · · · , ρ| |−ζC > ×Jacζ(B+2),··· ,ζ(C+1)π(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)).
La somme des 2 contributions fait donc 0 comme annonce´. Reste a` voir le cas ou` C = B c’est-a`-dire a` calculer
Jacζ(B+1)π(ψ, ǫ). Le calcul est assez difficile car tous les termes contribuent. On fait d’abord le cas ou` A = B+1.
Dans ce cas, si ǫ0 = +
π(ψ, ǫ) =< ρ| |ζB, · · · , ρ| |−ζ(B+1) > ×π(ψ′, ǫ′)⊖η=± π(ψ
′, ǫ′, (ρ,B + 1, B + 1, ζ, η), (ρ,B,B, ζ, η))
et si ǫ0 = −
π(ψ, ǫ) = ⊕η=±π(ψ
′, ǫ′, (ρ,B + 1, B + 1, ζ, η), (ρ,B,B, ζ,−η)).
On ve´rifie avec 6 que dans le deuxie`me cas Jacζ(B+1) = 0. Dans le cas ou` ǫ0 = +, avec 6 on ve´rifie que
Jacζ(B+1)(⊕η=±π(ψ
′, ǫ′, (ρ,A = B + 1, A = B + 1, ζ, η), (ρ,B,B, ζ, η)) =< ρ| |ζB, · · · , ρ| |−ζB > ×π(ψ′, ǫ′).
Il est alors clair” que Jacζ(B+1)π(ψ, ǫ) = 0 dans ce cas aussi.
On suppose maintenant que A = B + 2. Ici on a :
π(ψ, ǫ) =< ρ| |ζB, · · · , ρ| |−ζ(B+2) > ×Jacζ(B+2)π(ψ
′, ǫ′, (ρ,B + 2, B + 2, ζ, ǫ0)) (4)
− < ρ| |ζB, · · · , ρ| |−ζ(B+1) > ×π(ψ′, ǫ′, (ρ,B + 2, B + 2, ζ, ǫ0)) (5)
⊖η=±ηπ(ψ
′, ǫ′, (ρ,B + 2, B + 1, ζ, η), (ρ,B,B, ζ, ηǫ0)). (6)
Dans (6) on remplace π(ψ′, ǫ′, (ρ,B+2, B+1, ζ, η), (ρ,B,B, ζ, ηǫ0)) par sa de´finition en utilisant (ρ,B+2, B+1, ζ)
et cette de´finition de´pend de la valeur de η. Ainsi
(6) = ⊖ < ρ| |ζ(B+1), · · · , ρ| |−ζ(B+2) × π(ψ′, ǫ′, (ρ,B,B, ζ, ǫ0))
⊕η=±,η′=±π(ψ
′, ǫ′, (ρ,B + 2, B + 2, ζ, η′), (ρ,B + 1, B + 1, ζ, ηη′), (ρ,B,B, ζ, ηǫ0)). (7)
Quand on applique Jacζ(B+1) a` (7), il n’y a pas de contribution des termes tels que η
′ 6= ǫ0 et on obtient :
⊖ < ρ| |ζB, · · · , ρ| |−ζ(B+2) × π(ψ′, ǫ′, (ρ,B,B, ζ, ǫ0)) (8)
⊕ < ρ| |ζB, · · · , ρ| |−ζB > ×π(ψ′, ǫ′, (ρ,B + 2, B + 2, ζ, ǫ0)). (9)
Il est clair que (9) annule la contribution de Jacζ(B+1) applique´ a` (5). On calcule Jacζ(B+1) applique´ a` (4) en
utilisant 2 fois 3.1 d’abord pour (ρ,B + 2, B + 2, ζ) puis pour (ρ,B + 1, B + 1, ζ)
Jacζ(B+1)Jacζ(B+2)π(ψ
′, ǫ′, (ρ,B + 2, B + 2, ζ, ǫ0)) = Jacζ(B+1)π(ψ
′, ǫ′, (ρ,B + 1, B + 1, ζ, ǫ0) =
π(ψ′, ǫ′, (ρ,B,B, ζ, ǫ0).
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Et ainsi (8) annule Jacζ(B+1) applique´ a` (4). Cela termine la preuve de ce cas.
On fait maintenant le cas ge´ne´ral qui est de meˆme nature. On suppose donc que A > B + 2 et on e´crit :
π(ψ, ǫ) = ⊕C∈]B,A](−1)
A−C < ρ| |ζB, · · · , ρ| |−ζC > ×Jacζ(B+2),··· ,ζCπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)) (∗C)
⊕η=±(−1)
[(A−B+1)/2]ηA−B+1ǫA−B0
π(ψ′, ǫ′, (ρ,A,B + 1, ζ, η), (ρ,B,B, ζ, ηǫ0)). (∗η).
On fixe C > B + 1 et on re´crit (∗C) en remplac¸ant π(ψ′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)) par sa de´finition, en utilisant
(ρ,A,B + 2, ζ). D’ou`
(∗C) := (−1)
A−C ⊕C′∈]B+2,A] (−1)
A−C′ < ρ| |ζB, · · · , ρ| |−ζC > ×
Jacζ(B+2),··· ,ζC
(
< ρ| |ζ(B+2), · · · , ρ| |−ζC
′
> ×Jacζ(B+4),··· ,ζC′π(ψ
′, ǫ′, (ρ,A,B + 4, ζ, ǫ0))
)
(†C)
(−1)A−C ⊕η=± (−1)
(A−B−1)/2]ηA−B−1ǫA−B0 < ρ| |
ζB, · · · , ρ| |−ζC > ×
Jacζ(B+2),··· ,ζCπ(ψ
′, ǫ′, (ρ,A,B + 3, ζ, η), (ρ,B + 2, B + 2, ζ, ηǫ0)). (†
′
C)
Dans les formules ci-dessus, Jacζ(B+2) se calcule aise´ment car on a suppose´ que C > B + 1
(†C) = (−1)
A−C ⊕C′∈]B+2,A] (−1)
A−C′ < ρ| |ζB, · · · , ρ| |−ζC > ×
Jacζ(B+3),··· ,ζC
(
< ρ| |ζ(B+1), · · · , ρ| |−ζC
′
> ×Jacζ(B+4),··· ,ζC′π(ψ
′, ǫ′, (ρ,A,B + 4, ζ, ǫ0))
)
et quand on applique encore Jacζ(B+1) si C 6= B + 1 cela donne encore, pour C 6= B + 1 :
Jacζ(B+1)(†C) = (−1)
A−C ⊕C′∈]B+2,A] (−1)
A−C′ < ρ| |ζB, · · · , ρ| |−ζC > ×
Jacζ(B+3),··· ,ζC
(
< ρ| |ζB, · · · , ρ| |−ζC
′
> ×Jacζ(B+4),··· ,ζC′π(ψ
′, ǫ′, (ρ,A,B + 4, ζ, ǫ0))
)
Supposons que C′ > C, le terme correspondant au couple (C,C′) se re´crit :
(−1)A−C(−1)A−C
′
< ρ| |ζB, · · · , ρ| |−ζC > × < ρ| |ζB, · · · , ρ| |−ζC
′
> ×
Jacζ(B+3),··· ,ζCJacζ(B+4),··· ,ζC′π(ψ
′, ǫ′, (ρ,A,B + 4, ζ, ǫ0)).
Supposons maintenant que C′ ≤ C, on ve´rifie que cela se re´crit :
(−1)A−C(−1)A−C
′
< ρ| |ζB, · · · , ρ| |−ζC > × < ρ| |ζB, · · · , ρ| |−ζ(C
′−1) > ×
Jacζ(B+3),··· ,ζ(C′−1),ζ(C′+1),··· ,ζCJacζ(B+4),··· ,ζC′π(ψ
′, ǫ′, (ρ,A,B + 4, ζ, ǫ0))
ce qui est encore :
(−1)A−C(−1)A−C
′
< ρ| |ζB, · · · , ρ| |−ζC > × < ρ| |ζB, · · · , ρ| |−ζ(C
′−1) > ×
Jacζ(B+3),··· ,ζ(C′−1)Jacζ(B+4),··· ,ζCπ(ψ
′, ǫ′, (ρ,A,B + 4, ζ, ǫ0)).
Si on remplace ci-dessus C par C′ et C′ par C+1 on obtient l’oppose´ de la contribution du couple (C,C′) trouve´
pre´ce´demment ou encore le terme correspondant au couple (C,C′) avec C′ > C > B + 1 a une contribution
oppose´e a` celle du couple C′ = C + 1 ≤ C = C′. En d’autre termes
⊕C∈]B+1,A]Jacζ(B+1)(†C) = 0
On applique Jacζ(B+1) a` (†
′
C) apre`s avoir utilise´ 3.1 pour calculer Jacζ(B+2). On suppose encore que C 6= B+1
et on trouve :
Jacζ(B+1)(†
′
C) = (−1)
A−C ⊕η=± (−1)
[(A−B−1)/2]ηA−B−1ǫA−B0 < ρ| |
ζB, · · · , ρ| |−ζC > ×
Jacζ(B+3),··· ,ζCπ(ψ
′, ǫ′, (ρ,A,B + 3, ζ, η), (ρ,B,B, ζ, ηǫ0)).
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On re´crit (∗)η en utilisant (ρ,A,B + 1, ζ) pour de´finir π(ψ′, ǫ′, · · · ) qui intervient dans cette expression et on
somme tout de suite sur η. Cela donne :
⊕η=±(−1)
[(A−B+1)/2]ηA−B+1ǫA−B0 ⊕C∈]B+1,A] (−1)
A−C < ρ| |ζ(B+1), · · · , ρ| |−ζC > ×
Jacζ(B+3),··· ,ζCπ(ψ
′, ǫ′, (ρ,A,B + 3, ζ, η), (ρ,B,B, ηǫ0) (10)
⊕η=±,η′=±(−1)
[(A−B+1)/2]ηA−B+1ǫA−B0 (−1)
[(A−B)/2](η′)A−B(η)A−B−1
π(ψ′, ǫ′, (ρ,A,B + 2, ζ, η′), (ρ,B + 1, B + 1, ζ, ηη′), (ρ,B,B, ηǫ0)). (11)
Comme (−1)[(A−B+1)/2] = −(−1)[(A−B−1)/2], en appliquant Jacζ(B+1) a` (10), on annule les contributions de
Jacζ(B+1)(†
′
C pour tout C 6= B + 1. On a ainsi montre´ que
Jacζ(B+1)π(ψ, ǫ) = Jacζ(B+1)
(
(−1)A−B−1 < ρ| |ζB, · · · , ρ| |−ζ(B+1) > ×π(ψ′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)) (12)
⊕η=±,η′=±(−1)
[(A−B+1)/2]ηA−B+1ǫA−B0 (−1)
[(A−B+2)/2](η′)A−B(η)A−B−1
π(ψ′, ǫ′, (ρ,A,B + 2, ζ, η′), (ρ,B + 1, B + 1, ζ, ηη′), (ρ,B,B, ηǫ0))
)
.
Comme dans le cas A = B+2, les seuls termes associe´es a` η, η′ qui donne une contribution non nulle quand on ap-
plique Jacζ(B+1) sont ceux pour lesquels η
′ = ǫ0 (cf 6 proprie´te´ 6) le signe est alors (−1)[(A−B+1)/2+[(A−B)/2] ; en
particulier il ne de´pend pas de η et quand on somme sur η le Jac est < ρ| |ζB, · · · , ρ| |−ζB > ×π(ψ′, ǫ′, (ρ,A,B+
2, ζ, ǫ0)) au signe pre`s que l’on vient d’e´crire. On remarque que (−1)[(A−B+1)/2+[(A−B)/2] est (+1) si (A−B) est
pair et −1 sinon, c’est-a`-dire qu’il vaut (−1)A−B. La contribution que l’on vient de trouver est donc l’oppose´e
de (12), ce qui donne la nullite´ cherche´e.
Il reste a` de´montrer que Jacx,xπ(ψ, ǫ) = 0 pour tout x ∈ R. Graˆce a` ce que l’on a de´ja` de´montre´, le seul cas a`
conside´rer est x = ζB. Et clairement, par l’hypothe`se de re´currence pour tout η = ±
Jacx,xπ(ψ
′, ǫ′, (ρ,A,B + 1, ζ, η), (ρ,B,B, ζ, ηǫ0)) = 0
. Soit C ∈]B,A], on pose δC :=< ρ| |ζB, · · · , ρ| |−ζC >. On a
JacζBJacζ(B+2),··· ,ζCπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0) = Jacζ(B+2),··· ,ζCJacζBπ(ψ
′, ǫ′, (ρ,A,B + 2, ζǫ, ǫ0) = 0
par la partie de 3.2 de´ja` de´montre´. De plus JacζBδ
∗
C = 0 et JacζB,ζBδC = 0. Cela suffit pour obtenir
JacζB,ζB
(
δC × Jacζ(B+2),··· ,ζCπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0))
)
= 0.
Cela termine la preuve.
3.3
Proposition : soit (ρ,A,B, ζ, ǫ0) ∈ Jord(ψ, ǫ) tel que A > B, alors JacζB,··· ,−ζAπ(ψ, ǫ) = π(ψ′, ǫ′, (ρ,A−
1, B + 1, ǫ0). En particulier ceci est 0 si A = B + 1 et ǫ0 = −.
Soit C ∈]B,A] ; on pose δC :=< ρ| |ζB, · · · , ρ| |−ζC > et YC := Jacζ(B+2),··· ,ζCπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)). Et
pour η = ±, on pose Xη := π(ψ′, ǫ′, (ρ,A,B + 1, ζ, η), (ρ,B,B, ζ, ηǫ0)).
On fixe C et on calcule d’abord JacζB,··· ,−ζA(δC × YC). Pour tout x ∈ [ζB,−ζA], Jacxδ
∗
C = 0 et les
calculs standard de module de Jacquet (cf. par exemple 5.6.3) entraˆınent alors que ce Jac est la somme sur
ℓ ∈ [(B + 1),−A] de termes de la forme :
JacζB,··· ,ζℓδC × Jacζ(ℓ−1),··· ,−ζAYC
ou` le premier Jac n’intervient pas si ℓ = B + 1 et le deuxie`me n’intervient pas si ℓ = −A. Pour tout y ∈
[ζ(B + 2), ζA] et tout y′ ∈ [ζ(ℓ − 1),−ζA], on a ζ(y − y′) ≥ (B + 2−B) = 2. On a donc :
Jacζ(ℓ−1),··· ,−ζAYC = Jacζ(B+2),··· ,ζAJacζ(ℓ−1),··· ,−ζAπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)). (1)
Supposons que ℓ > −A et montrons que (1) est nul. Graˆce a` 3.2, la non nullite´ de (1) ne´cessite qu’il existe
(ρ,A′, B′, ζ′) ∈ Jord(ψ′) tel que ζ′B′ = ζ(ℓ − 1). On rappelle que ℓ− 1 ∈ [B,−A] ; le fait que ψ ◦∆ est discret
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et que B′ 6= B ne´cessairement, entraˆıne que |ℓ − 1| /∈ [B,A]. On pose x = ζ(ℓ − 1) et on a suˆrement que (1) se
factorise par
Jacx,··· ,−ζBπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)). (2)
Le lemme 3.4 que l’on de´montrera ci-dessous applique´ a` y = −ζB prouve la nullite´ de (2) et donc celle de
(1). Remarquons d’autre part que si ℓ = −A, JacζB,··· ,−ζA=ζℓδC = 0 sauf pour C = A ou cela vaut 1. Ainsi
la contribution des termes δC × YC au calcul du module de Jacquet cherche´ provient uniquement du terme
correspondant a` C = A et ce terme donne
Jacζ(B+2),··· ,ζAπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)). (3)
On fixe maintenant η = ± et on de´montre plus ge´ne´ralement,
soit (ψ1, ǫ1) un couple de meˆme type que ψ, ǫ, en particulier ψ1 ◦ ∆ est suppose´ discret ; on suppose qu’il
existe B1 un demi-entier et un signe ζ1 tel que (ρ,B1, B1, ζ1) ∈ Jord(ψ1). Alors :
Jacζ1B1,··· ,−ζ1B1π(ψ1, ǫ1) = 0.
On de´montre cette assertion par re´currence ; elle est vraie pour les se´ries discre`tes, elle est donc vraie pour les
morphismes ψ1 qui sont e´le´mentaires e´tant donne´ la fac¸on que l’on a de les obtenir a` partir des se´ries discre`tes.
On est donc ramene´ au cas ou` il existe (ρ,A′, B′, ζ′) ∈ Jord(ψ1) avec A′ > B′. On utilise ce quadruplet
pour donner la de´finition de π(ψ1, ǫ1) ; cette de´finition fait intervenir des π(ψ
′
1, ǫ
′
1, (ρ,A
′, B′ + 2, ζ′, ǫ′0)) et des
π(ψ′1, ǫ
′
1, (ρ,A
′, B′ + 1, ζ′, η′), (ρ,B′, B′, ζ′, η′ǫ′0)) qui ve´rifient les meˆmes hypothe`ses que ψ1, ǫ1. Pour pouvoir
conclure par re´currence, il suffit de ve´rifier que Jacζ1B1,··· ,−ζ1B1 commute aux inductions par des repre´sentations
de la forme < ρ| |ζ
′B′ , · · · , ρ| |−ζ
′C′ > ou` C′ ∈]B′, A′] et des ope´rations Jacζ′(B′+2),··· ,ζ′A′ . Cela a e´te´ ve´rifie´ dans
2.3.1. D’ou` l’assertion.
Ainsi JacζB,··· ,−ζAπ(ψ, ǫ) = Jacζ(B+2),··· ,π(ψ
′, ǫ′, (ρ,A,B +2, ζ, ǫ0)) = π(ψ
′, ǫ′, (ρ,A− 1, B+1, ζ, ǫ0)) graˆce
a` 3.1 applique´ a` (ρ,A,B + 2, ζ, ǫ0). Il ne nous reste donc plus qu’a` de´montrer le lemme ci-dessous.
3.4
Le lemme ci-dessous est purement technique et ρ, ψ, ǫ sont fixe´s comme dans tout ce chapitre. En particulier
ψ ◦∆ est discret.
Lemme : Soit y un demi-entier relatif tel que pour tout (ρ,A′, B′, ζ′) ∈ Jord(ψ), |y| /∈ [B′, A′]. Alors pour tout
x tel que |x| ≤ |y| avec x− y ∈ Z, Jacx,··· ,yπ(ψ, ǫ) = 0.
On le de´montre par re´currence. On suppose d’abord que ψ est e´le´mentaire. L’hypothe`se sur y dit simplement
que pour tout bloc de Jordan de ψ ne´cessairement de la forme (ρ,B′, B′, ζ′) on a |y| 6= B′. De plus on sait que
|x| ≤ |y|. Il faut e´videmment revenir a` la de´finition ; on peut supposer, comme nous le ferons que π(ψ, ǫ) n’est pas
cuspidale. On a alors montre´ qu’il existe ζ = ± et α ∈ N avec α > 1 tels que (ρ, (α−1)/2, (α−1)/2, ζ)) ∈ Jord(ψ)
et l’une des 2 situations ci-dessous est re´alise´e (on pose B := (α − 1)/2) :
B > 0 et (ρ,B− 1, B− 1, ζ′) /∈ Jord(ψ) (quelque soit ζ′ = ±) ou B = 1/2 et ǫ(ρ,B,B, ζ) = + ; on note alors
ψ1 le morphisme qui se de´duit de ψ en changeant le bloc de Jordan (ρ,B,B, ζ) en (ρ,B − 1, B − 1, ζ) et ǫ1 le
morphisme qui se de´duit naturellement de ǫ et alors π(ψ, ǫ) est l’unique sous-module irre´ductible de l’induite
ρ| |ζB × π(ψ1, ǫ1) ;
sinon alors B > 1/2 et (ρ,B − 1, B − 1, ζ) ∈ Jord(ψ) avec ǫ(ρ,B,B, ζ) = ǫ(ρ,B − 1, B − 1, ζ) et on note
ψ1 le morphisme qui se de´duit de ψ en enlevant ces 2 blocs de Jordan et ǫ1 la restriction e´vidente de ǫ. Alors,
π(ψ, ǫ) est l’un des 2 sous-modules irre´ductibles de l’induite :
< ρ| |ζB, · · · , ρ| |−ζ(B−1) > ×π(ψ1, ǫ1).
De plus, dans les 2 cas, B est tel que Jaczπ(ψ, ǫ) = 0 pour tout z tel que |z| < B.
Revenons a` la proprie´te´ que l’on cherche a` montrer ; avec ce qui pre´ce`de la nullite´ est claire si |x| < B. On
suppose donc que |x| ≥ B et on raisonne par l’absurde en supposant que Jacx,··· ,yπ(ψ, ǫ) 6= 0. Dans le premier
cas, on a soit Jacx,··· ,yπ(ψ1, ǫ1) 6= 0 soit il existe x1 ∈ [x, y] tel que |x1| = B et Jacx,···x1+γ,x1−γ,···yπ(ψ1, ǫ1) 6= 0,
ou` γ = 1 si le segment [x, y] est de´croissant et −1 sinon. Cela entraˆıne encore Jacx1−γ,··· ,yπ(ψ1, ǫ1) 6= 0. On a
encore |x1 − γ| ≤ |y| et toutes les hypothe`ses de l’e´nonce´ ve´rifie´es. On obtient alors le re´sultat par re´currence.
Le deuxie`me cas se traite de la meˆme fac¸on ; on montre encore que si Jacx,··· ,yπ(ψ, ǫ) 6= 0, il existe x′ avec
|x′| ≤ |y| tel que [x′, y] soit un sous-intervalle de [x, y] et tel que ne´cessairement Jacx′,···yπ(ψ1, ǫ1) 6= 0 (cf. 1.2).
Cela permet de conclure.
On fait maintenant le cas ge´ne´ral ; on retraduit l’hypothe`se, pour tout (ρ, α) bloc de Jordan de ψ ◦ ∆,
|y| 6= (α − 1)/2. Pour terminer la preuve, il faut conside´rer le cas ou` dans Jord(ψ) se trouve (ρ,A,B, ζ) avec
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A > B. Et on suppose que Jacx,··· ,yπ(ψ, ǫ) 6= 0. On revient a` la de´finition de π(ψ, ǫ) avec les notations, pour
C ∈]B,A], δC , YC de la preuve de 3.3 ainsi que Xη pour η = ±. Comme les morphismes qui interviennent dans
la de´finition de Xη on la meˆme restriction a` la diagonale de SL(2,C) que ψ, on a tout de suite par re´currence
que pour tout η = ±, Jacx,··· ,yXη = 0. Fixons maintenant C ∈]B,A] et on calcule Jacx,··· ,y(δC ×XC) par les
formules standard : cet e´le´ment est combinaison line´aire d’e´le´ments indexe´s par un de´coupage de l’intervalle
[x, y] en trois sous-esembles (dont certains peuvent eˆtre vides, note´s F1, F2, F3 et tel que Jacx∈F1δC 6= 0,
Jacx∈F2δ
∗
C 6= 0 et Jacx∈F3YC 6= 0. Fixons un tel de´coupage en supposant que le terme correspondant n’est pas
0. Montrons que y ∈ F3 ; s’il n’en e´tait pas ainsi, on aurait soit |y| ∈ [B,C], ce qui est exclu par hypothe`se,
soit |y| < B. Si cette dernie`re condition est satisfait tous les points du segment [x, y] sont de valeur absolue
strictement infe´rieur a` B et il en est donc de meˆme des e´le´ments de F1 et des e´le´ments de F2 ; or F1 s’il n’est
pas vide contient ζB qui ne ve´rifie pas cette condition et F2 s’il n’est pas vide contient ζA qui ne ve´rifie pas
non plus cette conditions. Ainsi, on a abouti a` une contradiction qui prouve que y ∈ F3. On a alors remarque´
qu’il existe x′ ∈ [x, y] tel que Jacx′,···yYC 6= 0. En revenant a` la de´finition, on a donc :
Jacζ(B+2),··· ,ζC,x′,··· ,yπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)) 6= 0.
On a soit |y| < B soit |y| > C. Dans le premier cas, on a :
Jacζ(B+2),··· ,ζC,x′,··· ,yπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)) = Jacζ(B+2),··· ,ζCJacx′,···yπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)) = 0
par l’hypothe`se de re´currence. Dans le 2e cas y est soit l’e´le´ment maximal soit l’e´le´ment minimal de l’ensemble
[ζ(B + 2), ζC] ∪ [x′, y] et il existe donc x′′ dans cet ensemble tel que [x′′, y] soit un segment (croissant ou
de´croissant) et
Jacx′′,···yπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)) 6= 0.
Le point est de remarque que |x′′| < |y| mais cela vient de ce que |y| est maximal dans l’ensemble [(B+2), C]∪
[|x′|, |y|]. Cela termine la preuve.
4 Caracte´risation de π(ψ, ǫ) comme repre´sentation
Dans tout ce paragraphe on suppose que ψ ◦∆ est discret. Et le but de ce paragraphe est de de´montrer que
les e´le´ments π(ψ, ǫ) a priori de´finis dans le groupe de Grothendieck sont en fait une somme de repre´sentations
irre´ductibles toutes ine´quivalentes. On utilise la notation suivante : soit Y une repre´sentation semi-simple et
soit δ une repre´sentation irre´ductible d’un groupe GL, on note < δ, Y > le socle de l’induite δ × Y . On e´nonce
ici les re´sultats que l’on de´montrera en 5.
4.1 Description par re´currence
The´ore`me : L’e´le´ment π(ψ, ǫ) du groupe de Grothendieck est une repre´sentation dont la description se fait
par re´currence ainsi ; on fixe (ρ, a, b) ∈ Jord(ψ) tel que inf(a, b) ≥ 2.
Dans le cas ou` inf(a, b) = 2 et ǫ(ρ, a, b) = − la de´finition suffit
π(ψ, ǫ) = ⊕η=±π(ψ
′, ǫ′, (ρ, a+ ζa,b1, b− ζa,b1, η), (ρ, a− 1, b− 1,−η)).
Supposons que inf(a, b) = 2 et que ǫ(ρ, a, b) = +, alors
π(ψ, ǫ) =<< ρ| |(a−b)/2, · · · , ρ| |−ζa,b((a+b)/2−1) >, π(ψ′, ǫ′) > .
Supposons que inf(a, b) est impair
π(ψ, ǫ) =<< ρ| |(a−b)/2, · · · , ρ| |−ζa,b((a+b)/2−1) >, π(ψ′, ǫ′, (ρ, inf(a− ζa,b2, a), inf(b+ ζa,b2, b), ǫ(ρ, a, b))) >
⊕π(ψ′, ǫ′,∪α∈[|a−b|+1,a+b−1]2(ρ, sup(ζa,bα, 1), sup(−ζa,bα, 1), ǫ(ρ, a, b)(−1)
(α−|a−b|−1)/2)).
Supposons que inf(a, b) est pair si ǫ 6= (−1)inf(a,b)/2, alors
π(ψ, ǫ) =<< ρ| |(a−b)/2, · · · , ρ| |−ζa,b((a+b)/2−1) >, π(ψ′, ǫ′, (ρ, inf(a, a− ζa,b2), inf(b, b+ ζa,b2), ǫ(ρ, a, b)))
si ǫ(ρ, a, b) = (−1)(inf(a,b)/2, alors a` la repre´sentation ci-dessus, il faut ajouter
⊕η=±π(ψ
′, ǫ′,∪α∈[|a−b|+1,a+b−1]2(ρ, sup(ζa,bα, 1), sup(−ζa,bα, 1), (−1)
(α−|a−b|−1)/2η))).
De fac¸on assez concise, en utilsant les notations de 2.2, le the´ore`me ci-dessus se re´crit,
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soit (ρ,A,B, ζ) ∈ Jord(ψ) avec A > B, on note comme ci-dessus ψ′, ǫ′ le couple qui se de´duit de ψ, ǫ en
enlevant le quadruplet (ρ,A,B, ζ) et avec la notation ǫ0 := ǫ(ρ,A,B, ζ) :
π(ψ, ǫ) =<< ρ| |ζB, · · · , ρ| |−ζA > ×π(ψ′, ǫ′, (ρ,A− 1, B + 1, ζ, ǫ0)) >
si A = B + 1 ce terme n’apparaˆıt que si ǫ(ρ,A,B, ζ) = + et vaut le socle de l’induite avec π(ψ′, ǫ′)
⊕η=±;ǫ0=ηA−B+1(−1)(A−B+1)(A−B)/2π(ψ
′, ǫ′,∪C∈[B,A](ρ, C,C, ζ, (−1)
Cη)).
La somme dans ce dernier terme contient un terme si A−B est pair, il en contient 0 si A−B est impair avec
ǫ0 6= (−1)(A−B+1)/2 et 2 dans le cas restant. On appelle cette somme les termes comple´mentaires.
4.2 Description en tant que repre´sentations
Dans cette section on tire quelques conse´quences du the´ore`me permettant de mieux cerner la repre´sentation
π(ψ, ǫ) ; on pourra appliquer ces proprie´te´s par re´currence. On utilise le langage de 2.2 les formules e´tant plus
simples bien qu’a` mon avis moins conceptuelles.
The´ore`me : Soit (ρ,A,B, ζ, ǫ0) ∈ Jord(ψ, ǫ) tel que A > B. Alors π(ψ, ǫ) =
⊕ℓ∈[0,[(A−B)/2]],η=±;ǫ0=ηA−B+1
∏
C∈[B+ℓ,A−ℓ](−1)
[C]
<< ρ| |ζB, · · · , ρ| |−ζA) >, · · · , < ρ| |ζ(B+ℓ), · · · , ρ| |−ζ(A−ℓ)) >, π(ψ′, ǫ′,∪C∈[B+ℓ,A−ℓ](ρ, C,C, ζ, η(−1)
[C]))) >;
il n’y a pas d’induction pour ℓ = 0 et pour ℓ = [(A−B + 1)/2] avec A−B impair il n’y a pas de ∪ .
On remarque que si A − B + 1 est impair la somme sur η contient exactement un terme quelque soit ℓ, par
contre si A−B + 1 est pair, la somme est, suivant les valeurs de ℓ pour ǫ0 fixe´, soit vide soit contient 2 termes
(il y a alternance) .
C’est une application re´pe´te´e du the´ore`me.
4.3 Sans multiplicite´
Proposition : la repre´sentation π(ψ, ǫ) est sans multiplicite´ toujours sous l’hypothe`se que ψ ◦∆ est discret.
La proposition est trivialement vraie si ψ est e´le´mentaire car alors π(ψ, ǫ) est irre´ductible. Avec la re´currence
que l’on a mise en place ici, nous allons montrer que cette proposition est conse´quence du the´ore`me 4.1. Pour
cela, nous allons reformuler ce the´ore`me. On reprend les notations de 2.2 et on fixe (ρ,A,B, ζ) ∈ Jord(ψ)
en supposant que A > B. On note Irr(π(ψ, ǫ) l’ensemble des repre´sentations irre´ductibles constituant π(ψ, ǫ)
compte´es avec multiplicite´ et on ge´ne´ralise cette notation a` tous les couples (ψ′′, ǫ′′) de meˆme nature que ψ, ǫ.
Pour η = ±, on note ψη, ǫη le couple qui se de´duit de ψ, ǫ en enlevant (ρ,A,B, ζ) et en ajoutant les quadruplets
(ρ, C,C, ζ) pour C ∈ [B,A] en prolongeant ǫ par ǫη(ρ, C,C, ζ) = (−1)Cη pour tout C ∈ [B,A] et ce qui
n’est de´fini, par hypothe`se, que si ǫ0 = (
∏
C∈[B,A](−1)
[C])η(A−B+1. Avec cette notation, le the´ore`me de 4.1
dit que Irr(π(ψ, ǫ)) est l’union des Irr(π(ψη , ǫη)) (pour les η convenables) avec l’ensemble des sous-modules
irre´ductibles de l’induite < ρ| |ζB, · · · , ρ| |−ζA > ×π(ψ′, ǫ′, (ρ,A− 1, B + 1, ζ, ǫ(ρ,A,B, ζ)).
Montrons d’abord plus pre´cise´ment que
l’application JacζB,··· ,−ζA induit une bijection de Irr(π(ψ, ǫ)) − ∪η=±Irr(π(ψη , ǫη)) sur Irr(π(ψ′, ǫ′, (ρ,A −
1, B + 1, ζ, ǫ(ρ,A,B, ζ))). Et que de plus JacζB,··· ,−ζA annule ∪η=±Irr(π(ψη , ǫη)).
On a montre´ dans la preuve de 3.3 que JacζB,··· ,−ζB annule ∪η=±Irr(π(ψη , ǫη)) ; il en est donc de meˆme a`
fortiori de JacζB,··· ,−ζA. D’ou` la deuxie`me proprie´te´ de l’assertion.
Montrons la bijection annonce´e ; par de´finition du socle pour tout X ∈ Irr(π(ψ, ǫ)) − ∪η=±Irr(π(ψη , ǫη)),
JacζB,··· ,−ζAX 6= 0. Et meˆme il existe un e´le´ment Y ∈ Irr(π(ψ′, ǫ′, (ρ,A− 1, B + 1, ζ, ǫ(ρ,A,B, ζ))) tel que
X →֒< ρ| |ζB, · · · , ρ| |−ζA > ×Y. (1)
On note σY l’induite du membre de droite de (1). On va de´montrer que JacζB,··· ,−ζAσY = Y ce qui suffira, car
alors σ n’a qu’un unique sous-module irre´ductible ne´cessairement X et l’application qui a` Y associe l’unique
sous-module de σY est l’inverse de la bijection annonce´e.
Les formules standard pour calculer les modules de Jacquet montrent que si l’assertion cherche´e n’est pas
vraie, il existe x ∈ [ζB,−ζA] tel que Jacx,··· ,−ζAY 6= 0. On aurait alors aussi
Jacx,··· ,−ζAπ(ψ
′, ǫ′, (ρ,A− 1, B + 1, ζ, ǫ(ρ,A,B, ζ)) 6= 0,
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ce qui est exclu par 3.4 puisque A /∈ [B′, A′] pour tout (ρ,A′, B′, ζ′) ∈ Jord(ψ′) par l’hypothe`se ψ ◦∆ discret.
L’hypothe`se de re´currence assure qu’un X de Irr(π(ψ, ǫ)) − ∪ηIrr(π(ψη , ǫη)) intervient sans multiplicite´ dans
Irr(π(ψ, ǫ)). On sait aussi que chaque ensemble Irr(π(ψη , ǫη) est sans multiplicite´ mais il faut encore de´montrer
quand 2 valeurs de η sont possibles que Irr(π(ψ+ , ǫ+)) ∩ Irr(π(ψ−, ǫ−)) = ∅.
Montrons l’assertion suivante par re´currence ; soit ψ comme ci-dessus et D un entier positif ou nul tel qu’il
existe un signe ζ′′ avec (ρ, C,C, ζ′′) ∈ Jord(ψ) et soit ǫi pour i = 1, 2 des applications de Jord(ψ) dans {±1}
telles que ǫ1(ρ,D,D, ζ
′′) 6= ǫ2(ρ,D,D, ζ′′). Alors
Irr(π(ψ, ǫ1)) ∩ Irr(π(ψ, ǫ2)) = ∅.
On de´montre cela par re´currence, si ψ est e´le´mentaire cela re´sulte de ce que l’application qui a` ǫ associe π(ψ, ǫ)
est injective et a` valeurs dans l’ensemble des repre´sentations irre´ductibles. Si ψ n’est pas e´le´mentaire, on utilise
4.1 comme on l’a fait ci-dessus en remarquant que l’hypothe`se sur (ρ,D,D, ζ′′) perdure. Cela termine la preuve
de la proposition.
4.4 Un cas de pre´sentation par re´currence simple
On garde les notations, ψ′, ǫ′ qui se de´duit de ψ, ǫ en enlevant le bloc de Jordan fixe´ (ρ,A,B, ζ, ǫ0). On
suppose que B ≥ 1 et que (ρ,A − 1, B − 1, ζ) /∈ Jord(ψ) et on note ψ− le morphisme qui se de´duit de ψ, ǫ en
remplac¸ant le bloc (ρ,A,B, ζ, ǫ0) par (ρ,A− 1, B − 1, ζ, ǫ0). On suppose que ψ− ◦∆ est encore discret. Cela se
traduit aussi par le fait que pour tout quadruplet (ρ,A′, B′, ζ′) ∈ Jord(ψ), on a A′ 6= B − 1.
Proposition : Soit ψ, ǫ et (ρ,A,B, ζ) ∈ Jord(ψ) ve´rifiant les hypothe`ses ci-dessus. Alors
π(ψ, ǫ) =<< ρ| |ζB, · · · , ρ| |ζA >, π(ψ′, ǫ′, (ρ,A− 1, B − 1, ζ, ǫ0)) > .
On de´montre cette proposition est conse´quence de 4.1. Et on de´montre cela par re´currence pour pouvoir l’utiliser
dans les raisonnements par re´currence. On va en fait de´montrer quelque chose de plus pre´cis que l’e´nonce´. On
note Irr(π(ψ, ǫ)) l’ensemble des sous-modules irre´ductibles de π(ψ, ǫ) ; on garde la notation ψ−, ǫ− pour le
couple qui se de´duit de ψ, ǫ en changeant (ρ,A,B, ζ, ǫ0) en (ρ,A − 1, B − 1, ǫ0) ; on de´finit donc de fac¸on
analogue Irr(π(ψ−, ǫ−). On va de´montrer que
l’application JacζB,··· ,ζA induit une bijection entre Irr(π(ψ, ǫ)) et Irr(π(ψ− , ǫ−)), l’application inverse e´tant
Y 7→<< ρ| |ζB, · · · , ρ| |ζA > ×Y > .
Dans ces conditions, ce qu’il faut de´montrer et que pour tout X ∈ Irr(π(ψ, ǫ)), JacζB,···ζAX 6= 0 et que pour
tout Y ∈ Irr(π(ψ− , ǫ−), JacζB,··· ,ζA(< ρ| |ζB, · · · , ρ| |ζA > ×Y ) = Y.
Montrons la premie`re partie, c’est-a`-dire soit X ∈ Irr(π(ψ, ǫ)) et montrons que JacζB,··· ,ζAX 6= 0. S’il existe
(ρ′, A′, B′, ζ′) ∈ Jord(ψ) − {(ρ,A,B, ζ)} avec A′ > B′, on de´montre le re´sultat par re´currence en utilisant 4.1
pour (ρ′, A′, B′, ζ′) au lieu de (ρ,A,B, ζ). On suppose donc que pour tout (ρ,A′, B′, ζ′) diffe´rent de (ρ,A,B, ζ),
on a A′ = B′. Ainsi si A = B, on est ramene´ au cas e´le´mentaire et le re´sultat re´sulte des constructions (cf. 6
proprie´te´s). On suppose donc que A > B. Soit X ∈ Irr(π(ψ, ǫ)). On suppose d’abord que X intervient dans
le terme comple´mentaire de 4.1 ; on est alors ramene´ au cas de morphismes e´le´mentaires et l’on a, pour toute
collection de signe ǫC indexe´e par C ∈ [B,A] :
π(ψ′, ǫ′,∪C∈[B,A](ρ, C,C, ζ, ǫC)− →֒ ρ| |
ζB × · · · × ρ| |ζA × π(ψ′, ǫ′,∪C∈[B,A](ρ, C − 1, C − 1, ζ, ǫC)).
Et X est le terme de gauche pour un bon choix de ǫ?. D’ou` la non nullite´ annonce´e. On conside`re finalement le
cas ou` X est un sous-module irre´ductible de l’induite
< ρ| |ζB, · · · , ρ| |−ζA > ×π(ψ′, ǫ′, (ρ,A− 1, B + 1, ζ, ǫ0)).
On fixe X ′ un sous-module irre´ductible de π(ψ′, ǫ′, (ρ,A − 1, B + 1, ζ, ǫ0)) telle que l’inclusion ci-dessus se
factorise par X ′ et on applique la proposition a` X ′ en utilisant (ρ,A − 1, B + 1, ζ). On note alors X ′′ tel que
Jacζ(B+1),··· ,ζ(A−1)X
′ = X ′′ d’ou` aussi
X ′ =<< ρ| |ζ(B−1), · · · , ρ| |ζ(A−1) >,X ′′ > .
Avec des re´sultats standard, on sait que
< ρ| |ζB, · · · , ρ| |−ζA >→֒ ρ| |ζB× < ρ| |ζ(B−1), · · · , ρ| |−ζ(A−1) > ×ρ| |−ζA.
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On en de´duit
X →֒ ρ| |ζB× < ρ| |ζ(B−1), · · · , ρ| |−ζ(A−1) > ×ρ| |−ζA× < ρ| |ζ(B−1), · · · , ρ| |ζ(A−1) > ×X ′′ ≃
ρ| |ζB× < ρ| |ζ(B−1), · · · , ρ| |ζ(A−1) > × < ρ| |ζ(B−1), · · · , ρ| |−ζ(A−1) > ×ρ| |−ζA ×X ′′.
Le point est de de´montrer que l’hypothe`se entraˆıne que l’induite ρ| |−ζA×X ′′ est irre´ductible. Cela est e´quivalent
a` de´montrer que l’induite ρ| |−ζA ×X ′′ est isomorphe a` l’induite ρ| |ζA ×X ′′ (chacune des induites a` un unique
sous-module irre´ductible car Jac±AX
′′ = 0). On le sait dans le cas ou` X ′′ est de la forme π(?, ?) ou` (?, ?) est
un morphisme e´le´mentaire car (ρ, 2A− 1) n’est pas un bloc de Jordan au sens ordinaire de ce morphisme, par
hypothe`se. Et on se rame`ne a` ce cas, en utilisant 4.2. Ayant cela, on revient aux inclusions ci-dessus :
X →֒ ρ| |ζB× < ρ| |ζ(B−1), · · · , ρ| |ζ(A−1) > × < ρ| |ζ(B−1), · · · , ρ| |−ζ(A−1) > ×ρ| |−ζA ×X ′′ ≃
ρ| |ζB× < ρ| |ζ(B−1), · · · , ρ| |ζ(A−1) > × < ρ| |ζ(B−1), · · · , ρ| |−ζ(A−1) > ×ρ| |ζA ×X ′′ ≃
ρ| |ζB× < ρ| |ζ(B−1), · · · , ρ| |ζ(A−1) > ×ρ| |ζA× < ρ| |ζ(B−1), · · · , ρ| |−ζ(A−1) > ×X ′′.
Et cela donne JacζB,··· ,ζAX 6= 0 comme annonce´. Comme on sait que JacxX = 0 pour tout x ∈]ζB, ζA], il
existe donc Y une repre´sentation irre´ductible et une inclusion X →֒< ρ| |ζB, · · · , ρ| |ζA > ×Y ; comme en plus
JacζB,ζBX = 0, on a certainement JacxY = 0 pour tout x ∈ [ζB, ζA] d’ou` aise´ment JacζB,··· ,ζAX = Y . Ceci
termine la preuve.
Nous utiliserons cette proposition en particulier dans le cas suivant : ψ, ǫ est fixe´ avec (ρ,A,B, ζ, ǫ0) ∈ Jord(ψ, ǫ)
tel que A > B + 1. On remarque que dans le corollaire le groupe qui intervient est de rang strictement plus
petit que G. On peut donc appliquer le corollaire sans proble`me dans les de´monstrations par re´currence comme
nous les faisons ici.
Corollaire : Pour tout C ∈]B + 1, A], Jacζ(B+2),··· ,ζCπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)) =
<< ρ| |ζ(C+1), · · · , ρ| |ζA >, π(ψ′, ǫ′, (ρ,A− 1, B + 1, ζ, ǫ0)) > .
La proposition pre´ce´dente s’applique pour donner :
π(ψ′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)) =<< ρ| |
ζ(B+2), · · · , ρ| |ζA >, π(ψ′, ǫ′, (ρ,A− 1, B + 1, ζ, ǫ0)) > .
Et le corollaire s’en de´duit par un calcul de module de Jacquet.
4.5 Proprie´te´ d’injectivite
Pour i = 1, 2 fixons des couples (ψi, ǫi) et supposons que ψ1◦∆ = ψ2◦∆ =: ψ∆. Dans ces conditions CentLGψi
pour i = 1, 2 sont des sous-groupes de CentLG(ψ∆) ; cela a donc un sens de conside´rer leur intersection. On
suppose encore ici que ψ ◦ ∆ est discret et ici de fac¸on de´terminante on suppose que l’application qui a` un
caracte`re ǫ du groupe CentLG(ψ ◦∆) associe la se´rie discre`te π(ψ ◦∆, ǫ) est injective. On a aussi besoin de la
meˆme assertion pour tous les morphismes φ′ de WF × SL(2,C) dans le L groupe d’un groupe de meˆme type
que G tel que Jord(φ′) ⊂ Jord(ψ ◦∆).
Proposition : avec les notations et hypothe`ses ci-dessus, supposons que la restriction de ǫ1 a` CentLG(ψ1) ∩
CentLG(ψ2) ne co¨ıncide pas avec la restriction de ǫ2 a` ce meˆme groupe. Alors Irr(π(ψ1 , ǫ1))∩Irr(π(ψ2 , ǫ2)) = ∅.
Avant de de´montrer cette proposition, on va exprimer en termes combinatoires le fait que ψ1 ◦ ∆ = ψ2 ◦ ∆ ;
avec les notations de 2.2 cela dit exactement que pour tout ρ, on a l’e´galite´ ensembliste ∪A1,B1 [B1, A1] =
∪A2,B2 [B2, A2] ou` Ai, Bi pour i = 1, 2 parcourent l’ensemble des couples tels qu’il existe un signe ζ ve´rifiant
(ρ,Ai, Bi, ζ) ∈ Jord(ψi).
On de´montre cette proposition en admettant 4.1 par re´currence d’abord sur le rang du groupe puis sur∑
(ρ,A,B,ζ)∈Jord(ψ1∪Jord(ψ2
A − B. Si ce nombre est nul, les 2 morphismes ψ1 et ψ2 sont e´le´mentaires mais
ils ne co¨ıncident pas force´ment. Toutefois, les centralisateurs de ψ1, de ψ2 et de ψ∆ co¨ıncident. On peut donc
dire que ǫ1 6= ǫ2. On a rappele´ en 6, la de´finition des nombres aρ,ψi,ǫi , bρ,ψi,ǫi et des signes ζρ,ψi,ǫi, pour i = 1, 2.
Ces de´finitions se voient sur les modules de Jacquet, donc si il n’y a pas identite´ entre les valeurs pour i = 1
et celles pour i = 2, il est imme´diat que les repre´sentations correspondantes sont diffe´rentes. Pour simplifier
l’e´criture, on note ces nombres, a, b et le signe ζ. Si a > b+2, Jacζ(a−1)/2πψi,ǫi est de la forme π(ψ
′
i, ǫ
′
i) ou` l’on
a simplement remplace´ le bloc (ρ, (a − 1)/2, (a− 1)/2, ζ, ǫi(a)) par (ρ, (a − 3)/2, (a− 3)/2, ζ, ǫi(a). On obtient
alors le re´sultat par re´currence. Si a = b + 2, on de´finit ψ′i, ǫ
′
i en enlevant les 2 blocs (ρ, (a− 1)/2, (a− 1)/2, ζ)
et (ρ, (b− 1)/2, (b− 1)/2, ζ).
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On remarque que l’hypothe`se ǫ1 6= ǫ2 entraˆıne que soit ǫ′1 6= ǫ
′
2 soit que a = 3, b = 1 et ǫ1(ρ, 3) 6= ǫ2(ρ, 3) ; en
effet dans le cas ou` a est pair la valeur de ǫi sur (ρ, a) est pre´cise´ment (−1)a/2+1 et est donc inde´pendante de
i. Si a est impair, on a ne´cessairement b ≥ 1 avec nos hypothe`ses et ǫi(ρ, a) = ǫi(ρ, 1)(−1)(a−1)/2. Ainsi ǫi(ρ, a)
n’est de´termine´ par ǫ′i que si (ρ, 1) ∈ Jord(ψ
′
i) c’est-a`-dire b > 1.
Si ǫ′1 6= ǫ
′
2 on obtient le re´sultat par re´currence en remarquant que Jacζ(a−1)/2,··· ,−ζ(b−1)/2π(ψi, ǫi) =
π(ψ′i, ǫ
′
i). Dans le cas restant, on suppose pour avoir quelque chose a` de´montrer que π(ψ
′
1, ǫ
′
1) = π(ψ
′
2, ǫ
′
2).
On commence par ve´rifier que cela entraˆıne que ψ′1 = ψ
′
2 ; on sait que pour tout (ρ, α) ∈ Jord(ψ∆) avec α > 3,
il existe pour i = 1, 2 un signe ζα,i tel que (ρ, α, ζα,i) ∈ Jord(ψ′i) et le point est de de´montrer que ζα,1 = ζα,2
pour tout α. Cela se fait avec les modules de Jacquet, conside´rons d’abord α0 l’e´le´ment minimal ; on a, pour
i = 1, 2 :
Jacζα0,i(α0−1)/2π(ψ
′
i, ǫ
′
i) = π(ψ
′′
i , ǫ
′′
i ),
ou` ψ′′i s’obtient simplement en remplac¸ant (ρ, α0) par (ρ, α0 − 2) sans rien changer aux signes et
Jac−ζα0,i(α0−1)/2π(ψ
′
i, ǫ
′
i) = 0.
Cela entraˆıne de´ja` ζα0,1 = ζα0,2 ; puis on recommence avec l’e´le´ment minimal de Jordρ(ψ
′′
i )− {α0 − 2} et avec
π(ψ′′i , ǫ
′′
i ) qui donne le meˆme type de relations.
Maintenant que l’on sait que ψ′1 = ψ
′
2, on a aussi ψ1 = ψ2 et on connaˆıt l’injectivite´ de l’application
ǫ 7→ π(ψ, ǫ). Cela termine la preuve du de´but de la re´currence.
On suppose donc que soit ψ1 soit ψ2 n’est plus e´le´mentaire et on fixe B un entier minimum avec la proprie´te´
qu’il existe un entier A et un signe ζ tel que A > B et (ρ,A,B, ζ) ∈ Jord(ψi) pour une valeur de i au moins. Si
i = 1 et i = 2 sont possibles alors A est maximal pour le choix de i fait et par syme´trie on peut supposer que
i = 1. Supposons qu’il existe X ∈ Irr(ψ(ψi, ǫi)) pour i = 1, 2. On applique 4.1 a` ψ1, ǫ1 en utilisant (ρ,A,B, ζ).
Si JacζB,··· ,−ζAX = 0, on sait qu’il existe η = ± (avec les notations de´ja` introduites) tel que X ∈ Irr(π(ψη , ǫη).
On ve´rifie que CentLG(ψη) contient CentLG(ψ1) et on ve´rifie que la restriction de ǫη a` CentLG(ψ1) n’est autre
que ǫ1 (c’est meˆme comme cela qu’on a construit η). On obtient le re´sultat cherche´ par re´currence, en remplac¸ant
ψ1, ǫ1 par ψη, ǫη. On suppose donc que
JacζB,··· ,−ζAX := Y 6= 0.
En particulier JacζBX 6= 0. D’apre`s 3.2 applique´ a` ψ2, on sait qu’il existe A2 un entier tel que (ρ,A2, B, ζ) ∈
Jord(ψ2). Il n’y a aucune raison pour que A2 = A. On pose maintenant A = A1. On ve´rifie comme en 3.3 que
la non nullite´ de JacζB,···−ζBX entraˆıne que A2 > B. D’apre`s 4.1 pre´cise´ en ****, on sait que pour i = 1, 2 :
JacζB,··· ,−ζAiX =: X1,i ∈ Irr(π(ψ
′
i, ǫ
′
i, (ρ,Ai − 1, Bi + 1, ζ, ǫi(ρ,Ai, B)).
Si A1 = A2, on obtient le re´sultat par re´currence puisque les hypothe`ses sont encore ve´rifie´es pour les morphismes
intervenant dans le terme de droite ci-dessus.
Supposons donc que A1 6= A2. On noteAmax le plus grand entier tel que pour tout C ∈ [B,Amax] (ρ, 2C+1) ∈
Jord(ψ∆). On a ne´cessairement Amax ≥ A ; le calcul de Jord(ψ∆) en fonction de Jord(ψi) et la maximalite´ de
Amax, assurent que pour i = 1, 2, il existe un de´coupage en sous-intervalles [B
k
i , A
k
i ] ou` k ∈ [1, Ni] avec Ni un
entier tel que [B1i , A
1
i ] = [B,Ai] et pour tout k ∈ [1, Ni], il existe un signe ζk,i tel que (ρ,A
k
i , B
k
i , ζk,i) ∈ Jord(ψi).
En particulier ζ1,i = ζ pour i = 1, 2. On note encore A0 le plus petit entier tel qu’il existe pour i = 1, 2 un entier
ki ≤ Ni tel que A0 = Ak1 = Ak2 ; comme ces e´galite´s sont ve´rifiees pour Amax, un tel entier existe. Toujours
pour i = 1, 2, on noter ψ0i , ǫ
0
i le couple qui se de´duit de ψi, ǫi en enlevant les blocs (ρ,A
j
i , B
j
i , ζj,i) de Jord(ψi).
On peut appliquer la proposition 4.4 a` π(ψ′i, ǫ
′
i, (ρ,Ai − 1, Bi + 1, ζ, ǫi(ρ,Ai, B) en utilisant (ρ,A
2
i , B
2
i , ζ2,i)
pour calculer Jacζ2,iB2i ,··· ,ζ2,iA2iX1,i, puis de proche en proche pour calculer :
Jacζ2,iB2i , · · · , ζ2,iA
2
i , · · · , ζki,iB
ki
i , · · · , ζki,iA
ki
i X1,i = Yi
∈ Irr(π(ψ0i , ǫ
0
i , (ρ,Ai − 1, Bi + 1, ǫi(ρ,Ai, Biζ)),∪j∈[2,ki ](ρ,A
j
i − 1, B
j
i − 1, ζj,i, ǫi(ρ,A
j
i , B
j
i , ζj,i)). (1)
Montrons que pour i = 1, 2 et pour tout j ∈ [2, ki], ζj,i = −ζ. En effet, s’il n’en est pas ainsi, on fixe j minimum
avec cette proprie´te´, d’ou` ζj,i = ζ et les proprie´te´s standard de 1.2 (1), montrent que la non nullite´ ci-dessus
entraˆıne a fortiori la non nullite´ de Jacζj,iBji
X1,i et en revenant encore a` la de´finition de X1,i la non nullite´ de
JacζBji
X (ici on utilise le fait que Bji > Ai > Bi, d’ou` B
j
i −Bi > 1). Ainsi, en posant i
′ := {1, 2}− {i}, il existe
A′ tel que (ρ,Bji , A
′, ζ) ∈ Jord(ψi′ ) d’apre`s 3.2. Ainsi il existe j′ ≤ ki′ tel que B
j
i = B
j′
i′ . D’ou` encore :
Aj−1i = B
j
i − 1 = B
j′
i′ − 1 = A
j′−1
i′ < A
0,
ce qui contredit la minimalite´ de A0. Mais alors ainsi Yi ne de´pend pas de i, on le note Y On remarque que ǫi
pour i = 1, 2 sont uniquement de´termine´s par le caracte`re intervenant dans le membre de droite de (1) donc ces
caracte`res ne co¨ıncident pas sur l’intersection des commutants et on obtient une contradiction par la re´currence
applique´e a` Y . Cela termine la preuve.
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5 Preuve de la caracte´risation comme repre´sentation
5.1 Quelques notations
On appelle constituant irre´ductible de π(ψ, ǫ) une repre´sentation irre´ductible qui intervient avec un coefficient
non nul dans l’e´le´ment π(ψ, ǫ) vu dans le groupe de Grothendieck. On fixe (ρ,A,B, ζ, ǫ0) ∈ Jord(ψ, ǫ) avec
A > B. Ne´cessairement π˜ est un sous-quotient irre´ductible de l’une des repre´sentations suivantes :
∃C ∈]B,A], XC := δC × YC
ou` δC =< ρ| |ζB, · · · , ρ| |−ζA > et YC := Jacζ(B+2),··· ,ζCπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)) ou` il n’y a pas de Jac pour
C = B + 1 soit
∃η ∈ {±1}, Xη := π(ψ
′, ǫ′, (ρ,A,B + 1, ζ, η), (ρ,B,B, ζ, ηǫ0)).
On de´montre le the´ore`me en l’admettant par re´currence pour les repre´sentations π(ψ′′, ǫ′′) telles que soit le rang
du groupe correspondant est plus petit que le rang de G soit on a e´galite´ et
∑
(ρ′′,A′′,B′′,ζ′′)∈Jord(ψ′′)A
′′−B′′ <∑
(ρ′,A′,B′,ζ′)∈Jord(ψ)A
′ −B′.
On remarque que par 4.2 les repre´sentations XC et Xη sont connues par re´currence.
5.2 Proprie´te´s des modules de Jacquet
Proposition : Soit x ∈ R et soit π˜ un constituant irre´ductible de π(ψ, ǫ) alors Jacxπ˜ = 0 sauf s’il existe
(ρ,A,B, ζ) ∈ Jordρ(ψ) tel que x = ζB. De plus Jacx,xπ˜ = 0 pour tout x
La proposition est vraie si ψ est e´le´mentaire au sens de 6 (cf proprie´te´s de loc.cit.). On la de´montre par
re´currence. On reprend les notations de 5.1 et comme dans la preuve de 3, on ve´rifie que les seules valeurs de x
qui ne satisfont pas directement a` la conclusion de la proposition sont, pour le ρ de 5.1
x = ζC,C ∈ [B,A].
Conside´rons d’abord le cas ou` x = ζB ; il faut ici de´montrer que JacζB,ζBπ˜ = 0. Avec 5.1 il suffit de de´montrer
cela pour XC et pour Xη (avec les notations de loc.cit.) ; pour Xη cela se fait par re´currence et pour XC cela a
e´te´ fait dans la preuve de 3.
Soit x = ζC pour C ∈]B,A], en particulier x 6= 0 et on montre d’abord que :
pour tout constituant π˜ de π(ψ, ǫ), Jacx,xπ˜ = 0 et soit Jacxπ˜ = 0 soit Jacxπ˜ est irre´ductible et dans ce dernier
cas, l’induite ρ| |x × π˜ a un unique sous-module irre´ductible qui est alors π˜.
En effet soit π˜ un constituant irre´ductible de π(ψ, ǫ) et montrons que Jacx,xπ˜ = 0 ; pour cela, on fixe, comme en
5.1, soit C ∈]B,A] soit η tel que π˜ soit un sous-quotient irre´ductible de XC ou Xη. Et il suffit donc de de´montrer
que Jacx,xXC = 0 pour tout C comme ci-dessus et Jacx,xXη = 0 pour η = ±. On va le faire en de´tail pour
x = ζ(B+1) qui est le cas le plus difficile. Fixons d’abord η = ±, on a e´crit en 4.1 une description explicite des
constituants de Xη : l’un des termes (non irre´ductible en ge´ne´ral) est < σ, Y > ou` σ =< ρ| |ζ(B+1), · · · , ρ| |−ζA >
et
Y = π(ψ′, ǫ′, (ρ,A− 1, B + 2, η), (ρ,B,B, ζ, ηǫ0)).
Les autres termes sont de la forme π(ψ′, ǫ′,∪D∈]B,A](ρ,D,D, ζ, (−1)
[D]λ), (ρ,B,B, ζ, ηǫ0)), ou` λ est un signe
convenable. On montre que pour ces derniers termes Jacζ(B+1),ζ(B+1) = 0 par exemple par re´currence. Pour le
terme< σ, Y >, on a par la proposition applique´e par re´currence Jacζ(B+1)Y = 0. Or on a aussi Jacζ(B+1)σ
∗ = 0
pour un tel σ et il suffit donc de remarquer que Jacζ(B+1),ζ(B+1)σ = 0 ce qui re´sulte des re´sultats de Zelevinski.
Cela prouve notre assertion pour les constitutants de Xη.
Revenons donc a` C mais pour le moment, on suppose que C ∈]B+1, A] ; ici on a Jacζ(B+1)δC = Jacζ(B+1)δ
∗
C =
0 ; c’est l’hypothe`se C > B + 1. On sait 4.4 corollaire que
YC =<< ρ| |
ζ(C+1), · · · , ρ| |A >, π(ψ′, ǫ′, (ρ,A− 1, B + 1, ζ, ǫ0)) > .
Donc l’hypothe`se j > 1 assure que Jacζ(B+1),ζ(B+1)YC se calcule en fonction de Jacζ(B+1),ζ(B+1)π(ψ
′, ǫ′, (ρ,A−
1, B + 1, ǫ0)) qui est nul par re´currence.
Reste le cas C = B + 1, ici on ve´rifie que Jacζ(B+1)YC=B+1 = 0 : en effet YB+1 = π(ψ
′, ǫ′, (ρ,A,B +
2, ǫ(ρ, a, b))). D’ou` notre assertion en utilisant l’hypothe`se de re´currence. Ensuite il n’y a plus qu’a` ve´rifier que
Jacζ(B+1) < ρ| |
B, · · · , ρ| |−ζ(B+1) >= 0 et Jacζ(B+1),ζ(B+1) < ρ| |
ζB, · · · , ρ| |−ζ(B+1) >∗= 0. Cela termine la
preuve de l’assertion Jacx,x(˜π) = 0.
20
Soit maintenant π˜ un constituant irre´ductible de π(ψ, ǫ) tel que Jacxπ˜ 6= 0. Pour un bon choix de repre´sentation
irre´ductible X , on a une inclusion, par re´ciprocite´ de Frobenius : π˜ →֒ ρ| |x × Xet puisque Jacx,xπ˜ = 0,
ne´cessairement JacxX = 0. On calcule Jacx de l’induite de droite et on trouve que cela vaut X ; ici on a utilise´
la non nullite´ de x. On a ainsi montre´ toutes nos assertions.
On a de´montre´ en 3.2 pour les valeurs de x e´crites ci-dessus, Jacxπ(ψ, ǫ) = 0 et on vient de montrer que pour
π˜ et π˜′ des constituants irre´ductibles de π(ψ, ǫ) s’il y a une intersection (dans le groupe de Grothendieck) entre
Jacxπ˜ et Jacxπ˜
′ alors ces repre´sentations qui sont irre´ductibles co¨ıncident et que π˜ ≃ π˜′ en tant qu’unique
sous-module irre´ductible de l’induite ρ| |x×Jacxπ˜. Il est donc clair qu’il ne peut pas y avoir de simplifications et
qu’aucun constituant irre´ductible de π(ψ, ǫ) ne ve´rifie Jacx 6= 0 pour ces valeurs de x. Cela termine la preuve.
5.3 De´but de la preuve
5.3.1 Hypothe`ses pour cette sous-section
La de´monstration se fait par re´currence puisqu’il n’y a rien a` de´montrer dans le cas ou` pour tout (ρ,A,B, ζ) ∈
Jord(ψ), A = B. Elle est fastidieuse et technique, le lecteur comprendra certainement que ce que l’on cherche a`
de´montrer n’est pas limpide. Je n’ai pas de re´alisation de cette repre´sentation. On va commencer par traiter des
cas particuliers auxquels la preuve par re´currence se rame`nera. De cette fac¸on cela sera un peu moins abstrait.
On fixe (ρ,A,B, ζ, ǫ0) ∈ Jord(ψ, ǫ) tel que A > B.
Dans toute cette sous-section, on suppose que (ρ,A,B, ζ, ǫ0) que nous venons de fixer est le seul triple de
Jord(ψ) ve´rifiant A > B. On suppose aussi que l’ensemble des demi-entiers D pour lesquels il existe un signe
ζD tels que D < B et (ρ,D,D, ζD) est soit vide soit est un intervalle commenc¸ant a` 0 si B est entier et a` 1/2
sinon ; dans ce dernier cas, on suppose que ǫ(ρ, 1/2, 1/2, ζ1/2) = −1. On suppose aussi que si l’ensemble ci-dessus
est un intervalle non nul, ǫ alterne sur cet intervalle.
A partir de 5.3.3 on va supposer que ζ = + et que A,B sont des entiers ; dans 5.3.2, on ne fait pas
ces hypothe`ses et le lecteur verra ainsi ce que l’on e´vite en les faisant. L’hypothe`se sur ζ permet de fixer la
croissance des segments utilises pour la classification des repre´sentations irre´ductibles de GL. L’hypothe`se sur
A,B e´vite de devoir pre´ciser si on commence a` 0 ou a` 1/2 ; ici les 2 cas ne sont pas identiques, le cas ou` A et
B sont entiers est plus difficile que l’autre car les repre´sentations que l’on construits ne sont pas totalement
de´termine´es par leur module de Jacquet uniquement dans ce cas la`. En particulier 5.8.1 n’a pas d’objet si A,B
sont des demi-entiers non entiers.
5.3.2 Le cas le plus simple A = B + 1
Le cas ou` A = B + 1 a un e´nonce´ tre`s simple rappelons le avant de le de´montrer :
si ǫ0 = + π(ψ, ǫ) est l’unique sous-module irre´ductible de < ρ| |(a/2−1, · · · , ρ| |−(a/2) > ×π(ψ′, ǫ′) et en
particulier est irre´ductible.
si ǫ0 = −, π(ψ, ǫ) = ⊕η=±π(ψ′, ǫ′, (ρ,B + 1, B + 1, ζ, η), (ρ,B,B, ζ,−η)) et en particulier est de longueur 2
exactement.
Montrons cela ; le cas ou` ǫ0 = − est juste la de´finition. Supposons donc que ǫ0 = +. Par de´finition on a :
π(ψ, ǫ) =< ρ| |ζB, · · · , ρ| |−ζ(B+1)) > ×π(ψ′, ǫ′) (1)
⊖η=±π(ψ
′, ǫ′, (ρ,B + 1, B + 1, ζ, η), (ρ,B − 1, B − 1,−η)). (2)
On remarque que notre B+1 (resp. B) est le (aρ,ψ′′,ǫ′′−1)/2 (resp. (bρ,ψ′′,ǫ′′−1)/2) de 6 pour ψ′′, ǫ′′ se de´duisant
de ψ en enlevant le bloc (ρ,A,B, ζ, ǫ0) et en y ajoutant les 2 blocs (ρ,B + 1, B + 1, ζ, λ), (ρ,B,B, ζ, λ) pour
n’importe quel choix de λ = ±. On obtient donc imme´diatement les assertions : < ρ| |ζB, · · · , | |−ζB > ×π(ψ′, ǫ′)
est semi-simple de longueur 2 exactement et que (2) est la somme des 2 sous-modules irre´ductibles de l’induite
ρ| |ζ(B+1)× < ρ| |ζB, · · · , | |−ζB > ×π(ψ′, ǫ′).
Il est alors facile de voir que (2) est inclus dans l’induite de (1) et ici il est de´ja` clair que π(ψ, ǫ) est une
repre´sentation. On applique 6 (proprie´te´ 4) a` π(ψ′, ǫ′) puisque que le (aρ,ψ′,ǫ′−1)/2 de loc.cit. est ici strictement
supe´rieur a` B+1 : soit π˜ un sous-quotient de l’induite de (1), alors il existe un ensemble E totalement ordonne´
de demi-entiers relatifs tel que
{|x|;x ∈ E} = {|x|;x ∈ [B + 1,−B]}
et une repre´sentation irre´ductible σ sous-module de ×x∈Eρ| |x (repre´sentation d’un GL convenable) avec une
inclusion π˜ →֒ σ × π(ψ′, ǫ′). On remarque que pour x tel que Jacxσ 6= 0 ne´cessairement Jacxπ˜ 6= 0. Mais on a
vu en 5.2 que cela entraˆıne que x = ζB ; on n’a pas exactement vu cela, on pourrait aussi avoir x = ±D avec D
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comme ci-dessus mais il faudrait alors, en repartant de la de´finition de π(ψ, ǫ), Jacxπ(ψ
′, ǫ′) 6= 0 ce qui n’est pas
possible a` cause des hypothe`ses sur ǫ. On utilise la classification de Zelevinski a` l’aide de segments de´croissants
si ζ = + et croissants si ζ = − et on e´crit σ dans cette classification ; c’est-a`-dire qu’il existe v ∈ N et pour
tout i ∈ [1, v] des segments [xi, yi] avec la proprie´te´ de croissance pre´cise´e, c’est-a`-dire ζxi ≥ ζyi et pour tout
i ∈ [1, v[ ζxi ≤ ζxi+1. On a certainement Jacxσ 6= 0 pour x = x1 et pour x = xi pour i ve´rifiant pour tout
j < i xj 6= xi − 1. Mais si E ne contient pas ζ(B + 1), B est certainement le plus grand e´le´ment de ζE et alors
ne´cessairement v = 1 et [x1, y1] = [ζB,−ζ(B + 1)] ce qui est ce que l’on cherche. Si E contient ζ(B + 1) alors
on a
x1 = ζB, x2 = ζ(B + 1), v = 2.
On a 2 possibilite´s pour y1, y2. Soit :
y1 = ζBy2 = −ζ(B − 1) (3)
ou
y1 = −ζB; y2 = ζ(B + 1). (4)
Mais dans le cas (3), σ est une induite irre´ductible et on a aussi Jacζ(B+1)σ 6= 0 ce qui est exclu. Reste le cas
(4). Ici on utilise le fait que ρ| |ζ(B+1) × π(ψ′, ǫ′) est irre´ductible donc isomorphe a` ρ| |−ζ(B+1) × π(ψ′, ǫ′) et on
aurait une inclusion
π˜ →֒< ρ| |ζB, · · · , ρ| |−ζB > ×ρ| |ζ(B+1) × π(ψ′, ǫ′)
≃< ρ| |ζB, · · · , ρ| |−ζB > ×ρ| |−ζ(B+1) × π(ψ′, ǫ′).
Or l’induite < ρ| |ζB, · · · , ρ| |−ζB > ×ρ| |−ζ(B+1) est de longueur 2 exactement avec un quotient qui ve´rifie
Jac−ζ(B+1) 6= 0. L’inclusion ci-dessus se factorise donc par le sous-module, i.e. < ρ| |
ζB, · · · , ρ| |−ζ(B+1) >. Pour
terminer la preuve il ne reste plus qu’a` remarquer que l’induite :
< ρ| |ζB, · · · , ρ| |−ζ(B+1) > ×π(ψ′, ǫ′)
n’a qu’un unique sous-module irre´ductible par re´ciprocite´ de Frobenius.
5.3.3 1e construction
On rappelle que l’on fixe (ρ,A,B, ζ) ∈ Jord(ψ) avec A > B + 1 et on pose ǫ0 la valeur de ǫ sur cet e´le´ment
de Jord(ψ). On reprend la notation ψ′, ǫ′ qui se de´duit de ψ en enlevant ce bloc de Jordan. Montrons
Lemme : Soit π˜ un constituant de π(ψ, ǫ) ; alors il existe un entier t1 ∈ [0, [(A−B)/2]] et un signe λ tel que π˜
soit un sous-quotient d’une induite de la forme :
×j∈[0,2t1−1]ρ| |
A−2j × · · · × ρ| |−(A−2j−1) × π(ψ′, ǫ′,∪C∈[B,A−2t1](ρ, C,C, ζ, (−1)
[C]λ)),
ou` [0, 2t1− 1] est un ensemble vide si t1 = 0 et [B,A− 2t1− 2] est un ensemble vide si t1 = (A−B)/2. De plus
ne´cessairement ǫ0 =
∏
C∈[B,A−2t1]
(
(−1)[C]λ
)
.
On prend la de´finition de π(ψ, ǫ) soit il existe η = ± tel que π˜ soit un sous-quotient de π(ψ′, ǫ′, (ρ,A,B +
1, ζ, η), (ρ,B,B, ζ, ηǫ0)) soit il existe j ∈ [1, A− B] tel que π˜ soit un sous-quotient de l’induite (on utilise tout
de suite le corollaire de 4.4) :
ρ| |ζB × · · · × ρ| |−ζ(B+j) × ρ| |ζ(B+j+1) · · · × ρ| |ζA × π(ψ′, ǫ′, (ρ,A− 1, B + 1, ζ, ǫ0).
Conside´rons d’abord ce deuxie`me cas ; il est encore vrai que π˜ est alors sous-quotient de l’induite :
ρ| |A × · · · × ρ| |−B × π(ψ′, ǫ′, (ρ,A− 1, B + 1, ζ, ǫ0)).
On applique encore 4.4 pour remplacer π(ψ′, ǫ′, (ρ,A−1, B+1, ζ, ǫ0) par l’induite ρ| |B×· · · ρ| |A−1×π(ψ′, ǫ′, (ρ,A−
2, B, ζ, ǫ0). Et on obtient que π˜ est alors sous-quotient de l’induite :
ρ| |A × · · · × ρ| |−(A−1) × π(ψ′, ǫ′, (ρ,A− 2, B, ζ, ǫ0)).
On applique ensuite le lemme par re´currence pour obtenir le re´sultat cherche´. Reste le premier cas ; on fixe donc
η tel que π˜ est un sous-quotient de π(ψ′, ǫ′, (ρ,A,B + 1, ζ, η), (ρ,B,B, ζ, ηǫ0)). On applique d’abord le lemme
par re´currence en utilisant (ρ,A,B + 1, ζ, η) (cette e´tape est vide si A = B + 1). Ainsi il existe λ et t′ tel que π˜
soit un sous-quotient d’une induite de la forme :
×j∈[0,2t′−1]ρ| |
A−2j × · · · × ρ| |−(A−2j−1) × π(ψ′, ǫ′,∪C∈]B,A−2t′](ρ, C,C, ζ, (−1)
[C]λ), (ρ,B,B, ζ, ηǫ0)),
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avec la relation ∏
C∈]B,A−2t]
((−1)[C]λ) = η.
Si (−1)B+1λ 6= ηǫ0, ou si B + 1 = A − 2t
′, le lemme s’en de´duit automatiquement en posant tout simplement
t1 = t
′. Supposons donc que (−1)B+1λ = ηǫ0. On de´montre ici que
π(ψ′, ǫ′,∪C∈]B,A−2t′](ρ, C,C, ζ, (−1)
[C]λ), (ρ,B,B, ζ, ηǫ0)) →֒
< ρ| |ζ(B+1), · · · , ρ| |−ζB > ×π(ψ′, ǫ′,∪C∈[B+2,A−2t′](ρ, C,C, ζ, (−1)
[C]λ)).
Graˆce au lemme 4.4, on peut remplacer π(ψ′, ǫ′,∪C∈[B+2,A−2t′](ρ, C,C, ζ, (−1)
Cλ)) par l’induite
ρ| |ζ(B+2) × · · · × ρ| |ζ(A−2t
′) × π(ψ′, ǫ′,∪C∈[B+1,A−1](ρ, C,C, ζ, (−1)
[C]+1λ))
puis encore π(ψ′, ǫ′,∪C∈[B+1,A−2t′−1](ρ, C,C, ζ, (−1)
[C]+1λ)) par l’induite
ρ| |ζ(B+1) × · · · × ρ| |ζ(A−2t
′−1) × π(ψ′, ǫ′,∪C∈[B,A−2t′−2](ρ, C,C, ζ, (−1)
[C]λ)).
On remarque que l’on a
∏
C∈[B,A−2t′−2]((−1)
[C]λ) = ǫ0, donc π(ψ
′, ǫ′,∪C∈[B,A−2t′−2](ρ, C,C, ζ, (−1)
[C]λ)) a bien
la forme qui convient. Il reste a` modifier les premiers facteurs de l’induite. Puisque l’on cherche a` de´montrer
que π˜ est sous-quotient d’une certaine induite, on peut remplacer l’induite
< ρ| |ζ(B+1), · · · , ρ| |−ζB > ×ρ| |ζ(B+2) × ρζ(A−2t
′) × ρ| |ζ(B+1) × · · · × ρ| |ζ(A−2t
′−1)
par l’induite
ρ| |A−2t
′
× · · · × ρ| |−(A−2t
′−1).
On obtient le lemme en posant t1 = t
′ + 1. Cela termine la preuve.
5.3.4 2e construction
On fixe encore ψ, ǫ et (ρ, a, b) ∈ Jord(ψ) en supposant que inf(a, b) ≥ 2 et que (ρ, a, b) est le seul triple de
Jord(ψ) ayant cette proprie´te´ ; pour simplifier l’e´criture on suppose que a + b est pair. Avec les notations de
2.2, cela est e´quivalent a` fixer un quadruplet (ρ,A,B, ζ) ∈ Jord(ψ) avec A > B et a` supposer que c’est le seul
quadruplet avec cette proprie´te´ ; la parite´ se traduit par le fait que A et B sont des entiers. On note ici ψ˜, ǫ˜ le
couple qui se de´duit de ψ, ǫ en enlevant (ρ,A,B, ζ) et tous les quadruplets de la forme (ρ, C,C, ζ′) pour C < B.
Pour D un demi-entier tel que A−D ∈ N et pour λ un signe, on note ψ˜D,λ, ǫ˜D,λ le couple qui se de´duit de ψ˜, ǫ˜
en ajoutant cette fois, les quadruplets (ρ, C,C, ζ) pour D − C ∈ N et ǫ˜ vaut sur un tel quadruplet (−1)Cλ ; on
suppose que
∏
C≤D((−1)
[C]λ) = ǫ0 ou` ǫ0 = ǫ(ρ,A,B, ζ). Pour unifier les e´nonce´s on pose ψ˜−1,λ, ǫ˜−1,λ = ψ˜, ǫ˜,
ou` λ ne joue aucun roˆle. On impose toujours a` λ de ve´rifier :∏
C≤D
((−1)[C]λ) = ǫ0
∏
(ρ,E,E,ζ′);E<B
ǫ(ρ,E,E, ζ′).
Ci-dessous, on a des entiers a` cause de l’hypothe`se de parite´, en ge´ne´ral on a des demi-entiers.
Lemme : Soit π˜ un sous-quotient irre´ductible de π(ψ, ǫ). Il existe un ensemble d’entiers E totalement
ordonne´s , un entier D et un signe λ comme ci-dessus ve´rifiant :
π˜ →֒ ×x∈Eρ| |
x × π(ψ˜D, ǫ˜D,λ), (1)
E ∪ {−E} = ∪E∈[B,A][−E,E] ∪E<B;(ρ,E,E,ζ′)∈Jord(ψ) [−E,E]⊖C≤D [−C,C]. (2)
On montre d’abord qu’il existe un ensemble d’entiers E ′, ve´rifiant (2) ainsi que D et λ comme dans l’e´nonce´
mais tel que (1) soit affaibli en π˜ est un sous-quotient de l’induite e´crite en (1). L’e´tape faite en 5.3.3 rame`ne le
cas de (ψ, ǫ) au cas d’un parame`tre e´le´mentaire. On peut alors lui appliquer progressivement les de´finitions pour
conclure. Il reste a` appliquer 6 (proprie´te´ 4) qui oblige a` changer e´ventuellement certains signes dans E ′ ainsi
que son ordre pour obtenir l’inclusion annonce´ en (1). Les ope´rations faites sur E ′ ne change pas la proprie´te´
(2). La condition sur le signe est automatique car on ne change pas la valeur de
∏
(ρ,A′,B′,ζ′) ǫ(ρ,A
′, B′, ζ′) dans
toutes ces ope´rations.
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5.4 Un cas particulier important
5.4.1 1e e´tape
On fixe (ρ,A,B, ζ) comme ci-dessus. On fait les hypothe`ses de 5.3.4 et on en ajoute meˆme d’autres. Pour
simplifier les notations on suppose que A,B sont des entiers. Si B = 0, on n’ajoute aucune hypothe`ses. Par
contre si B > 0, on suppose que (ρ, C,C, ζ) ∈ Jord(ψ) pour tout 0 ≤ C < B et que ǫ alterne sur tous ces blocs,
c’est-a`-dire qu’il existe un signe λ′ tel que ǫ(ρ, C,C, ζ) = (−1)Cλ pour tout C comme ci-dessus.
On fixe π˜ un constituant irre´ductible de π(ψ, ǫ) et on reprend d’abord la 1e construction 5.3.3, d’ou` t1 et
λ1. Ensuite on fait la 2e construction, d’ou` D et λ. Mais ici on peut pre´ciser un peu les rapports entre t1 et
D (on rappelle que D peut valoir −1). On sait que le signe ǫt1,λ1 vaut ǫ sur les blocs jusqu’a` B − 1 et donc
alterne par hypothe`se. Puis, par construction il alterne de nouveau sur les A−B − 2t1 + 1 blocs compris entre
B et A − 2t1. On pose 2t := A − D et 2t est exactement le nombre de blocs qui disparaissent de ψ ◦ ∆ pour
arriver a` ψ˜D dans ces constructions. Donc soit le signe ǫt1,λ1 alterne de´ja` spontane´ment a` la fin de la premie`re
construction et t = t1, soit il n’y a pas alternance et t = t1 + inf(B,A− B − 2t1 + 1). Ci-dessous on passe en
revue les cas ou` l’on peut conclure et ensuite on montrera que ce sont les seuls cas qui peuvent se produire.
Lemme : avec les notations ci-dessus, supposons que l’on peut choisir E contenant−ζA alors JacζB,··· ,−ζAπ˜ 6= 0.
On fixe E tel que 5.3.4 soit satisfait et on suppose que E contient −ζA. Pour simplifier la de´monstration on
suppose que ζ = + pour ne plus devoir l’e´crire. Alors il existe x ∈ E tel que [x,−A] soit un segment et
Jacx,··· ,−Aπ˜ 6= 0 (cf 1.2). Comme |x| ≤ A, ne´cessairement x = B. D’ou` le lemme
Supposons maintenant que D = A, c’est-a`-dire que t1 = 0 dans la premie`re construction 5.3.3 et qu’il n’y a
aussi aucune 2e construction, c’est-a`-dire que le signe alterne spontane´ment ; il re´sulte des de´finitions que π˜ est
l’une des repre´sentations ”comple´mentaires” de l’e´nonce´ du the´ore`me celle qui ve´rifie en plus que le caracte`re
prend des valeurs diffe´rentes sur le bloc (ρ,B,B) et (ρ,B− 1, B− 1), ceci n’est de toute fac¸on possible que sous
les meˆmes conditions que dans l’e´nonce´ du the´ore`me a` cause de la condition de signe (cf. Remarque de 5.3.4).
Supposons maintenant que B > 0, en particulier (ρ, 0, 0, ζ) ∈ Jord(ψ). On suppose que D = A−2inf(B,A−
B + 1). On suppose en plus que si A−B + 1 > B, λ 6= ǫ(ρ, 0, 0, ζ).
On reprend les constructions et en particulier t := (A −D)/2, notation de´ja` introduite avant l’e´nonce´ avec
soit t = t1 dans le cas ou` λ1 6= ǫ(ρ,B − 1, B − 1), soit t = t1 + inf(B,A − B − 2t1 + 1) dans le cas oppose´
puisque le signe n’alterne plus. Reprenons l’hypothe`se D = A − 2inf(B,A − B + 1) qui dit exactement que
t = inf(B,A−B+1). Ce que l’on veut de´montrer ici est que t1 = 0 et π˜ sera alors aussi une des repre´sentations
comple´mentaires, celle que l’on n’a pas trouve´e ci-dessus.
On a srˆement t1 ≤ (A−B+1)/2 donc si A−B+1 ≤ B, on a t = A−B+1 > t1 d’ou` t = t1+A−B−2t1+1 =
A−B − t1 + 1 d’ou` encore t1 = 0. Supposons donc que B < A− B + 1. Ici on a t = B et soit imme´diatement
t1 = 0 soit B > A−B−2t1+1. Dans ce cas, quand on reprend la deuxie`me construction (5.3.4) on constate que
l’on ne touche pas au bloc (ρ, 0, 0, ζ) et donc que λ = ǫ(ρ, 0, 0, ζ) ce qui est contraire a` l’hypothe`se et empeˆche
l’ine´galite´ B > A−B − 2t1 + 1. D’ou` le re´sultat cherche´.
On reprend les notations qui pre´ce`dent, en particulier (ρ,A,B, ζ) et ǫ0.
Lemme : soit λ tel que
∏
C∈[B,A]((−1)
[C]λ) = ǫ0 (on suppose qu’il existe un tel λ alors la repre´sentation
πλ := π(ψ
′, ǫ′,∪C∈[B,A](ρ, C,C, ζ, (−1)
[C]λ)) intervient avec multiplicite´ 1 exactement dans π(ψ, ǫ).
On reprend la de´finition de π(ψ, ǫ) ; on conside`re d’abord les sous-quotients intervenant dans∑
C∈]ζB,ζA]
< ρ| |ζB, · · · , ρ| |−ζC > ×Jacζ(B+2),··· ,ζCπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0).
Ces sous-quotients ve´rifient t1 6= 0 dans la premie`re construction de 5.3.3 et ils ne peuvent eˆtre isormorphes a`
une repre´sentation du type πλ de l’e´nonce´. Ce qu’il faut donc de´montrer et que πλ intervient avec multiplicite´
1 exactement dans
⊕η=±(−1)
[(A−B+1)/2]ηA−B+1ǫA−B0 π(ψ
′, ǫ′, (ρ,A,B + 1, ζ, η), (ρ,B,B, ζ, ηǫ0)). (∗)
Le cas facile est celui ou` A = B+1 ; la repre´sentation πλ n’existe que si ǫ0 = −1 et les 2 valeurs de λ sont alors
possibles ; les repre´sentations πλ sont exactement celles qui interviennent dans (*) et le seul point a` ve´rifier est :
(−1)[(A−B+1)/2]ηA−B+1ǫA−B0 = (−1)ǫ0 = 1.
Dans le cas ge´ne´ral, on applique le the´ore`me de 4.1 par re´currence en utilisant (ρ,A,B+1, η) ; pour η fixe´ et pour
λ′ ve´rifiant
∏
C∈]B+1,A]((−1)
[C]λ′) = η, la repre´sentation πη,λ′ := π(ψ
′, ǫ′,∪C∈]B+1,A](ρ, C,C, ζ, (−1)
[C]λ′), (ρ,B,B, ζ, ηǫ0
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intervient avec multiplicite´ 1 exactement dans π(ψ′, ǫ′, (ρ,A,B + 1, ζ, η), (ρ,B,B, ζ, ηǫ0)). La repre´sentation πλ
ne peut eˆtre que l’une de ces repre´sentations πη,λ′ et elle est cette repre´sentation quand on a les e´galites :
λ(−1)[B] = ηǫ0, (−1)
[B+1]λ′ = −ηǫ0.
Cela entraˆıne, λ′ = λ. On re´crit la proprie´te´ de λ :∏
C∈[B,A]
((−1)[C]λ) = ǫ0 = λ
A−B+1(−1)(A+B−δ)(A−B+1)/2,
ou` δ = 0 si A,B sont des entiers et -1 sinon. Conside´rons d’abord le cas ou` A − B + 1 est pair. On a alors,
(−1)(A−B+1)/2 = ǫ0 et pour chaque valeur de λ il existe η tel que πλ = πη,λ ; le point est de ve´rifier le signe,
c’est -a`-dire :
(−1)(A−B+1)/2ηA−B+1ǫA−B0 = (−1)
(A−B+1)/2ǫA−B0 = 1,
comme cherche´.
Supposons maintenant que A−B+1 est impair ; on a alors une seule valeur de λ possible et elle de´termine η
puisqu’il faut (−1)[B]λ = ηǫ0. Il faut encore ve´rifier le signe qui vient devant cette repre´sentation ; on remarque
que dans πλ le signe de´finissant la repre´sentation alterne sur tous les blocs de Jord de la forme (ρ, C,C, ζ) avec
C ∈ [B,A] et en valant ηǫ0 sur (ρ,B,B, ζ) et avec le produit de tous ces signes valant ǫ0. Cela donne la relation :
(ηǫ0)
A−B+1(−1)[(A−B+1)/2] = ǫ0.
Ainsi
(−1)[(A−B+1)/2]ηA−B+1ǫA−B0 = +1,
comme cherche´. Cela termine la preuve.
5.4.2 Modules de Jacquet
On refixe les notations tout en gardant (ρ,A,B, ζ) ∈ Jord(ψ) avec A > B + 1 ainsi que les hypothe`ses de
5.3.1. Pour simplifier la de´monstration et parceque c’est le cas le plus difficile, on suppose que A et B sont des
entiers. Pour D un entier avec D ∈ [−1, A], on note SD l’ensemble non ordonne´ ∪C∈]D,A][−C,C]. Soit π˜ un
constituant de π(ψ, ǫ). On reprend t, λ comme en 5.3.4 en posant D = A − 2t. Rappelons que t est un entier.
On a aussi construit l’ensemble ordonne´ E tel que
π˜ →֒ ×x ∈ Eρ| |x × π(ψ˜t, ǫ˜t,λ).
Ici ψ˜, ǫ˜t,λ se de´duit de ψ, ǫ en enlevant tous les blocs de la forme (ρ,A
′, B′, ζ) ou` B′ ≤ B et en rajoutant les
blocs (ρ, C,C, ζ) ou` C ∈ [0, D] (on ne rajoute rien si D = −1) et le caracte`re ǫ˜t,λ alterne sur tous ces blocs en
commenc¸ant par ǫ˜t,λ(ρ, 0, 0, ζ) = λ. On sait aussi que
E ∪ −E = SD
En ge´ne´ral cet ensemble E n’est pas unique et on n’a pas encore de´montre´ que t, λ le sont. Toutefois, on a :
Lemme : Soit π˜ un constituant de π(ψ, ǫ) et soient t et λ, comme en 5.3.4. Soit aussi un ensemble E d’entiers,
en valeur absolue infe´rieurs ou e´gaux a` A et tels que π˜ soit un sous-quotient de l’induite ×x∈Eρ| |x × π(ψ˜t, ǫ˜t,λ).
Alors E ∪−E = SD, ou` D = A−2t e´galite´ d’ensembles non ordonne´s. De plus t et λ sont uniquement de´termine´s
par π˜.
L’existence a e´te´ prouve´e en 5.3.4. L’unicite´ re´sulte d’un calcul de module de Jacquet ; en effet fixons t, λ et E
convenant et un autre triplet t′, λ′, E ′ convenant aussi. On e´crit donc π˜ d’une part comme sous-quotient de
×x∈Eρ| |
x × π(ψ˜t, ǫ˜t,λ) (1)
d’autre part comme sous-quotient de
×x∈Eρ| |
x × π(ψ˜t′ , ǫ˜t′,λ′). (2)
Les formules standards calculant les modules de Jacquet sont particulie`rement simples a` appliquer puisque
∀y; |y| ≤ A, Jacyπ(ψ˜t, ǫ˜t,λ) = 0 = Jacyπ(ψ˜t′ , ǫ˜t′,λ′).
Avant de proce´der a` ces calculs on re´ordonne E en changeant aussi e´ventuellement des signes pour les e´le´ments
de cet ensemble de fac¸on a` ce que π˜ soit un sous-module de (1) ; cela est possible graˆce a` 6 (proprie´te´ 4). Cela
nous assure que Jacx∈E π˜ 6= 0. On de´duit de (1) que Jacx∈E π˜ est non nul et isotypique de type π(ψ˜t, ǫ˜t,λ) et de
(2) que ce module de Jacquet est certainement nul si E ∪ −E 6= E ′ ∪ −E ′ et s’il n’est pas nul est isotypique de
type π(ψ˜t′ , ǫ˜t′,λ′). Cela donne l’unicite´ cherche´e de t et λ. et de E ∪−E . Puisque pour l’un des choix cette union
est SD cela est vrai pour tous les choix.
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5.4.3
Ici on fait l’hypothe`se de 5.3.1. On suppose que ζ = + sinon il faut le faire intervenir partout et ce qui est
croissant devient de´croissant.
On fixe π˜ et E , t, λ tels que 5.3.4 (1) et (2) soient ve´rifie´s. On renote ici (1) :
π˜ →֒ ×x∈Eρ| |
x × π(ψ˜t, ǫ˜t,λ). (1)
L’ensemble E est totalement ordonne´, ordre note´ >E pour garder > pour l’ordre sur les nombres. On dit
que E est muni d’un ordre maximal si E s’e´crit comme une union de segments croissants, pour i ∈ [1, v], v
convenable, de la forme [xi, yi] avec x1 ≥ · · · ≥ xv et pour i ≤ j avec xi = xj , yi ≥ yj ; l’ordre de E e´tant l’ordre
[x1, y1], · · · , [xv, yv]. A un tel ensemble ordonne´ de segments, Zelevinski a associe´ une repre´sentation irre´ductible
σ>E du groupe line´aire convenable et de fac¸on standard, quand on a une inclusion
π˜ →֒ ×x∈Eρ| |
x × πδ,ζ (1)
on peut re´ordonner E de fac¸on a` avoir une inclusion
π˜ →֒ σ>E × πδ,ζ . (2)
Lemme : Pour E ve´rifiant (1), il existe un unique ordre maximal sur cet ensemble tel que (2) soit satisfait.
Pre´cise´ment, x1 = B, pour tout i ∈ [1, v[, xi = xi+1 + 1 et y1 > · · · > yv, ce qui de´termine uniquement l’ordre
et induit meˆme des restrictions sur la forme de E .
On fixe un ordre maximal sur E , d’ou` les segments [xi, yi] pour i ∈ [1, v].
Ayant mis cet ordre, on montre maintenant que pour tout i ∈ [1, v[, xi+ 1 = xi − 1. En effet s’il n’en est
pas ainsi, on note Ei l’ensemble qui se de´duit de E en enlevant simplement xi+1 ; c’est encore naturellement une
union de segments ordonne´s suivant l’ordre de Zelevinski a` ceci pre`s que le i + 1-ie`me segment peut eˆtre plus
”grand” que certains de ceux qui le pre´ce`dent ; cela se produit si xi = xi+1. Le i + 1-ie`me segment dans Ei est
alors ]xi+1, yi+1] et ce segment n’est pas lie´ au sens de Zelevinski avec ceux qui le pre´ce`de et ont pour origine x
avec x = xi. On note σi la repre´sentation associe´e par Zelevinski a` Ei. On suppose que i est minimum avec la
proprie´te´ xi 6= xi+1 + 1 et on montre par les arguments bien connus dans les groupes line´aires que
σE →֒ ρ| |
xi+1 × σEi .
Remarquons que Jacxi+1,x1σi 6= 0 et cela entraˆıne donc que Jacxi+1,x1 π˜ 6= 0. Comme Jacx1 π˜ 6= 0, on sait a
priori que x1 = B et la meˆme proprie´te´ pour xi+1. On ve´rifie que JacB,Bπ˜ = 0 graˆce a` 5.2. D’ou` l’assertion sur
les xi.
Montrons maintenant que pour tout i ∈ [1, v[, yi > yi+1. Supposons qu’il n’en soit pas ainsi et fixons i
minimum tel que yi ≤ yi+1. Alors le i-e`me segment de E n’est pas lie´ au i+1-ie`me. On note ici Ei l’ensemble des
segments constituant E sauf que l’on a enleve´ xi+1 au i+1-ie`me et que l’on a permute´ le i-e`me et le i+1-e`me
segment. On note σi la repre´sentation associe´e par Zelevinski a` l’ensemble des segments constituant Ei et on a
encore une inclusion :
σE →֒ ρ| |
xi+1 × σi.
On en de´duit que Jacxi+1 π˜ 6= 0 et xi+1 = B ce qui est impossible. Cela termine la preuve du lemme.
5.4.4 Non nullite´ de certains modules de Jacquet
On garde l’hypothe`se de 5.3.1. On fixe E satisfaisant les conditions du paragraphe pre´ce´dent et en particulier
E peut se voir comme une union de segments. On e´crit E sous forme de tableau ou` les e´le´ments croissent de 1
sur chaque ligne et de´croissent de 1 sur chaque colonne.
x1 = B · · · · · · · · · y1
...
...
xv · · · yv
On note s le nombre de colonnes et z1, · · · , zs le dernier e´le´ment de chaque colonne. Cette pre´sentation permet
de calculer aise´ment E ∪ −E . On a
E ∪ −E = ∪x∈[B,y1][−x, x] ∪i∈[1,s];zi≤0 [zi,−zi]⊖i∈[1,s];zi>0 [−zi + 1, zi − 1].
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On rappelle que E ∪ −E = ∪z∈[D+1,A][−z, z] (ou` D = A− 2t). On en de´duit donc :
[B, y1] ∪i∈[1,s];zi≤0 {−zi} = [D + 1, A] ∪i∈[1,s];zi>0 {zi − 1}. (1)
Pour tildeπ un constituant de π(ψ, ǫ) fixe´, en ge´ne´ral plusieurs choix de E sont possibles. Il n’y a pas d’inte´reˆt
a` les e´crire tous mais 2 vont nous servir plus particulie`rement. D’abord remarquons que si E n’est pas vide,
ce qui est implicite ici, E contient soit −A soit A. On rappelle que par de´finition t ve´rifie 2t = A − D et que
ne´cessairement t ≤ A−B + 1.
Soit π˜ fixe´ un composant irre´ductible de π(ψ, ǫ) ; on suppose que le t et λ qui lui sont associe´s, ve´rifient, t 6= 0
Lemme : on peut alors choisir E comme ci-dessus convenant pour π˜ avec l’une des proprie´te´s ci-dessous :
E contient −A ;
ou
E =
x1 = B · · · · · · · · · A
...
...
...
...
...
−B + 1 · · · · · · · · · (D + 1)
;
ou
E =
x1 = B · · · · · · · · · A
...
...
...
...
...
−B + 1 · · · B − t · · · −(D + 1)
;
ou
E = ED :=
x1 = B · · · · · · · · · A
...
...
...
...
...
B − 2t+ 1 · · · B − t · · · D + 1
...
...
...
−B + 1 · · · t−B
De plus si un ensemble E convient qui est tel que le plus petit e´le´ment de E est infe´rieur ou e´gal a` −B, alors
JacB,··· ,−Aπ˜ 6= 0.
On fixe E et l’ordre maximal sur E tel que
π˜ →֒ σ>E × πD,λ.
Et on suppose que E est tel que parmi tous les choix possibles le nombre d’e´le´ments de E strictement positifs
est minimal.
Soit i ∈ [1, v] tel que yi > 0, pour tout j > i, yj 6= yi − 1 et yi 6= D + 1. Alors on montre que l’on peut
remplacer E par un ensemble co¨ıncidant a` l’ordre pre`s avec E − {yi} ∪ {−yi} : on proce`de comme en 5.4.3, en
notant Ei l’ensemble des segments qui se de´duit de E en remplac¸ant yi par yi−1 pour le i-e`me segment. On note
σi la repre´sentation associe´e par Zelevinski a` cet ensemble ordonne´ de segments et on a encore : σE →֒ σi×ρ| |yi
ici on utilise seulement le fait que pour tout j > i, yj < yi − 1 ou yj = yi. Comme yi 6= D+ 1 la repre´sentation
ρ| |yi × πδ,ζ est irre´ductible (cf. 6.3.1) et donc isomorphe a` ρ| |−yi × πδ,ζ . D’ou` l’assertion annonce´e.
On suppose que E ne contient pas −A ; il contient donc A et ne´cessairement y1 = A. Ainsi le nombre
de colonnes du tableau (le s dans ce qui pre´ce`de l’e´nonce´ du lemme) vaut A − B + 1, ce que l’on va e´crire
b := A − B + 1. (C’est le b dans l’interpre´tation en terme de bloc de Jordan venant des repre´sentations). On
revient aux notations zj; j ∈ [1, b] qui pre´ce`dent l’e´nonce´ et on remarque que {zj − 1; zj > 0} est d’apre`s ce que
l’on vient de voir un intervalle de la forme [z,D], en acceptant z = D + 1 si l’ensemble est vide. Ainsi 5.4.4 (1)
que l’on rappelle, en acceptant z = D + 1 :
[B,A] ∪i∈[1,s];zi≤0 {−zi} = [D + 1, A] ∪ [z,D] = [z, A].
D’ou` z ≤ B et [z,B[= {−zi; zi ≤ 0}.On pourrait avoir z = B ce qui veut dire que tous les e´le´ments de E sont
strictement positifs mais on obtient tout de suite une impossibilite´, il faudrait B + 1 ≤ B !. Ainsi z < B Cela
veut dire que le tableau s’e´crit si z = 0
E =
B · · · · · · · · · A
...
...
...
...
...
B − 2t+ 1 · · · · · · · · · D + 1
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Mais on doit avoir [B,A] ∪ [−(B − 2t+ 1), 0] = [0, A] ce qui force B − 2t+ 1 = −B + 1 et on est dans le 2e cas
de l’e´nonce´.
Si z 6= 0
E =
B · · · · · · · · · A
...
...
...
...
...
B − 2t+ 1 · · · z · · · D + 1
...
...
...
−B + 1 · · · −z
(∗)
En particulier si z = D + 1 le tableau E est rectangulaire si z = D + 1 et on est dans le 3e cas de l’e´nonce´.
Supposons maintenant que {zj; zj > 0} n’est pas un ensemble vide ; on calcule z en comptant le nombre de
lignes. Ce nombre est 2B qui se de´compose en 2t ”longues” lignes et 2B− 2t lignes ”courtes”. Mais 2z est aussi
le nombre de lignes ”courtes” d’ou` z = B − t Remarquons qu’il faut donc t ≤ B et que t = B est e´quivalent a`
ce que le tableau de´finissant E soit rectangulaire.
On de´montre maintenant la fin du lemme ; en effet supposons qu’un ensemble E qui convient contient un
e´le´ment infe´rieur ou e´gal a` −B. On impose en plus a` E ve´rifiant cette proprie´te´ d’avoir un nombre minimal
d’e´le´ments strictement positifs. On a donc vu que ou bien on a directement l’assertion, ou bien E est celui de
l’e´nonce´ 2e, 3e ou 4e cas. Dans ces cas, le plus petit e´le´ment de E est −B + 1 ; ce qui est donc exclu.
5.4.5
On prend les hypothe`ses et les notations de la sous-section pre´ce´dente ; en particulier π˜ est fixe´, d’ou` t, λ et
D = A− 2t. On a aussi de´fini ED.
Lemme : On suppose que D < B − 1 et qu’il existe C ∈]B,A] tel que π˜ est un sous-quotient de l’induite :
XC :=< ρ| |
ζB, · · · , ρ| |−ζC > ×Jacζ(B+2),··· ,ζCπ(ψ
′, ǫ′, (ρ,A− 1, B + 1, ζ, ǫ0)) > .
Alors Jacx∈ED π˜ = 0.
Dans la preuve, on suppose que ζ = +. Avant de de´montrer ce lemme on va faire de fac¸on un peu ge´ne´rale le
calcul suivant. Soit ℓ un entier non nul et on pose Aℓ :
B B + 1 · · · A
...
...
...
...
B − ℓ+ 1 B − ℓ + 2 · · · A− ℓ+ 1
B − ℓ
...
−B + 1
Alors, si ℓ ≤ B − C + 1, on pose
AC,ℓ :=
B + 2 · · · · · · · · · A
...
...
...
...
...
B + 3− ℓ · · · · · · · · · A− ℓ+ 1
B + 2− ℓ · · · C − ℓ
et
Jacx∈AℓXC =< ρ| |
−B, · · · , ρ| |−C+ℓ > ×Jacx∈AC,ℓπ(ψ
′, ǫ′, (ρ,A,B − 2, ζ = +, ǫ0))
ou` le premier facteur de l’induite n’apparaˆıt pas si ℓ = C −B + 1.
Si ℓ > C −B + 1,
Jacx∈AℓXC = 0
Pour faire ces calculs, on commence, comme on en a le droit, par calculer JacB,··· ,−B+1XC et cela vaut
X ′C :=< ρ| |
−B, · · · , ρ| |−C > ×YC ,
ou`
YC = Jac(B+2),··· ,Cπ(ψ
′, ǫ′, (ρ,A− 1, B + 1, ζ = +, ǫ0)) > .
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Il faut encore calculer Jacx∈B du re´sultat, X
′
C , ou`
B :=
B + 1 · · · A
...
...
...
B + 2− ℓ · · · A− ℓ+ 1.
Dans le tableau ci-dessous le X dit simplement que l’on omet l’e´le´ment situe´ en principe a` cette place et on
pose, pour ℓ′ ≤ C −B + 1
CC,ℓ′ :=
B + 2 · · · C
B + 1 · · · C − 1 X C + 1 · · · A− 1
...
...
...
...
...
...
...
B + 2− ℓ′ · · · C − ℓ′ X C − ℓ′ + 2 · · · A− ℓ′ + 1
On montre que pour ℓ′ ≤ C −B + 1,
Jacx∈Bℓ′X
′
C =< ρ| |
−B, · · · , ρ| |−C+ℓ
′
> ×Jacx∈CC,ℓ′π(ψ
′, ǫ′, (ρ,A,B + 2, ǫ0)).
Le terme de droite intervient clairement dans le terme de gauche mais en principe interviennent aussi les termes
indexe´s par ℓ′′ suivants ou` ℓ′′ ≤ ℓ′ :
< ρ| |−B, · · · , ρ| |−C+ℓ
′′
> ×Jacx∈CC,ℓ′,ℓ′′π(ψ
′, ǫ′, (ρ,A,B + 2, ζ = +, ǫ0)),
ou` CC,ℓ′,ℓ′′ := :
B + 2 · · · C
B + 1 · · · C − 1 X C + 1 · · · A
...
...
...
...
...
...
...
B + 2− ℓ′′ · · · C − ℓ′′ + 1 X C − ℓ′′ + 3 · · · A− ℓ′′ + 2
B + 1− ℓ′′ · · · C − ℓ′′ C − ℓ′′ + 1 C − ℓ′′ + 2 · · · A− ℓ′′ + 1
...
...
...
...
...
...
...
B − ℓ′ + 2 · · · C − ℓ′ C − ℓ′ + 1 C − ℓ′ + 2 · · · A− ℓ′ + 1
Mais pour un tel choix de ℓ′′, on va montrer que Jacx∈CC,ℓ′,ℓ′′π(ψ
′, ǫ′, (ρ, a + 2, b − 2, ǫ(ρ, a, b))) = 0. En effet,
on conside`re uniquement la partie du tableau :
C′′ :=
B + 2 · · · C
B + 1 · · · C − 1
...
...
...
B + 2− ℓ′′ · · · C − ℓ′′ + 1
B + 1− ℓ′′ · · · C − ℓ′′ C − ℓ′′ + 1.
Et le Jac dont on cherche a` montrer la nullite´ se factorise par Jacx∈C′′ . Or une repre´sentation irre´ductible σ du
GL correspondant dont le support cuspidal est l’ensemble des ρ| |x pour x parcourant C′′ d’apre`s la classification
de Zelevinski ne peut pas avoir Jacxσ 6= 0 pour uniquement x = B + 2. D’ou` la contradiction, il y aurait une
valeur de x 6= B + 2, x ∈ C′′ telle que Jacxπ(ψ′, ǫ′, (ρ,A,B + 2, ζ = +, ǫ0)) 6= 0. Ceci est exclu par 3 d’ou` la
nullite´ cherche´e.
On obtient, comme annonce´, le cas ℓ ≤ C −B+1 en faisant ℓ′ = ℓ dans ce qui pre´ce`de et en remarquant de
fac¸on tout a` fait formelle que l’on peut remplacer CC,ℓ par AC,ℓ.
Supposons maintenant ℓ > C − B + 1 et il suffit meˆme de montrer la nullite´ pour ℓ = C − B + 2. On a
d’apre`s ce qui pre´ce`de :
Jacx∈AℓXj = Jacx∈A′π(ψ
′, ǫ′, (ρ,A,B + 2, ζ = +, ǫ0)),
ou`
A′ :=
B + 2 · · · C
B + 1 · · · C − 1 X C + 1 · · · A
...
...
...
...
...
...
...
B + 1− (C −B) · · · B − 1 X B + 1 · · · A− (C −B)
B − (C −B) · · · B − 2 B − 1 B · · · A− (C −B)− 1
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et l’argument de´ja` donne´ ci-dessus (pour ℓ′′) donne la nullite´ cherche´e. Revenons a` l’e´nonce´ du lemme ; quand
D+ 1 ≤ B − 1 (c’est-a`-dire D < B − 1), le calcul de Jacx∈TD π˜ se factorise par Jacx∈CC,ℓ′ π˜ pour tout ℓ
′ tel que
A− ℓ′ + 1 ≥ D + 1. On peut donc prendre ℓ′ = A−D > A−B + 1 ≥ C −B + 1. D’ou` la nullite´ annonce´e.
Remarque : le meˆme argument s’applique pour T± ou`
T± =
B · · · A
...
...
...
−(B − 1) · · · ±(D + 1)
5.4.6
Corollaire : Soit π˜ un composant irre´ductible de π(ψ, ǫ). Si D associe´ a` π˜ en 5.4.2 ve´rifie D < B − 1 alors
π˜ ve´rifie soit JacζB,··· ,−ζAπ˜ 6= 0 soit est l’une des repre´sentations comple´mentaires de 4.1.
On suppose comme pre´ce´demment que ζ = +. On fixe π˜ tel que le D qui lui soit associe´ ve´rifie D < B− 1 et on
suppose aussi que JacB,··· ,−Aπ˜ = 0. Il faut de´montrer qu’un tel π˜ est une des repre´sentations compe´mentaires
de 4.1. Avec le lemme 5.4.5 et la remarque qui le suite, on sait deja` graˆce a` 5.4.4 que π˜ est un sous-quotient de
l’une des repre´sentations Xη := pi(ψ
′, ǫ′, (ρ,A,B + 1, ζ, η, (ρ,B,B, ζ, ηǫ0))), ou` η est un signe convenable. On
fixe η convenant.
On note ψ′′, ǫ′′ le couple qui se de´duit de ψ′, ǫ′ en enlevant (ρ,B − 1, B − 1, ζ, ǫ(ρ,B − 1, B − 1, ζ)). Et on
montre que JacB,··· ,−B+1Xη = 0 si ηǫ0 6= ǫ(ρ,B − 1, B − 1, ζ) et vaut π(ψ′′, ǫ′′, (ρ,A,B + 1, ζ, η))) sinon (c’est
essentiellement ce qui se passe pour les morphismes e´le´mentaires rappele´ en 6).
Si ηǫ0 6= ǫ(ρ,B−1, B−1, ζ), il re´sulte de 5.4.4 que D = A et 5.3.3 ainsi que 5.3.4 donnent le re´sultat cherche´.
Supposons donc que l’on a e´galite´, ce qui de´finit η.
Ainsi il existe π˜′ un constituant irre´ductible de π(ψ′′, ǫ′′, (ρ, a+ 1, b− 1, η))) et une inclusion :
π˜ →֒ ×x∈[B,−B+1]ρ| |
x × π˜′.
On associe a` π˜′ des donne´es D′, λ′ et un ensemble E ′ comme dans 5.4.2 ; ne´cessairement D′, λ sont aussi D,λ
les donne´es associe´es a` π˜ (cf 5.4.2). On peut appliquer 4.1 a` (ψ′′, ǫ′′, (ρ,A,B + 1, ζ, η)). Ainsi soit E ′ contient
−ζA soit π˜′ est l’une des repre´sentations comple´mentaires. Si E ′ contient −A il existe alors E convenant pour
π˜ et contenant aussi −A et on a vu que cela entraˆıne que JacB,··· ,−Aπ˜ 6= 0, ce qui est contraire a` l’hypothe`se.
Ainsi π˜′ est l’une des repre´sentations comple´mentaire pour (ψ′′, ǫ′′, (ρ,A,B + 1, ζ, η)).
Concre`tement, cela veut dire qu’il existe un signe, κ tel que π˜′ = π(ψ′′, ǫ′′,∪C∈[B+1,A](ρ, C,C, ζ, (−1)
Cκ))
et π˜ d’apre`s 6 est l’une des 2 repre´sentations, indexe´es par κ′ = ±
π(ψ′′, ǫ′′,∪C∈[B+1,A](ρ, C,C, ζ, (−1)
Cκ), (ρ,B,B, ζ, κ′), (ρ,B − 1, B − 1, ζ, κ′).
On aura montre´ que π˜ est l’une des repre´sentations comple´mentaires si l’on ve´rifie que (−1)B+1κ 6= κ′. Si l’on a
e´galie´, on a aussi Jac(B+1),··· ,− Bπ˜ 6= 0 d’ou` a fortiori Jac(B+1)π˜ 6= 0 ce qui est exclu par 3.2. D’ou` le corollaire.
5.4.7
Lemme : Soient D et λ comme en 5.4.2 et on suppose que D ≥ B−1 ou encore D+1 > B−1. Soit T = ED
d’ou` aussi la repre´sentation σT . Alors l’induite σT × π(ψ˜D, ǫ˜D,λ) a un unique sous-module irre´ductible.
Le tableau T a 2B lignes chacune forme´e d’un segment [xi, yi] pour i ∈ [1, 2B]. Pour tout i ∈ [1, 2B], on note σ≥i
la repre´sentation du groupe line´aire convenable qui dans la classification de Zelevinski correspond aux segments
[xj , yj ] pour j ≥ i. On montre progressivement que pour tout i ∈ [1, 2B],
Jacx∈∪j<i[xj,yj ]σT × πδ,ζ = σ≥i × πψD ,ǫD,λ .
Pour de´montrer cela, on suppose d’abord que i ≤ 2t ; on a alors yi = D + 1 + 2t− i ≥ B d’apre`s l’hypothe`se
sur D. Si l’assertion n’est pas vraie pour un tel i, il faut ne´cessairement qu’il existe z tel que [z, yi] soit un
segment et Jacz,··· ,yiσ
∗
≥i 6= 0. Mais ceci n’est possible que si yi ≤ −xv qui est le plus grand e´le´ment de −T .
Sous l’hypothe`se D + 1 ≥ B on est assure´ que y2t ≤ yi mais
y2t = D + 1 ≥ B > −xv = B − 1.
Pour i > 2t l’argument est diffe´rent ; ici on utilise le fait que tout e´le´ment de [xi, yi] est strictement plus
petit que −yv ; cela se voit sur le tableau.
Dans tous les cas on note πT ,D,λ la repre´sentation ainsi de´finie. On a e´videmment accepte´ A−D = 2B cas
ou` ED est rectangulaire.
Ce qui nous reste a` de´montrer maintenant est que la repre´sentation πT ,D,λ n’est pas un constituant de
π(ψ, ǫ) sauf si A−D = 2B et λ = −ǫ(ρ, 0, 0, ζ).
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5.4.8
On garde les hypothe`ses et notations pre´ce´dentes, on rappelle que 2t = A−D ; on garde l’hypothe`se ζ = +
pour clarifier la situation. Pour simplifier les notations, on pose πD,λ := π(ψD, ǫD,λ). Pour C ∈]B,A], on a
de´fini XC =< ρ| |
B, · · · , ρ| |−C × YC ou` YC = JacB+2,··· ,Cπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ = +, ǫ0). Pour η = ±, on pose
Xη := π(ψ
′, ǫ′, (ρ,A,B + 1, ζ = +, η), (ρ,B,B, ζ = +, ηǫ0)).
Lemme : On suppose que D + 1 > B − 1 et on fixe C ∈]B,A] et η = ±.
(i)Alors πD,λ n’est pas sous-quotient de Jacx∈TDXC sauf si C −B + 1 = 2t.
(ii)Supposons que C −B + 1 = 2t. On note T ′D le tableau
B + 1 · · · · · · · · · · · · A
...
...
...
...
...
...
B − 2t+ 3 · · · B − t+ 1 · · · · · · D + 1
B − 2t+ 2 · · · B − t · · · B − 1
...
...
...
−B + 2 · · · −B + t
Alors,
Jacx∈TDXC = Jacx∈T ′Dπ(ψ
′, ǫ′, (ρ,A− 1, B + 1, ǫ0)). (1)
(iii) Supposons encore C − B + 1 = 2t. On note TA−2,B,D l’analogue de TD mais en remplac¸ant le couple
(A,B) par (A− 2, B) ; D est sans changement d’ou` t devient t− 1. La multiplicite´ de πD,λ comme sous-quotient
de Jacx∈TDXC est la meˆme que sa multiplicite´ comme sous-quotient de Jacx∈TA−2,B,Dπ(ψ
′, ǫ′, (ρ,A− 2, B, ζ =
+, ǫ0)).
(iv)Soit η = ± et TA−2,B−1,D l’analogue de TD mais en y remplac¸ant (A,B) par (A−2, B−1). La multiplicite´
de πD,λ dans Jacx∈TDXη est 0 si ηǫ0 6= ǫ(ρ,B − 1, B − 1, ζ = +) et e´gal a` la multiplicite´ de πD,λ comme sous-
quotient de Jacx∈TA−2,B−1,Dπ(ψ
′′, ǫ′′, (ρ,A− 2, B − 1, ζ = +, η)), ou` ici ψ′′, ǫ′′ se de´duit de ψ′, ǫ′ en enlevant le
bloc (ρ,B − 1, B − 1, ζ = +).
(v) La multiplicite´ de πD,λ comme sous-quotient de Jacx∈TDπ(ψ, ǫ) est 0 sauf si t = Bet λ = −ǫ(ρ, 1, 1) ou`
elle vaut 1.
(i) est un calcul fait en 5.4.5 en posant avec les notations de loc. cit ℓ = 2t : on y a montre´ que si ℓ > C−B+1,
le module de Jacquet est nul. Si ℓ < C −B+1 dans le calcul de ce module de Jacquet il y a une induction avec
le facteur < ρ| |−B, · · · , ρ| |−C+ℓ−1 qui fait que l’ensemble E associe´ a` π˜ ne peut eˆtre re´duit aux e´le´ments de TD.
D’ou` (i). Supposons donc que 2t = ℓ = C −B + 1, le (ii) est le calcul de´ja` fait comme explique´ ci-dessus.
Pour montrer (iii), il faut transformer T ′D qui est dans le re´sultat de (ii) en TA−2,B,D. Pour cela, on note
momentane´ment T ′′ le tableau qui se de´duit de T ′ en supprimant B− t+1, · · · , B−1 de la ligne qui commence
par B − 2t+ 3 et on a aise´ment, pour toute repre´sentation X
Jacx∈T ′DX = Jacx∈[B−t+1,B−1]Jacx∈T ′′X.
Mais ×x∈[B−t+1,B−1]ρ| |
x×πD,λ est isomorphe a` ×x∈[−B+1,−B+t−1]ρ| |
x×πD,λ. Ainsi, on peut remplacer T ′ par
T ′′ auquel on rajoute comme dernie`re ligne le segment [−B + 1,−B + t− 1]. Cela termine la preuve de (iii).
Pour de´montrer (iv), on calcule d’abord
Jacx∈[B,−B+1]π(ψ
′, ǫ′, (ρ,A,B + 1, ζ = +, η), (ρ,B,B, ζ = +, ηǫ0)). (2).
Cela vaut 0 si ηǫ0 6= ǫ(ρ,B − 1, B − 1, ζ = +) et π(ψ′′, ǫ′′, (ρ,A,B + 1, η)) sinon. Ensuite, on calcule le Jac
suivant les 2 premie`res lignes en utilisant 4.4 et on trouve directement (iv).
Montrons maintenant (v). Supposons que π˜ soit un constituant irre´ductible de π(ψ, ǫ) avec D ve´rifiant
D + 1 ≥ B ; on suppose aussi que Jacx∈ED π˜ 6= 0. On montre que JacB,··· ,−Aπ˜ = 0. En effet, on note σ
′ la
repre´sentation irre´ductible qui correspond au tableau ED dont on a enleve´ le dernier e´le´ment des 2t premie`res
lignes. On a aise´ment
π˜ →֒ σ′× < ρ| |A, · · · , ρ| |D+1 > ×πD,λ,
pour ζ convenable. Or la repre´sentation < ρ| |A, · · · , ρ| |D+1 > ×πD,λ a un unique sous-quotient irre´ductible,
X , qui ve´rifie JacA,··· ,D+1X 6= 0 ; c’est la repre´sentation qui correspond au paquet e´le´mentaire se de´duisant
de ψD, ǫD,λ, en remplac¸ant le bloc (ρ,D,D, ζ = +) par (ρ,A,A, ζ = +) sans changer le caracte`re sur ce bloc.
Mais cette repre´sentation ve´rifie Jac−AX = 0. Il est ne´cessaire que π˜ →֒ σ′ × X et on en de´duit l’assertion
JacB,··· ,−Aπ˜ = 0.
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Revenons au calcul de la multiplicite´ de πD,λ en tant que sous-quotient de Jacx∈EDπ(ψ, ǫ). D’apre`s ce qui
pre´ce`de c’est exactement la multiplicite´ avec laquelle il intervient dans
(−1)D−B+1Jacx∈TA−2,B,Dπ(ψ
′, ǫ′, (ρ,A− 2, B, ζ = +, ǫ0))
additionne´e de celle avec laquelle il intervient dans
(−1)[A−B+1)/2]η(A−B+1)ǫA−B0 Jacx∈TA−2,B−1π(ψ
′′, ǫ′′, (ρ,A− 2, B − 1, ζ = +, η))
ou` η = ǫ0ǫ(ρ,B − 1, B − 1, ζ = +).
Comme on va le voir, on connait ces multiplicite´s en appliquant par re´currence 4.1 et on va pouvoir montrer
les proprie´te´s cherche´es.
Par re´currence, on connait la structure de π(ψ′, ǫ′, (ρ,A − 2, B, ζ = +, ǫ0)) ; on va la de´crire et appliquer
Jacx∈TA−2,B,D et compter la multiplicite´ de πD,λ dans le re´sultat.
Il y a les sous-modules qui ve´rifient JacB,··· ,−(A−2) 6= 0 mais ceux-la` donnent 0 quand on leur applique
Jacx∈TA−2,B,D d’apre`s ce que l’on vient de voir (en remplac¸ant encore (A,B) par (A− 2, B) ;
et il y a les termes dits comple´mentaires de 4.1, c’est-a`-dire les repre´sentations
πη′ := π(ψ
′, ǫ′,∪C∈[B,A−2](ρ, C,C, ζ = +, (−1)
Cη′))
ou` λ′ = ± ve´rifie ×C∈[B,A−2]((−1)
Cη′) = ǫ0. Il faut distinguer suivant les valeurs de η
′ possibles :
pour η′ tel que (−1)Bη′ 6= ǫ(ρ,B− 1, B− 1, ζ = +) ; dans ce cas πη′ est spontane´ment de la forme πD,λ mais
pour la valeur D = A− 2 et λ = ǫ(ρ, 0, 0, ζ = +). Cette repre´sentation intervient effectivement avec multiplicite´
1 mais aucune autre valeur de D n’apparaˆıt. La condition pour que cela puisse se produire est donc :
×C∈[B,A−2]((−1)
C(−1)B−1ǫ(ρ,B − 1, B − 1, ǫ = +)) = ǫ0. (1)
pour η′ tel que (−1)Bη′ = ǫ(ρ,B − 1, B − 1, ζ = +) ; dans ce cas le D et le λ associe´ a cette repre´sentation
ve´rifie D = A − 2 − 2inf(B,A − 1 − B). En revenant a` la notation t telle que A − D = 2t, on va avoir
t = 1 + inf(B,A− B − 1). Mais on sait a priori que t ≤ B (dans le tableau TD il y a au plus 2B lignes et au
moins 2t lignes). Ainsi ne´cessairement A−B+1 < B. D’ou` encore D = A− 2− 2(A−B− 1) = B− (A−B) et
D+ 1 = B − (A−B − 1) ≤ B contrairement a` l’hypothe`se de l’e´nonce´. Ces repre´sentations ne nous inte´ressent
donc pas.
Par re´currence, on connaˆıt aussi la structure de π(ψ′′, ǫ′′, (ρ,A−2, B−1, η)) pour η ve´fiant ηǫ0 = ǫ(ρ,B−1, B−
1, ζ = +) ; comme ci-dessus, nous n’avons a` nous pre´occuper que des repre´sentations dites comple´mentaires
dans 4.1. Il s’agit des repre´sentations πη′′ := π(ψ
′′, ǫ′′,∪C∈[B−1,A−2](ρ, C,C, ζ = +, (−1)
Cη′′)), ou` η′′ ve´rifient
×C∈[B−1,A−2]((−1)
Cη′′) = η. Il faut distinguer suivant les valeurs de η′′ possibles :
pour η′′ tel que (−1)B−1η′′ 6= ǫ(ρ,B − 2, B − 2, ζ = +) (on suppose ici que B ≥ 2 et on verra les ”petits
cas” plus loin) ; dans ce cas πη′′ est spontane´ment de la forme π(D,λ) mais pour la valeur D = A − 2 et
λ = ǫ(ρ, 0, 0, ζ = +). Le proble`me ici est donc d’e´liminer cette repre´sentation avec son analogue trouve´e ci-
dessus. De´ja` elle n’intervient ici que si∏
C∈[B−1,A−2]
((−1)C(−1)Bǫ(ρ,B − 2, B − 2, ζ = +)) = ǫ0ǫ(ρ,B − 1, B − 1, ζ = +)
On rappelle que ǫ(ρ,B − 2, B − 2, ζ = +) = −ǫ(ρ,B − 1, B − 1, ζ = +) par hypothe`se. Cette condition se re´crit
donc ∏
C∈[B−1,A−2]
((−1)C(−1)B−1ǫ(ρ,B − 1, B − 1, ζ = +)) = ǫ0ǫ(ρ,B − 1, B − 1, ζ = +)
ou encore, en changeant l’intervalle du produit :∏
C∈[B,A−2]
((−1)C(−1)B−1ǫ(ρ,B − 1, B − 1, ζ = +)) =
(−1)B−1(−1)B−1ǫ(ρ,B − 1, B − 1, ζ = +)ǫ0ǫ(ρ,B − 1, B − 1, ζ = +) = ǫ0
Ceci est donc exactement la condition (1). La multiplicite´ avec laquelle elle intervient dans Jacx∈TDπ(ψ, ǫ) est
donc directement 0 si (1) n’est pas satisfait et sinon, il faut se rappeler les signes, cf. ci-dessus et que D = A−2,
(−1)A−B−1 + (−1)[(A−B+1)/2]η(A−B+1)ǫA−B0 . (2)
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On remplace dans (1) ǫ(ρ,B − 1, B − 1, ζ = +) par ηǫ0. La condition (1) se re´crit
(ηǫ0)
A−2−B+1
∏
C′∈[1,(A−B−1)]
(−1)C
′
= ǫ0
ou encore ηA−B+1ǫA−B0 (−1)
[A−B]/2 = 1. Or (1)[(A−B+1)/2]+[(A−B)/2 vaut 1 si A−B est pair et −1 si A−B est
impair. En d’autres termes cela vaut (−1)A−B. La multiplicite´ cherche´e en (2) est donc 0.
Il reste a` regarder le cas ou` η′′ est tel que (−1)B−1η′′ = ǫ(ρ,B − 2, B − 2, ζ = +). Dans ce cas, le D et
le λ associe´ a cette repre´sentation ve´rifie D = A − 2 − 2inf(B − 1, A − B) et λ est de´termine´ par la valeur
de D. C’est-a`-dire exactement λ = ǫ(ρ, 0, 0, ζ = +) si A − B < B − 1 et l’oppose´ si A − B ≥ B − 1 ; il suffit
maintenant de remarquer qu’ici D = A−2inf(B,A−B+1 et on trouve la contribution d’une des repre´sentations
comple´mentaires de π(ψ, ǫ) (celle qui ve´rifie η(−1)B = ǫ(ρ,B − 1, B − 1, ζ = +)) dont on a de´ja` prouve´ qu’elle
intervient avec multiplicite´ 1 exactement (5.4.1).
Il nous reste a` regarder le cas B = 1 ; cela se fait comme ci-dessus mais en plus simple car il n’y a qu’un
type de repre´sentations comple´mentaire pour une repre´sentations π(ψ′, ǫ′, (ρ,A′, 0, ζ = +, ǫ′0)) qui correspond a`
D = A′. Cela termine la preuve.
5.4.9 Fin de la preuve de ce cas particulier
Proposition : sous les hypothe`ses de ce paragraphe, le the´ore`me 4.1 est vrai.
Fixons π˜ un constituant de π(ψ, ǫ) ; on note D,λ les nombres qu’on lui a associe´s en 5.3.4 et 5.4.2.
On a de´ja` montre´ que π˜ satisfaisait aux proprie´te´s de 4.1 sauf e´ventuellement si D + 1 ≥ B et π˜ ≃ πTD ,D,λ.
On veut e´liminer ce cas sauf si t = B et λ = −ǫ(ρ, 0, 0, ζ = +) qui est l’une des repre´sentations comple´mentaires
de 4.1. On suppose donc encore que le couple (D,λ) ne ve´rifie pas cette dernie`re condition et on a alors de´montre´
que la multiplicite´ de πD,λ dans Jacx∈TDπ(ψ, ǫ) est 0. Il faut en de´duire le re´sultat cherche´ ; pour cela il suffit de
montrer que si π˜′ est un consituant irre´ductible de π(ψ, ǫ) tel que Jacx∈TD π˜
′ contient πD,λ comme sous-quotient
alors π˜′ ≃ πT ,D,λ. Fixons donc π˜′ comme ci-dessus dont le module de Jacquet contient comme sous-quotient
⊗x∈TDρ| |
x ⊗ πD,λ. On sait d’apre`s 5.4.4 et 5.4.2 que soit π˜′ est un sous-module de
< ρ| |B, · · · , ρ| |−A > ×π(ψ′, ǫ′, (ρ,A− 1, B + 1, ǫ0))) (1)
soit π˜′ = π˜T ,δ,ζ , ce que nous voulons. Mais le de´but de la preuve de (v) du lemme pre´ce´dent e´limine la premie`re
possibilite´, (1). D’ou` le corollaire.
5.5 Extension
Ici on e´tend la preuve ci-dessus au cas ou` cas tre`s voisin ou` on suppose :
(ρ,A,B, ζ = +, ǫ0) est l’unique bloc de Jordan ve´rifiant A−B > 0
il existe C0 ≤ B et un signe ǫ tel que (ρ, C,C, ζC , (−1)
Cǫ) ∈ Jord(ψ, ǫ) pour tout C < C0 ;
on peut toujours supposer ζC = ζ (cf 2.3) et ce sont donc les hypothe`ses de 5.3.1.
On fixe encore π˜ une composante irre´ductible de π(ψ, ǫ), on suppose encore que ζ = + et on montre comme
en 5.4.3, que soit
JacB,··· ,−Aπ˜ 6= 0
soit Jacx∈T π˜ 6= 0, ou`
T :=
B · · · A
...
...
...
C0 + 1 · · · C0 +A−B + 1
Or, posons s := B−C0 ; en particulier le tableau ci-dessus a s lignes. On note σT la repre´sentation associe´e par
Zelevinsky a` l’ensemble des segments qui constiuent les lignes de T . On montre d’abord l’assertion suivante :
soit π˜ un constituant irre´ductible de π(ψ, ǫ) tel que Jacx∈T π˜ 6= 0 ; alors Jacx∈T π˜ est irre´ductible, notons le X .
Et π˜ est l’unique sous-repre´sentation irre´ductible de l’induite σT ×X .
On le montre en fixant un sous-quotient irre´ductible Y de Jacx∈T tel que π˜ soit un sous-module de l’induite
σT × Y ; l’existence d’un tel Y est facile par re´ciprocite´ de Frobenius et utilisant bien suˆr le fait que Jacxπ˜ 6= 0
avec |x| ≤ A ne´cessite x = B. Le point est de montrer que JacyY = 0 pour tout y ∈ [C0 +1, A]. Or s’il n’en est
pas ainsi, il existerait une repre´sentation Y ′ et une inclusion
π˜ →֒ σT × ρ| |
y × Y ′.
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Cette inclusion se factorise par un sous-quotient irre´ductible de σT × ρ| |y, note´ σ′. Mais il re´sulte des classi-
fications de Zelevinski qu’un tel σ′ va avoir la proprie´te´ qu’il existe y′ < B, y′ > 0 tel que Jacy′σ
′ 6= 0. Ceci
donne une contradiction Jacy′ π˜ 6= 0. Cela prouve que Jacx∈T σT × Y = Y d’ou` l’irre´ductibilite´ de Jacx∈T et
aussi l’unicite´ du sous-module irre´ductible de cette induite.
Cette assertion montre que l’application Jacx∈T induite une bijection entre l’ensemble des constituants
irre´ductibles de π(ψ, ǫ) tel que ce Jac soit non nul et l’ensemble des sous-quotients irre´ductibles de Jacx∈T π(ψ, ǫ).
On calcule facilement Jacx∈T π(ψ, ǫ) c’est le calcul de 4.4 et on trouve :
Jacx∈T π(ψ, ǫ) = π(ψ
′, ǫ′, (ρ,A− s,B − s, ζ = +, ǫ0)). (1)
Le membre de droite de (1) est pre´cise´ment le cas que l’on vient de traiter. Ses constituants irre´ductibles sont
donc de 2 types, les Xη appele´s termes comple´mentaires et ceux qui ve´rifient JacB−s,··· ,−A+s 6= 0. Soit d’abord
π˜′ un tel constituant ve´rifiant JacB−s,··· ,−A+sπ˜′ 6= 0 ; on a de´ja` vu qu’alors JacB−s,··· ,−A+sπ˜ est un constituant
irre´ductible de π(ψ′, ǫ′, A − s − 1, B − s + 1, ζ = +, ǫ0)) que l’on note π˜′′. Soit π˜ le constituant de π(ψ, ǫ) qui
correspond, c’est -a`-dire :
π˜ →֒ σT× < ρ| |
B−s, · · · , ρ| |−A+s > ×π˜′′.
On note T ′ le tableau T auquel on a enleve´ la premie`re et la dernie`re colonne et on note σT ′ la repre´sentation
associe´e. Alors on a :
σT →֒< ρ| |
B, · · · , ρ| |B−s+1 > ×σT ′× < ρ| |
A, · · · , ρ| |A−s+1 > .
On utilise l’isomorphisme :
σT ′× < ρ| |
A, · · · , ρ| |A−s+1 > × < ρ| |B−s, · · · , ρ| |−A+s >
≃< ρ| |B−s, · · · , ρ| |−A+s > ×σT ′× < ρ| |
A, · · · , ρ| |A−s+1 >
qui vient des re´sultats standard de Zelevinsky. On a besoin de l’isomorphisme :
< ρ| |A, · · · , ρ| |A−s+1 > ×π˜′′ ≃< ρ| |−A+s−1, · · · , ρ| |−A > ×π˜′′,
qui vient du fait que π˜′′ est un constituant de π(ψ′, ǫ′, (ρ,A − s − 1, B − s + 1, ζ = +, ǫ0) : ρ| |x × π˜′′ est donc
irre´ductible pour tout x ∈ [A − s + 1, A] puisqu’un tel x n’est pas de la forme C + 1 avec C ∈ [A′, B′] ou`
(ρ,A′, B′, ζ′) un bloc de Jordan pour ψ′ ∪ (ρ,A − s − A,B − s + 1, ζ = +) (cf. 6 que l’on e´tend facilement a`
notre cas, en utilisant 4.2 par exemple).
On a encore σT ′× < ρ| |
−A+s−1, · · · , ρ| |−A >≃< ρ| |−A+s−1, · · · , ρ| |−A > ×σT ′ . En remettant tous cela
ensemble on obtient JacB,···−Aπ˜ 6= 0.
Il ne nous reste donc plus qu’a` conside´rer les termes dits comple´mentaires qui interviennent dans le terme
de droite de (1). Fixons donc η′ tel que ×C∈[B−s,A−s]((−1)
Cη′) = ǫ0 et posons
X ′η′ = π(ψ
′, ǫ′,∪C∈[B−s,A−s](ρ, C,C, ζ = +, (−1)
Cη′)).
Et on note Xη′ l’unique repre´sentation irre´ductible telle que :
Xη′ →֒ σT ×X
′
η′ .
Une application directe de 6 montre que Xη′ = π(ψ
′, ǫ′,∪C∈[B,A](ρ, C,C, ζ = +, (−1)
C−sη′)). En posant η =
(−1)sη′ on obtient exactement la repre´sentation comple´mentaire pour π(ψ, ǫ) correspondant a` cet η ; la relation
que doit satisfaire η est e´videmment satisfaite graˆce a` celle satisfaite par η′. Cela termine la preuve.
5.6 Re´duction
5.6.1 Inversion des socles
Avant de pouvoir faire les re´ductions, on a besoin du lemme technique ci-dessous. Il emploie les notations
suivantes : [x, y] est un segment croissant ou de´croissant et δ :=< ρ| |x, · · · , ρ| |y > est soit un module de Speh
soit une se´rie discre`te. De meˆme [x′, y′] est un segment croissant ou de´croissant et δ′ :=< ρ′| |x
′
, · · · , ρ′| |y
′
>.
On suppose que −y /∈ [x, y] et que −y′ /∈ [x′, y′]. On suppose aussi [x, y] ⊂ [x′, y′] et x′, y′ /∈ [x, y] ce qui ne
suppose pas que [x, y] et [x′, y′] ait la meˆme proprie´te´ de croissance.
Soit X une repre´sentation semi-simple et on suppose que pour tout z ∈ [x, y] et pour tout z′ ∈ [x′, y′] on ait
Jacz,··· ,yX = 0 et Jacz′,··· ,y′X = 0. Alors
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Lemme : On a l’e´galite´ des socles : < δ,< δ′, X >>=< δ′, < δ,X >> .
Pour de´montrer cela, on peut supposer comme nous le ferons que X est irre´ductible. On remarque que l’induite
δ × δ′ du GL convenable est irre´ductible graˆce a` l’hypothe`se [x, y] ⊂ [x′, y′]. On va de´montrer que l’induite
δ′× δ×X a un unique sous-module irre´ductible ; cela suffira car tout sous-module irre´ductible de δ′× < δ,X >
co¨ıncidera avec ce sous-module qui vaudra donc < δ′, < δ,X >>. Mais δ × δ′ ×X ≃ δ′ × δ ×X . La premie`re
induite a donc elle aussi un unique sous-module irre´ductible, ce sous-module co¨ıncide ne´cessairement avec
< δ,< δ′, X >. D’ou` l’e´galite´ du lemme. Montrons donc l’unicite´. Par re´ciprocite´ de Frobenius, il suffit de
montrer que
Jacx′,··· ,y′,x,··· ,yδ
′ × δ ×X = X.
On ve´rifie d’abord que Jacx′,··· ,y′δ
′× δ×X = δ×X . Il est clair que δ×X est un constituant du module de
Jacquet cherche´ et si ce n’est pas le seul, il y a un de´coupage de [x′, y′] en 3 ensembles E1 ∪ E2 ∪ E3 ordonne´s
par l’ordre induit du segment tel que Jacz∈E1δ
′ 6= 0, Jacz∈E2(δ
′)∗ 6= 0 et Jacz∈E3δ×X 6= 0. Or y
′ ne peut eˆtre
ni dans E2 ni dans E3 d’apre`s les hypothe`ses faites. Donc y
′ ∈ E1. Mais la non nullite´ de Jacz∈E1δ
′ avec y′ ∈ E1
force E1 = [x
′, y′]. Il ne reste plus qu’a` calculer Jacx,··· ,yδ×X , ce qui se fait de fac¸on totalement analogue pour
trouver X . Cela termine la preuve.
5.6.2 Un re´sultat technique
Soit Y ′ une repre´sentation irre´ductible de G(n′), c’est-a`-dire d’un groupe de meˆme type que G et de rang
n′. On fixe ρ et des demi-entiers a, b, a′, b′. On suppose que a − b et a′ − b′ sont des entiers relatifs et on pose
δ :=< ρ| |a, · · · , ρ| |b > et δ′ :=< ρ| |a
′
, · · · , ρ| |b
′
>. On a en vue un re´sultat du genre : soit Y un sous-module
irre´ductible de δ′×Y ′, alors il existe une bijection (naturelle) entre les sous-quotients irre´ductibles de δ×Y et les
sous-quotients irre´ductibles de δ×Y ′ ; la bijection e´tant donne´e par Jaca′,··· ,b′ . Un tel re´sultat est tout a` fait faux
en ge´ne´ral, la condition minimum pour qu’il puisse eˆtre vrai est que les induites dans GL(dρ(a+a
′− b− b′+2)),
δ × δ′ et δ × (δ′)∗) sont irre´ductibles. Nous ferons donc cette hypothe`se dans tout ce paragraphe et nous
ferons aussi comme hypothe`se dans tout ce paragraphe que pour tout x ∈ [a′, b′], Jacx,··· ,b′Y ′ = 0 et que soit
{a,−b} ∩ [a′, b′] = ∅ soit {b′,−b′} ∩ [a, b] = ∅.
5.6.3 Calcul e´le´mentaire
On va constamment utiliser de proche en proche le calcul e´le´mentaire suivant : soit X une repre´sentation
(non ne´cessairement irre´ductible) de G et soit α, β des demi-entiers tels que α − β ∈ Z. Soit encore y un
demi-entier. Alors Jacy(< ρ| |α, · · · , ρ| |β > ×X) est, dans le groupe de Grothendieck, la somme d’au plus 3
repre´sentations :
< ρ| |α+ζ1, · · · , ρ| |β > ×X si α = y et alors ζ est le signe de α− β
< ρ| |α, · · · , ρ| |β−ζ1 ×X si −β = y et ζ est alors comme ci-dessus
< ρ| |α, · · · , ρ| |β > ×JacyX .
5.6.4 Conse´quences des hypothe`ses
Montrons tout de suite la conse´quence des hypothe`ses faites ci-dessus :
pour tout x ∈ [a′, b′], Jacx,··· ,b′(δ × Y
′) = 0.
Supposons d’abord que {a,−b} ∩ [a′, b′] = ∅ alors Jacx,··· ,b′(δ × Y ′) ≃ δ × Jacx,··· ,b′Y ′ d’apre`s 5.6.3, de
proche en proche seul le 3e cas est possible.
Sous l’autre hypothe`se, {b′,−b′}∩ [a, b] = ∅, on n’a pas l’isomorphisme pre´ce´dent mais Jacx,··· ,b′(δ×Y ′) 6= 0
ne´cessite qu’il existe un sous-ensemble E ⊂ [x, b′] (qui peut a priori eˆtre vide) tel que Jacx′∈EY ′ 6= 0, et une
de´composition de [x, b′] − E en deux sous-ensembles E+ et E− tels que Jacx+∈E+δ 6= 0 et Jacx−∈E−δ
∗ 6= 0.
Cela entraˆıne de´ja` que E+ est de la forme [a, a1] et que E− est de la forme [−b, b1]. Comme par hypothe`se ni
b′ ni −b′ ne sont dans [a, b], E contient b′ ce qui est impossible par hypothe`se et prouve l’assertion
Montrons encore :
si −b′ /∈ [a′, b′], Jaca′,··· ,b′(δ × δ
′ × Y ′) = δ × Y ′
si −b′ ∈ [a′, b′] mais [a′,−b′[∩{a,−b} = ∅ et ∀y ∈ [a′,−b′[, JacyY ′ = 0 ; alors Jaca′,··· ,b′(δ × δ′ × Y ′ est
exactement la somme de 2 copies de δ × Y ′.
On raisonne comme dans le 2e cas ci-dessus en remarquant que δ × δ′ × Y ′ ≃ δ′ × δ × Y ′ : le calcul du
module de Jacquet se fait en conside´rant les de´coupages de [a′, b′] en 3 sous-ensembles, F+, F−, F tels que
Jacy+∈F+δ
′ 6= 0, Jacy−∈F−(δ
′)∗ 6= 0 et Jacy∈F δ × Y ′ 6= 0. Ainsi F+ est de la forme [a′, a1], F− est de la forme
[−b′, b1] et F est le comple´mentaire. Supposons d’abord que −b′ /∈ [a′, b′]. Dans ce cas F− est vide et F est un
segment d’extreˆmite´ b′ ou est vide. Or on sait que si F est non vide Jacx∈F (δ× Y ′) = 0. Donc F est aussi vide
et il n’y a qu’un choix de de´coupage. D’ou` le re´sultat.
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On suppose maintenant que −b′ ∈ [a′, b′] ; alors donc F vaut (]a1,−b′[∪]b1, b′[). D’abord on montre que
dans le de´coupage ci-dessus, si F− est non vide, ne´cessairement b1 = b
′. En effet, Jacx∈]a1,−b′[∪]b1,b′]X ≃
Jacx∈]b1,b′]∪]a1,−b′[X , pour toute repre´sentation X , l’isomorphisme venant de ce que pour tout e´le´ment x1 de
]b1, b
′] et tout e´le´ment x2 de ]a1,−b′[, x1 6= x2 ± 1. Ainsi, il faut en particulier Jacx∈]b1,b′](δ × Y
′) 6= 0 ce qui
entraˆıne que b1 = b
′ si F− est non vide. Continuons de supposer que F− est non vide et montrons que ]a1,−b
′[
est vide. Notons y le premier e´le´ment de cet intervalle s’il est non vide ; on doit avoir Jacy(δ × Y ′) 6= 0. On a
e´nume´rer les situation ou` cela pouvait se produire et les hypothe`ses ont e´te´ mises pour pre´cise´ment e´liminer ces
cas. Ainsi, il y a au plus un de´coupage possible avec F− 6= ∅. Ce de´coupage fonctionne d’ailleurs tre`s bien. Il
n’y a aussi qu’un de´coupage avec F− = ∅, c’est celui ou` F+ = [a′, b′] (sinon il faudrait Jacy∈]a1,b′](δ× Y
′) 6= 0).
Ensuite le re´sultat cherche´ s’en de´duit.
On suppose ici que −b′ /∈ [a′, b′]. Comme cas particulier (ou` [a, b] est vide) de ce que l’on a vu ci-dessus, on sait
que Jacx∈[a′,b′]δ
′×Y ′ ≃ Y ′ est irre´ductible. En particulier l’induite δ′×Y ′ a un unique sous-module irre´ductible,
que l’on note Y et Y intervient avec multiplicite´ 1 comme sous-quotient de cette induite.
5.6.5 Enonce´ du re´sultat technique et de´monstration
Lemme : On fixe a, b, a′, b′ comme ci-dessus en supposant que −b′ /∈ [a′, b′] et soient Y ′, Y comme ci-dessus
L’application qui a` un sous-quotient irre´ductible θ de δ×Y associe Jaca′,··· ,b′θ de´finit une bijection de l’ensemble
des sous-quotients irre´ductibles de δ × Y dans l’ensemble des sous-quotients irre´ductibles de δ × Y ′.
D’abord on conside`re les morphismes d’entrelacement (standard) entre induites de´pendant d’un parame`tre
s ∈ C,
M(s) : (δ′)∗| |s × δ × Y ′ → δ′| |−s × δ × Y ′;
M ′(s) : (δ′)∗| |s × Y ′ → δ′| |−s × Y ′.
On normalise M ′(s) de sorte que l’ope´rateur normalise´, N ′(s), soit holomorphe non nul en s = 0. A ce moment
la`, en utilisant les normalisations de Langlands pour les groupes line´aires, on normalise M(s) de fac¸on a` ce que
M(s) s’e´crive comme compose´ de l’ope´rateur, N(δ′)∗×δ(s) qui e´change (δ
′)∗| |s × δ en δ × (δ′)∗| |s puis N ′(s)
puis l’ope´rateur Nδ×δ′(−s) qui e´change δ × δ′| |−s en δ′| |−s × δ. Les ope´rateurs dans les groupes line´aires sont
holomorphes en s = 0 et bijectifs graˆce a` l’hypothe`se d’irre´ductibilite´ faite.
On ve´rifie que (δ′)∗ × Y ′ a Y pour unique quotient irre´ductible car ces quotients irre´ductibles sont les
sous-modules irre´ductibles de l’induite δ′×Y ′ (on utilise le fait que la repre´sentation duale d’une repre´sentation
irre´ductible d’un groupe classique tel que conside´re´ ici est la repre´sentation de de´part tordue e´ventuellement par
un automorphisme exte´rieur venant du groupe des similitudes). De plus comme Jaca′,··· ,b′δ
′×Y ′ est irre´ductible,
Y intervient avec multiplicite´ 1 comme sous-quotient dans cette induite. La non nullite´ de M ′(0) entraˆıne alors
que son image est exactement Y . Ainsi N(s) est de´fini en s = 0 et a une image qui est isomorphe a` δ×Y . On note
N(0) l’ope´rateur ainsi de´fini ; on n’a pas le choix N(s) est le produit de l’ope´rateur d’entrelacement standard par
une fonction me´romorphe de s. On filtre δ × Y ′ par des sous-repre´sentations Vi pour i parcourant un intervalle
de N, filtration croissante de tel sorte que les sous-quotients soient irre´ductibles. Ainsi, pour tout i, N(0) induit
une application de (δ′)∗×Vi dans δ′×Vi et par passage au quotient, si l’on note θi le sous-quotient irre´ductible
de cette filtration au cran i, une application de (δ′)∗ × θi dans δ′ × θi. On ve´rifie que δ′ × θi a un unique sous-
module irre´ductible et qu’il intervient avec multiplicite´ 1 comme sous-quotient de l’induite : en effet, puisque
θi est un sous-quotient de δ × Y ′, pour tout x ∈ [a′, b′], Jacx,··· ,b′θi est un sous-quotient de Jacx,··· ,b′(δ × Y )
et vaut donc 0. Comme ici, −b′ /∈ [a′, b′], cela entraˆıne que Jaca′,··· ,b′(δ′ × θi) = θi. D’ou` les assertions et cela
entraˆıne aussi que θ˜i est l’unique quotient irre´ductible de (δ
′)∗ × θi. Ainsi l’image de N(0)(δ′)∗ × θi est soit 0
soit l’unique sous-module irre´ductible de δ′ × θi que nous noterons θ˜i. Ainsi l’image de l’application de de´part
N(0), admet une filtration dont les sous-quotients sont certains des θ˜i pre´ce´demment de´finis. Comme on sait,
a priori, que l’image est isomorphe a` δ × Y , tous les θ˜i doivent intervenir (il suffit par exemple de comparer les
modules de Jacquet Jaca′,··· ,b′). La bijection du lemme est l’inverse de l’application θi 7→ θ˜i. Cela termine la
preuve du lemme.
5.6.6 Premie`re re´duction
On suppose ici que Jord(ψ) contient 2 quadruplets (ρ,A,B, ζ) et (ρ′, A′, B′, ζ′). Dans cette partie on
de´montre 4.1 par re´currence sous cette hypothe`se. C’est le cas ou` ρ′ = ρ qui est le plus difficile et pour
e´viter les fautes de frappe, on suppose donc que ρ′ = ρ. Il n’y a aucune difficulte´ dans la de´monstration qui
va suivre, uniquement un proble`me de notations. On reprend d’abord les notations, pour C′ ∈]B′, A′], ou`
ǫ′0 = ǫ(ρ,A
′, B′, ζ)
δC′ :=< ρ| |
ζ′B′ , · · · , ρ| |−ζ
′C′ > .
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On note ψ′′, ǫ′′ le couple qui se de´duit de ψ, ǫ en enlevant a` la fois (ρ,A,B, ζ, ǫ0 et (ρ,A
′, B′, ζ′, ǫ′0. On remarque
que l’hypothe`se que ψ◦∆ est discret assure que si A > A′ alors [B′,−A′] ⊂ [−B,B] alors que si A′ > A l’inverse
se produit, [B,−A] ⊂ [−B′, B′]. On pose δ =< ρ| |ζB, · · · , ρ| |−ζA > et pour C′ comme ci-dessus :
δ′C′ :=< ρ| |
ζ′(C′+1), · · · , ρ| |ζ
′A′ .
On sait graˆce a` 4.4 que l’on peut appliquer par re´currence que l’on a :
Jacζ′(B′+2),···ζ′C′π(ψ
′′, ǫ′′, (ρ,A,B, ζ, ζ0), (ρ,A
′, B′ + 2, ζ′, ǫ′0)) =
< δ′C′ , π(ψ
′′, ǫ′′, (ρ,A,B, ζ, ǫ0), (ρ,A
′ − 1, B′ + 1, ζ′, ǫ′0)). (1)
La preuve, dans son esprit, est simple : on utilise (ρ,A′, B′, ζ′) pour donner la de´finition de π(ψ, ǫ) ; cette
de´finition fait intervenir des π(ψ˜, ǫ˜) pour les quels (ρ,A,B, ζ) est un bloc de Jordan ; on applique alors 4.1 par
re´currence a` ces repre´sentations. Puis ensuite on ”fait commuter” pour revenir en arrie`re. Pre´cise´ment :
π(ψ, ǫ) = ⊕C′∈]B′,A′](−1)
A′−C′δC′× < δ
′
C′ , π(ψ
′′, ǫ′′, (ρ,A,B, ζ, ǫ0), (ρ,A
′ − 1, B′ + 1, ζ′, ǫ′0))
⊕η′=±(−1)
[(A′−B′+1)/2](η′)A
′−B′+1(ǫ′0)
A′−B′π(ψ′′, ǫ′′, (ρ,A,B, ζ, ǫ0), (ρ,A
′, B′ + 1, ζ′, η′), (ρ,B′, B′, ζ′, η′ǫ′0)).
On applique donc 4.1 par re´currence en utilisant (ρ,A,B, ζ) et π(ψ, ǫ) est donc la somme des termes suivants :
⊕C′∈]B′,A′](−1)
A′−C′δC′× < δ
′
C′ , < δ, π(ψ
′′, ǫ′′, (ρ,A− 1, B + 1, ζ, ǫ0)(ρ,A
′ − 1, B′ + 1, ζ′, ǫ′0)) >> (2)
⊕C′∈]B′,A′];η=±(−1)
A′−C′δC′× < δ
′
C′ , π(ψ
′′, ǫ′′,∪C∈[B,A](ρ, C,C, ζ, (−1)
[C]η), (ρ,A′ − 1, B′ + 1, ζ′, ǫ′0)) > (3)
⊕η′=±(−1)
[(A′−B′+1)/2](η′)A
′−B′+1(ǫ′0)
A′−B′
< δ, π(ψ′′, ǫ′′, (ρ,A− 1, B + 1, ζ, ǫ0), (ρ,A
′, B′ + 1, ζ′, η′), (ρ,B′, B′, ζ′, η′ǫ′0)) > (4)
⊕η′=±,η=±(−1)
[(A′−B′+1)/2](η′)A
′−B′+1(ǫ′0)
A′−B′
π(ψ′′, ǫ′′,∪C∈[B,A](ρ, C,C, ζ, (−1)
[C]η), (ρ,A′, B′ + 1, ζ′, η′), (ρ,B′, B′, ζ′, η′ǫ′0)). (5)
Les termes (3) et (5) donnent imme´diatement :
⊕η=±π(ψ
′′, ǫ′′,∪C∈[B,A](ρ, C,C, ζ, (−1)
[C]η), (ρ,A′, B′, ζ′, ǫ′0)).
Le point est donc de montrer que dans (2) et (4) on peut faire sortir < δ, ?. On montre que pour C′ ∈]B′, A′] :
< δ′C′ , < δ, π(ψ
′′, ǫ′′, (ρ,A− 1, B + 1, ζ, ǫ0), (ρ,A
′ − 1, B′ + 1, ζ′, ǫ′0)) >>=
< δ,< δ′C′ , π(ψ
′′, ǫ′′, (ρ,A− 1, B + 1, ζ, ǫ0), (ρ,A
′ − 1, B′ + 1, ζ′, ǫ′0)) >> .
Cela re´sulte de 5.6.1 en tenant compte du fait que les hypothe`ses de ce lemme sont satisfaites, pour l’inclusion
entre les segments, on l’a dit ci-dessus et pour la nullite´ des modules de Jacquet, on l’a prouve´ en 3.4. On pose :
YC′ :=< δ
′
C′ , π(ψ
′′, ǫ′′, (ρ,A− 1, B + 1, ζ, ǫ0), (ρ,A
′ − 1, B′ + 1, ζ′, ǫ′0)) > .
On veut encore que l’ensemble des sous-quotients irre´ductibles de δC′× < δ, YC′ > co¨ıncide avec l’ensemble des
sous-quotient de la forme < δ,Z >, ou` Z est un sous-quotient irre´ductible de δC′ × YC′ . C’est l’objet du lemme
technique 5.6.5 dont la de´monstration est reporte´e a` la fin du papier ; le couple δ, δ′ de loc.cite est ici le couple
δC′ , δ, donc le segment [a, b] de loc.cite est ici [ζ
′B′,−ζ′C′], le segment [a′, b′] de loc.cite est ici [ζB,−ζA] et
Y ′ de loc.cite est YC′ . La nullite´ de Jacx,··· ,−ζAYC′ pour tout x ∈ [ζB,−ζA] re´sulte imme´diatement de 3.4 ; les
autres hypothe`ses sur les segments et leurs extre´mite´s sont imme´diates a` ve´rifier.
En regroupant maintenant (2) et (4), on obtient directement
< δ, π(ψ′, ǫ′, (ρ,A− 1, B + 1, ζ, ǫ0), (ρ,A
′, B′, ζ′, ǫ′0) > .
Ceci termine la preuve.
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5.7 deuxie`me re´duction
On suppose donc maintenant que pour tout (ρ′, A′, B′, ζ′) ∈ Jord(ψ), A′ = B4 sauf pour un quadruplet,
encore note´ (ρ,A,B, ζ).
Ici on suppose qu’il existe un tel C′ tel que (ρ, C′, C′, ζ′, ǫ′0) ∈ Jord(ψ, ǫ) pour des signes convenables mais
que C′ ≥ 1 et (ρ, C′ − 1, C′ − 1) /∈ Jord(ψ ◦∆).
On note ψ˜, ǫ˜ l’analogue de ψ, ǫ quand on remplace C′ en C′ − 1 sans changer ζ′, ǫ′. Pour C ∈]B,A], on
reprend la notation XC et pour η = ± la notation Xη de 5.1.
On ve´rifie alors aise´ment en utilisant 5.6.5 que Jacζ′C′ induit une bijection entre l’ensemble des sous-quotients
irre´ductibles de XC pour tout C ∈]B,A] et l’ensemble analogue quand on remplace ψ, ǫ par ψ˜, ǫ˜. Ceci est aussi
vrai pour les repre´sentations Xη avec η = ± intervenant dans la de´finition de π(ψ, ǫ). Ainsi on ve´rifie que
π(ψ, ǫ) =< ρ| |ζ
′C′ , π(ψ˜, ǫ˜) >,
donc en particulier π(ψ, ǫ) est une somme de repre´sentations irre´ductibles. On applique 4.1 a` π(ψ˜, ǫ˜) (ici encore
ǫ0 = ǫ(ρ,A,B, ζ) et δ =< ρ| |ζB, · · · , ρ| |−ζA > d’ou` π(ψ˜, ǫ˜) =
< δ, π(ψ˜′, ǫ˜′, (ρ,A− 1, B + 1, ǫ0)) (1)
⊕η=±π(ψ˜
′, ǫ˜′,∪C∈[A,B](ρ, C,C, ζ, (−1)
[C]η)). (2)
Pour conclure on utilise l’e´change des socles (5.6.1) applique´ a` δ comme ci-dessus et δ′ = ρ| |ζ
′C′ . On obtient
donc
(1) =< δ,< ρ| |ζ
′C′ , π(ψ˜′, ǫ˜′, (ρ,A− 1, B + 1, ζ, ǫ0) >>
Mais < ρ| |ζ
′C′ , π(ψ˜′, ǫ˜′, (ρ,A− 1, B + 1, ζ, ǫ0) >= π(ψ′, ǫ′, (ρ,A− 1, B + 1, ζ, ǫ0)). De meˆme :
< ρ| |ζ
′C′ , π(ψ˜′, ǫ˜′,∪C∈[A,B](ρ, C,C, ζ, (−1)
[C]η)) >= π(ψ′, ǫ′,∪C∈[A,B](ρ, C,C, ζ, (−1)
[C]η))
pour tout η = ± possible. D’ou` 4.1 sous ces hypothe`ses.
5.8 Troisie`me re´duction
Il nous reste donc a` voir le cas ou` (ρ,A,B, ζ, ǫ0) est l’unique e´le´ment de Jord(ψ, ǫ) tel que A > B et ou` pour
tout demi-entier C′ ∈ [1, B − 1], si (ρ, C′, C′, ζ′) ∈ Jord(ψ), alors il existe un signe ζ′′ tel que (ρ, C′ − 1, C′ −
1, ζ′′) ∈ Jord(ψ). On a re´gle´ en 5.4 ou` ǫ alterne sur tous ces blocs de Jordan. On a donc a` re´gler le cas ou` il
existe C′ tel que (ρ, C′, C′, ζ′) ∈ Jord(ψ) et (ρ, C′ − 1, C′ − 1, ζ′′) ∈ Jord(ψ), le caracte`re ǫ prenant la meˆme
valeur sur ces 2 blocs. En fixant C′ minimal avec cette proprie´te´ ; on peut imposer que ζ′′ = ζ′ car la de´finition
de π(ψ, ǫ) ne de´pend pas de ζ′′ car le signe est alterne´ sur les blocs plus petit ou egaux a` C′− 1 en commenc¸ant
par -1 si C′ est un demi-entier non entier. On fixe donc C′, ζ′, ǫ′0 la valeur de ǫ sur (ρ, C
′, C′, ζ′). On va ramener
ce cas a` un dernier cas qui sera traite´ dans le paragraphe suivant.
On pose π±(ψ, ǫ) := π(ψ, ǫ) ⊕ π(ψ, ǫ−) ou` (ψ, ǫ−) se de´duit de ψ, ǫ en changeant simplement ǫ sur les 2 blocs
(ρ, C′, C′, ζ′) et (ρ, C′ − 1, C′ − 1, ζ′) en son oppose´. On note ψ˜, ǫ˜ le couple qui se de´duit de ψ, ǫ en enlevant
les 2 blocs (ρ, C′, C′, ζ′) et (ρ, C′ − 1, C′ − 1, ζ′). On revient a` la de´finition de π(ψ, ǫ) et π(ψ, ǫ−). On pose ici
δ˜ :=< ρ| |ζ
′C′ , · · · , ρ| |−ζ
′(C′−1) >.
Et on montre en utilisant 6 et 5.6.5 que π±(ψ, ǫ) est l’ensemble des constitutants de δ˜timesπ(ψ˜, ǫ˜) ve´rifiant
Jacρ| |ζ′C′ 6= 0.
On applique 4.1 par re´currence a` π(ψ˜, ǫ˜) d’ou`, en posant δ :=< ρ| |ζB, · · · ρ| |−ζA > :
π(ψ˜, ǫ˜) =< δ, π(ψ˜′, ǫ˜′, (ρ,A− 1, B + 1, ζ, ǫ0)) > ⊕η=±π(ψ˜
′, ǫ˜′,∪C∈[A,B](ρ, C,C, ζ, (−1)
[C]η)).
On applique encore 5.6.5 en prenant pour le couple (δ, δ′) de loc. cite (δ˜, δ) et cela nous donne une bijection
entre les sous-quotients irre´ductibles de δ˜× π(ψ˜, ǫ˜) et ceux de δ˜× π(ψ˜′, ǫ˜′, (ρ,A− 1, B+1, ζ, ǫ0)) cette bijection
e´tant donne´e par < δ, ? >. Cette bijection est compatible a` l’ope´ration Jacζ′C′ . On en de´duit alors avec des
notations que l’on espe`re e´vidente que :
π±(ψ, ǫ) =< δ, π±(ψ
′, ǫ′, (ρ,A− 1, B + 1, ζ, ǫ0) > (1)
⊕ηπ±(ψ
′, ǫ′,∪C∈[B,A](ρ, C,C, ζ, (−1)
[C]η)). (2)
Il faut revenir de π±(ψ, ǫ) a` π(ψ, ǫ), c’est-a`-dire qu’il faut d’abord de´montrer qu’il n’y a pas de simplification
entre les composants irre´ductibles de π(ψ, ǫ) et ceux de π(ψ, ǫ−) et ensuite il faut se´parer les composants
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respectifs de fac¸on compatible a` (1) et (2) ci-dessus. On peut le faire en utilisant les modules de Jacquet dans
les 2 cas que l’on va de´tailler ci-dessous et il restera un cas a` traiter par d’autres me´thodes.
On suppose ici que C′ ≥ 3/2. Alors le caracte`re ǫ− ve´rifie
ǫ−(ρ, C
′ − 2, C′ − 2, ζ′) = ǫ(ρ, C′ − 2, C′ − 2, ζ′) = −ǫ(ρ, C′ − 1, C′ − 1, ζ′) = ǫ−(ρ, C
′ − 1, C′ − 1, ζ′).
On applique 5.6.5 aux couples (δ =< ρ| |ζB, · · · , ρ| |−ζC >, δ′ = ρ| |ζ
′(C′−1)), pour tout C ∈]B,C] fixe´ et a` la
repre´sentation
Y = Jacζ′(B+1),··· ,ζCπ(ψ
′, ǫ′−, (ρ,A− 1, B + 1, ζ, ǫ0)), Y
′ = Jacζ′(C′−1)Y.
Et on montre ainsi que tous les constituants irre´ductibles de π(ψ, ǫ−) ve´rifient Jacζ′(C′−1) 6= 0. Par contre on a
directement que tous les constituants irre´ductibles de π(ψ, ǫ) ve´rifient Jacζ′(C′−1) = 0 (c’est vrai pour tous les
termes de la de´finitions de π(ψ, ǫ). Ainsi Jacζ′(C′−1) permet de faire la se´paration annonce´e.
Supposons maintenant que C′ ≤ 1, c’est-a`-dire C′ = 1. On peut encore utiliser les modules de Jacquet si
(ρ, 2, 2, ζ′′) ∈ Jord(ψ) avec ζ′′ un signe convenable ; en effet si ζ′′ = ζ′, on utilise Jacζ′2 tandis que si ζ′′ = −ζ′,
on utilise Jac−ζ′2,−ζ′1, c’est-a`-dire que dans la de´monstration ci-dessus, on remplace ζ
′(C′−1) soit par ζ′(C′+1)
soit par −ζ′(C′ + 1),−ζ′C′.
5.8.1 Dernier cas
Il reste exactement un cas qui n’est pas re´gle´ par les re´ductions pre´ce´dentes : (ρ,A,B, ζ, ǫ0) est l’unique
e´le´ment de Jord(ψ) ve´rifiant A > B de plus B > 1 et pour tout C < B et tout signe ζC , (ρ, C,C, ζC) /∈ Jord(ψ)
sauf exactement si C = 0 et C = 1 (pour un bon choix de ζC . On peut alors prendre ζ0 = ζ1 =: ζ
′. Et ǫ prend
la meˆme valeur sur (ρ, C,C, ζ′) pour C = 0, 1 et on note ǫ′0 cette valeur.
La me´thode est ici du meˆme ordre que dans 5.4 mais il y a quelques petits changements ! On fixe π˜ un
constituant irre´ductible de π(ψ, ǫ).
Pour D un entier avec D ≤ A et pour λ un signe, on reprend la notation ψ˜D, ǫ˜D,λ de loc. cite.
Lemme : (i) Il existe δ et ζ ainsi qu’un ensemble totalement ordonne´, E d’entiers tous de valeur absolue
infe´rieure ou e´gale a` A tels que :
π˜ →֒ ×x∈Eρ| |
x × π(ψ˜D, ǫ˜D,λ). (1)
(ii)Soit E comme en (i) et supposons que cet ensemble contient −ζA. Alors JacζB,··· ,−ζAπ˜ 6= 0.
Pour (i) on applique d’abord 5.3.3 d’ou` t1 et un signe λ1 ; ensuite comme ǫ prend la meˆme valeur sur (ρ, 0, 0, ζ
′)
et (ρ, 1, 1, ζ′), on peut enlever ces 2 blocs ; on se retrouve avec une repre´sentation e´le´mentaire mais dont les
premiers blocs sont ∪C∈[B,A−2t1](ρ, C,C, ζ, (−1)
Cλ1). On peut encore appliquer 6 pour passer de ∪C∈[B,A−2t1]
a` ∪C ∈ [0, A− 2t1 −B]. C’est-a`-dire que D = A− 2t1 −B convient avec λ = (−1)Bλ1.
On remplace ensuite sous-quotient en sous-module (quitte a` changer les signes et l’ordre des e´le´ments de E
en utilisant 6 (proprie´te´ 4).
Pour (ii), l’hypothe`se assure qu’il existe x0 ∈ E tel que [x0,−ζA] soit un segment et Jacx0,··· ,−ζAπ˜ 6= 0 (cf
1.2). Ici x0 vaut soit ζB et (ii) est de´montre´ soit x0 = ζ
′1. Supposons donc que x0 = ζ
′1 ; pour C ∈]B,A], on
calcul Jacζ′1,··· ,−ζAXC ou` :
XC =< ρ| |
ζB , · · · , ρ| |−ζC > ×Jacζ(B+1),··· ,ζCπ(ψ
′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)).
On note ψ′′, ǫ′′ le couple qui se de´duit de ψ′, ǫ′ en enlevant les 2 blocs (ρ, C,C, ζ′, ǫ′0) pour C = 0, 1 et on a une
inclusion (cf. 6 et par exemple 4.2 que l’on peut utiliser par re´currence pour l’e´tendre au cas non e´le´mentaire)
π(ψ′, ǫ′, (ρ,A,B + 2, ζ, ǫ0)) →֒< ρ| |
ζ′1, ρ > ×π(ψ′′, ǫ′′, (ρ,A,B + 2, ζ, ǫ0)).
D’ou` XC →֒< ρ| |ζB, · · · , ρ| |−ζC > × < ρ| |ζ
′1, ρ > ×Jacζ(B+1),··· ,ζCπ(ψ
′′, ǫ′′, (ρ,A,B + 2, ζ, ǫ0)). On calcule
Jacζ′1,··· ,−ζA de l’induite ci-dessus. On obtient :
si ζ′ = −ζ, < ρ| |ζB, · · · , ρ| |−ζC > ×ρ× Jac−ζ2,··· ,−ζAJacζ(B+1),··· ,ζCπ(ψ
′′, ǫ′′, (ρ,A,B + 2, ζ, ǫ0)).
si ζ′ = ζ, < ρ| |ζB, · · · , ρ| |−ζC > ×Jac−ζ1,··· ,−ζAJacζ(B+1),··· ,ζCπ(ψ
′′, ǫ′′, (ρ,A,B + 2, ζ, ǫ0)).
Mais une non nullite´ de ces termes force, Jac−ζyJacζ(B+1),··· ,ζCπ(ψ
′′, ǫ′′, (ρ,A,B + 2, ζ, ǫ0)) 6= 0 pour y = 2
ou 1 d’ou` encore Jac−ζyπ(ψ
′′, ǫ′′, (ρ,A,B+2, ζ, ǫ0)) 6= 0 ce qui est impossible car −ζy 6= ζ(B+2). Cela termine
la preuve du lemme.
Soit E , D,λ satisfaisant au (1) du lemme pre´ce´dent. Quitte a` re´ordonner E , on e´crit E comme union de segments
croissants avec les proprie´te´s de 5.4.3 et en notant σE la repre´sentation associe´e par Zelevinski a` cette union,
(1) devient une inclusion :
π˜ →֒ σE × π(ψD, ǫD,λ). (2)
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Ecrivons donc E sous la forme ∪i∈[1,v][xi, yi] ou` v est un entier convenable ; les segment sont par hypothe`se
croissants si ζ = + et de´croissant si ζ = −. Pour fixer les ide´es, on va donc supposer que ζ = +. On impose
alors, comme on en a le droit que x1 ≥ · · · ≥ xv. On peut reprendre les arguments de 5.4.3 ; s’il existe i ∈ [1, v]
tel que pour tout j < i, xj 6= xi − 1, alors Jacxi π˜ 6= 0. Mais ici cela prouve uniquement que pour un tel i,
xi = B ou xi = ζ
′1. Ceci s’applique e´videmment pour x1.
Supposons que E comme ci-dessus a aussi la proprie´te´ d’avoir un nombre d’e´le´ments positifs minimal et
qu’il ne contient pas −A. On va trouver les formes particulie`res que peuvent avoir E . On doit encore avoir
E ∪ −E ∪x∈[0,D] [−x, x] = ∪x∈[B,A][−x, x] ∪ [−1, 1] ∪ {0}. Ceci se re´crit
E ∪ −E = ∪x∈[D+1,A][−x, x]− ∪x∈]1,B[[−x, x].
On montre comme en **** que sous ces hypothe`ses, pour tout i ∈ [1, v] tel que yi > 0 alors il existe j > i
avec yj = yi − 1 sauf e´ventuellement pour la plus petite valeur de yi > 0 qui est ne´cessairement alors D + 1.
De plus, on a avec la notation t1 de 5.3.3,
A−D = 2t1 +B. (∗∗)
Premier cas : supposons que x1 = ζ
′1 ; alors pour tout i ≥ 1, xi 6= B. Comme on a Jacx1,x1 π˜ = 0 graˆce
a` 5.2, on a d’apre`s ce qui pre´ce`de pour tout i ∈ [1, v[, xi = xi+1 + 1. Comme dans 5.4.3, on ve´rifie alors que
ne´cessairement y1 ≥ · · · ≥ yv. On re´crit E sous forme de tableau comme en loc.cite ; toutefois ici le nombre de
colonnes est ici A − ζ′1 + 1. On note w le nombre de colonnes et on re´utilise la notation z1, · · · , zw pour les
e´le´ments en bout de chaque colonne.
Si ζ′ = −, la premie`re colonne est [−1, z1] la deuxie`me [0, z2] et les autres de la forme [a, za+2] avec a ∈ [1, A]
et l’e´galite´ sur E ∪ −E devient :
[1, A] ∪i∈[1,w];zi≤0 {−zi}∪]1, B[= [D + 1, A] ∪i∈[1,w];zi>0 {zi − 1}.
D’apre`s ce que l’on a vu ∪i∈[1,w];zi>0{zi − 1} est un intervalle e´ventuellement vide (c’est clair si on e´crit E sous
forme de tableau) dont la plus grande extre´mite´ ne peut eˆtre que D. Cela prouve que l’ensemble de droite n’a pas
de multiplicite´.‘Comme z1 ∈ [−1,−A[ l’ensemble de gauche a de la multiplicite´, ce qui donne une contradiction.
Si ζ′ = +, cela se traduit par :
[1, A] ∪i∈[1,w];zi≤0 {−zi}∪]1, B[= [D + 1, A] ∪i∈[1,w];zi>0 {zi − 1}.
L’argument donne´ ci-dessus est toujours valable pour savoir qu’il n’y a pas de multiplicite´ dans l’ensemble de
droite. Ainsi B = 2 et ∪i∈[1,w];zi≥0{−zi} a au plus 1 terme {0}. Donc le nombre de lignes du tableau est au
plus 2 ; or d’apre`s (**) il est d’au moins 2 lignes, c’est a` dire que le tableau a exactement 2 lignes et que t1 = 0
puisque B = 2. On conclut alors que π˜ est ne´cessairement l’une des repre´sentations comple´mentaires de 4.1.
Deuxie`me cas, x1 = B : supposons d’abord que B > 2. La premie`re ligne de E est [B,A] et on peut calculer
le Jac suivant cette ligne ; c’est un calcul qui a e´te´ fait en 4.4, cela revient a` remplacer dans chaque terme
de´finissant π(ψ, ǫ), le couple (A,B) par le couple (A− 1, B− 1). Ainsi on se rame`ne facilement au cas ou` B = 2.
L’inte´reˆt est que, sous cette hypothe`se,
E ∪ −E = [D + 1, A].
Supposons d’abord que E peut encore s’e´crire sous forme de tableau dont les lignes sont des segments croissants
et les colonnes des segments de´croissants ; c’est ce dernier point qui n’est pas automatique :
B · · · · · · · · · A
...
...
...
...
...
x2t1+B · · · · · · · · · D + 1
...
...
...
...
xv · · · yv
Ici x2t1+B = B − 2t1 −B + 1 = −2t1+1. On cherche a` de´montrer que t1 = 0. Et on a encore [B = 2, A]∪i;zi≤0
{−zi} = [D+1, A]∪i;zi>0 {zi− 1} et l’ensemble de droite n’a pas de multiplicite´. Ainsi xv ≥ −1 et 1− 2t1 ≥ −1
c’est-a`-dire t1 = 0 ou 1. Et on veut de´montrer que t1 = 0. Il reste donc a` e´liminer le cas ou` t1 = 1 ; supposons donc
que t1 = 1 alors xv = x2t1+2 = −1, le tableau repre´sentant E est rectangulaire avec 4 lignes. Comme le bout de
chaque ligne est supe´rieur ou e´gal a` D+1, Jacxσ
∗
E = 0 pour tout x > −(D+1). Supposons que ζ
′1 > −(D+1),
on a d’une part avec 5.6.5 applique´ comme dans les re´ductions ci-dessus que Jacζ′1π˜ 6= 0 et d’autre part avec
l’inclusion π˜ →֒ σE × π(ψ˜D, ǫ˜D,λ)et ce qui pre´ce`de Jacζ′1π(ψ˜D, ǫ˜D,λ 6= 0 ce qui est exclu. On peut quand meˆme
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avoir ζ′1 ≤ −(D+ 1) ce qui est en fait ζ′ = − et D = 0 mais puisque Jac−1π˜ 6= 0, il faudrait que l’inclusion ci-
dessus se factorise en π˜ →֒ ρ| |−1×Y , ou` Y est un sous-quotient irre´ductible de ×x∈E−{−1}ρ| |
x×π(ψ˜D, ǫ˜D,λ). On
remarque que E est en fait tre`s particulier sous nos hypothe`ses car ne´ce´ssairementA = D+2t1+2 = 0+2+2 = 4
et B = 2. D’ou`
E ′ := E − {−1} :=
2 3 4
1 2 3
0 1 2
−1 0
Quitte a` changer l’ordre dans E ′ et des signes, on e´crit Y comme sous-module de ×x∈E′ρ| |x×π(ψ˜D, ǫ˜D,λ) et un
E qui convient est donc {−1} ∪ E ′. Par minimalite´ du nombre d’e´le´ments positif dans notre E de de´part, E ′ ne
peut eˆtre constitue´ que d’e´le´ments positifs ou nul. Donc −1 a e´te´ change´ en 1 et σ′E →֒ ρ| | × σ
′′ pour σ′′ une
repre´sentation bien choisi et comme l’induite ρ| |−1 × ρ| | est irre´ductible, on a une inclusion :
π˜ →֒ ρ| | × π′′,
pour une repre´sentation π′′ convenable, ce qui entraˆıne Jac1π˜ 6= 0 ; ceci est contradictoire avec 3.2 puisque
ζ′ = −1 ici.
On en est donc revenu au cas ou` E ne s’e´crit pas comme tableau comme pre´ce´demment. On ve´rifie que E
s’e´crit comme union d’un tableau :
T =
2 · · · · · · · · · A
...
...
...
...
...
x2t1+2 · · · · · · · · · D + 1
...
...
...
...
xv · · · yv
avec l’ensemble {ζ′1, 0}. On a encore en conside´rant E ∪ −E mais en appelant ici zi les derniers e´le´ments de
chaque colonne de T :
{0, 1} ∪ [2, A] ∪i;zi≤0 {−zi} = [D + 1, A] ∪i;zi>0 {zi − 1}.
Et toujours le fait que l’ensemble de droite n’ayant pas de multiplicite´, celui de gauche ne peut en avoir. Donc
ici l’ensemble {i; zi ≤ 0} est ne´cessairement vide. Cela force x2t1+2 ≥ 1 d’ou`, par un calcul de´ja` fait t1 = 0. Ce
qui est ce que l’on cherche.
6 Rappels
6.1 Les se´ries discre`tes et hypothe`ses
Dans le cas des se´ries discre`tes on a de´montre´ en [12] et [13] les re´sultats suivants que je vais rappele´ ci-
dessous. Soit ψ, ǫ un couple forme´ d’un morphisme de WF × SL(2,C) avec les proprie´te´s d’alge´bricite´ usuelles
dans LG tel que CentLG(ψ) soit fini et ǫ un caracte`re de CentLGψ dans ±1 tel que la restriction de ǫ au centre
de LG soit ♯ (cf. 1.1). En plongeant LG dans un GL par son application naturelle, on de´compose ψ en somme
de repre´sentation irre´ductible de la forme ρ⊗σa ou` ρ est une repre´sentation irre´ductible de WF , ne´cessairement
autoduale et σa est une repre´sentation irre´ductible de SL(2,C) ne´cessairement uniquement de´termine´ par sa
dimension, note´e a en indice ; la parite´ de a est uniquement de´termine´e par ρ. C’est de l’alge`bre line´aire. On
note Jord(ψ) := {(ρ, a)} pour (ρ, a) apparaissant dans la de´composition ci-dessus ; le caracte`re ǫ s’identifie alors
naturellement a` une application de Jord(ψ) dans {±1}. A un tel couple ψ, ǫ on associe un couple de meˆme type
mais cuspidale, c’est ce qui correspond a` ce que l’on a appele´ en loc.cit. le support cuspdial partiel. Une fac¸on
de le construire, sans utiliser de re´currence, peut se faire ainsi.
On construit d’abord un couple ψ0, ǫ0 relatif a` un groupe de meˆme type que G mais de rang e´ventuellement
plus petit tel que Jord(ψ0) se de´duise de Jord(ψ) en enlevant des blocs (ρi, ai) pour i ∈ [1, t] tous distincts ou` t
est un entier pair e´ventuellement 0 soumis aux conditions ci-dessous, ǫ0 est la restriction de ǫ aux blocs restant ;
les conditions sont que pour tout i ∈ [1, t/2],
ρ2i−1 = ρ2i, ǫ(ρ, a2i−1) = ǫ(ρ, a2i), a2i < a2i−1 (on accepte a2i = 0 au plus une fois en posant ǫ(ρ, a2i) = +
mais il faut alors que a2i−1 soit pair) et pour tout b ∈]a2i, a2i−1[ tel que (ρ2i−1, b) ∈ Jord(ψ), ∃j < i tel que
ρ2j−1 = ρ2i−1 et b = a2j ou a2j−1.
On remarque que ψ0, ǫ0 n’est pas uniquement de´termine´ par ψ, ǫ. Mais on fait un tel choix en supposant que
|Jord(ψ0)| est minimal. Pour ρ une repre´sentation autoduale de WF , on note Jordρ(ψ0) := {a ∈ N; (ρ, a) ∈
Jord(ψ0) et on pose δρ := |Jordρ(ψ0)| et ηρ la parite´ de tout e´le´ment de Jordρ(ψ0), c’est-a`-dire ηρ = 0 si
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ces nombres sont pairs et 1 sinon. On note encore ǫρ la valeur de ǫ0 sur l’e´le´ment minimal de Jordρ(ψ0) ; par
construction ce nombre vaut −1 si ηρ = 0 mais n’est pas connu a priori si ηρ = 1. Il est facile de ve´rifier que les
donne´es δρ et ǫρ sont elles uniquement de´termine´es par ψ, ǫ.
On pose alors, a priori, ψcusp, ǫcusp le couple relatif a` un groupe de meˆme type que G mais de rang
e´ventuellement plus petit, tel que Jord(ψcusp) := {(ρ, α);α ≤ δρ, α ≡ ηρ[2]}, ou` ρ parcourt l’ensemble des
repre´sentations autoduales de WF tel que δρ 6= 0 et ou`, pour tout (ρ, α) ∈ Jord(ψcusp), ǫcusp(ρ, α) :=
(−1)(α+ηρ)/2+1ǫρ. On note Gcusp le groupe correspondant.
Le couple ψcusp, ǫcusp est uniquement de´termine´ par ψ, ǫ et est sa donne´e cuspidal.
On suppose qu’il existe une repre´sentation cuspidale πcusp de Gcusp avec la proprie´te´ suivante pour toute
repre´sentation autoduale ρ de WF identifie´e a` une repre´sentation de ρ cuspidale autoduale de GL(dρ) (ce
qui de´finit dρ) par la correspondance de Langlands ([6],[7]) et pour tout entier f tel que f ≡ ηρ[2] l’induite
St(ρ, f) × πcusp est irre´ductible si et seulement si (ρ, f) ∈ Jord(ψcusp) ; ici St(ρ, f) est la repre´sentation de
Steinberg qui est plus ge´ne´ralement note´e < ρ| |−(f−1)/2, · · · , ρ| |(f−1)/2 > dans ce papier.
Avec cette hypothe`se, on a montre´ en [9] que πcusp avait les bonnes proprie´te´s de re´ductibilite´ suppose´es en
[12] et [13]. On peut donc utiliser les re´sultats de ces papiers ; on a montre´ qu’il existe une unique se´rie discre`te
π(ψ, ǫ) (irre´ductible) telle que pour tout ρ comme ci-dessus et pour tout f aussi comme ci-dessus l’induite
St(ρ, f)× π(ψ, ǫ) est irre´ductible si et seulement si (ρ, f) ∈ Jord(ψ) ; de plus pour ρ comme ci-dessus et pour
tout couple (a > a−) d’entiers conse´cutifs dans Jordρ(ψ),
ǫ(ρ, a) = ǫ(ρ, a−) ⇔ Jac(a−1)/2,··· ,(a−+1)/2π(ψ, ǫ) 6= 0
et le support cuspidal partiel de π(ψ, ǫ) est πcusp ce qui veut dire qu’il existe une repre´sentation σ d’un
groupe line´aire de rang 1/2 la diffe´rence des rangs de G et Gcusp tel que π(ψ, ǫ) soit un sous-quotient de
l’induite σ × πcusp. L’existence est dans [13] et l’unicite´ dans [12].
6.2 Paquets associe´s a` des morphismes e´le´mentaires
Fixons encore ψ, ǫ comme ci-dessus d’ou` ψcusp, ǫcusp et on fait l’hypothe`se cle´. Donnons-nous aussi une
application de Jord(ψ) dans {±} ; cela permet de de´finir un morphisme de WF × SL(2,C) × SL(2,C) dans
LG de telle sorte que la de´composition de ce morphisme en repre´sentations irre´ductibles (comme plus haut) est
somme des produits tensoriels ρ ⊗ σa ⊗ σb ou` (ρ, sup(a, b)) parcourt Jord(ψ), inf(a, b) = 1 et sup(a, b) = a si
ζ = + et b si ζ = −. On note ψζ ce morphisme et ǫ s’identifie encore naturellement a` un caracte`re de CentLGψζ
dans {±1}. Donc ici
ψ = ψζ ◦∆. (∗)
Dans [11], on a associe´ une repre´sentation irre´ductible π(ψζ , ǫ) a` un tel couple. On en a donne´ 2 de´finitions ;
celle qui donne le plus de proprie´te´ est une de´finition dans le groupe de Grothendieck qui ge´ne´ralise la formule
d’Aubert [2] et Schneider-Stuhler [15] pour l’involution ge´ne´ralisant celle de Zelevinski dans le cas des groupes
line´aires. Pour l’expliquer, nous avons besoin de la notation suivante : soit a un demi-entier positif, ρ comme
ci-dessus et π une repre´sentation de G ; soit P un sous-groupe parabolique de G donc de la forme ×d∈DGL(d)×
G(m) ou` D est un ensemble d’entiers. On note resP,ρ,≤a(π) la projection de la restriction de π le long du radical
unipotent de P sur le support cuspidal pour ×d∈DGl(d) forme´ de repre´sentation du type ×z∈Rρ
z mais ou` tous
les z qui apparaissent ve´rifient |z| ≤ a. On de´finit de meˆme resP,ρ,<a en imposant l’ine´galite´ stricte. On pose
alors
invρ,≤a =
∑
P
(−1)rgG−rgP indGP (resP,ρ,≤aπ),
c’est une application dans le groupe de Grothendieck des repre´sentations lisses de type fini de G. On de´finit de
fac¸on analogue invρ,<a en remplac¸ant l’ine´galite´ large par l’ine´galite´ stricte. Et alors :
π(ψζ , ǫ) =
( ∏
(ρ, a) ∈ Jord(ψ);
ζ(ρ, a) = −
invρ,<a ◦ invρ,≤a
)
(π(ψ, ǫ)).
L’ordre dans lequel on effectue ces applications n’a pas d’importance. Il n’est pas clair du tout sur cette de´finition
que π(ψζ , ǫ) est irre´ductible mais c’est un des re´sultats de [11]. En fait on montre que cette de´finition est la
meˆme que la de´finition suivante qui se fait par induction :
pour toute repre´sentation ρ fixe´e, on note aρ,ψ,ǫ l’entier minimum, quand il existe, ve´rifiant
(ρ, aρ,ψ,ǫ) ∈ Jord(ψ),
soit (ρ, aρ,ψ,ǫ − 2) /∈ Jord(ψ),
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soit (ρ, aρ,ψ,ǫ − 2) ∈ Jord(ψ) (en acceptant e´ventuellement aρ,ψ,ǫ = 2 et ve´rifie
ǫ(ρ, aρ,ψ,ǫ) = ǫ(ρ, aρ,ψ,ǫ − 2).
On a alors les proprie´te´s suivantes ; dire que (ψ, ǫ) 6= (ψcusp, ǫcusp) est exactement e´quivalent a` dire qu’il
existe ρ tel que aρ,ψ,ǫ existe. Fixons un tel ρ.
proprie´te´ 1 : alors π(ψζ , ǫ) ne de´pend pas de la valeur de ζ sur les blocs (ρ, a) ∈ Jord(ψ) tel que a < aρ,ψ,ǫ.
On pose ζρ,ψ,ǫ la valeur de ζ sur (ρ, aρ,ψ,ǫ) ;
proprie´te´ 2 : supposons que (ρ, aρ,ψ,ǫ− 2) /∈ Jord(ψ), alors on note ψ′, ǫ′ le couple qui se de´duit de ψ, ǫ en
changeant simplement le bloc (ρ, aρ,ψ,ǫ) en (ρ, aρ,ψ,ǫ − 2). Alors l’induite :
ρ| |ζρ,ψ,ǫ(aρ,ψ,ǫ−1)/2 × π(ψ′ζ , ǫ
′)
a un unique sous-module irre´ductible qui est pre´cise´ment π(ψζ , ǫ) ; ceci est aussi vrai si aρ,ψ,ǫ = 2 avec
ne´cessairement ǫ(ρ, aρ,ψ,ǫ) = + ;
proprie´te´ 3 : supposons que (ρ, aρ,ψ,ǫ − 2) ∈ Jord(ψ) avec aρ,ψ,ǫ − 2 6= 0. On note ψ′, ǫ′ le couple qui se
de´duit de ψ, ǫ en enlevant les 2 blocs (ρ, aρ,ψ,ǫ) et (ρ, aρ,ψ,ǫ − 2). L’induite :
< ρ| |ζρ,ψ,ǫ(aρ,ψ,ǫ−1)/2, · · · , ρ| |−ζρ,ψ,ǫ(aρ,ψ,ǫ−3)/2 > ×π(ψ′ζ , ǫ
′)
a exactement 2 sous-modules irre´ductibles et π(ψζ , ǫ) est l’un des deux. Le choix est pre´cise´ en [11], il y a une
part d’arbitraire et nous n’avons pas force´ment fait le meilleur choix. Mais cela n’a aucun importance pour ce
que nous faisons.
proprie´te´ 4 : soit E un ensemble de demi-entiers tels que pour tout x ∈ E , |x| < (aρ,ψ,ǫ − 1)/2. Alors pour
tout sous-quotient irre´ductible, π˜ de l’induite ×x∈Eρ| |x × π(ψζ , ǫ), il existe un ensemble E ′ totalement ordonne´
de demi-entiers ve´rifiant :
{E} ∪ {−E} = {E ′} ∪ {−E ′}
et une inclusion : π˜ →֒ ×x∈E′ρ| |x × π(ψζ , ǫ).
On remarque que les proprie´te´s 1, 2 et 3 permettent de de´finir π(ψζ , ǫ) par induction et le travail [11] consiste
justement a` prouver que cette de´finition et celle donne´e dans le groupe de Grothendieck co¨ıncident.
proprie´te´ 5 : soit x ∈ R ; on suppose que Jacxπ(ψζ , ǫ) 6= 0, alors il existe a ∈ N tel que (ρ, a) ∈ Jord(ψ) et
x = ζ(ρ,a)(a−1)/2. Re´ciproquement si (ρ, a) ∈ Jord(ψ) et (ρ, a−2) /∈ Jord(ψ) alors Jacζ(ρ,a)(a−1)/2π(ψζ , ǫ) 6= 0.
proprie´te´ 6 : fixons ρ comme ci-dessus et a > a− des entiers conse´cutifs de Jordρ(ψ) ; on suppose ici que
ζ(ρ, a) = ζ(ρ, a−) alors
Jacζ(a−1)/2,··· ,ζ(a−+1)/2π(ψζ , ǫ) 6= 0⇔ ǫ(ρ, a) = ǫ(ρ, a−).
L’analogue de la proprie´te´ 6 pour les se´ries discre`tes est essentiellement la de´finition de la parame´trisation
(cf [12]) ; en utilisant la formule dans le groupe de Grothendieck de´finissant π(ψζ , ǫ) on obtient la proprie´te´
e´crite mais elle est faible puisqu’il faut supposer au de´part que ζ(ρ, a) = ζ(ρ, a−). Sans cette hypothe`se, on
a quand meˆme une proprie´te´ des modules de Jacquet qui distingue le cas ǫ(ρ, a) = ǫ(ρ, a−) mais c’est plus
complique´ ; on l’e´crit simplement dans le cas que nous utiliserons. On suppose que Jordρ(ψ) contient 1, 3
et 5 et que ζ := ζ(ρ, 1) = ζ(ρ, 3) 6= ζ(ρ, 5) et ǫ(ρ, 1) = ǫ(ρ, 3). Alors ǫ(ρ, 3) = ǫ(ρ, 5) si et seulement si
Jac−ζ2,−ζ1π(ψζ , ǫ) 6= 0.
6.3 Proprie´te´ d’induction
Ici on revient a` ψ, ǫ non ne´cessairement e´le´mentaire, c’est-a`-dire comme dans tout ce travail.
Proposition : Soit (ψ, ǫ) et soit b un entier. Soit aussi ζ = ± ; on suppose que (ρ, b) /∈ Jord(ψ ◦∆) et que ψ ◦∆
est discret. L’induite < ρ| |ζ(b−1)/2, · · · , ρ| |−ζ(b−1)/2 > ×π(ψ, ǫ) est semi-simple de longueur 2 fois la longueur
de π(ψ, ǫ).
On la fait pour les se´ries discre`tes en [12], mais il faut bien tenir compte du fait que le point cle´ est alors le cas
cuspidale ou` en fait on admet le re´sultat dans les hypothe`ses de base. On en de´duit le cas de ψ e´le´mentaire :
si aρ,ψ,ǫ > b, on l’a de´montre´ dans [11] et on en de´duit le cas ge´ne´ral par re´currence en e´changeant socle
et induction comme ci-dessous ; on ne fait pas les de´tails. Supposons donc qu’il existe (ρ, a, b) ∈ Jord(ψ) tel
que inf(a, b) ≥ 2. On suppose pour simplifier que a ≥ b. On de´montre l’assertion par re´currence. On sait
(4.1) que π(ψ, ǫ) est la somme des sous-modules irre´ductibles inclus dans < ρ| |(a−b)/2, · · · , ρ| |−(a+b)/2+1 >
×π(ψ′, ǫ′, (ρ, a, b−2, ǫ(ρ, a, b))) et de repre´sentation π(ψ′′, ǫ′′) pour un bon choix de morphismes ψ′′, ǫ′′ auxquels
on peut appliquer la re´currence.
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On pose σ :=< ρ| |ζ(b−1)/2, · · · , ρ| |−ζ(b−1)/2 >. On sait que π(ψ′, ǫ′, (ρ, a, b− 2, ǫ(ρ, a, b)) est semi-simple ; on
note Y ′ l’un de ses sous-modules irre´ductibles et Y l’unique sous-module irre´ductible inclus dans l’induite
< ρ| |(a−b)/2, · · · , ρ| |(a+b)/2−1 > ×Y ′.
Ce qui reste a` de´montrer est que σ × Y est semi-simple de longueur 2. On applique le lemme technique, 5.6.5,
a` σ × Y avec δ = σ et δ′ =< ρ| |(a−b)/2, · · · , ρ| |−(a+b)/2+1 > ; pour cela on ve´rifie que δ × δ′ et δ × (δ′)∗ sont
irre´ductibles. Si ζ = +, cela re´sulte de Zelevinski car les segments correspondant ne sont pas lie´s. Si ζ = −, δ
correspond a` un segment qui n’a pas la meˆme croissance que celui qui correspond a` δ′ ; il faut donc un autre
argument. On a soit β < (a−b+1) soit β > a+b−1. Dans le premier cas, pour tout x ∈ [(β−1)/2,−(β−1)/2],
le segment re´duit a` x n’est pas lie´ au segment correspondant a` δ′ ni a` celui correspondant a` (δ′)∗. Dans le
deuxie`me cas, pour tout y ∈ [(a− b)/2,−(a+ b)/2− 1]∪ [−(a− b)/2, (a+ b)/2− 1], le segment re´duit a` y n’est
pas lie´ a` [−(β−1)/2, (β−1)/2]. Cela suffit largement pour avoir l’irre´ductibilite´ ; en effet on veut que l’ope´rateur
d’entrelacement (normalise´ a` la Langlands) δ × δ′ → δ′ × δ soit un isomorphisme. Mais on le de´compose en
ope´rateurs e´le´mentaires qui eux sont ne´cessairement des isomorphismes par irre´ductibilite´.
Les autres hypothe`ses sont satisfaites. Ainsi on sait que l’ensemble des sous-quotients irre´ductibles de σ×Y
sont en bijection avec l’ensemble des sous-quotients irre´ductibles de σ × Y ′. Par re´currence, on admet que
cette repre´sentation est semi-simple. Il est facile de voir qu’elle est alors de longueur au plus 2 et en fait elle
est de longueur au moins 2 car il faut que σ × π(ψ′, ǫ′, (ρ, a, b − 2, ǫ(ρ, a, b)) double sa longueur. Ainsi σ × Y a
exactement 2 sous-quotients irre´ductibles. Les sous-quotients, Y ′i pour i = 1, 2 de σ×Y
′ e´tant des sous-modules,
ils ve´rifient Jacζ(β−1)/2,···−ζ(β−1)/2Y
′
i 6= 0. On note Yi pour i = 1, 2, le sous-quotient de σ × Y qui correspond
a` Y ′i par Jac(a−b)/2,··· ,−(a+b)/2 et ne´cessairement Jacζ(β−1)/2,··· ,−ζ(β−1)/2Yi 6= 0. Ainsi Yi →֒ ρ| |
ζ(β−1)/2 × · · · ×
ρ| |−ζ(β−1)/2 × Y et il existe un sous-quotient σ′ de ρ| |ζ(β−1)/2 × · · · × ρ| |−ζ(β−1)/2 tel que Yi →֒ σ′ × Y . On
ve´rifie que σ′ ≃ σ ; pour cela il suffit de montrer que ne´cessairement Jacρ| |ζ(β−1)/2,··· ,ρ| |−ζ(β−1)/2σ
′ 6= 0. Or s’il
n’en est pas ainsi, il existe ne´cessairement x ∈]ζ(β − 1)/2,−ζ(β − 1)/2] tel que Jacx,··· ,−ζ(β−1)/2σ
′ 6= 0 ; mais
comme Yi est un sous-quotient de σ × Y , cela entraˆıne que Jacx,··· ,−ζ(β−1)/2Y 6= 0. Or ceci est exclu par 3.4.
D’ou` le re´sultat cherche´.
6.3.1 Irre´ductibilite´
On fixe ψ, ǫ comme dans tout ce travail ainsi qu’une repre´sentation cuspidale irre´ductible ρ. On suppose
encore ici que ψ ◦∆ est discret.
Proposition : Soit x un demi-entier strictement positif. On suppose que (ρ, 2x − 1) /∈ Jord(ψ ◦∆). Alors la
repre´sentation induite ρ| |x × π(ψ, ǫ) est semi-simple de meˆme longueur que π(ψ, ǫ).
La proposition est e´quivalente a` dire que pourX une sous-repre´sentation irre´ductible de π(ψ, ǫ) l’induite ρ| |x×X
est irre´ductible. Ceci se de´montre par re´currence comme ci-dessus.
7 De´finition de π(ψ, ǫ) dans le cas ge´ne´ral.
Soit ici un morphisme ψ : WF × SL(2,C) × SL(2,C) dans LG et on ne suppose ici que le fait que ψ est
discret c’est-a`-dire que CentLGψ est un groupe fini. La de´composition de ψ en repre´sentation irre´ductible donne
toujours un ensemble Jord(ψ) ; si on e´crit cet ensemble en terme de repre´sentations cela donne un ensemble de
triplet (ρ, a, b) avec une condition de parite´ reliant ρ et a+ b. Il est plus commode de poser A = (a + b)/2− 1
et B = (a − b)/2 en notant ζ le signe de a − b e´tant entendu qu’un nombre nul est positif. Ainsi Jord(ψ) est
vu comme un ensemble de quadruplet (ρ,A,B, ζ) pour ρ une repre´sentation irre´ductible autodual de WF , ζ un
signe, A,B des demi-entiers tels que A−B ∈ Z≥0 avec la condition que A est entier non demi-entier pre´cise´ment
si ρ est de meˆme type que LG (le type e´tant symplectique ou orthogonal) et ζ = + si B = 0.
Fixons ρ et de´finissons Jordρ(ψ) comme l’ensemble des quadruplets (ρ,A,B, ζ) avec ce ρ. On ordonne
totalement Jordρ(ψ) par : (ρ,A
′, B′, ζ′) > (ρ,A,B, ζ) si ces 2 quadruplets sont distincts et
soit B′ > B ; soit B′ = B mais A′ > A ; soit B′ = B,A′ = A mais ζ′ = + d’ou` ζ = −.
Soit G′ un groupe de meˆme type que G mais de rang plus grand et soit ψ′ un morphisme de meˆme type que
ψ mais relativement a` G′. On dit que ψ′ domine ψ si pour tout ρ, il existe une bijection entre Jordρ(ψ
′) et
Jordρ(ψ), bijection qui pre´serve l’ordre, ce qui la de´termine totalement et on la note bψ′,ψ et on demande
qu’elle ve´rifie, pour tout (ρ,A′, B′, ζ′) dans Jordρ(ψ
′), en posant (ρ,A,B, ζ) sont image par bψ′,ψ, ζ
′ = ζ,
A′ −A = B′ −B ≥ 0.
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Fixons ψ′ dominant ψ et (ρ,A,B, ζ) ∈ Jord(ψ) avec (ρ,A′, B′, ζ) son image inverse par bψ′,ψ ; on de´finit E(ρ,A,B,ζ
comme l’ensemble totalement ordonne´ re´union des segments ∪ℓ∈[1,A′−A][B
′− ℓ+1, A′− ℓ+1], ensemble qui est
vide si A′ = A. On de´finit alors Jac(ρ,A′,B′,ζ) 7→(ρ,A,B,ζ) := Jacx∈Eρ,A,B,ζ .
Quitte a` supposer le rang de G′ suffisamment grand, on peut aise´ment construire de tels ψ′ dominant ψ et on
peut en plus imposer que ψ′ ◦∆ soit discret. Graˆce a` bψ′,ψ, on identifie les groupes CentLG(ψ) et CentLG′(ψ
′)
ainsi que leurs groupes de caracte`res. Ainsi pour ǫ un caracte`re de CentLG(ψ) on sait de´finir π(ψ
′, ǫ). Et on
pose, avec les notations pre´ce´dentes :
De´finition : π(ψ, ǫ)ψ′ :=
∏
(ρ,A,B,ζ)∈Jord(ψ) Jac(ρ,A′,B′,ζ) 7→(ρ,A,B,ζ))π(ψ
′, ǫ), ou` dans le produit les (ρ,A,Bζ)
sont range´s dans l’ordre croissant.
Proprie´te´ : π(ψ, ǫ)ψ′ ne de´pend pas du choix de ψ
′ dominant ψ et tel que ψ′ ◦∆ est discret.
Cela re´sulte de 4.4 ; en effet fixons ψ′ et ψ′′ dominant ψ. On peut construire ψ˜ dominant a` la fois ψ′ et ψ′′ et a
fortiori ψ. Il suffit de de´montrer que π(ψ, ǫ)ψ˜ = π(ψ, ǫ)ψ′ et une e´galite´ analogue pour ψ
′′. Par syme´trie, il suffit
de le de´montrer pour ψ′. On descend de ψ˜ vers ψ′ en appliquant progressivement les Jac(ρ,A˜,B˜,ζ) 7→(ρ,A′,B′,ζ)
en commenc¸ant par les quadruplets les plus petits et donc de proche en proche on est ramene´ a` de´montrer
π(ψ, ǫ)ψ˜ = π(ψ, ǫ)ψ′ quand ψ˜ et ψ
′ sont tels qu’il existe un unique quadruplet (ρ,A′0, B
′
0, ζ
′
0) ∈ Jord(ψ˜ tel que
(ρ,A′0 − 1, B
′
0 − 1, ζ
′
0) ∈ Jord(ψ
′) et
Jord(ψ˜)− (ρ,A′0, B
′
0, ζ
′
0) = Jord(ψ
′)− (ρ,A′0 − 1, B
′
0 − 1, ζ
′
0).
On note (ρ,A0, B0, ζ0) l’image de ces quadruplets par les bijections ; elles ont ne´cessairement la meˆme image.
Le premier point est de ve´rifier que ∏
(ρ,A,B,ζ)∈Jord(ψ)
Jac(ρ,A′,B′,ζ)∈Jord(ψ˜) 7→(ρ,A,B,ζ) =
∏
(ρ,A,B,ζ)∈Jord(ψ)
Jac(ρ,A′,B′,ζ)∈Jord(ψ′) 7→(ρ,A,B,ζ))Jacζ′0B′0,··· ,ζ′0A′0 .
En effet les ensembles (ρ,A′, B′, ζ) 7→ (ρ,A,B, ζ) sont les meˆmes pour ψ˜ et ψ′ sauf exactement quand (ρ,A′, B′, ζ) =
(ρ,A′0, B
′
0, ζ
′
0) ou` par de´finition
Jac(ρ,A′0,B′0,ζ′0) 7→(ρ,A0,B0,ζ′0) = Jac(ρ,A′0−1,B′0−1,ζ′0) 7→(ρ,A0,B0,ζ′0)Jacζ′0B′0,··· ,ζ′0A′0 .
Il faut ensuite ve´rifier que Jacζ′0B′0,··· ,ζ′0A′0 commute au-dessus des Jac(ρ,A′,B′,ζ) 7→(ρ,A,B,ζ) pour tout (ρ,A
′, B′, ζ) ∈
Jord(ψ′) strictement plus petit que (ρ,A′0−1, B
′
0−1, ζ
′
0). Or, par hypothe`se ψ
′ ◦∆ est discret donc B′0−1 > B
′,
seule possibilite´ dans la de´finition de l’ordre et l’hypothe`se ψ′ ◦∆ discret renforce encore en B′0 − 1 > A
′. Soit
x un e´le´ment de l’ensemble (ρ,A′, B′, ζ) 7→ (ρ,A,B, ζ) et pour tout e´le´ment y ∈ [ζ′0B
′
0, ζ
′
0A
′
0], on a suˆrement
|x| ≤ A′ < B′0 − 1 < |y| − 1. D’ou` la commutation annonce´e (cf 1.2).
Les hypothe`ses de 4.4 pour ψ˜, ǫ et le quadruplet (ρ,A′0, B
′
0ζ
′
0) sont pre´cise´ment satisfaites car ψ
′ est le ψ−
de loc.cit. et par hypothe`se est tel que ψ′ ◦∆ est discret. Donc on a
Jacζ′0B′0,··· ,ζ′0A′0π(ψ˜, ǫ) = π(ψ
′, ǫ)
et
π(ψ, ǫ)ψ˜ =
∏
(ρ,A,B,ζ)∈Jord(ψ)
Jac(ρ,A′,B′,ζ)∈Jord(ψ˜) 7→(ρ,A,B,ζ)π(ψ˜, ǫ) =
∏
(ρ,A,B,ζ)∈Jord(ψ)
Jac(ρ,A′,B′,ζ)∈Jord(ψ′) 7→(ρ,A,B,ζ)Jacζ′0B′0,··· ,ζ′0A′0π(ψ˜, ǫ) =
∏
(ρ,A,B,ζ)∈Jord(ψ)
Jac(ρ,A′,B′,ζ)∈Jord(ψ′) 7→(ρ,A,B,ζ)π(ψ
′, ǫ)
ce qui est le re´sultat cherche´ π(ψ, ǫ)ψ′ .
De´finition : on pose π(ψ, ǫ) = π(ψ, ǫ)ψ′ .
Proprie´te´ : Supposons que pour au moins un ψ′ dominant ψve´rifiant ψ′ ◦∆ est discret, on ait
∑
ǫ
ǫ
(
1WF × 1SL(2,C) × (
−1 0
0 −1
)
)
π(ψ′, ǫ)
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est une distribution stable, il en est alors de meˆme pour
∑
ǫ
ǫ
(
1WF × 1SL(2,C) × (
−1 0
0 −1
)
)
π(ψ, ǫ),
la somme porte sur tous les caracte`res ǫ du groupe CentLGψ.
Cela est conse´quence du fait que nos Jac··· pre´serve la stabilite´.
Remarquons que pour G = SO(2n+ 1) si la restriction de ψ a` WF se factorise par le Frobenius, toutes nos
hypothe`ses sont satisfaites graˆce a` [9] qui montre que les constructions de Lusztig des se´ries discre`tes ont bien
les proprie´te´s que nous voulons et a` [14]
Remarquons aussi que dans certains cas π(ψ, ǫ) peut eˆtre 0 ; par exemple conside´rons, G = SO(9, F ), de´ploye´, le
morphisme ψ tel que ψ est trivial sur WF et (Repa est par de´finition la repre´sentation irre´ductible de dimension
a de SL(2,C))
ψ = trWF ⊗Rep4 ⊗ trSL(2,C) ⊕ trWF ⊗Rep2 ⊗ trSL(2,C) ⊕ trWF ⊗ trSL(2,C) ⊗Rep2.
En d’autres termes ψ est e´le´mentaire et
Jord(ψ) = {(trWF , 3/2, 3/2,+), (trWF , 1/2, 1/2,+), (trWF , 1/2, 1/2,−)}.
Notons ψ′ le morphisme qui ve´rifient :
ψ = trWF ⊗Rep6 ⊗ trSL(2,C) ⊕ trWF ⊗Rep4 ⊗ trSL(2,C) ⊕ trWF ⊗ trSL(2,C) ⊗Rep2.
On a Jord(ψ′) = {(trWF , 5/2, 5/2,+), (trWF , 3/2, 3/2,+), (trWF , 1/2, 1/2,−)}. Conside´rons le morphisme de
Jord(ψ) dans ±1 qui correpond dans l’ordre aux signes (−,+,−). On sait que π(ψ′, ǫ) est cuspidal, donc, avec
nos de´finitions π(ψ, ǫ) = 0. Un calcul que j’ai fait avec Waldspurger prouve que c’est bien ce dont on a besoin
pour avoir les proprie´te´s d’endoscopie. C’est d’ailleurs cet exemple qui a motive´ la de´finition.
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