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En este trabajo se realiza el estudio de fenómenos no lineales presentes en un convertidor buck 
manejado por un modulador de ancho de pulso al lado (PWML) mediante la inducción de un 
régimen de deslizamiento. La superficie de conmutación cumple un promedio de dinámica cero en 
cada instante de muestreo. Esta técnica se conoce como ZAD. Dentro de los aspectos tratados en 
este trabajo se encuentra el cálculo del ciclo de trabajo mediante la aproximación lineal de la 
superficie de deslizamiento. Posteriormente se trata el análisis de dinámicas no lineales existentes 
en el convertidor, en especial órbitas periódicas, bifurcaciones y caos. En este caso, se hacen 
análisis con diferentes parámetros del sistema, como son la constante de tiempo de la superficie de 
deslizamiento, la referencia y la carga. Finalmente se realiza el estudio relacionado con el control 
del caos existente en el convertidor, mediante el uso de las técnica TDAS (Time Delay 
Autosynchronization) y FPIC (Control de Inducción al Punto Fijo). Con estas técnicas se busca la 
estabilización de órbitas inestables. 
     
ABSTRACT 
 
 
In this work, the study of nonlinear phenomena in a buck converter is realized. The buck 
converter is controlled with a lateral pulse width modulator (LPWM) by the induction of a sliding 
surface. The switching surface has to fulfill a zero dynamic average in each sampling period. This 
technique is known as ZAD. Inside this work will be treated topics such as the calculation of the 
duty cycle by the linear approximation of the sliding surface. Afterwards, the analysis of nonlinear 
dynamics in the buck converter, specially periodic orbits, bifurcations and chaos is realized. In 
this case, different system parameters such as the time constant of the sliding surface, the 
reference and the load are considered. Finally, the study of chaos control by the use of the 
techniques TDAS (Time Delay Autosynchronization) and FPIC (Fixed Point Induced Point) is 
performed. With these techniques the stabilization of unstable periodic orbits is possible. 
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Resumen
En este trabajo se realiza el estudio de fenómenos no lineales presentes en un convertidor buck
manejado por un modulador de ancho de pulso al lado (PWML) mediante la inducción de un
régimen de deslizamiento. La superficie de conmutación cumple un promedio de dinámica cero en
cada instante de muestreo. Esta técnica se conoce como ZAD. Dentro de los aspectos tratados
en este trabajo se encuentra el cálculo del ciclo de trabajo mediante la aproximación lineal de la
superficie de deslizamiento. Posteriormente se trata el análisis de dinámicas no lineales existentes
en el convertidor, en especial órbitas periódicas, bifurcaciones y caos. En este caso, se hacen
análisis con diferentes parámetros del sistema, como son la constante de tiempo de la superficie
de deslizamiento, la referencia y la carga. Finalmente se realiza el estudio relacionado con el
control del caos existente en el convertidor, mediante el uso de las técnica TDAS (Time Delay
Autosynchronization) y FPIC (Control de Inducción al Punto Fijo). Con estas técnicas se busca
la estabilización de órbitas inestables.
xii
Abstract
In this work, the study of nonlinear phenomena in a buck converter is realized. The buck converter
is controlled with a lateral pulse width modulator (LPWM) by the induction of a sliding surface.
The switching surface has to fulfill a zero dynamic average in each sampling period. This technique
is known as ZAD. Inside this work will be treated topics such as the calculation of the duty cycle
by the linear approximation of the sliding surface. Afterwards, the analysis of nonlinear dynamics
in the buck converter, specially periodic orbits, bifurcations and chaos is realized. In this case,
different system parameters such as the time constant of the sliding surface, the reference and
the load are considered. Finally, the study of chaos control by the use of the techniques TDAS
(Time Delay Autosynchronization) and FPIC (Fixed Point Induced Point) is performed. With
these techniques the stabilization of unstable periodic orbits is possible.
xiii
Introducción
La Electrónica de Potencia es un área que se destaca hoy día por su crecimiento y su aplicabilidad
en la Industria. Esta área de la Electrónica trata lo relacionado con la conversion, formas y niveles
de tensión en el manejo de sistemas que requieren alta precisión en las señales de transmisión
de energía. Para lograr esta conversión de una manera eficiente, se hace necesario el uso de
dispositivos semiconductores activos en un proceso de conmutacion o switcheo en conjunto con
otros componentes pasivos como diodos, inductores y capacitores.
Cabe destacar que los convertidores de potencia (en nuestro caso, el convertidor buck) experi-
mentan una variedad de fenómenos de naturaleza no lineal. La fuente primordial donde se presenta
esta serie de no-linealidades es el componente de switcheo presente en el convertidor de potencia.
Entre esos componentes se tienen los diodos de potencia; tambien el uso de técnicas de control
como la Modulación de Ancho de Pulso (PWM) permiten observar este tipo de no-linealidades.
La finalidad de esta Tesis de Maestría es el de analizar, tanto de forma analítica como a través
de la simulación numérica, la dinámica de un convertidor de potencia en configuración buck, el cual
es controlado mediante un modulador de ancho de pulso al lado (PWML) en conjunto con la técnica
de dinámica de promediado cero (ZAD). Esto implica el desarrollo de un modelo matemático que
permita calcular el ciclo de trabajo del modulador. Posteriormente se extenderá el estudio en
cuanto a la presencia de dinámicas no lineales en el sistema, la cuales se deben a la presencia de
componentes de conmutación. Se estudiarán en especial órbitas periódicas, bifurcaciones y caos.
Esto conlleva finalmente al estudio de técnicas que permitan controlar este tipo de no-linealidades
en el convertidor.
Esta tesis se conforma de 6 capítulos, en los cuales se presentan los principales resultados
obtenidos analíticamente y a través de la simulación numérica. El primer capítulo consiste en
un marco teórico general en el que se describe el convertidor buck, el cual es objeto de estudio.
Además se comentan otros conceptos necesarios para el desarrollo de este trabajo. Entre estos
conceptos están la modulación de ancho de pulso, la estrategia de dinámica de promediado cero y
fenómenos no lineales como órbitas periódicas, bifurcaciones y caos.
En el segundo capítulo se hace una formulación del problema planteado. Posteriormente se
presentan resultados relacionados con la dinámica del convertidor buck cuando el esquema de
control del modulador PWML es {−1, 1}. Se desarrolla un modelo matemático que permite calcular
el ciclo de trabajo utilizando PWML y la técnica de promediado cero. Luego se analiza el tema
de fenómenos no lineales presentes en este caso, lográndose así obtener diagramas de bifurcaciones
que permiten descubrir la presencia de orbitas 1-Periódica, 2-Periódica, bifurcaciones de colisión
de borde y finalmente caos. Estos diagramas también permiten analizar el desempeño de la técnica
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de control ante la regulación. Finalmente se estudia el concepto de la estabilidad en las órbitas
periódicas obtenidas, utilizando el método de multiplicadores característicos. También se dan a
conocer resultados numéricos para comprobar el análisis hecho mediante simulación.
El tercer capítulo trata todos los aspectos mencionados anteriormente en el capítulo 2, pero en
esta vez se realiza el análisis cuando el esquema de control del modulador PWML es {1,−1}. Se
obtienen resultados de diagramas de bifurcaciones y se corroboran los resultados obtenidos en las
diferentes simulaciones mediante resultados numéricos.
Los capítulos 4 y 5 tratan el tema relacionado con el control del caos mediante las técnicas
de Induccción al Punto Fijo (FPIC) y Autosincronización de retardo de tiempo (TDAS). En el
capitulo 4 se trata la técnica FPIC, la cual consiste en la estabilización de un punto fijo de un
sistema. En este caso se muestran los resultados obtenidos para la estabilización de órbitas 1 y
2-Periódicas (esquema {−1, 1}) y 3-Periódica ({1,−1}). El tipo de resultados que se presentan se
obtuvieron mediante simulación.
El capítulo 5 trata la técnica TDAS, la cual tiene como objetivo alterar la dinámica del sistema
por realimentación continua de la variable a controlar retardada en el tiempo. Se obtuvieron
igualmente simulaciones para observar el desempeño de la técnica en cada uno de los esquemas
de control. Finalmente en el capítulo 6 se anotan los principales resultados obtenidos durante el
desarrollo de la tesis y se plantean trabajos futuros relacionados con el tema estudiado en este
trabajo.
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Capítulo 1
Marco Teórico Conceptual
En este capítulo se describe de manera generalizada algunos conceptos necesarios para el desarrollo
de esta tesis, entre los cuales están la modulación de ancho de pulso, la estrategia de dinámica de
promediado cero y fenómenos no lineales como órbitas periódicas, bifurcaciones y caos. Finalmente
se hace una revisión del estado del arte relacionado con los conceptos mencionados anteriormente.
1.1 Convertidor buck (Reductor)
Los conversores de potencia son dispositivos electrónicos que se utilizan con el fin de realizar la
conversión de una forma de tensión o nivel en otro, suministrando a una carga conectada al circuito
la forma o nivel de tensión requeridos, con la mayor eficiencia posible. En este proceso, la señal de
salida se obtiene de la tensión aplicada al circuito, sin que en él se origine tensión alguna [37]. Sin
embargo, los elementos que conforman al conversor producen pérdidas de potencia.
Figura 1.1: Esquema básico de un convertidor buck
En la figura 1.1 se puede observar un esquema básico que describe un convertidor buck (el
esquema del convertidor buck objeto de estudio en esta tesis se describe en la formulación del
problema, sección 2.1, página 11). Este tipo de conversor desempeña la función de reducir la
tensión en la salida del sistema, logrando a la vez conservar la misma polaridad en la entrada y
en la salida. Este dispositivo de potencia puede funcionar como convertidor de DC-DC o DC-AC,
dependiendo si el valor de la señal de referencia es constante o sinusoidal [4].
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En este caso, el circuito de conmutación conecta y desconecta la tensión de alimentación al
inductor. Durante el intervalo en el que el conmutador S esta en se encuentra en modo encendido
(ON), la corriente del inductor fluye a través de la carga y el condensador comienza a cargarse
(figura 1.2a) . Durante el intervalo en el que S está en modo de apagado (OFF), la corriente del
inductor fluye a través del diodo, transmitiéndose energía a la carga (figura 1.2b). Esta forma
en que opera el convertidor es conocida como modo de conducción continua (CCM - Continous
Conduction Mode) [30] [37].
Figura 1.2: Modo de conducción continua en el convertidor buck - Estado ON (a) y estado OFF
(b)
Sin embargo, existe otro modo de operación conocido como modo de conducción discontinua
(DCM), que se presenta cuando la corriente en carga es comparativamente pequeña, causando
una abrupta caída de la corriente en el inductor. Durante la operación estándar del conversor, el
conmutador S se abre y cierra a una frecuencia la cual es mucho mayor a la frecuencia de corte
del filtro LC, lo que hace que el rizado de conmutación prácticamente desaparezca, obteniéndose
una señal de tensión suave en la carga. El modelo matemático del convertidor buck parte de las
topologias resultantes al llevarse a cabo la conmutación.
1.2 Modulación de Ancho de Pulso (PWM)
En lo que respecta al control de conversores de potencia, resulta necesario utilizar dispositivos de
conmutación con el fin de mantener un valor de tensión obtenida en la salida del sistema. Una de
las técnicas implementadas para manejar estos conmutadores es la Modulación de Ancho de Pulso
o PWM ((Pulse-Width Modulation), la cual consiste en controlar el tiempo de duración mientras
se encuentran en la posición ON (conducción) y en la posición OFF (no conducción) considerando
una frecuencia fija de conmutación (periodo de conmutación constante T = tON + tOFF ). El
tiempo en el que el conmutador se encuentra en modo de conducción (posición en ON) es lo que
se define como el ciclo de trabajo d [30].
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Figura 1.3: PWM comparando una rampa de referencia y la señal de error del sistema
En la modulación por ancho de pulso, una forma de generar la señal de control que maneja
el estado ON-OFF de los conmutadores es conocida como método rampa y se hace a partir de la
comparación hecha entre una forma de onda periódica de amplitud constante vp con una señal de
nivel ve (figura 1.3). Esta última señal proviene de la diferencia entre la tensión de salida obtenida
y la deseada, como se muestra esquemáticamente en la figura 1.3. La señal periódica establece la
frecuencia de la conmutación, la cual permanece constante [30].
Cuando la señal de error ve tiene un valor mayor que la señal periódica vp, la señal de control
toma la posición ON o de conducción, de lo contrario el conmutador permanece abierto. De esta
forma se obtiene una señal de control conformada por una serie de pulsos de igual magnitud y
cuyo ancho varía dependiendo del resultado de la comparación entre la señal periódica y la señal
de error del sistema. Un esquema del convertidor buck con la técnica de modulación de ancho de
pulso puede observarse en la figura 1.4 [37].
Figura 1.4: Convertidor buck con controlador de lazo cerrado
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Otra forma de generar la señal de control que maneja el estado ON-OFF de los conmutadores,
y la cual es objeto de estudio en este trabajo, es conocida como la estrategia de dinámica de
promediado cero ZAD. Esta técnica se describe a continuación.
1.3 Estrategia de Dinámica de Promediado Cero (ZAD)
1.3.1 Control por modos deslizantes
En el estudio del modelo matemático de sistemas pueden ser utilizadas ecuaciones diferenciales
con discontinuidades, las cuales dan origen a los sistemas de estructura variable. Estos sistemas se
caracterizan por tener su propia lógica conmutada, la cual permite que la discontinuidad, la cual
actúa como conmutación, influya en el comportamiento del sistema. Tal influencia hace que se
obtenga una respuesta deseada acorde con la manipulación de la dinámica [22].
Los sistemas de electrónica de potencia son una clase de sistemas que operan a través del
control de estructura variable. Desde el instante en que tengan que actuar durante el proceso de
conmutación, cada acción de control cambia la estructura del sistema. En sistemas de control,
el control por modo deslizante es un tipo de control de estructura variable en el cual se impone
una conducta de la dinámica de un estado específico sobre un sistema a través del proceso de
conmutación. Para lograr que un sistema se encuentre en régimen deslizante y aplicarle una ley
de control de estructura variable, se debe diseñar adecuadamente la superficie de conmutación
(deslizamiento) y la ley de control [7] [14] [22] [42].
• Superficie de deslizamiento: considérese A = {x ∈ X : s(x) = 0} una subvariedad tal que
A 6= 0, donde s es una función escalar denominada superficie de deslizamiento, definida como
s : X → R, la cual debe cumplir que:
∇s(x) 6= 0 ∀x ∈ X (1.3.1)
Cuando se restringe el movimiento del sistema sobre esta subvariedad, se dice que se está en
presencia de régimen deslizante. El comportamiento que presenta el sistema solo depende de los
parámetros que definan a esta subvariedad [34].
• Ley de Control : esta puede ser obtenida cuando la función de control u toma uno de dos
valores posibles de acuerdo con el signo de la superficie de deslizamiento s(x):
u =
½
u+ si s(x) > 0
u− si s(x) < 0
¾
(1.3.2)
Donde las leyes de control u+ y u− son conocidas como valores de control extremo y u+ 6= u−
[34].
1.3.2 Estrategia de dinámica de promediado cero ZAD
Se tiene un sistema autónomo no lineal, definido por:
x˙ = f(x) + g(x) · u (1.3.3)
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donde x ∈ <n y f y g son vectores de campo definidos en <n.Se asume que el sistema es
gobernado por una superficie de deslizamiento s(x) y una ley de control descrita en (1.3.2). La
técnica de control ZAD impone una restricción sobre la variable de control u, para forzar a una
superficie de deslizamiento una dinámica de promediado cero en estado estacionario, es decir
(k+1)TZ
kT
s(x(t))dt = 0 (1.3.4)
Donde T equivale al tiempo de muestreo. Este cálculo, hecho de manera exacta implica solu-
cionar por lo general una ecuación trascendente, lo cual dificulta una implementación física de
la técnica debido a largos tiempos de cómputo [1]. La manera mediante la cual se asegura una
dinámica de promedio cero consiste en considerar que la superficie s(x) se comporta como una
recta a tramos y la pendiente en cada tramo está determinada por la pendiente en el instante de
conmutación [1].
s˙ | u+ = ∂s∂x
£
f(x) + u+ · g(x)¤ (1.3.5)
s˙ | u− = ∂s∂x
£
f(x) + u− · g(x)¤
1.4 Dinámica no lineal
Un sistema no lineal se define como aquel que no se le puede aplicar el principio de superposición,
es decir, que si el sistema no lineal responde de una manera ante una entrada particular, no
se puede inferir su comportamiento ante otras entradas [2]. Existen ciertos comportamientos y
fenómenos que se dan en este tipo de sistemas. Entre este tipo de comportamientos se destacan
múltiples puntos de equilibrio aislados. En este caso, el sistema puede converger o diverger de
ellos, dependiendo de las condiciones iniciales. Una vez que alcance uno de ellos, permanece en
él mientras no exista una fuerza externa que lo afecte. Otros fenómenos o comportamientos no
lineales, que son objeto de estudio en esta tesis son las órbitas periódicas, bifurcaciones y caos.
Una definición de cada una de estas dinámicas se menciona a continuación.
1.4.1 Orbitas Periódicas
Considérese un sistema de ecuaciones diferenciales, el cual es autónomo o no autónomo. Una solu-
ción a dicho sistema x(t) (caso continuo) o x(k) (caso discreto) se considera una órbita periódica,
si existe una constante n, T > 0 tal que
x(t) = x(t+ n) (Caso continuo) (1.4.1)
x(k) = x(k + T ) (Caso discreto) (1.4.2)
para todo n, T . El periodo de la órbita es definido por el valor mínimo de n, T . Por consiguiente,
una órbita periódica es un tipo de solución para un sistema dinámico, la cual se repite en el tiempo.
Un sistema dinámico que exhibe una órbita periódica es llamdo a menudo un oscilador.
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Es posible analizar la estabilidad de una órbita periódica mediante el uso de la aplicación de
Poincaré [23] [38]. Considérese un sistema autónomo R−dimensional y una superficie de sección
C la cual es (R − 1)−dimensional. C debe ser transversal al flujo, es decir, todas las trayectorias
que comienzan en C fluyen a través de ella, no de forma paralela. El mapa de Poincaré P consiste
en un mapeo de C a si mismo, el cual se define como
xk+1 = P (xk) (1.4.3)
donde xk equivale a la k-ésima intersección en C. Esto significa que el mapa de Poincaré
determina la (k + 1)-ésima intersección de la trayectoria con S a partir de la k-ésima intersección.
Ahora supóngase que x∗ equivale a un punto fijo de P . Una trayectoria que comienza en x∗
que regresa al mismo punto después de un tiempo T, equivale a una órbita periódica del sistema
autónomo, es decir, P (x∗) = x∗. Si se observa el comportamiento de P cerca de este punto fijo, es
posible determinar la estabilidad de dicha órbita [38].
1.4.2 Bifurcaciones
Las bifurcaciones ocurren cuando se presenta un cambio de la dinámica del sistema al llevarse a
cabo una variación de un parámetro del sistema. En Electrónica de Potencia, los convertidores se
diseñan con el fin de que funcionen a una condición de operación específica que permite aspectos
como una tensión de rizado y características espectrales específicas. No obstante, dicho punto de
operación puede cambiar de manera cualitativa cuando un parámetro como la tensión de entrada
o la carga cambian [2].
Figura 1.5: Diagrama de bifurcación. Corriente vs ks, cuando se utiliza el pulso centrado.
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Una manera adecuada para realizar el estudio de bifurcaciones es a través del uso de diagramas
de bifurcaciones. En esta representación, un parámetro del sistema (parámetro de bifurcación)
se varía a lo largo de la abscisa (eje x), mientras que en el eje de la ordenada (eje y) se grafica
el comportamiento de una de las variables de estado (la representación de las variables se hace
mediante un muestreo) [37]. En la figura 1.5 se observa un diagrama de bifurcaciones de ks
(parámetro de bifurcación) contra tensión para el caso en el que se tiene un convertidor buck con
esquema de control PWM de pulso centrado [6].
Si el sistema opera en periodo uno, solo se observará un punto el cual equivale al valor esta-
cionario de la variable, correspondiente al valor del parámetro. En caso de que opere en periodo dos,
se presentarán dos puntos, mientras que si ocurre un régimen caótico, existirán un número grande
de puntos. Este tipo de diagramas permiten resumir el cambio que presenta el comportamiento
del sistema en respuesta a la variación de un parámetro.
El diagrama de bifurcación descrito anteriormente recibe el nombre de diagrama de Bifurcación
1-Dimensional. Existen los diagramas 2-Dimensionales, los cuales consisten en la variación de dos
parámetros de bifurcación del sistema, con el fin de determinar para qué valores de dichos parámet-
ros, el sistema experimenta bifurcaciones no solo de tipo 1-Periódica sino también bifurcaciones
nT-Periódica y comportamiento caótico. En la figura 1.6 podemos observar un diagrama de bi-
furcaciones 2-Dimensional para un convertidor buck en el que los parámetros de Bifurcación son
γ y ks [1]. La distribución de los colores es la siguiente: cian para órbitas 1-Periódica, amarillo
para órbitas 2-Periódica, rojo para órbitas 8-Periódica, negro para órbitas 16-Periódica y el color
magenta representa caos.
Figura 1.6: Diagrama de bifurcación de dos dimensiones. γ contra ks para PWM centrado
Las bifurcaciones se clasifican de acuerdo con los diferentes estados estacionarios que aparecen al
cruzar la frontera de estabilidad cuando se varía el parámetro de bifurcación seleccionado. Existen
diversos tipos de bifuraciones, entre otras: [11]
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• La bifurcación de doblamiento de periodo ocurre cuando un valor propio real λ cruza la
frontera de estabilidad en -1 (Este tipo de bifurcación se presenta en sistemas discretos). En
este caso, cuando se presenta el valor mayor a -1, se presenta un punto fijo inestable (órbita
de periodo 1 inestable), pero aparece una órbita estable de periodo dos [37] [40] [46].
• Las bifurcaciones de colisión de borde son bifurcaciones discontinuas debidas a efectos no
lineales como la saturación del ciclo de trabajo. En este caso, si un punto fijo colisiona con la
línea de borde, ocurre un salto discontinuo en los valores propios de la matriz Jacobiana. En
tal caso, un valor propio no cruza el círculo unitario de manera suavizada sino que presenta
un salto sobre él a medida que se varía un parámetro de manera continua [35] [36] [46].
Otro tipo de bifurcaciones son: transcrítica (2 puntos de equilibrio intercambian su estabilidad,
aunque no haya destrucción o creación de nuevos puntos de equilibrio) y la bifurcación de Hopf
(un par de valores propios complejos conjugados cruzan la frontera de estabilidad) [11].
Dentro de nuestro estudio resulta necesario el análisis de la existencia de órbitas 1-Periódica en
el convertidor buck cuando éste se controla mediante un modulador de ancho de pulso (PWM) en
conjunto con la técnica de Promediado de Dinámica Cero, ya que para este caso, la tensión a la
salida del sistema presenta menor rizado que cuando se tienen órbitas nT-Periódica.
1.4.3 Caos
Entre ejemplos del fenómeno de caos podemos mencionar el trabajo de Edward Lorenz [38] (el cual
estaba trabajando en el problema de la predicción del tiempo), y en ecología para el caso de la
predicción de poblaciones biológicas. Aunque no se acepta una definición del término caos, muchos
autores están de acuerdo con la siguiente definición [23]:
"El caos es un comportamiento aperiódico a largo plazo en un sistema determinístico que exhibe
dependencia sensible a las condiciones iniciales".
Con base en esta definición, se puede decir:
1. "Comportamiento aperiódico" significa que existen trayectorias, las cuales no se dirijen a
puntos fijos, órbitas periódicas u órbitas cuasiperiódicas a medida que t →∞.
2. "Determinístico" significa que el sistema no presenta entradas o parámetros aleatorios. El
comportamiento irregular proviene de las no linealidades existentes en el sistema.
3. "Dependencia sensible a condiciones iniciales" significa que un cambio pequeño en la condi-
ciones iniciales puede cambiar de manera drástica el comportamiento a largo plazo del sis-
tema.
También resulta importante tener el concepto de Atractor. Este consiste en un conjunto al
cual converge todas las trayectorias cercanas a él. Los puntos fijos y los ciclos límites estables son
claros ejemplos. Un atractor tiene las siguientes propiedades [38]
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1. Es invariante: es decir, que cualquier trayectoria que comienza en él , permenece en el durante
todo el tiempo.
2. Atrae un conjunto abierto de condiciones iniciales: esto significa que él atrae toda las trayec-
torias que se encuentren lo suficientemente cerca a él.
3. Es mínimo: no existe algún subconjunto dentro de él que satisfaga las condiciones 1 y 2.
Finalmente definimos un atractor extraño como un atractor que exhibe una dependencia sensible
a condiciones iniciales. Los términos atractor caótico y atractor fractal se utilizan cuando se desea
enfatizar en alguno de los aspectos.
1.5 Revisión Bibliográfica
Se han llevado a cabo diferentes estudios en los convertidores de potencia, en los cuales se trata a
cabalidad los temas anteriormente mencionados en este capítulo: uso del PWM como técnica de
control, presencia de dinámicas no lineales (bifurcaciones y caos), estrategia ZAD. Cabe destacar
los estudios hechos por Hamill y Jefferies (1988) [24] quienes realizan primeros análisis de existencia
de bifurcaciones y comportamiento caótico en convertidores de primer orden controlados por PWM.
Deane y Hamill (1990) [26] realizan estos estudios de bifurcaciones en convertidores buck utilizando
PWM. En 1992 Hamil [25] lleva a cabo el cálculo de un mapa iterativo que permite analizar
bifurcaciones en un convertidor tipo buck en modo continuo. Luego Van Dijik (1995) [43] crea
modelos de conmutadores en los cuales se tiene en cuenta efectos parásitos y no linealidades de
segundo orden. utilizando PWM.
Los trabajos de Tymerski et al [41] desde los años ochenta y posteriormente Dijk y sus colabo-
radores [43] analizan modelos de conmutadores en los cuales se tienen en cuenta efectos parásitos
y no linealidades de segundo orden en el funcionamiento del PWM dentro del sistema. El método
resultante de sus análisis, denominado PWM-Switch Modeling, tiene como objetivo reemplazar los
conmutadores del conversor por su modelo equivalente mediante el promediado en el espacio de
estados.
Como se sabe, las bifurcaciones se presentan cuando cambia la dinámica del sistema ante la
variación de un parámetro. En 1996 Chakrabarty [12] analiza el convertidor cuando se tienen en
cuenta como parámetros de bifurcación la tensión de alimentación de entrada, la resistencia de
la carga, el valor de la inductancia y la frecuencia y amplitud de la señal triangular del PWM.
Fossas y Olivar (1996 y1997) [19] retoman los estudios hechos por Deane y Hamill [26] en los
convertidores buck y analizan las órbitas 1 y 2 periódica, las cuales cruzan una vez por ciclo la
rampa de tensión del modulador PWM. Además se estudia la estabilidad de las órbitas mediante
el uso de los multiplicadores característicos.
En 1997: Chan y Tse [13] estudian los caminos de evolución hacia un comportamiento caótico
en un conversor DC/DC de segundo orden con control de corriente programada con y sin reali-
mentación de tensión. Se estudia la presencia de bifurcaciones 2-T, 4-T y caos. Galias (1998) [21]
utiliza los Exponentes de Lyapunov para caracterizar la sincronización de sistemas caóticos. Di
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Bernardo (1998) [15] propone un nuevo mapeo discreto para el análisis de fenómenos de bifurcación
y caos en Conversores DC-DC controlados por PWM.
Entre otros estudios de bifurcaciones se destaca el de Yuan (1998) [44] quien estudia las bifurca-
ciones de tipo "Colisión de Borde" en un convertidor buck y en 1999 se estudia la relación directa
entre la aparición de bifurcaciones de doble espiral y las soluciones periódicas en conversores DC-
DC. Complementario a esto, Olivar y Fossas (2001) utilizan el paquete de simulación AUTO con el
fin de calcular bifurcaciones y puntos fijos dentro de la dinámica de un conversor buck controlado
por PWM y Fang y Abed (2001) [17] estudian la aparición de bifurcaciones biperiódicas mediante
el análisis de balance armónico bajo diversas topologías del sistema. Flegar, Pelin y Zacek (2002)
[18] retoman el estudio de bifurcaciones (diagramas de 1 y 2 parámetros en los convertidores buck
realizado por Chakrabarty et Al [12].
En cuanto al empleo de la técnica de promediado cero, se destacan los trabajos de Fossas et Al
(2001) [20] que proponen una nueva técnica de control que utiliza una superficie de deslizamiento
definida como una combinación lineal del error y su derivada y se obliga a que tenga promedio
cero en cada iteración o periodo de muestreo . El ciclo de trabajo se calcula al resolver la ecuación
de promedio cero. En 2003 Ocampo [30] estudia el control de un conversor buck manejador con
un modulador de ancho de pulso centrado utilizando la inducción de un régimen de deslizamiento
y utilizando la técnica ZAD. Ramos, Biel, Fossas y Guinjoan (2003) [34] desarrollan un algoritmo
de control cuasi-deslizante a frecuencia fija basado en la técnica ZAD . Este algoritmo se aplica al
diseño de un inversor buck y fue implementado en un prototipo de laboratorio por medio de una
FPGA.
En 2004 Angulo [1] estudia analítica y numéricamente el comportamiento del convertidor buck
cuando es manejado con PWM y la técnica ZAD con Pulso al centro. Los principales puntos de
análisis son: la determinación del punto de equilibrio de la aplicación de Poincaré del convertidor,
el cálculo de la estabilidad de la órbita de periodo 1,el estudio de la transición al caos, basado
en la aplicación de Poincaré, y el diseño de un controlador cuando el sistema opera en zona de
caos. También se hizo la comparación con la técnica TDAS. Estos resultados también se pueden
encontrar en [4]. Además se dan a conocer algunos resultados preliminares relacionados con la
dinámica no lineal del convertidor buck cuando es manipulado con la técnica PWM de pulso al
lado y ZAD.
Entre otros estudios relacionados el fenómeno de caos, cabe destacar los trabajos de Olivar [31]
y Hamill [27], quienes estudian la presencia de este fenómeno en convertidores buck Además de
estudiar el tema de la presencia de caos, también se tratarán en este documento técnicas de control
de caos, en especial las técnicas TDAS (Time Delay Autoynchronization) y FPIC (Fixed Point
Induced Point). En lo que concierne al control TDAS se encuentran los trabajos de Pyragas [33],
Basso [9], Battle [10], Hövel [28], y Sukow [39]. En cuanto al FPIC, se tiene el trabajo desarrollado
por Angulo [1], [3], el cual se convierte en una nueva alternativa para el control de este tipo de
fenómenos
Capítulo 2
Análisis de la dinámica del sistema
en el caso u = {−1, 1}
En este capítulo se lleva a cabo el cálculo del ciclo del trabajo cuando se aplica en el sistema
la técnica PWM de pulso al lado y la estrategia ZAD. Posteriormente se analiza la existencia
de órbitas de tipo 1-Periódica, 2-Periódica, n-Periódica, los fenómenos de bifurcaciones suaves y
de colisión de Borde y finalmente el caos. Luego se realiza el análisis de estabilidad del sistema
utilizando el concepto de multiplicadores característicos.
2.1 Formulación del Problema
Considérese el sistema esquematizado en la figura 2.1 correspondiente a un regulador buck. En
comparación al esquema descrito en la figura 1.1 (página 1), se tiene una fuente dual, por lo que el
sistema siempre estará en conducción. Para su representación en el espacio de estados, se toman
como variables de estados los componentes almacenadores de energía, es decir, se consideran como
variables la tensión en el condensador v y la corriente en el inductor i.
Figura 2.1: Modelo del convertidor buck planteado para el problema
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El modelo matemático viene dado por:µ
v˙
i˙
¶
=
µ
− 1RC
1
C
− 1L 0
¶µ
v
i
¶
+
µ
0
E
L
¶
u (2.1.1)
Con el fin de adimensionar la dinámica del sistema, se realiza un cambio de variables [1] [4],
x1 =
v
E
, x1ref =
Vref
E
, x2 =
1
V
r
L
C
i, T =
Tc√
LC
(2.1.2)
donde Tc y T equivalen al tiempor de muestreo real y normalizado, respectivamente. El valor
de Tc es de 50µs. El modelo matemático se reescribe de la siguiente forma:µ
x˙1
x˙2
¶
=
µ
−γ 1
−1 0
¶µ
x1
x2
¶
+
µ
0
1
¶
u (2.1.3)
En forma generalizada, las variables de tensión v y corriente i se pueden notar como x1 y x2
respectivamente, con lo que la ecuación de estados queda representada de la forma x˙ = Ax+Bu,
donde x = (x1, x2). El modelo descrito por la ecuación (2.1.3) se denomina Modelo normalizado,
donde:
A =
µ
−γ 1
−1 0
¶
, B =
µ
0
1
¶
, γ =
1
R
r
L
C
(2.1.4)
Se desea controlar este sistema utilizando un modulador de ancho de pulso al lado PWML,
donde la variable de control u toma valores discretos de 1 ó -1. De acuerdo con la estrategia de
control que se propone, se obliga a que la variable del sistema notada en adelante como s(x), tenga
promedio cero en cada iteración. s(x) se define como superficie de deslizamiento, y viene dada por
[1] [34]:
s(x) = (x1 − x1ref ) + ks(x˙1 − x˙1ref ) (2.1.5)
donde x1 es la variable del sistema a ser controlada, x1ref es la señal de referencia y ks es la
constante de tiempo asociada a la dinámica de primer orden en el error. La señal de control u para
el caso {-1,1} se define como (ver figura 2.2):
Figura 2.2: Señal de control u para PWM de pulso al lado. Caso {-1,1}
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u =
½
−1 si kT ≤ t ≤ kT + d
+1 si kT + d ≤ t ≤ (k + 1)T
¾
(2.1.6)
La obtención del ciclo de trabajo (tiempo en el que la señal de control es -1) es un procedimiento
que se encuentra muy ligado con el diseño de la estrategia de control aplicada en el sistema. El
objetivo que se busca es que exista un ciclo de trabajo tal que asegure un promedio de dinámica
nulo en la superficie deslizante s(x) dentro de un periodo de conmutación. Esta restricción es lo
que da origen a la técnica de Dinámica de Promediado Cero ZAD (Zero Average Dynamics), con
la cual es posible obtener el ciclo de trabajo a partir de la ecuación descrita en (1.3.4) (página 5)
[1] [30].
2.2 Solución del sistema
Para encontrar la solución del sistema x(t), se parte de la ecuación homogénea del sistema, la cual
viende dada por x˙ = Ax. La solución temporal del sistema y su derivada, viene dado por:
x(t) = eAtc (2.2.1)
x˙(t) = AeAtc+ eAtc0(t)
Comparando con la representación del sistema x˙ = Ax+Bu, donde u es la señal de control, se
tiene que B = eAtc0(t). Hallando c(t), la solución x(t) se puede expresar de la siguiente forma:
x(t) = eAt(c+A−1e−AtB) (2.2.2)
= eAtc+A−1B
Ahora si se evalúa el sistema en el instante x = 0, se tiene:
x(0) = c+A−1B (2.2.3)
c = x(0)−A−1B
Por lo que x(t) expresado en función de las condiciones iniciales del sistema es:
x(t) = eAt(x(0))− (eAt − I)A−1B (2.2.4)
Este es el caso cuando la señal de control u es igual a -1. Por tratarse de un sistema lineal e
invariante en el tiempo sometido a pulsos unitarios, la solución general puede discretizarse partiendo
de las ecuaciones de estado. Para esto, se tiene en cuenta la aplicación de Poincaré. Cuando la ley
de control es {-1,1}, se evalua la solución del sistema tanto en el instante [0, d] (tomando la señal
de control igual a -1), como en el instante [d, T ] (la señal de control es igual a 1).
• Función x(t) evaluada en el instante 0 < t < d :
x(d) = eAdx(0)− (eAd − I)A−1B (2.2.5)
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• Función x(t) evaluada en el instante d < t < T :
x(T ) = eA(T−d)xd +
³
eA(T−d) − I
´
A−1B (2.2.6)
Ahora reemplazamos el valor de xd obtenido en la ecuación (2.2.5) con lo que se obtiene la
siguiente expresión:
x(T ) = eATx(0)−
³
eAT − 2eA(T−d) + I
´
A−1B (2.2.7)
La ecuación (2.2.7) corresponde a la solución general del sistema obtenida por la discretización
directa de las ecuaciones de estado de acuerdo con la ley de control {−1, 1} .
2.3 Cálculo del Ciclo de trabajo
El primer paso a desarrollar en este trabajo consiste en calcular el ciclo de trabajo cuando se aplica
en el convertidor buck la técnica de modulación de ancho de Pulso al lado (PWML) junto con la
estrategia ZAD (ver figura 2.3). El esquema de la figura presenta las siguientes características: un
elemento no lineal (conjunto de conmutadores o interruptores) y un elemento de control (técnicas
PWML y ZAD). En este caso se tendrá un valor de referencia normalizado de 0.8, por lo que el
sistema se comportará como un reductor DC-DC.
Figura 2.3: Esquema de un convertidor buck controlado con PWM y ZAD
Como se mencionó anteriormente, el cálculo del ciclo de trabajo se calcula de acuerdo con la
ecuación (1.3.4), con esto se busca tener un promediado cero de la superficie deslizante en cada
periodo de muestro, lo que permite que la variable a controlar siga el valor de referencia establecido.
Resolver de manera exacta la expresión de la ecuación (1.3.4) resulta ser un inconveniente cuando se
realiza una implementación física, por lo que resulta necesario utilizar otras técnicas más sencillas
para obtener el ciclo de trabajo. Una forma es la que se estudiará a continuación.
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2.3.1 Aproximación de la superficie de deslizamiento s(x) por rectas
En este caso se tienen en cuenta las siguientes consideraciones [1]:
1. La superficie de deslizamiento (dinámica del error) se comporta como recta a tramos
2. Las pendientes de la superficie de deslizamiento están dadas por las pendientes calculadas en
el instante en que ocurra la conmutación.
De acuerdo con estas consideraciones, se obtiene la siguiente expresión para calcular la integral
de la superficie de deslizamiento s(x) en cada periodo de muestreo (0, T ):
TZ
0
s(x(t))dt ∼=
dZ
0
(s0 + ts2)dt+
TZ
d
((s0 + s2d) + (t− d)s1) dt (2.3.1)
donde s0 equivale al valor de la superficie de deslizamiento al momento de muestrear, s1 es el
valor de la pendiente cuando el valor de la señal de control u es igual a 1 (d < s(x) < T ) y s2 la
pendiente de la superficie cuando u = -1 (0 < s(x) < d). Teniendo en cuenta (2.1.3) y (2.1.5), los
valores de s0, s1 y s2 en función de parámetros conocidos del sistema se describen a continuación:
s0 = (1− ksγ)x1 + ksx2 − x1ref (2.3.2)
s1 = (1− ksγ)(−γx1 + x2) + ks(−x1 + 1)
s2 = (1− ksγ)(−γx1 + x2) + ks(−x1 − 1)
Después de resolver la integral descrita en (2.3.1), se obtiene la siguiente ecuación cuadrática
en función del ciclo de trabajo:
TZ
0
s(x(t))dt ∼=
d2
2
(s1 − s2) + dT (s2 − s1) +
µ
s0T +
T
2
s2
¶
= 0 (2.3.3)
Resolviendo la ecuación (2.3.3) obtenemos el valor del ciclo de trabajo d :
d =
⎛
⎝1−
s
s2 + 2s0/T
s2 − s1
⎞
⎠T (2.3.4)
El ciclo de trabajo d calculado debe tomar valores dentro del rango de 0 a T . Para que se
cumpla esto, es necesario tener en cuenta las siguientes limitaciones:
1. Para la existencia del ciclo de trabajo d de la ecuación (2.3.4) entre 0 y T , se debe garantizar
la existencia de la raíz, es decir,
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s2 + 2s0/T
s2 − s1
≥ 0 (2.3.5)
pero de acuerdo con (2.3.2), s2 − s1 es una constante cuyo valor es igual a −2ks , por lo que la
existencia de la raíz se limita a la siguiente condición:
s0 +
T
2
s2 ≤ 0 (2.3.6)
2. Para evitar la existencia de un ciclo de trabajo negativo, se debe cumplir que el valor que se
obtenga en la raíz sea menor o igual a 1:
s2 + 2s0/T
s2 − s1
≤ 1 (2.3.7)
y teniendo en cuenta que s2 − s1 es un valor negativo,se debe cumplir,
s0 +
T
2
s1 ≥ 0 (2.3.8)
Por consiguiente, para que exista un valor de ciclo de trabajo entre el rango 0 < d < T , se
deben cumplir las condiciones enunciadas en las ecuaciones (2.3.6) y (2.3.8). En la siguiente tabla
se describen los posible valores de ciclo de trabajo y bajo que condiciones se dan dichos valores.
Tabla 2.1: Ciclo de Trabajo para el caso u=[-1,1]
Ciclo de Trabajo Condicionesµ
1−
q
s2+2s0/T
s2−s1
¶
T s0 + T2 s2 ≤ 0 y s0 +
T
2 s1 ≥ 0
0 s0 + T2 s2 ≤ 0 y s0 +
T
2 s1 < 0
T s0 + T2 s2 > 0
2.3.2 Desempeño de la técnica
A continuación se dan a conocer algunos resultados gráficos del comportamiento de las variables
de estado del sistema y del ciclo de trabajo obtenido en (2.3.4), cuando se manipula el convertidor
buck con la estrategia PWM de pulso al lado y estrategia ZAD. Se muestran resultados para un
ks de 0.15 (color azul), 0.1833 (color verde) y 0.2 (color rojo). De la figura 2.4 a la figura 2.6 se
observa el comportamiento de la tensión, de la figura 2.7 a la figura 2.9 el comportamiento de la
corriente y de la figura 2.10 a la figura 2.12 el comportamiento del ciclo de trabajo. Se tuvieron
en cuenta estos valores de ks para tener una idea preliminar de la dinámica del convertidor para
cada uno de estos valores. Los valores de tensión y corriente se encuentran normalizados de 0 a 1,
mientras que el ciclo de trabajo está normalizado de 0 a T donde T tiene un valor de 0.1767. A
partir de esta parte del documento, las variables de estado normalizadas las llamaremos tensión y
corriente.
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Figura 2.4: Comportamiento de la tensión para el caso de aproximación lineal de la superficie de
deslizamiento. Referencia = 0.8 y ks = 0.15
Figura 2.5: Comportamiento de la tensión para el caso de aproximación lineal de la superficie de
deslizamiento. Referencia = 0.8 y ks = 0.1833
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Figura 2.6: Comportamiento de la tensión para el caso de aproximación lineal de la superficie de
deslizamiento. Referencia = 0.8 y ks = 0.2
Figura 2.7: Comportamiento de la corriente para el caso de aproximación lineal de la superficie de
deslizamiento. Referencia = 0.8 y ks = 0.15
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Figura 2.8: Comportamiento de la corriente para el caso de aproximación lineal de la superficie de
deslizamiento. Referencia = 0.8 y ks = 0.1833
Figura 2.9: Comportamiento de la corriente para el caso de aproximación lineal de la superficie de
deslizamiento. Referencia = 0.8 y ks = 0.2
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Figura 2.10: Comportamiento del ciclo de trabajo para el caso de aproximación lineal de la super-
ficie de deslizamiento. Referencia = 0.8 y ks = 0.15
Figura 2.11: Comportamiento del ciclo de trabajo para el caso de aproximación lineal de la super-
ficie de deslizamiento. Referencia = 0.8 y ks = 0.1833
2.4. ANÁLISIS DE BIFURCACIONES CON EL PARÁMETRO KS 21
Figura 2.12: Comportamiento del ciclo de trabajo para el caso de aproximación lineal de la super-
ficie de deslizamiento. Referencia = 0.8 y ks = 0.2
En este caso, los componentes del convertidor buck tienen los siguientes valores: x1ref = 0.8,
E = 40V , L = 2mH, C = 40µF y una carga de 20Ω. [1] [6]. Ya que se tiene un valor de referencia
constante, se analizará por lo tanto la regulación en el convertidor. Como se puede observar, para
un ks de 0.2, el sistema presenta un valor de tensión constante de 0.7987, lo cual permite afirmar
que el sistema tiene una buena regulación, ya que el error de regulación en este caso es de tan solo
0.1603%. El valor de la corriente en este caso es de 0.29828 y se tiene un valor de ciclo de trabajo
de 0.0178, o del 10.08%.
Para el caso en que se tiene un valor de ks de 0.1833, se observan dos valores de tensión (0.798
y 0.7998). En este caso también se observa una buena regulación, ya que el error de regulación
máximo en este caso es del 0.25%. Igualmente, se tienen dos valores de corriente equivalentes a
0.30834 y 0.28699 y se tienen dos ciclosde trabajo con valores de 0.0071513 y 0.028466. Finalmente,
cuando ks = 0.15 se observa la presencia de un número no definido tanto de la tensión, como de la
corriente y el ciclo de trabajo, lo que nos quiere decir que el sistema presenta un comportamiento
caótico para dicho valor del parámetro de bifurcación. Se presentan valores de tensión entre 0.7966
y 0.8004 y valores de corriente entre 0.2688 y 0.3179. Pese a la presencia de caos, el error de
regulación máximo es de 0.425%. Se observa además la presencia de ciclos de trabajo saturados
por cero. El análisis de estos fenómenos se estudiará a continuación.
2.4 Análisis de bifurcaciones con el parámetro ks
Dentro del desarrollo de esta sección se llevará a cabo el análisis del cambio cualitativo del com-
portamiento del sistema debido a la variación de parámetros, como la constante de tiempo de la
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superficie de deslizamiento ks, el valor de la señal de referencia xref y el valor del parámetro γ del
modelo normalizado del sistema. Este cambio cualitiativo es lo que se conoce como bifurcación.
En primer lugar, se analizará de manera gráfica el comportamiento del convertidor buck medi-
ante el uso de los diagramas de bifurcaciones. En este tipo de representación gráfica, se evalúa la
evolución desde el estado estable hasta el caos que presentan las variables de estado del sistema,
como son la tensión en el capacitor, la corriente en el inductor y el ciclo de trabajo. Para esto, se
tiene como parámetro de bifurcación la constante de tiempo ks. Teniendo en cuenta que se trabaja
con el modelo normalizado del sistema (ecuación 2.1.3), se presentan a continuación los diagramas
de bifurcaciones para un valor de referencia de 0.8, un valor del parámetro γ de 0.3536 y un valor
de ks que varía entre un rango de valores de 0.1 a 0.2.
Figura 2.13: Diagrama de bifurcaciones. Tensión vs ks. Referencia = 0.8
La obtención de estos diagramas se hace a partir de la solución discretizada del sistema ex-
presada en (2.2.7). Como se puede observar, a partir de un valor aproximado de ks de 0.183, el
sistema presenta una órbita 1-Periódica y presenta una buena regulación. Dentro de un rango de
ks menores a 0.183 se observa una bifurcación de doblamiento de periodo y en el instante en que
se da una saturación del ciclo de trabajo el sistema experimenta comportamiento caótico. Para
valores de ks menores a 0.1, se encuentran órbitas 17 y 27 periódicas junto con valores de ciclo de
trabajo saturados.
También se puede observar que dentro del régimen caótico existen valores de ks (valores mayores
de 0.12 aproximadamente) en los cuales se mantiene la regulación en el sistema, ya que el error de
regulación es menor al 1%. A continuación se describirá de manera detallada la existencia de las
bifurcaciones que aparecen en el convertidor. La figura 2.16 muestra la evolución del atractor.
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Figura 2.14: Diagrama de bifurcaciones. Corriente vs ks. Referencia = 0.8
Figura 2.15: Diagrama de bifurcaciones. Ciclo de trabajo vs ks. Referencia = 0.8
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Figura 2.16: Evolución del atractor
2.4.1 Bifurcaciones de doblamiento de periodo
En esta sección se entrará en detalle acerca de la existencia de la bifurcación de doblamiento de
periodo. En este caso, para un valor del parámetro de bifurcación dado, se pasa de tener una
órbita 1-Periódica estable, a tener una órbita 2-Periódica estable. Se llevará a cabo un análisis
matemático que permite determinar la existencia de las órbitas 1 y 2-Periódica. Posteriormente se
analiza mediante el concepto de multiplicadores característicos, la estabilidad de dichas órbitas.
Existencia de la órbita 1-Periódica
La existencia de la órbita 1-Periódica se da cuando x(1) = x(0), es decir, las condiciones de estado
al final del primer periodo de muestreo son las mismas condiciones de estado al inicio de dicho
periodo. Para obtener una expresión que permita evaluar la existencia de este tipo de órbitas,
partimos de la solución continua del sistema calculada en (2.2.4). El procedimiento matemático
que se muestra a continuación consiste en una representación matricial a través de la cual se
obtienen las condiciones iniciales para las cuales existe la órbita 1-Periódica cuando se tiene una
señal de control {−1, 1}. Se tiene entonces la siguiente asignación de variables [19] [31]:
A−1B =
µ
−1
−γ
¶
= −C (2.4.1)
ω =
r
1−
³γ
2
´2
Teniendo en cuenta el valor de ω de la ecuación (2.4.1), la matriz de transición de estados se
puede expresar de la siguiente forma:
x(t) = eAt(x(0))− (eAt − I)A−1B (2.4.2)
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eAt = e−
γ
2 t
µ
cosωt+ γ2ω senωt
1
ω sinωt
− 1ω sinωt cosωt−
γ
2ω sinωt
¶
(2.4.3)
Separando los componentes seno y coseno de la ecuación (2.4.4): tenemos,
eAt = e−
γ
2 t
∙µ
1 0
0 1
¶
cosωt+
µ γ
2ω
1
ω
− 1ω −
γ
2ω
¶
sinωt
¸
(2.4.4)
= e−
γ
2 t [I cosωt+M sinωt]
Donde I es la matriz identidad yM es la matriz de términos constantes de la componente seno.
Ahora procedemos a llevar a cabo una normalización del tiempo de 0 a 1. Para eso, designamos una
variable α cuyo valor viene dado por α = t/T , con t ∈ (0, T ), por lo que t = αT . Reemplazando
este valor en la ecuación (2.4.4), obtenemos la matriz N(α), la cual viene dada por:
eAt = N(α) = e−
γ
2 Tα [I cosωTα+M sinωTα] (2.4.5)
Por lo tanto, la solución del sistema para el caso u = +1 y u = −1 en función de la matriz
N(α) son respectivamente:
• Señal de control u = 1:
x(α) = N(α)(x(0)) + [I −N(α)]C (2.4.6)
• Señal de control u = −1:
x(α) = N(α)(x(0))− [I −N(α)]C (2.4.7)
Ahora conociendo las ecuaciones (2.4.6) y (2.4.7), hallamos la expresión que indica la solución
del sistema cuando ocurre el primer periodo de muestreo x(1) :
• Intervalo 0 < t < α (u = −1) :
x(α) = N(α)(x(0))− [I −N(α)]C (2.4.8)
• Intervalo α < t < 1 (u = 1) :
x(1) = N(1− α)x(α) + [I −N(1− α)]C (2.4.9)
Reemplazando en la ecuación (2.4.9) por el valor de x(α) obtenido en la ecuación (2.4.8), se
obtiene:
x(1) = N(1− α) [N(α)(x(0))− [I −N(α)]C]− [I −N(1− α)]C (2.4.10)
Teniendo en cuenta la propiedad de las exponenciales, N(α)N(β) = N(α + β), la ecuación
(2.4.10) queda reducida a la siguiente expresión:
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x(1) = N(1)(x(0)) + [I − 2N(1− α) +N(1)]C (2.4.11)
Esta ecuación se convierte en el punto de partida para el cálculo de la periodicidad y la esta-
bilidad, lo cual veremos más adelante. La variable α se expresa como:
α = 1−
s
s2 + 2s0/T
s2 − s1
(2.4.12)
la cual llamaremos ahora como ciclo de trabajo, el cual se encuentra normalizado de 0 a 1. Para
expresar el ciclo de trabajo descrito en (2.4.12) en función de las condiciones iniciales de estado al
inicio de cada periodo de muestreo, reemplazamos los parámetros s0 y s2 de acuerdo con (2.3.2).
Tras llevar a cabo el reemplazo obtenemos una expresión de ciclo de trabajo normalizado de la
forma:
α = 1−
p
c1x1(0) + c2x2(0) + c3 (2.4.13)
Donde c1, c2 y c3 son constantes en función de parámetros conocidos del sistema,
c1 = −
1
2ks
∙
−γ + ksγ2 − ks +
2
T
(1− ksγ)
¸
(2.4.14)
c2 = −
1
2ks
∙
1− ksγ +
2
T
ks
¸
c3 = −
1
2ks
∙
−ks −
2
T
x1ref
¸
Ahora sabiendo que existen órbitas 1-Periódica cuando x(1) = x(0), y teniendo en cuenta la
solución del sistema descrita en la ecuación (2.4.11), se llega a la expresión:
x(0) = [I −N(1)]−1 [I − 2N(1− α) +N(1)]C (2.4.15)
Con la expresión que se obtuvo en la ecuación (2.4.15) se lleva a cabo el cálculo de las condi-
ciones iniciales de las variables de estado (tensión y corriente) para las cuales existe la órbita
1-Periódica. Además es posible calcular el valor del ciclo de trabajo α, el cual está en función de
dichas condiciones (vease la ecuación (2.4.13)).
Tabla 2.2: Orbita 1-Periódica para ks de 0.1 a 10
ks α x1(0) x2(0)
0.1 0.100858 0.798662 0.298301
1.0 0.100560 0.799258 0.298470
1.9 0.100263 0.799851 0.298638
2.8 0.099967 0.800441 0.298805
3.7 0.099673 0.801029 0.298971
4.6 0.099381 0.801614 0.299137
5.5 0.099089 0.802195 0.299302
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6.4 0.098799 0.802774 0.299466
7.3 0.098511 0.803351 0.299629
8.2 0.982240 0.803924 0.299791
9.1 0.097938 0.804495 0.299952
10 0.097654 0.805062 0.300113
En la tabla 2.2 se muestran valores numéricos obtenidos para el ciclo de trabajo α (valor
normalizado de 0 a 1) y las condiciones iniciales de tensión y corriente x1(0), x2(0) cuando se varía
el parámetro ks dentro del rango de 0.1 a 10. Se busca con esto analizar el comportamiento de la
tensión y del ciclo de trabajo para valores altos del parámetro de bifurcación. Según los resultados
obtenidos, se observa que para valores de ks más grandes, aún existe una órbita 1-Periódica, el ciclo
de trabajo tiene una ligera disminución, pasando del 10.08% al 9.76%, por lo que se puede decir
que aún existe una frecuencia fija de conmutación en el sistema. En cuanto al error de regulación
presente en el sistema para el caso de ks = 10, es de apenas 0.63%.
Los primeros diagramas de bifurcaciónes que se obtuvieron, corresponden para un rango de ks
entre 0.01 y 0.2. Con el fin de comprobar los datos obtenidos en la tabla 2.2, se muestran en las
figuras 2.17, 2.18 y 2.19 los diagramas de bifurcaciones de las variables de estado para un rango
de ks mayor (específicamente de 0.1 a 10). De acuerdo con la figura 2.17, el sistema aún presenta
un error de regulación bajo, pero se tiene la tendencia a perder la regulación para valores mayores
del parámetro de bifurcación ks.
Figura 2.17: Diagrama de bifurcaciones. Tensión vs ks. Referencia = 0.8 y ks entre 0.1 y 10.
En figura 2.20 se observa la evolución de la órbita 1-Periódica para un valor de ks = 0.184. Del
punto A al B (línea roja), se tiene un valor de ciclo α y la señal de control es -1. Del punto B al
A (línea azul) se presenta un valor en el que ocurre la conmutación y la señal de control es 1.
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Figura 2.18: Diagrama de bifurcaciones. Corriente vs ks. Referencia = 0.8 y ks entre 0.1 y 10.
Figura 2.19: Diagrama de bifurcaciones. Ciclo de trabajo vs ks. Referencia = 0.8 y ks entre 0.1 y
10.
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Figura 2.20: Orbita 1-Periódica. ks = 0.184
Las figuras 2.21 y 2.22 muestran el comportamiento temporal que presentan las variables de
tensión y corriente respectivamente tras varios periodos de muestreo. Puede verse que la forma de
la señal es la misma cada vez que ocurre un periodo de muestreo.
Estabilidad de la órbita 1-Periódica
En la sección anterior se trató el tema correspondiente a la existencia de la órbita 1-Periódica.
Esto incluye el cálculo de las condiciones iniciales y del ciclo de trabajo. Ahora se busca analizar
mediante el uso del método de los multiplicadores característicos, el rango de valores del parámetro
ks para el cual dicha órbita es estable.
El método de multiplicadores característicos consiste simplemente en evaluar el jacobiano de la
aplicación de Poincaré (representación discreta del sistema) en el punto de equilibrio del sistema
y posteriormente se lleva a cabo el cálculo de los valores propios (multiplicadores característicos)
[1], [31], [46]. Este cálculo no solo permite analizar la estabilidad de órbitas periódicas, sino que se
convierte en una herramienta útil en el momento de determinar para qué valores del parámetro de
bifurcación ks se presentan bifurcaciones de doblamiento y bifurcaciones de colisión de borde en el
sistema.
En nuestro caso, el jacobiano consiste en la derivada parcial de la solución del sistema obtenida
en (2.4.11) con respecto a las condiciones iniciales de estado:
J(x) =
∂x(1)
∂x(0)
=
Ã
∂x1(1)
∂x1(0)
∂x1(1)
∂x2(0)
∂x2(1)
∂x1(0)
∂x2(1)
∂x2(0)
!
(2.4.16)
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Figura 2.21: Comportamiento temporal de la tensión. Orbita 1-Periódica. ks = 0.184
Figura 2.22: Comportamiento temporal de la corriente. Orbita 1-Periódica. ks = 0.184
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Se tiene entonces de la ecuación (2.4.11),
∂x(1)
∂x(0)
= N(1) + [2N 0(1− α)]C ∗ ∂α
∂x(0)
(2.4.17)
Donde ∂α/∂x(0) es la derivada parcial del ciclo de trabajo con respecto a las condiciones
iniciales de estado (como se puede observar en la ecuación (2.4.13), se obtuvo una expresión del
ciclo de trabajo en función de las condiciones iniciales). Las derivadas parciales de ∂x(α)/∂x(0) se
expresan de la siguiente forma:
∂α
∂x(0)
=
µ
∂α
∂x1(0)
,
∂α
∂x2(0)
¶
(2.4.18)
∂α
∂x1(0)
= −c1
2
Ã
1p
c1x1(0) + c2x2(0) + c3
!
∂α
∂x2(0)
= −c2
2
Ã
1p
c1x1(0) + c2x2(0) + c3
!
Y el cálculo del término N 0(α) (derivada de la matriz de transición de estados) se realiza de la
siguiente manera:
N 0(α) =
−γ
2
Te−
γ
2 Tα [I cosωTα+M sinωTα] (2.4.19)
+e−
γ
2 Tα [−IωT sinωTα+MωT cosωTα]
= e−
γ
2 Tα [M1 cosωTα+M2 sinωTα]
donde
M1 = −
γ
2
TI +MωT, M2 = −
γ
2
TM + ωTI (2.4.20)
Por tratarse de un sistema de segundo orden, el número de multiplicadores característicos (o
valores propios del sistema) a analizar son dos. El criterio que se tiene para conocer el valor del
parámetro de bifurcación en el cual la órbita 1-Periódica deja de ser estable es cuando alguno de
sus valores propios es mayor a -1 [31] [45] [46]. Por lo tanto, para que se dé este caso, se debe
cumplir
1 + traza(J(x)) + det(J(x)) = 0 (2.4.21)
La tabla 2.3 muestra el valor de ks en el cual la órbita 1-Periódica deja de ser estable (se mues-
tran resultados numéricos con varias cifras decimales con el fin de observar la variación tanto del
parámetro de bifurcación como el de los multiplicadores característicos). En la tabla 2.4 se detalla
la evolución de los multiplicadores característicos para un rango del parámetro de bifurcación ks
de 0.1 a 2. En el instante en que uno de los multiplicadores carácterísticos sea mayor a -1 se
presenta una bifurcación de doblamiento de periodo (o bifurcación tipo Flip) y en este caso se
sigue presentando una órbita 1-Periódica pero inestable y una órbita 2-Periódica con dos puntos
fijos estables. El análisis de esta bifurcación lo trataremos más adelante.
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Tabla 2.3: Multiplicadores característicos órbita 1-Periódica
ks α m1 m2
0.18332384176 0.100831 0.48535188798 -1,00000000010
0.18332384177 0.100831 0.48535188799 -1,00000000003
0.18332384178 0.100831 0.48535188800 -0,99999999996
0.18332384179 0.100831 0.48535188801 -0,99999999989
Tabla 2.4: Multiplicadores característicos órbita 1-Periódica para ks entre 0.1 y 2
ks α m1 m2
0.1 0.100858 0.391579 -2.100779
0.29 0.100795 0.586430 -0.573692
0.48 0.100732 0.704987 -0.333452
0.67 0.100669 0.773895 -0.247020
0.86 0.100606 0.817451 -0.203836
1.05 0.100543 0.847159 -0.178170
1.24 0.100481 0.868630 -0.161214
1.43 0.100418 0.884842 -0.149189
1.62 0.100355 0.897503 -0.140220
1.81 0.100292 0.907659 -0.133271
2.00 0.100229 0.915983 -0.127725
Las figuras 2.23 y 2.24 muestran el comportamiento que presentan los multiplicadores carac-
terísticos para valores de ks altos. Como se puede ver, el multiplicador característico inestable m2
se vuelve mas estable, mientras que el multiplicador estable se aproxima al valor de 1, pero nunca
alcanza este valor.
Existencia de la órbita 2-Periódica con dos ciclos no saturados
Según los resultados numéricos obtenidos anteriormente, se confirma la existencia de una bifur-
cación de doblamiento de periodo o tipo flip. Esto indica la presencia de una órbita 2-Periódica
estable, en la cual se presentan dos ciclos α1 y α2, los cuales se caracterizan por ser no saturados.
El análisis matemático concerniente a la existencia y estabilidad es similar al hecho en el caso de
la órbita 1-Periódica.
Se tienen dos ciclos de trabajo α1 y α2 (figura 2.25) cuyo valor es α1= 1 -
p
c1x1(0) + c2x2(0) + c3,
α2= 1 -
p
c1x1(1) + c2x2(1) + c3, donde x1(0), x2(0) equivalen a las condiciones iniciales cuando
ocurre el primer periodo de muestreo y x1(1), x2(1) son las condiciones iniciales cuando ocurre el
segundo periodo de muestreo. Por consiguiente, existe una órbita 2-Periódica cuando x(2) = x(0).
Ahora teniendo en cuenta la solución del sistema expresada en las ecuaciones (2.4.6) y (2.4.7)
y teniendo en cuenta que la señal de control es {−1, 1}, obtenemos una expresión matemática
que permite calcular las condiciones iniciales para las cuales existe la órbita 2-Periódica con ciclos
de trabajo no saturados. Para eso, se evalua en cada instante en que existe una conmutación o
switcheo, esos instantes son x(α1), x(1), x(α2) y x(2).
2.4. ANÁLISIS DE BIFURCACIONES CON EL PARÁMETRO KS 33
Figura 2.23: Comportamiento del multiplicador característico m1 (estable) variando el parámetro
ks
Figura 2.24: Comportamiento del multiplicador característicom2 (inestable) variando el parámetro
ks
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Figura 2.25: Señal de control cuando existe una órbita 2-Periódica con ciclos no saturados
• Intervalo 0 < t < α1
x(α1) = N(α1)(x0)− [I −N(α1)]C (2.4.22)
• Intervalo α1 < t < 1
x(1) = N(1− α1)x(α1) + [I −N(1− α1)]C (2.4.23)
• Intervalo 1 < t < α2
x(α2) = N(α2)x(1)− [I −N(α2)]C (2.4.24)
• Intervalo α2 < t < 2
x(2) = N(1− α2)x(α2) + [I −N(1− α2)]C (2.4.25)
Reemplazando x(α2), x(1) y x(α1) en las ecuaciones (2.4.25), (2.4.24) y (2.4.23) respectiva-
mente, obtenemos la siguiente expresión en función de las condiciones iniciales x(0), la cual equivale
a la solución del sistema al cabo de dos periodos de muestreo:
x(2) = N(2)x(0) + [I + 2N(1) +N(2)− 2N(2− α1)− 2N(1− α2)]C (2.4.26)
Como se sabe, la existencia de la órbita 2-Periódica se da cuando x(2) = x(0), por lo tanto, las
condiciones iniciales para las cuales se da dicha existencia, se calculan de la siguiente forma:
x(0) = [I −N(2)]−1 [I + 2N(1) +N(2)− 2N(2− α1)− 2N(1− α2)]C (2.4.27)
Como se puede observar en la figura 2.15, el rango de valores del parámetro de bifurcación ks
en donde se presenta dicha órbita es muy pequeño, por lo que el cálculo de la existencia de esta
órbita en este caso es más complicado.
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Figura 2.26: Diagrama de bifurcaciones. Ciclo de trabajo vs ks. Existencia de bifurcación de
doblamiento de periodo
En la figura 2.26 se muestra un diagrama de bifurcaciones del parámetro de bifurcación ks
contra el ciclo de trabajo. En este caso es posible detallar la existencia de la bifurcación de
doblamiento de periodo. Debido al rango tan pequeño de ks en el que existe la órbita 2-Periódica,
resulta conveniente llevar a cabo el análisis de estabilidad para establecer el rango en que la órbita
se encuentra estable.
Estabilidad de la órbita 2-Periódica con dos ciclos no saturados
Utilizando el concepto de multiplicadores característicos, evaluamos el jacobiano de la aplicación
de Poincaré consistente en la derivada parcial de la solución del sistema obtenida en la ecuación
(2.4.26) con respecto a las condiciones iniciales de estado ∂x(2)/∂x(0). Sabiendo que los ciclos de
trabajo α1 y α2 están en función de las condiciones iniciales x(0), se tiene entonces:
∂x(2)
∂x(0)
= N(2) + [2N 0(2− α1)]C ∗
∂α1
∂x(0)
+ [2N 0(2− α1)]C ∗
∂α2
∂x(0)
(2.4.28)
Donde ∂α1/∂x(0) equivale a lo calculado en (2.4.18), mientras que ∂α2/∂x(0) es igual a:
∂α2
∂x(0)
= −
Ã
1
2
p
c1x1(1) + c2x2(1) + c3
!
∗
µ
c1
∂x1(1)
∂x(0)
+ c2
∂x2(1)
∂x(0)
¶
(2.4.29)
donde x(1) viene dada por (2.4.11) y su derivada se expresa en la ecuación (2.4.17). El valor
de ks en el cual se inicia la órbita 2-Periódica con ciclos no saturados se determina cuando uno
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de los multiplicadores característicos es igual a 1 y como se puede ver en la figura 2.26, se evalúa
hasta cuando uno de los ciclos de trabajo se sature (en este caso, la saturación es por cero). En la
tabla 2.5, se muestra los valores de los ciclos de trabajo α1, α2 (valores normalizados de 0 a 1) y
los multiplicadores característicos para un rango de valores de ks entre 0.183252254 y 0.183323842,
rango en el cual existe la órbita 2-Periódica con ciclos no saturados. En la tabla 2.6 se muestran
las condiciones iniciales de tensión y corriente x(0) y x(1) para los cuales existe la órbita.
Tabla 2.5: Multiplicadores característicos órbita 2-Periódica con ciclos no saturados
ks α1 α2 m1 m2
0.183252254 0.201401 0.000000 0.238395 0.998034
0.183263672 0.193039 0.008403 0.237938 0.998350
0.183274102 0.184675 0.016805 0.237522 0.998641
0.183283542 0.176307 0.025207 0.237148 0.998901
0.183291992 0.167935 0.033610 0.236814 0.999133
0.183299450 0.159559 0.042013 0.236520 0.999337
0.183305912 0.151181 0.050415 0.236266 0.999514
0.183311391 0.142798 0.058818 0.236052 0.999663
0.183315871 0.134412 0.067220 0.235877 0.999784
0.183319357 0.126002 0.075623 0.235741 0.999879
0.183321848 0.117628 0.084025 0.235644 0.999946
0.183323343 0.109231 0.092428 0.235586 0.999986
0.183323842 0.100831 0.100831 0.235566 1.000000
Tabla 2.6: Condiciones iniciales para órbita 2-Periódica con ciclos no saturados
ks x1(0) x2(0) x1(1) x2(1)
0.183252254 0.800119 0.314475 0.797585 0.278784
0.183263672 0.799992 0.313208 0.797669 0.280508
0.183274102 0.799867 0.311975 0.797755 0.282274
0.183283542 0.799744 0.310718 0.798422 0.283984
0.183291992 0.799622 0.309437 0.797932 0.285670
0.183299450 0.799503 0.308131 0.798023 0.287333
0.183305912 0.799385 0.306802 0.798117 0.288973
0.183311391 0.799269 0.305448 0.798212 0.290589
0.183315871 0.799155 0.304070 0.798309 0.292181
0.183319357 0.799004 0.302668 0.798408 0.293750
0.183321848 0.798932 0301242 0.798509 0.295296
0.183323343 0.798824 0.299792 0.798612 0.296818
0.183323842 0.798717 0.298317 0.798717 0.298317
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Como se puede observar, para un valor de ks de 0.183252254 se presenta el caso en el que el
valor del ciclo de trabajo α2 se satura a cero. En este punto la órbita 2-Periódica es estable, ya que
los multiplicadores característicos presentan valores menores a uno (el multiplicador característico
m2 tiende a estabilziarse más, pese a que está muy próximo al valor límite de estabilidad. El ciclo
de trabajo presenta un porcentaje de 20.14%, mientras que el valor mínimo de tensión presente
es de 0.797585, lo que equivale a un error de regulación de 0.3%, y un valor máximo de 0.800119,
presentándose un error de regulación de tan solo 0.015%. Por consiguiente, el sistema aún tiene
un buen nivel de regulación.
La figura 2.27 muestra la evolución de la órbita 2-Periódica para un valor de ks de 0.183325.
El punto de inicio está indicado con la letra A y la secuencia de la evolución de la órbita es A-B-C
(primer periodo de muestreo, color rojo), C-D-A (segundo periodo de muestreo, color azul). Las
figuras 2.28 y 2.29 muestran el comportamiento temporal de las variables de estado de tensión y
corriente para un ks de 0.183325.
Figura 2.27: Orbita 2-Periódica con ciclos no saturados. ks = 0.183325
2.4.2 Bifurcaciones de colisión de borde y caos
Como se vio anteriormente, para un valor de ks de 0.183252254 se da el caso en que se presenta
una saturación de los ciclos de trabajo. Para conocer el comportamiento de la órbita 2-Periódica
a partir de este punto,se hace necesario realizar el análisis de la órbita 2-Periódica con un ciclo no
saturado y un ciclo saturado (2P − αT ).
Para este caso, el valor del ciclo de trabajo no saturado es igual a α =1-
p
c1x1(0) + c2x2(0) + c3
y se evalúa el sistema en los puntos x(α), x(1) y x(2) :
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Figura 2.28: Comportamiento temporal de la tensión. Órbita 2-Periódica. ks = 0.183325
Figura 2.29: Comportamiento temporal de la corriente. Órbita 2-Periódica. ks = 0.183325
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Figura 2.30: Señal de control cuando existe una órbita 2-Periódica con un ciclo no saturado y uno
saturado
• Intervalo 0 < t < α
x(α) = N(α)(x0)− [I −N(α)]C (2.4.30)
• Intervalo α < t < 1
x(T ) = x(1) = N(1− α)x(α) + [I −N(1− α)]C (2.4.31)
• Intervalo 1 < t < 2
x(2T ) = x(2) = N(1)x(1) + [I −N(1)]C (2.4.32)
Reemplazando x(1) y x(α) en (2.4.32) y (2.4.31), tenemos:
x(2) = N(2)x(0) + [I − 2N(2− α) +N(2)]C (2.4.33)
Y el valor de las condiciones x(0) es igual a:
x(0) = [I −N(2)]−1 + [I − 2N(2− α) +N(2)]C (2.4.34)
En cuanto a la estabilidad de la órbita para valores de ks=0.183252254, evaluamos el jacobiano
de aplicación de Poincaré, el cual es la derivada parcial de la solución del sistema con respecto a
las condiciones iniciales de estado x(0). Para este caso se tiene:
∂x(2)
∂x(0)
= N(2) + [2N 0(2− α)]C ∗ ∂α
∂x(0)
(2.4.35)
Donde ∂α/∂x(0) se calcula como en (2.4.18). La tabla 2.7 muestra resultados relacionados con
los valores de los multiplicadores característicos para valores de ks en los cuales se presenta la
órbita 2-Periódica con un ciclo saturado.
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Tabla 2.7: Multiplicadores característicos para órbita 2-Periódica con un ciclo saturado
ks m1 m2
0.183263672 0.237938 0.998350
0.183252254 0.238395 0.998034
0.183252253 0.261107 -2.020980
0.183252252 0.261107 -2.020980
Los resultados indican que los multiplicadores característicos tiene un cambio brusco, lo que
nos indica la presencia de una bifurcación discontinua o de colisión de borde, debido a que ya
se da un ciclo de trabajo saturado[35] [46]. Además, el multiplicador característico m2 se vuelve
inestable, por lo que la órbita 2-Periódica pierde su estabilidad en el instante en que se presenta
la saturación del ciclo de trabajo. En este punto el sistema comienza a tener un comportamiento
aperiódico o caótico (número de puntos fijos indeterminado).
Por otro lado, como puede verse en el diagrama de bifurcaciones en la figura 2.13, el cual se
encuentra asociado a la variable de tensión, para valores de ks menores de 0.105 (aproximadamente)
se observa la presencia de órbitas n-Periódicas, más precisamente, órbitas 17-Periódicas. En este
caso, se presentan ciclos de trabajos saturados por 0 y por T. La secuencia de los ciclos de trabajo
son: 0-0-T-0-0-0-0-0-0-0-0-T-0-0-0-0-0. La evolución de la órbita se presenta en la figura 2.31,
donde B,C,D y E indican los instantes de conmutación. La secuencia de la evolución de la órbita
es A-B-C-D-E-A. Los valores de tensión varían entre 0.73176 y 0.79891. Como se puede ver, el
sistema pierde la regulación en este caso (se tiene un error de regulación máximo de 8.53%).
Figura 2.31: Orbita 17-Periódica. ks = 0.06
Las figuras 2.32 y 2.33 indican la evolución temporal de la tensión y la corriente en estado
estacionario cuando existe la órbita 17-Periódica. Se observa que el rizado en este caso es mayor
que cuando se presenta una órbita 1-Periódica.
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Figura 2.32: Comportamiento temporal de la tensión. Orbita 17-Periódica. ks=0.06
Figura 2.33: Comportamiento temporal de la corriente. Orbita 17-Periódica. ks=0.06
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También existen órbitas 27-Periódicas, para valores de ks menores de 0.005 aproximadamente.
También en este caso existen solamente ciclos saturados por 0 o T, y cuya secuencia es la siguiente:
0-0-0-0-0-0-0-0-0-0-T-T-0-0-0-0-0-0-0-0-0-0-0-0-T-T-0. la evolución de la órbita se presenta en la
figura 2.34, donde A es el punto de inicio y B,C,D,E indican los instantes de conmutación. La
secuencia de la evolución de la órbita es A-B-C-D-E-A Los valores de tensión varían entre 0.59118
y 0.84776. Se tiene un error de regulación máximo de 26.10%. Las figuras 2.35 y 2.12 muestran el
comportamiento temporal en estado estacionario de la tensión y la corriente cuando se tiene una
órbita 27-Periódica.
Figura 2.34: Orbita 27-Periódica. ks =0.005
2.5 Bifurcaciones para otros valores de γ y referencia
Los resultados obtenidos anteriormente, permiten comprobar que la constante de tiempo ks se
comporta como un parámetro de bifurcación. Complementario a esto, ahora analizaremos la forma
en que intervienen otras variables como γ y la referencia en cuanto a la presencia de dinámicas
no lineales en el sistema. Se darán a conocer resultados para los casos en que existen órbitas
1-Periódica y 2-Periódica con ciclos no saturados.
2.5.1 Análisis de bifurcaciones para otros valores de γ
El parámetro γ se caracteriza porque está en función de comporentes físicos del convertidor, como
son el inductor, el capacitor y la carga. Para este caso, se optó por hacer variaciones de la carga
para conocer el tipo de diagramas de bifurcaciones que se obtienen. Se muestra a continuación
diagramas de bifurcaciones para valores de carga de 10Ω y 30Ω.
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Figura 2.35: Comportamiento temporal del voltaje. Orbita 27-Periódica. ks=0.005
Figura 2.36: Comportamiento temporal de la corriente. Orbita 27-Periódica. ks=0.005
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Figura 2.37: Diagrama de bifurcaciones. Ciclo de trabajo vs ks. Carga = 10Ω
Figura 2.38: Diagrama de bifurcaciones. Ciclo de trabajo vs ks. Carga = 30Ω
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Las figuras 2.37 y 2.38 consisten en diagramas de bifurcaciones del ciclo de trabajo contra
el parámetro ks para valores de 10Ω y 30Ω respectivamente. Como se puede observar, ambos
diagramas presentan un comportamiento similar al caso analizado en el documento (carga de
20Ω). La única diferencia consiste en los valores del parámetro ks en donde ocurre cada una de las
bifurcaciones analizadas en este capítulo. Por ejemplo, para una carga de 10Ω, la órbita 1-Periódica
aparece para valores de ks mayores de 0.17 aproximadamente, mientras que para el caso de 30Ω,
este caso se da para un ks de 0.19.
A continuación se muestra en la tabla 2.8 los resultados para valores de carga entre 10Ω y 40Ω
los cuales expresan a partir de qué valor de ks se presenta la órbita 1-Periódica, a la vez que se
muestran los valores del ciclo de trabajo, del multiplicador característico en el punto en el que la
órbita se encuentra en el punto crítico de estabilidad y por último se detallan los valores de las
condiciones iniciales para el caso de dicha órbita.
Tabla 2.8: Orbita 1-Periódica para diferentes valores de carga
carga γ ks α m1 x1(0) x2(0)
10 0.7071 0.17036556 0.100776 0.462772 0.798827 0.580599
15 0.4714 0.17880622 0.100812 0.477678 0.798756 0.392376
20 0.3536 0.18332384 0.100831 0.485352 0.798717 0.298332
25 0.2828 0.18614322 0.100842 0.490038 0.798693 0.241789
30 0.2357 0.18810545 0.100851 0.493254 0.798676 0.203388
35 0.2020 0.18946174 0.100857 0.495456 0.798665 0.177282
40 0.1768 0.19051956 0.100861 0.497160 0.798656 0.157164
En lo que respecta al ciclo de trabajo, la variación de este es muy poca, tan solo 0.0085%,
mientras que el error de regulación aumenta a medida que la carga es mayor y se presenta un error
de regulación máximo de 0.168%. A continuación se muestra en la tabla 2.9, para diferentes valores
de carga, el rango de ks en el cual se presenta una órbita 2-Periódica hasta cuando se presenta la
saturación de uno de los ciclos, el valor del ciclo no saturado (valor normalizado de 0 a 1) y el valor
de los multiplicadores característicos. La tabla 2.10 muestra los valores de las condiciones iniciales
para la existencia de la órbita 2-Periódica con ciclos no saturados
Tabla 2.9: Orbita 2-Periódica sin ciclos saturados para diferentes valores de carga
Carga γ Rango ks α m1 m2
10 0.7071 0.170289-0.170365 0.201311 0.216576 0.997654
15 0.4714 0.178733-0.178806 0.201369 0.230861 0.997902
20 0.3536 0.183252-0.183324 0.201400 0.238395 0.998034
25 0.2828 0.186073-0.186143 0.201419 0.243055 0.998117
30 0.2357 0.187995-0.188105 0.201433 0.246212 0.998173
35 0.2020 0.189393-0.189462 0.201442 0.248499 0.998214
40 0.1768 0.190451-0.190519 0.201449 0.250224 0.998245
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Tabla 2.10: Condiciones iniciales para órbita 2-Periódica con ciclos no saturados para diferentes
valores de carga
Carga γ x1(0) x2(0) x1(1) x2(1)
10 0.7071 0.800217 0.596771 0.797669 0.561157
15 0.4714 0.800154 0.408502 0.797614 0.372875
20 0.3536 0.800119 0.314417 0.797584 0.278784
25 0.2828 0.800098 0.257874 0.797566 0.222237
30 0.2357 0.800084 0.220260 0.797554 0.184620
35 0.2020 0.800073 0.193348 0.797545 0.157706
40 0.1768 0.800065 0.173224 0.797538 0.137581
Los resultados de la tabla 2.9 indican, que aún existe para un rango pequeño de ks órbitas 2-
Periódica sin ciclos no saturados. La variación del ciclo de trabajo α es de 0.0138% (este es el valor
del ciclo en el instante en que ocurre la saturación del otro ciclo). El valor de los multiplicadores
característicos aumenta a medida que aumenta la carga, mientras en el sistema aún se presenta
una buena regulación, ya que el error de regulación máximo es del 0.3077%.
2.5.2 Análisis de bifurcaciones para otros valores de referencia
Como se hizo en el caso del parámetro γ, se muestran a continuación los diagramas de bifurcaciones
para diferentes valores de referencia (0.3 y 0.5)
Figura 2.39: Diagrama de bifurcaciones. Tensión vs ks. Referencia = 0.3
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Figura 2.40: Diagrama de bifurcaciones. Corriente vs ks. Referencia = 0.3
Figura 2.41: Diagrama de bifurcaciones. Ciclo de trabajo vs ks. Referencia = 0.3
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Figura 2.42: Diagrama de bifurcaciones. Tensión vs ks. Referencia = 0.5
Figura 2.43: Diagrama de bifurcaciones. Corriente vs ks. Referencia = 0.5
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Figura 2.44: Diagrama de bifurcaciones. Ciclo de trabajo vs ks. Referencia = 0.5
El hecho de variar el valor de referencia si influye en el comportamiento de las bifurcaciones
presentes en el sistema. Para una referencia de 0.3 (figuras 2.39 a 2.41), el diagrama de bifurcaciones
indica que existe un valor mayor de la constante de tiempo ks en el cual ocurre una órbita 1-
Periódica (0.34 aproximadamente), esto conlleva a que sea mayor el rango de ks en el cual se
presenta comportamiento caótico. En cuanto al ciclo de trabajo, éste presenta un valor mayor
(35% aproximadamente). Para un valor de referencia de 0.5 (figuras 2.42 a 2.44), el sistema
presenta un valor de bifurcación ks menor que para el caso de una referencia de 0.3, en el cual
existe la órbita 1-Periódica (0.24) y un ciclo de trabajo aproximado del 25%. En la tabla 2.11 se
muestra para diferentes valores de referencia, el valor de ks a partir del cual el sistema presenta
una órbita 1-Periódica. También se muestran los valores de ciclo de trabajo, del multiplicador
característico en el punto en el que la órbita se encuentra en el punto crítico de estabilidad, las
condiciones iniciales del sistema y el error de regulación.
Tabla 2.11: Orbita 1-Periódica para diferentes valores de referencia
xref ks α m1 x1(0) x2(0) error
0.1 0.763286 0.451466 0.795923 0.097203 0.078110 2,80
0.2 0.459910 0.401676 0.689694 0.196903 0.112028 1.55
0.3 0.343061 0.351717 0.616388 0.296927 0.145179 1.02
0.4 0.281177 0.301672 0.565920 0.397098 0.177502 0.73
0.5 0.242828 0.251559 0.531514 0.497375 0.208982 0.53
0.6 0.216702 0.201382 0.508577 0.597741 0.239613 0.38
0.7 0.197737 0.151140 0.493934 0.698190 0.269392 0.26
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0.8 0.183324 0.100831 0.485352 0.798717 0.298317 0.16
0.9 0.171984 0.050452 0.481234 0.899321 0.326387 0.08
Tal como se observó gráficamente, los resultados de la tabla 2.11 indican que a medida que
se reduce el valor de referencia, mayor es el valor del parámetro ks a partir del cual existe una
órbita 1-Periódica estable, mayor es el ciclo de trabajo (para el caso de una referencia de 0.1 es del
45.14%), aumenta el valor del multiplicador característico estable y el error de regulación también
aumenta. La siguiente tabla indica los mismos parámetros que se tuvieron en cuenta en la tabla
2.11, pero para el caso de existencia de la órbita 2-Periódica con ciclos de trabajo no saturados.
Tabla 2.12: Orbita 2-Periódica sin ciclos saturados para diferentes valores de referencia
xref Rangoks α m1 m2 x1(0) x2(0) x1(1) x2(1)
0.1 0.763286-0.741283 0.900397 0.750878 0.862985 0.100198 0.122918 0.098635 -0.036623
0.2 0.459910-0.452850 0.800857 0.543999 0.942147 0.200216 0.155475 0.197574 0.013552
0.3 0.343061-0.339945 0.701265 0.430303 0.965048 0.300223 0.186287 0.296815 0.062015
0.4 0.281177-0.279622 0.601587 0.355440 0.977641 0.400220 0.215366 0.396361 0.108770
0.5 0.242828-0.242022 0.501791 0.305308 0.985823 0.500209 0.242415 0.496213 0.153821
0.6 0.216703-0.216295 0.401848 0.272118 0.991485 0.600190 0.268339 0.596369 0.197173
0.7 0.197737-0.197548 0.301728 0.250921 0.995425 0.700160 0.292224 0.696826 0.238827
0.8 0.183324-0.183252 0.201400 0.238395 0.998034 0.800120 0.331442 0.797585 0.278784
0.9 0.171984-0.171968 0.100834 0.233223 0.999521 0.900066 0.334872 0.898643 0.317043
Los resultados del ciclo de trabajo y de los multiplicadores característicos de la tabla 2.12 son
para el instante en el que uno de los ciclos se satura por 0. En este caso el ciclo de trabajo presenta
un valor aproximadamente del doble con respecto al valor del ciclo de la órbita 1-Periódica.
Observación. En cuanto al análisis hecho con la referencia como parámetro de bifurcación, cabe
aclarar que se tomaron valores de referencia mayores a cero, para el caso de referencias negativas,
se presentan fenómenos de bifurcaciones y caos similares para el caso cuando el esquema de control
es {1,-1}, lo cual se estudiará en el siguiente capítulo.
2.6 Conclusiones
• Cuando se aplica el esquema de modulación de ancho de pulso al lado (PWML) junto con la
estrategia de dinámica de promediado cero (ZAD) en el convertidor buck, y tomando como
parámetro de bifurcación la constante de tiempo ks, el sistema presenta inicialmente una
bifurcación de doblamiento de periodo (tipo flip), pasando de una órbita 1-Periódica estable
a una 2-Periódica estable. Posteriormente experimenta una bifurcación de colisión de borde
y finalmente entra en comportamiento caótico.
• Al momento de considerar la constante de tiempo de la superficie de deslizamiento como
parámetro de bifurcación, se observa que la técnica PWML con ZAD opera de manera ade-
cuada, ya que solo se presenta régimen caótico para un rango pequeño del parámetro ks (
para valores menores de 0.1825 aproximadamente). Por lo tanto se puede garantizar una
frecuencia fija de conmutación en el sistema para un rango amplio de ks.
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• En cuanto al parámetro γ, se pudo observar que para diferentes valores de carga, el compor-
tamiento de las bifurcaciones es similar en cada uno de los casos. La única diferencia radica
en el valor del parámetro ks en el cual sucede cada una de las bifurcaciones analizadas. Este
resultado da una idea de la robustez que presenta el sistema cuando se tiene la técnica PWML
con ZAD.
• En lo que concierne al valor de referencia, se observa que a medida que esta disminuye,
se presenta las diferentes clases de bifurcaciones analizadas, pero se presenta un rango más
amplio del parámetro ks en el que se presenta régimen caótico.
• Cuando se aplica la técnica de pulso al lado con ZAD, el sistema presenta muy buena regu-
lación para un amplio rango de ks, ya que el error máximo de regulación que se tiene es de
2.80% (para una referencia de 0.1) y el mínimo es de tan sólo 0.09% (para una referencia de
0.9). Aunque en este documento sólo se muestran simulaciones para un valor de ks máximo
de 10, para valores mayores de dicho parámetro, se puede observar la pérdida de regulación
en el sistema.
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Capítulo 3
Análisis de la dinámica del sistema
en el caso u = {1,−1}
El contenido de este capítulo se desarrolla de manera similar como se trató en el capítulo anterior: se
procede inicialmente a calcular el ciclo de trabajo mediante el uso de aproximación de la superficie
de deslizamiento por rectas, luego se analiza la regulación que presenta el sistema con el PWML
y ZAD para el esquema de control u = {1,−1}. Posteriormente se analizará los fenómenos de
bifurcaciones y caos y la estabilidad presente en el sistema.
3.1 Solución del sistema
En este caso, se desea controlar el sistema con la técnica PWML, donde la señal de control viene
dada por (vease figura 3.1):
u =
½
+1 si kT ≤ t ≤ kT + d
−1 si kT + d ≤ t ≤ (k + 1)T
¾
(3.1.1)
Figura 3.1: Señal de control u para PWM de pulso al lado. Caso {1,-1}
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De manera similar a lo hecho en la sección 2.2 (página 13), la solución del sistema x(t) se
expresa como:
x(t) = eAt(x(0)) + (eAt − I)A−1B (3.1.2)
La cual es la solución del sistema cuando la señal de control u es igual a +1. Finalmente, la
solución del sistema que se obtiene por la discretización directa de las ecuaciones de estado de
acuerdo con la ley de control {1,−1} viene dada por:
x(T ) = eATx(0) +
³
eAT − 2eA(T−d) + I
´
A−1B (3.1.3)
En la siguiente sección se tratará el cálculo del ciclo de trabajo cuando el esquema de control
es u = {1,−1}. En este caso, el ciclo de trabajo equivale al tiempo en el que la señal de control u
es igual a 1.
3.2 Cálculo del Ciclo de trabajo
3.2.1 Aproximación de la superficie de deslizamiento s(x(t)) por rectas
Debido a que el cálculo exacto del ciclo de trabajo implica dificultades al momento de realizar una
implementación real [1], se considera, tal como se hizo para el caso u = {−1, 1}, que la superficie
de trabajo se comporta como una recta a tramos y que la derivadas de la superficie equivalen a las
pendientes de la superficie en el momento de ocurrencia del switcheo. Bajo estas consideraciones,
para el caso u = {1,−1}, el ciclo de trabajo se expresa de la siguiente forma:
TZ
0
s(x(t))dt ∼=
dZ
0
(s0 + ts1)dt+
TZ
d
((s0 + s1d) + (t− d)s2) dt (3.2.1)
Donde s0 equivale al valor de la superficie de deslizamiento al momento de muestrear, s1 es el
valor de la pendiente cuando la señal de control u es igual a 1 (0 < s(x) < d) y s2 equivale a la
derivada de la superficie cuando la señal de control u equivale a -1 (d < s(x) < T ). Los valores
de s0, s1 y s2 en función de parámetros conocidos del sistema se describen en (2.3.2). Después de
desarrollar la integral descrita en (3.2.1), se obtiene la siguiente ecuación cuadrática en función del
ciclo de trabajo d:
TZ
0
s(x(t))dt ∼=
d2
2
(s2 − s1) + dT (s1 − s2) +
µ
s0T +
T 2
2
s2
¶
∼= 0 (3.2.2)
Resolviendo la ecuación (3.2.2) obtenemos el valor del ciclo de trabajo d :
d =
⎛
⎝1−
s
s1 + 2s0/T
s1 − s2
⎞
⎠T (3.2.3)
El ciclo de trabajo d calculado toma valores dentro del rango de 0 a T . Para esto, es necesario
tener en cuenta las siguientes limitaciones:
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1. Para la existencia del ciclo de trabajo de la ecuación (3.2.3) entre 0 y T , se debe garantizar
la existencia de la raíz, es decir,
s1 + 2s0/T
s1 − s2
≥ 0 (3.2.4)
pero s1 − s2 es una constante cuyo valor es igual a 2ks , por lo que la existencia de la raiz se
limita a la siguiente condición:
s0 +
T
2
s1 ≥ 0 (3.2.5)
2. Para evitar la existencia de un ciclo de trabajo negativo, se debe cumplir que el valor que se
obtenga en la raiz sea menor o igual a 1. Por lo tanto se tiene:
s0 +
T
2
s2 ≤ 0 (3.2.6)
Por consiguiente, para que exista un valor de ciclo de trabajo entre el rango 0 < d < T , se
deben cumplir (3.2.5) y (3.2.6). En la siguiente tabla se describen los posibles valores de ciclo de
trabajo y bajo que condiciones se dan dichos valores.
Tabla 3.1: Ciclo de Trabajo para el caso u=[1,-1]
Ciclo de Trabajo Condicionesµ
1−
q
s1+2s0/T
s1−s2
¶
T s0 + T2 s1 ≥ 0 y s0 +
T
2 s2 ≤ 0
0 s0 + T2 s1 ≥ 0 y s0 +
T
2 s2 > 0
T s0 + T2 s1 < 0
Como puede observarse en la tabla 3.1, las condiciones para que exista el ciclo de trabajo dentro
del rango [0, T ] son las mismas en el caso cuando el esquema de control es {−1, 1}, el cual se analizó
en el capítulo anterior. Lo único diferente en este caso son las condiciones para las cuales el ciclo
de trabajo presenta saturación por 0 o por T.
3.2.2 Desempeño de la técnica
A continuación se muestran simulaciones en las cuales es posible observar el comportamiento tanto
de las variables de estado como del ciclo de trabajo obtenido en (3.2.3) cuando se aplican la
técnicas PWML y ZAD y para diferentes valores de la constante de tiempo ks como parámetro de
bifurcación.
De la figura 3.2 a la figura 3.4 se observa el comportamiento de la tensión, de la figura 3.5 a la
figura 3.7 el comportamiento de la corriente y de la figura 3.8 a la figura 3.10 el comportamiento del
ciclo de trabajo. Tal como se hizo en el capítulo anterior, los valores de tanto de la tensión como
de la corriente se encuentran normalizados de 0 a 1, mientras que el ciclo de trabajose encuentra
normalizado de 0 a T, donde T= 0.1767. Se tiene un valor de referencia de 0.8. Los valores de los
parámetros físicos del sistema son los siguientes: R = 20Ω, L=2mH, C=40µF .
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Figura 3.2: Comportamiento de la tensión para el caso de aproximación lineal de la superficie de
deslizamiento. Referencia = 0.8 y ks = 0.5
Figura 3.3: Comportamiento de la tensión para el caso de de aproximación lineal de la superficie
de deslizamiento. Referencia = 0.8 y ks=2.0
3.2. CÁLCULO DEL CICLO DE TRABAJO 57
Figura 3.4: Comportamiento de la tensión para el caso de de aproximación lineal de la superficie
de deslizamiento. Referencia = 0.8 y ks=4.5
Figura 3.5: Comportamiento de la corriente para el caso de de aproximación lineal de la superficie
de deslizamiento. Referencia = 0.8 y ks=0.5
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Figura 3.6: Comportamiento de la corriente para el caso de aproximación lineal de la superficie de
deslizamiento. Referencia = 0.8 y ks=2.0
Figura 3.7: Comportamiento de la corriente para el caso de de aproximación lineal de la superficie
de deslizamiento. Referencia = 0.8 y ks=4.5
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Figura 3.8: Comportamiento del ciclo de trabajo para el caso de de aproximación lineal de la
superficie de deslizamiento. Referencia = 0.8 y ks=0.5
Figura 3.9: Comportamiento del ciclo de trabajo para el caso de de aproximación lineal de la
superficie de deslizamiento. Referencia = 0.8 y ks=2.0
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Figura 3.10: Comportamiento del ciclo de trabajo para el caso de de aproximación lineal de la
superficie de deslizamiento. Referencia = 0.8 y ks=4.5
Se pueden observar resultados para tres valores diferentes de ks: 0.5 (color azul), 2.0 (color
verde) y 4.5 (color negro). Para el primer caso, se presenta comportamiento caótico en el sistema,
los valores de tensión varían entre 0.7659 y 0.7950, por lo que se presenta un error de regulación
máximo de 4.26%. La corriente presenta valores entre 0.1703 y 0.3453 y en cuanto al ciclo de tra-
bajo, este presenta una saturación por T. Para el caso en el que ks = 2.0, aún se sigue presentando
un comportamiento caótico similar para un valor de ks de 0.5, la única diferencia que se tiene es
el valor de la tensión, ya que este toma valores entre 0.7355 y 0.7663, por lo que se pierde más la
regulación. La corriente presenta valores entre 0.1772 y 0.3136, mientras que el ciclo de trabajo
aún presenta saturación por T.
Finalmente, para el caso en el que ks = 4.5, se observa la existencia de una órbita 3-Periódica,
en la cual la tensión varía entre 0.6638 y 0.6717 y la corriente tiene los valores de 0.28038, 0.22108
y 0.16221. Se observa además la existencia de dos ciclos de trabajo saturados por T y un ciclo de
trabajo no saturado cuyo valor es de 0.088 (49.80%). Se puede afirmar que para una referencia de
0.8, el sistema empieza a perder su regulación a medida que se aumenta el valor de la constante de
tiempo ks. El error de regulación máximo en este caso es de 17.025%. El análisis de la existencia
de la órbita 3-Periódica se realizará a continuación.
3.3 Análisis de bifurcaciones con el parámetro ks
Los resultados gráficos analizados en la sección anterior dan una idea de la existencia de dinámicas
no lineales en el sistema. Para comprobar esto, procedemos a realizar diagramas de bifurcaciones
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para las variables de estado y ciclo de trabajo, para el valor de referencia de 0.8 y con un rango de
ks entre 0.001 y 13.
Figura 3.11: Diagrama de bifurcaciones. Tensión vs ks. Referencia = 0.8
La obtención de estos diagramas se hace a partir de la solución discretizada del sistema ex-
presada en (3.1.3). Las figuras 3.11, 3.12 y 3.13, representan el diagrama de bifurcaciones para
la tensión, la corriente y el ciclo de trabajo respectivamente. Se puede observar que el sistema
presenta un comportamiento caótico para un amplio rango del parámetro ks, solo para valores de
ks entre 4.2 y 8.8 aproximadamente, existe una órbita 3-Periódica y para valores de ks mayores a
12.47 se observa la existencia de una órbita 2-Periódica. En cuanto a la regulación, el sistema no
presenta buena regulación, ya que a medida que aumenta la constante de tiempo, la tensión siempre
reduce su valor. En cuanto alciclo de trabajo, siempre presentará ciclos saturados. En el rango de
ks donde existen la órbita 3-Periódica, se puede observar solamente un ciclo no saturado, el cual
tampoco mantiene un valor constante. A continuación se estudirá el caso de la órbita 3-Periódica
la cual presenta un ciclo no saturado y 2 saturados (αTT ).
3.3.1 Orbita 3-Periódica
En este sección se realiza un análisis matemático concerniente a la existencia y estabilidad de la
órbita 3-Periódica la cual ocurre cuando el esquema de control es {1,−1}. Este análisis conlleva al
cálculo de las condiciones iniciales con las cuales existe dicha órbita. Finalmente se busca estudiar
la estabilidad de la órbita y la existencia de bifurcaciones de doblamiento de periodo mediante el
cálculo de los multiplicadores característicos.
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Figura 3.12: Diagrama de bifurcaciones. Corriente vs ks. Referencia = 0.8
Figura 3.13: Diagrama de bifurcaciones. Ciclo de trabajo vs ks. Referencia = 0.8
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Existencia de la órbita 3-Periódica
De acuerdo con la figura 3.13, se presenta una órbita 3-Periódica con un ciclo saturado y dos no
saturados. Partimos de la solución del sistema expresado en (2.4.6), cuando la señal de control u
es igual a 1, y en (2.4.7) cuando la señal de control es -1. Posteriormente se evalua dicha solución
en los instantes de conmutación, es decir, se evalúa en x(α), x(1), x(2) y x(3), donde α es el ciclo
de trabajo no saturado normalizado de 0 a 1. Por lo tanto se tiene [31]:
• Intervalo 0 < t < α :
x(α) = N(α)x(0) + [I −N(α)]C (3.3.1)
• Intervalo α < t < 1 :
x(1) = N(1− α)x(α)− [I −N(1− α)]C (3.3.2)
• Intervalo 1 < t < 2 :
x(2) = N(1)x(1) + [I −N(1)]C (3.3.3)
• Intervalo 2 < t < 3 :
x(3) = N(1)x(2) + [I −N(1)]C (3.3.4)
Reemplazando x(2), x(1) y x(α) en (3.3.4), (3.3.3) y (3.3.2), obtenemos la solución del sistema
para el caso de la órbita 3-Periódica:
x(3) = N(3)x0 + [2N(3− α)]−N(3)− 2N(2) + I]C (3.3.5)
Y las condiciones iniciales x(0) para dicha órbita se obtenienen de la siguiente expresión:
x(0) = [I −N(3)]−1[2N(3− α)]−N(3)− 2N(2) + I]C (3.3.6)
Según lo visto en la figura 3.11, para un valor de ks cercano a 4.2, el sistema puede presentar una
bifurcación de doblamiento de periodo, utilizando el concepto de los multiplicadores característicos,
comprobamos la presencia de dicha bifurcación, ya que uno de los multiplicadores tiene el valor de
-1.
A continuación se muestra en la figura 3.14 la evolución que presenta la órbita 3-Periódica para
un valor de ks = 4.5. En este caso, la secuencia de los ciclos de trabajo es α − T − T . El punto
indicado con la letra A indica el inicio de la órbita. La secuencia A-B-C (línea azul) corresponde
al ciclo de trabajo no saturado, donde el punto B indica el instante de conmutación de la señal de
control de 1 a -1. La secuencia de la evolución de la órbita es A-B-C-D-A.
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Figura 3.14: Orbita 3-Periódica. ks = 4.5
Las figuras 3.15 y 3.16 el comportamiento temporal de la tensión y la corriente en estado
estacionario para un valor de ks de 4.5. La forma de onda en rojo indica que para volver a un
punto inicial dado, se necesitan 3 periodos de muestreo (T=0.53).
Se muestran a continuación resultados numéricos los cuales están relacionados con la existencia
de la órbita 3-Periódica. Los resultados que se indican en la tabla 3.2 corresponden al valor del
ciclo de trabajo no saturado y los valores de las condiciones iniciales de estado x(0) para diferentes
valores de ks.
Tabla 3.2: Orbita 3-Periódica para ks entre 4.5 y 8.5
ks α x1(0) x2(0)
4.5 0.498493 0.664887 0.201627
5.0 0.477097 0.650688 0.200832
5.5 0.456698 0.637161 0.200125
6.0 0.437376 0.624356 0.199499
6.5 0.419165 0.612294 0.198950
7.0 0.402062 0.600974 0.198469
7.5 0.386039 0.590374 0.198050
8.0 0.371050 0.580464 0.197685
8.5 0.357040 0.571205 0.197367
El rango de valores del parámetro ks que se observan en la tabla 3.2 está entre 4.5 y 8.5. El ciclo
de trabajo presenta una variación del 16.37%, reduciéndose así su valor a medida que se incrementa
el valor del parámetro de bifurcación. Se puede observar la pérdida de regulación en el sistema, ya
que el error máximo de regulación es del 28.6%.
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Figura 3.15: Comportamiento temporal de la tensión. Orbita 3-Periódica. ks = 4.5
Figura 3.16: Comportamiento temporal de la corriente. Orbita 3-Periódica. ks = 4.5
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Estabilidad de la órbita 3-Periódica
Para analizar la estabilidad de la órbita 3-Periódica, utilizaremos el método de multiplicadores
característicos analizado en el capítulo anterior. Como se sabe, este consiste en evaluar el jacobiano
de la aplicación de Poincaré en el punto de equilibrio del sistema y posteriormente se lleva a cabo el
cálculo de los valores propios (multiplicadores característicos). El jacobiano consiste en la derivada
parcial de la solución del sistema obtenida en (3.3.5) con respecto a las condiciones iniciales de
estado:
J(x) =
∂x(3)
∂x(0)
=
Ã
∂x1(3)
∂x1(0)
∂x1(3)
∂x2(0)
∂x2(3)
∂x1(0)
∂x2(3)
∂x2(0)
!
(3.3.7)
Se tiene por lo tanto:
∂x(3)
∂x(0)
= N(3)− [2N 0(3− α)]C ∗ ∂α
∂x(0)
(3.3.8)
Donde ∂x(α)/∂x(0) equivale a la derivada parcial del ciclo de trabajo no saturado con respecto
a las condiciones iniciales de estado. Las derivadas parciales de ∂x(α)/∂x(0) se expresan en la
ecuación (2.4.18), y el cálculo del término N 0(α) (derivada de la matriz de transición de estados)
se expresa en (2.4.19) Por tratarse de un sistema de segundo orden el número de multiplicadores
característicos (valores propios del sistema) a analizar son dos. El criterio que se tiene para conocer
el valor del parámetro de bifurcación en el cual la órbita 3-Periódica deja de ser estable cuando
alguno de sus valores propios es mayor a -1.
La tabla 3.3 indica para diferentes valores de ks el comportamiento de los multiplicadores
característicos de la órbita 3-Periódica. El rango de evaluación del parámetro de bifurcación ks se
encuentra dentro de los valores 4 y 8.5. Para un valor de ks = 4.0, se presenta que el multiplicador
m2 tiene un valor de -1.094351, por lo que la órbita en dicho valor de ks es inestable, esto nos
indica la existencia de una bifurcación de doblamiento de periodo. Para valores mayores de 4.5, el
multiplicador característico m2 es más estable, caso contrario con el multiplicador m1.
Tabla 3.3: Multiplicadores característicos órbita 3-Periódica para ks entre 4.0 y 8.5
ks m1 m2
4.0 0.882856 -1.094351
4.5 0.891683 0.991574
5.0 0.898210 0.903570
5.5 0.903095 0.827700
6.0 0.906784 0.761912
6.5 0.909592 0.704559
7.0 0.911741 0.654304
7.5 0.913394 0.610046
8.0 0.914668 0.570877
8.5 0.915651 0.536047
En la tabla 3.4 se muestran resultados correspondiente al valor del parámetro ks en el cual
comienza una bifurcación de doblamiento de periodo. Para ks = 4.190085 ocurre un bifurcación
de doblamiento de periodo, por lo tanto existe una órbita 6-Periódica.
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Tabla 3.4: Multiplicadores característicos órbita 3-Periódica. Existencia de bifurcación de
doblamiento de periodo
ks α m1 m2 x1(0) x2(0)
4.190084 0.5145242 0.8857505 -1.0000003 0.6755746 0.2819991
4.190085 0.5145241 0.8857506 -1.0000001 0.6755745 0.2819991
4.190086 0.5145241 0.8857506 -0.9999999 0.6755745 0.2819991
4.190087 0.5145240 0.8857506 -0.9999997 0.6755744 0.2819991
3.3.2 Orbita 6-Periódica
En al sección anterior, se pudo observar la existencia de una bifurcación de doblamiento de periodo.
Esto significa que para un valor de ks = 4.190085, se tiene una una órbita 6-Periódica estable. En
este caso se tiene un rango pequeño de ks en el cual se presenta este tipo de órbita y luego el
sistema entra de nuevo en régimen caótico. En lo que concierne al ciclo de trabajo, se presenta
esta vez dos ciclos de trabajo no saturados y 4 saturados.
Figura 3.17: Orbita 6-Periódica. ks = 4.19
La figura 3.17 muestra la evolución de la órbita 6-Periódica para un valor de ks = 4.19. Se
observa en este caso que la secuencia de los ciclos de trabajo es α-T-T-α-T-T. El punto de inicio
corresponde a la letra A, y las secuencia A-B-C y E-F-G corresponde a los ciclos de trabajo no
saturados. La evolución de la órbita está dada por la secuencia A-B-C-D-E-F-G-H-A. Las figuras
3.18 y 3.19 muestran el comportamiento temporal de las variables tensión y corriente para el caso
en que se presenta la órbita 6-Periódica.
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Figura 3.18: Comportamiento temporal de la tensión. Orbita 6-Periódica. ks = 4.19
Figura 3.19: Comportamiento temporal de la corriente. Orbita 6-Periódica. ks = 4.19
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Por otro lado, a partir de un ks = 12.47 se observa la órbita 2-Periódica. La figura 3.20 equivale
a la evolución de la órbita 2-Periódica para un ks de 14. En este caso, se tiene un ciclo de trabajo
no saturado de 0.08619 (48.77%). La evolución de la órbita viene dada por la secuencia A-B-C-A,
donde la secuencia A-B-C equivale al ciclo de trabajo no saturado.
El punto A en la figura indica las condiciones iniciales de tensión y corriente (0.48585-tensión,
0.19575-corriente) para el primer periodo de muestreo y el punto C las condiciones iniciales para el
segundo periodo de muestreo (0.48968-tensión, 0.10499-corriente). Como se puede ver, el sistema
sigue perdiendo regulación, ya que para un valor de referencia de 0.8, ya se tiene un valor de tensión
aproximado de 0.48 para dicho un ks de 14.
Figura 3.20: Orbita 2-Periódica. ks = 14
Tal como se presentó para el caso {−1, 1}, para valores de ks pequeños (menores de 0.11 aprox-
imadamente) en el sistema se presenta una órbita 17 periódica, la cual igualmente se caracteriza
por presentar solamente ciclos de trabajo saturados por 0 y por T. En este caso, la secuencia de
los ciclos de trabajo es la siguiente: T-T-T-T-0-T-T-T-T-T-T-T-0-T-T-T-T. Por ejemplo, para un
ks de 0.05, se presentan valores de tensión entre 0.73175 y 0.79891, por lo que existe un error de
regulación máximo de 8.53% y la corriente presenta valores que varían entre 0.05678 y 0.4462.
En la figura 3.21 se indica la evolución de la órbita 17-Periódica, donde el punto A indica
el punto de inicio y la secuencia A-B-C-D-E-A equivale a la evolución de la órbita. Los puntos
B,C,D,E indican el punto donde ocurre conmutación del ciclo de 0 a T o T a 0. Las figuras 3.22 y
3.23 muestran el comportamiento temporal de las variables de estado del sistema.
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Figura 3.21: Orbita 17-Periódica. ks = 0.05
Figura 3.22: Comportamiento temporal de la tensión. Orbita 17-Periódica. ks = 0.05
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Figura 3.23: Comportamiento temporal del de la corriente. Orbita 17-Periódica. ks = 0.05
3.4 Bifurcaciones para otros valores de γ y referencia
En este capítulo se ha podido observar que la dinámica no lineal que presenta el convertidor buck es
diferente al caso cuando el esquema de control es u = {−1, 1}. De manera similar como se hizo en el
capítulo 2, se analizará la forma en que los parámetros γ y xref interfieren en el comportamiento de
fenómenos no lineales presentes en el sistema. Pese a que para el caso que estamos estudiando, es
decir, cuando el esquema de control u es {1,-1}no se presenta una buena regulación en el sistema, se
dan a conocer resultados de tipó gráfico y numérico acerca del comportamiento de las bifurcaciones
ante variaciones de dichos parámetros.
3.4.1 Análisis de bifurcaciones para otros valores de γ
Se muestra a continuación en las figuras 3.24 y 3.25 los diagramas de bifurcaciones correspondientes
al ciclo de trabajo (normalizado de 0 a T) para el caso en el que se tienen diferentes valores de
carga: 10Ω (figura 3.24) y 30Ω (figura 3.25). Igualmente, estos diagramas de bifurcaciones son
para el caso en el que se tiene un valor de referencia de 0.8.
Se puede comprobar, que a medida que se varía el parámetro γ, el comportamiento del fenómeno
no lineal existente en el sistema es muy similar al caso analizado en el documento para un valor de
carga de 20Ω. La única diferencia que se presenta es aquella relacionada con el rango del parámetro
de bifurcación ks en el cual existen las órbitas periódicas, en este caso, las órbitas 2 y 3-Periódicas
y también el régimen de caos.
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Figura 3.24: Diagrama de bifurcaciones. Ciclo de trabajo vs ks. Carga = 10Ω
Figura 3.25: Diagrama de bifurcaciones. Ciclo de trabajo vs ks. Carga = 30Ω
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En la tabla 3.5 se muestra para diferentes valores de carga, el valor del parámetro ks donde
ocurre el doblamiento de periodo de una órbita 3-Periódica a una 6-Periódica, el multiplicador car-
acterístico estable, el valor del ciclo de trabajo no saturado (normalizado de 0 a 1) y las condiciones
iniciales x(0). Se puede observar que a medida que se aumenta la carga, el ciclo de trabajo no
saturado no presenta un valor fijo, pasando del 55.4% al 49.32%, el error de regulación aumenta.
Por ejemplo, para una carga de 40Ω,se tiene un error del 17.33%. Además, cuando se aumenta la
carga, aumenta el valor de ks donde ocurre la bifurcación de doblamiento de periodo.
Tabla 3.5: Orbita 3-Periódica para diferentes valores de carga
Carga γ ks α m1 x1(0) x2(0)
10 0.7071 3,426797 0.554072 0.864799 0.701972 0.535202
15 0.4714 3.929965 0.528176 0.879715 0.684684 0.364379
20 0.3536 4.190085 0.514524 0.885751 0.675575 0.281999
25 0.2808 4.355789 0.505867 0.889083 0.669799 0.232156
30 0.2357 4.455902 0.500424 0.891008 0.666168 0.201701
35 0.2020 4.532880 0.496332 0.892382 0.663429 0.179159
40 0.1768 4.590732 0.493222 0.893375 0.661366 0.162426
3.4.2 Análisis de bifurcaciones para otros valores de referencia
A continuación se muestran algunos resultados de simulaciones hechas para diferentes valores de
referencia (0.3 y 0.5 respectivamente) cuando se tiene el esquema de control u ={1,-1}. Se muestran
diagramas de bifurcaciones tanto de la tensión y la corriente, como del ciclo de trabajo.
Figura 3.26: Diagrama de bifurcaciones. Tensión vs ks. Referencia = 0.3
74 CAPÍTULO 3. ANÁLISIS DE LA DINÁMICA DEL SISTEMA EN EL CASO U = {1,−1}
Figura 3.27: Diagrama de bifurcaciones. Corriente vs ks. Referencia = 0.3
Figura 3.28: Diagrama de bifurcaciones. Ciclo de trabajo vs ks. Referencia = 0.3
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Los diagramas de bifurcaciones de las figuras 3.26, 3.27 y 3.28, indican que para una referencia
de 0.3, se presenta una bifurcación 2-Periódica con un ciclo de trabajo saturado y uno saturado. A
partir de un valor de ks aproximado de 0.43 existe dicha órbita. Para valores menores de ks = 0.43
el sistema entra en régimen caótico, hasta un valor muy pequeño cercano a cero, donde se presentan
órbitas 17 y 27-Periódica. Por lo tanto a medida que se disminuye el valor de referencia, se logra
que el régimen caótico en el sistema también se reduzca. No existe en este caso la órbita 3-Periódica
que se obtuvo para una referencia de 0.8.
Figura 3.29: Diagrama de bifurcaciones. Tensión vs ks. Referencia = 0.5
Los diagramas de bifurcaciones de las figuras 3.29, 3.30 y 3.31 indican que para una referencia de
0.5, sigue existiendo una bifurcación 2-Periódica con un ciclo de trabajo saturado y uno saturado. Se
observa además la existencia de una órbita 3-Periódica a partir de un ks = 0.47 aproximadamente.
La tabla 3.6 muestra para diferentes referencias el valor de ks en el que se presenta una bifurcación
de doblamiento de periodo, pasando de una órbita 3-Periódica a una 6-Periódica, el valor del ciclo
de trabajo no saturado (normalizado de 0 a 1) y las condiciones iniciales x(0)
Tabla 3.6: Orbita 3-Periódica para diferentes valores de referencia
xref ks ciclo m1 x1(0) x2(0)
0.5 0.468459 0.225102 0.338073 0.484316 0.252492
0.6 0.765064 0.362353 0.507467 0.574772 0.265266
0.7 1.748431 0.469766 0.742945 0.645873 0.276796
0.8 4.190086 0.514524 0.885751 0.675576 0.281999
0.9 7.364193 0.527881 0.935415 0.684446 0.283597
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Figura 3.30: Diagrama de bifurcaciones. Corriente vs ks. Referencia = 0.5
Figura 3.31: Diagrama de bifurcaciones. Ciclo de trabajo vs ks. Referencia = 0.5
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Los resultados obtenidos anteriormente se dan para el caso en el que se tienen valores de
referencia positivos. Para el caso de referencias negativas, los fenómenos no lineales existentes
presentan el mismo comportamiento cuando el esquema de control es u = {−1, 1} y la referencia
es positiva.
Figura 3.32: Diagrama de bifurcaciones. Tensión vs ks. Referencia = -0.8
Por ejemplo, para una referencia de -0.8, se presenta una bifurcación de doblamiento de periodo
para un ks = 0.183323841, en donde se pasa de una órbita 1-Periódica a una 2-Periódica, igual
cuando se tiene una referencia de 0.8 y u = {−1, 1}. Además, el sistema presenta una buena
regulación. Las figuras 3.32, 3.33 y 3.34 muestran diagramas de bifurcaciones de las variable de
estado y el ciclo de trabajo para una referencia de -0.8.
3.5 Conclusiones
• Cuando se aplica la técnica de modulación de pulso al lado (PWML) junto con la estrategia
ZAD, se puede observar una dinámica no lineal diferente al caso en el que la señal de control
es {-1,1}. A medida que se aumenta ks, se observa inicialmente la presencia de régimen
caótico. Luego se tiene una bifurcación de doblamiento de periodo (se pasa de una órbita
3-Periódica a una 6-Periódica), se entra nuevamente en caos y se presenta un cambio brusco
en el cual se presenta una órbita 2-Periódica.
• Cuando se aumenta el valor del parámetro ks, no es posible ver la existencia de una órbita
1-Periódica estable. En lo que tiene que ver con la regulación en el sistema, esta no es buena,
ya que a medida que se aumenta ks, se observa que la variable tensión no converge a un valor
fijo.
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Figura 3.33: Diagrama de bifurcaciones. Corriente vs ks. Referencia = -0.8
Figura 3.34: Diagrama de bifurcaciones. Ciclo de trabajo vs ks. Referencia = -0.8
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• En cuanto al parámetro γ, se pudo observar que para diferentes valores de carga, el compor-
tamiento de las bifurcaciones es similar en cada uno de los casos. La única diferencia radica
en el valor del parámetro ks en el cual sucede cada una de las bifurcaciones analizadas. A
medida que se aumenta la carga, se pierde más la regulación en el sistema.
• Al momento de analizar el comportamiento del sistema ante diferentes referencias, se puede
ver que cuando se disminuye su valor, el régimen caótico existente es menor. Para valores de
referencia menores a 0.4 no se presenta la bifurcación de doblamiento de periodo. El sistema
se encuentra inicialmente en régimen caótico y luego se tiene una órbita 2-Periódica.
• Estos aspectos mencionados anteriormente, se dan para valores de referencia positivos. Para
el caso de referencias negativas, el comportamiento de fenómenos no lineales en el sistemas
es similar cuando se trabaja en el caso u = {−1, 1} con referencias positivas.
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Capítulo 4
Control del Caos con FPIC
En los capítulos dos y tres fue posible observar la presencia de comportamiento caótico en el
sistema. El punto de interés de este capítulo consiste en evaluar el desempeño de la técnica de
Control de Inducción al Punto Fijo (FPIC) para llevar a cabo la estabilización de órbitas periódicas.
Para lograr esto, se obliga al sistema a que converja a un punto fijo, el cual se puede determinar de
manera analítica o numérica. Esta técnica se aplicará para ambos esquemas de control u = {−1, 1}
y u = {1,−1}.
4.1 Control de Inducción al punto fijo (FPIC)
Ya como se pudo comprobar la existencia de caos en el convertidor buck al momento de aplicar la
técnica de modulación de ancho de pulso al lado PWML, junto con la estrategia de dinámica de
promediado cero ZAD, la idea que resulta a partir de este instante consiste en la estabilización de
órbitas inestables que se presentan en el sistema, en especial, para el caso de la órbita 1-Periódica.
Figura 4.1: Control FPIC
Para el caso u = {−1, 1}, se observó que la órbita 1- Periódica se inestabiliza para valores
pequeños de ks (figura 2.15), mientras que para el caso u = {1,−1}, no existe una órbita 1-
Periódica estable dentro del rango de ks evaluado (figura 3.21). Para llevar a cabo la técnica FPIC
81
82 CAPÍTULO 4. CONTROL DEL CAOS CON FPIC
resulta necesario conocer de manera previa el valor del punto fijo ya sea de manera analítica o
numérica, y con base en él se diseña por lo tanto la estrategia de control. Con esto se busca
garantizar la frecuencia fija de conmutación (obligando el promediado cero sobre la superficie de
deslizamiento) y bajo error de salida [1]. A continuación se plantea el siguiente teorema el cual
está relacionado con la técnica de control FPIC.
TEOREMA
Sea un sistema descrito por un conjunto de ecuaciones en diferencias [1]:
x(k + 1) = f(x(k), u(x(k))) (4.1.1)
donde x ∈ <n, f: <n+1 → <n y u(x(k)):<n → <. Sea (x∗, u∗) un punto fijo de f(x(k), u(x(k)))
y supóngase que los valores propios del sistema linealizado alrededor del punto fijo tienen módulo
menor que 1:
|λi(Jo)| =
¯¯¯¯
λi
µ
∂f
∂x
|(x∗,u∗)
¶¯¯¯¯
< 1 ∀i (4.1.2)
Bajo estas condiciones, existe una señal de control:
uˆ(k) =
u(x(k)) +Nu∗
N + 1
(4.1.3)
que garantiza estabilización del punto fijo.
Teniendo en cuenta el teorema mencionado y considerando el ciclo de trabajo del sistema como
la variable a controlar, se tiene entonces:
d(k) =
d+Ndss
N + 1
(4.1.4)
Donde d equivale al ciclo de trabajo que calculado en (2.3.4) para el caso u = {−1, 1} y (3.2.3)
cuando u = {1,−1}, dss equivale al ciclo de trabajo en estado estacionario y N es un parámetro
arbitrario. Como se comentó en el capítulo introductorio, resulta importante el estudio de la
existencia de la órbita 1-Periódica en lo que respecta al rizado de la señal. Por esta razón, se
muestran a continuación resultados con respecto al desempeño de esta técnica de control para la
estabilización de la órbita 1-Periódica.
4.2 Control FPIC para el caso u = {−1, 1}
De acuerdo con el diagrama de bifurcación de la figura 2.15, a partir de un ks aproximado de
0.183323842, se tiene en el sistema una órbita 1-Periódica estable. Para valores menores de este ks,
la órbita ya es inestable (según el análisis hecho con el método de multiplicadores característicos).
El ciclo de trabajo presenta un valor estacionario de 0.0178 (normalizado de 0 a T, donde T =
0.1767). Teniendo en cuenta este valor del ciclo de trabajo y la expresión calculada en (4.1.4),
se obtienen los siguientes diagramas de bifurcaciones para diferentes valores del parámetro N . El
rango de valores de la constante de tiempo ks varía entre 0.01 y 0.2.
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En primer lugar procedemos a obtener diagramas de bifurcaciones de las variables de estado y
del ciclo de trabajo. El ciclo de trabajo en estado estacionario es del 10.08%. Se analiza inicialmente
para un N = 1. El valor de referencia es de 0.8.
Figura 4.2: Diagrama de bifurcaciones. Tensión vs ks. Control FPIC, N = 1
Las figuras 4.2, 4.3 y 4.4 corresponden a los diagramas de bifurcaciones de las variables de
tensión, corriente y ciclo de trabajo respectivamente. En este caso es posible observar el desempeño
de la técnica de control FPIC cuando N = 1. Se puede observar como la existencia de la órbita
1-Periódica es más amplia para el rango de valores del parámetro ks. Para valores de ks mayores
a 0.059, se observa la existencia de la órbita 1-Periódica estable. Se tiene que el régimen caótico
existente en el sistema se da para un rango de ks entre 0.051 y 0.059 aproximadamente. Para valores
menores de 0.051, se presenta una órbita 17-Periódica (vease página 22), la cual se caracteriza por
no presentar solamente dos ciclos de trabajo, los cuales no son saturados. Los valores de dichos
ciclos son d1=0.09725 y d2 =0.0089, y la secuencia de ocurrencia es la siguiente: d1-d2-d2-d2-d2-
d2-d2-d2-d2-d1-d2-d2-d2-d2-d2-d2-d2.
En lo relacionado con la regulación en el sistema, cuando se tiene una órbita 17-Periódica, la
tensión varía entre valores de 0.7616 y 0.8017, por lo que el error de regulación máximo existente
es del 4.8%. En régimen caótico, se presentan valores de tensión entre 0.7973 y 0.7995, dándose
así un error de regulación máximo del 0.337%. Cuando existe la órbita 1-Periódica, la tensión es
de 0.79878, el error de regulación es por lo tanto de tan solo 0.153%. Estos resultados indican la
buena regulación que presenta el sistema al momento de aplicar el control FPIC.
Si se desea reducir aún mas el régimen caótico en el sistema, se hace necesario aumentar el
valor del parámetro N [3]. Se presenta a continuación de nuevo diagramas de bifurcaciones cuando
el valor del parámetro N es igual a 10.
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Figura 4.3: Diagrama de bifurcaciones. Corriente vs ks. Control FPIC, N = 1
Figura 4.4: Diagrama de bifurcaciones. Ciclo de trabajo vs ks. Control FPIC, N = 1
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Las figuras 4.5, 4.6 y 4.7 equivalen a los diagramas de bifurcaciones de la tensión, la corriente
y el ciclo de trabajo, respectivamente. El rango de la constante de tiempo ks varía entre 0.001 y
0.2.
Figura 4.5: Diagrama de bifurcaciones. Tensión vs ks. Control FPIC, N = 10
Los diagramas de bifurcaciones indican que para un valor de N = 10, se logra reducir aún más la
presencia de comportamiento caótico en el sistema, lo que significa que la órbita 1-Periódica estable
existe para más valores de ks. La órbita 1-Periódica se presenta específicamente para valores de ks
mayores a 0.009 aproximadamente. Como ha de esperarse, el ciclo de trabajo aun sigue presentando
un valor constante del 10.08% (0.01779 si este se encuentra normalizado de 0 a T).
En este caso también se presenta una buena regulación. Cuando en el sistema se experimenta
comportamiento caótico, se presentan valores de tensión entre 0.7880 y 0.8 lo que equivale a un
error de regulación máximo existente del 1.5%. Cuando se tiene la órbita 1-Periódica, se puede ver
que la tensión presenta una ligera variación en su valor a medida que se aumenta el valor de ks,
pero su valor es de aproximadamente 0.799, por lo que el error de regulación esta vez es de solo el
0.125%. La corriente mantiene un valor de 0.2983.
Los resultados obtenidos hasta este momento han demostrado el buen desempeño de la técnica
FPIC, ya que en los casos estudiados se logra mantener una órbita 1-Periódica estable para un
gran rango de valores de ks. Los análisis anteriores se han hecho para un rango de valores de ks
entre 0.001 y 0.2, pero de acuerdo con el diagrama de bifurcaciones de la figura 4.5, la tensión
presenta un leve aumento a medida que se aumenta el valor de ks. Por esta razón, se muestran
a continuación resultados para un valor del parámetro N de 100 y el rango de evaluación del
parámetro de bifurcación se hace entre 0.001 y 10, con el fin de analizar el comportamiento que
presentan las variables de estado y el ciclo de trabajo del sistema para valores altos de ks.
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Figura 4.6: Diagrama de bifurcaciones. Corriente vs ks. Control FPIC, N = 10
Figura 4.7: Diagrama de bifurcaciones. Ciclo de trabajo vs ks. Control FPIC, N = 10
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Figura 4.8: Diagrama de bifurcaciones. Tensión vs ks. Control FPIC, N = 100
En las figuras 4.8, 4.9 y 4.10 se observan los diagramas de bifurcaciones de la tensión, la corriente
y el ciclo de trabajo. En este caso, se puede ver que para el caso en el que N = 100, el sistema no
presenta comportamiento caótico y a través de la técnica de control FPIC es posible estabilizar la
órbita 1-Periódica para el rango de valores de ks evaluado. Con respecto a la tensión, el sistema
presenta un valor inicial de 0.79864 y para ks = 10, presenta un valor de 0.79896, por lo que se
puede decir que el sistema conserva una buena regulación. El ciclo de trabajo presenta una ligera
variación, tras pasar de un valor inicial de 0.017823 a uno de 0.017797.
4.3 Control FPIC para el caso u = {1,−1}
En el capítulo 3 se realizó el análisis de bifurcaciones y caos en el convertidor buck cuando la
señal de control es u = {1,−1}. En este caso, se pudo observar que en el sistema no se tiene una
órbita 1-Periódica estable dentro de un rango amplio de ks. Por esta razón, vamos a analizar la
funcionalidad de la técnica FPIC en lo relacionado con la estabilización de la órbita 1-Periódica
para este caso en especial.
Tal como se hizo en la sección anterior, para analizar el desempeño de la técnica FPIC cuandoel
esquema de control es u = {1,−1}, procedemos a obtener diagramas de bifurcaciones de las
variables de tensión, corriente y del ciclo de trabajo. Sabiendo que que para el caso u = {−1, 1}, el
ciclo de trabajo en estado estacionario es de 0.0178 o de 10.08%, entonces para el caso u = {1,−1}
el ciclo de trabajo en estado estacionario será de 0.1589, es decir, del 89.92%. De igual manera se
mostrarán resultados para diferentes valores de N . Inicialmente se tienen resultados paraun valor
del parámetro N igual a 1. El valor de la referencia es igualmente de 0.8.
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Figura 4.9: Diagrama de bifurcaciones. Corriente vs ks. Control FPIC, N = 100
Figura 4.10: Diagrama de bifurcaciones. Ciclo de trabajo vs ks. Control FPIC, N = 100
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Figura 4.11: Diagrama de bifurcaciones. Tensión vs ks. Control FPIC, N = 1
Los diagramas de bifurcaciones de las figuras 4.11, 4.12 y 4.13 muestran el comportamiento de
las variables tensión, corriente y ciclo de trabajo.
Los resultados obtenidos cuando N = 1 indican que el comportamiento de las variables es
similar al estudiado en el capítulo anterior, pero en este caso se puede observar los siguientes
aspectos:
• El fenómeno de caos existente en el sistema es menor: se presenta para valores de ks menores
a 0.73 y para valores entre 3.5 y 7 aproximadamente
• Se presenta aún órbitas 2 y 3-Periódicas, pero en este caso ya no se tienen ciclos de trabajo
saturados por T. El valor máximo de ciclo de trabajo que se tiene es de 0.16786. Por ejemplo,
para ks = 2, se tienen tres ciclos de trabajo, de los cuales dos tienen un valor de 0.16786 y
otro de 0.13941.
• Se tiene una mejor regulación en el sistema, por ejemplo, para un valor de ks = 12, los valores
de tensión que se tienen son de 0.76826 y 0.76667, por lo que el error de regulación en este
caso es de 4.17%. Los valores de los ciclos de trabajo son 0.14439 y 0.16786.
Pese a estos resultados, aún no es posible observar la existencia de la órbita 1-Periódica estable
con la técnica FPIC cuando N = 1. Por lo tanto, se opta por realizar el análisis cuando N = 10.
(ver figuras 4.14, 4.15 y 4.16).
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Figura 4.12: Diagrama de bifurcaciones. Corriente vs ks. Control FPIC, N = 1
Figura 4.13: Diagrama de bifurcaciones. Ciclo de trabajo vs ks. Control FPIC, N = 1
4.3. CONTROL FPIC PARA EL CASO U = {1,−1} 91
Figura 4.14: Diagrama de bifurcaciones. Tensión vs ks. Control FPIC, N = 10
Figura 4.15: Diagrama de bifurcaciones. Corriente vs ks. Control FPIC, N = 10
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Figura 4.16: Diagrama de bifurcaciones. Ciclo de trabajo vs ks. Control FPIC, N = 10
ParaN = 10, se puede ver como en el sistema se presenta una órbita 1-Periódica para la mayoría
de valores de ks, ya que en este caso, la presencia de comportamiento caótico se presenta para
valores menores de 0.065 aproximadamente. Se presenta además que el ciclo de trabajo converge al
valor esperado de estado estacionario, es decir, converge al valor de 0.1589. En cuanto a la tensión
y la corriente, sus valores varían levemente a medida que se aumenta el parámetro de bifurcación.
En el caso de la tensión, cuando existe la órbita 1-Periódica toma un valor inicial de 0.80016 y por
ejemplo, cuando se tiene un ks = 8, presenta un valor de 0.7996. Esto significa que se mantiene
una buena regulación en el sistema. La corriente también presenta un cambio leve, pasando de
0.2673 a 0.2663.
4.4 Conclusiones
• En este capítulo se observó el desempeño de la técnica FPIC al momento de estabilizar la
órbita 1-Periódica para valores del parámetro ks en los cuales el sistema presentaba compor-
tamiento caótico.
• Esta técnica resulta eficiente al momento en el que se tiene un convertidor buck controlado
por un modulador de ancho de pulso al lado PWML junto con la estrategia ZAD. Tanto en
el caso u = {−1, 1} como en el caso u = {1,−1} se obtuvo un error de regulación bajo.
• Para reducir el régimen caótico presente en el sistema, basta con aumentar el valor del
parámetro N . Al momento de comparar los casos estudiados, se puede observar que cuando
u = {1,−1} fue necesario trabajar con valores más altos de N con el fin de obtener una
órbita 1-Periódica estable.
Capítulo 5
Control del Caos con TDAS
En este capítulo se estudiará otra técnica utilizada para el control de caos. Esta técnica recibe el
nombre de Autosincronización por tiempo retardado (TDAS), la cual consiste en la aplicación de
realimentación de muestras retardadas de la variable a controlar. Igual como se hizo con la técnica
FPIC, se va a analizar el desempeño de esta estrategia de control cuando se aplican los esquemas
de control u = {−1, 1} y u = {1,−1}
5.1 Técnica de control TDAS
La estrategia de autosincronización por retardo de tiempo (TDAS) introducida por Pyragas [33]
busca solucionar el problema de estabilizar órbitas periódicas inestables. La idea principal es
utilizar una señal de control realimentada la cual consiste en la diferencia entre una variable
medible del sistema y la misma variable retardada en el tiempo, buscando así reducir el esfuerzo
de control.
Figura 5.1: Control TDAS
Teniendo en cuenta que la variable que induce la estabilidad en el sistema puede estar rela-
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cionado con el ciclo de trabajo, se puede deducir una nueva fórmula para calcular el ciclo de trabajo,
con el fin de llevar a cabo la estabilidad de la órbita 1-Periódica [4]:
d(k) = d+ η(d(k)− d(k − 1)) (5.1.1)
donde d(k) equivale al ciclo de trabajo que se va a ejecutar, d(k − 1) es el ciclo de trabajo
de la iteración anterior y η es el factor de realimentación. Desafortunadamente, la selección del
parámetro η no resulta sencilla. Este puede calcularse a sea de manera experimental o mediante el
uso de técnicas numéricas como por ejemplo, a través del cálculo de los exponentes de Lyapunov.
5.2 Control TDAS para el caso u = {−1, 1}
Igual como se hizo con la técnica FPIC, se analizará el desempeño de la técnica TDAS en cuanto
a la estabilización de la órbita 1-Períodica. Como bien se sabe, para valores de la constante de
tiempo ks menores a 0.183323842, la órbita 1-Periódica deja de ser estable y por lo tanto no se tiene
un ciclo de trabajo estacionario de 0.0178 (normalizado de 0 a T, donde T =0.1767). Teniendo en
cuenta este valor del ciclo de trabajo y la expresión calculada en (5.1.1), se obtienen los siguientes
diagramas de bifurcaciones para diferentes valores del factor de realimentación η.
Inicialmente se muestran los diagramas de bifurcaciones de la tensión (figura 5.2), la corriente
(figura 5.3) y el ciclo de trabajo (figura 5.4) cuando el factor de realimentación η tiene un valor de
-0.1. El valor de referencia es de 0.8.
Figura 5.2: Diagrama de bifurcaciones. Tensión vs ks. Control TDAS, η = −0.1
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Figura 5.3: Diagrama de bifurcaciones. Corriente vs ks. Control TDAS, η = −0.1
Figura 5.4: Diagrama de bifurcaciones. Ciclo de trabajo vs ks. Control TDAS, η = −0.1
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Para el caso en el que η = −0.1, se puede observar la existencia de la órbita 1-Periódica en un
rango mayor de valores ks. De acuerdo con las figuras 5.2 y 5.3, se tiene que para un ks menor de
0.107 aproximadamente, se presenta una órbita 17-Periódica, donde los valores de tensión varían
entre valores 0.7318 y 0.7989 y los de corriente varían entre 0.1273 y 0.440. El error de regulación
máximo en este caso es de 8.525%. Luego se tiene un régimen caótico que comprende valores de
ks entre 0.107 y 0.1235 aproximadamente. Finalmente se tiene una órbita 1-Periódica estable con
un valor de tensión y corriente de 0.79869 y 0.29827 respectivamente. La regulación en este caso
es buena, ya que el error máximo de regulación es de tan sólo 0.1637%.
En cuanto al ciclo de trabajo, se presenta una órbita 17-Periódica la cual se caracteriza por
tener dos ciclos no saturados d1 = 0.16064 y d2 = 0.016064 y un ciclo saturado por 0. La secuencia
de ocurrencia de los ciclos de trabajo es la siguiente: 0 - 0 - 0 - 0 - d1 - d2 - 0 - 0 - 0 - 0 - 0 - 0 - 0 -
d1 - d2 - 0 - 0. El valor del ciclo de trabajo en estado estacionario es de 0.017819. Por lo tanto en
este caso la técnica de control TDAS presenta un buen desempeño ya que ha sido posible reducir
el comportamiento caótico presente en el sistema.
Cuando se trabaja con la técnica FPIC, si se quiere reducir el régimen caótico existente, sola-
mente basta con aumentar el valor del parámetro N . Este parámetro puede tomar valores enteros
mayores a 1. Para el caso TDAS resulta más complicado, ya que el factor de realimentación η
puede tomar tanto valores positivos o negativos. Se muestra a continuación de la figura 5.5 a la
figura 5.7 los diagramas de bifurcaciones de la tensión, la corriente y ciclo de trabajo para un factor
de realimentación η igual a -0.185. En este caso, se logra el mejor desempeño de la técnica en lo
que se refiere a la reducción del caos.
Figura 5.5: Diagrama de bifurcaciones. Tensión vs ks. Control TDAS, η = −0.185
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Figura 5.6: Diagrama de bifurcaciones. Corriente vs ks. Control TDAS, η = −0.185
Figura 5.7: Diagrama de bifurcaciones. Ciclo de trabajo vs ks. Control TDAS, η = −0.185
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Para el caso en el que η = −0.185, se puede observar que a partir de un ks de 0.095 se tiene
una órbita 1-Periódica estable. Para valores menores a dicho ks se sigue presentando una órbita
17-Periódica, donde se presentan nuevamente dos ciclos de trabajo no saturados d1 = 0.14911 y
d2 = 0.027586 y una saturación por cero. La secuencia de ocurrencia de los ciclos de trabajo es:
d1 - d2 - 0 - 0 - 0 - 0 - 0 - 0 - 0 - d1 - d2 - 0 - 0 - 0 - 0. En lo que respecta a las otras variables,
la tensión presenta valores que varían entre 0.7318 y 0.7989, tal como en el caso anterior, mientras
que la corriente varía entre 0.1339 y 0.4434. Cuando se tiene la órbita 1-Periódica estable, se
mantienen los valores de tensión, corriente y ciclo de trabajo que se obtuvieron para el caso en el
que η = −0.1.
La técnica TDAS presenta una desventaja: la sensibilidad al cambio del parámetro η. Para
valores mayores a -0.185, el sistema vuelve a presentar el mismo comportamiento visto en los
diagramas de bifurcaciones de la figura 5.2 a la figura 5.4. Entre mayor sea su valor, se observa un
comportamiento caótico mayor en el sistema.
5.3 Control TDAS para el caso u = {1,−1}
De manera similar como se analizó en la sección anterior, se mostrarán los diagramas de bifurca-
ciones obtenidos para diferentes valores del factor de realimentación η, con el fin de estudiar el
desempeño de la técnica TDAS cuando la señal de control es u = {1,−1}. En este caso, el valor del
ciclo de trabajo estacionario es de 0.1589, es decir, del 89.92%. Inicialmente se tienen las figuras
5.8, 5.9 y 5.10 que corresponden a los diagramas de bifurcaciones de tensión, corriente y ciclo de
trabajo cuando el factor de realimentación es de 0.02.
Figura 5.8: Diagrama de bifurcaciones. Tensión vs ks. Control TDAS, η = 0.02
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Figura 5.9: Diagrama de bifurcaciones. Corriente vs ks. Control TDAS, η = 0.02
Figura 5.10: Diagrama de bifurcaciones. Ciclo de trabajo vs ks. Control TDAS, η = 0.02
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Como se puede ver, no se ven resultados favorables para η = 0.02. Los diagramas de bifurca-
ciones obtenidos presentan un comportamiento similar al estudiado en el capítulo 3. En este caso,
para valores de ks menores a 4.3, y para valores entre 8.8 y 12.36 aproximadamente, se presenta
comportamiento caótico. Existe de igual manera una órbitas 2- y 3-Periódica. El sistema también
pierde regulación en este caso.
Por ejemplo, para un ks = 5, se presenta una órbita 3-Periódica, donde los valores de tensión
son 0.64835, 0.64019 y 0.64338. El error de regulación en este caso es de 19.98%. Para ks = 13,
se presenta una órbita 2-Periódica, donde la tensión tiene valores de 0.48803 y 0.4842. El error de
regulación máximo es del 39.47%.
Con respecto al ciclo de trabajo, después de aplicar la técnica TDAS, se observa aún la existencia
de ciclos de trabajo saturados por T. Esto se da para todo el rango de valores de ks evaluado.
Cuando ks = 5, se presenta un ciclo no saturado d1 cuyo valor es de 0.082343, y los otros dos ciclos
de trabajo saturados por T. Para ks = 12, se presenta un ciclo no saturado d1 = 0.085901 y un
ciclo saturado por T. La técnica por lo tanto no es efectiva.
Para valores de η mayores a 0.02, la técnica TDAS es menos efectiva, ya que el comportamiento
caótico está presente para un rango mayor del parámetro de bifurcación ks. A continuación se
muestran en las figuras 5.11, 5.12 y 5.13 los diagramas de bifurcaciones de la tensión, la corriente
y el ciclo de trabajo cuando el factor de realimentación es de -0.25.
Figura 5.11: Diagrama de bifurcaciones. Tensión vs ks. Control TDAS, η = −0.25
En este caso, el rango de evaluación del parámetro ks se hace para valores menores a 10. Los
resultados indican que el comportamiento caótico en el sistema es mayor. A partir de un ks de
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Figura 5.12: Diagrama de bifurcaciones. Corriente vs ks. Control TDAS, η = −0.25
Figura 5.13: Diagrama de bifurcaciones. Ciclo de trabajo vs ks. Control TDAS, η = −0.25
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8.8 aproximadamente, existe en el sistema una órbita 3-Periódica, donde se tienen dos ciclos no
saturados d1 = 0.10813 y d2 = 0.15956, y un ciclo saturado por T. Esta vez se obtienen ciclos de
trabajo dentro del rango 0 a T. Tampoco es posible lograr una buena regulación en el sistema.
Por ejemplo, para un ks de 9, se tiene una órbita 3-Periódica, donde la tensión tiene valores de
0.68006, 0.67532 y 0.67511. El error de regulación máximo es del 15.61%.
5.4 Conclusiones
• En este capítulo se ha analizado la funcionalidad de la técnica de control TDAS cuando se
aplica la realimentación de muestras retardadas del ciclo de trabajo. Se obervó que la técnica
resultó más efectiva para el caso u = {−1, 1}, donde se logró estabilizar la órbita 1-Periódica
para valores de ks mayores a 0.095 aproximadamente. Para el otro caso de la señal de control
u no fue posible encontrar un valor de η en el que fuera posible la estabilización de la órbita
1-Periódica.
• Al momento de emplear la técnica TDAS se presenta el problema de sensibilidad ante cam-
bios del factor de realimentación η. Según los resultados obtenidos, la técnica presenta mejor
desempeño para valores pequeños de η. El hecho de aumentar el valor del factor de real-
imentación altera la dinámica no lineal del sistema, ya que se observa un comportamiento
caótico para un rango mayor de valores de la constante de tiempo ks.
• Al comparar las técnicas de control de caos analizadas en este trabajo, la técnica de control
FPIC presenta un mejor deseñempeño en lo que respecta a la estabilización de la órbita
1-Periódica. La técnica de control FPIC logró la estabilización de la órbita 1-Periódica para
los dos casos posibles de la señal de control u, mientras que la técnica TDAS solo tuvo un
mejor desempeño para el caso u = {−1, 1}
Capítulo 6
Conclusiones generales y trabajos
futuros
En esta última parte del documento se comentan los principales resultados obtenidos en el desarrollo
de esta tesis de Maestría y se plantean posibles estudios futuros relacionados con el tema tratado
en este trabajo.
6.1 Principales resultados
El interés de esta tesis de Maestría era el de realizar un estudio de la dinámica no lineal presente
en un convertidor buck, al cual se le aplica una técnica de Modulación de Ancho de Pulso al Lado
(PWML) junto con la estrategia de Dinámica de Promediado Cero (ZAD). Se analizó cuando en
el sistema se presenta alguno de los posibles señales de control: u = {1,−1} y u = {−1, 1}. Los
principales resultados obtenidos se enuncian a continuación:
• Se obtuvo una expresión para calcular el ciclo de trabajo cuando el convertidor es manipulado
con la técnica PWML y la estrategia ZAD. Este cálculo se realizó mediante la aproximación
lineal de la superficie de deslizamiento. En el cálculo hecho, se puede observar que para
obtener el ciclo de trabajo, se deben cumplir las mismas condiciones, independiente de la
señal de control u que se tenga. La única diferencia radica en las condiciones para las cuales
se tienen ciclos de trabajo saturados.
• Para comprobar la efectividad de la técnica PWML, se tuvo en cuenta la regulación presente
en el convertidor. Se presentaron mejores resultados para el caso u = {−1, 1}, ya que el error
de regulación para diferentes valores de referencia es pequeño. Para el caso u = {1,−1} no
se presenta una buena regulación, ya que a medida que se varía el parámetro de bifurcación
ks, no se da una convergencia a un valor de tensión determinado.
• Para el caso u = {−1, 1}, se obtuvieron diagramas de bifurcaciones en los cuales se puede
observar que el sistema presenta comportamiento caótico solamente para un rango pequeño
de la constante de tiempo ks. Por otro lado, se pudo observar la existencia de la órbita1-
Periódica para la mayoría de valores de ks. A medida que se disminuye el valor del parámetro
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ks se presenta una bifurcación de doblamiento de periodo, pasando de una órbita 1-Periódica
estable a una órbita 2-Periódica estable. Cuando se presenta la saturación de uno de los
ciclos, se tiene una bifurcación de colisión de borde y luego se entra en régimen caótico
(vease tabla 6.1).
Tabla 6.1: Dinámica no lineal, caso u = [-1,1]
Bifurcación ks Característica
Doblamiento de periodo 0.183323842 Orbita 1-Periódica a 2-Periódica
Colisión de borde 0.182522454 Saturación de ciclo de trabajo por 0
Caos ks < 0.182522453
• Cuando se trabaja con la señal de control u = {1,−1} se observa una dinámica no lineal
diferente cuando u = {−1, 1}. Dentro del rango de evaluación del parámetro ks, se pudo
observar la no existencia de una órbita 1-Periódica estable. Inicialmente el sistema presenta
comportamiento caótico, luego se tiene una bifurcación tipo flip o de doblamiento de periodo
en la cual se pasa de una órbita 3-Periódica a una 6-Periódica. Nuevamente se presenta
comportamiento caótico y hay un cambio brusco de caos a una órbita 2-Periódica (vease
tabla 6.2).
Tabla 6.2: Dinámica no lineal, caso u = [1,-1]
Bifurcación ks Característica
Doblamiento de periodo 4.190085 Orbita 3-Periódica a 6-Periódica
Caos ks < 4.3 y 8.8< ks <12.47
Orbita 2-Periódica ks > 12.47
• Por otro lado, se realizó el análisis de dinámicas no lineales presentes en el convertidor buck
teniendo en cuenta otros parámetros como γ y la referencia. Para el caso del parámetro
γ se dio una idea preliminar de la robustez del sistema, ya que para diferentes valores, el
comportamiento de la dinámica no lineal es similar, la diferencia radica en el valor en el
ocurren los diferentes fenómenos de bifurcaciones y caos.
• En lo que se refiere a la referencia, para el caso u = {−1, 1}, se pudo observar que el régimen
caótico existente en el convertidor está presente para un rango mayor de valores de ks a
medida que se disminuye el valor de referencia. Para el caso u = {1,−1} este comportamiento
es contrario.
• Al momento de comparar las técnicas de control de caos FPIC y TDAS, la técnica FPIC
presentó mejor desempeño al momento de estabilizar la órbita 1-Periódica. Además, se
pudo observar que para lograr disminuir el régimen caótico existente, basta simplemente
con aumentar el valor del parámetro N . Para el caso TDAS, se presenta el problema de
sensibilidad al momento de variar el parámetro de realimentación η. Para el caso u = {1,−1},
no fue posible la estabilización de la órbita 1-Periódica mediante el uso de la técnica TDAS
(vease tablas 6.3 y 6.4).
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Tabla 6.3: Estabilización de la órbita 1-Periódica, caso u = [-1,1]
TDAS Orbita 1-Periódica FPIC Orbita 1-Periódica
η = -0.1 ks > 0.1235 N = 1 ks > 0.059
η = -0.185 ks > 0.095 N = 10 ks > 0.009
Tabla 6.4: Estabilización de la órbita 1-Periódica, caso u = [1,-1]
TDAS Orbita 1-Periódica FPIC Orbita 1-Periódica
η = 0.02 No fue posible N = 1 No fue posible
η = -0.25 No fue posible N = 10 ks > 0.065
6.2 Trabajos futuros
En esta sección se plantea una serie de estudios que se pueden convertir en una continuación del
trabajo desarrollado en esta Tesis de Maestría. Dentro de esos estudios se puede mencionar:
• Implementación física del dispositivo. En este trabajo se obtuvieron resultados de manera
analítica y mediante simulación numérica cuando el sistema opera con la técnica PWML
junto con la estrategia ZAD. En lo que se refiere a implementación se destacan los trabajos
de [1],[30] y [34], en los cuales se hace una implementación mediante el uso de una FPGA.
• Estudio del sistema en tareas de rastreo. Los análisis hechos para evaluar la efectividad de
la técnica PWML se hicieron para el caso de regulación.
• Análizar otras formas posibles de aplicar la técnica PWML y ZAD en el convertidor. Una
forma puede ser evaluando la técnica cada dos periodos de muestreo. La señal de control u
para el primer periodo de muestreo inicia en +1 y termina en -1 y en el segundo instante de
muestreo inicia en -1 y termina en +1, y viceversa. Esta descripción equivaldría a utilizar la
técnica PWMC en dos periodos de muestreo.
Figura 6.1: Técnica PWML evaluada cada dos periodos de muestreo.
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• Analizar la dinámica no lineal presente en el convertidor buck para otros posibles esquemas
de control, por ejemplo cuando la señal de control es unipolar, es decir, cuando u = {1, 0},
u = {0, 1}, u = {0,−1}, u = {−1, 0}.
• Analizar la robustez del sistema ante perturbaciones. En este trabajo se obtuvieron resul-
tados preliminares relacionados con la robustez del sistema cuando se hacen variaciones del
parámetro adimensional γ, el cual se encuentra en función de los parámetros físicos del sis-
tema. También resulta necesario analizar los casos extremos de la variación del parámetro
γ, es decir el análisis en corto circuito y en circuito abierto.
• Determinar analíticamente la zona de estabilidad existente en el sistema cuando se aplican las
técnicas FPIC y TDAS. Los resultados obtenidos para cada una de las técnicas se realizó de
manera experimental. Una forma de hacer este análisis es mediante el concepto de exponentes
de Lyapunov. También resulta interesante analizar el desempeño de las técnicas FPIC y
TDAS para el caso de referencias negativas.
• Garantizar la validez de la técnica PWML y la estrategia ZAD, considerando otras configu-
raciones de convertidores de potencia. El proceso de análisis a desarrollar sería de manera
similar a lo hecho en este trabajo.
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