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Industrial image processing tasks, especially in the domain of optical metrology, are
becoming more and more complex. While in recent years standard PC components were
sufﬁcient to fulﬁll the requirements, special architectures have to be used to build high-
speed image processing systems today. For example, for adaptive optical systems in large
scale telescopes, the latency between capturing an image and steering the mirrors is crit-
ical for the quality of the resulting images. Commonly, the applied image processing algo-
rithms consist of several tasks with different granularities and complexities. Therefore, we
combined the advantages of multicore CPUs, GPUs, and FPGAs to build a heterogeneous
image processing pipeline for adaptive optical systems by presenting new architectures
and algorithms. Each architecture is well-suited to solve a particular task efﬁciently, which
is proven by a detailed evaluation. With the developed pipeline it is possible to achieve a
high throughput and to reduce the latency of the whole steering system signiﬁcantly.
 2013 The Authors. Published by Elsevier Ltd. Open access under CC BY-NC-SA license.1. Introduction
Image processing is a very complex and time-consuming task. Therefore, a well-considered choice of the applied archi-
tectures for the realization of algorithms is necessary. Often, only standard PCs with a serial processing scheme are used for
the required tasks in industrial applications. This results in a low throughput and in high latencies.
However, image processing tasks are often easily parallelizable [1]. Taking a closer look at current CPUs, parallel comput-
ing is a rising market. While in 2006 only 2 cores (e.g. Core2Duo) were placed on a chip die, nowadays up to 8 cores work
together as in the Intel Sandy Bridge EP. Additionally, the processors are internally extended via parallel computing units such
as Streaming SIMD Extensions (SSE) or Intel HT-Technology. But are these new processor architectures sufﬁcient for high-speed
image processing algorithms? – It depends. Modern image processing algorithms, as used in optical metrology, contain
numerous individual tasks with different granularities and complexities. While the raw data amount is quite high after cap-
turing an image, the processing steps are very basic. On the contrary, postprocessing an image often requires complex ﬂoat-
ing point computation on small data packets. Hence, a standard multi-core CPU is not suitable for solving all these image
processing tasks efﬁciently. Therefore, different architectures specialized for speciﬁc image processing tasks should be com-
bined in order to achieve a high performance.rg (FAU),
Pfundt),
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frame rates standard communication solutions such as Ethernet or USB are not sufﬁcient. Other solutions, for example cam-
era link, can achieve a higher bandwidth but require special and expensive frame grabber cards inside a PC. However, for
real-time and high-speed image processing tasks with often more than 500 frames per second (FPS), these solutions are
insufﬁcient [2]. The only way to overcome the communication problem is to process or at least to preprocess the captured
images close to the image sensor, directly inside the camera system. In many applications, a data reduction after the prepro-
cessing in the image processing operation can be achieved. Thereafter, the data is small enough to allow a sufﬁciently fast
transfer to postprocessing units by low-cost standard communication.
Therefore, for fast processing, heterogeneous architectures that are well-suited for the different tasks in the image pro-
cessing operation are indispensable. A promising approach is the use of Field Programmable Gate Arrays (FPGAs) which al-
low the implementation of custom hardware architectures. Thereby, especially ﬁne-grained tasks can be implemented as so-
called processor arrays. Because of the low complexity of these tasks, a high degree of parallelism can be achieved. It is also
possible to use soft-IP cores for FPGAs instead of custom designed hardware components. An example of a soft-IP core is a
full-featured CPU offered in a hardware description language like VHDL, to be implemented in an FPGA or ASIC. This shortens
the development time for the image processing system and allows a modiﬁcation for individual requirements. Therefore,
FPGAs are highly preferred for use in preprocessing captured images directly inside the camera – with added intelligence,
the camera becomes a so-called smart camera. If the granularity of the tasks becomes more complex and, for example, ﬂoat-
ing point units are required, then GPUs are a better choice. Traditionally, these were designed for rendering geometrical ob-
jects, but the high degree of parallelism and the availability of fast ﬂoating point units make them valuable devices for
accelerating complex tasks in image processing systems.
In this paper, the superiority of heterogeneous computer architectures is demonstrated using the example of an image
processing pipeline, which consists of custom FPGA architectures, multicore CPUs and ﬁnally GPUs for fast processing. As
an application, 3D wavefront measurements utilizing the Hartmann–Shack (HS) principle in optical metrology are used. This
paper contains 5 sections. Section 2 explains the application of 3D wavefront measurements utilizing an HS sensor. Section 3
presents work related to this paper. In Section 4 our architectures and algorithms are presented, where we build the com-
plete processing pipeline and evaluate its results. Finally, Section 5 entails the conclusion.2. Hartmann–Shack sensor principle in adaptive optical systems
2.1. Hartmann–Shack principle
First of all, the optical metrology application will be presented in more detail. The basic idea is to measure 3D wavefronts
utilizing an HS sensor for astronomic or ophthalmological applications. For our example, we used an astronomic application,
which is used in a so-called adaptive optical system as shown in Fig. 1(a). The basic idea is to capture an image (6) from an
examined object in space (1). Because of turbulences in the Earth’s atmosphere, the image is aberrated (2). This problem is
well-known in physics and called wavefront aberration. Hence, in the following we will call the light rays of such an object
wavefront instead of image. To correct a wavefront (5), a deformable mirror (DM) (3) can be used, which requires an inverted
wavefront proﬁle. This is typically determined with the help of an HS sensor (7), which measures the derivation of the
incoming wavefront. A beam splitter (4) is used to divide the wavefront between the sensor and camera (6). After the HS
Sensor has captured the actual wavefront, the information is sent to a real-time processing system (8) where the input is
processed. After the actual wavefront is reconstructed, its inversion can be calculated to control the DM (9).
Now we want to take a closer look inside an HS sensor as shown in Fig. 1(b). An HS sensor consists of an image sensor,
such as a CMOS or CCD sensor. Instead of a normal lens, a so-called micro-lens array consisting of several lenses is placed inFig. 1. Structure, functionality and application of a Hartmann–Shack sensor [3,4].
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planar wavefront reaches the micro-lens array, a spot is projected behind each lens on the image sensor, directly in the cen-
troid of the sub-aperture. This spot is called the reference point. If an aberrated wavefront reaches the micro-lens array, the
projected spots move away from the reference points. By measuring the aberration between a reference point and a captured
point, the wavefront can be reconstructed. If the wavefront is inverted afterwards, a deformable mirror can be controlled to
correct the telescope image.
Such an adaptive optical system is also called a closed-loop system because of the control loop between DM, HS sensor and
real-time processing. In such a system hard requirements have to be met. A low latency of only a fewmilliseconds and a high
throughput of several hundred FPS is required to work sufﬁciently. Moreover, the sensor resolution should be at least one
mega-pixel with about 50  50 micro-lenses. The largest HS sensors currently available consist of 240  160 micro-lenses
with an image sensor resolution of 16 mega pixel. But the problem of large image sensors is that they deliver only 3-4
FPS, which is not suitable for our intended fast image processing.2.2. Processing tasks
Table 1 summarizes the processing tasks to be conducted. The basic idea is to measure the spot distance between the
measured position and the reference point, thus determining the aberration. With that information, the measured wavefront
can be reconstructed. Therefore, it is necessary to localize the captured spots in an image, which is done in Task 1, spot
exploration. As shown in Fig. 1(b), each spot has a local, maximum gray value in the center. Since there is noise present
in the image, it is necessary to introduce a threshold for the maximum. This is called spot detection (Task 1a) and works
on integer data. Because of the necessity for maximal accuracy for the adaptive optical system, the spot positions are re-
quired in sub-pixel precision. This can be achieved because each spot consists of up to 9  9 gray valued pixels each. These
values can be used to determine the spot centroids in sub-pixel precision (Task 1b) As a next step follows the so-called spot
correlation (Task 2). For measuring the distance between the captured and reference points, it is mandatory to know which
spot belongs to which sub-aperture. In most implementations for HS sensors the spots are not allowed to leave their corre-
sponding sub-aperture, limiting the application to slight aberrations only. Task 3 is responsible for the reconstruction of the
wavefront based on the measured derivations in each sub-aperture. The reconstruction problem can be traced back to a least
squares problem of the measured derivatives. This can be solved with iterative approaches such as the Jacobi method, the
Gauss–Seidel (GS) method or the Successive Over Relaxationmethod (SOR), with increasing complexity and decreasing num-
ber of required iterations until convergence. Task 4 delivers the reconstructed wavefront values, which are then visualized.
Finally, the deformable mirror is controlled with this information.
As described in the section before, each processing task has its own granularity and complexity. Taking a closer look at
Task 1, the whole image from the image sensor – normally a few megabytes – has to be processed. After this step, only the
spot positions on the sensor are necessary for the successive tasks, requiring at most some hundred kilobytes. Moreover, the
processing steps for Task 1 are very simple. For example, no ﬂoating point units are necessary and there are only local oper-
ations to perform. In contrast to Task 1, data amount of Task 3 is very small, but reconstruction of the wavefront is compu-
tationally intensive. Several hundreds of iterations on the whole input with considerable double-precision ﬂoating point
operations have to be performed.
Therefore, we developed a heterogeneous image processing pipeline to solve all tasks as efﬁciently as possible and to
achieve an increased throughput while decreasing the latency.3. Related work
3.1. Smart camera architectures
One of the ﬁrst smart cameras was developed by Wolf for gesture control [5]. Sousa developed a smart camera system for
the application of static thresholding [6] which allowed for transferring only relevant data blocks utilizing data reduction. In
[7] a high-speed camera with 500 FPS for edge detection, marker extraction and object tracking was presented. In [8] a low-
cost smart camera was presented, which allows data compression inside FPGAs. This smart camera, with a Spartan-3E FPGA,Table 1
Tasks for processing images utilizing an HS sensor.
Task Name Description
1 Spot exploration Find spots in sub-pixel precision
a Spot detection Detect a spot with integer coordinates by ﬁnding the local maximum
b Spot centroid calculation Find the centroids of the detected spots in sub-pixel precision
2 Spot correlation Match the spots found to the origin lenses where they are projected
3 Wavefront reconstruction Reconstruct the wavefront with an iterative approach
4 DM control Visualisation of the wavefront and controlling the deformable mirror
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eras for HS sensors [2]. There, the focus was on data reduction to save bandwidth between a camera and a PC.
For efﬁcient FPGA-based processing inside a smart camera, special architectures are required. For example, spot explora-
tion can be done efﬁciently with a streaming architecture. In [9] a generic VHDL template was presented which permits the
fast processing of streaming applications. Parts of this architecture are also used in the image processing pipeline described
here.
Furthermore, it is necessary to use special architectures for calculating object centroids. A memory-saving FPGA approach
was described in [10] which uses so-called local moments. It does not require multipliers for ﬁnding object centroids in bin-
ary images. In [11] an ASIC architecture based on the local moment method was presented to ﬁnd object centroids in gray-
scaled images. These methods were also applied to our pipeline.3.2. Wavefront reconstruction in literature
Based on the method of Hudgin [12] there were some estimations on how to port the necessary algorithms to GPUs and
FPGAs [13]. They implemented the spot detection with centroid determination (Task 1), as well as the reconstruction of the
wave (Task 3) with a much simpler algorithm (the Jacobi method) than we did. For programming the GPU, the shader lan-
guage OpenGL was used. Nowadays, CUDA or OpenCL are the ﬁrst choice for programming GPGPUs in scientiﬁc applications.
In their FPGA application a Virtex2 FPGA was used, where 32  32 sub-apertures could be reconstructed by applying 200
iterations within 0.317 ms. However, the much older GPUs were only able to compute the problem in 6.626 ms. The same
group ported the FPGA implementation to a newer Virtex5 FPGA in 2010 [14]. There, they investigated the use of ﬁxed-point
representation instead of single precision ﬂoating point to improve speed while delivering the same precision in FPGAs.
However, the Hudgin method does not provide as promising results in terms of quality for the HS pattern as the South-
well method [15]. Although, the Jacobi method is easy to implement and easy to parallelize, it lags behind in its convergence
rate. In our recent work, the SORmethod as a reconstruction algorithmwas implemented utilizing the much better hardwareFig. 2. Image processing pipeline with heterogeneous tasks. Finding optimal architectures required.
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and an arbitrary grid size for the reconstruction task.4. Architecture development and results
Fig. 2 shows an overview of the complete processing pipeline with the tasks described above. Previously, we presented a
soft-processor (given as soft-IP) based solution for Task 1 [2]. In the following, we show various application-speciﬁc archi-
tectures that are much more efﬁcient than the soft-IP based solutions. Furthermore, we present solutions for the other tasks
of the pipeline shown in Fig. 2. As a result, the processing pipeline based on FPGA, CPU and GPU implementations allows us
to apply the HS principle also in high-speed applications such as in adaptive optical systems.
4.1. Task 1 – Spot exploration
In our previous work [2] (called soft-IP approach) a soft-IP CPU array in an FPGA was realized to process Task 1 utilizing
so-called ZPUs [16]. For this architecture up to 92% of the Spartan-3E FPGA resources were occupied. Because a frame rate of
only 82 FPS at 82 MHz was achieved, we developed and evaluated some application-speciﬁc architectures, written in VHDL,
for the spot exploration task in order to reduce resource consumption and to increase overall performance. In the following,
the two developed architectures are presented and compared to the soft-IP solution presented in [2].
The ﬁrst application-speciﬁc architecture we developed is based on an SIMD array (hence the SIMD approach) as shown
in Fig. 3(a). The basic idea is to use the given architectural possibilities of a small scaled FPGA (such as the Spartan-3E) to
deliver all found spots of a pixel row within one horizontal active phase of the sensor. For spot calculation, a partition of
9  9 pixels is required. Before the spot calculation in sub-pixel precision can be made, a maximum pixel above a speciﬁc
threshold has to be found in the image. Then, it is possible to use the 9  9 pixels at the maximum pixel position to calculate
the spot position in sub-pixel precision. To accomplish these tasks, a circular buffer of 13 image rows is used. A new pixel of
the image is delivered every pixel clock from the image sensor and stored into a Block RAM (BRAM) inside the FPGA. A small
processing element, Max, sweeps over the three last input-rows and looks for maximum pixels in a von Neumann neighbor-
hood. At every processing step only three new pixels are required, since the left and current pixel have already been read in
the previous step. If a maximum is found, its position is stored into a FIFO component from which the nine parallel SIMD
processing elements (PE) can read. Here, a single FIFO for every processed image row is used. As can be seen in Fig. 3(a),
row 10 is actually searched through for maximum positions, while the sub-pixel computing PEs work on row 4 as their mid-
dle point of the spots, using rows 0–8. Every PE works on a different image row of the nine rows. After each PE has ﬁnished its
work on its row (summing up the pixel values for nine pixels and weighting them), they move forward by one image row in a
circular way. For example PE zero obtains its computation with image row zero, PE one with row one and so on. After the
computation has ﬁnished for each row, PE zero gets the data from row one, PE one from two and PE eight from image row
zero. When a new image row is fetched from the sensor, the whole computation moves one row forward and the results are
stored in another FIFO where the postprocessing tasks can be read. The mapping to FPGA resources is done by using BRAMs
for the FIFOs and image rows. Because each BRAM can store only 16 kBit, we are limited to the small-scaled FPGAs in terms
of image width and color depth, which results in a maximum resolution of 2048 pixel in 8 bit color depth per BRAM.Fig. 3. Different architectures for Task 1.
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dent. The optimal processing scheme for the spot exploration task would be to work directly on the incoming data stream.
This would allow for a fast centroid calculation of the spot with minimum latency. Therefore, we implemented a second
application-speciﬁc architecture, which is shown in Fig. 3(b). It realizes a streaming-based processing for Task 1 and is called
multi-threaded (MT) approach. A 9  9 area around a found maximum is necessary for calculating the spot position in sub-
pixel precision. Therefore, a buffer is required inside the FPGA, which stores all streamed pixel values as long as they are
needed for processing. Only ﬁve complete image rows have to be buffered in the BRAMs of the FPGA which are used as large
shift registers. All pixels from the sensor are stored and streamed through this buffer. The darker pixel with the maximum
pixel output in Fig. 3(b) illustrates the pixel position in the buffer, where a maximum detection is made within a von
Neumann neighborhood. After determining of the maximum, the coordinates of the 9  9 environment are stored in a linked
list, which is also realized with BRAMs. Utilizing that information, the control unit can determine whether a pixel value
streamed from the buffer is used for the actual spot calculation and controls the ALU. If so, the gray values are summed
up and the spot centroids in sub-pixel precision can be computed. Therefore, a pixel is only stored in the internal buffer until
it is clear what to do with its value. This leads to an optimal resource utilization. Since the pixels are sent in serial from an
image sensor, the processing is also conducted in a serial fashion. This results in one ALU used by several register sets or
spots, which are calculated simultaneously, as shown in Fig. 4. The approach is comparable to simultaneous multithreading
(SMT) as applied in CPUs. The calculation of a spot can be seen as a thread, hence the name MT. The implementation of this
architecture in a Xilinx Spartan-3E 1200 FPGA shows a maximum throughput of 132 processed FPS. It is evident that the
most limiting resources in the FPGA are required for realizing the buffer and the linked list. All the results were created
by the design ﬂow with Xilinx ISE 12.
In Table 2 the results for the application-speciﬁc architectures are compared to the soft-IP-based solution for a one
mega-pixel image with 255 sub-apertures. However, for the SIMD and MT architectures the number of sub-apertures is
not a limiting factor, but the resolution of the used sensor and the FPGA type. Thus, it is easy to achieve 50  50 or
100  100 sub-apertures without restrictions. The architectures are based on the small-scaled Spartan-3E FPGA, which is
available within the Smart Camera from Elphel. The results show that the application-speciﬁc architectures, ﬁrst of all the
MT architecture, are much faster and require only a fraction of the space inside the FPGA compared to the soft-IP based solu-
tion. These advantages arise at the expense of a decreased ﬂexibility in the architecture. We also implemented the soft-IP
design for a mid-sized Virtex-5 FPGA. With that it was possible to reach a frame rate of up to 500 FPS [2], due to a higher
degree of parallelism and a higher clock frequency. However, the Virtex FPGAs are high-performance FPGAs that consume
considerable energy, produce great heat and are expensive.
For energy efﬁcient applications, Xilinx developed the Spartan-6 FPGAs as a replacement for the Spartan-3. The designs
can beneﬁt from the new device in three ways. First, through the new technology higher clock frequencies are possible,
which allow for a higher throughput. Moreover, the chips contain more logic and BRAM resources. This enables the parall-
elization of our architectures to achieve a higher processing rate. Finally, some architecture limitations, for example the pos-
sible image width, as discussed above, can be extended. To use the new FPGA, a new Printed Circuit Board (PCB) shown in
Fig. 5(a), was created with a Spartan-6 LX150 FPGA. Because of its small dimensions of only 54 mm  45 mm it can be used
within a smart camera. For compatibility reasons, the interfaces are the same as in the described camera from Elphel [8]. The
PCB was designed using a six layer process and contains, in addition to the FPGA, a Linear LTM4616V as voltage regulator as
well as a 24 MHz oscillator as a clock source for the FPGA.
The described architectures were enhanced for the new FPGA. For the MT architecture some improvements for internal
precision, e.g. extending the width of the internal registers, were made. Table 3 summarizes the results of the implementa-
tion for a one mega pixel image with 100  100 sub-apertures. All architectures beneﬁted from the new device because of
the higher clock frequency and the large amount of available logic resources. Because the soft-IP approach is very ﬂexible,
the number of PEs was increased to utilize most of the FPGA resources for a high throughput. Compared to Table 2, the
resulting FPS of the soft-IP approach decreased for the Spartan-6 FPGA. The reason is the larger problem size of
100  100 sub-apertures. Also, the application-speciﬁc architectures can be parallelized using multiple instantiations if
the sensor can be read out in stripes as shown in Fig. 5(b). Because there are no data dependencies, except for the small range
in the transition between the stripes, the throughput can be nearly doubled (marked by a in Table 3). Therefore, it is possible
to achieve 300 or more FPS, depending on the image sensor.Fig. 4. Simultaneously computing different spots with only one ALU on a serial input stream.
Table 2
Achievable throughput and logic resource utilization for Task 1 for different architectures. Synthesis and PnR done with Xilinx ISE 12 for a Spartan-3E 1200
FPGA. Values in Brackets () are the maximum given by the FPGA type.
Architecture Max freq. BRAMs (28) Register (17344) LUTs (17344) Util. (%) FPS
Soft-IP 82 23 3876 15962 92 82
SIMD 118 15 2990 6688 53 118
MT 132 13 301 506 46 132
Fig. 5. Performance improvements utilizing a new FPGA with more resources.
Table 3
Achievable throughput and logic resource utilization for Task 1 for different architectures. Synthesis and PnR done with Xilinx ISE 14 for a Spartan-6 LX150
FPGA. Values in brackets () are the maximum given by the FPGA type.
Architecture Max freq. BRAMs (268) Register (184304) LUTs (92152) FPS
Soft-IP 102 136 26291 89686 36
SIMD 153 15 2874 5317 153a
MT 168 8 335 583 168a
a Values can be nearly doubled by a multiple instantiation.
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Spot correlation depends on complex ﬂoating point operations; therefore, we decided not to develop application speciﬁc-
architectures for FPGAs. Instead, we investigated three general purpose architectures, which inherently provide FPU imple-
mentations. The ﬁrst one is a standard multi-core processor from Intel, the Xeon X5650with six cores. The second is the Leon
3 soft-IP processor developed and distributed by Aeroﬂex Gaisler [17]. It is written in VHDL and can be used and extended
under the terms of the GPLv2. There exist several components such as an AMBA controller, an external memory controller
or an FPU. The main advantage of the Leon 3 processor is that a quad core system can be created. We also implemented the
algorithm on a GPGPU, the Nvidia Geforce GTX 480. The details are presented in [18].
The algorithm for spot correlation has a basic idea. Assuming that a wavefront can change its curvature only slightly with-
in a very small area, we can predict the approximated position of a spot by knowing the position of two correlated spots in
the neighborhood. This situation is illustrated in Fig. 6, where the left spot and the spot in the middle are already correlated.
By drawing a vector between the two spots and extending the vector itself, we can approximate the position of the next spot.
At the approximate position, a search radius is deﬁned in which we look for currently uncorrelated spots. The spot with theFig. 6. Algorithm for spot correlation.
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spots are present. Because an image has two dimensions, a correlated area of 2  2 spots should be given. In the example of
HS sensor, this can be achieved by declaring the spots in the center of the image as correctly correlated to their respective
sub-aperture due to the least curvature of the lens in this region.
The implementation of the algorithm is based on a data structure for each sub-aperture, which is similar to [18]. The sub-
aperture structure (SAP) is shown in Fig. 7(a). Each SAP contains the center of each sub-aperture (center) and a location for
the spot to be correlated (cspot). The spot coordinates and their number inside each sub-aperture are derived from Task 1
(spots and num_spots). A ﬂag indicates the current state of the SAP and the neighboring sub-apertures can be accessed by
pointers (north, east, south and west). In a single core solution, one processor starts in the center of the image where spots
have already been correlated. Based on these initialization points, the neighboring sub-apertures that can be correlated are
stored in a queue. Successively, the elements are removed from the queue and the correlation algorithm is run. For each sub-
aperture, the correlating spot, which can also be in a neighboring sub-aperture, is removed from spots and stored in cspot.
New neighboring sub-apertures that have not yet been processed are appended to the queue.
Using parallelization for this task is a good choice to achieve maximum throughput. The simplest way is to use a common
queue where multiple cores obtain sub-apertures to process and append the ones which can be used next. To preserve data
consistency, mutual exclusions (mutex) have to be used. With more processors however, one list quickly becomes a bottle-
neck, because only one core can access the list at a time. Therefore, the algorithm was parallelized differently by performing
geometric partitioning. A processing scheme with four partitions is shown in Fig. 7(b). Every core correlates only one pre-
deﬁned partition and starts with the sub-apertures at the center and ends at an image corner. To alleviate the problems with
only one queue, each processor has a separate queue. If a sub-aperture in a different partition can be processed next, it is
inserted in the queue of the corresponding core. Unfortunately, the queues themselves have to be protected by a mutex.
But by taking a closer look at the algorithm, it can be seen that data dependencies between the partitions only exist at
the edge areas. Sub-apertures further within the partition are only accessed by one core. Therefore, we introduced two
queues per core: a synchronized queue for sub-apertures at the egdes and one for all other sub-apertures of the partition.
To easily distinguish between the sub-apertures at the border, a special ﬂag is set in the corresponding SAP.
To efﬁciently utilize the Leon 3 processors, no operating system was run. Because of this, a synchronization mechanism
had to be implemented which is normally provided by an operating system.We based our mutex version on the Linux kernel
implementation for the SPARC architecture. If the access is synchronized, values from other partitions can be read easily,
because the Leon 3 processors have one uniﬁed shared memory.
In a second implementation the same code was optimized for an Intel CPU. The proposed algorithm ﬁts perfectly to such
high-performance CPUs, since all necessary data can be kept inside the large caches, due to the given FIFO principle.
The third implementation uses GPGPUs. Here, a FIFO principle is not feasible, because the data dependencies and lesser
parallel execution limit the power of GPUs. We tried to achieve better results by using an iterative approach to determine the
correlation for all sub-apertures. Here we need much more computation power and can harness the GPU much better. Nev-
ertheless, there are not many parallel computations possible and the data access scheme does not ﬁt in any way to that of
SIMD GPGPUs. Thus, the results shown in Table 4 are as expected: the Intel CPU surpasses the other implementations. How-
ever, the FPGA soft-IP solution based on the quad core Leon 3 processor is able to accomplish this task directly inside the
camera. But this is not suitable because of its low processing speed. To meet the real time requirements and achieve a high
throughput, it is better to use the Intel CPU solution for Task 2. Hence, it is optimal to separate the processing between cam-
era and PC at this task. This means that image capturing and Task 1 should be realized directly inside the camera. For thecenter
cspot
spots(0)
...
flags
Data Structure
SAP
num_spots
spots(δ)
2x2δSub-Apertures
north
east
south
west
24 23 21 18 11 11 15 19 22 24
22 20 17 14 7 7 12 16 20 23
19 16 13 9 4 4 8 13 17 21
15 12 8 5 2 2 5 9 14 18
10 6 3 1 1 3 6 10
14 9 5 2 2 5 9 14
18 13 8 4 1 1 4 8 13 18
21 17 12 7 3 3 7 12 17 21
23 20 16 11 6 6 11 16 20 23
24 22 19 15 10 10 15 19 22 24
Fig. 7. Implementation for the Spot Correlation Algorithm.
Table 4
Execution times in milliseconds and resulting FPS in brackets () for Task 2, spot correlation, for different architectures depending on varying input sizes.
# Sub-Aper. Leon 3 (4 cores) Intel Xeon 5650 Geforce GTX 480
50 19.0 (52) 0.3 (3333) 2.5 (400)
100 106.0 (9) 1.4 (714) 5.5 (181)
150 174.3 (5) 2.9 (344) 10.9 (91)
200 268.8 (3) 5.0 (200) 19.3 (51)
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per image, the information regarding the spot positions, have to be transferred to the PC which can be accomplished with
low-cost communication hardware.4.3. Task 3 – Wavefront reconstruction
Since we decided to execute spot correlation on standard multicore architectures, the following tasks are only imple-
mented with standard processor architectures. Here a specialized hardware FPGA implementation is not feasible because
the spot data has already been transferred to the PC.
The wavefront reconstruction is based on an iterative, least squares solution solver. We used the SOR implementation of
[15] with a red-black pattern (called RB-SOR). This is important for a sufﬁcient parallelization which allows for efﬁcient
implementation on a GPU or multicore CPU. We used the current GPU generation from NVIDIA (Nvidia Fermi) that has
up to 16 independent vector processors (called Multiprocessor). Each of them has 32 SIMD processing elements with
48 kB scratch-pad memory (Shared Memory) and a 16 kB L1 cache. There exists no direct communication link between
the multiprocessors, therefore every data-exchange has to be done via the external global memory on the GPU. The GS
and SOR methods were also implemented on GPUs in [19,20] utilizing red-black coloring of the grid. Different grid sizes were
examined, arriving at the conclusion that small grids with less iterations are not feasible for GPUs, e.g. in [20] a grid size of
less than 200  100 (coarse grid) produces a speed-up of 1.1 when applying 500 iterations.
For a detailed evaluation of the solvers, the convergence rate and error functions of the wavefront reconstruction algo-
rithm, described in [15], have to be examined. We chose a simple equation with well-deﬁned derivatives. For that purpose
we assume the function (1), with its derivatives given in Eq. (2) for direction x and y respectively.f ðx; yÞ ¼ x2 þ y2 ð1Þ
@f
@x
¼ 2x; @f
@y
¼ 2y ð2ÞWe further assume an area deﬁnition D ¼ f1 6 x; y 6 1kx; y 2 Rg, which is measured by n  n sub-apertures. In Fig. 8, the
convergence rate for different n = {50,100,150,200} is shown for the GS, SOR and RB-SOR. The tolerance chosen wasmaxðfiðx; yÞ  fi1ðx; yÞÞ < 105 8x; y 2 D
where fi is the value of the reconstructed wave at iteration i. Fig. 8 does not include the Jacobi iterations, since the conver-
gence was not achieved within 10000 iterations. The results show that the GS algorithm is not feasible for our approach.
Even for a small scaled 50  50 grid size, more than 1500 iterations are needed, where the other two algorithms stay belowFig. 8. Convergence rate for different solving methods and varying sub-apertures sizes.
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Fig. 9. Error function plots for different solving methods on a grid of 100  100 sub-apertures after achieving a convergence rate of 105.
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for smaller applications. As the size of the application increases, the iterations become almost equal.
In Fig. 9, the resulting error is presented after the given number of iterations. It can be seen that by using the SOR method,
the error is located in the foremost area, while using the other three methods the error is distributed among the ﬁeld. More-
over, the error for SOR and RB-SOR are an order of magnitude lower than for Jacobi and GS.
Fig. 10 shows the maximum error function as well as the summed error for all four algorithms when applying 500 iter-
ations for each. The Jacobi and GS are completely outperformed by the SOR methods and are therefore only listed here for
completeness. An interesting fact is that the RB-SOR method has a better maximum error for larger applications and also a
decreased summed error compared to the normal SOR method. Therefore, it is feasible not to check for convergence and al-
ways run the application up to 500 iterations.
To achieve a speed-up compared to a CPU implementation, our idea is to store all wavefront-values inside the GPU’s
shared memory. Thereby, a local synchronization strategy can be implemented in terms of a spin-lock-loop on every mul-
ti-processor, which has to wait for the others to ﬁnish their computation. Thus, no synchronization in the CPU space is
needed.
The problem space of size x  y is separated into several stripes of size x y
#mp, where each multiprocessor/thread-block
works on one stripe and #mp denotes the number of multiprocessors. For a better performance, ghost-zones g are introduced
on the top and bottom edge of the stripe, with a size of x  g each. The needed size of shared memory is given byFig. 10.sm ¼ x  y
#mp
þ 2  x  g
 
 sizeofðDATA TYPEÞEach cell element can be ﬂoat or double, denoted by sizeof(DATA_TYPE). We chose g = 3, which allows the stripe to
update four sub-iterations.
For simplicity, we assume that the wavefront is computed on a square shaped grid. The maximum number of cells for
different GPUs are listed in Table 5. It can be seen that almost all GPUs have enough shared memory to store a grid of size
150  150 in double precision. Due to the limited amount of shared memory, the older Nvidia GPUs e.g. the Geforce GTX 280,
based on the Tesla architecture, seems to be unsuitable for our needs. They can only update 8 (5 in double) rows per time-
step and need to synchronize its 30 multiprocessors. Even the medium-scaled consumer card Geforce GTX 460 can easily
outpower the GTX 280.Maximum and summed error functions for different solving methods and varying sub-apertures after 500 iterations in logarithmic presentation.
Table 5
Possible maximum grid sizes for the listed GPUs with ﬂoat and double precision.
GPU #mp sm DATA_TYPE Cells/mp Max (x)
GTX 280 30 16kB Float 4000 256
GTX 280 30 16kB Double 2000 155
GTX 460 7 48kB Float 12000 268
GTX 460 7 48kB Double 6000 183
GTX 480 15 48kB Float 12000 379
GTX 480 15 48kB Double 6000 255
GTX 580 16 48kB Float 12000 390
GTX 580 16 48kB Double 6000 261
Tesla C2050 14 48kB Float 6000 367
Tesla C2050 14 48kB Double 12000 247
Fig. 11. Visualization of measurements in an open-source GUI application, written in Qt. 3D rendering is done by OpenGL-CUDA interoperability, 2D by
native CUDA.
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limits performance by repeatedly loading data from global memory. However, it is possible to invoke a busy wait on a micro-
processor utilizing atomic operations on external memory. Using this method, a synchronization with the CPU can be elim-
inated. Another important fact is the reduction in the number of synchronizations by using additional ghost zones in
overlapping areas between two multiprocessors. With such zones, the number of computations can be increased but the re-
quired synchronization points are reduced. As example, except for the ﬁrst and last computation, every load and store oper-
ation is done utilizing shared memory.
For analysis, visualization and steering there are different closed-source software packages available on the market. For
our purpose of developing an open-source HS-Sensor analysis toolbox, such closed-source software were not considered.
Therefore, we developed an open-source software, where the measurement and steering of the spot exploration can be done
seamlessly. It is written entirely in Qt and serves as a server application for the camera’s client software. A screenshot is
shown in Fig. 11. As shown, the program is divided into two main windows. The left one shows the measure spots (blue1)
correlated to their respective sub-aperture (green). On the right side the 3D model of the reconstructed wavefront is printed,
utilizing CUDA with OpenGL interoperability.
In Table 6 the required time for varying sub-aperture sizes are given for our GPU and CPU with a ﬁxed number of 500
iterations. The times for the GPU implementation include the necessary communication overhead to transfer the spot data
to the graphics memory and copy the resulting wavefront values back to the host memory. The results show that the GPU is
the best choice for this task in our pipeline. We are able to achieve 500 FPS for a sub-aperture number of 50  50. However,
the GPU provides another important possibility: it can work asynchronously with the CPU.
Therefore, we built our processing pipeline for a 100  100 lens HS sensor for the adaptive optical system. It has been
implemented as follows with a resulting throughput of 294 FPS.1 For interpretation of color in Fig. 11, the reader is referred to the web version of this article.
Table 6
Wavefront reconstruction on GPU and CPU.
x Geforce GTX 480 Intel Xeon 5650
Time in ms FPS Time in ms FPS
50 2.0 500 3.1 322
100 3.4 294 7.4 133
150 5.3 188 14.6 68
200 8.0 125 24.8 40
M. Reichenbach et al. / Computers and Electrical Engineering 40 (2014) 1158–1170 11691. Task 1 – spot exploration – is executed inside the camera with the presented MT architecture. Here we are able to reduce
the data amount signiﬁcantly, which simpliﬁes the data transfer to a PC for postprocessing tasks. (up to 300 FPS, depend-
ing on the image sensor).
2. Task 2 – spot correlation – is executed on a CPU after spot data is transferred to the PC. (714 FPS).
3. Task 3 – wavefront recovery – is applied after spot correlation. This step is outsourced to a GPU, which is the most efﬁ-
cient architecture for the completion of this task. (294 FPS – In this pipeline the limiting factor).
4. Task 4 – steering the DM – at the end, the reconstructed wave needs to be transferred back to the CPU, where it is used for
steering the deformable mirror.
While in our previous work [21] only a throughput of 132 FPS was able to be achieved, utilizing the new pipeline, now up
to 294 FPS can be processed. Due to the increased performance compared to the standard solution, we would like to apply
heterogeneous computer architectures also to other image processing applications. If similarities in the data ﬂow and the
granularity of the different processing tasks can be found in other applications, a speed-up should be attainable.
As discussed in Section 1, preprocessing tasks are mostly ﬁne-grained with a high amount of data, whereas postprocess-
ing tasks often work on a reduced data set with coarse-grained algorithms. Both tasks can be accelerated with adjusted par-
allel computer architectures. Currently we are investigating two applications with a similar task partition. The ﬁrst
application is Computer Tomography (CT) in material test. Near the sensor a noise reduction utilizing a bilateral ﬁlter has
to be implemented on the raw data, which can be perfectly served by a PE-Array inside an FPGA. For the postprocessing step
of the CT, the Filtered Back Projection, a coarse-grained architecture e.g. a GPU, is suitable. The second application is mobile
scanning. There, a stereo image sensor is used to enable the recording of depth information for each image. It should be pos-
sible to implement the extraction of the depth information as a smart sensor. The reconstruction of a 3D environment after-
wards is better suited in larger architectures.
5. Conclusion
In this paper, we presented an image processing pipeline for the Hartmann–Shack method which is used in adaptive opti-
cal systems. With this pipeline we were able to process several hundred frames per second in contrast to currently available
Hartmann–Shack systems which only allow a throughput of a few frames per second. All presented architecture and algo-
rithms were thoroughly analyzed and hand-optimized to achieve high performance. The throughput has been signiﬁcantly
increased by using a heterogeneous system architecture based on FPGAs, CPUs and GPGPUs. But the usage of such an archi-
tecture is not limited to this speciﬁc application: To increase processing throughput in industrial applications, many systems
can beneﬁt from heterogeneous architectures by using speciﬁc hardware components that are well-suited for the different
image processing tasks.
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