Riesz Decompositions for Schr\"odinger Operators on Graphs by Fischer, Florian & Keller, Matthias
ar
X
iv
:1
90
5.
12
47
4v
1 
 [m
ath
.A
P]
  2
9 M
ay
 20
19
RIESZ DECOMPOSITIONS FOR SCHRO¨DINGER OPERATORS
ON GRAPHS
FLORIAN FISCHER AND MATTHIAS KELLER
Abstract. We study superharmonic functions for Schro¨dinger operators on
general weighted graphs. Specifically, we prove two decompositions which both
go under the name Riesz decomposition in the literature. The first one de-
composes a superharmonic function into a harmonic and a potential part. The
second one decomposes a superharmonic function into a sum of superharmonic
functions with certain upper bounds given by prescribed superharmonic func-
tions. As application we show a Brelot type theorem.
Keywords: Potential theory, Green’s function, Schro¨dinger operator, weighted
graph, subcritical, greatest harmonic minorant.
1. Introduction
Schro¨dinger operators in the Euclidean space have been studied for a long time
and a profound potential theory has been developed. On graphs potential theory
was mainly studied in the context of random walks. However, in recent years
there is a rising interest in general Schro¨dinger operators which goes beyond the
probabilistic framework. The analysis and spectral theory of these operators re-
ceived enormous attention, see e.g. [BGK15, BP18, CdVTHT11, GKS16, GMT14,
GS11, KL12, KLSW17, KR16, KS17]. Especially, the study of Hardy inequalities
[Gol14, KPP18] relies on a profound understanding of (super)harmonic functions,
see also [Fit00, KPP17, Tak14, Tak16].
A classical and fundamental tool to study superharmonic functions are Riesz
decompositions. In this paper we study two of these decompositions for superhar-
monic functions of Schro¨dinger operators on graphs. The first decompositions deals
with superharmonic functions which are bounded from below by a (sub)harmonic
function. Then, the superharmonic function can be decomposed into a harmonic
and a potential part, see Theorem 2.4. Such a decomposition is referred to in
the literature as Riesz decomposition, see [AG01, Hel73, Hel09]). The second de-
composition considers a superharmonic function s which is smaller than the sum
of two superharmonic functions s1 and s2. Then, s can be decomposed into the
sum of two superharmonic functions r1 and r2 such that r1 ≤ s1 and r2 ≤ s2, see
Theorem 2.8. In the literature this is also referred to as Riesz decompostion, see
[BB87, Han87], but also as Mokobodzki-Sibony decomposition, see [Hel09], so, we
will refer to it as Riesz-Mokobodzki-Sibony decomposition.
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In the context of random walks on graphs the first decomposition, the Riesz de-
compostion, is well known for non-negative superharmonic functions, see [KSK66,
Soa94, Woe00, Woe09]. However, the Schro¨dinger operators we study here do
not have a probabilistic interpretation. Moreover, we wish to treat not only non-
negative superharmonic functions but also superharmonic functions which are only
bounded from below by a subharmonic functions. To this end, the probabilistic
approach does not seem to work and we rely on potential theoretic arguments to
obtain the result. However, one can recover a substantial part of the probabilistic
method via the ground state transform. In this case we even get a probabilis-
tic type representation of the harmonic part and an alternative formula for the
potential part in the Riesz decomposition, see Theorem 5.1.
For the second decomposition, the Riesz-Mokobodzki-Sibony decomposition, we
are not aware of a discrete analogue. Although it is certainly well known in the
context of random walks, again our proof for Schro¨dinger operators relies on po-
tential theoretic arguments rather than probabilistic ones. We expect this to be
useful in the study of limits of superharmonic functions at the Martin boundary.
As an application we present a Brelot type theorem. In the continuum this
theorem gives an equality for the charge of a superharmonic function in terms of
the infimum of the quotient of the function and the Green’s function. However, in
contrast to the continuum setting we only get one inequality which we show to be
strict.
The paper is structured as follows. In the next section, Section 2. we introduce
the setting and present the main results. In Section 3, we study the fundamen-
tal tools to prove the main theorems such as the Dirichlet problem and greatest
harmonic minorants. In Section 4 we prove the main theorems and in Section 5
we give a probabilistic type representation of the Riesz decompostion. Finally, in
Section 6 we show a Brelot type theorem.
2. Setting the Scene and Main Results
In this section we present the underlying notions of this work and state the main
results.
2.1. Graphs, Schro¨dinger Operators and Subcriticality. Let X be an infi-
nite set equipped with the discrete topology. Let a symmetric function b : X×X →
[0,∞) with zero diagonal be given such that b is locally summable, i.e., the vertex
degree deg satisfies
deg(x) =
∑
y∈X
b(x, y) <∞
for all x ∈ X. We refer to b as a graph over X and the elements of X are called
vertices. A subset W ⊆ X is called connected with respect to the graph b, if for
every vertices x, y ∈ W there is a path x0, . . . , xn ∈W , such that x = x0, y = xn
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and b(xi−1, xi) > 0 for all i ∈ {1, . . . , n}. Throughout this paper we will always
assume that
X is connected with respect to the graph b.
The space of real valued functions onW ⊆ X is denoted by C(W ) and the space
of functions with compact support in W is denoted by Cc(W ). We consider C(W )
to be a subspace of C(X) by extending the functions of C(W ) by zero on X \W .
A strictly positive function m : X → (0,∞) extends to a measure with full
support via m(W ) =
∑
x∈W m(x) for W ⊆ X.
For W ⊆ X, let the space F(W ) = Fb(W ) be given by
F(W ) = {f ∈ C(X) |
∑
y∈W
b(x, y) |f(y)| <∞ for all x ∈ X}.
We set F = F(X) and define the (formal) Schro¨dinger operator H = Hb,c,m on F
via
Hf(x) =
1
m(x)
∑
y∈X
b(x, y)
(
f(x)− f(y)
)
+
c(x)
m(x)
f(x), x ∈ X,
where c ∈ C(X) is a function. A function u ∈ F is harmonic, (superharmonic,
subharmonic) on W ⊆ X if
Hu = 0 (Hu ≥ 0, Hu ≤ 0) on W.
The operator Hb,c,m is said to be non-negative on Cc(X) if for all ϕ ∈ Cc(X) we
have ∑
x∈X
(Hb,c,mϕ)(x)ϕ(x)m(x) ≥ 0, x ∈ X.
By the Allegretto-Piepenbrink theorem, [HK11, KPP17], this is equivalent to the
existence of a positive superharmonic function.
2.2. Green’s Functions and Potentials. Let a graph b and a function c be
given such that H is non-negative. We denote the restriction of the operator H to
C(K) for a finite set K by HK . It is not hard to see that HK is invertible on C(K)
due non-negativity ofH and the connectedness ofX, confer [KPP17, Lemma 5.15].
Furthermore, due to domain monotonicity one has (HK)−1ϕ ≤ (HL)−1ϕ for ϕ ∈
Cc(K) for K ⊆ L.
Let an increasing exhaustion (Kn) of X with finite sets be given. We define the
function G = Gb,c,m : X ×X → [0,∞] via
G(x, y) = lim
n→∞
(
HKn
)−1
1y(x),
for x, y ∈ X, where 1y is the characteristic function at y ∈ X, confer [KPP17,
Theorem 5.16].
Indeed, G is independent of the choice of (Kn). In general G can take the value
∞ but if G(x, y) < ∞ holds for some x, y ∈ X, then it holds for all x, y ∈ X,
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see [KPP17, Theorem 5.12]. Moreover, if the Green’s function is finite for some
measure m then it can be checked that it is finite for all measures, confer [Sch11].
We call G = Gb,c,m the Green’s function of H = Hb,c,m in X. We call the
operator H subcritical if for some (all) x, y ∈ X we have
G(x, y) <∞.
Remark 2.1. In [KPP17, Theorem 5.3] it is shown that subcriticality is equivalent
to the validity of a Hardy inequality, i.e., the existence of a function w ≥ 0 on X
such that ∑
x∈X
(Hϕ)(x)ϕ(x)m(x) ≥
∑
x∈X
w(x)ϕ2(x), ϕ ∈ Cc(X).
Moreover, subcriticality is equivalent to the existence of a least two linearly in-
dependent positive superharmonic functions and thence it implies that the corre-
sponding Schro¨dinger operator is also non-negative.
In probability theory one considers graphs with c ≥ 0 and the measure m =
deg+c. In this context a graph with a subcritical Schro¨dinger form is called
transient, see e.g. [Fit00, FOT10, KPP17, Soa94, Woe00, Woe09], for an elaborate
study on transience.
Remark 2.2. There are equivalent formulations of the Green’s function via resol-
vents or semigroups of a self-adjoint realization Hm on ℓ
2(X,m) of the Schro¨dinger
operator H , i.e.,
G(x, y) = lim
α↓0
(Hm + α)
−11y(x) =
∫ ∞
0
e−tHm 1y(x) d t, x, y ∈ X.
Here, ℓ2(X,m) denotes the space of square m-summable functions. For details see
[KPP17].
The function G is strictly positive, symmetric with respect to m, superharmonic
and if H is subcritical then for all y ∈ X
HG(y, ·) = HG(·, y) = 1y.
Moreover, for fixed y ∈ X, the function G(·, y) is the smallest function u ≥ 0 in F
such that Hu ≥ 1y, see [KPP17, Theorem 5.16].
We denote the space of G-integrable functions on X by G = Gb,c,m
G = {f ∈ C(X) |
∑
y∈X G(x, y) |f(y)| <∞ for all x ∈ X}.
Clearly, G is non-empty if and only if H is subcritical in which case it obviously
includes Cc(X). For f ∈ G and x ∈ X, we denote
Gf(x) =
∑
y∈X
G(x, y)f(y).
Decomposing f ∈ G into positive and negative parts and approximating these
parts monotonously via compactly supported functions we have Gf ∈ F and
HGf = f
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by monotone convergence.
Definition 2.3. Let H = Hb,c,m be subcritical. A function p ∈ C(X) is called a
potential if there is f ∈ G such that
p = Gf.
The function f is then called a charge of p and p the potential of f .
2.3. Main Results. In this subsection we present the main results of the paper
which are two decompositions for superharmonic functions. Both are known as
Riesz decompositions in the literature.
The first decomposition allows us to decompose a superharmonic function into
a harmonic and a potential part (provided the superharmonic function is bounded
from below by a subharmonic function). Recall that a function is called a minorant
of another function if it is smaller or equal everywhere.
The second decomposition, which is also known as the Mokobodzki-Sibony de-
composition, states that if a the sum of two positive superharmonic functions has
a positive superharmonic minorant, then this minorant can be decomposed into
two positive superharmonic minorants of the original superharmonic functions.
Recall that a function g ∈ C(X) is called minorant of f ∈ C(X) if g ≤ f .
Moreover, h ∈ C(X) is called greatest harmonic minorant of f ∈ C(X) if h is a
harmonic minorant of f and for all other harmonic minorants g of f we have g ≤ h.
Clearly, the greatest harmonic minorant is unique in case it exists and we write
h = ghmf .
Next, we present our first main result, the Riesz decomposition.
Theorem 2.4 (Riesz Decomposition). Let H = Hb,c,m be subcritical and let s be a
superharmonic function with a subharmonic minorant. Then there exists a unique
decomposition
s = sp + sh
such that sp is a non-negative potential with charge Hs ∈ G and sh = ghms, in
particular, s has a greatest harmonic minorant. Moreover, if s ≥ 0 then sh ≥ 0,
and s is the potential of a non-negative charge if and only if sh = 0.
Remark 2.5. As stated in the theorem the potential part is given by sp = GHs.
Furthermore, it becomes clear from the proof that the harmonic part arises as
sh = limn→∞ sn, where sn is the solution of the Dirichlet problem with respect to
s on an increasing exhaustion (Kn) of X with finite sets, see Theorem 3.4.
Remark 2.6. For a continuous analogue of Theorem 2.4, see [AG01, Theorem 4.4.1]
or also [Hel09, Theorem 3.5.11]. In these works one proves the decomposition by
approximating the charge of the potential part by compactly supported functions
and taking the monotone limit. We use a similar strategy to prove the decompo-
sition in the discrete case. The continuous version of this theorem goes back to
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[Rie30, p. 350]. There is also a discrete version of this theorem in the context of
transient random walks, i.e., c ≥ 0, see e.g. [Woe09, Theorem 6.43], [Woe00, The-
orem 24.2], [Soa94, Theorem 1.38]. There, the superharmonic function is assumed
to be non-negative.
Remark 2.7. Let us comment on a related decomposition in the literature. In
[Soa94] (see also [GHK+15]) the so called Royden decomposition is proven for
functions of finite energy. It states that such a function can be decomposed into
a function which can be approximated by compactly supported functions and a
harmonic functions. The proof relies on the Hilbert space structure of the functions
of finite energy which we do not have at our disposal in our situation.
Our second main result is the so-called Riesz-Mokobodzki-Sibony Decomposi-
tion.
Theorem 2.8 (Riesz-Mokobodzki-Sibony Decomposition). Let Hb,c,m be subcrit-
ical and let s, s1, s2 ≥ 0 be superharmonic functions such that s ≤ s1 + s2. Then
there exist unique superharmonic functions 0 ≤ r1 ≤ s1 and 0 ≤ r2 ≤ s2 such that
s = r1 + r2.
For the continuous analogue, see [Hel09, Theorem 4.6.9].
Remark 2.9. The name of the Riesz-Mokobodzki-Sibony decomposition seems
to have changed over the years. In [BB87] and [Han87] the continuous version of
this theorem is called Riesz decomposition. In [Han87] this decomposition is also
one of the four assumptions of a so-called balayage space. In [Hel09] the name
Mokobodzki-Sibony theorem is used. The first proof of such a theorem in the
continuum seems to go back to [MS68].
Remark 2.10. These Riesz decompositions are the fundamental tools to develop a
Choquet-Martin boundary theory which generalises the existing theory in the prob-
abilistic case, see [Woe00], to all graphs with corresponding subcritical Schro¨dinger
operator, see [Fis18, Chapter 5]. For instance, Theorem 2.4 is the crucial step to
get the so-called discrete Poisson-Martin integral representation. To gain certain
boundary limits, Theorem 2.8 is of peculiar interest, see [Fis18, Section 4.4 and
Chapter 6].
3. Toolbox
The proofs of the theorems above are inspired by classical potential theoretic
arguments in the continuum case as they can be found [AG01] and [Hel09]. To
this end, solutions of a Dirichlet problems along an exhaustion play a crucial role.
For the remainder of the section let b be a connected graph and let c be a
function such that the operator H = Hb,c,m is non-negative.
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3.1. Dirichlet Problems on Finite Subgraphs. The Dirichlet problem onW ⊆
X with respect to f ∈ C(X) is the problem of finding a function u ∈ C(X) such
that 

Hu = 0 on W,
u = f on X \W.
The function u ∈ C(X) is then referred to as the solution of the Dirichlet problem
on W with respect to f .
It is well known that due to positivity of H and connectedness of the graph
these Dirichlet problems always have a unique solution. For the convenience of
the reader we provide a short argument.
Lemma 3.1 (Existence of Unique Solutions to Dirichlet Problems). Let Hb,c,m be
non-negative on Cc(X), let K ⊆ X be finite and let f ∈ F . Then there exists a
unique solution u to the Dirichlet problem on K with respect to f . Moreover, if
f ≥ 0, then u ≥ 0.
Proof. By a direct calculation, one sees that u is a solution to the Dirichlet problem
if and only if u satisfies
Hb,c+d,mu = g on K,
where d(x) =
∑
y∈X\K b(x, y) and g(x) =
1
m(x)
∑
y∈X\K b(x, y)f(y) for x ∈ K and
d = g = 0 on X \K. Note that the sum in the definition of g converges absolutely
due to the assumption f ∈ F . Since the restriction HKb,c+d,m is invertible on Cc(K),
confer [KPP17, Lemma 5.15], and the resolvent is positivity preserving, confer
[KPP17, Corollary 3.5], we obtain the result. 
An important tool for the following potential theory on graphs is the so-called
minimum principle.
Theorem 3.2 (Minimum Principle, Lemma 5.14 in [KPP17]). Let H = Hb,c,m be
non-negative on Cc(X). If u ∈ F satisfies (H + α)u ≥ 0 for α ≥ 0 on a finite set
K ⊆ X and u ≥ 0 on X \K, then u = 0 or u > 0 on K.
The minimum principle has the following immediate corollary.
Corollary 3.3. Let Hb,c,m be non-negative and let s be a superharmonic function.
Then for any finite set K the unique solution u to the Dirichlet problem on K with
respect to s satisfies
u ≤ s.
Proof. Let u be the unique solution of the Dirichlet problem on a finite set K with
respect to s. On K, we have H(s− u) ≥ 0 and on X \K we have s− u = 0. By
the minimum principle, Theorem 3.2, we get that s ≥ u on K. 
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3.2. Existence and Properties of Greatest Harmonic Minorants. In this
section we study greatest harmonic minorants of superharmonic functions. Specif-
ically, we show that these greatest harmonic minorants exist whenever there is a
subharmonic minorant. Moreover, we prove that greatest harmonic minorants can
be approximated by solutions of Dirichlet problems, are additive and monotone.
Later we show that the greatest harmonic minorant of the Green’s function is the
zero function. These results are well known in classical potential theory in the
continuum, see [Hel73, Section 3.3], but they seem to be new in the setting of
Schro¨dinger operators on graphs.
Theorem 3.4 (Existence and Properties of Greatest Harmonic Minorants). Let
H = Hb,c,m be non-negative on Cc(X). Let s be superharmonic with subharmonic
minorant u. Then s has a greatest harmonic minorant ghms such that ghms ≥ u.
Moreover, we have
ghms = limn→∞
sn
as a pointwise limit, where sn is the solution of the Dirichlet problem with respect
to s on an increasing exhaustion (Kn) of X with finite sets.
Furthermore, greatest harmonic minorants are additive, i.e., if t is superhar-
monic with a subharmonic minorant, then ghms+t exists and
ghms+t = ghms+ghmt .
Moreover, greatest harmonic minorants are monotone, i.e., if s ≤ t, then
ghms ≤ ghmt .
Proof. Let (Kn) be an increasing exhaustion of X with finite sets and let sn denote
the solution of the Dirichlet problem on Kn with respect to s which exists for every
n ∈ N by Lemma 3.1.
Firstly, we show the existence of the greatest harmonic minorant: By Corol-
lary 3.3, we get s ≥ sn on Kn for every n ∈ N. On Kn, we have H(sn − sn+1) = 0
and on X \ Kn, we have sn − sn+1 = s − sn+1 ≥ 0. Hence, by the minimum
principle, Theorem 3.2, we get
sn ≥ sn+1 on X
for every n ∈ N which means that we have an decreasing sequence of harmonic
functions. Thus, there exists a pointwise limit
s∞ = lim
n→∞
sn
which might take the value −∞ on vertices. However, this is not the case: By
assumption s has a subharmonic minorant which we denote by u. Then, we have
H(sn− u) ≥ 0 on Kn and sn− u = s− u ≥ 0 on X \Kn, n ∈ N. By the minimum
principle, Theorem 3.2, we obtain sn ≥ u on X for all n ∈ N. So,
s ≥ s∞ ≥ u
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which shows finiteness of s∞. By monotone convergence, we find that the function
s∞ is in F and
0 = lim
k→∞
Hsk = Hs∞.
Thus, s∞ is a harmonic minorant.
Finally, let v be another harmonic minorant. Then again, on Kn, we have
H(sn − v) = 0 and sn − v = s− v ≥ 0 on X \Kn. Hence, the minimum principle,
Theorem 3.2, yields sn ≥ v and, therefore, s∞ ≥ v. Thus,
s∞ = ghms .
Secondly, we show the additivity property: Consider the solutions of the Dirich-
let problem sn and tn on Kn with respect to s and t, n ∈ N. Since sn + tn solves
the Dirichlet problem 

Hw = 0 on Kn,
w = s+ t on X \Kn,
we obtain by the above
ghms+t = (s+ t)∞ = limn→∞
(sn + tn) = lim
n→∞
sn + lim
n→∞
tn = s∞ + t∞ = ghms+ghmt .
Thirdly, we show monotonicity: If s ≤ t, then ghms is a harmonic minorant of t.
Thus, ghms ≤ ghmt as ghmt is the greatest harmonic minorant of t. 
3.3. Greatest harmonic minorants of potentials. Next, we relate greatest
harmonic minorants and potentials. Recall that if Hb,c,m is subcritical, then it
is positive by the Allegretto-Piepenbrink theorem, [KPP17, Theorem 4.2] (see
Remark 2.1 as well). Moreover, the Green’s function exists in this case.
Theorem 3.5. Let Hb,c,m be subcritical. Then, for f ∈ G,
(a) ghmGf exists,
(b) ghmGf ≤ 0,
(c) ghmGf = 0 if f ≥ 0.
For the proof of this theorem we need a local Harnack inequality which is well
known in the context of graphs see [KPP17, Theorem 4.5] as well as [HK11] and
references therein.
Proposition 3.6 (Harnack Inequality, Theorem 4.5 in [KPP17]). Let Hb,c,m be
non-negative, let K ⊆ X be a connected and finite set and let f ∈ C(X). Then
there exits a constant C = C(f) > 0 such that the such that for any u ∈ F , u ≥ 0,
such that (H − f)u ≥ 0 on K we have
max
K
u ≤ Cmin
K
u.
The constant C(f) can be chosen monotonously in the sense that if f ≤ g then
C(f) ≥ C(g).
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We recall from the discussion in Section 3.5 that G(·, y) is the smallest v ≥ 0
such that Hv = 1y, y ∈ X.
Proof of Theorem 3.5. For a function f, we let f = f+−f−, where f± = max{±f, 0}.
Ad (a): Let f ∈ G be given. Then, the function −Gf− is a subharmonic
minorant to Gf since Gf = Gf+ − Gf− ≥ −Gf− and H(−Gf−) = −f− ≤ 0.
Hence, the greatest harmonic minorant of Gf exists by Theorem 3.4.
Ad (b) for f ∈ Cc(X): We show the statement for f = 1y, y ∈ X, first and prove
the statement for f ∈ Cc(X) afterwards. The statement for general f ∈ G is then
proven after we have shown (c).
Let y ∈ X. We note that 0 is a harmonic minorant of the positive superharmonic
Green’s function G(·, y) and let u be an arbitrary harmonic minorant of G(·, y).
Then H(G(·, y)− u) = 1y. Since G(·, y) is the smallest solution v ≥ 0 to Hv = 1y,
it follows that G(·, y)− u ≥ G(·, y). Hence, u ≤ 0 and ghmG(·,y) = 0.
Now, let K be a connected and finite set such that supp(f) ⊆ K. Since the
functions G(x, ·) and G(·, x) are positive and superharmonic for all x, y ∈ K and
K is finite, we obtain by the Harnack inequality, Proposition 3.6, the existence of
a constant C > 0 such that
G(x, z) ≤ C ·G(x, y)
for all x, y, z ∈ K. This implies for x, y ∈ K
Gf(x) ≤ max
z∈K
|f(z)|
∑
z∈K
G(x, z) ≤ C ·#K ·max
z∈K
|f(z)|G(x, y).
Let u be the harmonic minorant of Gf . Then, u is a harmonic minorant of G(·, y)
and, therefore, u ≤ ghmG(·,y). But above we have shown ghmG(·,y) = 0.
Ad (c): Since f ≥ 0, we have Gf ≥ 0 and Gf is superharmonic. Therefore,
ghmGf exists as 0 is a harmonic minorant for Gf . Let (Kn) be an increasing
exhaustion of X with finite sets and define fn = 1Knf , n ∈ N. By (b), for
Cc(X), we know that ghmGfn ≤ 0 and since 0 is a harmonic minorant we have
ghmGfn = 0. Since Gf,Gfn, G(f − fn) are non-negative superharmonic functions
and Gf = G(f − fn) + Gfn, we can use the the additivity of greatest harmonic
minorants to get
0 ≤ ghmGf = ghmG(f−fn) +ghmGfn = ghmG(f−fn) ≤ G(f − fn)
By monotone convergence, G(f − fn) → 0 as n → ∞. So, we conclude that
ghmGf = 0.
Ad (b) for general f ∈ G: Let f ∈ G. By (a) the greatest harmonic minorants
of Gf+ and G(−f−) = −Gf− exist and by (c) we have ghmGf+ = 0. By additivity
of the greatest harmonic minorants, Theorem 3.4, we have
ghmGf = ghmGf+ +ghm−Gf− = ghm−Gf− ≤ −Gf− ≤ 0.
This finishes the proof. 
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Theorem 3.5 states that any potential has a greatest harmonic minorant. Recall
that the Riesz decomposition theorem, Theorem 2.4, says that any superharmonic
function with subharmonic minorant can be decomposed into a potential part with
non-negative charge and a harmonic part. Hence, the greatest harmonic minorant
of this potential part is the zero function.
4. Proofs of the Main Results
4.1. Proof of the Riesz Decomposition. We next prove one of the main the-
orems, the Riesz decomposition, Theorem 2.4.
Proof of Theorem 2.4. Firstly, we assume that Hs ∈ G (and we show below that
this is always the case). Then GHs is a non-negative superharmonic function and
we can apply H to it. We show that
u = s−GHs
is the greatest harmonic minorant of s. We have Hu = H(s−GHs) = 0, so u is a
harmonic function. Moreover, by Theorem 3.5, we have ghmGHs = 0. Thus, using
additivity of the greatest harmonic minorants we get
u = ghmu = ghmu+ghmGHs = ghmu+GHs = ghms .
Hence, sh = (s − GHs) and sp = GHs, which shows the existence of the decom-
position.
As for the uniqueness, let s = Gf +h be another decomposition with f ∈ G and
h harmonic. Then, ghms−h = G(f −Hs) is harmonic and therefore,
0 = H(ghms−h) = HG(f −Hs) = f −Hs.
We infer f = Hs which readily implies h = ghms.
Furthermore, s ≥ 0 implies ghms ≥ 0 since 0 is a harmonic minorant in this
case. Moreover, by Theorem 3.5 we get that s is the potential of a non-negative
charge if and only if ghms = 0 and the theorem for Hs ∈ G is proven.
To finish the proof we show that Hs ∈ G. The idea is to find an upper bound for
GHs. Let (Kn) be an increasing exhaustion ofX with finite sets. Since we assumed
that s has a subharmonic minorant, ghms exists by Theorem 3.4. Consider the
function
vn = s− ghms−G(1KnHs)
for n ∈ N. Since
Hvn = Hs− 1KnHs ≥ 0,
and vn has a subharmonic minorant with −G(1KnHs), the greatest harmonic mi-
norant ghmvn exists by Theorem 3.4 and
− ghmvn ≤ G(1KnHs).
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Since the greatest harmonic minorant of a potential is non-positive, Theorem 3.5,
we have − ghmvn ≤ 0 and, therefore, ghmvn ≥ 0. Thus, we obtain
G(1KnHs) = s− ghms−vn ≤ s− ghms− ghmvn ≤ s− ghms .
Monotone convergence yields GHs ≤ s − ghms and, therefore, Hs ∈ G. This
finishes the proof. 
4.2. Proof of the Riesz-Mokobodzki-Sibony Decomposition. Next, we prove
the Riesz-Mokobodzki-Sibony decomposition. It states that if positive superhar-
monic functions s, s1, s2 satisfy s ≤ s1 + s2, then s = r1 + r2 with superharmonic
functions 0 ≤ r1 ≤ s1 and 0 ≤ r2 ≤ s2. The proof is inspired by the one of [Hel09,
Theorem 4.6.9] in the continuum setting of Rn.
We start the proof with two simple observations which will be used in the proof.
The first lemma, Lemma 4.1, uses the existence of a strictly positive superhar-
monic function which follows directly from the Allegretto-Piepenbrink theorem,
see [KPP17, Theorem 4.2].
Lemma 4.1. Let H = Hb,c,m be non-negative on Cc(X). Then deg+c > 0.
Proof. By the Allegretto-Piepenbrink theorem there exists a strictly positive su-
perharmonic function s. Then Hs ≥ 0 implies for all x ∈ X that
(
deg(x) + c(x)
)
s(x) ≥
∑
y∈X
b(x, y)s(y) > 0
by the strict positivity of s. 
The next lemma is well known, but we include the short proof for the convenience
of the reader.
Lemma 4.2. Let H = Hb,c,m be non-negative on Cc(X). Let T be a subset of the
set of non-negative superharmonic functions. Then, the function
r(x) = inf
t∈T
t(x), x ∈ X,
is a non-negative superharmonic function.
Proof. Let t ∈ T be fixed and r as stated above. It is obvious that r ≥ 0 and
r ∈ F . So, it remains to show that Hr ≥ 0. By Lemma 4.1 we have deg +c > 0
and Ht ≥ 0 implies
t(x) ≥
1
deg(x) + c(x)
∑
y∈X
b(x, y)t(y) ≥
1
deg(x) + c(x)
∑
y∈X
b(x, y)r(y)
for all x ∈ X. Taking the infimum over all t ∈ T on the right-hand side yields
Hr ≥ 0. 
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Proof of Theorem 2.8. We first show existence and then uniqueness.
Existence: We define
S1 = {v ≥ 0: v is superharmonic and s− s2 ≤ v} and r1 = inf S1,
as well as
S2 = {v ≥ 0: v is superharmonic and s− r1 ≤ v} and r2 = inf S2,
where the infimums are taken pointwise. By Lemma 4.2, the functions r1 and r2
are non-negative superharmonic and, thus, r1 ∈ S1 and r2 ∈ S2.
We show s = r1 + r2 by proving several claims.
Claim 1. We have s ≤ r1 + r2.
Proof of the claim. This follows directly from r2 ∈ S2.
It remains to show that s ≥ r1 + r2. This is done in several steps.
Claim 2. If s− r2 is superharmonic, then s ≥ r1 + r2.
Proof of the claim. Since s ∈ S2, we obtain
s− r2 ≥ 0.
On the other hand since r1 ∈ S1 we have s − s2 ≤ r1 and, therefore, s − r1 ≤ s2
which yields s2 ∈ S2. We obtain r2 ≤ s2 and therefore,
s− s2 ≤ s− r2
So, if s − r2 is superharmonic, then s − r2 ∈ S1. As a consequence, s − r2 ≥ r1
which yields
s ≥ r1 + r2.
This proves the claim.
To prove that s − r2 is superharmonic we need the following notation. Recall
that deg+q > 0 by Lemma 4.1. For f ∈ F and x ∈ X, the function
fx(z) =


1
deg(x)+c(x)
∑
y∈X b(x, y)f(y) : z = x,
f(z) : z 6= x.
solves Dirichlet problem on {x} with respect to f which can be seen by the following
direct calculation
Hfx(x) =
(
deg(x) + c(x)
)
fx(x)−
∑
x∈X
b(x, y)fx(y) = 0, x ∈ X.
For what follows, we write r1,x = (r1)x and r2,x = (r2)x.
Claim 3. We have r2 − r2,x ≤ s− sx.
Proof of the claim. Consider the following auxiliary function
w = min {r2, r2,x + s− sx} .
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Note that w = r2 on X \ {x} as r2 = r2,x and s = sx outside of x. Clearly, w ≤ r2.
So if we show that w ∈ S2, then w = r2 and the claim follows. First of all, since
the minimum of superharmonic functions is superharmonic, Lemma 4.2, we have
Hw ≥ 0. Furthermore, w ≥ 0 since r2 ≥ r2,x ≥ 0 and s ≥ sx by Lemma 3.1 and
Corollary 3.3. We are left to show that s− r1 ≤ w. On the one hand, s− r1 ≤ r2
by Claim 1. Moreover, this inequality s ≤ r1 + r2, implies by Lemma 3.1
sx ≤
(
r1 + r2
)
x
= r1,x + r2,x.
Now, combining this inequality with r1 ≥ r1,x, Corollary 3.3, we get
r1 + r2,x + s− sx ≥ r1,x + r2,x + s− sx ≥ s.
Thus, we have s− r1 ≤ w which finishes the proof of the claim.
Claim 4: The function s− r2 is superharmonic.
Proof of the claim. By Claim 3, r2 − r2,x − sx ≤ s for all x ∈ X and, therefore,
s(x)−r2(x) ≥ sx(x)−r2,x(x) = (s−r2)x(x) =
1
deg(x) + c(x)
∑
y∈X
b(x, y)(s−r2)(y).
This shows that s − r2 is superharmonic in x. Applying this argument to every
x ∈ X we get that s− r2 is superharmonic on X.
In summary Claim 1 shows s ≤ r1 + r2 and Claim 4 combined with Claim 2
yields s ≥ r1 + r2. Hence, s = r1 + r2 and the proof of existence is finished.
We finally turn to uniqueness.
Uniqueness: Assume that there are non-negative superharmonic functions t1
and t2 for which t1 ≤ s1, t2 ≤ s2 and s = t1 + t2. Then s ≤ t1 + s2 and s ≤ s1 + t2.
Hence, t1 ∈ S1 and t2 ∈ S2 which readily gives r1 ≤ t1 and r2 ≤ t2. Since
r1 + r2 = t1 + t2, we get r1 = t1 and r2 = t2. 
5. Representations of the Harmonic and the Potential Part
In this section we present a representation of the harmonic and the potential part
of the Riesz decompostion. This representation is inspired by the corresponding
result in the context of random walks, confer [Woe00, Woe09]. The validity of such
a result is in this sense surprising as the semigroups of Schro¨dinger operators do
not allow for a probabilistic interpretation in the case of non-positive c. However,
the main idea is to use a ground state transform. This way we get a decomposition
to transfer the corresponding decomposition of the random walk context into the
context of Schro¨dinger operators.
In this subsection let b and c be such that H = Hb,c,m is non-negative. Hence,
deg+c > 0 by Lemma 4.1. We define the function p : X ×X → (0,∞) via
p(x, y) =
b(x, y)
deg(x) + c(x)
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and the operator P = Pb,c : F → C(X) is defined by
Pf(x) =
∑
y∈X
p(x, y)f(y)
for all x ∈ X. In the setting of random walks, i.e., c ≥ 0, the function p is called
the transition matrix and the operator P is called the transition operator, [Woe09].
We consider the multiplication operator D = Db,c,m : C(X)→ C(X) defined via
Df(x) =
deg(x) + c(x)
m(x)
f(x)
which is invertible since deg+c > 0 by Lemma 4.1. We denote the inverse by D−1.
Note that P,D,D−1 are positivity preserving and we have on F
H = D(I − P ).
Letting n = deg+c, we readily see that I − P is a Schro¨dinger operator such that
(I − P ) = Hb,c,n. Obviously, for s ∈ F , we have Hs = 0 (respectively Hs ≥ 0,
Hs ≤ 0) if and only if (I − P )s ≥ 0 (respectively (I − P )s ≥ 0, (I − P )s ≤ 0).
In the Riesz decomposition theorem, Theorem 2.4, we have shown that a super-
harmonic function s with subharmonic minorant decomposes uniquely as
s = GHs+ ghms
with potential GHs and harmonic part ghms. Next, we give the main result of
this section, an alternative representation of GHs and ghms. Furthermore, fixing
the measure m, we denote the operator of multiplication by the function gm by
Mg. Specifically, we will use the operator
Ms2f = s
2mf.
Theorem 5.1 (Representation of the Harmonic and the Potential Part). Let Hb,c,m
be subcritical. If s > 0 is superharmonic, then
GHs = Ms2DGMs−2(I − P )s = (Ms2D)G(Ms2D)
−1Hs
and
ghms = limn→∞
P ns.
In particular, the limit in the second equality exists.
Note that if Hb,c,m is subcritical there always exists s > 0 superharmonic by the
Allegretto-Piepenbrink theorem, see [KPP17, Theorem 4.2].
The basic idea is to prove a corresponding version of the theorem in the case
c ≥ 0. In this case a subcritical operator Hb,c,m is called transient. Furthermore,
according to [Sch11, Theorem 6], the Green’s function of H = Hb,c,1 satisfies for
c ≥ 0
G(x, y) =
1
deg(x) + c(x)
∞∑
k=0
P k1y(x),
16 FLORIAN FISCHER AND MATTHIAS KELLER
for all x, y ∈ X.
The proof of the following theorem works along the lines of [Woe09, p. 169].
Lemma 5.2 (Riesz Decomposition for c ≥ 0). Let b be a graph over X and
c ≥ 0 such that Hb,c,1 is subcritical and let s be a superharmonic function with
subharmonic minorant. Then, the monotone limit
sh = lim
n→∞
P ns
exists pointwise and is harmonic, and
sp = D
−1(s− sh)
is a potential with charge (I−P )s. In particular, the Riesz decomposition of s with
respect to the operator (I−P ) is s = sh+sp, and with respect to H is s = sh+Dsp.
Proof. Assume first that s is non-negative. Note that Hs ≥ 0 implies (I−P )s ≥ 0
and, therefore, s ≥ Ps. Hence, the limit sh = limn→∞ P
ns exists due to mono-
tonicity and the fact that P is positivity preserving. Moreover, we clearly have
Psh = sh due to monotone convergence which implies Hsh = 0. Moreover, we
have by harmonicity of sh, i.e., (I − P )sh = 0, the representation of the Green’s
function above and (
∑∞
k=0 P
k)(I − P ) = I, that
G(I − P )s = G(I − P )(s− sh) = D
−1
( ∞∑
k=0
P k
)
(I − P )(s− sh) = D
−1(s− sh).
Hence, we obtain for superharmonic s ≥ 0, that
s = lim
n→∞
P ns+DG(I − P )s,
which is the Riesz decomposition of s with respect to the operator I − P . Hence,
limn→∞ P
ns is the greatest harmonic minorant of s with respect to I − P and
therefore also with respect to H . But this implies that DG(I −P )s = GHs is the
corresponding potential of the decomposition with respect to H .
Assume now that s is superharmonic with subharmonic minorant but not nec-
essarily non-negative. Then by Theorem 3.4 the greatest harmonic minorant ghms
exists and s− ghms is a non-negative superharmonic function. Applying the first
part of the proof yields
s− ghms = limn→∞
P n(s− ghms) +DG(I − P )(s− ghms)
= lim
n→∞
P ns− ghms+DG(I − P )s,
where the second equality can be justified as follows: First of all ghms is har-
monic and therefore limn→∞ P
n ghms = ghms = P ghms. Secondly, since all other
involved terms are finite we conclude that limn→∞ P
ns exists and the equality
follows.
Since the Riesz decomposition is unique by Theorem 2.4, we obtain the result.

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With the lemma above we can now deduce the statement of Theorem 5.1 by the
virtue of the so called ground state representation.
Proof of Theorem 5.1. Let s > 0 be superharmonic with respect to H . We denote
Hs = Hb,c,s−2 = Ms2H.
Clearly, H and Hs share the same (super/sub-)harmonic functions and it is not
hard to see that
Gs = GM
−1
s2
is the Green operator of Hs. Furthermore, we set
Ds = Ms2D and Ps = P.
Then, Hs = Ds(I − Ps). One readily sees (confer [KPP17, Section 4.2]) that the
corresponding ground state representation Hs = Hbs,cs,1 of Hs with respect to s
associated with the graph
bs(x, y) = b(x, y)s(y)s(x), and cs(x) = s−1Hss(x) = MsHs(x), x, y ∈ X,
acts on F s = s−1F and satisfies
Hsf = s−1Hs(sf).
Specifically, cs ≥ 0. Moreover, a function u is (super/sub-)harmonic for Hs if and
only if (s−1u) is (super/sub-)harmonic for Hs. Hence, we are in a position to apply
the previous lemma, Lemma 5.2, to Hs = Hbs,cs,1.
But before doing so we need to consider the Green operator of Hs first which
acts on Gs = s−1G via
Gsf = s−1Gs(sf).
Moreover, on F s, respectively C(X) we set
P sf = s−1Ps(sf), respectively D
sf = s−1Ds(sf).
The operators P s and Ds are the corresponding transition operator and degree
matrix of Hs, i.e., Hs = Ds(I − P s).
By assumption the superharmonic function s has a subharmonic minorant u for
H and Hs. Then the constant function 1 = s
−1s is superharmonic with subhar-
monic minorant s−1u for Hs. Therefore, we can apply Lemma 5.2 to 1 = s−1s to
get
1 = DsGs(I − P s)1 + lim
n→∞
(P s)n1
which is equivalent to
s = DsGs(I − Ps)s+ lim
n→∞
P ns.
Since 1h = limn→∞(P
s)n1 is harmonic for Hs, the function
sh = s1h = s lim
n→∞
(P s)n1 = lim
n→∞
P ns
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is harmonic for Hs. Furthermore, according to Lemma 5.2 the function 1h is
the greatest harmonic minorant of 1 with respect to the operator I − P s and,
therefore, with respect to the operator Hs. Hence, it follows that sh = s1h is the
greatest harmonic minorant of s with respect to Hs and H : Indeed if Hu = 0
with s ≥ u ≥ sh, then H
s(s−1u) = 0 with 1 ≥ s−1u ≥ s−1sh = 1h. Thus, s
−1u is
the greatest harmonic minorant of Hs and therefore, u = s1h and sh = s1h is the
greatest harmonic minorant of Hs (and H). We conclude
ghms = sh = limn→∞
P ns.
By the Riesz decomposition, Theorem 2.4, we infer that the potential part sp =
GsHss of s with respect to Hs equals
sp = DsGs(I − Ps)s = DsGsD
−1
s Hss.
Now plugging in the equalities Hs = Hb,c,s−2 = Ms2H , Gs = GM
−1
s2 , Ds = Ms2D
and Ps = P from the beginning of the proof yields the result. 
6. An Application
Here we show an application of the first Riesz decomposition which is a Brelot
type theorem.
Theorem 6.1. Let H = Hb,c,m be subcritical and let s be a non-negative superhar-
monic function on X. Then
Hs(x) ≤ inf
y∈X
s(y)
G(y, x)
=
s(x)
G(x, x)
, x ∈ X.
Moreover, there is equality if and only if s is a strictly positive multiple of G1o and
x = o or if s = 0.
Remark 6.2. This theorem has a continuous analogue, see e.g. [Hel09, Theo-
rem 5.7.14], and goes back to Brelot, [Bre44]. In the continuous case one even has
equality. In contrast we show that in the discrete setting equality always fails to
hold apart from two trivial cases. The failure of the analogy between the discrete
and the continuum setting stems from the fact that the discrete Green’s function
does not have a singularity at the diagonal.
We need the following Harnack Principle.
Lemma 6.3 (Harnack Principle, Lemma 4.6 in [KPP17]). Let C > 0 and fix some
x ∈ X. Assume that we have a sequence of positive superharmonic functions (un)
such that C−1 ≤ un(x) ≤ C. Then there exits a subsequence (unk) that converges
pointwise to a strictly positive superharmonic function u.
Now, we prove the Brelot type theorem.
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Proof of Theorem 6.1. By the Riesz decomposition theorem, Theorem 2.4, we get
for all y ∈ X
s(y) = GHs(y) + ghms(y) ≥ G(y, x)Hs(x).
Since G(y, x) > 0 we get the desired inequality.
Claim: For all non-negative superharmonic functions s and x, y ∈ X we have
s(y)
G(x, y)
≥
s(x)
G(x, x)
> 0.
Proof of the claim. Let us fix x ∈ X. Recall that for every finite set K ⊂ X
the inverse (HK)−1 exists on C(K). Let (Kn) be an increasing exhaustion of X
with finite sets with x ∈ Kn, n ∈ N. The goal is to apply the minimum principle,
Theorem 3.2, to
u =
G(x, x)
s(x)
s− (HKn)−11x
for K = Kn \ {x}, n ∈ N. Since (H
Kn)−11x is harmonic on Kn \ {x}, we have
Hu ≥ 0 on Kn \ {x}. Moreover, on X \ Kn, we have u ≥ 0 and, furthermore,
u(x) = 0 by definition of u, i.e., u ≥ 0 onX\Kn. Hence, we can apply the minimum
principle to u on Kn \ {x} and get that u ≥ 0 on X. Since (H
Kn)−11x ր G1x
pointwise by [KPP17, Theorem 5.16], we infer, for any y ∈ X
G(x, x)
s(x)
s(y)−G(x, y) ≥ 0
and, therefore, the claim follows.
The claim proves the equality in the statement of the theorem.
Next, we turn to the characterization of equality. Clearly, we have equality
whenever s is a strictly positive multiple of G1o and x = o, or s = 0.
On the other hand, assume there is equality in x. Then,
G(x, x)Hs(x) = s(x) = GHs(x) + ghms(x)
by the Riesz decompostion, Theorem 2.4, and, therefore,∑
z∈X\{x}
G(x, z)Hs(z) + ghms(x) = 0.
Since all terms involved are non-negative by Theorem 2.4, we infer that they must
be equal zero. If ghms vanishes in x it vanishes everywhere by the the Harnack
inequality, Proposition 3.6. This gives that s is a potential with non-negative
charge which has to vanish everywhere outside of x. This leaves the cases of s
being either a strictly positive multiple of G1x or s = 0. 
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