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Abstract
In this paper we are concerned with the numerical analysis of the collocation method based on
graded meshes of second kind integral equations on the real line of the form
φ(s) = ψ(s)+
∫
R
κ(s − t)z(t)φ(t) dt, s ∈ R,
where κ ∈ L1(R), z ∈ L∞(R), and ψ ∈ BC(R), the space of bounded continuous complex-valued
functions on R, are assumed known and the function φ ∈ BC(R) is to be determined. We introduce
some new graded meshes for the collocation method of the integral equation, which are different from
those used previously for the Wiener–Hopf integral equation in the case when the solution decays
exponentially at infinity, and establish optimal local and global L∞-norm error estimates under the
condition that the solution decays only polynomially at infinity.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
This paper is concerned with the numerical analysis of graded mesh methods for second
kind integral equations on the real line of the form
* Corresponding author.
E-mail addresses: dliang@mathstat.yorku.ca (D. Liang), b.zhang@coventry.ac.uk (B. Zhang).0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.02.024
D. Liang, B. Zhang / J. Math. Anal. Appl. 294 (2004) 482–502 483φ(s) = ψ(s) +
∫
R
κ(s − t)z(t)φ(t) dt, s ∈ R, (1.1)
where κ ∈ L1(R), z ∈ L∞(R), and ψ ∈ BC(R), the space of bounded continuous complex-
valued functions on R, are assumed known. (We assume throughout that κ ≡ 0.) The
function φ ∈ BC(R) is to be determined.
Equation (1.1) can be abbreviated in operator form as
φ = ψ + K(zφ) = ψ +Kzφ, (1.2)
where the integral operator K :L∞(R) → BC(R) is defined by
Kφ(s) =
∫
R
κ(s − t)φ(t) dt, s ∈ R, (1.3)
and, for z ∈ L∞(R), Kz :L∞(R) → BC(R) is defined by Kzφ = K(zφ) for φ ∈ L∞(R).
Throughout this paper we will assume that (1.1) is uniquely solvable in BC(R) for every
ψ ∈ BC(R), so that (I −Kz)−1 : BC(R) → BC(R) exists and is bounded. In fact, the unique
solvability of (1.1) has been studied previously in [12,16,17]. Let ‖L‖ denote the norm of
a bounded operator L : BC(R) → BC(R) and, for some Q ⊂ C,
LQ := {z ∈ L∞(R) ∣∣ z(s) ∈ Q for almost all s ∈ R}.
Using this notation, the following theorem has been obtained [16].
Theorem 1.1. If Q ⊂ C is compact and convex and if I −Kz : BC(R) → BC(R) is injective
for all z ∈ LQ, then I − Kz is bijective for all z ∈ LQ and supz∈LQ ‖(I − Kz)−1‖ < ∞.
The numerical method proposed will be based on the finite section approximation of
(1.1) by
φA(s) = ψ(s) +
A∫
−A
κ(s − t)z(t)φA(t) dt, s ∈ R (1.4)
for some A > 0, which can be rewritten in operator form as
φA = ψ + Kz,AφA, (1.5)
where the operator Kz,A is defined by
Kz,Aψ(s) =
A∫
−A
κ(s − t)z(t)ψ(t) dt, s ∈ R. (1.6)
The following theorem, which ensures the stability of the finite section approximation
(1.4), has been obtained in [12, Theorem 4.5].
Theorem 1.2. If Q ⊂ C is compact and convex and if I −Kz : BC(R) → BC(R) is injective
for all z ∈ LQ, then, for some A0  0, I − Kz,A : BC(R) → BC(R) is bijective for all
AA0 and z ∈ LQ, with
C1 := sup
Q
∥∥(I − Kz,A)−1∥∥< ∞. (1.7)
z∈L ,AA0
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ods will depend crucially on the asymptotic behaviour at infinity of solutions of Eq. (1.1).
For a  0, let Xa denote the weighted space of continuous functions defined by
Xa :=
{
φ ∈ BC(R) ∣∣ φ(s) = O(|s|−a), |s| → ∞}
with the norm ‖ · ‖Xa , defined by ‖φ‖Xa = ‖φwa‖L∞ , where wa(s) = (1 + |s|)a , and
denote by ‖A‖Xa the norm of a bounded operator A :Xa → Xa . Then the following result,
generalising the results of [11–13,15], has been established in [4].
Theorem 1.3. Suppose κ ∈ L1 and κ(s) = O(|s|−b) as |s| → ∞, for some b > 1, Q ⊂ C
is compact and convex. Then (I − Kz)−1 :Xa → Xa exists and is bounded for all z ∈ LQ
with
sup
z∈LQ
∥∥(I − Kz)−1∥∥Xa < ∞
if and only if I − Kz : BC(R) → BC(R) is injective for all z ∈ LQ.
The integral equation of the form (1.1) arises in the study of acoustic or electromagnetic
scattering by an impedance half-plane using the integral equation method (see, e.g., [12,
14,29]). For the integral equation obtained in [14,29] for the problem of scattering by an
impedance half-plane, Theorem 1.3 can be applied with b = 3/2 under certain conditions
on the surface impedance [4].
In the special case when z = χ(0,∞) is the characteristic function of the half-line (0,∞),
(1.1) becomes the Wiener–Hopf integral equation
φ(s) = ψ(s) +
∞∫
0
κ(s − t)φ(t) dt, s ∈ R, (1.8)
the numerical treatment of which has been widely studied in the literature (see, e.g., [1–3,
9,19–21,24,26,27] and the references therein).
For the Wiener–Hopf case (1.8), as cited above, the literature is considerable and very
suitable numerical schemes have been proposed, but invariably for the case when the so-
lution φ decays exponentially at infinity. Then it is appropriate in a piecewise polynomial
approximation to φ to use a graded mesh with the spacing between mesh points increasing
with distance from the origin, and to aim to obtain, e.g., in the uniform norm on [0,∞), an
optimal order of convergence as the number of degrees of freedom is increased [1,9,19,20,
24,26], even exponential convergence using h− p methods [21].
However, as seen from Theorem 1.3, for problems where κ and ψ only decay polyno-
mially at infinity (for example, the acoustic or electromagnetic scattering problems) the
solution φ of the integral equation (1.1) or the Wiener–Hopf integral equation (1.8) also
decays only polynomially at infinity. Thus it is very important to construct efficient and fast
graded meshes for the numerical computation of solutions of integral equations on the real
line with solutions decaying only polynomially at infinity and to establish optimal orders
of convergence of the corresponding methods for integral equations on the real line. Our
main concern in this paper is to solve the integral equation (1.1) including the Wiener–
Hopf integral equation (1.8) in the case where both the kernel κ and the known function ψ
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meshes for the collocation method of (1.1) including the Wiener–Hopf case (1.8). These
graded meshes are different from those used previously for the Wiener–Hopf integral equa-
tion (1.8) in the case when the solution decays exponentially at infinity. In Sections 4 and 5
we will establish optimal global L∞-norm error estimates for the case when the solution
decays only polynomially at infinity. For practical computation in obtaining the approx-
imate solution in a finite interval, we introduce a new interval approximation scheme in
Section 6, which is proved to decrease the grid points with increased accuracy. The opti-
mal local L∞-norm error estimate over the finite interval is also obtained again for the case
when the solution decays only polynomially at infinity. It should be remarked that a fast
two-grid piecewise constant collocation scheme on a uniform grid on R for solving (1.1) is
proposed recently in [18] in the case where the solution does not exhibit decay at infinity.
2. Numerical schemes
To solve (1.1) numerically, we first approximate it by the finite section equation (1.4).
Equation (1.4) is then discretised by a numerical method. In this paper we will consider
the collocation method based on graded meshes.
Let Πn denote the mesh partition of the real line R and let S(n)±i (i = 0,1, . . .) be the
nodes such that
−∞ < · · · < S(n)−i < · · · < S(n)−1 < S(n)−0 = 0 = S(n)0 < S(n)1 < · · · < S(n)i < · · · < +∞,
where n is a positive integer. Set I (n)i = [S(n)i , S(n)i+1], I (n)−i = [S(n)−(i+1), S(n)−i ] and let h(n)±i =
|Sn±(i+1) −S(n)±i | be the step length of the sub-intervals I (n)±i . Denote by Vr(Πn) the space of
piecewise polynomials on Πn with index r  1 and with polynomials of degree not greater
than r − 1 on each sub-interval I (n)±i .
Let {ξj | 1 j  r} be the basic quadrature nodes with
0 ξ1 < ξ2 < · · · < ξr  1
and let S(n)±ij be the nodes for the polynomial function of degree r − 1 on each I (n)±i with
S
(n)
ij = S(n)i + ξjh(n)i , j = 1,2, . . . , r,
S
(n)
−ij = S(n)−(i+1) + ξj h(n)−i , j = 1,2, . . . , r.
Let Pn : BC(R) → Vr(Πn) be the interpolation projection operator defined as follows:
(Pnv)(s) =
r∑
j=1
l
(n)
±ij (s)v
(
s
(n)
±ij
)
, s ∈ I (n)±i , i = 0,1,2, . . . (2.1)
for v ∈ BC(R), where
l
(n)
±ij (s) =
r∏ (s − S(n)±ik)(
S
(n) − S(n) )k=1, k =j ±ij ±ik
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φn(s) = ψ(s) +
An∫
−An
κ(s − t)z(t)Pnφn(t) dt, (2.2)
where An > 0 with An → +∞ as n → ∞; it is defined and analyzed in the following
sections. Equation (2.2) can be rewritten in the operator form
φn = ψ + Kz,AnPnφn. (2.3)
Remark 2.1. Equation (2.2) will be solved first at the collocation nodes S(n)±ij to get the val-
ues of φn(S(n)±ij ) for i = 0,1,2, . . . and j = 1,2, . . . , r . These values will then be substituted
back in (2.2) to obtain the numerical solution φn(s) for s ∈ R.
It is expected that if the appropriate knowledge of the asymptotic behavior at infinity of
φ is available, then the following optimal error estimate holds:
‖φ − φn‖L∞(R) = O
(
n−r
)
. (2.4)
This is the optimal result for second-kind integral equations in the case with compact oper-
ators if h = 1/n (see [5,8]). This result was also proved for the half-line case with graded
meshes under the assumption that the solution φ(s) is exponentially decay at infinity (see,
e.g., [1,9]). In this paper, we only assume that the solution φ(s) is polynomially decay at
infinity:
φ(l)(s) ≈ O(|s|−p), 0 l  r, s → ±∞
for some p > 0, where φ(l)(s) denotes the lth order derivative of φ(s). It will be shown that
the optimal error estimate (2.4) remains true with a standard or uniform mesh and some
new graded meshes as defined in the next section.
We conclude this section with introducing some function spaces. For p > 0 and a non-
negative integer r define
BCrp(R) :=
{
ψ ∈ C(R)
∣∣∣ ψ(l) ∈ C(R), 0 l  r,
‖ψ‖BCrp := max0lr
∥∥ωpψ(l)∥∥L∞ < ∞},
BCrp+r (R) :=
{
ψ ∈ C(R)
∣∣∣ ψ(l) ∈ C(R), 0 l  r,
‖ψ‖BCrp+r := max0lr
∥∥ωp+rψ(l)∥∥L∞ < ∞},
where ωp(s) = (1 + |s|)p for s ∈ R. We write BCp(R) = BC0p(R).
3. Partition meshes and their properties
In this section, we introduce several partition meshes and discuss their properties. To
this end let n be a positive integer.
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S
(n)
0 = 0, S(n)i+1 = S(n)i + h(n)i , S(n)−(i+1) = S(0)−i − h(n)−i , i = 1,2, . . . .
(II) The iterative graded mesh Πin: h(n)0 = h = 1/n, S(n)0 = 0, and
h
(n)
±i = h
(
1 + ∣∣S(n)±i ∣∣)q±i , S(n)±(i+1) = S(n)±i ± h(n)±i , i = 0,1, . . . ,
where q±i > 0 are given constants.
(III) The exponentially graded mesh Πen :
S
(n)
i = ei/(αn) − 1, S(n)−i = −S(n)i , i = 0,1, . . . ,
where α > 0 is a given constant.
(IV) The polynomially graded mesh Πpn :
S
(n)
i =
(
1 + i
qαn
)q
− 1, S(n)−i = −S(n)i , i = 0,1, . . . ,
where q  1 and α > 0 are given constants.
Remark 3.1. There is a very large literature on graded mesh methods and approximations
(see, e.g., [1,6–10,19,20,22–26,28,30,31] and the references quoted there). In order to ob-
tain an optimal piecewise polynomial approximation to sγ , γ > 0, on [0,1], Rice [28] first
introduced the graded mesh
ξi =
(
i
n
)q
, i = 0,1, . . . , n, (3.1)
where q > 1 is called the grading exponent. The underlying idea of these graded meshes
is that as q increases, more mesh points are placed near 0 so functions with singulari-
ties at 0 can be better approximated with the appropriate grading exponent q . In fact, in
[28] it is shown, for 0 < γ < 1, that sγ for s ∈ [0,1] is optimally approximated in L2
norm, using piecewise polynomials of degree ν on the graded mesh (3.1), by taking q =
(3+2ν)/(1+2γ ). This type of graded meshes was used to obtain optimal orders of conver-
gence in [8,31] for product integration methods for weakly singular integral equations of
the second kind with compact integral operators and in [10,22,25] (see also [8]) for colloca-
tion methods for a class of second-kind integral equations in which the integral operator is
not compact. For the application of this type of graded meshes to boundary integral equa-
tions on domains with corners see, e.g., [6–8,10,23,25] and the references quoted there.
For integral equations of the second kind on the half-line including the Wiener–Hopf equa-
tions optimal orders of convergence (similar to (2.4)) have been obtained in [1,9,19,20,24,
26,30] for collocation and quadrature methods in the case when the solution is assumed to
be exponential decay at infinity, by using the graded meshes of the following type:
si = r
µ
ln
(
m
m + 1 − i
)
, i = 1,2, . . . , n, (3.2)
where m  n. Such a mesh is referred to as a (r,µ)-graded mesh in [1,9,10,25]. The un-
derlying idea of a (r,µ)-graded mesh is that as r/µ increases, more mesh points are placed
further from s = 0, and solutions with slower decay at ∞ can be better approximated.
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(i) Our polynomially graded mesh Πpn has a similar order form with (3.1). However, the
new polynomially graded mesh Πpn in this paper is designed for integral equations on
the real line, in which the index i will reach m(n) ≈ qαn1+r/(pq). The corresponding
theoretical analysis of the optimal error estimates is shown in the following sections,
employing a technique which is different from those used previously. Moreover, as
shown in Theorem 4.4 and discussed in Remark 4.2 below, the polynomially graded
mesh Πpn is efficient for integral equations on the real line.
(ii) The iterative graded mesh Πin and the exponentially graded mesh Πen are both new.
(iii) Compared with (3.2), the exponentially graded mesh Πen has much less mesh points
further away from 0. This will save much computation time in use for unbounded
domain computation problems. Moreover, the optimal order of approximation is true
for solutions decaying only polynomially at infinity, as seen from Lemma 3.3 below.
The results obtained in this paper do not require the solution to decay exponentially at
infinity. The exponential decay at infinity of the solution was, however, required for
the mesh (3.2) in the previous papers.
Lemma 3.1. Let h(n)i = S(n)i+1 − S(n)i . Then
h
(n)
i 
1
αn
(
1 + S(n)i+1
)
, i = 0,1, . . . (3.3)
for the case of exponentially graded mesh Πen and
h
(n)
i 
1
αn
ξ
q−1
i+1 , i = 0,1, . . . (3.4)
for the case of polynomially graded mesh Πpn , where q  1 and ξi+1 = 1 + (i + 1)/(qαn).
Proof. For the exponentially graded mesh Πen it follows by applying the Taylor theorem
to the function g(s) = es − 1 that
h
(n)
i = S(n)i+1 − S(n)i =
(
i + 1
αn
− i
αn
)
g′(ξ) = 1
αn
g′(ξ),
where
i
αn
 ξ  i + 1
αn
.
The inequality (3.3) then follows easily on noting the fact that g′(s) = es is an increasing
function.
Similarly, applying the Taylor theorem to (1 + s)q , it follows that for the polynomially
graded mesh Πpn ,
h
(n)
i = S(n)i+1 − S(n)i = ξqi+1 − ξqi 
1
αn
ξ
q−1
i+1 ,
where use has been made of the fact that (1 + s)q−1 is an increasing function of s > 0 if
q  1. The proof is thus complete. 
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defined in Section 2 with the above meshes. We first have the following general result
on the interpolation approximation error estimate of Pn which follows from the general
interpolation approximation theory.
Lemma 3.2. Let Pn be the interpolation projective operator defined in (2.1). If φ ∈
Wr,∞(R), then∥∥(Pn − I)φ∥∥L∞(I (n)±i ) M1(h(n)±i )l
∥∥φ(l)∥∥
L∞(I (n)±i )
, 0 l  r, i = 0,1, . . . . (3.5)
Applying Lemma 3.2 to the graded meshes Πin, Πen , and Π
p
n , we have the following
interpolation approximation error estimates for the above graded meshes.
Lemma 3.3.
(i) If, for 0  l  r , φ(l) ∈ BCp(R) for some p > 0, then for the iterative graded mesh
Πin with 0 < q±i  p/r we have∥∥(Pn − I)φ∥∥L∞(I (n)±i ) M2n−r
∥∥φ(r)∥∥BCp(I (n)±i ), i = 0,1, . . . , (3.6)
where M2 is a positive constant independent of n, i , and φ(s). Further, if, for 0 
l  r , φ(l) ∈ BCp+l (R) for some p > 0, then for the iterative graded mesh Πin with
0 < q±i  p/r + 1 we have∥∥(Pn − I)φ∥∥L∞(I (n)±i ) M3n−r
∥∥φ(r)∥∥BCp+r (I (n)±i ), i = 0,1, . . . , (3.7)
where M3 is independent of n, i , and φ(s).
(ii) If, for 0  l  r , φ(l) ∈ BCp(R) for some p  r , then for the exponentially graded
mesh Πen we have∥∥(Pn − I)φ∥∥L∞(I (n)±i ) M4(α)n−r
∥∥φ(r)∥∥BCp(I (n)±i ), i = 0,1, . . . , (3.8)
where M4(α) is independent of n, i , and φ(s). Further, if, for 0  l  r , φ(l) ∈
BCp+l (R), then for the exponentially graded mesh Πen the estimate (3.7) holds for
all p > 0.
(iii) If, for 0  l  r , φ(l) ∈ BCp(R) for 0 < p < r , then for the polynomially graded
mesh Πpn with 1  q  r/(r − p) the estimate (3.8) holds. Further, if, for 0 l  r ,
φ(l) ∈ BCp+l (R) for p > 0, then for the polynomially graded mesh Πpn the estimate
(3.7) holds for all q  1.
Proof. (i) From the definition of the iterative graded mesh Πin it follows that
h
(n)
±i = h
(
1 + ∣∣S(n)±i ∣∣)q±i , h = 1n.
So by Lemma 3.2 it is easy to see that∥∥(Pn − I)φ∥∥L∞(I (n)±i ) M1(h(n)±i )r(1 +
∣∣S(n)±i ∣∣)−p∥∥φ(r)∥∥BCp(I (n)±i )
M1hr
(
1 + ∣∣S(n)±i ∣∣)rq±i−p∥∥φ(r)∥∥BC (I (n)).p ±i
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derived similarly.
(ii) From Lemma 3.2 together with (3.3) it follows that
∥∥(Pn − I)φ∥∥L∞(I (n)±i ) M1(h(n)±i )r(1 + S(n)i )−p
∥∥φ(r)∥∥
Cp(I
(n)
±i )
M1
1
αrnr
(
1 + S(n)i+1
)r(1 + S(n)i )−p∥∥φ(r)∥∥BCp(I (n)±i ).
Since, by the definition of the exponentially graded mesh Πen and noting that p  r , we
have
(
1 + S(n)i+1
)r(1 + S(n)i )−p 
(1 + S(n)i+1
1 + S(n)i
)r(
1 + S(n)i
)r−p
 e((i+1)/(αn)−i/(αn))r  er/α
for all n 1, then the estimate (3.8) follows with M3 = M1er/α/αr .
The second conclusion can be shown similarly.
(iii) From Lemma 3.2 in conjunction with (3.4) it is easy to see that for q  1,
∥∥(Pn − I)φ∥∥L∞(I (n)i ) M1(h(n)i )r(1 + S(n)i )−p
∥∥φr∥∥BCp(I (n)i )
M1
1
αrnr
ξ
(q−1)r
i+1
(
1 + S(n)i
)−p∥∥φ(r)∥∥BCp(I (n)i ), (3.9)
where ξi = 1 + i/(qαn). By the definition of S(n)i it follows that
ξ
(q−1)r
i+1
(
1 + S(n)i
)−p = (ξi+1
ξi
)(q−1)r
ξ
(q−1)r−qp
i . (3.10)
Since 1 q  r/(r − p), so (q − 1)r  0 and (q − 1)r −pq  0, then ξ(q−1)r−pqi  1 for
i = 0,1, . . . and
(
ξi+1
ξi
)(q−1)r
=
(1 + i+1
qαn
1 + i
qαn
)(q−1)r
=
(
1 +
1
qαn
1 + i
qαn
)(q−1)r

(
1 + 1
qαn
)(q−1)r

(
1 + 1
qα
)(q−1)r
:= Cα
for n  1. Thus the required estimate (3.8) on I (n)i follows from (3.9) with M4(α) =
M1Cα/αr . The result on I (n)−i can be derived similarly.
Arguing similarly as above we can prove the second conclusion. 
Remark 3.3. The constant M4(α) depends on α > 0 and may become very small if α is
chosen to be very large. For simplicity, α can be taken to be 1 in practical computation.
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In this section we will derive the error estimates in L∞(R)-norm for the numerical
scheme (2.2) based on the new graded meshes introduced in the last section, under the
condition that φ ∈ BCrp(R), where φ is the solution to the integral equation (1.1) or equiv-
alently (1.2).
We first consider the standard mesh Πun .
Lemma 4.1. For the standard mesh Πun we have
sup
n>N,A>A0,Z∈LQ
∥∥(I − Kz,APn)−1∥∥= C0 < ∞ (4.1)
for sufficiently large N > 0 and A0 > 0.
Proof. By the definition of Πun and Pn, it is easy to verify that Pn satisfies Assumption A2
in [12, p. 526]. So, by [12, Theorem 4.9], (4.1) holds. This completes the proof. 
Theorem 4.1. Let φn be the approximation solution of the numerical scheme (2.2) based
on the standard mesh Πun . Choose An = O(nr/p) in (2.2). Then there is a sufficiently large
N1 > 0 such that for n > N1,
‖φ − φn‖L∞(R) = O
(
n−r
)
. (4.2)
Proof. From (1.2) and (1.5) it is easy to derive that
(I − Kz,An)(φ − φAn) = (Kz − Kz,An)φ.
By Theorem 1.2, we have
sup
z∈LQ,AA0
∥∥(I − Kz,A)−1∥∥= C1 < ∞
for large A0 > 0. Thus, and since An = O(nr/p), there is an N1 > 0 such that for n > N1,
‖φ − φAn‖L∞(R)  C1
∥∥(Kz − Kz,An)φ∥∥L∞(R). (4.3)
Now by the definition of operator Kz and Kz,An it follows that∥∥(Kz −Kz,An)φ∥∥L∞(R)
 sup
s∈R
[ +∞∫
An
∣∣κ(s − t)z(t)φ(t)∣∣ dt +
−An∫
−∞
∣∣κ(s − t)z(t)φ(t)∣∣ dt
]
 ‖Kz‖ sup
|t |An
∣∣φ(t)∣∣= O((1 + An)−p)= O(n−r ),
so
‖φ − φAn‖L∞(R) = O
(
n−r
)
. (4.4)
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φAn − φn = (I − Kz,AnPn)−1
(
Kz,An(I − Pn)φAn
)
, (4.5)
which together with Lemma 4.1 implies that
‖φAn − φn‖L∞(R)  C0
∥∥Kz,An(I − Pn)φAn∥∥L∞(R)
 C0
(∥∥Kz,An(I − Pn)φ∥∥L∞(R)
+ ∥∥Kz,An(I − Pn)(φ − φAn)∥∥L∞(R)). (4.6)
From (4.6) and making use of (4.4) and Lemma 3.2, we obtain, on noting that h(n)±i = h =
1/n, that
‖φAn − φn‖L∞(R) = O
(
n−r
)
. (4.7)
Combining (4.4) and (4.7) leads to the required result (4.2). The theorem is thus
proved. 
We now consider the iterative graded mesh Πin. Take An = nr/p in (2.2). Denote by
m(n)− 1 the index of the largest node S(n)m(n)−1 in (−An,An) satisfying that S(n)m(n) An >
S
(n)
m(n)−1 and let S
(n)
±m(n) = ±An.
Lemma 4.2. Let An = nr/p and S(n)±m(n) = ±An. Let
0 < q±i max
(
(1 − ε∗∗)p
r
, (1 − ε∗) lnn
ln(1 + |S(n)±i |)
)
for i = 0,1, . . . ,m(n) − 1, where m(n) is as defined above and ε∗ and ε∗∗ are two small
positive constants. Then for the iterative graded mesh Πin there is an integer N2 > 0 such
that for n > N2,
sup
nN2, z∈LQ
∥∥(I − Kz,AnPn)−1∥∥C2 < ∞. (4.8)
Proof. Note first that
(I − Kz,AnPn)−1 =
[
I − Kz,An + (Kz,An − Kz,AnPn)Kz,AnPn
]−1
· (I − Kz,An + Kz,AnPn).
Since Kz,An and Pn are uniformly bounded, we only need to show that
sup
nN2
∥∥(I − Kz,An + (Kz,An − Kz,AnPn)Kz,AnPn)−1∥∥M
for sufficiently large N2 > 0 and all z ∈ LQ. To do so, by (4.3) we only need to prove that
sup
n>N2
∥∥(Kz,An − Kz,AnPn)Kz,AnPn∥∥ δ0
C1
(4.9)
for some small 0 < δ0 < 1.
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∣∣Kz,An(I − Pn)ϕ(s)∣∣
∣∣∣∣∣
m(n)−1∑
i=0
S
(n)
i+1∫
S
(n)
i
κ(s − t)z(t)
(
ϕ(t) −
r∑
j=1
l
(n)
ij (t)ϕ
(
S
(n)
ij
))
dt
∣∣∣∣∣
+
∣∣∣∣∣
m(n)−1∑
i=0
S
(n)
−i∫
S
(n)
−(i+1)
κ(s − t)z(t)
(
ϕ(t) −
r∑
j=1
l
(n)
−ij (t)ϕ
(
S
(n)
−ij
))
dt
∣∣∣∣∣
M
m(n)−1∑
i=0
[
ω
(
ϕ, I
(n)
i , δ
(n)
i
) S(n)i+1∫
S
(n)
i
∣∣κ(s − t)z(t)∣∣dt
+ ω(ϕ, I (n)−i , δ(n)−i )
S
(n)
−i∫
S
(n)
−(i+1)
∣∣κ(s − t)z(t)∣∣dt
]
,
(4.10)
where δ(n)±i  h
(n)
±i and
ω(ϕ, I, δ) = sup{∣∣ϕ(s′) − ϕ(s)∣∣ ∣∣ s′, s ∈ I, |s′ − s| < δ}.
From the definition of the iterative graded mesh it follows that if
0 < q±i  (1 − ε∗) lnn
ln(1 + |S(n)±i |)
,
then h(n)±i = h(1 + |S(n)±i |)q±i  hh−1+ε
∗ = hε∗ and, if 0 < q±i  (1 − ε∗∗)p/r , then
h
(n)
±i = h
(
1 + ∣∣S(n)±i ∣∣)qi  h(1 + ∣∣S(n)±m(n)∣∣)qi  h(1 + nr/p)qi
 h1−(rqi)/p
(
1 + n−r/p)qi  2h1−(rqi)/p  2hε∗∗
for sufficiently large n. Thus letting δ(n) = max(hε∗,2hε∗∗), we have
ω
(
ϕ, I
(n)
±i , δ
(n)
±i
)
 ω
(
ϕ, I
(n)
±i , δ
(n)
)
and
∣∣Kz,An(I − Pn)ϕ(s)∣∣M max0im(n)−1 ω
(
ϕ, I
(n)
±i , δ
(n)
) An∫
−An
∣∣κ(s − t)z(t)∣∣dt
M‖Kz‖ max
0im(n)−1
ω
(
ϕ, I
(n)
±i , δ
(n)
)
. (4.11)
Since ϕ(s) = Kz,AnPnφ, we have
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∣∣∣∣∣
An∫
−An
∣∣κ(s′ − t) − κ(s − t)∣∣∣∣z(t)∣∣|Pnφ|dt
∣∣∣∣∣

+∞∫
−∞
∣∣κ(s′ − t) − κ(s − t)∣∣ dt‖z‖L∞(R)‖Pn‖‖φ‖L∞(R).
Thus, and since ‖z‖L∞(R) M for all z ∈ LQ and ‖Pn‖ M for all n  1, we obtain
from (4.11) that
∥∥Kz,An(I − Pn)Kz,AnPn∥∥M sup
|s ′−s|<δ(n)
+∞∫
−∞
∣∣κ(s′ − t) − κ(s − t)∣∣dt. (4.12)
Since κ ∈ L1(R), it holds that the right-hand side of the above inequality goes to zero if
δ(n) → 0. Now ε∗, ε∗∗ > 0 and h = 1/n so δ(n) → 0 as n → ∞. The inequality (4.9) thus
follows from (4.12). The lemma is thus proved. 
Theorem 4.2. Let φn be the approximation solution of the numerical scheme (2.2) based
on the iterative graded mesh Πin with An = nr/p and S(n)±m(n) = ±An where m(n) is as
defined above. Choose q±i so that 0 < q±i  (1 − ε∗∗)p/r with ε∗∗ > 0 being a small
constant. Then, for sufficiently large n,
‖φ − φn‖L∞(R) = O
(
n−r
)
. (4.13)
Proof. Similarly to the proof of Theorem 4.1, it can be deduced that∥∥(Kz −Kz,An)φ∥∥L∞(R)
 sup
s∈R
[ +∞∫
An
∣∣κ(s − t)z(t)φ(t)∣∣ dt +
−An∫
−∞
∣∣κ(s − t)z(t)φ(t)∣∣ dt
]
 ‖Kz‖ sup
|t |An
∣∣φ(t)∣∣= O((1 + An)−p)= O(n−r ),
so, by using (4.3), we have
‖φ − φAn‖L∞(R) = O
(
n−r
)
. (4.14)
On the other hand, by (4.5) and Lemma 4.2, it is easy to see that
‖φAn − φn‖L∞(R)  C2
∥∥Kz,An(I − Pn)φAn∥∥L∞(R)
 C2
[∥∥Kz,An(I − Pn)φ∥∥L∞(R)
+ ∥∥Kz,An(I − Pn)(φAn − φ)∥∥L∞(R)]. (4.15)
Applying Lemma 3.3(i) and noting that 0 < q±i < p/r , we obtain that
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∥∥∥∥∥
An∫
−An
∣∣κ(s − t)z(t)(I − Pn)φ(t)∣∣ dt
∥∥∥∥∥
L∞(R)
 ‖Kz‖
∥∥(I −Pn)φ∥∥L∞([−An,An])
 ‖Kz‖ max
0im(n)−1
∥∥(I − Pn)φ∥∥L∞(I (n)±i ) = O(n−r ).
This together with (4.14) and (4.15) implies that
‖xAn − xn‖L∞(R) O
(
n−r
)
. (4.16)
Combining (4.14) and (4.16) gives the required result (4.13). The proof is thus com-
plete. 
For p  r , we use the exponentially graded mesh Πen . Take An = nr/p in (2.2), denote
by m(n) − 1 the index of the largest node in (−An,An) satisfying that S(n)m(n)  nr/p >
S
(n)
m(n)−1 and let S
(n)
±m(n) = ±An. Note that em(n)/(αn) −1 ≈ nr/p so m(n) ≈ αn ln(nr/p +1).
Lemma 4.3. If p  r , An = nr/p, and S(n)±m(n) = ±An with m(n) being defined as above,
then for the exponentially graded mesh Πen with α > 0 in the case p > r or α  α0 > 0 in
the case p = r for some large α0 it holds that
sup
nN3, z∈LQ
∥∥(I − Kz,AnPn)−1∥∥C3 < ∞ (4.17)
for some sufficiently large N3 > 0.
Proof. Similarly as in the proof of Lemma 4.1, it is enough to prove that for some small δ0
with 0 < δ0 < 1 there is either an N3 > 0 in the case p > r or an α0 > 0 in the case p = r
such that∥∥Kz,An(I − Pn)Kz,AnPn∥∥ δ0
C1
(4.18)
for all n > N3 and all α > 0 in the case p > r or for all n  1 and all α  α0 in the case
p = r .
First, noting the definition of An, m(n), and applying Lemma 3.1, we have that for
0 i m(n) − 1,
h
(n)
i 
1
αn
(
1 + S(n)m(n)
)= 1
αn
(
1 + nr/p).
Thus, if p > r , then
h
(n)
i 
1
αn
nr/p
(
1 + n−r/p)= 2
α
n−(1−r/p),
and if p = r , then
h
(n)
i 
1 + n  2 .
αn α
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same way as in the proof of Lemma 4.1, it can be obtained that
∥∥Kz,An(I − Pn)Kz,AnPn∥∥M sup
|s ′−s|<δ(n)
+∞∫
−∞
∣∣κ(s′ − t) − κ(s − t)∣∣dt.
From this and the definition of δ(n) it follows that (4.18) is true. The lemma is thus proved
by noting the remark at the beginning of the proof. 
Similar argument as in the proof of Theorem 4.2 using Lemmas 4.3 and 3.3(ii) leads to
the following theorem.
Theorem 4.3. Let p  r . Let φn be the approximation solution of the numerical scheme
(2.2) based on the exponentially graded mesh Πen with α  α0 for some large α0 > in the
case p = r . Let An = nr/p and S(n)±m(n) = ±An, where m(n) is the same as in Lemma 4.3.
Then, for sufficiently large n,
‖φ − φn‖L∞(R) = O
(
n−r
)
. (4.19)
Now, for the case p < r , we consider the polynomially graded mesh Πpn . Take An =
nr/p in (2.2), let m(n) be the index of the node such that S(n)m(n) An > S(n)m(n)−1 and choose
S
(n)
±m(n) = ±An. Note that (1 + m(n)/(qαn))q − 1 ≈ nr/p so
m(n) ≈ qαn((nr/p + 1)1/q − 1)≈ qαn1+r/(pq) as n → ∞.
In particular, if q = r/(r − p) then m(n) ≈ qαnr/p.
Lemma 4.4. Let p < r and let An = nr/p and S(n)±m(n) = ±An. Then for the polynomially
graded mesh Πpn with 1  q  r/(r − p) it holds in the case 1  q < r/(r − p) that for
all α > 0
sup
nN4, z∈LQ
∥∥(I − Kz,AnPn)−1∥∥C4 < ∞ (4.20)
for some sufficiently large N4 > 0 or it holds in the case q = r/(r − p) that (4.20) is true
for all α  α0 with α0 > 0 large enough.
Proof. Similarly as in the proof of Lemma 4.1, it is enough to prove that for some small
δ0 with 0 < δ0 < 1 there is either an N4 > 0 in the case 1 q < r/(r − p) or an α0 > 0 in
the case q = r/(r − p) such that∥∥Kz,An(I − Pn)Kz,AnPn∥∥ δ0
C1
(4.21)
for all n > N4 and all α > 0 in the case 1 q < r/(r − p) or for all n 1 and all α  α0
in the case q = r/(r − p).
Note first that from Lemma 3.1 and the definition of An and m(n) it follows that for
0 i m(n) − 1,
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(n)
i 
1
αn
ξ
q−1
i+1 
1
αn
(
ξ
q
i+1
)(q−1)/q
,
where ξi = 1 + i/(αqn). By the definition of S(n)i in the polynomially graded mesh and
noting that 1 q  r/(r − p), we have that for 0 i m(n) − 1,
h
(n)
i 
1
αn
(
1 + S(n)i+1
) q−1
q  1
αn
(
nr/p + 1) q−1q  1
αn
n
r(q−1)
pq
(
1 + n−r/p) (q−1)q
 2
α
n
−(1− r(q−1)
pq
)
.
Now let
δ(n) = 2
α
n
−(1− r(q−1)
pq
)
.
Then arguing in exactly the same way as in the proof of Lemma 4.1, it can be derived that
∥∥Kz,An(I − Pn)Kz,AnPn∥∥M sup
|s ′−s|<δ(n)
+∞∫
−∞
∣∣κ(s′ − t) − κ(s − t)∣∣dt.
From this and the definition of δ(n) it follows that (4.21) is true in both cases. Noting the
remark at the beginning of the proof completes the proof. 
From Lemmas 4.4 and 3.3(iii) the following theorem can be easily obtained by arguing
similarly as in the proof of Theorem 4.2.
Theorem 4.4. Let 0 < p < r . Let φn be the approximation solution of the numerical scheme
(2.2) by using the polynomially graded mesh Πpn with 1 q  r/(r − p). Let α  α0 for
some large α0 > in the case q = r/(r − p). Take An = nr/p and S(n)±m(n) = ±An where
m(n) is the same as in Lemma 4.4. Then, for sufficiently large n,
‖φ − φn‖L∞(R) = O
(
n−r
)
. (4.22)
Remark 4.1. For the case 0 < p < r the best choice for q is r/(r − p) in the polynomially
graded mesh Πpn .
Remark 4.2. For the same level of accuracy the exponentially graded mesh Πen requires
the least mesh points (≈ (αr/p)n lnn) to solve the numerical scheme (2.2) and the poly-
nomially graded mesh Πpn needs the second least mesh points (≈ qαn1+r/(pq)), whilst
the uniform mesh Πun needs the most mesh points (≈ 2nr/p+1). Thus, if the solution φ
of the integral equation (1.1) decays faster at infinity (e.g., p  r), then the exponentially
graded mesh Πen is the most efficient one among the four meshes. However, if the solution
φ decays slower at infinity (e.g., p < r), then the polynomially graded mesh Πpn will be a
better choice than the exponentially graded one though the exponentially graded mesh re-
quires much less mesh points to solve (2.2). This is because the exponentially graded mesh
has much less mesh points placed further away from 0 so solutions with slower decay at
infinity may not be better approximated compared with the polynomially graded mesh.
Similarly, if the solution φ decays very slow at infinity, then both the uniform mesh and
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polynomially graded meshes.
5. The case φ ∈ BCrp+r(R)
In this section we assume that the solution φ to the integral equation (1.1) or equiv-
alently (1.2) satisfies the condition φ ∈ BCrp+r (R) and establish, in this case, the error
estimates in L∞(R)-norm for the numerical scheme (2.2) based on the new graded meshes
introduced in Section 3.
Remark 5.1. If φ ∈ BCrp+r (R), then Theorems 4.1– 4.4 in Section 4 remain true. However,
we can further establish the following new results.
Theorem 5.1. Let φ ∈ BCrp+r (R) with p > 0 be the solution to the integral equation (1.1)
or equivalently (1.2) and let φn be the approximation solution of the numerical scheme
(2.2) by using the iterative graded mesh Πin with An = nr/p and S(n)±m(n) = ±An where
m(n) − 1 is the index of the largest node in (−An,An) satisfying that S(n)m(n)  An >
S
(n)
m(n)−1. Choose q±i so that for i = 0,1, . . . ,m(n) − 1,
0 < q±i min
[
p + r
r
,max
(
(1 − ε∗∗)p/r, (1 − ε
∗) lnn
ln
(
1 + ∣∣S(n)±i ∣∣)
)]
,
where ε∗, ε∗∗ > 0 are two small constants. Then, for sufficiently large n,
‖φ − φn‖L∞(R) = O
(
n−r
)
. (5.1)
Proof. From Lemmas 4.2 and 3.3(i) (cf. (3.7)) the result (5.1) can be shown in exactly the
same way as in the proof of Theorem 4.2. 
For 0 < p < r we may also consider the composite graded mesh as defined in the fol-
lowing theorem for the numerical scheme (2.2).
Theorem 5.2. Let 0 < p < r . Let φ ∈ BCrp+r (R) be the solution to the integral equa-
tion (1.1) or equivalently (1.2) and let φn be the approximation solution of the numerical
scheme (2.2) based on the composite graded mesh: An = nr/p, S(n)±m(n) = ±An, where
m(n) is the index of the node such that S(n)
m(n)
 An > S(n)m(n)−1, and using the exponen-
tially graded mesh Πen in [−n,n] and using the polynomially graded mesh Πpn with
1 q  r/(r − p) in the intervals [−An,−n] and [n,An]. Then, for sufficiently large n,
‖φ − φn‖L∞(R) = O
(
n−r
)
. (5.2)
D. Liang, B. Zhang / J. Math. Anal. Appl. 294 (2004) 482–502 499Proof. From the proof of Theorems 4.1– 4.4 it is clear that we only need to prove the
uniform boundedness of ‖(I −Kz,AnPn)−1‖ for the composite graded mesh. Further, from
the proof of Lemmas 4.3– 4.4 it is enough to show that for sufficiently large n,∥∥Kz,An(I − Pn)Kz,AnPn∥∥ δ0
C1
(5.3)
for some small 0 < δ0 < 1.
In fact, arguing similarly as in deriving (4.11) (cf. the proof of Lemmas 4.3– 4.4), we
have ∣∣Kz,An(I − Pn)ϕ(s)∣∣M[ max
I
(n)
±i ∈[−n,n]
ω
(
ϕ, I
(n)
±i , δ
(n)∗
)
+ max
I
(n)
±i ∈[−An,−n]∪[n,An]
ω
(
ϕ, I
(n)
±i , δ
(n)∗∗
)]
,
where
δ(n)∗ =
2
αe
, δ(n)∗∗ =
2
αp
n
−(1− r(q−1)qp )
with αe being the α defined in the exponentially graded mesh and αp being the α defined in
the polynomially graded mesh. Noting that ‖z‖L∞(R) M for all z ∈ LQ and ‖Pn‖M
for all n 1 and using the fact that 1  q  r/(r − p) and 0 < p < r , we can find some
sufficiently large N and α0 > 0 such that for all nN and all αe,αp > α0,
∥∥Kz,An(I − Pn)Kz,AnPn∥∥ sup
|s ′−s|<max(δ(n)∗ ,δ(n)∗∗ )
+∞∫
−∞
∣∣κ(s′ − t) − κ(s − t)∣∣dt  δ0
C1
,
that is, (5.3) holds. The theorem is thus proved. 
6. Local error estimates
In this section we establish the local error estimate ‖x − xn‖L∞(−A,A) for some A > 0.
In practical computation it is expected that for given A > 0, ‖x − xn‖L∞(−A,A) would be
very small. Throughout this section we assume that
(H) κ(s) = O(s−β) for some β > 1 as s → ∞.
If (H) holds and φ ∈ BCrp(R) for some p > 0, then by (1.2) and (1.5) it follows that
∣∣(Kz − Kz,An)φ(s)∣∣=
∣∣∣∣∣
+∞∫
An
κ(s − t)z(t)φ(t) dt +
−An∫
−∞
κ(s − t)z(t)φ(t) dt
∣∣∣∣∣
= O((1 + An − |s|)1−βA−pn ).
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which together with (4.3) implies that
‖φ − φAn‖L∞([−A,A]) = O
(
A
1−β−p
n
)
.
Thus we conclude that if we only need to get ‖φ −φAn‖L∞(−A,A) = O(n−r ), then we may
take An = max(nr/(p+β−1), (A− 1)/θ), which is much smaller than the choice An = nr/p
in the last section.
Theorem 6.1. Assume that (H) is satisfied and let φ ∈ BCrp(R). Let φn be the approxi-
mation solution of the numerical scheme (2.2) using the iterative graded mesh Πin with
0 < q±i  p/r , An = max(nr/(p+β−1), (A− 1)/θ), and S(n)±m(n) = ±An, where m(n) is the
index of the node such that S(n)m(n)  An > S(n)m(n)−1. Then there is an N6 > 0 such that for
all nN6
‖φ − φn‖L∞([−A,A]) = O
(
n−r
)
. (6.1)
Proof. If, for i = 0,1, . . . ,m(n) − 1,
0 < q±i  (1 − ε∗∗)(p + β − 1)/r (6.2)
for some small ε∗∗ > 0, then the theorem follows immediately from Theorem 4.2. Now,
since 0  q±i  p/r and β > 1, then it is easy to see that (6.2) is satisfied, which proves
the theorem. 
Applying Theorem 5.1, the following result can be easily obtained.
Theorem 6.2. Assume that (H) is satisfied and that φ ∈ BCrp+r (R). Let φn be the approx-
imation solution of the numerical scheme (2.2) using the iterative graded mesh Πin with
An = max(nr/(p+β−1), (A − 1)/θ) and S(n)±m(n) = ±An, where m(n) is the same as in The-
orem 6.1. Choose q±i satisfying that for i = 0,1, . . . ,m(n) − 1,
0 < q±i < min
[
p + r
r
,max
(
(1 − ε∗∗)p + β − 1
r
, (1 − ε∗) lnn
ln
(
1 + ∣∣S(n)±i ∣∣)
)]
for some small ε∗ > 0 and ε∗∗ > 0. Then the local error estimate (6.1) holds.
As an immediate consequence of Remark 5.1 and Theorems 4.3 and 4.4, we have the
following result.
Theorem 6.3. Assume that (H) is satisfied and that φ ∈ BCrp+r (R). Let φn be the approxi-
mation solution of the numerical scheme (2.2) using either the exponentially graded mesh
Πen in the case when p+ β − 1 r or the polynomially graded mesh Πpn in the case when
p + β − 1 < r with 1 q  r/[r − (p + β − 1)]. Let An = max(nr/(p+β−1), (A − 1)/θ)
and S(n)±m(n) = ±An, where m(n) is the index of the node such that S(n)m(n)  An > S(n)m(n)−1.
Then the local error estimate (6.1) holds.
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(i) If we only need to get ‖φ −φn‖L∞(−A,A) = O(n−r ), then we may use a larger graded
mesh with a smaller number of grid points in practical computation.
(ii) In Theorem 6.3 for the case p + β − 1 < r we may also use the composite graded
mesh introduced as in Theorem 5.2.
Acknowledgments
The authors thank Simon Chandler-Wilde at the University of Reading, UK for his help on this work.
D. Liang’s work was supported by the National Sciences and Engineering Research Council of Canada.
B. Zhang’s work was supported by the UK Engineering and Physical Sciences Research Council. The authors
thank the referee for the invaluable comments and suggestions which helped improve the paper greatly.
References
[1] S. Amini, I.H. Sloan, Collocation methods for second kind integral equations with non-compact operators,
J. Integral Equations Appl. 2 (1989) 1–30.
[2] P.M. Anselone, I.H. Sloan, Integral equations on the half line, J. Integral Equations 9 (1985) 3–23.
[3] P.M. Anselone, I.H. Sloan, Numerical solutions of integral equations on the half line II. The Wiener–Hopf
case, J. Integral Equations Appl. 1 (1988) 203–225.
[4] T. Arens, S.N. Chandler-Wilde, K.O. Haseloh, Solvability and spectral properties of integral equations on
the real line I. Weighted spaces of continuous functions, J. Math. Anal. Appl. 272 (2002) 276–302.
[5] K.E. Atkinson, The numerical solution of integral equations on the half-line, SIAM J. Numer. Anal. 6 (1969)
375–397.
[6] K.E. Atkinson, I.G. Graham, in: J.R. Whiteman (Ed.), An iterative variant of the Nyström method for bound-
ary integral equations on nonsmooth boundaries, in: The Mathematics of Finite Elements and Applications,
vol. VI, Academic Press, San Diego, 1988, pp. 297–304.
[7] K.E. Atkinson, I.G. Graham, Iterative solution of linear systems arising from the boundary integral method,
SIAM J. Sci. Stat. Comput. 13 (1992) 694–722.
[8] K.E. Atkinson, The Numerical Solution of Integral Equations of the Second Kind, Cambridge Univ. Press,
Cambridge, UK, 1997.
[9] G.A. Chandler, I.G. Graham, The convergence of Nyström methods for Wiener–Hopf equations, Numer.
Math. 52 (1988) 345–364.
[10] G.A. Chandler, I.G. Graham, Product integration-collocation methods for noncompact integral operator
equations, Math. Comp. 50 (1988) 125–138.
[11] S.N. Chandler-Wilde, On the behavior at infinity of solutions of integral equations on the real line, J. Integral
Equations Appl. 4 (1992) 153–177.
[12] S.N. Chandler-Wilde, Some uniform stability and convergence results for integral equations on the real line
and projection methods for their solution, IMA J. Numer. Anal. 13 (1993) 509–535.
[13] S.N. Chandler-Wilde, On asymptotic behavior at infinity and the finite section method for integral equations
on the half-line, J. Integral Equations Appl. 6 (1994) 37–74.
[14] S.N. Chandler-Wilde, The impedance boundary value problem for the Helmholtz equation in a half-plane,
Math. Methods Appl. Sci. 20 (1997) 813–840.
[15] S.N. Chandler-Wilde, A.T. Peplow, Asymptotic behavior at infinity of solutions of multidimensional second
kind integral equations, J. Integral Equations Appl. 7 (1995) 303–327.
[16] S.N. Chandler-Wilde, B. Zhang, On the solvability of a class of second kind integral equations on unbounded
domain, J. Math. Anal. Appl. 214 (1997) 482–502.
[17] S.N. Chandler-Wilde, B. Zhang, C.R. Ross, On the solvability of second kind integral equations on the real
line, J. Math. Anal. Appl. 245 (2000) 28–51.
502 D. Liang, B. Zhang / J. Math. Anal. Appl. 294 (2004) 482–502[18] S.N. Chandler-Wilde, M. Rahman, C.R. Ross, A fast two-grid and finite section method for a class of inte-
gral equations on the real line with application to an acoustic scattering problem in the half-plane, Numer.
Math. 93 (2002) 1–51.
[19] J. Elschner, On spline approximation for a class of integral equations. I. Galerkin and collocation methods
with piecewise polynomials, Math. Methods Appl. Sci. 10 (1988) 543–559.
[20] J. Elschner, On spline collocation for convolution equations, Integral Equations Operator Theory 12 (1989)
486–510.
[21] J. Elschner, On the exponential convergence of spline approximation methods for Wiener–Hopf equations,
Math. Nachr. 160 (1993) 253–264.
[22] J. Elschner, On spline approximation for a class of non-compact integral equations, Math. Nachr. 146 (1990)
271–321.
[23] J. Elschner, I.G. Graham, Quadrature methods for Symm’s integral equation on polygons, IMA J. Numer.
Anal. 17 (1997) 643–664.
[24] I.G. Graham, W. Mendes, Nyström-product integration methods for Wiener–Hopf equations with application
to radiative transfer, IMA J. Numer. Anal. 9 (1989) 261–284.
[25] I.G. Graham, G.A. Chandler, High-order methods for linear functionals of solutions of second kind integral
equations, SIAM J. Numer. Anal. 25 (1988) 1118–1137.
[26] W. Mendes, The numerical solution of Wiener–Hopf integral equations, PhD thesis, University of Bath, UK,
1988.
[27] S. Prössdorf, B. Silbermann, Numerical Analysis for Integral and Related Operator Equations, Birkhäuser,
Basel, 1991.
[28] J.R. Rice, On the degree of convergence of nonlinear spline approximation, in: I.J. Schoenberg (Ed.), Ap-
proximation with Special Emphasis on Spline Functions, Academic Press, San Diego, 1969.
[29] C.R. Ross, Direct and inverse scattering by rough surfaces, PhD thesis, Department of Mathematical Sci-
ences, Brunel University, UK, 1996.
[30] I.H. Sloan, A. Spence, Projection methods for integral equations on the half-line, IMA J. Numer. Anal. 6
(1986) 153–172.
[31] C. Schneider, Product integration for weakly singular integral equations, Math. Comp. 36 (1981) 207–213.
