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ABSTRACT
The current trend in wide adoption of solar energy is encouraging in the context of
current projections of increasing energy consumption and the dire need to decrease
carbon emissions. The solar industry has expanded due to scientific advances
in the power conversion efficiency of solar modules. In order maintain a rapid
pace of adoption and further decrease electricity costs, converting each photon
becomes increasingly important. This work focuses on nanophotonic approaches to
increasing the power conversion efficiency of different solar photovoltaic designs.
The projects voluntarily impose certain design constraints in order to be compatible
with the large scale manufacturing needed by the solar industry. A focus was given
to designs that can leverage the promising technology of nanoimprint lithography.
Amorphous silicon tandem cells with embedded nanophotonic patterning attempted
to increase absorptionwhileminimizingmaterials and time costs. Simulated designs
of Copper Indium Gallium Diselenide absorbers showed that the management of
excited carriers is equally as important as light management in decreasingly thin
absorber layers. Near perfect anti-reflection structures were given a detailed physical
analysis to better describe the fundamental physics of near zero reflection due to
nanocones printed on solar cell encapsulation glass. Experimental results agreed
with the theoretical analysis, and showed that these nanostructures further increased
absorbed photocurrent by trapping light in the encapsulation glass. Finally, a unique
device in the form of a tandem luminescent solar concentrator/silicon solar module
was proposed and analyzed as a low cost and adaptable technology for increased
solar power conversion efficiency. Key to this design was discovery of new, near-
perfect components for light management. Exciting and innovative designs are
proposed to control the light-matter interaction within these devices. Study of a
photonic luminescent solar concentrator predicted that luminescence can be trapped
in photonic crystal slab waveguides with near zero loss. Rigorous experimental
efforts to characterize a multitude of near-perfect samples help guide these designs
toward their final goals.
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C h a p t e r 1
INTRODUCTION: PHOTOVOLTAIC SOLAR ENERGY
PRODUCTION AT THE NANOSCALE
1.1 Introduction and Scope
Awareness and attention to the status of the world’s energy production has come
to the forefront of our scientific community, local communities and organizations,
governments, political leaders, and our global culture at large. The anthropogenic
production of carbon dioxide has been extensively linked to rises in global tem-
peratures.[4, 103, 114, 127, 150] Perhaps the most recent milestone is The Paris
Agreement of 2015 signed in consensus at the 21st Conference of Parties. It to keep
global temperatures 2 ◦C by drastically reducing carbon dioxide production; this
came at a veritable tipping point in history. The need for technological options in
terms of energy generation free of carbon dioxide emissions is clear. Figure 1.1
depicts the vastness of our available carbon-free solar energy resource.[72, 120]
This to scale image clarifies the sheer magnitude of this resource on a per year basis
compared to total known reserves of non-renewable energy resources. A special
emphasis to the United States shows that only one quarter percent of available land-
area is needed to produce the U.S.’s entire electricity demand. A motivation for
developing solar energy technologies is immediate. This work adds fundamental
investigation, exploration, and demonstration of options in the field of nanophotonic
solar photovoltaic (PV) technology.
Nanophotonics as a field provides a vast variety of great opportunity communica-
tions, characterization and metrology, research methodology, computing, and many
other applications. In the past decades, research in nanophotonics and the field of so-
lar energy have intersected in a highly promising fashion. Solar PV is fundamentally
concerned with the management of light to convert photons to energetic electrons,
i.e. electricity. This same concept of light management is innate to nanophotonics.
Thus combining these two fields provides new methods and strategies to best uti-
lize the solar energy resource through a deep understanding of physical processes
and mechanisms present in both arenas. Approaching the study and design of PV
devices with this paradigm, that photonic properties and electronic performance are
intrinsically coupled, leads to insights and conclusions poised to change the solar
2
Figure 1.1: An update of a popular figure by Perez, R. depicting, to scale by area, the amount
of solar power that impinges upon the earth over the course of one year. This is compared
to the total proven energy reserves of non-renewable sources.The amount of energy used
globally in 2018 is shown in orange. The inset shows the United States’s 2018 power demand
in blue. Within that inset is the land area needed for solar power generation to meet the U.S.’s
entire yearly energy needs and all U.S. electricity needs (assuming 10% power conversion
efficiency and a 25% capacity factor). This amounts to 2% and 0.25% of the U.S. total land
area, respectively. Between 5-10% of the U.S. land area is urban environment and already
provides ample opportunity for solar deplyoment on existing structures.
industry. In the nascent stages of PV research, crucial work forged understanding
of materials properties, synthesis, and high quality materials production that has
brought about a solar revolution. Today, combining that foundational PV materials
research with a critical focus on how materials interact with light is providing op-
portunity to reach the next levels of affordable clean energy. Novel PV use cases
and power conversion efficiencies are approaching the theoretical thermodynamic
limits of solar PV systems.
Yet high performance nanophotonic designs and the needed terawatt scale solar
energy generation are separated in length scale by by 22-28 orders of magnitude.
Meeting this energy demand requires thousands of square kilometers of solar panels
to be manufactured. The semiconductor chip and display manufacturing industries
are the only examples of nanoscale manufacturing approaching this level of pro-
duction. Still, many of the proven nano-fabrication methods in those industries will
need drastic a cost decrease to facilitate scaling to the levels needed by solar energy.
Significant progress in massively scalable nano-manufacturing is needed. This work
sees this need and participates in the progress.
Here, new designs and experimental demonstrations addressing the solar PV scala-
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bility requirement are presented. The technology of nano-imprint lithography (NIL)
is a promising manufacturing technique towards this goal. NIL is used successfully
in experiments, and NIL compatibility is a requirement for themajority of the work’s
design research. Each chapter discusses either fundamental nanophotonic principles
in novel PV designs, experimental realization of these designs, or both.
Scope of this Thesis
Chapter 2 provides intimate and low-level knowledge of different methods developed
for producing nanophotonic structures by NIL. Proven integrated-circuit nanofabri-
cation tools and techniques are leveraged to advance in-laboratory scaling of silica
sol-gel printed nanostructures. This chapter can serve as a guide for reproduction
and extension of this work on scales of cm2+. Fabricating nanostructures on this
length-scale is considered proof-of-concept and ready for development towards stan-
dard solar cell areas. Mastery of this fabrication technique has and will benefit many
other laboratory members’ research work. Silicon master mold production details
are presented starting from electron-beam lithography (EBL), to resist development,
inductively coupled plasma reactive ion etching (ICP-RIE) etching of structures, and
finally surface treatment of the molds. A reliable surface treatment procedure was
a key development. Detailed instructions regarding bilayer soft-stamp fabrication
also drastically improved process reliability. Novel efforts in soft-stamp scaling by
"quilting" many stamp copies into a fused monolith are presented, demonstrating
how a small, sub-cm2 area can be multiplied. A robust procedure for silica sol-gel
resist synthesis, modified and adapted fromReference [170], is described. Addition-
ally, the first ever exploration of aluminum oxide sol-gel resit printing is cataloged.
Various casting and printing strategies are given to overcome unique challenges
faced by different feature designs.
Chapter 3 concerns simulation design and experimental efforts to modify hydro-
genated amorphous Silicon (a-Si:H)/hydrogenated amorphous Silicon Germanium
(a-Si1−xGex:H) tandem thin-film solar cells with printed nanophotonic structures.
It was proposed and demonstrated that a combination of the tradition randomized
texture in these devices can be combined with an ordered nanophotonic structure to
increase light absorption. This is accomplished by increasing internalmode coupling
via the scattering. Furthermore, the nanostructure can be designed to re-distribute
the amount of light in each sub-cell to satisfy current matching requirements. Diffi-
culties in scaling nanophotonic structures were overcome through the development
of many strategies presented in Chapter 2. Extremely detailed characterization of
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materials’ optical properties, device structure, and iterative simulation-guided ex-
periment led to a near perfect agreement between optical models and experiment.
Experimental enhancement beyond the capabilities of randomized texture was seen
in the a-Si1−xGex:H bottom cell.
Chapter 4 sought to clarify recent exciting developments randomly textured Copper
Indium Gallium Diselenide (CIGS) manufacturing that led to novel light trapping
properties in these devices. Coupled opto-electronic simulation methods showed
that the texturing created scattered light with multiple photon absorption opportuni-
ties, and isolated low quality resonances, which enhanced performance compared to
traditionally thick planar CIGS devices. The randomized texture can be employed
in new CIGS devices with 60% materials savings, promising to increase in manu-
facturing throughput and reduce unit cost. The randomized texture was critically
compared to the traditional planar geometry and to new nanophotonic strategies for
light trapping. A 9% and 5% improvement for ordered structures and random tex-
ture, respectively, over planar devices of the same 700 nm thickness was found. The
addition of a patented nanophotonic back-spacer layer increased the performance of
all devices by reducing the main source of minority carrier surface recombination
at the back contact. All geometries showed a greater than 20% improvement by
adding this dielectric spacer. The randomly textured geometry reaching an ultimate
power conversion efficiency of 19.7%, approaching record performance. Future
work implementing these novel designs could ultimately surpass the record.
Chapter 5 is an in depth analysis of the light materials interaction of nanocone
structures on solar cell cover glass showing near perfectly-zero reflection losses.
The work presents a novel physical paradigm to explain this phenomenon. To
this author’s knowledge, the concept of dispersive cylindrical waveguide modes
had never before been used to describe the effective index gradient function of
nanocone-induced coupling to substrate glass. This paradigm can describe the
zeroth order propagating wave where the often used Maxwell-Garnett continuous
index approximation breaks down. It offers new physical insight into the origins
of the near-perfect and angle independent anti-reflection response. Removing this
glass reflection provides an immediate 5% power conversion improvement in PV
cells. Also, more than 10% additional light is absorbed from trapping light in cover
glass by diffractive modes, further improving upon zero reflection. A significant
experimental demonstration of 0.37% glass reflection was enabled by extensive
efforts to create a laser beamline with rare high-precision capabilities to 0.001%
5
reflection.
Finally, Chapter 6 and Chapter 7 are concerned with new solar cell designs in
luminescent solar concentrator (LSC)s. LSCs offer significant advantages in cost
and real-world deployment in typically non optimal locations for solar panels. These
advantages result from their reduced semiconductor materials use and high diffuse
light collecting capabilities. Variations of the LSC have existed for many decades,
but have suffered from poor power conversion efficiencies. In LSCs, solar radiation
is absorbed by a luminophore, such as CdS/CdSe quantum dot (QD)s, and then
re-emitted as red-shifted luminescence, and travels through a waveguide to a solar
cell millimeters to centimeters away. The escape of luminescence has limited
previous LSCs’ performance. An original analytical model for the travel of this
luminescence is developed to aid rapid design development. Simulation based
optimization of multilayer Bragg-stack notch filters produced designs for omni-
directional luminescence trapping to eliminate the escape cone loss. These types
of filters are employed in a unique silicon tandem module design. The same
precise techniques used to characterize nanocones proved these filters have 99.99%
reflectance in the target QD luminescence band.
Chapter 7 focuses on applying nanophotonic light trapping principles in a fashion
not attempted before. Designs leverage a unique opportunity for luminescence
manipulation fromwithin photonic crystal array: the fact that luminescence trapping
is decoupled from solar photon in-coupling. By placing luminophores directly into
these nanostructures, photons are influenced to preferentially emit into lateral guided
modes of photonic crystal slabs, which are thinner than most LSC waveguides by
an order of magnitude. The luminescence can thus be guided to photon collectors
at a distance. Simulation based analysis and optimization found near 100% light
trapping is theoretically possible. Additionally, this optical environment has a
high local density of optical states and increased Purcell Factor which can boost
luminescent quantum yield by factors of 10 or more. This may open future doors
for previously non-viable luminophores. Finally, it is proposed that this photonic
crystal slab is compatible with NIL methods. This offers a route to highly efficient
LSCs via scalable and inexpensive production methods.
A number of collaborative efforts found in Published Content and Contributions
have not been included in this thesis, but were made possible by much of the work
undertaken during the course of this author’s tenure. They are mentioned here to
bring attention to their accomplishments. Critical to these was success in NIL and
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the extensive efforts to perfect the high-precision optical laboratory characterization
tool, SARP, described in Appendix A. These works first produced leading exper-
imental publications of near unity broadband absorption of the solar spectrum in
III-V semiconductor nanowires and nanocones, enabled by nanofabrication process
expertise. Next, Effectively Transparent Contacts for applications in front-contact
solar cells were first realized via the nanoimprint methods developed here. The
work showed that printed triangle contacts could redirect nearly all angles of in-
cident light into a solar cell. This eliminated the 1-4% shadowing loss of front
contacted solar cells, while trapping light into longer path-lengths and increasing
photocurrent absorption. Finally, the uncommon construction and use of a trans-
mission confocal microscope allowed sub-percentage transmission measurements
of the first hyper-spectral plasmonic slit filters. These were the first to demonstrate
visible wavelength selection with full-width-half-max values as low as 15 nm and
signal to noise ratios between 5-10 in sub-micron features.
The remainder of this chapter provides a basic introductory tutorial on the physics
required to understand this thesis. It can serve as a quick reference or general primer
to the electromagnetics, materials science, and solid state physics encountered in
this text. Further conceptual depth is presented within each chapter. Readers
are still encouraged to examine citations and other resources for physical origins,
derivations, examples, and deeper understanding. First, Maxwell’s equations are
formulated into the wave description of light. This is followed by brief discussion
of the consequences of the wave nature of light in periodic and non-periodic optical
environments. Next, the basics of solar energy photovoltaics are reviewed. The
following sections provide connections between the two fields to create a foundation
for the later chapters.
1.2 Relevant Fundamentals of Nanophotonic Light Materials Interaction
Waves in Periodic Systems
Perhaps most fundamental to this work is an understanding Maxwell’s equations in
different environments. The behavior of light in a homogeneous versus inhomo-
geneous systems presents opportunity for selective management of electromagnetic
energy. The ultimate goal in nanophotonic photovoltaics is to convert this energy
into useful electricity. Understanding when different theoretical frameworks or ap-
proximations are most apt is required to optimize light-matter interactions to this
end. For example, a main achievement of this work is providing a clearer dis-
tinction between multiple optical phenomenon is Chapter 5. Suggested texts for
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further understanding include Photonic Crystals: Molding the Flow of Light[79],
Modern Electrodynamics[194], Introduction to Nanophotonics[52], Principles of
Nano-Optics[113], Optics: Principles and Applications[141], and Introduction to
Electrodynamics[75]. A detailed development of the mathematical origins of elec-
tromagnetic waves is demonstrated to provide low-level connections to the high
level wave parameters, such as wave vectors and frequency. This research exploits
these wave properties to achieve light management opportunities that traditional
geometrical/ray optics can miss.
Electromagnetic Waves
A derivation of the properties of electro-magnetic waves from first principles is
shown in order to assist in understanding different conclusions in the context of
allowable solutions to Maxwell’s equation. Wave vector, ~k, origins are developed,
(and its relation to frequency, ν = 2πω), to provide a fundamental understanding
and intuition for the work of Chapter 5/Chapter 6, as well as many other parts in
this work. The paradigm that solutions to Maxwell’s equations can be examined as
a linear decomposition of the overall solution to an optical system proves incredibly
powerful.
To start, Maxwell’s Equations in the absence of free charge and currents are given
as:
∇ · D(~r, t) = 0 (1.1a)
∇ · B(~r, t) = 0 (1.1b)









where E is the electric field, H the magnetic field, D the electric displacement, and
B magnetic induction. These are position ~r and time t dependent functions field
functions. The electric displacement D in the absence of free charge is related to
the electric field E by
D(~r, t) = ε0εrE(~r, t) (1.2)






where ε0 and µ0 are the electric permittivity and magnetic permeability constants
of free space. In a material, εr and µr are the relative permittivity and relative
magnetic permeability of that material, and reduce to unity in free space. The
relative magnetic permeability in non-magnetic materials is usually approximately
equal to unity,µ = 1. These are the materials of interest here. Material permittivity
is usually also a function of position, εr (~r). It is also appropriate to assume that
the electric displacement D is linear such that εr (~r) does not have any functional
dependence on frequency.
These assumptions and substitutions of Equation (1.2) and Equation (1.3) into
Maxwell’s equations transform Equation (1.1) to
∇ · εr (~r)E(~r, t) = 0 (1.4a)
∇ ·H(~r, t) = 0 (1.4b)








where the permittivity and permeability constants of Equation (1.4a) and Equa-
tion (1.4b) drop out due to the equation being equal to zero. Expressing Equa-
tion (1.4c) and Equation (1.4d) with only terms of either E or H allows the system of
differential equations to be solved. Taking the curl of Equation (1.4c) (and similarly
for Equation (1.4d)) gives:
∇ ×
(









Using the definition of the vector Laplacian and the fact that the divergence of
the electric field E (magnetic field H) is zero, Equation (1.4a) (Equation (1.4b))
becomes an expression for E (H) decoupled from H (E):
∇
(
∇ · E(~r, t)
)



























Finally, substitution of Equation (1.4d) (Equation (1.4d)) into the result of Equa-
tion (1.6) above obtains the decoupled second order differential equations








where Equation (1.7) are characteristic wave equations. These second order partial
differential equations are classical three dimensional wave equations. In general,
solutions take the form of some function f (~r, t) = g(~r − vt). The constant v can be
positively or negatively valued, and so another valid solution f (~r, t) = g(~r − vt) +
h(~r + vt) can be found due to the linearity of the differential equations. Any sum of
the functions g and h can be solutions to f . Here, f is the field of interest, either H
or E.
The most simple (and common) solution to E or H is the infinitely differentiable
sine wave with amplitude E0:
E(~r, t) = E0(~r) cos(~r − ωt) (1.8)
The term E0 is the maximum field amplitude, and the term ω is the wave’s phase
velocity. An electro-magnetic wave’s phase velocity is given by the wave equation in
Equation (1.7), ν = c = 1/√µ0ε0εr . This shows the speed of light derives directly
from other physical constants of electro statics and the origin of light slowing in a
medium with a relative permittivity εr .
Generalizing and expanding Equation (1.8) allows explicit expression of important
components. The equation is briefly reduced to dependence in only one dimension
z to demonstrate the significance of scalar values.










− 2πνt + φ
)
(1.9)
Parameters useful to the context of discussing light waves become apparent in this
dissected representation. The wavelength λ, frequency ν, and phase offset φ are
put into context. A factor of 2π does not affect the solution. These terms are
transformed into the common form of the vectorial wave expression by substituting
the appropriate vector generalizations, and an equivalent expression for the speed of
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light follows.




→ ~k · ~r (1.10b)
ω = 2πν (1.10c)








E(~r, t) = E0 cos
(
~k~r − ωt + φ
)
(1.11)
The sine solution becomes an expression of the wave vector ~k (also known as the
propagation vector, or simply the k-vector) and the angular frequency ω. Equa-
tion (1.10d) shows the relationship of the wave vector in a homogeneous medium to
the free space wave vector is the inverse square root of the relative permittivity. This
constant factor is the index of refraction, n = √εr . Another important implication is
that the wave is traveling in the direction of ~k, and is related to the wave’s momentum
by ~p = ~~k. The conservation of momentum importantly indicates that ~k is also a
conserved vector.
The wave solution expressed in terms of a sine function demonstrates the origin of
many important scalars and vectors. An equally valid solution, yet more mathe-
matically useful, is the complex infinitely differentiable exponential solution to the







~k~r − ωt + φ
)
) + i sin(
(
~k~r − ωt + φ
)
) (1.12)
The physical parts of the solution, i.e. the electric E and magnetic H fields, are
recovered by taking the real part of the complex solution. Mathematically, this
solution is more useful when adding waves, it allows separation of spatial from
time dependencies, and greater generalization to complex wave vector, frequency,
permittivity as well as other flexibility when finding full field solutions and/or
fundamental descriptions of different systems (especially when the assumptions
made here do not hold). This form is given below, where the tilde denotes a
complex vector function.













Ẽ(~r, t) = Ẽ0(~r)e−iωt
H̃(~r, t) = H̃0(~r)e−iωt
(1.14)
Due to linearity, a sum of these solutions can be used to represent any full solution
to an electro magnetic wave problem in a medium with a spatial dielectric function
ε (~r), also know as a mode of the optical system. This work is generally concerned
with the spatial field dependence of the solutions, Ẽ0(~r) and H̃0(~r). This is because
the work analyzes steady state systems through the examination of field distributions
represented by either the Fourier transform of Equation (1.14) or the fundamental
harmonic modes of such a solution. These harmonic modes are transverse as
required by Equation (1.4a) and Equation (1.4b), ~k · n̂Ẽ0 .
It is a point of interest to display Maxwell’s equations as an eigenvalue problem,
called the master equation in Reference [79]. combining Equation (1.4c) and














This displays the spatial permittivity function as a linear operator on the eigenfunc-





and eigenfunctions H̃(~r), shown next to be
readily described by corresponding k-vector, ~km.
Plane Waves, Dispersion, and Local Density of Optical States
In a homogeneous environment, the time independent form of the fields is inferred
from separating the time component of Equation (1.14). This function is the plane
wave representation of the field. It has continuous translational symmetry in free






The plane wave is polarized in the direction of Ẽ0 (H̃0). Applying Equation (1.15)
shows that the eigenvalues are of the form ωc2 =
~k |
2
ε . This gives the definition of




n for a plane wave. In general, the dispersion
relation of any wave function is the functional relation between ω and |~k |, ω(|~k |),
and provides some relationship of the wave speed and the refractive index to the
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wave vector. Terminologies such as slow light or slow modes refer to the fact that
the wave has a large inverse coefficient modifying the speed of light in a vacuum
for a given k-vector. More rigorously, the speed of a wave is given by the group
velocity, defined as the gradient of ω with respect to ~k:
vg ≡ ~∇~k · ω (1.17)
The scalar, or 1 dimensional, representation vg = dωdk is also useful for qualitative
understanding of wave speed. This is the origin of the terminology effective index
or mode index, helping to connect the familiar propagation of a plane wave to that
of some mode with a complicated field function.
The group velocity is inversely proportional to the local density of optical states
(LDOS), LDOS ∝ dωdk
−1. For each infinitesimal change in wave frequency, there is
a corresponding change in the wave vector. The frequency is directly proportional
to the electromagnetic energy by Planck’s equation, E = ~ω, thus another useful
way of thinking about this relationship is the amount of change in energy for each
change in ~k. A decrease in this group velocity corresponds to a higher density of
electromagnetic states, and the ability for a greater amount of energy to exist in an
optical environment. In a simple homogeneous environment, this is proportional
to the permittivity (n2), but in a nano-structured environment, especially a periodic
environment, opportunities exist to greatly decrease the group velocity at certain
frequencies. Electromagnetic energy will concentrate into modes that have a high
LDOS. Analogously, the LDOS is related to the traditional solid-state description
of the Density of States equation in a periodic system by a factor of |~el · En,~k (~r) |
2.
A rigorous representation is presented below for context in this work.(see Bloch’s
Theorem, Chapter 4 of Reference [81], and Reference [112]):






δ[ω − ωn(~k)]|~el · En,~k (~r) |
2d~k (1.18)
where |~el ·En,~k (~r) |
2 is the electric field magnitude in the direction of a dipole orienta-
tion ~el for mode number n and k-vector, V is some k-space volume of dimensionality
d, and δ indicates the Dirac delta function. This form explicitly shows the important
considerations that the LDOS is directly proportional to the positionally dependent
electric field strength, and vice-versa. The dipole orientation dependence of the
LDOS also has important implications for the last chapters of this work.
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Total Internal Reflection
In a linear non-dispersivemedium, such as a transparentmaterial, plotting dispersion
relation gives a straight line. The phenomenon of total internal reflection (TIR) is
usually represented as a consequence of Snell’s law for a ray of light incident in a
refractive index of n1 at some angle θ1 from the normal of a surface that is refracted







when n2 < n1 TIR occurs because the solution to Snell’s law is imaginary, and light
rays are considered index guided in that medium since they cannot escape and must
travel with some direction component parallel to the surface. The angle at which







This can also be derived from wave vector component conservation, providing a
more general and useful paradigm for examining specific modes. The condition for
index guiding is re-expressed in terms of the required wave-vectors for guided light
in the plane of a high refractive index region, perpendicular to the normal. The wave
vector is defined by Equation (1.10d) as the free space wave vector ~k0 modified by
a refractive index n:
















where λ0 is the wavelength in vacuum and λ is the wavelength in a dispersion-less
medium of refractive index n of a plane wave with an angular frequency ω, and the
speed of light c. ~km is the wave vector of some mode (wave) inside of a lossless
medium, which differs from the free space by a factor of n. Again, the wave vector
gives the propagation direction.1
By separating ~k0 ~km into their vector components, the perpendicular component to
the structure and direction of the index guided mode is as ~k0z and ~kmz respectively.
1Strictly, the wave propagation direction is given by the velocity vector. The wave vector and
velocity vector directions are the same for familiar plane waves, but for modes of a complicated
structure, such as a periodic permittivity functions, they can be more rigorously defined by solving
Equation (1.17) as in Reference [79] page 40. However, the conditions for guided wave vectors are
unchanged.
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. The index guiding condition for a slab of material must satisfy:
~k2
‖















By Equation (1.22d), the wave ~km has enough magnitude in the ~kz component to
propagate through an interface of free space and material with refractive index n
only when n~k20 > ~k
2
mz. There is enough magnitude in the z direction such that
magnitude of the free space wave vector ~k0 is unchanged after refraction. This is









and the root of Equation (1.22d) becomes purely imaginary, corresponding to an
evanescent wave ~k0 that decays exponentially into free-space. Alternatively, waves
from free-space cannot enter a medium into modes with k-vectors greater than that
of free-space. In the classical picture, this is responsible for a maximum angle
of refraction for light entering a high refractive index environment at an angle
θincident / 90 deg. This gives rise to the phenomenon of a escape cone, which
provides intuition for the allowed directions that light can enter and exit a material
with an interface to another material of differing refractive index. A schematic is
found on the left of Figure 1.4. Yet another to state TIR is that the wave outside of the
high index environment is must be phasematched to the wave inside. Implications of
this are subtle. The decayingwave actually extends away from the interface, but does
not propagate freely, and is bound to the high index environment. However, this also
means that optical components in this near-field are close enough to interact with
this decaying field, providing opportunities for light management design otherwise
hidden by classical ray-paradigm optics.
Briefly, a third type of wave vector, a complex wave vector ~̃k, can be found as a
solution to the electromagnetic wave problem. There is no restriction disallowing
a complex wave vector in the solution of Equation (1.14). A simple instance of
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these waves is not readily shown here, but can be understood qualitatively in the
context of purely real or purely imaginary wave vectors. Physically, these waves
propagate in either free-space or within a lossless permittivity environment ε (~r).
They are characterized by a change in the field amplitude when entering or exiting
the environment ε (~r). The transitional decay happens over a short enough distance
that k0/~k maintain appreciable amplitude in either environment. Thus these waves
are not guided waves, nor are they purely plane waves, but valid modes of a structure.
These waves are called leaky modes or lossy modes (not to be confused with purely
imaginarywaveswhich are lossy and evanescent). These types ofwaves are typically
encountered in periodic ε (~r) structures and can be important modes of different light
management incoupling design.
Bloch’s Theorem and Periodicity
An inhomogeneous environment with discrete periodicity can be characterized by
a primitive lattice vector ~a such that εr (~r) = εr (~r ± m~a) for any integer m. For a
translation in position ~b, the resulting wave vector shift must be a multiple of 2πa to
leave the wave function unchanged:
Ẽ(~r) = Ẽ0ei






~k ·~bei~k ·~r = Ẽ0e±im
~k · 2π
~a ei~k ·~r (1.24)
The vector ~b is the reciprocal lattice vector of the periodic environment. Combined
with the fact that any solution of the wave equation can be represented as the sum







for some periodic function describing an infinitely periodic lattice uk(~r). The
result is that each mode can be expressed as a plane wave solution multiplied
by some periodic function. The Bloch theorem also has the implications that ~k is
conserved under translations modulo ~b. This allows the study of modes in a periodic
permittivity function to be restricted to wave vectors ~b2 ≤ ~k ≤
~b
2 since wave vectors
~k ≥ ~b2 are equivalent to ~k +
~b
2 . We can further restrict the area to only positive
vectors 0 ≤ ~k ≤ ~b2 because −~k +
~b
2 =
~k − ~b2 by symmetry. This concept is the study
of the irreproducible Brillouin zone, where a certain range of unique wave vectors
cannot be represented as a sum of reciprocal lattice vectors.
After a description of modes, periodicity, and wave vectors, Figure 1.2 demonstrates
the variety of these modes for a photonic crystal from Chapter 7. Figure 1.2 is a
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Figure 1.2: A folded band diagram for a hexagonal photonic crystal slab of refractive index
2.2 on a glass substrate. Light blue and gray bands are the light line and substrate line,
respectively. A continuum of plane-wave occupy the shaded areas. Bands represent discrete
modes at a given ~k0 and ~k ‖ . Beneath the light line and substrate light line, modes are purely
complex and are guided in either the substrate (gray area) or the photonic crystal (white).
Bands that cross the line are propagating complex wave vectors. No modes have enough
momentum to exist beneath the cone formed by nPC~k (teal).
folded band diagram, plotting the in plane wave vector components ~k‖ along the
reciprocal directions of the lattice’s irreproducible Brillouin zone. Waves with
momentum greater than these symmetry points fold back onto these symmetry
vectors by Bloch’s theorem. All the in-plane modes can be represented in these
band diagrams.
Purely real waves occupy a continuum above the light line in the blue shaded area.
Discrete modes solutions are represented by the various lines called bands. Bands
can be complex mathb f ~k + i~k, and thus can propagate in free space but also exist
within the structure. They can also be purely imaginary, in that they are guided
within the substrate (modes beneath the light line, gray shaded area) or photonic
crystal (modes beneath substrate line in white shaded area). It is readily apparent
that free space modes can be numerous, while photonic crystal slabs may have only
a few guided modes. The inverse slope of each mode is proportional to the LDOS
for each mode, as discussed previously. Specifically, the photonic crystal modes
have slopes that are exactly zero at the Brillouin zone. Electromagnetic energy
concentrates into these modes.
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The Statistical Ray Optic limit
Ray optics develops a picture of light behavior that is independent of the wave nature
of light. Light is still readily described by the wave vector ~k, but focus is given
on the intensity distribution, or a description of power per unit area. Intensity is
proportional to the square of the electric field function, I ∝ Ẽ2, removing phase
considerations. The ray optics picture considers light to behave as a plane wave
described by a ray in the same direction as ~k. It is most valid in the limit that
light interacts with materials and interfaces over long distances, propagating many
wavelengths fromone inhomogeneity before interactingwith another. In this regime,
wave vectors are scattered by roughness or other interface texturing. Scattering of
intensity and ~k can be minimal to none for very large wavelengths relative to
interface texturing, isotropic for texture on the same order of the wavelength, or a
distribution in between. In many instances statistical approximations and models
are very successful in quantifying different behaviors of light.
A particularly powerful description of the intensity distribution of light in one
medium compared to that of free space is the statistical ray optic limit or the 4n2
limit developed by Yablonovitch in 1982.[181, 183] The formulation shows the
thermodynamic limit of photon intensity inside a medium of refractive index n
compared to free space, and is a popular figure of merit for solar cell light trapping.
A common objective of nanophotonic light management is the possibility to surpass
this thermodynamic limit by nano-structuring. This shifts density of optical states
from certain frequency bands to target frequency bands. The classical density of
optical modes is a constant value inside a homogeneous medium.
For a smooth slab of high refractive index material, with sufficiently small but real
absorption, illuminated by isotropic black body radiation on all sides, light can
only enter or exit the material as determined by Snell’s law and the corresponding
the escape cone. The average light intensity inside the slab will be equivalent to
that of free-space since a significant portion of the available propagation directions
are inaccessible. To access all wave-vectors, the surface needs to be structured or
roughened to scatter into these restricted modes. The ray-optic limit of intensity
is found by considering a textured planar sheet of homogeneous material with n













which is a modified Planck blackbody radiation intensity expression, with energy
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Figure 1.3: A planar versus Lambertian textured absorber. Light can only access the modes
of the escape cone in a planar material. A textured material allows light to explore the entire
slab, filling all of the available modes.
density U, group velocity, frequency ω, wave number k, and differential solid
angle Ω. The intensity in the material differs by only a factor of n2 relative to
free-space. This intensity can be doubled by limiting the system to a single semi-
infinite half-space. This is accomplished by placing a isotropically scattering, white
Lambertian surface or a perfect mirror on one side of the slab. In the limit of
perfectly isotropic scattering and Ergodic behavior, light is sufficiently scattered
due to both the textured surface and the back-reflector such that light explores the
entire high-index material. This leads to an increase of the internal intensity by a
factor of Iinternal = 2n2Iincident . This leads to a 4n2 ray-optic maximum absorption
enhancement relative to the exponential Beer-Lambert frame-work.
Beer-Lambert absorption gives the relative intensity of incident light to intensity
at some point along a linear direction in an absorbing medium. The absorption
coefficient α determines how strongly the initial intensity decays along the travel
direction, z, after some distance or thickness of a material t.
I (t) = 1 − I0e
∫ t
0 −αdz = 1 − I0e−αt (1.27)






dV dΩ = αt Iinternal Aincident
∫ π
0
sin(θ)dθ = 2αt Iinternal Aincident
(1.28)
where Aincident is the area of incident radiation. A factor of 2π on the left hand
side accounts for Iinternal being spread over a full sphere due to bi-directional
scattering at the interfaces (see Reference [183], section 4). The differential volume
element is accounted for by the thickness and incident area. From Equation (1.26),
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Figure 1.4: The 4n2 absorption limits with increasing thickness compared to the absorption
from a single, un-scattered photon path.[161] Shown are curves for silicon, a-Si:H, a-
Si1−xGex:H, and CIGS, materials that were studied in this work.
Iinternal = 2n2Iincident , substitution into Equation (1.28) gives
2αt Iinternal Aincident = 4n2αt Iincident Aincident (1.29)
giving the maximum absorption enhancement factor of 4n2. For a high index semi-
conductor such as silicon, this factor provides an effective photon path length of
near 50x. The consequence of occupying all available modes in the context of
internal intensity and light absorption is that significantly less material can be used
to absorb the incident radiation, important for decreasing costs of applications such
as solar energy. Increasing the maximum value of Iinternal can lead to volumetric
absorption enhancements beyond the classical limit within a certain range of fre-
quencies.[17] Nanophotonic light trapping in photovoltaic devices manipulate the a
device’s LDOS such that no the above statistical formulation no longer holds at all
frequencies.
1.3 Photovoltaics
Here, the photovoltaic conversion of photons is presented. Applying nanophotonic
physics helps to couple more photons into a greater number of modes. Further,
Chapter 3 and Chapter 4 demonstrate that the location of absorption within a device
is equally important to photon incoupling. This can have large effects on both the
current and voltage that a PV cell can realize, and thus its power output. Key to
increasing solar power conversion efficiency is an understanding of the available
photons and which of those need be better captured. Light should also be converted
to electrons at optimum locations. An overview of the photovoltaic device and solar
spectrum is given to inform which areas of a solar cell benefit light trapping. A
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detailed understanding can be found in resources such as Reference [155], [178],
[144], and [124].
Photovoltaic Device Energy Bands
A semiconductor device is characterized by the property of an electronic band-gap.
Similar to the wave nature of light described above, the wave nature of electrons
in a crystal lattice gives rise to certain modes and propagation vectors that are
allowed, while others are disallowed. Bloch’s theorem and the periodic solutions
to Schrödinger’s equation are responsible for this phenomenon. These modes are
termed energy states or electron states in solid state physics. Large numbers of
discrete electron energy states close enough in energy level that they result in
continuous bands at the infinite periodicity limit. The semiconductor crystal in
question has a finite number of electrons, and thus these states are occupied up to
an energy level known as the valence band. A certain range of forbidden energies
separates this valence band from the next highest energy band, the conduction band.
This forbidden range is known as the band gap. Electricity flow requires energy
states that are unoccupied, so electrons with energy equal to or above the conduction
band are free to travel, but valence band electrons cannot.
At ambient room temperature, thermal energy promotes a certain amount of elec-
trons to the conduction band, leaving behind an empty state called a hole. The
energy level distribution of electron occupation is described by the Fermi-Dirac
distribution. The Fermi level is the energy with a 0.5 probability of occupation
by an electron; this distribution describes the chemical potential of the carrier. In
an intrinsic semiconductor, this level lies at the middle of the band gap at 300 K.
By introducing atoms which differ in atomic number, or doping, hole or electron
states are introduced into the band-gap. These dopant states are close in energy
to the band edges, on the order of kBT , that thermal fluctuations promote carriers
between these dopant energy levels and the valence/conduction bands. These close
additional energy states will shift the Fermi energy towards those states. A p-type
semiconductor will have added free states, and the Fermi level shifts towards the
valence edge, while in an n-type semiconductor the opposite.
Perhaps the most common way to create a PV device is to physically mate an n-type
and p-type semiconductor, forming a diode junction. Figure 1.5 shows a schematic
of energy levels in a p-n diode and depicts subsequently covered phenomena. In the
dark, the equilibrium Fermi level is flat through the device. Due to the dopant energy
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Figure 1.5: A schematic of some relevant charge carrier behavior in a p-n solar cell under
steady illumination. High energy light is absorbed, some energy is lost to thermalization
of the carrier. Excited carrier populations create potential energy gradients, which charge
will diffuse down. The difference in the quasi-Fermi levels creates a voltage, V. Carriers are
subject to mid-gap Shockley-Reed-Hall recombination and surface recombination.
level density the valence and conduction bands of each semiconductor away from
each other as the Fermi level must be flat. Across the junction, a built in electric field
results from the energy difference of these bands. Applied positive voltage results in
an exponential flow of current in one direction. By raising the potential of majority
carriers, voltage essentially moves conduction bands closer in energy. This reduces
the built in electric field energy barrier and allows greater diffusion across the new
potential energy gradient, creating current. Negative voltage pushes the conduction
bands further apart, and current saturates in the reverse. A similar but spontaneous
current results from external stimulus such as light. Photons with energy greater
than the band gapwill promote a valence electron by energy equivalent to the photon.
This puts the electron into the conduction band and leaves hole in the valence band.
Energy that raises an electron beyond the conduction band is lost to thermalization
as the carrier falls to the band edge. Under a steady state of illumination, two
Fermi-Dirac distributions termed the quasi-Fermi levels εFC and εFV describe the
new populations of excited electrons and holes respectively. The difference between
these two quasi-Fermi levels is the potential energy of these carriers, manifests as
voltage across the device. Excited carriers diffuse down the chemical potential
gradient towards the edges, where an electrical contact collects the current to do
work in an external circuit.
Excited carriers do not always make it to the edge contacts in real devices. A
number of defects create recombination pathways that impact the ability of PV
devices to separate charges. Only three of many are presented here. First, radiative
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recombination is the preferred method of recombination. When not connected to an
external circuit, carriers must recombine or, an unphysical population of all electrons
would build up in the conduction band. Thus radiative recombination does not "lose"
any energy in the sense radiative recombination is the mechanism that balances the
number of photons absorbed with the number that radiated, creating an equilibrium
or steady-state. In fact photons re-emitted inside the device can be recycled by
being reabsorbed before exiting completely. The second recombination pathway is
Shockley Reed Hall recombination. A defect state with energy level near the center
of band gap provides the largest free energy change for excited carriers, and is quickly
filled. The energy emitted is lost as a low-energy phonon that cannot be re-absorbed
and increases the device temperature. The third relevant recombination pathway is
surface recombination. At a free surface, the periodic lattice is terminated, and a
continuum of energy states exists in the band gap. This type of recombination is
actually required for electrons that travel through an electrical circuit to recombine
with a hole. However, when a minority carrier, such as the electrons on the right of
Figure 1.5, diffuse to the wrong edge, they are lost to surface recombination. The
occurs at all interfaces in the device to varying degrees. Passivation reduces the
number of surface states and corresponding carrier loss. Chapter 4 addresses this
type of recombination.
The Solar Spectrum
Key to solar PV operation and thus its overall power conversion efficiency is the
incident solar photon flux. Figure 1.6 shows standard the ASTM AM1.5G solar
irradiance spectrum, S(λ), in dark blue and the equivalent photon spectrum, PC(λ),
in gray. The sun’s solar radiation is well approximated by a black-body emitter at
a temperature of 5800 K, but atmospheric elements absorb part of this spectrum,
creating sharp dips in the flux that reaches the earth’s surface. This work uses
the AM1.5G spectrum when calculating total absorbed photons in simulated solar
cells. The red shaded portion of this spectrum represents the spectral power that is
converted by an ideal CIGS solar cell devicewith a band gap of 1.15 eV. The spectral
power at each wavelength is less than the total available power due to thermalization
of electrons, as displayed in Figure 1.5. This lost power is shown in light blue.
Finally, there is a portion of solar power lost because the photon energy is too low
to promote valence band electron (orange). This light is either reflected or absorbed
as heat, but cannot be converted to electricity by the PV device.
The entire AM1.5G spectrum has an integrated photon-flux, often referred to here
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Figure 1.6: The AM1.5G spectrum represents the Sun’s typical irradiance and photocurrent
at Earth’s surface. Power than can be converted by a CIGS solar cell is colored red. The
photocurrent and power are related by photon energy, E = ~ω.
as photocurrent, equivalent to 68.9 mA cm−2. About 1/3 of this is usually not above
the band gap energy of common semiconductor devices. Today’s dominant solar
cell technology is silicon based, with a band gap of 1.11 eV, has 43.94 mA cm−2
available for absorption.
Current-Voltage Relationship
The power per area of a solar cell depends on both the voltage and current output
of the device, since electrical power is the product of the two, P = V J. Figure 1.7
shows the characteristic exponential current-voltage (JV) relationship of a solar cell
under illumination. When a solar cell’s contacts are connected by a lossless wire,
the cell is short circuited and outputs the maximum possible current density, the
short-circuit current density (JSC). The JSC is the result of competing generation and
recombination rates. Generation rate G is found by integrating all absorbed solar
photons [178]:




where the Beer-Lambert absorption/extinction coefficient (α) gives wavelength de-
pendent probability of photon absorption in a material of thickness t. q is the
elementary charge. The generation rate is equivalent to the JSC when the non-
radiative recombination rate Rnon−rad is zero. A non-zero recombination rate in-
troduces losses, and means a non-unity internal quantum efficiency (IQE) η Int , or
the efficiency with which each absorbed photon is converted to a collected electron.
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The external quantum efficiency (EQE) combines the absorption with the IQE and
reflection to give a useful equation to predict the JSC.









The opposite of this condition is the open-circuit, where the cell produces the max-
imum voltage, open circuit voltage (VOC). An ideal solar cell with only radiative
recombination achieves a VOC by the equations given below, where kb is the Boltz-
mann constant, T is temperature, J0 is the diode reverse saturation current, Jrad0
and Jnon − rad0 are the radiative and non-radiative recombination contributions to
J0.[51, 124, 144, 178]











































The VOC of an ideal solar cell only experiences radiative recombination. Deviation
from the ideal is determined by the fraction of radiative emission compared to
the total recombination in the dark. The implication is that a solar cell with high
radiative recombination is also a good Light Emitting Diode (LED), thus it can be
described by an external LED efficiency, QLED.[51, 124] A last important detail of
the VOC is that it is defined as the difference in potential of the quasi-Fermi levels.
Both depend on the volumetric concentration of excited carriers. Rather than only
attempting to increase this value by adding more absorbed photons or reducing
recombination, reducing the volume these populations exist in should increases the
voltage. This effect is seen in nanophotonic thin-film solar cells, where physical
dimensions affect both the JSC and VOC.
The product of the current with the voltage gives the power curve depicted. Max-
imum power output occurs near the exponential knee, represented by the shaded
area in the plot. The ratio of maximum power to the JSC and VOC product defines a
parameter called the fill factor (FF) that gives an intuition of the JV curve "square-
ness". Along with the JSC and VOC, the FF can be used to quickly compare the
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Figure 1.7: An example of CIGS single junction solar cell with realistic EQE=0.85 and
QLED=10−6
under AM1.5G illumination. The common solar cell performance parameters are
labeled.
quality of a solar cells. For example, devices with high VOC and high JSC but a low
fill factor exhibit losses from electrical resistance, or from shunting.
Finally, the power conversion efficiency, or often just efficiency, is the ratio of
power from the cell relative to power incident upon the cell. The integrated power
density from the AM1.5G spectrum of Figure 1.6 is 100.03 mW cm−2. The power
density output of the solar cell depicted in Figure 1.7 is 19.43 mW cm−2, for a power
conversion efficiency of 19.4%. This solar cell is non-ideal, with a EQE of 0.85 and
QLED of 10−6. This is contrasted to an ideal solar cell with a band gap tuned to the
AM1.5G which has a maximum theoretical 33% solar power conversion efficiency.
Tandem Devices
This section covers one of themultitudes of solar cell and PVdevices. This alsowork
addresses tandem solar cells, in which two devices are are either monolithically or
mechanically stacked on top of each other. A large band-gap device placed in front of
a lower band gap device splits the solar spectrum between the two, converting more
power and achieving an enhanced efficiency due tominimizing thermalization losses.
Monolithic tandem devices only pass a single current value through the circuit, so
the minimum current density produced by either cell becomes a limiting factor.
Device design must take this into account and balance the absorbed photocurrent
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in each sub-cell; the subject of Chapter 3 presents nanophotonic strategies to meet
this goal. Alternatively, mechanically stacked tandem cells have four electrical
terminals, relaxing this current matching requirement since the power from each is
collected individually. A novel design of this type is studied in Chapter 6.
1.4 Summary
This chapter presented a compelling motivation for the study of solar energy tech-
nologies. The intersection of nanophotonics and photovoltaics provides unique
opportunities to aid in the goal of clean solar energy generation. A summary of
this work’s scope is also provided. Finally, foundational principles required to gain
context in the scope of this thesis were presented. This author encourages readers
to explore the fascinating physics and materials science of solar cell devices and
nanophotonics through referenced texts. A deeper knowledge will enable a fuller
grasp and appreciation for each achievement presented here.
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C h a p t e r 2
SCALABLE NANOPHOTONIC FABRICATION BY
NANOIMPRINT LITHOGRAPHY
2.1 Introduction
Among many potential routes to bridging the solar-nanophotonic length scale gap
are molecular self-assembly, and innovative engineering efforts towards large-scale
patterning and etching. Intriguingly, one of the few comparable industries, in terms
of length scale disparity, is that of the paper printing industry, where over 120million
newspapers were produced annually at its peak in the 1990’s.[6]We can estimate this
to be in the thousands of kilometers annually, but is low enough cost to be affordable
to average consumers. This examples provides motivation to focus on similar roll-
to-roll processes such as rolling UV lithography masks, gravure printing, and the
focus of this work – NIL. Whether described nominally as pressure-embossing, hot-
embossing, substrate conformal imprint lithography, or nanoimprint lithography,
these processes share the same principle of a physical transfer of a nanopattern from
one substrate to another. NIL stands out for nanophotonic applications due being
able to directly print dielectric materials properties and the potential for roll-to-roll
scaling.
In this work, efforts are made to enable the promises of nanophotonic light man-
agement in solar PV devices by constraining designs to be NIL compatible designs
possible. Experiments to fully fabricate devices with NIL were performed, and in
some instances encouraging successes were realized. These designs and techniques
build upon previous in-house and literature works to provide another step forward
in scalable nanophotonic design for solar energy.
2.2 The Nanoimprint Lithography Process
Unsurprisingly this process begins at the bottom. The dimensions of interest are
bounded by the single digit micrometer scale and typically decrease to the hundreds
to tens of nanometers at the lower bounds. Fortunately, NIL excels in both these
regimes and has even been shown effective at the length scale of single nanome-
ters.[54, 170] The general process is shown in Figure 2.1. Upon the selection or
design of a particular nanophotonic structure a first mold must be fabricated. The
approach taken in this first step was utilizing the proven nanofabrication techniques
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and tools, including with rare or new methods. The use of these tools is not a
fundamental requirement of general NIL, but was effective for this work, and at
times critical, for this work’s achievements.
Figure 2.1A) shows how EBL was used to define a pattern in polymer resist cast
upon a silicon or other semiconductor substrate. Silicon was most commonly used,
thoughworkwas demonstrated in III-V semiconductors including InP. This substrate
was turned into a master mold through ICP-RIE etching represented in Figure 2.1B),
and is in the structure of the final intended nanoimprinted structure. This mold can
be copied multiple times as in Figure 2.1 C)-D). These master molds should be able
to be re-used hundreds or more times over. Finally, the stamp is pressed into a liquid
resist, allowed to set, and removed as shown in Figure 2.1E)-F).[170] The final
structure Figure 2.1G) was either an the active nanophotonic element, or served as
an etch mask for further reproduction of the original pattern, skipping the bottleneck
of EBL in Figure 2.1A).
Master Mold Fabrication
To prepare the master mold of nano-pillars or nano-holes, EBL and ICP-RIE tech-
niques were used. First, a silicon wafer was cleaned via ultrasonication in acetone
and then isopropyl alcohol (IPA), each for 5 minutes. Next a dip in buffered-HF
acid was performed for between 15-30 seconds to hydrophilicize the surface by
removing the native silicon dioxide layer. The resist was spun onto the wafer within
20 minutes of this cleaning. For negative tone patterns, MA-N2803 was spun coat
onto the wafer at 4,000 rpm with a minimal ramp time for 45s. The wafer and resist
was then baked on a hot plate at 90 ◦C for 60s. For positive tone patterns, ZEP-520a
was spun coat at 500rpm for 5 second and then at 4,000 rpm for 45s and then baked
on a hot-plate at 180 ◦C for 2 minutes.
Fabrication of nanocone structures requires different patterning steps as follows after
the buffered HF cleaning. The wafer was rinsed in a petri dish with acetone for
2 min, followed by a rinse in a petri dish of methanol for 2 min. The wafer was dried
with a nitrogen stream and placed on a hot plate at 180 ◦C for 2 min. The wafer was
allowed to cool for 1 min. Immediately after, polymethyl-methacrylite (PMMA)
495-A4 was spun cast onto the wafer at 3500 rpm for 1 min and then placed back
onto the hot plate to bake for 5 min at 180 ◦C. The wafer was allowed to cool for
1 min. Next, PMMA 950-A4 was spun cast on top of the previous PMMA layer at
1Image B modified from https://plasma.oxinst.com/campaigns/technology/icp-etching
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Figure 2.1: Schematic not to scale: Start to finished nanoimprinted silica nanopillars. A)
EBL is used to define a pattern in resist on a substrate followed by B) etching in a ICP-RIE
dry etch.1 C) A bilayer PDMS soft-stamp is cast on the the nanostructure and cured. D)
The negative of the pattern is reproduced in the soft-stamp and the stamp is peeled off the
master. E) It is then pressed into a liquid layer of resist that is cast onto a new substrate.
F) After the resist cures, the pattern of the master mold is revealed. G) Any resist that is
left on the substrate in between the pattern can be dry-etched away or the pattern can be
left as is, becoming the active nanophotonic structure, or it can be used as an etch mask for
reproduction of the master, starting again at step B).
3500 rpm for 1 min. It was again placed back onto the hot plate to bake for 5 min at
180 ◦C and allowed to cool for 1 min.
The pattern was then prepared with the Layout Editor computer-assisted design
(CAD) program and processed with the Genisys Layout BEAMER software. An
important processing step was the addition of Proximity Effect Corrections in order
to have a uniform pattern across the write area. A second crucial portion of the
file processing was to fracture the pattern using Genisys’s “sequencing” fracturing
method with 10 nm resolution. This fracturing method gave both speed and pattern
accuracy at resolutions and beam currents that are typically considered high for the
features being created. The pattern was exposed using the Leica Vistec EPBG 5000
with 100 kV accelerating bias and a electron beam dose of around 415 µC cm−1
(negative tone patterns) or about 280 µC cm−1 (positive tone patterns) with a beam
current of between 2 nA and 10 nA depending on the pattern, desired speed, and
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desired accuracy. Typically a 5 nA beam current provided the best balance between
accuracy and speed. Using parameters and file fracturing in this style allowed for
large area pattern EBL writes to drastically decrease in time. Previous to these
methods, EBL write times of a 1 cm area required 48 h of write time. After process
optimization, an area of 20 cm could be written in a little over 14 h. However,
this is an example of only one maximum in the speed of EBL writing. The write
time depends largely depends on the pattern density and resolution. Followers of
these methods are encouraged to experiment with arrays of small area patterns to
determine the speed optimized parameters that meet the pattern resolution tolerances
before attempting large area EBL writes.
The exposed patternwas either developed inMF-319 for 45 s and immediately rinsed
in deionized (DI) water for 60 s for MA-N2803, or developed in ZED-N50 for 60 s
followed by a 20 s rinse in IPA for ZEP-520a and dried with Nitrogen. For PMMA
double layers, the resist was developed in 1:3 MIBK:IPA (volume ratio ) for 2 min
and then rinsed with DI water.
PMMA double layers were used for deposition of a hard oxide mask during the
fabrication of nanocones. Alumina was deposited onto the developed wafer using
electron beam evaporation. A target layer thickness of 20 nm was deposited, Layers
up to 40 nm were also seen to be compatible with the lift off and etch process.
After deposition of alumina, the wafer was placed in an ultra-sonication bath of IPA
heated to 40 ◦C and left to sonicate until all visible traces of the alumina and resist
were gone. Sonication beyond this point is encouraged to assure complete removal.
This resist removal time varies based on the quality and thickness of the alumina
evaporation layer, as in some instances the alumina would encapsulate the resist and
would not lift off.
After resist development, the wafer was etched using the Oxford Plasmalab 100
ICP-RIE system. A pseudo-bosch recipe was used with etch recipe parameters as
follows: stage temperature of 20 ◦C, a C4F8 flow of about 35 cm3 min−1 and SF6
flow of about 26 cm3 min−1, RF forward power of 40 W and ICP forward power of
1200 W, a chamber pressure of 7.5 mTorr. The etch rate was about 120 nm min−1
for silicon etching of nanopillars. The details of fabrication nanocones follows a
similar etching process that is given in Reference [185]. . The remaining resist
was removed with an oxygen plasma etch recipe, i.e. a standard oxygen ICP-RIE
cleaning. Figure 2.3 and Figure 2.2 demonstrate examples of the silicon master
mold and the soft-stamps resulting from a master mold that followed this process
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for nanopillars.
Master Stamp Surface Treatment
Bonding of master molds to the soft-stamp copy can become an issue under certain
conditions. A surface treatment is crucial to avoiding this setback. This was
seen when using polymer and silicon master molds, but not typically with III-
V semiconductor materials. The bonding is a product of poly-dimethyl siloxane
(PDMS) components reacting at higher surface energy interfaces, and the surface
energy of a master mold is directly proportional to its wettability. Non-passivated
surfaces with a high degree of wettability usually indicate the presence of oxygen
terminated surfaces, such as those found in epoxide polymers and the native surface
oxide of silicon master molds. These oxygen atoms can form carbon-oxygen or
silicon-oxygen bonds with the PDMS reactive sites, covalently bonding the soft-
stamp to the master. This bonding also commonly occurred through Van-der Waals
interaction when patterns had high aspect ratio and/or physically dense patterns.
Preparation of the master mold surface is a crucial first step for maximized surface
passivation. A gaseous or liquid state surface treatment is used to react with the
surface in a self-terminating monolayer of organic molecules and/or ligands. A
deprecated surface treatment used a closed chamber with the master mold inside
along with a few drops of triclhoro-methyl-silane (TMCS) in a nearby container.
TMCS was allowed to evaporate and react for a minimum of 30 min. The reaction
provided sufficient passivation for previous researchers working with micro-fluidic
devices, but it failed to reliably release nanoimprint soft-stamps the master mold.
It was discovered that the humidity in the room was not well enough controlled to
guarantee repeatable surface treatments formany nanopatterns. This discovery led to
the following preparation process. Though this method cannot be used for preparing
polymer master molds, like those use in Reference [130], it is highly effective for
silicon master molds. Full oxidation of the surface was required, to ensure a reactive
surface. The siliconmastermoldwas rinsed in acetone followed by IPA andfinally an
oxygen plasma treatment is performed for 10 minutes. The surface should have very
high surface energy and be cleaned of any interfering chemicals. Next, the master
mold surface needed to be fully terminated with hydroxyl (OH) groups. This is done
by placing the master mold in a water rinse, followed by 30 min in a dessication
chamber with a moisture source under constant vacuum. A wet cloth or similarly
high surface area moisture source was effective to provide a sufficient amount of
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water vapor in the desiccator. This is followed by replacing the moisture source
with 3-5 drops of (tridecafluoro-1,1,2,2-tetrahydrooctyl)-trichlorosilane (OTFCS)
in a small, open container. Both the master mold and drops of OTFCS are left in
the desiccator for 30 min under constant vacuum. These two sources, water and
OTFCS are cycled in 30 min intervals for a minimum of 3 cycles. Ideally, the master
mold should finally be heated to between 50 ◦C to 120 ◦C for 4 h-12 h, though in
many cases this was not required. OTFCS replaced TMCS because it is a long,
fluorine saturated organic molecule. Similar to molecular Teflon, it provides the a
significantly better anti-sticking surface treatment. This process ensured a strong
covalent bond between the surface and the mono-layer, enabling multiple re-uses
of the master mold without re-treatment. However, out of caution, re-treatment
was often performed for master molds that were the result of significant EBL time
investment.
This reaction above proceeds as follows. Atomic chlorine readily leaves the chlorosi-
lane as HCl gas when exposed to moisture, and reactive Si-OH hydolyzable groups
are formed, creating a silanol. These OH ends of the silanol adsorb to the surface OH
terminations on the master mold via hydrogen bonds. The two OH groups will react
when supplied the necessary energy, with H2O acting as the leaving group, and an
silicon-oxygen-silicon-carbon bond is formed. This passivates the surface oxygen
reactive groups on the master mold. The constant vacuum ensures vaporization of
the two reactants from their sources and also drives covalent bonding by driving the
removal of water from the reaction. The final heating step accomplishes a similar
water removal, solidifying the covalent bonds.
This reaction can also occur in the liquid phase of an alcohol with heat (a 4 weight
percent mixture of silane to alcohol is sufficient), where the organic alcohol replaces
the atomic chlorine as the leaving group. The alcohol is, theoretically, not as strong
of a leaving group compared to OH, as electron density is drawn away from the
oxygen atom. However, the benefit of a liquid state process is the combination of
hydrolysis reactions and heating.
Once the chlorine is replaced by an OH element at the Si of the silane, the molecules
can react with other hydrolyzed silanols to form short-chain silane oligomers in
either the gaseous or liquid phase treatments. This is expected to happen to a
greater degree in the liquid phase due to the greater molecular density, though
no difference was detected. Depending on the structure, this may be desirable.
For example, larger micro-scale structures may benefit from the increased physical
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Product Code Parts by Vol. Specific Grav-
ity
Volume (mL) Mass (mg)
Mixture Part A
VDT-7311 1 0.96 2.3 2.208
VQX-2212 0.8084 1.05 1.7 1.785
SIT 79003 0.0411 0.998 0.091 0.09080
SIP 6831.24 0.008 0.8852 0.026 0.0177
Mixture Part B
HMS-5015 0.9565 0.96 1.25 1.2
Total: 6.311 6.213
1 (7.0-8.0% vinylmethyl siloxane)- dimethylsiloxane copolymer, trimethylsiloxy terminated
2 vinyl Q resin dispersion, 50% in xylene
3 2,4,6,8-tetramethyl-2,4,6,8- tetravinylcyclotetrasiloxane
4 Platinum-divinyl tetramethyl disiloxane complex; 2% Pt in xylene
5 (45-55% methylhydro siloxane)- dimethylsiloxane copolymer, trimethylsiloxane terminated
6 This represents a typical value, which lower than the original formulation of Reference [170].
Values of 0.01-0.02 mL are typically used to give a longer pot-life, while 0.060 mL is used in
Reference [170].
Table 2.1: XPDMS Formula used in this work. Constituents chemical components
given in ratio parts to the whole mixture for arbitrary volume. Typical volume for
coverage of 2-3 100 mm wafers shown.
barrier between pattern surface and soft-stamp without a loss of pattern fidelity.
Decreasingly small nano-patterns could conceivably suffer from resolution loss if
the oligomer barrier becomes thick. The trade-offs are pattern and situationally
dependent. They are presented here to bring attention to the variety of ways that
successful and convenient surface treatments can be applied.
Soft PDMS and XPDMS Double Layer Nanoimprint Stamps
Bi-layer soft-stamps formed with micrometer scale thin-film of hardened poly-
dimethyl siloxane (XPDMS) and a thicker layer of PDMS copy the pattern of the
master mold. Table 2.1 shows the constituents of the XPDMS, their amounts, and
other details needed to scale the recipe. All components are purchased from the
Gelest corporation. Part A was combined in a high-density polyethylene mixing cup
and then mixed with a counter-rotating Thinky mixer for 1 minute and de-foamed
for 1 minute. Part B was added and immediately after the entire mixture was mixed
for 30s and de-foamed for 30s using the same mixing setup. The XPDMS had a
pot-life between 5 and 15 minutes, so the liquid XPDMS was immediately be cast
upon the master molds. This was done via spin coating with a 15s ramp, and held
at 500rpm for 1 minute. For thicker XPDMS or taller structures, the spin speed was
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be reduced. Thickness affected the properties of the XPDMS to different degrees.
When this layer is too thin, it did not bind strongly with the soft PDMS second
layer. When too thick micro cracks formed more readily in the XPDMS layer when
handled. Thin layers cure faster and thus leave less time to covalently bond to the
soft PDMS backing layer. Thicker layers maintain their high modulus of elasticity
but lose the ability to withstand larger strains or compressions. [170]
The XPDMS was pre-cured for between 0.5-2 minutes at 80 ◦C. An XPDMS layer
has usually pre-cured long enough when the layer is glassy. An good indicator of
this is to lightly touch an area of the wafer away from the pattern. If the depression
quickly returns to a smooth specular layer, more pre-curing time is needed as the
XPDMS is still liquid and could intermix with the soft PDMS backing layer. If the
contact results in a plastic deformation or the XPDMS layer returns to a planar layer
over the period of seconds, the pre-cure has been performed for the correct amount
of time. If the layer is hard to the touch, and or does not deform at all, the sample
has been over-cured and there is a greater risk of the bilayer stamp de-laminating
during use.
A 10:1 resin to curing-agent ratio of Momentive Products RTV-615A and RTV-
615B was used PDMS recipe was prepared in parallel to the pre-cure to create the
soft backing layer. This regular PDMS was cast upon the XPDMS/master mold
combination after the pre-curing period in a petri-dish or similar that was lined
with Al foil. The entire system was degassed in a vacuum desiccator for about
15-30 minutes. The entire stamp was cured in an 80 ◦C oven for periods between
1 hour and 24 hours. It was found that longer curing periods were not as crucial
to stamp integrity or stamp performance as others have found.[170] Afterward, the
entire monolithic PDMS was allowed to cool to room temperature. This assisted
in avoiding XPDMS sticking to the master mold. It is hypothesized that this was
due to isotropic strain relaxation of the stamp around the pattern. Foil was then
be peeled away, and the master mold cut out of the PDMS. This is done by gently
sliding a razor blade around the edges, only enough to create a shallow incision that
frees the edges from the monolithic PDMS. Alternatively, for a smooth edged wafer
(i.e. one that had not been previously scribed), tape was be wrapped around the
circumference. By folding the edge of the tape under the wafer and leaving some
width standing above the wafer, a "petri dish" was created. This created a level
stamp that did not need to be cut from PDMS, but only removal of the taped edge.
This was the preferred method when possible. The soft bilayer stamp was then
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gently peeled from the master once the edges had been freed. A slow and shallow
angle peel is recommended to avoid cracking of thick or over-hardened XPDMS.
The mixture given in Table 2.1 deviates from that of Reference [170] to give a
longer pot-life and create a more time-stable mixture. Rapid solidification of the
original recipe often occurred, so the Pt based catalyst was reduced to one-third of
the original requirement. This gives a slightly longer pot-life andmakes the resulting
polymer more robust against changes in the room humidity, which can also affect the
solidification time of the XPDMS. Also, Part B was doubled to soften the XPDMS
some, which helped to reduce instances of the layer sticking to the Si master and
cracking during in use. The modulus of this recipe was not directly measured but
was able to faithfully reproduce the patterns of Si masters without exception. The
modulus is estimated to be lower than the recipe for 65 MPa given in Reference
[170] while still significantly higher than the modulus of typical 10:1 PDMS. For
comparison, the volume ratio of each chemical component in the original formula,
in order, is 1:0.8:0.045:0.0250:0.60 and was reported to give a modulus of 80 MPa.
The recipe of Table 2.1 was still able to reliably achieve high fidelity reproduction
of nano-scale structures.
Following the given procedures should lead to a high fidelity soft-stamps with
no PDMS residuals on the master mold. Yet there are physical limitations that
were observed related to the shape and aspect ratio of nanopatterned master molds.
The XPDMS in its initial liquid state will infill all areas of the pattern as it can
still wet the passivated master. The modulus of both the stamp and master will
determine at which pattern aspect ratios are amenable to successful separation
of soft-stamp and mold. Conceptually, the soft-stamp must be able to clear the
features of the master with out the pattern breaking off into the stamp (negative
tone, pattern out-of substrate), or without the stamp being retained by the master
(positive tone, pattern into substrate). Perhaps obvious, a cone-like pattern will
give more clearance as it is peeled off than a rod, while an inverted cone will
likely never allow the soft-stamp to peel off without removing the inverted cone
from the substrate. The same fundamental geometrical limitations will apply to
PDMS that has infiltrated into deeply recessed patterns of the master mold. Lastly,
the symmetry and orientation of the nanopatterns play a role; this was seen in
development of Effectively Transparent Contacts with micro-scale dimensions in
the two dimensions and macro-scale dimensions along the third dimension – a
microscale triangular prism shape that was centimeters long.[130, 132, 133, 135].
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Should any PDMS stick to the master mold, it is typically impossible to remove
via physical methods. However, both XPDMS and PDMS formulas can be etched
away without damage to a silicon master mold by soaking in a 1:1 volume ratio of
tetra-n-butylammonium fluoride(TBAF) and a non-hydroxylic aprotic solvent such
as dimethylformamide.[29, 87, 98, 99, 157] TBAF breaks down the Si-O bonds of
the polymer while dimethylformamide allows the shortened chains to dissolve.[87]
The duration of this etch depends on the amount of PDMS adhered to the master
mold, and thus took anywhere from minutes to hours. Etch rates of different TBAF
and solvent combinations can be found in reference [87].
Scaling: "Quilting" Small Area Stamps to Larger Areas
Though large progress was made is speeding up the write times of cm2 areas, solar
cells and their areas often exceeded that of the soft-stamp. Efforts to overcome
this in a scalable fashion involved creating many copies of the same pattern, made
possible by being able to re-use the master mold. By arraying multiple soft-stamp
copies, nano pattern creation became parallelized.
Four or more soft-stamps were made sequentially according to the process described
in 2.2. Each stamp was cut to the required shape in order to fit a larger desired shape,
in a "quilted" fashion. The patterns were either be cut within the patterned area to
approximate a continuous pattern between adjacent stamps or with a un-patterned
border. Stitching errors were present when doing cutting within the pattern. This
method was only used when large area periodic nano-arrays were needed, such that
any stitching errors were inconsequential. This is typically the case for large area
solar cells. These stitching interfaces were seen to be on the order of up to 100 µm.
The stamp is placed patterned-side down onto a clean and flat Si wafer, such that
intimate contact is made between the two. This ensures each pattern is coplanar
with the others. Figure 2.2 shows example results of this process.
Initially, PDMS was cast onto the cutouts assembled on the Si wafer to glue them
together into a monolithic stamp. The stamp seen in Figure 2.2 A was made via
this process. This approach generally worked, but created some minor issues. First,
during the curing of the PDMS at 80 ◦C, cutouts will expand before the liquid phase
PDMS cures, and upon cooling, one side of the new monolith gains some curvature
due to the strain mismatch created in heating. This was overcome by applying a
small downward pressure during the stamping process.
Second, if patterns are meant to be in close contact (such that cuts are made through
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Figure 2.2: The diffraction from two quilted soft-stamps. A) a nanopatterned PDMS soft-
stamp with a 1 cm2 area that has been copied 4 times and quilted together. B) A 4 column
stamp made from a master mold with 6 patterned areas of 6 mm2. The white scattering areas
are bubbles in the PDMS "glue" on the opposite side of the patterned area. The image in
B) was enhanced emphasize the pattern diffraction. Both stamps were cut to the same size
square size as the target substrate of 5 cm2.
the patterned area itself), the liquid phase PDMS will be pulled into the nanopat-
terned area during the degassing phase. This was avoided in Figure 2.2A by leaving
a margin around the patterns such that the intimate contact to the silicon surface did
not allow liquid inflow. In Figure 2.2B, the process of Figure 2.2A was not used
due to the allowable pattern margin of the experiment in Figure 2.2B. In this case,
PDMS was mixed, degassed, pre-cured to a viscosity that would not underflow, and
then spread onto the topside of the stamp cutouts. While spreading, many bubbles
were introduced, which are seen in Figure 2.2B. These did not affect the patterned
side since the PDMS only served as glue. In this case, curvature was exacerbated
since the PDMS was applied to room temperature cutouts, and then placed into the
curing oven. In the future, this might be avoidedby allowing the PDMS glue to
cure at room temperature, or pre-heating the assembled stamp array. The increased
curvature sometimes led to lower fidelity patterns near the monolith edge due to
requiring greater stamping pressure. Using typical adhesives such as tape or glues
does not work for combining stamps. In Figure 2.2B, stamps needed a specific
spacing between adjacent stamps. When writing the master pattern in a Si wafer
via EBL, additional macroscopic alignment markers were written to these dimen-
sions (in this case 1 cmx5 cm). When copied into the soft-stamp, these were visual
references aided cuts in the PDMS.
Last, it was discovered that using a solid glass backing helped to avoid mismatched
strain and curvature issues., A typical laboratory microscope slide was used. The
same PDMS gluing strategy was used to bind this rigid back layer either during the
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initial stamp creation or after.
Scaling: Generational Master Stamps
A second approach to scaling master molds was to avoid "quilting" PDMS stamps
altogether. Again, cutouts were made of multiple stamps. Sol-gel resist was spun
coat onto a new Si wafer and then imprinted with each stamp as in Figure 2.1E)-G)
by carefully placing each next to one another. Because this was a manual process,
the alignment of each could not be guaranteed between imprints. To overcome this
alignment issue, after the sol-gel structure solidified, this multiplied pattern was
used as an etch mask as in Figure 2.1B) to permanently fix the alignment of patterns
into a new silicon master mold. This is designated a "second generation" master
mold. From this second generation master, new soft-stamps were made.
The limiting factors in doing this were two-fold. First, and fidelity errors the
stamp process were permanently duplicated in the second generation master; this
was minimized with careful control of environmental contaminants and meticulous
stamp placement and removal. Second, the height/depth of the pattern is limited
by the effectiveness of the imprinted-structure’s material to serve as an etch mask.
Etch selectivity of the typically used silicon dioxide sol-gel to Si is limited to less
than 1:1 ratio when apply the ICP-RIE pseudo-Bosch parameters as in 2.2. This
resulted in a second generation master with a etch depth less than that of the first
generation master mold. This is not necessarily always a drawback to this approach,
as the first generation master mold has a fixed depth, so creating second generation
stamps provided a route to vary this parameter in experimental studies. Briefly,
alternate Si ICP-RIE etch chemistries using HBr rather than SF6 were explored
and showed a higher 1:2 or better etch selectivity for sol-gel to Si, giving greater
control over pattern morphology. The observed drawbacks of this etch chemistry
were sloped sidewalls and a roughened Si surface. This etch was not explored in
full detail due to other resolutions to the scaling problem. Third generation stamps
were then created, but a decrease in pattern fidelity occurred due to accumulating
contaminants, stamp replication, and other printing errors. A further reduction of
the pattern’s height/depth were observed. The feasibility of scaling nano-patterned
areas in this fashion is not conclusively proven nor dis-proven here; rather the work
demonstrates proofs of concepts in leveraging the multiple use principles of NIL for
exponentially increasing the size of a small area pattern to much larger areas.
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Figure 2.3: The diffraction from two quilted soft-stamps. A-C) First, Second, and Third
generation Si master mold molds. B) was made from multiple copies of A) and then ICP-
RIE. C) was made from a soft-stamp copy of B) and ICP-RIE. D-E) Scanning electron
microscope (SEM) images of A) and B) respectively, show that the height of the pillar
pattern decreased during the duplication. Red circles indicate fidelity loss copied from
Second to Third generation masters, while white areas indicate errors introduced during
creation of the Third generation only.
2.3 Sol-gel Imprint Resists
Multiple resists can be used in conjunction with NIL provided they can flow or be
deformed to the negative-tone stamp features on the nanoscale. Many literature
examples can be found wherein patterns are recreated in varied materials from
commercial UV-curable polymers (AMONIL, Katiobond, et. al.) to oxides or
metals (Au, Ag).[5, 37, 44, 77, 86, 90, 122, 132, 189] In this work, most imprinting
was performed with oxide sol-gel resists such as silica [170, 186] and alumina,
while some of the processes described here were also adapted to Ag inks. [131]
The value prospects of directly printed nano-structures is their low cost, variable
refractive indexes, lack of optical absorption, and reduction of processing steps
such as etching. One of the drawbacks however is time based curing, rather than
popular ultra-violet light curing. Additionally, when the stamp is placed, the sol-gel
will take longer to cure based on stamp size and sol-gel amount. Last, this work
found thicker layers were not possible from spin-coating due to the low viscosity




Nanoparticles from an alkoxide precursor polymerization reaction in solution that
form a solid in liquid is called a sol. A sol-gel is created when the colloidal
suspension, loses its liquid phase through evaporation or other process and the
nanoparticles are forced to branch and network. The sol particles will coalesce into a
low solids-density gel structure, with a low amount of liquid still present. The cross-
linking and branching reaction can be driven further with an elevated temperature
annealing to increase the density, driving away any remaining liquid phase and
finalize condensation reactions, creating stronger internal bonding between particles
essentially sintering the particles. Shrinkage of any nano-structure will occurs
during such a process, and so itwas avoided in thiswork for better control over pattern
dimensions. Heating was was not necessary to achieve robust solid nanostructures.
The initial solidification occurs when a soft stamp is applied to sol-gel resist in NIL.
The liquid phase must be able to escape in order for solidification to occur. Alcohol
can diffuse into the PDMS stamp readily and is thus the solvent of choice. This
process is shown schematically in Figure 2.1E-G.
The process for synthesizing silicon-dioxide based resist in this work is adapted
from Reference [170]. This recipe provides a material with low refractive index of
1.42 in the visible wavelengths. A liquid phase, alcohol based sol is created in a
first step, then diluted further to become more amenable to spin-coating thin-films
on substrates. The full reaction is effectively halted mid-way by storage in a freezer,
allowing the sol to be stored for greater than one year depending on the degree of sol
particle growth. In fact, some sols were still effective after more than two years in
storage. The chemical components are given in Table 2.2, along with helpful values
that can be used to scale the reaction volume as desired. The exact reaction followed
in this work is listed below, though custom component volumes calculated by using
Table 2.2 can be substituted as needed for larger or smaller batches. Preparation
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TMOS 1 6.78 0.1475
TMTS 1 7.01 0.1427
Formic Acid 36.2x10−6 1 36.2x10−6
DI H2O 17.69 55.34 0.320
n-propanol 35.54 13.36 2.660
Table 2.2: Required components for creating silica sol-gel NIL resist. This table
provides necessary values for scaling batch of silica sol-gel resist premix. The
molar ratio should be maintained in the final batch. An arbitrary batch size can be
made by multiplying the right column by the final batch volume to get the required
volumes of components in the right ratios. These values were calculated from the
experimental procedure given.
1. Prepare a warm water bath at 50 ◦C
2. Prepare a 1 molar formic acid by (15 mL is made by first adding 5 mL DI H2O
followed by 0.857 mL of (88% HCCOOH) and finally 14.143 mL DI H2O)
Silica Sol-gel Pre-mix Reaction
3. Add 7.66 mL TTMOS to new beaker
4. Add 7.35 mL TMTS
5. Dilute the mixture with n-propanol by adding 1.49% of the final volume (2.57
mL)
6. Mix with stirring bar until fully homogenized.
7. Add 1.88 mL 1 Molar Formic Acid
8. Place mixture into water bath and allow reaction for 10-120min.1 Keep
covered or use condenser to avoid evaporation.
9. Add 16.60 mL DI H2O and the remaining n-propanol (135.602 mL)
10. Remove from heat and let reaction stand for 20 min.
11. Put into freezer with temperature less than −30 ◦C for 24 hrs before first use
12. Store premix in freezer when not in use.
Dilute for Typical Use
1. prepare a dilutionmix of 98wt% (n-propanol) and 2wt% (2-(2-n-Butoxyethoxy)-
ethylacetate (BEEA), 98%)
2. Mix 1 part premix from above and 1 part solvent mix
110 min was seen to be sufficient and kept in storage longer. This time should be increased for
higher TMOS TMTS ratios.
42
When using the silica sol-gel for imprinting, the premix was diluted with a compati-
ble high boiling-point solvent, in this case BEEA. This allowed for some extra time,
between 5-10 min, for the stamp to be placed on the coated substrate before solidi-
fication. A typical amount was 2wt% in n-propanol. In cases where a large surface
area was printed, or a large volume of the structure was open (and correspondingly
needs to be filled with sol-gel) neat premix was used when spin casting, though the
time to stamp drastically decreases. In some cases it was necessary to drop cast
premix in excess directly onto the substrate; this is discussed further in Section 2.3.
Silanol Reaction
The silica sol-gel reaction is the result of hydrolysis-condensation reactions, and
in silica is known as the Stöber process. In the first part, the methoxy groups of
the TMOS and TMTS are lost as it is readily replaced with the added water in
a condensation reaction. This hydroxide group can then react with a alcohol or
hydroxyl group on another Si atom in a condensation reaction in which a water or
alcohol molecule is lost and a strong Si-O-Si bond is formed. This process allows for
disordered polymerization of Si-O networks, as each Si atom can form up to 4 bonds
each. Reference [170] found the degree of cross-linking was key to 1:1 structure
reproduction via nanoimprint. Either too high or too low cross-linking degree would
give cracking and/or shrinkage. The introduction of TMTS added another degree of
cross-linking control. Since one Si bonding site is taken by a highly stable methyl-
silane bond, the cross-linking degree can be less than 4 by choosing an appropriate
molar ratio of TMOS to TMTS. A molar ratio greater than 1:1 and a cross-linking
degree of less than 3.5 gives reliable high fidelity nano-structure reproduction, and
is used in this work.
Silica Sol-gel Printing
A substrate was cleaned with water, acetone, and finally IPA in a clean room.
An oxygen-plasma cleaner was also be used for further rigorous cleaning, resist
spreading, and adhesion of the sol-gel to a freshly oxidized surface. The soft-stamp
was cleaned briefly with water followed by IPA. IPA sonication was sometimes used
to ensure the stamp pattern was clear of all contaminants, especially if any sol-gel
from a previous print has remained in the stamp from "rip-off" errors. A quick 1-2
minutes dip in buffered hydrofluoric acid was also highly effective at removing any
previous rip-off residue without harming the stamp’s nano-pattern. The stamp was
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allowed to rest after application of any organic solvent to abate curvature due to
swelling of the PDMS backing layer.
The silica sol-gel dilution was kept cool with ice-packs when in use outside of the
freezer to maintain the halted reaction. The entire substrate was covered in the liquid
sol-gel to ensure even coating. A spin-coater was used to cast the sol-gel in its liquid
form in a multi-step spin coating recipe. A typical recipe is given in Table 2.3,
though each pattern may require tweaking. Stamps were placed upon the substrate
Table 2.3: The spin coating recipe used for silica sol-gel spin-coating.
Step Speed (rpm) Ramp (rpm sec-1) Time (s) Lid Status
1 200 100 10 Open
2 500 1000 10 Closed
3 1000 2000 2 Closed
3 200 1000 5-30 Open
as quickly and carefully as possible to avoid contamination. Once the stamp was
in-place it was not be moved again since the thin 100 nm thin film will begin to
dry upon stamp contact, as any residual alcohol was quickly absorbed. The BEEA
remained for at least 30 min. Next, pressure was applied for intimate stamp/substrate
contact. A TexWipe or similar non-stick cover was placed over the area of the back
of the soft-stamp; this cover ensured that the PDMS stamp did not stick to anything
used to provide stamping pressure. Many options for printing pressure application
were used, from a small weight, to a placing the entire stamp/substrate into a vacuum
bag to apply iso-static pressure across the top and bottom of the stack. The vacuum
bag method emulates many of the commercially available tools for NIL. Pressure
was carefully removed to avoid disturbing the stamp prematurely. It was then gently
peeled away using a razor blade or similar to start natural separation of substrate
and stamp. Allowing a slow, natural loss of adhesion between the two was optimal
compared to a forceful mechanical peeling.
Asmentioned before, in some cases, a denser solids-by-volume sol-gel and/or thicker
resist layer is needed to fill the stamp volume. A rough calculation should indicate
if this is the case. For example, the nano-cone patterns of Chapter 5 require a large
resist volume due to being a tall, close packed, spatial dense pattern. The volume
per unit of one cone is roughly 2x greater than the 100 nm per cone area provided
by the above spin-cast film. In this case, neat premix sol-gel was used to increase
the resist layer thickness. The premix was drop cast onto the substrate and excess
was removed by allowing flow off the edge by tilting at an angle. The stamp was
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placed, but had a large amount of mobility due to the lubrication of the thick resist
layer. In this case, best results were seen by using a weight rather than a vacuum
bag. It is hypothesized that the higher pressure of the vacuum bag expelled too much
resist from under the stamp during pressing. A large degree of swelling with large
resist volumes was observed. An integrated glass stamp backing (see Section 2.2)
alleviated this issue and provided an even pressure. Drying time was increased to
12-24 hours or longer. No pattern dimension irregularities in the print were detected
from the stamp swelling when examined by SEM.
A successful stamp was achieved when the pattern was visually homogeneous,
there were no visibly missing portions of the copied nanopattern, and the soft-
stamp was visibly clear of rip-off error. The patterns with reproduced with high
fidelity. A 20 nm residual layer will be left across the entire surface, below the
pattern when using NIL. A fully cured stamp adhered strongly to the substrate such
that rinsing with organic solvent did not remove the pattern. Often in the large
volume nano-imprints, there were edge errors, so a larger than needed area was
typically used. Sol-gel resist was be detected to have expired when nanoimprint
patterns display widely varying film-thickness (manifesting as colored thin-film
interference), printing fidelity loss, longer than expected curing time, or when a
gentle solvent rinse erased the pattern. The poor adhesion of the pattern to a
properly oxidized substrate supports the hypothesis that the condensation reaction
has proceeded too far, while in storage. Again, the process requirements vary with
pattern, and experimentation with the toolbox of methods described is encouraged.
Alumina Sol Gel
Chapter 4 explores the use of oxide sol-gels for passivation of solar cell semicon-
ductor absorbers. Literature has shown that alumina is particular well suited to
increasing the voltage in CIGS solar cells.[89, 165–168] To experimentally realize
this an alumina sol-gel was created to investigate potential for the fabrication of
nanophotonic patterned CIGS solar cell devices. Alumina also provides another
option for an intermediate refractive index sol-gel around 1.6-1.7 compared to 1.42
for silica or 2.2 for titania. The potential of NIL with alumina resist has not, to
this author’s knowledge, been explored in depth. Other metal oxide sol-gels for
nanoimprint have been explored in much greater detail.
Organo-aluminum precursors are more reactive than silane precursors. Evidence
of this is given by the enthalpy of formations of alumina versus silica – they are
45
-1676 kJ mol−1 and -911 kJ mol−1 respectively. Also, aluminum alkoxide precursors
aremore sensitive towater both in the sol-gel reaction and in the ambient atmosphere.
However, some precursors, specifically aluminum-tri-sec-butoxide (ASB), are stable
in alcohol based sols like those compatible with large scale NIL productionmethods.
Other aluminum alkoxide compounds were not fully explored due to their lack of
alcohol solubility. The ultimate goal was to emulate the silica sol-gel properties of
structure reproduction, pot-life stability, and thin-film cast-ability.
ASB was used because it is stable in its liquid phase. Different molar ratios of
DI water for hydroylysis, ethyl-acetoacetate (EAA) as a stabilizer, IPA and isobutyl
alcohol as a solvent were explored during the study. The same BEEA high boiling
point solvent additive was used to provide time for stamping.
This sol-gel reaction was highly dependent upon the ratio of EAA that was added
during the hydrolysis reaction. EAA serves to stabilize the highly reactive alumina
via a chelation effect from its multiple polarized ketone groups.[110, 156, 197]
Experiments started with molar ratios of ASB:n-propyl alcohol (n-PrOH):EAA:DI
H2O, as taken from Ref. [156] to be 1:10:1:4, where n-PrOH was used in place of
IPA for its lower evaporation rate. To determine the optimum molar ratio of EAA to
Al, the ratio was varied from 1:0.5-1.5. From these trials, imprint results were seen
with the literature ratio of 1:1 ASB:EAA. Positive results were also see when the
water molar ratio was increased to 1:17 ASB:DI H2O in formulation 1 of Table 2.4.
It is hypothesized that allowing the reaction to settle for an extended period allowed
for a greater Al ion stabilization and the addition of an excess of H2O was thus
made possible only after 24 hours or longer. Also, promising imprints were seen
with a doubled IPA:ASB ratio, given in Table 2.5. A post-reaction observation
of an optically clear sol was a positive first indicator, and meant that large particle
nucleation was not occurring in solution. A second positive indicator was the ability
of the sol to spread on a substrate without instantly drying, critical to stamping. The
EAA stabilization component was the key breakthrough for both of these results.
A typical reaction procedure is given below, corresponding to the sol-gel formulation
of Table 2.4. A key point is that the dissolution of EAA into the chosen alcohol was
performed first. Preparation
1. EAA and IPA, n-PrOH, sec-butanol, isobutyl alcohol, or t-butanol should be
dried with molecular sieves prior to usage
2. A high precision scale was preferred to a calibrated micro-pipette due to the
high viscosity of ASB
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Table 2.4: Components for creating alumina sol-gel recipe 1 NIL resist and helpful
values.







ASB 1 238.2 0.967 246.32
EAA 0.5-1.5 133.914 1.029 130.14
DI H2O 17 18.01 1.0 18.01
n-PrOH
(dried)
10 48.3 0.804 60.095
BEEA 2wt%1 199.76 0.978 204.26
1 The weight percent of BEEA of the final solution is given. The premix was diluted with 2wt%
IPA.
Table 2.5: Components for creating alumina sol-gel recipe 2 NIL resist and helpful
values.







ASB 1 238.2 0.967 246.32
EAA 0.5 133.914 1.029 130.14
DI H2O 0.5 18.01 1.0 18.01
IPA (dried) 10 47.234 0.786 60.095
BEEA 2wt%1 199.76 0.978 204.26
1 The typical weight percent of BEEA of the final solution is given. The premix was diluted with
2wt% IPA. Values up to 10wt% worked, but without any obvious benefits compared to 2wt%.
3. (Encouraged) A reaction vessel was pre-cooled to -25 ◦C and an small ice
bath prepared to slow the speed of the reaction. The ice bath was placed on a
stir plate such that a stir-bar could be used. A stir-bar was set to a low speed
200-500 rpm
4. (Potential Improvement Opportunity) consider performing reaction in an inert
atmosphere to control for humidity and condensation. This was not tried, but
due to the reaction speed, this should provide more favorable conditions
Alumina Sol-gel Pre-mix Reaction (4.418 mL, 5 mg batch)
5. 2.302 mL (2.863 g) n-PrOH was added to the reaction vessel.
6. 0.638 mL (0.620 g) EAA was added to the reaction vessel.
7. This was thoroughly mixed at low temperature in an ice bath.
8. 1.135 mL (1.174 g) ASB was added to reaction vessel.
9. Components weremixed until the solution was fluid and appearedmilky white
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10. The solution was stored at -25 ◦C for 24 hours after which time it became a
clear solution.
11. 1 mL (1 g) DI H2O and 0.2 mg BEEA was added and stirred until clear.
12. The solution was stored in a freezer similar to silica sol gel when not in use.
Aulmina Sol-gel Printing
The solution was spin-cast upon a substrate after the addition of H2O and then
imprinted. Imprinting needed to occur as quickly as possible, since the film dried
in less than 10-30 s. Reaction formulas need significant improvement in this area of
drying time, as large area imprints were very difficult to realize due to this factor. A
spin-coat recipe that showed moderate success in some trials is given in Table 2.6.
The recipe emulates some steps of the silica sol-gel recipe in Table 2.3.
It was noted that rip-off was a more significant problem with alumina compared
to silica. A similar surface passivation treatment applied to the stamp itself, as is
done for master molds in Section 2.2, might be used to mitigate bonding between
XPDMS and the alumina print.
Table 2.6: Spin coating recipes used with the most promising alu-
mina sol-gel formulations given by Tables 2.4 and 2.5 respectively.
Step Speed (rpm) Ramp (rpm sec-1) Time (s) Lid Status
Alumina sol-gel 1 spin-coat recipe
1 1000 2000 5 Open
2 750 1000 5 Open
3 1500 2000 2 Open
Alumina sol-gel 2 spin-coat recipe1
1 1000 2000 5 Open
1 Mild heating up to 50 ◦C was applied for 5 min after stamp placement. Film
cracking and or rip-off error was seen around edges. This method worked
best for a larger substrate.
Attempts to slow the thin-film reaction and drying time to allowmore stamping time
were perfomed using formula 2 from Table 2.5 by diluting the premix with higher
boiling point alcohols to a molar ratio of 20 mol alcohol to 1 mol ASB with 0-2wt%
BEEA. IPA, n-PrOH, sec-butanol, and isobutyl alcohol were all tried as a route to
increase the stamping time window. The boiling point of these alcohols increase in
this order. Following the silica sol-gel example, higher boiling point solvents were
promising since silica sol-gel is diluted with the higher boiling point n-PrOH. This
proved to be correct, as the dilution solvent choice did have a appreciable effect
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on the stamping time window after spin-coating. While IPA was initially used,
it only resulted in partial imprint patterns, and the time to dry was less than 10 s
after spin-casting. Additionally, the small areas of patterned film were high fidelity.
sec-butanol proved to be a better dilution solvent for stamping time, giving up to 30 s
for imprinting. However, micro-cracks across the film were seen in SEM analysis
as shown in Figure 2.4 B). sec-butanol dilution gave the best large area imprints,
approaching silica sol-gel print quality. Freshly prepared sol-gel premixes, on the
order of days old, followed by dilution with sec-butanol or other higher boiling point
solvent printed best.
Conclusions and Future Direction
The choice of IPA versus another alcohol solvent is reported to be inconsequential to
the reaction, since any shorter or equal length chain alcohol will readily replace the
t-butanol groups of ASB in solution, but the resulting film density can be affected.
For example, Ref. [156] reports IPA gives a denser gel than a premix reaction
with ethanol solvent. This work’s results from different alcohol solvents for both
the premix and dilution support Reference [156]. The cause of micro-cracking is
suspected to be an effect of a low solids-density in the diluted ink and/or the alumina
density itself. Micro-cracking was more prevalent when the molecularly larger n-
PrOH was used during the premix reaction compared to IPA. In regard to dilutions,
only longer chain dilution alcohols were printable, potentially limiting ultimate film
density control. Some investigation was performed into different ratios of dilution
with IPA and larger alcohol molecules; some of the best prints were obtained when
using IPA during the premix and n-PrOH for dilution, or a combination of IPA and
larger alcohol for dilution.
Alternate causes for micro-cracking may be explained by comparison to Reference
[170] regarding silica sol-gel. First, they found that a higher degree of cross-linking
negatively affected a print’s fidelity, while decreasing cross-linking with a second
silane (TMTS) gave the intended fidelity. Here, the sol-gel is allowed to fully
cross-link, meaning a denser solid-phase is likely formed upon the loss of solvent.
Finally, Figure 2.4 shows examples of the progress made in printing alumina sol-gel.
Figure 2.4 A-C) SEMs show the micro-structure of the prints and corresponding
photographs below, D-F). Good nano-fidelity was initially seen, when EAA was
not being used, but small print areas. B-E) Shows that adding EAA and diluting
with isobutyl alcohol allowed a longer print window, with higher long range fidelity,
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Figure 2.4: SEM images and photographs of various alumina sol-gel printings. All final
dilution ratios are 20:2:1:1 alcohol:ASB:EAA:DI water. A-C) SEM images for different
sol-gels. D-F) Photographs of the macro scale print corresponding to the SEM image above
each. A,D) A tilted image shows IPA without EAA gave a good reproduction and no
cracking on the micro-scale, but small 1 mm2 area. B,E) Adding EAA and isobutyl alcohol
shows 1 cmX1.5 cm prints were possible, but significant micro-scale cracks were found.
C,F) Show using EAA and an IPA 1:1 dilution; large 1 cmX1.5 cm prints were printed and
micro-cracking was minimized, but irregularities in the film thickness from the small print
window prevented a full area print. F) was spin-cast at 750 rpm for 10 s.
but micro-cracking was significant. Finally, the best print observed is displayed
in Figure 2.4 C,F) which was made with an IPA dilution, with similar results for
sec-butanol (not imaged). Micro-cracks were still seen in these larger areas, but to
lower degree.
Future directions for alumina sol-gel should involve more control over the reaction
atmosphere by considering ambient humidity effects on the premix reaction and
the final film. There is hope that high-throughput techniques may more effectively
resolve issues of the stamping time window, micro-cracking, and sol stability. The
parameter space was too broad for a full optimization here, but promising directions
of study have been found. Further investigation should include strategies for etching
alumina sol-gel resists. In order to place these nano-structures inside the stack of a
PV device, holes around the structure in the residual layer must be open for current
to pass through the device. Additionally, alumina sol-gel based masks could be
among some of the most selective ICP-RIE etch masks achievable through NIL
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compared to polymer resist or silica. This is supported by the high selectivity of
vacuumdeposited aluminamasks used in high aspect ratio etching of silicon, making
alumina etch masks important for not only PV applications, but also semiconductor
processing. [184, 185]
Optical and materials characterization should also be performed. Initial charac-
terizations reporting the optical constants of the sol-gel will inform its usefulness
in optical design. Characterization of the alumina compound in terms of its com-
position and crystalline state should clarify other expected properties in terms of
semiconductor passivation. A positive development in this area would be critical to
further progress in Chapter 4. In Chapter 4 it is proposed that these types of sol-gel
could benefit from doping of important chemical species such as sodium. Solubility
of sodium species in this sort of alcohol-based sol-gel would need to be explored,
but could yield great new patterning and manufacturing options in thin-film solar
cells.
2.4 Summary
A detailed accounting for the NIL procedures developed and experience gained was
presented. Nanofabrication optimization for large area patterns is described. New
and process-critical methods such as stamp-quilting and OTFCS surface treatments
were developed to further the scalability and reliability of laboratory scale sol-gel
patterning. Large dense area sol gel patterns were produced for the first time by
printing spatially dense nanocone arrays. First attempts at patterning alumina sol-gel
showed promise but need further investigation. Alumina sol gel provide a unique
opportunity for high selectivity etch masks and nanostructures with electronic-
passivation properties for use in semiconductors.
In general, it was found that there is no singular method to NIL. Each pattern is
unique and the conceptual understanding presented aided in resolving each obstacle
encountered when printing new patterns. This work does show, however, that once a
pattern printing procedure has been developed, it can faithfully and reliably produce
large areas of nanopatterns. The experience and working knowledge shared here
will aid future researchers in realizing successful NIL experiments.
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C h a p t e r 3
NANOPHOTONIC LIGHT TRAPPING STRUCTURES IN
TANDEM a-Si:H/a-Si1−xGex:H THIN-FILM SOLAR CELLS
3.1 Tandem Amorphous Silicon Solar Cells
Previouswork in studying the light interactionwith thin-film solar cells has produced
significant understanding of the ability for nanophotonic structural modifications to
increase light trapping in diminishingly small volumes. This has been often and
readily shown in the a-Si:Hmaterials system.[7, 42, 94] a-Si:H provides an attractive
optoelectronic system for studying nanophotonic light management due to its low-
cost, quick, and relatively easy fabrication. These amorphous materials systems are
also compatible with roll-to-roll nanoimprint production of superstrate/substrates,
including flexible substrates. On these superstrates, the majority of the device is
deposited via plasma enhance chemical vapor deposition (PECVD) from gas pre-
cursors. Absorbing layers are on the order of 100 nms, and can be deposited rather
quickly at low temperatures below 300 ◦C. a-Si:H device’s absorber layers are re-
quired to be thin, and require some sort of light trapping strategy for appreciable
power conversion efficiency. Traditionally, a randomly textured transparent con-
ducting oxide (TCO) superstrate has been the preferred method of light trapping in
these devices. Their non-crystalline structure reduces the structural constraints of
PV devices such as c-Si and GaAs devices. It is extremely difficult to nanostructure
a crystalline absorber internally. To do so is generally only possible via a destructive
etching process, leading to performance degradation. The thin-film deposition of
a-Si:H opens up the possibility of greater control over light-absorber behavior. Cou-
pling into internal guided modes of high refractive index absorbers such as a-Si:H,
designs aim to reach or exceed the classical 4n2 absorption enhancement limit.
Amorphous silicon and its alloys are distinct from crystalline silicon or poly-
crystalline silicon due to their limited short-range order. The typical tetrahedral
bonding between nearest neighbor silicon atoms is interrupted, and a random net-
work of silicon atoms results. A significant portion of the valence electrons are left
as dangling bonds and serve as deep-level free carriers traps. This results in low
carrier mobilities, particularly of holes due to the excess of electrons in the network.
These low mobilities impose a limit on the thickness of an a-Si:H PV device.[154]
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The typical addition of 10at% hydrogen to the deposition process serves to passivate
these dangling bonds.[62, 154] This returns a reasonable amount of semiconduc-
tor behavior, but devices are still electronically limited to 100 nms because of the
high defect density, poor conductivity, weak internal electric fields, and suscepti-
bility to light induced degradation by the Staebler-Wronski mechanism.[148, 154]
These obstacles require an electric field through the length of the intrinsic absorber,
created by sandwiching it with p-type and n-type layers on either side, creating a
p-type/intrinsic/n-type (p-i-n) device. The p-type layer should always face incident
light so that low-mobility holes travel less physical distance.[154]
The bandgap can be tuned in the range of about 1.7-1.9 eV. These amorphous mate-
rials are sometimes referred to as as direct bandgap semiconductors. However, they
are better characterized in terms of their continuous density of available electronic
defect states into the bandgap, which create mobility edges wider than the electronic
bandgap below which carriers cannot move freely.[19, 50, 140] Thus, the electronic
bandgap in these amorphous materials is wider than in its crystalline form. In terms
of the optical bandgap, these materials exhibit an exponential decrease of absorption
for decreasing photon energy known as the Urbach tail. This tail will give an optical
bandgap smaller than the electronic gap as photons are absorbed by the defect states
below themobility gap. This exponential decrease in absorption and requirements of
thin absorber layers for electronic performance work against each other in thin-film
a-Si:H devices. This motivates low-cost nanophotonic light management solutions.
Amorphous silicon alloys and compatible dopant species are numerous, providing
additional parameters for exploration. The ability to alloy Germanium into a-Si:H
to create a lower band-gap a-Si1−xGex:H and deposit this within the same PECVD
system is particularly important to this work. Combining a-Si:H solar cell followed
by an a-Si1−xGex:H solar cell creates a tandem device which can use more of
the solar spectrum, out to a wavelength of 900 nm.[62] These two PV cells are
connected in electrical series and thus, the same amount of electrical current must
flow through both cells during operation.[146] Ideally, both would produce the
same current. Practically this is not always the case, and the excess current is lost to
recombination in the cell that produces it. The challenge presented is to determine
the effect of combining traditional texturing with periodic dielectric light trapping
structures in an effort to balance the photocurrent absorbed in both cells to output
the maximum JSC. Concurrent work in single junction a-Si:H solar cells determined
that an optimal balance of randomization and ordering should perform better than
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either on their own,[8] as ordering will greatly enhance certain wavelengths while
random texture aims to achieve the conditions of full 4n2 classical light trapping.
(see Section 1.2).
3.2 Iterative Thin-film a-Si/a-SiGe Nanophotonic Simulation Based Design
Amorphous silicon PV cells were deposited onto a superstrate in a p-i-n layered
structure. The first layer was a p-doped hole collector, followed by an in intrin-
sically doped absorber layer, and finally an n-doped electron collector. In this
collaborative work, a series connected monolithically stacked tandem cell was the
basis for exploration of improved light trapping by combining a traditional random
texture with a NIL printed, periodically ordered 2D photonic crystal structure. The
tandem cell layers were deposited onto the combined pattern for use in a superstrate
fabrication.
The canonical/reference tandem cell studied is shown in Figure 3.1 and described
here. A low iron content glass (Asahi U-Type) with randomly textured Fluorine
doped Tin Oxide (FTO) was used as the superstrate for a near-completely PECVD
based fabrication. The first semiconductor layer was a p-type layer that is Boron
doped, p-hydrogenated amorphous Silicon Carbide (a-SiC:H), which provided a
larger band-gap window for reduced parasitic loss,[154] followed by a intrinsic i-
a-Si:H layer and n-type layer, Phosphorous doped n-a-Si:H. Next, an n-type micro-
crystalline Silicon Oxide (µc-Si0x) Intermediate Relfection Layer (IRL) served as a
recombination layer and a low refractive index layer to help control the photocurrent
balance between the top and bottom cells of the tandem.[14, 67, 69, 91] Next, the
second p-i-n with a-Si1−xGex:H intrinsic layer was deposited, with the p(n)-layers
being p(n)-a-Si:H. Last, the stack was removed from the PECVD chamber and an
Indium doped Tin Oxide (ITO) buffer layer was sputter deposited followed by a
thin Ag film which served as the back contact. Further details of the tandem cell
fabrication can be found in References [67–69]. The randomly nano-textured FTO
was modified via a conformal NIL print of square lattices of silica sol-gel pillars
with varying diameters, heights, and pitch to enhance the absorption in the near
infrared (NIR) of the bottom cell.
Rigorous Optical Modeling of Thin-film Tandem Solar Cells
CAD Geometric Model
A Finite Difference Time Domain (FDTD) model of the tandem cell was created
in order to parametrically vary an inserted photonic crystal pattern before the top
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Figure 3.1: The typical a-Si:H/a-Si1−xGex:H studied here. The FTO was 750 nm on
a 3.8 mm glass substrate. Three parameters that define the periodic lattice are shown as
variables: the pillar diameter, pitch/period, and their height. These were coated in a thin
aluminum doped zinc oxide (AZO) TCO for better electrical front contact. The first p-i-n
cell had a total thickness of 150 nm, with each doped layer being 10 nm. The µc-Si0x IRL
is 15 nm. The second p-i-n cell was a total of 250 nm, also with 10 nm thick doped a-Si:H
layers. Finally a 30 nm ITO or µc-Si0x , layer acted as a buffer between the Si layers and the
200 nm Ag back contact, which would have otherwise electrically poisoned the Si material.
cell, followed by a conformal deposition onto this pattern. Other optical models
previously used geometric approximations of the conformal deposition[32, 42, 94,
95, 151], but it was found that this was not a sufficient approach in optimizing
tandem a-Si:H/a-Si1−xGex:H devices. This model necessarily incorporated rigorous
structural details of the device. Small input variations resulted in strong effects on
the optical responses, especially with regard to portions of the spectrum where weak
absorption tails in each materials are present. The real portion of refractive index
was typically not problematic, but the currentmatching requirement correspondingly
required accurate accounting of absorption in each layer, even when absorption was
small valued. Mis-allocated photocurrent absorption would yield false results for
the overall device performance predictions. Large shifts in photocurrent between
the two cells was seen when adjusting pattern parameters to strike an optimal
balance of photocurrent absorption between the two. The difference in absorbed
photocurrent in the canonical, un-patterned tandem devicewas already small relative
to the possible photocurrent absorption enhancements that could have been made
with structuring, so careful control over the initial model’s structural recreation was
necessary to yield accurate results when simulatingmodified geometries. Last, a full
3-dimensional model was required to fully capture the complexity of the a-Si:H/a-
Si1−xGex:H tandem device. Implementations of 2-dimensional models could not
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match the necessary accuracy achieved with the full 3-dimensional model described
here.
First, a detailed 10 µm2 surface map of a textured FTO surface was measured via
Atomic force microscopy (AFM) and imported into the model as the superstrate
surface. Then, an ordered square array of pillars was built in the Lumerical FDTD
CAD software. A first difficultly was estimating the effective height of such pillars,
as the texture does not provide a clear reference plane to measure against. Here, the
height was taken as an input, and an algorithm defines the reference plane as the
mean height of the FTO layer at the center of the simulation volume and then offset
the top of the pillar by the input height from that mean position. The pillar’s base was
then extended into the FTO layer, whereby a logical operation defined the material
at each voxel to be either material, with the FTO have the highest priority. In this
fashion, any FTO texture that is offset from the reference plane into the structuring
(a peak) overrides the material of the pillar. Any area below the reference plane
that was not FTO (a valley) was taken to be the pillar’s material. This represents a
true conformal printing, avoiding inclusions of free-space or removal of FTOtexture
that may reside within a pillar. This can be seen through the semi-transparent
representations of the pillars in Figure 3.1.
Next, measurements of the root-mean-square (RMS) roughness of the initial FTO
surface and the final ITO surface were used to create a linear interpolation of the
expected RMS roughness after each conformally deposited layer. The original
FTO measurement data was iteratively smoothed until the target RMS roughness of
each layer was reached within 10-4.[53, 97] The new surface profiles were output
to a file and used as an input into the CAD model to define the corresponding
semiconductor layer. This smoothing is represented schematically in Figure 3.1.
Again, to avoid free-space or spuriously incorrectly defined materials at each voxel,
the layer was extended up through the FTO, with decreasing selection priority.
This gave a rigorously detailed model of the device geometry due to the initial
texture, and accounted for regions of each layer that are thicker than their nominal
values due to accumulation in texture valleys. These details were important in
being able to fit simulations to experimental results of canonical tandem devices
using empirically measured values of layer thickness and corresponding deposition
time. Using measured thickness values was more accurate than using the nominally
targeted deposition thicknesses in modeling. This was due to layers being thicker
than expected according to the deposition time-thickness calibration for structured
56
devices.
Ordered structuring was added by a geometrical approximation of the shape of a
conformal layer around a pillar. The shape is usually seen in cross-sectional SEM
and transmission electron microscope (TEM) images as a rounded layer, similar to a
bump or dome (Figure 3.2 and Figure 3.7). In the model, this shape is approximated
as a hemi-ellipsoidal cap on top of a pillar with appropriate radius on each axis.[43]
Using SEM cross-sectional images of first iteration tandem cells that incorporated
silica sol-gel pillars, each hemi-ellipsoidal object was modeled with linear fit of
the increasing dome radius as a function of total material thickness. During the
fabrication, it was observed that pillars would begin to smooth, and their tops would
also have a hemi-ellipsoidal cap shape also, as seen in the cross-sectional SEM
image in Figure 3.2. This was also accounted for by the model’s geometric fitting.
An approximation that the surface texture, along with the array, is periodic wasmade
such that capturing a small portion of the texturing was sufficient. This assumption
was made as a trade-off between accuracy and computational intensity. The input
pitch of the square pillar array only determined the periodic extent of the model unit
cell indirectly, as the periodicity is more accurately defined by the coalescence of
final curvatures in the Ag layer. Schematically, this is represented in Figure 3.1 by
the vertical dashed lines indicating the simulation unit cell. 1.5 periods was used
Figure 3.2: A cross-sectional SEM of a tandem a-Si:H/a-Si1−xGex:Hsolar cell with silica
sol-gel pillars incorporated onto a textured FTO superstrate and the device layers conformally
deposited.
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in simulations to try to capture an appropriate amount of random texture to avoid
repeating too small a sampling of the random texture. Thus, for a given input pitch
in the model, the actual unit cell periodicity is defined by the propagation of the
linearly increasing radii of the hemi-ellipsoidal cap in each layer. As an example,
for very thin layers of absorber material, the final radius of the last hemi-ellipsoidal
texture occurs close to the center of a pillar. For a pillar of the same diameter, but
very thick layers, the final radius of the last hemi-ellipsoidal cap approaches a planar
approximation and the actual periodic structure converges to pillar array’s nominal
value. Experimental pitches were selected according this final periodicity of the
coalescing bumps. In experiment, the pitch of the cylinders directly controls this
coalescence.
Non-standard FDTD Simulation Strategies
Adiscussion of important, proper FDTDusage strategies is appropriate. First, one of
the strengths of the FDTDmethod is that many wavelengths can be measured during
the same simulation. By virtue of injecting a short pulse into the simulation, the
time-dependent nature of this pulse means it necessarily contains a broad spectrum
of frequencies. This is a strength for simulation goals that are not as sensitive to
erroneously allocated power absorption. However, this was a drawbackwhen current
balancing a tandem device in simulation. Here, dispersive materials were involved,
and a continuous polynomial fit-function describing the optical properties would
have been required for broadband data collection. The imperfect polynomial fitting
leads to absorption errors, especially near or below the bandgap of our materials.
Mathematically, this is because a polynomial fit cannot be exactly zero at each
frequency below the optical band gap. Thus it was found to be more accurate to
collect simulation results one wavelength/frequency at a time, as the refractive index
fitting function is exact for a single wavelength. This was especially important when
absorptive materials were being simulated below their band-gap. Single wavelength
simulations also correct for errors when using "auto-shutoff" features in FDTD,
which ends a simulation when a certain total remaining energy threshold is reached.
Because lower frequencies contain less energy, and additionally are on the edge of
the input Lorentzian frequency distribution, the higher energy frequencies dominate
this metric. Low frequencies will not have decayed/converged to their final values
as quickly as the higher frequencies. By evaluating only one frequency, the energy
cut-off accurately calculates the energy of interest in the simulation. Last, In the
Lumerical software, the "optimize for short pulse" should not be used as it will
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broaden the input frequency spectrum. This option can also potentially risk not
allowing enough time for scattered light to interact with resonances across larger
distances in the simulation before the signal decays. This situation deviates from
a steady state approximation. It is recommended to future researchers to perform
careful convergence testing in these situations.
When using a single frequency in simulation, the input wave has a narrow, well
defined frequency spectrum, meaning it adds a level of coherence that is not present
in solar light or measurements. This led to resonant peaks that were sharper and
stronger than seen in experiments. The "partial spectral averaging" feature was
used to de-rate the response of a single frequency by analytically averaging the
response of neighboring frequencies, generally increasing the agreement between
simulation and experiment by an appreciable degree.[83, 84]
Last, because the simulation volume contains interfaces of absorbing and non-
absorbing materials at any given frequency, an individual field component method
of calculating the absorbed power was used. Due to the requirement to compute the
curl of the electric and magnetic fields in FDTD, the fields are not co-located, but
offset by one half of the side length of the Yee-cell voxel.[82] Each component is
located either on the face center or middle of each edge, and the values are typically
interpolated to a common voxel origin for computations. This is problematic when
thin layers on the order of the voxel size, such as in this system. At lossy|dielectric
interfaces, absorption from a neighboring layer can be interpolated into the wrong
layer. To correct this, the individual electric field vector component absorption









The above equation allows distribution of the scalar factors (where ω is the angular
frequency and ε′′ is the imaginary component of the dielectric constant) to each
field component individually. This allowed application of the proper ε at each
point in the simulation volume before interpolating the absorbed power, even if the
actual location of the field component on the Yee-cell lies across the interface.[73]
Alternatively, the locations of the Yee cell absorbed power locations were "masked"
by their associated dielectric constant ε , and the proper ε′′ values were applied to all
components in the Yee-cell. This restricts the inclusion of electric field components
which may be inflated due to considerably higher field values arising from nearby
high permittivity materials within the same Yee-cell. These approximations are
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required for accurate, yet computationally tractable simulations. A staircase mesh
should be used with this technique. Similar techniques were used in Chapter 4.
Ellipsometry Characterization Fitting to Cody-Lorentz Model
Accurate optical constants were the second key input to the predictive optical model.
Ellipsometry was used to fit measurement spectral reflection amplitude component
Ψ and phase shift ∆, and spectral transmission to the Tauc-Lorentz (TL) and Cody-
Lorentz (CL) parametric optical models. These parameters were fitted to models
of thin-films with known the thicknesses to all the different constituent materials.
During the first iteration of models and experiments, the TL parametric model was
used to fit the data. The TL model was initially used due to it historically being a
popular framework for the characterization of the band-gap of amorphous materials.
Initially the band gap of the materials was determined by collaborators via the Tauc
method. This method is a linear fit of the product of the photon energy and square
root of α as a function of photon energy, where α = 4πk/λ where k == ε′′ is the
imaginary part of the refractive index.[68, 69, 159] In the TL model, the optical
bandgap is defined as the energy at which the fit line has a value of zero absorption,
i.e. when it crosses the abscissa at zero ordinate. This Tauc optical band gap was
used as an input into the TL model when fitting initial ellipsometric data.
Tauc gap determinations depend on measuring a suitable range of α in which the
proper linear relation is seen. However the fitted energy range of the curve is
often arbitrary. When optical measurements can not reliably obtain data in for low
values of α near the optical gap edge, the true nature of the Tauc curve is subject
to extrapolation. [25, 40] While this simpler approximation is useful in a variety of
instances, here its value could vary by up to 0.5 eV between different measurement
tools. This was especially true for very thin-films on the order of 50 nm, where
the uncertainty of the film-thickness by profilometry used to calculate α was an
additional limitation for the TL model. The CL optical constants model was used
here to increase the accuracy of simulations.
An overview of the TL and CL optical constants models is given. Both expressions
are Kramers-Kronig consistent, and the real part of the permittivity can be calculated
from the imaginary part. Equation (3.2) gives the Lorentz oscillator function which
is responsible for the dielectric properties for energies much greater than the band-
gap, E >> Eg. Here, A is the resonant amplitude, Br is a width/broadening
parameter, and En is the resonant energy position. Equation (3.3) and Equation (3.4)
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show the imaginary and real parts of the dielectric permittivity of the Tau-Lorentz
formulation. The assumption that the imaginary part of the optical constant abruptly
achiceves a zero value does not provide much flexibility to account for absorbing
states below the Tauc bandgap Et , where the Urbach tail transition begins. This
can be accounted for in the CL equations. The second key difference between the
two is in the expression Gt (E) of the TL formulation, which assumes a constant
momentummatrix and parabolic bands near the gap.[25, 40] The P of Equation (3.4)
indicates the principle value integral and ε∞ is the permittivity at infinite energy,
which is usually unity.
L(E) =
AEnBr E
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The analytical solution of the Cody-Lorentz model of Ferlauto in Equation (3.5)
and Equation (3.6) improves upon the TL model by adding an expression for the
imaginary part of the dielectric constant below the Tauc gap energy and assuming
a quadratic energy relationship with a constant dipole matrix element.[40] The
parameter Eu is the slope of the Urbach tail absorption below the optical bandgap
and Ep is a second transition energy which demarcates the transition at Eg + Ep
from the stronger Lorentz-like absorption of higher energies. This adds flexibility
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Each layer was individually characterized as a thin-film deposited on Eagle XG
display glass measured with a J.A. Woollam UV-Vis ellipsometer and fit with the
WVASE software to obtain the complex refractive index values from the fitted pa-
rameters. The first step to accurate fitting of each absorbingmaterial was an accurate
fit of the Eagle XG substrate by the TL model. Next, the X-ray rocking technique
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was used to accurately determine the thickness of each film within ±2 nm. Each
measured film was on the order of 50 nm so that the thickness was similar to that of
the actual device to avoid any potential thickness dependent inaccuracies. Reflection
measurements of Ψ and ∆ were taken between the angles of 50° and 70°. These
angles are specifically on either side of the substrate’s Brewster’s angle. Near this
angle, Ψ and ∆ are most sensitive to thin-film interference phenomena due to larger
phase shifts and amplitude variations. Spectral transmission was also measured at
normal incidence. These values were then fitted using a global parameter fit for each
of the values in the TL and CL equations above, with optimization weights favoring
the NIR wavelengths near the a-Si1−xGex:H band gap. This wavelength band was
where previous design iterations indicated the most discrepancy between model and
experiment. Finally, as a determination of the accuracy of the materials constants,
a full 3D FDTD simulation over a large area 3 µm2 of the AFM measured texture
was performed and compared to the canonical experimental tandem.
Figure 3.3 shows the difference between the two models’ optical constants for the
most difficult to measure material, a-Si1−xGex:H. The TL model over estimated the
real and imaginary parts of the refractive index at the wavelengths where the top
a-Si:H cell begins to transmit light to the bottom a-Si1−xGex:H cell. These wave-
lengths required a high degree of accuracy to output proper photocurrent absorption
predictions. The inset shows a logarithmically scaled zoom of the imaginary parts
from 600 nm to 900 nm. The TL prediction shows a steep drop in this value as the Et
bandgap (near 900 nm) is approached compared to a smooth decline in the CL data.
The knee in the CLmodel signifies an absorption mechanism transition to that of the
Urbach tail. Results comparing the reference tandem cell device’s experimentally
measured EQE to the modeled response using CL optical constants are shown in
the right-hand side plot of Figure 3.3. The predictions of each sub-cell very closely
matched the EQE measurements. This was the closest agreement that was seen.
An comparison of the model/experimental EQE curves for nano-structured tandem
cells is shown in Figure 3.6B.
Rigorous Optical Model JSC Prediction
Finally, after a rigorous iterative characterization effort to match model to canonical
reference a-Si:H/a-Si1−xGex:H tandem cell measurements, the model was used to
predict the EQE response of devices incorporating both ordered and rough textures
into a device. The height and diameter parameters of a square pillar array indicated
in Figure 3.1 were varied. The resulting possible JSC, which is the integral of the
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EQE weighted by the ASTM Air Mass 1.5 Global (AM1.5G) solar photocurrent
spectrum, of each parameter combination of the top and bottom sub-cells is shown
in Figure 3.4. The carrier collection efficiency, IQE, is assumed to be unity due
to the very thin thickness of each sub-cell; the implications of this assumption are
discussed in Section 3.4.[32, 42, 43]
Figure 3.4A shows that increasing the pillar height shifts absorption to the top cell.
Available surface area for deposition increases with pillar height. Maintaining a
constant layer thickness on the pillar means that more material is deposited overall.
This realistically represented the constant experimental deposition time used in
fabrication of the patterned and un-patterned devices. The top cell shows a band of
enhancement starting around a diameter of 200 nm that follows the pillar diameter.
This is due to coupling into guided modes of the device via diffraction which is a
pitch dependent phenomenon. Figure 3.4B Shows a similar increase in collected
photocurrent due to increasing height of pillars for the same reasons as that of the
top-cell, with enhancement occurring along the boundary in the parameter space
of where the top-cell current no-longer benefits from increased pillar height. A
band around 200 nm for all heights in Figure 3.4B shows a relative decrease for
heights between 125 nm to 175 nm, while this is a region of enhancement for the top
cell. Finally, Figure 3.4C shows the maximum collectible current from the series
connected device, which is the minimum of the absorbed photocurrent in either sub-
Figure 3.3: Left: A) The difference in the TL and CL optical models for a-Si1−xGex:H thin-
films. The TL and CL models disagree at key spectral positions where the a-Si1−xGex:H
material is optically/electronically responsive.Right: B) A comparison of the canonical
reference a-Si:H/a-Si1−xGex:H tandem compared to the model predicted response using the
CL optical constants for each layer.
63
Figure 3.4: The rigorous 3D model was used to predict the devices potential current
output due to various combinations of pillar height and diameter. The pitch is such that the
conformal layer modeling is close-packed. A) The predicted integrated JSC contribution of
the top a-Si:H sub-cell. B) The predicted integrated current of the bottom a-Si1−xGex:H
sub-cell. C) The minimum current of each sub-cell is taken to predict the output of the
series connected tandem device.
cell. The region of maximum enhancement lies at the boundary between the two
enhancement regions, with a maximum value at a height of 175 nm and a diameter
of 150 nm. The enhancement regime appears to continue with increasing height,
but beyond 300 nm, the pillars begin to become larger than the nominal total layer
thickness. The enhancement that trends with height is likely due to the addition of
increasing amounts of material arising from the conformal deposition coating the
tall pillars.
3.3 Nanoimprinting Nanotextured Surfaces
Fabrication of nanophotonic pillar arrays was completed by use of conformal NIL.
Procedures can be inChapter 2. A pillar arraywith diameter of 150 nmwas patterned
with EBL on a silicon substrate and etched into this substrate to a final height of
250 nm, according to the predictions of Figure 3.4. Five different pitches (215 nm,
270 nm, 315 nm, 360 nm, and 405 nm) were written over 6 mm2 in a column of
5 cm. Development of fast, large area EBL pattern writing was developed to scale
the achievable area and reduce the required time to complete such patterns. The
column was reproduced in soft-stamps multiple times, which were then combined
into a quilted large stamp. This quilted stamp was designed to match the dimensions
of the Asahi superstrates, 5 cmx5 cm. Quilting was developed to repeatably recreate
the same layout as the shadow mask used for Ag back contact deposition.
During all nanoimprint stamping, a roughly 20 nm residual layer of sol-gel separates
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Figure 3.5: Left: A) A plan view of pre-etched conformal NIL sol-gel pillars on Asahi
substrate shows successful transfer of a high fidelity pattern. Middle: B)A 52° SEM image
of the pattern after etching shows pillars that have been smooth to rounded top b̈umps,̈ which
was taken into account in the optical model. Right: C) A 52° SEM image of the pattern
after AZO deposition shows further smoothing.
the pattern from the substrate. This is discussed in Chapter 2 and seen in Figure 2.1F.
This layer proved to be especially problematic on textured surfaces. Due to the
initial liquid state of the sol-gel, the sol-gel would fill the valleys in the texture and
planarize the surface. This created an electronically insulating barrier between the
front contact and the tandem device. When stamping on flat substrates, a short
approximately 10 s ICP-RIE silica etch can be used to remove this residual between
pattern features. This was not sufficient to remove the material in-filling the texture.
Etch times were increased to 50 s and 60 s. The results of these longer etches
removed most but not all of the excess sol-gel. It also shortened and rounded the
pillar shape. Final samples showed reduced heights from 250 nm to 200 nm for a
50 s etch and 125 nm for a 60 s etch. A height difference of nearly 75 nm over the
extra 10 s was observed, indicating a non-linear etch rate. The resulting structures
can be seen in the cross-section images of Figure 3.2, Figure 3.5 and Figure 3.7.
After etching, electrical contact was difficult to ensure, leading to low yield in
deposited devices. The solution was to deposit a thin TCO layer, 30 nm AZO,
onto the sol-gel pillar array to ensure electrical contact with the FTO front contact.
The deposition was performed via sputter deposition, and calibrated to yield low
resistivity. This was seen to be dependent on gas flow ratio during sputtering of the
AZO target, with a decrease of over 3 orders of magnitude from 150Ω cm for an
Ar/O2 flow ratio of 109 to 0.05Ω cm for an Ar/O2 ratio of 509, each with a constant
AC deposition power of 100 W.
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3.4 Results and Discussion: Experimental Results Explained by Model
The fabricated samples were exchanged with collaborators at the National Chiao
Tung University in Taiwan for deposition of the a-Si:H/a-Si1−xGex:Htandem cells.
Collaborators independently measured EQE with an LED based spectral illumina-
tion and AM1.5G spectrum filtered solar simulation to measure the JV performance.
This author also performed independent EQE measurements. An example is shown
in Figure 3.6B. The EQEwasmeasuredwith themonochromated laser line described
in Appendix A with a 2x microscope objective. EQE measurements of individual
sub-cells require that the cell not being measured must have excess current so that
the generated current of the measured sub-cell can pass through the device. This is
known as light-biasing. To accomplish this, a 400 nm (when measuring the bottom-
cell) or 850 nm (whenmeasuring the top-cell) focused LED laser sourcewas incident
on the device from the side onto the same spot as the 2x focused beam. Due to the
low mobility and relatively high power of the focused monochromated beam, the
LED lasers were focused into a tight spot to minimally over-fill the monochromatic
spot. Light biasing of either cell creates a VOC in the light biased sub-cell. This
must be compensated for in order for the entire device to be at 0 V. A Keithly voltage
source was connected in series between the cell contact and the lock-in amplifier
measurement to hold the entire circuit at 0 V.
Figure 3.3 shows the model matches experiment well for the simple canonical
reference tandem cell in spectral EQE. Of the many patterned device trials, few
returned positive results in terms of enhanced EQE. However, absorption was visibly
improved, as can be seen in as can be seen in Figure 3.6A.
Figure 3.6B shows the experimentally measured EQE of a champion patterned
tandem cell compared to the simulated EQE for approximately the same pattern
dimensions. The model was able to predict new peaks due to enhanced coupling
into new waveguide modes of the bottom a-Si1−xGex:H cell. The bottom cell was
targeted because it was the current-limiting cell in the canonical device. Minor
adjustment on the order of single nm’s were made in the model to account for
film thickness differences between patterning and the canonical device seen in
Figure 3.3B. Due to the imprecise control of the interstitial sol-gel etch, the EQE
was matched by sweeping various pillar heights. The best match to experiment was
found to be 200 nm. An enhancement shoulder around 754 nm is slightly red-shifted
in the model, while the peak at 806 nm agrees near perfectly, as well as another small
enhancement peak near 850 nm.
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Figure 3.6C and D show the electric field magnitude in the whole tandem device and
the power absorption by the a-Si1−xGex:H bottom cell absorber at a wavelength of
806 nm. These correspond to the peak seen in Figure 3.6B. Figure 3.6C shows one
of the waveguide modes created by the ordered structuring occurs near the bottom
of the cell. Here, the bowl shaped Ag back contact concentrates field, leading to
higher power absorption in the bottom cell. The absorption in the back-reflection
layer and the Ag back contact are filtered out in Figure 3.6D. These layers also have
an increase in power absorption, but the generated carriers are not collected. This
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Figure 3.6: A) A photograph of the nanoimprinted solar cells. Layers are deposited over
the entire textured superstrate. Scribe marks roughly outline device areas. Darker squares
are patterned areas while the lighter areas outside these squares have only the Asahi texture.
Each pattern has a pillar diameter of 150 nm. Each row is the same pattern, while the
columns change the array pitch. From top to bottom, these were 270 nm, 315 nm, 360 nm,
405 nm. B) The best match between the model and experimental measurements of EQE.
The model predicts new peaks due to light trapping in the NIR, but does not account for
losses below 650 nm. C) A cross-section of the electric field magnitude of a resonant mode
at 806 nm of the device in B). D) The absorbed power in the bottom a-Si1−xGex:H cell due
to the field in C), which is proportional the carrier generation rate.
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Figure 3.7: A) A high-resolution TEM cross-section image shows two periods of the
patterned array. A line defect through the bottom a-Si1−xGex:H cell is clearly seen, as well
as finer hairlike line defects extending radially from the center layer. B)A false-color map of
the AM1.5G weighted optical generation rate for incident light between 550 nm to 650 nm
obtained via the optical model is overlaid onto another TEM image. Optical generation is
concentrated at defect lines, leading to loss in this wavelength range. Images were rotated
from their original format for clarity.
provides an explanation of why the enhancement at this wavelength is modest.
Results from the model and experiment disagree in the visible spectrum between
400 nm to 700 nm. In Section 3.2 the assumption of unity IQE proved to be appro-
priate when modeling the reference tandem cell, as seen in Figure 3.3B. However,
the disagreement indicated there must be unaccounted losses. Cross-sectional TEM
imaging was used to examine the internal structure of the experimental cell with
EQE depicted in Figure 3.6B. High resolution TEM images of the tandem cell are
shown in Figure 3.7A and B. The different layers are more clearly visible in TEM.
From the top of Figure 3.7A, two periods of the pattern can be seen with a shape
conforming to the texture underneath. The smoothing due to the ICP-RIE etching is
also apparent. Next, the AZO capping layer is visible. Fainter, but still detectable, is
the first a-SiC:H p-layer, followed by the a-Si:H absorber, the µc-Si0x intermediate
reflection layer, the a-Si1−xGex:H absorber, the ITO layer and finally the Ag near
the bottom appears black.
The most glaring discrepancy between Figure 3.2 and Figure 3.7 are the bright
vertical lines through the a-Si1−xGex:H layer. These are unintended defects aris-
ing from the nature of the conformal deposition. Rather than coalescing, physical
boundaries were formed between pillars. Reference [7, 139] found similar degra-
dation in performance for single junction a-Si:H solar cells, proposing that these
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line defects may act as shunt pathways and current sinks, reducing the VOC and
FF. Reference [32] demonstrated in optoelectronic modeling that these defects are
the location of greatest recombination rate. Key differences between those works
with periodically structured a-Si:H solar cells and this work are that in Reference
[32] a substrate periodic structure was used and in Reference [7], hydrogenated
micro-crystalline Silicon (µc-Si:H) was used as the bottom cell. Figure 3.7B, shows
an overlay of the simulated optical generation for wavelengths between 550 nm to
650 nm in the tandem cell. Carrier generation hot-spots are concentrated at the high
recombination line defects in this wavelength region. This is distinctly different
than the substrate patterned devices examined in Reference [32]. Generation in this
area contrasts the regions of maximum carrier generation at the bottom of the cell
in Figure 3.6D which led to enhancement at the longer wavelengths. The different
locations of generation explain the losses in the visible wavelength compared to the
enhancement in the near-infrared. The decrease in EQE of the top cell below 500 nm
is less readily explained, but could also be due to these line defects extending into
the top cell absorber layer but were not resolved in the TEM images.
Finally, the JV curves for two sets of tandem solar cells are presented in Figure 3.8.
The two data sets represent a 50 s and 60 s etch time, giving pillar heights of
approximately 200 nm and 125 nm, respectively, as estimated by etching rates and
cross-sectional SEM. Of the 5 different pitches, 4 yielded measurable devices. The
215 nm pitch arrays never leading to working devices. The taller pillars perform
worse in terms of FF andVOC for all array pitches for the taller pillars. The formation
Figure 3.8: JV curves of tandem a-Si:H/a-Si1−xGex:Hsolar cells with 150 nm diameter
NIL pillar arrays of various pitches that were applied to textured Asahi superstrates. The
silica sol-gel pillars of A) and B) were etched to removed excess sol-gel for 50 s and 60 s
respectively. Figure courtesy of H.J. Hsu.
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of line defects in tall pillars is more likely. The loss of VOC and FF in samples with
taller pillars support the findings of Reference [7] and Reference [139]. Additionally,
the JSC is worse than the reference device for all but one pitch. The increased current
in that sample resulted from shifting visible wavelength absorption from the bottom
cell to the top cell.
The longer etch time and shorter pillars out-perform the reference cell in their effi-
ciency, VOC, and FF. The JSC is either slightly less than, or equal to the reference
cell. The EQE curves resulting by the optical model did not predict this result, as
all model results showed greater AM1.5G integrated current than the modeled ref-
erence cell. The EQE curves (not depicted) also showed no enhancement modes in
the bottom cell, as the pillars have been shortened significantly due to the extended
etching. These results still have unknown origins, as many factors could be re-
sponsible for the differences in positive performance compared to the reference cell.
Increased VOC was observed when a control sample with the same AZO deposition
was put through the same etching and fabrication processes. This provided some
evidence of either decreased resistance at the front contact, or perhaps smoothing
that may have mitigated any line defects from higher aspect ratio portions of the
Asahi texture.
3.5 Conclusions
Unfortunately, the results in Figure 3.8 directly opposed the optical model’s pre-
diction of Figure 3.4 that taller pillars should better. Combining TEM evidence
with the optical model showed that this was caused by a concentration of optical
carrier generation at these line defects in the bottom cell. Though the optical FDTD
model was extremely rigorous in terms of accurately recreating texture, conformal
deposition shapes, thickness, and optical constants of each layer, it could not ulti-
mately predict the observed electronic defects. The complexity of modeling this
system was extreme, yet still some parameters were unaccounted for. Typically,
simulation-driven-experiments can lead to successful greater experimental success.
Unfortunately, this was not the case for this work. The optical model was success-
ful, however, in helping to explain some of the decreased performance. The model
helped elucidate the causes of peaks in the NIR wavelengths and loss due to the
concentration of generation at defects.
Two different approaches could have been taken to drive a more successful line
of experimentation. First, a full optoelectronic model similar to Reference [32]
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could have helped to avoid some false-positive predictions by including electronic
defects and full JV curve simulations. The drawbacks to this approach would
be further expanding the necessary rigorous parameter space to include electronic
properties such as mobilities, trap states, and defect densities etc. of each material.
These parameters are well documented for only some of the materials such as
a-Si:H and AZO, and were not as readily available for other materials such as
µc-Si0x , a-SiC:H, or a-Si1−xGex:H. Second, a traditional experimental parameter
space exploration would have obviated the CAD model. This approach could have
reduced the parameter space to that of pillar pitch, pillar diameter, and etching time
as a proxy for pillar height. The monochromated laser beam line of Appendix A was
upgraded to handled this sort of experimental optimization due to the demonstrated
need, but only after the conclusion of the collaboration. No more samples could be
made for experimental optimization at that point. The results of this work showed
the importance of a full optoelectronic approach in device simulation, which was
developed in Chapter 4.
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C h a p t e r 4
PHOTON AND CARRIER MANAGEMENT DESIGNS FOR
NONPLANAR THIN-FILM Cu(InxGa1-x)Se2 PHOTOVOLTAICS
4.1 Introduction
Thin-film solar cells have been researched as alternatives to crystalline silicon solar
cells for decades due to high efficiencies greater than 20% and the intrinsic benefits
of thicknesses on the order of microns, such mechanical flexibility and a variety of
substrate options. Typically, CIGS photovoltaic devices are between 1-3 µm thick,
allowing the majority of incident sunlight to be absorbed. Reducing the thickness
of devices below 13 µm is desirable to increase production throughput capacity
while reducing the materials cost associated the rare-earth metal indium, which is
also highly in demand for large area applications by the flat-panel display industry.
Reducing thickness would also decrease the number of minority carriers lost to bulk
recombination, thereby increasing the voltage of devices. [58] However sub-micron
cells cannot absorb all incident photons in a traditional planar architecture, and
the reduced bulk recombination are lost due to surface recombination at the back-
contact. Here, we demonstrate that nanophotonic structures could address both of
these issues, leading to efficiencies unattainable by planar devices with the same
electronic qualities.
Light management by incorporation of randomly textured microstructures or nanos-
tructures has been extensively investigated for crystalline silicon, amorphous silicon,
and GaAs photovoltaics,[18, 33, 60, 85, 107, 183] but such approaches have not
been as extensively applied to polycrystalline thin-film compound materials and
devices, such as CIGS, CdTe, and Cu2ZnSnS4. [24, 93] Here, we explore the un-
derlying mechanisms of unexpectedly high absorption in random textures that were
seen experimentally by Heliovolt and compare them to other popular light trapping
structures for thin-film photovoltaics. [95, 136, 168] Our simulation approach is
uniquely able to extract differences between different structures by holding con-
stituent materials parameters constant, such that performance differences are solely
due to device geometry. By building on progress in other materials systems, we
identify opportunities for improvement to both the short-circuit current density (JSC)
and open circuit voltage (VOC) via coupled optoelectronic simulations.
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Many studies of light management in photovoltaics and solar cell architectures have
focused on increased light absorption as a design objective with important impli-
cations. [16, 43] As a first approximation, this type of analysis gives a qualitative
indication of how light management can increase cell efficiency. However, coupled
optoelectronic modeling in which both full-field electromagnetic simulation of light
absorption and scattering is combined with detailed carrier generation, transport,
and recombination models results in a more complete picture. [31, 100] Accurate
modeling of the spatial distribution of generated carriers is important, in addition
to increasing overall absorption because ultimately, the charge carrier collection
efficiency directly affects photovoltaic efficiency. Only a full optoelectronic model
can quantitatively relate optical absorption enhancement, electronic transport, and
photocurrent density enhancement, and highlight electronic transport issues which
can be overcome by improved optical design. For example, we observe that ran-
domly textured CIGS absorbers can absorb the majority of the incident spectrum in
a film of 700 nm planar equivalent thickness, but generated carriers are lost to para-
sitic recombination in near the back-contact interface. Strategies to overcome these
issues are described as well other light trapping for CIGS devices grown via more
conventional film synthesis processes. We identify possible CIGS device architec-
tures that enable thinning of the CIGS absorber layer to an equivalent thickness of
700 nm while maintaining or improving the JSC and/or the VOC compared to those
of thicker planar devices.
4.2 Methods
Optical Modeling of CIGS Absorbers
Randomly textured CIGS thin film photovoltaic absorbers exhibit a complex ran-
dom film topography that results from a Cu and Se flux assisted re-crystallization
process, leading to grain coalescence and coarsening as well as void formation via
reactive mass transport. [136] These absorber layers were experimentally seen to
have exceptional light trapping characteristics, motivating this numerical simulation
study of the underlying light trapping mechanisms in comparison to other potential
architectures. Experimental corroboration of the device performances predicted by
the models herein was rendered impossible by the cessation of Heliovolt’s research
and development effort. However, the published experimental External Quantum
Efficiency (EQE)measurements qualitatively match the results herein, leading to the
conclusion that our representation is a reasonable approximation of these textured
devices. [136]
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Figure 4.1: Simulated Cross-Sections a) A representative focused ion beam(FIB) cross
section of randomly textured CIGS absorber films is used to define the photovoltaic model
for a Mo back-contact device, shown in b). In c), a SiO2 layer serves to increase reflection
and define electrical line contacts, enhancing CIGS film passivation; d) shows a periodic
CIGS photonic structure defined by deposition on a patterned SiO2 layer with electrical line
contacts. The optical generation profiles, weighted by the AM-1.5G solar spectrum, for
devices simulated in b), c), and d) are shown in e), f), and g).
The provided cross-sectional scanning electron microscope (SEM) images of these
absorber films were used to construct models for optoelectronic simulations aimed
at identifying mechanisms of light trapping. A representative cross-sectional image
can be seen in Figure 4.1a, which is a CIGS film with equivalent planar thickness
of 1.7 µm. This cross section was contrast-thresholded and filtered with imaging
software to create a digital representation of the film. [1]
The device schematic in Figure 4.1b illustrates a simulated device structure that
utilizes this absorber film morphology. The device cross section in Figure 4.1b
includes a 50 nm CdS conformal window layer, contacted to a CIGS absorber
layer to simulate device structure resulting from conformal bath deposition. Voids
which occur naturally during the recrystallization process are included in the model,
and are consistent with the film morphologies observed in cross-sectional SEM
micrographs. The CdS layer is coated with a 150 nm aluminum-doped zinc oxide
(AZO) that fills the remainder of the volume and serves as a transparent front contact.
The back-contact consists of a 500 nm molybdenum (Mo) planar thin film.
Representative devices cross sections, such as in Figure 4.1b, were rendered for
full field electromagnetic simulations in two dimensions (2D) with periodic bound-
ary conditions. [43] Electromagnetic simulations using the finite-difference time-
domain (FDTD) method were performed with normally incident plane wave illumi-
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nation; all optical quantities reported here were obtained as polarization averages
of the transverse electric and transverse magnetic responses for the films. The
absorbed fraction of the incident solar spectrum was constructed from a set of sin-
gle wavelength electromagnetic simulations that were then power-weighted by the
spectral irradiance of the ASTM -AM1.5G solar spectrum. The fractional gallium
composition of absorbers in [136] is close to x=0.4, and refractive index data for
this composition was used to construct the complex dielectric function for CIGS
absorbers in electromagnetic simulations. [3] CdS optical constants are taken from
[162], ZnO from [43], and Mo from the Sopra Materials Database[147].The power
absorbed in each material can be calculated from the electric field magnitude and
complex refractive index at eachmesh point in the simulation. The optical generation





where ε′′ is the imaginary part of the material’s complex permittivity, |E|2 is the
electric field magnitude, ~r is the position vector, λ is the wavelength, and ~ is the
reduced Planck’s constant. [31, 43] Spatial maps of charge carrier generation are
then used as inputs of the device physics simulations described in the following
section. [31, 46]
Electronic Modeling of CIGS absorbers
The optical generation profiles for all structures depicted in Figure 4.11 as well
for planar films were input into carrier transport simulations to numerically calcu-
late the steady state EQE and current density-voltage (J-V) characteristics of each
device. We took advantage of previously reported transport parameters for CIGS
photovoltaics,[57] except where explicitly stated herein. While the reader is referred
to [57] for specific materials parameters, we explicitly point out two important pa-
rameters here. First, the CIGS|Mo surface recombination velocity is set to the
thermal velocity, 107 cm s−1, and represents a worst-case scenario. Coupled with
the Mo|CIGS Fermi-Valence Band offset of −0.2 eV, the valence band in the region
close to the back-contact bends downward. Second, the defect density model used
more rigorously represents non-uniform lifetimes in regions with strong illumina-
tion and depletion, giving a more accurate response than the Shockley-Read-Hall
(SRH) recombination model. Still, an instructive estimate of the CIGS bulk mi-
nority(majority) carrier diffusion length, as determined by the Einstein relation for
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Figure 4.2: Randomly Textured Absorbers a) Absorption for CIGS device with a ran-
domly textured absorber. Inset shows thickness, t, of planar CIGS film underlying randomly
textured structure, which is varied between 0 µm (light blue) and 1 µm (dark blue). Absorp-
tion is nearly constant across the spectrum and weakly dependent on film thickness. In b)
and c), magnitude of the polarization-averaged electric field intensity, |E|2, at λ=740 nm
and λ=1070 nm respectively. In d) and e), optical generation rate; Mo back-contact interface
indicated by horizontal white line.
diffusivity and the SRH equation of lifetime, is about ∼700 nm (∼8 µm) with the pa-
rameters used. Our planar device model quantitatively matches closely to Ref. [57].
The slightly lower short-circuit current densities, and correspondingly slightly lower
open circuit voltages, between our model and that of Ref. [57] can be explained by
the more rigorous treatment of light absorption and local photocarrier generation
rate provided by FDTD simulations and the fact that the optical constants used in
Ref. [57] were not reported.
This simulation method is general and can be used for any arbitrarily-shaped 2D
device cross-section. Absorption in the randomly textured CIGS films was com-
pared to planar thin films (not shown), CIGS films with dielectric separation layers
(Figure 4.1c), and CIGS films deposited onto periodic dielectric structures (Fig-
ure 4.1d). Figure 4.1c and Figure 4.1d show only a subset of the larger structure
periodicity defined by line contacts (the 2D approximation to point contacts), with
contact periodicity of 7.8 µm and 7.56 µm respectively. Figure 4.1f and Figure 4.1g
depict the total optical generation of those structures, respectively.
4.3 Results and Discussion
Optical Analysis
Absorption in Self-Assembled Randomly Textured CIGS Films
Looking at the generation map of Figure 4.1e immediately highlights two findings
from full field electromagnetic simulation: (1) photocarrier generation hotspots in
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the CIGS absorber, and (2) areas of parasitic absorption in surrounding layers. Areas
of high carrier generation are generally close to the randomly textured CdS/CIGS
film interface. The randomly textured CIGS surface layer absorbs most of the in-
cident light, suggesting that the underlying 1 µm CIGS film beneath the surface
topology in Figure 4.1a could be superfluous with respect to light absorption. Fig-
ure 4.2a shows results for a series of randomly textured CIGS structures with varying
underlying bulk film thickness, t (inset), where lighter shades of blue correspond
to thinner absorber layers. Typically, in CIGS photovoltaics, absorbing layer thick-
nesses are on the order of 2-3 µm. [126] The thickest film simulated in Figure 4.2a
corresponds to addition of a 1 µm layer of underlying CIGS material, illustrated by
the darkest blue curve, resulting in a CIGS device with a planar equivalent thick-
ness of 1.7 µm, which is close to the typical absorber thickness for CIGS. The high
absorption of the randomly textured CIGS device is a remarkably constant across
the visible and near infrared spectrum above the CIGS bandgap, and qualitatively
resembles experimentally measured EQE spectra of reference [136] in Figure 4.2a.
As the underlying CIGS film thickness is varied from 1 µm to 0 µm, the reduction in
absorbed photocurrent in CIGS less than 3%. This result indicates an exceptional
ability of randomly textured CIGS film structures to efficiently scatter and/or ab-
sorb light that would be reflected or transmitted by a planar device with equivalent
700 nm CIGS thickness, represented as the black dashed curve in Figure 4.2a.
Figure 4.2b and Figure 4.2c show TE and TM averaged electric field intensity,
|E|2, profiles at λ=740 nm and λ=1070 , and Figure 4.2d and Figure 4.2e show
the corresponding optical generation rates. These profiles indicate strong light
scattering and absorption by the randomly textured CIGS films. Absorption in the
planar device begins to decline at wavelengths beyond 600 nm due to increasing
reflection, while absorption in the randomly textured CIGS absorbers does not
decline until ∼740 nm due to the longer optical path lengths and scattering promoted
by the texture, as demonstrated in Figure 4.2b and Figure 4.2d. Beyond 740 nm, the
randomly textured CIGS begins to transmit light, and a non-zero thickness for the
underlying CIGS layer is required for full absorption. In regions of the spectrum
where light reaches the Mo back-contact, it is parasitically dissipated in the metal.
The significant absorption loss in theMo is due to its refractive index being relatively
well-matched to CIGS, leading to a low reflectivity interface. [24, 28] Typically,
the metal back-contact in a solar cell should serve as a good back reflector to enable
multi-pass absorption, in addition to its role as an electrical contact. However, in a
CIGS solar cell, Mo is typically used to create a small to zero Schottky contact to
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CIGS and for its Na+ permeability, despite its undesirable optical properties.[115,
149]
Furthermore, Figure 4.2c and Figure 4.2e indicate field intensity enhancement in the
lobes of the CIGS randomly textured structure; these lobes are characterized by their
location above a void. The sharp refractive index contrast at the CIGS|CdS|void
interface results in reflection back into the absorber material. Thus these lobes
effectively act as monolithically integrated low Q resonators. These lobes are also
areas of high electric potential, implying that a large fraction of the carriers generated
in these regions are collected.
Figure 4.3a shows the spectral absorption of each material in the randomly textured
CIGS structure with no underlying planar CIGS film (Figure 4.1b,Figure 4.1e),
which aids the identification of opportunities for more efficient light management.
The solid black curve overlaid onto the absorption spectra represents the simulated
EQE, with the difference between absorption and EQE indicating device Internal
QE. The most significant fraction of absorption occurs in the CIGS layer (blue).
However, at wavelengths shorter than the AZO and CdS bandgaps, CIGS absorption
is significantly diminished due to parasitic interband transitions in the CdS and
AZO layers. The parasitic absorption at shorter wavelengths accounts for ∼11% of
the total incident photons above the CIGS bandgap (4.4 mA cm−2). We note that
AZO parasitic absorption here is greater in the randomly textured structure than in
a traditional planar design because of the increased total AZO material required to
make a conformal front contact here. While light absorbed in the AZO is completely
lost, the simulated EQE curve (solid black) shows that some carriers generated in
the CdS window layer do contribute to the short circuit current. However, this
collection from the CdS is inefficient due to the high defect concentration in the
window layer. [57] Optically, a thin AZO layer would be ideal, but electronically,
a thin AZO layer would incur increased resistive losses. Similarly, further thinning
of the CdS could also be detrimental, causing pin holes and shunts among other
transport-related issues. [26, 126] Use of wider band gap heterojunction window
layer materials is a potential alternative to minimize photocurrent lost in CdS, and
is currently under investigation. [109, 149]
Figure 4.3b shows the material parsed absorption for a textured CIGS device with
t=1 µm. The absorption response in the blue wavelengths is the same because the
device is not optically thin. Unsurprisingly, the major difference between the thick
device and the thin device is a reduced portion of near infrared (NIR) portion of
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the spectrum is absorbed by the Mo back-contact. The solid black curve overlay
represents the simulated EQE of the thicker device, which has increased proportional
to the reduced absorption in theMo back-contact in theNIR.Additionally, the dashed
black curves show the experimental EQE data from Ref. [136] for comparison.
Optically, the 1-reflection (1-R) curve shows that the overall absorption is closely
matched. More importantly, the experimental and simulated EQE curves display a
reasonably similar behavior. Both EQE curves show a large, flat response across the
solar spectrum into the NIR enabled by the strong scattering of longer wavelengths.
The difference in the higher simulated EQE curve can be ascribed to using literature
values for electronic properties of the material, but the agreement enables us to draw
conclusions about the factors that are most important in structured devices.
The other optical loss mechanisms are reflection at the front surface interface and
absorption by the Mo back-contact. Front surface reflection losses can be broadly
addressed by applying at typical MgF2 anti-reflection coating. The loss in the Mo
can be mitigated by appropriate design of dielectric reflection layers to give high
refractive index contrast along with promising electronic transport behavior,[168]
as discussed below.
Thin Film and Patterned Dielectric Layers
Parasitic losses in the Mo are difficult to avoid for sub-micrometer absorber layer
thicknesses. However, these losses can be reduced by increasing reflectance at
the CIGS |Mo interface. A dielectric separation layer with Mo line contacts, as
shown in Figure 4.1e and Figure 4.1f, has been proposed to increase reflectance at
this interface. [165, 166, 168] To maximize the reflectance of this new dielectric
interface, the dielectric layer should have a low index and its thickness should be
designed for destructive interference at wavelengths near the band edge. As an
example, low refractive index silica sol-gel (n=1.42) layers could be utilized and
patterned via NIL. [169, 170] An optimum low refractive index layer thickness of
∼190 nm was found from electromagnetic simulations designed to maximize the
absorbed photocurrent. This low refractive index layer thickness maximizes its
reflectance at λ=1040 nm. Owing to the nonplanar film morphology studied here,
we have optimized absorbed photocurrent using FDTDand partial spectral averaging
for all device geometries. This more closely resembles experimental results due to
the small, random thickness variations of real films. [84]
Figure 4.3c demonstrates the reduction of parasitic Mo absorption and correspond-
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Figure 4.3: Absorption in Component Materials a) Absorption in a simulated randomly
textured device with a planar equivalent of 700 nm, indicated in each layer, where t=0 nm.
The black curve overlaid on the plot is the simulated device external quantum efficiency.
b) The same as in a, but for t=1000 nm. The 1-R and experimental EQE from [136] are
provided in dashed lines for direct comparison to the model here. In c), comparison of CIGS
and Mo absorption for different device structures with and without dielectric layers between
the absorber and back-contact.
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ingly increased CIGS absorption due to enhanced CIGS back interface reflectance
for the structures depicted in Figure 4.1 as well as a planar thin film. First, com-
paring the dashed black curve and the solid black curve, we see that insertion of
the low index layer into the planar structure increases absorption in a planar film
slightly at wavelengths where the CIGS is optically thin, beginning around 800 nm.
The largest boost in absorption is near the band edge, where the dielectric layer is
designed to reflect light back into the CIGS absorber via destructive interference.
Alternatively, periodically ordered structures, such as an array of pillars, can also
improve absorption in the CIGS layer (Figure 4.1d,Figure 4.1g). A periodic struc-
ture with a period of 525 nm, a height of 420 nm, and feature width of 300 nm
imparts a periodic structure to a conformably deposited CIGS absorber layer that
has again been optimized for absorbed photocurrent. This strongly increases CIGS
absorption between 600 nm and 800 nm, seen in the red dashed curve of Figure 4.3c,
corresponding to the maximum of solar photon flux. This periodic structure has
similar anti-reflection properties as the randomly textured absorbers, where the con-
formal and periodic surface texture preferentially scatters light into the absorber
at these wavelengths, indicated by the generation profile in Figure 4.3g. [43, 92]
Unlike the randomly textured absorber, a periodic structure can be controllably re-
produced via methods such as NIL. Augmenting the periodically ordered structures
with a 190 nm dielectric layer at the Mo interface gives an additional absorption
increase close to the band-edge, exhibited by the solid red curve of Figure 4.3c. The
overall absorption spectrum closely resembles a superposition of the effects from
the two light trapping mechanisms, suggesting multiple strategies can be combined
to achieve overall broadband enhancement. A 1/4 wavelength MgF2 anti-reflection
coating tuned to λ ∼900 nm is discussed in SI1.
Combining a dielectric reflection layer with randomly textured CIGS absorbers
does not result in the same absorption enhancement as with the lithographically
patterned and planar films, as seen when comparing the solid and dashed blue curves
of Figure 4.3c. The reduced enhancement is attributed to the strong scattering
of incident light, which inhibits the destructive interference condition within the
dielectric layer. Nevertheless, a modest broadband increase in absorption is seen
at longer wavelengths where the CIGS absorber is optically thin, beginning around
λ=900 nm. This corresponds to the fraction of light that is reflected back into the
absorber at the CIGS|SiO2 interface, and can be inferred by comparing the Mo
absorption curves of the three architectures without and with dielectric separation
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layers (dashed versus solid) in Figure 4.3c. The dielectric layer clearly decreases
the parasitic absorption near the band edge in all cases, verifying the enhanced back
interface reflectance.
Anti-Reflection Coatings and Optimized Planar Device
Because it is commonly employed in experimental devices and in order to find an
upper limit of device performance for the electrical parameters used, the optimum
MgF2 Anti-Reflection Coating (ARC) thickness was found by optimizing for pho-
tocurrent absorbed in the CIGS material. For planar and structured devices, the
optimum thickness was 110 nm, while for the periodic device, the optimum was
166 nm. Figure 4.4a compares the 700 nm device with ARC (cp. Structured device
with t=0 nm), the 1.7 µm device with ARC (cp. Structured device with t=1000 nm),
and a 2.9 µm device with ARC. The 2.9 µm planar device with ARC was the opti-
mal CIGS thickness found by parameterizing the CIGS thickness with the figure of
merit being efficiency in order to compare to the devices studied. Figure 4.4b shows
that when adding the dielectric spacer layer to devices with optimized ARC, the
thin planar device out-performs the optimized planar device in the case of perfect
CIGS|SiO2 interface passivation. The decreased reflection in the planar 700 nm
device increases the current, and therefore efficiency, compared to Figure 4. The
same is true of the other devices. The randomly textured device performs best of the
three. These curves show the added benefit of dielectric layers, but also recognize
that if suffciently low interface SRVs cannot be acheived, the optimum device will
Figure 4.4: Devices with Anti-Reflection Coatings a) The JV curves of planar device with
110 nm Mg2 ARC. The thicker optimized 2.9 µm device shows a minor improvement over
the 1.7 µm device corresponding to the planar equivalent thickness of a textured device with
t=1000 nm b) The planar, periodic, and textured devices with a 190 nm dielectric layer at
the back-contact and ARC outperform even the optimized planar device. Inset of a) and b)
show the J-V parameters of the devices. c) the CIGS absorption spectra for the ARC coated
devices in b).
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still be a thick planar device with ARC.
Figure 4.4c shows the CIGS absorption when the ARC is applied. Compared to
Figure 3c, the optimumARC for planar and structured devicesmaximizes absorption
near the peak of the photocurrent flux in the solar spectrum between 600-800 nm,
with the optimum ARC coating being 110 nm thick. The periodic device has an
optimum ARC thickness of 166 nm. The periodic texture already enhances the
absorption response between 600-800 nm significantly, leading to an ARC tuned to
about 900 nm having the most additional effect. The large attenuation coeffecient
of CIGS leads to decoupling of the multiple photon management strategies in this
device, and enables the periodic pattern, the ARC, and the dielectric layer to be
separately active in different parts of the spectrum. The absorption peak due to the
periodic pattern centered around 700 nm is not significantly affected by the ARC
(nor is the near band-edge enhancement of the dielectric layer) as one would expect
if the two were resonantly coupled. A better optimization would co-optimize the
periodic pattern, the ARC, and the dielectric layer simultaneously, since it is unclear
whether or not the ARC or periodic texture is the more effective strategy between
600-800 nm. However, the absorption response in Figure 4.4c demonstrates how the
enhancement effects can be superimposed as long as they are sufficiently decoupled.
Carrier Transport Analysis
Randomly Textured Absorbers
The absorbed photocurrent can be determined for optical structures with improved
lightmanagement, such as the randomly texturedCIGS absorbers described here, but
the corresponding device transport and electrical performance cannot be predicted
from optical models alone. Common assumptions in existing literature on optical
modeling of photocurrent enhancement include unity or constant internal quantum
efficiency, neglecting wavelength and/or spatially dependent collection probabili-
ties. [35, 76, 116, 173] In some systems this assumption is well justified,[43, 187]
while, in others, a fully coupled optoelectronic model is necessary for qualitatively
and quantitatively accurate results. [46, 100] Here, a fully combined optical sim-
ulation and carrier transport analysis (c.f., red EQE curve in Figure 4.3a indicates
that photons and electrons are more efficiently collected at shorter wavelengths than
at longer wavelengths in the randomly textured device. All generated carriers are
collected near 550 nm, while only about 80% of generated carriers are collected at
1040 nm, given by the ratio of the absorbed photons and the EQE curve. Minor-
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Figure 4.5: Randomly Textured CIGS Photovoltaic Response Simulated devices with
varying CIGS bulk thickness, t, (c.f., inset of Figure 4.2a) compared with the simulated J-V
curves of equivalent planar devices. Extracted J-V parameters are given by inset.
ity electrons generated near the CIGS|Mo interface are swept to the back-contact
and recombine. This only occurs at longer wavelengths with correspondingly low
absorption coefficients in the absorber.
The illuminated J-V curves for various underlying CIGS film thickness are shown
in Figure 4.5. The change in JSC between the t=700 nm and t=1700 nm devices
is 0.8 mA cm−2, and this increase is less than 3% as previously predicted by the
optical analysis. In contrast the VOC increases significantly, from 605.3 mV to a
maximal value of 634.2 mV. The small increase in JSC alone cannot account for the
substantial increase of the VOC . The observed VOC gain is instead attributed to the
spatial separation of carrier generation in thicker films from parasitic recombination
at the back-contact, giving minority carriers generated at depth a greater chance
of diffusing to the space charge region near the diode junction. [58] The minority
carrier diffusion length is ∼700 nm, and for sufficiently thick CIGS films, the ma-
jority of photogenerated carrier are at least this distance from the back-contact, so
recombination is reduced and the VOC approaches a maximal value.
Here, the VOC of a randomly textured device with 1 µm of underlying CIGS shows
a slightly diminished VOC compared to a planar device of the equivalent 1.7 µm
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of material (634.2 mV and 637.8 mV respectively). This can be expected due to
the increasing junction area, and therefore dark recombination. However, these
simulations found the increase in current overcomes the loss in voltage when con-
sidering the overall efficiency, provided back-surface recombination is mitigated by
sufficient underlying thickness. For these textured devices it is equally important
that the surface recombination velocity (SRV) between at the CdS|CIGS interface
is kept below 103 cm s−1 or the substantially increased interface area will quickly
reduce device fill factor as the SRV at this interface increases (See SI2). These
results encourage further investigation of this system into other potential limiting
issues, including increased shunting, potentially high defect concentrations at sharp
features, and the additional need to control the junction interface recombination.
Electronic Benefits of Thin Film Dielectric Layers
Thin film dielectric separation layers embedded between the CIGS absorber and Mo
contact provide a barrier to minority carrier recombination if appropriate surface
passivation can be achieved at CIGS|dielectric interfaces. SRVs in the range of
102-104 cm s−1 have been reported for alumina dielectric layers, and similar values
could be expected with other oxides such as silica. [93, 165] Figure 4.6 shows light
J-V parameters of the textured device in Figure 4.1c while parametrically varying
the SRV at the CIGS|dielectric separation layer interfaces. The VOC remains large
until ∼103 cm s−1 and then drops monotonically for larger surface recombination
velocities; similar results are seen for the JSC and efficiency. The periodically
structured device suffers the most in terms of JSC and fill factor with this increase
in SRV due to its larger interface area. The planar device maintains the most stable
VOC , but loses JSC must faster than the randomlyl textured device. If low SRVs
can be achieved, a line/point contact scheme with a dielectric reflection layer would
represent an attractive device design to increase both the JSC and VOC of any device
architecture. [93, 165] The improvements when adding the dielectric layer are
summarized in Table 4.1, along with the device performance when adding a MgF2
ARC that has optimized for photocurrent absorbed by the CIGS (SI1).
The back-contact passivation by dielectric separation layers in sub-micron thickness
CIGS films is only required when a band offset exists between the CIGS and the
Mo contact. A thin layer of MoSe2 is sometimes used to create an indirect ohmic
contact to Mo, but this has been reported to cause delamination issues in cases when
this layer is excessively thick. [149] Ga grading has also been proposed to avoid
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Figure 4.6: Effect of Dielectric Surface Recombination VOC , JSC , fill factor, and effi-
ciency of simulated devices with dielectric layers (t=0 nm for the randomly textured device)
that define line contacts for parametrically variedCIGS|SiO2 interface surface recombination
velocity.
minority carrier loss to the back-contact. [58] We examined the sensitivity of the
randomly textured CIGS device to this offset in the Supplementary Information (SI3)
and find that, electronically, adding dielectric reflection layers have a similar effect
as making this offset more positive, but, optically, dielectric layers give more JSC
due to increased double pass absorption. Thus, sparsely arrayed line contacts are
the preferred design to simultaneously minimize surface recombination and enable
the required majority carrier transport while increasing double pass absorption.
Due to computational limitations, we were unable to simulate line contact with
spacing of greater than 7.8 µm. Thus the ultimate potential of the dielectric layer
line contact design was not fully optimized in this study. We note that majority
carriers are collected at the back-contact in this scheme, so the period of the line
contacts can be on the order of themajority carrier diffusion length. The line contacts
were 230 nm in width for all devices as in Figure 4.1 and Figure 4.1d. We observed
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Table 4.1: Summary of JV Parameters for Different Device Configurations
Simulated Device VOC (mV) JSC (mA cm−2) FF (%) Effciency (%)
Equivalent Thickness Planar 625.2 31.8 77.4 15.4
Periodic Structure1 641.0 33.6 78.5 16.9
Randomly Textured 605.3 34.3 77.9 16.1
Simulated Device with
190 nm Dielectric Layer1
Equivalent Thickness Planar 648.6 34.3 78.4 17.4
Periodic Structure 652.4 34.9 78.5 17.9
Randomly Textured 654 35.2 78.4 18.1
Simulated Device with 190 nm
Dielectric Layer and ARC1
Equivalent Thickness Planar 653.1 37.4 78.4 19.1
Periodic Structure2 654.8 37.6 78.5 19.3
Randomly Textured 655.8 38.3 78.5 19.7
1 The SRV at the CIGS|SiO2 interface is 103 cm s−1
2 This ARC was 166 nm instead of 110 nm
that decreasing the contact opening could further enhance the passivation effect,
indicating that recombination is not negligible even for this line contact spacing of
7.8 µm, but very small line contacts on the order of 150 nm began to limit the JSC .
Additionally, experimentally contacting the Mo may be difficult with excessively
small vias. We also recognize the beneficial role of Na+ ion diffusion through the
Mo back-contact should not be ignored, but incorporation of sodium fluoride into
dielectric reflection layer has been reported before. [165, 166, 168] It is proposed
first here that direct incorporation of Na+ into a sol-gel layer used in nanoimprint
fabrication could be a scalable solution to controlled Na+ incorporation.
Effect of Increased Junction Interfacial Area
There is justified concern that the increased junction interface would increase the
junction recombination. A sensitivity analysis was performed for this parameter
for the textured and planar CIGS devices. The increased junction does show the
textured devices being more sensitive to the textured junction for increasing surface
recombination velocity (SRV), as shown in Figure 4.7. For SRVs at the CIGS|CdS
interface up to ∼103 cm s−1, the textured geometry outperforms the planar geometry
due to its ability to collect significantly more photocurrent. The thinner and thicker
devices show the same trends in both devices, and the efficiency becomes indepen-
dent of thickness as surface recombination becomes the dominant recombination
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Figure 4.7: Recombination at Junction for Planar and Textured Devices Variation of
the surface recombination velocity at the CIGS|CdS interface for different architectures and
thicknesses reveal that the textured CIGS absorber outperforms a traditional planar geometry
for moderate SRV values, but steeply declines in performance as the SRV begins to become
the dominant recombination mechanism due to increased junction interfacial area.
mechanism for the textured devices. The fill factor and voltage are most affected
by increases in junction recombination, with fill factor being the first parameter to
show decline as charge carriers find recombination sites before being able to cross
the junction. The patterned structure was not parametrically studied here, but its
interfacial area is between that of the textured device and the lower limit of the
planar device; the performance of such a device would be bounded by the results
given here.
CIGS|Mo Band Offset
The back-contact passivation by dielectric separation layers in sub-micron thickness
CIGS films is only required when a band offset exists between the CIGS and the Mo
contact, which was −0.2 eV for all electronic results presented thus far.[57] A thin
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Figure 4.8: Sensitivity to Absorber|Back-contact Band Offset Randomly textured device
(planar equivalent of 700nm, Figure 1b) sensitivity to the back-contact band offset. Mini-
mizing the negative bending of the conduction band in CIGS allows more photogenerated
minority carriers to reach the junction (JSC) and enables a larger concentration of excited
carriers to be maintained (VOC).
layer of MoSe2 is sometimes used to create an indirect Ohmic contact to Mo.[149]
Gallium grading has also been proposed to avoid minority carrier loss to the back
contact.[168] We examined the sensitivity of the randomly textured CIGS device
with 700 nm planar equivalent thickness to this offset in Figure 4.8. A −0.2 eV
offset corresponds to a ∼50 mV loss in VOC compared to a VOC of 651 mV for zero
band offset. A VOC=660 mV is observed for more positive offsets, and a maximum
efficiency of 18.1% is achievable in randomly textured CIGS devices studied. For a
band offset of 0 V, the contact is mildly selective to majority carriers, and this effect
further increases with positive offset. As the selectivity of the contact increases, the
concentration of excited carriers does do, leading to larger quasi-fermi level splitting.
The JSC follows the open circuit voltage, as more carriers are can be collected at
the junction. The fill factor remains relatively constant with varying band offset.
Thus, creating Ohmic or selective contact is another viable route to reduction of
minority carrier recombination in sub-micron CIGS absorbers, and again highlights
the importance of the back-contact properties for very thin CIGS.
4.4 Conclusion of Cu(InxGa1-x)Se2 Simulation Based Analysis
We report coupled optoelectronic simulations for light trapping and surface passiva-
tion in CIGS photovoltaics, and indicate designs to match or exceed the performance
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of thick planar absorbers. For randomly textured CIGS cells, the majority of light
absorption occurs in the textured region near the junction. Long wavelength light
is effectively scattered giving a flat, broadband absorption spectrum. Other light
trapping strategies were examined, including dielectric separation layers located
between the CIGS absorber and Mo back-contact. These layers can be designed to
preferentially reflect near band-gap light back into the absorber to reduce parasitic
Mo absorption. Periodic dielectric structures can also give enhancement by increas-
ing scattering into the device. Employing various combinations of different light
trapping strategies in these thin film devices demonstrates synergistic effects. For
example, combining dielectric layers and periodic nanostructures gives absorption
spectra characterized by superposition of these two different effects.
These optoelectronic models also addressed the other main challenge to sub-micron
absorbers, namely, minority carrier recombination at the back-contact. Dielectric
separation layers show the dual promises of surface passivation while enhancing
double-pass absorption. Finally, we compared each device with the addition of a 1/4
wavelengthMgF2 anti-reflection coating and found that a randomly textured absorber
with t=0 nm (700 nm planar equivalent) with a 190 nm dielectric separation layer
shows the largest potential efficiency. These efficiencies represent an upper bound
to the CIGS architectures simulated here. Experimentally, planar devices may be
easier to achieve due to the less stringent requirements on SRV of the CIGS|SiO2 and
CIGS|CdS interfaces. However, randomly or periodically structured CIGS devices
with reasonably achievable CIGS|SiO2 SRV values significantly out-performed the
planar architectures. Devices utilizing this design approach could result in improved
CIGS photovoltaic efficiencywith a significant reduction in absorber layer thickness,
and corresponding reduction in material consumption and cost.
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C h a p t e r 5
NEAR PERFECT ANTI-REFLECTION IN LOSSLESS
DIELECTRIC NANOCONE STRUCTURES
5.1 Introduction
Whereas there has been much work in the area of absorbing nanocone arrays [2, 47–
49, 184], less literature explores the physicalmechanisms of non-absorbing dielectric
nanocones. [21, 61, 63, 118, 164] The physical mechanisms active in these types of
nano and micro cones are often portrayed as a gradual change in the refractive index
of the interface, leading to broadband anti-reflection responses for incident light.[22,
71, 158, 160, 171] When the cone diameter is comparable to the wavelength, an
effective-medium graded index is not the always most accurate description for the
light-material interaction. The wave-optical paradigm is required to fully describe
the optical behavior in dielectric cones. The taper is key to incoupling a broad
spectrum of light from free space propagation into the cone, and subsequently the
substrate, through cylindrical waveguide modes.[47, 49, 184]
At the scales comparable to the wavelengths studied herein, the only supported
waveguide modes are the lowest order HE11 and secondarily HE12 cylindrical
waveguide modes. The first and second subscripts represent the radial and angular
mode orders, respectively. There is no non-zero field component along the cone axis
in along the z-dimension propagation direction. When | ~Ez |2 is greater than | ~Hz |2, the
mode is transverse electric field (TE) like and is called HE, with the opposite true of
transverse magnetic field (TM) like, called EH . Figure 5.1 introduces the dispersion
and characteristic | ~Ez |2 field profiles of these modes in cones. The top-left shows a
schematic of nanocones on a glass substrate. The top-middle plot shows the analytic
dispersion diagram for an infinitely long sol-gel cylinder of refractive index n=1.42,
the cone studied in this work.[170] The free-space propagation constant ~k0 (where
λ = 2πk ) and axial propagation constant (kz, perpendicular to the substrate) are nor-
malized to the cylinder radius. These curves were used to calculate a z-dependent
effective mode index function of a truncated nanocone (top right), which is proposed
as a novel approximation of the effective index seen by light in nanocones at a partic-
ular wavelength. We assume the mode solution for a cone radius at z is reasonably
approximated by the infinite cylinder over a short distance. This results in a smooth
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effective index change over the entire cone, resembling a quintic polynomial, which
has been analytically shown to provide strong anti-reflection performance.[121] The
waveguide mode index function uniquely predicts an imperceptible index change
at the truncated cone tip. The Maxwell-Garnett graded index function of z is also
plotted for comparison, showing the quadratic height dependence inherited from the
gradually increasing cone radius and the index step due to the truncated tip. In this
work, we show that the reflection from a glass substrate with a nanocone array can
be explained by both frameworks. Each has a regime of application depending on
the nanocone dimensions and the relative wavelength scale. The length scale regime
studied here focuses on truncated cone diameters and heights that are on the order
of a wavelength. It is subtly different from cones and cylinders that are either much
smaller than[63] or much greater than the wavelength in either height or maximum
diameter of the cone.[23, 198] Cylindrical waveguide theory describes the behavior
due to the shape of the cone structures, while diffraction and effective medium
theories complete the description of the reflection behavior. These principles come
together to more fully describe the phenomenon of near-perfect dielectric nanocone
anti-reflection performance.
In experimental demonstration, nanocone arrays were then printed onto glass sub-
strates via NIL to demonstrate that a inherently scalable and inexpensive fabrica-
tion method could be used to realized the highly effective reflection reduction of
nanocone arrays on glass substrates. Specifically, this approach is highly valuable
to solar PV cells. A 20% power conversion efficient PV cell or module would gain
about 1% absolute power conversion efficiency when encapsulation glass reflection
is near-zero. Exposure to outdoor elements should not be significantly problematic
for sol-gel printed cones, as the oxide differs from the native glass substrate only in
density. Other applications could include photo-detectors and perfect transmission
applications. The principles outlined in this work are non-specific to glass or sol-gel,
but any non-absorbing materials. These low-reflection substrates were coupled to
both a smooth photo-detector and a commercial PV solar cell showing reflection
could be essentially removed from the system.
5.2 Simulations of Nanocone Parameter Space
The open-source Rigorous Coupled Wave Analysis (RCWA) S4 RCWA code was
used to investigate the ability of truncated cones to drastically increase the trans-
mission of light into low index substrates.[101] RCWA allows efficient exploration
the parameter space and allows facile parsing of different diffraction orders present.
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Figure 5.1: A) A schematic depiction of sol-gel nanocones (n=1.42) on a glass
substrate(n=1.52), used as a cover glass for some detector such as a solar cell or photo-
diode. B) The dispersion relation of the first and second order HE1m cylindrical waveguide
modes bounded by the free-space light line and substrate light line for a cylinder with re-
fractive index n = 1.42. C) The effective/mode index for the HE11 mode as a function
of position for different wavelengths compared to a Maxwell-Garnett effective medium
function for a truncated cone. The functions are normalized to the cone height. Bottom:
Characteristic field profiles of the |Ez |2 depicting the HE11 waveguide mode coupling in
cones at different wavelengths showing coupling strengthens as the diameter relative to the
wavelength increases.
Results were confirmed with a commercial-grade simulator based on the finite-
difference time-domain (FDTD)[74]. These nanostructures compare favorably to
complex anti-reflection (AR) coatings such as graded index layers at normal and
grazing incidence for both TE and TM polarizations.
Non-dispersive materials are assumed in order to leverage normalized units, where
the base diameter dbot of the cone is 1 µm, and larger or smaller cone arrays can be
described by applying a scaling factor to the structure and incident wavelengths.[79,
101] The normalized free space propagation constant is related to the frequency
in these units by ~k0 = 2πλ = 2π/ω. The truncated nanocone parameter space
is defined in terms of the base diameter by the aspect ratio (height t/dbot), the
top-bottom diameter ratio (dtop/dbot), and the relative pitch of a hexagonal array
(a/dbot), such that a close packed lattice has unit length basis vectors. These
structure parameters are seen in Figure 5.1A). Parameter sweeps were performed
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with equal k0 spacing between k0=0.275 and k0=3, covering the visible and NIR
wavelengths from λ=3.36 µm to λ=0.333 µm for a canonical cone of a dbot=1 µm,
dtop=0.7 µm, height t=0.9 µm in a close packed hexagonal array. In parameter
sweeps, one of these parameters was changed while the others remain fixed at the
canonical values. A minimum of 37 Fourier components are used for each RCWA
calculation to sufficiently capture the first 6 diffractive orders of a hexagonal array on
this length-scale. Convergence testing demonstrated that including more orders did
not appreciably affect results since they correspond to diffractive orders only allowed
for k0 greater than 3. The small numerical differences from simulations with 100 or
more Fourier components did not impact the ability to draw important conclusions.
Circles with radius dependent up the z location were patterned in discrete layers of
thickness 0.02 µm(roughly 15 layers for λ=0.3 µm) to give a staircase approximation
to the cone structures.
In these reflection response parameter spaces, diffraction orders manifest as hor-
izontal lines along the aspect ratio axis. Background axial modes, analogous to
Fabry-Perot modes, interfere with the sharp onset of diffraction, causing Fano res-
onances at specific k0 values. The spectral location of these diffraction orders
is determined by the cone array’s 2D lattice momentum, with unit cell vectors
|â1,2 | = 2π/Λ where Λ is the lattice periodicity between cones. Transmitted and
reflected diffraction orders of in-plane momentum ~k‖ are allowed when the one of
the two Rayleigh conditions in Equation (5.1) are met, where m and n are the integer
diffractive order numbers.[34]
Re(~k0)nambient − Re(mâ1 + nâ2) = −Re(~k)
Re(~k0)nsubstrate − Re(mâ1 + nâ2) = −Re(~k)
(5.1)
The perpendicular (m = 0, n = 0) zeroth order is always supported. Importantly,
the transmitted diffraction orders have an explicit dependence on the substrate index,
and the lowest order diffraction occurs at when the free-space momentum is equal
to the shortest in-plane lattice vector, and is the unit cell lattice vector in the M
direction.[79] As a relevant example, in this hexagonal geometry, the irreproducible
lattice vector M = â1/2 = 1/
√
3ŷ, and the momentum vector at the edge of the
reciprocal space unit cell is 2M = 2â1 = 2/
√
3ŷ. At the edge of the reciprocal
unit cell, a zero momentum in plane wave-vector ~k‖ = 0 is equivalent to a wave
vector of reciprocal unit momentum Re(~k‖) = 2|M | by Bloch’s theorem. By
momentum conservation, scattering from normal incidence into a wave with either
all, or a portion of its momentum parallel to the substrate is only possible for
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Figure 5.2: Left: The log base 10 reflection response of conical frustums with a dbot=1 µm
and aspect ratio of 0.9 in a close packed hexagonal array with varying dtop relative to dbot .
A tip-base ratio of 1 gives close packed cylinders, while the zero value is a perfect cone.
Right: The angle of incidence (AOI) dependent reflection response of the canonical cone
array.
~k0 > 2Mnsubstrate. A wave with Re(~k0) equal to 2|Mnsubstrate | or other integer
lattice vector that scatters into a perfectly substrate parallel wave is known as a
Rayleigh-Woods anomaly, and demarcates the onset of a diffractive mode.
First explored is the effect of the diameter of the top of the truncated cone, dtop,
versus the diameter of the base of the cone, dbot , in RCWA simulations. Plane wave
light is incident upon the cones that are place upon a glass substrate of refractive
index 1.52. The refractive index of the cone medium approximates that of silica
sol-gel and is 1.42.[170] The aspect ratio (t:dbot)of the cones presented in Figure 5.2
is fixed at 0.9, closely resembling what was achieved in experiment. This size
regime is most of interest because the cones are similar is size to well studied
Mie resonators, yet significantly shorter than other AR cone structures reported in
literature.[21, 61, 63, 118, 158, 164] Additionally, cones of this height are readily
realizable via the chosen fabrication method of silica sol-gel NIL, and potentially
more mechanically robust than very tall cones. All figures show the TM and TM
polarization averaged response, unless explicitly stated. Cone arrays display distinct
spectral features are seen in the reflection response of Figure 5.2. First, for a tip to
base ratio of 1, the average reflection is on the order of 10−1.5 u 0.968 and oscillates
with increasing frequency. These oscillatory features in the spectrum are due to
axial interference modes along the cone axis, analogous to Fabry-Perot interference
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of thin-films, arising from the nearly solid layer where the cylinders are packed to
fill 90% of the projected area. This can be approximated as a thin film by applying
effective medium theory to give a volume averaged effective index of 1.278 with
equal thickness to the cone height, t. Following these features towards smaller tip-
base ratios in Figure 5.2 shows broadening, decreasing reflection, and blue shifting
of the peaks with increasing taper, creating a lower broadband reflection response.
This change from a cylinder to cone shape gives a change from constant effective
refractive index to that of a continuous effective index function matching impedance
of the incident wave more smoothly for the entire spectrum. An accumulated phase
of approximately π occurs along the cone axis at reflection minimums, and zero total
phase accumulation at maximums giving the Fabry-Perot destructive/constructive
interference fringes.[195] These phase conditions were clearly seen in examination
of the Ex or Ey fields of simulation results. Last, there exists a Fano resonancewhich
manifests as distinct horizontal lines in the plot, corresponding to the wavelengths
when new diffractive modes can be coupled into from free-space. Similar shapes
were seen in [20, 21, 121]. The interaction of these diffraction modes with the
cylindrical waveguide and axial Fabry-Perot modes has important implications to
the effective medium theory descriptions of tapered cone arrays. The deep minima
in reflection seen near k0=0.76 and k0=1 would repeat periodically with a non-
structured graded-index layer, but are disrupted in a cone array. The turn-on of
reflected diffractive orders above k0 = 2M u 1.154 interferes with the conditions
for destructive interference in the axial modes.
The lattice period effect on reflection of the array showed that close packing is
optimal. The low refractive index of the material inhibits Mie-like resonant modes
in the cones from creating a large optical cross-section necessary for incoupling light
into the cone. In order for the optical cross-sections overlap sufficiently cones should
be close enough so that incident light will not encounter any flat substrate. This is
contrasted to the behavior of high index semiconductor nanowires and nanocones,
where extremely sparse arrays with areal footprint of 6% can interact with nearly
the entire physical area due to large optical cross-sections. [49, 85] In these arrays,
the Rayleigh condition of Equation (5.1) requires momentum matching and higher
order diffraction modes will red shift to lower required free space momentum the
lattice momentum vectors decrease with increasing pitch.
The polar AOI dependent reflection of nanocone arrays is appreciably insensitive.
The results are shown in Figure 5.2for the canonical cone array. Results are polar-
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Figure 5.3: A) the log10 reflection response of the canonical nanocone array with varying
aspect ratio (height t). Sub-plots show portions of the regions of applicability for the B)
dispersive cylindrical waveguidemode index function and C) theMaxwell-Garnett effective-
medium function plotted in Figure 5.1. The zeroth order electric field amplitude (a.u.) of
the nanocone array recorded 1/2 wavelength into the substrate is shown for each region. The
field amplitude of same zeroth order in each approximationmaximum values are represented
by the black-dotted overlay lines.
ization averaged, with performance of each polarization between ±2% of each other.
In some regions, however, TM reflects much less than TE at angles greater than 60◦.
The axial interference modes are largely overcome by the many active diffraction
orders for increasing angle. Transmitted diffraction modes become red-shifted due
to the increased momentum vector parallel to the surface. The significantly stable
response out to high angles is the result of both the radial symmetry of the modes
and of the cone and is broadband, providing an attractive anti-reflection solution for
applications such as solar PV.
Examining effects of cone aspect ratio, A = tcone/dbot gives fundamental insight to
the applicability of effective medium theories compared to cylindrical waveguide
modes. RCWA simulations reveal a complex landscape of decreased reflection due
to nanocones on glass substrates. Figure 5.3 shows the log10 response as a function
of aspect ratio. A large number of axial, Fabry-Perot like interference features are
continuous increasing height and free-space propagation constant. Expectedly, the
number of these modes supported is directly proportional to the height of the cone
and/or k0 as more full wavelengths are supported.
The characteristic field profiles of Figure 5.1 show that the cylindrical waveguide
modes exist in these arrays at these scales. The regime of greatest applicability for
each approximation is seen by contrasting the cylindrical waveguide and Maxwell-
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Garnett effective index functions of Figure 5.1, shown on the top right and bottom
right, respectively, of Figure 5.3. Unique to RCWA simulations is the ability
to separate the different propagating plane wave modes. The zeroth order mode
purely propagates along the substrate-perpendicular, a-axis direction, and it was
extracted from the simulations of cone arrays with varying aspect ratio. The zeroth
order wave electric field amplitude recorded at 1/2 wavelength into the substrate is
represented by the color map zoom plots for the indicated parameter sub-space. The
same zeroth order field amplitudes were recorded for simulations of a graded index
region, composed of finely discretized 1 nm layers with z-dependent refractive index
according to the functions shown in Figure 5.1. The electric field amplitude maxima
were extracted from the cone array at same z-position (dotted lines) and overlaid onto
the electric field amplitude extracted from thewaveguidemode andMaxwell-Garnett
approximation simulations. The effective medium function matches the cone array
electric fields extremely well in regions of low ~k0 and/or small aspect ratios, but
is seen to deviate at larger ~k0. For either larger cones or larger ~k0, the cylindrical
waveguide mode approximation matches the fields of the cone array zeroth order
better than effective medium theory. The cylindrical waveguide includes effects of
resonant coupling of larger ~k0 when there is enough coupling distance along the
cone. The overlapping region aid in showing the transition from one approximation
to the other.
This observation provides strong evidence for the greater accuracy of the waveguide
mode description for nanocones, even though quantitative fieldmagnitude agreement
between cone arrays and either planar approximation is not possible due to energy
also coupling into diffractive modes. A region of exception exists for ~k0 less than the
first transmitted diffraction mode, where only the zeroth order propagates, and there
is quantitative agreement between the effective medium approximation and the cone
array field magnitudes. For ~k0 above the first transmitted diffraction order, regions
of low lightness contrast are seen in Figure 5.3A, and reduced field magnitude in
Figure 5.3B corresponding to decreased zeroth order power transmission into the
substrate, and conversely, increased diffraction efficiency. It is in these regions
where the Maxwell-Garnett approximation breaks down compared to the waveguide
approximation. From the Huygens-Fresnel principle, each cone should act as wave
source in the phenomenon of diffraction. When sufficient energy has been couped
to these guided modes, the cone’s base will be the exit into the substrate, with the
majority of the energy concentrated around the cone axis. Thus when waveguide
mode coupling is stronger, diffractive mode coupling should increase proportionally,
98
decreasing the reflection. An explanation for the oscillatory nature of these high
diffraction efficiency regions remains outstanding.
5.3 Experimental Results
Methods
Electron beam lithography was used to define circles 100 nm in diameter and various
pitches of dbot=270nm, 325nm, and 450nm in a PMMA double layer on a silicon
waver. The wafer was developed and then alumina was evaporated into the exposed
holes. The resist was lifted-off and the wafer was etched using ICP-RIE at various
parameters to achieve the right cone taper targeted. Details of this etching process
for cone shapes in silicon can be found in other works. [185] [184]
Chapter 2 provides details of double layer XPDMS/PDMS nanoimprint stamp fab-
rication. Due to the large volume of the cone array that needed to be filled by silica
sol-gel, not spun onto glass substrates, but drop cast. The glass substrate used was a
VWR microscope slide made of Swiss Glass and average refractive index of 1.52 at
a wavelength of 600 nm. A non-textured calibrated photodiode (Thorlabs FDS1010)
or a high efficiency (21.6%, Neo Solar Power) textured Si solar cell was coupled
to the glass slide with matching fluid of index 1.52 so that the same photo-detector
could be used for all cone size samples. The glass slide was imprinted with cones of
dbot = 540 nm, dbot = 650 nm, dbot = 900 nm, a layer of sol-gel, or no patterning.
The PV cell was diced into areas smaller than the printed nanocone area on the
cover glass substrates. The cells were measured using the SARP full-spectrum laser
characterization instrument described in Appendix A. A large spot size greater than
1 mm was used in all measurements to record an ensemble response of the array.
This experimental setup is used to approximate a infinite half plane as in RCWA or
FDTD simulations, where the photodiode acts as a transmission monitor, and the
output current gives the relative transmission to an unmodified cover glass. The
sol-gel and glass slides are lossless in the regions of measurements, so R = 1 − T .
The relative reflection percentage is also used as a figure of merit to differentiate
small changes in absolute reflection on the order of < 1%.
Angle and Polarization Dependent EQE Measurements
Planar Photodiode
The polar angle dependent reflection reduction for nanocones on a photodiode
relative to a glass cover is shown in Figure 5.5 and Figure 5.6. The horizontal black
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Figure 5.4: An example SEM image of the fabricated nanocone master molds. Right, a tilt
angle view of the array. Left: a Focused Ion Beam milled cross-sectional image. On the
right, the dark contrast areas is the nanocone array, where the light contrast is a W-capping
layer deposited for sample protection and added contrast. The goal for this sample was etch
to 650 nm with dbot = 650 nm, but the etch did not go for enough time, and all samples
were around 580 nm in height t.
dashed lines near -5.2% indicate the decrease needed for perfectly zero reflection
at normal incidence. The illumination axis was approximately along the lattice
vector of the hexagonal lattice unit vector corresponding to 0◦ azimuthal rotation.
The values are normalized to the response measured for a flat glass slide without
surface structuring or layers to clarify the differences created by nanocone structures.
Multiple "ripples" in the data are explained as the result of high sensitivity in
measurement setup, capable of detecting other minute interference mechanisms
within proceeding lenses and in the photodiode itself. For TE polarized light
incident upon the nanocone structured glass, normally incidence (0°) shows nearly
5% reduced reflection in the flat portions of the response curves, corresponding
to near zero reflection overall. Immediately seen is the fact that many portions
of the spectrum exceed this value, dipping and then decaying. This is attributed
to light being trapped between the structured glass surface and the flat surface
of the photodiode at high angles via diffracted orders causing multiple photon
capture opportunities at the photodiode. Flat portions of the spectrum correspond
to wavelengths that of weaker diffraction, and/or regions where out-coupling is
possible by free-space diffraction modes. Dips rise sharply as the first order free
space diffraction mode is allowed with decreasing wavelength. Reflection decrease
also rise with wavelength due to weakening diffraction efficiency as the first order
substrate diffraction approaches its cut-off. Below this cut-off the behavior is well
described by the effective medium approximation.
Minima occur at different wavelengths as determined by the pitch, equal to dbot
for these close packed arrays. Dips red-shift with increasing angle as predicted by
the simulations of Figure 5.2, with experiment also matching the predicted increase
in reflection magnitude with angle of the diffraction orders. Because this data is
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Figure 5.5: The percentage decrease of reflection with the indicated nanocone glass anti-
reflection array applied to the photodiode for TE and TM polarized light. The black dashed
lines indicate the response needed for perfectly zero reflection at normal incidence. Peaks
correspond to light trapping of diffracted modes guided between the smooth photodiode and
cover glass surface.
exaggerated due to the monotonic increase of Fresnel reflection for flat surfaces.
Last, the lower right plot shows that adding an unstructured layer of sol-gel to
the glass surface does show some decrease in the longer wavelength regions with
increasing angle. It thus also acts as planar anti-reflection layer, but the reflection
never decreases below the level of -5.2% for zero reflection, and no off-axis light-
trapping effects are observed.
At an AOI of 0°, TM light reflection is reduced across the entire spectrum for
all nanocone samples, displaying the same spectrum features a TE light. For TM
polarized light, similar features are seen, but only the strongest diffraction peaks
outperform flat glass at larger AOI. The Fresnel equations predict reduced reflection
for TM polarized light for AOIs approaching the Brewster’s angle near 60◦. This
increased transmission of planar glass with AOI means that nanocone structures
under-perform relative to the planar case. Of note, the sample with dbot displays
the most wavelengths considered to be in the Maxwell-Garnett effective medium
regime, and at wavelengths longer than 700 nm, never under performs flat glass,
maintaining a reduction near -5%. Larger cones do under perform at the largest
angles for wavelength away from the diffraction enhancement due to scattering. The
sol-gel control indicates performance on par to the flat glass substrate, indicating
that the nanocone arrays frustrate the Brewster’s effect.
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Figure 5.6: Left: The averages of Figure 5.5 are shown relative to a glass cover. The
decrease at all angles for TE polarization gives an overall reflection reduction. The light
trapping near the diffracted wavelengths decreases the apparent reflection to less than zero.
Right: Increased EQE is seen for all samples. Each nanocone array has a particularly strong
EQE enhancement in different spectral regions which is governed by the bottom diameter.
At longer wavelength the EQE response is nearly identical, indicating regions where an
effective medium explanation should be more appropriate.
The polarization average is shown in Figure 5.6. The overall decrease is mostly
ascribed to the TE transmission decrease, with the TM response bringing up the
overall average for larger AOIs. Normally incident light for all three nanocone
arrays is always above this value, which indicating the light trapping occurring.
This diffractive light trapping led to important questions and conclusions that were
presented previously. In order to measure a true reflection value of only the glass
surface, a PV cell was used as the the detector.
Figure 5.6 shows the photodiode EQE covered by non-patterned and nanocone pat-
terned glass when measured with unpolarized, incoherent light from a Xenon lamp.
Benefits to this measurement is the extended measurement range into the UV and
near-infrared wavelengths, relevant to the solar industry, and the incoherent beam
reduces extraneous interferences in the final signal. Increased EQE is seen through-
out the spectrum, with wavelength ranges of enhancement specific to each sample.
Narrower cones provide additional enhancement in the blue, while enhancement
in wider cones red-shift as expected for larger periodicities. Again, rather than
simply reproducing the EQE spectrum of the un-patterned glass, distinct regions
of increased EQE are seen, corresponding to the diffractive light trapping. Away
from these trapped wavelengths, nanocones with dbot = 540 nm, 900 nm match in
the short wavelength and mid-visible spectrum, while dbot = 540 nm, 650 nm match
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in the near-infrared, with near zero reflection. It is not immediately obvious why
dbot = 650 nm slightly under performs the others in the short wavelengths, due to
the Fano resonant nature of the reflected diffraction for this aspect ratio of roughly
0.9, which can be seen in Figure 5.3A at ~k0=1.14. Interestingly, the sample with
dbot=540 nm has an aspect ratio > 1, putting its Fano resonance at wavelengths
shorter than the first reflected order, perhaps just beyond the strong increase in re-
flection at the left hand side of Figure 5.3A. Only a few data points exist beyond the
reflected diffraction order, but the normal incident cure of dbot=540 nm on the left
hand side of Figure 5.6 levels off sooner than the lower aspect ratio samples.
Textured Si Solar Cell
Measurements with a planar photodiode revealed the light trapping effects of diffrac-
tion and suppressed out-coupling from the glass between first diffraction order wave-
lengths. Silicon photovoltaic cells already employ light trapping surface texturing to
randomize incident light. This texturing is leveraged here to interrupt the specular
reflection of nanocone glass diffracted orders, which previously led to apparent in-
stances of less than zero reflection. The solar cell surface reflection was measured in
an integrating sphere [83] to use the wavelength dependent reflection spectrum as a
calibration factorC in order when calculating the glass surface reflection; the silicon
cell’s average surface reflection was 2%. As a calibration factor, C resembles the
internal quantum efficiency (IQE) of the cell, in that it directly relates the reflection
Rsur f ace and EQEsample. This allows us to use Equation (5.2) to find the absolute R
for the different nanocone surfaces. Loss due to contact grid shadowing is relatively
constant and is accounted for by measuring the EQEPVcell in the same location for
all samples, away from the finger grid. This is not strictly true for diffracted orders
impinging at a new angle, but the effect is expected to be minimal, as scattering
from the textured surface is also occurring.




Curves are smoothedwith a digital lowpass filter to better separate small interference
features from overall trends, since response values are close to zero, the minute
interferences are amplified during the division operation of Equation (5.2). There
is a spurious peak near 532 nm that is due to stray light from the monochromator
of the 1064 nm supercontinuum pump wavelength; the value is some combination
of the response for both wavelengths, but is dominated by the 532 nm response and
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Figure 5.7: The absolute TE and TE reflection curves for glass and the nanocone patterned
glass surface. The lowest value seen for TE reflection is 0.32% in dbot = 540 nm nanocone
surface structures. The other array minimums for dbot = 650 nm and dbot = 900 nm
nanostructures are 0.37% and 1.8% respectively.
The trends of Figure 5.7 are similar to the measurements for the planar photodi-
ode, but without obvious light trapping effects. For TM light, the glass shows a
reflection approaching 0 when near the Brewster’s angle. Nanocone arrays show
slightly increasing reflection with AOI. Anomalously, the dbot = 540 sample shows
a response that decreases with angle. This may be the result of an inhomogeneity
in the printing process for this sample, but the behavior is as expected for the other
polarization. For TE light, reflection below 0.5% is seen in a decent band of the
spectrum for dbot = 540 nm and dbot = 650 nm samples. The reflection spectra
appear to "bottom out" at a particular value across the visible spectrum. Again,
there are no obvious regions where light-trapping of the first diffraction mode is
seen. The textured surface of the PV cell worked as hoped to disrupt this process in
order to find the absolute reflection of the glass substrates with nanocones.
The polarization spectra are averaged and the results are displayed in Figure 5.8.
Overall, the lowest reflection is from nanocones with dbot = 650 nm. The lowest
point of polarization averaged reflection is 0.88% at 572 nm. EQE measurements
for these samples show that when a glass substrate is placed in from of the PV cell,
the EQE drops by roughly 5% as expected from the Fresnel reflection calculation
for glass of index n=1.52. Printing nanocone arrays onto this cover glass returns
the EQE to the same levels as if the glass cover was not present. These results



































Figure 5.8: The polarization averaged reflection of a glass cover on a silicon solar cell. This
is the extracted reflection from the glass interface, and not of the entire stack. Even these
relatively short nanocones with aspect ratio between 0.65 and 1.08 can reduce reflection
significantly out to large AOI compared to flat glass.
infrared spectrum. Unpolarized and incoherent measurements were not performed
due in part to the need to isolate collection to only the patterned area of the glass
and a mismatch between that instrument’s larger spot size, the shape of the diced
silicon cells, and nanocone array high fidelity areas making the samples impossible
to properly mount.
5.4 Simulation of Observed Experimental Results
Post-experiment RCWA and FDTD simulations further clarify mechanisms seen in
experiment, especially that of light trapping in the photodiode experiments. First,
the monotonic drop in reflection followed by a steep increase of reflection for
the different samples is explained by analyzing the photonic band structure of the
nanocone array. Next, simulations of the different aspect ratios indicate that a larger
range of aspect ratios would be a good future direction for deeper analysis.
FDTD simulations were used to compute the band diagram of the nanocone array,
relating the free spacemomentum to lattice propagation constants along theBrillouin
zone symmetry vectors.[48, 79] Figure 5.9 shows the modes of the system as bright
bands in the band diagram. The right hand side shows the photodiode experimental
spectra, normalized in k0 to match the features and wavelengths to the band diagram
units, and normalized in magnitude. It is immediately seen that the normalized
105
experimental results match peaks near perfectly. Overlaid are horizontal lines
indicating k0 at which a new diffractive mode is allowed. The light cone for
free space, k0namb/mk and the substrate light cone, k0ns/mk, are plotted in blue
and red dashed lines, where mk indicates an integer multiple of the relevant lattice
vector. The free space and substrate dispersion lines are folded in the first zone for
values up to k0 = 2M = 1.154.
We trace the substrate light line from the zero momentum Γ point in the M direction,
past its first fold towhen it crosses back to the Γ point at a k0 of 2M/nsubstrate = 0.759
marked as the blue horizontal line. Here the Rayleigh condition of Equation (5.1)
is satisfied and allowing the first transmitted diffraction order. Free space light
at normal incidence has enough momentum to scatter into the plane of the lattice
with a new component ~k‖ ≤ ~k0. At this k0, the experimental response starts to
dip below the baseline value as diffractive light trapping is activated. Waves are
trapped between the photodiode efficiently until the substrate light line crosses
the free space light line, allowing for easier scattering back into free space. The
shoulder (just below the cyan horizontal line) in the response is indicative of this
scattering occurring in experiment with low efficiency. The low efficiency is likely
due to difficulty coupling back into the previous scattering mode after undergoing
reflection from the photodiode. The cyan line indicates the k0 that is equivalent
to the lattice momentum of 2K/nsubstrate, where the first order diffraction in the K
direction is allowed into the substrate. This diffraction creates a second channel
for diffracted light with large ~k‖ that is also trapped. The geometric lattice vector
magnitude from 2M/nsubstrate and 2K/nsubstrate onsets is plotted and overlaid as the
dark blue and cyan dashed curves up to the Γ point with k0 = 2M . This matches the
simulation of the complex cone structure well, indicating that the lattice momentum
function and the band structure are in agreement. First order free space diffraction is
allowed when the ambient light line returns to the Γ point at k0 = 2M , the horizontal
magenta line. Here, the first free space mode can efficiently trade momentum |2M |
with either of the two substrate diffractionmodes. At this k0, light that was diffracted
and subsequently reflected back to the cone array can easily scatter into oblique free-
space modes without a large change in momentum. The light trapping effect seen
in experiment is essentially quenched up until the second order diffractive modes,
as indicated by the right hand side line spectra of aspect ratio 0.65.
Last, we look at the parameter sweep of aspect ratio for the canonical cone dis-





















Figure 5.9: The FDTD computed band structure of the canonical cone array on glass.
Overlay are lines corresponding to either the ambient or substrate dispersion or a diffracted
order dispersion relation. Horizontal lines at Rayleigh points are meant to guide the eye
between features of the band diagram and the normalized experimental resutls plotted on
the right. Experimental results from measurements with the smooth photodiode shown by
green dots, orange dashes, and solid blue represent experimental arrays of dbot=900 nm,
650 nm, and 540 nm respectively.
Figure 5.10. The only difference between experimental cones and this parameter
sweep is a top-bottom diameter ratio difference, which is seen in Figure 5.2 to have
low influence on the response below 0.3, and the experimental range is between
0.1 and 0.18. The horizontal lines are carried over from Figure 5.9, marking the
Rayleigh points. The vertical lines represent the experimental samples. Immedi-
ately seen in these plots is that no power found in diffraction modes below their
allowed momentum, consistent with the already presented results and basic diffrac-
tion theory. Of immediate importance is an explanation to why the light trapping
in experiment manifests with a slow onset from the first allowed substrate diffrac-
tion. In Figure 5.10A) the allowed diffraction has low efficiency starting at the first
order (blue dotted line), increases more quickly after the next order is allowed (cyan
dotted line) leading up to the first reflected diffraction (magenta dotted line) with a
diffraction strength of about 30%. These results corroborate the conclusions drawn
from analysis of the band structure diagram. At the lower kO values, it is possible
to see that the lower aspect ratio cones have more diffraction strength than the larger
aspect ratio samples, which is also seen in the experimental curves of Figure 5.9.
Transmitted diffraction is responsible for the majority of transmission at higher k0.
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This strength has an apparent periodic dependence with aspect ratio. The oscillatory
nature of the diffraction strength requires more investigation.
Figure 5.10B) shows the reflected diffraction strength. Right after the first mode
is allowed (magenta line), experimental reflection increases rapidly, much quicker
than the transmitted diffraction. This provides reasonable explanation of the similar
rapid change of reflection reduction in experiments. This plot also provides clues
to the differences in magnitude of the experimental reflection increase after the new
diffraction order is allowed. The lowest aspect ratio of 0.65 (green dotted line) sees
the greatest reflection increase for k0 above the free space diffraction, followed by
the other samples. The k0 at which the reflection begins to decrease again for each
experimental curve in Figure 5.9 matches with the fraction of power that is diffracted
to free space. Had it been possible to measure decreasingly small wavelengths for
the array of dbot = 540 nm, it would be expected to display light trapping into
higher k0s since it’s aspect ratio cuts through a region of high transmitted diffraction
strength and between peaks in free-space diffraction strength. In fact, taking the
ratio of A and B showed that an aspect ratio of 1.08 is roughly ideal for light trapping
by maximizing the substrate diffraction strength while minimizing the free space
diffraction strength. To target the visible to near-infrared light spectrum between
400 nm and 1000 nm, a conewith dbot u900 nm, height of 972 nm, and dtop less than
250 nm should be ideal. Last, the periodic nature of the axial reflection modes show
up in Figure 5.10B) as this mechanism competes with free space diffraction. Of
note is the same periodic maxima along the aspect ratio axis appear with free space
diffraction as they did with substrate diffraction, and deserve further investigation.
5.5 Conclusions
In closing, the novel description of the cylindrical waveguide modes responsible for
the anti-reflection behavior of nanocone arrays builds on the concept of continuous
index grading is presented. From this, we see that a fine point tip is not necessary
for the anti-reflection effect, but only a large enough diameter tip to smoothly couple
target wavelengths. Fabry-Perot axial modes, cylindrical waveguide modes, and
effective medium approximations are shown to be the main coupling mechanisms
for incident light, with each dominating different portions of the spectrum.
Short, low aspect ratio, nanocones compare favorably to commonly seen highly
tapered cone structures due to diffractive light trapping between the first substrate
diffractionmode and first free-space diffractionmodes. Thesematerials were chosen
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Figure 5.10: The diffraction strength as percentage of transmitted A) and reflected B) flux in
a non-zero mode for the canonical cone with varying aspect ratio. Vertical lines correspond,
to the experimental cone array’s aspect ratio, where green dots, orange dashes, and solid blue
represent experimental arrays of dbot=900 nm, 650 nm, and 540 nm respectively. Horizontal
lines are the same from Figure 5.9 as an eye guide for the relevant k0s of diffraction modes.
due to their availability and relevance to applications such as solar PV. However,
the results are presented can be applied to any other lossless dielectric combination.
For example, materials that exactly match the substrate index to the approximate
continuous index function should give yet fewer orders of magnitude reflection.
Though realistic perfect combinations of materials exist, non-intuitively, the cone
material would have higher index than the substrate; the optimum cone index can be
calculated from the approximations discussed. Additionally, because the substrate
first order is refractive index dependent, the region of light trapping can be extended
by increasing the refractive index of the substrate.
Coupling incident light into the low order diffraction modes that cannot easily
trade momentum with the lattice for free space scattering internally traps light
between the substrate and absorber, creating multiple absorption opportunities.
This manifests as sharp dip in the apparent reflection reduction of experiments
with planar photodiodes. This phenomenon puts low-aspect ratio nanocone arrays
into a unique category that provide broadband anti-reflection and light trapping
for nearly all AOIs, while also being designed to target specific wavelengths to a
even greater degree. One optimal nanocone aspect ratio is found to be 1.08, as
it balances strength of substrate diffraction efficiency with minimized free space
out-coupling. In experiments with silicon PV cells, surface texture masked effects
of diffractive light trapping due to scattering, allowing for parsing of near zero
glass surface reflection of less than 0.37% in the visible spectrum. Similarly low
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values were seen for three different size nanocones across the visible to near infrared
spectrum. These results are similar or better than other literature exploring the limits
of nanocone array anti-reflection structures. [9, 23, 63, 106, 158] These nanocone
arrays experimentally show minimal to no overall angle dependence. Apparent
glass reflection at high AOI was reduced by as much as 21%, the product of angle
independent light trapping and waveguide coupling with a smooth effective index
function.
Using silica sol-gel and NIL enables promising application of these structures as an
affordable and scalable augmentation of existing solar cell designs. Not studied here,
but encouraging, other work has shown nanocone surface structures can be designed
to have self-cleaning capabilities in addition to being environmentally inert silicon
oxide, decreasing solar PV maintenance costs while increasing collected sunlight
over time. Due to the redirection of light via diffraction, so called "dead space" in
solar modules between cells could potentially be mitigated. Reducing the reflection
of the solar cell cover glass would provide an additional 1.42 mA cm−2 photocurrent
and could lead to power conversion efficiency gains of 1% or greater.
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C h a p t e r 6
PHOTONIC STRUCTURES TOWARDS PERFECT REFLECTION
IN LUMINESCENT SOLAR CONCENTRATORS
6.1 Introduction
Much of current PV research maintains focus on decreasing the levelized cost of
solar electricity solar to prices lower than coal, oil, and natural gas. Concentrat-
ing photovoltaics (CPV) devices offer a possible solution to minimizing the overall
cost of PV-generated electricity. By concentrating the light that impinges upon
a solar cell, the device power conversion efficiency can be increased. Addition-
ally, by developing a concentration method that focuses the light to a smaller area,
the amount of costly PV material required decreases. However, two fundamental
hurdles for geometric CPV cells exist. First, the complexity and cost of optics
involved in concentration sometimes outweigh the benefit of decreased device area.
Second, CPV cells often require tracking hardware in order to effectively concen-
trate light. A LSC overcomes both of these shortcomings of traditional geometric
concentrators.[Lunardi2019]
A schematic of the LSC is seen in Figure 6.1. The large light gray rectangle
represents a slab of dielectric material, typically a coating low index polymer. Solar
cells are demarcated by dark gray rectangles. In the top instance these cells are
coupled at the sides to a slab of low index material, edge-lining the slab with 4 solar
cells. The second instance (bottom) shows a solar cell that is in the same plane
as the waveguide. Both designs have strengths and weaknesses, yet the edge-lined
solar cell is more thoroughly studied than the coplanar design. The coplanar design
is given careful consideration in the investigations herein. Common to both cases,
sunlight is incident from the top of the polymer slab surface. Luminophores, marked
as circles, are homogeneously distributed with a controllable concentration. The
luminophores absorb and then re-emit light as photoluminescence (PL). Specifically,
the luminophores studied here absorb high energy blue light and emit lower energy
red light; the benefit of this is treated below. The particle concentration of the dots
determines the amount of light absorbed in the slab, yet it also determines howmuch
scattering and potential re-absorption of emitted light the luminophores participate
































Figure 6.1: A schematic of a single junction LSC shows the solar cell placement,
escape cone, luminophores, emission travel path, length L and thickness T , and
solar cell width l. Bold red and blue lines indicate electrical connections to the
photovoltaics. Figure courtesy of D. Needell
slab of material. Emitted light travels along the paths indicated by the red arrows,
showing how rays of luminescence are guided by TIR.
The theoretical benefit of these devices is that the acceptance area can be orders of
magnitude greater than the actual photovoltaic device. Using a low index polymer
help to accept more diffuse light due to its low reflectance at large AOIs and absorp-
tion of luminophores is angle independent. This is contrasted by the large reflection
exhibited at large AOIs for typical high refractive index semiconductor PV devices.
Large materials savings could conceivable be attained by swapping a production
of large area, high-cost III-V solar cells such as GaAs for a low cost, high volume
production of polymers and luminophores like polylauryl-methacrylite (PLMA)and
QDs. Only a fraction of the area of the high cost solar device would be needed in
such a device. Additional savings come from other auxiliary costs involved in solar
energy deployment such as the cost to ship and install heavier crystalline materials
versus light weight polymers. Further, the absorption and visual appearance of the
device by tuning the luminophore optical properties. Schemes of transparent, en-
ergy producing windows have already been demonstrated in experiment.[104] This
same transparency allows LSCs are a potential mate for traditional silicon PV cells
in a modular tandem design. An LSC that more efficiently converts high energy
photons by guiding them to a higher voltage cell allows lower energy photons to
pass through to the silicon bottom cell, outputting the combined power.[111] Here,
a focus is given to these tandem devices in an exploration of how they might be
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Figure 6.2: A mock-up of an InGaP LSC/Si tandem solar cell. Quantum dot
luminophores are embedded in a PLMA waveguide. These absorb high energy
blue wavelengths and luminesce at lower energy red wavelengths. The longer
wavelengths not absorbed by the luminophore pass through to the Si bottom cell.
Top and bottom filters depicted help to trap luminescence and are studied in detail.
Figure courtesy of D. Needell
realized and their ultimate performance limits.
A tandem LSC device is proposed and depicted in Figure 6.2. A PLMA waveguide
embeds CdSe/CdS quantum dots and a high performance InGaP micro PV cell.
These micro cells are arranged in a grid along the bottom of the waveguide. The
waveguide is sandwiched between two filters that have been optimized to maximize
luminescence trapping and power output of the tandem design. The design follows
from the methods and analysis presented in the subsequent sections. The goal of
these filters is to better trap PL from the QDs that emits within the TIR escape cone.
The top module is separated by an air gap from a silicon bottom cell. The higher
bandgap InGaP cells are able to output more power than the lower bandgap Si cell
due to less thermalization loss. They thus have a higher power conversion efficiency
for blue photons. Red photons below the InGaP band gap are converted by the Si
cell. The sum of the two powers exceeds that of either individual cell.
6.2 Analytical Treatment, Investigation, and Insights of LSCs
Thermodynamic Concentration Limit
The angle of TIR in Figure 6.1 is given by Snell’s law, θ = sin−1( n2n1 ). Only light that
is outside this escape cone is guided to and collected by cells. Light within the escape
cone is typically lost after a few bounces between the top and bottom surface. The
Fresnel equations for reflection magnitude of perpendicular(s, TE) and parallel(p,
TM) polarizations, are given in 6.1. TE reflection increases monotonically polarized
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light, while TM reflection will reach a minimum of zero before increasing towards
unity reflection. Relying on Fresnel reflection is not sufficient for concentrating
photons in the waveguide slab.
RT E =
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The mechanism leveraged in an LSC is the absorption and consequent luminescent
emission of red-shifted light. This change in energy is known as the Stokes-
shift.[152, 182] When a luminophore is embedded in a dielectric slab, luminescent
intensity is distributed into a full 4π steradians.[183] The slab acts as a waveguide
and concentrator because a significant portion remains trapped in the index guided
modes of the slab. Light intensity in the slab is maximized by accessing all available
modes of the slab. Relative to free-space, this intensity is greater by a factor of 2n2
within the slab.[183] This process is similar to the enhancement of Figure 1.4.
Coupling a solar cell to this slab gives the trapped photons an escape route. In a
lossless system every photon eventually finds the solar cell and is absorbed. In this
fashion, the slab’s area relative to the solar cell can be many factors greater. The
same photon flux as is incident on to the slab will reach the solar cell as it travels
the waveguide. The ratio two areas and is known as the geometric gain (GG). This
is represented in 6.1 by the ratio of L and T in the first case and the ratio of L and l
in the second case.
The theoretical power conversion efficiency, η, limit of PV cells coupled to an LSC
has been shown to not be greater than, but equal to, to that of a non-concentrating
PV device with an area equivalent to waveguide.[56, 124] [102] Traditional CPV
concentrates by decreasing entropic loss through restricting the etendue of a solar
cell; is no photon energy loss. In LSCs the down conversion of the absorbed
high energy photons is analogous to a trade of energy for for the reduced entropy,
that is, concentrated light intensity. There exists a fundamental thermodynamic
relation between the achievable concentration in a waveguide and the magnitude of
the Stokes-shift.[182] The limit of the concentration is defined as the ratio of the
external brightness, Bext to internal brightness Bint , C = BextBint , where B has units of
intensity per unit area per solid angle per second. For an LSC, C is approximated
















Equation 6.3 can be used to calculate the maximum C achievable by a terrestrial
based LSC with a luminophore that perfectly absorbs up to a certain energy E1
and perfectly emits at a lower energy E2. This takes into account the infinitesimal
fractional photon flux at E1 relative to the total AM1.5G solar spectrum flux I (E)
as δ fE1 . Here δ fE1 is the Kronecker delta function used to select only the fractional










This integration accounts for the fact that there are less high energy photons in the
solar spectrum. The Stoke’s shift represents a band of photons that are lost. So,
there must be a balance between flux concentration to the flux that is lost due to the
energy gap.
Concentration values in Figure 6.3 are affected by the solar spectrum photon dis-
tribution to a degree but the exponential trend is similar. The relationship for an
evenly distributed spectrum would be symmetric with energy. These values also do
not necessarily imply that an LSC should exceed the efficiency of a single junction
since that is thermodynamically determined by detailed balance. The optical envi-
ronment for cells coupled to a waveguide inherently changes their external radiation
efficiency, i.e. their radiative recombination rate.[143] Figure 6.3 highlights the
importance of choosing the correct, and large Stokes-shift for a luminophore in an
LSC. The largest C factors demonstrated to date are only on the order of 30x relative
to specific bands of the solar spectrum.[13] Concentration factors were only on the
order of 20x prior to recent use of large Stokes-shift luminophores. The power
conversion efficiency of full LSC PV devices has been correspondingly small also.
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Figure 6.3: The concentration limit of luminescent solar devices given by Equation 6.4
relative to the entire solar spectrum. The concentration factor greatly exceeds the geometric
concentration limit of 42,600 suns.[119]
Analytical Model of Photon Travel Path in a TIR Waveguide
The large disparity between the C factors achieved thus far and the correspondingly
low efficiencies arises from a variety of loss mechanisms. Equation 6.5 give the
expression for themaximum power output of a solar photovoltaic cell. The VOC, JSC,
and FF are the device voltage at open circuit, the short circuit current density, and
the fill fraction at the maximum power point, respectively. The power conversion
efficiency of the overall device is given as the fraction of incident power to the output
power in Equation 6.6.








This work focuses on increasing the JSC component first, though many strategies to
affect the JSC can also positively affect the other two factors. The JSC for a is found




I (ω)ηcoll (ω)dω (6.7)
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where I (ω) is the intensity and ηcoll (ω) is the collection efficiency of the photo-
converting device, in this case a photovoltaic cell. The collection efficiency in a
typical solar cell is governed by its own properties alone. The generalized function
ηcoll (ω) includes consideration of other less-traditional mechanisms, such as the
incorporation of targeted band rejection filters and up or down frequency shifting
elements such as luminophores with a large Stokes-shift. In an LSC, luminophore
α, PL, and the waveguide loss must be taken into account as in Eq. 6.8.
ηcoll (ω, µ,T ) = α(ω, µ,T )ηPL (ω)ηGuide(ω)ηEQ (ω) (6.8)
In Eq. 6.8, α(ω, µ,T ), ηPL (ω), ηGuide(ω), ηEQ (ω), correspond to the luminophore
absorption probability, the photoluminescent quantum yield (PLQY), the waveguid-
ing efficiency, and the photovoltaic external quantum efficiency respectively. The
independent variablesω, µ, andT are the frequency, chemical potential, and temper-
ature. Typically, the chemical potential and temperature dependence of absorption
of the the quantum dots is a second order effect and it is a reasonable assumption
that α(ω, µ,T ) → α(ω). However, if sufficiently large concentrations of light are
achieved in an LSC, these factors, especially µ, become increasingly important.
Each of these factors will depend on the optical design of an LSC to different
degrees.
A novel analytical expression for the average distance a photon travels in awaveguide
was developed in order to describe the loss from a slab waveguide. This is used
to determine the intensity I (ω) seen by a collector in the waveguide. The aim
is to fully account for the parameters and properties of real devices. Important
factors include placement of solar cells, losses such a non-unity PLQY, the EQE
of the solar cells. Design choices, such as the use of notch filters should also be
accounted for. Optimization of an increasing number of parameters in the complex
LSC system is difficult. Modeling of LSC loss mechanisms is typically done via
Monte-Carlo ray tracing. This has proven to be accurate on many occasions, but
is computationally expensive.[124] [12] [11] [179][123] Simplified descriptions
using fundamental equations that describe the behavior of LSCs allows greater
optimization opportunity. To date few others have attempted to supply such a
model, and a great need is unfilled.[117] The complexity of the device encourages
a modular approach when developing these types of mathematical descriptions.
The different loss mechanisms of the LSC in Figure 6.5 were considered. The closed
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Figure 6.4: The typical EQE, Reflection, QD luminophore absorption and PLQY spectra
for the components of a tandemLSC studied. The AM1.5D photocurrent spectrum is plotted
in the background. The QD absorb blue light and emit PLnear 630 nm. This is matched to
the InGaP EQE. The Si bottom cell EQE (purple) is most efficient in the infrared portion of
the spectrum. A dielectric notch filter reflection spectrum is shown to have been designed
to perfectly reflect light in the PLspectrum and have now reflection outside of this band
(black). Figure Courtesy of D. Needell
form analytical model accounts for each mechanism and calculates a JSC as an input
to the detailed balance model of Shockley and Queisser to find the corresponding
VOC and FF of 6.5. [143] The intensity distribution of PL within the waveguide
around the collector is defined as IPL. This intensity is determined by 6.7.
Equation 6.9 defines a parameter N as the average number of reflections from the
top and bottom guiding surfaces as a function of angle θ from the normal vector of
the waveguide, the average scattering distance ξ, and the thickness of the waveguide
T . The average scattering distance ξ is related to the scattering of waveguide
imperfections, such as particulates, and the overlap of the absorption and emission
probabilities of the luminophore. Thickness T is assumed to be constant through
the rest of the derivation, but note here that it can be varied. Equation 6.9 derives
from 2-dimensional trigonometry. It assumes each photon begins at the bottom of
the waveguide, slightly overestimating the actual distance traveled. The upper limit
on this error is a single integer multiple of N.
















Figure 6.5: Co-planar waveguide LSC loss mechanisms are depicted:1) reflection from
the front surface. 2) incomplete trapping of PL within the escape cone. 3) a luminescent
photon is reabsorbed by a luminophore and thermalizes. 4) a photon is lost to non-radiative
recombination in the solar cell from imperfect internal quantum efficiency ηcoll. 5) a
luminescent photon is lost to the escape cone of the bottom surface 6) parasitic loss due
to non-zero absorption of the waveguide material. 7) photon is never absorbed. Figure
Courtesy of D. Needell.
The spherically averaged intensity of the light after N interactions with the LSCs
waveguide boundaries is given as I, calculated by integrating the angle and wave-
length dependent reflectance at the boundary. The change fromω to λ by the relation
λ = cω/2π where c is the speed of light is noted. The intensity of the emission after
the first PL event given by Equation 6.10:
I (λ, ξ) =
∫
R(θ, λ)N (θ,ξ) cos(θ) sin(θ)dθ∫
cos(θ) sin(θ)dθ
(6.10)
Next, the overall photon intensity, i.e. probability of photon existence, after M
steps/events through the course of travelling a distance ξ. I(M, λ) denotes this
Figure 6.6: A luminescent photon travels along an average path ξ (black ray) at some angle
θ from the direction normal to the waveguide. It experiences one of the loss events shown
in Figure 6.5. It will be reflected by the boundaries N times for a given thickness T . Figure
courtesy of D. Needell.
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spherically averaged intensity of the photon after M emission/re-emission events.
Each event, m ∈ M has an intensity according to 6.11.
I(m) =
∫
I0(λ)ηPLQY (λ)QPLQY (λ)I (m − 1, λ)dλ (6.11)
This spherical intensity distribution is adjusted by the properties of the luminophore
in Equation (6.11) at each event m. These properties are wavelength dependent
functions, namely the PLQY, ηPLQY (λ), and the emission spectrum, QPLQY (λ).
These factors affect the distribution after each absorption and re-emission event. A
non-unity ηPLQY accounts for photons can be lost to thermalization. The emission
spectrum QPLQY accounts for the fact that a photon has a certain probability of
emitting at a new wavelength. This is explicitly accounted for because the other pa-
rameters depend on this wavelength. This is analogous to calculating the probability
that a photon for given parameters has not been extinguished after M steps, which
is the product of M such intensities I(M, λ). Equation (6.12) shows the expanded
form of the finally intensity after all steps M . This is compactly written by raising
the integral to the power M in as in Equation 6.13.
I(M, λ) = I0(λ)
∫

















The photons are subject random walk, so to determine the overall intensity after M
steps, 6.13 is reformed to depend on an expectation travel distance. A 2 dimensional










Figure 6.7: The expected intensity of photons collected from varying radial distance. Here,
the reflection of the top and bottom surfaces was considered to be perfect, scattering was
included, and PLQY is 99%. Figure courtesy of D. Needell.
Finally, equation 6.16 expresses the intensity distribution as a function of distance
from the solar cell in the waveguide. Integrating this function over the space around











First results of this model are plotted in Figure 6.7. A characteristic probability
distribution over travel distance is seen along with QD emission profile in the
wavelength axis. As expected, collection near the cell is greatest. Surprisingly, in
order for a photon intensity to be collected from as little as 10mm away, requires
perfectly reflecting boundaries and zero scattering loss. This result stresses the
need for perfect PL guiding. Future analysis is calculating the integral value of
this distribution for a solar cell by discretizatizing the absorbing area is needed.
To realize more rigorous results, the reflectance from the solar cell itself should
be be taken into account. Additionally, the scattering length ξ should have an
additional dependence on α(λ) as in 6.8. Including this α(λ) enables accounting
for the position of initial absorption, which was initially assumed to be a second
order effect. Work to show the impact of a photon’s emission position within the
waveguide as related to its ability to find the solar cell is on going.
Finally, Figure 6.5 presents experimental measurements of the photon collection by a
single InGaP microcell. The experimental LSC uses a silvered mirror on the bottom






























Figure 6.8: Left, the log10 laser beam induced Current response of a InGaP microcell
embedded in a 30 µm thick PLMA waveguide in Amperes. The sample was illuminated
with a 20 µm spot at 490 nm. The photocurrent is measured over an area 5 mmx5 mm from
a corner of the microcell. Right, the same waveguide with a top-side dielectric notch filter.
amounts to mechanism 5) being equivalent to mechanism 2) by reflection. Photons
subject to mechanism 2) traverse the waveguide thickness at most twice. Last, there
are no restrictions on photons being lost from the 4 vertical sides of the waveguide.
Photons that arrive at these sides escape unimpeded. We see the expected collection
distribution as a function of radial position, but with key differences that would not
normally be predicted.
The collection was orders of magnitude less than expected. The peak response
was about 10−5, while 0.5 mm away the response had dropped by three orders of
magnitude to between 100 nA and 10 nA. Compared to the analytical model, this is
explained above by amultitude of factors. The initial PLQYof the QD luminophores
was 99%+. However, it has been shown that PLQY is subject to decrease to as low as
60%when incorporated in PLMAwaveguide.[13] Next, a loss due to the microcell’s
non-unity EQEwas not considered in the calculations of Figure 6.7. Thus Figure 6.7
is only equivalent to the collected photocurrent for unity InGaP EQE. The EQE of
the cell in Figure 6.8 at the PLwavelength of 635 nm is around 80%. The right hand
side plot of 6.8 compared to the left hand plot does show increased collection of
luminescent photons across the same area. Both show an equal collection over an
initial distance of 1 mm. They also show and the same distribution of collection out
to about 4 mm with a level of around 100 nA.
There are distinct periodic rings in the response plots. This is best explained as an
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effect of the TIR cone creating areas which the cell will collect best from that are a
distance of d = tan(θ)2t for θT IR and thickness of the waveguide t. This distance in
this particular case for an angle θT IR = 44.76 and the thickness t= 30 µm is d=60 µm.
This value does not match these sets of measurements where the rings are located at
multiples of 1.2 mm. The Ag mirror used as a reflector has an offset of about 1 mm
due to it’s acrylic encasing. When using this value to as t the radius, a value on
the same order of magnitude is calculated, d = 2.4. The mirror is seen to help trap
more photons in these troughs compared to the case without mirrors. This implies
that photons not collected in the troughs are photons lost to the escape cone, and
supports the theory above. A rigorous measurement of the thickness of the mirrored
surface relative to the waveguide along with deeper analysis still needs to be done.
Conclusions
This section has highlighted the importance and sensitivity of the LSC performance
to the waveguide efficiency ηWG and to other loss mechanisms. An analytical
model to facilitate understanding of these different losses in an LSC was developed.
This model attempts to find the mean travel distance of a luminescent photon. A
specific focus on optimizing luminescent photon trapping designs is presented next.
Collaborative efforts utilizing a Monte Carlo model that expand on this work can be
found in the Published Content and Contributions.
6.3 1-D Bragg Stack Notch Filter Design for Tandem LSCs
Quarter wavelength Bragg Filters
Design of the top and bottom filters in Figure 6.2 are discussed in detail here. The
design goal is to create perfect reflectance in PL band while minimizing reflection
outside this band. Losses are minimized when this reflection is maximized at all
angles for the PL wavelengths. The Monte-Carlo modeling results of Figure 6.9
show the sensitivity of a tandem device to filter performance is extreme. The model
takes accepts inputs of top and bottom cell EQEs, QD luminophore absorption,
and PL spectra such as those shown in Figure 6.4. It then calculated the JSC by
Equation (6.7) . Finally, empirical values for VOC and FF were used to calculate
the power conversion efficiency by Equation (6.6). The model made the simplifying
assumption that the reflection spectrum is angle independent.
The tandem device power conversion efficiency decreases drastically for imperfect
filter reflection. A peak of 27.5% power conversion efficiency is found for perfect
reflectance in the rejection-band and perfect transmission in the pass-bands. This
123
Figure 6.9: Left: The shape of a top-hat notch filter reflection spectrum. Right: Monte-
Carlo ray tracing simulations of parametrically varied rejection-band and pass-band re-
flection and tandem the resulting module power conversion efficiency. The overall device
efficiency is highly sensitive to the notch-filter reflection. Figure components courtesy of
D. Needell
falls to 26% for 95% rejection-band reflection while maintaining perfect transmis-
sion in the pass-bands. A further decrease to 24% was seen for 95% reflection in
the rejection-band, but 8% reflection in the pass-bands. Reflection of 95% and 8%
are considered typical values for un-optimized filters.
It is possible, yet difficult, to meet these near perfect criteria. The open source
software OpenFilters was used to create 1D Bragg stack dielectric filters by varying
the periodicity of low and high refractive index dielectric materials.[96] Considering
only two materials, large reflection results from multiple destructive interferences
in the alternating layers of high and low refractive index. Creating filters with high
rejection-band reflection, low pass-band reflection, and omni-directional rejection-
band reflection is facilitated by adding more than two materials. Optimization
tools were needed to achieve these desired results when increasing the number of
refractive index possibilities. A needle optimization was used to realize perfect
reflection in the rejection band minimized reflection in the pass-bands.[96]
In the simplest implementation, a 1 dimensional dielectric Bragg stack consists of
alternating 14λ layers where λ is the center wavelength of the notch filter. The
alternating layers create destructive interference of the electric field amplitude,
disallowing propagation through the length of the stack; in real applications this
mechanism is near perfect for a reasonable amount of layers and normal incident
light.
The angular response of these Bragg stacks is known to blue shift. Considering this
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as a problem of Bloch periodicity helps simplify the mechanism: the modes of this
optical system do not allow certain wave vectors ~k (see Section 1.2). At normal
incidence, the stack periodicity is matched to wave vectors at the edge of the first
Brillouin zone, and lie in a photonic band gap, between ~k0,Gap0, and ~k0,Gap1.
~k0,Gap0 < ~k0 < ~k0,Gap1 (6.17)
As AOI increases, the component of the incident wave-vector along the periodicity
axis shrinks. On a band diagram of ~k0 and ~k‖ , the component of ~k in the direction
~k‖ decreases with AOI until its value fall outside the photonic band-gap. The
same decrease in ~k‖ moves modes from above the band-gap into that band gap.
Center of the rejection-band depends on angle according to a cosine function,
λRe jectionCenter cos(θ)λ. This arises from the dot product of the periodicity normal
vector and incoming wave-vector.
~k‖ = n̂ · ~k0
~k‖ = cos(θ)~k0
~k‖ (θ = 0) = ~k0
~k‖,Gap0(θ1 ≥ 0) ≤ ~k0,Gap0
~k‖,Gap1(θ1 ≥ 0) ≤ ~k0,Gap1
(6.18)
The wave-vector for light of ~k0 in this photonic bandgap are complex, and the
wave function is evanescent in the direction of the periodicity. In the infinite limit,
they will not traverse the entire periodic structure, but be rejected.[79] In the finite
scenario, they will be reduced in value significantly due to the imaginary part of the
wave-vector.
Figure 6.10 gives an example of a simple quarter wave Bragg filter described above
to show the blue shifting of the rejection band and the oscillatory reflection outside
the band for wavelengths that are 14n harmonics. The left and right plots represent
the reflection response into and out of a PLMAwaveguide respectively as a function
of AOI and wavelength across the usable solar spectrum. The angle and wavelength
averaged reflection in a band of of 30nm around the PL wavelength is 78.4% and
90.8% into and out of the waveguide respectively. The out of band transmission is
73.5% and 41% into/out of the PLMA waveguide. These values are far from the
acceptable range of the Monte Carlo top-hat shaped simulations of mirror responses
in Figure 6.9.
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Figure 6.10: The unpolarized reflection response of the a λ4 Bragg stack filter targeting a
QD luminophore with PL at 615nm. Layer refractive indexes alternate between 2.0 and 2.4.
These indexes correspond to high quality TiO2 and another lossless dielectric such as ZnS.
The filter is directly coupled to a PLMA waveguide of n 1.42 – there is no air gap as in
Figure 6.2. The left plot shows the angle and wavelength dependent reflection response of
the stack filter from incidence in air; the right plot is incident from the waveguide. The large
yellow rectangle marks the angles of TIR in the waveguide.
Optimization of Non-binary Index Aperiodic 1D Notch Filters
Optimization through OpenFilters’ Needle optimization tool were utilized to create
a-periodic filter designs using multiple restrictions on the indexes of refraction in
the stack. The figure of merit FOM is zero reflection in the pass-bands and perfect
reflection in the rejection-band. This FOM is input directly into the software on
a per-wavelength basis. Two classes of result were given: first, a restriction to
discrete indexes of refraction of known materials, and second, freely allowing the
optimization to use and mix refractive indexes from 1.4 to 2.5, corresponding to
the lower and upper limits of known lossless dielectrics. Example materials with
refractive indexes between these values include high and low index silica glasses,
intermediate oxides such as alumina, high index materials such as titania, zinc-
sulphide, and zinc-selenide. Co-deposition of different high and low compounds
can create an intermediary effective refractive index. [64]
In many cases the reflection out of band was improved upon the Needle-optimizes
results by the manually adding single layer on the free space side of the filter. A
3λ
4n low index layer where λ ≈ 400 nm is targeted to reduce the blue wavelength
pass-band, since this is where the QD luminophores absorb. This pass band was
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Figure 6.11: The same plot layout as in Figure 6.10 depicting a nearly periodic stack
of refractive indexes 1.5, 2.0 and 2.3. The top most layer on the air side utilizes a 3λ4
layer targeting the blue and near infrared portions of the spectrum to reduce the pass band
reflection. This is seen as reduced reflection near 400 nm and 1050 nm. The angle average
rejection band reflection into/out of the waveguide is 95.7% and 98.4% respectively. The
pass bands show into/out of waveguide reflection of 80.2% and 44.9%.
chosen over the long wavelength pass band because modeling showed that the
tandem module efficiency was limited by the top cell rather than the bottom cell.
The notch filter in Figure 6.11 utilizes this 3λ4 ≈ 1100 nm to create an anti-reflection
effect seen at both 400 nm and 1050 nm due to the zeroth and first harmonics of
the constructive interference. The angle average rejection band reflection into/out
of the waveguide was 95.7% and 98.4% respectively and the pass band into/out of
waveguide reflection is 80.2% and 44.9% respectively.
The stack in Figure 6.11 approaches the design goals indicated by Figure 6.9 in
terms of the rejection band angle averaged reflectance but falls short in the pass
band. The LSC tandem design must accept a maximum number of photons in the
pass-bands as a trade-off for the photons rejected by the achieving PL trapping .
Improving upon the filter of Figure 6.11 required allowing the optimizer to freely
vary the refractive index in addition to the position and thickness of the layers. The
upper limit of the allowed refractive index is a generous 2.5. The design was mostly
a periodic binary stack of refractive indexes 2 and 2.5, with intermediate refractive
indexes of 1.7 and 1.8 used only on the PLMA side of the filter, as indicated by the
schematic. This likely had the effect of minimizing the reflection on this side of
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Figure 6.12: The same plot layout as in Figure 6.10 depicting an aperiodic stack of freely
varied refractive indexes from 1.5 - 2.3.
the stack by allowing the refractive index of the layers to gradually decrease to that
of the PLMA. The same 34 anti-reflection layer is used. This was the best discrete
index filter that was found. According to Figure 6.9, the limit of efficiency for a
tandem module of such a filter should around 22.5%. However, the Monte-Carlo
model predicts a power conversion efficiency of 16.2% and 13.5% for a geometric
gain of 5 and 100, respectively. The assumption in the top-hat model of Figure 6.9
of angle independent reflection response did not hold when using real Bragg stack
notch filters.
Last, there was an effort to reduce the potential cost of these Bragg filters by
reducing complexity. The manufacturing of these filters requires vacuum deposition
of materials, and a corresponding deposition time. Reducing thickness reduces this
time per unit, which can translate to appreciable cost savings in a high volume
manufacturing situation. The thickness of the filters presented thus far averaged
2.5 µm. Bragg filters under 1 µm in thickness were explored as a potential route to
lowering future hypothetical production costs. The sub-micron design depicted in
6.13 came close to the best performing filter of Figure 6.12 for the angle averaged
reflection in the rejection band, but did not compare favorably in the pass bands.
The filter reaches 96.5% and 98.6% for rejection band reflection into/out of the
waveguide respectively. The pass bands average into/out of waveguide reflection of
72.7% and 32.0%, which is higher than desirable. The Monte-Carlo simulations
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Figure 6.13: The same plot layout as in Figure 6.10 depicting an aperiodic stack of freely
varied refractive indexes from 1.5 - 2.3. The aim was to find a Bragg stack filter that has
a thickness below 1.5 µm while maximizing its reflection performance in the rejection and
pass bands.
predicted an overall tandemmodule power conversion efficiency of 11.9% and 9.1%
for a geometric gain (GG) of 5 and 100, respectively. The rejection band was nearly
double in width, limiting the transmission and thus power conversion efficiency.
An investigation into the trade-off between manufacturing costs savings and overall
LCOE using a non-optimal, but still relatively high performance, Bragg filter should
be undertaken to determine the overall best strategy.
Ultimately, the fabrication of the Bragg stack filters wsa outsourced to Evaporated
Coatings, Inc. The optimized filter calculated approximately matched the perfor-
mance of the purchased Bragg filters. Unfortunately, the custom layered design and
materials are proprietary, and thus a detailed materials and layer stack comparison
cannot be made.
High Precision Measurements of Bragg Stack Filters
Polymer Filters
A serendipitous discovery of a low cost, off-the-shelf multi-layered polymer film
was also examined for viability as a LSC filter. Transmission was measured for
varying AOI using a custom built high precision laser beamline, here referred to as
SARP (Appendix A). The beamline is capable of reproducibly measuring values to
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Figure 6.14: Reflection measurements of a commercial periodically layered polymer filter.
Left, reflection was measured with a custom monochromatic laser line from 0° AOI to 70°.
Right, reflection of the same sample was measured from 0° to 60° with a J.A. Woollam
ellipsometer in transmission mode.
3 decimal places across visible and near-infrared wavelengths. Figure 6.14 plots
reflection of polymer filters, calculated by as R = 1 − T , along with previously
measured spectra of the QD absorption and PL for direct comparison.
Two plots of the same sample are shown in order to highlight the capabilities of SARP
and the stringent requirements of measurement tools for near perfectly performant
samples. The curves are colored according to their spectra’s CIE value, mimicking
what the eye sees at each angle. The left plot shows the data as taken by SARP and
the right-hand plot as taken by the ellipsometer. Noted differences between each
is the contrasted ability to resolve narrow bandwidth interference modes across the
spectra, the expected linear trend of peak reflection wavelength, and the precision of
the SARPmeasurement for near perfect reflection. The industrial grade ellipsometer
did not have the resolution or precision when characterizing these filters to the
needed degree. The ellipsometer shows anomalous behavior such as a red-shift in
the reflectance peak wavelength between between the change of AOI from 20° to
30°, peak values greater than unity, unresolved interferences and smoothed rejection
bands.
The dependence of high reflection across a narrow band on alternating high and low
refractive index values was previously discussed in Section 6.3. Reflection spectra
displayed on the left plot of Figure 6.14 show that a large number of alternating low
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index polymer materials also approach near-perfect performance in terms of peak
reflection. They showed with a steep, well defined rejection bandwidth. Here the
thickness of the polymer mirror was approximately 100 µm. Multitudes of Fabry-
Perot thin film interference modes manifest as short oscillating peaks through the
entire spectrum. The large quantity of interference features confirmed the suspected
large number of thin-film layers included in this polymer filter. This is contrasted
with the relatively thin 2 µm Bragg filters of Section 6.3 in which only a few of these
features were seen. These peaks are even detected along the flat portion of peak
reflectance, and were seen blue-shifting with the reflection peak in the left-hand
side plot of Figure 6.14 as predicted by theory in Equation (6.18). The complex
wave-vector in polymer mirrors is expected to have a small imaginary term due to
low refractive index constrast. The evanescent wave therefore extends much deeper
into the periodic medium film, and so a much greater thickness is required for such
high reflection values. Reflection in the pass bands is unfortunately an issue when
considering this material as a top filter. As previously presented, Monte Carlo
modeling showed that pass band reflection values should be on the order of 5% or
less.
These polymer mirrors show great promise as a high volume, low-cost alternative
to vacuum style depositions of high index dielectric materials. However, their
performance needs to be adjusted to the specific requirements of the tandem LSC
module.
6.4 Conclusions
A new analytic description of luminescent photon travel in a waveguide was pre-
sented. This expression matched experiment qualitatively in its shape with respect
to increasing radius from a microcell. Experiments were subject to many different
losses that were not taken into account in the analytical equations. These losses
can and should be incorporated for more accurate predictions. Such an analytical
analysis tool will be of great use in the optimization of LSC devices.
Bragg stack filters were designed and analyzed as a potential solution to the loss
of PL by the escape cone of a polymer waveguide slab. Simulation optimized
filters showed promise, with a final Monte-Carlo model prediction of 16.2% power
conversion efficiency. However, these designs required additional improvement to
reach the maximum possible power conversion efficiency of near 29%. A potential
low-cost polymer Bragg stack filter was successfully characterized to a high degree
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of precision during its consideration for use in the tandem LSC design. It showed
peak reflection up to 99.9%. Measurements withs this precision were made possible
by the significant efforts to create the SARP beamline of Appendix A.
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C h a p t e r 7
COUPLED LUMINOPHORE NANOPHOTONIC STRUCTURES
FOR DIRECTIONAL EMISSION
A main flaw in the strategy of using a dielectric slab as a waveguide is the loss of
PL through the escape cone. In a wave-vector paradigm, this is due to the fact that
all emission wave-vectors have an equivalent density of optical states, meaning, an
unpolarized dipole will have equal probability to emit into the escape cone as it will
to emit into guided TIR modes. Nanophotonic principles applied to solar cells have
shown that the LDOS within a material can be significantly modified and tailored
to frequencies such that light occupies these high LDOS locations. [15–17, 108,
124, 172, 176, 180] Nanophotonic emission control is a widely studied strategy to
increase the extraction and direction of emitted light in LED devices.[39, 41, 77,
174, 177, 193, 196] The opposite strategy has been given less attention. With the
exception of Bragg stack filters, nanophotonic principles not as often been applied
to trapping PL in a periodic waveguide for directional PL for LSC applications. [10,
36, 55, 59, 65, 66, 128]
The benefits ofmoving to a 2 dimensional periodic structure aremany. An immediate
benefit is that the complexity of the problem is reshaped from requiring tens to
hundreds of layers in a Bragg stack, to just as little as one successfully patterned
layer. Patterning via a scalable process, such as NIL, has been proven in the
context of LED light emission.[77, 174, 190] Next, patterning allows control of
the allowable k-vectors in the photonic environment, mitigating the chance that a
photon will be emitted into free-space and lost. The structure could be designed
to preferentially emit into the TIR of a slab, or as is studied here, in the place of
the 2D nanophotonic structure, perpendicular to incident light. Additionally, the
preference to emit into chosen wave vectors is directly proportional to the PLQY.
This is because the radiative recombination is directly related to the increase in
the spontaneous emission rate of modified optical environments. [27, 45, 88, 129,
163] This is quantified by measuring the Purcell factor (P f ), which is the ratio of
emitted power in one optical environment compared to another for a dipole of a
given polarization. This opens the possibility of utilizing less than perfect QDs in a
nanophotonic waveguide. Higher performance QDs, coupled with lower waveguide
loss should combine to achieve an overall greater power efficiency. An auxiliary
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benefit to devices such as the tandem LSC described in Figure 6.2 is enhanced
in-coupling of sunlight for both the top and bottom cells. Periodic structures were
shown in Chapter 5 to decrease the initial reflection loss in PV devices, which
has been shown for other periodic structures as well.[151, 164] Last, related to
the second and third benefits, theory has shown that the thermodynamic limit of
light trapping can be exceeded for specific wavelength in which the LDOS has been
increased. This suggests that it may be possible to fabricate an LSC that in fact does
outperform its traditional non-concentrating PV counterpart.[191, 192]
7.1 Proposed Systems
A first step in a scalable nanophotonic design for coupling dipole emission from
luminophores, such as Cd/Se QDs, organic dyes, rare earth metal doped materials,
and chalcogenide 2D materials, is presented. The incorporation of a nanophotonic
waveguide design involves an abundance of tunable parameters and allows for many
derivative designs and schemes that follow directly from the simplified approaches
given here as first examples.
First, a thin film on the order of micrometers, is deposited upon a low refractive
index substrate required mechanical support. This substrate here was a glass or
polymer substrate with a refractive index of 1.42. The thin-film should be of a re-
fractive index greater than that of the surrounding dielectric environment in order to
provide optical contrast. The high index layer would ideally be a lossless dielectric
or large bandgap semiconductor. Within these required materials properties there
exists a wide range of refractive indexes, ranging from the substrate index, (poly-
mers, glasses, and oxides) to high index semiconductors with indexes of refraction
approaching n = 4 or more in the visible frequency spectrum. Other viable ma-
terials systems include wet-chemistry based oxide sol-gels and polymers, wherein
the luminiphore could conceivably be directly incorporated into the material itself
as a dispersion with varying luminophore particulate concentrations. Typically, the
surrounding dielectric is air, with a refractive index taken to be unity. Dispersivema-
terials and low bandgap semiconductors have the highest refractive indexes, which
presents challenges and trade-offs when used in nanophotonic waveguide designs.
Conversely, lossless dielectrics will have lower refractive indexes, increasing the
design challenge of creating strongly guided modes within a slab waveguide.
The targeted periodic index guiding nanostructure can be fabricated by typical in-
tegrated circuit fabrication techniques including photo-lithography, and EBL, resist
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development, depositions of an etch mask or selective etch promoter, It can also be
made via wet and/or dry etching to realize a final nanostructure. Other routes to
achieve large scale fabrication on the order needed by the photovoltaic industry and
worldwide power demands include nanoimprint lithography, continuous UV photo-
lithography, gravure printing, holographic lithography, and other highly parallelized
nano-fabrication methods.[151]
The material for the nanophotonic slab structures studied here are abstract such that
the refractive index can be chosen as required. The maximum allowed refractive
index is 2.2, representing the approximate index of lossless TiO2 sol-gel. TiO2
is studied first because it is one of the most likely candidates for future working
devices. It has a high enough index such that moderate to significant modification of
the photonic environment seen by a QD luminophore is possible. Additionally, TiO2
sol-gel imprint lithography has been demonstrated in literature, making it a amenable
to low-cost and large scale NIL production.[5, 86, 188] Alternatively, a lower
refractive index of 1.8, Al2O3 is another potential dielectric for nanoimprint based
structuring, as explored in Chapter 2, and has been demonstrated as a successful
luminophore embedding material previously. [125, 175] Other candidates for a high
index, lossless dielectric with index above 2 include ZnS, ZnSe, ZnTe. These can be
be deposited with the required optical quality at large scale when only a thin film is
needed. This evidenced by the current ability of the solar manufacturing industry to
produces such thin-films on a large scale. An interesting regime not explicitly studied
here, but falling within the purview of the concepts, include amorphous materials
such as a-SiC:H, and materials such as transparent conducting oxides. These can
offer dynamic modulation of optical properties prospects in nanostructures.[70]
The first design goal is to maximize the coupling of dipole emission into photonic
crystal (PC) slab guidedmodes in a two dimensional periodic dielectric environment,
confining the electromagnetic energy to a fewmicrometers or less in the z-dimension.
Relaxing this constraint is the consideration that emission into the substrate is not
detrimental as long as it is outside of the substrate escape cone, but trapped by
TIR. The light emitted to free space should be minimized as much as possible.
Consideration of the P f to increase the PLQY of QDs is discussed but not co-
designed. One potential design mock-up is presented in Figure 7.1.
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Figure 7.1: One mock-up of a PC based wave guide. QDs or other luminophore are
embedded into a high index periodic or otherwise structured material on a substrate. The
discrete guided modes carry PL energy in the plane of the waveguide toward a photo-
collector elsewhere. Here, an InGaP micro-solar cell is seen in the background the where
the PL is collected. Not shown: PL is also diffracted into the substrate at high angles into TIR
modes of the substrate and can impinge upon the photo-collecter from the substrate-side.
7.2 Nanophotonic LSC Waveguide Theory
The wave vector conditions for guided modes are given in Section 1.2. The key











BothTIRmodes and photonic slab propagatingmodes can satisfy the criteria given in
Equation (7.1) where enough wave momentum is in-plane such that the wave cannot
propagate into free-space. It is worth acknowledging that these formulations apply
to plane waves, and here we endeavor to work with QDs which are approximately
incoherent dipoles. However, over long distances proportional to the GG of a
LSC, dipole emission will approach that of plane waves, increasing the value of the
analysis.
Returning to Equation (1.21) can foster greater insight to the possible behavior
of dipoles in a modified optical environment. This relationship can be further





which gives the dispersion relationship of a wave vector in an arbitrary dielectric
environment, periodically structured or not. In the case of a homogeneous material,
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this group velocity is the material’s refractive index, which, alternatively is the slope
of its dispersion relation on amomentum-frequency, ~k‖ -ω, plot, commonly referred
to a band-structure diagram, an example of which is shown in Figure 7.3.
The group velocity of Equation (7.2) is approximately directly related to the LDOS,
consequently controlling the emission behavior of a dipole emitter. For modes
~km approximately confined in two dimensions of planar waveguides, (indicating a









where m is the mode index of a given wave-vector.[17, 153] This directs designs
towards periodic structures with a high number of available ~k‖s per frequency and/or
large ~k‖ . These targets are in-line with the conditions imposed by Equation (7.1),
and further specifies the "types" of desired modes are slow-light modes, rather than
just any mode that will satisfy Equation (7.1).
Last, P f enhancement is shown to increase the PLQY of emitters compared to their
PLQY in free-space, giving proportional enhancement in a nanophotonic waveguide
relative to a PLMA slab waveguide.[78] The PLQY is the ratio of fractional radiative
recombination rate to total recombination rate, which is equivalent to the radiative
power to the input power of a dipole:










The P f is equal to the radiative recombination rate of a luminophore in a modified
optical environment compared to that of a luminophore in free-space.
frad = fPurcell =
k̇1rad
k̇0rad
k̇1rad = fPurcell k̇0rad
(7.5)
Assuming the non-radiative recombination rate is power independent and there are
no other losses, the fraction of non-radiative recombination in the new environment
is equal to its value in free-space
f1non−rad = f0non−rad = 1 − f0rad . (7.6)
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Figure 7.2: The results of applying Equation (7.7) to QDs of various original PLQY0 in and
environment with increasing P f . The largest single wavelength P f seen in simulation was
50 for a z-polarized dipole centered in a square lattice of rods with index of 2.2, normalized
radius of 0.4, and normalized thickness of 4.6 in the lowest order TM mode.
Combined with Equation (7.5) the new PLQY in the modified optical environment









k̇1rad + k̇0( fnon−rad)
=
k̇1rad












fPurcellPLQY0 + (1 − PLQY0 )
(7.7d)
Figure 7.2 applies Equation (7.7)d and shows the exciting potential to raise the
PLQY of non-optimum QDs to that of higher performance QDs with moderate to
large P f enhancement. Currently, it is difficult to synthesis QDs with PLQY greater
than 0.80-0.09, found typically potentially toxic CdSe/CdS core shell dots or low
Stokes-shift organic dyes.[13, 65, 137] Alternate materials systems, such as Cu
based chacogenide luminophores, reach between 0.40-0.60 PLQY. [30, 105, 138,
142] Coupling to nanophotonic environments that show P f on the order of 10-20 can
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lift these PLQYs to greater than 0.90, while already high performance luminophores
become near perfect for P f between 5-10. Figure 7.2 shows a maximum P f of 50,
which was the largest seen for single wavelengths in simulations. More often, values
of P f were between 2-7 were seen.
From Eqn 2 of Reference [38], we can find that the proportionality factor of the P f
in two lossless, homogenous optical environments is the inverse of their refractive
indexes. Equation (7.8) allows calculation of the results of the P f relative to an
embedding material such as PLMA. Converting simulations results from free-space
enhancement to enhancement over a polymer used in LSC waveguides, such as







Slab Photonic Crystal Coupled Emission
Bandstructure Simulation
Two simulation strategies represent a large first step to understanding the potential
to trap PL in nanostructures. Four fundamental geometries were examined first
due to their high symmetry and are well studied: hexagonal and square lattices
of high index rods or holes in a high index layer. Results are reported in units
normalized to the period of structure, and can be scaled by an appropriate factor
to the desired wavelength or frequency. First, computation with the Plane Wave
Expansion method via the MPB software was used to characterize the trapped
modes.[80] Normalized units enabled the second simulation strategy of exploration
with broadband techniques such as FDTD. FDTD was able to estimate overall
performance metrics of percent luminescence trapped and P f enhancement. Only
the highest performing structures for hexagonal and rod lattices are presented and
analyzed in depth.
In Figure 7.3 the band diagram of hexagonal and square index 2.2 rods on a substrate
of index 1.42 are shown. The dimensions for the hexagonal array of rods is a vertical
height of 4.6, a radius of 0.25, and a pitch of 1. Dimensions of the square differ
with a radius of 0.35. Only the few lowest order modes are displayed since they
are the only fully guided modes in the plane of the structure. Of note was the high
sloped d
~k ‖
dω TM-like and TE-like bands at the Brillouin zone edges. These modes
had the highest LDOS and correspondingly largest P f s, matching the results of
subsequent FDTD simulation results. Additionally, these diagrams show that there
is a continuum of modes that exist in the substrate, denoted by the gray shaded
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Figure 7.3: Folded band diagrams, calculated in 3D, of a high performing PC slab waveg-
uides made from lattices of rods with index 2.2 on substrate of 1.42. The insets shows a
profile view of the structure in the top left, and a schematic of the irreproducible Brillouin
zone vectors in the center bottom. Bands below the substrate cone are guided laterally in
the photonic crystal. The Stoke’s for CdS/CdSe QDs is also depicted
area. These modes are TIR modes, and can work in cooperation with the photonic
crystal slab to guide PL in the lateral direction. Diffraction from the lattice imparts a
large enough lateral momentum for PL to enter into these TIRmodes should they not
originally coupled to the PCwaveguidemodes. Free-space incident light is absorbed
above the blue light cone, and a frequency down-shift due to the Stoke’s-shift allows
a free-space photon to become a trapped photon as the frequency crosses the light
cone, allowing PL into a new high magnitude ~k‖ vector, as depicted. It is also worth
mentioning that, in the absence of the discrete bands, the same mechanism of TIR
PL trapping is enabled by this crossing from the light cone to the trapped modes
of the substrate cone. This is actually the mechanism of traditional LSCs. The
forbidden cone represents modes that are unavailable because they have momentum
greater than allowed by the high index material. These diagrams helped to narrow
the range of exploration in the computationally expensive FDTD simulations to PCs
with promising waveguide modes as shown.
7.3 FDTD Calculations
Calculating the power distribution in the lateral and vertical directions requires
full-wave simulations with luminophoress approximated as dipole sources. Full
simulation periodic boundary conditions cannot be used as in Chapter 3 due to the
error of coherent dipole coupling between unit cells. A sufficiently large array is
build in the CAD environment with between 12-14 unit cells for final calculations.
This affords the electric and magnetic fields enough distance to spatially decay
before encountering PML or absorber boundaries in all directions. This decay
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minimized any coherent interactions with boundary reflections. Two groups of 7
Poynting vector monitors were arranged in rectangular prisms, excluding a field
monitor on the face that is adjacent to the PC slab such that all power flux leaving
the area defined by the slab is recorded right before it exits the simulation via the
absorbing boundaries. This allows the free-space waves to evolve into fields suitable
for analytic far-field projection calculations used to determine the spherical power
distribution at a radius of 30 µm into either half-space from the dipole emitter.
This distance is the thickness of waveguides used in previous LSC experiments
(Chapter 6). Finally, a set of 4 Poynting vector monitors surround the edges of the
slab to record the power that exits in-plane with the PC waveguide. The monitors
account for 100% of the simulation radiation power input.
In these first steps, the structure symmetry was used to reduce the computational
cell to only the first quadrant. This requires that the dipole source be placed
directly at the xy origin to satisfy the field symmetry requirements in addition to
the structure symmetry. It is noted that this limits coupling to targeted symmetric
modes. Simulation results for dipoles oriented in the x, y, z give significantly
different results due to the polarizations of the trapped modes, specifically, the z-
oriented dipole responses dominated the average results. This dominance is the
result of strong coupling and correspondingly high P f .
Figure 7.4A) shows the behavior of a Z-oriented dipole embedded in the center of
the hexagonal lattice of Figure 7.3 across the entire range of trapped ~k‖ at the edge
of the Γ in the direction of K . The stacked color spectrum shows the portions of
the normalized power that travel into 4 different directions. Red indicates loss to
free-space, the two shades of blue represent emission into the substrate, and finally
the yellow is emission in the plane of the PC slab waveguide. PL into the substrate is
subdivided by whether or not it enters at angles outside the TIR escape cone. Light
outside the escape cone will be trapped at the opposite substrate interface. Plotted
on the right axis is the P f in green. Finally, the bright orange qualitatively indicates
the PL of CdS/CdSe QDs when weighted by the P f spectrum. To be quantitatively
rigorous, a future detailed-balance photon accounting needs to be completed. The
black dashed line indicates the wavelength for which Figure 7.4B)-D) correspond,
and is the peak of combined in-plane and TIR PL containment (the sum of the yellow
and light blue areas).
The yellow segment of Figure 7.4 A) shows that near a certain frequency, the portion




Figure 7.4: Results from a Z-oriented dipole centered in the hexagonal PC slab waveguide
from Figure 7.3 A) The spectrum is parsed into the possible directions power can exit the
simulation from its source in the center. The P f spectrum and the weighted PL emission
peak of the QDs previously presented in Chapter 6 are overlaid. The PL spectrum is not a
rigorously quantitative representation. B) A polar plot of the emission into the substrate,
where the white dashed line denotes the TIR angle outside of which PL is trapped. C) and
D) show the log of electric field magnitude in XY and XZ cross-sections at the wavelength
indicated by the black dashed line of A). The field is concentrated into the rods in both
planes. In D) the high-angled emission into the substrate is clearly visible.
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frequency is about 0.36, which from Figure 7.3A) it is seen to be the frequency
where the first TM band begins to flatten as it approaches the Brillouin zone edge.
A remarkably large P f spike occurs as predicted by theory for this frequency. At
a slightly larger frequency, the fraction of in-plane flux peaks and slowly begins
to decline again towards higher frequencies due to the continuum of available ~ks
creating weaker preferential coupling. At lower frequencies the in-plane flux falls
precipitously because there are no modes other than the linearly dispersive modes of
the substrate. The fraction of totally internally reflected PL falls monotonically to
the nominal value of a planar slab, 74%. Figure 7.4 B) shows the angle dependent
distribution of power into the glass substrate, with the angle of TIR boundary given
by the white dashed circle. The majority of the power is seen at angles greater
than 44.8 deg, indicating successful coupling to large wave vectors, ~k‖ . The peak
value of maximum transmission for this dipole orientation, location, and geometry
is 98.8%, far greater that the TIR value of 74%. This demonstrates the promise of
this coupled dipole approach to directional PL emission.
Figure 7.4 C) and D) show log-scale plots of the electric field magnitude in the
XY plane and the XZ plane. Figure 7.4 C) shows that the field energy takes on
the periodicity of a combination of the lowest order modes at the peak trapping
frequency. Figure 7.4 D) further confirms that the energy is confined to the PC
waveguide with some fraction being emitted at high angles into the substrate. Some
loss at high angles into the positive Z direction is seen. This is seen as power directly
above the slab. The power to the left and right of the center is likely evanescently
bound to the waveguide.
This is only an example of a very specific favorable situation, inwhich the emitterwas
purposefully located at a high symmetry point and oriented properly to excite TM
modes. The same simulationwas completedwith dipoles in the X andY orientations
and averaged to obtain an incoherent emitter representation. The result is a weighted
average of the emission pathways, weighted by the spectrally dependent P f . The
maximum fraction trapped for an incoherent emitter was found to be a respectably
high 96.4%. In this instance, the Z-orientation dominated the average because of its
high P f , while the emission is suppressed from X and Y oriented dipoles. P f was
between 1 to as low as 0.18 for both X and Y.
The relative Z position of the emitter was also symmetrically optimized. A sen-
sitivity to Z-placement is shown in Figure 7.5 for the weighted average maximum
trapping fraction. Surprisingly, the simulated PL is not strongly scattered into free-
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Figure 7.5: Smoothed maximum of orientation averaged trapped fraction and P f from
dipole placements along the thickness of the PC waveguide from Figure 7.3A). The Z
position of 0.5 corresponds to the middle and position of peak value.
space or into the substrate escape cone even when an emitter was precisely at the
Z limits of the PC waveguide. Weighted average P f also has a dependence on the
Z position, indicating that the majority of the in-plane trapped light comes from
the center, and the extremities are less influenced by the PC structure, approaching
homogeneous values of P f 1.
7.4 Conclusions and Future works
The potential for nanophotonic LSCswas briefly explored and showed great promise.
Maximumvalues greatly exceeded that of TIR and are potentially simpler thanBragg
filters to fabricate, as they do not require long vacuum deposition times. Alterna-
tively, these kinds of structures can be co-optimized with Bragg filters by controlling
the angle of PL emission as demonstrated by Figure 7.4B). This design tact would
relax the performance requirements on both optical components. The PLQY en-
hancement of lower quality QDs further motivates this study in order to broaden
the potential luminophore candidates. Figure 7.4A) shows that appropriately large
bandwidths can be positively modified to increase the trapping across the entire
PL emission spectrum. Finally Figure 7.5 provides insight to the optimum emitter
locations; emitter placement was found to be more robust than expected. The high
maximal trapping fractions approached those needed for high-performance LSC
devices.
Future work includes further refined simulation-based investigation with more rig-
orous optimization. Emitters placed off of the Z-symmetry axis should be para-
metrically studied at XY-symmetry points to gain a larger picture of other potential
guided or lossy modes. Multiple dipoles each with random placement, orientation,
and phase could be used for overall ensemble performance metrics by statistical
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averaging. Investigation of the effect on the PC slab thickness and refractive index
should provide further direction moving towards experimental demonstrations.
The higher frequency absorption at the different dipole locations carries equalweight
as the probability of emission at those same locations. For example, Figure 7.5 indi-
cates that absorption near the top or bottomof the PCwaveguide could be detrimental
if the average P f is reduced below 1. This is of especially high importance con-
sidering the leading edge of the waveguide will likely absorb more. Strategies for
modeling the absorption of an ensemble of luminophores still needs development.
This should be followed by simulating the system’s interaction with free-space plane
waves for various AOI. In addition to this, there is non-zero non-radiative recom-
bination in real luminophores which is not considered. Concentration of the field
energy at the same locations as the luminophore equally increases the probability of
re-absorption. It is hypothesized that this will be offset by increases in the radiative
recombination rates, i.e. PLQY enhancement. If the assumptions of a constant
non-radiative recombination rate in Equation (7.7) hold, then the radiative recom-
bination rate should dominate in locations of high P f . Additionally, the structure
could be optimized to favor emission into the substrate TIR modes, as exemplified
by Figure 7.4B).
Potential routes to control the dipole placement could involve alternating layers of
materials that either do or do not have emitters embedded in them. These layers
would be subsequently patterned with a process such as ICP-RIE and/or NIL. These
types of PC slabs with "sandwiches" of materials have been shown to preserve
their modal structures better than when directly located on a substrate and offer
more control over dipole placement. Many different 2D lattices other than the four
explicitly mentioned here exist as super-cell lattices, such as the honeycomb lattice,
and could provide further exciting results.
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C h a p t e r 8
FUTURE DIRECTIONS AND PERSPECTIVES
Research in nanophotonic solar energy over the past two decades has reached a
critical point in the laboratory and is ready for greater commercial development
efforts. Scalable methods such as nanoimprint are currently being adopted in the
large format electronics display industry. This learning curve will drive industrial
expertise and lower costs. Just as the solar industry has benefited from integrated
circuit process development, nanoimprint will find its way to solar panel production
at scale. Soon the best route increased solar power conversion efficiency per unit cost
will be through the advanced nanophotonic strategies like those presented here. As
power conversion efficiencies approach their limits, every photon matters Previously
"minimal" losses will need to be targeted for future PV improvements. The pursuit
of conversion efficiency is well founded in the need to all but eliminate carbon
producing energy sources by providing abundant of low cost alternatives.
To this end, direct structuring of thin film photovoltaics shows great promise. The
thin-film segment of the solar industry has been relatively sidelined by a precipitous
drop in cost of silicon modules. Only a handful of manufacturers retain a strong
position in the market, including First Solar, Solibro, and Alta Devices. Others such
as TMSC and Solar Frontier have recently shut down thin-film cell production. New
optics based strategies should be pursued and adopted when possible to provide
the power conversion efficiency improvements necessary to compete with low cost
silicon.
The dielectric spacer layers of Chapter 4 can be applied to a wide variety of thin-
film technologies and still offer a profoundly simple route to sizable conversion
efficiency gains. Experimental demonstration in CdSe PV could be one promising
avenue. Variations of either ordered structuring or passivating oxide layers have been
shown in experiment, but this work shows the best performance will be realized by
combining the two. Other locations in CIGS cells have yet to be explored, including
front side patterning and front contact passivation. Thin film devices like CIGS,
undoubtedly have head room for growth, and are deserving of further research.
Their unique advantages such as flexible substrates provide a wider deployment
opportunity compared to silicon. For example, transit energy requirements remain
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a large obstacle in a new energy economy, and niche thin-film usage could play a
role in the solution.
Another exciting prospect for thin-film have come in the form of perovskite solar
cells, a material with astoundingly rapid progress. It is the first liquid phase cast-able
solar material to ever approach the efficiencies of vacuum deposited or otherwise
synthesized semiconductor devices. It’s high band gap makes it a great match for
silicon cells in a tandem configuration. There will be many future opportunities to
apply nanophotonic light management in this material. I look forward to seeing how
perovskite’s challenges are overcome and to its eventual commercial deployment.
A special prospect exists for light management strategies such as printed cover glass
anti-reflection nanocones of Chapter 5 and the Effectively Transparent Contacts
[134]. These strategies attack previously tolerated losses in solar device designs
Today, some of the least expensive silicon solar cells are at power conversion effi-
ciency levels that were world record laboratory efforts just two decades ago. Record
cells are only 2% away from the maximum silicon power conversion efficiency of
28%. Anti-reflection measures from these printed structures can provide 1% of
that final stretch, without fundamentally changing cell the manufacturing processes
responsible for such high performance. As a last-step in assembly, this style of scal-
able anti-reflection offers minimal intrusion and ideally can be integrated into the
encapsulation material and module glass components bought by cell manufacturers.
Printed nanocone anti-reflection could presumably even be applied retroactively.
By offering angle and wavelength insensitive anti-reflection, more power per day
becomes a value proposition for nanocones and ETCs.
As recommendations for future directions in for nanocone anti-reflection, designs
should attempt to exploit diffractive near total internal reflection trapping. Perhaps
non-intuitively, initial simulations show the bandwidth ofminimum reflection can be
expanded using higher index cover glasses. A hypothesis founded in the 4n2 mech-
anisms points to increased trapping within higher indexes as well. The nanocones
need not always be printed, but can be etched as well. Thus, thoughts have led to
questions of using mechanically harder materials such as alumina, silicon nitride,
or even laboratory diamond to increase the robustness of solar modules. Inorganic
oxides like silica sol gel, are environmentally inert, and their location on the mod-
ule exterior should create no more concern than current protocol to avoid harming
encapsulation glass.
Finally, LSCs have been an exciting topic in this thesis work. The unique strategy of
147
capturing down-shifted luminescence sets these devices apart from other solar cells.
Yet, fundamentally, the same concepts apply. Similar to a near perfect external
radiative efficiency GaAs cell, the goal of LSCs is to trap and recycle photons
in a slab of material. Distinct challenges come from increased travel distance to
be absorbed, requiring extremely efficient recycling for sufficient photon lifetime.
Analytically describing and predicting this travel process and the numerous loss
opportunities remains an open question deserving of deeper thought. Future work
towards a complete fundamental thermodynamic description of the photon’s journey
to completely replace Monte-Carlo methods is scientifically valuable.
Another key difference from pure semiconductor solar cells is the large escape cone
of low-index waveguides. This requires perfect notch filter over a wide range of an-
gles. This first known presentation of a photonic crystal slab luminescent waveguide
for solar concentration provides a completely new solution. The design addresses
two critical non-idealities simultaneously. Leveraging photonwave-mechanics leads
not only to nearly perfect light trapping, but increases luminescence quantum yield
and concentrates light into a smaller volume that could lower cost (also, confining
the photon gas in volume should raise chemical potential). Future work undoubtedly
involves experimental demonstration of the concept, whether in an optimum optical
system, or not. Demonstration of light guiding over a large area and subsequent
collection at a photodetector is a high priority. The main challenge is properly em-
bedding luminophores into volumes with high local density of optical states. The
target mode volumes must sufficiently overlap with emission profiles to couple. A
nanoimprinted quantum dot/ Titania sol gel dispersion is suggested. Alternatively,
quantum-well III-V nanowire arrays could provide a route forward in this direction.
Perfect light trapping will require high pattern fidelity over length scales orders of
magnitude greater than the unit cell. First proof-of-concepts may need to consider
using integrated circuit patterning.
Ultimately, the creative solutions offered by combining nanophotonic physics with
photovoltaic devices are plenty and powerful. Fabrication methods exist to bridge
the gap between the nanoscale and the kilometer scale. Continuing this research
and applying these findings and the findings of numerous skilled colleagues in this
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A p p e n d i x A
SPATIAL & ANGLE RESOLVED CONFOCAL SPECTRAL
LASER MICROSCOPY (SARP OR SARCSLM)
A.1 Standard Beam Configuration
An NKT SuperK Extreme 20 W white laser is aligned parallel to an optical table
surface and then focused on the slit of a Oriel 77770 1/4 m monochromator with
an achromatic doublet f l = 40 mm planoconvex lens after passing through an
optical chopper wheel (variable frequency from 50 Hz - 10 kHz depending on
installed wheel). The white light is expanded after passing the slit, redirected, and
collimated via an elliptic mirror. The light see a ruled diffraction grating with either
2400 lines/mm, 1200 lines/mm, or 600 lines/mm and is dispersed onto a second
elliptic lens. Each wavelength forms an image of the entrance slit on a second
exit slit. The wavelength is selected from the diffracted rays by controlling the
width of the exit slit from 30 µm to 2000 µm, determining the bandpass width. The
monochromator minimum bandpass is a function of the leading optics alignment
and aberrations; it is estimated to be less than 1nm. Finally, an automated filter
wheel (not shown) is used to pass only the first order grating diffractions beyond
750 nm. A polarizing wire grid filter can be placed immediately after the exit slit
and filter wheel (not shown). A reference diode is placed at the exit slit, using a glass
slide to sample 5% of the photocurrent output. This allows adjustment of measured
responses over time, acting as a calibration factor. The polarizer placement before
the reference diode helps to reduce noise by better equalizing the fraction of sampled
power to power that reaches the sample, rather than including a large fraction that
will not see the sample. In general the best placement for the reference diode would
Figure A.1: The initial laser path common to all measurement configurations.
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Figure A.2: The standard beam path for spatial, angle, and spectrally resolved laser mi-
croscopy measurements.
be just prior to the sample, however, due to the priority of beam line flexibility, it is
placed early in the beam line. A 2 inch achromatic doublet lens of f l = 150 mm is
mounted on a flip-mount, allowing it to be used as an option for more power down
the beam path. This lens was aligned to collimate light over a length greater than
1 m, approaching 2 m. This was determined by measuring the spot size just after
and at the end of the beam path, both being roughy 4 mm.
The monochromatic beam (collimated or expanding) impinges upon a 12 inch di-
ameter off-axis parabolic mirror, sampling the least divergent center of the beam,
focusing it 90° off the initial axis to a point 1 inch away. The beam expands over
the next 4 inches before striking a second off-axis parabolic mirror, 2 inches in
diameter, f l = 4”. After expansion, the beam is extremely collimated, enabling near
diffraction limited measurements. Again, an number of optional optical compo-
nents (not shown) can be inserted at this point including neutral density filters, beam
splitters for white light sample illumination, apertures, and a beam splitter enabling
camera (IDS UI-1460SE) viewing of the sample an laser down the beamline. This
monochromatic beam can be used as is for illumination of large area samples. The
beamline was designed and collimated for long working distance objective lenses
to be placed before a sample. A detector can be placed behind a sample for trans-
mission measurements, in front of the sample with the use of a beam splitter for
normal incidence reflection measurements, or the sample itself can be the detector,
common for many devices measured such as micro solar cells.
The objective holder is mounted on 2 computer controlled micro positioning stages
(NewportM-VP-25XA)with aminimum step of 100 nm, allowing 25 mm translation
of the objective in along the axis along the beamline (Z1) and perpendicular to the
beamline, parallel to the table surface (X1). The sample is mounted on a second set
of four micro positioning stages: an axis normal to the plane of the table (Y1), a
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rotational axis around the table normal direction θ, a second axis perpendicular to
the beamline and parallel to the table (X2), and a second axis to translate the sample
along the beamline (Z2) (Newport M-VP-25XA, Newport URS75BCC, Newport
M-VP-25XA, micro positioning stage with Thorlabs Z825B 25 actuator stages,
respectively). The first two motion controllers, Z1 and X1, allow for calibration
and correction of chromatic and mechanical aberrations at the back-focal plane of
the objective on a sub-micron scale. The Y1 stage allows for both translation and
aberration correction along its axis. The θ rotational axis allows for sample rotation
about a eucentric axis intersecting the beam line, enabling a feature uncommon in
many optical microscopes. Finally, the redundant X2 and Z2 axes allow for sample
translation over long distances giving greater range of sample and scan sizes. This
allows the aberration correcting stages to not force the objective to focus different
portions of the laser spot reaching the back focal plane, which can cause astigmatism
when large movements are required. The long working distance objectives available
include 2x, 5x, 10x and 50x (Mitutoyo Plan Apo models). Other short working
distance objective can be used with a thread adapter (the mount is SM1 threading).
Measurements
Alignment
1. Mount the sample.
1.1. A magnetic mount base should be installed to the motion controller
stage. The complimentary magnetic sample mount should be attached
to the preferred sample holder. Most typical is a dual tilt stage with a
square flat glass installed with double sided tape, giving a flat surface
to then use double sided tape on the sample as well. When measuring
transmission, the sample and glass mounting slide should rise above the
holder by at least 1 cm to allow clearance for the photodetector place
behind it later.
1.2. Magnetically install a(the) reflective sample without any objectives in-
stalled in the path.
1.3. Set the monochromator to a visible wavelength such as 525 nm or
550 nm. Set laser to a low enough power, for safety, to minimally
see scattered light from the spot when an alignment card is place in the
beam line.
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1.4. Adjust position of the area of interest on the sample to be roughly where
the focal point of the first objective will be (This would be unknown
upon first use, but can be found by removing the sample, installing the
objective, and using an alignment card to find roughly the z-position
with the smallest spot. The objective’s working distance can also be
looked-up.).
1.5. The proper tilt can be found by using an adjustable iris up-beam line
from the sample. Light reflected from the sample should return through
this iris when it is near fully closed. Fully open the iris afterward.
2. Move the objective stage’s X1 position to the center of the beam path, roughly
−6.25 mm. It is best that this axis is not used for moving the spot across
the sample, but only for beam spot corrections. This ensures consistency
across different portions of the sample, that the same portion of the incident
beam was used at the sample, and any lens-flaws or other non-idealities are
normalized out.
3. Place the objective in front of the sample. The objective should already be
properly aligned to the beam path. Align according to one of the procedures
below:
Method 1 – Free Space Optics (Advanced, Assured)
3.1. Ensure no obstructions, filters, or redirecting optics are in the beam path.
Do not remove lenses or parabolic mirrors.
3.2. Translating the sample in-out of the objective axis will show a back-
reflected spot on the monochromator exit slit that grows or contracts
with the z-position of the objective relative to the sample.
3.3. The focus plane is attained when the reflected light spot can be seen on
the monochromator slit-door, at its smallest diameter.
3.4. Make sure the laser is at a low alignment power and care is taken to
not directly view any direct beams or intense scattered light. Observing
the back reflected spot at the monochromator slit door does not involve
looking into the monochromator, only at the scattered back-reflected
spot. Scattered light from themonochromator exit usually is the brightest
light source at the exit slit, so small tweaks to the sample tilt or rotation
will show a moving spot that can be centered onto the slit, which is the
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reflected spot. The sample will likely not be perfectly rotated/tilted after
the iris alignment alone.
3.5. If the back-reflected spot shows an elliptical shape, the focus is astigmatic
and the focal plane "of least confusion" will be the most circular back
reflected spot. Sample tilt and rotation are the most common causes of
astigmatism.
• If the collimating lens is not in place, a magnified image of the
sample will be projected back to the monochromator, and, between
us dear reader, is something fascinating to see. Due to the objective’s
infinity correction, when this image is in focus, the sample is also
in focus.
• If the sample or other optical component is, to a high degree of
certainty, not the cause of astigmatism, the objective motion stage
will need re-alignment. Mounting a silver mirror firmly into the
threaded mount should suffice as a reflection source to ensure the
beam travels back to the monochromator through the lenses and
mirrors, indicating the mount is orthogonal to the beam. Aligning
this mount, or any motion stage, is risky. There are many degrees of
freedom and constraints determined by the range of motion on the
motion controllers. Alignment of the objective needs to ultimately
consider that the focal spot of all the objectives should be near the
center of each of these ranges, especially nearest orthogonal axis of
rotation.
3.6. Iterate until the back-projected spot is circular (or rectangular, see below),
at its smallest, and nearly returns through the monochromator slit. Mark
the z-position of focus.
3.7. The laser, objective, and sample are now in focus at the sample surface
with near diffraction limited spot. These results should be seen in the
camera after installing the beam splitters to view the sample surface.
The spot should be at its smallest when the z-position is tweaked back
and forth.
• Due to the 150 mm focal length collimating lens, the objective is
actually imaging the monochromator slit onto the sample, and it
will appear rectangular. The collimating lens can be removed and
still achieve a near-diffraction limited spot, but with lower power.
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The spot size without the collimating lens was verified via beam
spot analysis. A 50x objective with NA of 0.55 gives a spot on
the order of less than 2 µm FWHM. Without the collimating lens,
the objective is still sampling a small portion near the center of the
beam, and is nearly collimated. Due to the long distance between the
two, largely divergent rays will not make it past the double parabolic
mirror beam expander. The beamline was most often used in this
fashion to great effect.
• With white light illumination, the sample may appear out of focus
in the camera but the spot is not. This often causes confusion, but is
a result of the non-collimated white light making the sample appear
out of focus. When the camera lens is properly focused at infinity,
both the spot and the image should be in focus enough for finding an
are of interest and minor focal readjustments with stage translation.
Method 2 – Camera Based (Easiest, results not guaranteed)
3.1. Place the camera beam splitter into the beam path to view the sample
surface and beam spot. Ensure the camera is focused at infinity. Use
neutral density filters, laser power, or the camera exposure settings until
the sensor is not saturated with the laser spot such that it appears dim.
3.2. Translate the objective until the spot size is at its smallest.
• Multiple "spots" can appear in the camera when the objective is far
from focus, and the laser spot may not always be centered in the
camera image. These spots can be from the beam splitters or other
optics. The laser spot is typically the brightest. If the sample is in
the superstrate configuration, a "false" focus at that first interface
is sometimes found. The sample focus will be further along the
z-axis, so often translating through both spots and returning to the
brighter one ensures the proper focus is found.
3.3. Turn on the white light source to verify the sample is visible in the
camera along with the focused spot. This white light camera can be
used during the focusing process, but if the camera is out of focus, it
will lead to confusion. Turning the camera on second removes an extra
degree of uncertainty.
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• If the camera and spot are not in focus at the same point, the sample
needs to be translated on its Z2motion axis, along with the objective
in the same direction, by the same amount until everything is in
focus through the camera. These focal planes may not be exactly
equivalent due to the non-collimated white light source, in which
case the focused beam spot is considered the focus position.
3.4. Place the camera beam splitter into the beam path to view the sample
surface and beam spot. Ensure the camera is focused at infinity. Use
neutral density filters, laser power, or the camera exposure settings until
the sensor is not saturated with the laser spot such that it appears dim.
3.5. Translate the objective until the spot size is at its smallest. If it appears
rectangular, remove the collimating lens if desired, but power will be
lower.
• Multiple "spots" can appear in the camera when the objective is far
from focus, and the laser spot may not always be centered in the
camera image. These spots can be from the beam splitters or other
optics. The laser spot is typically the brightest. If the sample is in
the superstrate configuration, a "false" focus at that first interface
is sometimes found. The sample focus will be further along the
z-axis, so often translating through both spots and returning to the
brighter one ensures the proper focus is found.
3.6. Turn on the white light source to verify the sample is visible in the
camera along with the focused spot. This white light camera can be
used during the focusing process, but if the camera is out of focus, it
will lead to confusion. Turning the camera on second removes an extra
degree of uncertainty.
4. If the camera and spot are not in focus at the same point, the sample needs
to be translated on its Z2 motion axis, along with the objective in the same
direction, by the same amount until everything is in focus through the camera.
These focal planes may not be exactly equivalent due to the non-collimated
white light source, in which case the focused beam spot is considered the
focus position.
5. Note that the white light beam splitter and the camera beam splitter can and
do shift the spot location by up to a few µm. The first can be accounted for by
making note of the spot location shift in the live image when when installing
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and removing the white light splitter. The second can be accounted for by
either leaving it in place, or taking an initial spatial XY scan to locate the
exact position of the sample.
6. Eucentric Axis Alignment
This alignment can be done visually when not using a microscope ob-
jective or with the aid of the software written for this purpose. These mea-
surements are not recommended for large magnifications and large angles. At
large magnifications, the focal depth is narrow, and minute changes in angle
can bring parts of the sample out of focus to extremes, and the spot spreads
rapidly. In this situation, the sample area sees completely different wave vec-
tors and angular content from the focused beam, so the response is actually a
convolution of many incident angles, rather than a single angle of incidence.
For accurate results, this situation should be checked.
There are multiple approaches to this. Perhaps the simplest, given low
magnification and a large field of view with multiple distinguisable features.
The eucentric axis will be the portion of the area that does not go out of focus
when the sample is increasingly rotated. However this is not always seen
with the limited field of view offered by the microscope objective combined
with a sample that was initially place far from the eucentric axis. However,
by taking care to initially place the sample near the center the rotation axis,
simple adjustments in the sample stage’s X2 and Z2 axes are all that is needed
to bring a feature that remains in focus to the laser spot. The X1 objective
position should not be adjusted. If this has not moved from it’s default position,
it should already be aligned to the eucentric axis. Ideally, both should be in
focus at the camera under any rotation at the eucentric axis. The laser focal
spot should be positioned in Z1 an X1 at this point.
6.1. Focus the laser spot onto a large, distinguishable scattering portion of
the sample such as a unique defect or alignment marker. If not using an
objective simply move the spot to this area.
6.2. Use the alignment program to rotate the sample a small amount, between
5◦ - 15◦. The spot should not have shifted drastically from the initial
position.
6.3. Follow the instructions given by the alignment program.
6.4. Use the alignment program to bring the sample back to zero rotation.
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The sample will likely be slightly out of focus. Adjust the Z2 to bring
the sample back into focus. The focal spot will be moved closer to the
eucentric axis. The sample will need to be adjusted in X2 so that the
feature is returned to the spot size.
6.5. Iterate this alignment through larger and larger angles until themaximum
desired is well aligned. Check that an angle half of the maximum is still
well aligned.
Measurement
With the sample aligned properly, measurements can be taken in multiple fashions.
A calibrated photodiode can be placed in the path of a transmitted or reflected beam,
or the sample itself can be measured if it produces a photo-response current.
1. Ensure that desired any filters and polarizers are placed in the beam line before
each measurement. The white light beam splitter should be removed before
measurements for maximized signal to noise ratio, but can be left in.
2. Normal Incidence Reflection
The off-normal incidence reflection measurement requires a two-theta
stage setup which is not currently installed, but not impossible to add in the
future.
2.1. Ensure the camera beam splitter is in place.
2.2. Mount the calibrated photodiode (Newport ST818-UV) in the beam path
between the camera and splitter.
Make note of the attenuator position, as it is usually not used. Ob-
serve the reflected light as it hits the detector to ensure it is properly
hitting the detector area, just slightly under filling it if possible. The
beam line iris’s can be used to adjust this area.
2.3. A baseline scan should be donewith a calibratedmirror or other reference
in order to normalize the measurement results. This allows the beamline
optical response to be normalize from the final measurement.
3. Transmission
3.1. The camera beam splitter can be in or out of the beam line according to
sample power requirements.
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3.2. Mount the calibrated photodiode (Newport ST818-UV) in the beam
path behind the sample such that it is close enough to capture the main
transmitted beam, but as little scattered light as possible to reduce noise.
Scattered light can result from the sample, or from reflection between
the photodiode and the sample. This positioning depends on the user’s
goals and howmuch the sample scatters. A reasonable method is to only
capture light scattered into the main transmitted cone, such that specular
transmission and specular reflection measurements can be more directly
compared. In this case, the transmitted "circle" should just underfill the
detector area with and without the sample.
3.3. A baseline scan should be done with the sample removed.
4. Photocurrent
4.1. The camera beam splitter can be in or out of the beam line according to
sample power requirements. Typically, the beam splitters were removed
because of signal to noise considerations.
4.2. Attach sample leads to a BNC cable adapter through alligator clips or
otherwise. The vertical mounting of the sample and
5. Make sure the photodetector/sample is connected to the sample transimpe-
dence amplifier through the coaxial cable.
6. Ideally, set the transimpedence amplifier to the highest gain possible to get a
signal just under the 1 V limit for the wavelength with the weakest response.
• This requires somebefore-hand knowledge of the beam’s spectral content
and photodiode/sample response, which changes with each configura-
tion. One or two trialsmight be necessary to ensure the lock-in amplifiers
do not overload during the spectrum scan and learn more about the sam-
ple’s response. If signal to noise is not an issue, lower or minimum
amplification can be used decrease the likelihood of a lock-in overload
during an unattended scan.
• The lock-in amplifier system should filter out amplified noise if setup
properly.
7. Place the photodiode where the sample should be to take a baseline response.
For reflection, make sure the sample is replaced with a known mirror speci-
men. Record the photocurrent spectrum for the configuration so that sample
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measurements can be normalized to this spectrum. A baseline needs to be
taken whenever the beam line or laser power changes. Any of these changes
will change the incident photocurrent spectrum an invalidate previous baseline
measurements.
8. Replace the sample in the magnetic mount. The spot position relative should
not have moved, but should be double checked.
Notes and Tips
• Awell designed samplemount for a specific use cases is something to consider.
Other than small chips, the tilt mount and double sided tape are often not
enough to hold the sample in place, or can be damaging.
• The vertical mount scheme can place a lot of stress and strain on sample leads,
leading to samples dismounting, falling off, disconnected leads, or getting
pulled out of position when doing automated rotation. Design samples and
sample holders where this stress can be moved away from the sample. Taping
lead wires to the stage such that they do not move the sample is a good
basic strategy. Ideally, a rigid sample holder, compatible with the stage and
magnetic mounting, with fixed contact locations or BNC output should be
designed.
• The large degree of permutations give great measurement flexibility, but can
lead to missed details. A couple of trial runs showing expected response are
a good idea before setting a full automated sample scan.
• Including the beam splitters inmeasurementswill heavily polarize the incident
spectrum.
• Normalized data Rnorm should be calculated from the recorded photocurrent
PC of the sample and baseline, but also include a normalization to the ref-
















This helps to account for any fluctuations of the laser between runs, since laser
sources are not known to be stable over the course of hours. The calculation
is not perfect however, and noise should be avoided in the first place.
Maximized Beam Intensity Configuration
The collimating lens is typically not used because it creates an image of the
monochromator slit on the sample, biasing the resolution in one direction. For
measuring features near the diffraction limit, it is often removed. The light bundle
near the center of the beam travels nearly 1.5 m and is collimated enough to create
a near diffraction limited spot. However, some samples have a small signal-to-noise
ratio in this configuration and require more power. The collimating lens assures
more power is sent to the beam expander at the cost of resolution.
Furthermore, the beam expansionmirrors can be by-passed entirely using redirection
mirrors. The spot size out of the collimating lens through this beam path is approx-
imately the same size as the objective entrance pupil. Combined with the 20W
laser at maximum output, this configuration maximizes the power at the sample, but
sacrifices µm resolution. In this work, samples from Chapter 5 uses this configura-
tion, without the objective lens for a large sampling spot size and maximized power.
Measurements from Chapter 3 utilized the setup without the collimating lens and a
low magnification 2x objective. The beam line was re-designed with this kind of
flexibility in mind.
A.2 Integrating Sphere Configuration
An integrating sphere path previously existed prior to upgrading the beam line to
include further measurment capabilities, and is described in full detail in Reference
[83] so modifying the beam line required movement and realignment of this setup.
The modified path includes the 150 mm focal length collimating lens to account for.
A removable 125 mm focal length is placed after the collimating lens to focus the
beam through a view port at the sample in the center. The addition of an adjustable
iris before the collimating beam helps ensure the spot size is small enough to fit
through the smaller of the available view ports. Apertured collimated light alone
could not be reasonably used to detect a signal due to the low throughput after the
loss in the integrating sphere.
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Figure A.3: An integrating sphere can be inserted after the monochromator of Figure A.1
to capture diffuse scattered light from transmission (sample mounted on front of sphere) or
reflection (sample mounted in middle of sphere).
A.3 Confocal Microscopy Configuration
For measuring transmission of samples that are extremely sensitive to noise or very
low signals compared to a background signal, or just to gain resolution when the
spot size is exponential decay is problematic, a transmission confocal microscopy
setup was created. The same monochromatic and collimated beam is redirected
180° via mirrors to hit the sample from "behind". A flip mount mirror allows for
the re-directed beam and typical beam path to be readily switched between. The
second arm of the beamline was aligned such that the laser beam light can be sent
in a circuit back to this flip mirror. The sample is focused with the forward beam
first in the camera as described above. Next, the redirection mirror is flipped back
into place. For samples with some thickness, the focal point in reflection may differ
from the transmission focal point. The now backward incident light should form an
image of the transmissive micro scale object. In fact, due to the size of the beam
in this configuration, some samples are much easier to focus purely in transmission
mode. A second objective positioned "behind" the sample and is focused onto the
back surface onto the same feature. Ideally, this objective should be identical to
the first for full resolution, though depending on the application this may not be
necessary. An objective with enough working distance for the sample was used to
illuminate the same focal volume as the first objective, meaning alignment was done
in 5 dimensions – the three spatial and two angular dimensions. A sample with a
"window" is best for this alignment, so that light can visually seen from both sides.
Alignment assumes that the front half of the beam line and objective are properly
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aligned. The procedure for the rear objective alignment is as follows: This assumes
that the 100 mm focal length lens and an imaging lens (75 mm was used) is placed
properly at the "detector" position so that the camera can view the image formed at
the pin-hole aperture.
1. Ensure that the sample is in focus, and is perpendicular to the beamby carefully
noting its back reflection of the beam. Use the camera to monitor the feature
in focus. Turn on the white light to illuminate the window from the front
such that white light can be seen from behind the sample, if possible. If not
aligning to a sample with a window, the flip mirror can be utilized to visually
re-acquire the focal point of the front objective relative to the rear objective.
2. Place the second objective in the beam path. Adjust its height XY position
such that it’s back pupil is filled with the laser beam is nearly level and straight
with the beam line. This is a iterative process. The video camera image will at
some point show illumination from the back. The white light source and the
redirecting mirror will need to be swapped in an out while the rear objective
is placed, such that the window is illuminated from the front (to be aligned
to) and such that the camera can see the rear illumination (to confirm light is
entering the window.)
3. The Z focus of the rear objective was manipulated once the X, Y and rotation
degrees of freedom were fixed. The objective was mounted on a flip mount,
on a micro-manipulator stage for this fine tuning. The objective was moved
to an approximately correct focus as determined by the distance that gave a
small visual focal point on the sample surface.
4. Remove the sample and its magnetic mount holder. The laser beam should
not be seen to hit the front objective outside of its acceptance lens. The
light exiting the front mount should appear in a nice, round, collimated even
intensity shape.
• If the beam is round, but grows/shrinks dramatically when the alignment
card is moved in the Z direction, the rear objective should be translated
in its Z direction with the micromanipulator.
• An ellipical lens can mean mis-alignment in any of the other 4 dimen-
sions. Mis alignment in the X or Y are easier to deal with, the elliptical
182
shape is a result of the beam being cut-off before entering the front
objective lens. Angle mis-alignment is more difficult to remedy.
• If the collimating lens is in place, an image of the slit door should be
formed through the two objectives, and will have a very sharp outline for
at least some distance. Ideally the image would be projected to infinity.
This should also be viewable in the camera.
After these two objectives are aligned to the same focal volume, light is re-directed by
a 45-degreemirror through an image forming lens to an image planewhere a pin-hole
detector can be placed. The position of the 100 mm lens is not critical because the
beam is collimated after the second objective, but the pin-hole position is. (Pin hold
is a 50 µm from ThorLabs or other. Starting large and moving progressively smaller
is recommended.) The pin-hole was mounted in a quick release holder (Thorlabs
SM1QA and ) inside in a locking-lens tube with position control. Turning the tube
with the pin hole attached translates the pin-hole along the beam axis. The camera
is used to determine when the pin-hole was in the image plane, because the pin hole
should have a sharply defined outline at the image plane. The pinhole is defining
the portion of the image through which light can pass, which is what provides the
increased resolution in confocal microscopy, and the ability to select the light from
which Z plane is being detected. A blurred or otherwise outline indicates that light
with angular content is impinging the pin-hole. Either scattered light or light from
a plane either in front or behind the objective focal plane. Once the pinhole is in
place, the low noise, low dark current photodiode (Thorlabs SM05PD3A) can be
installed with the quick locking mechanism. The detector should be aligned to the
pinhole and give a steady signal read out on the lock-in amplifier.
Using this optical setup sub percentage transmission was detectable with a 5 to 10
signal to background noise ratio, in situations where the background noise was from
either scattered light or from the larger format photodiode.
A.4 High Precision Measurements and Noise Abatement
High precision measurements to 0.001 were required for the measurements of near
perfect transmission and near perfect reflection samples in Chapter 5 and Chapter 6
in addition to collaborative work with other students, such as the work with trans-
mission confocal microscopy. These measurements required consideration of every
component in the system and its contribution to the overall noise. While developing
this procedure, sources of noise were found in unexpected components, components
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Figure A.4
that were designed to have lower noise, and were remedied. Leveraging the capa-
bilities of lock-in amplifiers is key to this end, and a deeper understanding of the
origins of noise is required. A great resource is the Stanford Research Systems 830
Lock-in Amplifier product manual or similar. This discussion can serve as a topic
primer. The actual electronics setup of the lock-in circuit is described in Reference
[83] Appendix B.
Often, a superstition or myth was spread about picking a chopper reference fre-
quency: Use a prime number. The reasoning behind this is that there would be
no lower harmonics as a source of noise else where in the system. While true, the
wisdom of this advice stops there. Noise can come from anywhere at any frequency,
and thus the best strategy is to know the system being measured.
Start with knowing the sample. A first question is "What is the time constant of
the response?" The time constant is defined as the time the signal takes to reach
63.2% of its final value in response to a step function stimulus/excitation. So, a
signal that takes 0.1s to reach 63.2% its final value, will need roughly tτ=0.5s to be
within 1% its final value assuming naturally exponential rates. As a first heuristic,
chopping rates should be at a frequency lower than the required multiples of τ to
reach the desired level of precision. Fortunately, photodiode time constants are in
the nanoseconds range, but if an a signal is the product of heat transfer or a chemical
reaction, this will likely not be the case. The lock-in also has a time constant, and
that time constant setting should be greater than the time the sample requires to
reach its final desired value, or ideally more than it. As an example τLI A > 5τsample
should give greater than 99% of the final value and a roughly 1% precision.
This time constant determines the required filter bandwidth you will need to get an
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arbitrarily precise signal from a lock-in amplifier. Lock-ins equivalent function in
frequency space is to act as a notch-pass filter, passing only the signal at the reference
frequency through to processing, and ideally would be perfect. However, due to
the discrete nature of the measurement, there is some band-width to this filtering.
The time constant is related to the minimum modulation frequency according to
f = 1/(2πτ). This gives the maximum frequency of chopping to get a desired
level of precision from the lock-in amplifier. Likely, this will be in the kHz range,
but it is good to be aware that chopping at higher frequencies is an option, because
often strong noise sources can come from low frequencies. This is especially true
of "1/ f " noise, which is the name for a naturally occurring spectrum of noise that
decays from 0Hz with a slow slope of inverse cut-off frequency. Each system has
its own 1/ f noise spectrum and its own cut-off frequency for this type of noise. So,
this paradigm of time constant gives an upper limit, and it is more likely that longer
time constants and slower frequencies will be needed.
Picking a Reference Frequency
1. Start with connecting the signal amplifier output, in this instrument the tran-
simpedence amplifiers, to a spectrum analyzer or oscilloscope.
2. Set the amplifier to intended or the maximum amplification anticipate to
encounter, this should ideally create a high level of white noise on the analyzer
read out. Taking the FFT in the scope should show an even power distribution
across the frequencies near the frequency given by the previously determined
lock-in time constant; there should not be a 1/f slope in that portion of the
noise spectrum, or else another amplifier should probably be used.
3. Connect the response device to the scope, which is usually a photodiode for
reflection/transmissionmeasurements, but it could also be a custom fabricated
photo-responsive device or a potentiostat. Look for the same white noise
spectrum from this circuit, in the dark. Next look for the same noise spectrum
in the steady state, such as constant illumination. There should be an equal
magnitude spectrum of white noise.
4. Component by component, build the measurement circuit and examine its
noise spectra in this fashion, with and without a steady-state stimulus. If any
component introduces 1/f noise close to where you need to modulate, replace
it.
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5. With all components connected, pick a reference frequency from the flat,
constant background, white noise portion. Ideally a portion of the spectrum
will have a flat background under both dark and illuminated (laser incident
onto sample) conditions, but priority can be given to the illuminated state.
Find a part of the spectrumwith onlywhite noise in a range of±bandwidth (the
bandwidth is the f = 1/(2πτ) determined by your precision level). The lock-
in amplifier should only pass through signal at that band to the signal processor.
As long as it is flat, and the sample signal is higher than the background, the
lock-in should be able to reliably read-out the signal magnitude.
6. Start the response modulation (the chopper) with the scope and FFT read out
connect still by using a BNC Tee connector. The signal should be the largest
peak at that signal. There will be harmonics from the square wave signal, but
they should be much smaller or outside the determined bandwidth.
If there are two signals with comparable magnitude in the desired band-
width, another reference frequency should be tried. Alternatively, increasing
the sample signal by increasing illumination power or otherwise can be a
solution.
A common source of equal magnitude noise near the reference frequency
in mechanically chopped signals such as this is phase jitter. The mechanical
nature of the chopper wheel means that it can sometimes have trouble main-
taining a steady frequency due to defects, bends, wear and tear from years of
lab use and other non-idealities that create instabilities. A change in frequency
can sometimes help mitigate these effects.
7. At this point, a measurement can be taken to characterize the overall level of
noise. The time constant of the lock-in, in practice, should be long enough
to experience at least a few if not tens of signal cycles. The lock-in becomes
more precise with the number of samples input. An important nuance: the
final value reported by the lock-in is not the steady state value of the sample,
it is the magnitude of the input frequency. So, a more precise magnitude
will come from multiple samplings of the photodiodes "stead-state" value. A
helpful thought is to consider the discrete nature of the signal seen by the
lock-in and how accurately one can determine a frequency without an infinite
time sampling – the longer the time sample, the better resolved the frequency
becomes.
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An example of some frequencies that are good to avoid are 50/60Hz and harmonics
there-of coming from supply lines. The power in harmonics of 50/60Hz decay with
increasing frequency, so eventually they won’t be above the background level if one
needs to chop at these higher harmonic frequencies. Shorter time constant samples
should be modulated at higher frequencies because of the correspondingly larger
pass bandwidths, thus a larger white noise band is required.
There are additional filters on the lock-in output signal which addmore time required
for the signal output to reach its steady state voltage read-out, i.e. the signalmeasured
in this system. The Stanford Research Systems 830 user’s manual gives 99% final
values require settling times as follows: 6dB filter→ 6τ, 12dB→ 7τ, 18dB→ 9τ,
24dB → 10τ. In experiment, a noisy signal typically required a 24dB filter and a
settling time (time for lock-in to reach steady state after a change in the system, such
as a change in wavelength) of 12τlock−in or more to achieve the highest precision.
