Abstract Two sub-pixel resolution approaches to measure in-plane displacements and in-plane rotation of a known target, through image processing, are described in this research. A dynamic known target is displayed on a pixel grid, which is attached to one end of the kinematic chain of an XYh Z stage; the latter represents the experimental testbed. At the other end of the kinematic chain, a digital monochrome camera is fixed to the bottom of the stage and provides 3D position information used as the feedback signal to the vision-based control system in charge of the tool's motion. The illuminated pixels on the display are captured in real time by the digital camera, and the stage motion control system attempts to keep the displayed image in the proper location with respect to the camera image plane. The result is a direct sensing multi-DOF position feedback system. The proposed camera-pixel grid sensing setup eliminates the reliance on the kinematic model and also avoids the need for traditional error compensation techniques, along with their associated cost and complexity. Positioning resolutions on the order of 1/100th of the pixel size on the display are achieved.
Introduction
To accomplish high-resolution feature extraction from digital images, three key aspects in the image acquisition process must be considered: resolution, contrast and distortion. Resolution is the ability to resolve a feature in the object of interest. Contrast determines how effective grayscale differences are detected by the camera, and finally, image distortion corresponds to optical errors (aberrations) that affect the mapping of points in a given scene to points in the 2D image plane. These last errors are usually corrected through camera calibration techniques [1, 2] .
The resolution of a digital camera is constrained to the discrete size of its smallest element, known as picture element or pixel. To improve optical resolution beyond intensity-weighted distributions, different methods have been implemented to represent the data in a continuous form [3] . In ref. [4] , b-splines are utilised to continuously represent the digital image. The algorithm consists of a series of iterative filters used to increase resolution after magnifying an original image without data losses. The study of sub-pixel resolution techniques has also played a key role in astronomy. In ref. [5] , the centroid calculation is applied to the discrete digital image to accurately locate the position of stars to sub-pixel resolution. Such results gained in the field of astronomy are readily applicable in visionaided manufacturing for high resolution positioning.
Edge detection methods have played a key role in feature extraction in the field of image processing. In ref. [6] , displacement of the object of interest is studied based on the localization of the edges in the image plane. Moreover, edge finding is performed at different resolution levels; this is, the image is represented at different lower-resolution levels in a pyramid structure. The analysis at lower resolution increments computational speeds, due to a reduction of data elements. An initial frame is used as the reference point. The location of the edges in subsequent images at multi-resolution levels compared with the reference frame allows the estimation of object displacement.
An alternative representation of the edges is obtained in the frequency domain, which can also be used for motion detection. In ref. [7] researchers study the effects of the wavelet transform in regions containing edges. Considering that in the neighborhood of an edge, the first-derivative modulus corresponds to a local maximum, investigators utilise the first-derivative of a Gaussian wavelet for the multi-scale approach. A scale-space representation of the image is obtained, and edges are located based on local maxima of the wavelet transform. This, in turn, allows the extraction of points from object edges in a robust matter. These points are tracked over a sequence of images and displacement is thereby calculated.
This research presents two high-resolution image processing methods for detection of an active target, displayed on a pixel grid (e.g., liquid crystal display: LCD), when imaged through a CCD monochrome camera. The motivation behind these image processing techniques is the development of a new approach to multi-axis positioning of an XYh Z stage [8, 9] (Fig. 1) . The desired planar displacement command of the tool is produced by the active element or active target on the LCD screen. The CCD vision sensor is located so that the camera plane is parallel to the LCD, which moves freely in the XY plane based upon control action. The motion of the camera is constrained within the XY plane, i.e., it provides a stationary reference point to measure planar displacement. A third degree of freedom is introduced through a servo-driven rotary camera mount (Fig. 1c) , which allows rotation of the camera (i.e., rotation of the reference frame) along the Z axis. The position of the target image with respect to a reference point in the image plane of the camera (CCD) is determined and used as the position error vector to the control system; the latter acts as a tracking device which moves the tool axes to reduce the error to zero. The position of the stage is no longer measured indirectly through rotary or linear encoders, but it is measured directly with respect to the position of the target. This configuration has the potential of matching common CNC machines' accuracy levels with fewer sensors, while avoiding error mapping. The single multi-axes sensor is able to directly measure all in-plane motions and axis alignment errors (e.g., straightness and yaw motions of the axes, and squareness errors between the axes), and include their effects inside the control loop. For the proposed system to be attractive for high-resolution positioning, the image-processing algorithm must be able to perform feature measurements with micron resolution (i.e., sub-pixel resolution).
Due to slow hardware frame rate and long image-processing times, the feedback signal from the camera is expected to be delayed in time and intermittent with respect to the controller's update frequency, affecting overall performance and stability. These factors are addressed through a model-aided predictor scheme, which relies on a mathematical model of the servo motors to predict the output of the plant between vision feedbackupdates only. Figure 2 shows the augmented control structure operating as a function of the discrete variable i, whereV is used to model the intermittency and delay associated with the real camera dynamics, V, and C represents the controller. x Target  i is the last increment of the target position on the LCD, with x Target 0 ¼ 0; x i is the position of the stage. The real-time application runs in a multi-threaded hardware configuration using Labview hardware. The control system, including the model predictive scheme, is implemented on a Labview CompactRio System, while the image processing is conducted on a Labview Compact Vision System (CVS). A detailed description of the operation of the control system in Fig. 2 can be found in ref. [10, 11] ; stability of the multi-frequency control system was demonstrated in ref. [12] .
The main reason for using a monochrome, instead of a color-camera, is due to the fact that CCD cameras do not really detect color. The wavelength information (i.e., color information) is lost during the photons-to-electrons conversion and color is generated through Bayer filtering and intensity interpolation between color transitions. This filtering process inevitably brings data losses, which are considered unacceptable; therefore, a monochrome camera is chosen. The remaining sections of this paper are structured as follows. Section 2 describes some necessary concepts related to the main features of dynamic targets. The action of arbitrarily locating the dynamic target at some point on the LCD and consequently determining its position and orientation in the motion plane through the imaging sensor will be denoted as modulated target positioning, or MTP. Sections 3 and 4 are dedicated to the development of the image-processing algorithms required for MTP implementation. Perhaps the main limitation of the methods introduced later is due to distortion and other physical errors associated with the optical elements of the vision system. For this, camera-calibration techniques and other modeling procedures might be required. These issues have been addressed many times in the previous literatures [13] [14] [15] [16] .
The dynamic target
In the stage setup described before, motion commands are provided through a moving active target displayed on an (Fig. 3a) is regarded as the reference, then an in-plane position error vector can be defined at any time t, with respect to this reference. For instance, if the target in Fig. 3a was purposely located at point C on the LCD, then the corresponding error vector would be e(t) = C 0 on the CCD. This vector can be used as the control loop position error, where the controller's goal is to bring the target to the reference position, i.e., PP, and control its orientation in the motion plane.
A distinction is made at this point between LCD pixels and CCD pixels. As stated in Sect. 1, CCD pixels only perceive light intensities reflected from a given scene while color information is lost. This does not mean that color patterns should not be used to form the target on the screen. Figure 3b shows one LCD pixel of size 294 9 294 lm when inspected under a microscope with a 909 magnification. The possibility to individually generate blue, green or red from a single LCD pixel gives the user control not only over the intensity pattern of that pixel but also over the physical (horizontal) location of this intensity to within 1/3 of the pixel. The intensity pattern on the LCD screen then maps to a grayscale image on the CCD.
MTP-method 1: crosshair
Given some a priori information, the position of a known target is determined and tracked over time. The target is represented by the intersection of two perpendicular lines, i.e., a crosshair target. The procedure for locating the target, once captured as a digital image, is described in three steps: (1) fine point location and definition of the line sets; (2) constrained curve fitting using the Newton-Raphson method; (3) estimation of pixel size and optical magnification using four reference elements. Before these three steps are analyzed, the criteria for selecting the intensity format for the crosshair target on the LCD and its specific geometry are presented.
Considering the construction of an LCD pixel, it is desired to take advantage of the possibility of arbitrarily locating and moving a given intensity to within one-third of the pixel along the LCD X axis. Figure 4 shows a crosshair target, where the vertical line is generated by lighting up a single stripe (R, G or B) of one column of pixels on the LCD. In general, pixel intensities on the vertical line can be purposely adjusted to display known patterns, e.g., a discrete Gaussian curve. This capability, however, does not apply to the horizontal line of the target, which has a width of one full LCD pixel. The user can therefore move the target by increments as small as one-third of a pixel along the LCD X axis, and by increments as small as one pixel along the LCD Y axis by simply illuminating the next individually addressable element on each axis.
Aside from the crosshair, the target image also includes four reference elements displayed close to the intersection. The location of the reference elements is symmetric with respect to the target's vertical line, and asymmetric with respect to the horizontal line. This layout allows the computation of the absolute target orientation h Z within 2p radians. The reference elements are also used to compute the optical magnification of the imaging system.
Crosshair target identification through
Newton-Raphson method
The procedure for locating the target, once captured as a digital image through the CCD monochrome camera, is described in three steps.
Step 1 Fine point location and definition of the line sets. It is desired to perform sub-pixel resolution measurements on the digital image, through a feature that combines both the grayscale intensity of the target as well as its location within the image plane. A practical solution arises by computing the intensity weighted center of mass, or centroid [17] . For a discrete-valued function such as an m 9 m image, I mÂm ðx; yÞ, where x varies in a discrete manner over a horizontal array of pixels x 2 ½0; m À 1, and y is fixed to the current row under analysis, e.g., y = i, the center of mass is
x¼0 xIðx; iÞ P mÀ1 x¼0 Iðx; iÞ ð1Þ Equation (1) provides a procedure for conducting subpixel resolution measurements along a given row of pixels (X axis) in the image plane. An analogous equation can be obtained for performing sub-pixel resolution measurements along a given column of pixels (Y axis), by simply fixing x to the column under analysis and letting y vary over a vertical window of pixels.
Sub-pixel resolution on the target image is achieved by calculating the intensity-weighted centroid, using (1), around an intensity transition. An intensity transition of interest is defined as a vertical or horizontal transition that starts in a black region, goes through a saturation point at 255 and finally goes back to a black region. Figure 5 shows a target image, where the target is represented by two black (instead of white) perpendicular lines over a white background for demonstration purposes. Two transitions of interest are highlighted in this image: one horizontal and one vertical. If a horizontal transition is found in a given row of pixels, the x-coordinate of the point to be stored in memory will correspond to the horizontal centroid around this transition. The y-coordinate assigned to this point will just be the discrete value of the row under analysis. For the case of vertical intensity transitions, the y-coordinate of the point will correspond to the vertical centroid around this transition; the x-coordinate of this same point will just be the discrete value of the column under analysis. 
Remark 1 Noise filtering in black regions
Figure 6a presents a horizontal intensity transition, taken from an experimental sample. Pixel intensities of 255 are easily detected on the CCD, when imaging white LCD pixels. Furthermore, regions containing pixel intensities of 255 seem to be less-affected by noise. Then the key question to be answered is: how big should the pixel window be for the calculation of a horizontal (or vertical) centroid around an intensity transition? A horizontal pixelwindow should start (going from left to right) at a lowintensity pixel, go through one or more saturation pixels and end at a low-intensity pixel. Given that high pixel intensities are easily identified by the sensor, attention must be paid to the processing of black regions. Figure 6b shows a black area as detected by the camera. The information content varying at high frequencies within a range of intensities from 0 to 15 is clear evidence of the presence of noise. If the values in such an area were considered when computing the centroid, the precision of the measurement would be compromised. A solution arises by setting a lowintensity threshold slightly above the maximum intensity of the noisy pattern shown in Fig. 6b , and only including those neighboring pixels around the intensity peak with intensities above this threshold for the calculation of the centroid.
By following the procedure explained before, a set of experimental points associated with the two perpendicular lines in the target image can be collected. It is even possible to utilise a subset of all these experimental points, e.g., only an arbitrary small number of points computed at the beginning of the routine, to estimate the intersection of the crosshair before the entire image has been analyzed. Transitions close to the crosshair intersection estimate (inside the dashed circle in Fig. 5 ) are disregarded, as they require additional processing and might even introduce errors in the measurements, if not handled appropriately. The intersection estimate also helps locate the reference elements, which are purposely placed close to the real intersection.
In general, an algorithm could search for both vertical and horizontal transitions at all times. This would be a suboptimal approach, though, as it would increase processing times. If, for example, h Z = 45°, in Fig. 5 , then the imageprocessing algorithm could simply treat all transitions as being horizontal, and not waste time searching for vertical transitions. However, it is impossible to know the value of h Z before the target has been fully identified. Similarly as with the intersection estimate, this dilemma is solved by computing an estimated value of h Z , namelyĥ Z , based on an initial set of points. Ifĥ Z 20 orĥ Z ! 70 , for
; 90 , then the image processing algorithm searches for both horizontal and vertical intensity transitions. Only horizontal transitions are examined, otherwise. The threshold value of 20°is selected based on trial and error tests using experimental data. Once the transition points are calculated they are separated in two sets, DS1 and DS2, associated to two different lines.
Step 2 Constrained curve fitting through Newton-Raphson method
The goal is to find the location of the target through the calculation of two straight lines that best-fit the data collected in the previous step. The intersection of these lines in the image plane is regarded as the target location. The two data sets DS1 and DS2 are known to contain n 1 and n 2 Experimental data captured using a CCD camera: a horizontal pixel window covering intensity transition around target pixels, and b 3D sample of a black (lowintensity) region data points, respectively. The best-fit lines are constrained to be perpendicular with respect to each other. The previous statement is equivalent to finding y model , where
such that,
is minimized. Derivation of (3) yields
The minimum is obtained by finding a 0 , a 1 , and a 2 such that oS = oa 0 ¼ 0; oS = oa 1 ¼ 0 and oS = oa 2 ¼ 0. The following three equations result from the three partial derivatives
Equations in (5) form a set of nonlinear equations that must be solved fully determine the model given in (2) . By defining the constant values for DS1 and DS2 as
, then from the first two equations in (5) it is clear that
Subsequently, (6) can be used to describe the third equation in (5) yielding an equation of the form f(a 1 ) = 0, where f is assumed to have a continuous first derivative f'. This is
and therefore,
Equation (7) is solved using Newton-Raphson iterative method, which implies calculating a 1 ðn þ 1Þ ¼ a 1 ðnÞ À f ða 1 ðnÞÞ = f 0 ða 1 ðnÞÞ ; n ¼ 1; 2; . . .; k until a 1 ðn þ 1Þ À a 1 j ðnÞj e a 1 ðnÞ j j,where a 1 (n) represents a constant value given to a 1 , k is the total number of iterations, e is an arbitrary threshold and the factor a 1 ðnÞ j jis required in case of zeros of very large or very small absolute value [18] .
The absolute target orientation, h Z , for a range of [0,2p] is determined based on the location of the four reference elements and the value ofh Z .
Step 3 Estimation of pixel size and optical magnification through reference elements
The optical magnification is obtained by computing the distances between the four reference elements on the CCD and comparing it with the known LCD spacing between these points. The locations of the reference elements on the target image are calculated with sub-pixel resolution using the two-dimensional centroid function over the areas containing these elements. The LCD pixel size is determined based on the projected target on the CCD image plane. Calculation of both the optical magnification and the pixel size are done through a simultaneous optimization procedure.
MTP-method 2: checkered pattern ID
A second algorithm is proposed, where the object of interest on the display is embodied by four homogeneous grayscaleintensity areas, forming a checkered pattern (Fig. 7a) . The main idea is to identify the location of the edges with high accuracy, correlate this data with two perpendicular lines, and again, define the position of the target as the intersection of these lines. In Method 1, the intensity-weighted centroid formula presented an appropriate method for performing sub-pixel resolution measurements, when detecting a white crosshair over black background. However, the centroid formula is not suitable for the checkered pattern and a different approach must be taken. An important feature of the checkered pattern is the type of intensity transitions present in the image. This aspect is demonstrated when calculating the intensity gradient along the image X axis (or Y axis for vertical transitions), as shown in Fig. 8 . To estimate the position of the midpoint of an intensity impulse function, such as those in the crosshair target introduced in Method 1, an image-processing algorithm based on edge-detection would have to deal with inaccuracies in the location of two edges (Fig. 8a) . The checkered pattern presents potential advantages in this regard, as only one intensity transition happens around the pixels of interest (Fig. 8b) .
The checkered pattern method initiates with the calculation of the image gradient, for coarse-location of the edges. Fine point identification is performed by fitting a 2D Gaussian curve, to a horizontal or vertical array of pixels around an intensity peak in the gradient image. The selection of the Gaussian function for curve fitting follows directly from the 2D bell-shape patterns (along a row or column of pixels) found in the gradient image around the target edges. The mean of the best-fit Gaussian curve is regarded as the edge location within the vertical or horizontal pixel window. The identification of all edges in the target image leads to the definition of two data sets, associated with two lines. The final step consists in determining the two perpendicular lines that best-fit the two data sets. This last step is the same as step 2 in Method 1.
Step 1 Coarse point check through image gradient The first step is the computation of the image gradient. Figure 9 shows a digital image of the experimental checkered pattern, as well as its 3D representation and corresponding gradient image.
Remark 2 LCD pixel gaps
The 3D gradient graph in Fig. 9 exhibits local maxima, not only around the target edges but also in areas that map from high-intensity pixels (white regions) on the LCD. This phenomenon reveals that the camera is able to recognize the small low-intensity (black) gaps that physically separate LCD pixels, when sensing high-intensity patterns on the LCD. This is also confirmed in the 3D intensity plot, where local minima are found in regions that map from high-intensity LCD pixels. A robust algorithm is required to distinguish between real target edges and LCD pixels gaps, without data losses.
A valid 1D edge is defined in the gradient image as an array of pixels which, when read from left to right (row along X axis) or from top to bottom (column along Y axis), contains: a pixel with an intensity below a predefined lowintensity threshold, followed by a second pixel with an intensity above the predefined low-intensity threshold; then (one or several pixels later) a gradient peak and finally (one or several pixels later) another pixel with an intensity below the low-intensity threshold, preceded by another one with an intensity above it. Figure 10 shows three 2D gradient curves, extracted from three consecutive rows (Row 1-Row 3) of an experimental target image. The pixels inside these rows contain information about a horizontal edge on the target image. Based on the previous definition, it can be stated that Row 2 presents a valid edge, starting at the fifth pixel (pixels in this figure are equally spaced, by increments of 1) and ending at the twelfth pixel (or thirteenth, depending the arbitrary value of the low-intensity threshold). Likewise, Row 3 presents a valid edge starting at the sixth pixel and ending at the twelfth pixel. It is worth pointing out that the behaviour of the discrete gradient values in Rows 2 and 3 follow a similar pattern; this characteristic is desired as it can help repeatability in the curve-fitting process performed later in step 2. On the contrary, the gradient curve associated to Row 1 does not satisfy the definition of a valid edge. The local maxima found in the area enclosed by the two arrows, in Fig. 10 , are clearly related to intensity transitions mapped from LCD pixel gaps.
Step 2 Fine-edge locus though Gaussian-curve fitting A fine-edge location is achieved by calculating the 2D Gaussian curves that best-fit the valid horizontal or vertical edges, in the gradient image (details on how to calculate a best-fit Gaussian curve from experimental data are found in ''Appendix''). The 2D Gaussian function is known to have the form
with mean l x , standard deviation r x and maximum amplitude A G . The independent variable x in (10) contains the X-coordinates of the pixels covering a valid horizontal edge defined in the gradient image. Then, for a valid horizontal edge located at row i, the coordinates of the edge on the image plane are (l x ,i), where l x is the mean of the Gaussian curve that best-fits the data points. Once the coordinates of all valid edges have been identified, these points are separated in two sets, DSE1 and DSE2 associated to two different lines.
Step 3 Constrained curve fitting and target identification The location of the target is obtained by calculating the two perpendicular lines that best-fit the data sets DSE1 and DSE2 collected in the previous step, and then, analytically computing the intersection of these lines. This procedure is the same as the one explained in step 2 for Method 1. The relative target orientation, for Method 2, is calculated for a range of [-p/2,p/2] through (9).
Experimental results

Method 1
The ability of the image-processing algorithm to detect displacements of the target along the XY plane is tested. The test consists in moving the crosshair (Fig. 11 ) on the LCD screen by discrete increments of sizes one-third of an LCD pixel along the LCD X axis, and one full LCD pixel along the LCD Y axis, while maintaining the stage still. The target orientation is set to a value as close to zero as possible, such that horizontal displacements along the LCD (LCD X axis) also map to horizontal displacements along the image plane. The same applies to the vertical displacement test.
Experimental results are listed in Tables 1 and 2 , rounded to two decimal places. At each step, a 100-image sample is collected and the location of the target on each image is computed with respect to the reference point (PP). The sample mean is regarded as the location of the target at each step. The first row lists the known displacement of the target on the LCD in LCD pixels. The last two rows in Tables 1 and 2 (labeled as CCD Sensor) list the results of the measurements as observed by the vision sensor, after applying Method 1 to the sample images. The results in the last row of both tables indicate the actual displacement that the camera is able to detect through Method 1. The CCD pixel size for this calculation is taken from the camera manufacturer and for the experimental setup is known to be 5.6 9 5.6 lm.
The plots in Fig. 12 summarise the results from Table 1  and Table 2 . The displacement of the target as detected by the sensor (Y axes) is compared against the known displacement (X axes). The regression lines in both plots are calculated using the data given in microns. The proximity to a unitary value in both slopes (0.99439 and 0.99242) indicates almost ideal 1-to-1 mapping from actual to detected distances. Further, both lines present a correlation coefficient of exactly 1.
The ability of the image processing algorithm to measure target orientation is also tested. The camera mount is purposely rotated by random steps for this test, and at each point a 100-image sample is collected for offline analysis. In addition, the angle of rotation of the camera with respect to the stage is recorded through a rotary encoder, which provides a secondary reading for comparison purposes. The first two rows in Table 3 show the target orientation recorded using the rotary encoder. The last two rows list the average orientation of each 100-image sample, after being processed using Method 1. The results from Table 3 are plotted in Fig. 13 . The best-fit line exhibits once again The averages are each associated to a 100-image sample collected at each step. The inverse of the optical magnification, calculated through step 3 and averaged from all samples, is M -1 = 7.6641 The number of iterations for convergence in the NewtonRaphson routine, for the data in Table 1 , was found to lie within the interval [0,17] for e = 6E-8. For the data in Table 2 the number of iterations for convergence was found to lie within the interval [0, 5] for e = 7.2E-7. The average off-line processing frequency for all 2,000 images associated to the samples in Tables 1 and 2 , was found to be 4.4 Hz when utilising a 64-bit Windows OS machine with an Intel(R) Core(TM) i3 M330 @2.13 GHz, 4 GB RAM.
The regression lines in Figs. 12 and 13 evidently exhibit a desired linear behavior. Nevertheless, if the goal is to track a continuously moving target, then the system must be capable of accurately computing the position and orientation of the former using a single image at each point in time. It is therefore, necessary to study the level of uncertainty present in individual observations and then determine the resolution of the 3D position sensor.
The experimental resolution of the position transducer and the level of uncertainty, u, present in the measurements are determined through a statistical analysis. For this Fig. 12 Experimental plots. Data taken from a Table 1 and b Table 2 The averages are each associated to a 100-image sample collected at each step. The inverse of the optical magnification, calculated through step 3 and averaged from all samples, is M -1 = 7.6654 The averages are each associated to a 100-image sample purpose, a large sample affected by Gaussian noise is collected. The assumption that the experimental data are normally distributed allows the calculation of the resolution with an associated level of confidence. The resolution, r, is defined based on the rangel AE 3r, where l is the sample's mean and r is the standard deviation, provided that almost all possible values (99.73 %) of the measurand are covered within this range [19] . This is r ¼ 6r. The level of uncertainty in a single observation is u ¼ 3r. For this purpose, a 100-image sample is used. The target's pose in all 100 images is calculated through Method 1 and is defined as a 3D-coordinate array, Pose ¼ ðx 1 ; y 1 ; h 1 Þ; ðx 2 ; y 2 ; h 2 Þ; . . .; ðx 100 ; y 100 ; h 100 Þ f g . This array is separated in three sub-arrays X, Y and h, containing only Fig. 16 Normal probability plot for sub-array h (a).
Fig. 14 Normal probability plots for the sub-arrays: X (a) and Y (b) the x-, y-and h-coordinates of all points, respectively. The units of X and Y are given in micro-meters (LCD-real world coordinates) whereas the units of h are given in radians. First, the hypothesis that the data sets X, Y and h are normally distributed is tested. The experimental values are compared against a theoretical normal distribution. If the experimental values are indeed normally distributed, they should follow an approximately linear trend. Deviations from the linear behaviour suggest non-normality of the distribution. Figure 14 shows the probability plots for X and Y, with correlation coefficients of 0.996 and 0.997, respectively, indicating a strong linear behavior. The hypothesis that the data is normal cannot be rejected with the current results, i.e., it is not wrong to assume that the data sets X and Y are normally distributed. Figure 15 shows the distribution plots for the data sets X and Y. The resolution for X is r x ¼ 6r x ¼ 0:93 lm, whereas the resolution for Y is r y ¼ 6r y ¼ 2:16 lm. The lower sample limit (LSL)-and upper sample limit (USL)-markers indicate that the experimental distributions span over l x AE 3r x and l y AE 3r y , approximately. Figure 16a shows the normal probability plot for h with a correlation coefficient of 0.992 also demonstrating strong linear behavior. The LSL-and USL-markers in Fig. 16b indicate that the experimental distribution spans over r h ¼ 6r h , approximately. The corresponding resolution is r h = 0.001368 radians, or 0.078355°. Resolution results for all three degrees of freedom of the experimental system are summarised in Table 4 .
Method 2
In theory, the checkered pattern target presents several advantages with respect to the white crosshair, especially when using the local intensity gradient instead of the centroid formula for retrieving sub-pixel resolution information. Experimentally, however, some difficulties associated with inconsistent intensity-readings are encountered depending on the location of the target with respect to the CCD frame. The problem is related to the amount of white area versus black area that the sensor sees at a given time, depending on the location of the target. If the in-plane position of the target is such that the intersection of the four quadrants is close to a corner of the CCD chip, the ratio between white LCD pixels and black LCD pixels detected by the sensor is not close to one. Whenever a large dark (low-intensity) region covers the majority of the FOV (as shown in Fig. 17a ), the camera pixels become highly sensitive to any light-emitting sources almost regardless of the intensity of the source. In such cases, the CCD pixels are easily saturated yielding high-intensity contrasts in the Lateral (X and Y) resolution results are calculated for a CCD pixel size of 5.6 9 5.6 lm and after applying the inverse magnification factor, M -1 = 7.6641
The data highlighted in bold font indicates resolution values J Real-Time Image Proc (2015) 10:119-134 131 target image; this, in turn, results in strong peaks around the target edges in the gradient image (Fig. 17b) . This effect is demonstrated in the 2D gradient plot of Fig. 18 . As can be observed, high gradient peaks above 200 are easily retrieved from the gradient image around an edge while LCD pixel gaps are nearly undetectable. On the other hand, whenever a bright (high-intensity) region covers the majority of the FOV, the overall light intensity perceived by the camera is high, and saturation does not occur as easily. Figure 19a shows a snapshot of the same target presented in Fig. 17 , taken with the same camera and with the same lens aperture, but located at a different position with respect to the CCD frame. A simple visual comparison between Figs. 17b and 19b indicates inconsistent intensity mappings depending on the location of the checkered pattern with respect to the image plane. A close look at the 2D gradient curves, in Fig. 20 , also reveals intensity gradient peaks lower than 120, which implies low contrast in the original image. Further, LCD pixel gaps are easily detected in the digital image, presenting another discrepancy in the mapping.
In conclusion, for this particular target, the sensor presents intensity inconsistencies when detecting the same target located at different positions with respect to the camera FOV. The white crosshair over a black background, on the contrary, offers a much more homogenous pattern for the camera to detect. Consistent intensity readings are a required characteristic as accuracy and repeatability of the sub-pixel resolution algorithm depend on it.
Conclusions
Two new methods for measuring the planar absolute position and orientation of a dynamic target displayed on an LCD display were presented. Experimental results for the crosshair target show that measurement resolutions on the order of\2.5 l are reliably achieved for planar motion, and smaller than 0.008°for in-plane rotation measurements. In addition, experimental tests reveal better results when imaging a white crosshair over black background on the LCD screen through a CCD monochrome camera, compared with the checkered pattern. The crosshair pattern exhibits a more homogeneous intensity pattern to be mapped onto the CCD chip.
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Appendix: best-fit Gaussian estimation through polynomial curve fitting
The two-dimensional Gaussian function is known to have the form f ðx; A G ; l x ; rÞ ¼ A G e 
with x being the independent variable, mean l x , standard deviation r x and maximum amplitude A G . Equation (11) can be converted into a second order polynomial through 
