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MUCH ADO ABOUT NOTHING: VACUUM AND
RENORMALIZATION ON THE LIGHT-FRONT
Matthias Burkardt
Department of Physics, New Mexico State University,
Las Cruces, NM 88003-0001, USA
In the first part of my lectures, I will use the example of deep-inelastic scattering to
explain why light-front coordinates play a distinguished role in many high energy
scattering experiments. After a brief introduction into the concept of light-front
quantization, I will show that the vacuum for any light-front Hamiltonian is trivial,
i.e. the same as for non-interacting fields. In the rest of my lectures, I will discuss
several toy models in 1+1 and 3+1 dimensions and discuss how effective light-
front Hamiltonians resolve the apparent paradox that results from having a trivial
light-front vacuum.
1 The Uses of Light-Front Quantization
b In deep-inelastic scattering (DIS) experiments one scatters leptons at very
high energy from a nucleon or a nucleus. Typically, the target nucleon gets
destroyed in such a process and one obtains a large number of particles in the
final state. In the most simple version of these experiments (inclusive), one
completely ignores all the details of the hadronic final state and only measures
the energy transfer ν = E − E′ and momentum transfer Q2 = −q2 from the
lepton on the target. The double differential (inclusive) cross section for the
scattering angle and energy of the lepton can be written in the form
d2σ
dΩdE′
=
4πα2
MQ4
{
W2(Q
2, ν) cos2
θ
2
+ 2W1(Q
2, ν) sin2
θ
2
}
. (1)
In Eq. (1) the Rutherford cross section has been factored out since it represents
what one obtains for scattering from point-like targets. c In this expression,
all details from the microscopic structure of the target are parameterized in
the structure functions W1 and W2. In general, i.e. for arbitrary momentum
transfer, these structure functions are functions are independent functions of
two variables, ν and Q2. However, in the Bjorken limit, i.e. when Q2 →
aLecture notes, based on three lectures given at the NUclear Summer School NUSS 97, at
Seoul National University, Seoul, South Korea, May 1997.
bThis Section has been taken from Ref. 1.
cFor a point-like target, the structure functions are just δ functions due to energy
conservation.
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Figure 1: DIS from a nucleon or nucleus. Only the scattered lepton is measured.
∞ and ν → ∞, such that x ≡ Q2/2Mν fixed, it turns out that to a good
approximation W1 depend only on the ratio Q
2/2Mν
2MW1(Q
2, ν)
Bj−→ F1(x)
νW2(Q
2, ν)
Bj−→ F2(x). (2)
This scaling behavior was the first direct evidence for point-like charged con-
stituents inside the proton, the quarks, and in the parton model one describes
hadrons as an ensemble of free quarks and gluons, parameterized by the par-
ton distribution functions which are essentially the Bjorken-scaled structure
functions.
These parton distribution functions contain an immense wealth of infor-
mation about the quark and gluon structure of nucleons and nuclei. However,
before one can relate this information to phenomenological models or theoret-
ical calculations, it is essential to understand what these parton distributions
really are.
For this purpose, we first use the optical theorem to rewrite the inclusive
lepton-nucleon cross section in terms of the imaginary part of the forward
Compton amplitude (Fig. 2).In general, i.e. when Q2 is not large, the two
photons in Fig. 2 can couple either to the same quark or to different quarks.
However, in the Bjorken limit, it is very difficult for the transferred momentum
to flow from the first quark-photon vertex to the second — unless the two
photons couple to the same quark. If the two photons couple to different
quarks then one needs additional gluons to exchange the momentum and for
this one has to “pay” with additional energy denominators. Therefore, for
large Q2, the crossed diagrams can be omitted.
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Figure 2: Using the optical theorem to relate the inclusive electron nucleon cross section to
the imaginary part of the forward Compton amplitude.
In addition, since QCD is asymptotically free (i.e. the strong coupling
constant αs(Q
2) vanishes for Q2 → ∞), one can neglect all interactions of
the struck quark when it propagates between the two quark-photon vertices.
Finally, since the struck quark is ultra-relativistic (and on its mass shell since
we take the imaginary part!) it propagates almost along a light-like direction
xµxµ = 0.
In summary, since the quark does not interact and moves along a light-
like direction between the two quark-photon vertices, it is as if one removes
the quark at a certain point from the proton and puts it back in at another
point which is displaced from the first vertex by a light-like distance. It should
therefore not be surprising that the parton distributions measured in DIS are
related to correlation functions along a light-like direction:
q(x) =
∫
dζ−
2π
〈P |q(0)γ+q(ζ−)|P 〉 eiζ−xP+ . (3)
It is instructive to compare DIS in non-relativistic systems (e.g. in solid
state physics) to the relativistic DIS which we discussed above. The essential
difference is that in non-relativistic systems, if the momentum transfer is much
larger than the intrinsic momentum scale of the constituents in the target,
the stuck particle moves much faster than the spectators. As a result, its
motion can be approximated as infinitely fast, i.e. instantaneous and one finds
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that DIS in non-relativistic systems probes equal time correlation functions:
ordinary momentum densities. In contrast, in relativistic systems where both
the struck particle and the “spectators” have velocities that are of the order
of the speed of light and therefore, the motion cannot be approximated as
instantaneous and one probes correlations in a light-like direction: light-front
momentum densities.
This means that in a conventional framework, i.e. when x0 is time, parton
distributions are related to real time response functions. In order to calculate
them it is not sufficient to know the ground state wave function of the target,
but one also needs to know the couplings to excited states as well as the time
evolution of the excited states between the two couplings to external photons.
This makes it not only difficult to calculate parton distributions but also to
interpret them.
The situation changes immediately when one introduces a new time vari-
able x+ ≡ x0+x3 (where x3 is the direction of the momentum transfer). With
this choice of time, light-like correlation function (more precisely: correlation
functions in the x− = x0 − x3 direction) are equal “time” correlation func-
tions. First of all, it is much easier to calculate in this framework since parton
distribution functions are simply momentum densities and it is sufficient to
know the ground state LF-wave function in order to compute them. More
importantly, since parton distributions are such simple observables, it is much
easier to develop an intuitive understanding of otherwise obscure results.
There are many other examples of high energy scattering experiments
where LF coordinates also play a distinguished role, such as certain exclu-
sive reactions at large momentum transfer. Some of these will be covered in
Stan Brodsky’s lecture notes.
If one wants to take advantage of these results, it is necessary to formulate
QCD in a Hamiltonian framework where x+ is time. What this means will
be discussed in Section 2. Quantizing on equal x+ hypersurfaces is not a new
idea. The first work in this direction was by Dirac in 1949 2.
LF quantization is very similar to canonical equal time (ET) quantization.
Both are Hamiltonian formulations of field theory, where one specifies the fields
on a particular initial surface. The evolution of the fields off the initial surface
is determined by the Lagrangian equations of motion. The main difference
is the choice of the initial surface, x0 = 0 for ET and x+ = 0 for the LF
respectively. In both frameworks states are expanded in terms of fields (and
their derivatives) on this surface. Therefore, the same physical state may have
very different wavefunctionsd in the ET and LF approaches because fields at
x0 = 0 provide a different basis for expanding a state than fields at x+ = 0.
dBy “wavefunction” we mean here the collection of all Fock space amplitudes.
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The reason is that the microscopic degrees of freedom — field amplitudes at
x0 = 0 versus field amplitudes at x+ = 0 — are in general quite different from
each other in the two formalisms.
This difference in the choice of microscopic degrees of freedom is what
explains how it is possible that a given physical observable (e.g. parton distri-
butions) may be a very complicated object in the ET framework, and at the
same time be a relatively simple quantity in the LF framework.
2 Canonical Quantization in Light-Front Coordinates
In this chapter, the formal steps for quantization on the light-front are pre-
sented. e For pedagogical reasons this will be done by comparing with conven-
tional quantization (with x0 as “time”). On the one hand this shows that the
basic steps in the quantization procedure in LF and in ET formalism are in
fact very similar. More importantly, however, we will thus be able to highlight
the essential differences between these two approaches to quantum field theory
more easily.
In the context of canonical quantization one usually starts from the action
S =
∫
d4xL. (4)
(L = L(φ, ∂µφ)) After selecting a time direction τ f one forms the momenta
which are canonically conjugate to φ
Π(x) =
δL
δ∂τφ
(5)
and postulates canonical commutation relations between fields and correspond-
ing momenta at equal “time” τ (Table 1). g
In the next step one constructs the Hamilton operator and the other com-
ponents of the momentum vector. Thus one has completely specified the dy-
namics and can start solving the equations of motion. Typically, one either
makes some variational ansatz or a Fock space expansion. In the latter ap-
proach one writes the hadron wave function as a sum over components with a
fixed number of elementary quanta (for example in QCD: qq¯, qq¯qq¯, qq¯g, e.t.c.).
The expansion coefficients, i.e. the wavefunctions for the corresponding Fock
eFor a more detailed discussion, see the recent review in Ref. 3.
fHere τ may stand for ordinary time x0 as well as for LF time x+ =
(
x0 + x3
)
/
√
2 or any
other (not space-like) direction.
gThe canonical quantization procedure in the ET formulation can for example be found in
Ref. 4. The rules for canonical LF-quantization have been taken from Refs. 5.
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normal coordinates light-front
coordinates
x0 time
x1, x2, x3 space
x+ = x
0 + x3√
2
time
x− = x
0 − x3√
2
, x1, x2 space
scalar product
a · b = a0b0 − ~a~b a · b = a+b− + a−b+ − ~a⊥
= a0b0 − a1b1 − a2b2 − a3b3 = a+b− + a−b+ − a1b1 − a2b2
Lagrangian density
L = 12 (∂0φ)2 − 12
(
→
∇ φ
)2
− V (φ) L = ∂+φ∂−φ− 12
(
→
∇⊥ φ
)2
− V (φ)
conjugate momenta
π = δL
δ∂0ϕ
= ∂0ϕ π =
δL
δ∂+ϕ
= ∂−ϕ
canonical commutation relations
[π(~x, t), ϕ(~y, t)] [π(x−, x⊥, x
+), ϕ(y−, y⊥, x
+)]
= −iδ3(~x − ~y) = − i2δ(x− − y−)δ2(~x⊥ − ~y⊥)
Hamilton operator
P 0 =
∫
d3x H(ϕ, π) P+ =
∫
dx−
∫
d2x⊥ H(ϕ, π)
H = π∂0ϕ− L H = π∂+ϕ− L
momentum operator
~P =
∫
d3x π~▽ϕ P− =
∫
dx−d2x⊥ π∂−ϕ
~P⊥ =
∫
dx−d2x⊥ π~∂⊥ϕ
eigenvalue equation
P 0|ψn〉 = En|ψn〉 P+|ψn〉 = P+n|ψn〉
~P fixed P−, ~P⊥ fixed
hadron masses
M2n = E
2
n − ~P 2 M2n = 2P+nP− − ~P 2⊥
Table 1: canonical quantization in ordinary coordinates and on the light-front
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space sector are used as variational parameters. They are determined by mak-
ing the expectation value of the energy stationary with respect to variations
in the wavefunction. Typically the variation is done for fixed momentum.h
This whole procedure results in coupled integral equations for the Fock space
components. In general they have to be solved numerically. In practical cal-
culations, since one cannot include infinitely many Fock components, one has
to introduce some ad hoc cutoff in the Fock space. Thus it is very important
to demonstrate that physical observables do not depend on how many Fock
components are included.
Until one selects the canonically conjugate momenta and postulates equal
τ commutation relations, i.e. at the level of the classical Lagrangian, the tran-
sition from ET to the LF consists of a mere rewriting. After quantization, the
independent degrees of freedom are the fields and their conjugate momenta
on the initial surface (x0 = 0 for ET and x+ = 0 for LF). Thus different
degrees of freedom are employed to expand physical states in the ET and in
the LF approach. Of course, after solving the equations of motion, physical
observables must not depend on the choice of quantization plane. However, it
may turn out that one approach is more efficient (e.g. faster numerical conver-
gence) than the other or more elegant and more easy to interpret physically.
This is particularly the case if one is mostly interested in observables which
are dominated by correlation functions in a light-like direction, such as parton
distributions, which are much more easily accessible on the LF than in usual
coordinates.
3 A First Look at the Light-Front Vacuum
In the Fock space expansion one starts from the vacuum as the ground state
and constructs physical hadrons by successive application of creation operators.
In an interacting theory the vacuum is in general an extremely complicated
state and not known a priori. Thus, in general, a Fock space expansion is
not practical because one does not know the physical vacuum (i.e. the ground
state of the Hamiltonian). In normal coordinates, particularly in the Hamil-
tonian formulation, this is a serious obstacle for numerical calculations. As is
illustrated in Table 2, the LF formulation provides a dramatic simplification at
this point. While all components of the momentum in normal coordinates can
be positive as well as negative, the longitudinal LF momentum P− is always
positive. In free field theory (in normal coordinates as well as on the LF) the
vacuum is the state which is annihilated by all annihilation operators ak. In
hOn the LF this is very important because P+ ∝ 1/P−, i.e. unrestricted variation (P−
allowed to vary) results in P− →∞.
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normal coordinates light-front
free theory
Pz
P 0 =
√
m2 + ~P 2
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
P−
P+ =
m2 + ~P 2⊥
2P−♣
♣
♣
♣
♣
♣
♣
♣ ♣
P 0 =
∑
~k
a†~k
a~k
√
m2 + ~k2 P+ =
∑
k−,~k⊥
a†
k−,~k⊥
a
k−,~k⊥
m2+~k2
⊥
2k−
vacuum (free theory)
a~k|0〉 = 0 ak−,k⊥ |0〉 = 0
vacuum (interacting theory)
many states with ~P = 0 k− ≥ 0
(e. g. a†~ka
†
−~k
|0〉) →֒ only pure zero-mode
excitations have P− = 0
→֒ |0˜> very complex →֒ |0˜> can only contain
zero-mode excitations
Table 2: Zero Modes and the Vacuum
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general, in an interacting theory, excited states (excited with respect to the free
Hamiltonian) mix with the trivial vacuum (i.e. the free field theory vacuum)
state resulting in a complicated physical vacuum. Of course, there are certain
selection rules and only states with the same quantum numbers as the trivial
vacuum can mix with this state; for example, states with the same momentum
as the free vacuum (~P = 0 in normal coordinates, P− = 0, ~P⊥ = 0 on the
LF). In normal coordinates this has no deep consequences because there are
many excited states which have zero momentum. On the LF the situation is
completely different. Except for pure zero-mode excitations, i.e. states where
only the zero-mode (the mode with k− = 0) is excited, all excited states have
positive longitudinal momentum P−. Thus only these pure zero-mode exci-
tations can mix with the trivial LF vacuum. Thus with the exception of the
zero-modes the physical LF vacuum (i.e. the ground state) of an interacting
field theory must be trivial (the only exceptions are pathological cases, where
the LF Hamiltonian is unbounded from below).
Of course, this cannot mean that the vacuum is entirely trivial. Otherwise
it seems impossible to describe many interesting problems which are related
to spontaneous symmetry breaking within the LF formalism. For example
one knows that chiral symmetry is spontaneously broken in QCD and that
this is responsible for the relatively small mass of the pions — which play
an important role in strong interaction phenomena at low energies. What it
means is that one has reduced the problem of finding the LF vacuum to the
problem of understanding the dynamics of these zero-modes.
First this sounds just like merely shifting the problem about the struc-
ture of the vacuum from nonzero-modes to zero-modes. However, as the free
dispersion relation on the LF,
k+ =
m2 + ~k2⊥
2k−
, (6)
indicates, zero-modes are high energy modes! Hence it should, at least in
principle, be possible to eliminate these zero-modes systematically giving rise
to an effective LF field theory.
4 Effective Light-Front Hamiltonians
Above discussion shows that it is clearly wrong to leave out zero-modes degrees
of freedom in the sense of just dropping them since this always yields a trivial
vacuum. However, this should be distinguished from leaving out zero-modes
in the sense of integrating them out. In the second approach the vacuum
can be nontrivial, but the nontrivial vacuum structure has been shifted from
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the states to the operators. In particular, LF Hamiltonians will in general
have to be modified from their canonical form. That this task can actually be
accomplished will be illustrated in the following examples.
4.1 The ’t Hooft Model
The first model that we will discuss is 1+1 dimensional QCD for an infinite
number of colors (the ’t Hooft model). The model was first solved by ’t Hooft
in Ref. 6, using naive LF formulation, i.e. starting from the canonical LF
Hamiltonian and without zero-modes. Nevertheless, ’t Hooft’s spectrum was
later confirmed by a calculation which employed canonical equal time quan-
tization 7. This result is at first very surprising when one considers the fact
that the equal time quantized result yielded a nonzero chiral condensate for
vanishing quark mass mq → 0, while the LF-vacuum was trivial for any value
of mq. a direct evaluation gave of course zero on the LF. However, application
of current algebra techniques to meson masses and coupling constants deter-
mined by solving the (zero-mode free) LF equations gives a nonzero result for
the condensate — even in the zero quark mass limit:
0 = lim
q→0
iqµ
∫
d2xeiqx〈0|T [ψ¯γµγ5ψ(x)ψ¯iγ5ψ(0)] |0〉
= −〈0|ψ¯ψ|0〉 − 2mq
∫
d2x〈0|T [ψ¯iγ5ψ(x)ψ¯iγ5ψ(0)] |0〉.
(7)
Upon inserting a complete set of meson states i one thus obtains
〈0|ψ¯ψ|0〉 = −mq
∑
n
f2P (n)
M2n
, (8)
where
fP (n) ≡ 〈0|ψ¯iγ5ψ|n〉 =
√
NC
π
mq
2
∫ 1
0
dx
1
x(1 − x)φn(x) (9)
and the wave functions φn and invariant masses M
2
n are obtained from solving
’t Hooft’s bound state equation for mesons in QCD1+1
M2nφn(x) =
m2q
x(1 − x)φn(x) +G
2
∫ 1
0
dy
φn(x)− φn(y)
(x− y)2 . (10)
The result for 〈0|ψ¯ψ|0〉 obtained this way agrees with the ET calculation 8 j .
i Because we are working at leading order in 1/NC , the sum over one meson states saturates
the operator product in Eq.(7).
jIt should be emphasized that the LF calculation preceded the ET calculation.
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Figure 3: Chiral condensate obtained by evaluating Eq. (8) as a function of the quark mass.
For nonzero quark mass, the (infinite) free part has been subtracted. The result agrees for
all quark mass with the calculation done using equal time quantization.
This seemingly paradoxical result (peaceful coexistence of a Fock vacuum
and a nonzero fermion condensate) can be understood by defining LF quanti-
zation through a limiting procedure 9, where the quantization surface is kept
space-like, but being carefully “rotated” to the LF k. Not all physical quan-
tities behave continuously under this procedure as the LF is approached. For
example, the chiral condensate 〈0|ψ¯ψ|0〉 has a discontinuous LF limit. On the
other hand, the equation of motion for mesons in QCD1+1 does have a smooth
LF limit. This result explains why the current algebra relation gives the right
result for the condensate, even though 〈0|ψ¯ψ|0〉 vanishes when evaluated di-
rectly on the LF: Since the bound state equation for mesons has a smooth LF
limit, both meson masses and coupling constant can be evaluated directly on
the LF. Since the current algebra relation (7) is a frame independent relation,
it can then be used to extract the condensate from the LF calculation. How-
ever, since 〈0|ψ¯ψ|0〉 has a discontinuous LF limit, it would be misleading to
draw conclusions about the vacuum structure from its value obtained directly
on the LF.
Unfortunately, the ’t Hooft model is rather untypical because the effective
(in the sense of zero-modes integrated out) LF Hamiltonian for this model
is identical to the canonical Hamiltonian, i.e. the naive calculation yielded
kAnother way of thinking about this procedure is to imagine a gradual boost to infinite
momentum.
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Figure 4: Generalized tadpole (Feynman-) diagram in φ4 theory.
already the correct spectrum. In general, the situation is more complex as we
will illustrate in the following examples.
4.2 Self-Interacting Scalar Fields
The most simple example with a non-trivial effective LF Hamiltonian are self-
interacting scalar fields described by a Lagrangian of the form
L = 1
2
∂µφ∂
µφ−
N∑
n=2
λn
n!
φn. (11)
We will not restrict the dimensionality of space, but, depending on the number
of space time dimensions, we will limit the largest power N appearing in the
interactions in order to ensure renormalizability. Furthermore, we will implic-
itly assume that whenever cutoffs are used, compatible cutoffs are used in the
LF and ET frameworks, i.e. for example dimensional regularization in the ⊥
direction or a ⊥ momentum cutoff.
The main difference between the LF formulation and the ET formulation
is that generalized tadpoles (a typical example is shown in Fig.4), i.e. Feyn-
man diagrams where one piece of the diagram is connected to the rest of the
diagram only at one point, cannot be generated by a LF Hamiltonian: in time
ordered perturbation theory, at least one of the vertices in a generalized tadpole
diagram has all lines coming out of or disappearing into the vacuum (Fig.5)
— which is forbidden on the LF (without zero-modes).
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✻x+
Figure 5: Same as Fig. 4 but as LF-time ordered diagrams. At least one of the vertices has
all lines popping out of or disappearing into the vacuum.
So the bad news is that all generalized tadpole diagrams are zero on the
LF and they are nonzero in ET quantization, i.e. there is a difference between
the perturbation series generated by the two formulations 10,11.
The good news is that in self-interacting scalar theories, it is only in gen-
eralized tadpole diagrams where such a difference occurs. l Since generalized
tadpoles are only constants, their absence can be compensated for by local
counter-terms in the interaction. Note that generalized tadpoles renormalize
only φn-couplings with n < N , where N is the largest power appearing in the
interaction.
From the purely practical point of view, the difference between LF quanti-
zation and ET quantization arises only if one compares calculations done with
the same bare parameters! Suppose one would start with parameters that have
been chosen so that the bare parameters on the LF include already the counter-
terms that are necessary to compensate for the absence of tadpoles. Then ET
and LF formulation should give the same results for all n-point Green’s func-
tions, i.e. physical observables should be the same. But how can one find the
appropriate counter-terms without having to refer to an ET calculation? There
is nothing easier than that: simply by using only physical input parameters to
fix the bare parameters! For example, if one matches the physical masses of
a few particles between an ET calculation and a LF calculation then the bare
parameters that one needs in order to get these masses will be different in ET
and LF quantization. The difference will be just such that it compensates for
lTo my knowledge, there is no strict proof of this result, but it is based on handwaving
arguments as well as on a thorough three loop analysis.
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the absence of tadpoles on the LF and hence all further observables will be
the same. In other words there is no problem at all with the LF formulation
— despite the absence of all generalized tadpole diagrams. The only situation
where one needs to be a little careful in the LF approach is a situation where
spontaneous symmetry breaking occurs in the ET formulation. In this case,
one has to allow for odd terms in φ in the effective LF Hamiltonian, while the
ET Hamiltonian contains only even terms.
Beyond this happy ending, there is one more very interesting aspect to
this story, which has to do with vacuum condensates. For example, every
generalized tadpole diagram in φ4 theory is numerically equal to a diagram that
contributes to 〈0|φ2|0〉. For example, the tadpole in Fig. 4 is proportional to
a term that contributes to 〈0|φ2|0〉 to second order in λ. In fact, after working
out the details one finds that the additional LF counter-term, necessary to
obtain equivalence between ET and LF quantization is a mass counter-term 11
∆m2 = λ〈0| : φ
2 :
2
|0〉, (12)
where λ is the four point coupling and the vacuum expectation value (VEV)
on the r.h.s. is to be evaluated in normal coordinates.
This result can be readily generalized to an arbitrary polynomial inter-
action. One finds the following dictionary: perturbation theory based on a
canonical equal time Hamiltonian with
LETint =
∑
n
λn
: φn :
n!
(13)
and perturbation theory based on a canonical light-front Hamiltonian with
LLFint =
∑
n
λ˜n
: φn :
n!
(14)
are equivalent if
λ˜n =
∑
k≤n
λn−k〈0| : φ
k :
k!
|0〉. (15)
In Ref.11 this fundamental result was derived perturbatively and the prescrip-
tion for constructing the effective Hamiltonian was tested non-perturbatively
by calculating physical masses of of excited “mesons” and solitons in the sine-
Gordon model.
It is very tempting to conjecture that this dictionary (15) also holds for
non-perturbative condensates (such as condensates which arise after sponta-
neous symmetry breaking). While a general proof is still missing, it has indeed
14
(a) (b)
Figure 6: Generalized tadpole diagrams for scalar field theories with higher polynomial inter-
actions. Both are set to zero in LF quantization without zero-modes. Both are proportional
to 〈0|φ4|0〉. The diagram in a.) gives rise to a mass renormalization counter-term and b.)
renormalizes the four-point interaction.
been possible to demonstrate for a few specific models that the conjecture is
correct 12.
It should also be emphasized that these equivalence considerations hold
irrespective of the number of space-time dimensions, i.e. they apply to 1+1
as well as 2+1 and 3+1 dimensional theories. One must only be careful to
use commensurate cutoffs when comparing ET and LF quantized theories. An
example would be a transverse lattice cutoff, which can be employed both in
ET quantization as well as in LF quantization.
What makes all these results particularly interesting is that the effective
(zero-modes integrated out) couplings in the effective LF-Hamiltonians contain
condensates which shows how non-perturbative effects can “sneak” into the LF
formalism and how one can resolve the apparent conflict between trivial LF
vacua and nontrivial vacuum effects.
4.3 Fermions with Yukawa Interactions
Eventually, we are interested to understand chiral symmetry breaking in QCD,
i.e. we need to understand fermions. As a first step in this direction let us
consider a Yukawa model in 1+1 dimensions
L = ψ¯ (i 6∂ −mF − gφγ5)ψ − 1
2
φ
(
✷+m2B
)
φ. (16)
The main difference between scalar and Dirac fields in the LF formulation is
that not all components of the Dirac field are dynamical: multiplying the Dirac
equation
(i 6∂ −mF − gφγ5)ψ = 0 (17)
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by 12γ
+ yields a constraint equation (i.e. an “equation of motion” without a
time derivative)
i∂−ψ(−) = (mF + gφγ5) γ
+ψ(+), (18)
where
ψ± ≡ 1
2
γ∓γ±ψ. (19)
For the quantization procedure, it is convenient to eliminate ψ(−), using
ψ(−) =
γ+
2i∂−
(mF + gφγ5)ψ(+) (20)
from the classical Lagrangian before imposing quantization conditions, yielding
L =
√
2ψ†(+)∂+ψ(+) − φ
(
✷+m2B
)
φ− ψ†(+)
m2F√
2i∂−
ψ(+) (21)
− ψ†(+)
(
gφ
mF γ5√
2i∂−
+
mF γ5√
2i∂−
gφ
)
ψ(+) − ψ†(+)gφ
1√
2i∂−
gφψ(+).
The rest of the quantization procedure very much resembles the procedure for
self-interacting scalar fields. In particular, one must be careful about general-
ized tadpoles, which might cause additional counter-terms in the LF Hamilto-
nian. In the Yukawa model one usually (i.e. in a covariant formulation) does
not think about tadpoles. However, after eliminating ψ(−), we are left with a
four-point interaction in the Lagrangian, which does give rise to time-ordered
diagrams that resemble tadpole diagrams (Fig.7). In fact, the four-point inter-
action gives rise to diagrams where a fermion emits a boson, which may or may
not self-interact, and then re-absorb the boson at the same LF-time. m As we
discussed already in detail in the context of self-interacting scalar fields, such
interactions cannot be generated by a LF Hamiltonian, i.e. the LF formalism
defines such tadpoles to be zero.
For self-interacting scalar fields, the difference between ET and LF per-
turbation theory which thus results can be compensated by a redefinition of
parameters that appear already in the Lagrangian. In the Yukawa model, the
situation is a little more complicated. The missing tadpoles have the same
operator/Lorentz structure as the so called kinetic mass term
P−kin = ψ†(+)
m2F√
2i∂−
ψ(+). (22)
mThere are also tadpoles, where the fermions get contracted. But those only give rise to
an additional boson mass counter-term, but not to a non-covariant counter-term that we
investigate here.
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Figure 7: Four point interaction in Yukawa theory that arises after eliminating ψ(−). The
crossed out full line represents the instantaneous fermion exchange interaction that results
from this elimination. Contracting the boson lines (dashed) yields a diagram analogous to
the tadpole diagrams for self-interacting scalar fields.
One obtains this result by contracting the two scalar fields in the four-point
interaction. More details can be found in Ref. 13. The important point here
is that there is no similar counter-term for the term linear in the fermion
mass mF . Thus the difference between ET and LF quantization cannot be
compensated by tuning the bare masses differently. The correct procedure
requires to renormalize the kinetic mass term (the term ∝ m2F ) and the vertex
mass term (the term ∝ m) independent from each other. More explicitly this
means that one should make an ansatz for the renormalized LF Hamiltonian
density of the form
P− = m
2
B
2
φ2 + ψ†(+)
c2√
2i∂−
ψ(+) + c3ψ
†
(+)
(
φ
γ5√
2i∂−
+
γ5√
2i∂−
gφ
)
ψ(+)
+ c4ψ
†
(+)φ
1√
2i∂−
φψ(+), (23)
where the ci do not necessarily satisfy the canonical relation c
2
3 = c2c4. How-
ever, this does not mean that the ci are completely independent from each
other. In fact, only for specific combinations of ci will Eq.(23) describe the
Yukawa model. It is only that we do not know the relation between the ci.
n
Thus the bad new is that the number of parameters in the LF Hamilto-
nian has increased by one (compared to the Lagrangian). The good news is
that a wrong combination of ci will in general give rise to a parity violating
nIt is conceivable that coupling constant coherence 14 might also be helpful in finding the
“unknown relation”, but I have not been able to figure out how to use this idea in the context
of a superrenormalizable model such as above model.
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theory. o This is good news because one can thus use parity invariance for
physical observables as an additional renormalization condition to determine
the additional “free” parameter.
In fact, in Ref. 15, it was shown that utilizing parity constraints as non-
perturbative renormalization conditions is practical. The observable consid-
ered in that work was the vector transition form factor (in a scalar Yukawa
theory in 1+1 dimensions) between physical meson states of opposite C-parity
(and thus supposedly opposite parity)
〈p′, n|jµ|p,m〉 != εµνqνFmn(q2), (24)
where q = p′−p. When writing the r.h.s. in terms of one invariant form factor,
use was made of both vector current conservation and parity invariance. A
term proportional to pµ + p′
µ
would also satisfy current conservation, but has
the wrong parity. A term proportional to εµν (pν + p
′
ν) has the right parity,
but is not conserved and a term proportional to qµ is both not conserved and
violates parity. Other vectors do not exist for this example. The Lorentz
structure in Eq. (24) has nontrivial implications even if we consider only the
“good” component of the vector current p, yielding
1
q+
〈p′, n|j+|p,m〉 = Fmn(q2). (25)
That this equation implies nontrivial constraints can be seen as follows: as
a function of the longitudinal momentum transfer fraction x ≡ q+/p+, the
invariant momentum transfer reads (M2m and M
2
n are the invariant masses of
the in and outgoing meson)
q2 = x
(
M2m −
M2n
1− x
)
(26)
Typically, there are two values of x that lead to the same value of q2. It is
oAs an example, consider the free theory, where the correct relation (c23 = c2c4) follows from
a covariant Lagrangian. Any deviation from this relation can be described on the level of
the Lagrangian (for free massive fields, equivalence between LF and covariant formulation
is not an issue) by addition of a term of the form δL = ψ¯ γ+
i∂+
ψ, which is obviously parity
violating, since parity transformations result in A± → A∓ for Lorentz vectors Aµ; i.e.
δL → ψ¯ γ−
i∂−
ψ 6= δL.
pIn the context of LF calculations, currents that are bilinear in the dynamical component
ψ(+) are usually easiest to renormalize and calculate. Other combinations, such as ψ
†
(−)
ψ(−)
involve interactions when expressed in terms of the dynamical components and are thus
terrible to handle — hence they are often referred to as “bad” components.
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Figure 8: Inelastic transition form factor (25) between the two lightest meson states of the
Yukawa model, calculated for various vertex masses mv and for various DLCQ parameters
K. The physical masses for the fermion and the scalar meson have been renormalized to the
values
(
mphys
F
)2
=
(
mphys
F
)2
= 4. All masses and momenta are in units of
√
λ =
√
c4/2pi.
In this example, only for m2
V
≈ 5 one obtains a form factor that is a unique function of
Q2, i.e. only for m2
V
≈ 5, the result is consistent with Eq. (25). Therefore, only for this
particular value of the vertex mass, is the matrix element of the current operator consistent
with both parity and current conservation.
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highly nontrivial to obtain the same form factor for both values of x. In Ref.
15, the coupling as well as the physical masses of both the fermion and the
lightest boson where kept fixed, while the “vertex mass” was tuned (note that
this required re-adjusting the bare kinetic masses). Figure 8 shows a typical
example. In that example, the calculation of the form factor was repeated for
three values of the DLCQ parameter K (24, 32 and 40) in order to make sure
that numerical approximations did not introduce parity violating artifacts.
For the “magic value” of the vertex mass one finds that the parity condition
(25) is satisfied over the whole range of q2 considered. This provides a strong
self-consistency check, since there is only one free parameter, but the parity
condition is not just one condition but a condition for every single value of
q2 (i.e. an infinite number of conditions). In other words, keeping the vertex
mass independent from the kinetic mass is not only necessary, but also seems
sufficient in order to properly renormalize Yukawa1+1.
However, note that, depending on the cutoff used, the kinetic mass counter-
term may or may not be a function of the momenta17. If one uses a cutoff which
breaks manifest boost invariance, such as a DLCQ cutoff, then the kinetic mass
counter-term will in general have to be a function of the longitudinal momenta.
On the other hand, if one uses cutoffs which preserve manifest boost invariance,
such as cutoffs on ratios of momenta or invariant mass transfers at each vertex
then the kinetic mass counter-term can be taken to be momentum independent
and thus counter-term functions can be avoided in this model.
It is still an open question whether “counter-term functions” 19 can be
avoided in general, i.e. in 3+1 dimensions. In non-gauge theories, preliminary
investigations (see also Section 4.4 suggest that counter-term functions can
be avoided if one uses a cutoff where longitudinal and transverse momenta
are cut off independently and the cutoff must at the same time be manifestly
boost invariant in the longitudinal direction. For gauge theories, the same
condition seems to hold, except that the transverse momenta must be cut off
in a gauge invariant way (to avoid disastrous longitudinal divergences) by using
dimensional regularization or a transverse lattice.
4.4 A 3+1 Dimensional Model with Spontaneous Chiral Symmetry Breaking
One would like to study a 3+1 dimensional model which goes beyond the mean
field approximation (NJL !), but on the other hand being too ambitious results
in very difficult or unsolvable models. q We decided to place the following
constraints on our model:18
qFor example, demanding Lorentz invariance, chiral symmetry and asymptotic freedom
leaves QCD as the most simple model.
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• Most importantly, the model should be 3+1 dimensional, but we do not
require full rotational invariance.
• The model should have spontaneous χSB (but not just mean field)
• Finally, it should be solvable both on the LF and using a conventional
technique (to provide a reference calculation).
Given these constraints, the most simple model that we found is described
by the Lagrangian
L = ψ¯k
[
δkl (i∂6 −m)− g√
Nc
~γ⊥ ~A
kl
⊥
]
ψl − 1
2
~Akl⊥
(
✷+ λ2
)
~Akl⊥ , (27)
where k, l are “color” indices (Nc → ∞), ⊥= x, y and where a cutoff is im-
posed on the transverse momenta. A fermion mass was introduced to avoid
pathologies associated with the strict m = 0 case. χSB can be studied by
considering the m→ 0 limit of the model.
The reasons for this bizarre choice of model [Eq. (27)] are as follows. If
one wants to study spontaneous breaking of chiral symmetry, then one needs
to have a chirally invariant interaction to start with, which motivates a vector
coupling between fermions and bosons. However, we restricted the vector
coupling to the ⊥ component of a vector field since otherwise one has to deal
with couplings to the “bad” current j− r. In a gauge theory, such couplings
can be avoided by choice of gauge, but we preferred not to work with a gauge
theory, since this would give rise to additional complications from infrared
divergences. Furthermore, we used a model with “color” degrees of freedom
and considered the limit where the number of colors is infinite, because such a
model is solvable, both on and off the LF. No interaction among the bosons was
included because this would complicate the model too much. Finally, we used
a cutoff on the transverse momenta because such a cutoff can be used both on
the LF as well as in normal coordinates and therefore one can compare results
from these two frameworks already for finite values of the cutoff.
Because we are considering the limit NC → ∞, of Eq. (27), the iterated
rainbow approximation for the fermion self-energy Σ becomes exact, which we
used to solve the model in the Dyson-Schwinger approach. On the one hand
this provides a reference calculation, but one can also use the solution to show
that for sufficiently large coupling constant, the physical mass for the fermion
remains finite in the limitm→ 0, proving the spontaneous breakdown of chiral
symmetry in the model.
rj− is bilinear in the constrained component of the fermion field, which makes it very difficult
to renormalize this component of the current in the LF framework.
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Since we wanted to investigate the applicability of the effective LF Hamil-
tonian formalism, we formulated above model on the LF without explicit zero-
mode degrees of freedom. The bottom line of this investigation was as follows
(for details see Ref. 18).
• The LF Green’s function equation and the DS equation are identical (and
thus have identical solutions) if and only if one introduces an additional
(in addition to the self-induced inertias) counter-term to the kinetic mass
term for the fermion.
• For fixed transverse momentum cutoff, this additional kinetic mass term
is finite.
• The value of the vertex mass in the LF Hamiltonian is the same as the
value of the current mass in the DS equation.
• In the chiral limit, mass generation for the (physical) fermion occurs
through the kinetic mass counter term
• The effective interaction (after integrating out 0-modes) can be summa-
rized by a few simple terms — which are already present in the canonical
Hamiltonian.
Even though we determined the kinetic mass counter term by directly com-
paring the LF and DS calculation, several methods are conceivable which avoid
reference to a non-LF calculation in order to set up the LF problem. One pos-
sible procedure would be to impose parity invariance for physical observables
as a constraint 15.
5 Dynamical Vertex Mass Generation and Chiral Symmetry Break-
ing on the LF
Naively, helicity flip amplitudes for fermions seem to vanish in the chiral limit
of light-front QCD, which would make it nearly impossible to generate a small
pion mass in this framework. In this Section, a simple model is used to illus-
trate how a large helicity flip amplitude is generated dynamically by summing
over an infinite number of Fock space components. Implications for the renor-
malization of light-front Hamiltonians for fermions are discussed.
In the LF-formulation, only half of the spinor components are dynamical
degrees of freedom in the sense that their equation of motion involves a time
derivative. Upon introducing ψ(±) = γ
±γ∓ψ/2, one finds for example in QCD
22
that ψ(−) satisfies a constraint equation
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i∂−ψ(−) =
[
~α⊥ ·
(
i~∂⊥ + g ~A⊥
)
+ γ0mF
]
ψ(+) (28)
and ψ(−) is usually eliminated (using this constraint equation) from the La-
grangian before quantizing the theory. Thus the Hamiltonian contains both a
term quadratic in the fermion mass (the kinetic energy term for the fermions)
and one term which is linear in the fermion mass (one gluon vertex with helicity
flip).
It has been known for a long time that integrating out zero-mode degrees
of freedom results in a nontrivial renormalization of the quadratic (kinetic!)
mass term20 but the linear (helicity flip vertex!) mass term in the Hamiltonian
is unaffected by strict zero modes and the “vertex mass” must be identified
with the current quark mass which vanishes in the chiral limit (see the previous
section as well as Refs: 19,18,21).
It is very easy to see how a constituent quark picture can emerge in such an
approach. However, it always seemed mysterious how one can obtain a massless
π meson in such a picture without having at the same time a massless ρ: when
the helicity flip term for quarks is omitted, π and ρ become partners in a
degenerate multiplet 21. The key observation to resolve this problem is that
one needs to find a mechanism which dynamically generates a large helicity flip
amplitude. At first this seems impossible since every LF-time ordered diagram
(any order in the coupling!) which flips the helicity of the fermion contains at
least one power of the vertex mass (which vanishes in the chiral limit).
Above argument does not rule out the possibility that summing over an
infinite class of time-ordered diagrams (including an infinite number of Fock
space components) can lead to divergences which can compensate for the sup-
pression of individual diagrams. A simple model to illustrate this idea is a
fermion field with (fundamental) “color” degrees of freedom coupled to the
transverse components of a massive vector field (adjoint representation)
L = ψ¯
(
i∂6 −m− g√
NC
~γ⊥ ~A⊥
)
ψ − 1
2
tr
(
~A⊥✷ ~A⊥ + λ
2 ~A2⊥
)
. (29)
We will take the limit NC → ∞, where the planar approximation becomes
exact. Furthermore, we will assume that the fields depend on longitudinal
coordinates only, i.e. we consider a dimensionally reduced version of the model.
Because of the NC → ∞ limit, the model still has spontaneous breaking of
chiral symmetry as m → 0. This can be shown by solving the covariant self-
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energy equation
Σ(p) = g2
∫
d2k
(2π2)
~γ⊥
1
k6 −m− Σ(k)~γ⊥
1
(p− k)2 − λ2 (30)
self-consistently. Note that Σ becomes effectively momentum independent for
λ→∞, yielding a simplified gap equation
M = m+M
g2M
2πλ2
ln
λ2
M2
, (31)
where M is the physical mass of the fermion.
It is easy to see how dynamical vertex mass generation emerges in the limit
where λ, the mass of the boson, is very large (in order to avoid a trivial theory,
the coupling constant is rescaled accordingly). In this limit, self-energies are
momentum independent and one can thus absorb all self-energies into a re-
definition of the kinetic mass, by setting it equal to the physical mass M ,
which satisfies the above gap-equation (31), i.e.
M =
m
1− g22πλ2 ln λ
2
M2
. (32)
However, this does not yet explain how a large helicity flip amplitude
emerges. For this purpose, let us consider a helicity flip process and focus on
all those diagrams which are linear in the vertex mass, i.e. contain only one
helicity flip vertex. After redefining the kinetic mass as the physical mass,
we should no longer take diagrams with self-mass sub-diagrams s into account
since this would amount to double counting. Without self-mass sub-diagrams
and in the planar approximation considered here, this leaves only a very simple
class of diagrams which are linear in the vertex mass. In the following, we will
study this class in detail and sum it up to all orders in perturbation theory.
First of all, since we work in a dimensionally reduced model, boson-fermion
vertices are linear in the vertex mass, unless they are instantaneous vertices,
i.e. the limitation to terms linear in the vertex mass means that all but one
vertex in a given time ordered diagram must be instantaneous. This means
that, to leading order in the vertex mass, a general higher order diagram for
a helicity flip vertex is obtained by attaching an instantaneous interaction to
the external vertex and then another one to the boson line emanating from
the first instantaneous vertex and so on until the last boson line ends up in
the actual helicity flip vertex. Typical diagrams are depicted in Fig. 9 t Let
sI.e. sub-diagrams with only two external fermion lines, which are both on mass shell.
tOf course, in addition to the diagrams in Fig. 9, there are corrections to the helicity flip
amplitude on the other side of the external vertex, but up to kinematical factors, the are
identical to the ones depicted in Fig. 9.
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Figure 9: LF-time ordered diagrams contributing to the helicity flip amplitude for a fermion.
The external vertex is depicted as a cross. The dashed lines are boson fields and the slashed
lines represent LF-instantaneous interactions. In the limit of a heavy boson mass, the dia-
grams in the top row dominate.
us first look at the “bare rainbow” diagrams u in the top row of Fig. 9. The
first diagram is just the bare vertex. The second diagram yields up to overall
kinematical factors (Fig.10a)
T 2aflip = mV
g2
2π
I1, (33)
where
I1 =
∫ 1
0
dx
(1− x)
1
x
− 1
p2 − M2
x
− λ21−x
λ→∞−→ 1
λ2
ln
λ2
M2
. (34)
The forth order bare rainbow is a little more complicated, yielding (up to the
same overall factors as Eq. (33) (Fig. 10b)
T 2bflip = g
4mV
∫ 1
0
dx/(1 − x)
P 2 − M2
x
− λ21−x
1
x
∫ x
0
dy/(x− y)
(
1
y
− 1
x
)
p2 − M2
y
− λ2
x−y
− λ21−x
. (35)
uWe call these diagrams bare rainbow diagrams, since they really have the topology of a
rainbow, as distinguished from iterated or nested rainbows.
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Figure 10: Lowest order bare rainbow diagrams.
The x integral in Eq. (35) is dominated by small values of x as λ→∞. This
allows us to simplify the y integral (z = y/x)
∫ x
0
dy
x− y
(
1
y
− 1
x
)
p2 − M2
y
− λ2
x−y
− λ21−x
=
∫ 1
0
dz
1− z
(
1
z
− 1)
x
(
p2 − λ21−x
)
− M2
z
− λ21−z
x→0−→ −
∫ 1
0
dz
1− z
(
1
z
− 1)
M2
z
+ λ
2
1−z
λ→∞−→ −I1, (36)
i.e.
T 2bflip = mV
(
g2
2π
I1
)2
. (37)
It turns out that the bare rainbow diagrams form a geometric series, yielding
(together with the bare vertex)
T bare rainbowflip =
mV
1− g22π I1
=
mV
1− g22πλ2 ln λ
2
M2
. (38)
Besides the bare rainbow diagrams one also needs to consider the nested rain-
bow diagrams (bottom row of Fig. 9), where the the direction of the chain
of instantaneous interactions does not always alternate along the fermion line.
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Figure 11: Chain of instantaneous interactions leading to a geometric series.
These can obtained from the bare rainbow diagrams by replacing each instan-
taneous interaction by a chain of instantaneous interactions (Fig. 11) leading
again to a geometric series as λ→∞ v, which can be incorporated into above
result by making the replacement
g2 −→ g
2
1− g22π I2
, (39)
where
I2 =
∫ 1
0
dx
(1− x)
1
p2 − M2
x
− λ21−x
λ→∞−→ − 1
λ2
(40)
in each instantaneous interaction. Together with Eq. (38), this yields for the
sum of all planar helicity flip diagrams in leading order in the vertex mass
T full rainbowflip =
mV
1− g22π I11− g2
2pi
I2
. (41)
However, since I2/I1 ∼ 1/ lnλ2 λ→∞−→ 0, one can neglect I2 in Eq. (41), yielding
T full rainbowflip
λ→∞−→ mV
1− g22πλ2 ln λ
2
M2
, (42)
i.e. just the bare result above (38).
The crucial point is that the denominator of Eq. (42) becomes small in the
chiral limit, as one can read off from the gap equation (32). In other words,
even though each individual diagram in Fig. (9) vanishes in the chiral limit
∝ m, summing over an infinite number of diagrams yields Tflip ∝ M,which
remains finite as m→ 0.
Several interesting observations can be made from this example:
vOnly for λ→∞ can one neglect the energy dependence of these bubbles.
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• While integrating out zero-modes contribute significantly to the kinetic
mass of fermions, there is no such contribution to the vertex mass from
strict zero-modes. However, the vertex mass gets renormalized by (in-
finitesimally) small x contributions since one has to sum over an infinite
number of Fock space components in order to obtain a finite helicity flip
amplitude in the chiral limit.
• In realistic non-perturbative calculations of hadron spectra, where one
cannot include an infinite number of Fock space components, it will at
some level be necessary to absorb the higher order corrections into an
effective vertex mass M .
• The leading diagrams (top row in Fig. 9) have a relatively simple struc-
ture: higher order diagrams can be successively built by replacing the
bare helicity flip vertex inside a given diagram with the second order
dressed helicity flip vertex. This observation may be useful for a renor-
malization group study of the helicity flip interactions, since a large am-
plitude is obtained only through an infinite chain of steps from finite
x down to vanishingly small values of x. Qualitatively, this mechanism
resembles the chiral symmetry breaking mechanism suggested in Ref. 23.
6 Summary
LF coordinates play a distinguished role in many high energy scattering exper-
iments (e.g. DIS) and LF quantization represents the most physical approach
towards a fundamental theoretical description of such experiments. Lf quan-
tization also yields the very interesting but also controversial result that LF
vacua are trivial. The apparent contradiction between non-trivial vacua in
an equal time formulation and trivial vacua on the LF is resolved by intro-
ducing effective LF Hamiltonians, where the non-trivial vacuum structure is
not “gone” but has been absorbed into effective interaction terms. In a sense,
the non-trivial vacuum structure has been shifted from the states to the op-
erators. This result was illustrated by studying QCD1+1, scalar fields (1+1
and 3+1 dimensions), Yukawa theories and a (3+1 dimensional) model with
spontaneous breakdown of chiral symmetry. Finally, I illustrated in a model
how a large helicity flip amplitude (necessary to produce π − ρ or N − ∆
splitting!) emerges in the chiral limit by summing over an infinite number of
Fock space components. In a practical numerical calculation (finite number of
Fock components), this physics must be put in by hand, i.e. by modifying the
Hamiltonian. In the model, this could be accomplished by keeping the vertex
mass finite in the chiral limit (dynamical vertex mass generation).
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In these lectures, I have presented a number of examples which show that
effective LF Hamiltonians, with zero modes integrated out, can indeed give
the same physics (e.g. spectrum) as equal time Hamiltonians — despite the
fact that the LF-vacuum is trivial, and even in situations where symmetries
are spontaneously broken in an equal time framework. These results certainly
constitute an important and encouraging step towards formulating LF-QCD.
Nevertheless, what is still missing is an understanding of how longitudinal
gauge fields and the notorious small k+ divergences arising in LF gauge fit
into above picture.
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