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RESUMO 
'- 
- Este trabalho pode ser dividido em duas partes. Na 
' ` ~ ~ 
_ 
primeira apresenta se uma revisao do problema.da aplicaçao do se 
. gundo método de Liapunov ao estudo da estabilidade de sistemas 
« de energia elétrica abordando-se a questão da geração de funções
~ 
. de Liapunov e determinaçao de domínios de estabilidade. › 
Na segunda parte estuda-se o caso máquina-barra infi 
nita com reguladores de tensão e velocidade, decaimento de fllxo 
e efeito da saliência transitória. Um critério de 
V 
estabilidade 
encontrado na literatura ë usado. Uma nova demonstração, que in 
troduz o problema de realização mínima, ê dada, Mostra-se que 
com a aplicação deste critério de estabilidade pode-se obter sis 
tematicamente uma funçao de Liapunov para este caso. " 
O modo de obtenção do domínio de estabilidade ê indi 
cado. , . - ` ' . .
\ 
` W
s
z 
. 3
J
tvi 
ABSTRACT ' 
V 
' This work can be divided into two parts. In the first 
part a review of the problem concerning the application V of 
¡ _ _ Liapunov's second method to the stability analysis of power sys 
tems is presented. Attention is focused on the question of gene 
rating Liapunov functions and determining stability domains. 
In the second part the case of machine~infinite 'bus 
is studied with voltage regulator and speed governor¿ flux decay 
and the effect of transient saliency. A stability "'criterion 
found in the literature is used. 'A new proof which introduces 
the problem of minimal realization is given. It is shown that 
with the application of this stability criterion, one can syste 
matically obtain a Liapunov function for this case. 
. . 1, 
` The-method of obtaining the stability domain is indi 
cated. 
` _
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CAPÍTULO I 
INTRODUQÃO
1 
z 
. .A análise da estabilidade constitui um item importan 
te no planejamento e operaçao de sistemas de potência.
_ 
. Um sistema de potência consiste essencialmente de' um 
grande nfimero de máquinas operando eu paralelo e que devem man 
ter sincronismo entre si. O sistema está sujeito continuamente a 
uma série de perturbações; as cargas a ele ligadas variam ao lon 
go do tempo, são realizadas manobras (retirada de geradores e li 
nhas para manutençao, etc.), e principalmente o sistema está su 
jeito a faltas (curto-circuitos). Torna-se então necessário .de 
terminar os efeitos que estas perturbaçoes terao sobre a estabi 
lidade do sistema e quais medidas poderao ser tomadas preventiva 
mente; 
A 
H Vi; 
fg O problema da estabilidade de sistemas de potência e 
. fx* 
' ` 5 ' . o da estabilidade transitória em especial, tem sido objeto * de 
muitas pesquisasIl0|. ' ' '~ z _. 
_ 
«H 3 
- - 
_ 
A estabilidade transitória ê associada aos' problemas 
de estabilidade causados por grandes perturbaçoes (perdas.de li 
nhas de transmissao,-entrada ou saída de grandes cargas ou gera 
dores, curto-circuitos), rinci almente no eriodo de poucos se 'L _.. 
gundos que se segue á ocorrência da perturbaçao.i Estas perturba 
~ ç ' 4. A . çoes provocam um desequilibrio entre a potencia mecanica forneci 
da aos geradores e a potência elétrica absorvida pelo sistema.~ 
Como resultado, alguns geradores tendem a acelerar em relaçao 
aos demais, atê o ponto em que as forças sincronizantes não mais 
atuem.no sentido de manter sincronismo. Neste caso um, ou um gru 
po de geradores sairá de sincronismo. 
V' O notável crescimento e a interligação entre sistemas 
de potência, com o fim de assegurar maior confiabilidade e econg 
mia, tornaram os estudos relacionados com a estabilidade, de uma 
crescente complexidade. . u` ' ;^ A 1 '_"'- ,._
\
`2 
. 
V O método normalmente adotado para a realizaçao deste
~ estudo, consiste na integraçao, por métodos numéricos, das equa 
ções diferenciais que regem o comportamento do sistema durante o 
'. período transitório. O_resúltado, geralmente dado em forma gráfi 
ou A Q _ ' 'V ca mostrando a evoluçao dos angulos das maquinas em relaçao ao
~ tempo, permite chegar a conclusoes sobre a estabilidade. Tais es 
tudos, realizados em computador, permitem que se use um modelo 
detalhado do sistema. Por outro lado o tempo de processamento 
torna-se um sério obstáculo ã medida em que o sistema' analisado 
cresce em tamanho e complexidade. A análise e interpretação das 
~ 4 4 ' ~ - curvas nao e um criterio que leve facilmente a uma conclusao, Ê 
xigindo a presença de especialistas. A determinaçao do tempo cri 
tico de retirada de uma falta também nao é imediata, tornando-se 
necessário testar vários tempos de retirada da falta, até encon 
trar aquele para o qual o sistema perde estabilidade. 
Devido ás dificuldades citadas os métodcs diretos Ê 
presentamfse como uma possível alternativa. Pode~se definir como 
- ~ métodos diretos aqueles que dispensam a necessidade de soluçao 
das equações diferenciais que representam o sistema, para estu 
dar a sua estabilidade. Um método direto, denominado critério 
* .das áreas iguais, já era conhecido desde algum tempo, mas aplicá 
vel somente a sistemas de no máximo duas máquinas|36|. 
` O método direto que se apresentou como o mais promis 
sor é o devido a Liapunov, por razoes histõricas denominado se 
gundo método de Liapunov e há muito reconhecido como poderoso 
-instrumento no`estudo da estabilidade de sistemas náo4lineares.
~ 
~ A aplicaçao do segundo método de Liapunov a sistemas 
-de.poténcias pode ser resumida nos seguintes passos: 
. ~ ~ ~ 
_ 
l. Construçao de uma funçao de Liapunov (ou funçao V) 
para o sistemar ` . '
_ 
z'. 2. Determinaçao de um domínio de estabilidade usando 
. ~ esta funçao e dado por: ' ` -' ' 
' v(x› < b
_ 
Í onde b é uma constante e X é o vetor de estados do 
sistema. “ _ f ~ i f, 
I 
m ç. 
~ ` ~ ' 3. Integraçao das equaçoes do sistema durante o rpg
` " v
3 
'
- 
ríodo de falta, para determinar o ponto inicial.Xa apõs a retira 
da da falta. O valor de V-ê calculado neste ponto e se “ 
' 
' v(xa› < b . V V - 
-4 
V entao o sistema é estável. _ 
_ 
Observa¬se no passo 3 que ainda é necessária av' inte 
graçáo numérica das equações diferenciais, mas somente durante o
~ período de falta. Do passo 3 observa~se ainda que a condiçao. de 
' ~ estabilidade é imediata, nao necessitando qualquer análise. Esta 
~ 4 V ` _ ‹ ~ - condiçao e apenas suficiente, o que implica que se nao for_ aten 
dida nada se poderá afirmar sobre a estabilidade do sistema. 
V O tempo critico de retirada de uma falta (tc) pode 
ser determinado integrando as equaçoes diferenciais até o estado 
XÇ para O qual ' ' V 
¡ 
_
V 
v(x°›=b 
_ 
_^'
_
~ 
_- Neste trabalho é estudada a aplicaçao do segundo métg 
do de Liapunov ao estudo da estabilidade de sistemas de potência 
O problema da construçao de funçoes de Liapunov e determinaçao 
de domínios de estabilidade é analisado em detalhe; procurando- 
se'apresentar uma síntese dos trabalhos já desenvolvidos. _ 
_ V Ç 
` O capítulo Il apresenta o modelo matemático do siste 
ma.' 
_ 
V» - =_ - _- ~ - 
O capítulo.III resume a teoria do segundo método 
_ 
de 
Liapunov. - z 
_ 
V 
« _~' ,- 
\ -. `_ _ . 
O capítulo IV considera o problema da geração de fun 
ções de Liapunov para sistemas de potência. São apresentados os 
principais métodos encontrados na literatura. ' ' 
V 
_ 
. O capítulo V aborda o problema da determinação de do 
mínios de estabilidade. São analisados e comentados vários méto 
dos, mostrando suas vantagens e desvantagens. ~ . - 
_
. 
\ . 
i O capítulo VI utiliza um modelo mais completo consi 
. . 
_ 
I 
p _. 
derando o caso máquina ligada â barra infinita com reguladores 
de tensão e velocidade, decaimento de fluxo e efeito de salién 
cia.¿ __ 
` u. ` 
- 
- _`. 
Ê- O capítulo VII apresenta conclusões e sugestões para 
futuros trabalhos. i ~ . z ' ' _- ~ _' '
» ~ 4 
CAPÍTULO II 
MODELO MATEMÃTICO DO SISTEMA
. 
2.1. Introdugao 
' A escolha de um modelo do sistema de potência para .a 
utilização de métodos diretos implica um compromisso entre_ o 
grau de detalhe com que o sistema ê representado e as dificuldâ 
des que um modelo mais complexo origina na construção de funções 
de Liapunov,e determinação de dominios de estabilidade. 
_ 
Neste capítulo são apresentados dois modelos. O pri 
meiro representa o caso máquina~barra infinita com reguladores 
de tensão e velocidade, decaimento de fluxo e efeito de saliên 
cia dos polos, e que será utilizado no capítulo VI. O segundo ê 
um modelo para n máquinas, com várias simplifiicaçoes e muito ut; 
lizado na literatura. ._. ' _. 'n 
V 
2.2. Modelo máquina-barra infinita com reguladores. 
~ 2.2.1. Modelo da máquina síncrona. 
V Um modelo típico _máquina-barra infinita ê o dado pe 
la figura l (|38|, |76|, |77|). 
.
_ 
~ ~ Usando as variáveis de Park) as tensoes sao dadas 
por: - _ 
dwd Vd=-rid+-á-E-"W`Yq 
›Q ›.Q 
§+ Q: 
Q» 
alga + 21 *E v = - ri d (2.2) Í
5 
,__ ~ onde' vd, iq, id sao, respectivamente, tensao, corrente e- 
fluxo concatenado de eixo direto, '
_ 
¡ vq, iq, Wq sao, respectivamente, tensao, corrente e 
fluxo concatenado de eixo em quadratura, -
` 
› . ^ . r e a resistencia_da armadura e 
w ê a freqüência angular. . 
' Desprezando as resistências e as derivadas dos fluxos 
de eixo direto e em uadratura em rela ao ao tem o as e ua oes 
L 
P f q Ç 
(2.l) e (2.2) ficam: ` 
_vd = - wWq (2.3) 
V = wW _ (2.4) q q ' - 
Usando as relações 137!: 
_ _ 
_ 
W = f L ` 2.5. 
. q ' q lq (' ) 
id = mf if - Ld id _(2.õ) 
Onde Lq,_Ld são, respectivamente, as indutâncias de eixo di 
reto e em quadiatura e' __ - ¬'
' 
A-' Mf ëdo valor máximo da indutância mútua entre cada fase 
da armadura e O enrolamento de campo. V ~ " _ = “ 
v- i Substituindo em (2.3) e (2.4): 
vd =¿xq iq ¬ _, i2.7› 
vq'= Eq - xd id 
' ~ ‹z.s› 
_
~ 
onde xq, xd são, respectivamente, as reatâncias de eixo _di 
reto e em quadratura e ' 
Eq = wmf if_ 
__ 
(2.9) 
No circuito do campo tem~se: 
,_ d¶ J : . f Ef Rf if + at ' (2f1°f 
~ 
_
~ onde. EÉ ê a tensao de excitaçao e 
¡ Rf ë a resistência do circuito de campo.
I..
. 
~‹
‹ 
X? ‹ 
_Vd__ 1 ‹ x -~--w - 
' "ff f 
nv
W
H N
s 
\;.
‹ âã 
9:
B 
`FIGURA l 
- reatância tpansitõria do gerador _ 
~ *" - reatância da linha de transmissao 
~ susceptância devido ao efeito capaoitivo da linha_de 
transmissao ~ -'- 
~ Q 
- tensão terminal do gerador 
~ tensão da barra_infinita..
Y
Vo
7 
~ wMf 
Multiplicando_(2.l0) por §- :
f 
' 
V wMf 
' 
wMf~dWf 
'zí§Ef =WMf if +íz°;“,ã‹? (U1) 
p g 
wMf` 
Definindo Ef“= ñš- Eš (2.l2) 
- -- W (2.l3) W _ wMf 
V 
F Rf f 
e usando (2.9) obtêm-sezá 
ÕÂFF 
' 
_ 
V
u 
u 
ã'_t?'=Ef" Eq (2.l4) f 
Usando as equações [37] : 
WM . f W ~ ‹2.15) E' ' q Lff f H. .
A
L 
. _ ff \ Tào - Rf ‹2.1§›
s 
_ 1 
I I 
~Eq = Eqi- (xd - x¿) id' ‹2.17)` _
~ ' 4 . _ 
_ 
onde Eq e uma tensao proporcional ao fluxo concatena 
do com o campo, obtêm~se: - “ . ~ * 
¬ @F = Tào [aq - ‹×d - ×à› id] ‹2.18› 
A posição e velocidade angulares em relação a uma rg 
ferência sao dadas por: 
_ 
~V_ s . 
6 = wt ` . (2.l9) 
Se a posição for medida com relação avum eixo que se 
- 
` ~ desloca a velocidade wo constante entao: ' 
6 = (w + w¢) t + ao (2.20)
'onde 
rante e 
a velocidade wo. ~ ~ 
A 8 
w é a velocidade em relação ao eixo de referência gi 
60 é a posição para t = O. 
De (2.20) segue ` 
õ '= =wt ‹'2.21) 
‹ ~ ~ 
e ô dá a posiçao angular em relaçao ao eixo que gira 
O torque é dado por: 
'1:=41ä=1ô _ ‹z.22› 
sendo I o momento de inércia. 
A potência é dada por: 
za P'= T w = w I Õ - (2.23) _ 
V
, 
1 . . f 
› ~ ~ Considera-se que.w nao varia muito em relaçao a wo, e 
que sem grande erro pode-se fazer A _ 
P = wo I õ - › (2,244) * 
definindo-se ' - 
M = wOvI A ç(2.25) 
como a constante de inércia da máquina. . › - 
O balanço das potências atuando na máquina conduz a ` 
P = PO - P - Dw ~ Pe (2.26) 
onde: 
P - é a potência resultante _ 
PO ~ potência mecânica no equilíbrio 
P' - termo devido ao regulador de velocidade 
Dw - amortecimento 
Pe - potência elétrica fornecida;pela máquina. 
Usando as variáveis de Park, a potência aparente ifor ç 
necida pela máquina é:`._ s _ 
_ 
Á' I. 'm.A'
ç
z
A potência ativa ê, portanto: 
. S = vi* =°vd id + vq iq + j‹vq id ~ vd iq) ‹2.27›
' 
Pe = Vá id + vq iq (2.28) 
. A partir do circuito da figura l calcula~se a corren 
te, e usando-se as eqqações (2.3),(2.4), (2.8) e (2.l8) obtem~se:V 
- - VWF (l - Bx) Vo cos 6 
1 = ~ Í - ~. d ¡ | . 9 
- T Xd do Xd 
Vo senõ 
i :.--_-.---.-›-X q q 
x V senõ 
v =-il-il-- d Xq 
' x WF xd VO cosô
v vq = sz z~f+ f~¬s s 
Xd Tdo Xd 
. onde X. = x + x (l ~ Bx) q Q 
substituindo ‹2.29› em ‹2.1s)z 
Xd = x + xà (l ~ Bx) 
X W (x 
(2.29) 
(2.30) 
(2.3l) 
(2}32) 
(2.33) 
(2.3Â) 
- x ) V cosõ . E = sf? ag - Í d d Í (1 ' -L 
_ 
<2.35) q ` | ~¬~Xa Tao xa 
onde Xd = X + Xd (1 - BX) (z¿35) 
Usando (2.28),(2.29),(2.30),(2.3l) e (2.32) calcula-se 
' v¿_senô vã (x¿ - X ) Sen zó P/F Pe = f~. <~. Í + Í s~ 
. 
q 
_ 
* - 
, (2.37› 
x T ' 
2 A partir das equações ‹2.1s›, ‹2.24›, ‹2.2õ› s (2.35› 
obtêm~se o sistema 
.' o 
.' ô=w 
d do 2X X
' 
1o 
w = (PO ~ P' - ow* - A\1/F senö '- Gsenzô)/M (2.38) ' 
YE = Ef - R¶F + U2 cosõ - 
- onde "
O ll 
_ 
` X T d` do- 
' _ 2 
G = 
(xd x,) Vo 
2x' x 
~ .d q ‹2.39› 
(gd _ Xd› Vo ' 
“z = *°""*"?““*"' ' 
. Xdg 
xa 
\R\= __--___- 
. 
I I 
` ,Xd.Tdo 
~ ¢ 
L 2.2.2. Modelo do regulador de tensão. 
' -. 
. 
` O efeito do regulador ê considerado de forma aproxima 
por hm sinal exponencial. - _ . __ * z 
\ "_':' _ 
_
. 
~_Ef - Efo KV Efo e .v (2.40) 
' Em forma diferencial 
' " Éf ê - (Ef - Efe)/Tv 12.41)- 
› ‹> .
x 
2.2.3. Modelo do regulador de velocidade. 
; A 
Para simplificar o estudo, o regulador de velocidade 
representado por um sistema linear de primeira ordem:' '. ' - 
\ 
1 '
. 
5 ë = ~;2p +›gi.wA 
` 
- ‹2.42›
'
.‹ 
- 
, 
ll 
2.2.4. Modelo completo do sistema. 
___. .. ,........`-.,._.. `.... . z 
- \ 
' 4 Usando (2.38), (2.4l) e (2.42) obtem-se o sistema: 
ZS=-w 
_ 
Q = (Po - P' - Dw É A WF senô ~ G sen 2'ô )/M 
V WF = Ef - R WF + U2 cos Õ ' ~ _ 
;| I «P=~9,P+91;wA 'V 
Ef = ~ (Ef - Efo)/Tv 
' Escolhendo-se as seguintes variáveis de estado, para 
que o ponto de equilíbrio fique na origem: . ` * 
X1-:Ô-6° " . 
x2l= w 
X3 = WF ` WFO (2.44) 
. X4 = P š 
X5=Ef`Efo 
. 
' _q _ 
Substituindo-se (2.44) em (2143) obtém~se. finalmente 
o sistema: ~~. V V f ' = ' V 
a àl = X2 qq 
^ x2~= .{- Dxz - A WFO [ sen (xl-+ 60) 
~ sen 60 J - 
- G [sen 2(xl + 60) - sen 2 60 1 *f 
Z 
- AX3 sen(xl + 60) - x4} /M 
= x5'- RX3 + nz {Vcos(xl + 60) ~ cos_Õo 1 (2.45) X3 
X4 = glxzd ` 92«X4 '
I 
×5t= -m×5/Tv
. 
i 12. 
_ 
que representa uma única máquina ligada ã barra infi 
nita e considerando o efeito da saliência, decaimento de fluxo e 
reguladores-de tensao e velocidade. « 
V -2.3. Sistema com n - máquinas. 
O estudo da estabilidade de sistemas multimáquinas 
porlnêtodosdiretos ê, geralmente, realizado usando um modelo' ex 
tremamente simplificado do sistema. tnicialmente ê realizada uma 
redução ãs barras internas dos geradores. Portanto,`um' sistema 
com n geradores terá n barras e poderá ser representado por n 
equações diferenciais. Para esta redução é necessário que as car 
gas sejam modeladas como impedáncias constantes, o que constitui
~ uma aproximaçao reconhecida como sendo inadequada, mas aceitável. 
. Neste modelo a máquina síncrona ë representada por
~ uma tensao constante atrás da reatáncia transitória de eixo dire 
to. Desprezafse o decaimento de fluxo e a açao do regulador `de 
~ as ^ tensao. Considera~se ainda a potencia mecanica de entrada como
l 
sendo constante, desprezando-se a açao do regulador de velocida 
de. 
_ 
.`- “
H 
A potência de amortecimento ê considerada_ proporcig 
nal ã velocidade e devida a atrito mecânico e torques assíncrg 
nos. . __ _ ` À ' 
Normalmente consideranse apenas a máquina síncrona de 
rotor liso, desprezando-se o efeito de polos salientes. _ 
“ ' A rede ë simplificada desprezando-se as condutäncias, 
da matriz de admitâncias do sistema apõs a redução ás barras in' 
ternas dos geradores. - 1 ` 
- 
, 
Com todas as simplificaçoes acima mencionadas, um sis 
tema de potência com n máquinas pode ser representado por n equa
~ çoes diferenciais de segunda ordem do tipo:_ 'L -
â
l 
maquina 
. 1 3 
*T 
\_.|. 
M5
d 
il3 
2 õ. `aô. » aõ. aô, ---_1+zz.--¿+ . -5»-»-1 +m 1 dt2 
onde 
6.1 
n 1 › f tor e um~eixo girando a velocidade sincrona. 
llll 
a â 
b. 13 
i-esima e a j-esima maquina. 
_ p
E 
B.
i _. 
1 at big ( ag dg ) 
. 
E.'E. B.. sen (õi - ôj) = Pmi_ (2.46) 
LJ. Êäp 
P LJ I-' LI 
i=l¡.2¡ ooo¡n `
o ' . _ . , 
ê_o ângulo em graus elétricos entre o eixo do ro 
constante de inércia da i-ësima máquina. 
constante de amortecimento mecânico da i-êsima
f 
- constante de amortecimento assíncrono entre a 
tensão interna da i»êsima máquina. , 
'r susceptância de transferência entre a i-êsima e 
a j-esima barra
P ml ~ potência mecânica de entrada na i~ësima máquina. 
O ponto de equilíbrio de.(2.46) ê dado por 
wi O 1 1, 2, ..., n ,
6 
_- ._ . ,,, 
:_ 60 . ' . - __'_À(2.`47) 
i ¬' i “ ¬ 
onde wi = ôi i = l, 2, ..., n 
No ponto de equilíbrio 
L_|-l`°'1',3 
L_|. `1L |-'- 
P-' 
O O - . ¬ - 
. = . e .= 2 2.48 Eihjxaij sen (ôi A6] ) Pml 1 l. . .n ( 
_
) 
`
_ 
Substituindo (2.48) em (2.46):
14 
azôi _âôi âôi àõ. 
mi 525" +“ai ãÉ` + bij (ãE`-` dt ) + 
«V
+ 
uúmrfip 
`H‹
a 
H-H 
_ _ O _ O = 
= Eimjsij [sen ‹ôi ôj› 
sen <ôi ôj›] o 
- 1 i 
i = 1, 2, ..., n (2.49) 
Para o estudo da estabilidade por mêtodos diretos de 
ve-se descrever o sistema por variáveis de estado, colocando 
(2.49) na seguinte forma: ' ' , . ~ » ' 
~ 
' š = f(x) - (2.50) - 
i O numero correto de variáveis de estado em (2.50) pa 
ra o caso de sistemas de potência foi objeto de estudo por vê 
rios autores |46|, [54|, |55\, |7l|, |74|. Os primeiros traba 
lhos sobre a utilização do segundo método de Liapunov na determi 
nação da estabilidade de sistemas de potência usavam 2n variê 
veis. V . 
. 
_ ,_ \
_ 
-« Por outro lado sabe-se que a ordem da realizaçao míni 
ma (irredutível) de um sistema ë igual ao grau da matriz' função 
de transferência racional do sistema. Em.]46[ escolhem-se as se 
guintes variáveis-de estado: '_ - ' . 
xl = wl 
X2 f= W2 . 
' Xn = wn- (2.5l) 
__ ,_ O . Xn+1 ' 51 51 
_.. __' O 
xn-i-2 ô2 62 
_ _ o x2n _ õn ôn 
p 
n
_ 
Desenvolve~se entao um modelo do`tipo 
â.= AX ¬ Bf ‹õ› 1 _ 
.. 
_ 
‹2.52›. a 
O = Cx '" - -
15 
Com uma matriz funçao de transferência dada por 
» Ggs) z c‹sI - A›`1B ' <2.53›` _H 
' Ainda em |46| mostrasse que o grau de G(s) ê 2n^- 1 , 
para o caso de amortecimento não_uniforme ` 
al' az an . (-,# - f ,,. # -) 1 e 2n-2 para o caso de amorteci 
i ‹ ml m2 1' mn
. 
mento uniforme - 
ml m2 mn 
Demonstra-se ainda que para os casos em que 
.;l'=_.-Zz = 
9. w 
BLUQ 
'U
> (D 
ÊBÍÀ ¢ ÍBÍÊ ¢ ¢ ÍE ¢.À m m ... m p+l p+2 
_ n . V 
sendo p < n e para o caso em que há mais de um conjun 
to de Â repetidos, o grau de G(s) também ê Znjlz `* 
' 
u 
Conclui-se portanto que o número de variáveis de esta
~ do ê 2n-1 para o caso de amortecimento nao uniformeqe 2n~2 para ` 
o caso de amortecimento uniforme, obtendo-se uma realizaçao mini 
ma para (2.53). __ 
q 
'- 'a 
_
V 
' Escolhendo-se a n-êsima máquina como referência og 
têm-se as seguintes variáveis de estado para o caso de amorteci 
mento não-uniforme: 
X1 = W1. 
X2=W24. 
X W 
\ 
n- n 
, .
4 
O O 
×n+l (al - ôn› _ ‹ôl ¬,ôn› _ç2.54› 
_ V _ ' _ o _ o _ 
' xn+2 ” (62 õn) (62 ôn) 
. u 
. 
'_ 
_ _ O _ O¿ X2n~l * (ôn-l › gn) ` (ôn~l Vêm)
= d1ag(m 1 = .. 
= uma matrlz com elementos 
vetor de dlmensão mxl onde 0 = - k 13 1] 
= (1-l n - l‹l+l) + < 
f(ø) tem dlmensao mxl onde 
e um vetor nxl onde = - 
'T' W, oofw 
mx n-l), tal que 
Q o ou 9
_ 0 ou 0 
O 9 
Com esta escolha pode-se escrever (2 46) na forma _ 
da em (2 52) Para lsto são feltas as segulntes definlções 
(2 55) 
= 
1 n o + - sen Õ 
relaclona-se com 6 atraves matrlz F de dlmensão 
.. . . . . _ n-l,n n-1 n
Õ _
_17
_ 
A relaçao entre ô~e w ë
V 
š = sw ' (2.57› 
_ 
í 
_l 
ç
¿ 
uonde, 
›` S›= In_i il 
._ ,l 
. T - Definindo D = FS, observa-se que cada linha de D f e 
termos não lineares em cada equação de (2.49). ' ' a soma dos 
De (2.56) segue que: - 
5 = Cx - (2.58) 
onde C = [O F 1 e O ë matriz nula de dimensão mxn. 
Com estas definições (2.49) fica: 
Q = M'1 RW - M`1 DT f (cx) ‹2;59›~ 
6 =_Sw V 
ÓU }.{ = AX _ Bf (U) ` 
U = Cx ' ` ~ 
> TÔ 
. 
M`l R o~ .
_ onde A = ë matriz quadrada de dimen- 
sao 2n-l. ~ A " ‹ dv » 
M'1 DT ' 
e B - O e de dimensao 2n-l x m 
O modelo aqui desenvolvido ë semelhante ao usado em 
|28| e |46|, e ê conveniente para a aplicação do critério genera 
lizado de Popov para a obtenção sistemática de funções de Liapu 
nov, conforme será visto no Capítulo IV. V 
. Para o caso de amortecimento uniforme sao definidas 
as seguintes variáveis de estado |46| : ` 
_ 
-- 
, . _
1
_ 
18 
-‹ 
Xl=Wl"'Wn 
fg 
Z W2 ` wn , 
x d =lw V- w n-lah _n-l n' . -
_ 
xn = (61 - õn) - (aí - ô°n› (2.õ2) 
= (52 - sn) ~ <ô§ - az?
i 
xn+l 
_ ___o_o -x2n-2 _ (õn-l an) (ôn-l ôn) 
Com estas definições pode-se descrever um sistema com 
amortecimento uniforme do mesmo modo que em (2z60), com uma defi 
niçao apropriada das matrizes. - . - 
4. Conclusão ....__._.....-------
1 
V 
a 
. Foram apresentados dois modelos para o estudo da esta 
` ø q 1 1 1 bilidade de sistemas de energia eletrica. O primeiro considera o 
caso máquina-barra infinita, com decaimento de fluxo, efeito da 
saliência dos polos e reguladores de tensão e velocidade. Os re 
guladores são modelados de forma aproximada. O segundo modelo 
¬ , ~ aplica-se a sistemas com n maquinas. Sao feitas várias hipõteses 
que simplificam o modelo. Embora a maioria de tais hipõteses se 
jam aproximações aceitáveis, outras podem levar a erros conside- 
ráveis. O exemplo mais evidente ë a desconsideraçao das condutan 
cias de transferencia do sistema reduzido. Enquanto que as resiâ 
tências das linhas do sistema original podem ser desprezadas sem 
grande erro, as condutâncias de transferência do sistema reduz; 
` ~ 4 do ãs barras internas dos geradores dependem nao so destas resis 
ø. tências, mas também das cargas modeladas como impedancias cons 
tantes. ~
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CAPÍTULO III
. 
O SEGUNDO MÉTODO OE LIAPONOV 
,3.l. Introdução 
O segundo mêtodo de Liapunov permite o estudo da esta 
bilidade de equações diferenciais, sem a necessidade do conheci 
mento explícito das soluções destas equações. Pode~se fazer uma 
analogia entre o segundo método de Liapunov e a seguinte considg 
ração de ordem física |34| : Se um sistema físico isolado tem um 
ponto de equilíbrio Xe e a taxa de yariação de sua energia E(x) 
com o tempo Êšéši ë negativa para todo X, exceto Xe, então a Ê 
nergia decrescerâ continuamente até o valor mínimo E(Xe). No eg 
tanto, de modo geral, o segundo método de Liapunov independe do 
conceito de energia do sistema. Neste sentido ele pode ser cohsi 
derado como uma generalizaçao do teorema de Lagrange sobre a 
energia potencial mínima, o qual estabelece uma condiçao de equi 
. 
1 
- ':ó 
_ 
'- 
librio |65| . » 
_ 
" 
. ~, 
Neste capítulo são dadas as definições de' estabilida 
de e'os conceitos e teoremas que constituem o nucleo do ¬segundo 
método de Liapunov. O material aqui apresentado segue de perto a 
referência |64|, e aplica-se tanto a sistemas autônomos como 
~ i nao-autônomos. Como, de modo geral, os modelos utilizados nos ca 
so de sistemas de potencia sao autonomos, as simplificaçoes que 
ocorrem nas definições e teoremas para este caso, são destacadas 
` 3.2. Oéfinigões
A 
. dX _ _ _ Seja aƒš ~ f(X,t) O (3,l) 
' uma equação diferencial onde O 
x,(t) à`Rn ._e fz R><R“_>R“i
20 
'í' Definição 3.1: A solução de (3.l) ê uma função veto 
rial ünica ¢(t;Xo, to) diferenciãvel em t, tal que para qualquer/ xo: to 
ç 
` 
V 
V/ 
. 
ç 
-Z' 
:_
' 
` ¢ (to¿\Xo," to) = XO
ç 
' ¬ 
. ‹3.2›
` 
%%(t?"Xo'to) = f' (t,í.x0'tQ)l t') 
V 
_
. 
` ` ~ 
‹ 
V A existência, unicidade e continuidade das soluçoes 
de (3,l) são asseguradas supondo que f satisfaz uma condição_ de 
Lipsçhitzlocal. Com isto (3.l) representa um sistema dinãnico 
contínuo no tempo e ¢ (t;Xo,tO) êuum movimento do sistema dinâmi 
co [34|. W . ' . - . ` I 
'› Definição 3.2: Um estado XO ê um estado de equilíbrio 
de (3.l) em to se ¢.(t¿Xo¿'to) E X5 
AV
_ 
zpara todo t š to. _ __ _' 
V“i'“-“°Íç'No que se seque, o Vetor O será considerado o ponto 
de equilíbrio de (3ll). Isto nao representa perda de generalida 
de uma vez que sempre ë possível transladar o ponto de ~'equilí 
brio para a origem. ,» “~_ \ z ^ ` ..¡W 
. 
.tl 
~ - 
_‹ 
__ 
~ d __ 
\ z« › › . --‹ 
ou
.
o 
UJM, 
--.-_._,` 
o
, 
. 
ç
_
, 
Conceitos de estabilidade. » 
\` __ ~ ` â. 
_ 
./' . I 
\ *¬‹~-› t . , »› , › _ , _ 
, ~` ., - . - _ ‹Íã 
¡ 
«As definições de estabilidade no sentido de Liapunov 
são apresentadas nesta seção. ` 
ç 
. 
" 
V 
í 
'
‹ 
' Definição 3.3z o estado de equilíbrio o de (3.1› ê eg 
tãvel se existe para cada e_> O um número ô(to, e) > 0-, 
É _ tal que 
A 
-_ _'ç_ 
A 
A 
ç' 
_
. 
_\.\ 
` 
ç 
||xo|| 5 
ô (to, ê1›=¿> ||ø'e‹t;XO. to›|I< ef 
'» D Definição 3.4: O estado de equilíbrio 0 de (3.l) e 
uniformemente estável sobre [to, w) se, para cada E > 0, existe 
6 (€Õ > 0 tal que , , . 
_ 
-
` 
7 ‹ - 
'
_ 
1 ,
' 
"X1" < Õ (ë)~'_\'°i as to ==>Hø (t.i-X1' tl.) < É 
I; 
. . . \\` . 
| ~ 
` 
_‹ 1 
_, 
'
. .
' " 21 
Neste caso 6 náo depende de to. 
'O conceito de instabilidade ë dado a seguir: ¿
~ Definiçao 3.5: O estado de equilíbrio O em to ê 
instável, se ele náo for estável no tempo to. . 
V _Quando o movimento nao somente permanece na vizinhag 
ça do estado dejequilíbrio, mas retorna a ele apõs uma. perturba 
çao, tem se estabilidade em sentido mais forte do que o definido 
anteriormente. De modo mais preciso: _ - 
Definição 3.6: O estado de equilíbrio 0 em to ë está 
vel assintoticamente em to se: V ~ “ 
4 
Va. É estável no tempo to. 
b. Existe um número ôl(tO) tal que z 
» HXOH < Õl(to):::$||ø (t¡XO, tO)I| + O quando t +w. 
, 
_ .~ Definiçao 3.7: O estado de equílibrio O no tempo to ê 
estável assintoticamente uniformemente sobre [to, M) se: 
a. É estável uniformemente sobre [to, W). 
_ 
~ 
_ \ 
b. Existe um número Õl > O tal quet 
. . ` .
o 
= HXIH < Ôl tl ã to ::i> Hø (t;Xl, tl)Ll + O quando 
t'* W, a convergência ë uniforme com respeito a tl. p 
No caso de estabilidade assintótica o conjunto 
Bôl ~‹tO› =={ X z R” / IIXH < õ1‹-ton
~ 
4 ~ ~ ` 
. e uma regiao de atraçao para o estado de equilíbrio 
O, pois qualquer trajetória com estado inicial pertencente a eg 
te conjunto no tempo to, convergirá para O.-Para Ó caso de esta. 
bilidade assintótica uniforme, o domínio de atração náod dependo 
rá do tempo inicial to. 
' _" ` .« 
É 
D Definição 3.8: O estado de equilíbrio 0 no tempo to ê 
estável assintoticamente globalmente se t _ “ ' .' 
- Q (t;XO, to) -› 0 
A quando t~+_§ 
qualquer que seja XO no tempo to.
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Neste caso o domínio de atração de O será o Rn¡ e o 
sistema terá necessariamente um único ponto de equilíbrio em to.
~ 3.4. Funçoes definidas. 
_, _ 
' O método direto de Liapunov envolve vãrios conceitos 
sobre funções, os quais são vistos a seguir. 
A 
'
V 
Definição 3.9: Uma função contínua a: R + R perten 
ce ã classe K se: . ~ 
' 
a. a (.) não decresce 
b. G (0) = 0 ¬ 
-c. G (P) > 0 sempre que p > 0. 
A primeira condiçao significa que u aumenta monotonii 
camente com p. . 
_
z 
Definição 3.10: Uma função contínua V: R+ XRn + R'ê 
uma função definida positiva localmente se: t R' * 
_ 
› ` _ a.v(t,o›=o,>V¿1z_>zo-‹ .-
ç 
H elf b. V (t, X) ä q( HX[|), li t ä 0,cxpertenbente a clas 
se K, e para X pertencente a uma reqiãoi ' 
V
f 
- Br = {X : HXH- s r }, r. >‹ 0. . _ 
fz... 
" 
. 
Se“a condiçao b for vãlida para todo XgR e u(p) + w 
quando p + w então V ê uma função definida positiva. _ 
X 
u 
Para o caso de função independente do tempo tem-se' a 
seguinte definiçao, com condiçoes mais simples de serem verifica 
das: _ - 
' 
` 
~ 
e 
Í 
.
' 
" 
' ~ 
_ 
~ ' -re n ¢ 
¡ 
Definiçao 3.11: Uma funçao continua W : R + R e dg 
finida positiva localmente se e somente se: ` 
_\
' 
1 - a. W(0) = O . -
4 
I 
b. W(X) S 0, V.X.# O pertencente a Br = {X: HXH g r}, ,
-.. 
_ 
I _ 
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' 
' 
_ Se b for válida para qualquer X f O e W(X) + w quando 
HXH + W, uniformemente em X, então W ê uma função definida pg 
sitiva._ ^m_ . ‹ ._ Himirwlir, 
~ ~ _ 
_ V 
Deve-se observar que as condiçoes da definiçao_ 3.11 
são necessárias e suficientes. _ 
~ i ~ Definiçao 3.12: Uma funçao-contínua V : R+ XRn + R 
ê decrescente se existe uma função 8(.) pertencente a classe K 
tal que V (t, x) 5 5( “x]\), xƒ t 2 o,)¢ xâBr Onâe 
Br = { X : HXH < r } , r > Oi 
Uma função contínua W(X) : Rn + R ë sempre decreâcen 
te. › ~ 3 ' 
_3.5. Principais Teoremas sobre Estabilidade 
Ã' Nesta seção são apresentados os principais .teoremas 
sobre estabilidade, os quais constituem o nücleo do método dire 
to de Liapunov. Os teoremas consideram sistemas não autônomos, 
" A observando-se que se sfmplificam para o caso de sistemas autong 
mos. ' - ~ ~ 
' Teorema 3.1: O estado de equilíbrio O no tempo to de 
(3.l) ê estável, se existe uma função definida positiva local, 
continuamente diferenciâvel, tal que ' - 
_
_ 
v (t, x).5 0, y t z to , y.x â Bi 
onde Br = { x z ||x¡| < r } , r > O 
_ 
Í
_ 
1 Teorema 3.2: O ponto de equilíbrio O no tempo to ê
_ 
uniformemente estável sobre [to, w) se existe uma funçao defini 
da positiva local V, decrescente, continuamente diferenciãvel , 
tal que 
_ 
» 
'
- 
. 0 ' 4 v‹t,X›s0, V tzto..X1¿ xzzfir.
- 
, 
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- No caso de sistemas autônomos, os teoremas 3.1 e 3.2 
são equivalentes, pois os conceitos de estabilidade e estabilida~ 
de uniforme se equivalem. ' ' m~~-~~~-»* ,_ 
_ . Para o estudo da estabilidade assintótica e da estabi 
lidade assintótica global aplicam-se os teoremas seguintes: 
Teorema 3.3: O estado de equilíbrio O no tempo to de 
(3.l) ê estável assintoticamente uniformemente sobre o intervalo 
[ to, W), se existe uma função definida positiva local, decres - 
cente, continuamente diferenciãvel, tal que -V ê definida positi 
va local.- -,V 
f ,Para um sistema autónomo, a condição de que V deve 
4 ø , , n a a ser decrescente e desnecessaria pois V : R + R sera necessa 
riamente decrescente.
. 
Teorema 3.4: O estado de equilibrio O no tempo to de 
(3.l) e estavel assintoticamente globalmente se existe uma fun 
ção V definida positiva, decrescente, continuamente diferencia 
vel, tal que: ‹ ' ` ' 
ç 
` 
.V (t, X)-é - Y(||X1|),)¢ t' z to,)% X 5 Rn onde Y per 
tence a classe K. ' ' ~ 
L I ., 
Al N Ó A condiçao de -V ser definida positiva localmente pa 
ra existir estabilidade assintótica ê, em muitos casos, restriti 
va e pode ser substituída por uma condiçao mais branda. Esta con 
diçao ê dada pelo teorema de La Salle, o qual só se aplica a sis 
temas autônomos ou periódicos. ' 
_ 
H
' 
Teorema 3.5: Seja (3.l), um sistema autônomo e 
V: Rn + R uma funçao definida positiva localmente, continuamen 
te diferenciavel, em uma regiao Br. Supondo V (X) 5 O V. X âBr 
e seja m = sup V(X). Definindo-o conjunto S tal quef_ 
V HXH <r .
_ 
S={Xzv(X)<m,\°/(X)=0}z 
_ se S nao contêm nenhuma trajetória de (3.l) além da 
trajetória X 5 O, então o estado de equilíbrio O de (3.l) ë das 
sintoticamente estável. ' 
_ 
. . 
. Este resultado pode ser estendido para o caso de esta 
bilidade assintótica global através do seguinte teorema: i
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Teorema 3L6: Supondo que (3.l) ë autônomo e`V : Rn+ R 
ë uma função definida positiva, continuamente diferenciâvel, com 
<. >< 
. ' 
\ ä < O X E Rn. Supondo ainda que o conjunto S = { X 5 Rn : 
: V(X) = 0} não contêm nenhuma trajetória de (3.l) diferente de 
0. Então O ë um ponto de equilíbrio estável assintoticamente glo 
balmente de (3.l). 
3.6. Conclusao 
Foram apresentados os conceitos de estabilidade e os 
teoremas que constituem a essência do segundo método de Liapunov 
O caso de sistemas autônomos, no qual normalmente se enquadram os 
modelos dos sistemas de potência em estudos de estabilidade, ë 
destacado
M
s
Õ
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cAPITuLo Iv
` 
` §£RAçÃo DE FUNÇGES DE LJAPUNOV 
-4.1. Introdução 
São conhecidos vários métodos para gerar funções de 
~ . Liapunov, mas poucos sao de utilidade prática para o caso de sis 
temas de potência; 
_ 
.
`
~ Em [15] sao utilizados os métodos de Cartwright e Ai 
zerman para o caso mâquina~barra infinita. Em |58I é usada uma 
funçao de Liapunov quadrãtica,.baseada no método desenvolvido em 
¡12 
do de Zubov |27| foi empregado em |76| para o caso mãquina~barra 
O método dos gradientes variáveis é usado em |l9| . O métg 
infinita e em |l4I para o mesmo caso mas com um modelo mais deta 
lhado; O método generalizado de_Zubov'apresentado em |59|, foi 
utilizado para gerar funções de Liapunov para o caso mâquinaz li 
gada a barra infinita com diferentes modelos em [50 
Todos estes métodos são de difícil aplicação para sis 
temas multimaquinas e sao pouco utilizados na literatura. I 
A funçao tipo energia, construída a partir de conside 
rações de ordem fisica, tem sido largamente utilizada em muitos 
trabalhos para sistemas com n máquinas. .- A 
Ê O método de Popov permite a construção sistemática de 
funçoes de Liapunov. Ele engloba o procedimento de Kalman, usado 
para o caso máquina-barra infinita em |44|, e o método baseado
~ na demonstraçao do teorema de Anderson-Moore, utilizado em' vã 
rios trabalhos (|28|, I46I, |69|, |7l|, [73|) para o caso de n 
maquinas. - ' - 
' Neste capitulo a atenção serã focalizada no método de 
Zubov, que apresenta um especial interesse teõrico, na função ti 
po energia e no método de Popov. .'-
.›
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4.2. Mêtodo de Zubov |27| 
_ 
«~
» 
A O método desenvolvido por V.I. Zubov apresenta um des 
pecial interesse, pois permite a determinação, ao menos teorica 
mente, do domínio de estabilidade exato de um sistema. 
I
_ 
Dado o sistema: ' ' 
X = f(X) *(441) 
~ ~ a soluçao da equaçao diferencial parcial: 
‹graa v›T f‹x› = - ¢<x› fi-v) (4.2› 
onde 
X ê o vetor de estados e
~ 
V 
¢»ê uma funçao definida positiva ou semi-definida pg 
sitiva, permite determinar uma funçao de Liapunov V. 
z . . f 
~ Todo ponto do espaço de estados que pertence ao dom; 
nio de estabilidade assintótica, obedece ã condição:' , 
_
\ 
` Oá V< l ' -(4..3v);“ 
Portanto ' ` 
V ‹ 
V = l . (4.4.) A 
dã a fronteira exata do dominio de estabilidade de 
‹4.i). 
Deve-se ainda observar que a escolha de Õ nao afeta a 
~ ' determinaçao do domínio. - _ 
Embora teoricamente o método de Zubov resolva o pro 
blema da determinação exata do domínio da estabilidade, na prãti 
ca apenas em casos especiais consegue-se uma solução fechada pa 
ra (4.2). . »' . 
1 
V 
H » Escolhendo-se entao Õ de forma quadrâtica, determina- 
se V como uma série infinita da forma: - 
V = V2 + V3 + ... + Vm + ... + Vw (4.5) 
onde Vm'ë uma forma homogênea de grau M em xl, x2,... 
x ou se`a ~ _ ‹ ' z V Ú Í -` . A n 3 z _ À . _ H _
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.. M vM‹v×1, Yxz. ...,,v×n› = Y vM‹×l, X2, ..›. ×n› ‹4.õ› 
para Y constante. .¡,` 
~ z -«' - Limitaçoes de ordem computacional exigem, no entanto, 
que a série seja truncada até um grau N determinado: 
V(N) = V2 + V3'+ ... + VN ~ (4.7) 
O domínio de estabilidade ë agora determinado de ma- 
neira apenas aproximada e ê dado pelo menor valor de '
V 
tã contida 
do-se
\ 
V(N) = C,' C > O, (4.8) 
tangente a superfície 
v‹N› = (graâ~v›T f‹x› = o (4.9)
~ Pode~se demonstrar que a regiao assim determinada, es 
no domínio de estabilidade exato. ~ 
A equação (4.l) pode ser decomposta em série, obten 
. E _ 
-- = "l Psixi + Z PS (ml, mz, . ., mk, ..., mn) Q 
nz
W
Nm 
H- 
FD
H 
ml mz mk ITI xl X2 ,.. xk ... xnn 
mK l S-=>l, Ç.z, n . (4,lO) wrwä
H
v COIX1 
e a parte linear deve ser estável. 
Substituindo (4.7) em (422): 
CO¡"1';3
H 
,`_Q)
<
m 
Q) < 
U)
. Q) <
m 
2 3 N _ 
= 5;" 
* 5;' + --- + 52") fS<X) * 
= - ¢(x) (1 - V2 - V3 ... - vn) 
' 
. 44.11) ' 
substituindo (4.1o› em (4.11)z
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n 'BV SV GV n 
Zi (íšš + íšâ + ... + íšäl (X .Psixi + » S=l S S' SÕ i=l 
_- _ ' 
_ 
f ` ml mz mK + ZPs(ml, mz, ..., mx, ..., mn) X1 X2 ... XR ... 
m _ 8 ' _ «_ _ _ --‹ Xnn V- ®(X› (Vl V2 V3 ... VN) -
= ~ 
Q 
+ ÔVZ + QV3 + ... + ÔVN (4.l2) 
Comparando termos com a mesma potência em Xza 
mas 
PJ
. OJ < :v 2 f¬'-. 
= 5;; (šzl Psi xi) 
- ® (4.13) 
o que permite achar V2_ 
5Vm n . 
2 ãx (šzl Psixi) 
= Rm (Ê1' 32' '°' Xn)_ mfflä F_
,
W 
m-= 3, 4, ..., N . (4.l4) " -
~ 
I , onde Rm ê funçao homogênea de grau m, obtida a.partir 
de (4.l2), determinando-se V3, V4, .,., VN. › _` . - 
' O uso de uma série infinita em (4.5) deveria ,teorica 
~. 
... lr ' ímente, permitir a determinaçao da fronteira exata do dominio de 
estabilidade. A limitaçaofikšordem computacional restringe esta 
série a um pequeno numero de termos, reduzindo o dominio. A esta 
desvantagem soma-se ainda a característica de convergência ânao 
monotõnica, o que significa que o uso de um numero maior de ter 
mos na série nao leva necessariamente a um domínio maior. 
' 
' O método de Zubov foi utilizado na literatura «apenas 
para o caso mãquina~barra infinita. Em [76] considera-se o efei 
to-de saliência e de amortecimento variável; Em Il4I ê, incluído 
ainda o efeito devido ao decaimento de fluxo. ' 
‹ ~ , ' 
. A aplicaçao do metodo exige um grande esforço computa 
cional, e nenhuma aplicação a sistemas multimãquinas foi até 
agora publicada. ~ . › . 
_ 
'.
_
'
á 
.so
~ 4.3. Eunçao tipo energia 
_.. u 
- - ~ ~' As primeiras funçoes de Liapunov aplicadas a sistemas 
de potência foram derivadas por tentativa, fazendo considerações 
sobre a energia do sistema. ' ` - - 
. O trabalho clássico de Magnusson, estendido posterior 
mente por Aylett, já sugeria o uso da função energia do sistema 
e o ponto de equilíbrio instável com menor energia, para o estu
~ do da estabilidade de sistemas de potência e para a determinaçao
~ do tempo crítico de eliminaçao de faltas. Trabalhos .posteriores 
realizados por Gless |24|, El-Abiad e Nagappan |l7|, também uti 
~ ~ ~ lizaram funçoes tipo energia. Estas funçoes sao conhecidas como
~ tipo energia por nao representarem realmente a energia total do 
sistema, já que as condutáncias de transferência do sistema redu 
~ ~ ~ , ~ zido sao desprezadas. A funçao energia nao e uma funçao de Liapu 
nov para o sistema de potência, pois sua derivada em relaçao ao 
tempo ê indefinida (|l7[, |69\). , - ' _` _- 
_r ~ Funções tipo energia têm sido aplicadas em trabalhos 
recentes, nos quais o uso de métodos mais refinados para a esti 
¿maçáo de.domínios de estabilidade, produz resultados satisfatä 
rios e de utilidade prática em estudos de estabilidade de. siste 
mas de potência. '- ` ê 
_ 
_ L 
Usando o modelo (2.6Ó) a função tipo energia para» es 
te modelo ê dada por: 
_ 
a 
' 
`
A 
T m UK - V = w Mw +.2 E Í f(øK) døK (4.l5) ' K=l o . 
onde w, M e f(0K) são definidos no capítulo II. 
-> 
¿ 
Usando estas definiçoes a expressao (4.l5) pode ainda 
ser escrita como: «
_ 
I-'-M5 
I-" 
ro + 
P-M5 
I'-' 
MD V = M;w. . E-E-B-- ~ cos 6-- + 
= l 1 =1- j=i+l 1 3 lj [ l3_ 
- o _ _ o o s .w + cos ôij piôii._ óij) sen ôij J (4.l6f
_ 
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~ 
_ 
A derivada de (4.l5) em relaçao ao tempo ao longo da
~ soluçao de (2.60) ê dada por: ' t ' , 
vo; WT Rvw « - ‹4.17) “.h.liW_m , 
A p 
A matriz R ë definida negativa, e portanto Ú ê, semi- 
definida negativa no espaço de estados usado. Utilizando o teore 
ma 3.5 comprova-se que (4.l5) ë uma função de Liapunov para a es 
tabilidade assintótica do ponto de equilibrio de (2.60)..
_ 
A função (4.l5) ë adequada para sistema com amorteci 
mento não-uniforme. Para o caso de amortecimento uniforme ë usa 
da a função ([26], |69[, |73|): 
V
' 
` 
E ~M.M. (w. - w.)2 
= j=i+1 1 3 1 3 v =. .ze zsz" ~ f t+ 
P-MS 
¡-" 
I'-' 'J
N W515 
1-' 
QE
1
+ eras 
›-= 
›-= 
L_|.M;3 
E.E.B . [- cos ô.. + cos 69. - 1 
=i+l. l 3-13 - 13 A 13 
_ 
O O - ‹õij _ ôij› sen õij ] ‹4.1a› 
; Em (4.l6) e (4.l8), o primeiro termo do ladoi direito
_ está associado a energia cinética do sistema.
_ 
Hffiö 
I-I 
›-= 
L_J.M',:$ 
ç 
_ 
_ o ~ 
_' _: =i+l EiEjBij [À-cos ôij 
+ cos öij] e O termo 
associado ã energia magnética armazenada nas diversas 
linhas de transmissão do sistema. O termo ' 
Hffib 
l-' 
F-' 
g_1.D'1
5 
_ 0 0» _ 
: :i+l EiEjBij (ôij âij) 
sen öij representa uma 
energia de posição. Estes dois últimos termos são associados' ã 
energia potencial do sistema. - 
Uma interpretação da função tipo energia será dada na 
seçao referente ã determinaçao de domínios de estabilidade.
V
u
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Em alguns trabalhos a função tipo energia ê usada,com 
as variáveis de estado definidas em relação ao centro de ângulo 
do sistema ([7], |22|, |23|). 
_ 
4.4» Método de Popov.
1 
4.4.l.`Çaso de uma ünicafinão-linearidade. 
O estudo de sistemas de controle do tipo linear, com 
uma realimentação não~linear, recebeu uma grande atenção por-par 
te de muitos autores, nas últimas décadas. Uma contribuição im 
portante, para o estudo de tais sistemas foi o problema apresen 
tado por Lurie e Postnikov, relacionado a um sistema descrito 
por: 'ç 
' ›_.
_ 
' 
:Z = A X + 1» f.(ø)` (4.‹19) 
O = CT X k 
onde A ê nXn, ~ 
- ó 
x, b e›C são vetores nXl, 
O ê um escalar L V _ . p › 
. _ _ G(s) = CT-(5I~A) lb ë a funçao de transferência de 
(4.l9) e f s ã classe de funções tais que l 
~ - 
l. f ë funçao contínua de valores reais 
2. f(O) = 0 j (4;20) 
3.o<Uf‹ó›<021<,õ;fo . ~ 
A não-linearidade obedece, portanto, a uma condição , 
de setor, mostrada na figura 2. 
O problema da determinaçao das restriçoes que devem 
ser atendidas pela parte linear, para.que o sistema (4.l9) seja 
assintoticamente estável globalmente (a.e.g.), qualquer que seja 
a função zf(o), pertencente a classe definida em (4¿20), ê conhe
_ i z
A 
I' 
1 
.v 
` 
E¡"ÍY.i`f2If. , 
:~;.fš;\.f`?` 
1.. 
7% 
Q_âqz_91g_¿ ígmu@mcâe3w%&_ 
Koi 
f(ø) 
ñ _ »*. -¬ > O 
FIGURA 2
\
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cido como problema de Lur'e-Postnikov. Estes autores estudaram a 
m
_ 
estabilidade de (4.l9) usando uma funçao de Liapunov do tipo par 
te quadrãtica mais integral da não-linearidade. l ' 
. 
a 
_ 
I “IT 
Í 
. 
` 
‹. V 
_ T C X V(X) = X PX + f(G) do› (4.2l) 
o¢í¬ 
«conhecida como função de Liapunov do tipo Lur'e~Post- 
nikov. - e ' 
Os trabalhos de Popov conduziram a um critério no do 
mínio da freqüência que dá condiçoes suficientes para (4.l9) ser 
a.€.g. 
ç 
A
‹ 
Critério de Popov: Q sistema (4.l9) ê a.e.g. para tg 
da função pertencente ã classe definida em (4.20) se: - 
¶ (w) = Re (l_+ iqw) G(iw) Z O.” (4.22) 
_ para todo w real e para algum q 2 0.* ` 
› Posteriormente Kalman e Yakubovitch demonstraram que
~ o critério de Popov ê condiçao necessária e suficiente para a 
existência de uma função de Liapunov_dada por (4.2l) para o sis 
tema (4.l9). ' . - 
l 3 Calculando a derivada de (4.2l) em relação ao tempo: 
ü(x) = XT [ATP + PA] x + 2xT_gbf_(U) + qcTA x*f (õ) + 
+ qcTb fz (0) _ _ V _ ‹4¬;3) * 
Somando e subtraindo š fz (U) e 2pT x,/r' f (U ) em 
(4.23), onde p e um vetor e ' 
ç 
f
_ 
i 
._ /'T r'-'Ê qCb. 
- %‹x› = -xT [ATP + PA] x - zpf x VFE” f‹õ› + rf2‹õ› 
_ 2xTëbf‹q› - qcTA x_f‹õ› - Ê f2‹6›`+
` 
~+ 2pT x /É' f<ø› ‹4.z4) 
V Supondo que exista um vetor p tal que: 
p .jr = Pbl~ h 
4 H- (4.25.a) i
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ATP + PA = - pTP ‹4.25.b) 
onde h = ¬ %.(qATC + Ê) Â (4.25.c) 
e substituindo-em (4.24Í,iobtëm~se: ' 
-š/‹x› =['p“`x -J? f‹õ› ]2 +>f‹z› [0 - Ê-Éfl] ‹4.zõ› 
_V Portanto, o problema de determinar se V(X) ê definida 
negativa ou semi-definida negativa ê grandemente simplificado se 
existir solução para_(4.25). Condições necessárias e suficientes 
para a solução de (4.25) são dadas pelo seguinte lema: 
Lema de Yakubovitch-Kalman: Seja A estável, (A,b) com 
pletamente controlãvel, h um vetor real e r um escalar real. En 
~ 
. 
V 
. T . . tao existem um vetor real p e uma matriz E = P > O satisfazendo 
(4.25) se, e somente se, a condição (4.22) for satisfeita. 
, A determinação do vetor p, pode ser feita pelo proce 
dimento de Kalman I35]. ç- g as 
Procedimento de Kalman: .. 
l. Faz-se a fatorização espectral de (4.22) que fica 
na forma
_ 
' w (iw) = e(iw) e(-iw› (4.27) 
.2. calcula-se v(iw) = - e‹iw› +¢fíÍ w‹iw› ‹4.28› 
- -à. 
onde W(iw) = det(iwI - A).` ~ - 
_ 3. na iâentiaàâe pT‹1w1_- A›"lb 2¿§%%§% ‹4.29)A 
determina-se o vetor p. ' ` 
“Ç ' 4, Substituindo em (4.25.b)'resolve-se para a matriz 
P. Com isto fica determinada a função de Liapunov da forma (4.2l) 
; 
_ 
Deve-se observar que no caso de_muitos sistemas, e`em 
‹ ,_ ~ _ particular no caso de sistemas de potencia, as nao-linearidades 
satisfazem a condição de setor (4.20), apenas em um intervalo de 
terminado. Portanto não ë possível concluir estabilidade assintë 
tica global. Mas pode-se construir uma função de Liapunov do ti 
po dado em (4.2l) que permite a determinação de uma região de es 
tabilidade assintótica ao redor do ponto de equilibrio estável .
A determinação 
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deste domínio foi discutida por Walker e McClam 
roch |66| e Weissenberger |67|. * ›. ' 
Um,sistema constituído de uma máquina ligada ã barra 
infinita ou de 
~ ~ 
duas máquinas, pode ser representado por (4.l9). 
Pode¬se portanto construir.uma função de Liapunov do tipo (4.2l) 
usando o procedimento de Kalman \4Á\. 'i . - 
.¬.. 4 ~ 
^ 4.4.2. Egtensao para o caso-de multiplas “nao-lineari 
dades. - 
Seja o sistema dado por:
_ 
X2 
U: 
onde X ë 
Aê 
Bê 
cê 
` e f 
AX- Bf(o) 
_ 
(4,303 
CX . 
nXl, 
nXn, 
nxm, . 
mXn. . 
ê um vetor mXl onde fi (0i)¡ou seja,Ó i~êsimo com 
nete de f sõ depende de oi,e tal que fi pertence a classe- defi 
nida em (4.3). 
Pode~se propor para este sistema uma função de Liapu 
nov do tipo [ll : ' V ` 
V: 
, 
_
0 
of `. 
_xTPx + 2 I fTQ ao ‹4.31) 
'onde Q_= diag (qi). ' 
' 
` ~ Calculando a derivada de (4.3l) em relaçao ao tempo: 
V: xT‹ATP + 1>A)x - 2xTPBf + 2fTQcAx - 
-.2fTQc1sf . ,l - ‹4.32› 
, 
d T--1 TT 
-- Somando e subtraindo 2f K Nf + 2X C Nf
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onde . N = diag(ni) 
K = diag(Ki) 
em (4.32): - ' 
V 
; _ 
š = XT (ATP + PA›x - 2xT{:PB - ATCTQT - CTNJ f - 
- 2fT [QcB + K lN]- 2 [fTNõ - fTK lNF] ‹4.33› 
'ou ainda: V 
-~ V = -xT(ATP + PA)x + 2xT [PB ~ ATCTQT - CTN] f 
+ fT [oca + BTCTQT + 2K"1NJ f + z 
À 
+~z [fTNõ - fTK`lNf] (4.34› À 
Supondo que exista soluçao para o seguinte conjunto 
de equações matriciaiszd z 
*PA + ATP = - LLT › 
A ~PB = ÀTCTQT + CTN - Lw az ‹4.35›d 
.VwTwj= 2NK'1 + QCB + BTCTQT 
e substituindo em (4.34): .
_ 
~V =1:xTL - FTWT 1 ÍtTx 
- wFJ` + « 
+-2[FTNø .- FTK'lNF] (4.36› 
` 
_ ou ainda: - ~~ ' 
_ 
. .T 
-vm§”£xTL - FTWT] ÍXTL ¬ FTWT] +m,¬ 
“ + 2 EFTNU - FTK`lNFÃ (4.37) 
~ 
'i Portanto, se existir solução para (4.35), -Ú serã pe 
lo menos semi-definida positiva, uma vez que ê a soma de uma eš 
pressão quadrãtica e uma expressão que, pelas condições de setor 
‹ ~ 4 ' das nao~linearidades, e sempre positiva., 
p 
, 
- Q 
_i 
~ As condições de existência de solução para (4.35) são 
dadas pela versão matricial do lema de Yakubovitch-Kalman. Diver 
sas formas desta versão foram apresentadas por vários autores , 
mas aqui serão utilizados os resultados obtidos por Anderson |2|
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Definição 4.1: A matriz H de dimensão mXn ê real posi 
tiva se: - 
~ - a. Os elementos de H(s) sao analíticos para Res > 0.
* 
b. H*(s) = HT(s ). “ ~ 
c. A parte hermitiana de H(s) 
.v 
'
- _.V * Ê J (S) â”% [H(s) + H (s)J e semi~definida positiva 
para Res > O. `
A 
Aqui * denota conjugado transposto. ' 
Lema 4.1 ¶2| z Seja H(s) uma matriz de funções de 
transferência racionais tal que Hm ê finito, H(s) tenha polos em 
Res < O ou que sejam simples para Res = O. Se {Cl, A, B¡ Hm} ë 
uma realização mínima de H, então H(s) ë real positiva se, e so 
mente se, uma matriz P definida positiva e matrizes W e L exis 
tem tais que: › . 
ç
V
z 
` PA + ATP = -LLT A 
PB = cf - LW (4.38) 
WTW = Hw + HE _ _~ 
'
K 
De (4.35) e (4.38) tem~se: 
V 
1 
' 
_
~ 
T T T T T -1 ' “ -1 ‹ H(s) = [A c Q + c N] - (SI ~ A) B + Qcs + NK 
O 11 V 
H‹â) = NK`l + (N'+ os) G KS) ' 
l 
(4.39› 
___‹ . . “onde 
G(s) = c‹s1 - A›`lB 
~ A ê a funçao de transferencia da parte linear de (4.30) 
A condição H(s) real positiva corresponde ã condição 
(4.22) e ë conhecida como o critério de Popov generalizado. 
z Da análise anterior segue imediatamente o teorema de 
Anderson-Moore enunciado a seguir: 
' Teorema 4.l |46| : Se existem matrizes diagonais re 
ais N = diag(ni), Q = diag(qi), i = 1, 2, ..@, mn com ni Z O ,H 
qi 2 0, ni i qi >`O, e Êí não e polo de nenhum elemento da i-Ê 
sima linha de G(s) e qi tal que: j- .'V 
'ig 
1_ Â r
`
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H(S) = NK_l +[N + Qs] G (S) ê real positiva (4.40) 
então (4.30) ê estável. É . ` 
' Usando este teorema pode~se construir uma funçao V da 
da por (4.2l)¡ resolvendo o sistema (4.35), desde que seja aten 
âiaa a conaição ‹4.4o›.~ « Í 4. c
~ 4.4.2.1. Aplicaçao açum sistema com n maguinas. 
- f bm vários trabalhos (|28|) I46|, |7l|, |73|) foi uti 
lizado o critério generalizado de Popov para a construçao de fun 
ções de Liapunov para sistemas com várias máquinas. No que se 
segue, este critério será utilizado resolvendo-se o sistema de 
equações matriciais e mostrando que os diversos resultados apre- 
sentados na literatura são obtidos a partir desta solução' genš 
rica. . " " z - . 
V 
Usando o modelo (2.60) e desprezando-se os coeficien- 
tes de amortecimento assíncrono, a matriz função de transferên 
cia ê dada por ' 
V 
- 
.
` 
¡ “ G(s) = Ê D‹âM - R)ÍlnT (4.41) 
onde (SM - R) l ê diagonal e portanto G(s) ê 'simêtri 
Ca.. ` ' ' _ 
' Escolhendo-se N ='nI e Q = qI onde n > O, q-> O z e 
K_l =“O (condição de setor infinito), e substituindo em (4.39): 
_., . H(s> = (n +qs› É D‹SM-R)`1nT (4.41› . 
ou ainda 
_ 
n + os - . - _ . onde . 
_ 
e o termo da 1-esima linha da ma s(5mi + ai) - _ - 
triz diagonal i§_i_gs) (SM _ R)-1. 
s' - ~
«4O 
V 
Para H(s) ser real positiva devem ser satisfeitas as 
condições da definição 4.1. A primeira condição significa - que 
Vnao existem polos de H(s) no lado direito do plano complexo. CQ 
mo os polos de H(s) são da forma s =`0 e s = - âš onde_ ai > 0, - 
mi > 0,segue~se que esta condição ê satisfeita. De (4.42) ê ime 
diato que a segunda condição também ë satisfeita. Resta verifi 
car a última condição. Como H(s) ê simêtrica: 
‹ T _* A * 
- - H (S ) + H(s) = H(s ) + H(s) = 2_Re H(s) (4.43) 
De (4.42): . ' 
2Re H(S) = 2D {Re 
} 
DT 
ü 
(4`..44) ` 
e a condição ê satisfeita se 
Re {šT%ñÊ~%ãã;T X; O 
V 
para Re(s) > OV (Â.45) 
Fazendo s = iw, a condição suficiente para a validade 
de (4.45) ë: . ' ' 
~ nmi 
. 
qq? ã- para todo i. (4.46) \ 
. J. -
1~ 
. Para a aplicaçao do teorema de Anderson~Móore ê ainda 
necessário que N + Qs nao cancele polos de G(s). Os heros de 
, N + Qs sao da forma S = - 3 e os polos de G(s) são da f Vforma 
4. 
VS=O 
z 
V V~
. 
ai ~ 
s =~- - ' m.1 
' Portanto, para que nao ocorra cancelamento de polos ë 
necessário que z 
q#‹×› _ 
nmi 
sr*--a
1 
Os valores de q devem então atender as condições: 
q > nml _ A .ai (4,47) 
q finito ' '
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Solução das equações matriciais.
_ 
- «Atendidas as condições do teorema de Anderson-Moore, 
pode-se; partir para a solução de (4.35), e portanto para a conä 
trução da função V do tipo dado em (4.3l). . 
Do modelo adotado, CB¿= O e como K_l = O, o. sistema 
matricial reduz-se az 
. PA + ATP g 0 _(4.48› 
_PB = ncT + qATcT ‹4,49›, 
Particionando P da forma: - 
. T - 
ç Pl P2 
.P = 
'
` 
- P2 P3'
~ com Pl de dimensao nXn 
P2 de dimensão (n~l)Xn «
~ 
. P3 de dimensao (n~l)X(n-l) 
a condição suficiente para a validade de (4.48) êzi 
_l _ _ V PZU R + PBS ~ 0 . (4.b0) 
-1a T T - - zpln R + Pzs + s P2. s 0 
A 
(4.5l) 
Usando-se (4.49) e (4.50) obtêm-se as soluções: 
Pl = qM + UMUM 
' 
V a(4.52.a) 
_ 
V 
-1, ~ 
'
~ 
ø 
P2 _ nRn_l sR AM +¡,Rn_luRn_lsR Hu ‹4.52.b› 
P3 = -nRn_l + pRn_lURn_l (4.52,c) 
_ 
l V 
¡ 
- onde os subscritos indicam as dimensões_das matrizes, 
~ - _ . e u e p sao constantes arbitrarias.
_ 
i A matriz U tem todos os elementos iguais a l. 
. Resta ainda verificar (4.5l). Usando(4.52.a) e (4.52. 
b) esta condição fica: . -' . ` . 
' 2(qR + nM) + 2nMUR - QRUM ~ QMUR S O (4.53)
› 
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Usando o fato de que uma matriz G e semi-definida ne 
gativa se e somente se G‹+ GT ë semi-definida negativa e tomando
~ a Lransposta da expressao anterior: 
' 2(qR + DM) + 2uMUR ~ ÇRUM ~ QMUR 5 O `(4.54), 
$omando.(4.53) e (4.54) 4 
_ 
'^ 
¬ 1 
2(qR, + nM)z+* (-u - 0) (MUR + RUM) 
Í 5 0 (_4~.55) 
_ 
› 
. 
A A condiçao (4.55) envolve a soluçao de uma equaçao 
quadrãtica ([28], ¡73I). ' 
_ 
Vários resultados apresertados pela literatura são 
obtidos diretamente de (4.52) e (4.55). Em ]28| escolhewse n = l 
› n › mi 
e 0 =-l / E ai, com q> ã~. i=l i 
Em |46¶ são escolhidos 
n - . n V 
n = l, q = Z (mi/ai), u = O ei.D = -l / Z ,ai. i=l A t i=l 
As diferenças que podem ocorrer nas matrizes devem~se 
ã-escolha de diferentes máquinas como referência. ` 
.- Deve~se observar que com estas escolhas, todas 
A 
as 
condições do teorema de Anderson~Moore são rigorosamente atendi« 
das. Algumas funções apresentadas na literatura, como a ' função 
tipo energia, possuem uma parte quadrâtica apenas semi~definida, 
positiva, o que significa que nao poderiam ser obtidas usando do 
referido teorema. Willems ]7l| demonstrou no entanto, que- ` as 
equações matriciais e suas soluções podem ser usadas para obter
~ tais funçoes, com uma adequada escolha de n, q, u_e 0. 
4.5. Conclusão 
Foram apresentados os metodos mais usuais para a gera 
ção de funções de Liapunov para o estudo da¿estabilidade de sis 
temas de energia eletrica. Foi dada atençao especial ao. metodo 
de Popov, que permite a obtenção sistemática da maioria_das fun 
çoes utilizadas na literatura. ' _- . . 'A
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QAPITULO v
v 
DETERMLNAÇÃQguggpomímloäugfi ESTABILIDADE 
5.l. Int . roducao 
O ponto de equilibrio de um sistema de potência, após 
a retirada de uma falta, náo ê estável assintoticamente global 
_ 
i ~ _ mente. Portanto, uma vez que seja determinada uma funçao de -Lia 
punov para o sistema, torna-se necessária a determinação de um 
domínio de estabilidade. A utilidade prática do método direto de 
Liapunov está relacionado de perto com a determinação deste domš 
nio. Como este método dá condições apenas suficientes para a es 
tabilidade, este domínio terá uma inerente conservatividade. Mui 
to do esforço atual de pesquisa tem se concentrado na procura de 
~ ~ 
\= métodos que permitam a estimaçao de regioes de estabilidade mais 
próximas do dominio real, abrandando os resultados extremamente 
D. QM pouco tempo, e tornando o método 
- id _ 
conservativos, obtidos até 
viável para aplicaçao a grandes sistemas. . ' 
A seguir ê feita uma revisao dos métodos -encontrados 
na literatura, para a estimação de domínios de estabilidade. De 
ve-se observar que a-maioria de tais métodos foram desenvolvidos 
considerando funções do tipo energia, e aplicam~se somente se os 
pontos de equilíbrio do sistema coincidem com os pontos extremos 
~ ' da funçao de Liapunov. - 
5.2. Mëtodosúpara a estimacáo do domínio de estabili 
dade. 
l. Determinação do ponto de equilibrio instável' mais 
próximo (ponto de sela). ` , ¿ _ _ _ 
5 O valor de V calculado no ponto de.equilíbrio fmais 
prÕximo_Xu, no sentido de que ê o primeiro a ser encontrado ' pe
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~ ø las equipotenciais da funçao V, da o domínio de estabilidade: 
v(_x› < v(x“) ‹5.1) ` _ . 
Este ponto também ë chamado ponto de sela devido .ao 
seu comportamento em um sistema de segunda ordem. 
~ Uma visualizaçao do domínio obtido por este método , 
' , ~ pode ser feita atraves da conhecida comparaçao do sistema de pg 
tência com uma esfera, deslizando em uma superficie 'multidimen 
sional I7I, onde o ponto de equilíbrio estável ê o mínimo local 
de uma região em forma de taça da superfície. A posição e veloci 
dade da esfera correspondem, respectivamente, ã energia ‹ poten 
cial e_cinêtica do sistema. A borda de nivel mais baixo da taça,
~ através da qual a esfeiia poderia passar, nao mais retornando ao 
ponto de equilíbrio corresponderia ao ponto de sela. A diferen I ' _. 
ça de energia entre este ponto e o ponto correspondente â posi 
çãc inicial da esfera corresponde ã energia critica do 
' 
sistema, 
ou seja, para que seja possível afirmar estabilidade,'a* energia 
total do sistema no ponto.inicial (estado quando é retirada a 
falta), deve ser inferior a esta energia crítica. ' 
. M 
' 
A ~ 4 
_ N 
A utilizaçao do ponto de sela apresenta duas dificul 
dades, que o tornam de pouca utilidade prática na aplicação - a 
_ _ . sistemas de grande porte, com um elevado numero de máquinas; 
a. O ponto de sela deve ser determinado através da so 
luçao de um sistema de equaçoes algebricas-nao-lineares. Í Dado 
que o numero de pontos de equilíbrio aumenta a medida que aumen 
ta o número de máquinas, podendo ser da ordem de 2n_l «l pontos 
de equilíbrio instáveis Íãll, onde n-ê o número de máquinas, a 
dificuldade da determinaçao deste ponto e evidente; 
b. A estimativa do domínio de estabilidade por 'reste 
método apresenta-sef em geral, muito conservativa, principalmen 
te quando o numero de máquinas aumenta. r_V 
¡ 
' 
“ ' O item (a) foi objeto de vários trabalhos, e alguns 
métodos foram desenvolvidos (|26|, l49{, i5l|), que reduzem o 
tempo de cálculo. A seguir será dada uma síntese de dois destes 
métodos ([49], |5l|), os quais reduzem o esforço ' computacionalv 
na determinação de dominios, sem no entanto reduzir_a conservatí 
vidade. Deve~se observar ainda, que tais metodos sao heurísticos, _
` 
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sem uma rigorosa demonstração, o que reduz a sua confiabilidade. 
'l.l. Método Prabhakara e El-Abiad |49| . 
Prabhakara e El-Abiad provaram que a função-~ V tipo 
energia varia pouco nas proximidades dos pontos de equilíbrio; 
Com isto, o limite de estabilidade b, tal que V(X) < b,_que se 
ria dado por: - .V V 
b_= min V(Xui) (5.2)V
i 
ê calculado por: 
:: 'Í ua,_ pap min v‹x D › A ‹5,3› p 
' u ~ ~. » . ~ ¬ onde X apl sao pontos proximos aos pontos de equili 
,. ~ brioinstaveis.Estes pontos sao determinados usando uma analogia 
mãquina~barra infinita, onde os pontos de equilíbrio, instáveis 
são da forma n-6° e ƒfl -6°. Usam-se então combinações do tipo 
{ min (1 n ~ ôãn), ôãn } m = l, 2, ¡..,,n-l .» 
mi termos K termos » 
. 
_ _ K = n~2, n~3, ..., O (5;4) , ¿ 
n _ _. 
e o menor valor deVV calculado nestes pontos ê considerado àcomo 
o limite de estabilidade bap. O número de pontos a serem calcula 
dos ê da ordem de 2n 1 -l. Eventualmente pode-se usar~os' pontos 
da forma 
de todos 
(5,4) como pontos de partida para a determinação exata 
os pontos de sela. - - 
1.2. Método de Ribbens~Pavella |5lL ' 
ø ' 4 ~ Este metodo e semelhante ao anterior. Sao usados pon 
tos aproximados aos pontos de sela, dados por combinaçoes do ti 
po ' ~ fz 
¿ 
{¶-- õãn, ôãn 1 m = 1, 2, ..., n-1, 
\._.`,__.)\--`,__z' 
m termos K termos ` 
' K = n-2, n~3, ..., O (5.5) 
` Do mesmo modo que no caso anterior, tais pontos são 
escolhidos por analogia mãquina~barra infinita. 
_
~
'
-V 
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A 
Usando consideraçoes de ordem física, o número de pon 
tos a serem explorados é reduzido a 2n. O conjunto (5.5) é divi
‹ A dido em tres grupos: _ . ›‹o 
19. Pontos do tipo 1 w- 69', Õ? ) m = l K'= n-2 in Jn - - ` 
' 
› 
. 
I V 
' ` \_¬,_J 
e__ J ~ - m K 
_ 
(n-l) pontos 
29. Pontos do tipo (n - ôãn, ôãn) m = 2, ..., n-2 
I<:n"¿-3¡'uoo]l 
3?. Ponto do tipo 
_ 
(H ~ 69 , 69 ) 'm = nel in gn 
K = O 
. 1 porto: 
Os pontos pertencentes ao primeiro grupo são _associa 
dos ã saída de uma única máquina de sincronismo, permanecendo as 
demais em sincronismo. O segundo grupo representa o caso em que 
duas ou mais máquinas perdem sincronismo. O terceiro caso é ele 
tricamente equivalente ao primeiro. 
_ 
' 
i_
' 
A saida de sincronismo de uma finica máquina é_-aparen 
temente mais prÕxima_do ponto de equilíbrio estável e é suficien 
te/para causar instabilidade do sistema. Consideraáse entao, cg 
mo pontos próximos dos pontos de sela, apenas os pertencentes ao 
primeiro e terceiro grupos. Através da substituição de + por - 
em (5.5), obtém-se um total de 2n pontos aproximados. À função V 
é calculada em todos estes pontos, e aquele que fornece o menor 
valor de V é usado como ponto de partida em um método numérico 
para solução de sistemas de equações algébricas não-lineares. O
~ ponto obtido como soluçao é considerado o ponto instável mais 
prõximo. 
_ 
. 
' “ 
é 
' Alquns métodos apresentados na literatura dispensam a 
determinação do ponto de sela mais próximo. Dois deles (|l6|, 
{48|), são apresentados a seguir: - 
` 
2. Determinação do ponto de tangéncia. 
' O domínio de estabilidade é obtido minimizando a fun 
~ ~ çao V em uma regiao limitada por hiperplanos, e no interior da 
. › ~ ~ qual as nao~linearidades atendem as condiçoes setoriais.de Popov
O 
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Em [16] ê usada a função tipo energia (4.l5). Os hi 
› 
¡ 
~ H f ~ perplanos que limitam as nao linearidades nas variaveis 0 sao da 
dos por: ` ' ' , Í ' 
3.- ¶-20% $¢0K S F- 20% f AK = l, ;.., m (5«6) 
` 
~ ~. onde os 0 s sao combinaçoes lineares das variáveis de 
~ ~ ' estado e nao sao todos linearmente independentes. 
' 
Í Em |20|, definem-se_as variáveis 
r;- : _ O - = _ ri õin _ ôin 1 1, ..., n 1 _(5.7› 
e a expressão para a energia potencial fica: 
. n~2 n-l 
E = 2 2 E.E.B.. - 2.. + 69. + p i=1 3=i+1_ 1 3 13 Í 
Cos ( l3 l3) 
+ cos 69. - Z;. sen 69. 1 + ' ij ij 13 
. 
n-l“. 
. 
' 
' _O _ + 2 E.E B. [ -cos(z. + 6, ) + i=l 1 n ln l ln 
d 
+ cos 6? - Z. sen 69 1 . (5.8) 
p 
in i in ~ 
Os hiperplanos em (5.6) são dados por: 
~n -2 ôãn 5 zis w- 2 ôãn e H 
. . 
-« -\ (5.9› 
¶-H2 ôij 3 Zijs r 2 ôij 
M As parcelas de (5.8) são sempre positivas em (5.6). 
Deste modo ê possível calcular em cada hiperplano um limite infâ 
rior para a energia potencial. Estes limites sao usados em |20| 
como uma indicação da face na qual será encontrado o pontoi de 
tangência. Como existem n(n~l) hiperplanos, haverá um numero i 
gual de limites inferiores. Estes limites inferiores são coloca 
dos em ordem crescente,e ê calculado o valor de Vino ponto de 
tangência correspondente â face com menor limite inferior. Se 
este valor for inferior ao limite seguinte,entao o domínio de es 
tabilidade ë dado por este ponto de tangência.-Caso contrário ,' 
passa-se â próxima face. ' ` - -
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Este método ê rãpido e confiável e neste sentido supa 
rior aos vistos anteriormente. Contudo ainda persiste a conserva 
tividade dos resultados, que aumenta com o tamanho do sistema. 
'-Em |48I usa-se uma função de Liapunov do tipo dado em 
(4.2l). Como a parte quadrãtica-não contribui significativamente 
para o dominio de estabilidade, ela ê desprezada. Ainda em I48|, 
mostra-se que se o U's forem linearmente independentes, o ponto 
de tangência ocorre em pontos do tipo » _'- . 
- 
' õ=[o,o, ...,o,1<i,o,.'...,o]' ‹5.1o› 
onde oi = Ki , Ki = Í n ~ Zoâ dê um dos hiperplanos 
que determinam a regiao de validade da funçao de Liapunov. 
~ z-.; 
z-¬ 
. No caso de sistemas de potência os oi nao sao todos 
linearmente independentes, implicando que o ponto de 1 tangência 
não será necessariamente como em (5.lO). Em |48|, este ponto ê 
determinado de forma aproximada, a qual consiste em tomar um coa 
junto de Ui linearmente independente e considerar para este con 
junto os pontos da forma (5,lO).Os oi's linearmente dependentes, 
sao calculados a partir destes pontos. O domínio de estabilidade 
ê então o minimo valor de V(X) obtido em um destes pontos. Deve- 
~ . , ` . se obter todas as combinaçoes possíveis_de øi's linearmente inda 
pendentes, já que qualquer conjunto de n-l Gi's pode ser escolha 
do. f 
' 
~ ~ 
z Os métodos vistos nao resolvem o_problema da conserva 
tividade dos domínios de estabilidade; A causa destes resultados 
conservativos baseados na determinaçao do ponto de equilíbrio 
instável mais prõximo pode ser explorada voltando a analogia ea 
tre o sistema de potência e uma esfera rolando em uma superfície 
multidimensional. Usando-se desta analogia pode-se compor o sa 
guinte quadro: ' . . 4 
` O sistema opera inicialmente em um ponto de equilí 
Bric (esfera parada, geraçao igual â demanda). Em dado momento 
o sistema sofre uma falta. Há entao um desequilíbrio entre gera 
çao e demanda fazendo com que algumas máquinas acelerem. No -ina 
tante da retirada da falta, o sistema está em um determinado ea 
tado (a esfera possui uma certa energia cinética e um vetor quaa 
tidade de movimento dirigido para determinada direçao na' supeš
-»--- ›-.-_. . .___; . _
‹ 
\ _.
u 
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fície multidimensional, que depende`da evoluçao do sistema duran
_ 
te o período de falta, e uma energia potencial, a posiçao da ea 
fera). A superfície multidimensional corresponde ã configuraçao 
final do sistema e ã injeção de potência nas barras de geração. 
Os pontos de sela desta superfície sao associados ã forma como o
~ sistema perderia sincronismo, considerando a sua configuraçao fa 
- pv 4 _ ~ 4. nal. Ou seja, nao e levada em conta a situaçao fisica do sista 
ma após a retirada da falta. Na analogia, esta situaçao correa 
ponderia ao vetor quantidade de movimento, que tenderia a mover
~ a esfera em determinada direçao, e que seria resultado da situa 
ção durante o periodo de falta; a este vetor forçando uma 'certa 
trajetória, se juntariam as forças que tendem a sincronizar o 
sistema, representadas pela forma da superficie e que alteram a 
trajetória. ` _ _ - z 5 › 
' O uso do ponto de sela mais próximo corresponde ã _su 
~ ~ , posiçao de que a situaçao imediatamente apos a retirada da falta 
~ - (direçao do vetor quantidade de movimento mais influência da fo; 
ma da superfície) ê tal, que o sistema segue uma trajetória no 
espaço de estados correspondente ao modo mais fácil para a perda 
_ 
ç 
4 ~ _ . _ Í V W .ç de sincronismo. Esta suposiçao pode significar um grande {¿erro, 
pois como as máquinas afetadas pela falta dependem da" localiza 
çao desta, as máquinas fracamente acopladas ao sistema, mas dis- 
_ _ 
tantes do ponto de falta, serao fracamente afetadas. Estas consi 
deraçóes de ordem física, clarificam a razão da conservatividade 
dos domínios de estabilidade determinados através do ponto de se 
la mais próximo. ' ~ 
_ As pesquisas ultimamente desenvolvidas procuram supa 
rar o problema da conservatividade determinando o limite de esta 
bilidade associado ao ponto de sela pelo qual, ou próximo do 
qual, o sistema realmente perde estabilidade. Isto pressupoe a 
conjectura de que a trajetória que o sistema segue, supondo maa 
tida a falta, sempre passa pelo menos próximo de um ponto de sa 
la. Tal conjectura parece confirmada, considerando os trabalhos 
de Fouad e Stanton (|22|, |23|). A _ »>' , 
~ z 
¿ 
' A seguir são resumidos dois métodos encontrados na la 
teratura, que procuram determinar o ponto de-sela adequado:_
_ 
1 
- -
_ 
I 
. .
I
_
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3. Método de Ribbens~Pavella et al |52| 
.~ , ' 
- Esta abordagem usa a aceleraçao das diversas máquinas
. 
como indicaçao da máquina (ou grupo de máquinas) que perderá sin 
cronismo. - ' . 
_ 
. 
u* 
_
. 
. Este método baseia-se na conjectura de que a 'máquina 
(ou grupo de máquinas) que perderá sincronismo é a que possuir a
~ maior aceleraçao no final do período de falta. Como o tempo cri 
tico é inicialmente desconhecido, a aceleraçao final e calculada 
em um ponto prõximo ao ponto de sela mais prõximo. Para isto é 
utilizado o método anteriormente citado, devido a-Ribbens-Pavel~ 
la. ' ~ ' 
_
_ 
' 
_ 
A máquina de-referência é escolhida como a ' máquina 
com menor aceleração no início do periodo de falta. 
O procedimento pode ser resumido nos seguintes passos 
_ 
a. Determinação da máquina de referência no início do 
período de falta. ` ' 
_ 
z 
- _~'. 
b. Cálculo do mínimo valor de V nos nfl pontos dados 
por . » .z 
. O -` O O- .__O O O une] /TT 
~- 
, _~ ‹_5.11› 
_ 
-
V 
` Este valor é VI. Usando_V1, calcula-se toi, o'» tempo 
critico de retirada da falta correspondente. › ` .
_ 
` " 'W 4 ~ ' 4 
_ c. A maquina com a maior aceleraçao no tempo tcl e de 
terminada. Seja a esta máquina._ 
*A d. No item b, a máquina j é substituída por a, _obteQ 
do-se o ponto ôa.
á 
¬` e. O limite de estabilidade será dado por: 
` 
vL_= v(ôa, o› 
' 
- ‹5.'12› 
2 Pode ocorrer que um grupo de máquinas tenha acelera 
_. ' 1 , ' çao bem maior do que as demais. Neste caso, o item d e alterado. 
Supondo, por exemplo, que as máquinas l e 2 constituam este grg 
po, o ponto que fornecerá VL é: _' ' " '. 
V 
. 
E _
z 
, U- õãn, w -~¿ã.n, ôzn, õfvl, ni] ‹¡5.*13› __
U 
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4. Mêtodo de Athay et al |7I ^ ~ V. ~ -~@ ~ 
Neste método a potência acelerante do sistema durante 
a falta ë aproximada por: A 4 `“" “~“^u“' - 
- « fi.: ai + bi cosnt 
Ú 
_ 
(5.l4) 
' 
* Como a função energia potencial ê'a primeira integral 
das equações diferenciais do sistema, o gradiente da energia pg 
tencial ê o negativo das potências acelerantes dadas por (5.l4),
~ Definindo a funçao escalar: ,
A 
n 2 
~* 
_F(9) = E fl (6)'l (5zl5) 
onde 6 ë um vetor nxl que representa os ângulos das máquinas em 
~ A ' - ~ relaçao ao centro de angulo do sistems, nota se que esta funçao 
~serã a medida da proximidade de um ponto de equilíbrio. 
› ~ ~ Sao utilizadas ainda informaçoes contidas na- matriz 
jacobiana da energia potencial. A superficie dada por detH(Ep) = 
0, onde H denota a hessiana_, ê chamada superfície singular prin 
cipal |6lI, e a regiao limitada por esta superfície ë denominada
. 
regiao principal, a qual ë convexa e contem o ponto de equili 
brio estavel. Um algoritmo baseado na minimizaçao de F(6) conver
ä 
gira para o ponto de equilibrio estavel se for inicializado den 
tro da regiao principal e para um ponto de equilibrio instável 
se for inicializado fora. ' ~ . ' 
_ 
O método pode ser resumido nos seguintes passos: 
l. A trajetória durante a falta ë aproximada por 
~z ' 
fi 2 ai + bi cosnt. Neste passo sao determinados ai, 
bien. 
2; Cálculo da matriz de admitâncias reduzida pós-fal 
ta e do ponto de_equilibrio pósàfalta (Ge). ". 
`h 3. Determinaçao do ponto em que F(6) pós-falta atinge 
um máximo relativo ao longo da trajetória aproximada (usando a 
aproximação ai + bi cosnt). Este ponto (653) ê próximo ã interse 
~ _ , - ao da tra`etoria com a su erficie sin ular rinci al. O an ulo P 9 P P 
pode ser obtido integrando duas vezes ai + bi cosnt. t 
V
V 
i _ 
i ~ ~ 
.. 4. Construçao do vetor 655 :-68 e normalizaçao para 
formar o vetor direcional h. 
V 
'
.
`
W 
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1 
~ , ~ 
V 
5. Soluçao do seguinte problema de minimizaçao: ~ 
_ 
min F‹eu›› â F ‹e‹À*›› em ii *ess + ih 
na _ V A . ..rirWrri 
e‹À y = e” V Ã , . 
' Isto significa que F(8) é minimizada em uma reta que 
tem a direção do vetor h, e a partir do ponto 658. 
` 6. Gu é usado como ponto de partida em um algoritmo 
de minimizaçao do tipo_Davidon-Fletcher-Powell, para obter o pop 
to de equilíbrio instável .
A 
, A determinaçao do ponto de sela adequado, por este 
método, pressupoe que a trajetória seguida pelo sistema durante 
a falta é que determina o modo pelo qual ele perderá. sincronis 
~ ~ ~ mo. Em outras palavras, supoe-se que o padrao de separaçao em 
grupos é dado essencialmente no período de falta, sendo pequena 
a influência das forças sincronizantes apõs a retirada da falta. 
5.3. Conclusoes. 
' 
V 
V 
Li 
` 
Neste capitulo foram apresentados alguns métodos' eg 
contrados na literatura para a estimação de dominios de estabili 
dade. Procurou-se apresentar a filosofia básica de tais métodos 
sem a preocupação com os problemas computacionais envolvidos _na 
sua aplicação.“"" 
_ g 
- 
~ ~ 
~- ~ , A estimativa da regiao de estabilidade e uma etapa im 
portante e difícil na aplicaçao do método direto de Liapunov. É 
importante, pois dela depende a obtenção de resultados que tg 
nham utilidade prática no estudo da estabilidade de energia elé 
trica. A dificuldade aparece na obtenção destes resultados_ com 
rapidez, confiabilidade e que não sejam conservativos. ` Nenhum 
dos métodos apresentados satisfaz totalmente a estes requisitos, 
e embora representem um considerável progresso na pesquisa,muito 
ainda resta a ser feito neste campo. 
~. .
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CAPÍTULO VI 
QONSIDERAÇÃO DE UM MODELO MAIS COMPLETO NO ESTUDO DA ESTABILIDADE 
6.1. Introdução.. 
¿ 
O método de Popov anteriormente analisado permite a 
` ~ ' ¢ ~ - construçao sistematica de funçoes de Liapunov para as quais 'é 
usado um modelo matemático extremamente simplificado. Neste caso 
as não~linearidades são todas diagonais e o teorema de Anderson- 
Moore pode ser diretamente aplicado. No entanto, quando se consi 
dera um modelo mais complexo, não só aumenta o número de variá 
veis de estado, mas também aparecem não linearidades do tipo 
não-diagonal, isto é, supondo f(ø) um.vetor de não-linearidades 
de dimensão n, a componente fi(U) é função não somente de 0i,mas 
também de outros componentes de_ø. ' ¬ 
1 - . 
" 
r A consideraçao de modelos mais completos também torna 
inviável a construção de funções de Liapunov usando considera 
ções sobre a energia do sistema. A aplicação dos métodos de Zu 
bov, Cartwright, Aizerman e Zubov generalizado, apesar de possí 
vel neste caso, é extremamente laboriosa e não permite a ~ obten 
ção sistemática das funções. ~ ' 
E Alguns critérios no entanto foram desenvolvidos, que 
~ ` - permitem a consideraçao de um modelo mais fiel do sistema,e atra 
ves dos quais pode~se construir sistematicamente funçoes de Lia 
punov obtidas a partir da solução de um sistema de equações ma 
triciais. ' ` 
_ 
' 
' .`
. 
V' Neste capítulo considera-se o modelo máquina síncrona 
ligada ã barra infinita (2;45), e que considera decaimento de 
A ~ - fluxo, efeito da saliencia dos polos e açao dos reguladores de 
velocidade e tensão. Neste caso as não-linearidades são não-dia 
gonais, impedindo a aplicaçao do teorema de Anderson-Moore. Apli 
ca-se então um critério de estabilidade'que permite a ' obtenção
z 
V 
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sistemática de uma função de Liapunov para o sistema. ' 
6,2. Critérios de Estabilidade. 
V 
' Em ¶47l foi apresentada uma versão generalizada do 
critério de Popov, aplicável a sistemas com não-linaridades ten 
do vários argumentos. Este critério foi aplicado a um sistema 
máquina-barra infinita considerando decaimento de fluxo e regula 
dor de tensão. Em l32l um critério semelhante foi desenvolvido e 
aplicado a um sistema multimãquinas considerando decaimento -de 
fluxo. . ' 
Para o estudo do sistema (2.45) é conveniente utili 
zar o primeiro critério, dado pelo teorema a.seguir: 
.r Teorema l [47] : Seja o sistema: Í'.i
.
Q x = Ax - Bf(o) 
¿ = -âTf‹ø›A ‹õ.1› ' 
- 
_ 
` O = CTX +-pg __ 
. 
-
É 
_ ,
* 
onde 
A 
A é matriz Hurwitz de dimensão (n-l) x (nƒl), 
B e C são matrizes de dimensão (n~l)xm, 
d e p são vetores de-dimensão mxl e 
€.é um escalar. . . - 
A matriz função de transferência de (6.l) é dada por: 
G‹s› = cT‹s1 - A›`lB + âT/S ‹ô.z› A 
Supondo válidas as seguintes condições: ' 
, l. fi(0) é continua e mapeia Rm em Rm. 
- _ T _ . 2. Para uma matriz simetrica real R tal que Rpd e si 
métrica. ' 
H
› 
- GTR pdTf(ø) z O para todo 0 e Rm (6.3)
i
| 
e f(ø) = O se o = 0. 
'3. Existe uma função VleCl mapeando Rm em R tal que 
V (0) 2 0 ara todo 0eRm; com V (O) = O e para alguma matriz Q 1 
_ 
P . 1
_ 
real constante: ' . . ‹ ` 
QTf(0) ë VVl(o) para todo øeRm (6.4)
v 
- ss 
seja-n‹s› = ‹2RpaT + QS› e‹s›/2 ‹õ.5›~ 
~ ~ ^ 
_ 
Entao a condiçao de freqüencia ' 
H‹iw› + HT‹-iw› > o H ‹õ.õ› 
para todo w real ê necessária e suficiente para a Ê 
xistência de uma funçao de Liapunov 
v = xTPx + (0 - cTx› R‹õ - cTx› + vl(õy (õ.7› 
com derivada em relação ao tempo: I 
_ 
v = ~||LT× + Df‹õ)H 2 ¬ aõTRpaTf‹ø› ‹õ.s› 
e onde P ê uma matriz siiêtrica, definida positiva de 
dimensão (n-l)x(n4l), L ê-(n-l)xm e D ê mxm. '_ 
.'Em |47| este teorema foi demonstrado a partir da Ver 
são matricial do lema de Yakubovitch-Kalman, apresentada por Na 
rendra e Neuman. Aqui será apresentada uma demonstraçao a partir 
da forma desenvolvida por Anderson |2| para o lema mencionado. 
~ . 
se Seja a candidata a funçao de Liapunov para (6.l): 
i 
Í v = xTPx À (õ - cTx)T~R‹õ - cTx› + vl(õ› (6.9) 
' 
r * A derivada em relação ao tempo de (6.9) ao longo das 
trajetórias de (6.l) ê: A , 
v = xT‹ATP + PA›x + 2xTPBf - 2õTRpaTf + 2xTcRpâTf +' z 
W + fTQcTAx - fT[Q‹cTB + pâT›]f ‹õ.1o› 
_
R 
ou ainda: ‹ 
z 
l 
v =.xT(ATP + PA›x ~ 2xTPBf - 2õTRødTf + 2xTcRpaTf + 
+ fTQcÍAx - fT[§‹cTB + pâT)/2 + ‹BTc + âpT›QT/2] f 
¡_~ of Supondo que exista solução para o seguinte conjunto ¬ 
de equações matriciais: 
'
. 
1 . 
'x 
ATP + PA =_- LLT ‹õ.12.â)` 
› ¢ 
'PB = cRpdT + A?cQT/2 - LD '(6.12.b) 
Q(CTB + odT)/2 + (BTC + døT)QT/ 2 = DTD -(6.12.c)
\ 
O 
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e substituindo (6.l2) em (6.ll): 
_ , 
V = -XTLLTX - 2xT [PB ~ cRpaT - ATCQT/21 f « fTDTDf - 
¬ 2oTRoaTf.` (õ.13› 
O ll _ ' 
š = -‹LTx - Df›T ‹LTx - nf) - 2õTRpâTf ‹õ.14) 
ou ainda: ~ › 
ü = -[\LTx - D§||2 - 2õTRpdTf 
_ 
‹õ.15) 
De (6.3) segue que (6.l5) ë pelo menos semi~definida¿ 
negativa. Portanto (6.7) ê uma função de Liapunov para (6.l). 
Resta portanto analisar as condições de existência de 
solução para (6.l2). Utilizando o lema 4.1 e_identificando: 
4.1 
ção 
A 
cid: cRpâT + AÊCQT/2
V 
' * 
› ‹õ.1õ) 
Hw a Q(cTB + paT)/2 
' w 
O sistema (6.l2) terá solução se, e somente se 
. T _ 
H(s› = [cRpd¶ + ATCQT/21_ (SI - A) ln + 
- + Q‹cTB + øâT›/2 ' '~‹õ.17› À
_ 
=~ 
_ 
for real positiva. As condições a'e b da definição n? 
são automaticamente satisfeitas. Resta verificar a A condi 
C. . « 
De (6.l7): ' s z - 
H‹â) = â@TRcT<s1 - A) ln + QcTA‹s1 ~ A) 1B/2 +- 
+-QCTB/2 + QøâT/2 L' ~*‹õ.1s›' ` 
Usando a relaçao: 
QCTB/2 + QcTA‹sI 4 A›`lB/2 = sQcT‹àI - A›`lB/2 (ô.19› 
em (6.l8):
57 
Hgs) = âpTRcT(s1-A)`lB + Qs[cT(sI - A)flB +i 
+.pâT/S] /2 t ,'. (õ.2o› › V T. _. _ _ __ 
~ ›Somando Rpdw pd /É que e simetrica, a hermitiana nao 
serã alterada. ‹ V 
H‹s) _ RoâT [cT‹s1 -.A› ls + pâT/S 1 + 
_ +'Q$ [cT‹s1 - A›`1B + pâT/5:]/2 ‹õ.21›' 
ou ainda: ¢ ×¬‹z Í 
a(s› = {2RpâT + Qs] G‹s›/za ‹õ,z2› A . 
De &6.22) segue imediatamente o resultado do teorema. 
~ ~ '6;3. Procedimento_para a construçao da funçao V. 
\ ~. -_ 
\ f .' . 1-
. 
-V' A funçao dada em (6.7) pode ser construída sistemati 
camente usando um lema sobre fatorizaçao espectral devido M a 
Youla. Seja Y(s) = H(s) + HT(-s) onde Y(S) ë-chamada para~hermi
_ 
tiana e Y(iw) ë semi-definida positiva, para todo w real, . se 
Hfiiw) ë real positiva. 
_ 
_` 
. 
“ -, 
- 
' Lema 6.1: Se H(s) ë real positiva e Y(s) tem rank r 
em quase todo lugar, entao existe uma matriz rxm U(s) tal que ; 
fz ~ Y‹šƒ = H‹é› + HT(~s› = uT‹-s)u‹s› ‹õ.23› ~ 
' ¿ Foi demonstrado por Anderson que se H(s) tem uma rea 
lização mínima {Cl, A, B, Qw} então U(s) tem uma realização 
i ` VT 
. 
` 
. 
' 
, 
‹
' 
- {L , A, B, D} . V _ . V V .~ 
{ 
Do exposto segue o seguinte procedimento para a conâ 
trução sistemática de V: - ` H . ¬ 
\ ›
, 
É l. Determina-se U(s) tal que H(s) + HT(-5) = 
=uT‹-s›u‹s›. i ~;
I 
¡
_
1
1
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~ 
2. Determinafse D da expressaozv 
. Q§CTB + odT)/2 + (BTC + d0T)QT/2 = DTD 
3. Acha-se L resolvendo: ' 
U(sz =_LT(s1 - A)mlB~+ D « 
'4. Resolvefse AFP + PA = - LLT determinando~se a ma 
triz P. . 
V
» 
6.4. §plicação a um_sistema_maguina~barra infinita.. 
O procedimento descrito na seção anterior foi aplica 
do em |47I a um sistema máquina-barra infinita considerando dg 
caimento de fluxo e regulador de tensão. Nesta seção será empre 
gado o mesmo procedimento para a construção sistemática de uma 
fun ão de Lia unov oara o modelo a resentado (2.45) ou se a, con Ç P 1 . 3 _ 
sidera~se decaimento de fluxo, ação dos reguladores de tensao' e 
velocidade e efeito da saliëncia dos polos. 
_ 
-H » 
Inicialmente deve~se colocar.(2.45) na forma_¶6.l). 
~ ~ Usa~se entao a transformaçao _¬ a 
g = (Dg2 + gl)/M +'xl + g2x2 ~ X4/M (6¿24) 
V 
obtendo~se:_ 
X2 -D/M 0 ~1/M 0¬ X2 1 0
_ 
à 0 -R 0 1 X 0 -n _ f (õ) 
_3_ :_ 
› 
_ 
' 3 
_ 
2 1 (6.25.a) 
X4 91 O '92 .O X4 
_ 
A`° 
. 
O ` Wf2(°) .- 
ug5 
' 
› 
0 0 '0. -1/TV .X5 
V 
0 0 
MÍIJ = 
Í 
“g2M/(Dg2+g"1) ° 1/(D9z*g'1) O «X3` + M/(Dg2+g1)` 
1 « 
1 E 
02 
_ 
0 1 - 0 0- X4 V 0 V_ _ 
.- . X ' 
{ 
‹õ.z5.b›` » 5â ,
\ 
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~ 
__ fl(ø) " a «__ ,i r i ‹õ.zs.› 5 " *[92 OJ f2‹<›› i , C 
. onde . t 
fl(0) = {AWFO [sen(xl + ão) ¬ senão] +‹3[sen2(xl +60) 
› 1 
' 
. _ A- sen2ôO1+,fÀ×3 sezflxl + ôÓ>} /M (ô.25.d) _ 
f2(o) = cos(Xl + ão) - cosôo 
' Pode-se demonstrar facilmente que todos ost auto-valg 
res da matriz A, do sistema (6.25) tem parte real negativa. 
_
O 
critério de estabilidade dado pelo teorema l pode então ser apli 
cado. ' - 
6.4.1. Construçao da funçao V¿ 
Escolhendo-se
\ 
X1
. 
vl zj flw) az ' (õ.2õ› - 
O 
` O 
obtem-se: 
_
p 
iVl = (A/M)WFo {fcos(x1 +60) +VcosôO ~ xl senõé]+' _' 
+ (G/ZM) ig- cos 2(xl + 60) + cos 260 É Zxlsen 260] + 
+ (A/M)x3 1:- ¢os‹><l + õo) + zzøs ôol ‹õ.27) A 
A função Vl deve ser, ao menos, semi-definida positi 
va em uma região ao*redor da origem. No entanto, (6.27)' apresen 
ta dificuldades para a definição de sinal, dada a presença de 
termos trigonomêtricos complexos. Mesmo assim, pode~se usar 
(6.27) pois, como será visto adiante, a função V determinada ë 
definida positiva localmente. ~; V
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Calculando o gradiente de Vl:_ _ 
V V 
{AWFO{sen(xl+ôo)-senôO}fÇ[sen2(xl+õO)~sen2õJ+AX3%en(xl+õOl 
_ 
~‹~ o 
Vvl = +cosôO] }/M
` 
‹ ~ 
' 
` -(À/M) L-cos (xi + ô¿) + cosõoš] 
. . 
(6.28) 
De (6.4) resulta: ~ 
1 o 
.QT = _ (õ.29) _ 
o 
_ 
-A/M V
~ Para facilitar a definicao em sinal de V, escolhe~se, 
R = O em (6.3). V ' “ 
, 
dA matriz função de transferência de (6.25) ë dada por
‹ 
M(s+g2)/As[sM+D(s+g2)+gl] O- «ff 
G(s) = .(6.30)
_ 
. U , ~n2/(s+R) p- - 
A 
' Usando o lema 4.1 e considerando (6.l7) observa-se 
~- {QcTA/2 . A. B} 
_ _ 
* 
,
» 
i 
' deve ser uma realização mínima de H(s) - Hw. Uma anš 
lise revela no entanto que o grau de H(s) - Hx ê 34e a matriz A 
tem ordem 4. Conclui-se portanto que a condiçao de realizaçao mí 
nima do lema 4.l nao ê satisfeita. No entanto, como será demons- 
trado a seguir, o procedimento dado na seção 6.3 pode ser usado 
para a construção da função V. 4 
” O procedimento ê resumido nos seguintes passos: 
\ 
l. Cálculo de U(s) tal que
V 
ms) + H‹-S) = ,uT‹-S) U(s) . ‹õ.31› 
Usando fatorização espectral obtem-se:
U(S) = 
- o
\ 
tem-se 
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,ÂDM) /g::;šI;;š;;B; / Ms(s+g2)+D(s+g2)+gl _ A O 
J(An2/Ê? S/(R+s) 
' 
. 
~‹ô.3õ›
Ú 
2. A partir da expressao (6.l2}c) obtem-se: 
- 1 _ 
o 1» o 
Í en-= - 
W 
V <õ.37› ~ 
d 
4 
o - ' Aânz/M) z 
~ ~ 
3. Determinaçao de L a yartir da equaçao 
u‹S› = LT(s1 - A›“lB + D _ ‹õ.3s› 
Fazendo 
' L11 Liz 
~ L L _ L'= Lzl L22 -(ô.39›, 
31 32 
`L41 ” L42 
W 
' 
V
. 
' 
e usando em-(6.38) as expressões (5.36) e (6.39) * op 
. . . ` _ _ 
Lzl = Llz = L32 = 0 
` 
(6.4o)_. . 
e L4l e L42 são arbiträrdos. 
Resolvendo para Lll, L3l e L22: - 
Lll = NUM)/M
A 
L3l = /DM(gš + glgz/D) - J(Dfi) g2/Mgl (6.4l) 
A L22 = M\flAn2/M) R/nz 
Escolhendo 
. L4l = o (q.42) 
' 
L42 = ¬ Jfã/4n2M)
62 
obtem-se 
,/(DM) /M os 
_ 
0 
' 
, . _ \/(M2/M) R/n2 
L = 
` 
- 
` ‹' ___¡¡_________ _ V 
‹ {~ J‹DM> 92+ /DM(g2+gl92/D)' } /9lM 0 
Os - ,/A/4n2M 
_ 
w' H (6.43) 
_ _
~ 
_ 
4. Soluçao de
_ 
sATP + PA = -LLT (6,44) ' 
r para a matriz simêtrica P obtendo-se: 
Pll = 1/2
i 
P22 = AR/(ZUZMY _ 
P = (D M 2) + (1 2 M) + 33 gz/ gl / gl _ 
11 LD 'J(9Ê + ql9¿/D) /QÍM 1 _ (6.45) 
P44 â ATV/anzm z . . _ 
¿ 
Y A funçao de Liapunov obtida para o sistema (2.45) ê 
~ . 
e1'ltâO¡ ‹ ` 
, 2 2 2, v = (1/¿)×2 + (AR/2n2M)X3 + [gzn/gln + i/2glM i _ ç 
_ / 2 - 2 
1 
2 ~\ 2 ». _ 
D '92+gl92/D /qlM X4 + (ATV/8n2M)x5 + AWFO [-_cos(xl + 60) + 
+ cosôo - xlsenôé]/M + G [- cos 2(xl + 60) + cos2õO - 2xlsen2õO] 
/zm + AX3 [_- ¢os‹×l + õO› + cosôol /M ~ ‹õ.4õ› 
Em |38| foi obtida uma função V para o mesmo modelo 
~ ~ ' › aqui estudado, por composiçao das funçoes dadas em |4l| e [47[. 
Comparando-se com (6.46) nota~se que as funções-obtidas são semg 
lhantes, com (6.46) apresentando a vantagem de que sua" derivada 
em relação ao tempo ë, por construção, semi~definida negativa.
1
'\. 
' O estudo 
ponto de equilíbrio 
|38|, desenvolvendo 
e desprezando-se os 
ma forma quadrãtica 
(AW cosõ + 2Ccos2ô 
63
~ da definiçao em sinal de (6.46) em torno do 
estável pode ser feito do mesmo modo 'que em 
(6.46) em série de Taylor em torno da origem 
termos de ordem superior a dois. Obtëm~se E 
que ê definida positiva se e somente se 
) R/n > A sen2ôO (6.47) Fo o , o 2 
_» 
' 
A 
Portanto, 
gião em torno da ori 
atendida a condiçao (6.47) _existe uma re I __ 
gem na qual (6.46) ë definida positiva. 
Pode-se demonstrar facilmente que o unico ponto ~ que 
anula V e que ë solução de (2.45) Ã o ponto de equilíbrio está 
vel |38|. Aplicando 
função de Liapunov p 
de que a condição (6 
6.4.2..De 
o teorema 3.5 conclui-se que (6;46) ,ê uma 
ara a estabilidade assintótica de (2.45) des 
.47) seja satisfeita. 
terminação do domínio de estabilidade¿ 
` O domínio 
nando o ponto de equ 
` * Os pontos 
_¶\/(xu) = 
- ou ainda 
u W _ ' u _ ' u _ {AWFO[sen(xl+6o) senão] + G[sen2(xl+ôO) sen26O]+Ax3sen(xl+ôo)}/M-O 
X3 = O 
» 
. 
i ` 
de estabilidade pode ser-estimado determi 
ilíbrio instável mais próximo (xP).b 
estacionãrios de (6.46) são dados por 
o 
' 
- '(õ.4ô› « i 
{(AR/n2)xÊ + A [-cos(xÍ + 60) + cosõO]`}/M =_0 
d `“ 4 
{2 [gzn + 1/2 1 D/gl 
(A'1¿*V/4n2M) XÊ =_ 0 
¿ ‹õ.49)~ 
¡ÍÍ_“`_“`__Í} H u 
\/92 +~‹3l92/D /9lM} X4 = 0
~
4
4 
e coincidem com os pontos de equilibrio de (2.45). 
De (6.49) segue que para os pontos de equilíbrio ins 
tãveis: ' 
_
` 
V 
X3 = xx = xë = O (63) 
e xš e xg são determinados resolvendo o sistema: 
nWFó[sen(xl + 60) - sendO1+G[sen 2(xl + 60) ~ senöÓ]+ 
+ AX3 sen(xl + 66) = O 
(R/n2)x3 + £ - cosíxl + 60) f cosôop] = O._ (6.50)
~ 6.5. Conclusao. 
Neste capítulo foi estudado o problema da estabilida 
de de uma unica máquina ligada a uma barra infinita. Com o mode 
lo utilizado as não~linearidades não obedecem as condições detse 
tor de Popov e os critérios de estabilidade apresentados nos ea 
pítulos anteriores não se aplicam. ' 
_ 
» 
A
` 
. `-. 
› ':‹› 
f -1 Em I47f foi derivado um critério de estabilidade apli 
cãvel a não-linearidades do tipo citado acima. A demonstração 
~ ' __ ' deste critério foi baseada na versao matricial do lema de Yaku 
bovitch~Kalman devida a Narendra e Neuman. ' 
“ Para o modelo utilizado neste capítulo foi aplicado o 
~ ~ mesmo critério e dada uma nova demonstraçao baseada na versao ma 
tricial do lema de Yakubovitch~Kalman devida a Anderson. Com is 
~ , V ~ 1 to introduz-se o problema de realizaçao minima que nao foi ciscu 
tida em |47I. ' - 4 V » 
1 
O procedimento para a construção da função V ë deriva 
do imediatamente de um lema também devido a Anderson. 
_ 
A condição de realização mínima não ê satisfeita tan 
to para o modelo aqui usado como também para o modelo utilizado 
em I47|, Mostramse-no entanto que mesmo nesta situação o procedi 
mento pode ser aplicado, obtendo-se uma função de Liapunov para
'F 
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a estabilidade assintótica de (2.65), que apresenta a vantagem 
em relação ä função obtida em [38] de que a sua derivada em rela 
ção ao tempo ê semi+definida negativa por oonstrução. 
, ___'._ ,. .. . _. 
_ ~ 
' Finalmente o modo de determinaçao do domínio de esta 
bilidade ë indicado. _ « 
'Ç
X
\
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CAPÍTULO VII
1 
1 CONCLUSÕES E INDICAÇÕES PARA FUTUROS TRABALHOS' 
O trabalho realizado pode ser, em linhas gerais, divi 
dido em duas partes. 
Na primeira apresentou-se um resumo da teoria do se 
gundo mêtoõo de Liapunov e das pesquisas mais importantes encon 
tradas na literatura e que aplicam este método ao estudo da esta 
bilidade de sistemas de energia elétrica. Abordaram~se os proble 
mas da geração de funções de Liapunov e determinação de domš 
nios de estabilidade. A = .. 
. 
No que se refere ã geração de funções V apresentaram- 
se três métodos: função energia e os métodos de Zubov e Popov.Os 
critérios para estas escolhas foram: para a função tipo energia, 
a larga utilização de funções V construídas com base em conside 
~ V raçoes sobre a energia do sistema e a facilidade de sua interpre 
tação; a caracteristica do método de Zubov que permite, ao menos 
teoricamente, a determinação do dominio de estabilidade exato de 
um sistema,e no caso do método de Popov, a possibilidade de' ob 
tenção sistemática de funções de Liapunov inclusive para siste 
mas multimãquinas. Em algumas pesquisas usou-se o critério gene 
ralizado de Popov, dado pelo teorema de Anderson-Moore, com tg 
das as condições de realização mínima deste teorema atendidas , 
obtendo-se funçoes que sõ diferem na escolha das constantes arbi 
trärias que aparecem na soluçao das equaçoes matriciais. Neste 
trabalho apresentaram-se a solução geral destas equações e. indi 
caram-se as constantes escolhidas em algumas pesquisas. Por ou 
~ ` . ' .~' ¢ , '~ _ tro lado, mesmo que as condiçoes de realizaçao minima nao -sejam 
atendidas, a solução das equações matriciais ainda por ser usa 
da, obtendowse um grande número de funções utilizadas na litera 
tura, inclusive a função tipo energia. Q 
f Abordaram-se as dificuldades para a estimaçao de domš 
nios de estabilidade e apresentaramfse-os principais métodos en
` 
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contrados na literatura. Procurou~se apresentar a filosofia de 
tais métodos sem a preocupação com os aspectos computacionais 
que, principalmente nos métodos mais modernos, demandariam por 
si sõ uma extensa pesquisa. ' 
' ' Na`segunda parte do trabalho considerou-se um modelo 
mais completo,-mais especificamente o caso máquina-barra infini 
ta incorporando a açao dos reguladores de tensao e velocidade ., 
decaimento de fluxo e efeito da saliéncia transitória.
~ A funçao V foi obtida de modo sistemático usando um 
critério de estabilidade já utilizado em |47| para um modelo 
mais simplificado. Aqui foi dada uma demonstraçao do critéric já 
mencionado usando a versao matricial do lema de Yakubovitch-Kal 
man devida a Anderson, o que introduz o problema da realizaçao 
minima que não foi discutido em I47 O modelo (2.45), assim cg 
mo o modelo utilizado em |47|, não satisfaz a condição de minima 
lidade; Mesmo assim, como foi demonstrado, o critério pode ser 
usado para a obtenção sistemática de funções de Liapunov. 
~ ' A determinaçao do domínio de estabilidade envolve a 
~` ~ .~ soluçao de um sistema de apenas duas equaçoes algébricas nao~li 
neares.' V -A . ' 
1 ¡ 
¿ ` A filosofia'que motivou o estudo de um sistema mãqui 
na~barra infinita foi a possibilidade de-estender o resultado a 
um sistema multimâquinas usando a teoria dos sistemas dei grande 
porte. Neste caso o sistema pode ser dividido em subsistemas com 
postos de uma finica máquina, para cada um dos quais os resulta 
dos obtidos sao aplicáveis. Para o estudo do sistema completo po 
de-se usar uma funçao de Liapunov escalar. No entanto.as restri 
~ ~ .a ~ ` çoes que sao necessarias sobre as interligaçoes entre subsiste 
~ ~ mas sao de dificil obtençao, e as dificuldades encontradas foram 
maiores que as esperadas. Deve-se observar que os trabalhos que 
aplicam métodos de decomposição em subsistemas usam em geral, mg 
delos muito simplificados; 
i O uso de métodos diretos no estudo da estabilidade de 
sistemas de potência é uma alternativa atraente, por sua rapidez 
e facilidade na caracterizaçao de operaçao segura do sistema.Por 
este motivo estes métodos prestam~se especialmente ao uso em tem 
~ › ... po real. O desenvolvimento de uma nova concepçao na monitoraçao
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~ 
de sistemas de potência através da implantaçao de modernos cen 
tros de controle nos quais a análise em tempo real tem um papel 
central, justificam o grande numero deítrabalhos já publicados , 
, ._ \ 
ou que continuam a aparecer na literatura, demonstrando o inte 
- resse e'a potencialidade do uso de métodos diretos. 
i Essencialmente sao dois os problemas apresentados na 
~ ' aplicaçao do método direto de Liapunov a sistemas de_potência: 
_ . l. A determinação de um modelo adequado do sistema e 
~ ~ a construçao de uma funçao de Liapunov para este modelo. Um gran 
de numero de trabalhos foram realizados nesta área, e algumas 
conclusões podem ser tiradas: 
_
' 
a. De modo geral, o uso de métodos diretos torna ne 
'cessârio modelos bastante simplificados do sistema. Enquanto que 
~ -.z algumas destas simplificaçoes sao facilmente justificãveis, ou 
V 
tras podem levar a grandes erros (por exemplo, desconsideração ' 
das condutâncias de transferência e decaimento de fluxo). ' 
u' « b. A medida que o modelo do sistema ê melhorado, ou 
r seja, quando se procura representar todos os fenômenos que acon 
tecem no período transitório, a construção de funções adequadas 
torna-se mais difícil. A causa desta dificuldade pode ser tanto
~ 
to aumento da dimensao.do modelo (como foi visto no capítulo VI 
. onde foi analisado um caso simples máquina-barra infinita, 
A 
com
~ modelos já simplificados de reguladores de tensao e velocidade), 
r como também a falta de ferramentas adequadas para lidar com não- 
linearidades multiplicativas (como as que aparecem quando se con 
sidera decaimento de fluxo).
~ 
_ 
2. A estimativa de um domínio de estabilidade que nao 
seja tão conservativa, que possa ser determinada rapidamente e
~ seja confiável, ë ainda o principal obstáculo a aplicaçaovçprãti 
ca do segundo método de Liapunov. Pode-se afirmar que o esforço 
de pesquisa atual, se concentra principalmente na determinação 
de métodos que superem a excessiva conservatividade apresentada 
pelos primeiros trabalhos. Os resultados tem sido promissores , 
embora tais métodos, por serem heuristicos, sofram em confiabili 
dade. Os modelos sao simplificados, ãs vezes considerando, de mg 
V-do aproximado, as condutâncias de transferência.
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A partir das considerações anteriores e da análise-de
A trabalhos que tem aparecido na literatura, pode-se dar algumas 
indicações de pesquisas que podem ser desenvolvidas: 
l. A pesquisa relacionada a determinaçao de dominios 
que superem a conservatividade e que sejam confiáveis, assim cg 
mo o desenvolvimento de algoritmos computacionais mais eficien 
~ ¡ ~ tes para a sua aplicaçao, e um campo que merece atençao,dados os 
resultados promissores já obtidos.
_ 
.A - 2. A aplicação da teoria de sistemas de grande porte 
a» â análise de estabilidade de sistemas de potencia tem sido obje 
to de pouccs trabalhos. Neste caso aplicamflse técnicas de decom 
~ _ ~ ~ . posiçao em subsistemas e agregaçao, e uso de funçoes de Liapunov 
vetoriais ou escalares (|4|, |5], |6|, |8|, |l3f, |25|, |30|, 
1401. lsvl, |õ8l›. ~ l t 
Os resultados encontrados na literatura apresentam_in 
teresse apenas académico, uma vez que, além das dificuldades ine 
rentes ã aplicação do método, os domínios são muito _-conservati 
vos ([4], ]l3|, |30|, |40|). Ainda assim, a decomposição em sub 
sistemas torna possível a consideração de modelos mais realistš 
cos. Como a teoria de sistemas de grande porte é ainda um campo 
em desenvolvimento, as possibilidades de pesquisa são muito 
grandes. . _- 
_
-
~ 
3. A consideraçao de modelos mais realísticos* também 
_ q 
- -ú. 
- ~ ~ _ merece atençao. Neste sentido a dispensa da reduçao de Kron, per 
mitindo que as cargas sejam modeladas como dependentes da freqg 
éncia e que não haja perda de identidade das diversas barras é 
uma abordagem nova |9|. . - ~ 
A ~ 4. Finalmente deve-se observar que a teoria de siste 
mas não-lineares e especialmente o segundo método de Liapunov , 
~' ~ nao sao teorias fechadas. A falta de critérios de estabilidade e 
a dificuldade para tratar com não4linearidades›que não atendam ' 
as condiçoes de setor de Popov mostram que a teoria é pouco de 
senvolvida para estes casos.
_ .70
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