Multilinear pseudodifferential operators beyond Calder\'on-Zygmund
  theory by Michalowski, Nicholas et al.
Multilinear pseudodifferential operators beyond
Caldero´n-Zygmund theory
Nicholas Michalowski†, David J. Rule‡, & Wolfgang Staubach‡∗
Abstract
We consider two types of multilinear pseudodifferential operators. First, we prove the
boundedness of multilinear pseudodifferential operators with symbols which are only meas-
urable in the spatial variables in weighted Lebesgue spaces. These results generalise earlier
work of the present authors concerning linear pseudo-pseudodifferential operators. Secondly,
we investigate the boundedness of bilinear pseudodifferential operators with symbols in the
Ho¨rmander Smρ,δ classes. These results are new in the case ρ < 1, that is, outwith the scope of
multilinear Caldero´n-Zygmund theory.
1 Introduction
The study of multilinear pseudodifferential operators goes back to the pioneering works of R. Coi-
fman and Y. Meyer, [6], [7], [8] and [9]. Since then, there has been a large amount of work on
various generalisations of their results, as well as studies of bilinear operators with symbols satis-
fying different conditions to those in the standard bilinear Coifman-Meyer classes. The literature
in this area of research is vast and any brief summary of it here would not do the authors justice.
Therefore we confine ourselves to mention only those works with a direct connection to the present
paper.
R. Coifman and Y. Meyer, in [8] and [9], proved the boundedness from Lp1 ×Lp2 ×· · ·×LpN to
Lr of multilinear pseudodifferential operators with symbols in the class S01,0(n,N) (see Definition
5.3 below) for 1 < pi < ∞ and r > 1 with 1/p1 + 1/p2 + · · · + 1/pn = 1/r. In the seminal
paper [11], L. Grafakos and R. Torres systematically developed the theory of multilinear Caldero´n-
Zygmund operators. They proved a multilinear T (1)-Theorem which they applied to generalise
the result above to r > 1/N . As a further application, they demonstrated the boundedness
in Lebesgue spaces of multilinear pseudodifferential operators which, together with each of the
adjoint operators, belonged to OPS01,1(n,N) (see Definition 2.2).
However, in [5], A. Be´nyi and R. Torres showed that there exist symbols in S01,1(n, 2) that do
not give rise to bilinear operators which are bounded from Lp1 × Lp2 to Lr for 1 6 p1, p2, r < ∞
such that 1/p1 + 1/p2 = 1/r. In particular, there is no analogue of the Caldero´n-Vaillancourt
Theorem in the bilinear setting. Moreover, the class of operators OPS01,1(n, 2) is not closed under
transposition. In contrast, [4] demonstrates that OPS01,0(n, 2) is closed under transposition.
Recently, in [2], A. Be´nyi, D. Maldonado, V. Naibo and R. Torres proved that OPSmρ,δ(n, 2)
is closed under transposition for 0 6 δ 6 ρ 6 1 and δ < 1. In particular, given an operator in
OPS01,δ(n, 2), its adjoints are also in OPS
0
1,δ(n, 2). Since S
0
1,δ(n, 2) ⊂ S01,1(n, 2), it follows that
symbols in S01,δ(n, 2) give rise to bounded operators, by applying the result of [11] quoted above.
In summary, we see that OPS0ρ,δ(n, 2) are bounded on appropriate Lebesgue spaces when ρ = 1
(that is, the Caldero´n-Zygmund case), but in general they fail to be bounded when ρ = 0. The
purpose of this paper is to address the following question, which is of interest for ρ in-between
these values, ‘Given ρ 6 1, what m = m(ρ) 6 0 is sufficient to ensure that symbols in Smρ,δ(n,N)
give rise to bounded operators?’ This question is in the spirit of questions asked in [2].
We will study this question for two different symbol classes. First, in Section 3, we will consider
a larger symbol class which does not require any differentiability in the spatial variable at all. That
is, we study the multilinear symbol class L∞Smρ (n,N) (see Definition 2.1) which, in particular,
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contains Smρ,δ(n,N) for any δ. Our main result in this context is Theorem 3.3, which generalises
a result obtained by the present authors in [14] regarding the linear case. The study of such
symbol classes originates in [12], where C. Kenig and the third author studied linear operators. In
the context of multilinear operators, results regarding mildly regular bilinear operators have been
proved previously. In particular, D. Maldonado and V. Naibo established in [13] boundedness
properties of bilinear pseudodifferential operators on products of weighted Lebesgue, Hardy, and
amalgam spaces. The regularity they require in the spatial variables is only that of Dini-type.
Section 4 deals with linear operators on mixed-norm Lebesgue spaces, and is a corollary to the
proof of Theorem 3.3.
The second topic we will study is the bilinear symbol class Smρ,δ(n, 2). In Section 5 we adapt
methods used to study symbols in L∞Smρ (n,N) to weaken the requirement on m necessary to
prove boundedness on Lebesgue spaces of operators in OPSmρ,δ(n, 2) for δ 6 ρ. This is formulated
as Theorem 5.5. In Section 6, although we cannot show boundedness for general operators arising
from symbols in S0ρ,δ(n, 2), we can prove boundedness on a suitable subclass. This is stated as
Theorem 6.2, which is a result of the same flavour as that proved by F. Bernicot and S. Shrivastava
in [3] regarding a subclass of OPS00,0(1, 2), albeit proved by more straight-forward methods. A
related result regarding OPS00,0(n, 2) was also proved in [5].
We begin the main body of the paper with Section 2 where we set out some definitions, fix
some notation and recall some well-known results that we will use later.
2 Definitions, Notation and Preliminaries
We study the following type of multilinear pseudodifferential operator. Given a function a : Rn ×
RnN → C we define the N -linear operator Ta to act on N functions u1, . . . , uN belonging to the
Schwartz class S as
Ta(u1, . . . , uN )(x) :=
∫
RnN
a(x,Ξ)
N∏
j=1
ûj(ξj)e
ix·ξjdΞ. (1)
Here x, ξ1, . . . , ξN are all variables in Rn, Ξ = (ξ1, . . . , ξN ) ∈ RnN and û : Rn → C denotes the
Fourier transform
û(ξ) =
∫
Rn
u(y)e−iξ·ydy
of u ∈ S . We refer to the function a, which has (N + 1)n variables, as the symbol of the operator
Ta.
We set Ξ := (ξ1, . . . , ξN ) with ξj ∈ Rn, and define |Ξ|2 :=
∑N
j=1 |ξj |2, where |ξj | denotes the
standard Euclidean norm of ξj ∈ Rn. Also, here and in the sequel we shall use Z+ to denote the
set of nonnegative integers.
We will use a standard Littlewood-Paley partition of unity {ϕk}k>0 in RnN , by letting ϕ0 : RnN →
R be a smooth radial function which is equal to one on the unit ball centred at the origin and
supported on its concentric double. Setting ϕ(Ξ) = ϕ0(Ξ) − ϕ0(2 Ξ) and ϕk(Ξ) = ϕ(2−k Ξ) for
k > 1, we have
ϕ0(Ξ) +
∞∑
k=1
ϕk(Ξ) = 1 for all Ξ ∈ RnN , (2)
and supp(ϕk) ⊂ {Ξ | 2k−1 6 |Ξ| 6 2k} for k > 1. One also has, for all multi-indices α ∈ ZNn+ and
N > 0,
|∂αΞϕ0(Ξ)| 6 cα,N 〈Ξ〉−N ,
where 〈Ξ〉 := (1 + |Ξ|2) 12 , and
|∂αΞϕk(Ξ)| 6 cα2−k|α| for some cα > 0 and all k > 1. (3)
Definition 2.1. Given N ∈ N, m ∈ R and ρ 6 1 the symbol a : Rn × RNn → C is said to belong
to L∞Smρ (n,N) when for each multi-index α ∈ ZNn+ there exists a constant Cα such that
ess supx|∂αΞa(x,Ξ)| 6 Cα〈Ξ〉m−ρ|α|.
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In the case N = 1 we also use the notation L∞Smρ for the class of symbols of the linear
pseudo-pseudodifferential operators, see [12].
Definition 2.2. Given a class of symbols X, operators which arise from elements in X are denoted
by OPX. That is, we say T ∈ OPX when there exists a symbol a ∈ X such that T = Ta, as defined
in (1). Consequently, for a ∈ L∞Smρ (n,N) we say Ta ∈ OPL∞Smρ (n,N).
For a non-negative function µ, which we refer to as a weight, we define Lpµ = L
p
µ(Rn) to be the
closure of u ∈ S in the norm (∫
Rn
|u(x)|pµ(x)dx
) 1
p
.
When µ ≡ 1 we write simply Lp = Lp(Rn) to mean Lp1 and Lploc is the class of functions which
belong to Lpµ for each µ which is the characteristic function of a compact set.
We wish to study the boundedness from Lq1w1 × · · · × LqNwN to Lrµ of the operator Ta, initially
defined for Schwartz functions u1, . . . , uN via (1), for particular exponents q1, . . . , qN , r and weights
w1, . . . , wN , µ. Although the integral in (1) may not be absolutely convergent for u1, . . . , uN which
do not decay sufficiently rapidly, if we can prove bounds on the operator norm which depend only
on q1, . . . , qN , r, w1, . . . , wN , µ, n,N and a, then it is a straight-forward exercise to show that Ta
has a unique extension to Lq1w1 × · · · × LqNwN which agrees with (1) for u1, . . . , uN ∈ S . This is the
sense in which we will refer to the boundedness of Ta.
Given u ∈ Lploc, the Lp maximal function Mp(u) is defined by
Mp(u)(x) = sup
B3x
(
1
|B|
∫
B
|u(y)|p dy
) 1
p
(4)
where the supremum is taken over balls B in Rn containing x. Clearly then, the Hardy-Littlewood
maximal function is given by
M(u) := M1(u).
An immediate consequence of Ho¨lder’s inequality is that M(u)(x) 6Mp(u)(x) for p > 1. We shall
use the notation
uB :=
1
|B|
∫
B
|u(y)| dy
for the average of the function u over B. One can then define the class of Muckenhoupt Ap weights
as follows.
Definition 2.3. Let w ∈ L1loc be a positive function. One says that w ∈ A1 if there exists a
constant C > 0 such that
Mw(x) 6 Cw(x), for almost all x ∈ Rn.
One says that w ∈ Ap for p ∈ (1,∞) if
sup
B balls in Rn
wB(w
− 1p−1 )p−1B <∞.
The Ap constants of a weight w ∈ Ap are defined by
[w]A1 := sup
B balls in Rn
wB‖w−1‖L∞(B),
and
[w]Ap := sup
B balls in Rn
wB(w
− 1p−1 )p−1B .
The following results are well-known and can be found in, for example, [15].
Theorem 2.4. For 1 < q < ∞, the Hardy-Littlewood maximal operator is bounded on Lqw if and
only if w ∈ Aq. Consequently, for 1 6 p <∞, Mp is bounded on Lqw if and only if w ∈ Aq/p
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Theorem 2.5. Suppose that φ : Rn → R is integrable non-increasing and radial. Then, for u ∈ L1,
we have ∫
φ(y)u(x− y) dy 6 ‖φ‖L1M(u)(x)
for all x ∈ Rn.
We will need the following multilinear version of the Hausdorff-Young theorem due to A. Bene-
dek and R. Panzone [1].
Theorem 2.6. Suppose that 1 6 pN 6 pN−1 6 . . . 6 p1 6 2 and
K(x1, . . . , xn) =
∫
. . .
∫
a(ξ1, . . . , ξn)
N∏
j=1
eixj ·ξjdξ1 . . . dξN .
Then {∫
. . .
{∫ {∫
|K(x1, . . . , xN )|p′1dx1
} p′2
p′1 dx2
} p′3
p′2 . . . dxN
} 1
p′
N
6
{∫
. . .
{∫ {∫
|a(ξ1, . . . , ξN )|p1dξ1
} p2
p1
dξ2
} p3
p2
. . . dξN
} 1
pN .
As is common practice, we will denote constants which can be determined by known parameters
in a given situation, but whose value is not crucial to the problem at hand, by C. Such parameters
in this paper would be, for example, m, ρ, p, n, [w]Ap , and the constants Cα in Definition 2.1. The
value of C may differ from line to line, but in each instance could be estimated if necessary. We
also write a . b as shorthand for a 6 Cb.
3 A pointwise estimate for operators in OPL∞Smρ (n,N) and
the weighted boundedness of multilinear operators
The following lemma will be useful in obtaining pointwise estimates for the kernel of operators in
OPL∞Smρ (n,N). For Z = (z1, . . . , zN ) with zj ∈ Rn and Ξ = (ξ1, . . . , ξN ) with ξj ∈ Rn, we define
〈Z,Ξ〉 :=
N∑
j=1
zj · ξj .
Lemma 3.1. Let a ∈ L∞Smρ (n,N) with m ∈ R and ρ ∈ (0, 1]. Given any Z = (z1, . . . , zN ) ∈ RnN
such that the set S := {j ∈ [1, N ] | |zj | > 1} 6= ∅, one has∣∣∣ ∫
RnN
a(x,Ξ) ei〈Z,Ξ〉 dΞ
∣∣∣ .∏
j∈S
|zj |−Nj ,
for all x ∈ Rn and minj∈S Nj > 0.
Proof. Setting ak(x,Ξ) := a(x,Ξ)ϕk(Ξ), and using the definition of L
∞Smρ (n,N), inequality (3)
and the Leibniz rule we see that
|∂αΞak(x,Ξ)| 6 cα2k(m−ρ|α|), for some cα > 0 and k = 1, 2, . . . (5)
and
|∂αΞa0(x,Ξ)| 6 cα,M 〈Ξ〉−M , for some cα,M > 0 and M > 0. (6)
where in (5) we have also used the assumption ρ 6 1. We claim that
∣∣∣ ∫
RnN
a0(x,Ξ) e
i〈Z,Ξ〉 dΞ
∣∣∣ . N∏
j=1
〈zj〉−L, (7)
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for all L > 0. Integrating by parts and using (6) with M > nN yields
∣∣∣ ∫
RnN
{ N∏
j=1
z
αj
j
}
a0(x,Ξ) e
i〈Z,Ξ〉 dΞ
∣∣∣ = ∣∣∣ ∫
RnN
{ N∏
j=1
∂
αj
ξj
a0(x,Ξ)
}
ei〈Z,Ξ〉 dΞ
∣∣∣ . ∫
RnN
〈Ξ〉−M dΞ . 1,
Now summing both sides of the above estimate over all αj with
∑N
j=1 |αj | 6 L and using the
straightforward inequality
∏N
j=1〈zj〉L .
∑
|(α1,...,αN )|6L
∏N
j=1 z
αj
j , we obtain (7). For the integrals
containing ak, integration by parts and (5) yield
∣∣∣{ M∏
j=1
z
αj
j
}∫
RnN
ak(x,Ξ) e
i〈Z,Ξ〉 dΞ
∣∣∣ = ∣∣∣ ∫
RnN
{ M∏
j=1
∂
αj
ξj
ak(x,Ξ)
}
ei〈Z,Ξ〉 dΞ
∣∣∣ . 2k(nN+m−ρ∑Mj=1 |αj |).
Therefore, if
∑M
j=1 |αj | > nN+mρ then
∣∣∣∑∞k=1 ∫RnN ak(x,Ξ) ei〈Z,Ξ〉 dΞ∣∣∣ .∏Mj=1 |zj |−|αj |. From this
and the definition of the set S, by taking
∑M
j=1 |αj | > nN+mρ and |αj | > Nj , it follows that∣∣∣ ∞∑
k=1
∫
RnN
ak(x,Ξ) e
i〈Z,Ξ〉 dΞ
∣∣∣ .∏
j∈S
|zj |−Nj , (8)
for Nj > 0 and Z ∈ RnN such that S 6= ∅. The estimate for
∫
RnN a(x,Ξ) e
i〈Z,Ξ〉 dΞ follows by
combining the estimates (7) and (8). This proves the lemma.
As an immediate corollary we have the following kernel estimates
Corollary 3.2. Let K(x, Y ) :=
∫
RnN a(x,Ξ)
∏N
j=1 e
i(x−yj)·ξj dΞ and suppose x and Y are such
that S := {j ∈ [1, N ] | |x− yj | > 1} 6= ∅. Then one has
|K(x, Y )| .
∏
j∈S
|x− yj |−Nj when min
j∈S
Nj > 0 (9)
provided either ρ > 0 and m ∈ R, or ρ = 0 and m < −nN .
Proof. When ρ > 0, this follows from Lemma 3.1 by setting zj = x − yj . An examination of the
proof of Lemma 3.1 reveals that it can be easily modified for the case ρ = 0 provided m < −nN .
The following theorem is the main result of this section.
Theorem 3.3. Fix pj ∈ [1, 2] for j = 1, . . . , N and let a ∈ L∞Smρ (n,N) with 0 6 ρ 6 1 and
m < (ρ− 1)∑Nj=1 npj . Then there exists a constant C, depending only on n, pj, m, ρ and a finite
number of the constants Cα in Definition 2.1, such that
|Ta(u1, . . . , uN )(x)| 6 C
N∏
j=1
Mpj (uj)(x), (10)
for all x ∈ Rn. Consequently, for pj < qj 6∞ and r > 0 such that 1r =
∑N
j=1
1
qj
, Ta is a bounded
operator from Lq1w1 × · · · × LqNwN to Lrµ whenever
wj ∈ Aqj/pj if qj <∞ or wj ≡ 1 if qj =∞ for j = 1, . . . , N ,
and µ =
∏N
j=1 w
r/qj
j .
Proof. The boundedness follows immediately from the pointwise estimate (10) by Theorem 2.4.
To prove (10) we use the Littlewood-Paley partition of unity as in (2), we decompose the symbol
as
a(x,Ξ) = a0(x,Ξ) +
∞∑
k=1
ak(x,Ξ)
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with ak(x,Ξ) = a(x,Ξ)ϕk(Ξ), k > 0.
First we consider the operator Ta0 . We have
Ta0(u1, . . . , uN )(x) =
∫
RnN
∫
RnN
a0(x,Ξ)
N∏
j=1
ei(x−yj)·ξj uj(yj) dY dΞ
=
∫
RnN
K0(x, Y )
N∏
j=1
uj(x− yj) dY,
with
K0(x, Y ) =
∫
RnN
a0(x,Ξ) e
i〈Y,Ξ〉 dΞ.
Now estimate (7) yields
|K0(x, Y )| .
N∏
j=1
〈yj〉−L,
for each L > 0 and hence for L > n. Therefore Theorem 2.5 implies
|Ta0(u)(x)| .
N∏
j=1
∫
Rn
〈yj〉−L|uj(x− yj)| dyj .
N∏
j=1
M(uj)(x) .
N∏
j=1
Mpj (uj)(x), (11)
for any 1 6 pj .
Now let us analyse Tak(u1, . . . , uN )(x) =
∫
ak(x,Ξ)
∏N
j=1 uˆj(ξ)e
ix·ξjdΞ for k > 1. We note,
just as before, that Tak(u1, . . . , uN )(x) can be written as
Tak(u1, . . . , uN )(x) =
∫
RnN
Kk(x, Y )
N∏
j=1
uj(x− yj)dY
with
Kk(x, Y ) =
∫
RnN
ak(x,Ξ)
N∏
j=1
eiyj ·ξj dΞ.
One observes that
|Tak(u1, . . . , uN )(x)| =
∣∣∣ ∫
RnN
Kk(x, Y )
N∏
j=1
uj(x−yj) dY
∣∣∣ = ∣∣∣ ∫
RnN
Kk(x, Y )
N∏
j=1
σjk(yj)
uj(x− yj)
σjk(yj)
dY
∣∣∣,
where the weight functions σjk will be chosen momentarily. Therefore, Ho¨lder’s inequality yields
|Tak(u1, . . . , uN )(x)|
6
{∫
. . .
{∫ {∫
|Kk(x, Y )|p′1
N∏
j=1
|σjk(yj)|p
′
1dy1
} p′2
p′1 dy2
} p′3
p′2 . . . dyN
} 1
p′
N ×
N∏
j=1
{∫ |uj(x− yj)|pj
|σjk(yj)|pj
dyj
} 1
pj
,
(12)
where 1pj +
1
p′j
= 1. Now for an sj > n/pj , we define σ
j
k by
σjk(y) =
{
2
−kρn
pj , |y| 6 2−kρ;
2
−kρ( npj −sj)|y|sj , |y| > 2−kρ.
We now wish to estimate{∫
. . .
{∫ {∫
|Kk(x, Y )|p′1
N∏
j=1
|σjk(yj)|p
′
1dy1
} p′2
p′1 dy2
} p′3
p′2 . . . dyN
} 1
p′
N
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by splitting each yj-integral as integration over |yj | 6 2−kρ and |yj | > 2−kρ. Considering an
arbitrary case of the 2N possibilities, we can estimate this portion of the integral by
∑
α1,...,αN
{∫
. . .
{∫ {∫
|Kk(x, Y )|p′1
∣∣∣ N∏
j=1
2
−kρ( npj −|αj |)yαjj
∣∣∣p′1dy1} p′2p′1 dy2} p′3p′2 . . . dyN} 1p′N ,
where the sum is taken over multi-indices αj (each with n components) such that |αj | = 0 if
|yj | 6 2−kρ and |αj | = sj if |yj | > 2−kρ. Without loss of generality we may assume 1 6 pn 6
pn−1 6 . . . 6 p1 6 2, so by Theorem 2.6 and the estimate (5), this in turn is majorised by
∑
α1,...,αN
{∫
. . .
{∫ {∫
|
N∏
j=1
2
−kρ( npj −|αj |)∂αjξj ak(x,Ξ)|p1dξ1
} p2
p1
dξ2
} p3
p2
. . . dξN
} 1
pN
. 2k
(
m−(ρ−1)∑Nj=1 npj ),
Furthermore, once again using Theorem 2.5, we have{∫ |uj(x− yj)|pj
|σjk(yj)|pj
dyj
} 1
pj .Mpj (uj)(x)
with a constant that only depends on the dimension n. Combining these facts with (12) yields
|Tak(u1, . . . , uN )(x)| . 2k
(
m−(ρ−1)∑Nj=1 npj ) N∏
j=1
Mpj (uj)(x) (13)
Summing in k, and using (11) and (13), we obtain
|Ta(u1, . . . , uN )(x)| .
∞∑
k=0
|Tak(u1, . . . , uN )(x)|
.
∞∑
k=1
2
k
(
m−(ρ−1)∑Nj=1 npj ) N∏
j=1
Mpj (uj)(x).
We observe that the series above converges if m < (ρ− 1)∑Nj=1 npj . This proves (10) and, with it,
the theorem.
We remark in passing that the case p1 = p2 = · · · = pN Theorem 3.3 follows from its linear
predecessor, that is Theorem 3.3 in [14], with RnN replacing Rn.
4 Boundedness of linear operators in mixed norm spaces
In this section we show that a modification of the proof of Theorem 3.3 yields a mixed norm
boundedness result for a class of linear pseudodifferential operators. Let X = (x1, . . . , xN ) ∈ RnN
with xj ∈ Rn for j = 1, . . . , N. To a symbol a ∈ L∞Smρ (nN, 1), we associate a linear operator Ta,
a-priori defined on functions u in S (RnN ), given by
Ta(u)(X) :=
∫
RnN
a(X,Ξ)û(Ξ)ei〈X,Ξ〉dΞ,
where û is the Fourier transform of u in RnN :
û(Ξ) =
∫
RnN
u(X)ei〈X,Ξ〉dX. (14)
We define the space LpNLpN−1 . . . Lp1 to be the mixed norm space which is the closure of u ∈
S (RnN ) in the norm
‖u‖LpNLpN−1 ...Lp1 =
{∫
. . .
{∫ {∫
|u(X)|p1dx1
} p2
p1
dx2
} p3
p2
. . . dxN
} 1
pN .
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We will also need the following notation. For a function u : RnN → C we define M (j)p (u) to be the
Lp maximal function acting only in the xj-variables. That is,
M (j)p (u)(X) := sup
B3xj
(
1
|B|
∫
B
|u(x1, . . . , xj−1, y, xj+1, . . . , xN )|p dy
) 1
p
,
for j = 1, . . . , N , where the supremum is taken over balls B in Rn containing xj .
Theorem 4.1. Fix pj ∈ [1, 2] for j = 1, . . . , N and let a ∈ L∞Smρ (nN, 1) with 0 6 ρ 6 1 and
m < (ρ− 1)∑Nj=1 npj . Then there exists a constant C, depending only on n, pj, m, ρ and a finite
number of the constants Cα in Definition 2.1, such that
|Ta(u)(X)| 6 CM (N)pN (. . .M (2)p2 (M (1)p1 (u)))(X), (15)
for all X ∈ RnN . Consequently, Ta is a bounded operator from Lq1Lq2 . . . LqN to LqNLqN−1 . . . Lq1
whenever qj > pj (j = 1, . . . , N) and 1 6 qN 6 qN−1 6 . . . 6 q1 6 2.
Proof. We repeat the prove of Theorem 3.3, but with the linear operator above and observe that
(12) is replaced by
|Tak(u)(X)|
6
{∫
. . .
{∫ {∫
|Kk(X,Y )|p′1
N∏
j=1
|σjk(yj)|p
′
1dy1
} p′2
p′1 dy2
} p′3
p′2 . . . dyN
} 1
p′
N ×
{∫
. . .
{∫ {∫
|u(X − Y )|p1 dy1|σ1k(y1)|p1
} p2
p1 dy2
|σ2k(y2)|p2
} p3
p2
. . .
dyN
|σNk (yN )|pN
} 1
pN .
(16)
We control the first factor on the right-hand side of (16) as before. To control the second factor
in (16) we can use Theorem 2.5 to show that it is majorised by
M (N)pN (. . .M
(2)
p2 (M
(1)
p1 (u)))(X).
By combining these estimates we obtain (15). Using the boundedness of the maximal function
and Minkowski’s inequality repeatedly, we obtain the boundedness of Ta on the mixed norm space
defined above.
5 The class LpµS
m
ρ and an application to the boundedness of
smooth bilinear operators
We now consider linear pseudodifferential operators acting on functions on Rn.
Definition 5.1. Let µ be a weight (that is, a non-negative function), and 1 6 p 6∞, m ∈ R and
ρ 6 1 be parameters. A symbol a : Rn ×Rn → C belongs to the class LpµSmρ if for each multi-index
α ∈ Zn+ there exists a constant Cα such that
‖∂αξ a(·, ξ)‖Lpµ(Rn) 6 Cα〈ξ〉m−ρ|α|.
When the weight µ ≡ 1 then we use the notation LpSmρ for Lp1Smρ .
Theorem 5.2. Suppose r ∈ [1,∞), q ∈ (1,∞] and p ∈ [2,∞) with conjugate p′ (for which
1/p+1/p′ = 1) satisfy the relation 1/r = 1/q+1/p. Suppose further that ρ 6 1 and m < n(ρ−1)/p′.
Let a ∈ LpµSmρ and µ and w be weights with w ∈ Aq/p′ . Then there exists a constant C, depending
only on n, m, ρ, p, q, [w]Aq/p′ and a finite number of Cα from Definition 5.1, such that
(i) if r 6= 1 and q 6=∞, then
‖Ta(u)‖Lrν(Rn) 6 C‖u‖Lqw(Rn),
where ν = µr/pwr/q; and
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(ii) if r = 1 or q =∞, then
‖Ta(u)‖Lrν(Rn) 6 C‖u‖Lq(Rn),
where ν = µr/p.
Proof. First, we define
σk(y) =
{
2
−kρn
p′ , |y| 6 2−kρ;
2
−kρ( n
p′−`)|y|`, |y| > 2−kρ.
It is then easy to check that (∫
|σk(y)|−p′dy
) 1
p′
. 1
provided ` is sufficiently large. We consider the Littlewood-Paley pieces Tak of the operator Ta,
where ak(x, ξ) = a(x, ξ)ϕk(ξ). Using Ho¨lder’s inequality, the Hausdorff-Young inequality and
Theorem 2.5, we compute
|Tak(u)(x)| =
∣∣∣∣∫ Kk(x, y)u(x− y)dy∣∣∣∣
6
(∫
|Kk(x, y)σk(y)|pdy
) 1
p
(∫ ∣∣∣∣u(x− y)σk(y)
∣∣∣∣p′ dy
) 1
p′
.
∑
|α|6`
2−k(nρ/p
′−|α|ρ)
(∫
|∂αξ ak(x, ξ)|p
′
dξ
) 1
p′
(∫ ∣∣∣∣u(x− y)σk(y)
∣∣∣∣p′ dy
) 1
p′
.
∑
|α|6`
2−k(nρ/p
′−|α|ρ)
(∫
|∂αξ ak(x, ξ)|p
′
dξ
) 1
p′
M(up
′
)
1
p′ (x).
(17)
Consequently, under the hypotheses of (i), Ho¨lder’s inequality with exponents p/r and q/r, the
weighted boundedness of the Hardy-Littlewood maximal function and Minkowski’s inequality show
us that
‖Tak(u)‖Lrν(Rn)
=
(∫
|Tak(u)(x)|rµ(x)
r
pw(x)
r
q dx
) 1
r
.
∫ ∑
|α|6`
2−kr(nρ/p
′−|α|ρ)
(∫
|∂αξ ak(x, ξ)|p
′
dξ
) r
p′
M(up
′
)
r
p′ (x)µ(x)
r
pw(x)
r
q dx
 1r
.
∑
|α|6`
2−k(nρ/p
′−|α|ρ)
(∫ (∫
|∂αξ ak(x, ξ)|p
′
dξ
) p
p′
µ(x)dx
) 1
p
‖u‖Lqw(Rn)
.
∑
|α|6`
2−k(nρ/p
′−|α|ρ)
∫ (∫ |∂αξ ak(x, ξ)|pµ(x)dx) p
′
p
dξ
 1p′ ‖u‖Lqw(Rn)
. 2k(m−n(ρ−1)/p′)‖u‖Lqw(Rn)
(18)
We can then sum in k to find that
‖Ta(u)‖Lrν(Rn) 6
∞∑
k=0
‖Tak(u)‖Lrν(Rn) . 2k(m−n(ρ−1)/p
′)‖u‖Lqw(Rn) . ‖u‖Lqw(Rn),
which completes the proof of (i).
The proof of (ii) is similar. When r = 1, p′ = q, so we cannot use the boundedness of the
Hardy-Littlewood maximal function in (18). So before applying Theorem 2.5 in (17), we instead
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(1/2, 0, 1/2)
(0, 0, 0)
(0, 1, 1) (1/2, 1/2, 1) (1, 0, 1)
(0, 1/2, 1/2)
Figure 1: The triangle with vertices (0, 1, 1), (1, 0, 1) and (0, 0, 0) in the plane {(1/p, 1/q, 1/r) | 1/p+
1/q = 1/r} ⊂ R3. The right-hand side of (19) is linear on each of the sub-triangles depicted. It is
n(ρ − 1)/2 at (1/2, 1/2, 1), (0, 1/2, 1/2) and (1/2, 0, 1/2) and 3n(ρ − 1)/2 at (0, 1, 1), (1, 0, 1) and
(0, 0, 0).
first take the L1ν(Rn) norm of the inequality, apply Ho¨lder’s inequality as before, and then apply
Young’s inequality to the factor involving σk. When q = ∞, r = p ∈ [2,∞), so once again we
cannot use the weighted boundedness of the Hardy-Littlewood maximal function, but we can use
its boundedness on L∞(Rn).
As an application of Theorem 5.2 we now establish our main result regarding the boundedness
of smooth bilinear pseudodifferential operators that fall outwith the scope of the bilinear Caldero´n-
Zygmund theory. We shall prove a further result concerning a subclass of these operators in Section
6.
Definition 5.3. Given n,N ∈ N, m ∈ R and ρ, δ ∈ [0, 1], a symbol a : Rn × RNn → C belongs to
the class Smρ,δ(n,N) if, for each pair of multi-indices α ∈ ZNn+ , and β ∈ Zn+, there exists a constant
Cα,β such that
|∂αΞ∂βxa(x,Ξ)| 6 Cα,β〈Ξ〉m−ρ|α|+δ|β|.
In particular, a symbol a : Rn × Rn × Rn → C belongs to the class Smρ,δ(n, 2) if, for each triple of
multi-indices α ∈ Zn+, β ∈ Zn+ and γ ∈ Zn+, there exists a constant Cα,β,γ such that
|∂αξ ∂βη ∂γxa(x, ξ, η)| 6 Cα,β,γ(1 + |ξ|2 + |η|2)(m−ρ(|α|+|β|)+δ|γ|)/2.
Define the adjoint operators T ∗1 and T ∗2 of a bilinear operator T via the identities 〈T (f, g), h〉p =
〈f, T ∗1(h, g)〉p = 〈g, T ∗2(f, h)〉p, where 〈·, ·〉p denotes the dual pairing on Lp (1 6 p <∞). We will
use Theorem 1 in [2] repeatedly, so we record it here.
Theorem 5.4. Assume that 0 6 δ 6 ρ 6 1, δ < 1 and a ∈ Smρ,δ(n, 2). Then T ∗ja = Tbj for some
bj ∈ Smρ,δ(n, 2) and j = 1, 2.
Theorem 5.5. Let a ∈ Smρ,δ(n, 2), with 0 6 δ 6 ρ 6 1, δ < 1 and
m < n(ρ− 1) max
{
1
2
,
(
2
p
− 1
2
)
,
(
2
q
− 1
2
)
,
(
3
2
− 2
r
)}
(19)
for p, q, r ∈ [1,∞] (see Figure 1). Then
‖Ta(f, g)‖Lr(Rn) . ‖f‖Lq(Rn)‖g‖Lp(Rn)
for p,q and r such that 1/r = 1/q + 1/p.
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Proof. Observe that the condition r > 1 ensures that we cannot have both p and q less than 2.
Theorem 5.4 tells us that the adjoint operators T ∗1a and T
∗1
a are operators in the same class as Ta.
Considering these adjoint operators if necessary, we can reduce the proof of the theorem to the
special case p, q > 2.
We consider a Littlewood-Paley partition of unity {ϕk}k>0 defined as in (2) with N = 1. We
then set aj,k(x, ξ, η) = a(x, ξ, η)ϕj(ξ)ϕk(η), so a(x, ξ, η) =
∑∞
j,k=0 aj,k(x, ξ, η). We can write
Taj,k(f, g)(x) =
∫ ∫
aj,k(x, ξ, η)f̂(ξ)ĝ(η)e
ix·(ξ+η)dξdη
=
∫ (∫
aj,k(x, ξ, η)ĝ(η)e
ix·ηdη
)
f̂(ξ)eix·ξdξ
=
∫
Aj,k(g;x, ξ)f̂(ξ)e
ix·ξdξ = TAj,k(g;·,·)(f)(x),
(20)
where TAj,k(g;·,·) is a linear operator for each fixed g. In order to take advantage of the smoothness
of the symbol while viewing the operator as written in (20), we must deal with each piece of the
symbol aj,k depending on how the size of ξ relates to the size of η. More precisely, for k > j we
have that 2k ' |η| & |ξ| ' 2j on the (ξ, η)-support of aj,k. Fixing an ε > 0 sufficiently small, we
can conclude that
|∂αξ ∂βη ∂γxaj,k(x, ξ, η)| 6 Cα,β,γ〈2j + 2k〉m−ρ(|α|+|β|)+δ|γ| 6 Cα,β,γ2j(m1−ρ|α|−ε)2k(m2−ρ|β|+δ|γ|−ε)
for m1,m2 6 0 such that m1 +m2 = m+ 2ε. Thus, by [15, p. 322], if m2 6 n(ρ− 1)(1/p′ − 1/2)
then we have that
‖∂αξ Aj,k(g; ·, ξ)‖Lp(Rn) 6 Cα2k(m1−ρ|α|−ε)2−jε‖g‖Lp(Rn).
This shows that Aj,k(g; ·, ·) ∈ LpSm1ρ . Therefore, using the fact that p > 2, an application of
Theorem 5.2 with the assumption m1 < n(ρ− 1)/p′ yields
‖Taj,k(f, g)‖Lr(Rn) 6 C2−kε2−jε‖f‖Lq(Rn)‖g‖Lp(Rn). (21)
For the case k < j, we can repeat the same argument, but reverse the roles of ξ and η, and p
and q, to obtain once again (21). We then sum in j and k to obtain boundedness from Lq ×Lp to
Lr provided
m < 2n(ρ− 1) max
{∣∣∣∣1p − 12
∣∣∣∣ , ∣∣∣∣1q − 12
∣∣∣∣}+ n2 (ρ− 1). (22)
This result can be improved by using duality and once again applying Theorem 5.4. We are
concerned with triples of reciprocals of exponents (1/p, 1/q, 1/r) such that 1/p + 1/q = 1/r and
p, q, r ∈ [1,∞]. The set of such triples is a closed triangle with vertices (0, 1, 1), (1, 0, 1) and (0, 0, 0)
in the plane {(1/p, 1/q, 1/r) | 1/p+ 1/q = 1/r}, which itself lies in R3 (see Figure 1). Considering
the edge of the triangle with end-points (0, 1, 1) and (1, 0, 1) (that is, where r = 1) we have proved
that Ta maps L
p × Lp′ to L1 (of course, here we require q = p′) for
m < 2n(ρ− 1)
∣∣∣∣1p − 12
∣∣∣∣+ n2 (ρ− 1) = 2n(ρ− 1)
∣∣∣∣ 1p′ − 12
∣∣∣∣+ n2 (ρ− 1).
This agrees with the statement of the theorem for these exponents. Equally the theorem in the
case p = q = r =∞ (corresponding to the point (0, 0, 0)) is also included in the condition (22).
Considering the adjoint T ∗2, using duality and applying Theorem 5.4 allows us to conclude that
Ta maps L
p×L∞ to Lp for the same range on m. Once again, this agrees with the statement of the
theorem for these exponents, but this time corresponds to triples (1/p, 1/q, 1/r) on the line with
end-points (0, 1, 1) and (0, 0, 0). Similarly, considering the adjoint T ∗1, using duality and applying
Theorem 5.4 allows us to conclude that Ta maps L
∞ ×Lp′ to Lp′ , again, for the same range of m.
Yet again, this agrees with the statement of the theorem for these exponents, but now corresponds
to triples (1/p, 1/q, 1/r) on the line with end-points (1, 0, 1) and (0, 0, 0).
Thus, we have proved the theorem on the edges of the triangle. Finally, the bilinear version of
the Riesz-Thorin Interpolation Theorem (see [10, p. 73]) allows us to complete the proof on the
interior of the triangle.
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6 Boundedness of a subclass of Ho¨rmander-type bilinear
pseudodifferential operators with m 6 0
In this section we will establish the boundedness of a subclass of bilinear pseudodifferential oper-
ators with symbols in the class S0ρ,0(n, 2) with ρ ∈ (0, 1]. With this goal in mind, the following
lemma will prove to be useful.
Lemma 6.1. Given a smooth function a : Rn × Rn → C, define an operator S by
S(F )(x) =
∫
Rn
∫
Rn
a(ξ, η)F̂ (ξ, η)eix·(ξ+η)dξdη,
where F̂ denotes the Fourier transform in Rn × Rn (that is, (14) with N = 2). The operator S is
bounded from L2(Rn × Rn) to L2(Rn) if and only if
A :=
(
sup
ζ∈Rn
∫
Rn
|a(ζ − η, η)|2dη
) 1
2
<∞.
Moreover,
‖S(F )‖L2(Rn) 6 A‖F‖L2(Rn×Rn).
Proof. The boundedness of S is equivalent to the boundedness of SS∗ : L2(Rn)→ L2(Rn), where
S∗ is the adjoint operator of S:
S∗(g)(x, y) =
∫
Rn
∫
Rn
a(ξ, η)ĝ(ξ + η)ei(x·ξ+y·η)dξdη.
We can readily see that Ŝ∗ is given by
Ŝ∗(g)(ξ, η) = a(ξ, η)ĝ(ξ + η),
so
SS∗(g) =
∫
Rn
∫
Rn
a(ξ, η)a(ξ, η)ĝ(ξ + η)eix·(ξ+η)dξdη
=
∫
Rn
∫
Rn
a(ζ − η, η)a(ζ − η, η)ĝ(ζ)eix·ζdζdη =
∫
Rn
(∫
Rn
|a(ζ − η, η)|2dη
)
ĝ(ζ)eix·ζdζ.
Thus, SS∗ is a multiplier and the condition of the lemma is exactly the condition required for its
boundedness on L2(Rn).
Theorem 6.2. If 0 < ρ 6 1 and a ∈ S0ρ,0(n, 2) are such that, for each multi-index α ∈ Zn+,
sup
x0,ζ∈Rn
(∫
B1(x0)
∫
Rn
|∂αx a(x, ζ − η, η)|2dηdx
) 1
2
<∞, (23)
where B1(x0) is the unit ball centred at x0, then Ta is bounded operator from L
p(Rn)× Lq(Rn) to
Lr(Rn) for p, q ∈ [2,∞] and r ∈ [1, 2] such that 1/p+1/q = 1/r. This corresponds to (1/p, 1/q, 1/r)
contained in the closed triangle of Figure 1 with vertices (1/2, 1/2, 1), (0, 1/2, 1/2) and (1/2, 0, 1/2).
Proof. First, let us observe that it suffices to prove the boundedness from L2 × L2 to L1. Indeed,
assuming this and using Theorem 5.4, together with duality arguments and the multilinear Riesz-
Thorin Theorem (see [10, p. 73]), yield the theorem.
Let us now suppose that the symbol a has compact x-support, say contained in the unit ball
B = B1(x0). We follow [15, pp. 234-5] and write
a(x, ξ, η) =
∫
â(λ, ξ, η)eiλ·xdx
Multilinear pseudodifferential operators 13
and so
Ta(f, g)(x) =
∫∫
a(x, ξ, η)f̂(ξ)ĝ(η)eix·(ξ+η)dξdη
=
∫∫∫
â(λ, ξ, η)eiλ·xf̂(ξ)ĝ(η)eix·(ξ+η)dξdηdλ
=
∫
Tλa (f, g)(x)dλ,
where
Tλa (f, g)(x) = e
iλ·x
∫∫
â(λ, ξ, η)f̂(ξ)ĝ(η)eix·(ξ+η)dξdη = eiλ·xTâ(λ,·,·)(f, g)(x)
and Tâ(λ,·,·) is a multiplier operator for each λ. Therefore, since
â(λ, ξ, η) =
∫
B
a(x, ξ, η)e−iλ·xdx,
we have that
(iλ)αâ(λ, ξ, η) =
∫
B
∂αx a(x, ξ, η)e
−iλ·xdx
and so
|λα|2
∫
|â(λ, ζ − η, η)|2dη .
∫ ∫
B
|∂αx a(x, ζ − η, η)|2dxdη.
This means that, by our hypotheses (23),∫
|â(λ, ζ − η, η)|2dη . 〈λ〉−N
for any N ∈ Z+. Consequently, by Lemma 6.1,
‖Tâ(λ,·,·)(f, g)‖L1(B) . ‖Tâ(λ,·,·)(f, g)‖L2(B) . 〈λ〉−N‖f‖L2(Rn)‖g‖L2(Rn).
Once again using the support properties of a, we conclude that
‖Ta(f, g)‖L1(Rn) 6
∫
‖Tλa (f, g)‖L1(B)dλ .
∫
〈λ〉−N‖f‖L2(Rn)‖g‖L2(Rn)dλ = C‖f‖L2(Rn)‖g‖L2(Rn),
which proves the theorem under the extra hypothesis that a has compact x-support.
To remove the hypothesis that a has compact x-support, we follow the argument of [15, pp. 236-
7]. Observe that it suffices to show that, for each x0 ∈ Rn,∫
B1(x0)
|Ta(f, g)(x)|dx .
(∫
Rn
|f(y)|2dy
(1 + |y − x0|)N
∫
Rn
|g(z)|2dz
(1 + |z − x0|)N
)1/2
, (24)
for all N > 0. Indeed, choosing N > n, integrating (24) in x0, using the Cauchy-Schwarz inequality
and interchanging the order of integration produces the estimate
‖Ta(f, g)‖L1(Rn) . ‖f‖L2(Rn)‖g‖L2(Rn).
To prove (24) we introduce the cut-off function ψ : Rn → R, which is identically one on B2(x0)
and zero outside its concentric double B4(x0). Define f1(x) = ψ(x)f(x) and g1(y) = ψ(y)g(y) and
F (x, y) = f(x)g(y) − f1(x)g1(y). Let ϕ : Rn → R be a second nonnegative cut-off function which
is identically one on B1(x0) and supported in B2(x0). Using the cut-off function ψ, we can write
Ta(f, g)(x) = Ta(f1, g1)(x) +
∫∫
K(x, x− y, x− z)F (y, z)dydz (25)
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where
K(x, z1, z2) =
∫∫
a(x, ξ, η)eiz1·ξeiz2·ηdξdη.
Now using the cut-off function ϕ, our previous boundedness result concerning bilinear operators
with compact spatial support yields∫
B1(x0)
|Ta(f1, g1)(x)|dx =
∫
B1(x0)
ϕ(x)|Ta(f1, g1)(x)|dx
6
∫
Rn
|Tϕa(f1, g1)(x)|dx . ‖f1‖L2(Rn)‖g1‖L2(Rn),
and this is, in turn, controlled by(∫
Rn
|f(x)|2dx
(1 + |x− x0|)N
∫
Rn
|g(y)|2dy
(1 + |y − x0|)N
)1/2
for any N > 0, because of the support properties of f1 and g1. To estimate the contribution of the
remaining term in (25), we use the kernel estimate of Corollary 3.2. We need to estimate∫
B1(x0)
∣∣∣∣∫
Rn
∫
Rn
K(x, x− y, x− z)F (y, z)dydz
∣∣∣∣ dx, (26)
but since F is supported outside B2(x0)× B2(x0), Corollary 3.2 yields that for all N > 0, (26) is
majorised by ∫
B1(x0)
∫∫
(B2(x0)×B2(x0))c
|F (y, z)|
(1 + |x− y|)N (1 + |x− z|)N dydzdx
.
∫∫
Rn×Rn
|f(y)g(z)|+ |f1(y)g1(z)|
(1 + |x0 − y|)N (1 + |x0 − z|)N dydz,
and using the Cauchy-Schwarz inequality and the fact that |f1(y)g1(z)| . |f(y)g(z)|, we have∫∫
Rn×Rn
|f(y)g(z)|+ |f1(y)g1(z)|
(1 + |x0 − y|)N (1 + |x0 − z|)N dydz
.
(∫
Rn
|f(y)|2dy
(1 + |y − x0|)N
∫
Rn
dy
(1 + |y − x0|)N
∫
Rn
|g(z)|2dz
(1 + |z − x0|)N
∫
Rn
dz
(1 + |z − x0|)N
)1/2
.
(∫
Rn
|f(y)|2dy
(1 + |y − x0|)N
∫
Rn
|g(z)|2dz
(1 + |z − x0|)N
)1/2
,
provided N > n. This completes the proof of (24) and with it, the theorem.
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