Purpose: Contrast-enhanced ultrasound imaging has expanded the diagnostic potential of ultrasound by enabling real-time imaging and quantification of tissue perfusion. Several perfusion models and curve fitting methods have been developed to quantify the temporal behavior of tracer signal and standardize perfusion quantification. While the least-squares approach has traditionally been applied for curve fitting, it can be inadequate for noisy and complex data. Moreover, previous research suggests that certain perfusion models may be more relevant depending on the organ or tissue imaged. We propose a multi-model framework to select the most appropriate perfusion model and curve fitting method for each diagnostic application. Methods: Our multi-model approach uses a system identification method, which estimates perfusion parameters from the model with the best fit to a given time-intensity curve. We compared current perfusion quantification methods that use a single perfusion model and curve fitting method and our proposed multi-model framework on bolus 3D dynamic contrast-enhanced ultrasound (DCE-US) in vivo images obtained in mice implanted with a colon cancer, as well as on simulation data. The quality of fit in estimating perfusion parameters was evaluated using the Spearman correlation coefficient, the coefficient of determination (R 2 ), and the normalized root-mean-square error (NRMSE) to ensure that the multi-model framework finds the best perfusion model and curve fitting algorithm. Results: Our multi-model framework outperforms conventional single perfusion model approaches with least-squares optimization, providing more robust perfusion parameter estimation. R 2 and NRMSE are 0.98 and 0.18, respectively, for our proposed method. By comparison, the performance of the traditional approach is much more dependent upon the selection of the appropriate model. The R 2 and NRMSE are 0.91 and 0.31, respectively. Conclusions: The proposed multi-model framework for perfusion modeling outperforms the current approach of single perfusion modeling using least-squares optimization and more robustly estimates perfusion parameters when using empiric data labeled by an expert as the gold standard. Our technique is minimally sensitive to issues affecting the accuracy of perfusion parameter estimation, including rise time, noise, region of interest size, and frame rate. This framework could be of key utility in modeling different perfusion systems in different tissues and organs.
INTRODUCTION
Contrast-enhanced ultrasound (CEUS) is increasingly utilized as a diagnostic tool due to its increased commercial and clinical availability, both in the United States and globally. [1] [2] [3] Microbubbles, consisting of a gas core stabilized by a shell composed of protein, lipids, or polymers, serve as the indicator tracer in CEUS, and microbubble signal can be isolated from the surrounding tissue signal using microbubble-specific imaging techniques, 1 by which the acoustic intensity of microbubbles is proportional to the concentration of microbubbles in a given region of interest (ROI). 4, 5 Several methods exist for contrast administration and acquisition, and multiple protocols have been developed to improve qualitative and quantitative assessments. 2, 3 Measurements from 3D dynamic CEUS have been shown to be repeatable in patients. 6 Bolus-based imaging remains the dominant CEUS method, 5, 7, 8 and it is commonly utilized as a qualitative method for arriving at a differential diagnosis. Moreover, several new quantitative CEUS applications are on the horizon. These applications include, but are not limited to, treatment monitoring, cardiology, neuroimaging, musculoskeletal imaging, and abdominal imaging. 5, 7, 8 Cancer treatment monitoring is of particular interest given the plethora of vasculartargeting cancer drugs in recent years. These often induce cytostatic responses (i.e., no change in tumor size with change in perfusion), with minimal anatomical changes over time. [1] [2] [3] Since the tumor will not have changed in size, traditional ultrasound measurements will fail to notice any change, while quantitative measures of perfusion using CEUS will. 9, 10 While the current treatment response evaluation of cancer is performed using CT and MRI, CEUS has the ability to contribute real-time data on tumor perfusion, an advantage over contrast-enhanced CT and MRI. Thus, as quantitative analysis becomes more commonly used in the clinic, new and improved quantification methods are needed.
Perfusion data from CEUS are conventionally quantified by fitting an established perfusion model to a timeintensity curve (TIC) extracted from a ROI, from which several parameters related to blood flow and volume are extracted. These parameters include area under the timeintensity curve (AUC) and peak enhancement (PE), which are related to blood volume, as well as mean transit time (MTT) and time to the peak intensity (TP), which are related to blood flow. Curve fitting is typically performed using least-squares optimization, which is inadequate in the setting of noisy or complex data. Time-intensity curves are susceptible to the following issues: (a) data quality (affected by noise and ROI size), (b) frame rate, and (c) rise time. In the Results section, we demonstrate how these conditions can affect the quality of the fit to TICs and thus the estimation of perfusion parameters. In addition, given the numerous applications for CEUS in different organs or tissues, it is imperative to select the appropriate model for a given application. We propose a multi-model framework that can automatically select the correct model, which works well both on real and simulated data.
Our study briefly reviews the following perfusion models: lognormal, gamma variate, local density random walk (LDRW), first passage time (FPT), and lagged normal. Lognormal is the most commonly used perfusion model. 11, 12 We then develop a multi-model system identification 13 approach for automated model selection based on best fit, and we evaluate the performance of this approach against the conventional single perfusion model with leastsquares optimization. Least-squares optimization is the most commonly used curve fitting method. System identification is an engineering field that involves identifying the dynamics between the inputs and outputs of a model. We selected the optimal curve fitting algorithm and perfusion model using an exhaustive search technique.
14 Exhaustive search performs well in a multivariate situation, in which there is no definite single solution, by testing each possibility sequentially and determining whether it satisfies the problem statement or cost function. We then test our multi-model approach in simulations. Finally, we apply our approach to in vivo DCE-US images from a mouse model of colon cancer.
BACKGROUND/THEORY

2.A. Multi-model framework
The single perfusion model currently used to estimate perfusion parameters is very sensitive to the initial values for perfusion parameters, as well as the selection of appropriate boundary conditions, without which the algorithm could result in unrealistic values for perfusion parameters, such as a negative value for time to peak. We introduce a multi-model framework, which applies two different curve fitting algorithms (nonlinear regression (NR) and a mixed-effects (ME) method) to all five perfusion models (lognormal, gamma variate, LDRW, FPT, and lagged normal). All curve fitting algorithms and perfusion models are detailed in the next section. We propose using more than one curve fitting algorithm because if the initial values and boundary conditions are not manually set to the proper values, then the fitting performance for different perfusion models can be inconsistent, potentially settling on local minima for which additional optimization to find the global minimum is required. Therefore, fusing the result of multiple perfusion models and curve fitting methods is a better approach to overcome poor boundary conditions. As shown in Fig. 1 , all five perfusion models (lognormal, gamma variate, LDRW, FPT, and lagged normal) using the two curve fitting methods (NR and ME) were independently computed, and the final perfusion parameters were chosen from the model with the lowest estimation error by evaluating various curve fitting algorithms and selecting the optimal solution using an exhaustive search technique.
14 Since multiple measures of curve fitting were evaluated, Spearman correlation coefficient, coefficient of determination, and normalized root-meansquare error (NRMSE), this was done in a sequential fashion. Beginning with the initial ten techniques (five perfusion models with two curve fitting methods each), the Spearman correlation coefficient was used to select the five techniques with highest correlation. Next, among those five, the coefficient of determination was used to select the three techniques with the highest R 2 . Finally, the one technique with the lowest NRMSE was chosen from those three. We use three cost functions rather than one because we want to overcome the issue of local minima in optimization, in which curve fitting may be trapped in parasitic stationary points that are not informative about the true parameters. 15 It has been suggested that the mean squared error is not necessarily the best criterion for model evaluation. 16 For instance, Harabis et al. (2013) compared different models for DCE-US perfusion analysis and concluded that more models should be used, specifically excluding the lognormal model, which gives the highest error, particularly for the MTT parameter. In order to mitigate the local minima problem, many alternatives to the standard least-squares problem have been proposed, 17, 18 extending the parameter space to multiple cost functions.
To overcome issues with the least-squares method mainly due to local minima in the optimization process, which is of particular concern with noisy data, we proposed using a three-step approach.
2.B. Perfusion models
We studied five different perfusion models commonly used in clinical CEUS: the lognormal distribution, the gamma variate function, LDRW, FPT, and the lagged normal function. Each model is best suited to different tissues (i.e., liver vs heart). Generally, these models are described by a probability density function of pixel intensities over time within a VOI after a bolus of microbubbles is injected. Table I shows the distribution function for each model, as well as the organ system for which it has been considered a good fit by the literature. 19 
2.B.1. Lognormal model
This model is based on the bifurcations of vessels with a number of generations, which may exhibit fractal behavior. 20, 21 The control parameters for the lognormal distribution are AUC, t 0 , C, l, and r, representing the area under the curve, offset time, baseline intensity offset, mean, and standard deviation, respectively, of the normal distribution in logarithmic space. A similar notation is used for the corresponding parameters in all subsequent models discussed. The distribution function is shown in the second column of Table I and an example curve is shown in the third column of Table I for AUC = 30, t 0 = 10, C = 0, l = 3, and r = 1.
2.B.2. Gamma variate model
This model is based on constant flow through a series of equally sized and homogeneous compartments. 22 The distribution function is shown in Table I , column 2. The control parameters for this model include AUC, t 0 , C, a, and b, respectively representing the area under the curve, the offset time, the baseline intensity offset, the number of the equally sized homogeneous compartments in a series, and the volume of each compartment divided by the flow rate. An example curve is shown in the third column of Table I for AUC = 30, t 0 = 10, C = 0, a = 3, and b = 6.
2.B.3. Local density random walk model
This distribution is designed to model fluid convection and diffusion within a tube (or vessel in our case). 23, 24 The distribution function is shown in Table I , column 2. The control parameters for this model are AUC, t 0 , C, l, and k, respectively representing the area under the curve, offset time, baseline intensity offset, mean, and the Preclet number divided by 2. For a vessel in which a bolus of microbubbles is flowing, the Preclet number is defined as FIG. 1 . The multi-model framework takes the input time-intensity curve and estimates perfusion parameters (t 0 , area under the curve, time to peak, mean transit time, and peak enhancement). (a) Our proposed framework evaluates five perfusion models (lognormal, gamma variate, local density random walk, first passage time, and lagged normal) and two curve fitting methods (nonlinear regression and mixed-effects). (b) To determine the parameters obtained using the optimal curve fitting method/perfusion model, we start with the ten techniques from (a), and the model with the least fitting error was chosen as follows: 1) The Spearman correlation coefficient was used to select the five techniques with the highest correlation value, 2) The coefficient of determination was then used to select the three techniques with the highest R 2 , and 3) the one technique with the lowest normalized root-mean-square error was finally chosen. This technique is known as exhaustive search. [Color figure can be viewed at wileyonlinelibrary.com] the ratio between the diffusive time and the convective time, estimating the contribution of both the diffusion and the convection of the microbubbles traveling through the vessels. An example curve is shown in the third column of Table I for AUC = 30, t 0 = 10, C = 0, l = 10, and k = 2.
2.B.4. First passage time model
Similar to LDRW, this distribution is designed to model fluid convection and diffusion within a tube (i.e., vessel). The only difference between FPT and LDRW is that in FPT the microbubbles are assumed to pass only once through the vessel boundaries, whereas the LDRW model assumes that microbubbles pass the boundaries multiple times. 23, 24 The distribution function is shown in Table I , column 2. The control parameters for this model are AUC, t 0 , C, l, and k, where they respectively represent the area under the curve, offset time, baseline intensity offset, mean, and the Preclet number divided by 2. An example curve is shown in the third column of Table I for AUC = 30, t 0 = 10, C = 0, l = 10, and k = 10.
2.B.5. Lagged normal model
This distribution is designed for scenarios in which the dispersion of microbubbles in large vessels is random with a normal or Gaussian distribution followed by exponential merging through a micro-vascular network. 25 The distribution function is shown in Table I , column 2. The control parameters for this model are AUC, t 0 , C, l, r, and k, where they respectively represent the area under the curve, offset time, baseline intensity offset, mean, standard deviation, and the Preclet number divided by 2. An example curve is shown in the third column of Table I for AUC = 30, t 0 = 10, C = 0, l = 10, and k = 2.
2.C. Curve fitting methods
Curve fitting is used to fit a given perfusion model to TIC data. Curve fitting requires a parametric model (perfusion model) that connects the response data to the observed data by using optimization techniques to solve the model and estimate model coefficients. The most commonly used optimization method to obtain model coefficients is least-squares The mean transit time (MTT) and the time to peak intensity (t P ) for each model are shown in the fourth column.
Medical Physics, 46 (2), February 2019 optimization, which minimizes the sum of the squared error (residual) between each observed response and estimated response. To minimize the influence of outliers, a major drawback of least-squares fitting, the more robust leastsquares regression has been developed, which minimizes a weighted sum of squares in which the weight for each data point is based on the distance between that point and the fitted point. Points that are near the fitted point get full weight, whereas points further from the fitted point have less weight. 26, 27 We applied an alternative approach for curve fitting described below:
2.C.1. Mixed-effect models
Data from the TICs were input into a ME model for curvefitting. 28 For additional details regarding mixed-effects models, please see the Appendix S1.
2.C.2. Nonlinear regression based models
Data from the TICs were input into NR models for curve fitting. 29, 30 For additional details regarding nonlinear regression based models, please see the Appendix S1.
2.D. Factors affecting curve fitting
1) An incorrect offset time can lead to failure in perfusion parameter estimation. Boundary conditions and the initial values for the perfusion parameters, particularly the offset time, play a key role in the current method of leastsquares optimization. If the user-chosen boundary conditions are not close to the expected values, the least-squares method will likely fail. Therefore, the user will need to try several boundary conditions to determine which one works, 31 which is impractical when studying multiple tumors, particularly when the goal is the automation of imaging analysis.
2) Data quality also critically affects perfusion parameter estimation. If the TIC data are very noisy with frequent spikes and outliers, perfusion parameter estimation can fail. In particular, if the ROI size is small, the resulting TIC data will be substantially noisier. Since the number of pixels used to calculate TIC values by averaging pixel intensities will be fewer with a smaller ROI, the outcome will naturally be a nosier TIC.
3) Frame rate, or temporal resolution, could also affect the estimation of perfusion parameters, as sampling a smaller number of data points in a given time period could potentially affect the performance of curve fitting algorithms.
MATERIALS AND METHODS
3.A. Imaging technique
The data analysis for the 3D dynamic contrast-enhanced (DCE) imaging datasets was performed using custom software developed in Matlab R2015b (MathWorks, Natick, MA, USA). The data analysis pipeline includes three major steps:
1) Pre-processing (image analysis): the input image dataset consists of 3D contrast-mode imaging data spanning all of the time points acquired during the course of contrast ultrasound imaging. Ultrasound voxel values in contrast-mode images were linearized with a transformation function and a compression parameter provided by the equipment manufacturer, as previously described. 6, 32 If needed, 3D re-slicing (re-sampling) is applied to convert the number of 3D slices and the image matrix size to the target matrix size.
2) Extracting TICs: linearized voxel intensities within a user-defined volume of interest (VOI) are used to obtain TICs. The time-intensity values within the VOI at each time point are plotted to generate a TIC, with intensity related to microbubble concentration. We developed a toolset in Matlab that allows the user to manually contour a free-shape VOI in order to cover the entire tumor visualized in the sagittal, longitudinal, and coronal planes.
3) Computing perfusion parameters: a first-pass kinetic analysis of the TIC from the VOI, based on the wash-in and wash-out kinetics of the microbubbles after bolus injection, is used to quantify tumor perfusion. Perfusion parameters of the tumor, including peak enhancement (PE, arbitrary units, au), area under the curve (AUC, au), mean transit time (MTT, seconds), and time to peak (TP, seconds), are calculated from the fitted TICs using different perfusion models: lognormal, gamma variate, LDRW, FPT, and lagged normal. AUC was defined as the area under the TIC. PE was defined as the maximum increase in the signal intensity following bolus injection of the contrast agent. TP was defined as the time interval until the peak of the fitted curve. MTT was provided from the various perfusion models. PE and AUC are related to blood volume, whereas TP and MTT are related to blood flow. Curve fitting to calculate perfusion parameters (PE, MTT, AUC, t p ) was performed using the traditional approach (nonlinear least-squares optimization) and our proposed multi-model framework, subsequently described.
3.B. Animal data acquisition
Data from ten mice imaged using three-dimensional CEUS were used for this study. 9 For additional details, please see the Appendix S2.
3.B.1. Evaluation of simulated data
In order to evaluate our proposed method for perfusion modeling against the current approach, we analyzed its performance using both simulated and real data. The proposed approach employed the aforementioned multi-model framework, which evaluates all five perfusion models. The current approach (least-squares optimization using the lognormal model) uses the least-squares cost function and the "Levenberg-Marquardt" or "Trust-Region" to fit a lognormal curve to TIC data by varying fitting parameters (AUC, l, r, and t 0 ) and predicting the best parameters that provide the least error. 33 For simulated data, the "ground truth" was obtained based on the parameters of the original lognormal model, generating a "noise-free" TIC with fitting parameters of AUC, l, r, and t 0 and expected perfusion parameters of AUC, MTT, and t p . In particular, we used AUC = 0.015, l = 4.5, r = 1.1, and t 0 = 30 to create the "noise-free" TIC. We compared how well both the traditional approach (least-squares optimization) and our proposed approach for perfusion parameter estimation (multi-model framework) compared to the ground truth data from this noise-free TIC. We did this by calculating the Spearman correlation coefficient and the NRMSE between the traditional or proposed approach and the ground truth. Although multiple types of noise exist, we specifically investigated the effect of adding Poisson noise. 34 Hence, we constructed a "noisy" TIC by adding a Poisson distribution of noise to reduce the signal-tonoise ratio and once again compared the performance of the traditional and proposed approaches for perfusion parameter estimation to this new ground truth data from the noisy TIC, again using the Spearman correlation coefficient and the NRMSE. A "noisy" TIC was reconstructed by adding a Poisson distribution with k = 2, which reduces the signal-to-noise ratio to 18 dB. Signal-to-noise ratio was calculated using the built-in Matlab function, signal-to-noise ratio (SNR). Finally, the robustness of the traditional and proposed methods to increasing levels of noise was determined by comparing estimated perfusion parameters to the ground truth values. Different levels of Poisson noise were added to reduce SNR (from 33 to 22, 18, 14, and 13) and investigate the effect of increasing noise on estimated parameters.
3.B.2. Evaluation of animal data
The impact of common factors affecting the quality of fit to animal data was studied. These include offset time (t 0 ), data quality (noise, ROI size), and frame rate. TIC data came from DCE-US of a typical mouse tumor. In order to establish the ground truth for this real data, 35 we wrote a script for the initial calculation of AUC, PE, and time to peak (TTP), and then by visual inspection we evaluated the veracity of the code suggestion (essentially representing a semi-manual method for deriving these values). While AUC could be defined as the sum at each time point and PE and TTP could be defined using the maximal value of the TIC data, MTT cannot be empirically derived. Next, a comparative analysis of the individual perfusion models was performed, with the raw TIC data from DCE-US of a typical mouse tumor once again serving as the ground truth. Finally, a cross-subject statistical analysis was performed, comparing the robustness of both the traditional approach and the proposed approach on TIC data from ten mouse cases. Once again, the ground truth perfusion parameters were empirically calculated. Finally, across three measures of goodness-of-fit (R 2 , NRMSE, Spearman correlation coefficient), the mean, median, and standard deviation were calculated for the data from ten mice.
RESULTS
4.A. Simulated data
We compared the performance of both our proposed approach and the current approach for perfusion modeling (a single perfusion model, the lognormal distribution function, with the least-squares curve fitting method) using simulated data (Fig. 2) employing either a noise-free or noisy TIC. As can be seen, the proposed method outperforms the existing method, both using the "noise-free" TIC [ Fig. 2(a) ] and the "noisy TIC" [ Fig. 2(b) ]. As is evident in the figure, the current approach resulted in a value for t 0 that was off. Moreover, as increasing noise is applied to progressively degrade the signal-to-noise ratio [ Fig. 2(c) ], the proposed method is much more robust to dramatic increases in noise compared to the current method, deviating much less from the ground truth.
4.B. Animal data
We also compared the performance of the proposed approach and the current approach for perfusion modeling (single perfusion model with the least-squares curve fitting method) using mouse experimental data.
4.C. Performance evaluation
4.C.1. Offset time effect
We studied the impact of using different starting frames (and hence offset times) on curve fitting. Figure 3(a) shows the performance of the current method (least-squares) and our proposed technique for estimating perfusion parameters using a lognormal tracer model. As can be seen, if the offset time is large, then the existing technique might result in a poorer quality of fit if incorrect boundary conditions were initially set. Figure 3(b) shows the performance of the current technique and our proposed technique to estimate perfusion parameters using the lognormal tracer model when the TIC data are noisy. As can be seen, the existing technique returns more deviated values for the perfusion parameters with noisy TIC data, while the estimations by the proposed technique are closer to the manually labeled ground truth.
4.C.2. Data quality/noise effect
4.C.3. Frame rate effect
Figure 3(c) and 3(d) simulate the effect of frame rate on curve fitting performance using both the current and proposed approaches with the lognormal tracer model. The simulation is performed by down-sampling the TIC data with different down-sampling factors. At any given down-sampling factor, our proposed approach clearly outperforms the current approach and only just begins to deviate from the expected result at a very high down-sampling factor of 16.
4.C.4. Comparative analysis of different perfusion models
We compared the performance of different perfusion models using the current (least-squares) and new techniques (multimodel framework). As can be seen in Fig. 4 , which shows the raw mouse TIC data with circles, the existing technique for perfusion modeling is less accurate in estimating perfusion parameters, particularly for the LDRW and FPT tracer models. Several initial values and boundary conditions had to be manually set to find the best fit, requiring more than ten attempts to get right. As can be seen in the figure, the various perfusion models perform differently on the same TIC. As is evident in Fig. 4(c) , if we use R 2 followed by Spearman correlation with the new method, the final model selection is the same as if we use Spearman correlation followed by R 2 . Moreover, if we use NRMSE first followed by the other two, the results are still the same. In all cases, the final selection is LDRW.
4.C.5. Cross-subject Analysis
To investigate the performance and robustness of the proposed technique for perfusion modeling, we applied it to several mouse cases. Figure 5 compares perfusion parameters derived from the current approach and the proposed approach with empirical data. The figure shows that the proposed approach results in perfusion parameter estimation far closer to the empirical data. The data in Table II correspond with that in Fig. 5 . The new method on average has a higher coefficient of determination, higher Spearman correlation coefficient, and lower normalized root-mean-square error. (a)
Comparison between our proposed approach (in black) and the current approach (in red) to evaluate (a) the effect of offset time on the perfusion model using the lognormal function for typical bolus time-intensity curve (TIC) data from a mouse tumor. Gray circles represent the original TIC data. As can be seen in red, both the offset time (t 0 ) and time to peak are incorrect, resulting in a poorer fit, which happens because the wrong boundary conditions and model were selected. The quality fit using the new method is much closer to the expected perfusion parameters compared to the current method. (b) When the original TIC data are very noisy, the new method also performs much better compared to the current approach. Fitting to the lognormal tracer model using (c) our new method and (d) the current method with the original frame rate and various downsampled frame rates. The lognormal tracer model was used to estimate perfusion parameters, and the estimated parameters using the new method are closer to the expected values for perfusion parameters for any given frame rate. Greater down-sampling is expected to degrade curve fitting performance, and the new method is much more robust to high levels of down-sampling. TIC data come from dynamic contrast-enhanced ultrasound images of a typical mouse tumor. [Color figure can be viewed at wileyonlinelibrary.com] 
DISCUSSION
We compared the performance of conventional singlemodel perfusion modeling using least-squares optimization and our proposed multi-model framework that analyzes different perfusion models, including lognormal, gamma variate, LDRW, FPT, and lagged normal. As shown in Fig. 5 , we found that our proposed framework results in perfusion parameter estimation far closer to empirical data than the current approach. The accuracy of the current and proposed methods was investigated using both synthetic TIC data and real TICs from a preclinical mouse tumor model. It is less sensitive to issues affecting quality of fit to TIC data, such as frame rate, ROI size, noise, and rise time. For instance, a frame rate greater than 10 Hz is suggested for adequate visualization and recording of the wash-in patterns during hepatic lesion characterization. 12 We conclude that our proposed multi-model framework outperforms the existing technique, a single-model approach using least-squares curve fitting. Our proposed framework applies different perfusion models (lognormal, gamma variate, lagged normal, LDRW, and FPT) and returns perfusion parameters (t 0 , AUC, TP, MTT, and PE) based on the perfusion model with the best fit. Thus, to ensure that the perfusion parameters are accurately estimated, a multi-model framework approach is essential. This approach will aid in the selection of the best application-specific perfusion model.
Previous studies have looked at individual perfusion models or modifications of them. For instance, a previous work examined the gamma-variate function specifically and modified it such that it accounted for the trapping of microbubbles within the vasculature, showing that this inclusion increased Predicted perfusion parameters and quality of fit for (A) our proposed technique (multi-model framework using system identification) and (B) the current technique (least-squares optimization). Between the ten mouse cases, the new method on average has a higher coefficient of determination (R 2 ), higher Spearman correlation coefficient, and a lower normalized root-meansquare error compared to the current method. These quantified results are presented as a bar plot in Fig. 5. classification performance. 36 One article showed that a model with an arterial input function, based on the kinetics of a feeding artery and an estimated time-delay parameter, could fit contrast kinetics similarly compared to the lognormal model. 37 Another study analyzed five perfusion modelsTofts, Extended Tofts, Two-compartment model, TissueHomogeneity, and Distributed Parameter-by performing a sensitivity analysis and identifiability analysis, compared parameter variance and model error on simulated curves, and generated parametric maps using CT data. 38 In comparison, our study provides a framework that can be applied to any tissue that automatically selects the best perfusion model and curve fitting algorithm, it was tested with model perturbations that simulate real-life ultrasound imaging considerations, and it was shown to provide better performance than the traditional method when applied to DCE-US data, evaluating against empirically derived ground truth data.
The benefit of this work is more precise estimation of perfusion parameters, which will be essential for the many applications of CEUS. For instance, tumor volume might not always change with treatment, but changes in perfusion parameters may confirm whether treatment is actually working. In addition, this is an organ-independent approach, which will not require the selection of a different perfusion model for different organs. 19 Moreover, this method is more robust, as it is much less sensitive to the initial selection of boundary conditions than is the current approach. With this hybrid approach to choose the most appropriate model, perfusion parameters can be measured more accurately. There are no widely accepted guidelines for the best perfusion model for each organ and animal model. However, this approach will provide the best model for each organ automatically, with no need for an expert to manually analyze the data. This will help in establishing an application-specific model for in vivo data.
There are a few limitations of this work that could be addressed in a future study. First of all, this work only analyzed one tumor type in mice. In future directions, we want to apply this algorithm to both other tumor types and human data and further optimize it based on these data. We would also like to use it for treatment effectiveness monitoring, a form of longitudinal analysis. This paper solely focused on untreated mice, and a paper focusing on treatment could analyze different time points or compare the relative importance of perfusion parameters vs lesion size. Finally, as this was predominantly a methods development paper, only a small sample of mice was analyzed (n = 10) to show some applicability of these models to real world data. Nevertheless, this study used animal data obtained under a controlled environment using standardized procedures 39 , which is markedly different form data obtained from a clinical environment. However, it is important for a future applications paper to examine a substantially larger sample size.
CONCLUSIONS
We compared the current and our proposed techniques for perfusion parameter estimation and evaluated whether the latter technique can overcome common factors affecting the quality of fit to TIC data (rise time, frame rate, noise, and ROI size). We also performed an intersubject sensitivity analysis to check if the new technique is robust across subjects. Based on our results, the existing technique using least-squares curve fitting is much more sensitive to the aforementioned factors compared to our proposed technique. A robust multi-model framework for estimating perfusion parameters will reduce the amount of manual work required to tune the initial parameters and boundary conditions for curve fitting, saving a substantial amount of time. It will allow us to apply the proposed perfusion modeling framework to multiple datasets in an automated manner, greatly facilitating the analysis of diverse cases of perfusion data.
