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A B S .T R A C T 
~ 
E,rr:o.r Correction Coding for Universal Logic rJiodules. 
Kuno Peter Zimmermallll 
One of the s·L--nplest basic building bloclcs for a sv1i t-
ching system is the Yau-Orsic Universal Logic Module. This 
type of module is easily :programmed to realize any function 
of the input variables. 
I-n tl1is paper, the possibility of introducing error 
correction coding in these modules is investigated. 
A configuration is shown for which the coding of a 
system of modules is done much more easily than in a sys-
tem of subunits as- described previously by Armstrong • 
. Specifically, if the output of one module, Fi, reali-
zes a parity check (mod. 2 sum) on the outputs of some of 
the other modules, F j, . • • • , then the programmine for.Fi 
is the mod. 2 sum of the respective programs fo,r F j, • • • • 
This result simplifies considerably the task of error 
• J correction coding these .subunits. Once a code has been chosen, 
the connecti'ons to jmplement it are immediately found using ,j l 
'-{ 
the Encqding Program Matrix. 
It is not necessary any more to knovv the output func-
ti·ons before ~~redundano·yv can be introduced, which was the 
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main drawback of A:rwmstrong's approach to the problem. 
' 
It is then shown that the result uroven for mod. 2 
-
sum is in fact true for. any boolean operator, which permits 
us to say that the Yau-Orsic ULM's perform a ring homomor-
phism between programming terminals and functional outputs. 
Finally, the encoding can in principle be done using 
any code. In particular, majority decodable codes can be 
used, and these have· the advantage of being easily decoded. 
Tl1us the use of these codes-~ is proposed, and for one parti-
cular code, it is shovm how to code and decode for single 
error correction and double error detection. 
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. ABS TR A C T , 
Error Correction Cod~ng for Universal Lo.sic Modules. 
Kuno Peter Zimmermann 
1 
One of the simplest basic building bloclcs for a swi t-
-- -ching system is the Yau-Orsic Universal Logic Module. This 
I 
type of module i-s easily programmed to realize any function 
of the input variables. 
In thiso paper, the possibility of introducing error 
correction coding in these modules is investigated. 
',· 
A configuration is shovm for which the codipg of a 
system of modules is done much more easily than in a sys-
tem of subunits as described p~eviously by Aimstrong •. 
Specifically, if the out-put of one modu1e, Fi, reali-
zes a parity check (mod. 2 sum) on the outputs of some of 
the other modules, F., ••• , then the programmine for F. J . . 1 
is the mod. 2 sum of the respective programs for F j, ..•••• 
• 
·This result simplifies considerably the task of error 
< 
correct·ion coding these subunits. Once a code has been chosen, 
' . 
the connections to implement it are jmmedia~ely found ·using -
the Encoding Program Matrix. 
L. 
It is not necessary any more to know the output func-
tions before redundancy can be introduced, .which was the 
'·· 
·~-- ~-.- .. ·.--
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2 
main drawhaclc of A1,nstrong' s approach to the problem. 
It is then shown that the resuJ.t proven for mod. 2 ··-
sum is in fact true or any boolean operator, which petwm·i ts 
us to say that the Yau-Orsic ULM•s perform a ring homomor-
phism between programming terminals and functional outputs. 
Finally, the encoding can in principle be done using 
llp 
arry code. In particuJ.ar, majority decodable codes can be. 
used, and these have the advantage of being easily decoded • 
. ,/ 
Thus the use of these codes ·is proposed, and for one parti--
cular code, it is shovvn how to code and decode for single 
error correction and double error detection. 
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I N T R O D U C T I O N 
In 1961, Armstrong [7} presented a scheme to introduce 
redundancy into a multiple output swi~ching system. His 
idea basically was to divide,the system into subunits each. 
11trealizing a subset of the outputs, and then to introduce 
redundant subunits performing parity checks on the outputs 
of some of the other subunits. 
His approach encompasses the use(of 
'-
al though he also developped some special 
Hamming codes, 
codes. 
. . 
' 
. 
The main drawback with his approach. is that the output_< 
· functions have ··to be known before the redundant functions 
can be jmulemented. .. 
. 
In this paper, we shall examine some of the possibili-
C '-. .• ----- --- _/ 
ties offered by the Universal Logic Modules (ULM) introduced 
in 1969 by Yau and Orsic. These modul.es can realize any 
functibn_of the input~variables by simply changing the va-
riables or conftants connected to the programming t~r:minals. 
' 
Further, such a module can be defined for any n1;mber n of -
input variab'les, the n1unber of programming leads p being 
proportional to a fraction of 2n. 
We then will proceed to show that there is a nice re-
lat·ion between programming inputs and ftmctionaJ outputs, 
·\ 
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4 
' in fact we shall show that if one ouput, Fk, satisfies 
Fk= F.* F., where* is any boolean operator, then each pro-1 J . \ 
gramrning terminal of Fk must receive the result of the ope-
rator* acting on the corresponding programming terminals 
of Fi and Fj. This result will be true in particular for 
* = mod. 2 sum = +, v1hich we will directly use to introduce 
error correction coding into the ULM's. 
The task of finding the right program once a code has 
been chosen will be shown to be easily handled by use of 
\vhat will be called the Encoding Program Matrix • 
Finally, we will have to decide upon the codes to be 
I 
used. Al though any code can in principle be used, vve will 
propose majority logic decodable codes, for their ease of 
decoding. Using the results of Rudolph [1] and Ng [3J , we will 
t 
. 
show that, using a well known method for increasing the 
I 
minimal distance of a distance 3 code in order to real.ize 
double error detection, 
majority decoded. 
i) 
~-·· 
code thus extended can still be 
·• 
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l. Yau-Ors ic Universal Logic Idodules 
J 
1.1 Structure 
5 
\ 
The conception of this module is based'on the underly-
ing fact that .an.! function of n variables can be j.mplemented 
iff: 
1) all the minterms of these n variables are available 
2) any subset of these minterms can somehow be selected. 
Yau and Orsic solved the problem by partitioning the 
Set o~ ~intexms into disjoint ~ubsel such th:it any number 
of minte!'ms in a subset can be seleeted by a single variable 
(complemented or not) ·or constant. 
The process can be illustrated very sjmply for the 
Universal Logic Module of·3 variables (ULM-3): 
The subsets are 
S1= -- - -xyz 
' 
xyz 
s2= { Scyz -
' 
xyz , 
S3= --- xyz} xyz 
' .l .. 
Let us ; mpleme·nt : 
''\ 
, .. 
-- -
.-
--M1= xyz + xyz + xyz 
... .. . 
. :, . .:: .. 
-} .· 
- - -M2= xyz + xyz + xy( \ . "'. 
-M3= xyz + xyz 
.. 
~ --·-
", :: 
...... ·-. ., 
-
.\,· 
f . 
.. 
·, 
-· 
.f'! 
~~,_ ...... . 
X 
M 
3 
X 
. .,,, .. 
.. , . 
. ··· \ 
.; 
':I z . 
00 01 11 10 
0 
1 
. ' .. \, .. . . 
' .. 
. ' 
• . • ' i.; 
" . ~· . 
" ., . .,. . . 
'' 
I'!'. '' '"• •1 ·,1.., I ~ . . . · .. 
• ' I I :\, • '. · .• ; I 
. I, I •. r 
. \ . • .,• • f ~· .: 
yz 
00 01 11 1 0 
~ ... ' . '.,, . 
' . . ~ 
. : : ... ,... . ,··. 
- 1,.I ·, • .,-0 . ' . . • r . . . ·, . ·: . ,· 
1 
... : ..... " ... ; 
<. 
. 
·tt ,·: _···. ,t··· ! /_ :· .. ,-·.· ·, 
- T .; 
' . . . " t ..J 
;_~ . _J •. ~ -
. " - -· .. •..:: 
.l' 
\ M 
2 
0 
X 
1 
I 
yz 
' 00 01 11 1 0 
;.=:·, -.~ ... 
. l' .,• ~ ' . 
. : .• ''I. '1' .. 
'i~I I ·~: .. : .. ~_> 
' . . 
. · ...... 
' ' 
, ! r-• '.... • •• ·• 
'. . ' '., :.. ~ 
. . .
, I •.•. 
,1 , I ' 
. ' ~·: ..• ' . 
. . · .. 
.. ~ .-: : 
', • : t ' ' 
~ . :,,- f ,, .. ;· 
'' ' ' . ; 
.. ,. 
•' • ,·, I ' I -' 
Suppose we want to select the proper subset 
'l .. 
'f> = lxyz , iyz} out of S 1 • Then, realize T = Y · s1 
T = y ( ,:Yz + Xyz + iyz) = 
Y·S 1 
0 
1 
On the K-map: 
00 01 11 10 
-- --xyz + x;yz 
00 01 11 10 
0 
6 
.>t 
.·/ .. 
Similar partitions can be done for any number of va-
riables. 
The ULM then will have as many programming terminals 
·1 
... 
.. 
-~-~ . 
'\ 
~ - --"· .. 
... . ;::-,-
Y. 
'· 
l-
• 
' . 
\. 
~.: 
-
i" ; . 
f 
·-· 
:;;,-·,. 
~' 
1 ', 
, .. 
:."-. 
.~ . 
_. ... r _,. '• ,. _,.. ______ . - ---~- _,... 
-
·, . 
' 
as there are (disjoint) s -subsets • 
X 
y 
z 
• 
',· 
ULM-3 then looks as follows: 
·M 
1 
AND AND 
OR 
--·-·r-·-·-................. __ , .......... -.-..... - •-• - .,._. ,- a~----- -,~ -~ 
·7 ... ·. 
_ ... ·-
AND 
-. · ULM-7, for instance, would · have 32 programming leads 
{ . 
t •. [6] and would appear as follows: 
p p2 p32 1 
x, . . . . • • • I ,- . . . .... . . M M - ....... M32 I • • • • • • • . 1 2 - .. . . . . . X - ........ . • • • • • 7 
AND 
-----------_.... ____ .... - . -------. 
OR 
---... __________ .... - . ~---
F ( x1 ... ,x 7 ) 
# 
A twin-output Ullll--7 would be implemented in the follo-
• wing way: 
0, 
' 
); 
·, 
, ,,I 
. . 
' I 
;. 
. I 
. • 
l 
. 
. 
• 
, I: -i •.. 
-·---· - \. 
I) , I . 
8 
. :,. 
p 
1, 1 
p 
2,1 p2,32 
AND AND 
- . . . . ---r-----, 
~ .... ·--4 
- ..... _ _,. 
- ..... _...,.. M32  _,. 
- ..... _ __,. 
- .•... ----... ___ _J 
AND 
• • • • • 
OR 
• • .. • • 
~ 
/\ • • • • 
/ 
OR 
• • • • 
F2 
AND 
To realize an n-output circuit requires the introduction 
of n OR-gates, 32•n programming leads and gates, and n outputs. 
1.2 Relations between Output Functions. and Programming. 
. :, 
.. 
Before we tackle the problem of error correction coding, 
\Ve should have a close look into the mappi.ng realized by 
\the ULM' s from the programming inputs into t~e 01..ttput fun-
ctions. This is justified by the fact that an understanding 
of the relationship between the various types of output 
functions and their programmings would allow us to draw 
', 
conclusions on t·he output functio~s just by lmowing the 
program used, and vice versa. For instance, knowing that 
" 
. . 
,., 
> :;" 
, . ;., .... , 
i 
I 
. :1 
·1 
• 
9 
( '• .~ 
one particular output function is related to other ones 
would then allow us to draw a conclusion on the relation ;--
bet\veen the programming of the fo1mer and the programmings 
of the latter. I ... 
To,vards this goal, let now state and prove the follo-
wing Lemmas a.nd Theorem. 
. . 
LID.1MA 1. J. 
..... -~ 
with c1 , • • • , ck E 
-then: 
. . . . . . . . . . . . . . . . . . . . . •··• ... 
••• 
Proof: 
~,-
F1= P1,1M1+ ••• + P1,3~32 
. I 
................... ,.; ..... . 
.. , 
Fk= Pk,lMl+ ••• + PJc,32M32 
. On the other 11.and: 
Fn= Pn,lMl + ••• + Pn,3~32 
t 
J 
/ 
, 
b 
··-:· , .. ,,· ... 
·' 
··1, 
, . 
:'· . 
·:-·-·· j :;. 
' . 
,'. ___ ·.:. 
-~ 
.... 
i.' _·:.. 
··, 
' 
0s' • "'('"•·•• , ,;. ,,...... ..... ,.,,-.. • · 'C • ,,.,:,j<-••-• -•;• ,.,, ... :,v~·-·r+, ... -~ ............ M .... .._ __ .. ~---'f'•0~>-~'..:,.,,;1'""''--·~••~•· ;:'.', ,,,,,'.•,;, ,, ;•, _<,:•• O.,' ,>;;·· .. ,: :,~,·,;•,,, ,;,_-,,,;:1". ,• ;.;::·~,•i.:.~:,::•,.: :'.,' '.':'!, •,,,,,·,:i::,";:,:i,':.",,,:,, ,j',,;:,~.,',(0/,:,:~~;:·,:',,,;.'.;.','.~',".1,,\.~{..;'!.;~:.~1.4,~ 
• 
• ••• ____ .,I 
\ 
.,. 
10 . 
Writing out the sum, regrouping the factors of M:1 , •• 
M32 and identifying them with the corresponding factors 
in the expression of Fn yields the result. 
Note that although we used Uilll-7 in the 
. 
QED. 
l ~ proof, the ·~"\ 
lemma can be extended to any Yau-Orsio module. 
LErvJllA 1.2 
If Fn= (o1F1 )• • • • •( oJ!k) 
with cl' •. • , Ok E: {0,1} 
then: 
Pn,1= <0 1P1,1>• ••• •(ckpk,l) 
•••••••••••••••••••••• f ••••••• 
. I 
-
Pn,32= <01P1,32>· ••• •(ckpk,32) 
Proof: 
Multiplying out, taking into account that lVIi• Mj= O 
and I\~.• M. = lli. for i, j, i/j, and identifying the :factors 1 1 1 
of the ~I's ,vi th the corresponding factors in the expression 
of Fn yields the result. QED. 
At this point, a few comments are in order before pro-
ceeding. 
• . ~ . 
i) The operations • and + (mod. 2 Bllm) acting on the set 
.• 
.. . ... : 
' ~~- . 
,. 
• 
\ 
' -
; 
'. 
, l 
of programming p-tuples (p= number of programming leads 
per output) make this set a Boolean Ringe The same holds 
~-
true for the set of output n-tuples { n= n1-1rnber . of output 
functions). 
, ii) Lemmas 1.1 and 1.2 then claim that ULM's realize a 
homomorphism from the ring of p-tuples into the ring of 
output functions. 
1 1 
iii) The operators+ and• constitute a logically complete 
pair, i.e. any other function can be expressed equivalently 
by an expression .involving_ o~y + and • • This is now used 
in the following theorem:· 
THEOREM 1.1 
If F~= (c1F1 )*(c2F2) ••• 0(Ck!k) 
with c1 , • • • • , ck E 
then: 
Pn,1=< 01P1,1>*(C2P2,1> ••• S(ckpk,1) 
' 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
Proof: (by induction) 
a) 
Hence , by the previ·ous Leioroas: 
.. , 
..... 
) 
.. : 
I • 
1. 
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• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
' . b) Assume the theorem holds for up to j terms related 
. . 
I 
I 
by j (not necessarily all the same) operators. 
Then, .for k= j+l: 
Fn= F1 * • • • e Fk= F 8 Fk " 
where F includes all ·terms up to index j. 
The theorem certainly holds for F and Fk' and since 
no te1m in F involves more than j functions, the theo-
rem holds fork= j+l, i.e. for all·k)j. QED • 
In essence, the theorem says that if, in a system of 
ULM's; one of the outputs is some function of the other 
outputs, then the programming-e-onneotions for that output 
must exhibit_ the same relation to the prograxurr_1ing connections 
of these other outputs. 
' 
1~3 The ''-Encoding"· Program Matrix 
Lemma 1.1 can be represented in matrix foim very nicely. 
For example, for the n-output sytem of Ullv~-7 's, ,vhere the set 
of minterms is partitioned into 32 M-blocks, we can write: 
.· . 
:, 
•_:._ 
l 
l 
1' 
· 13 
.- ., . 
.4,• 
l 
••• 
• • • • • • • •• • ••••• • • • 
••• Pn,32 
Now assume that the ouput vector v satisfies the pa~ 
rity check matrix H for some parity-check code. 
. . . .,. 
Then we must have: 
H • VT= 0 
v= ( Fl' • • , F n ) 
m 
H•v..A. = H • P • M = 0 
'lfnere: 
P= 
••••••••••••• 
h r,l ••• h r,n 
•••••••••••••• 
Pn,l ••• Pn,32 
. M= M l 
• • 
·'j 
~ .. I 
, 
'1 ' ; 
.i -~ 
Since MIO, we must in fact have: 
H • P = 0 
1 · 
. /' 
,,.»; 
•' 
., 
" 
" 
....... 
• 
-~ . 
Ji .• 
. . 
. ,· 
·' 
I 
., 
"r• 
' . 
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This last equation ,vill be sa·liisfied iff rill the co-
.. 
t 
lumn vectors of · tl1e matrix P are codewords. 
In brief, if we want a relation betwee,.n.~-~ .. ou.tput funoti-
ons 
. T 
such· that H•v =0, then the relation H·P = 0 has·to 
be. satisfied. 
The solution of .this equation gives the programming 
,, 
for the redundant outputs in function of the programming 
, for the non-redundant outputs. 
1.4 Applications 
\ 
Either of the 2 schemes shown in Fig. 1 and 2 seem 
to be useable ·• \Ve shall have a closer look into each during 
-
the next few pages. 
,._., ·- 41" •• 
1.4.1 ULM as an Encoder 
It· should be obvious by now that the particular struc-
ture of the Yau-Orsic ULM: ~ends itself very nicely to the 
construction of an encoder for parity-check codeso 
. 
Using lemma 1.1 directly, one has but to select a code, 
,construct the ULM with the right nt1mber of inputs and out-
puts, solve the equations yielded by the encoding program-
matrix, and apply the programming thus found to the program-
,. -~· ming texminaJ s. 
~ 
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1.4.2 11ul. tiple Output UL!'Jl 
• 
\Ve shall now show that it is not possible tQ code such 
a module for error-corre·ction. 
For, suppose there is an error in the ULM, meaning 
that for a particular input, one of the disjoint minterm 
subsets yields an erroneous output •. Sirice all the out.put 
'~unctions are synthetized using the very same disj,oint bl-
ocks, (M-blocks), it is clear that any other output function 
using the same defective block will also be in error. There-
fore, we just proved the following lemma: 
LillvfiliA 1 • 3 
• 
·rn a mul. tiple output ULM, a sufficient condition for 
avoiding a single error t.o corrupt more than one output is 
that no two output functions use the same M-block (disjoint 
S -suQset) 
This lemma shows in fact that error correction coding 
cannot be done in a multiple-output ULM •. For, if F= Fi+ Fj 
and Fj is wrong because one of the M-blocks is defective, 
then F will certainly be wrong too (it has to use the same 
block)' and thus the pari ty~check equation will be right 
despite the error. (of. Fig. l) 
... 
. . 
.I 
. :t: 
""I 
-
' 
.. 
'' 
' . 
"It/: 
,, ... · 1 8 
1.4.3 Singl~-Output Coded ULM"s 
Such a configuration would introduce parity-check codes 
as shown in Fig.2. 
The following lemma, true for single error correction 
I 
coding can be stated: 
I 
Lfil;]M.A 1. 4 
If no more than one ULM is defective for a ·particular 
input vertex, the output vector is decodable. 
/ 
Proof: 
If o~y one ULM is defective, then only one output 
r 
function can be.wrong, thus the output vector is correctable 
.if the code is single error correcting, which is what we as-
Stlmed. QED. 
(/ 
Coding schemes similar to thi~ one have previously 
been introduced by Arinstrong [7] · 
C In fact, Arm.strong even went one step further, partitio-' 
ning his sw.i tching system into k groups with p outputs each, 
and introduced r groups. of p outputs as-parity checks • 
.. 
~ } 
D.K. Ray-Chaudhuri developed a·theory of minimally 
redundant c:o.des for the coding of such systems. [8] 
. The reason for i~troducing these new codes is given 
in A1~strong 1 s paper as the Hamming. code~ being too effi-
~"'-"' 
,· 
· ... · 
_, 
• 
I~--
/ 
• 
,I 
.. 
a 
,. 
,t 
·.r'- . 
. ' 
~-· ·-.. 
. ',:.....,..:..'..:.,,··.,. - ·:.-: ' ." ; ·.. ,-
.. 
.. ..,,_~ - . -:- :,:;;::-:--
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cient, i.e. being able to correct any sing~e error in any 
row of each colt1ron of the following ma tr-ix: 
p 
"" 
' 0 0 0 ii ••• 0 information --• • • • • • 
n 0 0 
• • • 0 
- - - - --------------X X • • • X 
r X - parity check • • • • • • X X • • • X 
Under Armstrong's and Ray-Chaudhuri's assumption, if 
any error appears, the subunit ( row of the matrix) vvhere 
-·---
the error occured is defective, i.e. if several outputs 
are erroneous, they all belong to the same subunit (row). 
The introduction of multiple-output subunits does not 
. 
alter the concepts introduced in ·1_Q4 .3 • Simply consider 
,._ 
the outputs to be elements of GF (2P) instead of GF (2). 
This strongly suggests that the coding can be done 
using Reed-Solomon codes. 
However~ working over GF (2P) we are in fact going 
along with Armstrong 1s assumption mentioned above. As we 
\ 
menti~ed .. earlier, under certain conditions (lemma 1.3), 
) 
a function synthetized as one output of a multiple-output 
ULM may very well be correct even if. another function syn-
thetized as another output of the same ULM is incorrect1 
·• 
' 
··:~~-
.. 
· ..... . : 
. ..... 
• 
• 
• 
" 
·.: 
,. 
.. :".I. - ' •. '' < 
In such a case we can afford anotl1er error in another 
ULM, (subunit). Vie may then discard Armstrong• s restrict,i'on, 
at the cost of having to remain in GF (2)' and to decode 
-, 
<' t ., 
for each oolumn of the Armstrong matrix separately. 
1 .5 Propagationrof errors through ULM•s. 
Yau and Orsic showed that one can construct a ULM for 
any number of input variables. The resulting module, however, 
has a number of programming leads varying like 2n-2 for 
n ) 7 , where n is the number of input te11ninals. One will 
soon be led to consider the possibility of iterative use 
· of Ullvl-n to realize a function of k ) n ,~ variables-. 
~ 
It then rapidly becomes clear that the encoding still 
has to be done on an input-output basis and that all yiter-
mliary levels have to be adjust.ad to satisfy the input-
outpui encoding relations. This is illustrated now. 
. Suppose that the functions out of 0 • level· 1 are: 
j 
v1 V2 VJ:. + V2 from modules ~ \"-:-) k2__,1 k 3 
/' 
w . \V W1 ~v from module 
1\ 
+ e1 t, e2' e 3 1 2 2 
and that at level i+l, we have: 
VI * V 1 2 
\, 
(W1*V2~ + (W2ov1 ) from modules 
ml, m2, m3 
~-
Let us then write the ·output equations for level i+l:'· 
·r 
l 
) 
.I 
• 
• 
'.'. 
.. 
:·~.-
i-··.' . ' 
t. • 
{ 
,•:-
I
r_,_: 
~.~}-
·•·; ... ' 
~-!..-
- ··----- -- ... ·-· 
--· ' - ~.l 
/: 
' 
.. 
. Fl ::: Wl * V2= ao+ 91_W1+- a2V2+ a3WlV2 
F2_= w2 0 V1= bo+ b1V1+ b2W2+ b3V1W2 
L 
) 
<::; 
• 
21·' · 
F3 = (ao+ bo)+(alWl+ b2W2)+(b1Vl+ a2V2)+(a3W1V2)+,(b3V1W2) 
Clearly, the parity checks of level i, (V1+ v2) and 
(w1 + w2), are not useable as inputs for level i+l. 
Therefore, the iterative use of ULM:-n to realize a 
function of k )n variables has the disadvantage that it 
requires ··the prog!'amming of the coded system to-, be planned 
step after step, starting from the output. 
Comparatively, the direct constructioni of a ULM for 
the required~:,number of input v~riables has the advantage 
' that once a code ,is chosen for, the system, the required 
programming is easily fo~d by solving the equations given 
by the enc·oding program-matrix. 
1.6 Decoding J· .. 
Havi~g gone to the trouble of performing error correc-
... ' 
tion coding in the .·ULM' s, we will also have to decode the 
outputs. 
The simplest method will be preferred, and therefore· 
we propose to use majority logic ~ecodable codes. 
· This is why these codes will now be introduced • 
0 • 
.ii..•!, M ........ ,. 'Ir;'••• '~ 
"i ,·;_ . ."' . 
·,;1· 
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.....· ~'_ 
-~- .·, .. •'\, 
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-- . 2. Majority Logic Decodable Codes 
2.1 Rudolph's Codes 
Suppose a cyclic parity check matrix· is available: 
i=. O, •• , m-1 j= O, • • , n-1. 
Let r be the n1.1mber of rows with a 111 11 in the leftmost 
<1"" 
column, and let H0 be a submatrix containing only these 
r rows. 
' r j= o, . . ' 
Define: 
Received word 
,,..---
Transmi tte.d word ' / ' C= (co, .';-;' cn-1) 
Error vector E= (~o' • • ' 8 n-1 / 
Vector-Space of n-tuples 
By definition: ' 
B = C + E '( 
•••••••••• I 
By the general theory [4) • • 
.. ' 
·.\, • .. 
n-l -. 
'.• 
........ 
•. 
.·.;: 
',:j 
• 
,· 
' I 
' l l . 
., 
\ 
\ 
• 
... ' . 
I 
J. 
J 
H • BT = s. 
\Vhenever 
Then. B 
(. H • a (m J.S • 
., .... , ....... -···-·--, .... ······~··•~ ... ~----......... -..... -.-..•. ~.., . .,_' 
. ".'I': 
Syndrome· 
. . . ' 
= C and s =(oo, • • • 
' 
0m-l} 
~ matrix) 
This induces the following set of equations: 
n-1 
L j=O k= 1, • • • ' i' 
A • . 
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.,, . 
Treating b0 as an unknown, we can set up the following 
system of equations: '· t . 
. - --- -
---- ---
-1 k= 1, • • • ,r 
.. /'' 
,-J These are usually' called the ESTIMATOR EQUATIONS. One ad-
ditional equation is: 
0 . 
bo:;: bo 
·:1J..., 
Hence a set of r+l ESTIMATORS of b0 • 
. . 
If the parity check matrir satisfies certain conditi-
ons described in references [1] and L21 , in particuiar 
· that no column of H0 except the leftmost c:ontains more than 
A ones, then the majority of the estinta~ors will determine 
the correct decoded value of b0 even if the equation B = C 
is not satisfied,· but actually is B = C + E , where E has 
weight r/2'A. 
·- . ' 
,. 
•' . . .... 
.' l 
• 
I 
' ' 
. ·-i. 
r,;~·/-F- ,~;,,.f. 
• 
~-. 
.  
l 
............. 
. ~-
. ,, . t 
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Generalizing for the n-1 remaining digits, we obtain: 
0 b. = b. 
J. J. 
k b. = 1 
. ··~. 
2.2 NG's Iviodifications of Rudolph's Algorithm 
y 
··~ 
In his paper, Ng points out that, having obtained the 
• I> 
.. 
r estimates of b 0 , and having added the estimate b~= b 0 , . 
any error 011 any message -bit can cause at most A estimates . , 
ta be in error. However, since b0 appears in only one esti-
~ator, yet an error on b0 is assumed to corrupt A est~rnators, 
~udolph's a;Lgorithm can be improved in the following manner: 
r.nstead of adding just one estimator b0 = b , let / · 
0 0 
us add /\ of these .• 
r~ 
Now we have a total of r+A estimators, each bi appea-
~ing in 6XE:LCtlz A o:f these t hence the e.rr~r corr~°'r~on 
capability by majority decoding now is (r+ ~-l)/2A or less 
;?-= 
9 
errors, 
Whether this modification actually improves the· error 
. e 
· correcting capabili tY depends on the values of r and /\ • 
Comparison of this modified a:Lgori tbm w-i th Rudolph• s algo .. 
ri thm is found in [3 J . 
• 
.. 
• 
\ 
• 
. . 
. : 
,· 
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2.2.1 _Generalization of the decoding algorithm for any 
block code. 
Let H be the parity check matrix of an (n,k) block 
,,,--,,-C-Ode over GF(q). Expand it by taking its row space ov) 
the base field. Hence a parity check matrix HE • 
• 
To decode bi' first find a submatrix H~ such that each 
row has a nonzero element in coltu:nn i and every other column· 
Jli has at most o< •• nonzero elements. Then, if HEi has Ji 1.J 
rowS, proceeding as before by setting Hi • BT =0 , we obtain 
Ji estjmates of b .• 
_, J. 
r. 
• 
b ~ = ...; hf. -1 L hf . , r . 
1 1 j/i .J J f.::· l, . . . ' Ji 
Adding the !ax identity equations b~ = 
a total of Ji+o<.i estimates of bi. 
b. ,we reach 
1 
• 
Each error in a-ny digit will corrupt at moato<!ax 
estimates and, using majority· logic decoding, the decoded 
word will be correct if there are less than-e errors, where 
• • 
, . e = J 1 + o< ~ax - l 
• 
2 o( 1 
max 
• 
Cle~rly·the row vectors of the~ matrix must span the 
row space of the original H matrix. Furthe~, the error cor-
reoting capability is maximized· by 
• 
2·o<i 
max 
- l 
:~_ 
optimizing the ratio 
. 
. .. ~-
'· 
-
• 
f 
f 
I 
i 
\ .. 
I • 
I 
l 
I , 
... 
, . 
'r ._,...., 
... 
·~· 
·n: 
., 
......... , ... --,~······" .. , ... --····.·····----.. , ........ .,_ ...... ~·····- .. ,, ·-·--· ,., ,.,. . . --··-"" 
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· Repetitive use of this algorithm for all the digits 
yields an overall error correcting capability equal to 
min. Ji I +o<i - i max 
. 1 
2 0( max 
2.2.2 Ng's Theorem 
THEORE11 
i = o, n-1 
..._ l' 
(' 
Any linear block code in which every pair of columns 
of the parity check matrix is linearly independa,nt can cor-
' 
rect at least one error by the Ng modified Rudolph one-~tep 
'I 
majority decod~ng algorithm. 
:IP 
.· 
Proof: 
In a linear b~ock code of minimum distance 3, every. 
pair of columns of the parity check matrix is linearly_in-
dependant. Also,o<.!ax 4 .Ji-1., for it is always possible . 
• 
' ( 
to find a submatrix H~ such that there is at least one zero 
.. . ~ i -ir 6 i in each column except column i. Hence o< max == J - o O( (J 
The decoding by majority logic will succeed if: 
Ji +O(i · -1 
e , ___ m_a_x _ 
. ~- 1· 2 0( ' 
max 
'\ 
l 
-
Ji + J:i - b --1 
2(Ji - b ) 
•··. 
. r, • ._ . ·~ .i 
·, .. 
/· 
:' ... ,-
·• 
..... 
)J ...
. -.. 
. t 
• 
,, . 
:,.-. 
. . . . -~-· 
. ·-·. 
-~,& .. • .... > • > • "• •, ,• "• ,•, i• < ';_'_,, :'.\i'.'J" ,·.;;• •• .'.,;, .-,...,,,':•.',\,;,..:,. ;:.--.R:...,.., ... , ... _.,. ............. , c'' ,ol•••••-' •' \,,·-,.,,.,,_.,.._._ .. ,, ................... ' ' • ' .....,_........,__.,..;...._.;,,:.....,,:~,'C,;,;....~..:,. ... .", :..: .. ~•"•i'. :-•~::•, j ,\ ;,',.:-~;',,<J.~i",.'::,!J .,,'.~~-~-L.;.~:,,;,.;~,..:...!~;_~,',_\.'!:/,~;_,.,!.J.;.~..<-: . .:,~~;,::.;;;.,-;,<,,i,, .. :,..c!1; .. ,~ • 
' 
,. 
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e= 2(J~-6)+6-1 = l+ 0-~ 
2(J1 - 6) 2(J1 -S) 
·l. 
One will notice that there will be single error correc~ 
tion in a:n:y case. 
'.";" 
/)' 
2.3 Modification of the algorithm to correct any sing1e 
error and detect any double error. 
, 
The usual approach, consisting of the addition of an 
' .. '? -~ •, .. _,,,._'\:,4-
overall parity check digit to a linear single error correc-
ting 'block code, will be used in order to realize double er-
ror detection in addition to single error correction in 
the previously described majority decodable codes. 
The addition of an overall parity check to all code-
words requires adding to the m•n parity. check matrix an 
(m+l)th row consisting of n+l ones and completing the (p.+l) 
... 
th col11mn with zeros. [4] 
< 
The decoding algorithm. is now modified in the following. 
way: \ 
a) Set up the equation H•BT= 0, as was done y Rudolph 
and Ng, except that· H now is the extended check ma~ 
trix. 
/ 
. .. 
b) Decode bn first. One obtain~ the following equation:· 
·'" 
I. , I 
J ~; .':-: 
- \ 
. -.... , 
·, .. 
. '· 
-~-
'~ .. ,, 
I . 
I 
I 
l 
I 
•· 
.. 
I 
' 
bno = bo + + b • • n-1 
-·. 
, 
d 
• ~' I 
., . 
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_j 
Since the ( n+ll.) th column· of the parity check matrix 
has only one 111 11 :, this is the only estimator on bn. , 
From the point of view of matrices·, we have the follo-
wing equations: 
H • BT = 0: 
l3y 
w1'itten 
definition of the ( 
as [3] [4] • • 
H • BT 
-
ST 
-
(1) ESTINlATOR 
syndrome, this should .. have been-
{2·) ACTUAL. 
The last coJ.umn of our extended parity check matrix:- --~-
•• i·s: 
[ 0, • . . , 0 ,. ~, J T 
The coordinate of S corresponding to the added row 
in H will be: 
·-·· 
- zero 
- one 
- zero 
if no error is present 
if one error is present 
if two errors are present 
Going through all the_calculations, one will finally 
end up with the. following two equations: 
.: 
-. 
,, 
'• ·,, ... : ,. 
··, -._., 
• 
,I· • 
.; ... 
·• 
-·, 
., 
·"' 
.r 
•. 
• - '• •J·"· : , ..• -·-. , ·i. <'. ·r ,.--. • • 
. ... -·- .......... -~_,_...,. _____ >\'_ 
\ .... _ •• Ll, 
l• 
<: 
•o,. ·• 
•. : '. I 
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. .. 
.. ; :_,_. ... 
" 
. •. 
. , .. :r~ . 
(4) RECEIVED 
. ·,-... . . 
~J 
if s = o, twhe estimated and :·:the received value 
. In ~ 
·will ee. Since s 0 means there are either II QII or '' 2 "' --m 
-------· 
errors, we can say that if ., 
! 
bo= ' 
~ 
- __..,. 1:' -· --'---··- -
i) bn the received codeword has el·tlier 11 0 11 or n 
II 211 errors 
ii) b~,l bn the received codeword has only "l n error 
c) Now, having decoded bn and determined the number of errors 
present, we proceed as follows: 
i.) If 111 11 error, decode by Rudolph's or Ng's algorithm, 
using the non-extended matrix and the received 0 v1ords 
;· 
without the.overall parity-check bit. 
ii) If 11 0 1' or ''2" errors, decode in the same manner, for 
the first bit of the received message. 
,. ... _.- ,'. 
a) If aj.l the estimators agree, then the.re is no error 
in the message. For, by the particular configuration 
of Rudolph's and Ng's matrices, any erroneous bit 
in any position would have_ caused at least 1 of the 
estimators to be in error. 
b) If one or more estimators disagree, then there ar.e 
I .. 
· 2 errors in the me·ssage. For the only other choice 
.. . •.., 
~'. } . 
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would be no.error at all and this would require all 
estimators to be equal. 
J 
. 
Thus the message has been majority 1·ogic· decoded, sin-
gle errors have been corrected, and double error~ have been 
detected. 
'r,i: 
2.4 Example 
Consider the (7,4) Hamming coda. It has minimum distan-
ce. 3. 
' 
f(x)= x7 -1 
g(x)= l+ x2 + x3 
h(x)= x4+ x3+ x2+ 1 
H = 0. 0 1 1 1 0 1 
0111010 
1110100 
1101001 
1010011 
0100111 
1001110 
""" . .. 
-rank= 3 
·' 
The solution space or kernel is 4-di.mensional,· i.e • 
• 
.. 
··· is isomorphic to F4• 
\, . 
I' 
. .... ~- -
2.4.1 Decoding by Rudolph's Algorithm. 
;!,, 
' 
Ho - 1 1 J_ 0 1 0 0 - l 1 0 1 0 0 1 
l 0 1 0 0 1 l .. 
1 0 0 1 1 l 0 ,], 
... 
{ 0 
--......, . ~ 
-::,:ffl,·:·._·.~ 
·"L ,. 
• • •• , .!_ 
~-·-
J 
.. 
•' 
:· f . 
i, 
• 
• 
i",, 
' ' 
• 
... 
• 
·1 
' 
·.,· 
.... 
,,ii. • ., 
H • BT = 0 
0 
H.ence: 
b~ = b. 
l. J. 
. ' 
b. : b. A + b. 2 + b. 4 l. J.+ ;.L 1+ 1+ 
• I. 
••••••••••••••••••••••• 
bf = b. 3 + b. 4 + b. 5 l. 1+ 1+ 1+ 
Then: 
c. = ]. 
~, .• -. ·-l'lf' .. ,. 
• maJ· b o. b 
' . ' 1 ]. . . ' 
' .,,.,,,,'"'' ;.•. '··. ".': ,,.·, ,,'. ,;, .·,, 
~~ __ ,_ _______ _ 
_.~. ! 
' :i: 
,.,· 
2.4.2 Decoding by Ng's Algorithm 
H = 0 
H • 
0 
b? -
l. 
BT 
-
b. 
1 
b? - b. 
-l. J. 
1110100 
1 l O l O O J. 
1010011. 
1001110 
- 0 
-
-I 
,. 
b·. ·, = b . i + b . 2 + b1. +4· l. J.+ 1+ I 
• • • • • • • • • • • • • • • • • • • • • • • 
And: ~c 
o. = ]. maj 
0 0 
~->·-,-- bi ' 
,,..---:"; ·... -· 
'• . 
b 1 .. ·.'. b3 . . ' . . 1 l. 
.... ·. 
J.·· ., 
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' 
-2.4.3 Decoding by the extended Algorithm 
.. 
H= 11101000 
l 1 0 l O O 1 0 
1 0 1 0 0 l 1 0 
1 0 0 1 1 1 0 0 
1 l l 1 1 1 l 1 
Decoding for~ first: 
~ 
b i = b b 7 0 + ~:i +, ••.•. _+-",b6 ( 
' 
Estimator 
Actual 
Case 1 
i-.e. exactly 111 11 error in the message 
Then decode as in 1.4.1, by d~scarding the overall 
parity-check bit and using H0 instead .. of H. 
• ~ I 
Case 2 
bo b1 7 = ·7 
. " i.e. 11 0 11 or "2" errors 
Proceed as i,n case 1 above, -"6ut decode only' b0 
• 
{ 
__ .. -· --
a) all estimators of b0 agree. Then, there 
in the message. All bits are correct. 
is no ~rr_or 
J. 
b) not all estimators of b 0 agree. Then, there are 
two errors in the message. -Decoding is incomplete. l, 
j . 
,i. 
·1. i'. 
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3. Summary and Concluding Remarks. 
~ ... 
This work starts by briefly reviewing a particular 
type of basic buil¢1.ing block for combinational logic, first 
Logic Module. . ( · . . ... ". j . .. ., 
\\ 
' 1,.~ 
About tliis module, we prove some interesting results, 
in particular Lemma l.l, which allows great simplification 
. ' . "' 
of the task of error correction for ULM's. 
Afte~ that, we looked at two particular encoding scheme~ 
one of which is shown not to be satisfactory. The other ... 
·, one, the coding of a system of single output ULM• s, is shown 
! . 
to perfo1m as desired. ,·' 1 
-~ 
The/ latter scheme is s·imilar· .to Aimstrong' s, with the· 
• 
following diff~rences: 
i) vie shov, that the A1'lllstrong assumption that a fault . 
be located- in the same- subunit for all inputs is un-
usefu.lly- restrictive. 
' ' 
·ii) we show- that·tha main drawback of A1~strong's scheme, 
namely that the error correction coding can only be 
done once the output functions are known, is lifted 
by Lemma 1.1 ,which allows us to perfo:r1n the error . 
correction coding as soon as·we have chosen a code. 
vVe then. examined majority logic decodable codes, and 
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. ' 
introduced known results on.the extension of such codes to 
\_. 
obtain a majority decodable single error correcting double 
error detecting code. 
These majority logic decodable codes are then recom-
mended for coding the ULJ.lJI' s, for the efficiency of the v,hole 
system clearly hinges on the respective complexities of 
t 
!;, 
., 
the error correction coded ULM and the decoder, 
tar should remain simpler than the foimer. 
• i.e. the lat-
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