Abstract. It is known that, in the case of the heat equation with memory, temperature can be controlled to an arbitrary square integrable target provided that the system evolves for a sufficiently long time. The control is the temperature on the boundary. In this paper we consider heat equations with memory (one-dimensional space variable) and we first show that when the control is square integrable, then the flux is square integrable too. Then we prove that both temperature and flux can be simultaneously controlled to a pair of independent targets, both square integrable. This solves a problem first raised by Renardy.
∂ ∂t e(x, t) = −∇ · q(x, t) , ∂ ∂t e(x, t) = γ ∂ ∂t θ(x, t) .
(1.1)
The quantity denoted q(x, t) is the (density of) heat flux at time t at the position x while e(x, t) and θ(x, t) denote energy and temperature. This is just a balance law. To
The kernel N (t) has suitable properties which depend on the material we are working with. Standing assumptions in this paper: we assume N (t) ∈ W In the models encountered usually in the literature (see [11, 21] ) the coefficient α is often put equal to 0. The origin of a coefficient α = 0 in our problem is explained in Section 1.2.
The boundary conditions we associate to (1.4) are θ(0, t) = u(t) , θ(π, t) = 0 .
(1.5)
The function u(t) ∈ L 2 loc (0, ∞) is the control. The heat flux is (see [21] So, now the relation of temperature and flux is not so direct, and we wonder to what extent their values are related. This problem was already raised in [9, p. 98] . We shall clarify in this paper that the relation is quite weak, since temperature and flux can be simultaneously controlled (from the boundary) to an arbitrary target in L 2 (0, π) × L 2 (0, π). This makes sense thanks to the following result: ∇θ(x, s) ds .
Theorem 1.2 implies controllability of the pair (θ, q).
This result seems new even in the simple case of the wave equation. The organization of the paper is as follows:
In Section 1.2 we present a preliminary transformation used to simplify the computations. We shall see that we can assume N (0) = 0 without restriction.
In Section 2 we present preliminary information on bases in Hilbert spaces, and we introduce a special series representation for the solution of (1.4)-(1.5).
In Section 3 we prove Theorem 1.1. A special L-basis encountered in this proof will be put in use in Section 4 where we prove Theorem 1.2.
Technical computations are relegated to appendices. In this paper we need asymptotic estimates of sequences. We are interested only in estimates for large values of the index n. So, in order to simplify the exposition, we write f n g n (for n → +∞) when the inequalities M 1 ||g n || ≤ ||f n || ≤ M 2 ||g n || hold with M 1 > 0 and n large enough.
The sequences {f n } and {g n } may be sequences of numbers or of functions in suitable normed spaces.
1.1. Comments on the literature. We refer to the review paper [21] for an overview of the origin and multiple applications of equations of the form (1.4). As we said it represents heat equations in the presence of memory effects, but also diffusion of solutes in solvents, when Fick law does not hold, i.e. in the presence of high concentration or complex molecular structures. Furthermore, taking the derivatives in time of both sides, we get a second-order equation with memory used in viscoelasticity.
Equations of this type have been studied from many different points of view (qualitative properties of the solutions, stability, etc.). Here we are interested in the study of controllability. G. Leugering seems to have been the first author to study controllability for viscoelastic systems (see [12, 13] ). Further controllability results are in [8, 10, 16, 17] .
The first papers to identify a special L-basis, adapted to the structure of the heat equation with memory are [18] , which relies on previous controllability properties, and [19] . These papers study controllability properties of the temperature θ(·, t) while the paper [15] studies controllability of both θ(·, t) and θ t (·, t) (for a special class of kernels).
We mention also that similar L-bases of functions quadratically close to exponentials arise in the study of controllability of hyperbolic equations with time-dependent coefficients [2, 3, 4, 5] .
The problem whether the pair of temperature and flux can be controlled was raised in [22] , where a special case was studied. So, the present paper can be considered as a positive answer to the problem raised in [22] , and also as a continuation of [19] . In fact, we shall use the special L-basis identified in [19] and, using the ideas presented in this paper, we shall identify further Riesz bases especially suited to the study of heat equations with memory, which appear to be endowed by a very rich structure, from the point of view of the bases which can be associated to these equations.
In [7] the question of temperature and flux dependence/independence is considered from the viewpoint of their controllability.
Finally, we cite [20] . In this paper an application of the controllability results to an inverse problem has been presented.
The present paper is based on basis theory and moment problems. See [6, 14, 25] for background material.
1.2. A preliminary transformation. We perform a transformation which is used to change Equation (1.4) into a new but equivalent equation with N (0) = 0. We definẽ θ(x, t) = e −N (0)t θ(x, t). It is easily computed that
The new kernelÑ (t) = e −N (0)t N (t) satisfies the equalityÑ (0) = 0, and the properties of our interest in this paper are not changed. So, from now on, we disregard the˜notation and assume that the transformation has been performed. The nonrestrictive property N (0) = 0 will simplify the computations below. Note that this transformation introduces a coefficient α = 0 in the case that the original equation has α = 0.
Preliminary information.
In this section we present preliminaries on the abstract theory of moments in Hilbert spaces, bases and representation of the solutions of (1.4) and the flux. Then, we reduce controllability to a moment problem.
It is convenient to denote by A the following operator in L 2 (0, π):
Its eigenvalues are −n 2 , n = 1, 2, . . . . The normalized eigenvector corresponding to −n
Note that φ n (0) = n 2/π.
Moment problems and bases.
The results in this paper will be derived as consequences of the theory of moments and bases in Hilbert spaces. We shortly recall the crucial information. We refer to [6, 25] for the general theory and to [18, 19] for a more detailed overview.
Here we consider sequences indexed by natural numbers, but the arguments are easily adapted to more general index sets, in particular to Z and Z = Z \ {0}.
We are interested in L-bases and Riesz bases: a sequence {z n } in a Hilbert space H is a Riesz basis if it is the image of an orthonormal basis under a linear bounded and boundedly invertible transformation. A sequence {z n } is an L-basis if it is a Riesz basis in its closed span.
We shall use the following two tests of basicity: the first one is a consequence of the Paley-Wiener theorem (see, e.g., [25, p. 32 
We need a condition which, when coupled with (2.2), implies that {z n } is itself an L-basis. This is provided by the Bari theorem; see, e.g., [25, p. 38 
Theorem 2.3. Let the conditions of Theorem 2.1 hold and let the sequence {z n } be ω-independent, which means
Then {z n } is an L-basis. If furthermore {y n } is a Riesz basis, then {z n } is a Riesz basis too. Now we define a moment problem with respect to a sequence {z n } in a Hilbert space H. This is the problem of solving the sequence of equations
for the unknown u. The sequence {c n } is given. The result we are interested in is as follows (see, e.g., [6 The relation of the problem (1.4)-(1.5) to a moment problem is seen as in [18] . We consider the eigenvectors φ n of the operator A and represent the solution of (1.4)-(1.5) as θ(x, t) = φ n (x)a n (t), where
After suitable integration by parts, we see that
This formula suggests the introduction of the functions z n (t) which solve
so also
The following integral equation for z n (t) is valid (see [19, formula 19] ). It holds when β n (defined below) is different from 0:
where
Note that β n is positive real for large n. Equality (2.5) is easily found. In fact, let
We take into account the initial conditions in (2.4) and we substitute
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We then use sin β n (t − s) = 1 β n ( d/ ds) cos β n (t − s) in order to integrate by parts and we get (2.5).
It is possible to have β n = 0 for at most one value of the index n. If β n 0 = 0, then the formula for z n 0 (t) is
For simplicity of presentation, in this paper we confine ourselves to the generic case β n = 0 for every n. If instead there exists n 0 such that β n 0 = 0, then we have to include z n 0 (t) in each of the series we encounter below, as done in [19] . This will not make any essential change in the proofs.
We recall from [19] :
Appendix 5.1 shows that the result holds also with T = π but the inequality suffices to prove convergence of the series used in the representation of θ(x, t).
With θ(x, 0) = 0 we have the representation
As proved in [19] , the series in (2.7) converges in C(0, T ; L 2 (0, π)) thanks to the property of the second sequence in Theorem 2.5. So, θ x (x, t) can be computed termwise, and the corresponding series converges in C(0, T ; H −1 (0, π)). We can conclude from (1.6) that q(·, t) ∈ W 1,2 0, T ; H −1 (0, π) . In fact, we shall see below that this property of the flux can be improved.
2.2. Controllability and moment problem. In this section we reduce our control problem to a suitable moment problem. We noted that the condition q(·, t) ∈ H −1 (0, π) can be improved. But, for the moment, we consider the flux as a distribution.
We insert (2.7) in the expression of the flux and we find
Both the sequences {ξ n } and {η n } belong to l 2 . So, the target is reachable at a certain time T if and only if we can find a control u ∈ L 2 (0, T ) such that the following moment problem can be solved (the function v(t) is given in (2.7)):
(2.10)
Now we observe:
. So, the second line in (2.10) can be written as follows:
Taking into account the first line in (2.10), equalities (2.10) can be written as
Upon renaming nξ n /φ n (0) andη n as, respectively, ξ n and η n , we can study the problem
Remark 2.6. We observe:
• The coefficientsη n are computed as Fourier coefficients of an element of H
−1
with respect to the basis {φ n }. If it happens that η ∈ H −1 is smoother, then the sequence {η n } has additional properties. We shall use the following observation: η is a regular distribution identified by a square integrable function if and only if {nη n } ∈ l 2 . This fact is easily proved since {φ n (x)/n} is an orthonormal sequence in L 2 (0, π).
• The Fourier coefficients of θ(x, T ) and q(x, T ) at time T have the form
where {ξ n } and {η n } are the sequences in (2.11).
• Temperature and flux are given respectively by the series (2.7) and (2.8), but these series in fact give special extensions to R of x → θ(x, t) and x → q(x, t). So, the objects of our interest are not these series, but their restrictions to (0, π). Problem (2.11) can be written in one line, as 13) and the sequence ξ n n − iη n belongs to a dense subspace of l 2 (C). We set
With this notation, problem (2.11) takes the form
where {c n } is a sequence in l 2 of the special form
In fact, a solution v(·) of problem (2.11) clearly solves (2.13) and also the following problem:
Conversely, we obtain a real solution v(·) of (2.13) if we require the conditions
where we define for n > 0:
(since z n (t) is real.) So, we can use (2.14) as the definition ofζ n (t), for every n ∈ Z \ {0}, provided that we also put
We sum up: the moment problem to be studied is the problem (2.16).
Using (2.3) and (2.4), we see thatζ n (t) solves the following initial value problem:
Integration by parts shows the equality:
These equalities have been obtained with n > 0. They hold for every n ∈ Z since we defined z −n (t) = z n (t).
We compute the derivatives of both sides of (2.17) (recall that N (0) = 0). We get
So,ζ n (t) solves also the following integral equation:
20)
so that β n n, and
Remark 2.7. We observe:
• As we already noted, for simplicity we assume β n = 0 for every n.
• The computation which led to formula (2.20) has been performed with n > 0, but our moment problem has to be studied also with n < 0. Using the definitions ofζ −n (t), c −n , z −n (t) we see that formula (2.20) holds forζ −n (t), where n > 0, provided we add the definition
• The following inequality is easily seen from (2.20), using boundedness of {z n (t)} on every fixed interval [0, T ]:
Our goal is to prove that {ζ n } n∈Z is an L-basis in L 2 (0, T ), for a suitable number T , or, equivalently, to prove the same property for the sequence {e
Using (2.18) we see that
From (2.20) we have:
Integrating by parts the last integral we see that it is equal to
From (2.21) we get:
(We recall the notation Z = Z \ {0}.) Now we compare the two sequences {ζ n (t)} n∈Z and
which is an L-basis in L 2 (0, T ) for every T ≥ 2π; see Appendix 5.1. For this, we describe further the term (2.24), using the following result from [19] :
Lemma 2.9. For every T there exists a number M such that
Using this fact, the integral in (2.24) is rewritten as follows:
as is seen with an integration by parts of the last integral. The integral in (2.25) can be integrated by parts and we get
We use (n − β n ) 1/β n , which implies that the second and third terms in (2.23) are dominated by (const)/β n and we get: Theorem 2.10. For every T > 0 there exists a constant M such that
Using Theorem 2.1, we also have:
3. Hidden regularity of the flux. Up to now, we used that the flux belongs to H −1 (0, π). In this section we prove that the flux, i.e. the restriction to (0, π) of (2.8), is smoother: q(·, t) ∈ L 2 (0, π). In order to understand the argument, we examine first a simple example.
Example 3.1. We consider the time interval [0, π] and the kernel N (t) ≡ 1. Furthermore, we let the initial condition be 0. So, our equation
is nothing else than the wave equation
with zero initial conditions. For t ≤ π there is no reflection from the right end of the interval, and we know that
where H(t) is the Heaviside function. Note that if u(t) is smooth, then this function has a smooth extension to a left neighborhood of x = 0 for every t > 0. It is easily seen, using this formula, that if t < π, then
q(x, t) = θ(x, t) .
By the way, this shows that the pair (temperature/flux) can't be simultaneously controlled in time t < π. Let us now look at the series expansion (2.7) for θ(x, t) and the corresponding expansion (2.8) for the flux. We introduce the function
We write down explicitly the series for this example and we get the equalities:
gives an odd extension (with respect to x) of u(t − x)H(t − x). So, it has a jump of 2f t (0) = 2u(t) at x = 0 even if u(t) is smooth. Hence, expressions (3.2) and (3.1) have the same restriction at the interval (0, π) (since the series in (3.2) is a Fourier sine series of f t (s) = u(t − x)H(t − x)), but they are different functions on larger intervals, and have different distributional derivatives. In particular, the jump at x = 0 is reflected in the fact that the series in the expression of q(x, t) does not converge in L 2 (0, π). It converges in the sense of distributions and identifies a distribution with a singular part. We can extract the singular part of the distribution (3.4) if we recall the expansions
Then, we can proceed as follows:
The brace is a cosine expansion and it is equal to f t (x) for x ∈ (0, π). So, we see that q(x, t) is a distribution with singular support x = 0 plus a regular part, which is an even extension of f (t − x): as an element of H −1 (0, π), the delta function supported at 0 has no effect, and we see that the distribution q(x, t) is identified by a square integrable function for every t: the two expressions q(x, t) = f t (x) and (3.4), i.e. (3.6), taken for t ∈ (0, π), identify the same element of H −1 (0, π).
We will demonstrate that the procedure used in the previous example is completely general and that it can be repeated on every interval (0, T ), even if T > π. In fact we prove: The proof consists of extracting several parts in the expressions of q(x, t), which correspond to an L 2 -function, and to show that the remaining parts sum up to δ, the Dirac delta at 0, as in the example. This technical computation can be found in Appendix 5.2.
L
2 (0, π)-Exact controllability of the temperature and flux pair. In this section we prove Theorem 1.2; i.e., we prove that any element of L 2 (0, π)×L 2 (0, π) can be reached by the heat/flux pair. Furthermore, we shall see that the minimal controllability time is 2π.
We recall that the sequence {η n } is
so that η ∈ L 2 (0, π) if and only if {nη n } ∈ l 2 ; see also Remark 2.6. We consider Theorem 2.11. The sequence (2.26) forms an L-basis in L 2 (0, T ) for T ≥ 2π and we will show that the sequence {ζ n (t)} is an L-basis in L 2 (0, T ) too. This is an intermediate result, which can be found in Appendix 5.4 where we prove: Theorem 4.1. The sequences {ζ n (t)} n∈Z and {ζ n (t)} n∈Z are L-bases in the same space L 2 (0, T ) as the sequence {e iβ n t } n∈Z .
Here, we use this result in order to prove the exact controllability of the temperature/flux pair in 
Then, the moment problem (2.16) is solvable in any time T ≥ 2π.
Before proving this result, we show that it implies Theorem 1.2. We represent
where {ξ n } and {χ n } are real-valued and 
cos nx , where
So, {k n } is an arbitrary sequence in l 2 , independent of {ξ n }. Also the coefficient γ can be arbitrarily assigned (of course, provided that T ≥ 2π).
Using the second equality in (3.5) we see that
The coefficients ξ n , γ and η n can be arbitrarily assigned, provided that T ≥ 2π.
So, q(x, T ) is a distribution, sum of a delta function plus a regular part represented by a square integrable function. If T ≥ 2π both θ(x, T ) and the regular part of q(x, T ) can be arbitrarily assigned in L
2 (0, π). This is Theorem 1.2. As a by-product, we found also that the series of q(x, T ) converges in the sense of distributions to an element of the subspace of L 2 (0, π) ⊕ {rδ(x) , r ∈ R}. The regular part and the coefficient of δ(x) are related through the integral mean of q(x, T ).
In order to prove Theorem 4.2, we need a few preliminaries and a lemma. First of all we recall the definitions
so that equality (2.14) holds for every n ∈ Z . Then, we recall that the moment problem takes the form (see (2.16))
We recall the definition (2.14) ofζ n (s), i.e.
Integration by parts shows that we must solve the problem
Here, n ∈ Z , {d n } is an arbitrary l 2 (Z ) sequence and
The next lemma is based on the fact that z n (t) ∼ cos β n t (as seen from (2.27)) so that its integral should behave like (sin β n t)/β n .
Note that the index n as used up to now takes values in Z . Instead, in the next lemma, we use n ∈ Z. It is convenient to define β 0 = 0 and we denote by T any number such that e
is an L-basis; i.e. T ≥ 2π (see Appendix 5.1).
Lemma 4.3. Let the index n take values in Z. We define
The sequence {R n (t)} n∈Z is quadratically close to the sequence −ie
Proof. We state the following property: there exists a number M such that for every n > 0 we have
The inequality in the first line is Lemma 2.9 while the proof of the second inequality (based on Lemma 5.3) is similar to the corresponding proof in [19] . These inequalities hold for n ∈ Z . The first statement of the lemma follows from here. Now we prove ω-independence in We now demonstrate that the function Φ(t) belongs to W 1,2 (0, T ) for every T > 0. It is sufficient to prove this property for the series at the lines (4.5)-(4.6). For this, we use representation (2.5) and the following weaker form of Lemma 5.3 in Appendix 5.2:
and |b n (t)| < M . The series on the right-hand side of (4.9) converges uniformly and it can be differentiated termwise, since the series of the derivatives is L 2 -convergent thanks to the fact that both {sin β n t} and {cos β n t} are L-bases in L 2 (0, T ) for sufficiently large T . So, it defines a W 1,2 function. The series in (4.10) can be interchanged with the integral, since we know that {z
function. The terms of the series in (4.11) are first integrated by parts. We gain a factor 1/β n and this implies uniform convergence. So, this series can also be interchanged with the integral. It follows that the line (4.11) defines a C 1 function. So, the series at the line (4.6) defines a W 1,2 (0, T ) function. Now we prove that the series at the line (4.5) defines a W 1,2 (0, T ) function too. We replace z n (t) with its expression in (4.8) and we get
Boundedness of the sequence {b n (t)} (see (4.8) ) shows that the series
is uniformly convergent. So, the series can be interchanged with the integral and line (4.12) defines a W 1,2 function. Taking into account the definition of H n (t), we can integrate by parts each integral in the series (4.13). We gain a further factor 1/β n and, as above, we see that (4.13) defines a C 1 function too.
In order to see that line (4.14) defines a W 1,2 function, we first integrate by parts the integral. We get
The result follows, since the integrals can be integrated by parts again and
This proves the regularity of Φ(t): it is a W 1,2 (0, T ) function for every T , and the function
belongs to the space X which is the closure of the linear span of e iβ n t n∈Z . Now, Ψ (t) is the L 2 -limit of the incremental quotient, and
So, Ψ (t) ∈ X too. It follows that
Now we recall: we confined ourselves to work on an interval [0, T ] over which e iβ n t n∈Z (here β 0 = 0) is an L-basis. So, the expansion of Ψ(t) in terms of e iβ n t n∈Z is unique. Comparing with (4.7) we see that
Furthermore, we also see that
Now we go back to the original equality (4.4) which takes the form
The estimates in (4.3) show uniform convergence of the series. Now we observe that
Substituting equality (4.17) into (4.16) we get (using (4.15))
The sequence {ζ n (t)} is an L-basis in L 2 (0, T ) and {σ n β n /n} ∈ l 2 (see Theorem 4.1). So, the series can be exchanged with the integral:
The right-hand side is a continuous function which is zero at t = 0. Hence we have α 0 = 0 and we get
for every t. This shows that n∈Z σ n β n n ζ n (t) = 0 and this implies σ n = 0 i.e. α n = 0, for every n, since we already know that {ζ n (t)} is an L-basis; see Theorem 4.1. This ends the proof of ω-independence of the sequence {R n (t)} n∈Z . Now we go back to problem (4.2). Using the sequence {R n (t)} n≥0 , the problem is rewritten as
This is not a standard form of a moment problem, but we can easily reduce it to a standard form thanks to the fact that
We add a first term, with index n = 0, to the sequence {d n }. So, we introduce the sequence {d n }
We search for a function u(T − t) which solves the moment problem
This function exists, since {R n (t)} is an L-basis, and also solves the required problem (4.18) . This ends the proof of Theorem 4.2 and hence, of Theorem 1.2.
Appendices.
We collect here technical proofs omitted from the text. 5.1. Appendix: Riesz-basis properties of the sequence {e iβ n t }.
forms a Riesz basis in L 2 (0, 2π).
Proof. Since β n − n 1/β n , the statement (i) follows from the "1/4 in the mean" theorem [1] (see also [6, Proposition II.4.6] [23] (see also [6, Theorem II.4.22] ). This lemma implies the following result, which we also use in the paper.
Theorem 5.2. Let T ≥ 2π and β n = 0 for all n ∈ N. The sequence e 
n ] and T > 0 be fixed. There exists a bounded sequence {M n (t)} of square integrable functions and two differentiable functions F (t) and G(t) such that
Moreover, we need 1 n φ n (x) = 2/π cos nx .
Using (2.8) and the definition of v(t) we see that
For any fixed t, this series converges in H −1 (0, π) and we will prove that it is a regular element of H −1 (0, π). More precisely, we will prove that it is the sum of a square integrable function and a multiple of δ(x), the Dirac delta (which identifies the null element of H −1 (0, π)). We shall ignore inessential multiplicative constants. So we shall use
We substitute in (5.3) in turn every addendum on the right-hand side of (5.1) and study the resulting series. In the following computations, {M n (t)} will denote a uniformly bounded sequence of functions on [0, T ], not the same at every occurrence.
When substituting M n (t)/β 3 n we get an L 2 (0, T )-convergent series, which contributes a regular distribution to the expression of q(·, t) for every t.
When substituting the term (μ n /β 2 n )G(t) cos β n t we can integrate by parts and we get a term of the order 1/β 3 n , so again the series converges to an L 2 -function. Now we substitute e αt cos β n t. Integrating by parts twice we get the following three series (inessential constants are ignored). The first of them, given by formula (5.4), collects the contribution of all the terms which, integrated again by parts, give an integrand License or copyright restrictions may apply to redistribution; see https://www.ams.org/license/jour-dist-license.pdf TEMPERATURE/FLUX CONTROLLABILITY 359 of the form M n (t)/β 3 n , with a bounded sequence {M n (t)}:
Here
Both the series (5.4) and (5.5) are L 2 -convergent. This is clear for (5.4) while convergence of (5.5) follows since the Parseval identity shows that
Convergence of the series in (5.6) is in the sense of distributions. Using (5.2), we see that the series (5.6) is the sum of the following ones:
cos nx .
The first series converges uniformly, since
Using (3.5), we see that the second series converges to a multiple of δ(x), plus a constant.
When substituting the terms with (sin β n t)/β n we get a similar computation. This is left to the reader.
Substituting F (t)/β 2 n we get a term such as (5.6). This completes the proof of Theorem 1.1. 5.3. Appendix: the proof of Lemma 5.3. In this appendix we prove Lemma 5.3. We fix an interval [0, T ] and use {M n (t)} to denote a sequence of bounded functions on [0, T ] (not the same at every occurrence.) Put g n (t) = e αt cos β n t + α β n e αt sin β n t , e n (t) = z n (t) − g n (t) .
As a starting point, we use Formula (2.5), i.e., we use the definition of μ n in Lemma 5.3 and N 0 (t) = N (t) − αN (t):
We substitute the expression of g n (t) into these integrals and integrate by parts as many times as possible to get as many factors 1/β n as we can, and examine the resulting terms. We use N (0) = 0, N ∈ W 4,2 (0, T ) and the integrals
We end up with the following integral equation for e n (t). Here f (t) and g(t) (not to be confused with g n (t)) are differentiable functions, which can be explicitly computed, but we are not interested in their expressions. The important fact is that they do not depend on n:
We introduce
A few manipulations give
We recapitulate:
Let R(t) be the resolvent kernel of −N (t). Then, the resolvent kernel of the integral equation (5.8) has the form
where {F n (t)} is bounded with bounded derivatives. Using the resolvent formula and further integration by parts we get
which is the required formula with
5.4.
Appendix: Riesz basis properties of the sequences {ζ n (t)} and {ζ n (t)}. The sequence {ζ n (t)} is quadratically close to an L-basis and in this appendix we prove that it is an L-basis too. For that we use the Bari Theorem. So, it is sufficient to prove the following result.
Proof. We adapt a similar proof in [19] . We recall that we are assuming that β n = 0 for every n. If there exists n 0 such that β n 0 = 0, then the proof has to be modified, as in [19] .
We use the fact that the sequence 1, {e We define φ(t) = − n∈Z α n e iβ n t = n∈Z α n ζ n (t) − e iβ n t .
Note that
φ ∈ X = cl span 1, e iβ n t n∈Z .
(5.10)
The function φ(t) is square integrable, and we will prove that it is smoother: it belongs to W 2,2 (0, T ). This will imply that if condition (5.9) holds, then the sequence {α n } belongs to a weighted l 2 space. We use the notation D −→ to denote the action of computing the derivative termwise and we ignore inessential constants.
We prove that each series can be differentiated termwise. This is clear for the series 1 and 2 , thanks to the factors 1/β n , because we know that {α n } ∈ l 2 and, as we noted, The series S 1 converges uniformly (since its terms are of the order α n /β n ). Using N (t) ∈ W 4,2 , we integrate by parts the integrals in the series S 3 and we again get uniform convergence of the series.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/license/jour-dist-license.pdf [N (t − r) − αN (t − r)] e αr cos β n r dr and both the series converge uniformly (integrate the last series by parts). In order to simplify the formulas below we put
We compute: This shows the convergence of the series at the last line while the convergence of the series at the previous lines can be proved as in the previous cases.
In conclusion, the function φ belongs to W 1,2 (0, T ) for every T . Its incremental quotient is
α n e iβ n t e iβ n h − 1 ∈ X So, now
The sequence e ±iβ n t is an L-basis in L 2 (0, T ), T ≥ 2l/ N (0), which is the minimal controllability time.
