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ABSTRACT 
Let C,,, be the linear space of all n x n complex matrices. Suppose 1 < k < n. 
The generalized k-numerical range of A E C,,, is defined and denoted by 
Wk( A) = { ( *fAxI,. . . , xfA+ {xl,. . . , xk} is an orthormaf family in C “} . 
When k = 1, wk( A) is known as the (classical) numerical range (or the field of values) 
of A, and the concept is well studied. In this note we study the convexity and the 
geometrical properties of Wk( A) for general k. In particular, we obtain a necessary and 
a sufficient condition on A such that Wk( A) is convex. If the classical numerical range 
of A equals the convex hull of the spectrum of A, it is shown that the two conditions 
are equivalent to the convexity of 7v,( A). This result extends that of Poon on this 
subject. Furthermore, regarding rV,( A) as a subset of Rzk, we give characterizations of 
scalar matrices, essentially hermitian matrices, and other classes in terms of the a&e 
dimensions of their generalized k-numerical range. We also study the matrices A 
whose generalized k-numerical range is a polyhedral set. 
1. INTRODUCTION 
Let C,,, be the linear space of all n x n complex matrices. Suppose 
1 < k < n. The generalized k-numerical range of A E C, Xn is defined and 
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denoted by 
wk(A) ={ (+4x,, . . . , xfAr$: {xl,. . . > xk)is an orthonormal family inC”j . 
When k = n, Wk( A) is the collection of all diagonal n-tuples of matrices of the 
form U*AU where U is unitary. There has been a great deal of interest in 
studying the diagonal elements of matrices (e.g., see [l, 4, 5, 8, 13, 14, 151). 
The motivation comes from both theoretical questions and applied problems. 
When k = 1, wk( A) is known as the (classical) numerical range (or the fold 
oft~alues) of A, and is usually denoted by W(A). The concept is well studied, 
and many interesting results have been obtained (e.g., see [3, 61 and their 
references). In particular, a lot of them concern the interesting relations 
between the geometrical properties of W(A) and the algebraic properties of 
the matrix A. For example, W(A) is convex for any A E Cnxn; W(A) is a 
singleton if and only if A is a scalar matrix; W( A) is a line segment if and only 
if A is essentially hermitian, i.e., PA - VI is hermitian for some p, v EC with 
p # 0; W(A) equals the convex hull of A( A), the spectrum or the set of 
eigenvalues of A, if A is normal. 
The purpose of this note is to study the convexity and some geometrical 
properties of w&(A) for general k. As mentioned above, rV,( A) = W(A) is 
always convex. By some results of Horn [S] and Fan and Pall [4], 7v,( A) is 
convex if A is hermitian. For normal matrices A, Au-Yeung and Sing [I] 
proved that w”( A) is convex if and only if A is essentially hermitian; and Poon 
[13] gave a necessary and sufficient condition for %$(A) to be convex for 
1 < k < n. In [15] Tsing proved that wk( A) is always star-shaped with 
as a star center for any matrix A and any k > 1. 
It seems that not much is known about the convexity of wk( A) for general 
matrices A when k > 1. In Section 2 we obtain a necessary and a sufficient 
condition on A such that 7v,( A) is convex. If A satisfies W(A) = co A( A), 
where “co” denotes “the convex hull of,” then the two conditions are 
equivalent to the convexity of wk( A). This result extends that of Poon [13]. In 
Section 3 we study some geometrical properties of the set wk’k( A). Regarding 
wk’k( A) as a subset of Rzk, we give characterizations of scalar matrices, 
essentially hermitian matrices, etc. in terms of the atline dimensions of their 
generalized k-numerical range. We also study the matrices A whose general- 
ized k-numerical range is a polyhedral set. 
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2. CONVEXITY 
Since W(A) is always convex, we shall assume k > 1 throughout this 
section. We first establish a sufficient condition on A such that wj.( A) is 
convex. 
THEOREM 2.1. Let k > 1. Suppose A is unitarily similar to a matrix of the 
f O?Wl 
such that W(A) = W( A,) = . * * = W( Ak). Then ^ru,( A) is convex. 
Proof. Suppose A satisfies the hypothesis of the theorem. Since %‘k( A) = 
#‘k(U*AU) for any unitary matrix U (see [13, Lemma 2]), we may simply 
assume A = A, e *-*@Ak@B. Let u=(ul ,..., u~)~, u=(q ,..., u,Jte 
%$(A). Then ui,uiE W(A) for i = l,.. ., k. By the convexity of W( A), for any 
0 < h < 1 we have wj = Xuj + (1 - X)vj E W( A) = W( A .) for j = 1,. . . , k. 
Thusforj= l,..., k, we can find a unit vector xj = (xi’, . . . , rp! xM,)“e -s 
C” partitioned according to A with x{ j) = 0 if i #:j such that xTAxj = wj. It 
follows that w = hu + (1 - X)u = (x?Ax,, . . . , QAxk) E wk( A). Thus wkw,( A) 
is convex. n 
The following example communicated by Y. H. Au-Yeung and Y. T. Poon 
shows that the converse of Theorem 2.1 is not true. Let 
A= ’ ’ 
[ 1 o 0 * [Ol EC3x3. 
Then it can be verified that wk’k( A) is convex for k = 2,3, but A does not 
satisfy the hypothesis of Theorem 2.1 in either the case of k = 2 or k = 3. 
Next we obtain a necessary condition on A such that Wk( A) is convex. 
THEOREM 2.2. Let k > 1. Suppose A is not essentially hermitian and 
Wk( A) is convex. lf h is a twndi$rentiable boundary point of W( A), then A is 
unitarily similar to a matrix of the form Xl, @ B with s 2 k and X # W(B). 
Proof. Suppose A and X satisfy the hypotheses of the theorem. It is 
known (e.g., see [3, 121) that A is unitarily similar to XI, @ B where Xq! W( 8). 
It remains to prove that s 2 k. Suppose s c k. We shall prove that %+i( A) is 
not convex and hence (see [13, Lemma 11) Wk( A) is not convex. 
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Since A is not essentially hermitian, W(A) is not a line segment (see [ll, 
Theorem 2.71). By the assumption on A, we have (e.g., see [3, 61) W(A) = 
co[{ X} U W(B)]. Thus the boundary of W(A) has two edges, say E, and E,, 
with X as one of the endpoints. Let yi be the point in W(B) fl Ed which is 
nearest to X for i = 1,2. Then we have 
u= (A ,..., X,yl)t,u= (A ,..., X,y2,+~+,(A). 
s s-1 
We show that w = (u + v)/2 $ q8+,( A) as follows. Suppose {x1,. . . , T~+~} is
an orthonormal family in C” such that w = (rTAx,, . . . , ~f+rAx,+,)~. Then 
xi (1 < i < s - 1) are eigenvectors of A corresponding to X. Let x be a unit 
eigenvector of X orthogonal to rr, . . . , x,_~, and let V be a unitary matrix 
whose first s columns are x1, . . . , x,_~, x, respectively. Then U*AU = Xl, 8 
C, where C is unitarily similar to B. Since {x1, . . . , x,+~) is an orthonormal 
family, we can find orthonormal vectors y,, ys E C” of the form 
yi = (0,. . .,o, yji), y&,. . . . Y9y (i = 1,2) 
s-1 
such that x, = IJy, and x,+r = Vy,. As a result, we have 
A + Yi 
2 
= yTV*AVy, = 1 y(")('),+ z*.Cz. I s 1 t’ 
where zi= (yj’;!,,..., y$))” for i = 1,2. It follows (e.g., see [13, Lemmas 3, 
41) that 1 yji) ( 2 2 $ for i = 1,2. Since { yr, ys} is an orthonormal family, we 
have yfya = 0 and thus 
As a result, I yc) I = l/v% for i = 1,2, and by the Cauchy-Schwarz inequal- 
ity the vectors zr, a2 are unit multiples of each other. Thus 
A+ Yl A 
- = x$Ax, = Z + zTCZ, 
2 
A x + Y2 
= 2 + z;Cz, = x;+rAx,+r = - 
2 ’ 
which is a contradiction. 
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Of course, Theorem 2.2 is not very useful if W(A) has no nondifferentiable 
boundary point. On the other hand, if the boundary of W(A) is a nondegener- 
ate convex polygon (which is equivalent to the condition that W(A) = co A( A); 
e.g., see [3, 9, ll]), then we can say more, as shown in Theorem 2.3. In 
particular, the condition W(A) = co A( A) is met when A is normal. Thus 
Theorem 2.3 can be regarded as an extension of the result of Poon [13]. 
THEOREM 2.3. Let k > 1. Suppose A E C, Xn and the boundary of W( A) 
is a nondegenerate convex polygon. Then the following conditions are equivalent: 
(a) ^w,( A) is convex. 
(b) If h is a vertex of the boundary of W(A), then A is unitarily similar to a 
matrix of the form N, e B, where s 2 k and h# W(B). 
(c) A is unitarily similar to a matrix of the form 
k 
such that W(A) = W( A,). 
Proof. (a) * (b): Since every vertex of the boundary of W(A) is a nondif- 
ferentiable boundary point, the result follows from Theorem 2.2. 
(b) * (c): Let h,, . . . , X, be the vertices of the boundary of W(A). Then by 
condition (b), A is unitarily similar to a matrix of the form as described in (c) 
with Al = diag(& . . . , A,). 
(c) * (a): By Theorem 2.1. n 
3. SOME GEOMETRICAL PROPERTIES 
Since for a given matrix A, the vector (ur. . . . , u ._i)t~ %-r( A1 if and 
only if the vector (ui, . . . , u,_~. u,,)~E Wn( A) with u, = tr A - CylI ui, the 
geometrical properties of w”(A) can be easily deduced from those of ~$_i( A). 
So we confine our attention to the cases for k < n in the following result. 
THEOREM 3.1. Let A l Cnxn and k < n. Then exactly one of the following 
conditions holds: 
(a) wk( A) has real afine dimension 0, and A is a scalar matrix. 
(b) wk( A) has real afine dimension k, and A is a nonscalar essentially 
hermitian matrix. 
(c) w’(A) hu.s real aflne dimension 2 k, and A is not essentially hermitian. 
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Proof. Suppose A is a scalar matrix. Then Wk(A) is a singleton and hence 
has real a&e dimension 0. 
Suppose A is a nonscalar essentially hermitian matrix. Then H = f~ A - v I 
is a nonscalar hermitian matrix for some p, v E C. Notice that the real afbne 
dimension of wk( A) is the same as that of “fYj.(H) C Rk. The real a&e 
dimension of ‘Yk( A) is not greater than k. Next we show that there does not 
exist v E Rk and ZL E R such that 
(u, 4 = P for all UE 7(vk( H). 
Condition (b) will then follow. Notice that for u = (ur, . . . , I)~)~ E Rk, the set 
S= {(u,u):~.%‘~(A)} 
can be regarded as the C-numerical range of H with C = diag( ur, . . . , l)k, 
0 >..., 0) EC,,, (e+h see [Z, 7, lo-121 and their references for definitions 
and properties of this concept). Since neither H nor C is a scalar matrix, the 
set S cannot be a singleton (see [ll, Theorem 2.51). Thus our claim is proved. 
Finally, suppose A is not essentially hermitian. Since wk( A) C Ck, the real 
a&e dimension of wk( A) is not greater than 2 k. Next we show that there 
does not exist u E Ck and p E R such that 
Re(u, u) = p for all UE %$(A). 
Condition (c) will then follow. Notice that for u = (q, . . . , uk)’ E Ck, the set 
s = ((U,U):UE wk( A)} 
can be regarded as the C-numerical range of A with C = diag( Q, . . . , i$, 
0 >.... 0) EC”X”. Since A is not essentially hermitian, the set S cannot be a 
line segment in C (see 111, Theorem 2.71). Thus the elements in it cannot have 
the same real part. The result follows. n 
Notice that when k = 1, Theorem 3.1 yields the classical results that 
W(A) is a singleton if and only if A is a scalar matrix; W(A) is a line segment 
if and only if A is essentially hermitian. 
We shall extend some other results on classical numerical range. To state 
and prove them we need more definitions and notation, 
Let S C R”. A point u ES is a conical point of S if S C u + K for some 
closed convex cone K C R” that satisfies K II - K = 0. The set S is polyhe- 
dral if it is the convex hull of finitely many points in R”. Suppose A EC,,, 
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has eigenvalues h,, . . . , X,; we let Ak( A) be the collection of all the points of 
the form (Ail,. . . , A,,), where i,, . . . , i, are distinct integers chosen from the 
set (l,..., n}. Notice that A,( A) reduces to A(A) and we always have 
Ak( A) c wk’k( A). 
The following result can be easily verified (cf. [l]). 
THEOREM 3.2. LA 1 Q k < n. lf A EC,~,, is hermitian, then %$(A) = 
coAk(A). I~AEC,~” is normal, then co wk. A) = co Ak( A). 
Notice that if k = 1, then Theorem 3.2 reduces to the classical result that 
W(A) = coA(A) if A is normal. In fact (see [9, ll]), the following conditions 
on a matrix A are equivalent: 
(a) W(A) = co A(A). 
(b) W(A) is a polyhedral set. 
(c) The matrix A is unitarily similar to A, @ A, such that A, is normal and 
W(A) = W(A,). 
This result will be extended in Theorem 3.4. We first prove the following 
theorem (see [3] for the case of k = 1). 
THEOREM 3.3. Let 1 < k < n. Suppose u = (q, . . . , uk)’ is a conical point 
of ^ryk( A). Then A i.s unitarily similar to a matrix of the form diag(ul, . . . , uk) TV 
B. In partida?-, u E A,( A). 
Proof. Suppose u is a conical point of %$(A). Then there exists a closed 
convex cone K with K fl - K = 0 such that co W(A) C u + K. Then the set 
of exterior normals to support planes to the set u + K at the point u contains 
a convex cone with nonempty interior. Thus we can find a vector v = 
(01,. . . , uk)t in it such that u has distinct entries and the set 
S= {(w,v):w~u+K} 
has a conical point at (u, u). Thus S’ = {(w, v) : w E wk( A)) dso has a conical 
point at (u, v). Notice that the set S’can be regarded as the C-numerical range 
of A with C = diag( i5r, . . . , Ej,, 0, . . . ,0) EC,,,. Assume that U is unitary 
such that the first k diagonal elements of U*AU equal ul,. . . , uk. Then 
tr(CU*AU) is a conical point of S’. Thus (see [2, Theorem 31) U*AU = 
diag(u,, . . . , uk) @ B. n 
Notice that by Theorem 3.3, if k 2 n - 1 and wk( A) has a conical point, 
then A is normal. 
We are now ready to prove the promised extension of the result stated 
after Theorem 3.2. 
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THEOREM 3.4. Let 1 < k < n and A E C, Xn. The following conditions are 
equivalent :
(a) co Vk( A) = co hk( A). 
(b) co %$(A) is a polyhedral set. 
(c) The matrix A is unitarily similar to A, SI A, such that A, is normal and 
co wk( A) = co Yf’( A,). 
Proof. (a) * (b): Clear. 
(b) * (c): Suppose condition (b) holds. Let X,, . . , X, E A( A) be such that 
& is an entry of u for some conical point u of co ryk( A). Then by Theorem 3.3, 
A is unitarily similar to A, @ A, with A, = diag( X,, . . . , A,). Clearly, A, is 
normal and 
co wkk( A) = co hk( A) = co hk( Al) = co wk( Ai). 
(c) * (a): Suppose condition (c) holds. Then 
coAk(A)cco~~(A)=co~~(A,)=coAk(Al)~coAk(A). n 
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