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We study the complexity (minimal cost) of computing an c-approximation to a 
fixed point of a contractive function with the contractive factor q < 1. This is done 
for the relative error criterion in Part 1 and for the absolute error criterion in Part 
II, which is in progress. The complexity depends strongly on the dimension of the 
domain of functions. For the one-dimensional case we develop an optimal fixed 
point envelope (FPE) algorithm. The cost of the FPE algorithm with use of the 
relative error criterion is roughly 
c [log k/Clog s + 0.9) + log log &j, 
where c is the cost of one function evaluation. Thus, for fixed E and q close to 1 the 
cost of the FPE algorithm is much smaller than the cost of the simple iteration 
algorithm, since the latter is roughly 
c (log i/log-j. 
For the contractive functions of d variables, with d 2 log(lls)llog(llq) we show 
that it is impossible to essentially improve the efficiency of the simple iteration. 
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1. INTRODUCTION 
In this paper we study the complexity of computing an &-approximation 
to a fixed point of a contractive function. This is done for the relative error 
criterion in Part I and for the absolute error criterion in Part II. The 
complexity depends strongly on the dimension of the domain of functions. 
The reader may find relevant literature on theory and numerical prac- 
tice of computing fixed points and solving nonlinear equations in, e.g., 
Traub (1964), Scarf (1967, 1973), Ortega and Rheinboldt (1970), Eaves 
(1972, 1976), Todd (1976), Allgower and Georg (1980), and Garcia and 
Zangwill(l981). Recent papers dealing with complexity aspects of solving 
nonlinear equations may be found in survey papers of Sikorski (1985) and 
Smale (1985). Hirsch and Vavasis (1987) obtain lower bounds on the 
complexity of approximating fixed points of functions satisfying a Lip- 
schitz condition with constant K greater than one using the residual error 
criterion. 
The departure point of this paper is the classical Banach fixed point 
theorem. Namely, consider a function f: D ---, D, where D is a closed 
subset of a Banach space B. Assume that f is contractive with a factor 4 < 
1, i.e., IlfW - f(y)11 5 411x - VII, V x, y E D. 
Then there exists a unique CY = a(f) E D such that (Y is a fixed point off, 
i.e., (Y = f(a). Let F = F(q, D) be the class of all such functions. The proof 
of Banach’s theorem is based on a simple iteration algorithm defined as 
follows: 
Choose any z. from D and let 
Zn = f(z,-I>, n=l,2,. . . . (1.1) 
Then 
Ilzn - 4 5 4”llzo - 4. (1.2) 
Assume that ZO: = 0 E D. Then the relative error of the IZ th approximation 
z,, is estimated by 
This bound is sharp, i.e., there exists a function f for which the relative 
error of zn is equal to q”. Thus to guarantee that the relative error is at 
most E, E > 0, we must perform 
n = rz(E, q) = [log i/log i] 
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steps, which require n(z, q) function evaluations. Here and elsewhere 
log(x) means logarithm with base 2. 
Assume that each function evaluation costs c > 0. Then the simple 
iteration algorithm computes an e-approximation to (Y with cost CIZ(E, q). 
By an &-approximation we mean a point z E D such that 
For many scientific applications the contraction factor q is very close to 1. 
In this case the cost of the simple iteration algorithm is huge. For example 
take E = 10m4 and q = I-10U4. Then the cost is roughly 0.9 lo5 c. 
Can we do better? That is, can we guarantee the same error estimate 
using less function evaluations? Or what is the complexity (minimal cost) 
of the computation of a fixed point to within E? This is the subject of this 
paper. We shown that the answer depends on the dimension d of the 
Banach space B. Namely, take d = 1, i.e., let f be a scalar function. Let 
m(~, q) be the minimal number of function evaluations such that the 
relative error is at most E for every f in F. We show that m(~, q) is much 
less than n(s, q). More precisely for D = [0, l] we present the Fixed Point 
Envelope (FPE) algorithm which constructs the sequence {x,}z=i of suc- 
cessive approximations to a fixed point (Y = a(f) with the relative error 
e, = Ix, - a(/]a] satisfying the inequality 
1 + 3q 
e, 5 ____ 
en-l 
3+q 1+viT$y’ 
el 5 q. (1.4) 
Obviously e, --, 0 as n * m, and for q = 1 and large n we have e, s 0.5 * 
e,-1. Thus, we have a linear convergence with the ratio 0.5, instead of q as 
in (1.2). 
We present bounds on m(&, q) assuming that E 5 0.5 and B < q < 1. 
From (1.4) we have 
I log log & J 1 + logu42~N log((2 + 2q)l(3q - 1)) 5 m(EY 4) 1 
h3(142~)) 1 s log((3 + q)/(l + 3q)) + 0.9 i 1 + log log I - 1-q 1 + 1. (1.5) 
Thus, asymptotically as E + 0, M(E, q) does not depend on q. On the other 
hand, for fixed E and q + l-, m(~, q) goes to infinity pathologically 
slowly, as log log(l/(l - 4)). 
We now compare m(~, q) with n(~, q) for E = 1O-4 and q = l-10e4. We 
have m(&, q) E [16, 181 and I~(E, q)lm(c, q) 2 5000. Thus the FPE algo- 
rithm is 5000 times more effective than the simple iteration for this data. 
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The fixed point envelope algorithm relies on constructing two enve- 
lopes which interpolate the already computed function values. Then the 
set of all possible fixed points of functions which have the same informa- 
tion is given by the interval [a, 61, where a and b are fixed points of the 
envelopes. Then the best approximation is provided by the harmonic 
mean of a and b. The next evaluation point is chosen such that it mini- 
mizes the relative error for a worst possible function value. It is a zero of a 
quadratic polynomial. We stress that the FPE algorithm uses function 
evaluations at sequentially (adaptively) chosen points. In fact, we show 
that n simultaneous (nonadaptive) function evaluations cannot provide an 
e-approximation with E < q no matter how large n is. Thus the fixed point 
problem with the relative error criterion is an example of a nonlinear 
problem for which adaption must be used. This is in contrast to linear 
problems for which adaption is not more powerful than nonadaption (see, 
e.g., a survey paper of Woiniakowski (1986)). 
We now turn to the multivariate case. If f is a contractive function of d 
variables, with d 2 [log(l/e)/log( l/q)], then it is impossible to essentially 
improve the efficiency of the simple iteration. More precisely, using the 
recent result of Chou (1987) which is based on Nemirovsky and Yudin 
(1983), we conclude that 
even if the class F consists of only affine contractive mappings. 
In Part II we consider the absolute error criterion. For the scalar case, d 
= 1, we show that the FPE algorithm also minimizes the number of 
function evaluations and 
m(E1 q, = I log(l/&) log((q + 1)/q) 1 5 [log( 1 /&)I. 
Thus even for q = 1, the FPE algorithm takes only [log(l/&)j function 
evaluations to compute an s-approximation, i.e., a point x such that 
Ix - aI 5 E. 
For the two-dimensional case, d = 2, we present an algorithm 
which computes an e-approximation using roughly 6.84(log(l/&) + 
log(l/(l - 4))) function values. Observe that the dependence on q is only 
through the additive term log( l/( 1 - 9)). As for the relative error criterion 
we indicate that for the multivariate case with d 1 [log( 1 /E)/log( 1 /q)J , the 
minimal number m(~, q) of function evaluations is bounded from below by 
roughly $[log(l/s)/log(l/q)J - 1. Thus, the simple iteration algorithm be- 
comes almost optimal also in this case. 
Ford < [log(l/E)/log(liq)J, we believe that ~lt(~, q) depends weakly on 
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q through an additive term depending on log l/(1 - q) (as for the bivariate 
case). We hope to study this problem in the future. 
2. RELATIVE ERRORFORTHE SCALARCASE 
In this section we study the relative error criterion for the class Fq of 
scalar functions of the form 
Fq = if : 10, 11 4 [O, 11 : If(x) - f(y)1 5 qlx - YI v x7 Y E [O, 111. 
We want to compute an e-approximation x(f) to the fixed point (r(f) of the 
nonlinear equation x = f(x), 
< E - , v f E Fq, 
with the convention that O/O = 0. 
Assume that f(x) can be computed for any x E [0, I]. Our goal is to 
compute an e-approximation x(f) by using the minimal number of func- 
tion evaluations. We now derive the fixed point envelope (FPE) algorithm 
for computing the sequence {Xi} of successive approximations to a fixed 
point, and then we prove its optimality. 
In what follows, by t, we denote the IZ th point at which the function f is 
evaluated, and by [a,, b,] we denote the samllest interval which contains 
the fixed points of all functions from the set A, which contains functions f 
from the class Fq such that f(ti) = f(t;) for i = 1, 2, . . . , n. 
Let f, and f, be the lower and upper envelopes for the set A,,. That 
is, f,,(tj = min{%(t) : p E A,} and f;l(t) = max{f(t) : p E A,}. Clearly, f, 
and f;, interpolate the data, f,(ti) = f,,(t;) = f(t;), i = 1, 2, . . . , IZ, and 
they are piecewise linear fuktions with slopes kq. They belong to the 
class Fq and a, = fn(un), b, = f,,(b,,). 
For n = 1, we set tl = 0 and compute fi = f(tJ, as illustrated in Fig. 1. 
The envelopes are given by f,(t) = max(fi - qt, 0) and f,(t) = min(f, + 
qt, 1). From this we easily conclude that al = frl(l + q), bl = min(l, fil(l 
- 4)). 
The FPE algorithm computes the first approximation x1 such that the 
relative error between xl and the fixed points a from [al, b,] is minimal, 
i.e. 





This is achieved if 1 - u/al = - 1 + u/b,, i.e., for xl = Za,b,l(a, + b,), 
being the harmonic mean of a, and b,. Observe that (b, - a,)l(b, + a,) i q 
for all f, E [0, 11, and (b, - a,)l(b, + a,) = q for 0 # fl I 1 - q. 
Suppose that ti , f(ti), xi, [qi, bi] have been already computed for i = 1, 
2 . . 7 n - 1. Obviously, if ti = f(ti) then the fixed point off is exactly 
known. Thus, assume that ti # f(ti)* Assume also inductively that fi P [ai, 
bil- 
The algorithm FPE chooses the next evaluation point t, from [a,-, , 
b,,-,] in such a way that the relative error is minimized for the worst 
possible value of f(t,J which is consistent with the previous values. To 
derive the formula for C, we proceed as follows. Take x E [a,-, , b,-,I. 
Then the value f(x) belongs to the interval [_Scn-&), 3’(,-&)I, where 
fCn-i) and fcnmlj are the lower and upper envelopes, respectively. For f(x) 
5 x we have the graph shown in Fig. 2. 
The next interval [a, b]of fixed points is given by 
u = f(x) + qx 
b = min ( 
f(x) - qx 
1+q ’ 1 _ q > be,). 
If f(x) < x then we have 
( 
f(x) - qx a = max a,-,, ) l-q ’ 
b = f(x) + qx 
1+q * 
Note that x P [a, b] whenever x # f(x). Knowing the interval [a, b], the 
harmonic mean 2ubl(u + b) is the best approximation and the relative 
394 SIKORSKI AND WOkNIAKOWSKI 
- 
a x a b b 1 
n-1 n-1 
FIGURE 2 
error is (b - a)l(b + a). Obviously, a = a(.~, f(x)), b = b(x, f(x)) depend 
on the pair (x, f(x)). The point t, is chosen as the solution to the following 
minimization problem: 
*- b(x, f(x)) - 4x, f(x)) en - min max 
a,-, d x 5 b,-, fn-,M d (x) d j,-,(x) b(x, f(x)) + 4x, f(x)). 
Using simple geometric arguments and the formulas for u(x, f(x)) and b(x, 
f(x)) we get 
*- min 
i 
b,-, - x x - an-1 
en - 4 max a.-, 5 x d b,-, b,-, + qx’ qx + u,ml . 
Thus, the point t, is given by the equation 
h-1 - tn t, - an-1 
b,-, + qt, = qt, + a,-] * 
This leads to the formula for t,, 
t, = 4a,,-1b,-1 
d(u,-, + b,-#(l - q)* + 16u,-lb,-,q + (1 - q)(u,-1 + bn-1)’ 
Observe that for q close to one, we have that t, = G is close to 
the geometric mean of u,-~ and b,-,. On the other hand, for q close to 
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zero, we have that tn = 2anmlbnmll(a,-, + bnml) is close to the harmonic 
mean of anml and bnwl. 
Knowing t,, we compute f, = f(t,), and determine the new interval 
[a,, b,] of fixed points using the previous formulas for x = t, . Finally, we 
set 
as the nth approximation. 
We summarize the fixed point envelope algorithm which terminates if 
the relative error does not exceed E. 
FPE Algorithm 
Letao=O,bO= I,n=O. 
LOOP: n: = n + 1 
t, = 4a,-lLI 
d(a,-l + b,-,)2(1 - q)2 + 16a,-lb,-,q + (1 - q)(a,-1 + 6,-l) 
fn: = f(tJ 
fn + 4&l iffn L tn then a,, = ~ 
l+q’ 
b, = min i +$, 6,,). 
iffn< t,thena, = max - 
b = fn + aI 
n 
lfq 
x =- n a,, + b,’ 
if (6, - a,)l(b, + a,) > E then go to LOOP 
STOP: x, is an &-approximation. 
We now analyze the convergence of the sequence {x~}. Let e, = Ix, - 
CX\/[CY[, where (Y is the fixed point off, (Y = f(a). Then e, I e,*. Further- 
more it can happen that for some function f, e, = e,*, V n. Indeed, this is 
the case for f(x) = 1 - q + qx. Observe that we have two formulas for e,*, 
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*- h-1 - tn en - 4 b,-, + qtn Or 
* _ h, - a, 
en -6,. 
Using the formula for t, , after tedious algebraic transformations we get 
where z = an-llbn-l E 10, l), and 
g(z) = 
A - Cz - 2(d(z/(l - z))~ + (C*/4)(1 + z)* - (z/(1 - z)) 
B - cz + 2(V(z/(l + z))* + (C2/4)(1 - z)* - (z/(1 + z)) ’ 
WithA = (1 + 3q)l(l + q), B = (3 + q)/(l + q), andC = (1 - q)/(l + q), It 
is easy to check that g(1) = lim ,*1-g(z) = 2q4l + 91, g(z) 5 ((1 + 3q)/(3 
+q))< l,andforq>$, 
3q - 1 
g(z) 2 ~ 1 +q’ 
Observe that e,*_r = (1 - z)/(l + z). Therefore z = (1 - ez-r)/(l + e,*-r) 
and(1 - G)/(l + A&) = e,*_,/(l + d/1 - (e,*-r)*). Thus, we have 
eT = 4, 
*- en - ef1 
1 + Vl - (en*-,)* 8 (; J :;_: j. 
Clearly, e,* + 0. Furthermore for large IZ, 
4 
e -- ,* z 1 + q e,*-1. 
Thus, for q close to one, we have linear convergence with the ratio almost 
4, e* n = te,*-,. This should be contrasted with the simple iteration algo- 
rithm for which linear convergence has the ratio q. This indicates that the 
FPE algorithm is much more efficient than the simple iteration algorithm 
for q close to one. 
To analyze how fast e,* goes to zero, denote by k = k(q) the minimal 
number of steps needed to guarantee that ek* 5 8. We show that 
k(q) = log log & (1 + o(l)), as q+ l-. 
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Indeed, assume inductively that 
el? = 1 _ 21-2-“-” (1 - q)2-“-“(1 + o(1)). 
This is true for i = 1. From the formula for ei*+l and from g(z) = 1 + 0( 1 - 
q) we have 
eT+, = 1 - V/2(1 - ei*) (1 + o(1)) = 1 - 2’-2-‘(1 - q)2-‘(1 + o(1)) 
which proves the form of e:. Thus, et = 4 iff 
k = log lo&l/(1 - q))(l + o(l)), 
as claimed. 
We checked numerically that for q E [l/V”?, l), 
To reduce the error to E, E I t, we have to perform k + p steps, where p 
is chosen such that e* p+k 5 2&e,$ % E. Using the upper bound on g(z), we 
get 
* 
ei+k 5 i 
1 + 3q 
(3 + q)(l + ti/2) 1; ek*. 
Thus p 5 [log &/(log a + 0.9)1. 
Using the lower bound on g(z), we get for q > %, 
2 + 2q 
log ~ 
3q-1 -** 1 
We summarize this analysis in 
THEOREM 2.1. For any f from the class F,, the FPE algorithm com- 
putes xn such that Ix, - a( I &XI, a = f(a), E 5 t, using n = rz(~, q, f) 
function evaluations with 
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d&Y 9, f) 5 lw( 1/(2&N 
log((3 + q)/(l + 3q)) + 0.9 1 
1 
+ max (I log log - 1-q 
Thus, 
J5-i log l/E 
4% 49 f> ~ 1o,9 
’ Vq<l. 
Furthermore, for the function f(x) = 1 - q + xq, we have for q 2 l/V’?, 
IZh 4, f) L 1 1ogu 42E)) 1 log((2 + 2q)/(3q 1)) 1 + (L log log 1 + 1. - - q J 
The speed of convergence of the FPE algorithm “almost” does not 
depend on how close q is to one, since log log l/(1 - q) goes to infinity 
pathologically slowly as q tends to one. We have tested the FPE algorithm 
for the worst function f(x) = 1 - q + xq with E = 10m6 and for q = 1 - 10-j 
for i = 4, 6, 8. The FPE solved the problem using 24, 24, and 25 steps, 
respectively. We also compared the FPE and the simple iteration algo- 
rithm for the same function f(x) = 1 - q + xq with E = 1O-4 and q = 1 - 
10p6. The FPE algorithm used 18 steps whereas the simple iteration 
needed to perform more than 9 millions steps. 
In general, the simple iteration algorithm requires log(l/s)/log(l/q) 
steps, whereas the FPE algorithm requires roughly Ylog(lla) + log log l/ 
(1 - q). For fixed E and q = 1 - 6, with 6 ---, 0, we have l/6 log(l/a) steps 
of the simple iteration, and log log(1/6) steps of the FPE algorithm. 
We now establish optimality of the FPE algorithm by showing that it 
minimizes the number of function evaluations necessary to compute an E- 
approximation. 
Suppose that for a function f E F4, one constructs an a-approximation 
z(f) = Z(T1, fh), . . . 7 f(r,&) to the fixed point a(f). Here r1 is a 
point of the first function evaluation, Q-~ may depend on the already com- 
puted values f(~r), f(&, . . . , f(r;-I), and the total number n(f) of 
function evaluations is determined as 
n(f) = min{i: teri(f(Tl), . . . , f(7i)) = I) 
for some functions teri: Ri --, (0, I} (for details see Wasilkowski, 1986). 
Recall that the FPE algorithm computes an &-approximation x,*(f) to 
the fixed point a(f) for any f in Frl, if 
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n* 5 m(&, q) = min{n: e,* 5 E}. 
Theorem 2.1 states that for E I: f and q 2 l/d we have 
1 + [log log & J 1 + 
log( 142&N 
log((2(1 + q))l(3q - 1)) 1 S m(E7 q, 
I 1 10!2(1424) 
log((3 q)/(l + 3q)) + 0.9 
1 +
+ 
I log log - 1 1 
1-q 
+ 1. 
We are ready to prove: 
THEOREM 2.2. If [z(f) - (~(f)]/j&)] 5 E, V f E Fy, then 
max n(f) 2 m(&, q). 
f 6 F” 
Proof. Assume by contrary that n(f) < m(s, q), V f E F4. For the first 
point T, of evaluation definef, = f(q) as 1 - q if T, = 0 or q * 7, if T, f 0. 
The interval [a,, b,] of fixed points of functions from the set A, = {f E 
FQ : f/~,) = f,} has the property that TI 4 [a,, b,] and (b, - a,)/@, + a,) 2 
q = er. 
Assume inductively that T; and fi = f(Ti) have been computed for i = 1, 
2 * * 7 n - 1. Let f+,, and f;n-,I denote the lower and upper envelopes 
for the set - 
A,-, = {fE Fq:f/(Ti) =Jy i = 1, 2, . . . ) II - l}. 
Let [a,-, , b,-,] be the smallest interval containing the fixed points of 
functions from A,-, , a,-, = f~,,-,,(un-,), !I,-, = f;,-,,(b,..,). Assume that 
(b,-, - a,-,)l(b,-, + G-1) 2 e;-,. 
Let TV be the largest point from (0, T,, . . . , ~~-1) which is no greater 
than a,-, . Let TR be the smallest point from (~1, . . . , T,-. , , I} which is no 
smaller than b,-,. This is illustrated in Fig. 3. 
Define the point t* by the formula from the FPE algorithm for the 
interval [a,-,, b,-,], 
t* = 4u,,b,-,I 
(d(u,-, + b,-,)2(1 - q)* + 16u,-,b,-,q + (1 - q)(u,-t + h-1)). 
The points L, and R, are obtained by shifting the graph off--, and f,-, to 
touch the points b,-, and a,-, , correspondingly, 
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0 if q. = 0, 
L = f(“-,)h) + F-L + (4 - lh-1 
&I 
otherwise; 
1 if TR = 1, 
Rn = f+,)(n) + qTR + (q - l)U,-1 
2q 
otherwise. 
Suppose that the point rn of the next evaluations is chosen based on the 
previous information f(ri), i = 1, 2, . , . , IZ - 1. We supply the value 
f, = f(7J as follows: 
(i) if 7, < L, then f, = f+~)(~,), 
(ii) if r, > R, then f, = .f~d7J, 
(iii) if L, 5 7, 5 t* then f, = qTn + (1 - q)bnml, 
(iv) if t * < r, I R, then f, = q7, + (1 - q)a,-I . 
Let [a,, 6,] denote the next interval of fixed points after ~(T,J has been 
computed. It is easy to check that if (i) or (ii) holds then [a,, b,] = [a,-, , 
bnpl]. If (iii) or (iv) holds then [a,,, b,] is a proper subset of [a,-, , b,-11. It 
is easy to check that (b, - a,)l(b, + a,) is minimized if 7, = t*. Thus 
b, - an b,-, - t* 
~ z q b,-, + qt* z 1 + 
6-l 
bn + an d 1 - (e,*_# 
FIGURE 3 
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We are now ready to construct a function f* from Fq for which Iz(f*) - 
a(f*)llla(f*)l > E. Apply the construction presented above for n = 1, 2, 
’ 
k. 
*He;, k = min{i: teri(fr, f2, . . . , fi) = 1). Since n(f) < m(E, 4) V f E 
F4 then k 5 m(&, q) - 1. Consider two envelopes fk and fk. Since they 
share the same values at Ti, then z(fk) = z(fk) = Z(n , fl, . . . , fk) = Zk. 
Observe that the intend [ak, bk] Of fixed points iS such that (bk - Uk)/(bk 
+ &) L t?; > E. Furthermore, ak = f(&) and bk = f(bk). 
Define 
if Izk - Ukl/lUkl > Izk - bkI@kIy 
otherwise. 
Then 
I(z(f*) - 4f*NMf*)l = max(l(zk - ak)lakl, I(-?k - bk)/bkl) 
2 (bk - Uk)/(bk + Uk) > E. 
This is a contradiction which completes the proof. n 
Suppose that one function evaluation costs c, and that the cost of 
arithmetic operations, comparisons, and taking the square roots is equal 
to unity. The cost of the FPE algorithm, cost(FPE, E, q), is at most equal 
to m(&, q)(c + 21), where M(E, q) denotes the number of steps of the FPE 
algorithm needed to compute an a-approximation. 
Let comp(e, q) denote the &-complexity for the class F4, i.e., the mini- 
mal cost needed to compute an &-approximation. From Theorems 2.1 and 
2.2 we conclude: 
THEOREM 2.3. Let E % b, and q 2 1/a. Then 
CIIZ(E, q) 5 comp(s, q) 5 m(e, q)(c + 21). 
Thus, for c s 1, the FPE algorithm is almost optimal, 
cost(FPE, E, q) = comp(s, q) = cm(E, q). 
We end this section with a few remarks. 
Remark 2.1. The essence of Theorem 2.3 is that even for q pathologi- 
cally close to one, the e-complexity for small E is roughly c log(l/z). The 
bound c log(l/e) on the &-complexity can be concluded from Sikorski 
(1982). He proved that for the absolute error criterion, IX - a(f)1 I E, 
even if arbitrary linear functionals on f can be computed then one has to 
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perform roughly log(l/e) evaluations, and that the bisection algorithm is 
optimal. Since the &-complexity comp(e, q) for the relative error is no 
smaller than the e-complexity for the absolute error, we conclude that 
comp(s, q) is roughly c log(l/&) even if arbitrary linear functionals are 
permitted. This means that the FPE algorithm also remains almost opti- 
mal in this case. 
Remark 2.2. We assumed that the domain D = [O, 11. It is easy to see 
that the analysis carries over for D = [a, b], 0 5 a < b < +m. The only 
changes in the FPE algorithm are the starting values ao, bO. We should 
now set a0 = a, bn = 6. Then e; = q(b - tJl(b + qt,). For q close to one, 
wehavet,=V&andeT=q(l -V%%)/(l +~%).Forapositivea,the 
number k of steps needed to achieve e$ = 4 does not depend on q. 
Therefore the term log log( 1 /(I - q)) disappears from the estimate of n(~, 
47 0. 
One can similarly analyze the domain D = [a, b] for --co 5 a < b % +m. 
For example, let D = (-co, +w). Then it is enough to set tl = 0, compute 
f(t,), and determine the first interval [al, b,] of fixed points. Observe that 
if f(t,) > 0 then 0 < al and the FPE algorithm can be used without any 
modification. On the other hand, if f(t,) < 0 than bl < 0, and the sign of 
the point tl as well as the points t, should be changed, i.e., 
-4an-,bn-I 
t, = 
V/(a,-, + b,-,)2(1 - q)2 + 16a,-lb,-lq + (1 - q)(a,-1 + bn-1)’ 
It is clear that Theorem 2.1 also remains valid in this case. 
Remark 2.3. The FPE algorithm uses function evaluations at adap- 
tively (sequentially) choosen points. That is, the point ti essentially de- 
pends on the previously computed values f(tJ, f(t2), . . . , f(ti-1). We 
now prove that adaption is crucial for the fixed point problem, by showing 
that the nonadaptive evaluations at 12 points cannot produce an approxi- 
mation with the relative error less than q no matter how large n is. 
Indeed, assume that for a priori fixed points 0 5 T, < ~2 < * . * < 7,~ 1, 
we compute f(~,), f(~), . . . , f(~~). If 71 > 0 then Set f(Ti) = qTie Then 
the set of fixed points of all functions from the set A = {f E Fy : f(Ti) = qTi} 
is equal to [0, 2qr,/(l + q)]. Let z(f) = z(T,, f(r,), . . . , I be an 
approximation to a fixed point off. Take two envelopes, f(t) = qt, for t 5 
T,, and f(t) = 2qT, - qt for t I 71 and f(t) = qt for t 2 7,. Then z(f) = z(f) 
= Z(T,, qT,, . . . , q7,) and 
(I 
z(f) - df) 
I I +O” 
if z(f) f 0, 
max 
a(f) ’ 1 otherwise. 
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In any case, it is impossible to have the relative error no greater than E 
with e < 1. 
Assume now that 71 = 0. Consider two functions: 
i 
(1 - q*y27* + qt if t E [0, (1 + q)/2T2], 
fdt) = (1 + q*m* - 40 - 72) if t E [(l + q)/2n, ~-21, 
(1 + q*y27* if t E [7*, 11; 
(1 - q*y27* - qt if t E [O, (1 - q)/2T2], 
f*(t) = (1 + 4*m2 + 40 - 72) if t E [(l - q)/2n, 5-21, 
(1 + q2)/27* if t E [72, 11. 
Observe that fi, f2 E Fq and fl(ri) = f2(7-J for i = 1,2, . . . , n. The fixed 
points of fj are given by a(fi) = (1 + q)/272 and 4f2) = (1 - q)/272. Then 
for any approximation z(f) = z(q) f(~r), . . . , f(~d), we have z(fl) = 
z(fd and 
(I z(fJ - 4fd I I z(f2) - 4f2) 4fl) - 4f2) max dl) ’ 4&f*) II 2 dfl) + a*> = qa 
This means that for E < q, it is impossible to compute an &-approximation 
by using n nonadaptive function values. This holds for arbitrary n. 
The fixed point problem is thus an example for which adaptive function 
evaluations are necessary to use. Roughly speaking, log( 1 /.a) of them are 
enough to compute an &-approximation, whereas an arbitrary number of 
nonadaptive function evaluations is not sufficient to solve the problem 
with E < q. 
3. RELATIVE ERRORFORTHEMULTIVARIATECASE 
We showed in Section 2 that the minimal number m(&, q) of function 
evaluations needed to compute an &-approximation in the scalar case is 
roughly log( 1 /E) + log log l/( 1 - q). Thus, even for q pathologically close 
to one, it is almost independent of q. For the multivariate case, the mini- 
mal number of function evaluations becomes significantly dependent on 
q. For large dimension the simple iteration algorithm is close to optimal. 
To show this, consider the class of contractive functions of d vari- 
ables, 
F4,d = {f : D C Rd ---, D : IIf - f(y)11 5 qllx - ~11, v x, Y E 01, 
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where D is a closed set and 11 * 1) denotes the spectral norm. Assume that 0 
E D. 
Let m(e, q, d) denote the minimal number of function evaluations 
needed to compute an a-approximation for the class Fy,d. Observe that the 
simple iteration algorithm computes an e-approximation using [log( 1 /.a)/ 
log( l/q)1 function evaluations. Thus 
and this holds for all d no matter what the form of D is. We now indicate 
that for d > [log(l/&)/log(l/q)j and D = Rd, we have 
m(e, q, d) 2 amin(l, ~log(lle)llog(llq)~) - 1. (3.2) 
To do this, consider the class of affine mappings 
F = {f : f(x) = Ax + b, /]A(/ I q}, 
where b E W, [lb]/ = 1, and A is a d x d matrix. Clearly F is a proper 
subset of Fq,d. Let m(E, q, d) denote the minimal number of function 
evaluations (matrix vector multiplications) needed to compute an e-ap- 
proximation for the class F. Obviously, m(~, q, d) 2 m(E, q, d). Recently, 
Chou (1987) showed with use of the result of Nemirovsky and Yudin 
(1983) that 
m(c, q, d) 2 hk(~, q, d) - 1, 
where k(~, q, d) = k is the minimal number of matrix vector multiplica- 
tions of the form 6, Ab, A*b, . , . , Akb needed to compute an a-approxi- 
mation. Traub and WoBniakowski (1984) showed that 
k(E, q, d) = min(d, ~log(l/~)/log(l/q)J), 
which yields (3.2). 
It is not known if the factor 4 is necessary in (3.2). In any case, for large 
d (or d = +w with D being a closed subset of a Banach space), the simple 
iteration algorithm is close to optimal. 
If d 5 llog(l/s)/log(l/q)J then we do not know how m(&, q, d) depends 
on q. 
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