We will establish a nearby and vanishing cycle formalism for the arithmetic D-module theory following Beilinson's philosophy. As an application, we define smooth objects in the framework of arithmetic D-modules whose category is equivalent to the category of overconvergent isocrystals.
Introduction
In this paper, we establish a theory of nearby/vanishing cycle functor in the framework of arithmetic D-modules and give some applications. Unipotent nearby/vanishing cycle formalism has already been established by the author together with D. Caro in [AC2] after the philosophy of Beilinson. Beilinson's philosophy (cf. [Bei, Remark after Corollary 3 .2]) also tells us how to go from unipotent nearby/vanishing cycle functors to the full ones, and in fact, this philosophy underlies the argument of [A2, Lemma 2.4.13] . The aim of this article is to carry this out more systematically so that the nearby/vanishing cycle formalism is also accessible in the p-adic cohomology theory. Now, let us clarify what properties make full nearby/vanishing cycle functors different from unipotent counterpart. Let k be a perfect field of positive characteristic. Given a morphism of finite type f : X → A 1 k , and a "p-adic coefficient object" M , we have already defined unipotent nearby/vanishing cycles Ψ un f (M ) and Φ un f (M ) as objects on X 0 := X × A 1 {0}. These functors are compatible with pushforward by proper morphisms and pullback by smooth morphisms. An important property of full nearby cycle functor is that it computes the "cohomology of the generic fiber" when f is proper. However, Ψ un is not powerful enough to compute the cohomology. Let us explain what this means. Consider the simplest possible situation, namely X = A 1 and f = id. Consider the p-adic coefficient M defined by the differential equation
This differential equation has singularity at 0, and in fact, we may prove that the equation is trivialized by an Artin-Schreier type covering. The "cohomology" of M around the generic point of A 1 is merely the "fiber" of M at the generic point because we are taking f = id. Thus, this should be some vector space of dimension equal to the rank of M , which is 1 in this situation. In particular, Ψ id (M ) should not be zero. However, we may compute that Ψ un id (M ) = 0. Thus, Ψ un id (M ) does not meet our need. Beilinson suggests to consider
where L runs over all the irreducible "local system on a disk". In the situation above, M ∨ (where (−) ∨ denotes the dual) should be considered as an irreducible local system on the disk around 0 ∈ A 1 . Thus the contribution from Ψ un (M ⊗ M ∨ ) does not vanish, which gives us the correct computation of the cohomology of the generic fiber in terms of nearby cycle functor.
Even though it is straightforward what to do philosophically, some technical issues come in. First of all, the unipotent nearby/vanishing cycle functors we have already defined a priori checked in 2. 3.22 . The projection formula is in 2.3.35, the Künneth formula is in 2.3.36, and the localization sequence is in 2.2.9. Duality results as well as trace formalism are also written in 2.3.
1.2.
A (filtered) projective system " lim ← − " i∈I X i is said to be affineétale if all the morphism X i → X j are affine andétale. By [EGA IV, Proposition 8.2.3] , the projective limit is representable in the category of schemes over k. Let Sch ft (k) be the category of schemes separated of finite type over k. We denote by Sch(k) the full subcategory of noetherian schemes over k which can be written as the projective limit of an affineétale inductive system in Sch ft (k). From now on, we always mean an object of Sch(k) by simply saying schemes. In particular, schemes are assumed noetherian.
1.3 Lemma. -1. Any scheme in Sch(k) is separated.
2. Let S ∈ Sch(k), and X → S be a morphism of finite type. Then X ∈ Sch(k) as well.
3. The category Sch(k) is closed under taking henselization (resp. strict henselization).
Proof. The first claim follows since, writing X = lim ← − X i with X i ∈ Sch ft (k), X i is assumed separated and X → X i is affine. The second claim is [EGA IV, 8.8.2] . For the last claim, we only need to check that the henselization and the strict henselization of a point of a noetherian scheme are noetherian, but these are [EGA IV, 18.6.6, 18.8.8 ].
1.4. Let us introduce the triangulated category of arithmetic D-modules on the schemes in Sch(k). Let X ∈ Sch(k). By definition, we may write X ∼ = lim ← −i∈I X i where X i ∈ Sch ft (k) and
Since the induced morphism φ : X i → X j isétale, we have the isomorphism between pull-back functors
Since φ * is t-exact with respect to the t-structure, D(X) is also equipped with a t-structure, whose heart is still denoted by Hol(X). This category is independent of the choice of projective system up to canonical isomorphism, which justifies the notation D(X). Now, assume given any morphism f : X → Y in Sch(k). Then we can find a morphism of affineétale projective systems " lim ← − " i∈I X i → " lim ← − " j∈J Y j in Sch ft (k) which converges to f . This presentation makes it possible to extend the pull-back and extraordinary pull-back functor on Sch ft (k) to
Independence of presentation follows easily. Assume further that f is of finite type. Then [EGA IV, 8.8.2] implies that by changing the projective system " lim ← − " i∈I X i in Sch ft (k) if necessarily, we may assume that I = J and that for any i → j in J the following diagram is cartesian:
Lemma. -For a scheme X, Hol(X) is noetherian and artinian category.
Proof. Let U be a scheme, and write U ∼ = lim − → U i where U i ∈ Hol(U ). Assume U i is smooth. We say that F ∈ Hol(U ) is smooth if there exists i ∈ I and F ′ ∈ Hol(U i ) whose pullback is F such that F ′ is smooth on U i in the sense of [A2, 1.3.1] . It is easy to check that any smooth objects is of finite length, and for any F ∈ Hol(X), there exists a smooth open subscheme U ⊂ Supp(F ) such that F | U is smooth on U . Now, let j : V ֒→ X be an open immersion. It suffices to check that for an irreducible object F V ∈ Hol(V ), j ! * (F V ) remains to be irreducible. The verification is standard (see, for example, [AC, Proposition 1.4.7] ).
1.6. Exclusively in this paragraph, we consider Frobenius structure for the future reference. The reader who does not need to consider Frobenius structure may simply ignore Tate twists appearing in this paragraph.
Let π : X → A 1 k be a morphism of finite type. Then the exact functors Ψ ( † {0, ∞}). We define Log n for an integer n ≥ 0 as follows:
the free O Gm -module of rank n generated by the symbols log
t . For the later use, we denote k! · log -module structure on Log n so that for k ≥ 0 and
where log
[j]
t := 0 for j < 0. There is a canonical Frobenius structure on Log n . This defines an object of Hol(A 1 ) when L = K. If L K, we simply extend the scalar. We have the following exact sequence:
where the first homomorphism sends log
t to log [i] t and the second sends log
. We follow the easy-to-describe definitions of various functors of Beilinson (cf. [AC2, Remark 2.6 
Recall we are given π : X → A 1 , and put j : X \ X 0 ֒→ X, the open immersion, and i : X 0 ֒→ X, the closed immersion. Now, we put Log n π := π * Log n . Using this we define Π 0,i 
and define Φ un π (F ) to be the cohomology of this complex. Here, the homomorphism j ! F → Ξ π (F ) is the obvious one, and Ξ π (F ) → j * F is the inductive limit of the connecting homomorphism of the following diagram, recalling Log 1
where the surjectivity of the last homomorphism is also a part of the key result of [AC2] . This short exact sequence together with the definition of the vanishing cycle functor yield the following fundamental exact triangle:
(1.6.1)
Remark. -1. In [AC2] , the object I a,b is used instead of Log n . We may check easily that there exists an isomorphism I a,b ∼ − → Log b−a where s l t s , using the notation of [AC2, 2.3] , is sent to log
. The embedding Log n t ֒→ Log n+1 t is compatible with the embedding I a,b ֒→ I a,b+1 . The description using I a,b is convenient to understand the relation with the dual functor, but in order to prove the theorem below, Log n description reduces notation.
2. We defined Ψ un as Π 0,0 ! * (1), but in [AC2] , following Beilinson, we did not put this Tate twist in the definition. This Tate twist is put in order that no Tate twist appears in (1.6.1). Since we do not consider Frobenius structure from the next paragraph, we may forget this confusing Tate twists.
1.7. Now, let S be a scheme of finite type over k, and s ∈ S be a regular point of codimension 1. Let π : X → S be a morphism of finite type. For a morphism h : S → A 1 such that h(s) = 0, the functor Ψ un h•π is defined. In this paper, for a morphism of schemes f :
Xs does not depend on the choice of h up to canonical equivalence. This justifies to denote these functors by Ψ un π and Φ un π respectively.
Proof. Let A 2 (x,y) → A 1 t be the morphism sending t to xy. On A 2 , we construct a homomorphism
It is easy to check that this defines a homomorphism of D † -modules. Now, shrink S around s, which is allowed since we only need the equivalence after | Xs , so that the closure of s, is a smooth divisor denoted by D. Let u, v ∈ O S . These functions define a morphism ρ : S → A 2 by sending x, y to u, v respectively. Then we get a homomorphism in Hol(S)
Given u, v, w ∈ O S , the following diagram is commutative:
S . Because the image of the associated morphism u : S → A 1 is contained in G m , the object Log n u is an iterated extension of the trivial object L S . This implies that for ⋆ ∈ {!, * },
where j :
and put Ψ u,h := Π 0,0
as Ind objects. We have a homomorphism
where pr 0 denotes the projection by the factor indexed by log
u . By taking the limit, we have a homomorphism pr 0 : lim
Composing everything, we have
We may check easily that φ h,h = id. Using (1.7.1), it is also an easy exercise to show that
In order to show the theorem for Φ un , we define Φ u,h by the cohomology of the following complex
and argue similarly.
be morphisms of schemes of finite type over k, h is dominant, and s ∈ S, s ′ ∈ S ′ be codimension 1 regular points such that s is sent to s ′ . We have the canonical morphism h ′ : X s → X s ′ . Then by the construction of nearby/vanishing cycle functors, we have
is a henselian trait, we mean S is the spectrum of a henselian discrete valuation ring with closed point s and generic point η. Let (S, s, η) be a henselian trait. Assume given a morphism π : X → S. Even if X and S are not of finite type over k, we may define exact functors Ψ
Here, π is a morphism of schemes of finite type over k, ρ(s) is a regular point s ′ ∈ S of codimension 1, ρ ′ is the limit of a projective system of affineétale X × S S-schemes. Let ρ X : X s → X s ′ . Then we define Ψ un π := ρ * X Ψ un π , Φ un π := ρ * X Φ un π . The equivalence (1.8.1) implies that these do not depend on the choice of the diagram.
1.9. Now, let (S, s, η) be a strict henselian trait, and we define the category Hen(S) to be the category of henselian traits over S which is genericallyétale. Morphisms are S-morphisms. Given a morphism h : S ′ → S, consider the following commutative diagram:
By abuse of notation, we use the same symbols for the base change from S to X, for example h × id :
for any F ∈ Hol(X) and i = 0. Now, we have the following diagram of exact sequences by (1.6.1).
Here the middle homomorphism is an isomorphism since h s is an isomorphism. This implies that
Together with the other parts of the diagram of long exact sequences, we have H i h s * Φ un f (h * F ) = 0 for i = 0. This enables us to define exact functors IndHol(X) → IndHol(X s ) as follows:
These are endowed with an action of I := Gal(η sep /η) where η sep is the separable closure of η.
1.10 Proposition. -Let (S, s, η) and (S ′ , s ′ , η ′ ) be strict henselian traits, and π : S ′ → S be a dominant morphism of finite type.
Proof. Let us check 3. Assume f is genericallyétale. Then S ′ ∈ Hen(S). Thus we have the functor Hen(S ′ ) → Hen(S) sending S ′′ → S ′ to S ′′ → S ′ → S. This functor is cofinal, and since π s is an isomorphism, we get the claim in this case. If f is not genericallyétale, the morphism η ′ → η breaks up into η ′ a − → η sep b − → η where a is purely inseparable and b isétale. By the genericallyétale case we have already treated, it suffices to check the claim for the case where f η is purely inseparable. In this case, f is universally homeomorphic, thus the functors do not see the difference between S and S ′ (cf. [A2, Lemma 1.
Let us check the other two claims. By 3, we may assume that π = id. Let Y be a smooth scheme and D be a smooth divisor with the generic point η D such that the strict henselization of Y at η D is S. By Kedlaya's semistable reduction theorem [K] , at the cost of shrinking Y further, there exists a surjective morphism g : Y ′ → Y such that Y ′ is smooth, g isétale outside of D, and the pull-back of F to Y ′ is log-extendable along the smooth irreducible divisor D ′ := g −1 (D) with generic point η D ′ . Replacing Y by itsétale neighborhood around η D , we may assume that η D ′ → η D is an isomorphism. Take any function h ∈ O Y ′ such that the zero-locus is equal to D ′ . In this situation, the computation of [AC2, Lemma 2.4] shows that Ψ un h (g * F ) is smooth object on D ′ of rank equal to that of F . Now, take a finite morphism α :
is a split injective homomorphism. Since α * g * F is also log-extendable, the rank is the same as that of F . This implies that the canonical map (1.10.1) is an isomorphism. Thus, Ψ un id (F ) is the same as the pull-back of g * Ψ un h (F ).
Finiteness of nearby cycle
Throughout this section, we fix a strict henselian trait (S, s, η).
2.1. First, we need a preparation. Let f : X → Y be a morphism of finite type. We put Lemma. -Let S be a strict henselian trait, and f : X → Y be a morphism of S-schemes.
Proof. These are exercise of six-functor formalism, so we leave the verification to the reader.
2.2 Theorem. -If π : X → S is of finite type, the functors Ψ π and Φ π define functors from Hol(X) to Hol(X s ).
By the fundamental exact triangle Ψ un π → Φ un π → i * + − →, where i : X s → X, it suffices to check the theorem just for Ψ π . The idea of the proof is essentially the same as [D, Théorème 3.2] . The proof is divided into several parts. We prove the theorem by induction on the dimension of X η . The case where dim(X η ) = 0 has already been treated in Proposition 1.10. We assume that the theorem holds for X such that dim(X η ) < n. From now on, we assume that dim(X η ) = n.
Lemma ([D, Lemme 3.5]
). -Let K be a field containing k. Let X ⊂ A n K be a closed subscheme, F ∈ IndHol(X), and η be a geometric generic point of A 1 K . Let X η,i be the geometric generic fiber of the morphism X ⊂ A n pr i − − → A 1 , where pr i denotes the i-th projection, and F η,i denotes the pull-back of F to X η,i . Assume F η,i ∈ Hol(X η,i ) for all i. Then there exists F ′ ∈ Hol(X) contained in F such that the local sections of F /F ′ are supported on finitely many points, namely it is isomorphic to x∈|A n | G x where G x is supported on x.
Proof. Let π : A n → A 1 be a projection. For each x ∈ A 1 , denote by i x : A x := π −1 (x) ֒→ A n and by η the generic point of A 1 . Assume given G ∈ IndHol(A n ) such that the pull-back to A η is 0. Then
Indeed, since Hol(A n ) is a noetherian category by Lemma 1.5, we may write G ∼ = lim − →i G i where G i ֒→ G and G i ∈ Hol(A n ). Since the pull-back by A η → A n is exact, by assumption, G i becomes 0 on A η . This implies that G i is supported on n i=1 A x i where x i are closed points of A 1 , and the claim follows.
Fix i. There exists anétale neighborhood U of η and H i ∈ Hol(X U,i ), where j i : X U,i := X × pr i ,A 1 U ֒→ X, such that its pull-back to X η,i is F η,i . By shrinking U if necessarily, we may assume that the isomorphism H i,η,i ∼ − → F η,i is induced by a homomorphism H i → F U,i where F U,i denotes the pull-back of F to X U,i . Now, put
By construction, F ′ ∈ Hol(X) and (F /F ′ ) η,i = 0 for any n. Thus, using the observation above, any local section of F /F ′ is supported on finitely many points.
2.4. Let s ′ be the generic point of A 1 s , and let (S ′ , s ′ , η ′ ) be the strict henselization of A 1 S at the generic point s ′ of the divisor A 1 s . Let h : S ′ → S the morphism. Deligne constructed the following diagram in the proof of [D, Lemme 3.3] :
where horizontal maps are algebraic extensions of fields, and P , G denote the Galois groups of the extension. The group P is a pro-p-group. Now, let π ′ : X ′ → S ′ be a morphism, and let
Proof of Theorem 2.2
Now, let π : X → S be a morphism of finite type. We first assume X affine, and take a closed immersion X ֒→ A n S , and let f : X ⊂ A n S → A 1 S where the second morphism is a projection. Recall from the previous paragraph that λ : S ′ ֒→ A 1 S is a strict henselization of A 1 S . Consider the following diagram:
Let F ′ be the pull-back of F to X ′ . Then we have
where the first isomorphism follows by Lemma 2.1, and the second by 2.4. Now, the induction hypothesis tells us that Ψ f ′ (F ) P ∈ Hol(X ′ s ′ ), and by construction
. Lemma 2.3 ensures the existence of G ∈ Hol(X s ) contained in Ψ π (F ) such that the local sections of Ψ π (F )/G are supported on finitely many points. Now, if X is not affine, we take a finite affine open covering {U i } and we can get such G i for each subscheme.
, where G i,! denotes the extension by zero of G i to X, is in Hol(X s ) and the local sections of Ψ π (F )/G are supported on finitely many points.
In order to show the finiteness of Ψ π (F ), we may assume X is proper over S. Take G as above, and we may write Ψ π (F )/G ∼ = x∈|Xs| G x where G x is supported on x. We have the following long exact sequence:
where the vertical isomorphism follows by Lemma 2.1. Since we already know that the objects with (−) Hol(s) . This implies that x∈|Xs| G x ∈ Hol(X s ), and thus Ψ π (F ) ∈ Hol(X s ) as required.
2.6 Corollary. -Let π : X → S be a morphism of finite type, and f : X → Y be a morphism of S-schemes of finite type.
If f is proper, then there exists a canonical isomorphism
2. If f is smooth, then there exists a canonical isomorphism
We have the exact triangle of functors
Remark. -Let Rψ and Rφ be the nearby and vanishing cycle functor for ℓ-adic sheaves. The exact triangle for nearby/vanishing cycle functor usually goes i * → Rψ → Rφ 
Smooth objects
3.1. Let X be a scheme of finite type over k. Then D(X) is equipped with two t-structures; the holonomic t-structure whose heart is Hol(X), and the constructible t-structure defined in [A2, §1.3] . The heart of constructible t-structure is denoted by Con(X). Given a morphism of finite type f : X → Y , the pull-back f * is exact with respect to constructible t-structure by [A2, 1.3.4] . Thus constructible t-structure extends to a t-structure on D(X) for any scheme X. The cohomology functor for holonomic t-structure is denoted by H * , as we have already used several times, and the constructible t-structure by c H * .
3.2 Definition. -Let X be a scheme. Then F ∈ Con(X) is said to be smooth if for any morphism φ : S → X from a strict henselian trait, Φ id (φ * F ) = 0. The full subcategory of smooth objects in Con(X) is denoted by Sm(X).
By Theorem 3.8 below, we can see that this definition is in fact a generalization of smoothness defined in [A2, 1.3.1] . To be more precise, when X is a realizable scheme over k such that X red is smooth, Sm(X) is the same as the category introduced in [A2, 1.1.3 (12) ].
3.3 Lemma. -Let f : Y → X be a proper surjective morphism, and F ∈ Con(X). If f * F is smooth, then F is smooth.
Proof. Let f : S ′ → S be a finite morphism between strict henselian traits. In this case, we have an isomorphism f * s Ψ id (F ) ∼ = Ψ id (f * F ) by Proposition 1.10.3. Since f * s is an isomorphism, the claim follows. Consider the general case. Given a morphism φ : S → X from a strict henselian trait, the fiber Y × X η is non-empty since f is assumed surjective. There exists a finite extension η ′ of η and a morphism η ′ → Y compatible with η → X, thus, by valuative criterion of properness, we have a commutative diagram
where S ′ is a strict henselian trait, and f ′ is dominant. By the finite morphism case we have already treated, it suffices to check that f ′ * φ * F is smooth, which follows by assumption.
3.4.
Let us recall briefly some basics of the theory of descent. Let ∆ be the category of three
We denote by δ n j : [n − 1] → [n] the map skipping j and σ n j : [n + 1] → [n] be the map such that (σ n j ) −1 (j) = {j, j + 1}. A simplicial scheme X • is a contravariant functor ∆ • → Sch(k). Usually, this type of simplicial scheme is called 2-truncated simplicial scheme, but since we only use these, we abbreviate the word "2-truncated". We put X i := X • ([i]), and d n j := X • (δ n j ) and s n j := X • (σ n j ). The category of descent data for X • denoted by Con(X • ) consists of the following data as objects:
• an object F ∈ Con(X 0 );
on X 2 and s 0 * 0 φ = id on X 0 . Given an augmentation f : X • → X, namely a morphism of simplicial schemes considering X as the constant simplicial scheme, we say that Con(X) satisfies the descent with respect to f if the canonical functor Con(X) → Con(X • ) is an equivalence of categories. An augmentation X • → X is a proper hypercovering if the canonical morphisms X 0 → X, X 0 × X X 0 → X 1 , and X 2 → cosk 1 sk 1 (X • ) 2 are proper surjective. For the functors sk 1 and cosk 1 , one can refer, for example, to [St, Tag 0AMA].
3.5 Lemma. -Let f : Y → X be a proper surjective morphism. Then the hypercovering
Proof. We have the natural functor α : Con(X) → Con(Y • ), and we need to show that this is an equivalence. Let us construct the quasi-inverse. Let (F , d 1 * 0 F ∼ = d 1 * 1 F ) where F ∈ Con(Y ) be a descent data. This is sent to
where g 0 * denotes c H 0 g * for a morphism g. This functor is denoted by β. By adjunction, we have functors id → β • α and α • β → id, and it remains to check that these functors are equivalent. Since f is assumed proper, by proper base change and [A2, 1.3.7 (i)], we may assume that X is a point. Further, by replacing X by its finite extension, we may assume that f has a section s : X → Y . In this case, the argument is standard.
3.6 Corollary. -Any proper hypercovering satisfies the descent.
Proof. The argument is very standard (for example, see [St, Tag 0D8D]), but we write a proof for the convenience of the reader. Let Y • → X be a hypercovering of X. If the hypercovering is cosk 1 (Y 0 × X Y 0 ⇒ Y 0 ), then we already know the result by the lemma. The lemma also tells us that for a proper surjective morphism W → Z, the pull-back Con(Z) → Con(W ) is faithful. Thus, giving a descent data on Y • is equivalent to giving a descent data on cosk 1 (Y 1 ⇒ Y 0 ) . From now on, we assume that
Given a proper hypercovering Y • , a descent data for Y • is F ∈ Con(Y 0 ) and an isomorphism φ : d 1 * 0 F ∼ = d 1 * 1 F satisfying some conditions. In order to define a descent data for cosk 1 (Y 0 × X Y 0 ⇒ Y 0 ), we only need to descent φ to Y 0 × X Y 0 . Now, we have the following morphism
This defines the following diagram of simplicial schemes:
By the universal property of cosk, we have the dotted vertical arrow so that they form a morphism of simplicial schemes. The cocycle condition for φ on Y 2 pulled back to Y 1 × (Y 0 × X Y 0 ) Y 1 by the dotted arrow gives us the following commutative diagram:
Thus, the isomorphism φ descends to Y 0 × X Y 0 , and defines a descent data on cosk
. Finally, use Lemma 3.5 to conclude.
3.7 Lemma. -Let X be a scheme, and F ∈ D ≤0 (X). We have H 0 (F ) = 0 is and only if for any closed immersion i : Z ֒→ X, there exists a dense subscheme U ⊂ Z such that
is smooth. By definition and some limit argument, it suffices to check that for any morphism c : C → X from a smooth curve C, c * ρ X (E) is smooth. However, since c * ρ X (E) ∼ = ρ X (c * E) by the compatibility of pull-back and we have already checked the claim for curves, ρ X (c * E) is smooth, thus ρ X (E) ∈ Sm(X). Let L ∈ Sm(X), and let us show that L comes from an isocrystal.
There exists an open dense subscheme j :
Let us show that E U extends to an isocrystal E on X. In order to check this, it suffices to show that for any morphism c : C → X from a smooth curve C, c * E U extends to an isocrystal on C by Shiho's cut-by-curve theorem [S2] . By the compatibility of pull-back and the equivalence of ρ C we have already checked, c * E U does extend to an isocrystal on C, and thus E U also extends to an isocrystal E on X. To conclude the proof, we need to show that the isomorphism
Let i : Z → X be the complement of U . Let us show that H n i * L = 0. In order to show this, it suffices to check that for any closed immersion i W : W ֒→ Z, H n i * W i * L vanishes generically on W by Lemma 3.7. Since the associated reduced scheme of W is generically smooth, i * W i * L is smooth on W , and by induction hypothesis, i * W i * L generically comes from an isocrystal. Since isocrystals concentrates on degree ≤ dim(W ) < n, we get the claim. Now, since L is constructible, E) whose restriction to U is the given map. The compatibility of pull-back and induction hypothesis implies that this is in fact an isomorphism and is a unique homomorphism extending the given
In the general case, by using de Jong's alteration, we can take a proper hypercovering Y • of X such that Y i is smooth for any i. By Corollary 3.6, proper descent of isocrystals [S1, Proposition 7.3] , and the compatibility of pull-back, we have a functor Isoc † (X) → Con(X). It is easy to check that this functor does not depend on the choice of Y 0 , Y 1 up to canonical isomorphism. The essential image coincides with Sm(X) since smooth objects are preserved by pull-back and Lemma 3.3.
3.9 Corollary. -Let X be a scheme, j : U ֒→ X an open immersion, and L ∈ Sm(X). For any G ∈ D(X), we have a canonical isomorphism
Proof. By limit argument, we may assume X is of finite type over k. The homomorphism is defined by adjunctions. Since it is an isomorphism on U , it suffices to check that i ! L ⊗j * (G ) = 0 where i : X \U → X. Let us show the claim using the induction on the dimension of the support of G . When the dimension is 0, there is nothing to show. Take an alteration g : X ′ → X such that X ′ is smooth, and let j U V : V ⊂ U be an open dense subscheme such that g V : g −1 (V ) → V is finiteétale. By induction hypothesis, we may assume that
Using projection formula and the commutation of g * and i ! , we have This category should be an analogue of the derived category of constructible sheaves for ℓ-adic sheaves of a scheme of separated of finite type over a local henselian scheme as in [E, Theorem 6.3] . The following Theorem 4.4 gives an evidence for this philosophy.
4.3.
Let S be a strict henselian trait, and π : X → S be a morphism of finite type. The nearby cycle formalism extends to that on Loc(X). For F , G ∈ D(X), we have the canonical homomorphism Ψ π (F ) ⊗ G | Xs → Ψ π F ⊗ G .
On the other hand, the adjunction induces a map
for any H ∈ D(X s ). Combining these, we obtain a homomorphism
Thus, we have a homomorphism
If F = G , then the identity is sent to the identity, and the map is compatible with the composition. Thus, Ψ π is defined also on the level of the category Loc(X).
4.4.
Let us describe the category Loc(S) when S is a henselian trait in terms of the theory on a formal unit disk after Crew. [CM, is contained full faithfully in Hol an (D † ), and it is easy to characterize this subcategory: it consists of the objects M ∈ Hol an (D † ) such that i ! M = 0. The verification of this characterization is left to the reader.
Theorem. -Let S be a henselian trait such that the closed point is of finite type over k. Let S be the formal completion of S with respect to the closed point. Then we have the canonical equivalence of categories Loc(S) ∼ = Hol an (D † S ,Q ).
Proof. First, we have the canonical functor An : Hol(S) → Hol an (D † ) sending the object F ∈ Hol(S) to F an . Let us show that this functor factors through Hol(S) → Loc(S). In order to check this, let us show that we have a canonical isomorphism H i (S, M)
an (D † ) and i ∈ Z. Since the homomorphism can be defined by adjointness, we need to check that it is an isomorphism. When M = i + N , the claim is obvious, so we may assume that M = j + j + M. In this case, the claim follows by [AM, Lemma 3.1.10] . Now, this isomorphism induces
It is easy to check that this isomorphism is compatible with composition, and we have the desired functor Loc(S) → Hol an (D † ), which is moreover fully faithful. To check the equivalence, it remains to check that the functor is essentially surjective. This follows by Crew-Matsuda extension [Cr1, Theorem 8.2 .1].
4.5 Remark. -1. It might be possible to reprove [AM] without using microlocal technique by using the foundation of this paper.
