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Most random graph models are locally tree-like – do not contain short cycles– rendering them unfit
for modeling networks with a community structure. We introduce the hierarchical configuration
model (HCM), a generalization of the configuration model that includes community structures,
while properties such as the size of the giant component, and the size of the giant percolating
cluster under bond percolation can still be derived analytically. Viewing real-world networks as
realizations of HCM, we observe two previously undiscovered power-law relations: between the
number of edges inside a community and the community sizes, and between the number of edges
going out of a community and the community sizes. We also relate the power-law exponent τ of
the degree distribution with the power-law exponent of the community size distribution γ. In the
case of extremely dense communities (e.g., complete graphs), this relation takes the simple form
τ = γ − 1.
PACS numbers: 64.60.aq, 89.75.-k, 64.60.ah
I. INTRODUCTION
Random graphs serve to model large networked sys-
tems, but are typically unfit for modeling community
structure. Communities refer to relatively densely con-
nected groups of vertices, with more sparse connections
between groups, and the community structure refers to
an arbitrary number of groups, each of arbitrary size and
structure. In this paper we introduce the Hierarchical
Configuration Model (HCM), a model for generating net-
works as random graphs with not only arbitrary degree
distribution but also arbitrary community structure. The
HCM is directly applicable to network data, remains solv-
able in the large-network limit for properties related to
component sizes, clustering coefficients and percolation,
and is a natural extension of the widely studied configu-
ration model (CM) [8, 28, 33] for random graphs with a
given degree distribution.
Communities are relatively densely connected and con-
tain relatively many short cycles. Since the CM contains
only few short cycles, it cannot model networks with
community structure. One possibility to add commu-
nity structure to random graphs is by adding so-called
households [2, 3, 14, 38]. In this line of work, on the
macroscopic level, the graph is initially a CM in which
each vertex of the graph can be replaced by a complete
graph (referred to as household). Vertices in a house-
hold have links to all other household members, which
creates a community structure. These household models
allow to study networks with a prescribed degree distri-
bution and a tunable clustering coefficient, because the
clustering coefficient can be manipulated by the house-
hold structure. Hence, the focus in [2, 3, 14, 38] is on
locally incorporating short cycles to explain clustering
at the global network level. In a similar spirit, a class
of random graphs was introduced in [30] in the form of
a random network that only contains random edges and
triangles. Each vertex is assigned the number of triangles
it is in. The triangles are formed by pairing the nodes
at random, and regular edges are formed according to
the statistical rules of the CM. The model in [30] was
extended in [23] to networks with arbitrary distributions
of subgraphs.
Like in these previous works, our goal is to develop a
more realistic yet tractable random network model, by
creating conditions under which the tree-like structure is
violated within the communities, but remains to hold at a
higher network level – the network of communities in our
case. There are, however, considerable differences with
these earlier works. The model in [23, 30] departs from
a specification of all possible subgraphs or motifs, which
is the triangle in [30] and all possible subgraphs in [23].
The network is then created by specifying the number
of subgraphs attached to each vertex and then sampling
randomly from the set of compatible networks. A com-
munity can thus exist of many subgraphs, think of a large
cluster of triangles, which makes the framework in [23, 30]
harder to fit on real-world networks. In fact, in [23]
the appropriate selection of subgraphs and their frequen-
cies for practical purposes is mentioned as a challenging
open problem. The approaches in [2, 3, 14, 30, 38] are
geared towards increasing clustering and fitting a global
clustering coefficient, but are less suitable to directly de-
scribe community structure. Like [14, 38] we construct
a random graph model that at the higher level is a tree-
like configuration model, and at the lower level contains
subgraphs, but these subgraphs do not need to be com-
plete graphs. Large real-world communities are relatively
dense, but not necessarily completely connected. We thus
generalize the setting of [2, 14, 38] to arbitrary commu-
nity structures, to account for heterogeneity in size and
internal connectivity.
The HCM breaks away from previous models with clus-
tering or communities, because the model can use any
proposed community structure as input. That is, the
HCM viewed as an algorithm first models the commu-
nity structure, and only then creates the random network
model. This top-down approach is in sharp contrast with
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2the bottom-up approach taken in [2, 3, 14, 30, 38]. To be
more specific, the community structure can be uncovered
by some detection algorithm that, when applied to a real-
world network, leads to a collection of plausible commu-
nities and their frequencies. By sampling from this col-
lection of communities, the HCM can generate resampled
networks with similar structure as the original network.
The HCM thus enriches standard random graph models
with the ability to describe random yet realistic commu-
nity structures. Where the CM is the canonical model
for complex networks with power-law degree sequences,
the HCM adds to this the community structure.
The main contribution of this paper is the introduction
and analysis of the HCM. As is common for the CM [33],
we perform our study under the assumption of locally
tree-like approximations, ignoring the presence of double
edges and cycles. Using this tree ansatz we can apply the
generating function formalism [33] to obtain analytical
results. A fully rigorous mathematical treatment of the
HCM, taking multiple edges and self-loops into account,
is performed in a companion paper [21]. Based on our
analysis of the HCM, we discuss several phenomena that
each will spark off future research directions.
Our work reveals a potentially crucial property of real-
world networks that has received virtually no attention:
the joint distribution pk,s of the community size s and
the number of connections k a community has to other
communities. The size of the giant component delicately
depends on this joint distribution, which can be deter-
mined from network data once the community structure
is determined. In fact, after studying pk,s for several real-
world networks, we observe a power-law relation between
the size of the communities and the number of edges out
of a community in many real-world networks.
Except for this joint distribution, the size of the gi-
ant component does not depend on detailed information
about the structure of the communities. When we per-
form percolation on the network, more precise structural
information does matter. To see this, imagine a process
spreading over the network, by starting at some vertex
and traversing according to some rule to all vertices in
the connected component to which this vertex belongs.
Before percolation, once the process reaches a vertex in
a community, it reaches the entire community. But after
percolation, the community no longer needs to be con-
nected, so that parts of the community may become un-
reachable. Despite this difficulty, we are able to describe
the percolation phase transition explicitly. Inspired by
this need to include detailed community structure, and
thus extend the model description beyond pk,s, we ob-
serve a second power-law relation between the denseness
of a community and its size in several real-world net-
works.
For the present paper, the most important application
of the HCM is to investigate power-law networks. Statis-
tical analysis of network data shows that many networks
possess a power-law degree distribution [12, 31, 32, 39].
Traditionally, this is captured by using the CM and as-
suming that the probability pk that a node has k neigh-
bors then scales with k as pk ∼ Ck−τ for some constant C
and power-law exponent τ > 0. Many scale-free networks
have an exponent τ between 2 and 3 [1, 4, 15], so that
the second moment of the degree distribution diverges in
the infinite-size network limit. The exponent τ is an im-
portant characteristic of the network and determines for
example the mean distances in the network [19, 20, 33],
or the behavior of various processes on the graph like
bond percolation [9], first passage percolation [5] and an
intentional attack [13]. Using the HCM instead of the
CM, it no longer suffices to describe the degree distribu-
tion pk, but instead assumptions need to made about
the joint distribution pk,s. In the special case of ex-
tremely dense communities, this joint perspective gives
rise to the following phenomenon (that we formalize in
Section IV): If the total degree distribution of a network
with extremely dense communities follows a power law
with exponent τ , the power law of the community sizes
has exponent γ = τ + 1. In the household model, where
each community is a complete graph, we observe that
indeed γ = τ + 1. However, real-world network data
shows that communities are not always extremely dense,
in which case we find that γ 6= τ + 1. This is due to the
fact that the edge density of communities turns out to
decay with community size.
The outline of this paper is as follows. In Section II we
introduce the model and show how generating function
techniques can be used to obtain exact large-graph limit
results for the giant component. In Section III we con-
sider percolation on the HCM and again using generating
function techniques we obtain the critical point and the
size of a giant percolation cluster. We further investi-
gate the delicate relation between community structure
and percolation and show that community structure can
both enforce and inhibit percolation. In Section IV we
consider the special case in which the degree distribu-
tion follows a power law. It is here that we discover the
power-law shift caused by community structure when the
communities are extremely dense. In Section V we apply
the HCM to several real-world networks, and we observe
two more power-law relations in graphs with communi-
ties. In Section VI we present conclusions and future
research directions.
II. MODEL DESCRIPTION
We define the HCM as an extension of the CM, in
which each vertex in the CM is replaced by a commu-
nity – some connected graph. We denote community i
by Hi = (Fi,di). Here Fi = (VHi , EHi) is a graph, defin-
ing the shape of the community. The vector di counts
the number of half-edges attached to each vertex in Fi,
going out of the community. These half-edges will form
the inter-community connections. Let si be the size of
community i, and ki the number of edges from commu-
nity i to other communities. Figure 1 shows an example
3Figure 1. A community with s = 5 and k = 3
of a community with s = 5 and k = 3. If we order the
vertices clockwise, starting at the vertex in the top of the
graph, then d = (0, 1, 1, 1, 0). The number of half-edges
attached to vertex v is denoted by d(b)v , and referred to
as outside degrees or inter-community degrees, which de-
fine the connections between communities. Similarly, the
number of edges from vertex v to other vertices inside the
same community is denoted by d(c)v , the inside degrees or
intra-community degrees, the collection of which defines
the local connections inside the communities. The degree
of vertex v satisfies dv = d
(b)
v + d
(c)
v . As in the CM, the
random graph is constructed by picking two half-edges
at random, and pairing them. This procedure continues
until no half-edges are left. Thus, the edges that connect
different communities are formed as in the CM, but the
intra-community edges are fixed.
We define the joint distribution pk,s to be the fraction
of communities of size s having outside degree k. We
denote the number of vertices in the random graph by
N and the number of communities by n. To calculate
properties of the random graph, we define several distri-
butions and their probability generating functions (pgfs).
Let
gp(x, y) =
∑
k,s
pk,sx
kys (1)
denote the pgf of the joint size and outside degree distri-
bution of the communities. Introduce the excess outside
degree distribution by
qk,s =
(k + 1)pk+1,s
〈k〉 , (2)
where qk,s can be interpreted as the probability to arrive
in a community of size s and outside degree k + 1 when
traversing a random inter-community edge, including the
traversed edge. Here 〈k〉 = ∑k,s kpk,s is the expected
value of k. Similarly, define
rk,s =
spk,s
〈s〉 (3)
as the probability that a randomly chosen vertex is in
a community of size s (including the vertex itself) and
has k edges to other communities. The pgfs for these
probability distributions are given by
gq(x, y) =
∑
k,s
qk,sx
kys =
1
〈k〉
∑
k,s
kpk,sx
k−1ys
=
1
〈k〉
∂gp(x, y)
∂x
, (4)
gr(x, y) =
∑
k,s
rk,sx
kys =
1
〈s〉
∑
k,s
spk,sx
kys
=
y
〈s〉
∂gp(x, y)
∂y
. (5)
We use these pgfs to calculate the size of the largest con-
nected component in the graph.
A. Emergence and size of a giant component
Let us first explain why the HCM remains amenable
for analysis using the generating function technique. Al-
though the HCM is not locally tree-like, the connections
between communities are formed as in the CM. There-
fore, on the higher level of communities, the HCM is still
locally tree-like, and the probability that a half-edge at-
tached to a community forms a self-loop or multiple edge
with other communities, tends to zero as N grows large.
Let u be the probability that a community that is
reached by traversing a random inter-community edge is
not in the giant component, in which case all the commu-
nities connected to it cannot be in the giant component
either. The k neighboring communities of the reached
community are not in the giant component with proba-
bility uk. Hence, a community is not in the giant com-
ponent with probability
u =
∑
k,s
qk,su
k = gq(u, 1). (6)
Similarly, the probability that a randomly chosen vertex
is not in the giant component is
∑
k,s rk,su
k = gr(u, 1).
Thus, the size of the largest component S satisfies
S = 1− gr(u, 1). (7)
A giant component exists if and only if S > 0. We can see
that S = 0 if and only if u = 1, so S > 0 for u < 1. Fur-
thermore, (6) shows that u is the extinction probability
of a branching process with degree distribution
∑
s qk,s
and expected offspring∑
k,s
kqk,s =
〈k(k − 1)〉
〈k〉 . (8)
It is well known that the condition u < 1 for the exis-
tence of a giant component is equivalent to the expected
offspring being larger than one, or
〈
k2
〉− 2 〈k〉 > 0 [28].
This is the same condition as for the CM with offspring
(pk)k≥0, so that the point at which the giant component
4emerges is only determined by the inter-community con-
nections. Here we have made the implicit assumption
that 〈s〉 <∞, to be able to use (5). As long as 〈s〉 <∞,
the community sizes have no influence on the point at
which the giant component emerges.
In general, k and s can be dependent. If k and s were
independent, that is pk,s = pkps and
u = 〈k〉−1
∑
k,s
kpkpsu
k−1 = 〈k〉−1
∑
k
kpku
k−1, (9)
then
S = 1− 〈s〉−1
∑
k,s
spkpsu
k = 1−
∑
k
pku
k. (10)
These equations are the same as for the CM with degree
distribution (pk)k≥0. Therefore, when k and s are inde-
pendent, also the size of the giant component is entirely
defined by the inter-community connections. However, in
real-world networks, k and s are likely to be dependent.
Independence would imply that a small community has
the same probability of having a large number of edges to-
wards other communities as a large community. In most
real-world examples it is more likely that every vertex
inside a community has some edges towards other com-
munities, so a larger community has a larger probability
of k being large than a smaller community, in which case
k and s are positively correlated.
It is also possible to calculate the sizes of the other
components, when there is no giant component. Let
hq(z) be the pgf of the number of vertices accessible from
a randomly chosen inter-community edge. When the
edge reaches a community of size s, this adds s vertices
to the component, which contributes a factor zs. Fur-
thermore, if the community has k other outgoing edges,
then each of these edges will generate a component with
pgf hq(z). This gives
hq(z) =
∑
k,s
qk,sz
shq(z)
k = gq(hq(z), z). (11)
Now we derive hp(z), the pgf of the size of the component
of a uniformly chosen vertex. When a uniformly chosen
vertex is in a community of size s and outside degree k,
the members of the community add zs to the pgf. Each
half-edge generates a component with pgf hq(z). This
gives
hp(z) =
∑
k,s
rk,sz
shq(z)
k = gr(hq(z), z). (12)
The mean component size is given by h′p(1). Differenti-
ating (11) and (12) yields
h′q(1) =
1
〈k〉
∂gp
∂x2
(1, 1)h′q(1) +
1
〈k〉
∂gq
∂xy
(1, 1)
=
〈k(k − 1)〉
〈k〉 h
′
q(1) +
〈ks〉
〈s〉 , (13)
h′p(1) =
∂gr
∂x
(1, 1)h′q(1) +
∂gr
∂y
(1, 1)
=
〈ks〉
〈s〉 h
′
q(1) +
〈
s2
〉
〈s〉 . (14)
These equations together define h′q(1) and h
′
q(1) and
some rewriting yields
h′q(1) =
〈ks〉
2 〈k〉 − 〈k2〉 , (15)
h′p(1) =
〈
s2
〉
〈s〉 +
〈ks〉2
〈s〉 (2 〈k〉 − 〈k2〉) . (16)
when 2 〈k〉 − 〈k2〉 > 0. The first term in (16) is the
expected size of the component in which the randomly
chosen vertex lies. The second term equals the expected
size of the components attached to the community of the
randomly chosen vertex. The expected component size is
infinite if the giant component emerges (if 2 〈k〉− 〈k2〉 >
0). Equation (16) shows that 〈ks〉 = ∞ or 〈s2〉 = ∞
also give an infinite expected component size. However,
the condition for the giant component to emerge does
not involve s. Thus, it is possible to have an infinite
expected cluster size without having a giant component.
Then the expected cluster size is infinite, but still small
compared to the total number of vertices in the graph.
One example of a random graph with no giant component
but an infinite expected cluster size is a graph with k = 0
for all communities (all communities are isolated), and
ps = Cs
−α for some α ∈ (2, 3). This example has 〈s2〉 =
∞, hence by (16) the expected cluster size of a randomly
chosen vertex is infinite. Since k = 0 for all communities,
clearly condition (8) is not met, and there is no giant
component. The size of the largest component in this
example is the size of the largest community smax. If
there are n communities, then smax ∼ n1/(α−1) [29]. The
total number of vertices in the HCM with n communities
goes to n 〈s〉. Thus, the fraction of vertices in the largest
component behaves like
n1/(α−1)
n 〈s〉 =
1
〈s〉n
2−α
α−1 → 0, (17)
as n → ∞. The same phenomenon occurs when the
community size distribution is the same, but we add some
edges between communities. So as long as
〈
k2
〉− 2 〈k〉 <
0, there is no giant component, even though the expected
cluster size is infinite.
5III. PERCOLATION
In this section we consider bond percolation on the
HCM, where each edge is removed independently with
probability 1 − φ. We are interested in the size of the
giant component after removing the edges. We calculate
this in a similar way as we computed the size of the giant
component before percolation. Next to the joint distri-
bution pk,s we define the distribution pH that denotes
the fraction of communities of type H.
Deleting each edge with probability 1−φ is the same as
first deleting only the intra-community edges with proba-
bility 1−φ and then the inter-community edges also with
probability 1− φ. Thus, first delete each edge inside the
communities with probability 1−φ. After this procedure,
some communities may have split into several connected
components. However, these components still form con-
nections as in the CM. Hence, after percolation inside the
communities, we again have an HCM. The communities
in the new HCM are the connected components of the
percolated communities.
When entering a percolated community, the percolated
community no longer needs to be connected, so that the
k edges to other communities are not always reached.
To account for this, we introduce f(H, v, l, φ), the prob-
ability that after percolation, the connected component
of community H containing vertex v still has l outgoing
edges. Let t(φ)k be the probability that a randomly chosen
vertex is in a percolated community with k edges to other
communities. Vertex v in community H is chosen with
probability pH/sH . The probability that v is connected
to k half-edges is given by f(H, v, k, φ). Hence, t(φ)k is
given by
t(φ)k =
∑
H
∑
v∈VH
1
sH
pHf(H, v, k, φ). (18)
Let q(φ)k denote the probability that a percolated com-
munity reached by traversing a randomly chosen inter-
community edge has k edges towards other communities.
The probability of arriving in vertex v of community H
is proportional to pHd
(b)
v . Then the probability that v
is inside a percolated community with k other outgoing
edges is f(H, v, k + 1, φ), so that
q(φ)k ∝
∑
H
∑
v∈VH
d(b)v pHf(H, v, k + 1, φ). (19)
This gives
q(φ)k =
∑
H
∑
v∈VH d
(b)
v pHf(H, v, k + 1, φ)∑
l
∑
H
∑
v∈VH d
(b)
v pHf(H, v, l, φ)
=
∑
H
∑
v∈VH d
(b)
v pHf(H, v, k + 1, φ)
〈k〉 . (20)
Define gq(φ)(z) and gt(φ)(z) as the pgf of q
(φ)
k and t
(φ)
k
respectively, which will be used to calculate the size of
the giant percolation cluster.
A. Giant percolation cluster
After percolating the edges inside communities, we
percolate the edges between communities. Since the
inter-community edges are paired as in the CM, per-
colation on these edges is similar to percolation on the
CM [9, 22]. We remove each half-edge of a community
with probability 1−√φ. Then an edge is removed when
at least one of the two half-edges that form the edge
is removed. Thus, an edge is removed with probability
2(1−√φ)√φ+ (1−√φ)2 = 1− φ, as required.
Given that the number of half-edges that are attached
to a community before percolating is k, the number of
half-edges after percolating has a binomial distribution
with parameters (k,
√
φ). If we denote by X(φ) and Q(φ)
the number of half-edges of a community entered via a
randomly chosen edge after and before percolation, re-
spectively, then
gX(φ)(z) =
∞∑
l=1
zlP(X(φ) = l)
=
∞∑
l=1
∞∑
k=1
zlP(X(φ) = l | Q(φ) = k)q(φ)k
=
∞∑
k=1
q(φ)k
∞∑
l=1
zlP(Bin(k,
√
φ) = l)
=
∞∑
k=1
q(φ)k (1−
√
φ+
√
φz)k
= gq(φ)(1−
√
φ+
√
φz). (21)
Here P(Bin(n, p) = i) =
(
n
i
)
pi(1−p)n−i is the probability
that a binomial random variable with parameters (n, p)
takes the value i.
As in the previous section, let u(φ) denote the prob-
ability that a vertex reached from a uniformly chosen
half-edge is not in the giant component after percola-
tion. One possibility is that the half-edge that we follow
links to a deleted half-edge, which happens with proba-
bility 1−√φ. In this case, the half-edge does not lead to
the giant component with probability one. If the chosen
half-edge links to a half-edge that was not deleted (which
happens with probability
√
φ), then it leads to a vertex
inside a percolated community. This community is not
in the giant component if all of its half-edges do not link
to the giant component, which happens with probability
gX(φ)(u
(φ)). This results in
u(φ) =
(
1−
√
φ
)
+
√
φgq(φ)
(
1−
√
φ+
√
φu(φ)
)
. (22)
A randomly chosen vertex is not in the giant component
when all the half-edges of its percolated community do
not link to the giant component. Hence, the size of the
giant component after percolation S(φ) satisfies
1− S(φ) = gt(φ)(1−
√
φ+
√
φu(φ)). (23)
Solving equations (22) and (23) together gives the size of
the giant component after percolation.
6B. Percolation transition point
To find the percolation transition point, we view the
number of communities that can be reached by traversing
a random inter-community edge (excluding the traversed
edge) as a branching process. The offspring distribution
of this branching process is the distribution of the number
of half-edges attached to a percolated community reached
by traversing a random edge. The expected number of
such half-edges after percolation inside the communities
is 〈q(φ)〉. When we then delete the inter-community edges
with probability 1 − φ, the mean number of half-edges
of a community reached by traversing a random edge
(excluding the traversed edge) is φ 〈q(φ)〉. Hence, we view
the number of communities that can be reached from a
random edge as a branching process with mean offspring
φ 〈q(φ)〉. This immediately shows that the percolation
transition point φc is when φc 〈q(φc)〉 = 1, so that
φc =
〈k〉∑
H
∑
v∈VH
∑
k kd
(b)
v pHf(H, v, k + 1, φc)
. (24)
Equations (23) and (24) show that the critical perco-
lation value as well as the size of the giant component
after percolation depend on the shapes of the communi-
ties. Appendix A shows that introducing a community
structure may either increase or decrease the critical per-
colation value as well as the size of the giant component
after percolation, and can even lead to non-convex per-
colation curves.
An interesting example is the case of highly connected
communities. These communities are robust against
percolation compared to the inter-community connec-
tions. Then, close to the critical value φc, these com-
munities will still be connected after percolation, and
f(H, v, l, φ) ≈ 1 for l = k. Then (24) reduces to
φc = 〈k〉 /(
〈
k2
〉 − 〈k〉), as in the standard CM. Thus, if
communities are highly connected compared to the inter-
community edges, the critical percolation value is entirely
determined by the inter-community edges.
IV. POWER-LAW COMMUNITY SIZES
A potentially crucial property observed in many net-
works is that the community size distribution appears to
have a power-law form over some significant range [7, 11,
18, 35]. We now assume that both the degree and the
community size distributions obey power laws with ex-
ponents τ and γ, respectively. Typical values reported in
the literature are 2 ≤ τ ≤ 3 and 1 ≤ γ ≤ 3 [16].
a. Household communities. An extreme community
structure is that of household communities [38], in which
all communities are complete graphs. Each vertex inside
the community has outside degree one. Figure 2 shows
an example of a household community with s = 5.
In a household community, k = s, hence pk,s = 0 if
k 6= s. Suppose the distribution of the community sizes
Figure 2. A household community with s = 5
100 101 102 103
10−3
10−2
10−1
100
x
P(
X
≤
x
)
degree
s
k
Figure 3. The degree distribution of a household model fol-
lows a power law with a smaller exponent than the community
size distribution and outside degree distribution
follows a power law with exponent γ, pk,k = Ck
−γ . Then
the outside degrees also follow a power-law distribution
with exponent γ. Now we derive (pˆk)k≥0, the degree
distribution of the HCM with this household structure.
For a vertex in the household model to have degree k, it
must be in a community of size k. Furthermore, there
are k of such vertices inside each community, so that
pˆk =
kpk,k∑∞
i=1 ipi,i
=
kC−γk
〈s〉 = C2k
−γ+1. (25)
Thus, the degree distribution of the graph with household
communities again obeys a power law but with exponent
τ = γ − 1, as observed in [38]. We call this phenomenon
a power-law shift, because the edges out of a community
have a smaller degree distribution than the individual
edges (see Figure 3).
b. Extremely dense communities. In real-world net-
works, communities may not be complete, but a power-
law shift also occurs in networks with an incomplete but
extremely dense community structure. In an extremely
dense community, many edges are contained in commu-
nities. Let ein denote the number of edges inside a com-
munity. We assume that there exists ε > 0 independent
of the number of communities n such that for each com-
munity H,
ein ≥ εs(s− 1). (26)
In this case, every community of size s contains a positive
fraction of the edges that are present in a complete graph
7of the same size. Note that the household model gives
ε = 12 .
Since the power-law shift states that the outside de-
grees of the communities are ‘small’, we need the outside
degree of individual vertices to be small as well. Thus,
we assume that there exists a K < ∞ such that for all
vertices
d(b)v ≤ Ksi. (27)
Note that this implies that k ≤ Ks2 for every community.
Using assumptions (26) and (27) we show that a power-
law shift occurs.
Suppose that the community size distribution follows
a power law with exponent γ. Denote the cumulative
degree distribution by Pi =
∑
j≤i pˆj . Since the maximal
inside degree of a vertex is s−1, and by (26) the average
inside degree of a vertex is greater than or equal to ε(s−
1), at least a fraction of ε vertices in any community
have inside degree at least ε(s− 1) Thus, a vertex inside
a community of size i/ε+ 1 has probability of at least ε
to have inside degree at least ε(i/ε + 1− 1) = i. Hence,
1−Pi is bounded from below by ε times the probability of
choosing a vertex in a community of size at least i/ε+ 1.
The probability that a randomly chosen vertex is in a
community of size j is given by
∑
k rk,j . This yields
1− Pj ≥
∑
i≥j
∑
k
rk,i/ε+1ε
=
∑
i≥j
(
i
ε
+ 1
)∑
k
pk,i/ε+1
1
〈s〉ε
≈ Cj−γ+2. (28)
Furthermore, given the distribution of the community
sizes, 1 − Pj is maximal when all communities are com-
plete graphs, and every vertex has Ks half-edges at-
tached to it. Then each vertex in a community of size
s has degree s− 1 +Ks. Hence, to choose a vertex with
degree at least j, we have to choose a vertex inside a
community of size at least (j + 1)/(K + 1). Then
1− Pj ≤
∑
i≥ j+1K+1
∑
k
rk,i
=
∑
i≥ j+1K+1
i
∑
k
pk,i
1
〈s〉 =
c
〈s〉
(
j + 1
K + 1
)−γ+2
. (29)
Combining (28) and (29) shows that the degree distri-
bution follows a power law with exponent τ = γ − 1.
In other words, when the community size distribution of
a network with extremely dense communities follows a
power law with exponent γ, the power law of the degrees
has exponent τ = γ − 1.
Under a more strict assumption on the inter-
community degrees
d(b)v ≤ K, (30)
we can also relate the power-law exponent of the intra-
community degrees to the exponent of the degree distri-
bution. Assumption (30) implies k ≤ sK, and therefore if
the community size distribution follows a power law with
exponent γ = τ + 1, then the distribution of the commu-
nity outside degrees cannot have a power-law distribution
with exponent smaller than γ. Suppose we want to con-
struct a graph where the degree distribution follows a
power law with exponent τ ∈ (2, 3). One possibility to
construct such a graph is to use the CM. However, the
CM with τ ∈ (2, 3) has probability zero to create a simple
graph. Another way to construct a graph with this de-
gree distribution is to use the HCM with extremely dense
communities of power-law size with exponent τ + 1. The
outside degrees of the communities then follow a power
law with exponent at least τ + 1 ≥ 3. Since the outside
degrees are paired according to the CM, the probability
that the resulting graph is simple, will be larger than zero
in the limit of infinite graph size. Thus, the HCM is able
to construct a simple graph with exponent τ ∈ (2, 3).
Another interesting application of this power-law shift
is in the critical percolation value. It is well known that
the critical percolation value φc = 0 for a CM with
τ ∈ (2, 3) [28]. Section III B showed that for highly con-
nected communities, the critical percolation value is en-
tirely defined by the inter-community degrees. Since the
inter-community degrees have exponent larger than 3, the
HCM is able to construct random graphs with τ ∈ (2, 3)
and φc > 0. This shows that the HCM with extremely
dense communities is in another universality class than
the CM.
c. The role of hubs. A power-law degree distribu-
tion implies the existence of hubs: nodes with a very
high degree. We now show that this can conflict with
assumptions (26) and (27). Since every vertex is inside
a community in the HCM, the hubs also need to be as-
signed to some community. In these communities, hubs
can have several roles, as observed in [17]. There are two
possibilities, as shown in Figure 4. When most neighbors
of the hub are also inside the community as in Figure 4a,
then the hub is in a very large community. Assump-
tion (26) states that most neighbors of the hub should
also be connected to one another, and thus also have a
high degree. However, in real-world networks this might
not be realistic. For example, when one person in a social
network has many friends, this does not mean that most
of these friends are friends with one another. Hence,
putting most neighbors of a hub inside the same com-
munity can create communities that are not dense. The
other possibility (see Figure 4a) is to have only a small
fraction of the neighbors inside a community. However,
now the outside degree of the hub is large, which may
contradict assumption (27) when the hub is in a small
community. Therefore, the existence of hubs conflicts
with the assumption of extremely dense communities.
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Figure 4. (a): a hub with all its neighbors completely in-
side a community (shaded area).(b): A hub with only a few
neighbors inside the same community
Table I. Several characteristics of four different data sets
Amazon Gowalla WordNet Google
S (data) 1,000 1,000 0,994 0,977
S (HCM) 1,000 1,000 0,994 0,978
S (CM) 0,999 0,993 0,999 0,997
γ 3,84 2,44 3,23 2,58
τ 3,59 2,48 2,82 2,73
α 0,15 0,31 0,21 0,21
β 1,14 1,18 1,28 1,24
γ/α− 1 25,04 6,85 14,17 11,20
V. REAL-WORLD NETWORKS
In this section, we apply the HCM to four different
data sets: an Amazon co-purchasing network [40], the
Gowalla social network [10], a network of relations be-
tween English words [27] and a Google web graph [25].
To extract the community structure of the networks, we
use the Infomap community detection method [36], a
community detection method that performs well on sev-
eral benchmarks [24]. Table I shows that equation (7)
identifies the size of the giant component almost per-
fectly, in contrast to the value calculated by the CM.
Figure 5 illustrates the power laws for these data sets.
Table I presents values of the power-law exponents τ and
γ, estimated by the method of Clauset et al. [12]. We
see that a power-law shift is less pronounced than in the
stylized household model, if existing at all. This indicates
that the communities in the data sets do not have the in-
tuitive dense structure. Thus, we test assumption (26).
The maximum number of edges inside a community is
obtained if the community is a complete graph, in which
case ein =
1
2s(s − 1). Dividing (26) by s(s − 1)/2 gives
ein
s(s−1)/2 ≥ 2ε. This fraction measures how dense a com-
munity is. Figure 6 plots s against the average value
of 2ein/(s
2 − s). For all networks, this fraction is not
independent of s. Larger communities are less dense
than smaller communities. Therefore, the large commu-
nities do not satisfy the intuitive picture of an extremely
densely connected subset, even though the density within
communities is much higher than that in the entire net-
work. This is a similar observation as in [25], where the
authors discover that most real-world networks have a
strongly connected core, which consists of several inter-
connected communities that are hard to distinguish. The
core is connected to the periphery, some isolated, densely
connected small communities. This structure could ex-
plain the dependence of the density of the communities
on s. The large communities that are not very dense,
are part of the core, whereas the small communities are
the more isolated parts of the network. Another inter-
esting property of the community structures in Figure 6
is the power-law relation between the community sizes
and their densities, ein ≈ csα+1. In assumption (26),
we assume that α = 1. However, Table I shows that
the example data sets have α < 1. For this reason, we
replace (26) by
ein ≥ εs(s− 1)α. (31)
Now (29) still holds, but (28) needs to be modified. The
average inside degree of a vertex now is ε(s− 1)α. Since
the maximum inside degree is s − 1, there are at least
ε(s−1)α−1 vertices of degree at least ε(s−1)α. A similar
analysis as (28) yields
1− Pj ≥
∑
i≥j
∑
k
rk,(i/ε)(1/α)+1ε (i/ε)
(α−1)/α
=
ε
〈s〉
∑
i≥j
(( i
ε
)(1/α)
+ 1
)−γ+1
(i/ε)
(α−1)/α
≈ Cj−γ/α+2. (32)
Together with (29), this shows that the exponent τ of
the degree distribution satisfies τ ∈ [γ − 1, γα − 1]. Ta-
ble I shows several values of τ , γ and γ/α − 1. We see
that indeed τ ∈ [γ − 1, γα − 1] in the example data sets.
However, the interval may be quite wide.
We next test assumption (27). Interestingly, Figure 7
shows a power-law relationship between k and s, of the
form k ≈ sβ . If k ≤ Ks2 would hold, then β ≤ 2,
whereas the more strict assumption (30) would imply β <
1. Table I shows that the example data sets all have 1 <
β < 2. Therefore, the more strict assumption (30) does
not hold, but (27) does hold. Thus, large communities
have very large outside degrees.
VI. CONCLUSIONS AND OUTLOOK
We have introduced the Hierarchical Configuration
Model (HCM) as a random graph model that can de-
scribe both realistic degree distributions and an arbi-
trary community structure, while remaining analytically
tractable in the large-graph limit. Our analysis of the
HCM has revealed several properties. The condition for
a giant component to emerge in the HCM is completely
determined by properties of the macroscopic configura-
tion model at the level of communities and therefore not
affected by the precise structure or size of communities.
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Figure 5. Power-law relations in real-world networks. a) Amazon co-purchasing network, b) Gowalla social network, c)
English word relations, d) Google web graph. Both the degrees and the community sizes s follow a power law, as well as the
inter-community degrees k.
The size of the giant component, however, strongly de-
pends on the joint probability distribution describing the
size of a community and its outside degree. Under bond
percolation, communities may either increase or decrease
the critical percolation value compared to a configuration
model with the same degree sequence.
For the prototypical case of extremely dense communi-
ties, we show that a power-law degree distribution with
exponent τ implies a power-law distribution for the com-
munity sizes with exponent γ = τ + 1. Real-world net-
works, however, rarely posses an extremely dense com-
munity structure [25].
Studying the HCM allows us to observe two previously
unobserved power-law relations in several real-world net-
works. The relation between the number of edges inside a
community ein and the community sizes s follows a power
law of the form ein ∝ s1+α. The second power-law rela-
tion is between the number of edges going out of a com-
munity k and the community sizes: k ∝ sβ . The data sets
that were studied in this paper had 1 < β < 2 and α < 1.
Combined, the two power-law relations improve our un-
derstanding of the community structure in the data sets.
Large communities are not extremely densely connected,
and have a large number of edges going out of the com-
munity per vertex. Smaller communities are dense, and
vertices in the community have only a few edges going
out of the community. Our intuitive picture of extremely
densely connected communities thus only holds for the
small communities in a network, the larger communities
do not fit into this picture. The observation that large
communities are not extremely dense may be a conse-
quence of not allowing for overlapping communities. In
case of several overlapping communities, community de-
tection algorithms may merge these communities into one
large community. As a consequence, this large commu-
nity will be far from extremely dense. In the case of
overlapping communities, many networks still display a
power-law community size distribution [34]. It would be
interesting to investigate the relation between the expo-
nent of the degree distribution and the community size
distribution when communities are allowed to overlap.
Further research could also study how the denseness of
the communities and the number of edges out of the com-
munities are related to the community sizes in the case
of overlapping communities.
Both power-law relations are observational, and there-
fore depend on the Infomap community detection algo-
rithm. It is also possible to use other community detec-
tion algorithms to investigate these power-law relations.
We found that when using the Louvain community de-
tection algorithm [6], the power-law relations still hold.
The estimates for the exponents α and β however did
change. This can be explained by the fact that the Lou-
vain method finds larger communities in general, which
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Figure 6. The denseness of a community 2ein/(s
2 − s) has a power-law relation with the community size s. a) Amazon
co-purchasing network, b) Gowalla social network, c) English word relations, d) Google web graph.
are therefore less dense.
The power-law exponent of the degree distribution τ
is known to influence the behavior of various processes
on random graphs, for example percolation or epidemic
models. Furthermore, mean distances in random graphs
are different for τ ∈ (2, 3), or τ > 3 [19, 20]. Our results
suggest that for networks with a community structure it
is not clear whether the behavior of these processes can
be explained by τ , or the exponent of the community de-
grees, this remains open for further research. The results
on the power-law shift suggest that this may depend on
the density of the communities, which is characterized by
the exponent α.
The HCM keeps all edges inside the communities, while
rewiring the inter-community edges. Instead of fixing the
precise internal community structure, one could also ran-
domize the edges inside communities as in a CM. This
model was introduced as the modular random graph [37],
a random graph with a given degree distribution and
modularity. The focus in [37] is on the algorithmic con-
struction of the modular random graph, not on the ana-
lytical properties of this model. The analytic study of the
modular random graph is worthwhile to pursue. From
the present work, it is clear that the analysis of the gi-
ant component remains the same as for the HCM, at
least when the communities are likely to be connected,
so the precise details of the internal community structure
can be safely ignored. However, we have also seen that
the internal community structure does become important
when considering the critical percolation threshold, and
in this case the analysis of the HCM does not carry over
to the modular random graph.
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Appendix A: Influence of communities on
percolation
In this section, we study two examples of community
structures. The first example decreases the critical per-
colation value when comparing the HCM with the CM
with the same degree distribution. The second example
increases the critical percolation value when comparing
the HCM with the CM.
As an example of a graph that decreases φc, consider
a network where with probability ζ a community is given
by H1: a path of l vertices, with an outgoing half-edge
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Figure 7. The outside degree of a community k follows a power-law relation with the community size s. a) Amazon co-
purchasing network, b) Gowalla social network, c) English word relations, d) Google web graph.
Figure 8. A line community with l = 5
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Figure 9. Size of largest percolating cluster S for HCM with
line communities of length l, while the degree distribution
remains the same. The line communities decrease the critical
percolation value.
at each end of the path as illustrated in Figure 8. With
probability 1−ζ the community isH2: a vertex with three
outgoing half-edges. Then 〈k〉 = 2ζ+3(1−ζ) = 3−ζ and
f(H1, v, 2, φ) = φ
l−1 for all v ∈ H1. In H2 there is no
percolation inside the community, hence f(H2, v, 3, φ) =
1. Using (24) yields
φc =
3− ζ
2ζφl−1c + 6(1− ζ)
, (A1)
hence 2ζφlc + 6(1− ζ)φc − 3 + ζ = 0.
Consider this version of the HCM with degree distri-
bution p2 = 1− p3 = 23 . We keep the degree distribution
the same, while the length l of the line communities H1
changes. Then if l increases, ζ decreases to keep the de-
gree distribution the same. Using (22) and (23), we find
the size of the giant component, as depicted in Figure 9.
Note that φc decreases with l, this community structure
‘helps’ the diffusion process. This can be explained by
the fact that there will be fewer line communities if l
increases. Then most vertex communities are connected
to one another, which decreases the value of φc. Inter-
estingly, the size of the giant component in the HCM
is non-convex in φ. This is different than in the CM,
where the percolation curves are typically convex. The
non-convex shapes can be explained intuitively. As the
lines get longer, there are fewer and fewer of them, since
the degree distribution remains the same. Hence, if l is
large, there are only a few very long lines. These lines
have φc = 1. The other vertices are of degree 3, con-
nected as the CM. Since there are only a few lines, most
vertices of degree 3 will be paired to one another. The
12
Figure 10. A star-shaped community with l = 5
critical value for percolation on a CM with only vertices
of degree 3 is 12 . Therefore, for large l we see the vertices
of degree 3 appearing in the giant component as φ = 0.5,
and the vertices in the line communities as φ = 1.
An example of a network that inhibits the diffusion
process is a CM with intermediate vertices [26], where
every edge is replaced by two edges and a vertex in be-
tween them. This is the same as the HCM with star-
shaped communities: one vertex that is connected to l
other vertices. Each of the l other vertices has outside
degree one (Figure 10). In this example, we consider a
HCM where all communities have the same star-size l,
so that 〈k〉 = l. After percolation, the connected compo-
nent of an end point of the star can link to other outgoing
edges only if the edge to the middle vertex is present. If
this edge is present, the number of half-edges to which
the vertex is connected is binomially distributed:
f(H, v, k, φ) = φ
(
l − 1
k − 1
)
φk−1(1− φ)l−k k ≥ 2. (A2)
Hence by (24),
φc =
l
lφc
∑
k≥1 kφkc (1− φc)l−k−1
(
l−1
k
)
=
1
(l − 1)φ2c
, (A3)
so that φc = (l − 1)−1/3.
We next consider a CM with the same degree distribu-
tion. Figure 11 shows the size of the giant component for
different values of l for both the HCM and the CM. The
HCM with star communities has a higher critical perco-
lation value than the corresponding CM. Intuitively, this
can be explained by the fact that all vertices with a high
degree are ‘hidden’ behind vertices of degree 2, whereas
in the CM, vertices with degree l may be connected to
one another. However, as φ increases, at some point, the
star communities make the giant component larger.
Combined with the previous example, we see that
adding communities may lead to a higher critical perco-
lation value or a lower one. Furthermore, the size of the
giant component may be smaller or larger after adding
communities.
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