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a b s t r a c t
We consider the following generalization of the classical group testing problem. Given a
graph G = (V , E), which contains d defective edges, we want to identify all defective
edges in G by testing whether an induced subgraph contains a defective edge or not.
Recently, Hwang gave a competitive algorithm to identify all defective edges in a graph
with d unknown. We will show an obvious mistake in the algorithm and propose a revised
algorithm to solve the problem of searching for all defective edges in a graph.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The edge searching problem on graphs is an extension of the classical group testing problem. Assume that we are given
a graph G = (V , E) with vertex set V and edge set E. Let G(S) denote the subgraph of G induced by the set S of vertices.
Our task is to identify a subset D ⊆ E of defective edges with a minimum number of edge tests, where an edge test takes an
arbitrary subset S ⊆ V and asks whether the subgraph G(S) contains a defective edge.
Chang and Hwang [2] first cast the problem of identifying two defective vertices in a complete bipartite graph. This
problem can be treated as a special group testing problem of searching for a single edge on graphs. Aigner [1] was the first
who consciously introduced the edge testing problem for a general graph, thus bringing the ‘‘graph’’ into focus.
Let |D| = d and denote byM(G, d) the number of edge tests necessary, in the worst case, to find the d defective edges in
G. Aigner [1] conjecturedM(G, 1) ≤ ⌈log2 |E|⌉ + c , where c is a constant. Damaschke [3] proved the conjecture with c = 1.
Triesch [7] generalized this result to hypergraphs of rank r by provingM(G, 1) ≤ ⌈log2 |E|⌉ + r − 1.
Johann [6] made a breakthrough for the d > 1 case by proving M(G, d) ≤ d

log2
|E|
d

+ 7

and proving a conjecture
of Du and Hwang [4] thatM(G, d) ≤ d

log2
|E|
d

+ c

for some constant c.
All the above results assumed that d is known. For the case that d is unknown, Hwang [5] gave a competitive algorithm
to identify all defective edges in a graph requiring d(⌈log2 |E|⌉ + 4) tests. In this paper, we will show that there exists an
obvious mistake in the algorithm and provide a revised algorithm for searching for all defective edges in a graph.
2. The competitive algorithm for graphs
In [5], Hwang gave a competitive algorithm to find all d defective edges in a graph G = (V , E). We introduce the halving
procedure as a subroutine of the algorithm. For a set S of n elements, the halving procedure tests a subset T of
 n
2

elements.
If the outcome is positive, iterate the procedure on T ; if negative, iterate the procedure on S \ T .
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We also introduce the TJ-procedure in the algorithm. Construct a vertex cover C of E which contains c vertices, by first
taking a vertex v1withmaximumdegree, then a vertex v2 ofmaximumdegree after v1 and all edges incident to it are deleted,
and so on. Then we test a subset V \ {v1, . . . , vk} for some k < c. If negative, we iterate the same procedure on {v1, . . . , vk}.
If positive, we test a smaller subset V \ {v1, . . . , vl} with l > k. The testing in this manner ends when we identify a vertex
vi such that V \ {v1, . . . , vi−1} is positive but V \ {v1, . . . , vi} is negative. Since vi must be a vertex of a defective edge, we
can identify a defective edge (vi, u)with u ∈ V \ {v1, . . . , vi} by the halving procedure. Triesch and Johann proved that this
process can be used to identify a single defective edge in G in ⌈log2 |E|⌉ + 1 tests even though G has many defective edges.
The following competitive algorithm to find all d defective edges in a graph G = (V , E)was given by Hwang.
Algorithm.
The partition stage:
Step 1: Set V1 = V , V2 = · · · = Vd = ∅, I = ∅ (I is the set of identified defective edges).
Step 2: Test V1. If positive, then• Use the TJ-procedure to identify a positive edge (v, u)where v ∈ C .
• Use the join subroutine to assign v to some Vi (i > 1).• Set V1 = V1 \ {v}, Vi = Vi ∪ {v} and I = I ∪ {(v, u)}. If |V1| ≥ 2, go back to Step 2.
Step 3: If one of the Vj (j > 1) is nonempty, we enter the search stage.
Step 4: Stop with no defective edge identified.
The join subroutine:
Suppose v is the vertex to be assigned.
Step 1: Set i = 2.
Step 2: • If (v, u) ∈ I for some u ∈ Vi, set V ′i = {u ∈ Vi : (v, u) ∉ I}.• Test {v} ∪ V ′i . If positive, use the halving procedure to identify a defective edge (v, u).• Set I = I ∪ {(v, u)}, i = i+ 1 and go back to Step 2.
Step 3: Add v to Vi.
The search stage:
Suppose the partition stage yields nonempty V1, . . . , Vm for somem ≥ 2.
Step 1: Set j = 2.
Step 2: For each vertex v ∈ Vj, letV (v) = {u ∈j−1i=1 Vi : (v, u) ∈ E\I}. Test {v}∪V (v). If negative, go to the next v. If positive,
use the halving procedure (with v attached to every test) to identify a defective edge (v, u). Set V (v) = V (v) \ {u}.
If V (v) ≠ ∅, go back to Step 2. If V (v) = ∅, go to the next v.
Step 3: Set j = j+ 1. If j ≤ m, go back to Step 2.
Step 4: Stop.
Now we show that the search stage of the algorithm may not be correct. In Step 2 of the search stage, for each vertex
v ∈ Vj, since V (v) = {u ∈ j−1i=1 Vi : (v, u) ∈ E \ I}, the edge set of V (v) may contain a defective edge which is already
identified (for the reason that Vi ∪ Vj (i < j)may contain an identified defective edge). Thus, a future test on the vertices of
{v} ∪ V (v)may encounter an identified defective edge e and the procedure of Step 2 might identify e repeatedly.
For example, we are given a graph G = (V , E) with the vertex set V = {1, 2, 3, 4, 5, 6}. In this algorithm, suppose the
partition stage yields V1 = {1, 2, 3}, V2 = {4, 5}, V3 = {6} and I = {(1, 4), (2, 5), (3, 6), (4, 6)}. In the search stage, for the
vertex {6} ∈ V3, V ({6}) = {1, 2, 5} where {(1, 6), (2, 6), (5, 6)} ⊂ E. Then the future test on the vertices of {6} ∪ V ({6})
will encounter the identified defective edge (2, 5) ∈ I .
We revise the search stage of the algorithm as follows.
The search stage:
Step 1: Set i = 1 and j = 2.
Step 2: Choose a vertex v ∈ Vj.
Step 3: Let Vi(v) = {u ∈ Vi : (v, u) ∈ E \ I}.
If Vi(v) = ∅, go to the next v and go back to Step 3.
If Vi(v) ≠ ∅, test {v} ∪ Vi(v). If positive, use the halving procedure (with v attached to every test) to identify a
defective edge (v, u). Set I = I ∪ {(v, u)} and go back to Step 3. If negative, go to the next v and go back to Step 3.
Do this for every v ∈ Vj. Then go to Step 4.
Step 4: Set j = j+ 1. If j ≤ m, go back to Step 2.
Step 5: Set i = i+ 1. If i < m, set j = i+ 1 and go back to Step 2.
Step 6: Stop.
Lemma 1. The algorithm with the revised search stage identifies all defective edges of G.
Proof. The revised algorithm consists of a partition stage and a new search stage. In the partition stage, V is partitioned into
V1, V2, . . . , Vm such that no Vi contains a defective edge. The join subroutine assigns a vertex v to a set Vi such that i =min
{j ≥ 1 | There is no defective edge in {v} ∪ Vj(v)}. Some defective edges are identified along the way with its two vertices
assigned to different Vi and Vj.
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In the search stage, we still need to identify all remaining defective edges whose vertices spread into different subsets.
We test every single vertex v mixed with every single subset of partitioning. After a test with a positive outcome on the
vertices of {v} ∪ Vi(v), the procedure of the search stage will identify a new defective edge by the halving procedure as long
as such an edge exists. Since it examines all unidentified edges between different subsets Vi and Vj, the algorithm with the
new search stage identifies all defective edges in G. 
Based on the above discussion, we have:
Theorem 1. Let G(V , E) be an arbitrary graphwhich contains d defective edges. Then the revised algorithm identifies all defective
edges of G with at most d⌈log2 |E|⌉ + d2 + 3d+ 1 tests.
Proof. Each defective edge is identified by either the TJ-procedure in ⌈log2 |E|⌉ + 1 tests, or the halving procedure in⌈log2 |E|⌉ tests. Thus the number of tests consumed in each identification procedure is bounded by ⌈log2 |E|⌉+ 2, including
the possible positive test initiating the identification process. Then the d defective edges cost a total number of at most
d(⌈log2 |E|⌉ + 2) tests.
We count negative tests occurred elsewhere except those in the TJ-procedure or the halving procedure. The partition
stage stops with a negative test on the vertex set V1. Each join-subroutine ends with a negative test to assign the vertex v.
Since each v to be assigned corresponds to a distinct defective edge in D, the partition stage costs at most d + 1 negative
tests.
Since each vertex v in
m
j=2 Vj corresponds to a distinct defective edge, there are at most d of them. For each fixed
i(1 ≤ i ≤ m − 1) in the search stage, each such v starts a testing process and ends with a negative test. Then at most
(m− 1)d negative tests occur in the search stage (not counting the negative tests in the halving procedure).
Sincem− 1 ≤ d, the total number of tests in the algorithm is at most d (⌈log2 |E|⌉ + 2)+ (d+ 1)+ d2 = d⌈log2 |E|⌉ +
d2 + 3d+ 1. 
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