ABSTRACT Improving the performance of CNN-based mobile applications by offloading its computation from mobile devices to the cloud has attracted the attention of the community. Generally, there are three stages in the workflow, including local inference on the mobile device, data transmission of the intermediate result, and remote inference in the cloud. However, the time cost of local inference and data transmission are still the bottleneck in reaching the desirable inference performance. In this paper, we propose an image-aware inference framework called IF-CNN to enable fast inference based on computation offloading. In the framework, we first build a model pool consisting of CNN models with different complexities. The most efficient one from such candidate models is selected to process the corresponding image. During the selection process, we have designed an effective model to predict the confidence based on multi-task learning. After model selection, half-floating optimization and feature compression are applied to accelerate the process of distributed inference between mobile devices and cloud. Experimental results show that IF-CNN is credible to identify the most effective model for different images and the total inference performance could be significantly improved. Meanwhile, IF-CNN is complementary to other inference acceleration methods of CNN models.
I. INTRODUCTION
Recent years have witnessed the extraordinary success of convolutional neural network(CNN) in numerous vision applications, including image recognition [1] , object detection [2] and age prediction [3] . Moreover, it is popular to deploy the CNN-based applications on the mobile device. However, the complexity of CNN model keeps increasing for the sake of improving the recognition accuracy, which leads to the significant requirement of computational resource. Due to the limited computational resource, mobile devices could hardly satisfy such requirement to conduct real-time inference process based on modern CNN architectures. Since the inference time acts as the key factor of user experience, it is essential to propose efficient acceleration methods for mobile devices.
In order to reach preferable inference performance, researchers have introduced cloud resource to achieve the acceleration. For example, Ran et al. [4] captures the image and transmits the raw image into the cloud for further classification. However, as the size of raw image is usually in MB scale, the inference performance would be poor when the conditions of wireless network between the mobile device and the cloud are unfavorable. In order to adapt to the varying network status, Neurosurgeon [5] applies the computation offloading method which is commonly used for traditional mobile applications. Specifically, the CNN computation is network-aware partitioned between the mobile device and cloud to achieve the minimum latency. In the inference process, there are often three stages, including local inference of shallow layers in the mobile device, wireless transmission of the intermediate result and remote inference of deep layers in the cloud. However, for general CNN models, the shallow layers often require heavy computations and produce large amounts of data. Therefore, the time cost of local inference and data transmission is still the bottleneck in reaching the desirable inference performance.
To alleviate the bottleneck, we attempt to optimize both of the two stages according to the features of CNN-based applications.
• Local Inference Acceleration: In order to accelerate the inference process, model compression [6] is often utilized to reduce the model complexity. However, the recognition accuracy could drop significantly (e.g. the accuracy would reduce 6% in DeepMon [7] ). Different from model compression, we attempt to achieve personalized image process via a model pool consisting of CNN models with different complexities. For each image, we identify the most appropriate model for its inference process, rather than using a unified model for all images. An example is shown in figure 1 , there are two images and the table below shows the top-1 label and probability result of those three CNN models. It can be observed that the left image could be processed by AlexNet instead of more complicated model. Meanwhile, the right one is better to be processed via GoogleNet or ResNet. Moreover, the overall latency of AlexNet is five times lower than ResNet-50 when processing one image in the mobile device. Therefore, it is describable to leverage the appropriate model for the specific input image.
• Data Transmission Optimization: Generally, the feature vectors output by the partitioned layers of CNN model will be compressed before transmission. Meanwhile, the common method called lossless compression [8] performs worse for processing the float data type with low redundancy. In order to achieve deeper compression, the lossy compression method is utilized to greatly reduce the data size of the feature vectors while it has no influence on the recognition accuracy. In this paper, combining with local inference acceleration and data transmission optimization, we propose an image-aware inference framework based on computation offloading called IF-CNN for CNN-based mobile applications. In the framework, we firstly select the appropriate model for processing the specific image. As the maximum prediction value for all classes largely reflect the prediction confidence, we attempt to predict the value for the selection part. Considering the complexity and characteristic of the prediction, multi-task learning is explored to achieve the value prediction for several candidate models. After obtaining the probability of top-1 label of each candidate model, we select the model with minimum complexity that surpasses a certain accuracy threshold. Then, half-floating optimization and feature compression are applied to accelerate the process of distributed inference after model selection. Finally, the main contribution of this paper can be corresponding summarized as follows:
• Inference Framework: We propose an image-aware inference framework called IF-CNN to enable fast inference based on computation offloading for CNN-based mobile applications.
• Model Selection: Multi-task learning is exploited to construct the model for predicting the top-1 probability of candidate models. Based on the probability, we select the most efficient model to process the specific input image.
• Experiment Evaluation: We test three CNN models on two commodity smartphones under the real-world scenario. The results show that the model selection part is efficient to choose the appropriate model with minimal effect on the total recognition accuracy. Meanwhile, IF-CNN is complementary to other inference acceleration methods of CNN models.
The rest of the paper is organized as follows. Relevant researches and related techniques will be reviewed in Section II. In Section III, we will discuss the proposed framework and crucial optimization techniques. In Section IV, the experimental results are described in detail. Finally, we summarize the conclusion and discuss the future work in Section VII.
II. RELATED WORK
In this section, we will enumerate related research of model compression and several techniques which will be used in the inference framework.
A. MODEL COMPRESSION
As deep neural networks consume considerable computation and storage resource, researchers have proposed several model compression approaches to tackle the challenge in deploying them to resource-poor mobile devices.
1) PARAMETER PRUNING AND QUANTIZATION
Han et al. [9] applied pruning and quantization to remove the redundant connections and weights, and then used Huffman coding to furthermore reduce the model size. However, the method could effectively accelerate parameter-intensive layers such as fully-connected layers, while it is invalid for computation-intensive layers like convolutional layers [10] .
In order to further reduce the scale of the CNN model, Zhu et al. [11] proposed Trained Ternary Quantization which only leverages ternary values to represent the weight in their models. As the floating point calculations are not changed in the inference process, the proposed method could greatly reduce the model size rather than achieve inference acceleration. For the extreme case of 1-bit representation of each weight, there are also many works that directly train CNNs with binary weights [12] - [14] . These works could indeed reduce the time on float point multiplication in the inference stage but the accuracy is significantly lowered when dealing with large CNN models such as GoogleNet and ResNet [6] . Meanwhile, Wu et al. [15] proposed the compression method based on product quantization for both convolutional and fully-connected layers. The experiments show that the method is efficient for traditional CNN models like AlexNet and VGG-Net.
2) LOW-COMPLEXITY ARCHITECTURES
Passalis and Tefas [16] inserted Bag-of-features block between the last convolutional layer and the first fullyconnected layer to handle arbitrary sized images. Although the size of fully-connected would be reduced, the inference speed would advance a little as the execution of convolutional layers have not been optimized. SqueezeNet [17] is intended to ensure the accuracy with minimum model parameters. The network replaced 3 × 3 filters with 1 × 1 filters and decreased the number of input channels. It has been evaluated that SqueezeNet achieves AlexNet-level accuracy on ImageNet with 50× fewer parameters. However, SqueezeNet applies nine fire modules and two convolutional layers, lots of conventional convolutional operations could be the bottleneck for inference acceleration. MobileNets [18] introduced an efficient network architecture and a set of two hyper-parameters in order to build very small, low latency models that can be easily matched to mobile applications. It allows model developer to choose the specific network according to the tradeoff between latency and model size. Meanwhile, it covers many compression methods which are described above in the model compression part.
3) KNOWLEDGE DISTILLATION
Hinton et al. [19] attempted to distill a smaller and faster network that performs equally well as the larger network. As the smaller network enjoys faster inference, but the balance between the acceleration ratio and the recognition accuracy variance is an important question to be answered.
Recently, new advanced model compression methods [20] - [22] have been studied and showed better results. However, the model selection part of IF-CNN is orthogonal and complementary to these proposed methods for further inference acceleration.
B. COMPUTATION OFFLOADING STRATEGY
In order to improve the performance of mobile applications, offloading the computation-intensive parts onto the cloud (MAUI [23] , CloneCloud [24] , Thinkair [25] ) has been the most extensively used techniques in the research area of Mobile Cloud Computing. Generally, there are three stages in the method including local processing in the mobile device, data transmission through network and remote processing on the cloud. Meanwhile, computation offloading can be classified into two kinds including static and dynamic. For static computation offloading, the platforms would assign some parts to run before application launching, according to the execution environment [26] , [27] . During the execution period, the computation partition of an application is static. To adapt to the underlying-changed environment, continuously running applications would be dynamically partitioned, which is called dynamic computation offloading. The partitioning strategy would be decided by several parameters including network status and computation capacity.
C. INTRODUCING CLOUD RESOURCES FOR ACCELERATION
In order to reduce the inference time without dropping the recognition accuracy, the cloud resource has been exploited to support the execution of CNN on the mobile devices. For instance, Ran et al. [4] simply captured the images on the mobile device and transmitted them to the cloud for further processing. In this scenario, the CNN model is all placed in the cloud which would lead the issue of privacy leakage. Meanwhile, the method is sensitive to network status as the mobile network is often unstable due to the mobile user's mobility. In order to adapt the varying network status, Neurosurgeon [5] borrowed the idea of computation offloading to dynamically partition the CNN model between the mobile device and cloud. In their partition strategy, network status, server loads and hardware platforms have been considered. However, heavy local computations and plenty of transmissions would still hinder the inference performance. In this paper, we proposed half-floating optimization and lossy compression to reduce the time consumption of local computation and data transmission.
D. MULTI-TASK LEARNING
Multi-task learning could take advantage of the dependency between several tasks so as to enhance the overall performance of all tasks. There are two most commonly used ways to perform multi-task learning including hard [28] - [30] and soft parameter sharing [31] - [33] . Among them, hard parameter sharing could greatly reduce the risk of overfitting. In the paper [28] , a multi-task deep learning method is applied to promote the performance of face detection. The experimental result shows that the multi-task learning could further improve the classifier's accuracy. Meanwhile, the author in [30] proposed a multi-task learning algorithm for simultaneous face detection, landmarks localization, pose estimation and gender recognition. Besides, soft parameter sharing is usually adopted in RNN-based deep learning models [32] , [33] . VOLUME 6, 2018
E. LOW-PRECISION INFERENCE
In order to reduce the computation and memory cost during the inference process, researchers have proposed low-precision weights to achieve the goal [34] - [37] . As the author illustrated in [34] , 5-bit quantization could achieve the same accuracy with the 32-bit floating point inference for specific models. Moreover, [36] have explored the minimum required data precision across different neural networks and different layers of the same network. After searching for the favorable bit number, the proposed method could reduce the weight storage by up to 36% and achieve acceleration effect.
F. DATA COMPRESSION
Generally, data compression can be divided into two kinds including lossy compression [38] - [41] and lossless compression [8] , [42] , [43] . The lossy compression is leveraged to maximize the compression ratio while sacrificing the quality of data. Quantization algorithm [39] is often explored to achieve this kind of compression. Meanwhile, for lossless compression, the raw data could not be changed during the compression process. In order to achieve compression, we usually adopt encoding algorithms such as Huffman encoding and Delta encoding. Based on these algorithms, industry communities have proposed several efficient compression libraries including snappy from google, FastLZ and LZ0.
III. INFERENCE FRAMEWORK
In this section, we first show the overall framework of IF-CNN in figure 2, and then describe the critical techniques we have adopted in details.
A. FRAMEWORK OVERVIEW 1) PREPROCESSING
After the image is captured by the mobile device, we initiate the Model Selector for choosing the appropriate model.
2) PARTITION
Based on the network status and processing performance of the corresponding model, Partition Selector would pick the partition plans for minimum inference latency.
3) INFERENCE
For the inference process, the Inference Accelerator would introduce half-float regulator to improve the inference performance on the mobile device. After finishing the local inference, the intermediate result would be converted into integer type and heavily compressed by Integer Compressor. Then, the Client Handler would communicate with the controller on the mobile device for intermediate result transmission. Before remote inference, Full-float Convertor would be utilized to convert the integer data into float type. Finally, remote inference in the cloud would be come into operation.
Among them, we would highlight four modules including Partition Selector, Model Selector, Inference Accelerator and Data Compressor. Meanwhile, the emphatic modules could be divided into two phases based on the processing stages: (1) the preprocessing phase is in the charge of Model Selector to select the appropriate one within the candidate CNN models, and (2) the inference phase first picks the best partition point through Partition Selector and then accelerates the inference stage by Inference Accelerator and Data Compressor.
B. MODEL SELECTOR FOR THE PREPROCESSING PHASE
In this stage, Model Selector has trained a model called recognition predictor(RP) to select the most efficient model for the specific input. In order to ensure the overall recognition accuracy, the confidence of the candidate model that processing the specific input need to be guaranteed.
As shown in table 1, the confidence of top-1 label indicates the accuracy rate of identifying the true label when the probability of top-1 label is not less than a certain value.
From the table, we can conclude that the confidence of corresponding label is approach to 87% when the probability of top-1 label is not less than 0.7. As the increment of the probability, the confidence is gradually increasing. Based on the observation, we consider that the probability of top-1 label could indicate the confidence of the recognition. Therefore, we attempt to predict the probability of top-1 label for the corresponding model through recognition predictor.
Next, we first introduce the design and training process in details. Then, the model selection process is illustrated at length.
1) DESIGN OF RP
Due to the requirement of the prediction task, we should have to train an individual RP for every candidate CNN model. Meanwhile, the model scale should be limited as the inference of RP takes up the processing time of each input. In order to reduce the model complexity of RP, we allow several prediction tasks to share the shallow layers. Along this way, multi-task learning(MTL) [44] is exploited to build the RP. Actually, MTL not only reduces the complexity of building RP, but also decreases the risk of overfitting [45] . As one of the most common ways to implement MTL, we adopt hard parameter sharing in our RP.
Similar to typical CNN models, RP is mainly made up of convolutional and fully-connected layers. The convolutional layers are responsible for edge feature extraction while fully-connected layers are in charge of sample classification. In order to achieve the recognition prediction, feature extraction is necessary for each task. As a result, we design the sharing of several convolutional layers for all tasks. Meanwhile, for different tasks, the number of convolutional layers varied and subjected to the complexity level of the original CNN models. For example, ResNet-50 would need more convolutional layers than AlexNet to realize accurate prediction. Different from traditional CNN models, the output of RP is the top-1 probability. However, we could still utilize the fully-connected layers to achieve the prediction as the traditional classification process also need to calculate the probability of the unspecified labels. In our model, fully-connected layers are independent in the MTL model as the classification process is diverse.
As the inference of RP will take place before the actual recognition process, the cost of RP should be as small as possible. Inspired by low-bit representation, we leverage binary weights [12] - [14] which are constrained to only two possible values (e.g. -1 or 1). Specifically, the first convolutional layer and the last fully-connected layer are using FP32 weights to ensure the model representation capacity. Therefore, the model scale of RP would be significantly reduced.
In order to fulfill the prediction process with minimum complexity, we design the RP model as shown in figure 3 . The yellow and dark blue parts represent the convolutional layers and fully-connected layers respectively. Meanwhile, the light blue part indicates the corresponding tasks. Taking a look from the bottom, all of the tasks are sharing the two convolutional layers at the ground level. For task 1, it holds two fully-connected layers on top of the sharing layers separately. For task 2 and task 3, they still share another convolutional layer. Particular for task 3, it has four convolutional layers in total. In our experiment, these three tasks are AlexNet, GoogleNet and ResNet-50 respectively. 
2) TRAINING OF RP
Generally, the RP can be trained offline on a powerful server or cloud. Different from conventional CNN models, RP has multiple exit points which have shown in figure 3 . Generally, the mean square error is utilized as the optimization objective. Here, we will illustrate how we utilize the loss function. Let y be the top-1 probability of corresponding CNN model, x be an input sample and S be the set of all training samples. The loss function can be written as:
and
where f exit n stands for the output of n-th task and θ represent the parameters of the layers from the entry to the exit. During the training time, the loss from every exit is combined during back-propagation so that the whole network could be jointly trained. It should be noted that we form the optimization problem as minimizing the weighted sum of loss functions of all tasks. Then, we have the overall loss as follows:
where N stands for the number of tasks. In the experiment part, we will discuss how we choose the weight λ i . The training process contains two steps including feedforward and backward pass. In the feedforward pass, the training set is passed through the RP model and record the output of each exit to calculate the error. After that, the error is passed back and the weights are updated using gradient descent in the backward pass process. We apply Adam algorithm [46] for optimization, though other variants such as Stochastic Gradient Descent(SGD) can also be used.
3) MODEL SELECTION
After the top-1 probability of candidate models have been achieved by RP, we select the minimum complexity model which the probability of top-1 label is no less than the threshold. The selection process can be revealed in figure 4 . In the selection process, we set the threshold as λ and sort the models by their complexities. In the selection process, we firstly predict the probability of top-1 label of the models in Model Pool. Then, we select the eligible models which the confidence is no less than the threshold value λ. Finally, the model with minimal complexity from the eligible models would be selected as the processing model. Specifically, the most complex model would be selected if there exist no eligible models.
C. INFERENCE PHASE
Similar with Neurosurgeon [5] , we would apply Partition Selector to partition the CNN in layer granularity to minimize the total inference time. Before choosing the partition point, we would profile the device computation capacity, model complexity and network status. After that, the partitioning strategy would consider network bandwidth, the processing capacity of mobile device and cloud. Then, the inference stage would contain three steps including local inference, transmission of the intermediate result and remote inference. In order to further reduce the inference time, we mainly achieve the optimization of local inference and data transmission of intermediate result through inference accelerator and data compressor respectively.
1) PARTITION SELECTOR a: PERFORMANCE PROFILE
IF-CNN models the per-layer latency and data transmission time of the CNN model. Moreover, this approach allows IF-CNN to estimate the latency and data size of feature results without executing the CNN model. For latency part, we observe that for each layer type there is a large latency variation which is related to the layer configuration. Thus, we establish regression models for each layer type according to its configuration. For data transmission part, the data size and network status should be profiled. We profile the device, CNN models and wireless network status as follows.
• Device Profile. For different mobile devices, we mainly select the mobile GPU performance to represent the computation capacity of the mobile device. For the server part, the computation capacity is also related to the performance of GPU.
• Model Profile. In order to predict the computation requirement, we leverage the logarithmic or linear regression to profile each layer of the CNN models. For different layers, we will select various variables to construct the regression model. Firstly, the regression function for the convolutional layer is based on two variables including the features number and the amount of computation required for each pixel C p of the input feature maps. Meanwhile, C p is represented by (filter size/stride) 2 × (number of filters). Secondly, we use the size of input and output feature maps to model the pooling layers. Thirdly, for fully-connected and softmax layer, the number of input neurons and output neurons as the regression model variables(the example is shown in figure 5 ). Finally, we utilize the number of neurons as the variables for activation layers. As the profile stage enables IF-CNN to estimate the latency of every layer based on its configuration, it would be allowed for IF-CNN supporting future neural network architectures without extra profiling overhead.
• Network Profile. Instead of exploiting the specialized tools to measure the network status, we utilize the lightweight method through sending the probe packets. Generally, we would send 10KB packet over TCP to test the RTT and bandwidth between the mobile device and the cloud. This approach has been proved very solid in the related work [23] . 
b: DYNAMIC PARTITION
Combining the profile process, IF-CNN would select the best partition point which is illustrated in Algorithm 1. Firstly, we would predict the data size of each layer which has been compressed based on history. As the size is related to the input image, the data distribution is analyzed in the data compressor part. Then, at line 5 and 6 of Algorithm 1, IF-CNN exploits regression models to predict the latency of executing each layer for both local and remote inference stage. Next, current wireless network bandwidth is obtained through sending probe packet. In order to achieve the total 
TC i ) 14 : end for inference time of each layer, the time of local inference, data transmission and remote inference would be combined. The inference time is expressed as the predicted computation complexity divided by the computation capacity of either mobile device or server. The data transmission time is represented as the data size divided by the network bandwidth. In Lines 13, we evaluate the performance of each candidate points. Finally, we select the point for best end-to-end latency with minimum inference time.
2) INFERENCE ACCELERATOR
As the convolutional layers in the superficial layers are often computation-intensive, the acceleration technique for these layers are very important for reducing the total inference time. Recently, NVIDIA has proposed mixed-precision for both of the training and inference processes, the acceleration effect has been verified [47] in related works. Although the low-bit inference has been evaluated available for speedup the reasoning process and reducing the memory consumption, it could be only applied to the specific server, with mobile devices unsupported. Taken the special architecture of mobile devices into account, we leverage the half-floating optimization in the inference process. In order to ensure the recognition accuracy, the full precision model is trained and half precision model is utilized in the inference stage. Meanwhile, the remote inference is still processed with full precision. The acceleration effect and variation of recognition accuracy would be tested in the experiment part.
3) DATA COMPRESSOR
Due to the huge computation cost within CNN model, the partition layer would usually be the shallow layers. Meanwhile, the data size of shallow layers is often considerable. For instance, the output size of the first pool in VGG-16 could achieve 3.2MB. However, compared with the wired network, the wireless network status is not preferable including bandwidth and latency between mobile devices and the cloud. Therefore, the transmission performance ends up becoming a bottleneck during the inference process. As the data size is directly relative to the transmission time, reducing the volume is essential.
Generally, data compression is the solitary way to reduce the data size. Considering the recognition accuracy, we first attempt to explore the lossless compression. However, it is inefficient as the intermediate result is in float type. Inspired by the paper [48] which has tested that the lower precision is enough for CNN inference, we apply the lossy compression to decrease the size of transferred data. Specifically, we convert the float type into integer type through truncation. In relation to this point, we listed the data distribution of the first pooling layer within four familiar CNN models. As we can see from figure 6 , the range of the value is centered from 0 to 2047. The data distribution is similar including AlexNet, VGG and GoogleNet. Meanwhile, over 70 percent of the data is distributed from 0 to 127. Particularly, the data of ResNet-50 only distributes from 0 to 127. After the evaluation, we find the high redundancy within the integer data. Based on the discovery, we attempt to leverage open-source compression library to achieve efficient compression. Compared with several compression tools, we select snappy which is developed by Google. The advantage of snappy is obvious that it could achieve high speed and compression ratio. Finally, the compression ratio and time of the method would be illustrated in the experiment part.
IV. EXPERIMENT A. EXPERIMENT SETUP
We extensively evaluate the performance of IF-CNN with two stages including preprocessing and inference phase. 
1) MODELS
In the experiment, we mainly introduce three models including AlexNet, GoogleNet and ResNet-50. For these three models, the simplest model is AlexNet while the most complex one is ResNet-50. Furthermore, the processing latency and recognition accuracy are augmented as the model is increasingly complex.
2) DATASET AND METRICS
We use processing latency and accuracy as the key evaluation metrics. For the preprocessing part, both of the processing delay and accuracy would be tested to prove the efficiency of the proposed PM. Meanwhile, for the inference part, data size after compression would be illustrated. Then, it has been evaluated that the inference optimization would significantly reduce the inference time without dropping the recognition accuracy. Finally, we use ILSVRC2012 dataset [49] during the training and evaluation process.
3) DEVICES AND APIs
To test different kinds of GPUs, we leverage XiaoMi 5(with Adreno 530 from Qualcomm) and Huawei V8(with Mali T880 from AMD) as the experiment devices. Meanwhile, XiaoMi 5 was used as the default device. For the local inference part of the mobile device, we use the OpenCL implementation of DeepMon [7] to achieve the inference process on mobile GPUs. In the remote reference stage, Caffe [50] which is an actively developed open-source deep learning library, is exploited to serve on the cloud side.
4) NETWORK STATUS
In order to accurately simulate the network status between the mobile device and the cloud, we introduce the network simulation tools called Dummynet [51] to achieve network parameter settings including latency, bandwidth and packet loss rate. The network configurations is illustrated in table 2. In the experiment, we mainly consider four kinds of network status which are common in realistic scenarios.
B. MODEL COMPLEXITY
In this section, we will evaluate the complexity of different CNN models. The overall processing latency in the candidate mobile GPUs has been illustrated in figure 7 .
As we can see from the image, AlexNet is the simplest model among them and ResNet-50 is the most complicated one. The overall latency of ResNet-50 can be approached over 2 seconds which is unacceptable. Meanwhile, the processing capacity of the selected mobile devices is discrepant. The computation capacity of Xiaomi 5 is better than Huawei V8.
C. MEMORY CONSUMPTION
For mobile devices, the storage and memory consumption is very limited. The size of model and intermediate feature maps of candidate CNN models are illustrated in table 3. OR-AlexNet stands for the original AlexNet model while CP-AlexNet represents for compressed AlexNet model. As we can see from the table, the size of the compressed model is only 6.9MB. Meanwhile, the size of GoogleNet and ResNet-50 are 51.1MB and 92.4MB respectively. Meanwhile, the size of intermediate feature maps of AlexNet, GoogleNet and ResNet-50 are 8MB, 15MB and 20MB respectively. Specifically, the input size of AlexNet is 227 × 227 and the corresponding input of GoogleNet and ResNet-50 are identical as 224 × 224. Moreover, the size of recognition predictor(RP) is 3MB. Therefore, the memory consumption is tens MB level which is relatively small compared with the common GBs memory space in the portable device. In total, IF-CNN is doable on portable devices. 
D. RECOGNITION PREDICTOR
Based on multi-task learning and convolutional neural network, we design the recognition predictor(RP) to predict the probability of the top-1 label. The architecture of RP has been shown in figure 3 . Here, we will illustrate the details design of RP in table 4 .
As mentioned before, we make use of two types of blocks including Fully-Connected (FC) blocks and Convolutional-Pool (ConvP) blocks. Among them, ConvP blocks usually consist a convolution layer, a relu activation layer and a pool layer. The four convolutional blocks are numbered from the bottom to the top. For the conv1 block, the filter size of conv1 layer is 5 × 5 and the number of filters is 32. Meanwhile, the filter size of pool1 is 2 × 2 and the stride is the same as conv1 layer which is located as 2. For the conv2 block, the only difference between conv2 and conv1 is that the number of filters is increased to 64. For the Conv3 and Conv4 block, the configuration is exactly the same. Finally, FC blocks contain a fully-connected and batch normalization layer. Meanwhile, each of the fully-connected layer contains 1000 neurons.
Specifically, we leverage binary representation to build the RP and implement it through BMXNet [52] . In the experiment, we leverage Gradient Descent to train the model in 100 epochs. When training the RP, the weights of three tasks are set as 2,1 and 1. Meanwhile, the training and evaluation dataset are ILSVRC2012. Finally, the candidate models we selected contain AlexNet, GoogleNet and ResNet-50 based on their complexity.
The MSE of recognition predictor with three candidate CNN models have been illustrated in figure 8 . As we can see from the image, the MSE of AlexNet is bigger than the other two complex models. Meanwhile, the value of ResNet-50 is the minimum one.
E. MODEL SELECTOR
Based on the RP, we could select the productive one from the candidate models. After obtaining the top-1 probability of the candidate models, we have to set the threshold value of λ. As we can imagine, the recognition accuracy would reduce a lot if λ is too small while the average model complexity would enlarge if λ is too big. In the test, we select the value as 0.7 and 0.8 for evaluation. The results have been shown in figure 9 , the proportion of ResNet-50 have been increased as the threshold improves. Meanwhile, the recognition accuracy would be promoted when the threshold value is increasing. Moreover, we select the random method as the baseline for the model selection process. As shown in table 5, the recognition accuracy of the random method is 67.79% which is approaching the performance of GoogleNet. Meanwhile, the recognition accuracy of IF-CNN is obviously higher than the random method. Moreover, compared with ResNet-50, the top-1 and top-5 accuracy drop only about 1% after model selection. 
F. PARTITION SELECTOR
In order to validate the efficiency of the partition part, we first choose AlexNet as the example for partition under specific network status. In this part, we will illustrate the total inference latency while setting each layer as the partition point. As shown in figure 10 , the inference performance of each partition point is illustrated when the network bandwidth is 2MB/s. Obviously, the Partition Selector would choose the pool1 layer as the partition point.
Moreover, the best partition points selected by IF-CNN in various network status have been shown in table 6. As we expected, IF-CNN makes the optimal partition choice under various network status. For AlexNet, the partition strategy would appear when the network bandwidth is less than 2MB/s. Meanwhile, the partition policy would work when the network bandwidth is less than 1MB/s for GoogleNet and ResNet-50. Interestingly, the best partition point often appears in the pooling layers since the feature maps would be obviously reduced after pooling manipulation.
G. HALF-FLOATING OPTIMIZATION
For the local inference part in the mobile device, we leverage half-floating optimization to accelerate the stage. The acceleration effect has been shown in figure 11 . As we can see from the image, the processing delay of half float is significantly decreased when running on the mobile device. Especially for ResNet-50, the processing latency is nearly fallen by half. Meanwhile, for AlexNet and GoogleNet, the acceleration effect are limited. According to our analysis, the computation consumption of convolutional and fully-connected layers account approximately 90% of the total handling capacity. Moreover, the half-floating acceleration is only efficient for these two layers while the method is invalid for another type of layers including relu and pooling layers. Therefore, the deeper neural networks with multiple layers like ResNet-50 have excellent acceleration effect.
As mentioned before, we only apply the half-float optimization in the local inference process while training with In this part, we will study the data compression effect. The compressed data size of the output of several layers in AlexNet has been shown in figure 12 . It is simple to understand that the data size of fp16 achieves half of the size of fp32. After data compression, we find that the output size is even smaller. Compared with float16, the compression ratio could achieve 3.13. Meanwhile, the size of the intermediate result is gradually smaller as the layer getting deeper. As the compression effect is related to the data redundancy, the data type conversion could greatly improve the compression performance. As a result, the data compression part could save lots of transmission time when CNN model is distributed processing.
In order to test the recognition accuracy variation after data compression, we evaluate with the validation set of ILSVRC2012. The result has been shown in table 8. As we can see from the table, the recognition accuracy after treatment has no significant changes. According to our observation, the error caused by data type conversion has converged in the remote inference stage. Especially in the fully-connected layers, the error is virtually vanished. Based on our analysis, the inference process of CNN is made up of repeated linear operations and nonlinear variations. The process would decrease the error which may be proved mathematically.
I. INFERENCE PERFORMANCE 1) TOTAL INFERENCE PERFORMANCE OF IF-CNN
In order to evaluate the efficiency of IF-CNN, we test the total inference performance based on the techniques mentioned above. As shown in figure 13 , we evaluate the inference latency of three methods under various network status in the experiment. Among them, IF(MS) stands for the method with model selection and distributed inference acceleration, IF(RN) represents the method without model selection(the test model is ResNet-50), NS(RN) indicates the method of state-of-art called Neurosurgeon [5] for ResNet-50. Meanwhile, the recognition accuracy of these methods are listed in table 9.
In figure 13(a) , when the network is preferable which approaches 5MB/s, the average latency of IF(MS) is the minimum one. Meanwhile, the inference latency of IF(MS) is obviously smaller than IF(RN) which indicates that the model selection part is efficient. Moreover, the latency of IF(RN) is lower than NS(RN) which demonstrates that the distributed inference acceleration part is valid. Then in figure 13(b) , when the network bandwidth is reduced to 2MB/s, the average latency of IF(MS) is still the minimum one. The latency of NS(RN) is increasing sharply which reveals the efficiency of the distributed inference acceleration. Subsequently, as we can see from figure 13(c), when the network bandwidth continues to drop into 1MB/s, the latency of IF(MS) is still the minimum one and the gap between IF(RN) and NS(RN) is bigger. Finally, the network bandwidth continues to reduce as 0.5MB/s, the latency of NS(RN) has increased to be more than 1s which is unacceptable for mobile users.
To sum up, the model selection part of IF-CNN is effective that the inference performance of IF(MS) has been improved around 20% compared with IF(RN) while the recognition accuracy has been only dropped about 1%. Meanwhile, the inference performance comparison of IF(RN) and NS(RN) reveals that the half-floating optimization and feature compression are highly efficient for distributed inference acceleration. Therefore, IF-CNN enjoys the inference performance improvement from both of the model selection and the distributed inference part.
2) COMPLEMENTARITY OF IF-CNN WITH OTHER ADVANCED METHODS
In order to test the complementarity with other advanced methods, we select three models from the sophisticated model compression methods to replace the default models in the model pool. These three models represent as 1.0 MobileNet-224, 0.5 MobileNet-224 and ShuffleNet 0.5 × (g = 3) which have been abbreviated to MobileNet-1, MobileNet-2 and ShuffleNet. The top-1 accuracy and average inference time of the listed models are presented in table 10. It should be noted that the average inference performance on the mobile device could directly demonstrate the effect of model selection. As we can see from the table, MobileNet-1 is the most accurate and complicated model in the newly generated model pool. After model selection, the inference performance of MS has been improved about 30% while the top-1 accuracy has been only dropped 1.7% compared with MobileNet-1. The performance improvement effect of model selection is still obvious after introducing other advanced model compression methods. Therefore, the model selection part of IF-CNN is orthogonal and complementary to other model compression methods for further inference acceleration.
V. CONCLUSION
In this paper, we present IF-CNN, a framework for enabling fast inference of CNN with the collaboration of mobile devices and cloud. Compared with state-of-art work, we consider the unique features of CNN-based applications. The optimization techniques of IF-CNN can be separated into two parts including preprocessing and inference. For the preprocessing part, we propose multi-task learning to construct the prediction model to select from the candidate models. In particular, the selected metric has been affirmed as the top-1 probability. 
