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ABSTRACT 
Pawley and Syder (1983) observed that native speakers have preferred choices of 
phrases or word combinations when expressing themselves. This phenomenon explains 
why native speakers can achieve a high level of fluency in speech and why native 
speakers can be distinguished from normative speakers. Over more than 30 years of 
research, researchers gradually found that this phenomenon, called formulaic language, 
also plays extremely important roles in the study of first and second language acquisition, 
psycholinguistics, corpus linguistics, sociolinguistics and lexicography. 
The empirical study reported in this thesis investigated the role of formulaic 
language in the speech of native and normative speakers of English in two tasks, namely, 
a narrative task and a problem-solving task. The research questions included: 
1. How do native speakers and non-native speakers' production of formulaic 
sequences vary with task type? 
2. What roles do formulaic sequences play in fluency in speech? 
3. What roles do formulaic sequences play in the organization of spoken discourse? 
4. Can changes in the rate of articulation be a potential indicator of formulaic 
sequences in speech? 
Findings suggested that native speakers may not always outperform normative 
speakers in the use of formulaic sequences as researchers assumed. In fact, native 
speakers and normative speakers in this study did not statistically differ in their use of the 
identified formulaic sequences in the problem-solving task. This suggested task type may 
be one of the factors that influences subjects' use of formulaic sequences. Besides, the 
findings pointed to the fact that the distinction between native and normative speakers in 
their use of the identified formulaic sequences may not be a matter of competence as 
some researchers assumed. The second finding was that formulaic sequences promote 
efficiency in tasks in general as the time needed to finish the tasks decreases when more 
identified sequences were used. The discourse function of formulaic sequences, however, 
differed in the sense that they helped subjects construct longer discourse in the picture 
task but shorter discourse in the problem-solving task. Finally, it was found changes in 
the rate of articulation can be an indicator of formulaic sequences and there is the 
possibility that it be developed further into a method of identification for formulaic 
sequences. If this methodology is successfully tested in large corpora, it will provide an 
important solution to the difficult methodological problems that formulaic language 
researchers face and it will be a potential breakthrough in the field. 
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CHAPTER 1 INTRODUCTION 
Under the powerful influence of generative grammar, many linguists believe 
that language is produced word for word according to a set of grammar rules. 
However, with the fast development of corpus linguistics, a number of studies (cf. 
Altenberg, 1993; Sinclair, 1991) have shown that the patterning of words and phrases 
in ordinary language manifests far less variability than could be predicted on the basis 
of grammar and lexicon alone. For instance, there is one famous example from 
Pawley and Syder (1983): 
(1)1 want to marry you. 
(2) I wish to be wedded to you. 
(3) I desire you to become married to me. 
(4) My becoming your spouse is what I want. 
Even though these four utterances bear the same meaning, only (1) occurs 
most often in our daily speech and the others will sound rather unnatural. This 
nativelike selection (Pawley & Syder, 1983) phenomenon is now more commonly 
known as the phenomenon of formulaic language or formulaic sequences. 
Over the years, linguists from various disciplines including lexicology, 
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phraseology, corpus linguistics, pragmatics and discourse analysis have observed and 
recorded the same phenomenon. In fact, from their studies and observations, the 
importance of formulaic sequences can be seen mainly from four perspectives: 1) 
formulaic sequences as building blocks of language (Granger, 1998); 2) formulaic 
sequences as native speaker phenomenon (Pawley & Syder, 1983); 3) formulaic 
sequences as a processing unit (Ellis, 1996; Peters, 1983); 4) formulaic sequences as a 
pragmatic phenomenon in social interactions (Aijmer, 1996). Of course, each of these 
perspectives has different emphases and implications and this illustrates the 
complexity and interesting aspect of the problem. 
1.1 What are formulaic sequences? 
There has long been the assumption that the language is stored and arranged in 
the mental lexicon in the form of single words. The situation is like there are millions 
of lockers for the tens of thousands of words in the lexicon. Each locker specifies the 
lexical properties of the word including spelling, pronunciation, meaning and so on. 
However, as time passes, more and more linguistic evidence point to the weakness of 
this assumption. For example, at the one-word stage of first language acquisition, all 
young children are not only able to utter more than one word but even a full sentence 
(e.g., where 's Cookie Monster?). Bearing in mind that children's knowledge of 
2 
grammar is still immature at that time, the sentence can not have been formulated by 
rules. The only possibility is that children imitate what they hear from adults. To the 
children, the concept of word boundary is nonexistent and they must have memorized 
the sounds from adults as if a sequence of 5 syllables or more is one word. For second 
language learners at the beginner's level, before they understand the etymology of the 
language, sequences like Bonjour! and Bon appetit! are like one word. These two 
examples show: 1) the fluidity of the concept of word and 2) the feasibility for 
multiword sequences to be stored as a whole just like single words. 
After a thorough and systematic investigation of these multiword sequences, 
Wray (2002) adopted the label formulaic sequence and defined it as: 
A sequence, continuous or discontinuous, of words or other elements, 
which is, or appears to be, prefabricated: that is, stored and retrieved 
whole from memory at the time of use, rather than being subject to 
generation or analysis by the language grammar (p. 9). 
Wray's (2002) definition was intended to be broad and inclusive. Its 
features will be discussed in detail in section 2.1. For this study, the definition of 
formulaic sequences is narrowed. For the sake of maintaining objectivity in the 
identification of formulaic sequences, automatic retrieval tools are used in the 
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search. So a formulaic sequence' is operationalized as 
A continuous sequence of at least 3 words that occur in the 
same form (inflections of plural and tense excluded) at least 4 
times in at least 4 out of the 20 transcripts in the corpus. 
The assumption of this study is that by analysing the performance data of the 
subjects doing tasks, recurrent sequences can be identified. These recurrent sequences 
are likely to be formulaic because a high rate of co-occurrence of single words 
already suggests a close relationship between them. As section 2.4.4 of this report will 
show, automatic retrieval is a method often used by formulaic language researchers 
(Altenberg, 1990, 1998; Altenberg & Eeg-Olofsson，1990; Butler, 1997; De Cock et 
al.’ 1998; Granger, 1998; Howarth, 1998a, b; Moon 1998a, b; Sinclair, 1991). It is 
admitted that this method may fail to identify a formulaic sequences that are not 
recurrent in the corpus compiled in this study. But given the limited time and 
resources, automatic retrieval is the most suitable identification method for this study. 
1.2 Importance of researching on formulaic sequences 
Regarding the importance of formulaic sequences, many linguists (Bolinger, 
1976; Howarth, 1998; Nattinger & DeCarrico，1992; Wong-Fillmore, 1976; Wray, 
‘Formulaic language and formulaic sequences are used interchangeably in this report. 
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2002) agreed that it takes a major role in both language production and reception (with 
the exceptions of Krashen & Scarcdla’ 1978 and Brown, 1973). In his (1991) book, 
Sinclair proposed that while the rule-based model (i.e., the open-choice principle) and 
the memory-based (i.e., the idiom principle) are both involved in language production, 
the memory-based model is the "default" and the rule-based model is only called on 
occasionally by the mechanism. Wray (1992, 1999, 2002) shared the same point of 
view and she used a clever metaphor to explain the situation. She posited that “our 
grammatical capabilities are on hand for emergencies, rather in the way that an 
engineer is on standby at a factory, while the less knowledgeable but competent 
operators routinely work the machines" (Wray, 1992 quoted in Wray, 1999, p. 13). In 
this metaphor, the engineer is parallel to the rule-based model which is more skilful in 
dealing with, in Wray's (1992) terms, unexpected language and the operators is parallel 
to the memory-based model which is more familiar and efficient with the expected 
routines. So it can be claimed that memory-based language is equally, if not more, 
important than rule-based language. Statistically, researchers like Altenberg (1998) and 
Erman and Warren (2000) estimated respectively that 80% and 58% of the language of 
adult native speakers is formulaic. All this evidence points to the fact that there is a 
pressing need to resolve the puzzle of formulaic language. 
Researchers of language from various disciplines have long recognized the 
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importance of formulaic language in first language acquisition (Bates, Dale & Thai, 
1995; Lieven, 1978; Lieven, Pine & Barnes，1992; Peters, 1983; Plunkett, 1993) and 
second language acquisition (Ellis, R., 1994; Pawley & Syder, 1983; Wong-Fillmore, 
1976; Wray, 1999，2002)，language processing (Kuiper & Haggo, 1984; Miller & 
Weinert, 1998; Wood, 2001; Wray, 1999) and social interactions (Aijmer, 1996; 
Hymes, 1968; Wong-Fillmore, 1976). However, compared to the number of studies in 
other topics like generative grammar, linguistic input and interactions, not much 
research were done that especially target at formulaic language. The aim of this 
section is to briefly introduce research findings that reveal the relationship between 
formulaic language and these areas. First of all, Wray's works (1999，2000, 2002), 
which provided the latest review on the functions of formulaic language, are briefly 
introduced. Then research findings on the functions of formulaic language in areas 
including native/nonnative speakers distinction and cognitive processes in language 
production are discussed. 
1.2.1 Wray's works 
Wray (1999) and Wray and Perkins (2000) gave an excellent review of 
functions of formulaic language in four types of people and they were adult native 
speakers, aphasics, first language learners and second language learners. For each 
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type of people, Wray (1999) pointed out how formulaic sequences function to 
facilitate social interactions and reduce processing effort for them. The observations 
reported by Wray (1999) are listed in figure 1 and for details and explanations, see 
Wray (1999) and Wray and Perkins (2000). 
1. All types of speakers seem to use formulaic sequences to achieve specific 
interactional goals (e.g. greeting, chastising) and to sustain the interaction 
(e.g. backchannelling, etc). 
2. Formulaic sequences of entirely fixed form seem to be in the repertoire of all 
types of speaker. 
3. All groups, with the possible exception of aphasics, use formulaic sequences 
to express aspects of their individual and group identity. In the case of L2 
learners this may feature the deliberate use of nonnative-like forms. 
4. Native speaker adults, including aphasics, have a subset of formulaic 
sequences that are emotional expressions, swearwords, etc. These may be 
available to other groups too, just less likely to appear in the data normally 
collected. 
5. The use of formulaic sequences to hold the turn in conversation seems to be 
considerably more prevalent in normal adults, native and nonnative, than 
other groups. 
6. The common use of sequences that are syntactically and/or semantically 
opaque, including metaphorical idioms, is apparently largely restricted to 
normal adult native speakers. 
7. Those in a sub-group that could be characterized as struggling to attain the 
adult native speaker norm (LI and L2 learners and aphasics) all make use of 
‘fused’ formulas, which feature non-target language forms or meanings, 
created by the immature, interlanguage or disordered grammar and, in the 
later two cases, open to fossilization. 
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8. The 'strugglers' are also much more likely to rely on immediate imitation and 
repetition and, with the exception of non-improving aphasics, also use some 
sequences that later disappear again. 
9. Child, and some adult, learners appear to use formulaic sequences as input for an 
analysis of the language, as a way of augmenting their grammatical and lexical 
knowledge. Children appear able to differentiate between those formulaic 
sequences that can usefully be turned to this purpose, and those which would be 
misleading. 
10. When in a naturalistic environment, the speed and success of learning appears to 
correlate with the learner's social integration with the native speaker group. 
11. Classroom-taught learners tend to over-generate, producing grammatical, but 
unidiomatic language (spoken and written), and seem less sensitive than native 
speakers to a word's collocational associates. 
12. Individual variation in the quantity of formulaic language used appears to be a 
characteristic of the sub-group who have learned naturalistically. 
13. Naturalistic learners (LI and L2) are also the most likely to use formulaic 
sequences that they are either unable to (learners and aphasics), or simply have not 
ever needed to (all users), fully analyze. 
14. Those who gained their knowledge of the language during childhood are most 
likely to produce formulaic sequences in an underenunciated way, and to sound 
fully idiomatic when using them. Adult L2 learners may, however, also 
underenunciate some sequences in the early stages. 
15. Children seem to be more likely than adults to use formulaic sequences for private 
practice, though some adult learners may specifically select this as a strategy. 
16. The use of formulaic sequences as a random dummy carrier of unrelated messages 
appear to be restricted to aphasics though children may use them for articulatory 
practice. 
17. In general, fewer formulaic sequences are found in writing than speech, with 
nonnatives tending to restrict themselves to small selection which are over-used. 
18. Both natives and nonnatives employ formulaic sequences in their writing as a 
stylistic device, particularly to indicate the discourse structure. 
Figure 1. Summary of forms and functions of formulaic sequences 
(Wray, 1999，p. 227-228) 
To summarize Wray's observations, the use of formulaic sequences is an 
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important feature demonstrated in native speakers. It helps express the identity of the 
person (point 2) and it also plays a role in discourse and interaction functions (points 
1, 5, 18). For some speakers, formulaic sequences are a source of input for syntactic 
analysis and development of the speaker's grammatical knowledge. 
1.2.2 Distinction between native and nonnative speakers 
According to figure 1, Wray (1999) observed that nonnative speakers can be 
distinguished from native speakers because nonnative speakers may show fossilized 
grammatical errors in their store of formulaic sequences. Yorio (1989) provided these 
examples: take advantages of, are to blamed fox, those mention above, being taking 
care of, a friend of her, make a great job, on the meantime，with my own experience, 
put more attention to (p. 62-63). What is not mentioned in figure 1 is that both the 
type and the number of formulaic sequences used can also give listeners a clue if the 
speaker is native or a nonnative^. As some researchers (Foster, 2001; Granger, 1998; 
Howarth 1998) observed, native speakers have more frequent use of formulaic 
sequences than nonnative speakers. 
“ O f course, one may argue that accent and grammatical errors are better indicators of nonnativeness 
than the use of formulaic language. But even when a nonnative speaker has nativelike accent and 
perfect competence and performance of standard British English grammar, he or she will still be 
recognized as being different from native speakers (in Britain, for example) if he or she does not use in 
the appropriate contexts any formulaic sequences that are popular within the speech community. 
(Imagine someone saying "you are blocking my way" when "excuse me" is obviously more 
appropriate and polite, in this case the person will sound very strange). 
9 
Besides, formulaic language is a reflection of one's linguistic experience. For 
people living in the same community, their daily experiences share a lot of similarities 
because the news, information, issues and topics they hear should be the same. For 
instance, a slang usage may be popularized because of the influence of a famous 
drama series in the area. In the end, the slang may be known and spoken by every 
member of the community. There may be hundreds or even thousands of this kind of 
slang or other usages common in a community which are especially known to its 
people. This suggests how native and normative speakers can have their own sets of 
preferred formulaic sequences (Wray, 1999) and why people can identify whether a 
person belongs to the community or not from the way he or she writes or speaks. 
1.2.3 Building blocks of language 
Peters (1977, 1983) argued that formulaic sequences, apart from single words, 
can also be the fundamental unit of storage in our mental lexicon. It means that a 
combination of words that are 8 or 9 syllables long can be stored as a whole just like 
single words which are 3 or 4 syllables in length. Evidence supporting the claim that 
formulaic sequences are a possible minimum unit of language and function as 
building blocks of language include: 1) the finding of highly recurrent patterns like I 
agree with you and thank you very much in corpora-based studies (Altenberg, 1990, 
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1998; Altenberg & Eeg-Olofsson，1990; Butler, 1997; De Cock et al., 1998; Granger, 
1998; Howarth, 1998a, b; Moon 1998a, b; Sinclair, 1991); 2) the survival and 
preservation of extinct words like fro and kibosh in sequences to and fro and put the 
kibosh on^ (Moon, 1998b; Makkai, 1972); 3) the survival of ancient syntactic 
structures that are no longer acceptable today unless in the formulaic sequences; e.g., 
the OVS (Object-Verb-Subject) structure in Here comes John; 4) the observations 
from the language of aphasics (van Lancker, 1987). In fact, it will be doubtful if 
formulaic sequences are not a significant factor in alleviating the pressures on our 
attention or short-term memory when the spoken language can be delivered in such a 
high rate. 
1.2.4 Processing Unit 
As mentioned in the last section, speech production depends on a balance between 
attention and short-term memory capacity. No matter how strong a person is, his/her 
short-term memory capacity and attention are limited. In order to produce speech 
effectively by using less short-term memory and attention resources, using formulaic 
language is one important strategy. As Skehan (1998) pointed out, the merit of 
formulaic sequences is that they require less computational resources (thus reducing 
3 Moon (1998) classify put the kibosh on and to and fro as belonging to Cranberry collocations. These 
two examples are also taken from there. 
11 
processing load on the short-term memory) during online planning compared to the 
rule-based approach. The drawback, then, is that more storage places are needed in 
the long-term memory. In fast and fluent speech, formulaic language acts as 
time-buyers so that speakers can have time to plan what they say next without needing 
to pause or stop. Besides, as formulaic sequences can be retrieved as a whole, they 
can provide short-cuts in communication in a sense that the steps for general language 
production are by-passed (refer to section 2.4). Wray and Perkins (2000) usefully 
summarized the effects of the various functions of formulaic sequences as a 
processing unit (refer to table 1). Worth paying attention to is the last function stated 
in the table. The function of formulaic sequences like Go Down And Eat Breakfast, as 
another example of mnemonics can help people retaining memory of the names in the 
right sequence of the first 5 basic major scales on a stave (which are G, D, A, E and B 
majors). Without turning the 5 letters into a meaningful phrase, it will be very difficult 
to memorize the names which have virtually no pattern. 
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Function Effects Type Examples 
Processing Increased . Standard . Put the kettle on, will you?; I 
short-cuts production phrases (with or have known — for — years in 
speed and/or without gaps) my capacity as— 
fluency • Standard • Personal computer; bullet point; 
ideational labels the current economic climate 
with agreed 
meanings 
Time-buyers . Vehicles for . Standard • Make a decision; draw a 
fluency, phrases with conclusion; a sea change; at the 
rhythm and simple meanings end of the day (in the sense of 
emphasis ‘really’)； one way and another 
.Planning time 
without losing • Fillers • If the truth be told; if you want 
the turn my opinion; if you like 
• Turn-holders • And another thing; and let me 
just say... 
• Discourse shape • There are three points I want to 
markers make. First... Secondly... 
Thirdly/Lastly 
• Repetitions of • (A: What's the capital of Peru?) 
proceeding input B: What's the capital of Peru? 
(Lima isn't it?) 
Manipulation Gaining and • Mnemonics • Thirty days hath September...; 
of retaining access Richard of York gave battle in 
information to information vain 
u S f k d y t o be -Lengthy texts • Shall I compare thee to a 
remembered 卯？ is required summer s day? 
to learn 
• Rehearsal • Rehearsing a telephone number 
while looking for a pen 
- J 
Table 1. Formulaic sequences as a compensatory devices for memory limitations. 
(Wray & Perkins, 2000, p. 475) 
1.2.5 A pragmatic phenomenon in social interactions 
From the findings of various studies (Aijmer, 1996; Hymes, 1968; Schmidt, 
1983; Wong-Fillmore, 1976; Wray, 1999; Wray & Perkins，2000), it is found that 
13 
formulaic sequences like Excuse me, may /..., I see your point and would it be better 
if... play important roles in social interactions for all levels of language users (refer to 
table 2 for a summary of the functions of formulaic sequences in social interactions by 
Wray & Perkins, 2000). For people with limited grammatical knowledge or 
communicative ability, formulaic sequences offer a way for them to interact with the 
others in a second language. Children like Wong-Fillmore's (1976) 5 Mexican child 
subjects and adult second language learners like Schmidt's (1983) subject Wes 
showed heavy reliance on formulaic language to communicate. As Schmidt (1983) 
recorded, even though Wes had bad linguistic competence, he could still converse 
fluently with friends in English with the use of formulaic sequences. 
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Function Effects Type Examples 
Manipulation Satisfying • Commands • Keep off the grass; hand it 
of others physical, over 
emotional and 
cognitive needs • Requests • Could you repeat that please? 
• Politeness • I wonder if you'd mind... 
markers 
• Bargains, etc. • I'll give you— for it 
Asserting (a) Being taken • Story-telling • You're never going to believe 
separate seriously this, but.. . 
identity 
• Turn claimers • Yes, but the thing is...; Thank 
and holders, etc. you very much (in response to 
invitation to speak); The first 
thing that you have to realize, 
of course, in addressing this 
issue is... 
(b) Separating • Personal turns • I wanna tell you a story (Max 
from the of phrase. Bygraves); You know what I 
crowd mean (Frank Bruno) 
Asserting (a) Overall • "In" phrases • Praise the Lord!; as the address 
group membership said to the bishop 
identity 
• Group chants • We are the champions 
• Institutionalized • Happy birthday; dearly 
forms of words, beloved, we are gathered here 
etc. today... 
• Ritual • Our Father, which art in 
Heaven... 
(b) Placing in • Threats • I wouldn't do that if I were you 
hierarchy 
(affirming . Quotation . "I wouldn't want to belong t o ~ 
ajj? . any club that would have 
adjusting) means a member" (Groucho 
Marx) 
• Forms of • Your Highness 
address 
• Hedges, etc. • Well I 'm not sure (as polite 
denial or refusal) 
Table 2. Formulaic sequences as devices of social interaction 
(Wray & Perkins，2000, p. 14) 
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The specific roles played by formulaic sequences in social interactions include 
maintaining the routines of the discourse and signalling social status of the 
interlocutors (Wray, 1998; Wray & Perkins, 2000). The simplest examples illustrating 
how formulaic sequences maintain conversational routines are discourse markers such 
as My first point is. Most importantly. Before we get onto that and To sum up. These 
formulaic sequences help highlight the relationship between what follows and what 
has been said previously or what is still to come (Wray, 1999). Other sequences like 
what do you think?, any suggestions? and I see your point but... serve to signal to 
other interlocutors when to take or give back the floor. In other cases, by using 
formulaic sequences like make a decision rather than decide and draw a conclusion 
rather than conclude (Wray, 1999) can also buy the speakers time to plan their speech 
but at the same time hold the turn for themselves. 
Interestingly, Wray (1998, 1999) and Wray and Perkins (2000) proposed that 
the central function of formulaic sequences in interactions is to manipulate the hearer 
into particular actions which are achieved through commands, requests, bargains and 
so on. Besides, there is also the power and social status beyond the use of formulaic 
language (Wray, 1998，1999; Wray & Perkins，2000). Sequences like I declare you 
husband and wife and your honour clearly mark the power relationship between the 
speaker and the hearer. 
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Finally, formulaic sequences in some way make language more predictable so 
that listeners can identify the new information from a discourse presented. Kuiper and 
Haggo (1984) studied livestock auctioneers' language and found that it is highly 
formulaic in the sense that the same language patterns are always used in the same 
context. As the language is so predictable, listeners can wisely focus their attention 
only on the new information and neglect the old information (old information, though 
neglected, does not mean it is unimportant'^). This interesting issue will be mentioned 
again in section 2.3. 
To summarize what has been discussed in this section, formulaic language, as 
a new but fast growing area, is worth more research and attention. The phenomenon is 
interdisciplinary and requires the contribution of scholars from various fields, 
including linguistics, psychology, speech pathology and even computer science, so 
that we can have a thorough understanding of how the brain stores and processes 
language and what effects this phenomenon achieves in the language produced. 
1.3 Rationale 
From my review of the literature, I found that formulaic sequences play very 
important roles in language acquisition, language processing and language use. 
4 For example, "stock market prices can fluctuate" is often the last line in any commercials selling 
financial investment products. This reminder is so common that if a member of the audience may 
forget having heard the reminder. . However, the reminder is really important to any investors. 
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Formulaic sequences represent the first and the last hurdle in the track of language 
development (Spottl & McCarthy，2004). For first language learners, formulaic 
sequences like thank you, I love you and I want ... are the first phrases they utter that 
help them to express their emotions and desires. For advanced second language 
learners, who are usually adults, formulaic sequences like idioms, cliches and certain 
collocations are one of the last problems they have to tackle before they can reach 
nativelike competence in the second language. 
This study was motivated by the question: What are the roles of formulaic 
sequences in second language acquisition? Altenberg (1998) and Pawley and Syder 
(1983) suggested that normative speakers do not have a store of formulaic sequences 
comparable in size to that of the native speakers. However, as research on formulaic 
sequences especially in relation to second language acquisition is still scarce, it is still 
preliminary perhaps to say whether this is really the case or not. This study sets out to 
investigate the use of formulaic sequences by normative speakers who learn English 
as a second/foreign language in comparison to that by native speakers. It also looks at 
how the use of formulaic sequences is linked to variables of fluency and task types. 
It is believed that as research on formulaic sequences in second language 
acquisition gradually develops to maturity, it will have great impact on the teaching 
and learning of a second language and revolutionizing teaching methods is an 
example of this impact (refer to section 8.2 for the implications for pedagogy). 
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1.4 Objectives 
The objectives of this study are to investigate: 
1. the difference between NS and NNS in their use of formulaic language; 
2. the interaction between NS/NNS and task types; 
3. the relationship between fluency and the use of formulaic language; 
4. the relationship between duration of turn and the use of formulaic language; and 
5. whether changes in rate of articulation can be a potential indicator of 
formulaicity. 
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CHAPTER 2 LITERATURE REVIEW 
2.1 Defining formulaic sequences 
Since the second half of 1970s, there has been growing number of research 
studies on formulaic language by researchers from different research fields. Before 
Alison Wray published her volume (2002) comprehensively reviewing these studies, 
there was not enough coherence and systematicity with the various reports of findings 
and observations by different researchers. This is evident from the many names given 
to formulaic sequences. Wray (2002) listed most if not all of the names that were used 
(refer to figure 2). 
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amalgams - automatic - chunks - cliches - co-ordinate constructions -
collocation - complex lexemes — composites - conventionalized forms -
F[ixed] E[xpressions] including I[dioms] - fixed expressions - formulaic 
language 一 formulaic speech - formulasformulae - fossilized forms - frozen 
metaphors - frozen phrases - gambits - gestalt - holistic — holophrases -
idiomatic - idioms - irregular - lexical simplex — lexical(ized) phrases -
lexicalized sentence stems - listemes - multiword items/units - multiword 
lexical phenomena - noncompositional - noncomputational - nonproductive -
nonpropositional - petrifications — phrasemes praxons - preassembled speech -
precoded conventionalized routines - prefabricated routines and patterns -
ready-read expressions - ready-made utterances - recurring utterances - rote — 
routine formulae - schemata 一 semi preconstructed phrases that constitute 
single choices — sentence builders - set phrases - stable and familiar 
expressions with specialized subsenses - stereotyped phrases - stereotypes -
stock utterances - synthetic - unanalyzed chunks of speech - unanalyzed 
multiword - chunks 一 units 
Figure 2. Terms used to describe aspects of formulaicity. Wray (2002，p. 9) 
Even though these names are all labels to formulaic language, each of them in 
fact captured different aspects of the formulaic language phenomenon and so it is not 
as Weinert (1995) said that “while labels vary, it seems that researchers have very 
much the same phenomenon in mind" (p. 182). 
For example, holophrase is a term used by child psychologists to describe the 
first stage of language development in children in which they utter single words or 
sequences of words that seem like a single word to the children. Another example is 
the labels "prefabricated routines" and "prefabricated patterns" used by Krashen and 
Scarcella (1978). In their terms, prefabricated routines are memorized whole 
utterances or phrases which are relatively fixed and the grammatical structure of 
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which is unanalyzed by the speakers. Prefabricated patterns, on the other hand, are 
semi-fixed in nature, being partly creative and partly memorized wholes which 
grammatical structure has somewhat been analyzed. Yorio (1980) used the label 
"routine formulas," and was more concerned about the sociolinguistic context in his 
definition. He regarded a routine formula as a highly conventionalized pre-patterned 
expression whose occurrence is tied to a more or less standardized communication 
situation. 
From these examples, it can be seen that researchers define the phenomenon 
either by function or by form. But on top of the specific definitions required by 
research, researchers generally agree that idioms, serial and memorized speech such 
as prayers，slang, proverbs, sayings and cliches are typical examples of formulaic 





Anomalous Ill-formed collocations By and large, of course 
collocations Cranberry collocations Put the kibosh on, to and fro 
Defective collocations Beg the question, in time 
Phraseological collocations in action, on show 
Formulae Simple formulae in this day and age, you know 
sayings An eye for an eye... 
That the way the cookie 
crumbles 
Proverbs (metaphorical/ literal) You can't have your cake and eat 
it, enough is enough 
Similes as nice as pie, as white as a sheet 
Metaphors Transparent metaphors Alarm bells ring, rock the boat 
Semi-transparent metaphors Grasp the nettle, on an even keel 
Opaque metaphors Bite the bullet, kick the bucket 
Table 3. Major categories of formulaic sequences (Moon, 1998b, p. 84) 
As mentioned in section 1.1, Wray (2002) defined a formulaic sequence 
as: 
A sequence, continuous or discontinuous, of words or other elements, 
which is, or appears to be, prefabricated: that is, stored and retrieved 
whole from memory at the time of use, rather than being subject to 
generation or analysis by the language grammar (p. 9). 
As Wray (2002) pointed out, her definition aimed to be as inclusive as possible 
and the term formulaic sequences would have to be used loosely as a coverall. The 
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intention behind this was to make reference easier for researchers from different 
research fields and not to constrain the discussion of the phenomenon. The choice of 
words, though, is careful. The word formulaic is chosen as it can convey a sense of 
'unity' and of 'custom' and ‘habit，； the word sequence indicates that there is more 
than one discernible internal unit. 
Although Wray's (2002) definition is inclusive, it still captures the main 
features of formulaic sequences. First, it has clearly stated that formulaic sequences 
should be stored as a whole in the memory. But as holistic city cannot be "observed," 
methods (refer to section 2.4) that indirectly suggest the work of formulaic sequences 
have to be used. So Wray also accepts sequences that only appear to be formulaic. 
Second, formulaic sequences include both full sentences (e.g., I see what you mean.) 
and lexicalized sentence stems (Pawley & Syder, 1983) which contain empty slots in 
the middle for other items to fill in (e.g., as far as NP be-TENSE concerned). That is 
why Wray says a formulaic sequence can be continuous or discontinuous. Third, 
formulaic sequences do not need to be measured in words because the concept of a 
word is fluid (see section 1.1). Hickey (1993), for example, favoured using 
morphemes as a unit of measurement. In her list of 9 conditions for formulaic 
sequences (see figure 5)，the second condition is that the sequence has to be at least 2 
morphemes long. That means, a word like Bravo! which has a specific social function 
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and is context-specific can already be a formulaic sequence. 
As this study uses automatic retrieval of formulaic sequences, the search 
conditions have to be set rigidly. These conditions are set with reference to other 
formulaic language studies that make use of the same method. Basically, a sequence is 
regarded as formulaic based on its frequency of occurrence and its recurrence in the 
corpus. A formulaic sequence is operationalized as: 
A continuous sequence of at least 3 words that occur in the 
same form (inflections of plural and tense excluded) at least 4 
times in at least 4 out of the 20 transcripts in the corpus. 
In this definition, the minimum frequency of occurrence set to 4 times 
considering the size of this corpus (i.e., 20,000 words) in comparison to Moon's 
(1998). In Moon's (1998) study, the minimum frequency of occurrence was set to 5 
times with the 18 million-word Oxford Hector Pilot Corpus (see table 3 for the 
minimum frequency of occurrence set by other corpus researchers). So in order to 
balance the stringency of the criterion and the quality of the search results, 4 times is 
chosen for this study. Like other formulaic language research that makes use of 
automatic retrieval by computer searches, the cut-off point set for the minimum 
frequency of occurrence is arbitrary. Nonetheless, setting this criterion is necessary 
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for automatic retrieval and, most of the time, logical because formulaic sequences 
should be popular among speakers in a speech community. The condition that the 
sequence has to occur in at least 4 transcripts is established also for this reason. 
In this study, the minimum length of a formulaic sequence is 3 words. This is 
to exclude hedges like thank you, you know, I think, and I suppose which have the 
potential to dominate in the findings and thus mask the effect of longer but rarer 
sequences like I agree with you. 
2.2 The development of research on formulaic sequences 
2.2.1 Context of formulaic sequences research 
Like other reviews of literature on formulaic language, this section has to start 
with the long story of formulaic language research development from generative 
grammar and Chomsky. Since the publication of Syntactic Structures (Chomsky, 1965) 
in the mid 60s, the influence of generative grammar spread through the field of 
linguistics and it attracted much attention from many researchers. Generative 
grammar tries to take a reductionist approach and explain the infinite creativity of 
human language with a finite set of grammar rules. While some of these rules are 
universal and true with all languages, others vary from language to language in 
different parameters. Knowledge of these grammar rules is named competence and its 
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counterpart, which concerns language in use, is performance. Chomsky is more 
interested in competence in all his analyses than performance, which he says is only 
peripheral. Thus, one of the main themes of research works in linguistics at that 
period of time was to describe the generative rules. It is out of this context that 
formulaic language research developed. 
In mid-70s, Becker (1975) and Bolinger (1976) challenged the wave of 
reductionism initiated by generative grammar^ i.e., the analysis of syntax and 
phonology into determinate rules, of words into determinate morphemes, and of 
meanings into determinate features, and proposed that our language is more idiomatic 
and less "creative" than what generative linguists predict. Bolinger，s (1976) famous 
illustration of this point was "our language does not expect us to build everything 
starting with lumber, nails, and blueprint, but provides us with an incredibly large 
number of prefabs, which have the magical property of persisting even when we 
5 Becker (1975) and Bolinger (1976), however, are not the first to propose that sequences of 
words stored as a whole, in addition to single words, can be building blocks of speech. 
According to Wray (2002), observations of unexpected levels of f ixedness in language can be 
traced back to the mid-nineteenth-century writings of John Hugh lings Jackson who was 
interested in the ability of aphasic patients to fluently utter rhymes, prayers, routine greetings 
and so on, even though they had no ability to construct novel utterances. Apart from Jackson, 
linguists like Saussure (1916/1966), Jespersen (1924/1976) , Bloomfield (1933)，Firth 
(1937/1964) and Hymes (1962/1968) all made the an observation about the existence of 
formulaic language well before Becker (1975) and Bolinger (1976) (Wray, 2002). 
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knock some of them apart and put them together in unpredictable ways" (p. 1). 
Bolinger (1976) further cited findings from research by Twaddell (1972)，Anttila 
(1972) and Ladefoged (1972) to show the reality of prefabricated language in syntax, 
morphology and psycholinguistics. 
A better way to describe the rise of formulaic language as a notion is that 
formulaic language or idiomaticity supplements generative grammar rather than 
challenges it. In fact, generative grammar alone is not sufficient to explain language 
use in our daily life because our language demonstrates far less variability and 
creativity in patterns than what the generative rules are capable of producing. As 
Pawley and Syder (1983) said "The problem we are addressing is that native speakers 
do not exercise the creative potential of syntactic rules to anything like their full 
extent, and that, indeed, if they did do so they would not be accepted as exhibiting 
nativelike control of the language" (p. 193). To summarize Pawley and Syder ’s (1983) 
points, first, our language is the result of a combination of formulaic and creative 
language; second, formulaic language is a sign of native or nativelike mastery of a 
language. In fact, as Sinclair (1991) predicted, the idiom principle is applied before 
the open principle. These views of Becker (1975), Bolinger (1976) and Pawley and 
Syder (1983) gradually gained recognition of other researchers such as Cowie (1998), 
R. Ellis (1994)，Foster (2001), Granger (1998)，Howarth (1998), Nattinger and 
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DeCarrico (1992), Sinclair (1991) and Wray (1999，2002) who published research 
works that became the milestones of formulaic language research. 
2.2.2 Milestone works on formulaic language 
The development of research in the recent 30 years can be roughly divided 
into 3 phases: works in the 1970s and early 1980s represented by Becker (1975), 
Bolinger (1976), Wong-Fillmore (1976) and Pawley and Syder (1983) provided 
anecdotal observations about the prevalence of formulaic language in our daily 
language use. With the development of corpora like COBUILD, the London-Lund 
corpus, Oxford Hector corpus, the Cambridge and Nottingham Corpus of Discourse in 
English (CANCODE) and sophisticated corpus tools, works in the 1990s (Altenberg, 
1990, 1998; Cowie, 1998; Granger, 1998; Howarth, 1998; Moon, 1998; Sinclair, 1991) 
were able to provide concrete evidence to show that both our spoken and written 
languages contain many recurrent sequences and people's impression at that time that 
formulaic sequences/routines are peripheral is wrong. Works in the new millennium, 
in the third phase, are marked by their innovative methodologies that aim to examine 
the diversified aspects of formulaic language. Representative works include Foster 
(2001)，which introduced the concept of collective intuition in the identification of 
formulaic sequences in a corpus, Schmitt (2004), which is an edited volume reporting 
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on 11 empirical studies that explored aspects including the psycholinguistic reality of 
formulaic language (Schmitt & Underwood, 2004; Schmitt, Grandage & Adolphs, 
2004; Underwood, Schmitt & Galpin, 2004), the acquisition of formulaic sequences in 
a second language context (Dornyei, Durow & Zahran, 2004; Wray, 2004) and the use 
of formulaic sequences by groups of people (Kuiper, 2004). Not to be forgotten is of 
course Wray's book (2002)，which provided a comprehensive and excellent review of 
works done in the past. The following is a brief discussion of these significant works 
done in the three phases. 
2.2.2.1 The first phase 
As mentioned above, Bolinger (1976) attacked the wave of reductionism 
initiated by generative grammar and especially rejected the notion that syntax is 
autonomous and it alone can explain all important use of language in the world. The 
existence of idioms in our language is the strongest evidence that break down the 
reductionist theories (Bolinger, 1976; Bugarski, 1968; Chafe, 1968; Makkai, 1972). 
Bolinger (1976) continued to raise examples to show that idiomaticity is a vastly 
pervasive phenomenon and is not only limited to existence in idioms. These examples 
include English intensifiers hot as hell, sharp as razor, thin as a rail, crafty as a fox, 
"^hite as a sheet and verb amalgams such as drenched to the skin, armed to the teeth, 
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blown sky-high, English quantifiers like flurry of snow, sprinkle of rain, glimmer of 
hope, and contrastive usages like someone else versus *some person else, long ago 
versus *short ago. The close relationship between each individual word in these 
formulaic sequences is invariant. But if new generative rules are made for every of 
these usages, then the number of rules will be infinite and in the end this may not be 
an economical storage method that our brain will adopt. 
Wong-Fillmore (1976) studied the language of 5 Mexican children in the 
school playground and found that one of her subjects, Nora, who had “spectacular 
success as a language learner" (Wong-Fillmore, 1979, p. 221) in the space of nine 
months, achieved success with the use of formulaic sequences. It was found that Nora 
did not only use formulaic sequences to show that she spoke the language of her peers 
(in other words, she was an in-group rather than an out-group), she also played with 
the formulaic sequences analytically, segmenting them and identifying grammatical 
and phonological characteristics. Therefore, formulaic sequences allowed Nora both 
to communicate effectively in interactions and to acquire grammatical knowledge. 
Peters' (1983) book The Units of Language Acquisition is another influential 
work dedicated to examine the psycholinguistic function of formulaic sequences in 
first language acquisition. The book is an extension of Peters (1977) in its exploration 
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of the Gestalt, in addition to the Analytic, approach taken by children when they 
acquire their first language. Unlike the analytic children, those who acquire language 
in the gestalt approach tend to have sequences as their unit of language acquisition. 
These sequences are remembered for their tune, shape, intonation, context of use and 
interactional functions but analysis of the grammatical content of these sequences 
does not happen until the children are ready for it. That means these sequences are 
stored as a whole in the brain of the children. Gestalt children have a social advantage 
over the analytic children because they develop the ability to have interactions with 
their caretaker earlier. They will appear to their carers to have more advanced 
grammar than analytic children of the same age because the grammar of the formulaic 
sequences can be more complex than the current grammar system of the children. 
When the children are ready to analyze the formulaic sequences which they have 
remembered as a whole, children will break them down into their component parts in 
order to work out the grammar. This process is called segmentation (Peters, 1983). 
The opposite of segmentation is fusion which, according to Peters (1983), means word 
strings created using grammar (rules) which are found to be particularly useful are 
fused into a single unit and stored as a whole for future use. While segmentation has 
aroused heated discussion (cf. Bates, Bretherton & Snyder, 1988; Krashen & 
Scarcella, 1978)，fusion does not attract much attention and it certainly is an area that 
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requires more studies in future. 
As one of the most frequently cited studies, Pawley and Syder (1983) 
contributed to formulaic language research by highlighting how formulaic sequences 
account for nativelike selection and nativelike fluency. As Spottl and McCarthy (2004) 
said Pawley and Syder (1983) had "illuminated the problem at the other end of the 
scale with advanced normative speakers, and shown it to be the last and most 
challenging hurdle in attaining near nativelike performance" (p. 191). The implication 
of Pawley and Syder (1983) is obviously pointing towards the development of a new 
second language pedagogy that emphasizes learners' competence in formulaic 
sequences. 
2.2.2.2 The second phase 
At the beginning of the 1990s, John Sinclair analyzed corpus data from the 
COBUILD project and published his research findings in his book (1991). One of the 
research findings was that our daily language, spoken or written, contains a lot of 
recurrent sequences and this suggests idiomaticity is more pervasive and elusive than 
generative grammarians expect. This finding echoed observations by previous 
researchers like Becker (1975), Bolinger (1976) and Pawley and Syder (1983). 
However, Sinclair did not stop at that point but proposed two famous models to 
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account for daily language use. These two principles are the Idiom Principle and the 
Open-choice Principle. The principle of idiom posits that “a language user has 
available to him or her a large number of semi-preconstructed phrases that constitute 
single choices, even though they might appear to be analyzable into segments" (p. 
110). The open-choice principle is a way of seeing language text as the result of a 
very large number of complex choices. At each point where a unit is completed (a 
word, phrase, or clause), a large range of choice opens up and the only restraint is 
grammaticality. In other words, texts are like a series of slots which have to be filled 
from a lexicon which satisfies local restraints. That is why the open-choice principle 
is also called a "slot-and-filler" model (Sinclair, 1991). These two models of language 
in use are not only "diametrically opposed" to each other, but they also have an order 
of sequence. For normal texts, the first mode to be applied is the idiom principle 
which can interpret most of the text. The interpretive process only switches to the 
open-choice principle when there is good reason and after that it will switch quickly 
back again to the idiom principle^ (Sinclair, 1991). After Sinclair (1991), other corpus 
studies (e.g., Altenberg, 1998; Cowie, 1998; Erman & Warren, 2000; Granger, 1998; 
Moon, 1998) were done to compare use of formulaic language, for example, by native 
6 However, according to Sinclair (1991), some texts (e.g., legal statements and poems) may be 
composed in a tradition which makes greater than normal use of the open-choice principle. 
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and normative speakers and in spoken versus written language. 
Under the general consensus that formulaic sequences are extremely difficult 
for the second language learner to master (Moon, 1992; Scarcella, 1979; Yorio, 1980， 
1989)，Nattinger and DeCarrico (1992) was one of the attempts to introduce formulaic 
sequences into the teaching programme in a principled way (Wray, 2000). They were 
mostly interested in the interactional functions associated with individual examples of 
common formulaic sequences. To enhance the knowledge of second language learners 
on formulaic sequences, Nattinger and DeCarrico (1992) recommended three main 
actions: 1) pattern practice drills using fixed routines to develop confidence and 
fluency; 2) controlled variation using substitution drills to demonstrate that the chunks 
learned previously were not invariable routines, but were instead patterns with open 
slots; and 3) increased variation which allow learners to analyze the patterns further. 
So basically, to the two researchers, drilling is the key to a pedagogy of formulaic 
language. 
2,2.2.3 The third phase 
Continuing the methodological development in the second phase, the third 
phase saw even more breakthroughs and attempts to exploit modern technology to 
find out aspects of formulaic sequences. One of the greatest breakthroughs was 
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Wray's (1999, 2000, 2002) putting together evidence from and observations by 
researchers in first language acquisition, second language acquisition, 
psycholinguistics and aphasics studies and systematically organizing them in her 
publications. Among the many labels used to describe the phenomenon (refer to figure 
2), Wray finally chose to use the term "formulaic sequences" (see section 2.1). This 
foundational definition of formulaic sequences contributed to solve the present 
confusion about terminology and it gained wide recognition from later works (Schmitt, 
2004; Spottl & McCarthy，2003; Wood, 2002; Wray & Namba, 2003). 
As for the invention of innovative research methods, Foster (2001) and the 11 
studies reported in the edited volume by Schmitt (2004) have made significant 
contributions. In her study comparing the use of formulaic language by native and 
normative speakers in the pre-task planning versus no pre-task planning conditions, 
Foster (2001) introduced the concept of using collective intuition in the identification 
of formulaic sequences. Seven informants who were experienced ESL teachers and 
had backgrounds in applied linguistics were invited to read independently transcripts 
of recordings of the subjects doing tasks. These informants had to use their native 
speaker knowledge to mark on the transcripts sequences they thought were formulaic. 
Sequences were only identified to be formulaic in the end if at least 5 out of 7 of the 
informants reached an agreement. This use of collective intuition of native speakers is 
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logical indeed because formulaic sequences should be popular and familiar in the 
speech community as they often appear as social routines. Taking as formulaic those 
sequences which are agreed on by at least 5 informants can also reduce subjectivity in 
the identification. In fact, Van Lancker-Sidtis (2004) has also used the native speaker 
intuition method but the fact that there were only 2 informants whose qualifications 
were not specified did not ensure reliability at a level as high as Foster (2001). 
Foster's (2001) method was supported by Wray and Namba (2003) who also 
attempted to enhance the transparency or objectivity of the collective native speaker's 
intuition method by dissecting and describing the linguistic events that composed the 
intuition. As Wray and Namba (2003) said, a person's intuition should be guided by 
his/her linguistic experience. Even though the person may not be able to tell you how 
is it that his/her own intuition works in a particular way, intuition may still be reliable. 
So the findings of Wray and Namba (2003) were 11 criteria (refer to section 2.4.1) the 
satisfaction of which can confirm the formulaicity of a sequence of words. 
Schmitt (2004) was the first book that was dedicated to reporting empirical 
research studies done on formulaic language in second language acquisition. It 
reported on 11 empirical studies done to investigate the acquisition, processing and 
use of formulaic sequences. The innovative methodologies introduced in the studies 
include the use of the oral dictation methodology (Schmitt, Grandage & Adolphs, 
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2004) to investigate whether corpus-derived recurrent clusters are psycholinguistically 
valid, the use of SMI eye-tracking device to find out the saccades and fixations which 
will show whether formulaic sequences are processed as a whole or not (Underwood, 
Schmitt & Galpin, 2004) and the development of a formulaic sequences test battery 
that measures gains by the subjects before and after research treatment (Schmitt, 
Dornyei, Adolphs & Durow, 2004). These innovative and creative methods are what 
are needed at this stage of formulaic language research development now that not 
much is known about the phenomenon. Anyway, there really is big room for research 
in this area which certainly have great importance in our spoken and written language. 
The development of formulaic language research in recent 30 years has been 
discussed in three phases and some of the significant works in these phases are 
introduced. Of course, there are yet other related works which also have great 
influence on formulaic language research (e.g., N. Ellis, 1996). But given limited time 
and space, they are not listed here. For a more comprehensive review that covers most 
if not all the major works, see Wray (2002). 
2.2.3 Questions and problems surrounding the field 
In the previous section, it seems that research on formulaic sequences 
develops very smoothly and is gradually moving towards solving all problems or 
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questions hindering its progress. This is not true. In fact, there are many controversies 
over questions like: 
1. What is the role of formulaic sequences in the acquisition of grammar? Do 
learners extract grammatical knowledge from formulaic sequences? (Clark, 
1974; N. Ellis, 1996; Granger, 1998; Hickey, 1993; Lieven, Pine & Barnes, 
1992; Peters, 1983，1995; Scarcella, 1979; Schmidt, 1983; Yorio, 1989) 
2. Can formulaic sequences be taught in a systematic way to second language 
learners (in language classrooms)? (c.f. Lewis, 1993; Nattinger & DeCarrico， 
1992; Willis, 1990; Wray, 2000) 
3. How do the formulaic language system and the creative language system 
cooperate as a dual system in the process of language production? (c.f. Skehan, 
1998; Sinclair, 1991; Wray, 1992) Is the case like what Sinclair (1991) 
proposed, that the idiom principle (correspond to formulaic language) is the 
default and the open-choice principle is only occasional? 
4. How do first language learners develop literacy in formulaic sequences? 
(Howarth, 1998 and Weinert, 1995) 
The first problem that remains to be solved concerns the identification of 
formulaic sequences from spoken or written texts. As Wray (2002) pointed out, the 
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mistake researchers often make is circularity of definition and features. Since the 
whole purpose of searching for means of identifying formulaic sequences is to enable 
us to investigate their properties, this circularity does not help to make any progress 
(Wray, 2002). Besides, Wray (2002) also posited that "you can't reliably identify 
something until you have independent verification of what it is you are trying to 
identify. In every case, formulaicity seems to manifest too great a diversity of 
potential forms to submit to predictability beyond the most general and mundane 
level" (p. 43). So it can be seen that while formulaic language research is fast 
developing, the foundation of such a basic element as the identification of the 
sequences can still be slippery. 
The consequence of this can be seen in the vast discrepancy in the estimation 
of formulaic sequences in the language of native English speakers (see table 4). While 
Altenberg (1998) estimated that 80% of the language is formulaic, Moon (1998) 
reported only 4 to 5%. Those in the middle include Foster (2001) who estimated 32% 
and Erman and Warren (2000) estimated 58%. As all of these studies were 
corpus-based, the problem is what criteria are set in the search and how to determine 
the minimum frequency of occurrence. Corpus researchers set a minimum frequency 
of occurrence obviously considering that formulaic sequences should be a 
community-wide phenomenon and they should be popular in the speech community. 
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But how popular should the sequences be assumed to be? Obviously, the assumption 
about the level of popularity when setting the identification criteria will seriously 
affect what sequences are found and thus the subsequent interpretations. And this 
shows that the problem of circularity, though often neglected, can have great impact 
on formulaic language research. 
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What is 
Study Corpus Criteria Findings 
counted 
Kjellmer Brown corpus of written Tokens and Unclear 34% 
(1987)7 American English types 
Altenberg London-Lund Corpus Types and Unclear 70% 
(1990)8 tokens 
Altenberg London-Lund Corpus of Tokens At least 3 words 80% 
(1998) Spoken English long 
Occur at least 10 
times 
Moon Oxford Hector Pilot Corpus Types 2 or more words 4-5% 
(1998) long 
Occur at least 5 
times 
Erman 19 extracts drawn from the Slots^ At least 2 words; Spoken: 
and London Lund Corpus of Favoured by 58.6% 
Warren Spoken English, the native speakers Written: 
(2000) Lancaster-Oslo-Bergen in preference to 52.3% 
corpus (LOB), representing other 
written English, and two combinations 
versions of Goldilocks 
Foster A section (20,000-word) of a Tokens and Identified 32% 
(2001) 60,000-word corpus the number according to the 
containing 32 NS and NNS of collective 
doing tasks sequences intuition of 7 
native speakers 
Table 4. Estimation of the percentage of formulaic sequences in 
normal native speakers' language production 
The second problem that is difficult to handle in formulaic language research 
7 Quoted by Aijmer (19%) 
8 Quoted in Wray (2002) 
9 Slots as defined by Erman and Warren (2000) 
42 
is the multi-facets of formulaic sequences, thus making identification difficult. First, 
while some of the formulaic sequences (e.g., idioms like a stitch in time saves nine) 
have fixed forms, there are many which are rather flexible (e.g., usages like NP 
6e-TENSE sorry to keep NP waiting). As Hickey (1993) pointed out (see figure 5), all 
except two identification criteria linguists set for formulaic sequences are not 
necessary and can be graded on the level of intensity. That means, some formulaic 
sequences can be much more situationally dependent, much more lexicalized and 
lexicalized than others. Even if a criterion is not met at all, the possibility that they are 
formulaic sequences cannot be ruled out because not all criteria are necessary. Second, 
sequences that are formulaic to a person may not be equally formulaic to another 
person because different individuals have their own set of formulaic sequences stored 
and retrieved as a whole in their mental lexicon. Similarly, native and normative 
speakers of English can have very different sets of formulaic sequences familiar and 
popular among them (Wray, 1999). Of course, there are many "core" formulaic 
sequences which are shared knowledge of almost all people in a speech community; 
like how are you? and thank you are just some of the examples. Third, formulaic 
sequences can evolve or change over time. Sequences of words that are not formulaic 
in the past can become formulaic (an example being the emergence of the formulaic 
sequence One country, two systems which has become familiar to Hong Kong people 
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after the handover to China in 1997); likewise, sequences can also lose their formulaic 
status over time (an example is the name of the once internationally-known Charlie 
Chaplin movie Modern Times which will not appear to the young generation as 
formulaic at all). This change in status can occur overnight and last for only a few 
months or years. Therefore, capturing formulaic sequences which can be so flexible 
and differ a lot across individuals, time is not an easy task at all. 
2.3 Relationship between fluency and the use of formulaic sequences 
In literature, linguists in general have a consensus that formulaic sequences 
play an important role in fluency in speech. Wood (2001) suggested that speaking is 
an everyday but difficult task as it requires a balance of attention, word choice, hearer 
manipulation and ideas. Therefore, the efficiency of online planning determines the 
fluency of the speaker. With the extensive use of formulaic language, memory load 
for online planning can be alleviated. 
This section introduces the theories put forward by different researchers to 
explain how formulaic language promotes fluency in speech. But before that, there is 
a brief discussion of the notion of fluency in language research. 
Among other features which characterize the native speakers' or advanced 
learners' speech, fluency is one of the most well-discussed aspects (Wood, 2001). 
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Riggenbach, for example, has published a lot of research studies (1989, 1991，2000) 
exploring fluency in speech. By common sense, a fluent speech is "speech which is 
effortless and smooth" (SPEAK Test rating scale, p. 1). However, when fluency is to 
be defined for research purpose, the idea of "smoothness" is hard to be quantified 
without relating it to temporal variables such as speech rate, rate of articulation, 
frequency of pauses, length of pauses, location of pauses and so on. 
Rate of articulation, according to Griffiths (1991), is obtained by dividing the 
total number of syllables by the total articulation time excluding pausing time. It is 
different from speech rate in that pausing time is removed and so it is “the absolute 
rate of speech, i.e. the rate based on the time of vocal speech utterance exclusive of 
pauses" (p. 171). The range for rate of articulation in native speakers of English is 
from 4.4 to 5.9 syllables per second (Goldman-Eisler, 1968, 1954, 1961) or from 270 
to 300 syllables per minute (Pawley & Syder, 1983). Past studies which took rate of 
articulation as a measure of fluency include longitudinal studies such as Freed (1995), 
Towell (1987), Towell, Hawkins and Bazergui (1996). The latter two studies found 
fluency improvements linked to increase in speed rate over time for students living 
abroad in a target language milieu. In a discussion of using rate of articulation and 
speech rate as a measure of fluency, Wood (2001) pointed out that in most studies, 
speech and articulation rates increase with overall fluency or correlated well with 
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evaluations of fluency, time spent learning the language or composite measures of 
overall fluency. 
Frequency of pauses, length of pauses and location of pauses are three other 
popular variables for fluency measurement. Frequency and length of pauses are often 
taken as measurements of fluency (c.f. Foster & Skehan, 1996). According to Pawley 
and Syder (1983)，pauses in mid-clause should not be more than 0.5 seconds because 
that is the time needed for a breath or emphasis'®. Pauses at clause boundaries, then, 
are normally less than 2 seconds (Pawley & Syder, 1983). Goldman-Eisler (1961, 
1968) also made an interesting observation that pauses in discussions are never longer 
than 3 seconds and 99 percent are less than 2 seconds. Going one step further, some 
researchers (Freed, 1995; Riggenbach, 1991) also made a distinction between filled 
and unfilled pauses. In Riggenbach (1991)，it was found that frequency of unfilled 
pauses is an important discriminator between subjects rated as highly fluent and those 
rated as less fluent. The remaining pause-related measurement is the location of 
pauses. It is arguably the most indicative of the psycholinguistic mechanisms of 
speech fluency and language production in general (Wood, 2001). Deschamps (1980) 
and Pawley and Syder (1983) found that while native speakers tend to pause or slow 
down near clause boundaries and rarely pause mid-clause, normative speakers show 
46 
more pauses within sentences and even within verbal phrases. 
The last popular fluency variable which is arguably the most important one of 
all in research is length of fluent runs between pauses (Wood, 2001). This variable, 
which measures the number of words between pauses, not only serves as a 
discriminator of fluent and disfluent speech but also provides us with a key to the 
means by which fluency can be facilitated through instruction (Wood, 2001). Lennon 
(1990)，Mohle (1984) and To well (1987) are some of the studies which used this 
variable. 
After a discussion of the notion of fluency in research, the second part of this 
section investigates the explanations proposed by various linguists to account for the 
work of formulaic language in enhancing fluency. 
The commonest and simplest explanation is that formulaic sequences, coming 
prefabricated, can save the effort of formulation word-by-word and allow the attention 
to be paid on other activities like planning for the next sequence or phrase, matching 
the timing, tone and rhythm of an utterance to its conversational purpose, constructing 
a larger piece of discourse by expanding on or combining ready-made constructions 
and so on (Pawley & Syder, 1983; Wood, 2001). Pawley and Syder (1983) suggested 
…In other words, the cut-off point between a real pause and a pause for a breath is 0.5 seconds. 
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that the extra energies available even allow speakers to produce a slightly novel, 
unexpected variation on the familiar usage which in turn create many "partly new" 
sequences which enter the stock of familiar usages. A skilful blend of these 
automatized chunks of formulaic sequences and frameworks of speech, together with 
newly assembled strings of words, as Wood (2001) pointed out, is what enables 
speakers to produce the longer runs between pauses which distinguish fluency. 
Wood (2001) also brought up an interesting topic about the automatic retrieval 
of formulaic sequences. In research literature, there are two theories that explain the 
mechanism of automaticity, i.e., how automaticity increases the speed of processing. 
The first theory regards automaticity as the result of faster processing speed. That 
means, while the number of steps involved in the process remains unchanged, the 
steps are finished faster than before because of familiarity. Thus, the change is 
physical. The second theory, on the other hand, attributes the increased efficiency to 
the creation of new steps involved in processing which means congestion in the 
original steps can be avoided. Researchers including Becker (1975), N. Ellis (1996)， 
Segalowitz (1997) and Wray (1992, 1999) believe that the processing advantage of 
formulaic sequences follows the second theory. According to Wray (1999)，"certain 
word-strings are prioritised during processing, and hence are likely to be selected as 
the default expression of a given idea, even though other grammatically acceptable 
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ways are also possible, (p. 213)" "Prioritised" here simply means the steps followed 
by formulaic sequences are different from others which are non-formulaic. To prove 
her proposal, Wray (1999) discussed evidence from the research by McCrone (1999) 
and Raichle (1998) which said that once the brain is familiar with a linguistic task, it 
by-passes the processing route that was used to learn it, rather than just navigating it 
more quickly. 
Kuiper and Haggo (1984) had yet another theory about the fluency achieved 
due to formulaic sequences. In their research, they showed how livestock auctioneers 
use formulaic routines to frame the important novel information about the provenance, 
number and price of the stock. Because the auctioneer's words can be accessed and 
decoded in chunks, without any engagement with the internal structure (p. 219)，they 
can be delivered and received with a high level of fluency (Kuiper & Haggo, 1984). 
The situation is rather like what Wray (1999) said, if you do not know whose birthday 
it is at a party, you know exactly which part of the song "Happy Birthday to You" you 
need to pay attention to for the name of the birthday person. 
Finally, the fluency brought by the use of formulaic sequences does not only 
benefit the speaker, it also helps the hearer in the decoding of messages (Miller & 
Weinert, 1998; Stubbs, 1997; Wray, 1999) because formulaic sequences should be the 
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most frequently used words to express ideas in designated contexts. For example, to 
ask about the age of a person, while how old are you? is the typical way to express the 
meaning, saying how young are you? instead will sound curious to the hearer and lead 
him/her to interpret that there may be some additional intentions behind the simple 
question. In these circumstances, formulaic sequences can ensure meanings are 
interpreted accurately and immediately. 
Summarizing researchers' previous observations about the relationship 
between fluency and the use of formulaic language, formulaic language can enhance 
the fluency in speech. However, as fluency is only an umbrella term which consisted 
of a few temporal variables such as speech rate, rate of articulation, number of pauses, 
length of pauses, location of pauses and length of fluent runs, formulaic language 
research that focuses on fluency enhancement may need to specify which element, 
rather than fluency in general, is enhanced. 
2.4 Methods of identification of formulaic sequences 
2.4.1 The criteria listed by other researchers 
When researchers research on formulaic language, they observe some features 
that are common in formulaic sequences. These features include a) meaning of the 
whole does not equal to the sum of the parts; b) substitution of the constituent parts is 
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not allowed; c) the form of formulaic sequences are fixed and d) sequences are 
lexicalized. However, these observations cannot and should not be taken as a checklist 
in the identification of formulaic sequences for they are not compulsory and they can 
be graded in levels of intensity. The use of these criteria is to serve as a guide in the 
identification. In this section, the criteria set by Baker and McCarthy (1988), Hickey 
(1993), Pawley and Syder (1983)，Wray and Namba (2003) and Zgusta (1967) are 
discussed. 
Zgusta (1967) proposed 9 properties of what she called a multiword lexical 
unit (refer figure 3). Among the 9 properties, only the first and the ninth properties are 
fundamental and necessary, and the second to the eighth properties are only additional. 
While most of these properties can be understood easily, some of them need 
explanation. For property 7, Zgusta (1967) gave the examples of the English words 
guinea pig and Russian words dikaja koza and said that they are multiword lexical 
units. In English, guinea pig has two words but in French it has only one word cohaye. 
In Russian, dikaja koza are two words but in English it has only one word and that is 
roe. For property 8’ the fact that a multiword lexical unit may demonstrate special 
grammatical properties means the unit may not be grammatical according to syntactic 
rules; examples are at hand and on large. For property 9, Zgusta (1967) explains very 
briefly that 
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my house my castle does not comply with the most fundamental requirement, 
viz. that of performing, in a sentence (syntagmatically) and in the lexicon, in 
the lexical stock of language (paradigmatically) the same syntactic and 
onomasiological function as a morphologically more simple lexical unit which 
frequently coincides with the word (p. 584). 
However, she did not explain with more examples what she meant by set groups of 
words. 
1. It is impossible to substitute a constituent part of a multiword lexical unit 
2. It is sometimes impossible to add something to the multiword lexical unit, in 
contradistinction to the free combination of words 
3. The meaning of the whole may be different from the meanings of the parts 
4. A constituent part may be severely or exclusively restricted to it that it, i.e., it 
does not occur elsewhere 
5. It may have a synonym or near synonym which consists of one word only 
6. A small group of semantically related expressions may show the analogous or 
identical status of the multiword lexical units on the one hand and the 
single-word lexical units on the other. This seems to be the case of such 
subsystems of designative terms like American English elementary school:: 
high school:: college:: university 
7. A one-word equivalent of a foreign language can indicate that we have a 
multiword lexical unit before us. 
8. Sometimes, the way in which the single constituent parts of a multiword 
lexical unit are combined shows some special grammatical properties. 
9. Set groups of words should not be considered multiword lexical units though 
the first criterion and at least some of the other criteria listed above seem to 
apply to them. 
Figure 3. Zgusta's (1967) 9 properties of a multiword lexical unit 
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Pawley and Syder (1983), however, only named 5 properties of a formulaic 
sequence. First, the sequence should be retrieved as a whole. Second, the sequence 
should be part of the speech community's common dictionary. Third, the meaning of 
the sequence is not predictable from its form. Fourth, a sequence can serve as a 
minimal unit for certain syntactic purposes. Lastly, the sequence should be a social 
institution. In other words, the expression is a conventional label for a conventional 
concept, a culturally standardized designation term for a socially recognized 
conceptual category. It can be seen that the properties put forward by Zgusta (1967) 
and Pawley and Syder (1983) are different in that Zgusta focuses more on what 
multiword lexical unit can and cannot do, e.g., substitution of constituent part. Pawley 
and Syder are more concerned about what a formulaic sequence is, especially on the 
psycholinguistic and sociolinguistics perspectives. 
Baker and McCarthy (1988，quoted by Mak, 1992) proposed 4 criteria, 
including syntactic frozenness (non-productivity), phonological unity, unified lexical 
behaviour and semantic utility. Phonological unity is a new criterion here and this will 
be discussed in section 2.4.6. 
The last two lists of criteria are suggested by Hickey (1993) and Wray and 
Namba (2003). These two lists have specific targets when they were set. Hickey's 
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(1993) list is for identification of formulaic sequences in the child language. She 
produced a list of 9 conditions that are grouped by necessary versus typical and 
graded versus non-graded. Among the 9 conditions ( refer to figure 5), only the first 
two are necessary and the others are only typical, meaning a sequence can still be 
formulaic even if conditions 3 to 9 are not (partly) satisfied. It is interesting that 
Hickey also used the concept of morphemes rather words as a unit of measurement of 
formulaic sequences (see section 2.1) and she considered phonological coherence as a 
defining feature of formulaic sequences. 
Finally, Wray and Namba's (2003) list aimed at using 11 criteria to quantify 
human judgement, or intuition, so that intuition can be more objective in the 
identification of formulaic sequences (refer to figure 4). Some of Wray and Namba's 
criteria, such as semantic non-transparency (point 2) and situation dependence (point 
3) can be found in the lists by other researchers introduced in this section. As Wray 
and Namba were dealing with intuitive judgements, all criteria in their list are typical 
(i.e., not compulsory) and can be graded in their intensity. 
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1. By my judgement there is something grammatically unusual about this 
wordstring. 
2. By my judgement, part or all of the wordstring lacks semantic transparency. 
3. By my judgement, this wordstring is associated with a specific situation and/or 
register. 
4. By my judgement, the wordstring as a whole performs a function in 
communication or discourse other than, or in addition to, conveying the meaning 
of the words themselves. 
5. By my judgement, this precise formulation is the one most commonly used by 
this speaker/writer when conveying this idea. 
6. By my judgement, the speaker/writer has accompanied this wordstring with an 
action, use of punctuation, or phonological pattern that gives it special status as a 
unit, and/or is repeating something s/he has just heard or read. 
7. By my judgement, the speaker/writer, or someone else, has marked this 
wordstring grammatically or lexically in a way that gives it special status as a 
unit. 
8. By my judgement, based on direct evidence or my intuition, there is a greater 
than chance level probability that the speaker/writer will have encountered this 
precise formulation before in communication from other people. 
9. By my judgement, although this wordstring is novel, it is a clear derivation, 
deliberate or otherwise, of something that can be demonstrated to be formulaic in 
its own right. 
10. By my judgement, this wordstring is formulaic, but it has been unintentionally 
applied inappropriately. 
11. By my judgement, this wordstring contains linguistic material that is too 
sophisticated，or not sophisticated enough, to match the speaker's general 
grammatical and lexical competence. 
Figure 4. Wray and Namba's (2003) eleven proposed criteria for formulaic sequences 
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Condition 1 
The utterance is at least two morphemes long. (Necessary, graded) 
Condition 2 
The utterance coheres phonologically. (Necessary) 
Condition 3 
The individual elements of an utterance are not used concurrently in the same form 
separately or in other environments. (Typical, graded) 
Condition 4 
The utterance is grammatically advanced compared to the rest of the child's 
language (i.e. the grammatical pattern is not represented with different words). 
(Typical, graded) 
Condition 5 
The utterance is a community-wide formula, or one which occurs frequently in the 
parents' speech. (Typical, graded) 
Condition 6 
The utterance is an idiosyncratic chunk. (Typical, graded) 
Condition 7 
The utterance is used repeatedly in the same form. (Typical, graded) 
Condition 8 
The utterance is situationally dependent. (Typical, graded) 
Condition 9 
The utterance may be used inappropriately, either syntactically or semantically. 
(Typical, graded) 
Figure 5. Hickey's (1993) 9 conditions for formula identification (p. 32) 
While this method of using a list of criteria in identifying formulaic sequences 
sounds objective and promising, still, there are some subjectivity that come from the 
variations allowed by the criteria. For instance, the fifth condition in Hickey's (1993) 
list (see figure 5) says that a formulaic sequence is community-wide and should be 
known and used commonly by people in the community. The problem is, it still takes 
the researchers' judgements to determine whether a sequence of words is 
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community-wide or not. Even not all criteria are satisfied, the sequence of words can 
still be formulaic. This again takes the researchers' judgments regarding how many 
and to what extent the criteria need to be satisfied before a sequence of words are 
determined to be formulaic. 
Apart from the need to deal with the great variations and human judgements, 
implementation of the criteria method is also an obvious problem. For example, Wray 
and Namba (2003) have 11 criteria, Hickey (1993) has 9 criteria and so does Zgusta 
(1967). If all these criteria are to be gone through one by one with every possible 
word sequence in a 20,000-word transcribed text, then the time required will be 
unimaginable and cost-effectiveness will be very low. So the criterion method only 
works best when a small number of sequences are needed to be examined. For general 
studies that have limitations of time and resources, the resort will be to select the 
greatest possible number of important criteria and use them in the verification of 
formulaic sequences. However, to my knowledge, very few or even no researchers 
have put this into practice yet. 
In the following sections from 2.4.2 to 2.4.6, the various methods that have 
been used by researchers in previous studies are introduced. These methods include 
using intuition, case studies, automatic retrieval using corpus tools, dictation method 
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and so on. The merits and limitations of each of these methods are also presented in 
detail. 
2.4.2 Intuition 
Intuition, according to Wray (2002), is the most commonly used method of 
extraction of formulaic sequences. With this methodology, the intuition of native 
speakers, sometimes the researchers themselves, is the guideline in the identification 
of potential formulaic sequences. Bahns, Burmeister and Vogel (1986), for their study, 
listed "a number of expressions that we intuitively regarded as formulas" (p. 700). In 
the world of science, this use of intuition, as expected, receives a lot of fierce 
criticisms for its subjectivity and lack of a transparent system that states what should 
and should not be formulaic sequences. Therefore, results obtained in research that 
have made use of the intuition method are not usually taken as scientific and reliable. 
As Wray (2002) criticised, as intuition is slippery, the formulaic sequences identified 
by the native speakers, researchers or judges are only products of a complex mixture 
of confidence and doubt. 
For every identification method used in formulaic language research, the 
issues that needed to be considered are its validity and reliability. Validity concerns 
the question is the method measuring what is expected to measure and reliability 
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concerns to what extent are the results obtained consistent when the method is applied 
many times. In the case of the intuition method, validity may still be acceptable 
because as Wray and Namba (2003) pointed out, a person's intuition is affected by 
one's linguistic experience. A judge who belongs to a speech community should be 
able to judge in general whether usages like nothing is impossible and impossible is 
nothing are familiar and lexicalized in the community. So the intuition of human may 
not be totally inaccurate and unscientific in the case of identification of formulaic 
sequences. Reliability of the intuition method, however, is a problem because 
intuition is bounded by personal linguistic experience. Even though two judges may 
agree 70% with each other, there is still 30% that they disagree. Even for a single 
judge, if he/she is asked to determine the formulaicity of some sequences for a 
considerably delayed second time, the results of the first and second trials are likely to 
have some differences. 
In recent years, there are attempts to improve the validity and reliability of the 
intuition method. Wray and Namba's (2003) list of 11 criteria to quantify intuition is a 
move towards establishing a transparent system in the identification of formulaic 
sequences and thus improving validity. Foster (2001) enhanced reliability of the 
method by using collective intuitions of not only one but seven judges to analyze the 
20,000-word corpus of spoken text she collected from both native and non-native 
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speakers of English. Based on the collective contribution of intuitions from the seven 
judges, she thus concluded that formulaic sequences account for 32% of the spoken 
text in adults. 
2.4.3 Case studies 
Case study is another common methodology in formulaic language 
research. It is very different from the quantitative approaches in that the number of 
participants involved is significantly smaller (often 1 participant only) and the 
duration of investigation is counted by months. As greater concentration is put on 
investigating a small number of participants, the development of literacy of formulaic 
language of the participants over time can be captured. Therefore, the case study 
methodology is often used in the investigation of the role of formulaic sequences in 
L1/L2 acquisition and development in children and adults. Examples include 
Wong-Fillmore (1976) which investigated the acquisition of English by 5 Mexican 
children, Hanania and Gradman (1977) which looked at the acquisition of English by 
an adult native speaker of Arabic in an ESL context, Schmidt (1983) which 
investigated the acquisition of English by a native Japanese male also in an ESL 
context, and Wray (2004) which investigated the acquisition of Welsh by an adult 
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female who learned the language through television programmes". 
Using case study in the investigation of formulaic sequences in language 
acquisition by far has received the least criticism. The reason, perhaps, is that case 
study research claims only to reveal the behaviour of some individual persons or 
groups under investigation and does not seek to generalize to the whole population. 
Besides, the methods used to collect data in case studies such as observations, 
interviews and journal/diary analyses can achieve a high degree of flexibility that 
other methodologies cannot. This flexibility is important to formulaic sequences 
research because formulaic sequences may have different realities to different 
individuals. Some sequences that are formulaic to an individual may not be equally 
formulaic to another. Therefore, the case study methodology can take care of this 
aspect. 
However, that does not mean that case study does not have its own 
problems. For instance, while there are in-depth investigations of the use of formulaic 
sequences in individuals, the case study may miss the big picture. Even though there 
are significant findings in an individual, to what extent these findings may be 
generalized may be a problem. In this respect, the corpus methodology has its 
‘ ‘Re fer to Wray (2002) p. 151, 174 and 178-180 for excellent tables that summarize formulaic 
language in second language acquisition studies by children /teenagers versus adults and instructed 
versus naturalistic settings. 
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particular role to play. 
2.4.4 Corpus tools 
Corpus-based methods have been used first by Sinclair (1991) who found 
that even though there are many ways to express the same meaning, native speakers 
have a preference for a number of sequences in different contexts. This finding 
reveals that intuition may not be accurate with regard to the relative frequency of 
linguistic features，typical meanings of lexical items, characteristic patterns of 
collocation and so on. With the developments of computers and corpus linguistics in 
the recent 20 years, much research (e.g., Altenberg, 1990，1998; Altenberg & 
Eeg-Olofsson, 1990; Butler, 1997; De Cock et al., 1998; Granger, 1998; Howarth, 
1998a, b; Moon 1998a, b; Sinclair, 1991; Stubbs, 1995, 1997) was done using the 
corpus method. Using this method, the computer is set to identify recurrent strings of 
words of a certain length that occur higher than a pre-set threshold value (refer to 
table 3). When the computer lists strings that match the search criteria, the researchers 
have to decide, based on their common sense, which should be counted as real 
formulaic sequences. The reason is that as the basis for the computer searches is 
frequency, some strings that may not be thought of as formulaic such as WILL BE 
THE or TO BECOME A may appear in the list. This involvement of the researchers' 
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judgement is controversial and so some corpus researchers will choose to keep the 
search findings the way they are. This will be discussed later in chapter 4. 
The value of a computer search of a corpus over the human intuition is that 
it avoids subjective judgement (Wray, 2002) because the computer will only search 
for the sequences that fit the criteria set by the researchers. Unlike human, computers 
do not have the fatigue problem and thus problems such as missing out some 
formulaic sequences owing to lapses of concentration will not happen. As long as the 
corpus is representative and well-organized, results from a computer search can be 
very revealing. 
However, as mentioned before, even the corpus-based method which 
depends heavily on computers cannot avoid the involvement of human intuition and 
judgement. First, it takes the researchers' belief and intuition in setting the criteria 
they set for identifying the recurrent patterns. In fact, as the criteria are often set with 
some degree of arbitrariness, the findings of corpus-based research differ a lot from 
each other (refer to table 3). For example, Altenberg (1998) claimed that 80% of adult 
native language is formulaic after searching for strings of words in the London-Lund 
Corpus that are at least 3-word long and occurred at least 10 times. In Moon (1998)， 
even though her search criteria (strings that are at least 2-word long and occurred 5 
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times) were much looser, her finding was that only 4-5% of adult native language is 
formulaic because unlike Altenberg (1998) who counted tokens, Moon (1998) 
counted types. This great discrepancy in findings shows that in formulaic sequences 
research, what matters are WHAT researchers want to count and HOW they count 
(Wray, 2002). Second, as Wray (2002) also pointed out, computers cannot 
automatically do the job of defining the borders of sequences. For instance, computers 
may find that YOU KNOW WHAT I is a recurrent string of words in a corpus. But 
should "I" be counted as part of the "you know what" sequence or should it be 
separated considering that You know what I want. You know what I mean and You 
know what? I don ’t think... are both common usages. At this point, researchers have to 
exercise their common sense and intuition in the guidance of the direction of the study 
that they set to make decisions and this may cause bias in the results (Wray, 2002). 
Despite what and how researchers count in a corpus, the quality of the 
corpus that is used in formulaic sequences research will be the primary factor that 
affects the reliability of the search results. If the data in the corpus are not well 
controlled for their source and thus either over-represent or under-represent some 
types of texts, then the conclusions made using that corpus will be problematic. In fact, 
the corpora that are used so far in various corpus-based studies, to my knowledge, are 
not compiled specifically for the purpose of investigating formulaic sequences; rather, 
64 
they are ready-made corpora (e.g., the London-Lund Corpus, CANCODE, the 
COBUILD corpus) that have been designed for other purposes. In her book, Wray 
(2002) brings up her concern about the size of the corpora used in the investigation of 
formulaic sequences. As she says, if the corpus is too small, it tends to be selective in 
its collection of data and then it may either entirely miss or over-represent some 
sequences. If the corpus is too large, it is not likely to be representative of the rather 
narrower linguistic experience of any one individual. 
Regarding the use of corpus-based methodology in formulaic sequences 
research, it should be pointed out that although frequency counts and identification of 
recurrent strings are useful and important functions, frequency is only one of the 
aspects of the phenomenon of formulaic sequences. In fact, as Wray (2002) argued, it 
is not possible to assert that all frequent strings are prefabricated. It can be argued on 
theoretical grounds that if a string is required regularly, it is likely to be formulaic and 
stored whole for easier access, but it does not have to be. 
2.4.5 Phonological features 
While intuition and computer-based automatic retrieval are two often used 
methods, development in using phonological features to help identify formulaic 
sequences is still at its early stage. According to Hickey (1993)，formulaic sequences 
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should demonstrate phonological coherence such that they are typically articulated in 
a fluent manner, with a "normal" intonation contour, that is, with a natural pitch, 
stress and juncture profile (e.g. van Lancker, Canter & Terbeek, 1981). Apart from 
intonation, pitch and stress, other indicators for formulaic sequences include speech 
rate, pausing, stress, clarity of articulation (Read & Nation, 2004), consonant 
weakening and vowel reduction (Wray, 2000). 
In fact, many researchers (Hickey, 1993; Pawley and Syder, 1983; Read & Nation， 
2004; Peters, 1983; Wray, 2000) agreed that phonological coherence is an important 
feature of formulaic sequences. Wray (2000) introduced the value of phonological 
evidence as having even greater power such that she says "a formulaic sequence 
might conceivably be identified as the stretch of language undergoing such 
phonological effects, bordered by sounds which do not" (p. 467). So phonological 
features have the potential to be developed into an identification method for formulaic 
sequences. Schmitt, Grandage and Adolphs (2004) for example used pausing to help 
them identify potential formulaic sequences. They posited that formulaic sequences 
should be "fluently-articulated" such that there should not be any pause within a 
formulaic sequence. Based on this criterion, AS A MATTER (1 second pause) OF 
FACT, for example, is not formulaic. 
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Anyway, using phonological features as evidence in the identification of 
formulaic sequences has its limitations. That is why it is still not used very extensively. 
For instance, phonological analysis (especially for the analysis of pitch and intonation) 
requires the use of specially designed equipment so as to achieve precision. Thus, 
while this method works well in short texts, it will be a problem when it is applied to 
text corpora because the process is very time-consuming. So cost-effectiveness is an 
issue. Besides, according to Read and Nation (2004), corpora suitable for 
phonological analysis need to be well-control for its research design, structure and 
key variables such as spontaneity of the speech and nature of the task so that internal 
validity can be secured. Therefore, existing corpora may not be useful. 
2.4.6 Other methodologies 
The translation method has been used in Spottl and McCarthy (2003) and 
Spottl and McCarthy (2004) to investigate how the multilingual mental lexicon 
function in regard to formulaic sequences. The participants of the two studies were all 
multilinguals who could speak at least 3 languages. These participants were given 10 
carefully chosen English formulaic sequences to translate into other languages that 
they knew. Based on the accuracy of the translations, the researchers concluded that 
each mental lexicon of the multilingual participants functions independently in regard 
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to formulaic sequences. 
Investigating the cognitive reality of formulaic sequences using the 
translation method is undoubtedly innovative. However, the reliability and validity of 
such a method is in doubt. As the researchers themselves notice, it is difficult to see 
how the formulaic sequences can be stored in relation to one another in the several 
lexicons of the multilingual learner. In other words, some strings of words that are 
formulaic and Language A may not be equally formulaic in Language B. When this is 
so, it will be true in saying that the relationship among the words in the Language A 
formulaic sequences should be stronger than that among the words in the Language B 
target strings of words. Thus, retrieving strings of words that are formulaic in 
Language A may not follow the same process as in retrieving strings of words that 
may be non-formulaic at all. So we can see that the assumption that by using the 
translation method, formulaic sequences in the participants' LI, L2, L3 and L4 can be 
investigated and compared in one go cannot stand because the degree of formulaicity 
of word strings varies across the languages. 
As identifying formulaic sequences from a written or transcribed spoken 
text is problematic, some researchers have cleverly solved the problem by first 
carefully selecting a list of sequences that they are clearly formulaic and then write up 
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tests on these sequences so that from the test results, generalizations about the test 
takers' formulaic sequences competence can be made. Schmitt, Dornyei, Adolphs and 
Durow (2004), for example, devised a c-test and an MC-test to find out the acquisition 
of formulaic sequences of a group of learners over time. Another example is Scarcella 
(1979) who asked non-native speaker participants to complete phrases in cartoon 
captions which will, for a native speaker, be formulaic sequences. 
The greatest merit of using tests in researching formulaic sequence is that 
the data collected will be easy to handle and thus firm conclusions can be made out of 
the statistical analysis of the scores. However, the success of this method depends on 
the test contents (i.e., the formulaic sequences). Therefore, the most difficult step will 
be to find the appropriate contents and to justify the decisions. 
Apart from the more traditional methodologies mentioned above, there are 
yet other methodologies that have not been discussed. For instance, in order to 
examine the notion whether words in a formulaic sequences are stored as a whole, 
Schmitt and Underwood (2004) and Underwood, Schmitt and Galpin (2004) 
borrowed methods that are used in the field of psychology which include measuring 
the movement of the eye-ball (saccades and fixations) using a machine and timing the 
comprehension of each word in a formulaic sequence in a self-paced reading task. 
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Another innovative method that may allow researchers to study the storage of 
formulaic sequences is the oral dictation method (Schmitt, Grandage & Adolphs, 
2004). This method works under the assumption that in the context of dictation, the 
pressure of limited time and memory capacity will not allow the participants to 
remember word-for-word what have been said. Instead, the memory is prepositional. 
When they are asked to re-produce the dictation line, they have to revive the sentence 
using the rules and the components they remember in the brain. So based on the 
sentence that is re-produced, the researchers will know if the formulaic sequences that 
are hidden in the dictation text can be retrieved and re-produced as a whole. 
Also based on similar assumption, the code-switching method has been 
adopted in Azuma (1996) to investigate the transition points in a code-switching task. 
In Azuma's experiment, bilinguals were required to switch language in response to a 
tone. As Backus (1999) have predicted, the transitions between the two languages will 
happen at the boundaries of formulaic sequences and that study of code-switching can 
therefore “help... to identify multimorphemic elements of a language that are 
accessed as unanalyzed units in speech" (Backus, 1999，p. 93). 
On the theoretical level, these methods are very creative and, seemingly, 
perfect. But when they are put into practice, problems occur because there are other 
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aspects that the methods have not taken care of. Take the oral dictation method as an 
example. Because of the amazing power of our brains in memorizing meanings in 
terms of propositions, the participants may be able to re-produce all the meanings 
contained in the dictation sentence while trespassing the formulaic sequences that the 
researchers would like them to re-produce. Backus' (1999) arguments for his 
code-switching methods were criticized by Wray (2002) as well for "creat[ing] the 
impression of unwelcome complexity... to what seems at first glance a very appealing 
and plausible idea" (Wray, 2002, p. 42). 
To summarize what have been discussed in this chapter, it is found that 
each method of identification of formulaic sequences has its strengths and drawbacks. 
Some of these methods are relatively precise and sensitive in identifying formulaic 
sequences; however, applying them in large size corpora will be a serious problem. 
Other methods that can work with long texts tend to over-identify formulaic 
sequences such that the actual number of sequences may be much less than the 
number identified. 
The trend in future in formulaic language research then will be to use a 
combinations of methods in the identification of formulaic sequences. For example, 
automatic retrieval can be applied before the phonological coherence method such 
that the process can be more time-efficient and accurate. 
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CHAPTER 3 METHODOLOGY 
3.1 Research questions 
After a review of literature, it turns out that the difference between native and 
normative speakers should be worth more investigation. Foster (2001), for example, 
compared native and normative speakers doing a discussion task under pre-task 
planning/without pre-task planning condition. Therefore, this study set out to extend 
the investigation on how native and normative speakers differ in their use of formulaic 
sequences in other conditions such as task types. 
Other aims of this study were to explore empirically the relationship between 
formulaic language and fluency and the discourse functions of formulaic language. In 
the review of literature, it is found that many researchers have reported their 
observations or speculations about the function of formulaic language in enhancing 
fluency and improving discourse organization but there is a lack of empirical evidence. 
So in this study, aspects of fluency and discourse organization were measured and 
tested to see if and how they are related to formulaic language. 
Finally, this study investigated the phonological features of formulaic 
sequences and attempted to validate the use of changes in rate of articulation as a way 
of detecting formulaicity. 
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In the end, the four research questions set for this study were: 
1. How do native speakers and non-native speakers' production of formulaic 
sequences vary with task type? 
2. What roles do formulaic sequences play in fluency in speech? 
3. What roles do formulaic sequences play in the organization of spoken discourse? 
4. Can changes in the rate of articulation be a potential indicator of formulaic 
sequences in speech? 
3.1 The tasks 
In this study, two types of tasks, namely a picture task and a decision-making 
task, were investigated'I In the picture task, there were two sets of pictures; each 
containing 6 frames (refer to the appendix). The first set of pictures was about two 
children going on a picnic and the second set of pictures was about getting back a 
football from a big hole. The pictures were clearly drawn and the idea was very 
straightforward such that the plot behind the pictures could be understood easily by 
both the subjects and their partners. The subjects' task was to work in pairs and tell 
the story in the pictures to their partner, who did not have the pictures with them. 
When the first speaker finished his/her story, the listener raised questions about the 
12 The two tasks were available from Dr Peter Skehan. 
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story and then the first speaker had to answer the questions. When the listener had no 
more questions, the partner starts telling the story in his/her own set of pictures. 
The decision-making task contained three letters to the Agony Aunt, each 
specifying a problem related to love affairs. The three problems should be interesting 
to the subjects and they did not find the problems too easy or too difficult. The 
subjects' task was to work in pairs to negotiate with their partner and agree on one 
solution to the problem (refer to the appendix). 
Before the interactions started, subjects were given 10-minute individual 
planning time to look at the pictures or the three letters and to plan what they wanted 
to say about them. The subjects were allowed to write notes but they were not allowed 
to look at the notes when they did the task. For all pairs of subjects, the picture task 
was done first, followed by the problem-solving task. 
3.2 The subjects 
The subjects in this study were 10 native speakers and 10 normative speakers 
of English. The native speakers were between 20 and 38 years of age, with an average 
age of 23 and the majority of them were undergraduate students in a university in 
London and the rest were personnel recruited from the campus of the same university. 
The normative speakers, aged between 20 and 22, were undergraduate students from a 
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wide range of disciplines in a local university in Hong Kong. These students were 
recruited from various English language courses offered by the university. The 
subjects were not asked to do proficiency tests for this study but their English 
proficiency should be around intermediate to upper intermediate considering the 
language proficiency requirement for entrance into the university and the fact that the 
participants of the English language courses were usually those who had difficulty 
using English in their academic studies. 
The two groups of 10 participants were randomly assigned to form pairs with 
other members in their group and do the two tasks. 
3.3 Data collection 
Each session of data collection was done in a quiet and comfortable room by 
the researchers with each pair of subjects. When the researchers finished 
introducing themselves, the subjects were told what they needed to do in the 
experiment and that their performances would be recorded. When the subjects were 
ready to start after 10 minutes' pre-task planning time, they talked until they had 
nothing more to add. The researchers did not interrupt when the subjects were 
interacting. Adding up the planning time and task time, the two tasks took around 40 
13 The data analyzed in this study were collected by Professor Peter Skehan and Francine Pang. 1 
would like to thank them for letting me use their data for this study. 
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minutes to finish. There were also individual interviews immediately after each of the 
two tasks in which questions about the subjects' planning behaviour were asked. 
However, data from the interviews were not analyzed because the primary focus was 
put on the subjects' use of formulaic sequences. 
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CHAPTER 4 DATA ANALYSIS 
The performances of the subjects in the two tasks were recorded using a 
digital audio recorder. The two hours of recordings were transcribed ‘斗 to form a 
20,000-word corpus. The transcribed texts were then analyzed both quantitatively and 
qualitatively. 
To find out the answer to the first research question regarding the use of 
formulaic sequences by native and normative speakers, the first step was to identify 
formulaic sequences with the help of a corpus tool called WordSmith 4,0, As 
mentioned in the previous sections, formulaic sequences were operationalized in this 
study as a continuous sequence of at least 3 words that occurred in the same form 
(inflections of plural and tense excluded) at least 4 times in at least 4 out of the 20 
transcripts in the corpus. In the search, abbreviations like - 's, - '11, - 'd were taken as 
equal to their original form is，will, would and thus he 7/ are two words. In order to 
preserve the objectivity of the study, all recurrent sequences extracted by automatic 
retrieval were not filtered. The unit of measurement for use of formulaic sequences 
was number of sequences per minute P 
14 The researcher would like to thank Miss Francine Pang for transcribing the spoken data. The 
transcriptions were double-checked by myself. 
15 The limitation of using the number of sequences per minute as a unit of measurement is that it is 
affected by the variation of speech rate of each individual. For speakers with faster speech rates, the 
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For the second and the third research questions which were related to the 
relationship of formulaic language with fluency and discourse organization, the data 
were coded with time features with a sound wave editor software called Goldwave 
version 4.26. This editor software helped to process the digitized recordings by 
visualizing the sound waves on the screen. Combining audio and visual evidence, the 
researcher was able to measure, correct to milliseconds, the duration of each turn and 
pause. Following Freed (1995), a pause in this study was defined as an unfilled (silent) 
pause of 0.4 seconds or longer. 
With the information about the duration of turns and pauses, fluency-related 
indicator variables such as speech rate and pausing rate, number of turns, mean 
duration of turns were calculated. 
The last step for quantitative analysis was related to the fourth research 
question Can changes in the rate of articulation be a potential indicator of formulaic 
sequences in speech? To put it in another way, the fourth question asked if formulaic 
sequences are uttered faster than the rest of the words in the same utterance. This 
research question was an interesting one and should be a further step towards 
calculated formulaic sequences use will be higher. However, the merit of using the number of 
sequences per minute is that it is a better reflection of the "density" of formulaic sequences in 
SPOKEN data than number of sequences per word. In addition, while using number of sequences per 
minute as the unit produces computable values, using number of sequences per minute per word gives 
nothing except values that are even smaller than 0.0001. 
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identification of formulaic sequences based on phonological evidence (refer to section 
2.4.5 for more information). To answer this research question, the formulaic 
sequences identified were extracted so that their duration measured by seconds could 
be measured using Goldwave v.4.26. For comparison, the duration of the whole 
sentence from where the sequence came from was also measured'^. These two 
measurements contributed to two variables articulation rate of the formulaic 
sequences and mean articulation rate of the utterance according to the formula rate of 
articulation = number of syllables / {duration - pausing time). The results then were 
expressed in syllables per second. Although it was very time-consuming to use 
syllables per second, it was still preferred to using words per second or per minute 
because high accuracy was especially needed for formulaic sequences are only 3 to 7 
syllables (3 or more words) long. However, for fluency-related variables like the 
mean articulation rate for a speaker, only word per minute was used for there was 
only limited time. 
To find out if formulaic sequences are uttered faster than the rest of the words 
in their immediate context, paired-samples t-test was done on the two variables, 
articulation rate of the formulaic sequences and mean articulation rate of the 
utterance. 
16 This is to ensure the accuracy of the comparison because each sentence because different sentences 
can have different rates of articulation. 
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CHAPTER 5 FINDINGS 
This chapter reports a number of findings of this research study on the pattern 
of use of formulaic sequences by native and normative speakers of English. The 
findings can be grouped into three areas, including 1) the general patterns of use of 
formulaic sequences by native and nonnative speakers across the two tasks; 2) the 
relationship between fluency and the use of formulaic sequences; and 3) the 
relationship between discourse features and the use of formulaic sequences. 
5.1 Use of formulaic sequences by native and nonnative speakers 
Based on the identification criteria stated in section 2.1, 670 tokens in total of 
formulaic sequences were found in this study. In other words, 4.81 formulaic 
sequences were used per minute by nonnative speakers and 7.01 sequences per minute 
by native speakers (refer to table 5). The fact that native speakers used significantly 
more formulaic sequences (t=2.84, p<0.05) than nonnative speakers in this study 
confirmed the findings of other studies (Foster, 2001, Granger, 1998; Howarth, 1998). 
However, with the native speakers, the standard deviation for the use of formulaic 
sequences measurement was also greater than that of the nonnative speakers, meaning 
that the native speakers showed greater individual variations than the nonnative 
speakers in this respect. 
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Mean number of formulaic 
Types Tokens , , � . 
sequences (tokens) per minute 
NNS 41 351 — 4.81 (SD= 1.10) 
NS 47 319 一 7.01 (SD=2.18) 
Table 5. Use of formulaic sequences by native and normative speakers 
5.2 Interaction between NS/NNS factor and task type 
By further dividing the mean use of formulaic language by native and 
normative speakers according to task type, it was found that native speakers in the 
picture task and the normative speakers in the picture task recorded respectively the 
highest and lowest amount of formulaic sequences use (refer to table 6). In the middle 
was native speakers in the problem-solving task, followed by normative speakers in 
the problem-solving task. 
n Mean SD 
10 3.90 1.81 
Picture task 
\0 ^ 3.58 
NNS 10 5.24 1.48 
Problem-solving task 
\0 ^ 2.81 
Table 6. Mean use of formulaic sequences per minute by native 
and nonnative speakers in the two tasks 
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Even though the native speakers were found to have used more formulaic 
sequences in the two tasks than the nonnative speakers, the difference between them 
in the problem-solving task was very small. While native and nonnative speakers in 
this study differed significantly in their use of formulaic sequences in the picture task 
(t=3.64, p<0.01), there was no statistical significance in their difference in the 
problem-solving task (t=1.13, n.s.). 
Correlation between subjects' individual performance in the picture task and 
the problem-solving task, surprisingly, was not significant (r=.15, n.s.). This means 
the subjects' pattern of use of formulaic sequences in the two tasks was not consistent 
as people normally expect. Some subjects used more formulaic sequences in the 
picture task than in the problem-solving task but others just demonstrated an opposite 
pattern of use. So it will be interesting to find out what affects individuals' 
unconscious decisions about when to use more or less formulaic language. 
5.3 Analysis of individual performance 
As tables 6 and 7 show, the distribution of use of formulaic sequences in this 
study was not biased against a few subjects. Nonetheless, the subjects' pattern of use 
of formulaic sequences in the two tasks was not consistent and three patterns were 
observed. The first pattern was some subjects used more formulaic sequences in the 
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picture task than in the problem-solving task. The second pattern was some subjects 
used more formulaic sequences in the problem-solving task than in the picture task. 
The third pattern was some subjects had similar use of formulaic sequences in both 
tasks. As these three patterns were represented in the data, paired-sample t-test 
between subjects' performances in the two tasks was not statistically significant (t=.46, 
n.s.). 
Nonnative speaker group Native speaker group 
Problem … Problem 
Picture Picture 
-solving Mean , -solving Mean 
task task 
task task 
Monica 7.99 5.88 6.78 Alex 12.8 8.44 10.00 
Shirley 3.69 8.23 6.30 Patrick 13.33 4.4 7.17 
Elvis 4.62 5 4.83 Pam 11.2 2.88 5.26 
Vittie 4.57 3.74 3.93 Rachel 9.14 3.38 4.61 
Elsie 4.5 4.83 4.76 Kathy 10.11 11.37 10.74 
Paul 3 4.16 3.71 Oliver 6.93 7.67 7.38 
Cherry 2 4.73 3.88 James 6.55 8.47 7.71 
Terry 4 3.87 3.93 Christine 7.27 8 7.67 
Mark 3.33 4.65 4.28 David 6.55 3.64 4.61 
Sylvia 1.33 7.29 5.74 Lauren 1.33 5.47 4.91 
Table 7. Mean use of formulaic sequences (per minute) by each subject in 
the picture and problem-solving tasks 
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To sum up the findings presented so far, task type alone seem to have no effect 
on individuals' use of formulaic sequences (t=.46, n.s.). But when native/normative 
speaker factor came into play, the picture task distinguished between the native and 
nonnative speakers (t=3.64, p<0.01) but the problem-solving task does not (t=1.13, 
n.s.). This suggests task type had an effect when it interacted with the 
native/nonnative speaker factor. But as statistics showed, the native/normative speaker 
factor appeared to be more fundamental than the task type factor in predicting 
formulaic language use. 
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5.4 Fluency and the use of formulaic language 
In this analysis correlations between mean use of formulaic language and 
speech rate (words per minute), standardized number of pauses and mean duration of 
each pause (in seconds) were calculated separately for the two tasks (refer to table 8). 
However, none of these correlations was statistically significant. Subsequent 
calculation of the correlations between fluency and use of formulaic language by 
separating the native speaker and nonnative speaker groups, however, found that use 
of formulaic sequences by native speakers was highly correlated with mean duration 
of each pause, r= -.64，p<0.05. In other words, the more formulaic sequences used by 
native speakers in the picture task, the shorter the pauses. 
Picture task Problem-solving task 
Speech rate (pauses included in r= .27, n.s. r= .22, n.s. 
calculation) 
Speech rate (pauses excluded in r= .27, n.s. r= .17, n.s. 
calculation) 
Standardized number of pauses r= .09，n.s. r= -.23, n.s. 
Mean duration of each pause r= -.26, n.s. r= .14, n.s. 
Table 8. Correlations of formulaic sequences use with speech rate, number of pauses 
and mean duration of each pause (combining the NS and NNS groups) 
As table 9 below shows, the native and nonnative speaker groups differed 
significantly in fluency measures including standardized number of pauses in the 
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picture task and speech rate including and excluding pauses in calculation in both 
tasks. Specifically, native speakers paused more but spoke faster than nonnative 
speakers. 
Picture task Problem-solving task 
Mean SD Mean SD 
Duration of each pause |NNS IFL .20 .88 .20 
NS .84 .23 .77 .20 
t= .75，n.s. t= 1.19, n.s. 
Standardized number of"""NNS 21.14 I 4.77 19.47 3.67 “ 
Pauses NS 2 7 . 8 4 ~ 8.77 — 18.63 3.70 
t=2.12, p<.05 t=.51, n.s. 
Speech rate including N I ^ 131.19 I 22.93 — 130.37 29.61 
PAUSES 1 7 8 . 8 3 4 9 . 0 9 “ 2 0 6 . 5 0 6 7 . 1 0 
— t= 2.78，p<.05 t=3.28, p<.01 
Speech rate excluding NNS 171.30 I 28.25 ~ 177.68 48.28 “ 
pauses 250.07 72.10 267.11 98.91 
t=2.18, pc.Ol t= 2.57, p<.05 
Table 9. Mean duration of each pause, number of pauses and speech rate for 
native and nonnative speakers across the two tasks 
Bearing in mind the previous findings that 1) native and nonnative speakers in 
the picture task represented respectively the highest and lowest use of formulaic 
language and 2) they only differed significantly, as shown in the t-test result, in the 
picture task but not in the problem-solving task, the findings about the standardized 
number of pauses shown in table 9 above appear interesting. The native speakers 
demonstrated the greatest number of standardized pauses and this number differed 
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significantly from that of the normative speakers (t=2.12, p<.05) only in the picture 
but not the problem-solving task. This pattern of pauses looked similar to the pattern 
of formulaic language use. From the means calculated, perhaps it can be suggested 
that the number of pauses may be related to the use of formulaic language in the sense 
that native speakers choose to pause and/or use formulaic sequences when they need 
to plan online so that when native speakers do speak, they can maintain a high speech 
rate. The fact that all values o f t related to the speech rates in table 9 are greater than 
2.5 suggests that native speakers had significantly higher speech rates than normative 
speakers across the two tasks. For normative speakers, their speech rate was 
incomparable to that of the native speakers and they used less formulaic sequences 
and paused less. This means they did not quite use pausing nor formulaic sequences to 
help with their speech rate (refer to chapter 6 for elaboration of this point). 
5.5 Time on task and the use of formulaic language 
The next finding was related to how formulaic language affects speakers' 
planning of discourse. Three variables, time on task, mean number of turns and the 
length of each turn, were calculated. Time on task means the total speaking time of a 
speaker (pauses included) in the task and the length of each turn is obtained by 
dividing each speaker's speaking time by the number of turns. 
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In general, subjects spent more time doing the problem-solving task than the 
picture task. This made sense because the problem-solving task was dialogic and it 
required information exchanges and discussions. For the picture task, it was rather 
monologic even though there were question and answer exchanges at the end of the 
task. Therefore less time was needed. Comparison between native speakers and 
nonnative speakers showed that nonnative speakers used almost twice as much time to 
finish the two tasks than the native speakers. 
The mean time on task for native and nonnative speakers was 1.36 minute and 
2.41 minute respectively for the picture task, 2,78 minute and 4.64 minute 
respectively for the problem solving task (refer to table 10). The differences between 
native and nonnative speakers in the two tasks were significant with t=3.75, p<0.01 
for the picture task and t=3.96, p<0.01 for the problem-solving task. Besides, the 
correlation between subjects' time on task in the picture task and the problem-solving 
task was also significant (r二5.81’ pO.OOl). 
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Picture task Problem-solving task 
NNS 2.41 (SD=.75) 4.64 (SD=1.22) 
NS 1 .36(80= 47) 2.78 (SD二.85) 
Total 1.89(SD=.81) 3.71 (SD=1.40) 
Table 10. Mean time on task (in minutes) for native and normative 
speakers in the two tasks 
Relating time on task and the use of formulaic sequences, it was found that the 
use of formulaic sequences and the total time on task were quite highly correlated 
with r= -.49 (p<0.05). This suggests the more formulaic sequences the subject used, 
the less time they spent to complete the task. 
5.6 Use of formulaic language and mean length of each turn 
While the correlations between the number of turns and the use of formulaic 
sequences in the picture (r= -.22, n.s.) and problem-solving tasks (r=.32，n.s.) were not 
significant, correlations between the mean length of each turn and use of formulaic 
sequences were significant with r二.43，p=.056 for the picture task'^ and r=-.50, p<.05 
for the problem-solving task. Interestingly, the relationships between length of each 
turn and formulaic language use in the two tasks were just opposite to each other. As 
suggested in the positive value for r in the picture task, longer turns was correlated 
17 With p=.056, the correlation between length of each turn in the picture task and formulaic language 
use is only marginally significant. 
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with greater use of formulaic sequences. But in the problem-solving task, the greater 
use of formulaic sequences was correlated with shorter turns. So it seemed that 
formulaic sequences had different effects on the length of each turn in the two tasks 
(refer to chapter 6 for elaboration of this point). 
5.7 Articulation rate of formulaic sequences 
The fourth research question of this study was to find out whether formulaic 
sequences are uttered faster than the rest of the words in the same context. This 
question will shed light on the phonological coherence which many linguists predict 
formulaic sequences to have. Following the procedures stated in section 4.1，the mean 
articulation rates (measured in the number of syllables per second) for the formulaic 
sequences and for the immediate context of the whole utterance from which the 
formulaic sequences were extracted and calculated. Table 11 below shows the 
findings for native and normative speakers. It can be seen that formulaic sequences 
were consistently articulated faster than other words in their immediate context no 
matter with native or normative speakers. A t-test showed that formulaic sequences 
were consistently uttered faster than the rest of the utterances no matter for the native 
speakers (t=5.61, pc.OOl) or normative speakers (t=13.87, p<.001). 
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Mean articulation rate of 
the utterance formulaic sequences 
NNS 一 4.02 (SD= 1.04) 5.15 (SD= 1.48) 
NS 5.56 (SD= 1.20) 7.18 (SD= 1.54) 
Table 11. Mean articulation rate for formulaic sequences and for the 
whole utterance their immediate context 
5.8 Summary of findings 
To sum up the main findings reported in this chapter, native speakers in this 
study used more identified formulaic sequences than nonnative speakers but this 
difference was only significant in the picture task but not in the problem-solving task. 
However, among the native and nonnative speakers, three styles of formulaic 
sequences use could be identified. The first pattern was that subjects used more 
formulaic sequences in the picture task than in the problem-solving task. The second 
pattern was vice versa; and the third pattern was subjects have similar use of 
identified formulaic sequences in both tasks. As these three groups balanced each 
other, t-test between all subjects' use of formulaic sequences in the two tasks was not 
statistically significant. 
Fluency, measured by speech rate (both including and excluding pauses in 
calculation), number of pauses and mean duration of each pause, was not found to 
correlate with the use of formulaic sequences in general. The only high and significant 
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correlation was between the use of formulaic sequences and mean duration of each 
pause for the native speaker data. As the correlation value was negative, it means the 
more formulaic sequences used, the shorter the duration of each pause. 
Finally, time on task for the nonnative speakers was almost twice as much as 
the native speakers. In general, the problem-solving task took longer to finish than the 
picture task. For mean length of each turn, formulaic sequences were related to longer 
turns in the picture task and shorter turns in the problem-solving task. As for the 
question about articulation rate (i.e., research question 4), formulaic sequences were 
found to have faster rate than other words that came from the immediate context. 
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CHAPTER 6 DISCUSSION 
Like the previous chapter, the discussion involve three areas, including 1) the 
general patterns of use of formulaic sequences by native and nonnative speakers 
across the two tasks; 2) the relationship between fluency and the use of formulaic 
sequences; and 3) the relationship between discourse features and the use of formulaic 
sequences. 
6.1 Use of formulaic language by native and nonnative speakers 
In this study, it was found that native speakers outperformed (with statistical 
significance in t-test) nonnative speakers in the number of identified formulaic 
sequences used only in the picture task but not in the problem-solving task. Arranging 
the mean use of the identified formulaic sequences in the four situations in order, it 
was found that native speakers in the picture task recorded the greatest use of 
formulaic sequences, followed by native speakers in the problem-solving task and 
then nonnative speakers in the picture task. Nonnative speakers in the picture task 
recorded the least use of formulaic sequences. In other words, the picture task had the 
potential to distinguish native from nonnative speakers. 
This finding is very interesting in itself because, unlike many studies (Foster, 
2001; Granger, 1998; Howarth, 1998) which found that native speakers always 
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outperformed nonnative speakers in their use of formulaic sequences, this study 
suggested that the advantage may not be absolute and task type seem to play an 
important role. 
Compared with the problem-solving task, the picture task was more difficult in 
the sense that it required the subjects to talk for two to three minutes without stopping. 
So in order to buy time to do online planning while maintaining a high speech rate, 
speakers needed to use both pausing and formulaic sequences as strategies. On the 
other hand, the problem-solving task was dialogic in nature. The interlocutors could 
have time to plan when the other was speaking and they had plenty of time to respond 
when they felt ready to do so. 
Native speakers, who were better in this study in using pauses and formulaic 
sequences as strategies to help them maintain a high speech rate, obviously showed 
their advantage in the more difficult picture task'^ (refer to table 12). 
18 Note that the mean speech rate (excluding pauses), standardized number of pauses and mean use of 
formulaic sequences for the native speakers are all significantly higher that for the nonnative speakers 
in the picture task. 
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Native speakers Nonnative speakers 
^ 10 10 
Mean speech rate (word per min) 250.07 171.30 
Number of pauses 27.84 21.14 
Use of formulaic sequences (per minute) 8.52 3.90 
Table 12. Mean speech rate, standardized number of pauses and use of formulaic 
sequences by native and nonnative speakers in the picture task 
To explain why native speakers are better in using formulaic sequences as a 
strategy to buy time for online planning, some researchers (e.g., Granger, 1998; 
Pawley & Syder, 1983) may suggest that is because native speakers have a bigger 
store of formulaic sequences. While this may be true in most contexts, it may not be 
the sole explanation; at least the findings in this study seemed to suggest that native 
and nonnative speakers did not appear to differ in their use of formulaic sequences in 
the problem-solving task (t=1.128, n.s.). More cognitive studies should be done 
perhaps before we can be sure if native speakers really have a bigger store of 
formulaic sequences than nonnative speakers. In some studies that compared native 
and nonnative speakers' knowledge of formulaic sequences, what was done was that 
nonnative speaker subjects were tested on their knowledge of the formulaic sequences 
commonly used by the native speakers. When the test results showed that nonnative 
speakers did not know as many formulaic sequences popular as the native speakers, 
researchers concluded that nonnative speakers' store of sequences is incomparable to 
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that of the native speakers. However, it seems too early for researchers to assume that 
nonnative speakers' store of formulaic sequences should be the same as that of the 
native speakers. As Wray (1999) pointed out, it is likely that native and nonnative 
speakers have different stores of formulaic sequences. That means, because of 
different linguistic experiences, a sequence that is formulaic to native speakers may 
not be equally formulaic to nonnative speakers. So the validity of measuring 
nonnative speakers' knowledge of formulaic sequences against native speakers' 
standard may be a problem and future research may find a way to solve this problem. 
If it is as suggested in the findings of this study that nonnative speakers have 
their own store of formulaic sequences which may be bigger, smaller or equal in size 
to that of the native speakers, then the problem becomes why nonnative speakers in 
this study did not make full use of formulaic sequences in the picture task which is 
more difficult. Indeed, in the picture task, the native speaker who recorded the highest 
use of formulaic sequences (i.e., 13.33 sequences per minute) used 3 times as many 
sequences than the mean for the nonnative speakers in general (i.e., 3.90 sequences 
per minute). The simplest reason for this may be that nonnative speakers may not be 
aware that formulaic sequences can be a strategy in speaking and they prefer to slow 
down their speech to buy time for online planning. 
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6.2 Interaction between NS/NNS factor and task type 
The fact that native and normative speakers only differed in their use of 
formulaic language in the picture task but not in the problem-solving task revealed 
that normative speakers may not necessarily have a smaller store of formulaic 
sequences as many linguists assume. If native speakers' store of sequences is bigger 
than that of the normative speakers, one may expect to find significant difference in 
their performance in the two tasks. So there is a potential that native and normative 
speakers have stores of formulaic sequences that are comparable in size (note that 
what are stored as formulaic sequences can be different between native and normative 
speakers (Wray, 1999)). The findings in this study only showed that normative 
speakers did not use as many formulaic sequences in the picture task as the native 
speakers. 
6.3 The use of formulaic language and fluency 
Contrary to the prediction of researchers (Wood, 2001; Wray, 1999)，in this 
study, formulaic language use did not correlate with any of the three fluency measures 
(mean duration of each pause, standardized number of pauses and speech rate) in the 
two tasks. However, instead of concluding that formulaic language does not enhance 
fluency, more studies should be done to investigate if formulaic language has 
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enhanced fluency in ways that are measured in terms of length of fluent runs or 
location of pauses as Wood (2001) suggested (see section 2.3). Another possibility 
may be to find two other groups of normative speakers who represent the beginner and 
the advanced learners and find out if and how their use of formulaic language and 
speech rate correlate. 
When the native and normative group were considered separately, however, it 
showed that for the native speakers, mean duration of each pause correlated with 
formulaic sequences use (r=-.64, p<0.05) in the way that the greater the use of 
formulaic sequences, the shorter the pauses. This finding fit in with what has been 
proposed in sections 5.4 and 6.1 that native speakers were better at using pausing and 
formulaic sequences as strategies to buy time for online planning so that a high speech 
rate could be achieved. 
Taking into account the interplay between the native/nonnative factor and the 
task type factor, it was found that for the number of standardized pauses, native 
speakers only differed significantly with the normative speakers in the picture task but 
not in the problem-solving task. So even though there was no correlation between the 
use of formulaic language and the three fluency measures, future studies can be done 
to investigate the nature of the relationship between the number of pauses and use of 
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formulaic language. 
6.4 Time on task and the use of formulaic language 
The part of findings about time on task and length of each turn is related to the 
discourse functions played by formulaic sequences. In interactions, formulaic 
sequences function to promote efficiency of information exchange (Kuiper & Haggo， 
1984) and enhance accuracy in encoding and decoding information. According to 
Wray (1999)，these sequences also enable speakers to hold their turn and be heard out. 
So the interactions appear to be smoother. 
It is clear that the nonnative speakers' time on task in this study was twice as 
much as the native speakers' in the picture task (t二3.75’ pO.Ol ) and the 
problem-solving task (t=3.96, p<0.01). So it appears that native speakers who had 
significantly greater use of formulaic sequences in the picture task also finished their 
tasks earlier than their normative counterparts. In a sense, this may suggest that the 
use of formulaic language affects time on task. However, it is important to also 
consider the number of words and the number of speech units (measured by AS unit, 
see Foster, Tonkyn & Wigglesworth, 2000) made by the two groups. As shown in 
table 13，both the number of words and the number of AS-units are larger for the 
nonnative speakers than the native speakers, meaning nonnative speakers took longer 
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time to finish the task perhaps because they have more to say. But of course, it 
remained to be proven as relevant data were not available. 
— NNS NS 
… Word 355.40 (SD二 123.81) 285.60 (SD=104.40) 
Picture task 
AS-unit 36.80 (SD=15.48) 27.40 (SD=12.30) 
Problem-solving Word 652.00 (SD=179.59) 602.60 (SD=163.78) 
task AS-unit 62.60 (SD二 18.05) 58.70 (SD=20.58) 
Table 13. Mean number of words and AS units for native and 
nonnative speakers across the two tasks 
Relating time on task and the use of formulaic sequences, it was found that the 
use of formulaic sequences and the total time on task were quite highly correlated 
with r= -.49 (p<0.05). This means the more formulaic sequences a speaker use, the 
less time he or she spends to complete the task. From this result, even though it is 
possible that the use of formulaic language has reduced the time needed to complete a 
task, we cannot be certain whether this was really the case because the correlation 
figure does not imply a causal relationship between the two variables. Therefore, from 
the high negative correlation, there can be three possible interpretations: 
a) The use of formulaic sequences reduces time on task 
From a discourse point of view, formulaic sequences enhance comprehension 
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by the listeners because these sequences should be popular and familiar among people 
in the speech community (Hickey, 1993; Wray & Namba, 2003). As messages can be 
understood easily, the speaker can finish their talking early. In other words, formulaic 
language is one of the keys to effective communication. 
Another possible explanation is related to the power of formulaic sequences to 
maintain the focus of the discussion. This is shown in the repetitions of certain 
formulaic sequences by two interlocutors in a conversation. For example, the 
formulaic sequence deal with it was used 4 times by Patrick and 1 time by Alex in 
their short discussion. The repetition of deal with it showed that their discussion 
revolved around the same topic, that is, how to solve the problem. This suggests that 
neither of them was beating around the bush when they did the discussion. 
The third possible explanation for why and how formulaic sequences reduce 
time on task is the fact that formulaic sequences are stored as a whole in the brain 
(Wray, 2000, 2002). So the words in a sequence do not need to be decoded one after 
one. From a psycholinguistic point of view, comprehension of a sequence will then be 
faster (see section 2.3). 
b) A third factor reduces time on task and enhance use of formulaic sequences 
The second possible interpretation posits that both variables time on task and 
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use of formulaic sequences are the result of a third factor. Therefore, test of 
correlation will show that the two variables are related to each other. This third factor, 
for example, can be the speaker's desire to talk (see figure 6). If a speaker is not 
interested in talking, he or she may use more formulaic sequences to give general, 
unspecific responses like I don 't know or I agree with you. As the speaker does not 
have the desire to talk, he or she will end the talking early. While desire to talk can be 
a third factor, other possibilities cannot be ruled out. Studies need to be done and 
post-task interviews provide useful data in the investigation. 
Weak desire to talk z \ 
More formulaic sequences ^ Less time on task 
Figure 6. A possible relationship between the use of formulaic sequences 
and time on task 
c) Limited time causes the participants to use more formulaic sequences 
Foster (2001) predicted that under time pressure, speakers will produce more 
formulaic sequences than when time pressure is absent. However, this prediction does 
not apply to this study because as there was no time limit for both tasks and 
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participants could talk for as long as they wanted. 
Comparing these three interpretations for the high correlation (r=-.49, p<.05) 
between the use of formulaic language and time on task, only the first two make sense 
in the context of this study. However, which one between the two interpretations is 
right requires further research. Of course, in literature, researchers are happy to accept 
the first interpretation because it simply echoes their hypothesis about the function of 
formulaic sequences in the organization of discourse. But given the nature of t-values, 
there is still the possibility that interpretation two represents the real underlying 
picture and future research may explore this area. 
6.5 Length of each turn and the use of formulaic language 
Length of each turn is another variable that can show the discourse function of 
formulaic sequences. Wray (1999) suggested that formulaic sequences enable 
speakers to hold the turn while they buy time for online planning. Although Wray 
(1999) did not point out explicitly how the length of each turn will be affected by the 
use of formulaic sequences, what she says probably implies that each turn will be 
longer (and of course smoother and more fluent) with the use of formulaic sequences. 
Interestingly, it is found that formulaic sequences have opposite effects on the 
length of each turn in the two tasks. In the picture task, longer turns were correlated 
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with greater use of formulaic sequences (r=.43, p=.056). But in the problem-solving 
task, the greater use of formulaic sequences is correlated with shorter turns (r=-.50, 
p<.05). 
To explain this finding, an understanding of the nature of formulaic sequences 
and the concept that the picture task is more difficult than the problem-solving task is 
crucial. As mentioned before, the picture task was regarded as more difficult because 
it was monologic and the speaker needed to rely on pausing and formulaic sequences 
to buy time for online planning. Therefore, speakers with greater use of formulaic 
sequences could thus have more online time to construct longer discourse/turns and 
describe in greater details of the pictures than those who did not use formulaic 
sequences extensively. 
The problem-solving task was dialogic and it involved a lot of interaction 
between the two interlocutors. The pace of these interactions was so fast and 
immediate that once the message was understood by the listener, the listener would 
start to respond and the speaker did not even need to finish the whole sentence. The 
nature of formulaic sequences is that it is highly predictable in the sense that when the 
interlocutor hears I see what you mean but’ the interlocutor can already be sure that 
opposite opinions are following. So before the speaker finishes explaining the 
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opposite opinions, he or she may already be interrupted. Besides, while some 
formulaic sequences are sentence frames like I see what you mean but, a lot of 
formulaic sequences are full utterances that adequate in meaning. These include I 
agree with you. That's right, I don't know. You 're a genius. These sequences are 
common, standard responses in our daily communication which require no 
explanations of the meanings. So the use of these sequences have shortened the length 
of each turn. 
6.6 Rate analysis 
The rate analysis in this study is the first step to validate the future use of 
changes in speech rate as an indicator in the identification of formulaic sequences in 
speech data. According to Pawley and Syder (2000), features such as overall fluency, 
intonation pattern and changes in speed of articulation are all potential pointers to a 
stretch of prefabricated material. The rate analysis here especially looked into the part 
on changes in rate of articulation. The findings confirmed Pawley and Syder，s (2000) 
prediction that the rate of articulation of formulaic sequences is significantly higher 
than the average in their immediate context for both native speakers (t=5.61, p<.001) 
and nonnative speakers (t=13.87, p<.001). 
As the t value for nonnative speakers was much higher than that of the native 
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speakers, it can be seen in a sense that articulation rate improvement was more 
obvious for the normative speakers than for the native speakers. Pedagogically, that 
points to the potential of teaching formulaic sequences to second language learners to 
advance their speech rate so that they appear more fluent. From the research 
perspective, this also means that articulation rate has a greater potential to be a good 
identification criterion for speech data from nonnative speakers than that from native 
speakers because formulaic sequences are obviously uttered faster and the change in 
articulation rate can help detect both the occurrence and the boundary of formulaic 
sequences (Wray, 2002). 
6.7 Summary of the discussion 
Drawing on concepts such as online planning and task difficulty, this chapter 
explains the findings of this study. For example, pauses and formulaic sequences are 
devices that can be used as strategies to buy time for online planning in speaking. As 
the picture task, requires the speakers to speak continuously in a monologic way, there 
is a greater need for the speakers to use these time-buyer devices. Native speakers in 
this study were better at using these devices than nonnative speakers. 
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CHAPTER 7 LIMITATIONS 
Admittedly, the major limitation of this study was the small size of the corpus. 
In this study, only 20 subjects were involved and the duration of each task (involving 
a pair of subjects) did not exceed 12 minutes. So for a formulaic sequence research 
study that makes use of corpus tools, this study is not comparable to other corpus 
studies which for example involved 400 million word corpus like the Bank of English 
by the University of Birmingham. The consequence of using such a small corpus for 
automatic retrieval of recurrent sequences is that the number of sequences retrieved is 
smaller than when a bigger corpus is used and the type of sequences retrieved is also 
limited. For instance，idioms, proverbs, cliches and so on are not found in the 
automatic retrieval. However, the good point about the corpus analyzed in this study 
was that it was highly controlled for its make up. The corpus consisted purely of 
spoken language by the subjects doing the two tasks. The backgrounds of the subjects 
(native and nonnative speakers) were balanced, the context and contents were also 
controlled. The specificity of data achieved here could be met by the large-scale 
corpus study. In some of these large-scale corpus studies, both spoken and written 
texts from all sources including newspapers, literary works, classroom teaching and 
public speeches were included. Even when a large amount of sequences are retrieved, 
it is difficult to generalize findings because the sequences basically come from a 
107 
variety of contexts. Another good point that this small corpus has is that it allows 
phonological analysis (e.g., stress patterns, intonation contours and changes in rate of 
articulation) to be done. In this study, whether the rate of articulation for formulaic 
sequences is higher than other words in their immediate context was investigated. For 
a small corpus, conclusions drawn will have a tendency to either over-represent or 
under-represent some types of speech data. If the size of this corpus has been larger, 
time spent on measurement of rate of articulation may not be cost-effective. So the 
point is, even the corpus was small, it suited the needs of this study, given the limited 
time available. Of course, if there is more time, increasing the size of the corpus will 
be beneficial. 
Apart from the size of the corpus, the other important factor that affects the 
results of automatic retrieval is the sensitivity or sophistication of the corpus search 
tools. In this study, the researcher had to manually add in variants of certain words 
(e.g., plurals). For example, corpus tools were not able to identify that [I] DON'T 
GET IT and [SHE] DOESN'T GET IT come from the same underlying formulaic 
sequence DO-tense/person NOT GET IT. So another search for DOESN'T GET IT 
had to be performed separately in order not to miss that part of finding. Another 
drawback for having insensitive corpus tools is that sentence frames which are not 
continuous (e.g., NP prefer NP to VP), which are also formulaic, cannot be retrieved 
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either. 
When measuring the use of formulaic sequences, number of sequences per 
minute was used in order to eliminate the effect of the different time on task for each 
individual. Some researchers (e.g., Ketko, 2000) preferred using number of sequences 
per word as it avoided both the effect of different time on task and speech rates. But 
the number of sequences per minute was chosen in the end because this unit of 
measurement is more reflective of the density of formulaic sequences in spoken data. 
In fact, formulaic language research has already pointed out the fluidity of the concept 
of "a word" because formulaic sequences consisting of a few physical words can also 
function as if they are single words. So perhaps presenting the findings in terms of x 
sequences in x words may not be helpful. Attempts have been made to use number of 
sequences per word per minute as the unit of measurement but it turned out that the 
values obtained were smaller than 0.0001 which were not even computable. 
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CHAPTER 8 IMPLICATIONS OF THIS STUDY 
8.1 Implications for research 
8.1.1 Tasks, fluency and use of formulaic language 
This study has looked into the relationship between fluency and the use of 
formulaic sequences in the two tasks. Under the big framework of research on the 
effect of task types on fluency, accuracy and complexity (Crookes, 1987; Ellis & Yuan， 
2004; Foster & Skehan, 1996), it will be very interesting to explore: 1) the causal 
relationships among the three factors, namely, task types, fluency and use of 
formulaic language. While it is known that task type affects fluency, it is still unclear 
if formulaic language is a step in the middle that has been neglected. In other words, 
there is the possibility that task type influences the use of formulaic language which in 
turn influences fluency of the speakers. 2) the relationship between the use of 
formulaic language and accuracy or complexity. 
9.1.2 Phonological evidence in the identification of formulaic sequences 
Finding an acceptable method to identify formulaic sequences in a text has 
been one of the most urgent and difficult problems in formulaic language research. 
This study has shed light on the feasibility of using changes in rate of articulation in 
the identification of formulaic sequences. So the next step will be to investigate 
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whether other phonological features like stress patterns and intonation contour can 
also be applied to identify formulaic sequences in sizable corpora. If it is shown to be 
feasible, it will be a breakthrough in the field. 
8.2 Implications for pedagogy 
As formulaic sequences are found to play important roles in fluency in speech, 
organization of discourse and social interactions, answering the question of how 
formulaic sequences can be taught is not only to interest language teachers, but also 
bridges the gap between research and pedagogy. As Bygate, Skehan and Swain said in 
the preface of their book (2001), linguistics research needs to be closely linked to 
pedagogy so that what is achieved is a researched pedagogy. In the ending note of 
early formulaic language research studies, some researchers suggested that the way to 
enhance learners' competence of formulaic sequences was to have learners imitate, 
practice and repeat the phrases spoken by native speakers and develop some kind of 
formulaic sequences phrasebooks for learners to memorize. These suggestions, 
however, show the shadow of behaviourism, which involves a lot of habit formation, 
repetition and drilling. 
Even though behaviourism may be possible as formulaic sequences are 
memory-based in nature, under the influence of communicative language teaching 
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and task-based teaching, language classrooms in the twenty-first century may not 
accept it. What is more feasible perhaps is a pedagogy that provides input that is 
authentic and encourages learners' attention to the idiomatic nature of our daily 
language. 
Wood (2001) described a 6-week course for which has been implemented with 
the aim of improving intermediate ESL learners' fluency with the use of formulaic 
sequences (see figure 7). In the course, learners listened to tapes recorded by native 
speakers, practiced 8 times the speech by the native speakers with transcripts at hand 
and then did two tasks called dictogloss and mingle jigsaw to automatize the 
formulaic language units that appeared in the speech of the native speakers. This is an 
example of how formulaic sequences can be incorporated with a theme (in Wood, 
2001 the theme is fluency of course) and taught in second language classroom. In fact, 
further attempts can be made to teach formulaic sequences under other themes such as 
improving social interaction skills, interacting with native speakers and so on. 
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Input stage Listen for 3 times native speakers (NSs) doing tasks 
Teacher highlights the formulaic sequences used by the NSs 
Learners practice/imitate the speech of NSs with the transcriptions at hand 
in the language lab while paying attention to speed, pause profile, lexis and 
formulaic sequences 
• . Task 1 Task 2 
Automat 卜 
. Dictogloss: listening to reading of Mingle jigsaw: reconstructing a 
zation 
a text with formulaic sequences discourse from bits of information 
stage . . 
that appeared previously and (containing formulaic sequences) 
reconstructing the text from notes from other learners 
jotted down 
Chat circle 
Learners in pairs each talk for 2 minutes on the given topic and reflect on 
their own performance 
Practice & Nations’ (1989) 4/3/2 procedure 
, . Learners talk on a given topic for 4 minutes, then condense to 3 and finally 
production 
2 minutes 
Performance recorded in language lab 
Free talk Learners get together and reflect on their own performance (speed and 
stage hesitations) 
Figure 7. Wood's (2001) 6-week fluency course 
Wood's (2001) raised a good question: what kind of input is the best for the 
acquisition of formulaic sequences? An accurate answer to this question of course 
requires a careful investigation but simply, the best input for acquisition of formulaic 
sequences has to be authentic and has a context. Learners should be exposed to large 
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amounts of naturalistic input (Wood, 2001) so that learners will be able to pick up 
formulaic sequences that occur frequently in the input. Learners who learn a second 
language using only textbooks, therefore, are expected to have difficulty acquiring 
formulaic sequences (Pawley & Syder，1983) because the amount of authentic input 
provided by textbooks is usually limited. The other reason is that formulaic sequences 
have greater relevance to the spoken than the written context. The kind of input 
textbooks provide is often written. With the lack of spoken input, it is understandable 
why textbooks do not favour the acquisition of formulaic sequences. 
In his account of formulaic sequences in speaking, Bygate (1987) suggested 
that the discovery about formulaic sequences should affect how language teachers 
teach and test learners. Pedagogically, the type of task a teacher gives to students will 
affect the language they use and what they learn. For instance, in this study, it is found 
that nonnative speakers' use of formulaic language comes close to that of the native 
speakers in an interaction setting (i.e., in the problem-solving task), they do not 
demonstrate extensive use of sequences in the picture task to buy themselves time for 
online planning. This suggests that language teachers may give more training to 
second language learners so that they can learn to use more formulaic sequences as a 
strategy in narrative contexts. 
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In testing situations, the type of task tested will affect the language produced 
by the learners and thus how examiners evaluate them (Bygate, 1987). As Ejzenberg 
(1990) pointed out, the best task to use in an oral test should be the one that allows 
learners to demonstrate their best fluency. While formulaic sequences are believed to 
be closely linked to fluency (Pawley & Syder，1983; Wood, 2001; Wray, 1999, 2002)， 
Ejzenberg (1990) hypothesized that the task that is conducive to the use of formulaic 
sequences is the best task to be used in oral tests. 
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CHAPTER 9 DIRECTIONS FOR FUTURE RESEARCH 
While linguists assume formulaic language enhance fluency of speech, the 
mechanism of which requires more empirical study. It will be interesting to 
investigate the relationship between fluency, the use of formulaic language and task 
types. While it is acknowledged that task type can affect fluency, variations in the 
amount and type of formulaic sequences used as a result of different task types may 
well be the reason behind the effect of task types on fluency. This investigation will 
require a careful research design in order to demonstrate the causal relationships 
between the three variables. 
Further research can also be done to validate the use of phonological features 
(e.g., pitch change, stress patterns, intonation contours, pausing patterns) as evidence 
in the identification of formulaic sequences. Once these measurements are validated, 
the feasibility of applying the method on transcribed texts should be assessed. If it is 
successful, the next ambitious move will be to apply the phonological method in 
automatic retrieval of sequences from a spoken corpus. 
A big area for research on formulaic language is to investigate how formulaic 
speech can be distinguished from automatic speech. While Wood (2001) mixed the 
concept of formulaic speech with automatic speech, thinking that formulaic sequences 
116 
are just fast retrieval of a sequence of words after practising, the actual distinction 
between the two concepts is huge. Formulaic speech is memory-based language that 
is lexicalized and stored as a whole in the mental lexicon. Automatic speech, on the 
contrary, is rule-based language that, after practising, is able to attain a high retrieval 
speed (DeKeyser, 1997; DeKeyser, 2001; Favreau & Segalowitz, 1983; McLeod & 
McLaughlin, 1986; N. Ellis, 2003; Robinson, 1997; Segalowitz & Segalowitz，1993; 
Segalowitz, 1991; Segalowitz, 2003; Segalowitz, Segalowitz & Wood, 1998). So in 
theory, the distinction between formulaic and automatic speeches from a cognitive 
perspective is clear. However, when it comes to how the two can be separated in 
performance data is a problem and it requires a thorough understanding of both 
automaticity and formulaicity. If formulaic speech cannot be distinguished from 
automatic speech in performance data, linguists need to consider if the distinction 
between automatic speech and formulaic speech is necessary. 
As mentioned in chapter 7 in this report, one of the major factors that account 
for the different patterns of use of formulaic sequences by native and nonnative 
speakers is the linguistic experience people have. This experience can be further 
divided into the frequency of contact, the quality of the contact and the individual 
differences of learners. Bley-Vroman (2002) and Gass and Mackey (2002), for 
example, investigate the frequency effect on second language acquisition and it will 
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be interesting to extend their studies and see how frequency of contact with formulaic 
sequences affect acquisition. 
Lastly, on a technical aspect, more research should be done to develop 
sophisticated search tools for automatic retrieval of formulaic sequences in large 
corpora. For instance, the tool should allow the retrieval of lexical sentence stems 
(Pawley & Syder，1983) which contain empty slots for different items to be filled in. 
One example is NP prefer-TENSE NP to NP. No matter how long the NP 
constructions are (as in John preferred staying at home watching TV and playing 
computer games all day to going out shopping with his girlfriend Mary), the search 
tool should still be able to identify that PREFER... TO is formulaic. Another 
breakthrough will be for the tools to identify all the possible variants of a formulaic 
sequence. For instance, for the idiom PULL SOMEONE'S LEG alone, there are 
variant forms like pull my blue leg, somebody's leg was being pulled, having his leg 
pulled, leg pulling, a leg pull, a leg puller, tugged my leg, yank somebody's leg, leg 
tugged/yanked (Read & Nation, 2004). 
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CHAPTER 1 0 CONCLUSION 
This empirical study has: 1) compared native and nonnative speakers in their 
use of formulaic sequences in speech; 2) investigated the fluency and discourse 
functions of formulaic sequences; 3) explored the feasibility of using changes in 
speech rate as an indicator in the identification of formulaic sequences. 
Findings of this study may suggest that, first, native speakers may not always 
outperform nonnative speakers in the use of formulaic sequences as researchers 
assumed. In fact, as this study showed, native speakers and nonnative speakers may 
not statistically differ in their use of the identified formulaic sequences in the 
problem-solving task. Therefore, task type is very likely one of the factors that 
influence the speakers' use of formulaic sequences although this influence of task 
type turns out to be different depending on individuals (c.f. the three patterns 
mentioned in section 5.3). Besides, the fact that native and nonnative speakers 
demonstrate equally extensive use of the identified formulaic sequences in the 
problem-solving task seems to reject researchers' assumption that native speakers 
have bigger stores of formulaic sequences than nonnative speakers. In other words, 
the distinction between native and nonnative speakers in their use of formulaic 
sequences, as found by many researchers, may not be a matter of competence (i.e., 
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having more knowledge about formulaic sequences). 
Regarding the fluency and discourse functions of formulaic sequences, while 
it is found that the use of the identified formulaic sequences do not correlate 
statistically with fluency and the number of turns in the two tasks, it correlates quite 
highly with total time on task and mean length of each turn. It suggests that formulaic 
sequences promote efficiency in tasks in general as the time needed to finish the tasks 
decrease when more sequences are used. The discourse function of formulaic 
sequences, however, differs in the sense that they seem to help speakers construct 
longer discourse in the picture task but shorter discourse in the problem-solving task-
Finally, it is found that formulaic sequences are uttered obviously and 
consistently faster than the rest of the utterances no matter for native or nonnative 
speakers. That means changes in the rate of articulation can be an indicator of 
formulaic sequences and there is the possibility that this can be developed further into 
a method of identification for formulaic sequences. When this methodology is 
successfully tested in large corpora, it will provide an important solution to the 
difficult methodological problems that researchers face. Then it will be a 
breakthrough in formulaic language research. 
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APPENDICES 
Instructions for the Picture Story Telling 
In this task you will look at a series of pictures, and then you will need to tell the story 
in these pictures to the other student. When you finish the story, the other student will 
ask you a question or more than one question. The other student does not have the 
same series of pictures that you have. 
You will have 10 minutes, by yourself, to plan what you are going to say during the 
picture story telling. You can write notes while you plan. 
If you go first, then you will describe the story in your pictures to the other student. 
If you go second, the other student will describe the story in their pictures to you. 
Try to talk for 2 minutes or more. 
Instructions when you are a listener 
Listen to the other student telling the story in their pictures. When they finish, try to 
ask a question or more than one question. 
• Ask a question if you do not understand something 
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Instructions for the Problem-solving task 
In this task, you will read some letters to the Agony Aunt of a Problem Page in a 
newspaper. The two of you will be reading exactly the same letters. 
Before you start you will have 10 minutes to look through these letters quickly and to 
prepare yourself for doing the task. 
• When the 10-minute time is up, you will talk to the other student and what you 
will have to do is: 
Exchange opinions about the advice you will give to the writer of each letter 
• Try to agree on the advice 
Try to talk about these letters for 5 to 6 minutes or so. 
cxlix 
Problem-solving task: The Problem Page 
In this task, you have some letters which were sent to the Problem Page of a magazine, 
to a "problem aunt” called Sue. Sue replied to each of them with advice to help the 
writer solve each of the problems. 




I'm 14 and I am madly in love with a boy of 21. My friends have told him how I feel 
and he says that he likes me, but he won 't take me out because he says I'm too young. 
I'm upset. Age doesn 't matter, does it? 
Problem Two 
Dear Sue, 
I have a boyfriend who is having a lot of difficulty with his old girlfriend He finished 
with her because she was unfaithful. Now she phones him up, she follows him around, 
and she comes over to talk to him when she sees us together. I am upset. Why doesn 't 
my boyfriend make her stop? 
Problem Three 
Dear Sue, 
My wife and I separated two years ago. Our three-year-old son lives with this 
mother, who now has a new boyfriend. They live in a house with other people and I 
am sure many of them use drugs. I am very worried about the effects on my son of 
living in a place like this. Worse, the new boyfriend tells everyone that my little boy is 
his son. 
/ love my little boy and I am afraid that my wife will stop me seeing him. I 
，t want this to happen, so I don ’t say anything. But I am worried about my son 
living in this situation. What should I do? 
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