In this paper, robust semi-definite programs are considered with the goal of verifying whether a particular LMI relaxation is exact. A procedure is presented showing that verifying exactness amounts to solving a polynomial system. The main contribution of the paper is a new algorithm to compute all isolated solutions of a system of polynomials. Standard techniques in computational algebra, often referred to as Stetter's method [H.J. Stetter, Numerical Polynomial Algebra, SIAM, 2004], involve the computation of a Gröbner basis of the ideal generated by the polynomials and further require joint eigenvector computations in order to arrive at the zeros of the polynomial system. Our algorithm does neither require structural knowledge on the polynomial system, nor does it rely on the computation of joint eigenvectors.
Introduction
It is a well-established fact that many engineering problems in areas such as automatic control, signal processing, electronic circuit or data analysis can be tackled by using semi-definite programming (SDP). The typical form of an SDP is to infimize, for given vector c and Hermitian matrices P 0 , P 1 , . . . , P n , the functional c T y over all y ∈ R n which satisfy the linear matrix inequality (LMI) P 0 + P 1 y 1 + · · · + P n y n ≺ 0. The main reason why SDP's have become so popular is the fact that they can be efficiently solved by using interior point algorithms. For a nice overview on convex optimization, relations to linear and quadratic programming and some practical applicability, see [2, 3] .
In many situations, the matrices P 0 , . . . , P n depend on some parameter δ ∈ , where is a compact set. The robust counterpart of an SDP, which involves a so-called semi-infinite SDP constraint, then amounts to infimizing c T y over all y ∈ R n such that infimize c 1 y 1 + · · · + c n y n subject to P 0 (δ) + P 1 (δ)y 1 + · · · + P n (δ)y n ≺ 0 for all δ ∈ .
(1)
There may be several reasons for uncertainty to arise in the data matrices. Very often this is due to the limited accuracy with which estimated physical parameters in the model, such as spring and damping constants, are known. A situation in which we naturally arrive at robust LMI constraints is seen in the design process of flight control systems. Before new aircraft are permitted to fly, flight control systems must be proven to meet certain performance requirements at various flight conditions (i.e. Mach numbers, altitudes) as well as for a wide range of parametric uncertainties (e.g. mass, aerodynamic properties). The process of evaluating performance is known as "flight clearance" and it is commonly viewed to be an essential aspect of the controller design process, see [4] . While flight clearance is traditionally based on sampling the parameter space (Monte Carlo simulations), more systematic methods, such as μ-analysis, are expected to play an important role in the future flight control design process since these provide guaranteed stability and performance levels. For some recent developments, see [4] [5] [6] [7] . In general, a parameterized family of LMI constraints as in (1) causes the optimization problem to be non-tractable. Approximations to such problems can be made along two different lines, depending on whether the family of LMIs is relaxed in a probabilistic or worst-case sense.
When the parameter is considered as a random variable, the family of LMI constraints is sampled on a finite grid of parameter values, at the risk of possibly missing crucial parameter values. The main challenge with this method is how to build smart grids (of modest size) that provide good lower bounds for the optimal value of (1). This technique has recently received considerable attention, see [8, 9] . The question arises for what set of parameter values the optimal value of the genuine robust SDP problem concides with its sampled version. Any set with this property will be called a representative set of parameter values for the robust LMI constraint.
In cases where guarantees are required with certainty, e.g. in stability analysis, a 'worst-case' or 'min-max' approach is taken. Relaxations are constructed which guarantee that the constraint is robustly feasible. Many different relaxation schemes have been suggested in the literature. For a recent overview on this topic in the context of systems and control, see [10] .
Unfortunately, a priori bounds on the approximation errors can be given for specific sets and affine dependent P i (δ) only, see [11] [12] [13] . For more general situations it is typically not known how to a priori estimate the relaxation gap. The approach taken in this paper tries to identify when there is no relaxation gap, in which case the relaxation is called exact. In continuation of the work in [14, 10] , a test is derived that verifies whether a computed upper bound relaxation is exact in the general case of multiple SDP constraints. The test for verifying exactness amounts to solving a polynomial system. A discussion on the applicability of the derived test in case the relaxation is approximately exact, see [14] . When no numerically tractable relaxation scheme is verifiable exact, alternative methods must be employed in order to find good lower bound values, see e.g. [8] .
In Section 2 we formulate the general robust SDP problem with multiple semi-infinite constraints and show how to construct approximation schemes for computing upper and lower bounds. The brief Section 3 provides the condition for verifying exactness of the proposed relaxation scheme and boils down to finding the solutions to a system of polynomials. In Section 4 we outline the classical method of finding all isolated solutions to such a system, based on socalled multiplication matrices. The technique is based on the work of Stetter and co-workers, [1] . Section 5 contains the main result, in which we show by standard linear algebra tools alone that all zeros of the polynomial system can be found. The derived exactness test and the algorithm of Section 5 are illustrated on a robust linear programming example in Section 6. Finally, conclusions are drawn in Section 7.
The general robust SDP and approximations
The general robust SDP problem addressed in this paper covers a multitude of robust optimization problems arising in various fields of engineering, such as signal processing, systems and control or structural optimization. In [2] , a number of challenging design problems were solved by using LMI techniques. In order to illustrate how a given practical problem is molded into the general problem formulation as treated in this paper, let us analyze the uncertain transfer matrix G(s, δ) that depends on parameter vector δ = (δ 1 , . . . , δ k ) ∈ ⊂ R k and for which the following realization is given:
This could for example represent the aircraft dynamics in the 'flight clearance' example mentioned in the introduction. It is assumed that the data matrices A(·), B(·), C(·) and D(·) are rational functions that admit a linear fractional representation, see [15] . Thus, for some matrices A, B, C, D and (δ) that is linear in δ, we can write
Assuming that performance has been expressed in terms of a weighted H ∞ -norm of G, the robust performance analysis problem of interest then amounts to computing the worst-case H ∞ -norm over the set , the optimal value of which we denoteγ . Moreover, it is desired to also know which parameterδ satisfies G(δ) ∞ =γ since this indicates the most critical flight conditions one can expect during flight. In other words, there is strong interest in such representative parameter values.
By an extension of the bounded real lemma, see e.g. [16] , any γ for which there exists a continuously differentiable
for all δ ∈ is an upper bound onγ , i.e. γ γ . In order to render (2) computationally tractable, X(·) requires parameterization. For example if k = 1, one could choose a parameterization
in which X 0 , X 1 , X 2 are the coefficient matrices to be computed. By substitution into (2), the problem of finding the smallest γ is a particular instance of the robust SDP problem. Rather than just a scalar variable γ , the decision space can be any finite dimensional vector space Y. We therefore introduce a more general version of the robust SDP problem that will be used throughout this paper:
Here, y ∈ Y are the decision variables and the functions F i (δ) admit the linear fractional representations
with i (·) being linear for i = 1, . . . , n c . The optimal value is denoted by γ opt . We assume the set to be compact and J i (y) to be affine in y, mapping into the space of symmetric matrices. Moreover, the existence of a feasible point satisfying the robust LMI is assumed, by which we infer that the optimal value of the problem (4) is finite, i.e. γ opt < ∞.
We finally point to the fact that any constraint in the form (1) can be transformed into the form (4) and vice versa. Let us now discuss two different approximations of the robust SDP that lead to upper and lower bounds on the genuine optimal value γ opt .
Lower bound computation by gridding the parameter domain
Consider the robust SDP (4) and select for the ith constraint q i points {δ i,1 , . . . , δ i,q i } ∈ . Furthermore, define the set of indices
Then solve the standard LMI problem obtained by replacing the semi-infinite constraints with its sampled version:
This provides a lower bound value γ lb γ opt which improves by increasing the number of points q i . In most problems, good lower bounds require multiple parameter values, i.e. q i > 1. Using the notation employed so far, a representative set of parameter values is thus any set of δ i,ν 's for which γ lb = γ opt .
Upper bounds by relaxations based on S-procedure
The optimal value of the robust SDP (4) can also be approximated from above using various types of relaxation schemes. As argued in [10, 14] , a broad class of algorithms is defined using an S-procedure argument. Introduce the matrices
Then, with auxiliary variables ξ i in some finite dimensional vector spaces i the multiplier is parameterized in the following fashion: Choose real-linear Hermitian-valued mappings
This defines the following relaxation to the robust SDP (4):
Section 6 will show particular choices for G i and H i and the spaces i for a concrete numerical example. By multiplying the second inequality in (10) from left and right with F i (δ) and F i (δ) respectively, and using (9) , it follows for each feasible point of (10) that
This allows us to infer γ rel γ opt . For precise arguments and more details the reader is referred to [10] .
Verification of exactness
With the results from the previous section the optimal value γ opt of the robust SDP (4) can be approximated from below and from above. In this section we derive a condition for verifying whether a computed relaxation is exact, i.e. whether γ rel = γ opt . These ideas were first proposed in [14, 10] for the specific case that only one semi-infinite constraint is considered. We will give a proof for the general situation with multiple semi-infinite constraints and notice that the test involves Lagrange dual optimal multiplier variables that correspond to the LMI constraints in relaxation (10) . These generally non-unique dual optimal multipliers are naturally obtained once adopting interior point algorithms to solve the relaxation.
The key step in deriving the exactness test is to connect the Lagrange dual problems of the lower-and upper bound schemes as they were presented in the previous section. Referring to the original problem (4), let us introduce the decomposition
where J i (y) is further expressed as
. . , n c and in which J 0 i , . . . , J n i are symmetric matrices. Since the constraints in (7) are strictly feasible (as assumed for (4)), the optimal value is finite and the problem can be dualized without gap. With Lagrange multipliers Z i,ν and the maps
the Lagrange dual problem reads as
Similar as has been done for the lower bound computation (7), with Lagrange multiplier variables 1 , . . . , n c , 1 , . . . , n c the dual problem of (10) becomes
We can now formalize the exactness result for problem (4) and relaxation (10).
. . , n c be some dual optimal multipliers of (13 
for some
Proof. Given dual optimal ( i , i ), i = 1, . . . , n c , note that by using the maps L i,ν (·) as defined in (11), the matrices in the summation (14) (12), and the value of this problem equals
This implies γ lb γ rel and hence the equality γ rel = γ lb holds. Moreover, any set {δ i,ν : (i, ν) ∈ } satisfying (14) for some Z i,ν 0 is a representative set of parameter values, i.e. for the corresponding sampled problem (7) we have γ lb = γ rel = γ opt .
Theorem 1 is applied as follows. Once dual optimal multipliers 1 , · · · n c have been computed in solving the relaxation (10) and its dual (13) , one must find variables Z i,ν , andδ i,ν ∈ that satisfy (14) . Parametrization of the matrices Z i,ν should be done in accordance with the rank of i . With the rank revealing decomposition
this means that the vectors z j,i,ν are the unknowns and q i , r i,ν are a priori fixed parameters such that the relation
holds. For any such parametrization of Z i,ν , a polynomial system is obtained by vectorizing (14) and multiplying with the denominator polynomial of (I − A i i (δ)) −1 B i . However, even for moderate sized SDP constraints, this straightforward application of condition (14) results in a high number of polynomials. Therefore, it is a suggestion for future research to develop more efficient techniques that can directly handle (14) in the case of general robust SDP problems.
There are already two situations in which the complexity of the exactness test can be significantly reduced. For instance, we can extend the observation made in [14] for the case of having a single robust SDP constraint, and infer that (14) is solvable if there exists solutions δ 1 , . . . δ n c ∈ for which
holds. Moreover, for a specific class of multiplier relaxation schemes, it can be shown that the relaxation is automatically exact in case that rank( i ) = 1 for i = 1, . . . , n c , see again [14] . Second, in case the B i -matrices in (5) (14) implies
By multiplying the expression with the denominator of F i (δ) a polynomial system is obtained that depends only on δ. Problems in which B i 's have only one column represent robust linear programming problems, a problem class for which numerous references can be found, e.g. [17] [18] [19] .
Remark 2.
Since (15) is only necessary for (14) , one still has to verify exactness by sampling the problem using the values obtained from solving (15).
Solving polynomial systems by linear algebra
Motivated by the exactness test in the previous section we consider the problem of finding all common zeros for given polynomials p 1 , . . . , p l in the indeterminate variables δ i,ν , Z i,ν , or (in specific cases) only δ i,ν . Introducing x = (x 1 , . . . , x s ) as the indeterminate variables, the goal is to compute common solutions to the polynomial system
The set of zeros z ∈ C s for which p i (z) = 0 for i = 1, . . . , l, is denoted by
Note that the zero set is assumed finite. This section starts by introducing the necessary algebraic notions in order to explain the approach taken in [1, 20] , as well as the extensions contained in this paper. Instead of looking only at the set of polynomials P, one should consider a much larger set, called the ideal of polynomials generated by P, formally defined as
where P s denotes the algebra of all complex polynomials in the variables x = (x 1 , . . . , x s ). It is obvious that P vanishes on Z(P ). Moreover, the algebraic variety defined by I, denoted by V (I), is defined as the set of joint zeros of all elements in I, i.e.
V (I)
= {z|p(z) = 0 ∀p ∈ I}.
It is easy to show that Z(P ) = V ( P ).
A fundamental step in the analysis of polynomial systems is to introduce the factor space P s \I with elements denoted by [p(x)]. In the sequel we often leave out the argument x, thus writing [p] ∈ P s \I. These elements are equivalence classes modulo I, meaning that for any
It can be proven that P s \I is a vector space over C of dimension m (see [1] , Theorem 2.4). Moreover, defining the multiplication
s \I with the structure of a commutative ring. In order to treat vectors of polynomials we introduce the abbreviation I n = {col(r 1 , . . . , r n ) : r 1 , . . . , r n ∈ I}. 
often called the multiplication matrices corresponding to the basis vector b.
Proof. For any polynomial q ∈ P s , [qb k ] is again an element in P s which implies there exist scalars α kj for which
. . .
The matrices M i are found by choosing q = x i and using the resulting α kj as the (k, j )th element of matrix M i . The proof is also given in [21] Proposition 4.7.
It is surprisingly simple to construct Z(P ) once the so-called multiplication maps for each of the monomials x 1 , . . . , x s , as represented by M 1 , . . . , M s , are known. As pointed out in [1] , the construction of a basis B, also called normal set, is what causes trouble, in particular for polynomial systems in higher dimensions and of higher degree. Most of the available algorithms are based on first determining a Gröbner basis of the ideal of polynomials. There exists a vast amount of literature on how to efficiently compute Gröbner bases. As we will see, our procedure is applicable even if a priori knowledge on B (or a Gröbner basis) is absent.
Before presenting the classical result of Stetter, let us recall the following fact. 
Proof. See [21, Theorem 2.10].
We now discuss an algorithm to compute V (I). By transforming the matrices M 1 , . . . , M s into upper block triangular form, the zeros can be extracted from the eigenvalues of the individual blocks. In contrast to the approach in [1] , joint eigenvectors of the multiplication matrices M 1 , . . . , M s are only required in the proof and not in the algorithm. Given a matrix A, we say that the similarity T transforms A into block root-subspace form if 
where we used Lemma 3.
Step 2. For any j ∈ {1, . . . , k 1 } consider the block M j 2 . As in Step 1, we can also transform this matrix into block root-subspace form, i.e. Proof. We assume that b has been transformed such that (18) 
For any multi
s . This operation extends in a natural fashion to an arbitrary polynomial q(x) = α c α x α in P s as
Since M 1 , . . . , M s are pairwise commuting, it is straightforward to check that (18) implies
Therefore, by using (20), we infer 
Solving polynomial systems without computing a basis of P s \I
In the previous section we have seen how to extract all zeros z ∈ V (I) from the multiplication matrices M 1 , . . . , M s in (18) . Motivated by the alternative proof that was given for Theorem 6, this section contains an extension of Algorithm 5 and determines V (I) without knowing a basis of P s \I a priori. Let us now no longer assume to know some basis B for P s \I. We will rather assume that 
For a given set of polynomials P = {p 1 , . . . , p l }, we define vector p = (p 1 , . . . , p l ) T and fix some monomial vector b = (b 1 , . . . , b n ) T with b 1 = 1 as well as monomial matrices V i , i = 1, . . . , s, each consisting of n rows. First, it is required to verify whether the system of linear equations
in the matrix variables N i and C i is solvable. In case (22) is not solvable, monomial terms should be added to b as well as to V 1 , . . . , V s . It is not difficult to see that the mere solvability of this equation does indeed imply that the components of [b] span P s \I, which is the content of the next proposition. The following lemma helps us in proving that b is a spanning set once (22) Proof. For any given monomial μ, let us first prove that there exists a matrix N μ such that
Indeed, solvability of (22) implies
wherer(x) ∈ I n . Thus for arbitrary i, j ∈ {1, 2, . . . , s} we have
where the components of r(x) = N jr (x) +r(x) ∈ I n (using the properties of ideal I). Hence, for any monomial μ(x) = x Using this lemma, we now show that the components of [b] span P s \I once (22) Proof. Recall the fundamental fact that P s \I is m-dimensional as a vector space over C and admits a monomial basis. If
then there certainly exist monomials μ 1 , μ 2 , . . . , μ d such that
Now define
so that we get the chain of vector spaces
Note that (24)- (25) can only be true if for some k d we have 
for which Proof. With monomial vector b, let matrix K be such that 
which reads
Therefore,
and, since Yẽ ∈ I m for any matrix Y ∈ R m×(n−m) , we get
Taking equivalence classes shows that M i 11 are multiplication matrices as in condition (18) . 
finishes the proof.
Let us summarize the results obtained so far. Once (22) is solvable, the components z 1 , . . . , z m of all zeros in V (I) can be found as eigenvalues of the matrices N 1 , . . . , N s . The restriction of N 1 , . . . , N s to an (unknown) subspace V are exactly the commuting matrices M 1 , . . . , M s from Proposition 1. As extensively discussed in [1] , there exists no generically best algorithm for computing such a basis, which lead us to investigate alternative approaches. We will show that V (I) can be obtained directly from the matrices N 1 , . . . , N s without explicitly computing the joint invariant subspace V corresponding a basis B of P s \I. The following algorithm constructs candidate zeros, by iteratively identifying joint invariant subspaces. It constructs largest joint invariant subspaces of N 1 , . . . , N s , which therefore must also contain Im(T 1 ) for T 1 defined as in (26) . Contrary to existing methods, there is no need to compute all joint eigenvectors. The candidate zeros are constructed by sequentially applying similarity transformations to the matrices N 1 , . . . , N s , and storing eigenvalues systematically. Suppose that N 1 , . . . , N s are solutions of (22) . Then the following algorithm iteratively constructs s-lists of complex numbers λ ∈ C ∪ {∞} on the basis of a sequence of similarity transformations T (j ) , j = 1, . . . , s.
Algorithm 10.
Step i = 1 Choose nonsingular T (1) 
is in block root-subspace form. Let λ j denote the eigenvalue of the block T j N 1 T j for j = 1, . . . , k 1 and d j its dimension and collect this information, with the all ones row vector e j of length j, as
Step i = 2 For all j = 1, . . . , k 1 , choose a basis matrix K j of the largest subspace K j that satisfies
Since T j generally consist of multiple columns, N 2 restricted to the subspace Im(T j ) has multiple (possibly distinct) eigenvalues. Let us therefore denote, for j = 1, . . . , k 1 , the r j different eigenvalues of 
into block root-subspace form (with blocks of dimension
Then, define the similarity transformation T (2) as
with r 1 + · · · + r k 1 + k 1 blocks of column size (some of which can be empty)
Hence, after the first 2 steps we know that
is a joint invariant subspace of N 1 , N 2 . As the proof below shows, we can securely drop the eigenvalues of W j N i W j . Therefore, we introduce placeholder ∞ in accordance with the blocks W j , j = 1, . . . , k 1 , and augment 1 as follows
recording the relevant and irrelevant eigenvalues with their corresponding multiplicities. The algorithm proceeds with the k 2 = r 1 + · · · + r k 1 blocks
for which we will use the symbols (29), which also defines the new similarity transformation matrix T (i) with new blocks
After s steps, the matrix
is obtained which contains all information on the elements in V (I). 
. , z s ) ∈ V (I).
Let us therefore choose some z ∈ V (I) and let v be the corresponding joint eigenvector. Consider Algorithm 10. In step one, suppose V 1 = Im(T 1 ) is the root subspace of N 1 corresponding to z 1 . We necessarily have v ∈ V 1 and thus span{v} ⊂ V 1 . Since span{v} is also N 2 -invariant and K 2 is defined as the largest N 2 -invariant subspace that lies in V 1 we clearly have that
In fact, referring to (29) , defining
that is, the eigenvalue of N 2 restricted to subspace V 2 is the second component of z. At each of the remaining step i = 3, . . . , s we will be able to find a subspace of V i ⊂ im(T (i) ) for which σ (N i | V i ) = {z i } which defines a sequence of subspaces satisfying
This shows that the algorithm finds every z ∈ V (I). Referring to the notation in Algorithm 10, the invariant subspaces V i ⊂ im(T (i) ) must be contained in the largest invariant subspace span(U 1 1 , . . . , U
), which is why the blocks W j were disregarded.
Algorithm 10 reduces to the classical method of Theorem 6 when the elements of monomial vector b in (22) form a basis of P s \I. Indeed, the matrices N 1 , . . . , N s are then pairwise commuting. With T (1) turning N 1 into block root-subspace in step 1, we infer that T (1) actually turns all N 2 , . . . , N s into block root-subspace by Lemma 3. As a consequence, the N i 's in (22) reduce to the M i 's in (18) . In addition, at each step i, the largest N i+1 invariant subspace equals K j = Im(T j ) for all j = 1, . . . , k i , which means that the blocks W j are void.
We emphasize that this paper adds to the work done by Stetter and co-workers [1] . Rather than improving the numerical behavior of existing algorithms, the results of this section show that the zero set can be computed without knowing a basis of the quotient space.
Due to the iterative nature of the algorithm it is difficult to derive theoretical bounds on its computational complexity. Using a Gröbner basis approach usually becomes inefficient when the basis is large if compared to the number of isolated solutions of (16) . For elementary problems, the determination of N i in Algorithm 10 is computationally usually the most demanding step.
Remark 12.
Various other approaches exist for solving (16) , many of which do not rely on algebraic operations of finding a Gröbner basis. For a good reference in this respect see [23] , which focusses on homotopy methods, or [24] , using the notion of the resultant of two polynomials. Recently, an LMI approach that uses homogeneous polynomials was developed in [25] .
Numerical example
In this section we illustrate the procedure of applying Theorem 1 in order to verify exactness. We also illustrate how to extract zeros of the resulting polynomial system along the lines of Algorithm 10. Consider the following robust linear programming problem:
where 
and the set is a direct product of ellipsoids defined as
This example thus consists of 4 semi-infinite LP constraints and resembles the example in Section 5.1 of [9] , where a new randomized approach was proposed for handling uncertain convex programs. Originally, ellipsoidal perturbations on the rows of the A were assumed which enables to recast the problem exactly as a tractable conic quadratic program, see [26] . In order not to have access to a priori tight approximation schemes, we have introduced polynomial dependence in E(δ).
Computing upper bounds
As sketched in Section 2 each of the constraint needs to be rewritten in the form
with
the S-procedure argument from Section 2 turns the problem into the infimization of c T y subject to y ∈ R 2 , i ∈ R 2d i ×2d i , and 
Notice that semi-infinite constraints (36) characterizing the set of admissible scalings i do not reflect the entire domain . In fact, the uncertainties enter the problem constraint-wise, see [26] , which allows to independently relax the constraints a i (δ) − b i < 0, i = 1, . . . , 4, and each of them only involves two parameters.
Since the regionsˆ are semi-algebraic, the following relaxations are based on sum-of-squares techniques presented in [27] . We note that other implementations based on the same principle can be used as well, e.g. [28, 10, 29] . The first relaxation, denoted by REL-1, has the least computational complexity by using an parameter independent monomial basis m(δ 1 ,δ 2 ) = 1 for each of the constraints. The resulting upper bound value is γ rel = −1.570. Inspection of the optimal dual multipliers of the LMIs in (35) reveals that only 3 , 4 are nonzero, by which it follows that the constraints (35) are inactive for i = 1, 2. This motivates us to partially extend the monomial basis for sum-of-squares relaxation REL-2, as indicated in Table 1 . The upper bound value has indeed improved to γ rel = −1.602.
Let us verify exactness along the lines Section 3. The optimal dual multipliers 3 , 4 both have rank 2 and read as As mentioned in Section 3, for robust linear programming problems we can eliminate the Z i,ν from (14) and rather solve (15) , from which the following solutions were obtained 
Note that we used indices 5-8 of the original problem. In order to verify exactness, we can either search for Z i,ν that satisfy (14) or we can compute lower bound values γ lb by sampling the original constraints making use of the extracted parameter values (37).
Lower bound computations
Based on the observations obtained by the computed relaxations in the previous section, we analyze three different grids. Let us first be somewhat ignorant and sample each of the constraints with 1257 parameter values, uniformly distributed over the unit disk, which leads to a total of 5028 constraints, denoted as GRID-1. Although the optimal value γ lb = −1.604 is already close to the upper bound γ rel − 1.602 and would suffice as a certificate for exactness of REL-2 in practice, we can obtain better results with much less computational effort. Using the fact that constraints 1 and 2 were inactive in REL-1 and REL-2, let us replace the corresponding grid by a singleton (δ 1 , δ 2 ) = (δ 3 , δ 4 ) = (0, 0), which we refer to as GRID-2. As shown in Table 2 the same result is achieved with half of the computational complexity. Finally, GRID-3 further reduces the problem size by sampling constraint 3 and 4 on any parameter pair given in (37). We emphasize that due to the uncertainty entering constraint-wise, a single (generally non-unique) worst-case parameter pair always exist, see [26] . From the optimal value indicated in Table 2 , we conclude exactness of REL-2.
Solving the polynomial system using Algorithm 10 Let us finally illustrate how the solutions in (37) were obtained by following the procedure of Section 5. With the dual optimal multipliers 3 , 4 , the polynomial system (15) for constraint 3, with notation x = (x 1 x 2 ) = (δ 5 , δ 6 ) becomes p 1 (x) = 0.1411 + 0.8881x 1 − 0.4374x 2 2 , p 2 (x) = 0.6781 − 0.4086x 1 − 0.6109x 2 2 .
The first step is to solve the system of linear equations (22) We are able to read off the zeros, and need not apply further transformations. There are two other candidate solutions of the form (0, ·) but these do not satisfy (38). In a similar fashion, the parameter values corresponding the exactness test for constraint 4 have been computed.
Conclusions
Robust semi-definite programs have been approximately solved by using a general class of LMI relaxation schemes. Exactness of the relaxation could be tested by solving a system of polynomial equations, based on optimal dual multiplier variables. This procedure has been illustrated on an academic example. In addition, a new algorithm for the computation of the zeros of a system of polynomial equations was proposed. As one of the main differences if compared to classical techniques, this algorithm only requires the solution of a linear system of equations and computing root-subspaces of matrices as opposed to classical approaches based on Gröbner basis of the corresponding polynomial ideal. Future research is aimed at reducing the exactness condition into a relatively small polynomial system for the case of general robust SDP constraints.
