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ABSTRACT
Hua, Duy P. PhD, Purdue University, December 2016. Unique Allosteric Mechanism
Regulating Protein-Protein Interaction through Phosphorylation: A Case Study of
the Conformational Changes in the Syk tandem SH2 Protein . Major Professor:
Carol Beth Post.
Spleen tYrosine Kinase (Syk) is one of the crucial signaling proteins involved in
the development of immune cells and the initiation of inflammatory responses. Syk is
a 72-kDa kinase comprising three folded domains: two SH2 domains and a catalytic
domain. The tandem SH2 domains connected by linker A are key to the regulation
of Syk activity. Immune signaling through Syk is initiated by the binding of the
tandem SH2 to the dpITAMs found on immune cell receptors. The high-aﬃnity,
bifunctional binding of Syk tandem SH2 to the immunoreceptor requires that the
two phosphotyrosines (pTyr) of the dpITAM fit the spacing and orientation of the
two SH2 domains. Phosphorylation at Y130, which introduces a negative charge in
the linker A, disrupts the domain-domain coupling and causes the binding aﬃnity of
each SH2 domain to the pTyr of the dpITAM to diﬀer; the optimal binding to dpITAM seen with the unphosphorylated form is therefore no longer possible. Because
Y130 is far from the dpITAM binding sites, phosphorylation of Y130, therefore, negatively regulates the association of Syk with immunoreceptors through an allosteric
mechanism. In this work, the molecular detail of this allosteric mechanism was investigated using molecular dynamics simulations. The use of µs-trajectories enabled
us to define the perturbation caused by Y130 phosphorylation to the domain-domain
dynamics and the conformational ensemble of the tandem SH2. A picture in which
the Syk-immunoreceptor interaction is regulated by a mechanism of dynamic allostery
emerged.
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1 INTRODUCTION
1.1 Syk kinase is central to signaling through B-cell receptors
B lymphocytes (B cells) of the white blood cells create antibodies against specific
antigens and are crucial components of the adaptive immune system that prevents
disease pathogenesis. Abnormalities in B-cell function and antigen-recognition have
been associated with allergic and autoimmune diseases such as asthma, systematic
lupus erythematosus, rheumatoid arthritis [1]. Malignant development of B-cells have
been linked to chronic lymphocytic leukemia and a variety of lymphomas [2]. In order
to discover therapeutic agents, treat these diseases, and improve the quality of human
life, a full understanding of the molecular constituents and factors which drive the
development, function, and aberrant behavior of B-cells is necessary.
The surface of B-cells is primed with B-cell receptors (BCR). The BCR complex
comprises two units: the antigen-binding unit (membrane immunoglobulin molecule)
and the signaling unit (Igα and Igβ molecules). The cytoplasmic tails of the Igα and
Igβ chains consist of short, highly conserved immunoreceptor tyrosine-based activation motifs (ITAMs) (sequence: YxxL/Ix7−9 YxxL/I) that are required for signaling
through BCR complex. Upon antigen binding, the BCR complex is activated and the
tyrosines of the ITAMs are phosphorylated by BCR-associated Src-family tyrosine kinases. Subsequently, Spleen tYrosine Kinase (Syk) is recruited to the membrane via
interactions with the doubly-phosphorylated ITAMs (dpITAM). At the membrane,
Syk is phosphorylated and activated by Src kinases. The activation of Syk initiates
signaling to downstream components such as B-cell linker protein (BLNK), and phospholipase C-γ2 (PLCγ2), and launches the BCR signaling cascade [3,4] (See Fig. 1.1).
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Figure 1.1. Left panel: The B-cell receptor (in maroon) signaling pathway is activated when an antigen (in green) is recognized by
the BCR-bound immunoglobulin IgE (in blue), resulting in the phosphorylation of two tyrosines of the ITAM (in magenta) by cytosolic
kinases Lyn and Syk. Syk (in purple) is recruited to the membrane
(in gray) via interaction with the phosphotyrosines (in orange) of the
dpITAM (in magenta). Once Syk is bound to the dpITAM, multiple
tyrosines of Syk are phosphorylated by Src-family kinases and Syk is
activated. These newly created phosphotyrosines become the docking sites for other cytosolic proteins such as Vav, PLCγ2, and BLNK.
Right panel: After some time, tyrosine 130 of Syk is phosphorylated,
triggering the dissociation of Syk from the BCR. The activation and
phosphorylation of Syk ultimately lead to cellular response such as
cytokine release, diﬀerentation and proliferation.
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Thus, Syk mediates B-cell intracellular signaling through the BCR complex to
trigger inflammatory responses to extracellular antigens. Because of its central role
in BCR signaling pathways, Syk has become an attractive drug target against multiple
diseases [5].

1.2 Tandem SH2 association with the dp-ITAM is important for Syk activity and
function
Syk is a 72-kDa kinase comprising three folded domains: two SH2 domains and a
catalytic domain. The tandem SH2 domains (tSH2, residue 15-259 in human Syk kinase) are connected by linker A and the tSH2 to the kinase domain (residue 371-631)
by linker B (See Fig. 1.2A). The SH2 domains of Syk kinase are regulatory elements that selectively recognize phosphotyrosine residues of the pYxxL/I cassettes of
the doubly phosphorylated ITAM (dpITAM). When the tandem SH2 domain simultanouly binds to the two phosphotyrosines of the dpITAM in a head-to-tail fashion
(See Fig. 1.2B), a high-aﬃnity and specific protein-protein interaction between the
Syk kinase and the immunoreceptor is established (Kd in the nM range), Syk is localized to the cell membrane, phosphorylated on multiple tyrosines, and activated [5].
The crystal structure provides a structural basis for the high-aﬃnity and specific
interaction between the Syk protein and the dpITAM. The phosphate groups of the
phosphotyrosines on the dpITAM are coordinated and stabilized by a network of
hydrogen bonds with R175, R195, R197 residues of the C-terminal SH2 domain (CSH2) and with R22, R42 residues of the N-terminal SH2 domain (N-SH2) while the
Leucine/Isoleucine residue at the pY+3 position contributes to the binding specificity
of the SH2 domain to the pYxxL/I sequence [6]. Further, the crystal structure shows
that the two SH2 domains of the Syk tSH2 are optimally arranged so that the domaindomain orientation and the distance between the two phosphotyrosine binding pockets
fit with the spacing and orientation of the two phosphotyrosines of the dpITAM [6,7].

4

Figure 1.2. Panel A: A schematic showing the domain arrangement
of the human Syk kinase. Panel B: Crystal structure of the dpITAMbound, unphosphorylated tandem SH2 of the human Syk protein
(PDB code: 1A81 [6]). The tandem SH2 protein (chain A, residue
9-254) is shown as gray ribbon. Tyrosine 130 is shown as blue sticks.
The phosphotyrosine binding pockets of the tSH2 protein are shown
as cyan balls. The dpITAM (chain B) is shown as yellow ribbon with
the phosphotyrosines shown as red sticks and the isoleucine/leucine
required for specific interactions shown as green sticks.
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The tandem SH2 protein and its domain-domain structure, therefore, are critical to
the Syk-BCR association and the regulation of Syk activity.

1.3 Phosphorylation at Y130 alters the conformational ensembles and dynamics of
the Syk tandem SH2 protein
Tryptic phosphopeptide mapping experiments indicate that upon
Syk-immunoreceptor association, Syk is phosphorylated on multiple tyrosines, one of
which is Y130 (murine numbering, Y131 in human Syk) of the linker A [8]. Previous
in vivo experiments showed that activated, tyrosine-phosphorylated Syk is mostly
dissociated from the BCR and remains in the cytosol [9]. Keshvara et al. further
demonstrated with Syk mutants that the presence of a negative charge on the linker
A (via Y130 phosphorylation or substitution of Tyr with Glu) increases the basal
activity of Syk kinase and reduces Syk-BCR association while substituting Tyr with
Phe to prevent phosphorylation results in lower cytosolic kinase activity and enhanced Syk-BCR interaction [10]. Thus, phosphorylation at Y130 modulates the
Syk-immunoreceptor interaction and regulates the kinase activity of Syk protein.
The eﬀect of phosphorylation on the conformational ensemble of the tSH2 and the
tSH2-dpITAM binding energetics has been investigated using a variety of biophysical
methods [11]. Experimental results indicate substantial dissimilarities in domaindomain interaction, linker A flexibility and overall shape between the unphosphorylated tSH2 (utsh2) and Y130-phosphorylated tSH2 (ptsh2) that can rationalize the decreased aﬃnity. Hydrodynamic friction calculated from analytical ultracentrifugation
data showed the global shape diﬀers between unphosphorylated and phosphorylated
forms of the tandem SH2; the friction ratio, f /f0 , between the observed frictional coeﬃcient, f , and that of a sphere with equal volume, f0 , is higher for phosphorylationmimetic (Y130E) tSH2 (f /f0 = 1.46) than for utsh2 (f /f0 = 1.28), suggesting that
the global shape of ptsh2 is more extended than that of utsh2 [12]. With HSQC chemical shift diﬀerence calculations and residual dipolar coupling measurements, Zhang
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et. al. showed that the domain-domain orientation and domain-domain interface differ between the unbound, phosphorylation-mimetic (Y130E) tSH2 and the unbound,
unphosphorylated form [12]. Calculations of the overall tumbling correlation time τc
indicated that the presence of a negative charge on the linker A alters the protein’s
hydrodynamic behavior: the two SH2 domains of the phosphorylated tSH2 are partially decoupled (τc = 11 ns), albeit not rotating independently as beads on a string
(τc = 8.2 ns), while those of the unphosphorylated tSH2 have strong interaction, are
tightly coupled, and tumble in solution as a rigid unit(τc = 17 ns) [11,12]. In addition,
work by Feng et. al. revealed that the binding of the C-SH2 domain to the N-terminal
phosphotyrosine of the dpITAM is not aﬀected by Y130-phosphorylation, and that
Y130-phosphorylation alters the tSH2-dpITAM binding energetics by disfavoring the
intra-molecular interaction between the N-SH2 domain to the dpITAM C-terminal
phosphotyrosine [11].
The specific changes to the structure and dynamics of the tandem SH2 due to
Y130-phosphorylation, however, are not revealed by these previous biophysical studies; yet, this information is required to thoroughly understand the allosteric mechanism of Y130-phosphorylation for regulating Syk-immunoreceptor association. Molecular dynamics (MD) simulations can be utilized to investigate the atomistic details
of the conformational ensembles of the utSH2 and ptSH2 in solution.

1.4 Computational methods to sample protein structures and study protein dynamics at atomistic detail
With the increased computational power, improved energy functions, and eﬃcient algorithms, MD simulations have been widely recognized as a powerful computational approach to solve problems in structural biology because they provide
high-resolution insight into the structures and dynamics that govern the functions of
protein molecules [13–16]. Classical MD simulation of a protein is the time evolution
of the position of every atom in that protein, generated by integrating the Newton’s
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equation of motion. Built upon the knowledge of the forces such as bonded motions,
electrostatic and van der Waals interactions that drive the structural changes and
functions of biomolecules, MD simulations allow us to explore the conformational
landscape available to a protein, observe the structural changes, and calculate measurements that can be compared to experimental results. As a result, MD simulations
are complementary to other biophysical methods such as NMR, X-ray crystallography,
calorimetry.
Because an MD simulation is a computational experiment, it is important to mimic
the aqueous environment in which a protein exists. The most accurate approach is to
include explicit water molecules in the simulation system. To ensure adequate sampling of diﬀerent conformational states of a protein, this approach, however, requires
abundant and prolonged computing resources, which typically are not available to
most research groups. Therefore, it is challenging to extensively sample the structures of a protein surrounded by explicit water molecules using classical MD.
Many approaches which address the aforementioned challenge with classical allatom MD simulations have been proposed. Methods involving a reduction of system
size such as coarse-grained modeling [17–19] and implicit solvation [20–25] speed up
the simulations, enable accessiblity to longer timescale of protein dynamics with existing resources, and hence, facilitate eﬃcient sampling of the conformational space.
While these methods have been successfully employed to study several biological systems, its lack of atomistic detail on interactions between water molecules and the
protein hinders its application to systems whose functions are governed by side chain
interactions or partially buried charge-charge interactions [17–25]. Other methods
such as adaptive biased dynamics [26–29] and accelerated molecular dynamics [30,31]
improve the extent of conformational sampling by reducing the barriers between the
energy basins of the free energy landscape and encouraging the protein to sample
multiple conformational states. The advantage of these methods is the preservation
of atomic description of the biomolecule of interest. However, identifying the suitable reduced variables along which the phase space is explored with adaptive biased
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dynamics, or choosing the appropriate parameters that control the bias strength and
threshold in the accelerated MD approach is not trivial. Increased eﬃciency in searching the conformational space is also attainable by the multi-copy approach [32, 33].
With this approach, multiple trajectories are calculated by varying the simulation
configuration with diﬀerent initial velocity or starting structure. The use of multiple
trajectories have been shown to improve the agreement between calculated and experimental observables [34–36]. Its disadvantage, however, is the diﬃculty in combining
and weighting each trajectory for the calculation of thermodynamic quantities.
Because each method for conformational sampling has its advantage and disadvantage, evaluative studies with well-behaved proteins are necessary to identify the
best approach to explore how Syk tandem SH2 protein structurally and dynamically
respond to phosphorylation at Y130 of the linker A.

1.5 Thesis outline
The main focus of this work is to apply MD simulation methods to investigate at
a molecular level the observed changes (See Table 1.1) in the unbound tSH2 domaindomain structure upon phosphorylation. We hypothesize that tSH2-dpITAM dissociation is entropically driven: the presence of a negative charge at Y130 due to
phosphorylation alters the conformation and dynamics of linker A, significantly increases the interdomain flexibility, perturbs the domain-domain interactions as well
as protein-substrate interactions, and ultimately leads to dissociation of SYK from
the immunoreceptor. These structural and dynamical changes, therefore, underlie the
allosteric mechanism of Y130-phosphorylation regulating Syk binding the membrane
receptor. Results obtained from MD simulations will provide meaningful information
on how Y130-phosphorylation modulates the conformational ensembles of tSH2 to
aﬀect Syk-dpITAM binding, and lead to a more complete understanding of the basis
for tSH2-dpITAM binding energetics and regulation of Syk’s biological function.
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Table 1.1.
In vivo and In vitro diﬀerences between unbound, unphosphorylated
tSH2 (utsh2) and phosphorylation-mimetic (Y130E) mutant.
utSH2

Y130E-tSH2

In vivo BCR association [10]

basal

−−−

In vivo Syk kinase activity [10]

basal

+++

Hydrodynamic shape

more spherical

more extended

f /f0 (AUC experiments) [12]

1.28

1.46

Domain-domain coupling

tightly coupled

partially coupled

τc (NMR experiments) [11]

17ns

11ns

dpITAM-tSH2 interaction

strong

weak

Kd (ITC experiments) [37]

27nM

1.4µM
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Prerequisite studies were carried out to evaluate how well conformational states
and protein dynamics are sampled with implicit solvation. In chapter 2, we present
an assessment of three implicit solvent models and discuss their possible applications
and limitations. We determined the goodness of an implicit solvent model based
on its ability to reproduce the structural characteristics and detailed electrostatic
interactions as were seen with explicit solvation of the Src SH2 domain and the Lyn
kinase domain. In chapter 3, we provide the results obtained from long simulations
(µs timescale) with explicit waters of the unbound, unphosphorylated and Y130phosphorylated tandem SH2 proteins. The conformational ensembles sampled by
utsh2 and ptsh2 were compared and an important electrostatic interaction created
following Y130-phosphorylation is discussed. Concluding thoughts and ideas to move
this project forward are described in the Conclusion and Future Directions chapter.
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2 DYNAMICS AND ELECTROSTATIC INTERACTIONS OF FOLDED
PROTEINS IN IMPLICIT SOLVENTS
Adapted from ”Evaluating the dynamics and electrostatic interactions of folded proteins in implicit solvents” by Duy P. Hua, He Huang, Amitava Roy, and Carol Beth
Post, 2016, Protein Science 25(1), 204 - 218.

2.1 Introduction
2.1.1 Implicit solvation approach and its advantage over explicit solvation
The solvent environment plays a crucial role in determining the structure, dynamics and function of a biomolecule. In order to utilize molecular dynamics (MD)
simulations to examine the conformational equilibrium of biomolecules, it is imperative that the solvent environment be accurately modeled. The most accurate approach
is to explicitly include the water molecules in a biomolecular simulation. Although
this approach oﬀers a high level of detail and accuracy, it greatly reduces the computational eﬃciency due to the substantial increase in system size from the addition
of explicit water molecules. Because computing resources are often rate-limiting for
large-scale studies of proteins in explicit waters, many strategies and methods to facilitate eﬃcient sampling of the protein configurational space have been developed (See
section 1.4 of this dissertation). Here, we focus on the implicit solvation strategy, and
compare selected implicit solvent models (ISMs) with the TIP3P explicit solvation
model in conformational sampling of a small, single domain protein, Src SH2 (See
Fig. 2.1A), and a larger protein with bi-lobal structure, the kinase domain (KD) of
Lyn (See Fig. 2.2A), a Src-family tyrosine kinase.
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Implicit solvation, in comparison to the atomistic representation of water molecules,
is a computationally simplified approach to describe the solvent environment in molecular dynamics simulations. The solvent eﬀect is computed using an eﬀective free
energy function that depends solely on the coordinates of the solute atoms. The
solute-solvent interactions, and subsequently, the solvent eﬀect on structural and
dynamical characteristics of the solute, are estimated from the change in the solute
energy landscape due to the addition of solvation energy. Because water molecules are
not present, the system size is substantially reduced; the implicit solvation approach,
therefore, provides a significant gain in computational eﬃciency.

2.1.2 Successes and challenges with recent implicit solvent models
Various implicit solvent models are implemented in popular MD programs. In
particular, models developed from Generalized-Born formalism are widely available
in IMPACT [38, 39], AMBER [40, 41], GROMACS [42], and TINKER [43]. In the
CHARMM MD program, ACE2 [44], ASPENR [45], EEF1 [46], GBORN [47], SASA
[48] models are used with CHARMM19FF [49] and FACTS [50], GBMVII [51, 52],
GBSW [53], SCPISM [54] and RUSH [55] with CHARMM22FF/CMAP [56,57]. Here
we examine ISMs parameterized with CHARMM22FF/CMAP.
In ISMs based on the continuum electrostatic theory, the solute is taken to be a low
dielectric region with a charge distribution while the solvent is treated as a uniformly
high-dielectric environment. The nonpolar and the electrostatic components of the
solvation free energy of the simulation system are separately approximated. While
the treatment of the nonpolar contribution is common and taken to be proportional
to the solvent-accessible-surface area (SASA) [58,59], calculations of the electrostatic
contribution to the solvation energy vary among ISMs. The Poisson-Boltzmann (PB)
equation provides a continuum solvation model with an accurate description of the
solute-solvent electrostatic interactions. Yet, this solvation model suﬀers from too
expensive of a computational cost due to the lack of analytical solutions. Even when
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numerical solvers are utilized to calculate the solvation energy, the diﬃculties in
computing the derivatives prompt the PB solvent model to be unsuitable for simulations of large biomolecules. As a result, Generalized Born ISMs, some of which are
GBSW [53], GBMVII [51, 52], FACTS [50], AGBNP2 [38] and GB-Neck2 [40], were
developed as robust and eﬃcient means to approximate the solution to the PoissonBoltzmann equation. The eﬀective Born radii, which quantify the extent of burial for
individual charges in a biomolecule, are crucial quantities for a reasonable estimate
of the electrostatic component of the solvation free energy. Thus, various GB-based
solvent models essentially diﬀer in strategies to calculate the eﬀective Born radii and
to define the boundary separating the low and high dielectric regions. Some other
non-GB solvent models, one of which is the Screened Coulomb Potential ISM [54]
(SCPISM), were also developed with similar objectives: to accurately describe the
solvent environment and its eﬀect in a computationally eﬃcient manner. In contrast to the GB-based models, a SCPISM simulation box is not separated into two
regions of high and low dielectric constants. The implemented dielectric profile is
distance-dependent: the variation in dielectric permittivity is continuous and follows
a sigmoidal curve, indicating that it is no longer necessary to define the boundary for
dielectric discontinuity.
Although the accuracy of conformational ensembles produced with ISMs is compromised as a trade-oﬀ for improved speed, the results of previous studies show excellent progress of ISMs towards correctly reproducing the hydration energies and
solvation eﬀects. Knight and Brooks III [60] and others [40,61,62] demonstrated that
many ISMs can reasonably estimate the hydration free energy for small molecules.
Juneja and coworkers [63] evaluated implicit solvation methods parameterized for
CHARMM force fields for their accuracy to depict the unfolding process of a small
peptide and describe the eﬀect of mutations or substrate binding on its stability. Their
work showed that GBORN, GBMVII and SCPISM are indeed capable of reproducing
the peptide’s structural characteristics as observed in explicit solvent. Formaneck and
Cui found the structures and relaxation properties from a conformational ensemble

14
of a small single-domain protein produced with GBSW were in good agreement with
those obtained for the explicit solvent ensemble [64]; however, they also observed that
the hydrogen bond interactions were overstabilized with GBSW. Recently, Bottero,
Larsen and Best [65] demonstrated that FACTS, GBSW and SCPISM can maintain the native structures and are capable of reproducing the experimental NMR
scalar couplings of small proteins (GB3 and ubiquitin) with reasonable accurary.
Nevertheless, the performance of implicit solvation methods in capturing the equilibrium conformational ensembles, dynamics, and in particular, the solvent-exposed
charge-charge interactions in folded proteins including those with non-globular, bilobal structures, needs further evaluation.
Work by Juneja et al. indicated that FACTS is the most eﬃcient GB-based solvent model, and GBMVII and SCPISM performed better than other CHARMM22FF
implicit solvent models, namely RUSH and GBSW. Thus, we selected these implicit
solvent models, namely GBMVII, FACTS, and SCPISM, for a comparative study on
equilibrium structures, dynamics and electrostatic interactions of the single-domain
Src SH2 and the non-globular Lyn KD from simulations in TIP3P and in the three
ISMs. Our results show the Src SH2 domains solvated in TIP3P, GBMVII and FACTS
have similar amplitude of positional fluctuations, charge-charge interactions, and sample similar conformations. The SCPISM solvent, however, does not adequately model
the solvent-accessible electrostatic interactions. Moreover, our results suggest that in
simulations of the non-globular Lyn KD with a bi-lobal structure, charge-charge interactions of residues located in a surface concavity (See Fig. 2.2B) and lobe-lobe
structure vary considerably between ISM and explicit water ensembles.
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2.2 Theory and Method
2.2.1 Implicit solvent models in this work
The GBMVII [51, 52], FACTS [50] and SCPISM [54] solvation methods are discussed in detail in the original papers. Here, we briefly describe some key features of
each approach and recent applications.
The free energy of solvation calculated using GBMVII, FACTS and SCPISM is
decomposed into two components: electrostatic and nonpolar,
∆Gsolvation = ∆Gelec + ∆Gnonpol . The nonpolar component is usually estimated in
terms of the total molecular SASA. For GBMVII and SCPISM, the nonpolar component of the solvation free energy can be written as: ∆Gnonpol = α(SASA) + β, where
α and β are parameters obtained from fitting the solvation free energy of hydrocarbon
molecules, and SASA is the usual molecular surface calculated with a spherical probe
of 1.4 Å radius. For FACTS, ∆Gnonpol = α(SASA) where α is an empirically fitted
parameter and SASA is determined from the spatial arrangement and volumes of the
solute atoms surrounding an atom i.
The three solvation methods diﬀer substantially regarding the calculation of the
electrostatic component of the solvation free energy. Both GBMVII and FACTS are
GB-based models; hence, the electrostatic component is defined using the formulation
proposed by Still and coworkers [66]
1 1
1 !
qi qj
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∆GGB
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−
)
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#
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2 ϵmol ϵsolv i,j
rij2 + αi αj exp −rij2 /4αi αj

(2.1)

where ϵmol and ϵsolv are the assigned dielectric constants of the solute molecule and
the solvent, respectively, N is the total number of solute atoms, qi and qj are the
charges of atom i and atom j, rij is the distance between the two charges, and αi
and αj are the eﬀective Born radii of atom i and atom j. The eﬀective Born radius
of atom i is calculated from the atomic self-solvation energy
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(2.2)
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The strategies for computing the eﬀective Born radii and defining the dielectric
boundary diﬀer between the GBMVII and FACTS solvation methods. The GBMVII
solvation method evaluates a volume integral inside a defined molecular surface to
estimate the atomic self-solvation energies and Born radii. The results of structural
and dynamical studies of biomolecules [67–69] with GBMVII show agreement with
experimental data. Using metrics such as RMSD, hydrogen bond count, and helicity,
recent comparison by Juneja et al. shows [63] that GBMVII was better than other
ISMs in capturing characteristics of an unfolding peptide as well as disruptions to
protein stability due to mutations or ligand binding.
Unlike GBMVII, FACTS utilizes an empirically parameterized formula to estimate
the atomic self-solvation energies and Born radii. In particular, the formulation of
FACTS model only requires the calculation of inter-atomic distances to determine the
volume and arrangement of solute atoms surrounding any atom i, which indicate the
extent of desolvation for atom i. FACTS solvent model is validated by its applications
in recent studies of biomolecules, some of which include studies of α-helix ⇀
↽ β-sheet
transition pathways in a miniprotein [70], and self-assembly of aspartate-rich short
peptides [71].
In contrast to the GB-based ISMs, in which there is a discrete boundary between
the low and high dielectric regions, with the classic Lorentz-Debye-Sack (LDS) theory of polar liquids [72–75], the dielectric profile is sigmoidal. Because the SCPISM
model derives from the LDS theory, the variation between solute and solvent in dielectric is continuous. The formulation of the SCPISM, therefore, does not require
the separation of the simulation system into two regions of high and low dielectric
constants, as in the case of GB-based implicit solvent models. Because the shape
of the dielectric permittivity profile changes depending on the solvent environment
as well as the charge of the solute atom, a parameter controlling the shape of the
profile (see Ref. [54]) is parameterized for each atom type. Afterwards, the electrostatic component of the solvation free energy is a straightforward calculation using
the inter-atomic distances and partial charges. SCPISM is the most computationally
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eﬃcient model among the three ISMs. Our benchmarking shows that simulations
in SCPISM are merely 1.5 times more costly than simulations in vacuum (see the
“Computational Cost Relative to Vacuum Simulations” subsection of section 2.2.2 of
this dissertation). The validity of the SCPISM solvation method has been established
in studies of biomolecules such as dynorphin, protein G and BPTI [76, 77].

2.2.2 Simulation detail
Simulations of the Src SH2 domain
Results from MD simulations of the unbound 102-residue Src SH2 domain with
various solvent models were compared. Src SH2 domain is a small, globular, wellfolded single-domain protein (See Fig. 2.1A). Simulations of the unbound Src SH2
were carried out with CHARMM [78] version c37b1 for GBMVII, FACTS, and SCPISM
solvent models, and with NAMD [79] version 2.9 for TIP3P solvent model using the
CHARMM22 all-atom force fields with CMAP dihedral angle correction.
For each solvent model, a set of forty 10-ns simulations was generated. The use
of multiple trajectories benefits from the paralellization of computing resources while
increases sampling eﬃciency with disparate initial configurations [36]. In addition, a
50-ns trajectory of Src SH2 domain solvated with GBMVII solvent model and 300-ns
trajectories of the protein in TIP3P (three trajectories), SCPISM (two trajectories)
and FACTS (one trajectory) solvent models were calculated to compare with results
obtained from multiple short trajectories.
Five coordinate sets for the Src SH2 domain were obtained from independent models in the asymmetric unit of the crystals (PDB codes: 1IS0 [80] and 1SPS [81]) and
used to initiate simulations using each solvent model. For TIP3P simulations, each
of the five initial sets of coordinates was solvated with 6840 explicit water molecules
in octahedral boxes so that the box edges were at least 14 Å from the protein. The
energy of SH2 domains solvated with TIP3P was minimized first with the position of
protein atoms fixed, followed by harmonic constraints on protein main chain atoms,
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Figure 2.1. Panel A: Ribbon structure of unbound Src SH2 domain
with α-helices in magenta, β-sheets in yellow, loops and turns in cyan.
The flexible loops are labeled according to their topological nomenclature. Panel B: Ribbon structure of unbound Src SH2 domain with
ion pairs shown in sticks.
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and lastly without constraints. The energy was minimized with 500 steps of the
steepest descent algorithm and 1000 steps of the adopted basis Newton-Raphson algorithm, or until the energy diﬀerence between steps was less than 1 kcal/mol. For
each of the five starting coordinate sets, eight sets of velocities were specified using
random seeds, ultimately yielding forty unique initial conditions for simulations of
unbound Src SH2 in each solvent model.
The leapfrog integrator was used to calculate the trajectories with a 2-fs timestep
for simulations in all solvent models. The SHAKE constraint algorithm was applied
to fix the length of bonds involving hydrogen atoms. Constant temperature and pressure (CPT) dynamics in TIP3P solvent was performed using the Langevin thermoand baro-stat with a friction coeﬃcient of 1 ps−1 , a reference temperature of 298 K
and a reference pressure of 1 atm. For simulations in GBMVII, FACTS, and SCPISM,
a Langevin heatbath with a friction coeﬃcient of 2 ps−1 was used for constant temperature dynamics at 298K. The protein systems were equilibrated for 2500 ps before
production runs began. Coordinates were saved every 1000 steps for all simulations.
With TIP3P solvent, the non-bonded list was generated using a 14 Å cutoﬀ. Nonbonded interactions were calculated with a switching function applied to the van der
Waals potential energy from 10 Å to 12 Å. Electrostatic interactions were computed
using the Particle Mesh Ewald (PME) method. With FACTS and SCPISM solvent,
the non-bonded list was generated using a 14 Å cutoﬀ. Electrostatic interactions
were calculated with a shifting function applied to the potential energy at 12 Å, and
van der Waals interactions were calculated with a switching function applied to the
potential energy from 10 Å to 12 Å. With GBMVII solvent, the non-bonded list was
generated using a 21 Å cutoﬀ. Electrostatic and van der Waals interactions were
calculated with switching functions applied to the potential energies from 16 Å to 18
Å.
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Simulations of the Lyn Kinase domain
The active structure of the 272-residue catalytic domain of the Lyn kinase (See
Fig. 2.2A), a member of the Src kinase family, was simulated with TIP3P, FACTS
and SCPISM water models using the CHARMM22/CMAP force field. For TIP3P and
FACTS solvents, nine independent 50-ns trajectories with diﬀerent initial velocites
were calculated. For SCPISM solvent, three 50-ns trajectories were calculated. The
initial structure was homology-modeled as previously described [82].
For simulations with explicit solvent, the initial structure was solvated in a 76
Å cubic box filled with 14299 TIP3P water molecules as well as 39 Na+ and 36
Cl− ions so that the salt concentration is 0.15M. For simulations with FACTS and
SCPISM, the initial structure was energy minimized with the adopted basis NewtonRaphson method for 1000 steps.
Simulation conditions and non-bonded parameters were the same as those used
for Src SH2 domain simulations. Combining the independent trajectories yielded a
total simulation time of 450-ns for the Lyn catalytic domain in TIP3P and FACTS
solvent models, and 150-ns for the protein in SCPISM solvent model. Coordinates
were saved every 1-ps for all simulations.

Solvent-Swapping Simulations of Lyn Kinase Domain
The response of Lyn kinase in a conformational state generated with FACTS to
solvation by TIP3P was examined. The average structure was calculated from each
50-ns trajectory of Lyn KD generated with FACTS and the snapshot with the lowest
rms deviation to this average structure was used for a trajectory calculated with
explicit water. Each starting structure was re-solvated in a cubic box filled with
TIP3P water molecules as well as Na+ and Cl− ions so that the salt concentration is
0.15M. A production trajectory of 50-ns was calculated for each starting structure,
yielding a total of nine 50-ns trajectories with TIP3P using simulation conditions
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Figure 2.2. Panel A: Ribbon representation of the Lyn KD with the
N-lobe, A-loop and C-lobe colored in gray, yellow and cyan, respectively. The positively charged residues (K295 and R409) are shown
in blue sticks. The negatively charged residues (E310 and D404) are
shown in red sticks. Panel B: Surface representation of the Lyn KD
with the N- and C-lobes colored in gray and cyan. The cleft between
the N- and C-lobes results in a concavity of the protein surface.
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given in the “Simulations of Lyn Kinase Domain” subsection of section 2.2.2 of this
dissertation.

Computational Cost Relative to Vacuum Simulations
Benchmarkings of simulation time obtained per day were carried out for simulations of the Src SH2 domain in vacuum, TIP3P, GBMVII, FACTS and SCPISM
(see Table 2.1) using two 8-core Intel Xeon-E5 processors, totaling 16 cores. As expected, simulations with TIP3P are most computationally expensive. For FACTS
and SCPISM, the costs relative to vacuum are comparable to previously calculated
costs [63, 65] with SCPISM being the most computationally eﬃcient ISM. Compared
to previous benchmarking [63] in which a peptide was the model system, an improvement in computational eﬃciency is seen for GBMVII, consistent with the observation [51, 52] that the cost relative to vacuum decreases as the system size increases.

2.2.3 Analysis
Positional fluctuation
For simulations of Src SH2 domain, residue averages of the root mean squared
(rms) displacement of the N, C, and Cα atoms from their average positions were
calculated using the COOR DYNA module in CHARMM and then averaged over
forty 10-ns trajectories for each solvent model. For simulations of Lyn KD, residue
averages of the backbone rms displacement were averaged over nine 50-ns trajectories.
The time development of backbone positional fluctuations was also determined
for the Src SH2 domains solvated in various solvent models. Backbone positional
fluctuations were calculated at diﬀerent time intervals, and then ensemble-averaged
over all residues and all blocks of corresponding lengths from forty 10-ns trajectories.
For example, at the 5-ns interval, the backbone positional fluctuations were calculated
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Table 2.1.
Approximate computational cost associated with each solvent model
relative to the cost of a vacuum calculation for simulations of Src SH2
domain
Solvent Model

ns/day* Cost relative to vacuum

Vacuum

91.1

1

TIP3P

3.82

23.8**

GBMVII

13.93

6.5

FACTS

26.44

3.4

SCPISM

60.75

1.5

* Calculated using two 8-core Intel Xeon-E5 processors, totaling 16 cores.
** Simulation box contains the SH2 domain and 6840 water molecules.
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and averaged over 102 residues and eighty blocks. The time intervals were 25-, 50-,
100-, 250-, 500-ps and 1-, 2.5-, 5-, 10-ns.

All-against-all rms diﬀerence
An all-against-all analysis of rms diﬀerence (rmsd) in coordinates was done by
comparing the backbone (N, C, and Cα atoms) coordinates of the Src SH2 domain
between snapshots taken from trajectories corresponding to an ISM and snapshots
taken from TIP3P trajectories. For every pair of snapshots, the protein structures
were superimposed prior to calculating the coordinate diﬀerence. For each solvent,
the distribution of all-against-all rmsd was plotted using 0.1 Å bins of rms deviation
values ranging from 0 Å to 4 Å.

Ion pair distance distribution
For simulations of the Src SH2 domain, electrostatic interactions were characterized for the ion pairs E157-R160, E159-R155, E176-K152, E178-R175, D190-R169,
D190-K200, D192-K195 and D235-R217 (see Fig. 2.1B), and for Lyn KD, the ion
pairs E310-K295, E310-R409, and D404-K295 (see Fig. 2.2A). Residues from the
Lyn KD are numbered to the convention for the Src KD. Distance distributions of
ion pairs were generated from positions of the side chains of two charged residues.
For amino acid ARG, LYS, ASP and GLU, side chain positions are defined by the
coordinates of the Cζ atom, the Nζ atom, the midpoint of Oδ1 and Oδ2 atoms, and
the midpoint of Oϵ1 and Oϵ2 atoms, respectively.

Relative motion of the Lyn Kinase N- and C-lobes
The distance between the center of masses (COMs) corresponding to the N- and
C-lobes of the Lyn kinase was used to characterize the relative lobe-lobe motion. The
COM was calculated from the masses and coordinates of residues 233 to 322 for the
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N-lobe, and residues 323 to 384 and 411 to 504 for the C-lobe. The flexible A-loop was
excluded from all lobe-lobe distance analyses. Prior to the distance calculation, the
lobe-lobe motion was separated from the protein local fluctuation using an algorithm
described by Roy et al. [83].

2.3 Results and Discussion
2.3.1 Backbone Structural and Dynamic Characteristics of the SH2 Domain
One measure often used to examine the quality of solvent models is their ability
to reproduce backbone structure. Distributions of φ, ψ dihedral angles (See Fig. 2.3)
and time profiles of rms diﬀerences in backbone coordinates (See Fig. 2.4 ) were used
to compare the conformational ensembles generated with the ISMs and TIP3P.
Consistent with previous observations that secondary structures of folded protein
are stable with ISMs [40, 65], the equilibrium MD trajectories at 300K of folded SH2
domain have minimal diﬀerences in φ, ψ distributions between the three ISMs and
TIP3P (Fig. 2.3,E-G). The conformations sampled with TIP3P, GBMVII and FACTS
do not diﬀer substantially from the energy-minimized structure (average rmsd ≈ 1.4
Å, Fig. 2.4A,B,D) while those sampled with SCPISM are more dissimilar (average
rmsd > 2 Å, Fig. 2.4C).
The dynamics and flexible nature of the backbone structures generated with various solvents is considered through the time-development and magnitude of N, Cα ,
and C positional fluctuations. The time-development of the fluctuations not only
illustrates the flexibility of the backbone but also shows the convergence behavior of
atomic fluctuations, which reflects the nature of the sampled potential energy landscape [84]. Fig. 2.5 displays the time-development of backbone positional fluctuations
from simulations of the Src SH2 domain in various solvent models.
For simulations in TIP3P, GBMVII and FACTS, a rapid build-up in fluctuations
is observed within 500-ps, followed by a slower increase. At the 5-ns time interval,
the fluctuations have reached approximately 95 percent of the total value. At long
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Figure 2.3. Panel A to D: Distributions of torsion angles (φ angle
ranging from -180◦ to 0◦ and ψ angle ranging from -180◦ to 180◦ )
obtained from forty 10-ns simulations of unbound Src SH2 domain in
TIP3P, GBMVII, FACTS and SCPISM solvent models. Panel E to
G: Distributions of diﬀerences in torsion angles obtained from forty
10-ns simulations of unbound Src SH2 domain in GBMVII, FACTS
and SCPISM solvent models with respect to those from TIP3P explicit solvent. Regions of torsion angles that are more populated in
GBMVII, FACTS and SCPISM are colored in blue; regions of torsion
angles that are less populated in GBMVII, FACTS and SCPISM are
colored in green; regions of gray color indicate negligible diﬀerence in
population between simulations in ISMs and TIP3P.
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Figure 2.4. The rms diﬀerences in backbone (N, C, Cα atoms) coordinates between the energy-minimized structure of the unbound Src
SH2 domain and the snapshots of trajectories calculated with TIP3P
(panel A, three 300-ns trajectories), FACTS (panel B, one 300-ns
trajectory), SCPISM (panel C, two 300-ns trajectories) and GBMV
II (panel D, one 50-ns trajectory) solvents. The rmsd between the
snapshots from trajectories calculated with FACTS or GBMVII solvation and the energy-minimized structure of the Src SH2 domain
are similar to those obtained for TIP3P, with values that fluctuate
around an average of 1.4 Å and remain stable over the course of the
trajectories (panel A,B,D). The conformations sampled with TIP3P,
GBMVII and FACTS solvation models, therefore, do not diﬀer substantially from the energy-minimized structure. With SCPISM, the
rmsd values vary considerably during the first 150 ns before reaching plateaus with average rmsd values greater than 2 Å. While the
protein remained folded after 300-ns simulations with SCPISM, the
conformations sampled are more dissimilar to the energy-minimized
structure (panel C).
Long trajectories of the unbound Src SH2 domain solvated with ISMs
were calculated using the same conditions and parameters as those
used for forty 10-ns trajectories (see subsection ”Simulations of Src
SH2 Domain” in section 2.2.2 of this dissertation).
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Figure 2.5. The time-development of the backbone (N, C, Cα atoms)
positional fluctuations of the unbound Src SH2 domain simulated in
TIP3P (black), GBMVII (red), FACTS (blue) and SCPISM (green)
solvent models. For an indicated time interval, backbone positional
fluctuations were calculated, and then ensemble-averaged over 102
residues and forty 10-ns trajectories. The inset corresponds to the
section bounded by dashed lines and shows the time-development of
backbone positional fluctuations at short timescale.
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time limit, the time-development curves for these ISMs have nearly plateaued and
show similar convergence. At shorter timescale (see inset of Fig. 2.5), the fluctuation
amplitudes for simulations with FACTS and GBMVII increase more rapidly than that
for simulations with TIP3P, consistent with the expectation of more rapid sampling
of atomic fluctuations in ISM.
The time-development curve for SCPISM, however, is distinct from the other three
curves: the fluctuation amplitudes are greater over the full time course and continue
to increase over the 10-ns period. For a protein sampling the conformational space
corresponding to a single energy minimum, the time-development curve is expected
to rise sharply at shorter time intervals and approach a limiting value as the time
intervals increase. If the protein is sampling a small region in the configurational
space, the time-development curve will reach the plateau stage more quickly than
that of a protein sampling a broad region in the configurational space. This analysis reveals that solvation with SCPISM results in dynamics of longer timescale and
greater amplitude, indicative of enhanced backbone flexibility and access to a larger
conformational space.
It is of interest to discern whether the large positional fluctuations of Src SH2
domain in SCPISM is limited to a particular region of the structure. Thus, the averages of the backbone positional fluctuations were used to compare and contrast the
backbone flexibility for various structural elements (colored coded in Fig. 2.1A). The
residue profile of the backbone positional fluctuations averaged over a 10-ns window
(Fig. 2.6) shows that the Src SH2 domain solvated in SCPISM has larger backbone
fluctuations while TIP3P, GBVMVII and FACTS solvation produces nearly identical
fluctuation amplitudes. SH2 domains solvated with GB-based models, albeit considered reduced systems, exhibit remarkably similar dynamical behavior in comparison
to that solvated with TIP3P explicit water, demonstrating that GB-based models
can eﬃciently reproduce the solvent eﬀect on protein motion. The pattern of fluctuation with respect to the residue number, is similar for all solvent models and in
agreement with the fluctuation profile determined from the crystallographic temper-
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Figure 2.6. Residue averages of the backbone (N, C, Cα atoms) positional fluctuations of the unbound Src SH2 domain obtained from
forty 10-ns simulations in TIP3P (black), GBMVII (red), FACTS
(blue) and SCPISM (green) solvent models.
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ature factors [85, 86] (B-factors) (see Fig. 2.7) and from a previous MD study of a
peptide-Src SH2 complex in explicit solvent [87]. The fluctuation profile of the unbound Src SH2 domain solvated with TIP3P waters and ISMs follows the expected
trend of the relative fluctuations among loops, α-helices and β-sheets. The residue
profile indicates that the large fluctuations observed in the time-development curve
for SCPISM is largely the result of a general increase in backbone flexibility, although
fluctuations of the flexible loops, excluding the BC loop, are relatively enhanced and
thus largely responsible for dissimilar convergence in the time-development curve of
SCPISM in comparison to those of TIP3P, GBMVII and FACTS. Together with the
time-development of backbone positional fluctuations, it is concluded that the Src
SH2 domain solvated using TIP3P, GBMVII and FACTS have highly similar equilibrium backbone dynamics, while solvation with SCPISM leads to considerably higher
fluctuation amplitudes, particularly in loop regions.

2.3.2 Solvent-Accessible Electrostatic Interactions of the SH2 Domain
Electrostatic interactions are responsible for variations in enthalpy of unfolding
among proteins [88, 89] and therefore, are important for protein structure and function [90,91] and have been used to parameterize improvements in GB models [38,40].
Src SH2 domain has 26 charged amino acids out of 103 residues; thus, a large number of electrostatic interactions exist and contribute to maintaining the structural
integrity of the protein. Because the strength and stability of the electrostatic interactions depend not only on the separation of the charged residues but also their
local environments [92], we have examined the distance distributions of eight solventexposed ion pairs (See Fig. 2.1B), two of which contribute to the binding of substrate,
as a measure for assessing ISMs eﬀect on charge-charge interactions. A variety of distance distributions are observed for the eight ion pairs calculated from the combined
forty 10-ns trajectories (Fig. 2.8A’-H’). That is, certain interactions are very stable
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Figure 2.7. Residue averages of the backbone (N, C, Cα ) positional fluctuation atoms calculated from forty 10-ns trajectories of
the unbound Src SH2 domain in TIP3P (black) and from the crystallographic temperature factors (red) of the 1.9-Å crystal structure
for one of the two bound Src SH2 domains in the asymmetric unit
(PDB ID: 1IS0, chain A). Positional fluctuations were calculated from
the crystallographic temperature factors using the expression [85, 86]
8π 2 ⟨∆Ri2 ⟩
B =
,
where B is the crystallographic temperature factor
3
for atom i and ⟨∆Ri2 ⟩ represents the squared positional fluctuation of
atom i.

based on narrow distributions peaked at short distance. By contrast, the D192-K195
interaction flanking a β-turn is less stable and the distributions are broad.
In general, for proteins simulated with GBMVII and FACTS, the peak positions
and distribution profile compare well with those of TIP3P. For example, D190 is
sandwiched between K200 and R169, and the distributions for both interactions (see
Fig. 2.8F’,G’) are nearly identical for GBMVII, FACTS and TIP3P. Nonetheless,
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Figure 2.8. Panel A’ to H’: Distance distributions of eight ion pairs
(as labeled) from forty 10-ns simulations of the unbound Src SH2 domain in TIP3P (black), GBMVII (red), FACTS (blue) and SCPISM
(green) solvent models. Panel A to H: Distance distributions of
eight ion pairs (as labeled) from forty 10-ns simulations (black) and
three of 300-ns simulations (gold, purple and cyan) of the unbound Src
SH2 domain in TIP3P solvent model. Panel A* to H*: Distance
distributions of eight ion pairs (as labeled) from longer trajectories
of the unbound Src SH2 domain in GBMVII (red, 50-ns simulation),
FACTS (blue, 300-ns simulation) and SCPISM (green, 300-ns simulations) solvent models. For every ion pair, the distributions are shifted
along the y-axis to give a gap of 0.25 unit between two distributions.
The distance between two charged residues is between Cζ atom of
Arg, the Nζ atom of Lys, the midpoint of Oδ1 and Oδ2 atoms of Asp,
and the midpoint of Oϵ1 and Oϵ2 atoms of Glu.

34
disparities are observed for the E178-R175 salt bridge; the peak positioned at 6 Å in
TIP3P is a solvent-mediated interaction (seen in trajectory) and was sampled with
neither FACTS nor GBMVII solvents. This behavior was previously pointed out by
Nguyen et al. [40] and indicates an overstabilization of charge-charge interactions with
ISM as observed by Formaneck and Cui [64].
In contrast to overstabilization of short-range charge-charge interactions, there are
cases (shown in panel D’ and H’ of Fig. 2.8) in which the sampling of ion pair distances
in TIP3P does not include the non-interacting long distance separation observed with
FACTS, GBMVII or SCPISM. For the D235-R217 pair (Fig. 2.8H’), side-chain dihedral rotations lead to a distance of approximately 10 Å being populated in GBMVII
but not in TIP3P. Similarly, for the E178-R175 ion pair (Fig. 2.8D’), a distance of
13 Å was only sampled in FACTS. To query whether these diﬀerences are results of
more extensive sampling with ISMs, we compared the distance distributions obtained
from multiple 300ns-TIP3P-trajectories and the forty 10-ns-TIP3P-trajectories (see
Fig. 2.8A-H). Overall, these distributions do not vary appreciably, indicating that
the distributions calculated over 400-ns total simulation from multiple short TIP3P
trajectories are representative of the longer-time behavior of a single 300-ns trajectory. Nevertheless, a low population of non-interacting distance is observed for the
D235-R217 pair in TIP3P (Fig. 2.8H) but not for the E178-R175 pair (Fig. 2.8D).
Together, the results suggest that these fully solvated forms of ion pairs may be lowly
populated, but their probabilities may diﬀer with TIP3P and GB-based ISMs (Fig.
2.8D’).
We also examined results for sampling of electrostatic interactions with ISMs over
a longer trajectory. The distance distributions of the eight ion pairs were calculated
with longer trajectories of the unbound Src SH2 domain solvated with GBMVII (one
50-ns trajectory), FACTS (one 300-ns trajectory) and SCPISM (two 300-ns trajectories) (see Fig. 2.8A*-H*). For all implicit solvents, the sampling of electrostatic
interactions at long time (Fig. 2.8A*-H*) do not diﬀer substantially from that seen
with shorter trajectories (Fig. 2.8A’-H’). For GBMVII and FACTS solvents, the ion-
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pair distance distributions calculated from longer trajectories (Fig. 2.8A*-H*) are
similar to those from TIP3P trajectories (Fig. 2.8A-H).
GBMVII and FACTS, therefore, can model with reasonable accuracy the solventexposed electrostatic interactions; however, SCPISM solvent failed to capture the
energetically favorable electrostatic interactions seen with TIP3P. With SCPISM,
the most probable distances for interactions between charged side chains of the eight
ion pairs are greater than 5 Å. Electrostatic interactions between solvent-exposed
charged amino acids of Src SH2 domain are, therefore, weak and overly screened with
SCPISM, resulting in long distance separation between charged residues as shown in
Fig. 2.8A’-H’.

2.3.3 Sampling of the SH2 Domain Global Conformations
For a small, well-folded protein such as the Src SH2 domain, the global conformations sampled with ISMs and those with TIP3P are expected to be similar. Here,
we examined the nearness of trajectories in conformational space by an all-against-all
pairwise comparison of structures; the rms deviation in backbone coordinates was
calculated between snapshots taken from ISM trajectories and snapshots taken from
TIP3P trajectories. We utilized the all-against-all rms deviation analysis, as opposed to the rms deviation against a single reference structure, because such analysis
eliminated the bias of the reference structure selected to represent the sampled conformations. Furthermore, the distribution of rms deviation from all possible pairwise
comparisons is a more accurate indicator of the similarity of sampled conformations
and thus the nearness of one trajectory to another in conformational space.
Fig. 2.9 displays the distributions for the all-against-all rms deviations between
snapshots taken from the TIP3P trajectories and snapshots taken from the trajectories generated with GBMVII, FACTS and SCPISM solvents, as well as an allagainst-all distribution for pairs within TIP3P trajectories. The distributions are
unimodal, indicating that the ISM- trajectories sample from one energy superbasin
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Figure 2.9. The distributions of pairwise rms deviation (rmsd) values
calculated using all pairs of snapshots between the combined forty 10ns trajectories of the unbound Src SH2 domain simulated with TIP3P
and GBMVII (red), FACTS (blue) or SCPISM (green) solvent models,
as well as all pairs within the TIP3P trajectories (black). For every
pair of snapshots, the rmsd value was computed over all backbone
heavy atoms (N, C, Cα atoms) following the superposition of the two
protein structures.
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and solvation with ISMs does not promote the sampling of either multiple energy
basins or conformational transitions. The remarkable overlaps in the all-against-all
rms deviation distributions for TIP3P, GBMVII and FACTS imply that the accessible conformational spaces to Src SH2 domain with these solvents are nearly identical.
The diﬀerence in the mean values is only 0.1 Å.
The distribution corresponding to SCPISM shows considerably less overlap with
that of TIP3P, and is shifted to a larger rms deviation value. Thus, the conformations
sampled with SCPISM are largely diﬀerent from those with TIP3P.

2.3.4 Electrostatic Interactions of the Lyn Kinase Domain
Our above analysis of the SH2 simulations suggests that GBMVII and FACTS
models reproduce the solvent environment equally well in terms of stabilizing the wellfolded structure and fluctuations of Src SH2 domain. Because FACTS and SCPISM
are more computationally eﬃcient than GBMVII (see Table 2.1), in this and the
next sections, we compare conformational ensembles of Lyn KD from trajectories
calculated with FACTS, SCPISM and TIP3P solvents. Lyn KD is non-globular with
a bi-lobal structure: a smaller N-terminal lobe and a larger C-terminal lobe that
enable conformational activation to regulate enzymatic activity (see Fig. 2.2A). The
Lyn KD provides a test case for how well FACTS and SCPISM can model implicitly
the solvation of a protein with an extensive concave surface area between the two
lobes (see Fig. 2.2B).
In this section, we compared the interactions of three ion pairs that are in the cleft
region between the two lobes, namely K295-D404, K295-E310 and E310-R409, from
simulations of Lyn KD with TIP3P, FACTS and SCPISM. These ion pairs partially
make up the switched electrostatic network (SEN) in which charged residues switch
between the most favored salt-bridge partners in the active and inactive states of
the protein [93] (see Fig. 2.10G). Specifically, for these four residues, in the crystal
structure of the Src KD active conformation (PDB ID: 1Y57 [94]), K295-E310 is the
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energetically favored interacting ion pair while in the Src KD inactive conformation
(PDB ID: 2SRC [95]), K295-D404 and E310-R409 are the stabilized interactions. The
SEN has been proposed to be important for the transition between active and inactive
conformations by reducing the free-energy barrier between these two states [93]. In
this work, ion pairs in the active conformation of the Lyn KD were characterized using
equilibrium MD. Therefore, transient excursions to sample the inactive interactions
with the other charged residues might be anticipated based on the SEN.
Presented in Fig. 2.10A-F are contour plots for the distance distributions of
the two sets of ion pairs in the SEN from simulations with TIP3P (Fig. 2.10A,D),
FACTS (Fig. 2.10B,E) and SCPISM (Fig. 2.10C,F). The top panel (Fig. 2.10A-C)
illustrates the switch of E310 between K295 and R409 while the bottom panel (Fig.
2.10D-F) displays the switch of K295 between E310 and D404. The black + mark in
each plot indicates the distances between the ion pairs after equilibration. Because
the simulations are started from the active conformation of Lyn KD, the K295-E310
interaction is expected to be strongly favored over the other two interactions, and
the K295-E310 distances less than 4 Å should be highly populated. This is the case
observed with TIP3P solvent (Fig. 2.10A,D). The switched interactions of K295 and
E310 with their partners in the inactive forms and K295-E310 distance being greater
than 5 Å are also seen with TIP3P solvent but with smaller population (Fig 2.10A,D).
Moreover, both Fig.2.10A and 2.10D show the transition between the salt-bridge
partners of the active and inactive conformations in TIP3P solvent to be a ‘hand-oﬀ’
between the pairs [93,96] corresponding to density at approximately (4 Å, 4 Å) in the
lower left corner of the panels. To the contrary, the plots corresponding to simulations
in FACTS solvent show a highly populated intermediate state, labeled with black X
marks in Fig. 2.10B and Fig. 2.10E, which is not observed for simulations with TIP3P.
A single contour in Fig. 2.10A and Fig. 2.10D indicates that this region is visited
but not highly populated in TIP3P solvent. That these conformations are relatively
favored in FACTS demonstrates a clear diﬀerence in the energetics between FACTS
and TIP3P, and reveals a shortcoming of FACTS solvent in modeling electrostatic
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interactions in this concave region of the protein surface. From a 25-ns trajectory
calculated with GBMVII solvent, contour plots for the ion-pair distance distributions
(Fig. 2.11A,A’) indicate that the highly populated intermediate states seen with
FACTS solvent (black X marks in Fig. 2.10B,E and Fig. 2.11B-J,B’-J’) may not
exist for simulations of Lyn KD solvated with GBMVII.
In contrast to the sampling of electrostatic interactions with FACTS solvent, in
which the regions visited on the conformational landscape were similar to those of
TIP3P, the conformational landscape sampled with SCPISM solvent showed little
overlap with the TIP3P landscape. The plots corresponding to simulations with
SCPISM (Fig. 2.10C,F) showed unimodal distance distributions, indicating that with
SCPISM, the conformational landscape is less rugged and the energetics of solutesolvent interactions in SCPISM solvent are distinct from those in TIP3P explicit
waters. In addition, favorable electrostatic interactions seen with TIP3P (< 4 Å
distances for K295-E310 and K295-D404 ion pairs in Fig. 2.10A,D) were hardly
sampled with SCPISM solvent, consistent with earlier analysis (see section 2.3.2 of
this dissertation).

2.3.5 Sampling of the Lyn Kinase Domain Global Conformations
The KD of Lyn has a lobe-lobe structure related to its function of an activated
enzyme; the concave cleft region described above lies between the two lobes and forms
the enzyme active site (see Fig. 2.2B). To query whether the choice of solvent aﬀects
the lobe-lobe structure, we calculated the distances between the N- and C-lobes’
center of mass from simulations with FACTS, SCPISM and TIP3P.
Average distances calculated from each of the nine simulations with TIP3P and
FACTS are shown in Table 2.2 and in Fig.2.12A as red and blue filled circles, respectively. Average distances calculated from each of the three simulations with SCPISM
are shown in Fig.2.12A as green filled circles. The standard deviations from the average distances are displayed as error bars, and the ensemble average of lobe-lobe

40

Figure 2.10. Panel A-F: Maps showing the distance distributions of
two sets of ion pairs in the Src Kinase switch electrostatic network.
The distances were calculated from trajectories of Lyn Kinase domain
in TIP3P (panel A and D), FACTS (panel B and E) and SCPISM (D
and F) solvents. Residues are numbered according to the convention
for the Src Kinase domain. The black X marks in panel B and D
indicate the regions of the map that are highly populated with FACTS
while being lowly populated with TIP3P solvent. The initial distances
between K295-E310, K295-D404 and E310-R409 ion pairs are 3.51
Å, 5.88 Å, and 10 Å, respectively. The black + marks indicate the
distances between various ion pairs after equilibration. The distance
between two charged residues was calculated as described for Fig.
Panel G: A schematic showing the electrostatic interactions in the
inactive (dashed lines) and active states (solid line) of the Src KD.

41

Figure 2.11. Maps showing the distance distributions of the two
sets of ion pairs in the Src Kinase switch electrostatic network:
K295E310-E310R409 (panel A-J) and K295E310-K2950D404 (panel
A’-J’). The distances were calculated from a 25-ns trajectory of the
Lyn kinase domain in GBMVII (panel A and A’) and nine 25-ns trajectories in FACTS (panel B-J and B’-J’). The highly populated intermediate states seen with FACTS (black X marks) may not exist with
GBMVII. Residues are numbered according to the convention for the
Src kinase domain. With GBMVII solvent, the simulation conditions
and parameters were the same as those described in the subsection
”Simulations of Lyn Kinase Domain” in section 2.2.2 of this disseration. The distance between two charged residues was calculated as
described for Fig. 2.8.
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Table 2.2.
Average distances between the N-lobe and C-lobe’ center of mass
calculated from nine 50-ns trajectories of Lyn kinase domain in TIP3P
and FACTS solvent models.
Average interlobal distancesa (Å)
Trajectory ID

TIP3P

FACTS

FACTS-to-TIP3Pb

1

27.8 ± 0.4

30.0 ± 0.6

29.0 ± 0.5

2

27.8 ± 0.3

28.9 ± 0.4

28.7 ± 0.4

3

27.7 ± 0.6

29.2 ± 0.4

26.8 ± 0.4

4

28.9 ± 0.5

30.4 ± 0.6

31.3 ± 0.3

5

28.0 ± 0.5

30.3 ± 0.5

28.3 ± 0.3

6

28.1 ± 0.3

30.3 ± 0.6

28.8 ± 0.4

7

28.0 ± 0.4

30.7 ± 0.6

29.0 ± 0.4

8

28.1 ± 0.5

28.5 ± 0.4

28.1 ± 0.3

9

28.4 ± 0.6

29.9 ± 0.4

28.9 ± 0.4

Ensemble averagec

28.1

29.8

28.4

a

Individual average are reported with the standard deviations.

b

Structure from each trajectory generated with FACTS solvent model was re-solvated

in a TIP3P water box.
c

For TIP3P and FACTS columns, the ensemble average is the mean of the nine

individual averages. For FACTS-to-TIP3P column, the ensemble average is the mean
of the eight individual averages, excluding the average value corresponding to the
fourth trajectory.
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distances over all trajectories as a solid line in Fig. 2.12A. Our analysis on the Lyn
kinase domain finds that for a bi-lobal protein with concave regions on the surface,
the lobe-lobe conformations sampled with FACTS and SCPISM diﬀer from those with
TIP3P. With SCPISM, smaller average COM distances were sampled. Simulations
with FACTS generally resulted in a larger average COM distance than TIP3P by
approximately 2 Å; the ensemble averages are 29.8 Å and 28.1 Å, respectively. Only
three trajectories with FACTS have center-of-mass (COM) distances that substantially overlap with those of TIP3P.
The structural diﬀerence measured by the lobe-lobe COM distance of Lyn KD
generated with FACTS solvent compared to TIP3P could arise either from chance
sampling of alternative regions of conformational space that have comparable energies
or because FACTS does not reproduce the TIP3P solvation energy surface. To test if
the increase in COM distance is a result of alternative sampling, conformations from
the ensemble generated with FACTS were re-solvated with TIP3P water molecules
and an additional nine 50-ns trajectories calculated (see Methods section), which
from now on will be referred to as FACtoTIP trajectories. The distances between
the N- and C-lobes’ COM calculated from the FACtoTIP trajectories are plotted in
Fig. 2.12B as red filled squares. The COM distances from trajectories generated with
FACTS are shown for comparison in the same plot as blue filled circles. The shaded
box displays the range of the lobe-lobe distance calculated from the original set of
trajectories with TIP3P. Except for one case where the lobe-lobe distance remains
relatively large, Re-solvating conformations from eight of the nine FACTS trajectories
with TIP3P water molecules produces structures with COM distances reduced by as
much as 2 Å. Further, the range of these COM distances overlaps that of the original
TIP3P simulations. Excluding the one trajectory (ID 4) where the COM distance
remains relatively large (ID 4), the new global average is 28.4 Å, comparable to the
original global average of 28.1 Å (see Table 2.2). The results indicate that the larger
COM distance obtained in FACTS solvent is not the result of alternative sampling,
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but is the failure of FACTS solvent to reproduce the TIP3P solvation energy surface
and the lobe-lobe structure of Lyn KD.

2.4 Conclusion
Three implicit solvent models, namely GBMVII, FACTS, and SCPISM, were evaluated for their abilities to emulate the solvent environment of TIP3P explicit solvent
as measured by the structures, dynamics and electrostatic interactions of the Src SH2
domain and the Lyn KD. We note in particular that for the small, globular protein
Src SH2 domain, GBMVII and FACTS satisfactorily model the solvent-exposed electrostatic interactions (Fig. 2.8). Given the reduced computational cost to carry out
simulations with FACTS (Table 2.1), and the substantial overlap in sampling of global
conformations, FACTS can be a reliable alternative solvent model for the simulation
of small, globular proteins. Measures of the average positional fluctuations, ion pair
distance distributions, and all-against-all rms coordinate deviations (Fig. 2.6,2.8,2.9)
reveal that with SCPISM, specific electrostatic interactions were poorly modeled and
conformations sampled were largely diﬀerent from those with TIP3P. The reasons
are not completely clear, particularly in view of the ability of SCPISM to model
the temperature-dependent folding of a helical peptide where many other ISMs in
CHARMM failed [63].
Considering the increasing use of MD simulations to investigate structure-function
relationships of large, non-globular proteins [97], we examined whether FACTS remains a suitable solvent model for these MD studies. Using the Lyn KD as the test
case having a set of ion pairs proposed to function in switching between the active and
inactive conformations [93], we compared the sampling of local electrostatic interactions between charged residues in the cleft between the N- and C-lobes. Discrepancies
between the distance distribution maps corresponding to TIP3P and FACTS (Fig.
2.10A,B,D,E) demonstrate that key electrostatic interactions such as those involved
in the electrostatic switch network were not properly sampled and represented with
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Figure 2.12. Panel A: Average distances between the center of mass
(COM) corresponding to the N-lobe (residues 233 to 322) and C-lobe
(residues 323 to 384 and 411 to 504) of Lyn kinase domain calculated
from simulations with TIP3P (red filled circles), FACTS (blue filled
circles) and SCPISM (green filled circles). The standard deviations
from the averages are shown as error bars. The red, blue and green
solid lines indicate the mean of the average distances corresponding
to TIP3P, FACTS and SCPISM, respectively. Panel A, inset: A
schematic of the Lyn KD to illustrate the COM (red circles) distance
(red dashed line) between the N-lobe (gray) and C-lobe (blue). Panel
B: Average COM distances for FACtoTIP trajectories initiated with
coordinates from FACTS trajectories and solvated with TIP3P water
molecules (red filled squares). The starting structure of each TIP3P
simulation was extracted from a FACTS simulation of the same trajid. The COM distances from these FACTS trajectories are shown
for comparison (blue filled circles). The standard deviations from
the averages are shown as error bars. The shaded region displays
the range of the lobe-lobe distance calculated from the original set of
trajectories with TIP3P.

46
the FACTS solvent model. These ion pairs are partially buried in the active site
and less solvent exposed than those in Src SH2 domain, which likely accounts for the
poorer agreement with the distributions generated for the explicit solvent ensemble.
Additionally, the average lobe-lobe COM distances, which are measurements relevant
to the global conformations, varied by approximately 2 Å, with proteins in FACTS
solvent having larger lobe-lobe distances (Fig. 2.12A). A solvent-swapping study (Fig.
2.12B) showed that the larger lobe-lobe distances, observed for proteins solvated with
FACTS, were not likely caused by more extensive conformational sampling and could
be attributed to the absence of explicit water molecules in FACTS. Although FACTS
can be reliably utilized to simulate small, globular proteins at lower computational
cost, explicit water remains the more accurate, recommended solvation method for
MD studies of non-globular proteins due to the diﬃculty in reproducing the hydration
eﬀects on complex surfaces.
Our assessment of ISMs in terms of structural features in folded proteins expands
previous studies that have utilized hydration energy as the primary metric for comparison. Our work reveals that although ISMs show poor performance for non-sphrerical,
multi-lobal proteins, ISMs are well-suited for small, globular proteins. In order to substitute explicit solvent with ISMs to study a broad range of macromolecules, further
development and parameterization are needed for accurate description of hydration
eﬀects on proteins with large concavities in their surfaces.
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3 ALLOSTERIC REGULATION VIA PHOSPHORYLATION OF THE SYK
TANDEM SH2
3.1 Introduction
Allosteric control is an important topic of biology because of its central role in
regulating the function of enzymes and receptors, whose activity poses a direct impact
on a network of signaling pathways, cellular processes and hence, disease states. First
appearing in 1961, the word “allosteric” was used by Monod and Jacob to describe an
inhibitor that was “not a steric analogue of the substrate” [98]. In that same article,
Monod and Jacob predicted that “allosteric enzymes will become a favorite object
of research”. How good they were as prophets of science! Investigations to reveal
the mechanistic and structural aspects of allostery were soon underway [99–101].
In recent years, there has been an increased interest in understanding, quantifying,
and exploiting the allosteric nature of proteins [102]. Allosteric proteins were first
thought to possess “two distinct, albeit interacting, binding sites” [98]. Nowadays,
classification of proteins as allosteric is no longer limited to the explicit presence of
multiple binding sites. Rather, allostery can be generalized as the regulation of the
binding activity or function of a protein upon a change at a distant site due to ligand
binding, post-translational modification, or mutation.
Our initial understanding of allostery was influenced by the two dominant models
proposed by Monod, Wyman, Changeux (MWC/concerted model), and Koshland,
Nemethy, Filmer (KNF/sequential model). The MWC model assumed equivalence
among identical subunits of a protein so that a molecular symmetry was apparent,
and that this molecular symmetry is conserved as the protein undergoes conformational changes due to the presence of an allosteric ligand. According to this model,
in the absence of the allosteric ligand, each subunit protein at equilibrium can sam-
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ple at least two conformational states (R and T states), of which the R state has
a higher aﬃnity for the ligand; the allosteric ligand, when present, selects the more
favorable conformation (R state) in one subunit, prompting a concerted conformational switching to the R states in all subunits of the protein. The observable result,
therefore, is positive cooperativity in ligand binding [99]. While the MWC model can
elegantly illustrate the allosteric regulation of hemoglobin activity by oxygen binding, this concerted model does not provide a satisfactory explanation to the negative
cooperativity. The simple equilibrium between the two states, bound to allosteric
ligand and unbound, as well as the requirement for molecular symmetry do not accommodate the possibility of protein conformations to which the ligand will bind
with low aﬃnity. In addition, the assumption on molecular symmetry causes the
MWC model to be limited to only specific cases [103]. The KNF model, on the other
hand, did not require the protein to have a molecular symmetry. The protein, in the
KNF model, is flexible and capable of undergoing an induced conformational change.
Upon binding of the allosteric ligand to one subunit, the information regarding the
conformational change to that subunit is transmitted to other subunits of the protein,
causing the conformations of other subunits to be altered to states that might or might
not be compatible for ligand binding [100]. The KNF model can, therefore, reveal
the mechanistic basis for not only positive but also negative cooperativity. Although
the MWC and KNF models diﬀer in their assumptions and mechanistic explanation,
they both highlight the necessity of a structural change that followed the binding
of an allosteric ligand. The diﬀerences in the crystal structures of oxygenated and
oxygen-free hemoglobins [104] further corroborated the structure-centric impression
that allosteric regulation involved a change between the two end-state conformations
of a protein.
Not until 1984 that the structural approach to understanding allosteric regulation
was challenged. Using the formalism of statistical mechanics, Cooper and Dryden proposed that allosteric communication between distal sites could happen in the absence
of a conformational change [105]. The protein system could respond to an allosteric
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eﬀector and facilitate long-range interaction by altering the frequencies and amplitudes of the positional fluctuations of the atoms. In the case of positive cooperativity
in binding of two identical ligands, they argued that the binding of the first ligand
could cause the protein to become stiﬀer, and hence, the entropic cost for the binding
of the second ligand would be reduced, resulting in an apparent increase in binding
aﬃnity. The reverse could also be said for the case of negative cooperativity. The
allosteric eﬀect could then be fully attributed to changes in entropy [105]. As a result,
the free energy landscape resulted from dynamic allostery would not show a shift in
the mean position of the most populated state; rather, the diﬀerence would be in the
shape, width, or curvature of the most favorable energy basins. This mechanism of
allostery - entropically-driven without detectable conformational change - has been
observed for catabolite activator protein (CAP) [106] and PDZ domain [107].
Dynamic allostery can also be manifested as conformational heterogeneity or
changes in relative motion among domains of a monomeric protein. Essentially, the
binding of an allosteric ligand or chemical modification can reduce the energy barriers so that the protein can traverse multiple energy basins and exhibit the sampling
of diﬀering conformational states at slower timescale (µs-ms). The conformational
dynamics and ensemble nature of allosteric proteins have been thoroughly discussed
in many reviews, see, for example, references [108–112]. In recent years, the role
of linkers, loops, and intrinsically disordered regions in propagating allosteric signal
and modulating conformational dynamics has been strongly considered. Linkers are
essential in modular signaling proteins such as Src family kinases because of their
ability to connect discrete stable domains and facilitate favorable domain-domain
interaction and communication so that the modules of the protein can function cohesively [113, 114]. The idea of linkers of proteins such as calmodulin and Src family
kinases [112] acting as intramolecular messengers to exert allosterical control on proteins was described by Ma et al. [115] as a possible mechanism but no evidence was
presented. The linkers of these proteins, however, merely act as the signal propagator while the allosteric signal is initiated at one of the domains. Interesingly, in the
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case of the Syk tandem SH2, linker A is both the receiver (i.e. the allosteric signal
was initiated by means of phosphorylation at Y130 on linker A) and communicator
(i.e. the allosteric signal was communicated among the phosphorylation site and the
binding pockets of N- and C-SH2 domains through linker A) of the allosteric signal.
A mechanism detailing how allosteric signal is transmitted from and through linker
A of Syk tandem SH2 remains an unresolved puzzle.
With the improvement in method, algorithm, and computing technology, NMR
spectroscopy and MD simulations have become powerful techniques for probing the
conformational dynamics and elucidating the mechanism of allosteric control in proteins by enabling high-resolution views of the less populated or metastable conformational states [109, 116–119]. In this chapter, we outline how MD simulations are
used to study the allosteric regulation of Syk-immunoreceptor interaction. The NMR
experiments have been carried out and documented by Feng in his dissertation [11].
We will investigate the eﬀect of phosphorylation on the dynamics and conformational ensemble of the tSH2 protein using µs-long simulation to gain insight into the
allosteric mechanism regulating Syk-dpITAM association. The biological importance
of the Syk tandem SH2 and insights, gained from biophysical experiments, that allude to the possibility of an allosteric mechanism have been discussed in chapter 1.
The reasons that µs-long simulations are necessary are: 1)The HSQC spectrum of
the phosphomimetic-tSH2, in comparison to that of the unphosphorylated tSH2, reveals the disappearance of peaks corresponding to the linker A. This disappearance
indicates that there is a diﬀerence in the timescales of the linker A dynamics between
the utSH2 and ptSH2 proteins. 2) With the two SH2 domains being partially decoupled, we expect an increase in domain-domain motion, which typically occurs on the
µs-ms timescale, in the ptSH2 protein. Implicit solvation method would enable the
production of long trajectories. However, as detailed in chapter 2, implicit solvation
approach is not recommended for simulations of proteins with complex structures
such as the Syk tandem SH2. We, therefore, resolved to the use of Anton [120],
special machines intended only for MD simulations, to produce the long trajectories
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of unphosphorylated and Y130-phosphorylated tSH2 solvated with explicit TIP3P
water molecules.

3.2 Methods
3.2.1 Simulation detail
One 7.5µs trajectory of the 254-residue unbound SYK tandem SH2 in the unphosphorylated form and two 7.2µs trajectories in the Y130-phosphorylated forms
were calculated using the CHARMM36 all-atom force field with CMAP dihedral
angle correction (top_all36_na.rtf, top_all36_prot.rtf, par_all36_na.prm,
par_all36_prot.prm, par_all36_prot_fluoro_alkanes.str,
par_all36_prot_model.str, par_all36_prot_na_combined.str,
toppar_water_ions.str).
Prior to the trajectory production stage with the Anton machine, the proteins
were prepared, energy-minimized, and well-equilibrated on local machines. The initial
coordinates for the utsh2 were taken from chain A (residue 9-254) of the asymmetric
unit of the crystal structure (PDB ID: 1A81 [121]). The initial coordinates for the
ptsh2 protein were created by patching a diaionic phosphate group onto the Y130
residue of utsh2. Each protein species was solvated with 18398 explicit TIP3P water
molecules as well as Na+ and Cl− ions in an orthorhombic box so that the box edges
were at least 15 Å from the protein edges and the salt concentration is 0.15M. The
total number of atoms for the utsh2 system is 59299 and the ptsh2 system is 59304.
For each system, the non-bonded list was generated using a 14 Å cutoﬀ. Non-bonded
interactions were calculated with a switching function applied to the van der Waals
potential energy from 10 Å to 12 Å. Electrostatic interactions were computed using
the Particle Mesh Ewald (PME) method.
The energies of the fully solvated utsh2 and ptsh2 proteins were minimized using the steepest descent algorithm first with the position of all protein atoms fixed,
followed by harmonic constraints on protein backbone atoms, and lastly with no con-
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straint. The energy minimization stage was executed with 200 steps of the Powell
algorithm. To equilibrate the protein systems, the leapfrog integrator was employed
with a 1 fs timestep. The SHAKE algorithm was activated. The energy-minimized
structures of utsh2 and ptsh2 were heated from 100 K to 298 K over a 200 ps time period and equilibrated at 298 K in the NVE ensemble for 300 ps. Constant temperature
and pressure (CPT) dynamics was performed for 500 ps using the Nose-Hoover thermostat and Berendsen barostat with a reference temperature of 298 K and a reference
pressure of 1 atm to establish the proper system volume (582968.39 Å3 for solvated
utsh2 protein and 581428.88 Å3 for solvated ptsh2 protein). The NPT-equilibrated
systems were equilibrated in the NVT ensemble with the proper volume for 500 ns at
298 K using the Langevin thermostat with a friction coeﬃcient of 1 ps−1 .
The NVT-equilibrated coordinates of the utsh2 protein were used as the starting
structure for production run with the Anton machine. A 7.5µs trajectory was calculated in the NVT-ensemble using the MTK/Multigrator algorithm [122] with a 2
fs timestep. Short-range interactions were calculated using a cutoﬀ distance of 9.57
Å (recommended by Anton). Long-range electrostatic interactions were computed
using the Gaussian Split Ewald method [123] with a 64 x 64 x 64 grid, σ = 2.13Å,
and σs = 1.39Å. Coordinates were saved every 240 ps.
Two ptsh2 trajectories of approximately 7.2µs were started with the Anton machine. The use of multiple trajectories has been shown to improve the extent of conformational sampling [32,33]. The two simulations were started from well-equilibrated
structures: one starting structure has pY130 residue engaged in an energetically favorable interaction with K165 residue while another structure has the residue pair
in a non-interacting configuration with the distance between charged groups approximately 10 Å(see Fig. 3.1). The two aforementioned sets of ptsh2 coordinates were
selected to enhance the extent of conformational sampling and examine the stability of the interdomain electrostatic pair (pY130-K165). The ptsh2 trajectories were
calculated in the NVT-ensemble using the MTK/Multigrator algorithm [122] with
a 2 fs timestep. Short-range interactions were calculated using a cutoﬀ distance of
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Figure 3.1. Time profile of the distance between the oxygen atom
of the phenolic group of pY130 residue and terminal nitrogen (Nζ)
atom of K165 residue of ptsh2 protein. The distance was calculated
using the 500 ns trajectory computed on local machines prior to Anton production run. The coordinates taken from frame t=500ns and
t=300ns were used as starting structures for the first (ptsh2-1) and
second (ptsh2-2) simulation of the ptsh2 protein on Anton.
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10 Å(recommended by Anton). Long-range electrostatic interactions were computed
using the Gaussian Split Ewald method [123] with a 64 x 64 x 64 grid, σ = 2.3 Å,
and σs = 1.5 Å. Coordinates were saved every 240 ps.

3.2.2 Analysis
Domain-domain distance and domain-domain orientation
A separation of motion into three components was carried out according to the protocol outlined by Roy and colleagues [83]. The scripts to carry out this protocol
using the CHARMM program (alignment-step1x.inp, alignment-step2x.inp,
alignment-step3x.inp are stored in the Post Group’s data repository. Following the
separation, a trajectory, DF, showing the motion among the three domains (N-SH2
domain: residue 9-119, linker A: residue 120-167, and C-SH2 domain: residue 168262) of the Syk tandem SH2 proteins and another trajectory, LF, displaying the internal fluctuation within each single domain were produced. The profiles showing the
timescale of domain-domain structural changes were calculated from the µs-long DF
trajectories of the unbound, unphosphorylated and unbound, Y130-phosphorylated
forms of the tandem SH2 using the CORREL module in CHARMM [78]. In this work,
the changes in domain-domain structure of the tandem SH2 protein were defined as
changes in domain-domain distance and/or domain-domain orientation. Domaindomain distance was computed as the distance between the Cα atoms of residues R42
and R197 instead of the distance between the centers of mass of the two domains so
that the functional distance between the two phosphotyrosine binding pockets of the
tandem SH2 was characterized. In addition, calculation of the distance between two
residues enables a direct comparison to values obtained from experimental techniques
such as Paramagnetic Enhancement Relaxation (PRE). The domain-domain orientation was calculated as the pseudodihedral angle formed by the Cα atoms of residues
H57, G50, G201, and H209, i.e. the dihedral angle between the two central β-strands
flanking the SH2 domains.
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The CORREL commands to carry out calculations of the distance between Cα
atoms of residues R42 and R197 and the pseudodihedral angle formed by the Cα
atoms of residues H57, G50, G201, and H209 are:
!

Note:

consult the correl.doc file for info on any command or option.

correl maxa 20 maxt ?nfile maxs 5
!

?nfile is an internal variable that indicates the number of snapshots

ente pyd vect r A 42 CA A 197 CA ! vect option for distance calculation
ente ddo dihe A 32 CA A 23 CA A 176 CA A 185 CA geometry

traj firstu 31 nunit 1 sele all end
!

31 is the memory unit assigned to the read-in of the trajectory

edit pyd veccod 2 delta 240.0 offset 240.00
!

edit command allows the combination of multiple time series into one

so that you only need to output one data file.

See correl.doc for A LOT

MORE info.
!

delta = time between snapshots, in fs

!

offset = time of first data point in the data file, in fs

write pyd unit 87 dumb time
end

Calculation of the free energy map
Changes to the free energy landscape of the unbound tandem SH2 protein as a result
of phosphorylation were examined by comparing the free energy maps of the utsh2
and ptsh2 proteins. A free energy map, which is a two-dimensional representation
of the distribution of conformational states sampled by a protein during a molecular dynamics simulation, is created by projecting the 3-by-N dimensions of the free
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energy landscape onto two pre-selected variables. In this case, the free energy maps
are constructed along two variables of distance and dihedral angle that capture the
changes in domain-domain structure as described above. In this ensemble analysis,
the two long trajectories of ptsh2 were combined.
The free energy map of each protein for the variables ξ I and ξ J was obtained using
the following equation:
A(ξ I , ξ J ) = −k B T ln(ρ(ξ I , ξ J ))

(3.1)

where kB is the Boltzmann constant, T is the temperature, ρ is the normalized distribution of ξ I and ξ J . Here, ξI and ξJ are the reduced variables with ξI the domaindomain distance and ξJ the domain-domain dihedral angle.
A C++ script (2dhist.cpp) was written to process the data file (output of CORREL commands), construct a two-dimensional normalized distribution, and calculate
the free energy map using the above equation. The script can be found in the Post
Group’s data repository.
Following the calculation of the free energy map, structural clustering analysis
was carried out using the CORREL module in CHARMM for each protein. The
clustering criteria were the pY pocket distance and SH2-SH2 pseudodihedral defined
above. The clustering radii for the distance and pseudodihedral were set as 3.2 Å and
37.8◦ , respectively. Clustering analysis on trajectories with randomized snapshots
was carried out to validate the stability of each cluster.
The CORREL commands to carry out clustering on pY pocket distance and SH2SH2 pseudodihedral are:
!

Note:

consult correl.doc for info on the options

correl maxa 20 maxt ?nfile maxs 5
ente pyd vect r A 42 CA A 197 CA
ente ddo dihe A 57 CA A 50 CA A 201 CA A 209 CA geometry

traj firstu 31 nunit 1
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!Normalize fluctuation to 1 by dividing time series by fluctuation value
mantime pyd divi 0.562891
mantime ddo divi 9.994577

edit pyd veccod 2 delta 240.0 offset 240.00

cluster pyd unic 87 unim 88 radius 2.0 maxc 50

end

Inter-domain salt bridge distance distribution
Distance distribution of an inter-domain ion pair (pY130-K165) were generated from
positions of the side chains of two charged residues. For amino acid LYS and TYR,
side chain positions are defined by the coordinates of the Nζ atom and the O atom
of the phenolic group, respectively.
A C++ script (1dhist.inp) to construct one-dimensional histogram is in the Post
Group’s data repository.

3.3 Results and Discussion
3.3.1 Backbone structure and dynamics in comparison to crystal structures
The stability of the backbone conformation of the tandem SH2 protein over the
course of long equilibrium simulations was determined. The rms deviation in coordinates computed for all backbone heavy atoms (N, C, and Cα ) following the superposition of the two SH2 domains to the crystal structures (the dpITAM-bound with PDB
code 1A81 and the unbound with PDB code 4FL2) are shown in Fig. 3.2A,B. The
rmsd time profiles calculated from the trajectory of the unphosphorylated tandem
SH2 (utsh2, black curves in Fig. 3.2A,B) vary within a smaller range (approximately
2Å) while those of the Y130-phosphorylated tandem SH2 (ptsh2-1 and ptsh2-2, red
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Figure 3.2. The rms diﬀerences in backbone (N, C, Cα atoms) coordinates between the snapshots of one utsh2 (black curves) or the
ptsh2 (red and green curves) trajectories and the crystal structures of
the unphosphorylated, dpITAM-bound (PDB code 1A81, panel A) or
unbound (PDB code 4FL2, panel B) tandem SH2 protein. The rmsd
values were calculated following the superposition of the snapshots to
the N-SH2 and C-SH2 domains of the tandem SH2 protein.
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and green curves in Fig. 3.2A,B, respectively) fluctuate within larger ranges (at least
3.5Å for ptsh2-1 and 6Å for ptsh2-2), indicating that phosphorylation at Y130 leads
to an increase in backbone dynamics of the unbound tandem SH2 protein.
In comparison to the crystal structure of the dpITAM-bound, unphosphorylated
tandem SH2 (PDB code 1A81), the time-average rmsd of the utsh2 is 5.3±0.4Å while
those of the ptsh2 are 7.9±0.6Å and 6.9±1.6Å (see Fig. 3.2A). In comparison to
the crystal structure of the unbound, unphosphorylated tandem SH2 (PDB code
4FL2), the time-average rmsd of the utsh2 is 12.6±0.5Å while those of the ptsh2 are
10.3±0.9Å and 11.3±1.5Å (see Fig. 3.2B). The calculated rmsd values demonstrate
that the solution structure of the utsh2 protein (black curves in Fig. 3.2A,B) is
remarkably more similar to the crystal structure of the dpITAM-bound form of the
tandem SH2 than to that of the unbound form, which is consistent with previous
Residual Dipolar Coupling calculation from NMR experiment (CITE?). The overall
backbone conformations of the ptsh2 species (red and green curves in Fig. 3.2A,B),
however, remain diﬀerent from existing crystal structures of the Syk tandem SH2
protein, highlighting the eﬀect of Y130-phosphorylation on the overall conformation
of the Syk tandem SH2.
Because the tandem SH2 is a multi-domain protein, the large diﬀerences in overall backbone coordinate between the ptsh2 trajectories and the crystal structures
can be attributed to the changes in either conformation of a single domain or the
domain-domain structure. The primary cause for the aforementioned changes was investigated. The rms diﬀerences in backbone coordinates of each domain of the ptsh2
protein in comparison to the crystal structures were calculated from the ptsh2-1 and
ptsh2-2 trajectories and are displayed in Fig. 3.3A,B and Fig. 3.3C,D, respectively.
The rmsd values calculated for single N-SH2 and C-SH2 domains (blue and purple
curves in Fig. 3.3, respectively) remain less than 3Å over the course of the simulations and are smaller than those for the linker A (red curves in Fig. 3.3), indicating
that the backbone conformation of the linker A is altered while that of each SH2
domain is marginally influenced by Y130-phosphorylation. The eﬀect of phosphory-
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lation on the tandem SH2 protein, therefore, requires investigation into the changes
in domain-domain structure as well as in interactions between the linker A and the
SH2 domains.

3.3.2 Y130-phosphorylation leads to changes in domain-domain structure and an
increase in domain-domain dynamics
Changes in the domain-domain structure of the tandem SH2 protein were characterized as variations in either the domain-domain distance, calculated as the distance
between two phosphotyrosine binding pockets, or the domain-domain orientation, calculated as the pseudodihedral angle formed by the planes containing the two central
β-strands of the two SH2 domains. The time evolutions of the two aforementioned
quantities are shown in Fig. 3.4. Fluctuations in phosphotyrosine pocket distance and
pseudodihedral angle of larger amplitudes were observed for the two ptsh2 trajectories (red and green curves in Fig. 3.4) in comparison to those of the utsh2 trajectory
(black curves in Fig. 3.4), revealing a diﬀerence in the extent of domain-domain
dynamics between utsh2 and ptsh2 proteins. It is inferred that the interaction, or
coupling, between the two SH2 domains of the utsh2 protein is stronger than that of
ptsh2 protein. Therefore, phosphorylation at Y130 results in a substantial increase
in domain-domain motion and weakens the coupling between the two SH2 domains
of the tandem SH2 protein, consistent with known biophysical results [12]. Further,
over the course of approximately 8µs, each ptsh2 species displayed major variation in
domain-domain orientation (black arrows in Fig. 3.4B), suggesting large-scale, global
conformational changes to the tandem SH2 upon a chemical modification localized at
the linker A. Whether the observed changes in global conformations following Y130phosphorylation are results of a shift in the location of most favorable energy basin
on the free energy landscape, which suggests a structure-based, two-state allostery
mechanism or a redistribution in population of the pre-existing conformational states,
which is indicative of an entropy-driven allostery mechanism, is examined next.
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Figure 3.3. The rms diﬀerences in backbone (N, C, Cα atoms) coordinates of the N-SH2 (blue curve), Linker A (red curve), or C-SH2
(purple curve) domain of the phosphorylated tandem SH2 protein.
The rmsd values were calculated using two long trajectories (ptsh21 and ptsh2-2) following the superposition of each domain with the
crystal structure of the bound, unphosphorylated (PDB ID: 1A81) or
the unbound, unphosphorylated (PDB ID: 4FL2) tandem SH2.
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3.3.3 Y130-phosphorylation induces a redistribution in population of accessible conformational states
Free energy maps (shown in Fig. 3.5) were constructed from the probability distribution of the two reduced variables (phosphotyrosine pocket distance and SH2-SH2
pseudodihedral) to probe the eﬀect of Y130-phosphorylation on the free energy landscape as well as compare the extent of conformational sampling during the simulations
of the utsh2 and ptsh2 proteins. Regions colored in red indicate highly populated
conformational states at energy minima while regions in green indicate the conformational states were visited but not populated due to the presence of large energy barriers shown in light blue. Because the utsh2 form of the tandem SH2 protein exhibits
minimal fluctuations in the domain-domain structure (see Fig. 3.4), we expect the
conformational ensemble of the utsh2 to be homogenous and that the utsh2 protein
samples from one large energy superbasin. This was the case as demonstrated by the
free energy map corresponding to the utsh2 protein (see Fig. 3.5A). Fig. 3.5A shows
that the utsh2 snapshots were sampled from a broad, yet, unimodal region of phase
space. On the other hand, the ptsh2 protein exhibits conformational heterogeneity,
with the free energy map (see Fig. 3.5B) displaying the presence of multiple energy
basins. Structural clustering using the CORREL module in CHARMM confirms that
four distinct conformational states (numerically labeled in Fig. 3.5B according to the
cluster ID listed in Table 3.1) were populated throughout a total of 16µs of simulations of the ptsh2 protein. The representative structures of the four distinct clusters
were extracted from the trajectories. The four ptsh2 representative structures (shown
as ribbons in blue, red, green, and magenta in Fig. 3.6A,B) were superimposed using
the backbone heavy atoms of the C-SH2 domain to highlight the diﬀerences and/or
similarities in conformation of various regions of the free energy landscape. The most
noticeable feature is the lack of structural overlap in the alignment of the N-SH2
domain among the four conformations (see Fig. 3.6A), demonstrating the diversity
in arrangement of the N-SH2 domain with respect to the C-SH2 domain and corrob-
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Figure 3.4. Panel A: Time-dependent variation in domain-domain
distance, quantified as the distance between the Cα atoms of residues
R42 and R195, of the unphosphorylated (black curves) and Y130phosphorylated (red and green curves) tandem SH2 proteins. Panel
B: Time-dependent variation in domain-domain orientation, quantified as the pseudodihedral angle formed by the Cα atoms of residues
H57, G50, G201, and H209, of the unphosphorylated (black curves)
and Y130-phosphorylated (red and green curves) tandem SH2 proteins. The black arrows indicate the major variations in the time
profiles of ptsh2 proteins.
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orating the notion that phosphorylation at Y130 results in increased domain-domain
dynamics. Among the four conformational states sampled by the ptsh2 protein, three
(ribbons in blue, green, and magenta in Fig. 3.6B) show significant similarity in the
linker A conformation to one another despite the variation in the SH2-SH2 domain
structure, indicating that linker A and C-SH2 domain may be considered one unit.
Superposition of the most populated conformation state of the ptsh2 (labeled 1 in
Fig. 3.5B and shown in blue in Fig. 3.6C) to the representative structure of utsh2
(labeled X in Fig. 3.5A and shown in black in Fig. 3.6C) reveals a large diﬀerence
in overall conformation between the two forms of the tandem SH2 regardless of the
sampling overlap on the free energy map, informing us that the two chosen reduced
variables, albeit suﬃcient for demonstrating the eﬀect of phosphorylation on the free
energy landscape, do not fully characterize the conformational diﬀerences between
the unphosphorylated and Y130-phosphorylated forms of the tandem SH2 protein.
Similarly, the second-most populated conformational state (labeled 2 in Fig. 3.5B
and shown in red in Fig. 3.6D) of ptsh2, while displaying a diﬀerent linker A conformation from other ptsh2 conformations (see red ribbon in Fig. 3.6B) and showing
little overlap in the free energy map with the utsh2, exhibits remarkable similarity
in the linker conformation to the utsh2 conformation (shown in black in Fig. 3.6D).
The main diﬀerences between this conformational state of ptsh2 and the utsh2 average conformation are the overall alignment of the N-SH2 domain and the specificity
pocket formed by the EF loop, BG loop and the β-sheet. The EF loop of the NSH2 domain of the utsh2 protein (shown in black in Fig. 3.6E), which contributes
to the formation of the specificity pocket, appears to sample an SH2 conformation
that is not seen with Src SH2 crystal structure, rotating away from the β-sheet and
the BG loop (see black ribbon in Fig. 3.6E), and resulting in an increase in size and
accessibility to the specificity pocket. The diversity in arrangement of the EF and
BF loops has been documented [124]. Whether the deviation from crystal structure
configuration of the specificity pocket on the N-SH2 of the Syk tandem SH2 protein
is essential for binding to the dpITAM remains to be elucidated.
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3.3.4 Inter-domain salt bridges are created/stabilized due to phosphorylation
It was earlier mentioned that Y130-phosphorylation results in complex changes in
the free energy landscape of the tandem SH2 protein. As a result, factors contributing
to structural and dynamical diﬀerences between utsh2 and ptsh2 other than domaindomain distance and domain-domain orientation need to be identified. One possible
approach was to compare and contrast the conformational states of the ptsh2 and
utsh2 proteins. Of the four populated states of ptsh2, one was utsh2-like and diﬀered
from the other three states in the linker A arrangement with respect to the C-SH2
domain. The conformation of cluster ID 2 shows that linker A moves away from
the C-SH2 domain while the conformations representative of cluster ID 1, 3, and 4
suggest an association between these two domains. The association between linker
A and the C-SH2 domain of ptsh2 is, therefore, stable and not resulted from transient conformational sampling. We posited that this strong association arised from
an energetically favorable electrostatic interaction between the two domains. Examination of the ptsh2 trajectories indicate that an electrostatic pair, pY130 and K165,
was created following Y130-phosphorylation. The histogram of distance between the
Y130 and K165 residues (see Fig. 3.7) indicates that pY130-K165 are seen as energetically favorable and interacting (distance ≤ 5Å) for a large population of ptsh2
conformations. The small population with pY130-K165 in a non-interacting configuration, in fact, correspond to the trajectory of cluster ID 2. The loss of pY130-K165
ionic interaction seems to render the ptsh2 conformation to become more utsh2-like.
The importance of this ionic interaction in the association/dissociation between the
Syk tandem SH2 and the immunoreceptor is currently investigated using in vivo experiment.
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Figure 3.5. Free energy maps along two chosen reduced variables
(pY pocket distance and SH2-SH2 pseudodihedral) to characterize
sampling of domain-domain structure during long simulations of the
utsh2 (panel A) and ptsh2 (panel B). Low-energy, highly populated
regions are colored in red and high-energy barriers are colored in blue.
Green regions indicate the parts of free energy landscape that were
visited but lowly populated. In panel A, the black X marks the position of the average structure in phase space. In panel B, the black
numbers 1, 2, 3, and 4 show the locations of the four cluster centers
in phase space.
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Table 3.1.
Cluster centers and population following clustering analysis on long
trajectories of the two forms of the Syk tandem SH2 protein using
domain-domain distance and orientation as clustering criteria
Protein

Cluster ID

Populationa

Centerb

utsh2

1

30896

37.3, -87.9

1

27375

37.5, -86.2

2

19633

36.7, -53.73

3

7681

34.9, -65.1

4

4851

33.4, -89.7

ptsh2

a

Number of snapshots classified into a cluster.

b

domain-domain distance and domain-domain orientation are reported in said order

with units of Angstrom (Å) and degree ◦ .
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3.4 Conclusion
Long simulations of the unphosphorylated and phosphorylated tandem SH2 proteins solvated with explicit water molecules were carried out. The trajectories were
analyzed to define the perturbation caused by Y130-phosphorylation to the structure and dynamics of Syk the tandem SH2. Changes in inter-domain interactions
as well as domain-domain motion and structure in the µs time scale was observed
for the ptSH2 protein, demonstrating the necessity of using long simulations. Our
analyses of the diﬀerences in domain-domain structure and dynamics between the
two forms of the Syk tandem SH2 confirms that post-translational phosphorylation
of the tandem SH2 protein at Y130 alters its conformational ensemble. Superposition
of sampled conformations from utsh2 and ptsh2 simulations suggests that the conformation of linker A can dictate the interdomain arrangement as well as the favorable
conformational state of the protein. Because ptsh2 protein could sample an utsh2like conformational state, it is likely that phosphorylation at Y130 does not cause a
shift in the position of the favorable energy basin; rather, this chemical modification
induces a reduction in the height of the energy barriers, allowing the tandem SH2
protein to escape the broad energy superbasin of the utsh2 form and visit the diﬀering
conformational states seen with the ptsh2 form. Results from long simulations lead
us to hypothesize that Y130-phosphorylation results in a redistribution in population
of the accessible conformational states, and that the activity and function of the tandem SH2 protein is regulated by an entropy-driven, dynamic allostery mechanism via
Y130-phosphorylation. This hypothesis has been tested and supported using isothermal calorimetry experiments. The calorimetry results are documented elsewhere [11].
Further studies are necessary to learn the residue-specific detail of the allosteric network that regulates the tandem SH2 interactions with the immunoreceptor.
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Figure 3.6. Panel A and B: Structures showing the conformational
heterogeneity among the states sampled during long simulations of
ptsh2 protein. Representative conformations of cluster 1, 2, 3, and
4 were shown as ribbons in blue, red, green, and magenta. In panel
A, the linker A conformations were shown as transparent to highlight
the diversity in the arrangement of the N-SH2 domain with respect
to the C-SH2 domain. In panel B, the N-SH2 conformations were
shown as transparent to highlight the similarity in linker A conformation among three ptsh2 conformational states. Panel C: Structures
showing the substantial diﬀerence in overall conformation between the
utsh2 protein (black ribbon) and the most populated state of ptsh2
protein (blue ribbon). Panel D: Structures showing the remarkable
similarity in linker A conformation between the utsh2 protein (black
ribbon) and the second most populated state of ptsh2 protein (red
ribbon). Panel E: Structures showing the specifity pocket formed
by the EF and BG loops of the N-SH2 domain (black ribbon). The
arrangement of the EF and BG loops as seen with Src SH2 domain
is shown in cyan ribbon (PDB ID: 1IS0). For panel A, B, C, and D,
the conformations were aligned using the backbone heavy atoms of
the C-SH2 domain
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Figure 3.7. Time profile of the distance between the oxygen atom of
the phenolic group of Y130 residue and terminal nitrogen (Nζ) atom
of K165 residue. The distance values were calculated from the long
trajectories of utsh2 and ptsh2 protein.
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4 CONCLUSIONS AND FUTURE DIRECTIONS
4.1 Conclusion
The research outlined in this dissertation aims to better our understanding of
a mechanism that regulates the interaction between the Syk kinase and the B-cell
receptor. Syk, an important kinase for initiating the B-cell signaling pathways, has
been an attractive target for therapeutic studies. Previous in vivo and biophysical
experiments indicated that the association/dissociation between the Syk tandem SH2
and the dpITAM of B-cell receptor is allosterically controlled by a post-translational
phosphorylation on residue Tyr130 of the linker A (Chapter 1). Molecular dynamics
simulation has been employed to provide a molecular picture detailing the eﬀect of
Y130-phosphorylation on the conformational ensemble of the unbound tandem SH2
protein.
The first contribution of our research is the assessment of a variety of implicit solvent models available in the CHARMM simulation program using structural parameters such as distribution of dihedral angles, distances between ionic pairs, and pairwise
root-mean-squared diﬀerence in coordinates. The quality of an implicit solvent was
determined by its ability to reproduce structural characteristics of biomolecules as
seen with simulations using explicit TIP3P waters. For simulations of well-folded,
globular proteins such as Src SH2 domain, the proteins solvated with implicit solvent
models and explicit solvent exhibited similar structural and dynamical behavior. Use
of implicit solvation for proteins having complex topology with partially buried electrostatic interactions is, however, not recommended. We demonstrated that solvation
with explicit waters is still the best practice for simulations of multi-domain proteins.
The detail of this research is outlined in Chapter 2.
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Insights from our aforementioned project prompted us to carry out simulations of
the Syk tandem SH2 protein, a multi-domain protein, in explicit TIP3P waters. The
challenge of eﬃciently producing long simulations of fully solvated biomolecule was
overcome by the use of specialized supercomputers. Long simulations of the unbound,
unphosphorylated and the unbound, phosphorylated tandem SH2 were produced and
analyzed. Y130-phosphorylation appears to alter the domain-domain structure and
motion of the tandem SH2 protein. The free energy barrier separating the conformational states was reduced upon phosphorylation, allowing the phosphorylated form of
the Syk tandem SH2 to access multiple states while the unphosphorylated form cannot escape a broad energy superbasin. Following structural clustering and analysis
of representative conformation of each cluster, a molecular picture in which the Sykimmunoreceptor association/dissociation is controlled by a mechanism of dynamic
allostery emerges. Our results were described and discussed in Chapter 3.
The high-resolution nature of molecular dynamics simulations allows us to probe
the detail of protein-protein interaction at residue-specific level. A comparison of the
conformational ensembles of the unphosphorylated and Y130-phosphorylated tandem
SH2 revealed an inter-domain electrostatic interaction that was created following the
phosphorylation. The discovery of this ionic pair calls for additional experiments to
validate its importance. In addition, questions regarding the complex and fine-grain
nature of the allosteric mechanism regulating the interaction between Syk tandem
SH2 protein and the immunoreceptor arise (as expected with research!). Some future
directions are mentioned, making one feel like the real work is just about to begin.

4.2 Future Directions
Convergence of trajectories
Long simulations provided us with very promising results; nevertheless, the trajectories of ptsh2 have not converged. The lack of convergence in trajectories prevents
us from making conclusive statements about relative populations and conformational
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transition among states. The author has always wanted to apply accelerated molecular dynamics (aMD) [125], a biased MD method, on this system to probe the extent of
conformational sampling. The challenge is to identify the appropriate amount of bias
so that the protein explores additional conformational space while remaining folded.
A calibration in which a variety of values for the bias parameters are used in short
aMD simulations may be the initial step.
The sampling of multiple conformational states using long trajectories tempted
the author to build a Markov State Model [126] so that more information on conformational transition may be gained and direct connections to known NMR conformational
exchange results can be established. Multiple short simulations with the representative structures of sampled clusters will be carried out (with the help of Oberlin
undergrads perhaps) as the first step.
Description of structural diﬀerences between the utsh2 and ptsh2 conformational
ensemble
The discovery of an inter-domain ionic pair (see section 3.3.4) prompted the author to
wonder about the residue-specific diﬀerences between the conformational ensembles of
utsh2 and ptsh2 proteins. Are there more inter-domain electrostatic interactions that
exhibit diﬀering behavior between the two forms of the tandem SH2 protein? What
is the importance of these inter-domain interactions? Is it likely that the residues
making up the ionic pairs are key residues in an allosteric network that has yet to
be discovered? Pairwise diﬀerences in Cα and Cβ coordinates between various pairs
of representative structures of clusters may give clues to what group of residues are
more susceptible to structural changes.
Further, the two reduced variables that were chosen for the construction of the free
energy landscape proved insuﬃcient in fully characterizing the structural diﬀerences
between the two forms. To answer the question of choosing the appropriate reduced
variable is not a trivial task. While the author wishes to propose a systematic approach to resolve this question, a labor-intensive trial-and-error approach may be the
next possible step.
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