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Abstract
We reveal that the Analytic Signal phase, and its gra-
dient have a hitherto unstudied discontinuity in 2-D and
higher dimensions. The shortcoming can result in severe
artifacts whereas the problem does not exist in 1-D signals.
Direct use of Gabor phase, or its gradient, in computer vi-
sion and biometric recognition e.g., as done in influential
studies [12, 36], may produce undesired results that will go
unnoticed unless special images similar to ours reveal them.
Instead of the Analytic Signal phase, we suggest the use of
Linear Symmetry phase, relying on more than one set of Ga-
bor filters, but with a negligible computational add-on, as a
remedy. Gradient magnitudes of this phase are continuous
in contrast to that of the analytic signal whereas continu-
ity of the gradient direction of the phase is guaranteed if
Linear Symmetry Tensor replaces gradient vector. The sug-
gested phase has also a built-in automatic scale estimator,
useful for robust detection of patterns by multi-scale pro-
cessing. We show crucial concepts on synthesized finger-
print images, where ground truth regarding instantaneous
frequency, (scale & direction), and phase are known with
favorable results. A comparison to a baseline alternative
is also reported. To that end, a novel multi-scale minutia
model where location, direction, and scale of minutia pa-
rameters are steerable, without creation of uncontrollable
minutia is also presented. This is a useful tool, to reduce
development times of minutia detection methods with ex-
plainable behavior. A revealed consequence is that minu-
tia directions are not determined by the linear phase alone,
but also by each other and the influence must be corrected
to obtain steerability and accurate ground truths. Essen-
tial conclusions are readily transferable to N -D, and unre-
lated applications, e.g. optical flow or disparity estimation
in stereo.
∗The paper is best read when viewed on a screen with zoom or when
printed in color in 1200 dpi resolution due to fine details and color.
1. Introduction
Phase is extensively used in speaker and speech recog-
nition [31], Geo and seismic studies [9][25], as well as in
optics [2]. It is also used in biometric identification and
image processing since long, [36], [18], [17]. Inspired by
1-D, and given the ill-posedness of continuous Phase un-
wrapping, one approach has been to use the derivative of
phase e.g. [12], since the derivative is continuous in 1-D,
even if the phase is not.
Analytic Signal concept originates in real functions of
1-D where negative frequencies of a function are set to
zero. The procedure does not yield a loss of information
because a real signal f(r), has the Fourier Transform F (ω),
FT, with complex values containing redundant information:
F (ω) = F ∗(−ω). This is also known as the Hermitian
Symmetry. Thereby, the Analytic Signal is complex valued
and has phase in its values.
The Analytic Signal, z(r), corresponding to a real func-
tion f(r) where r ∈ N -D can be defined in a similar man-
ner. Thus z(r) corresponding to f(r) is obtained by the
inverse FT of Z(ω) = F · χ(nˆTω) where χ is the Heavi-
side function, which assumes values zero or one.
A different extension of the analytic signal to 2-D is
offered via the Riesz1 transform. It assumes that the lo-
cal input is linearly symmetric2, [5], also known as intrin-
sically 1-D, and the direction of the symmetry is known.
Then phase, direction and amplitude of the local input can
be embedded in a 3-D hypercomplex [10] field, called the
monogenic signal. The three elements can be computed via
convolutions by quadrature filters, yielding a linear feature
vector, [11], [26], [33], tuned to a fixed scale. The result-
ing phase does not coincide with the FT phase if a domi-
nant direction cannot be computed, [1]. By contrast, phase
interpretation provided by narrow bandwidth Gabor filters
1It is the gradient of low-pass filtered input with the filter transfer func-
tion 1/|ω|.
2A function f(r) with r ∈ RN is linearly symmetric if it can be
produced by a 1-D function g(τ) with τ ∈ R1 as f(r) = g(ωTr) for
some constant vector r ∈ RN .
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coincides with that of the FT phase even if the input signal
is not linearly symmetric. Nonetheless, the discontinuity of
phase and its gradient, which we will detail in the sequel,
cause similar artifacts in the phase of monogenic signal. A
taxonomy of phase discontinuities is also a main motivation
of the present study.
2. Analytic Signal by Gabor filtering
A Gabor filter is defined conveniently in the FT domain
as a Gaussian located at ω. In the spatial domain, the filter
is then given by
gσ2,ωk(r)=
1
c
exp(iωTkr)exp(−
‖r‖2
2σ2
) (1)
such that its magnitude is a Gaussian, with variance σ2
where c = (2piσ2)N/2 and r,ωk ∈ RN .
A Gabor filter response to a real (local) image f is com-
plex valued. It is obtained as a collection of scalar products
with translated versions of g, typically obtained by convo-
lution
zωj (r) = 〈gσ2,ωj (r − r′) , f〉
=
∫
g∗σ2,ωj (r − r′)f(r′)dr′ (2)
(3)
A collection of such responses obtained for a set of {ωj}
at the same image location r represent the sampled local
spectrum since filter bandwidths can be made appropriately
small in every direction by choosing σ2 accordingly, includ-
ing by making σ2 to depend on ωj . Because of the latter,
and to reduce symbol clutter, we have omitted to express
dependency of z on σ2 in (2).
Gabor filters must be placed on the same side of an ar-
bitrary but fixed hyper-plane passing through the spectral
origin to provide a sampled version of the analytic signal.
The normal of the hyper-plane, nˆ, pointing into the non-
zero half space and is called walking direction3 here.
2.1.Linear Symmetry Tensor driven phase ΦLS
Using the scalar product definition in (2), Linear Sym-
metry, LS, tensor SD is obtained as an N × N matrix by
convolutions combined with intermediate pixel-wise prod-
ucts, [5],
SD(r) = 〈∇f ,∇T f〉 (4)
LS tensor is generalizable to curvilinear coordinates defined
by harmonic functions [3]. It can estimate local image di-
rection ω, and N coherence/certainty measures, represent-
ing the error between a component tensor model and the
3A translation (walking) of a point inside the signal in the direction of
nˆ will (by construction) cause an increase in Gabor filter response phase.
The vector nˆ is the same for all Gabor filters, not to be confused with ωk ,
the tune-in vector of a Gabor filter, (1).
local image. This is also the reason why “D” (for intrin-
sic direction) marks the tensor in the equation. The concept
of direction comprises direction in local harmonic curves
which can define intricate symmetries. Coherence measures
are obtained by eigenvalues of the LS tensor whereas eigen-
vectors represent tensor model parameters (the directions)
explaining the input data best.
The eigenvalue decomposition of the tensor can be rear-
ranged further to represent subspaces pedagogically, espe-
cially in its Cartesian N -D generalization, e.g. as a linear
combination of the “plane” tensor, “stick” tensor, “ball” ten-
sor etc, [20], [29], [4]. A 2-D version of the LS tensor with-
out generalizations (toN -D nor to harmonic functions) was
simultaneously suggested in [21]. Its eigenvalue combina-
tions were suggested early as corner detectors, [14], [19].
LS tensor is also known as Structure Tensor [23], and can
be estimated by quadrature filters.
In a recent result on LS tensor, it has been shown that
the trace of the tensor in the log-scale space yields another
LS tensor, SS . The latter is always a 2 × 2 matrix, regard-
less the “N”. The tensor SS determines the characteristic
absolute frequency of the local image, ‖ω‖, where “S” in
the exponent marks that it is an LS tensor representing the
intrinsic scale. The absolute frequency is also known as
scale as both are terms used to represent the intrinsic “size”
associated with a pattern. Thereby scale is determined by
eigenvectors of SS whereas coherence w.r.t. scale is deter-
mined by its eigenvalues, [6]. Thus, using SD for direction
and SS for scale, ω and up to N + 2 coherence measures
(N for direction and 2 for the scale) can be obtained. We
recall that without help of SS , one can only estimate the
direction of ω by SD, up to a sign change i.e. ±ω/‖ω‖.
LS tensor driven phase, ΦLS , is the phase of
zω(f)(r)=u(r)+iv(r)=m(r)exp(iΦ
LS(r)) (5)
which is the response of a Gabor filter tuned to ω estimated
via SD, and SS i.e.
ΦLS(r) = arg(zω(f)(r)) (6)
Here f is the input image, and the ω(f) in zω(f) is the tune-
in frequency vector estimated by SD, and SS . Dependence
of this phase on the walking direction nˆ is implicit, as our
analytic signal in N -D is the classic one, presupposing an
arbitrary (but fixed) nˆ. LS tensor driven phase necessitates
ω(r) along with coherence measures, allowing to determine
where in the image ω is meaningful to compute.
2.2. Comparison of phase in 1-D and N -D
Gradient field of the phase,∇ΦLS(r), defines the instan-
taneous frequency (vector field). A sinusoid f is the moti-
vating example of the definition, where the gradient “kicks-
out” the frequency vector.
f = cos(ωTr) ⇔ z = exp(iωTr) r,ω ∈ RN (7)
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The complex version of the sinusoid, z, is the illustrious ex-
ample of the analytic signal. Here, the challenge is to define
a useful phase in N -D. It is a challenge because for such
a sinusoid there exists singular directions at every location
r along which one can translate (“walk in”) the local sig-
nal, and yet the phase of z remains unchanged. Singular
directions (denoted by ω⊥) are given by the N − 1 dimen-
sional subspace containing vectors orthogonal to ω, that is
ωT⊥ω = 0. By contrast, in 1-D, i.e. r = r ∈ R1, there
is a change of phase as soon as location changes. For this
reason, in 1-D, the location r relative to a landmark can be
uniquely determined, from the phase of z (though up to pe-
riod 2pi/ω) but not in N -D. Directions, including singular
directions, do not exist in 1-D.
To recover r ∈ RN by phase of z(r) is impossible for
dimensions N > 1. The next best thing to achieve is a pro-
jection of r on the direction of the wavefront of the sinusoid,
ω. In turn this requires thatω, including its norm, is reliably
estimated so that a phase change can be mapped to a dis-
placement of r in the direction of ω, up to period 2pi/‖ω‖.
Accordingly, availability of ω estimation, is a sine-qua-non
of a phase estimation in N -D.
Another difference of N -D in comparison to 1-D is that
the Analytic Signal z(r) is not unique since nˆ, defining half
the volume of FT domain, is not unique. The half volume
can be chosen arbitrarily via nˆ.
2.3. Modeling, synthesizing and controlling minu-
tiae by phase
Often, high quality is a challenge or impossible to ob-
tain when imaging fingerprints, e.g. of crime scenes [35].
One goal of this study is to contribute with automatic pro-
duction of large numbers of images which have realistic
appearance of local fingerprints. These are characterized
by ridges changing direction, dotted with singularities rep-
resenting ridge-ends or bifurcations, called minutiae, [22].
Minutiae are by far the most common features extracted and
used for identification of fingerprints in Automated Finger-
print Identification Systems, AFIS, of law enforcement, in
courts to convince judges, in convenient applications e.g.
laptops, mobile phones and doors. Labeled minutiae are
needed by the current pattern recognition trend, increas-
ingly using deep neural networks, which require large data
sets with known and steerable ground truths.
Labeled minutiae are also needed if minutiae detection
algorithms are to be evaluated on their own merits, [30], dis-
joint from minutia matching algorithms. This can be done
by using expert annotations. However, this is an expensive
method beside that the variability is not sufficient, e.g. cur-
rently the only publicly available labeled minutia data-set,
[15], contains around 5500 minutiae pairs and contains fin-
gerprints of adults only.
One problem in automatic synthesis of minutiae is steer-
ability of ground truths, i.e. when minutiae are created in
desired locations, new non-steerable and unavoidable minu-
tiae can also be created. As will be discussed below, all
minutiae also influence each other, which exacerbates the
problem. Controllability of minutia presence and steerabil-
ity of their properties when present have not been discussed
in previous studies, [8], [7], but exists when attempting to
create multiple minutiae, e.g. for automatic labeling.
In addition to ground-truths for traditional minutia prop-
erties, being location, direction, and type, we want that a
new minutia property, absolute frequency, will be steerable
too. We also want to control the amount and the nature of
contamination/noise degrading minutiae quality. As will be
shown below, minutia directions are not determined entirely
by the global direction map. Even minutiae influences the
final direction map, much like planets in the solar system
influence the sun’s and each other’s gravitation fields.
The studies [32], [27] have recognized the importance
of orientation maps, which can be obtained from LS tensor
fields, [5], in localization and description of minutiae by
searching for signatures in the gradient field of phase. An
advantage of phase based (single) minutia model, which we
chose to extend to multiple steerable minutiae here, is that
it offers a direct synthesis of a minutia, in addition to their
localization and description.
In Fig. 1 (Top-R) a total of 10 minutiae all sharing the
same type, bifurcation, and the same scale are shown, to
serve as input with known ground-truth, to illustrate our
point. Likewise, in Fig. 2, in total 70, both bifurcation and
ridge-end minutia types are shown. Minutiae are embedded
in waves whose instantaneous period, i.e. scale, changes
continuously in a range which can be chosen. At four edges
of Fig. 1 (Top-R) exact periods in mid vertical and horizon-
tal directions have been indicated by ticks. Horizontal la-
bels are not spelled out for compactness, but are deducable
from vertical ones as they are identical. Random salt and
pepper replacement, SPR, as shown in Fig. 2, or additive
Gaussian noise (not shown) can be chosen to contaminate
the image to simulate degradation of quality in a span of
levels.
The degradation that we offer is basic and has the
purpose to increase efficiency of developing novel algo-
rithms with explainable behavior when variables of minu-
tiae change. Explainability is a major weakness of Deep
Learning networks, the performance of which depends on
variability and statistics of training data, which is more effi-
ciently controlled with synthetic data. The purpose of syn-
thetic data is by no means to replace real data, but to make
use of this precious data more efficiently.
To achieve this, we start with a single minutia model be-
low, Eq. (8), and expand it to produce a constellation of
minutiae in the same image. The model superposes a lin-
ear component and a non-linear component to produce the
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Figure 1. (L;R;T;D;) Continuous phase Φ; Minutiae containing image I , produced by the continuous phase as I = < exp(iΦ); LS
tensor driven phase ΦLS(I) estimated from I; Reconstruction by using the estimated phase ΦLS(I) in < exp(iΦLS).
phase of a minutia:
Φ(r) = ΦL(r)+ΦP (r) = ω
Tr+arg(
r˜
iω˜
)+(−1)tpi (8)
where ω is constant and ω, r ∈ R2. The operator ·˜ turns
the 2-D vector in the place holder “·”, to the corresponding
complex number, e.g. if r = (1, 1)T , then r˜ = 1 + i.
The first term ΦL(r), the linear phase, is responsible for
generating the local planar wave of ridges, with ω being
its frequency vector. Later, the vector ω will be allowed to
change spatially slowly, so that in a small neighborhood it
can be viewed as constant.
The second component ΦP (r), called polar phase, (also
known as spiral phase) produces a continuous phase in-
crease (modulo 2pi) when moving around the origin, set
to the current point in the equation to avoid symbol clut-
ter. Dividing r˜ with iω˜ starts the increase from the iso-
curve direction of the current (ridge) point. Addition of the
two terms produces the phase of a minutia having the di-
rection arg(iω˜), measured in the way ISO standard does,
at a neighborhood having |ω˜| as absolute frequency of the
underlying planar wave.
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Figure 2. Minutiae are produced as in Fig. 3 but followed by
contamination with noise. Ground-truths of minutia parameters,
as well as phase, are the same.
The third term determines the type, where t ∈ {0, 1},
switches between {bifurcation, ridge-end}, respectively.
Other intermediate directions can be obtained by rotating
the local coordinate frame, whereas scale can be changed to
the desired one by changing ‖ω‖. A local image, I , con-
taining a minutia at the origin is then obtained by taking the
real part of the complex wave having Φ as its phase,
I(r) = <(exp(iΦ(r))) (9)
where iso-gray curves of I are the same as those of Φ.
For a desired set of minutiae with minutia j at location
rj , all sharing the same minutia type, one can synthesize a
fingerprint image by the additive, polar phase model:
Φ(r) = ΦL(r) + ΦP (r)
= rTωL(r) + (−1)tpi +
∑
j
arg(
r˜ − r˜j
iω˜j
) (10)
where ωL(r) is such that it varies slowly with r and can be
assumed to be constant when r is near minutia location rj .
When aggregated, minutiae have to be described relative the
(common) origin rather than minutiae singularities, explain-
ing translations with r˜j depicting their locations. Also, the
minutia direction must be parallel to the direction of the sur-
rounding ridges, i.e. the minutia direction is orthogonal to
the direction of the wave vector of the surrounding waves.
This is achieved by the complex division with iω˜j .
In case j is the only minutia in the image, both ωL(rj)
and iωj directions agree because the polar phase is then
alignable with linear phase by complex division with iω˜j =
iω˜Lj , (10). However, they are generally different in case
there are more than one minutia in the image. Phase of other
minutiae, in addition to the linear phase will contribute to
the phase in the vicinity of rj which in turn will contribute
to a change of ωL. To find the resulting minutia direction,
we apply ∇ to (10). The left hand side is then the instanta-
neous wave vector, ω(r) = ∇Φ(r). The right hand side is
composed by the gradient of the linear term and aggregated
gradients of polar terms of all minutiae.
ω(r) = ∇ΦL +
∑
k
∇ arg( r˜ − r˜k
iω˜k
) (11)
= ωL(r) +
∑
k
i
r˜ − r˜k
|r˜ − r˜k|2 (12)
To obtain (11), we have used the assumption that the linear
phase varies slowly, i.e it is approximated well locally by
ΦL = r
TωL. Accordingly, the gradient of the linear term
is yields ∇ΦL = ωL(r). The result (12) yields noting that
gradient fields of polar phases are additive and, that the fac-
tor 1/iω˜k does not influence such gradient contributions.
The latter is because such factors subtract (constant) start
angles which disappear under derivation. Thus, the above
equation can be sampled at rj , wherein ωL is replaced with
ωLj and r is replaced with rj . The last term in the equation
changes as 1/‖r‖ in local minutia coordinates, proving that
the global direction map, ∇ΦL, is corrected by individual
minutiae in a similar manner as the gravitation field of the
sun is corrected by contributions from all masses of planets.
In a real fingerprint, ground-truth w.r.t. slowly varying
ΦL and its directions are unknown, in addition to those of
minutiae. Determination of ground-truths, if needed is pos-
sible by experts but it is very costly. This is another motiva-
tion of the present study, namely to construct synthetic test
images which will mimic real fingerprints with precisely
known ground-truths even w.r.t. ΦL and its directions which
must accord with minutia directions.
In particular, for the image shown in Fig. 1 (Top-L)
which represents the continuous phase Φ, we have selected
ΦL(r) = C log(‖r‖) (13)
as slowly varying linear phase, as its symmetry eases visual
evaluations too. Here, the coordinate origin is the center of
the image and C is a constant. The image represents the
continuous phase Φ = ΦL + ΦP . Thus it contains the polar
phase superimposed on the linear one. Without the term
ΦP , the phase Φ would be perfectly rotationally symmetric,
i.e. Φ(‖r‖), which it is not due to minutiae produced via
ΦP breaking the symmetry. The 10 Polar phase locations
are clearly visible.
To compute Φ one needs to determine ωj at every po-
lar phase (minutia) location. We have done this via ωj =
5
∇Φ(rj) using (12).
ωj = ω(rj) = C
rj
‖rj‖2 +
∑
k
i
r˜j − r˜k
|r˜ − r˜k|2 (14)
where we have applied the fact that∇ΦL = C r‖rj‖2 .
The constant C in (13) is the means to control the range
of scales appearing in the image. By way of example, the
constant C is determined by assuming that there are no-
minutia in the image. The scale can be formally defined
as T which is 2pi/‖ω‖. The absolute frequency ‖ω‖, is ob-
tained by applying gradient to (13), yielding ‖ω‖ = C‖r‖ .
Accordingly, C = 2pi‖rmax‖/Tmax is fixated by means of
the largest allowed scale of planar waves, Tmax, which is at-
tained at locations with largest radius, ‖rmax‖. In turn this
determines the image size. The tiniest allowed scale Tmin
determines likewise the inner radius of the test image rmin
via 2piTmin =
C
‖r‖ , within which the image is set to a constant.
Next, we design minutiae at desired scale and locations.
Plugging (14), (13) into (10) yields Φ, e.g. Fig. 1 (Top-
L). In turn this produces via (9) the corresponding minutia
image. Fig. 1 (Top-R), containing 10 minutiae sharing the
same scale is obtained in this manner from Fig. 1 (Top-L).
It is evident from the result that multiple minutia presence
in the same scale has caused a correction to direction result-
ing in a spiral pattern. Without minutia, the monotonously
increasing linear phase in radial direction would produce
perfect circles.
Likewise, Fig. 2 containing 7 different scales with 10
minutiae in each with regularly alternating type, was ob-
tained in an analogous manner. The evidence of spirals
is more prominent suggesting that the more minutia there
are the more they influence each other’s minutia directions.
Each minutia corrects the direction of the linear phase as
well as directions of other minutia in our model. To the best
of our knowledge, a multi minutia model, (10), (12), ex-
plaining and computing the influence of minutiae on each
other’s direction as well as on the global direction map ex-
plicitly is a novelty.
Contamination was applied after the minutia image was
synthesized by replacing pixels randomly with black or
white, Salt & Pepper Replacement, SPR, noise. To keep
the study focused, we do not dwell on other degradations,
which are evidently possible.
3. Artifact discontinuities of phase and noise
Fig. 1 (Top-R) and Fig. 3 show synthetic images con-
taining fingerprint minutiae obtained by phase obtained via
(14). Fig. 1 (Down-L) shows the LS tensor driven phase.
Likewise Fig. 4 shows the LS tensor driven phase, on Fig.
3 to depict artifacts. We distinguish two types of artifacts in
the phase, discussed next.
Figure 3. Seven Scales of 70 minutiae with different direc-
tions and periods. Minutiae are produced by the synthesis of Φ.
Ground-truths of minutia parameters, as well as phase, are known.
Figure 4. LS tensor driven phase of Fig. 3;
3.1. Circular discontinuities
Figure 1 (Down-L) shows LS tensor driven phase ΦLS of
the image I (Top-R) computed via (6). Radially, gray values
in ΦLS have saw-toothed shape since the computed phase
is only piece-wise linear instead of being fully linear w.r.t.
r. This is because angles constitute an equivalence class
under addition of 2pik, with k being (unknown) integer, and
computations involved in ΦLS are local. Computed phase
φˆ is therefore not equal to the continuous phase Φ (Top-
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L). The discontinuities, along radial directions have jumps
of exactly 2pi and are called here circular discontinuities.
They disappear if one enforces modulo 2pi equivalence of
ΦLS . For example, if we would have used HSV color rep-
resentation (instead of gray levels) where the equivalence
is present, such discontinuities would not be perceivable to
human vision, Fig. 18 . Likewise, in machine vision, if we
map the computed phase to e.g. exp(iΦLS), there Will be
no such discontinuities after the mapping. This type of dis-
continuity appears in 1-D as well as in higher dimensional
signals. Circular discontinuity is the well-known phase un-
wrapping discontinuity, where phase jumps equal to (inte-
ger multiples of) 2pi. These are also visible in Fig. 4.
The extensively studied “phase unwrapping” problem
e.g. in Synthetic Array Radar, SAR, imaging [16], aims at
reconstructing continuous phase from wrapped phase. So-
lutions of the ill-posed problem fill circular discontinuities
to yield as continuous a phase as possible. Gap constancy
(= 2pi) at phase discontinuities is an overriding key assump-
tion of algorithms suggesting solutions.
3.2. Hyper-Plane discontinuities
The second type is visible near the mid-column of Fig. 1
(Down-L), on waves with vertical wave vectors. It is due to
nˆ and the local wave vector ω is orthogonal to nˆ = 0. At
such a point’s vicinity, ω will wander in or out of the zero
zone in the FT domain when r changes.
By construction, the phase must grow along the walking
direction in a Gabor decomposition. This is evidenced by
Fig. 1 (Down-L) where in the middle there is a jump but
ΦLS increases on both sides. The continuous phase (Top-
L) obviously does not have jumps.
Such discontinuities are characterized by that i) they oc-
cur only at r where ω(r) is orthogonal to the walking di-
rection, ωT nˆ = 0, ii) they occur only in N -D with N > 1
since only then there is a direction concept at all for hyper-
planes, iii) they disappear in representations where ±ω are
equivalent. iv) discontinuity gaps equal to 2|ωTr| i.e. they
depend on r, The latter point is illustrated by comparing the
gap at the central portion of Fig. 5 with 2pi gaps. The graph
is a snapshot of LS tensor driven phase image in the walking
direction (white vector) of Figure 1 D;L. Accordingly, these
artifact discontinuities are called here hyper-plane disconti-
nuities. Hyper-Plane refers to the N − 1 dimensional (ar-
bitrary) hyper-plane separating the zero half from the non-
zero half in the FT domain in which the Gabor decomposi-
tion has been defined.
The representation
I = < exp(iΦLS) (15)
is invariant to ±ΦLS , thus invariant to ±ω when the phase
is approximated well by linear phase, as well as full rota-
tions ΦLS+2pik. These properties of the transformation are
100 200 300 400 500 600 700
-4
-3
-2
-1
0
1
2
3
4
Figure 5. LS tensor driven phase along the white marked vector
showing circular (saw-toothed) and hyper-plane (middle) discon-
tinuities in Fig. 1 (D;L; White vector).
useful to avoid both artifact discontinuities. In (15), there is
the implicit assumption that the local amplitude is known,
and is set to 1. This is justified since our goal is to study the
phase and normalizing local amplitude is one way to study
the phase in isolation. Amplitude estimation can be done
separately, e.g. by the magnitude |zω(f)| when computing
the LS tensor driven phase, (6).
Hyper-Plane artifacts are on continuous curves in 2-D,
on continuous surfaces in 3-D, and generally on continuous
N − 1 dimensional planes embedded in N -D displaying
non-constant phase jumps. Accordingly, a search for gaps
of constant size as means to identify them, as is done in SAR
phase unwarping, is bound to fail. Already in 2-D images
the loci of such points in LS tensor driven phase can be mas-
sive in length, e.g. in a fingerprint they can be continuous
curves along which phase gradient have abrupt, unnatural
direction changes, where phase jumps are not 2jpi.
Phase unwrapping algorithms, popular in SAR image
processing, do attempt to remove artifact discontinuities,
but the work hypothesis is that phase artifacts are due to cir-
cular discontinuities. One reason that this hypothesis makes
sense in SAR context is that the phase comes from mea-
sured complex radar signals, phasors, as opposed to Ga-
bor phase which is computed (from a real signal). Con-
sequently, the FT of SAR (phasor) images are continuous
whereas the reconstructed analytic signal has discontinu-
ities in FT domain along a (randomly defined) hyper-plane.
Thus it is a mistake to apply SAR phase unwrapping tech-
niques to Gabor phase without taking into account hyper-
plane discontinuities.
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The need of an aggregated phase from phases of indi-
vidual quadrature filters4 responses has been emphasized
by [18], who also recognized their discontinuity in signs
of edges in 2-D images. However, to the best of our knowl-
edge gaps of hyper-plane discontinuity in Gabor phase in
N -D, and remedies by using Gabor phase have not been
identified and quantified before, although alternative phase
representations have been suggested. On the contrary, phase
of Gabor filter response has been used in feature vectors di-
rectly in numerous studies, e.g. in the influential study [36]
in face recognition, without discussion of hyper-plane ar-
tifacts. Likewise, another influential study [12] in motion
estimation, has relied on gradient of Gabor phase but fails
short of identifying hyper-plane artifacts as obstacle. As de-
tailed below, even phase gradients suffer from hyper-plane
artifacts.
4. True discontinuities
True discontinuities correspond to abrupt changes in
physical structures having expression in their images.
In 2-D images, edges, corners, and line ends are such
“visual objects”. In particular, minutia that will be dis-
cussed below, exemplifies true discontinuities in finger-
prints.
Examples representing true discontinuities in higher di-
mensional images are blood vessel boundaries and junc-
tions, tissue and organ boundaries, bone surfaces in tomog-
raphy (volume) images, as well as boundaries of moving
objects in video images.
Discontinuity in analytic signal phase in N -D is a hall-
mark of observations of true discontinuities, if one can dis-
cern them from artifact discontinuities. Using Gradient of
Gabor phase is discussed next to model and detect true dis-
continuities, because it has been favored for the purpose by
i) general N -D signal processing of human vision, [24] ii)
3-D Gabor phase processing in previous studies, [12] and
ii) by phase unwarping of SAR images, [16].
5. Image reconstruction/enhancement
The transformation in (15) is also the basis of our im-
age enhancement suggestion using LS tensor driven phase.
Essentially, ΦLS is estimated first, and then the transfor-
mation is applied to the estimated phase. Fig. 1 (Down-R)
corresponds to I obtained from (15). It shows the result
of enhancement using LS tensor driven phase ΦLS estima-
tion only, i.e. Fig. 1 (Down-L), without access to contin-
uous phase (Top-L). The Real part of the complex signal
delivered by the LS tensor driven phase represents a sim-
ple reconstruction mechanism of the original. Despite this,
4Although quadrature filters differ from Gabor filters, e.g. in angular
band-width [4], they are complex valued and can compute the local phase
for linearly symmetric signals.
Figure 6. Reconstructed image from the LS tensor driven phase
of noisy Fig. 2.
and that the estimation of ω via Linear Symmetry Tensor
must have operated under non-ideal conditions in minutia
regions, the enhancement result does not suffer from arti-
facts. Non-ideal conditions in minutiae regions exist for LS
tensor computations because, such regions have significant
spiral term contributions, (10), (8), making them less than
ideal planar waves. These regions are strictly speaking not
linearly symmetric, even without noise. In comparison, Fig.
1 (Top-R) is the original produced by Fig. 1 (Top-L). Re-
construction errors of Fig. 1 (Down-R) around minutiae,
representing true discontinuities discussed next, are virtu-
ally imperceptible.
We show in Fig. 6, the image reconstructed from the
LS tensor driven phase of the noisy original (given in Fig.
2) via the same technique. As can be verified visually, i)
it is not identical to the original which contains noise, ii)
the method has instead reconstructed nearly unflawed not
only ridge waves (as can be expected because these are lin-
early symmetric), but also minutiae perfectly, despite SPR
noise, and iii) The mapping< exp(iΦLS) is invariant to±ω
and j2pi translations of the phase, explaining the “disap-
pearance” of the artifacts. In summary,
{SD,SS ,< exp(iΦLS)} (16)
is a continuous and isotropic representation of phase
where < exp(iΦLS) applies directional smoothing respect-
ing phase discontinuities.
These and similar tests provide evidence for that, i) Lin-
ear Symmetry Tensors SD and SS are able to estimate ω
(save the sign), and ii) artifacts obey the theory in Section
3.1,3.2 and can be accounted for by appropriate mapping of
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Figure 7. Magnitude of LS tensor driven phase gradient,
‖∇ΦLS‖, direct implementation. Input is Fig. 1 (TR). Zoomed
squares are inset at closest corners.
ΦLS , e.g. (15) iii) LS tensor driven phase is sufficient for
reconstructing the (amplitude normalized) original with un-
noticable errors by human and computer vision, including
in regions having either artifact discontinuity.
6. Gradient of LS tensor driven phase
6.1. Direct Gradient
Real and imaginary parts of Gabor filter responses,
zω(f) = u+ iv = exp(iΦ
LS) (17)
are differentiable, where the amplitude |zω(f)| is set to 1,
without loss of generality. The dependence of f, u, v,ΦLS ,
and zω(f) on r is not spelled out to reduce clutter. Conse-
quently, the Gradient is given by
∇ΦLS = −v∇u+ u∇v (18)
Fig. 7 shows the magnitude of gradients ‖∇ΦLS‖ ac-
cording to (18), evidencing that it is continuous at circular
artifacts but not at all at hyper-plane ones despite that the
input and its phase (Fig 1 TR and DL) are essentially noise-
free. Circular artifacts in phase do not cause artifacts in
gradients because phase gap at a presumed circular discon-
tinuity point r is 2pi which is in turn equivalent to multiply-
ing zω(f) with exp(i2pi) = 1, causing no difference in u, v,
nor in∇u, and∇v of (18).
In non-minutia neighborhoods of mid vertical portion,
(zoomed in at T-R), local images are planar waves with con-
stant ω, (8), obeying ωT nˆ = 0. Here hyper-plane artifacts
Figure 8. LS tensor driven phase gradient, ∇ΦLS , compound
implementation. Zoomed squares are inset at closest corners.
clearly survive standard implementation of derivation op-
erator5 defying the intuition inherited from 1-D. The phase
difference in neighboring pixels is no longer an integer mul-
tiple of 2pi but can be as much as 2|ωTr|. This is noticable
in gradient magnitudes, as a zig-zag patterned artifact wave.
Unsurprisingly, hyper-plane artifacts plague even other
neighborhoods with minutiae having directions aligned
with nˆ or close to it. Therein one can observe that artifacts
compared to other minutiae neighborhoods are prominent,
Figure 8 zoomed in. Using the simple, one-minutia model
in (8), which also has the minutia at the origin, the gradient
field around such a minutia yields
∇˜ΦLS = ω˜ + 1
r
exp(i(ϕ+ pi/2)) (19)
in complex representation (since arg( r˜iω˜ ) = (ϕ − pi/2 −
arg(ω˜)). That is, the term ω˜ will dominate the gradient
at sufficiently large distances r from the origin(=minutia),
i.e. at 1/ω < r. However, ω˜ is peculiar because if it is
on the hyper-plane it will cause discontinuities. That is why
hyper-plane artifacts will affect even gradients of horizontal
minutiae (due to ωT nˆ = 0 therein).
Similarly, Fig. 9 is the direct implementation of Gradient
magnitudes, via (18), for the input of Fig. 2, having minu-
tiae at a wider range of scales. One observes the same type
of artifacts, i.e. near minutiae having horizontal directions
and at ridges with horizontal wave-fronts.
The overriding explanation is that the phase gradient will
fluctuate ±ω at points having gradient directions in the
hyper-plane. Phase gaps between neighboring points can
5convolution with gradient of a Gaussian
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Figure 9. Magnitude of LS tensor driven phasegradient, ‖∇ΦLS‖,
direct implementation. Zoomed squares are inset at closest cor-
ners. Input image is the noisy Fig. 2.
then be as much as 2|ωTr|, which also depends on r. Stan-
dard gradient implementations will then have random jumps
in vicinity of such points, expressed as a zig-zag artifact.
Consequently, to avoid hyper-plane artifacts in ‖∇ΦLS‖,
where phase gradient magnitude is ‖ω‖ and should be con-
tinuous even ifω is multiplied with±1 at random, one must
implement gradient operation differently. This is suggested
here next, where the method exploits the direction ofω such
that the risk of producing vanishing ωT nˆ = 0 is eliminated
by using multiple nˆs. Direct implementation of gradient5
via (18) lacks the needed provision.
6.2. Compound gradients and their magnitudes
We detail compound implementation in 2-D, Fig. 10,
for pedagogical reasons. The idea will be extended to N -D
subsequently. Let ωˆ1, ωˆ2, be basis vectors of 2D FT do-
main. We assume that the walking direction vector is, nˆ =
ωˆ1. Then the specific input sinusoid, f(r) = cos(ωωˆT1 r),
withω located in±pi/4 aroundω1 will produce the most re-
liable phase. By contrast, if the walking direction nˆ = ωˆ2
would have been assumed, the ω of the input sinusoid in
region ±pi/4 around ω2 would produce the most reliable
phase.
By using two different representations, nˆ = ωˆ1, and
nˆ = ωˆ2 respectively, one can obtain two phases ΦLS1 and
ΦLS2 having different reliabilities. Each signal representa-
tion would then have its own half-space of FT where the
FT of the respective analytic function zω(f) is non-zero
(and zero). This requires the additional knowledge of ΦLS2 ,
  I
 II
III
 IV  V
 VI
1
2
^
^
Figure 10. FT in 2-D with two different analytic signal repre-
sentations of the same signal, 1-IV being the first with nˆ = ωˆ1
and III-VI being the second with nˆ = ωˆ2. Green II-III marks the
region that is safest with nˆ = ωˆ1. Iso curves of Gabor filters for
inputs with different ω are in black.
which can be construed from ΦLS1 ,
ΦLS2 (r) = sgn(ωˆ
T
2 ω(r))Φ
LS
1 (r) (20)
One can then expect that ‖∇ΦLS1 ‖ = ‖∇ΦLS2 ‖ = ω will
be continuous when ω is at a comfortable distance from the
applicable hyper-plane.
After defining the index J
J(r) = argmax
j
{|ωˆTj ω(r)|}N=2j=1 (21)
identifying the most reliable phase, we can apply gradient
to ΦLS1 , and Φ
LS
2 , yielding the compound gradient
∇ΦLS(r) = sgn(ωˆTJ ω(r))∇ΦLSJ (r) (22)
where sgn is the sign function. To reduce symbol clutter, we
represent compound gradients in the same way as gradients
by ∇. The gradient direction has thereby sign-rectification
to assure that ω (computed by LS tensor) points into the
reference non-zero zone. We recall that there are two Gabor
decompositions involved, but only one of them serves as the
reference defining the half plane in which aggregated “ω”s
are delivered.
Fig. 11 shows the magnitude of the compound gradient,
‖∇ΦLS‖2, computed via (22). It depicts no zig-zag pat-
terned artifacts, the hallmark of hyper-plane discontinuity.
Fig. 8 shows gradient vectors in color (HSV), showing that
magnitude wise discontinuity has been eliminated.
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Figure 11. Magnitude of LS tensor driven phase gradient,
‖∇ΦLS‖, compound implementation. The input is Fig. 1 (R;T).
Figure 12. Magnitude of LS tensor driven phasegradient,
‖∇ΦLS‖, compound implementation. Input image is the noisy
Fig. 2.
Likewise, Fig. 12, which is computed for the noisy multi
minutia image 2, the brightness is continuous. The bright-
ness is modulated by the magnitude ‖∇ΦLS‖, where the
gradient is obtained by compound gradient method above.
Compound gradient implementation and conclusions
above can be generalized toN -D in a straight forward man-
ner. Assuming an analytic signal having nˆ = ωˆ1, the
region of most reliable phase in the FT space is a hyper-
pyramid around nˆ, green ”Egyptian pyramid” in Fig. 13.
2
-3
3
1
2
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1 2
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Figure 13. FT in 3-D with its reliable pyramid (green) under
the assumption nˆ = ωˆ1 defining the (green) hyper-plane. Ditto
pyramid (pink), but for the alternative nˆ = ωˆ2 (hyper-plane not
drawn).
The least reliable region is the remainder of the non-zero
zone, i.e. N − 1 half hyper-pyramids between the reli-
able hyper-pyramid and the hyper-plane nˆTω = 0, marked
green in the figure. Phase being ΦLS1 under the presump-
tion (of nˆ = ωˆ1), N − 1 alternative phases ΦLS2 , · · ·ΦLSN
can be construed from it based on respective presumptions
on walking directions, nˆ = ωˆ2, · · · nˆ = ωˆ3 (without filter-
ing with Gabor filters anew) via:
ΦLSj (r) = sgn(ωˆ
T
j ω(r))Φ
LS
1 (r) j ∈ 2 · · ·N (23)
Each ΦLSj has its own reliable hyper-pyramid. Such a pyra-
mid is marked as pink in 3-D in the figure for ΦLS2 .
A compound phase gradient is then sewn together by
cherry-picking among phase gradients of reliable pyramids.
A practical way of achieving this is by using the index J
J(r) = argmax
j
({|ωˆTj ω(r)|}j) j, J ∈ 1 · · ·N (24)
It identifies the most reliable hyper-pyramid in which ω(r)
is. The ambiguity when max is not unique (at hyper-
pyramid boundaries), is resolved e.g. by setting J as min
of (two) js in the cause. Note that ω(r) is always located
in the non-zero zone of the FT partition produced by the
nˆ = ωˆ1 assumption, albeit the location can be in its non-
reliable zone. In the latter case, the location can be in the
zero zone of another partitioning of the FT space.
A phase gradient selection, the analog of (22), decided
by J produces finally the compound gradient.
∇ΦLS(r)=sgn(ωˆTJ(r)ω(r))∇ΦLSJ(r)(r) (25)
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Apart from book-keeping cost of constructing
sgn(ωTj ω(r)), and J(r), compound gradients can be
obtained at the same cost as direct implementation. This is
because J(r) can be used to compute not more than one
∇ΦLSJ(r)(r) per point r. Book-keeping cost is at the order
of N2 arithmetic operations per point, if projections ωTj ω
are computed directly. However, rather than projections,
look-up tables on components of ω can be used to decide
signs and orderings of ωTj ω, marginalizing the overhead.
In summary, the compound phase gradient
{SD,SS ,< exp(iΦLS), ‖∇ΦLS‖} (26)
is a continuous and isotropic representation in magnitude.
6.3. LS tensor of Phase
The direction of phase gradient remains discontinuous
across neighborhoods with wave vectors in the Analytic
Signal hyper-plane6. This means that while ‖∇ΦLS‖ is
continuous for use in applications (e.g. it can be smoothed)
when implemented via compound gradient, ∇ΦLS is not
continuous. Compound gradient achieves continuity of
norms of gradients but falls short of providing the same for
their directions.
We suggest the LS tensor of phase, as an alternative to
gradient of phase and a remedy to its directional disconti-
nuity, in applications. This is defined as the (infinitesimal)
Linear Symmetry Tensor of Phase here next. The phase is
then implemented as LS tensor driven phase, whereas the
gradient is implemented as compound gradient.
‖ω‖−γ∇ΦLS∇TΦLS (27)
The choice and effect of γ is discussed further below. For
now we set γ = 0 to ease the discussion.
In 2D, LS tensor is equivalent to complex squaring of
the gradient [5], when the gradient is represented as a com-
plex number i.e. (∇˜ΦLS)2. The tensor is illustrated in
Fig. 14, with hue depicting the direction of “squared gra-
dients”. That neither magnitude nor direction suffer from
hyper-plane artifacts is evidenced by the image. Addition-
ally, this tensor can be averaged (as opposed to ∇ΦLS vec-
tors), suggesting better estimates of the local direction and
the scale, 2pi/‖ω‖ [6],[28]. An application of this represen-
tation of phase gradients showing its usefulness is readily
presented in the next section.
In applications, when averaging ∇ΦLS∇TΦLS , the
highest absolute frequencies will dominate the average due
to the inherent squaring and cross products in the tensor.
To give absolute frequencies uniform weight, when used
in subsequent operations, e.g. averaging, one could use
‖ω‖−1∇ΦLS∇TΦLS which corresponds to γ = 1 in (27).
6This follows from ∇ΦLS = ±ω being in the hyper-plane, which
creates the discontinuity in the FT domain.
Figure 14. Complex image with pixels representing (∇˜ΦLS)2
eliminating hyper-plane artifacts. Hue and intensity depict angles
and magnitudes of complex pixels. Input image is the noisy Fig.
2.
Generally, to have steerable weights of scales comprised in
local images can be desirable in applications, e.g. higher
weights to low absolute frequencies, which can be achieved
by using different values of γ. This adaptation is also known
as gamma correction from computer display technologies
which try to render color synthesis to match human expec-
tations.
In summary,
{SD,SS ,< exp(iΦLS), ‖ω‖−γ∇ΦLS∇TΦLS} (28)
is a continuous and isotropic representation of phase gradi-
ents which can be smoothed.
7. Minutia scale space and LS of phase in 2-D
Applying LS tensor to the phase of the single minutia
fingerprint minutia model7, (8), where r, ϕ are local coordi-
nates, yields
(∇˜ΦLS)2 = ω˜2 + 2iω˜
r
exp(iϕ)− 1
r2
exp(i2ϕ) (29)
Projecting this on a filter with phase term w = i exp(iϕ)
will annihilate the first and the third component (because
exp(iϕ) is orthogonal to exp(i2ϕ)), resulting in a (high
magnitude) complex value sharing direction with ω˜ at the
minutia location8. A pixel magnitude will indicate the cer-
tainty of the location to be a minutia, and the argument the
7Because of the gradient alignment with minutia direction in multiple
minutia model, single minutia model is applicable as long as only gradients
are concerned
8The type can be obtained by projecting on w∗
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Figure 15. Detected minutiae aggregated over multiple scales
overlaid the original, as suggested here (yellow). Detected minu-
tiae by baseline method mindtct [34] (pink). Ground truth periods
and locations are indicated as circles and dashed lines (cyan).
minutia direction (ISO standard). Additionally, minutia pe-
riod, T = 2pi/‖ω‖ via ‖ω‖ = ‖∇ΦLS‖ will be obtained,
which is a novelty. These are evidenced in Fig. 15, which (in
yellow) shows the found minutiae from magnitude thresh-
olded complex image added to a dimmed version of the
original for convenience. Magnitudes depict automatically
estimated minutia periods.
One could also project neighborhoods of (∇˜ΦLS)2 on
w2, (29). This will annihilate the first and the second terms,
retaining the third term of the equation, which will yield
an additional manner to obtain the minutia location. Al-
though, the direction information ω˜ vanishes, the result can
nonetheless be useful, e.g. as a second piece of evidence
for minutia location in noisy images, complementing the
projection on w. Such projections define a formalism for
minutia location, direction and type determination via com-
plex convolutions as LS tensor of phase is continuous, both
in direction and magnitude. .
It is desirable to extract minutia scale accurately, too.
This is because, the filter w has a fixed size and convolu-
tion (even when complex) is linear yielding in that minutiae
can be detected only within a certain range of scales. This
is due to the fact that FT of linear filters must attenuate as
the absolute frequency increases. However, large variations
of scale can occur within the same fingerprint, in addition to
between different fingerprints for natural reasons. Next we
suggest a formalism addressing multi-scale minutia model-
ing and detection, within LS tensor driven phase computa-
tions.
As scale, we have suggested to use T = 2pi/‖ω‖ where
Figure 16. One scale of (∇˜ΦLS)2 corresponding to Fig. 2 which
is convolved with scale adapted complex filter w to find minutiae.
‖ω‖ is the absolute frequency employed in LS tensor driven
phase. Though not exactly the same, this is an analogue of
the scale concept of [37], [13],[28] with main differences
being that our scale is based on a non-linear scale space
produced by the SS , our scale tensor based on the trace of
SD, which is the Linear Symmetry Tensor of the input but
using multiple “σ”s in derivations. In the method, the loga-
rithm of trace is used at fixed samples of σ to interpolate the
ω when driving our Gabor filter selection process. Thereby
‖ω‖ is already estimated when LS tensor driven phase is so
that additional scale estimations for fingerprint period cal-
culations are not necessary.
To locate, and compute minutia direction, scale and type
is done in three steps where the input is the LS tensor of
phase, as shown in Fig. 14 for the multi-scale, noisy minu-
tiae image, Fig. 2.
1. The available range of ‖ω‖ in the LS tensor of phase,
Fig. 14, is partitioned into overlapping intervals. The
purpose is to use multiple complex detection filters w
since minutiae have scale variations even in the same
fingerprint. Here, we have deliberately used three (in-
stead of e.g. seven) partitions to illustrate the point,
that it is permissible not to know the actual “number”
of scales a priori. Thus, using such arbitrary partitions,
we have replaced |∇˜ΦLS |2 with belongingness value,
β(‖ω‖) = exp(−|‖ω‖ − ‖ωp‖|2/(2σ2p)) where ‖ωp‖
are partition centers. The result is the belongingness,
[38], of the estimated ‖ω‖ at an image location to the
scale partition. The variance σ2p is chosen such that the
distance to the next partition center is ≈ 3σp, where
β reduces to insignificance. Fig. 16 shows one of the
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Figure 17. Minutia detection by complex filtering where hue rep-
resents direction angles of minutiae, in HSV color standard using
noisy Fig. 2 as input. However, we have given zero pixels white
value (instead of black) in the image to improve the visibility of
colored points, representing minutiae. All 70 minutiae comprising
7 different scales are detected with correct angles, see also Fig. 15.
three scales, p, in HSV colors. Pixel magnitudes rep-
resent now belongingness to the scale interval denoted
with the index p, (not |∇˜ΦLS |2) whereas pixel argu-
ments are unchanged (i.e. double angles of compound
gradients ∠(∇˜ΦLS)2).
2. To each such complex map, one complex filterwp with
size according with the partition center, was applied
to detect minutiae via convolution. Detection results
from all belongingness maps were subsequently aggre-
gated by choosing the maximum magnitude responses,
yielding a single minutia map. In the aggregated result,
complex pixels are expected to have large magnitudes
and correct minutia angles at minutia locations, and
small magnitudes (near zero) in non-minutia locations
which is the case, see Fig. 17.
3. Magnitudes of (complex) pixels are blob like and large
at minutia locations in the resulting image. These can
be refined by a centroid finding algorithm to obtain one
minutiae location per blob. The corresponding minutia
directions can be retained from arguments of complex
pixel results of the previous step, at centroids. Scales
of minutia can be retained from the exact T s retained
from the original LS tensor of phase map in the first
step, before creating belongingness partitions. The re-
sult is illustrated in Fig. 15.
8. Experiments
Table 1 compares the detection accuracies of our and a
baseline method, mindtct [34], when we have increased
the noise amount until the present method started to dete-
riorate from 0 % FR, FA error level. This happened when
SNR9 was 0.61, e.g., Fig. 2, when Salt & Pepper replace-
ment, SPR, noise, is used as a contaminator. The baseline
was then operating at 34% FA, and 20% FR error (pink,
in Fig. 15) versus ours 0% and 0% respectively. Detec-
tion is deemed correct if minutia location is within half the
minutia period, which is known for every minutia, from the
ground truth location. The color cyan represents ground
truths, which include locations, directions and periods. Pe-
riods are shown in two ways for convenience of compari-
son: as circles and as vector magnitudes.
Table 2 shows statistics of correctly detected minutiae.
Our estimation of period was having a mean (relative) er-
ror of 0.09 with remarkably low standard deviation, 0.03,
suggesting a stable estimation of periods. Investigating pe-
riod estimations closer, we found to our surprise that ground
truth periods, Tj , were systematically less than estimated
periods T . The average bias, i.e. the average of ∆T/Tj
(without absolute value) was 0.07. This is however reason-
able and explained by that the (replacement) noise increases
the observed frequency of input patches, hence the period
was observed as reduced. Period estimation was not avail-
able with mindtct method.
Direction estimation errors were within 0.07 radians for
our method, and 0.14 radians for the baseline. The standard
deviation of direction estimations, was significantly lower
in the present method, 0.06, than mindtct 0.39 indicating
more accuracy and stability of direction.
Means of localization errors for detected minutiae (by re-
spective method) were slightly in favor of mindtct than our
method, 0.15 versus 0.25, with essentially the same stan-
dard deviation, 0.08 versus 0.09. On the other hand, our
result includes minutiae that were missed by mindtct all
together which are not in the statistics of mindtct perfor-
mance.
Detection instability reaches minutiae with larger peri-
ods with increased noise, although graceful degradation is
less systematic for mindtct, e.g., the false (pink) minutia
near BR corner, Fig. 15. The observation confirms that fin-
gerprints of young children are more vulnerable to noise
than adults at the currently practiced imaging resolution
(510 dpi i.e., the mid-scale in Fig. 2, 15) and in commonly
used algorithms.
9Signal to Noise Ratio for SPR noise. In 2-D this is 1 −√
#contaminators/#pixels, the share of clean pixels in any direc-
tion.
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Present
Mindtct
FR FA
0.0 0.0
0.20 0.34
Table 1. Performance of minutia detection in degraded images).
|∆r|/Tj |∆θ| |∆T |/Tj
Present
µ 0.25 0.07 0.09
σ 0.09 0.06 0.03
Mindtct
µ 0.15 0.14 N/A
σ 0.08 0.39 N/A
Table 2. Error statistics of locations, directions and periods of
detected minutiae in degraded images. Means and standard de-
viations are in rows marked with µ and σ. Location and period
estimation errors are normalized with ground truth minutiae peri-
ods Tj so that all errors are dimensionless.
9. Conclusions
Our main conclusions are listed as follows.
• Representation of phase via
{SD,SS ,< exp(iΦLS)} (30)
is continuous and isotropic. The representation is use-
ful in image denoising.
• Vector representation of phase gradient
{SD,SS ,< exp(iΦLS), ‖∇ΦLS‖} (31)
is continuous and isotropic in magnitude, if compound
gradients are used.
• LS tensor of phase
{SD,SS ,< exp(iΦLS), ‖ω‖−γ∇ΦLS∇TΦLS}
(32)
is continuous and isotropic in magnitude and orienta-
tion, if compound gradients are used. This can be at-
tractive to applications as an alternative to phase gra-
dient vectors lacking directional continuity.
• Synthetic images can be produced upon the user sets
type, direction, period of minutia, the number of minu-
tiae per scale, and the number of scales. In the resul
i) minutiae are embedded in all ridge directions in a
dense range of ridge periods (Tmin, Tmax); ii) ground
truths w.r.t. directions and periods at any accuracy are
available at all image locations; iii) no new minutiae
are created other than those specified.
• LS tensors of phase can be used to detect physical
(non-artifact) discontinuities, e.g. minutiae. Robust
detection via multi-scales is possible since scale is in-
herently estimated in the LS tensor of phase, (27).
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Figure 18. (Continuous phase as in Fig. 1 (Top-L) but repre-
sented in HSV colors, with Saturation set to max;
Appendix
Fig. 18 is the same image as the synthesized phase image
shown in Fig. 1 T,L but represented in HSV colors, with
Hue modulated by the phase. Value and Saturation are set
to max. As Hue is an angle in this representation, there are
no discontinuities except those at minutiae.
Fig. 1 T,R is shown in Fig. 19 where Hue modulates the
LS tensor driven phase. Radially, colors are not displaying
discontinuities anymore (in comparison to Fig. 1 T,R) and
colors are the same as those in Fig. 18 except in the left half.
This leads to the discontinuity observed in the mid-vertical
portion. Phase the left half differs from the ground-truth
with pi since Analytic Signal knows about onlyω residing in
one half of FT domain, since Gabor filters exist only there.
Continuity in the radial direction is explained by that an-
gles are rendered by Hue and are equivalent up to 2pik ad-
dition in HSV color scheme, causing no perceivable jumps.
This shows that i) phase jumps at circular discontinuities
equal to 2pi (else they would be visible since they were
present in all directions, see Fig. 1 T,R.) ii) whether this
is a problem depends on how phase is represented and if the
continuous phase is actually needed. If needed, a phase re-
construction algorithm must be applied to Gabor phase, as
a color representation will not suffice.
By contrast, hyper-plane discontinuities are noticable
discontinuities even in HSV representation recognized by
that i) gaps do not equal to 2pi at discontinuities except very
rarely, and ii) discontinuities occur always at boundary of
Gabor half space, i.e. waves with vectors nˆTr = 0.
Fig. 20 shows in HSV color representation LS tensor
driven phase of a fingerprint. In HSV representation, which
Figure 19. LS tensor driven phase in HSV colors corresponding
to Fig. 1 (Down-L).
is perception wise continuous in Hue (since Hue is an an-
gle), is modulated by ΦLS as estimated by LS tensor driven
phase, (6). Thereby, circular discontinuities are suppressed
by the mechanism rendering the color. Along horizontal
ridges however, color discontinuities representing hyper-
plane artifacts are visible. The image also evidences that
synthetic images with known ground truths w.r.t. orienta-
tion, scale and phase simplify evaluation and identification
of causes, consequences and effectiveness of remedies.
Figure 20. Fingerprint phase showing discontinuity near horizon-
tal ridges
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