Abstract--We provide sufficient conditions for the semilocal convergence of a family of two-step Steffensen's iterative methods on a Banach space. The main advantage of this family is that it does not need to evaluate neither any Fr4chet derivative nor any bilinear operator, but having a high speed of convergence. Some numerical experiments are also presented. (~)
i. INTRODUCTION
We consider the problem of approximating locally the unique solution x* of a nonlinear equation,
where f is a continuous operator defined on closed convex domain D of a Banach space E1 with values in a Banach space E2. We use the two-step Steffensen's method given by
Yn = x~ -[gl (x~) ,g2 (x~);f] -if (x~),

Xn+l----yn-[gl(xn),g2(xn);f]-l f(yn),
n>O.
to generate a sequence converging to x*. In [1] , it is proved that these type of divided differences are characterized by the following property Ix, y; f] = 2 Ix, 2y -x; f] -[y, 2y -x; f], for all x, y E D, x # y, and 2y -x E D.
Here, [x, y; f] E L(E1,
In the numerical section, we give explicit expressions of some divided differences of this type in R ~.
The operators gl : D C E1 ~ E2 and g2 : D c E1 -~ E2 are given and continuous on D.
Several choices for gl and g2 are possible.
1. Secant type [2, 3] : gl(x~) = x=-i and g2(x~) = x~. 2. Improved secant type [4, 5] : gl(x~) = x~ + a~(x~-i -x~) and g2(xn) = x=, where am e (0, 1] is a control of the good approximation to the derivative. In order to control the stability in practice, the c~= can be computed, such that where tolc is related with the computer precision and tol~ is a free parameter. 3. Steffensen's type (f: D C E1 --~ El): gi(x~) = x~ and g2(x~) = Xn + f(x~) [2, 6, 7] . 4. Improved Steffensen's type [8] (f : D c E1 --~ El): gl(Xn) = Xn + f(xn) and g2(x~) = zn ÷ c~nf(x~). In this case, tolc << Ila~f(z~)l[ _< tol~.
On one hand, the Steffensen and secant forms of our scheme are related with the schemes studied in [9, 10] . On the other hand, the full two-step version is related with the scheme analyzed in [11] , that writes
starting from two initial guesses x0 and Y-1. In this collection of papers, as well as in the monograph [12] , the authors present an unified theory of convergence based on the so-called "method of nondiscrete mathematical induction". The theory has been starting from paper [13] where the classical closed graph theorem and nonlinear mapping are studied.
The basic idea is to define the rate of convergence as a function, not as a number, giving more information than the classical methods, which makes possible to give error estimates that are sharp even throughout the whole process. By the same token, the new rate of convergence is less intuitive and its computation could be more difficult than in the classical notion. In the present paper, we do not consider the "method of nondiscrete mathematical induction" in order to analyze the convergence of the scheme (2) .
In a different way, using the fixed-point theorem, the convergence of Steffensen's type methods has been analyzed by Argyros in [14] . We propose a semilocal theorem for the introduced iterative method (2), with a similar Argyros' strategy.
As we will see in the numerical section, where we study the numerical behavior of scheme (2), considering our an correction have two advantages. First, it is an strategy to obtain numerical third-order without stability problems and without evaluating neither derivatives nor bilinear operators, and second, there are examples where the hypothesis of convergence are verified for the proposed iterative method (2), but not for the classical Steffensen's type schemes.
CONVERGENCE ANALYSIS DEFINITION 1. The first-order divided difference of f on the points x, y C E1 is an application, [x, y; f] e L(E1, E2), which satis~es the following.
We consider the operator, P : D C E1 ~ E2, defined by
in which case, method (2) can be written as
Let a, bl, b2, c, and a be nonnegative numbers. Let xo E D be, such that the inverse of Moreover, define the following real functions on [0, ~),
h2 (r)
h3 (r) = r (1 -dr) 3 + 5,
and h4 (r) = r -max (el, E2).
For our convergence theorem, we assume there is an interval B, such that (10) and
for all r E B. Next, we show that this can happen. 
ilro ( 
2. P has a umque fixed-point x* in U(xo, r).
Iteration xn+l = P(x~) (n >_ O) converges to x*. Moreover, the following error bound holds, for all n >_ O,
IIx~-x*ll <c~(r)r, feB.
(24)
PROOF. Let x, gl(x), g2(x) e U(xo,r) (r e B).
Using (3) and (5), we obtain 
-3(01 f" (gl (x) + t (g2 (x) -gl (x))) (g~ (x) + t (g~ (x) -g~ (x))) dt
• [gl iX), g2 (X) ; f]--i [gl (XO), g2 (Xo) ; f] [gl (X0), g2 (Xo) ;/]-i. f (x))).
Then, from (16)- (20), (27) and (26) 
[gl (xo),g2(xo); <C(l_dr) 2 ((1-dr)e+a(cr +d)).
(29) 
That is, g~(xn) • U(xo,r), i = 1, 2.
Using (6) and (21), we obtain
[Ix,~+~ -=~11 = lip (~n) -P (~,~-~)11
< max tlP'(Y)II IIx.-=~-lll -y~[x.-1,x~]
<_ c(r) l]xn -x,,_lt[ (r e B).
(30)
By an induction strategy, we have 
That is, x~ • U(xo,r) and ]lx~ -x011 _< (1 -c~(r))r <_ r, for all n. From (30), now, we obtain
IlXn+~-x~II ~ (1-c~ (T)) cn (r)r.
(31)
In particular, {xn} is a Cauchy sequence in the Banach space E1 and therefore, exists x* = limn-~oo xn.
Using the continuity of f, gl, and 92, (6) is a contraction with contraction factor c(r) < 1, and using the contraction mapping principle [2] , the region of accessibility to x* can be extended also to a ball around xo in a different way.
THEOREM 2. Under the hypothesis of Theorem 1 iteration Y,~+I = P(Yn), Yo E U(xo, r) (r E B)
converges to x*. Moreover, the following error bounds hold, for a11 n > O, We refer [14] for more details. In order to show the performance of the introduced method, we have tested it on the results obtained for the zeros of some equations. We compare the classical Steffensen's method and method (2) 
, that we denote M(a), taking gl(x) = x and g2(x) = x -~f(x).
On the other hand, using Taylor expansion, the M(a) methods can be written as ))
x~+l=x.-1+~ :(x.)+O(L:(x~? f(x~) (x~)'
where
Thus, they are third-order methods for simple roots [15] .
In Table 1 , we study the equation x 2 -x = 0, for different initial data, we compute the error until obtain convergence, the best results are obtained with the method M(10-8). We can see numerically the order three. In Tables 2 and 3, we 
Next, we consider quadratic equations of the type
where dim (A) = (n x n) xn, dim(B) = n x n, and dim (C) = dim (x) = n.
The above kind of equations may come from the discretization of equilibrium problems, where interacting forces between particles determine the output. However, the actual case we are going to analyze is prepared to get an exact solution in order to make it easy the evaluation of the errors. We randomly generate A and B, and then, we determine C, such that x* (i) = 2, i = 1,2,...,n, is a solution of (32). 
In Table 4 , we consider n = 100 for different initial data. method,
Accuracy is similar for both schemes. 
studied in [16] . Using the trapezoidal rule of integration with step h = 1/m, we obtain the following system of nonlinear equations, for i = 0, 1,..., m, In this case, the second Fr~chet derivative is diagonal by blocks. We consider m = 20 in the quadrature trapezoidal formula. In Table 5 , we compare the obtained results with the iterative scheme (2) and classical Halley's iterative scheme. With both schemes, we obtain third-order convergence. In the two last examples, we remark that the classical third-order methods, like Halley's schemes (33), use the evaluation of the second Fr~chet derivative. The methods evaluating second derivative, in general, only are competitive when the order of the system is small or the evaluation of the second derivative (bilinear operator) is not more expensive than the evaluation of several values of the original function. Thus, in general, it is preferred the introduced method (2).
