
































































































HMM における t 分布の推定について議論する。
　本論文の構成として，第 2 節で t 分布による HMM の構造と，最尤法












　HMM の構造は以下のとおりである。Yt を観測値，St を状態変数とす
る。下添えの t（t = 1,2,…,T）は，時系列データが観測される時点であり，





なわち状態変数 St が直前の状態変数 St-1の状態にのみ，確率的に依存し
ている状況を想定する。これは Pr（St |S1,S2,…,St-1）= Pr（St |St-1）となる
状況を意味する。次に確率変数である観測値 Yt が，観測時点の状態 St
にのみ依存し，そのもとで確率的に決定される状況 Pr（Yt |Y1,Y2,…,Yt-1, 	
S1,S2,…,St-1,St）= Pr（Yt |St）を想定する。
　次に，状態変数が，時間の経過とともに，以下のように確率的に変化
する状況を考える。状態変数 St が i，次期に変数 St+1が j になる確率を
γij = Pr（St+1 = j |St = i）とする。状態が全部で m 通りだけ存在すると考え
















m は状態変数の数である。状態 St が i となる確率を uit = Pr（St = i）と表
現すると観測値が Yt = yt となる確率は次のように表現できる。
Pr(Yt = yt ) = Pr(St = i)Pr(Yt = yt | St = i)
i=1
m




pi（yt）= Pr（Yt = yt |St = i）である。これを行列表現すると Pr（Yt = yt）
= ut P（yt）1'，
ut = (u1t,,umt ) , P(y) =
p1(yt ) 0

















































うな t 分布をとるケース，すなわち各状態のもとで観測値 yt がとる確率
pj（yt |θj）が，各状態 j で自由度υj の t 分布に従う分布を考える。さらに
観測値 yt が，説明変数 Xt によって決まる，いわゆる線形回帰モデルを
想定する。すると観測値は，説明変数と確率分布のパラメータに依存し
たモデルとなり，以下のように表現できる。
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, θ j = (µ j,β j,σ j2,υ j )




ベイズ推定による MCMC 法などが考えられてきた。HMM では，尤度
関数の一階条件を直接推定すると，計算が複雑になることから，これま
で EM アルゴリズムや MCMC などの手法が用いられることが多かった。















ず，初期時点において観測値 y1のもとで，状態 S1が j をとる（S1 = j）確
率を
　λ1（j）= Pr（y1,X1,S1 = j）= δ（j）pj（y1 |X1,θj）
また観測値 yt，初期時点（ 1 時点）から t－1時点までの状態変数が（S1，…，
St-1）という状況の下で，状態 St が j をとる（St = j）確率をλ1（j）とすると，
λt ( j) = Pr(yt,St = j | S1,,St−1) = λt (i)γ ij
i=1
m




として計算することが可能であるとしている。なおΛt-1 = Pr(St-1 |S1,…,	






パラメータは，Β = (δ1,,δm,γ11,,γmm,θ1,,θm )である。まず t = 1の時の，	
ψ1( j;Β) = ∂Pr(Y1,S1 = j) /∂Β と定義すると，

















となる。次に t ≥ 2について同様の計算を続けると，
ψt ( j;Β) = ∂Pr(Y2,,Yt,Ht = j) /∂ΒPr(Y2,,Yt−1)




























となる。これは λ2 ( j) = pj (y2 )δ j , λt ( j) = λt−1(i)pj (yt )γ ij⎡⎣ ⎤⎦
i=1
m








Ψ t (B) = ψt ( j :B)
j=1
m
∑ /ΛT , ∂lT /∂B =ΨT (B) /ΛT ， と な る 条 件， す な わ ち
HMM の対数尤度関数の一階条件が求められる（詳しくは Lystig	and	
Hughes	（2012）を参照）。よって最終的に ∂lT /∂B =ΨT (B) /ΛT = 0となる
条件を満たすパラメータの集合 B を求めればよいことになる。
　あとは HMM の最尤推定値を求めるには， δ j ≥ 0 , γ ij ≥ 0 , σ j2 > 0,
υ j > 0となる不等式制約と， δ j
j=1
m
















B1 = B2 = (δ1,…,δm,γ11,…,γm1,…,γ1m,…,γmm,θ1,…,θm) と す る。 ま ず
t = 1の時の，ω1( j;Β1,Β2 ) = ∂2 Pr(Y1,S1 = j) /∂Β1∂Β2 と定義すると，
4	 Goldfarb	and	Idnani	（1983）による，不等式制約の下での非線形最適化問題の計算
の応用法については，茨木・福島	（1991），矢部・八巻（1999）を参照。























































となる。次に t ≥ 2について同様の計算を続けると，
ωt ( j;Β1,Β2 ) = ∂
2 Pr(Yt,St = j) /∂Β1∂Β2
Pr(Y2,,Yt−1)














































































































































































　以下では，次のようなモデルを想定する。状態が 2 つ存在し（状態 1
と状態 2 ），その状態に応じて，観測値が次のような t 分布に従うとする。
状態 1 の時　　 yt = µ1 +β1,1X1,t +β1,2X2,t +ε1,t 　　ε1,t ~ t(0,σ12,υ1)
状態 2 の時　　 yt = µ2 +β2,1X1,t +β2,2X2,t +ε2,t 　　ε2,t ~ t(0,σ 22,υ2 )
　変数ε j,t は攪乱項である。そしてε j,t ~ t(0,σ j2,υ j )は，変数ε j,t が，平均 0 ，
分散σ j
2 ，自由度υ j に従うことを意味する。以下では，状態 1 の時のパ
ラメータを， µ1 = 2， β1,1 = 0 ， β1,2 =1，σ12 = 0.2 ，υ1 = 70，状態 2 の時
のパラメータを µ2 =1， β2,1 = 0.5， β2,2 = −2 ，σ 22 = 0.1， υ2 = 20 ，と設
定する。また状態変数の移行確率を，以下のように設定する。










呼んでいるものに対応する。本論では，これらのパラメータ Β = (δ1,,
δm,γ11,,γmm,θ1,,θm )を，最尤法をもとに，その最尤推定量を Βˆ = (δˆ1,
,δˆm, γˆ11,, γˆmm,θˆ1,,θˆm )と求めることとする。
　最尤推定量の漸近分布は， Βˆ→ N Β, I(Β){ }−1⎡⎣ ⎤⎦， I(Β) = −E ∂
2lT /∂B1∂B2⎡⎣ ⎤⎦
となる。しかしこのHMMでは，対数尤度関数のヘッシアン行列の期待値，
すなわち I(Β) = −E ∂2lT /∂B1∂B2⎡⎣ ⎤⎦ を計算することは難しい。そこで本論で



























常の最小二乗法の推定量を求めたうえで， 0 から 1 の範囲の一様分布の
乱数を加えた。その上で，残差の二乗和を標本数で除した値をσ2の初
期値とした。

















































T-=1000 T=4000 T=5000 T=5000
( 初期値：混合分布 )
δ1 1 0.8444 0.99852 0.99887 1
［0.844］ ［0.999］ ［0.999］ ［0.702］
δ2 0 0.1556 0.0014787 0.0011301 3.6642E-23
N.A ［3.48×E+42］ ［2.63×E+43］ N.A
γ11 0.6 0.62673 *** 0.58611 *** 0.60668 *** 0.60663 ***
［0.038］ ［0.02］ ［0.017］ ［0.017］
γ21 0.3 0.30933 *** 0.28008 *** 0.30903 *** 0.30902 ***
［0.024］ ［0.011］ ［0.011］ ［0.011］
γ12 0.4 0.37327 *** 0.41389 *** 0.39332 *** 0.39337 ***
［0.029］ ［0.016］ ［0.014］ ［0.014］
γ22 0.7 0.69067 *** 0.71992 *** 0.69097 *** 0.69098 ***
［0.036］ ［0.018］ ［0.016］ ［0.016］
μ1 2 2.0131 *** 2.0026 *** 1.9994 *** 1.9994 ***
［0.02］ ［0.012］ ［0.01］ ［0.01］
β1,1 0 -0.0081049 -0.00076124 0.0026486 0.0027006
［0.007］ ［0.004］ ［0.003］ ［0.003］
β1,2 1 0.99686 *** 1.0022 *** 0.99662 *** 0.99654 ***
［0.006］ ［0.004］ ［0.003］ ［0.003］
σ1,2 0.2 0.1724 *** 0.20577 *** 0.21406 *** 0.21969 ***
［0.015］ ［0.01］ ［0.009］ ［0.013］
ν1 70 50.482 51.009 51.303 177.55
［75.651］ ［43.023］ ［35.082］ ［846.921］
μ2 1 0.99935 *** 1.0056 *** 1.0031 *** 1.0033 ***
［0.014］ ［0.007］ ［0.006］ ［0.006］
β2,1 0.5 0.49347 *** 0.4989 *** 0.50086 *** 0.50094 ***
［0.005］ ［0.002］ ［0.002］ ［0.002］
β2,2 -2 -1.999 *** -2.0005 *** -2.0004 *** -2.0005 ***
［0.005］ ［0.002］ ［0.002］ ［0.002］
σ2,2 0.1 0.10065 *** 0.10644 *** 0.099475 *** 0.093959 ***
［0.006］ ［0.003］ ［0.003］ ［0.003］
ν2 20 50.41 *** 51.432 *** 51.44 *** 20.533 ***
［1.097］ ［0.546］ ［0.479］ ［0.167］
AIC 2065.9 8324 10571 10567
BIC 2129.7 8405.8 10655 10652





















































































殊な株価がつく投資市場であるとの認識がある。また IPO に関しては，過去の IPO
の株価の動向が，こうした投資の行動に影響を与える可能性があることも，こうした
























HMM で分析を行うと，次のような結果となった（β = 0のケース）。
表 3 　パラメータおよび確率移行行列の推定（状態が 2 つの時）
混合分布 HMM
状態（St） 状態 1 状態 2 状態 1 状態 2
δˆ 0.18736 0.81264 0.24685 0.75315
µˆ j 0.45214 0.31994 0.53986 0.037929
σˆ j
2 0.23339 0.16539 0.23634 0.013139
υˆ j 1892.8 2589.3 1892.8 2589.3
AIC BIC AIC BIC
2080.3 2117.8 1537 1585.2








9	 今回，IPO 企業の株価の公開価格を Xt，初値を Xt+1としたときに，アンダープライ









を状態 1 ，アンダープライシングの度合いが低い状態を状態 2 とする
と，状態 1 の時は，平均0.53986，分散0.23634，自由度1892.8の t 分
布，状態 2 の時は，平均0.037929，分散0.013139，自由度2589.3の t 分
布になった。そして確率移行行列をみてみると，状態1にとどまる確率
が0.8274，状態 1 から状態 2 に移行する確率が0.1726，状態 2 にとどま
る確率が0.6753，状態 2 から状態 1 に移行する確率0.3247となる。また



























　上の図は，状態が 2 つの時の，Pr（St = i |Y







































































































析を行っている。表 4 は，IPO 実施企業に関する基本統計量である。
　また彼らは，状態を 2 つに分けた場合について分析を行っている（結






































平均 標準偏差 中央値	 最大 最小
アンダープライシング（対数差分） 0.3659 0.4652 0.2351 2.2073 -1.2910
上場廃止ダミー 0.0445 0.2063 0 1 0
VC 持株比率（%） 9.1536 13.0240 3.59 91.42 0
銀行持株比率（%） 1.9208 3.1495 0 23.8 0
資産収益率（ROA) 0.1173 0.1490 0.0957 1.5253 -1.5746
資産規模（対数） 8.4874 1.4424 8.4194 16.8853 4.5109
ストックオプションダミー 0.5016 0.5002 1 1 0
自己資本比率（%） 40.7765 23.3869 36.7914 100.0000 -20.2703
主幹事証券会社比率（%） 66.0530 9.2989 65 90 21
CEO 年齢 52.0324 10.3978 53 79 25
ジャスダックダミー 0.1914 0.3935 0 1 0
新規店頭ダミー 0.3102 0.4627 0 1 0
ヘラクレス上場ダミー 0.0890 0.2848 0 1 0





状態 1 状態 2
係数［標準誤差］ 係数［標準誤差］
定数項 1.2485［0.2107］ *** -0.63904［0.9785］
上場廃止ダミー 0.0073565［0.0764］ 0.67503［0.3909］ *
VC 持株比率（%） -0.0030843［0.0013］ ** 0.00010774［0.0004］
銀行持株比率（%） 0.0000435［0.0059］ -0.0028782［0.014］
資産収益率（ROA） 0.14487［0.0663］ ** 0.53799［0.1123］ ***
資産規模（対数） -0.095395［0.0192］ *** 0.17473［0.0307］ ***
ストックオプションダミー 0.060104［0.0453］ -0.1471［0.1307］
自己資本比率（%） -0.0020986［0.0009］ ** 0.0040814［0.0016］ ***
主幹事証券会社比率（%） -0.0032841［0.0019］ * 0.014933［0.0076］ *
CEO 年齢 0.00090409［0.0039］ -0.023296［0.0165］
ジャスダックダミー 0.21816［0.1176］ * -0.78629［0.5043］
新規店頭ダミー 0.025954［0.1339］ -0.45768［0.5493］
ヘラクレス上場ダミー 0.30592［0.0845］ *** 0.25833［0.2955］
マザーズダミー 0.32341［0.0747］ *** -0.69132［0.1638］ ***
σ2 0.11185［0.0177］ *** 0.11827［0.0029］ ***
ν 5.3775［1.3285］ *** 20.127［3.8942］ ***
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