We analyze strong-motion data of the seismic sequence associated with the 1 April 2014 M w 8.1 Pisagua earthquake (northern Chile). Tectonics in this area is controlled by the subduction of the Nazca plate beneath the South American plate (e.g., Schurr et al., 2014) . The zone from about 18°to 23°S has been identified as a seismic gap because no large earthquakes have occurred there since 1877 (Kelleher, 1972) , and the current rate of the Nazca plate underthrusting is about 65 mm=yr (DeMets et al., 2010) .
The data set considered here is composed of earthquakes that occurred since January 2014, including a protracted foreshock sequence that culminated in an M w 6.7 event in March 2014, two weeks before the Pisagua mainshock and aftershocks, which occurred until the end of April 2014. Only earthquakes with location and moment magnitude from the GEOFON bulletin (see Data and Resources) have been selected. In total, for each component of motion, 1049 waveforms from 106 earthquakes in the moment magnitude range of 4.5-8.1 and recorded by 15 strong-motion stations of the Integrated Plate boundary Observatory Chile (IPOC) network (see Data and Resources) compose the data set. Figure 1 shows the source-to-station path coverage for our data set, and Table 1 lists the main characteristics of the considered stations. The magnitude versus hypocentral distance and magnitude versus source-to-station azimuth scatter plots are shown as well. The hypocentral distances cover the range 50-300 km, with magnitude smaller than five detected up to a maximum distance of 200 km in the considered data set. As expected from the tectonic setting, the source-to-station azimuths span the interval mainly from 0°to 180°with respect to north. About 85% of data corresponds to magnitudes smaller than six, with the three largest magnitudes corresponding to the 16 March M w 6.7 foreshock, the 1 April M w 8.1 mainshock, and the 3 April M w 7.6 aftershock.
The strong-motion data were processed according to the methodology used by Paolucci et al. (2011) and were integrated to both velocity and displacement. The corner frequencies of the applied high-pass acausal Butterworth filter were set to 0.2 Hz for earthquakes with M w ≤ 5:5 and to 0.1 Hz for 5:5 < M w ≤ 6:0. These frequencies were selected after the visual inspection of several Fourier spectra of recordings relevant to different magnitude and distance ranges. Conversely, for earthquakes with M w > 6:0, an ad hoc selection of the corner frequency was performed for each specific recording. For example, the corner frequencies for the M w 8.1 mainshock vary in the 0.01-0.03 Hz range. Figure 2 shows the acceleration spectra for three recordings and the selected corner frequencies. The displacement time histories obtained after double integration of the filtered accelerations are shown as well.
Attenuation Function
The evaluation of the magnitude at local distances requires the calibration of a model describing the seismic attenuation in the study area. This is necessary because importing The mean magnitude correction and its 95% confidence interval (CI) estimated from bootstrap analysis are also shown (see text for details). models from other tectonic setting could introduce a bias in the estimates (e.g., an overestimation when the crustal model calibrated for California is applied). We follow a nonparametric approach (e.g., Savage and Anderson, 1995; Spallarossa et al., 2002; Bindi et al., 2007) , in which the attenuation is provided in a tabular form without fixing a priori the functional dependence on distance. Each value corresponds to the attenuation at one node of the discretized distance range. The moment magnitudes M w of the earthquakes considered for the calibration are used to derive an attenuation model that links the logarithm (in base 10) of the amplitude measurements log A to this magnitude scale. We tested different choices for log A, namely the maximum amplitude computed over the acceleration trace (peak ground acceleration), velocity trace (peak ground velocity), displacement trace (peak ground displacement [PGD] ), and over the synthetic WoodAnderson seismograms, as generally done when calibrating a local-magnitude scale. Among the different tested choices, we selected the maximum displacement amplitude, because the observation minus prediction residual distribution for PGD does not show significant dependences on both magnitude and distance, as we show in the following. The considered model can be described as i is the hypocentral distance in kilometers between station i and earthquake j; and Γ is the discrete version of the attenuation function, and S i are the station corrections. In this study, the distance range 50-300 km is discretized into bins 10 km wide, and the maximum displacement between the two horizontal components is considered. The attenuation function Γ is evaluated at the nodes R k of the discretized distance range, and a linear interpolation scheme is applied between adjacent nodes, that is, the attenuation at distance R such that R k ≤ R < R k1 is given by
in which the coefficients of the linear interpolation are given by a k R k1 − R=R k1 − R k and a k1 1 − a k .
In the regression scheme, the station corrections S j are constrained to sum to zero and the attenuation function Γ is constrained to vary smoothly with distance, by requiring a small second derivative, as described in Castro et al. (1990) . The results presented in this study are obtained by constraining to zero, 10 times the second derivative. A bootstrap sampling technique is applied to estimate the uncertainties (Efron, 1979) by analyzing 1000 different replications of the original data set. Bootstrap methods work by repeated inversions of resampled versions of the original data set. From the original data set, a new one is created by randomly choosing rows from the linear system, in which each row (corresponding to a specific recording) can either be selected several times or never (i.e., random sampling with replications). Figure 3 shows the distribution of the bootstrap solutions (crosses) and the average model (gray circles), listed also in Table 2 used to compute the residuals between observations and predictions as shown in Figure 4 . The residuals plotted against the explanatory variables (magnitude and distance) do not show significant bias, confirming that the model capture well the main source scaling and attenuation trend. The standard deviation of the error distribution is about 0.2. The residual distribution is decomposed in inter-and intraevent distribution of error (e.g., Al Atik et al., 2010) . The interevent errors are generally smaller than 0.3, with a few cases exceeding 0.4. Finally, Figure 5 exemplifies the residual distributions in polar coordinates, considering the hypocentral distance and the backazimuth values for three selected stations (Fig. 1) . Positive (circle) and negative (cross) residuals overlap, without pointing out any azimuth dependence in the residual distribution.
Validation
To perform a cross-validation analysis, the data set is split into two parts, one for calibrating the model and the other for its validation using independent information (i.e., waveforms not included in the calibration process). To create the two data sets, a random sampling of the waveforms is performed based on the magnitude values. For calibration, 40% of the events with M w < 5 (corresponding to 20 events over 50), 50% of the events with magnitude between 5 and 5.5 (18 events over 36), and 75% of the events in the range 5.5-7 (13 events over 18) are selected (Fig. 6a) . One of the two largest events (either 8.1 or 7.6) is included, whereas the other is used for the validation. The percentage of data included in the calibration data sets for different magnitudes is arbitrarily chosen, with the aim of creating a set of balanced calibration data sets with enough data to constrain the testing models. Tests performed by varying the boundaries of the magnitude intervals and the percentages used to populate them show that, for reasonable choices for these parameters, similar results are obtained, without significant changes in the main conclusions of the validation tests. The random selection is repeated 1000 times, leading to 1000 models that can be tested against independent data. One example of the validation data set is shown in Figure 6b .
The results of the validation are shown in Figure 7 . The comparison shown in the top panels with the bootstrap results obtained from the original data set confirms the attenuation models and station corrections obtained with the 1000 randomly selected calibration data sets are reliable. The distribution of the magnitude difference shows a small bias equal to −0:049 with sigma 0.22. When the mainshock is included, the magnitude of the largest aftershock is well predicted, and the same occurs for the M w 8.1 mainshock when the M w 7.6 aftershock is included. It is worth noting that in the latter case the magnitude of the mainshock is well predicted despite the fact that in this case an extrapolation of the model toward higher magnitude is necessary.
Application and Conclusions
The attenuation function derived in this note can be applied to compute magnitude values equivalent to M w for the whole seismic sequence. In particular, exploiting the IPOC strong-motion network, an equivalent M w can be computed for those cases when the automatic moment tensor analysis is hampered by overlapping phase arrivals at regional/teleseismic distances, or for local earthquakes with reduced signalto-noise ratio at regional distances. The possibility of extrapolating the model down to magnitude 4 is still under evaluation. As an example, the calibrated magnitude scale is applied to an early aftershock, which occurred about 155 s after the mainshock. At regional/teleseismic distances, its phase arrivals are overwhelmed by coda of the mainshock (see examples in Fig. 8 ). This makes the determination of the source parameter difficult, in particular, in an automatic processing scheme. In contrast, the waveform of the early aftershock is clearly visible in the local strong-motion data. The station magnitudes computed for the early aftershock are shown in Figure 9 , considering nine IPOC stations within 300 km from the hypocenter, for which reliable estimates of PGD are obtained. We obtained an average magnitude of 6.6, with a standard deviation of 0.3. Hence, the early aftershock is currently the second largest aftershock. It occurred south of the mainshock and toward the location of the M w 7.6 aftershock, which struck two days later (see stars in Fig. 1 ). The application of the derived magnitude scale to the whole seismic sequence is foreseen as a worthwhile exercise, to create a strong-motion data set with homogeneous magnitude, suitable for studies on ground-motion prediction equations.
Data and Resources
The strong-motion data used in the present study have been collected within the Integrated Plate boundary Observatory Chile (http://www.ipoc-network.org) initiative.
The data analyzed in this study have been downloaded from GEOFON repository at http://geofon.gfz-potsdam.de/. Although the bulletin information is freely available (http:// geofon.gfz-potsdam.de/eqinfo/eqinfo.php), the strong-motion data are restricted to allowed users at the time of writing this note (http://geofon.gfz-potsdam.de/waveform/archive/ network.php?ncode=CX). Information about the IPOC network is available through the project webpage (http:// www.ipoc-network.org/index.php/observatory.html). ASCN data shown in Figure 
