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Abstract
Recently, Deep Convolution Networks (DCNNs) have
been applied to the task of face alignment and have shown
potential for learning improved feature representations. Al-
though deeper layers can capture abstract concepts like
pose, it is difficult to capture the geometric relationships
among the keypoints in DCNNs. In this paper, we propose
a novel convolution-deconvolution network for facial key-
point detection. Our model predicts the 2D locations of the
keypoints and their individual visibility along with 3D head
pose, while exploiting the spatial relationships among dif-
ferent keypoints. Different from existing approaches of mod-
eling these relationships, we propose learnable transform
functions which captures the relationships between key-
points at feature level. However, due to extensive variations
in pose, not all of these relationships act at once, and hence
we propose, a pose-based routing function which implicitly
models the active relationships. Both transform functions
and the routing function are implemented through convo-
lutions in a multi-task framework. Our approach presents
a single-shot keypoint detection method, making it differ-
ent from many existing cascade regression-based methods.
We also show that learning these relationships significantly
improve the accuracy of keypoint detections for in-the-wild
face images from challenging datasets such as AFW and
AFLW.
1. Introduction
A key step towards tasks such as face modelling, veri-
fication and recognition, driver monitoring in autonomous
driving systems is accurate keypoint estimation of human
face image. Given an RGB face image we wish to deter-
mine the precise locations of important keypoints. In the
past few years many methods have been proposed to address
this problem mostly taking the cascade regression approach.
While, earlier methods such as [6], [20], [4], [23], [15] were
Figure 1: Sample result generated using the proposed
method on an image from AFW dataset. The second pic-
ture is the generated response map. Third picture shows
the predicted points including the invisible points, indicat-
ing the effectiveness of message passing between different
fiducial points. The predicted 3D pose is also mentioned.
dependent on hand-crafted features, recently methods based
on DCNNs [31], [30], [18], [17] have become very promi-
nent. Despite a long history of research on keypoint ex-
traction, the problem of keypoint detection for in-the-wild
faces still remains an open challenge, mainly due to extreme
variations in pose, image quality and unavailability of large
scale annotated in-the-wild datasets.
On a related note, a similar task is estimating the joint lo-
cations for human pose estimation, where an approach taken
by most of the researchers is based on directly regressing
over the heatmaps predicted by DCNNs. These methods
have shown tremendous potential in capturing feature repre-
sentations by achieving state-of-the art performances in hu-
man pose estimation problems [27]. The heatmaps provide
a probability value, indicating the existence of a certain joint
at a specific location. [28], [7] have shown that by modeling
the geometric relationships, independent predictions of the
keypoints can be refined. While these methods have shown
to be effective for the prediction of human body joints, pre-
dicting facial keypoints (also called fiducials) presents even
greater challenge due to extensive variations in pose, ex-
pression, individual visibility of keypoints, lightning, oc-
clusion and identity. Due to this, there have been fewer at-
tempts [1] at addressing the facial keypoint estimation prob-
lem by regressing over the heatmaps.
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Modeling the geometric relationships between the fidu-
cials presents a great challenge in a deep learning-based
framework as the invisible points are not annotated in pro-
file face images. Human perception works in a way that one
can tell the location of a specific keypoint conditioned on
the location of other points. Even for an invisble keypoint,
one can infer with confidence the likely location of the key-
point. This comes naturally as a result of the perceived
head pose and inherent geometric relationship among the
keypoints. [8] has shown that if all the keypoints are an-
notated such a geometric relationship can be modeled by
some learned transform kernels. For this [8] proposed a
bi-directional tree with convolutions. However in [8] it was
assumed that all the keypoints communicate with each other
irrespective of their visibilities in the image, which may not
be true for in-the-wild face images. Therefore, to capture
the relationship that exists between 3D pose and the visi-
bility of individual keypoint, we formulate the keypoint de-
tection problem conditioned on head pose. Along with this,
we use convolutions to capture the spatial relationships be-
tween pairs of keypoints. Figure 1 shows a sample result
generated from the proposed method.
In this paper, we introduce a new deep network
composed of a convolution network with deconvolution
branches trained in a multi-task framework with pose-
dependent routing function which implicitly controls the
message passed through invisible keypoints. For mes-
sage passing between different keypoints, we propose a
tree structure in which keypoints receive information from
neighboring points. Depending on the head pose, the rout-
ing function which acts on deeper layers of the convolution
tree implicitly activates only certain branches of the decon-
volution layers. This is possible as convnets employ mul-
tiple layers to learn hierarchical feature representations of
input images. Features in lower layers capture low-level in-
formation, while those in higher layers can represent more
abstract concepts such as pose and attributes. Both mes-
sage passing and the routing functions are implemented by
non-linear transformations of convolution outputs. To re-
fine the keypoints locations and their visibilities, regression
networks are concatenated and trained in an end to end fash-
ion. In addition we use the Residual Squeezenet [11], which
greatly reduces the number of parameters while retaining
the advantages of a residual network. Our proposed method
is non-iterative and fully convolutional and hence, is fast.
We show the efficiency of our proposed method on two
public and challenging datasets widely used for face align-
ment benchmarks: AFW [35] and AFLW [16]. The pro-
posed method is a general framework and can also be
trained for other tasks. The main contributions of this paper
are three folds:
• We design a novel end to end learning framework
with convolution and deconvolution layers which ef-
fectively captures the message passing between differ-
ent fiducial points.
• The message passing between fiducial points is condi-
tioned on head pose by a learnable routing function.
• We include a regression network to obtain the final lo-
cation of keypoints. Along with locations of keypoints
our network also predicts the 3D head pose and in-
dividual visibility of each fiducial point. Exploiting
the benefits of residual connections and fully convo-
lutional networks, the methods predicts the keypoint
locations in a single pass and hence is faster than other
cascade deep regression methods.
2. Related work
Face alignment has advanced in the last five years after
the reemergence of deep neural networks. Following [6],
we classify previous works on face alignment into two basic
categories.
Part-Based Deformable model approaches are statistical
methods which perform keypoint detection by maximizing
the confidence of part locations in a given input image. Zhu
and Ramanan [35] used a part-based model for face de-
tection, pose estimation and landmark localization assum-
ing the face shape to be a tree structure. [3] by Asthana et
al. proposed learning a dictionary of probability response
maps followed by linear regression in a Constrained Lo-
cal Model (CLM) framework. Other works in this cate-
gory include Active Shape Models [9] and Constrained Lo-
cal Models [10]. To enforce the message passing protocol
between different keypoints the proposed method assumes
a tree structure of the keypoints; however does not assume
that all the keypoints are visible and contributing equally
to each other. In the proposed tree structure the messages
between neighboring keypoints are passed via learnt trans-
form kernels which are further conditioned on the 3D head
pose of the face image.
In a Cascade Regression-based framework, image ap-
pearances are directly mapped to output space produc-
ing keypoint coordinates. Recently, a multitude of cas-
cade regression-based methods [6], [31] significantly boost
the keypoint detection performance, compared to statistical
methods described above. However, these methods along
with methods from [22], [4], [23] and [21] were mostly
evaluated on face images where all the facial keypoints are
visible. To handle occlusion, Wu et al. [24] proposed an
occlusion-robust cascaded regressor. Supervised Descent
Method (SDM) [26] learns a cascade of regression models
based on SIFT features. To mitigate the conflicting gradient
directions in SDM, Xiong et al. [25] suggested domain de-
pendent descent maps. Inspired by [25], Cascade Compo-
sitional Learning (CCL) [33] developed a head pose based
method by partitioning the optimization domain. Different
Figure 2: Overview of the proposed method. The dotted lines on top of fpose, fconv , fvis and ffid denotes residual connec-
tions. The dotted line between fconv and freg indicates feature concatenation. fpose, fconv , fdeconv , fpipj , fvis and ffid are
non-linear multi-layered mappings.
from all these methods, our approach is a non-iterative sin-
gle shot method, which along with keypoint locations also
provides the estimated 3D head pose and individual visibil-
ity of each fiducial point.
Researchers also proposed using 3D morphable models
to estimate the landmark points. Pose Invariant Face Align-
ment (PIFA) [13] by Jourabloo et al. suggested a 3D model-
based approach that employed cascaded regressors to pre-
dict the coefficients of 3D to 2D projection matrix. [14] also
by Jourabloo et al. formulated the face alignment problem
as a dense 3D model fitting problem, where the camera pro-
jection matrix and 3D shape parameters were estimated by a
cascade of CNN-based regressors. However, [33] suggests
that optimizing the base shape coefficients and projection
is indirect and sub-optimal since smaller parameter errors
are not necessarily equivalent to smaller alignment errors.
3DDFA [34] modeled depth data in Z-Buffer and fitted a
dense 3D face model to the image via CNNs. In contrast
to these methods the proposed method does not rely on 3D
morphable models, but still provides with accurate 3D pose
estimates.
The proposed method uses both a classification and re-
gression framework in a non-iterative way and hence does
not directly fall into any of the above categories. To esti-
mate the intermediate response map, we use a classification
loss which is further regularized by regression loss. All the
four tasks are trained end-to-end in a multitask framework.
We use regression for head pose estimation which further
modulates the performance of the routing function. One of
the closely related work is [1], which also uses classification
and regression together to estimate the keypoint locations.
However, [1] does not take into consideration the spatial
relationships between keypoints and hence goes for an iter-
ative solution.
3. Convolution Tree with Deconvolution
Branches
In this section we first give an overview of the proposed
approach. Then we describe constrained joint training in
multi-task framework.
3.1. Method Overview
The task of keypoint detection is to estimate the 2D co-
ordinates of, say L landmark points, given a face image.
Observing the effectiveness of deep networks for variety of
vision tasks, we formulate our task in an end-to-end train-
able deep neural network. Figure 2 shows the overview of
our approach. In the rest of the paper, we consider f* as
a multi-layered non-linear function. Unlike KEPLER [17],
the input to our network is RGB image x∈ Rwxhx3 while
the label map z∈ Rwxhx(L+1). Each 1x1x(L + 1) block in
the label map z is vector label {0, . . . , L + 1} where L is
the number of keypoints and one extra channel added for
background.
The function fconv performs a series of convolutions,
pooling operations, residual additions and non-linear trans-
formations to extract a lower-dimensional feature represen-
tation of the image. The features thus obtained are referred
to as the image code Cx in figure 2, while the parameters of
this network are denoted by θconv:
Cx = fconv(x, θconv) (1)
Similarly, the the function fdeconv performs a series of strided
convolutions, non-linear operations and batch normaliza-
tion to produce a response map of each fiducial point.
Ri = fdeconv(Cx, θdeconvi , θmi,j ) (2)
where Ri and θdeconvi refers to the the response map and
deconvolution parameters, respectively of ith fiducial point.
θmi,j are the parameters of the message passing layer be-
tween the ith and jth fiducial point.
Figure 3: A simplified version of the convolution tree with
deconvolution branches.
The convolution tree with deconvolution branches plays
an important role in the task of fiducial point detection.
First, it forms a low-dimensional embedding of the input
image and generates an output of the same size as the im-
age but with different number of channels. This enables us
to put the regression module on top of the deconvolution
outputs for finer localization. Next, the lower dimensional
embedding of the input image, enables the pose prior mod-
ule to implicitly control the flow of message between dif-
ferent deconvolution branches. Since the output maps after
deconvolution are of the same size as of the image, there is
no loss of information in upsampling of the output response
maps.
3.1.1 Message Passing and Routing Function
Figure 4: Illustration showing how response maps can be
updated by passing information between keypoints.
Spatial distributions and semantic meaning of feature
maps obtained for different fiducial points are correlated,
and hence information from one keypoint can be passed to
other neighboring points and effectively improve quality of
the feature representation at each keypoint. Inspired by [8],
we proceed in the same direction and implement the mes-
sage passing protocols by convolutions. We illustrate the
message passing process in Figure 4. Given an input image
(a), the feature map for ‘nose tip’ is shown in (b). Also three
candidate response maps for ‘mouth centers’ are shown in
(c). In (d), we show the updated confidence of the location
of ‘mouth center’ after addition of candidate ‘mouth center’
responses with the convolved response map of ‘nose tip’
with a learned transform function fpipj .
One expects to receive information from all other key-
points in order to optimize the features at a specific key-
point. However, this has two drawbacks: First, to model
the information of keypoints far away such as ‘eye corner’
and ‘chin’, transform functions with larger size have to be
introduced. This also leads to increase in the number of pa-
rameters. Secondly, relationships between some keypoints
are unstable, such as ‘left eye corner’ and ‘right eye corner’.
In a profile face image one of the points may not be visible
and passing information between these two fiducial points
may lead to erroneous results. Hence, we introduce the tree
structure for the keypoints, shown in figure 5. Keypoints
which are closer and have stable relationships are connected
together Figure 5 also shows the flow of information assum-
ing ‘nose tip’ to be the root node.
Figure 5: The proposed tree structure for effective informa-
tion passing between fiducial points.
Such a tree structure was also used in [8] to model the
skeletal joints for the task of human pose estimation. How-
ever, [8] did not take into account the fact that all of the
points may not be influencing other points at the same time
for example, in case of occlusion. This is even more promi-
nent for face images which are captured in challenging con-
ditions. This flow of information is highly dependent on
the 3D pose of the face. Due to the hierarchical nature of
deep convolution networks, the deeper layers possess more
abstract information such as pose, attributes and object cat-
egories [29]. Therefore, in parallel, we also perform a se-
quence of convolution, non-linear, pooling and batch nor-
malization operations on the RGB image to predict the 3D
head pose. Pooling information from deeper layers of this
parallel network and adding it to the feature representation
from the convolution tree, is how the network tries to im-
plicitly control the information flow through the deconvolu-
tion branches.
3.1.2 Constrained Shape Prediction
In cases where distractions exist, such as another partial
face inside the bounding box, the response heatmaps may
have few false positives. Although this issue is signifi-
cantly reduced by the message passing layers which im-
pose shape constraint explicitly, it still degrades the per-
formance in challenging situations. Hence, we append a
constrained shape regression network which takes the re-
sponse map as input and finally predicts the precise key-
point locations. This regression network jointly predicts the
coordinates of all the points while maintaining the shape
constraint as in [6], [17].
ffid outputs the keypoint coordinates y ∈ R2Lx1, where
the gradients are not back propagated for the invisible key-
points. All the coordinates are normalized by subtracting a
mean shape obtained from the training images.
3.1.3 Loss Functions
The loss function for each of the tasks is discussed below.
Classification loss: In order to train the network, the
localization of fiducial keypoints is formulated as a classifi-
cation problem. The label for an input image of size hxwx3
is a label tensor of same size as the image with L+ 1 chan-
nels, i.e. 224x224x22 in our case. The first 21 channels
represents the location of each keypoint whereas the 22nd
channel represents background. Each pixel is assigned a
class label, where the objective is to minimize the follow-
ing loss function:
L0(p, g) =
h∑
i=1
w∑
j=1
m(i, j)
L+1∑
k=1
gk(i, j)log(
epk(i,j)∑
l e
pl(i,j)
)
(3)
where k ∈ [1, 2 . . . 22] is the class index and gk(i, j) repre-
sents the ground truth at location (i, j). pl(i, j) is the score
obtained for location (i, j) after forward pass through the
network. Since the number of negative example is much
larger than the positives, we design a mask m(i, j) which
keeps only 0.025% of the negative samples by random se-
lection.
Coordinate Regression loss: For coordinate loss we
use the square of differences loss between predicted and
ground-truth locations. With each point is associated the
visibility of that point. The loss function for this task is
given by
L1(y, g) =
N∑
i=1
vi(yi − gi)2 (4)
where yi and gi are the predicted and the ground truth loca-
tions of the ith keypoint respectively. vi is the ground truth
visibility associated with each keypoint. This also ensures
that there is no gradient back propagated for the invisible
keypoints.
Pose Prediction: Pose prediction refers to the task of
estimating the 3D pose of the face. We use the Euclidean
loss function for this task, where the loss is calculated as
the sum of square differences between the predicted and
ground-truth 3D pose.
L2(pp, gp) = (pyw−gyw)2+(ppch−gpch)2+(prl−grl)2
(5)
where p stands for predicted and g for the ground-truth 3D
pose. yw, pch and rl indicates yaw, pitch and roll respec-
tively.
Visibility: This task is associated with estimating the
visibility of each keypoint. The number of keypoints visible
on the face varies with pose. Hence, we use the Euclidean
loss to estimate the visibility confidence of each point.
L3(vp,vg) =
N∑
i=1
(vp,i − vg,i)2, (6)
where vp,i and vg,i denotes the visibility of ith keypoint.
Therefore, the net loss in the network is the weighted
linear combination of all the loss functions discussed above.
4. Network Architecture and Implementation
Details
All the modules are connected and trained in an end to
end fashion. In this section we provide details about the
network modules and the training procedure.
4.1. fconv and fdeconv
Figure 6: The basic structure of residual squeezenet net-
work composed of fire modules.
Figure 3 illustrates the fconv and fdeconv schematically.
The base structure of the convolution tree is designed
as Squeezenet architecture as shown in figure 6. The
Squeezenet architecture consists of fire modules, where
each fire module has squeeze and expand layers. By per-
forming 1x1 convolutions, the squeeze layer first com-
presses the response from previous layer. Next, 1x1 and 3x3
convolutions with higher number of filters are performed to
decompress the response from the squeeze layer. The ex-
pand response maps after 1x1 and 3x3 convolutions are then
concatenated to form the final response of a fire module.
Figure 7: Detailed description of a single deconvolution
network. Each deconvolution network is identical to the
one shown above.
This effectively reduces the number of parameters without
getting hurt in performance. There are residual connec-
tions between some fire modules, where the output of pre-
vious layer is directly concatenated with the next layer. The
choice of squeezenet in this work is based on the fact that
the need of deconvolution branches increases the number of
parameters 22x.
The deconvolution branches are also structured in a way
similar to Squeezenet convolutions. In every upsampling
operation, strided convolutions are performed. One convo-
lution layer expands to a higher resolution while the next
convolution squeezes the response using 1x1 convolution.
Figure 7 illustrates the deconvolution operation, which up-
samples the image using strided convolutions while main-
taining fewer parameters using squeeze operations.
To obtain the information from the ith keypoint, 3x3
convolutions were performed on the 7x7 response maps in
the ith deconvolution branch. Non-linearity was then ap-
plied to the obtained output which was then added elemen-
twise to the 7x7 response maps of jth branch. Experimen-
tally it was found that 3x3 convolutions on 7x7 repsonse
maps were sufficient to pass information effectively on the
proposed tree structure.
4.2. frouting
frouting is a composite function of the response from
deeper layers of the pose network. A deeper layer, specif-
ically pool8 of the squeezenet network is first convolved
with 3x3 filters and then a non-linearity is applied, which is
then added element-wise to the pool8 of the fconv. It implic-
itly acts as a switch between the branches of the deconvolu-
tion networks through which information is passed.
4.3. fpose, ffid and fvis
fpose, ffid and fvis are implemented by the Squeezenet net-
work (shown in figure 6) with their corresponding loss func-
tions mentioned in section 3.1.3. The dotted lines between
fconv and ffid,fvis in figure 2 represents concatenation of fea-
tures from the convolution network to impart contexual fea-
tures for improved regression.
For initializing the weights of the network, we first pre-
train the convolution tree with deconvolution branches for
the classification task alone. This model is similar to the
one shown in figure 3. Starting from the learning rate of
1e−3, with momentum set to 0.9 the baseline model was
trained for 100K iterations. The multistep learning proce-
dure was used, while the network was optimised with SGD
solver. The convolution-deconvolution portion of the multi-
task network was then initialized with the weights obtained.
5. Experiments and Results
In this section we describe the datasets used for training
and testing, evaluation protocols and evaluation metrics.
5.1. Datasets
We select two challenging datasets with their most recent
benchmarks.
In-the-wild datasets: We select AFLW [16] for training
and, AFLW and AFW [35] as the main test sets. AFLW
consists of face images with challenging shape variations,
occlusion and significant view changes. This helps the sys-
tem to perform robustly for images in real life scenarios.
AFLW consists of 24, 386 in-the-wild faces (obtained
from Flickr) with head pose ranging from 0◦ to 120◦ for
yaw and upto 90◦ for pitch and roll. AFLW also demon-
strates significant external-object occlusion. There are
a total of 21% invisible landmarks caused by occlusion,
larger than 13% on COFW [5] where only internal object-
occlusion is exhibited. In addition, COFW also provides the
annotations for the invisible landmarks while in the case of
AFLW the invisble landmarks are absent.
AFW contains 468 in-the-wild faces ( also obtained
from Flickr) with yaw degree up to 90◦ and is a popular
benchmark for the evaluation of face alignment algorithms.
The images are quite diverse in terms of pose, expression
and illumination. The number of visible points also varies
depending on the pose and occlusion. However, the
locations of occluded points are to be predicted for images
in the AFW testset.
AFLW provides at most 21 points for each face. It excludes
coordinates for invisible landmarks and in our method
such invisible points are labelled as background. In many
cases such as in [33], invisible points are hallucinated and
re-annotated thereafter.
Testing Protocols:
(I)AFLW-PIFA: We follow the protocol used in PIFA [13].
We randomly select 23, 386 images for training and the
remaining 1, 000 for testing. We divide the test images in
three groups with equal number of images in each group as
done in [13]: [0◦, 30◦], [30◦, 60◦] and [60◦, 90◦].
(II)AFLW-Full: We also test on the full test set of AFLW
of sample size 1, 000.
(III)AFW: We only use AFW for testing purposes. We
follow the protocol as stated in [35]. AFW provides 468
images in total, out of which 329 faces have height and
width greater than 150 pixels. We only evaluate on those
329 images following the protocol of [35].
Evaluation metric: Following most previous works,
we obtain the error for each test sample via averaging
normalized errors for all annotated landmarks. We illus-
trate our results with mean error over all samples, or via
Cumulative Error Distribution (CED) curve. For pose, we
evaluate on continuous pose predictions as well as their
discretized versions rounded to nearest 15◦. We report
the continuous mean absolute error for the AFLW testset
and plot the Cumulative Error Distribution curve for AFW
dataset. All the experiments including training and testing
were performed using the Caffe [12] framework and four
Nvidia TITAN-X GPUs. Being a non-iterative and single
shot keypoint prediction method, our method is fast and
can process 7-8 frames per second on 1 GPU only.
AFLW AFW
Method NME NME
TSPM [35] - 11.09
CDM [2] 12.44 9.13
RCPR [5] 7.85 -
ESR [6] 8.24 -
PIFA [13] 6.8 9.42
3DDFA [34] 5.32 -
LPFA-3D [14] 4.72 7.43
EMRT [32] 4.01 3.55
Hyperface [19] 4.26
CCL [33] 5.85 2.45
Rec Enc-Dec [1] >6 -
Ours 3.93 3.28
Table 1: Comparison of the proposed method with other
state of the art methods. NME stands for normalized mean
error. For AFLW, numbers for other methods are taken from
respective papers following the PIFA protocol. For AFW,
the numbers are taken from respective published works fol-
lowing the protocol of [35].
We would like to make a note that the testing protocols
I and II are most relevant to this work since protocol III
requires the prediction of invisible points. As mentioned in
section 3.1.3 the pixel corresponding to the invisible points
are labeled as background. This also enables the network
to handle internal and external object occlusion. However,
visual inspection of the results shows that ignoring the visi-
bility, the prediction of invisible points from the heatmap is
also very accurate. This shows the effectiveness of the ex-
plicit message passing layers between different keypoints.
Method AFLW-PIFA AFLW-FULL AFW
Ours 3.93 3.56 3.35
Table 2: Summary of performance on different protocols of
AFLW and AFW by the proposed method.
Figure 8: Cumulative error distribution curves for landmark
localization on the AFLW dataset. The numbers in the leg-
end are the average normalized mean error normalized by
the face size.
Figure 9: Cumulative error distribution curves for landmark
localization on the AFW dataset. The numbers in the leg-
end are the fraction of testing faces that have average error
below (5%) of the face size.
Results: Table 1 compares the performance of proposed
method over other existing methods. Table 2 summarizes
Figure 10: Qualitative results generated from the proposed method. The green dots represent the predicted points. First row
are the test samples from AFLW. Second row shows the samples from AFW dataset.
Figure 11: Cumulative error distribution curves for pose es-
timation on AFW dataset. The numbers in the legend are
the percentage of faces that are labeled within ±15◦ error
tolerance
the performance of the proposed method over different pro-
tocols. Figures 8 and 9 shows the cumulative error distribu-
tion in predicting on the AFLW and AFW test sets. Figure
11 shows the cumulative error distribution in pose estima-
tion on AFW. Figure 10 shows some qualitative results from
AFLW and AFW testsets. In cases where a partial face is
present inside the face bounding box, high probability on
the heatmap was observed at keypoints of the partial face,
in absence of message passing layers. This was effectively
mitigated by the proposed message passing convolution lay-
ers.
It is clear from the table that the proposed method out-
performs other state-of-the art methods on AFLW dataset. It
also outperforms all other methods except CCL [33] on the
AFW dataset. [33] reannotates the AFLW dataset with 19
points along with the invisible points leaving the ear points.
The evaluation on AFW requires the coordinates of invisi-
ble points to be calculated as well. However, in our method
invisible points are marked as background during training.
Such invisible points are only constrained by the convolu-
tional relationships models and constrained shape predic-
tion. We conjecture that training on the reannotated data
and using deeper models for regression, would make the
prediction of occluded points more precise.
6. Conclusion
In this work, we propose the idea of head pose con-
ditioned modeling of correlations among different fiducial
points for the task of face alignment through convolution-
deconvolution networks. A feature level transfer of mes-
sages among keypoints delivers more detailed description
about other keypoints than score maps. However, since for
face images in extreme poses, information received from
unstable keypoints is not meaningful, we propose condi-
tioning the transfer of information based on head pose. A
tree structure model is proposed for an effective message
transfer. We show that without using cascade regression or
3D modeling approach, the proposed method not only per-
forms comparable to those methods for the task of keypoint
detection, but also for 3D head pose estimation. We tackle
the problem of large number of parameters by using Resid-
ual Squeezenet networks.
The proposed method provides a general framework that
can be further applied to other localization specific tasks
such as human pose estimation. In future, we plan to ex-
plore the proposed method for other tasks and for broader
impact.
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