The dorsal lateral geniculate nucleus (dLGN) receives visual information from the retina and transmits it to the cortex. In this study, we made extracellular recordings in the dLGN of both anesthetized and awake mice, and found that a surprisingly high proportion of cells were selective for stimulus orientation. The orientation selectivity of dLGN cells was unchanged after silencing the visual cortex pharmacologically, indicating that it is not due to cortical feedback. The orientation tuning of some dLGN cells correlated with their elongated receptive fields, while in others orientation selectivity was observed despite the fact that their receptive fields were circular, suggesting that their retinal input might already be orientation selective. Consistently, we revealed orientation/axis-selective ganglion cells in the mouse retina using multielectrode arrays in an in vitro preparation. Furthermore, the orientation tuning of dLGN cells was largely maintained at different stimulus contrasts, which could be sufficiently explained by a simple linear feedforward model. We also compared the degree of orientation selectivity in different visual structures under the same recording condition. Compared with the dLGN, orientation selectivity is greatly improved in the visual cortex, but is similar in the superior colliculus, another major retinal target. Together, our results demonstrate prominent orientation selectivity in the mouse dLGN, which may potentially contribute to visual processing in the cortex.
Introduction
Visual information is first processed by the retina and then transmitted through the dorsal lateral geniculate nucleus (dLGN) to the cortex. Although scattered studies have reported that dLGN cells may be involved in coding diverse spatial-temporal visual features (Daniels et al., 1977; Lee et al., 1979; Vidyasagar and Urbas, 1982; Soodak et al., 1987; Moore et al., 2011) , the dLGN is still largely viewed as a pure relay center that is optimally stimulated by small spots of light or darkness, just like retinal ganglion cells (RGCs). The detection of more complicated features, especially stimulus orientations, is believed to be a signature property emerged in the cortex (Ferster and Miller, 2000) .
Recent studies have started to change this view. First, given the functional complexity of RGCs, it is unlikely that all dLGN cells only encode local contrast. In particular, a substantial portion of RGCs are sensitive to specific orientations or motion directions (Barlow and Hill, 1963; Weng et al., 2005) . These RGCs were thought to project exclusively to the accessory optic system (Simpson, 1984) . It was, however, recently discovered in mice that at least two subpopulations of direction-selective RGCs project to the dLGN (Huberman et al., 2009; Rivlin-Etzion et al., 2011) , raising the possibility that they may influence the response properties in the dLGN and in turn the cortex. Second, the dLGN is clearly more than a relay. Multiple RGCs can converge on to single dLGN cells (Chen and Regehr, 2000) , which are also innervated by local interneurons, other thalamic nuclei, and cortical feedback (Olsen et al., 2012) . The integration of these inputs could potentially produce new response properties in the dLGN.
Mouse has become an important model in vision research during the past decade. For example, extensive efforts are being made to decipher the mechanisms underlying orientation selectivity in the mouse visual cortex Tan et al., 2011; Lee et al., 2012; Wilson et al., 2012) . The computation in cortical circuits, however, cannot be fully understood without knowing the properties of its input, the dLGN. The initial characterization of mouse dLGN (Grubb and Thompson, 2003) confirmed several canonical properties, but did not investigate direction/orientation selectivity. Very recently, direction-and orientation-selective cells were indeed revealed in the mouse dLGN (Marshel et al., 2012; Piscopo et al., 2013) .
In this study, we performed electrophysiology recordings to show that a substantial population of dLGN cells in mice displays orientation-selective responses and that the orientation selectivity does not require cortical feedback. We further show that the orientation tuning of some dLGN cells can be ascribed to their elongated receptive fields (RFs), while in others the selectivity is likely inherited from retinal inputs. Finally, the orientation tuning of dLGN cells is largely maintained at different stimulus contrasts, which can be sufficiently explained by a linear feedforward model. Together, our results indicate that orientation selectivity is surprisingly
In vivo extracellular recording and visual stimuli
For dLGN recordings, tungsten electrodes (5-10 M⍀; FHC) were inserted vertically into the brain. Electrical signals were sampled at 25 kHz using a System 3 workstation (Tucker Davis Technologies). The signal was filtered between 0.3 and 5 kHz for spikes, and between 10 and 300 Hz for local field potentials. Only one unit at a time was recorded in nearly all cases. OpenSorter (Tucker Davis Technologies) was used to remove occasional large electrical artifacts or to sort two very different waveforms in a few cases. Interspike intervals were checked in all recordings to ensure single units.
Visual stimuli were generated with a Matlab Psychophysics toolbox (Pelli, 1997), as described previously (Niell and Stryker, 2008; Wang et al., 2010a) . Stimuli were presented using a CRT monitor (60 Hz refresh rate, ϳ35 cd/m 2 luminance) placed 25 cm away and in front of the animal. The viewing angle was ϳ40°on each side, 45°above, and 15°b elow (Fig. 1A) . For testing direction/orientation selectivity, full-field sinusoidal gratings drifting perpendicular to their orientations were used. Drifting direction varied between 0°and 330°(12 steps at 30°spacing) in a pseudorandom sequence. Spatial frequency varied between 0.01 and 0.08 cycle/°(cpd; four logarithmic steps). Temporal frequency was fixed at 2 cycle/s. Each stimulus contained three cycles (1.5 s), with a 0.5 s interstimulus interval. In a subset of cells, single bright or dark bars (80°long and 5°wide) of various orientations (0°to 165°, 12 steps at 15°spacing) were centered at the RF and flashed on for 500 ms. The contrast of the bars was chosen to match the ON/OFF sign of the receptive field for each cell.
For mapping RFs in the dLGN, Gaussian noise movies were generated in the frequency domain and filtered (low-pass, spatial frequency cutoff at 0.08 cpd, temporal frequency at 4 Hz; Niell and Stryker, 2008; Sarnaik et al., 2013) . The movie was generated at 60 ϫ 60 pixels and displayed at 600 ϫ 600 pixels on the monitor, covering ϳ60 ϫ 60°in visual space. It contained 9000 frames and was presented at 30 Hz (5 min in duration). The movie was multiplied with a sinusoidally varying contrast of 0.1 Hz to prevent response adaptation and was presented three to four times to 1, 11.7, 11.0, and 12 .6 spikes/s, from left to right. D, Distribution of direction/orientation-selective cells, with a cutoff of 0.33 for DSI and OSI (n ϭ 54). E, The same distribution with a cutoff of 0.5. F, Distribution of DSI (n ϭ 54, median ϭ 0.27). G, Distribution of OSI (n ϭ 54, median ϭ 0.41). H, Distribution of global OSI (n ϭ 54, median ϭ 0.19).
evoke a sufficient number of spikes. The visual stimuli were gamma corrected and displayed on a gray scale of 255 levels.
Silencing the visual cortex
Muscimol (Sigma-Aldrich) was use to acutely silence the visual cortex. A glass pipette with a tip of ϳ10 m was filled with 40 mM muscimol and 0.25% Fast Green in ACSF. A tiny amount of sun flower oil (SigmaAldrich) was sucked into the tip of the pipette to prevent the drug solution from leaking. The pipette was inserted into V1 (ϳ3 mm lateral and 0.5 mm anterior to the Lambda point) at 700 m deep. Single units were first recorded in the dLGN, and then 0.5 l of the muscimol solution was pressure injected into V1, using a syringe connected to the pipette. The color of Fast Green could be seen within ϳ1 mm from the injection site. The same single units were recorded again 1 min after muscimol injection.
Two sets of control experiments were performed to validate the effect and spread of muscimol injections. In one, the electrode was placed in V1 to record visually evoked local field potentials (VEPs) in response to a flashing black-and-white checkerboard stimulus (12.5 ϫ 12.5°for each checker) at 200, 400, 600, and 800 m depths. The VEPs were recorded again after the muscimol solution was injected ϳ300 m from the recording site to confirm the lack of cortical response. Additionally, we used intrinsic imaging to examine the responsiveness of the entire visual cortex before and after muscimol injections. The cortical retinotopic map at the elevation axis was obtained through the contralateral eye using our published method , and its magnitude was analyzed as an indicator of cortical responsiveness.
In vitro retinal recording
Mice were dark adapted for at least 30 min before being killed by direct cervical dislocation. Retinas were then isolated under infrared illumination, and their superior edge was marked during the dissection. The retinas were transferred into the recording chamber with the ganglion cell layer in contact with a 256-channel multielectrode array (256 MEA-200/30iR-ITO, Multichannel Systems). Throughout the experiment, oxygenated (95% O 2 , 5% CO 2 ) ACSF (in mM: NaCl 124, KCl 2.5, CaCl 2 2, MgCl 2 2, NaH 2 PO 4 1.25, glucose 22, NaHCO 3 26, and HEPES 20) was perfused, and the temperature was maintained at 33.5°C (Cantrell et al., 2010) .
Visual stimulus was projected onto the retina through an LCD display (KCD-VDCF-BA, Kopin). Full-field drifting gratings at 4 different spatial frequencies (125, 250, 500, and 1000 m/cycle) and 12 orientations (0 -330°, 12 steps at 30°spacing) were presented in a pseudorandom sequence. The temporal frequency was fixed at 2 cycles/s. Each stimulus contained 5 cycles (2.5 s), and was repeated four times. For mapping RFs, a Gaussian white-noise stimulus composed of 36 ϫ 48 of 100 ϫ 100 m square checkers was used as described previously (Cantrell et al., 2010) . Full-field flash (1 s ON and 1 s OFF) was used to study their ON/OFF properties. The electrical signal was sampled at 25 kHz, and spike waveforms were sorted into single units in an Offline Sorter (Plexon).
Data analysis
Orientation and direction selectivity. In one set of experiments, all dLGN cells that could be isolated as single units were recorded, unbiased by the response selectivity. Four to five repeats were recorded for each stimulus condition. Data from these experiments were used to analyze orientation and direction selectivity in the dLGN. In another set of experiments, the recording would be discontinued after sampling each stimulus condition by two to three repeats if the cell's response was obviously not orientation selective. Only orientation-selective cells were further investigated for their receptive field structures or contrast tuning. Data from these experiments were included in analyses specific for orientation-selective cells, but were not included for analyzing the overall distribution of dLGN selectivity since the sampling was biased. The amplitude of visually evoked responses was calculated by subtracting the spontaneous spiking rate from that to each stimulus condition.
Direction selectivity index (DSI) was calculated as the ratio of (R pref Ϫ R opp )/(R pref ϩ R opp ), where R pref was the response at the preferred direction and R opp was the response at the opposite direction. Orientation selectivity index (OSI) was calculated as the ratio of (R pref Ϫ R orth )/(R pref ϩ R orth ), where R orth was the mean response at the two directions orthogonal to the preferred one. Global OSI was calculated as 1 Ϫ circular variance (Piscopo et al., 2013) . To analyze response modulation, F0, F1, and F2 were calculated as the mean response magnitude, and the amplitude of the first and second harmonics in the Fourier transform.
The responses at 12 orientations were fitted with a bimodal Gaussian, as follows:
where R is the response, is the direction, R 0 is the baseline, pref is the preferred direction, is the SD, and A 1 and A 2 are the peak amplitudes. Tuning width (TW) was quantified based on the peak of the fitted curve around the preferred direction and was calculated as the half-width of the half-maximum above the baseline of the fitted tuning curve.
Half of the complex phase of ͚R()e 2i /͚R() was calculated and then converted to stimulus orientation in the range of 0 -180 (Wang et al., 2010a) .
For retinal recording, direction and orientation selectivity were quantified following the same method. Within each stimulus trial, the first cycle (0.5 s) was excluded from the analysis because it was often contaminated by strong transient responses to the appearance of the gratings.
Receptive field mapping. The spatial-temporal RF was obtained for each cell using the spike-triggered average (STA) method (Jones and Palmer, 1987; Ringach et al., 1997) by calculating the mean of the movie frames preceding each spike. In this study, we focused only on the spatial aspect of the RF. The frame at which the maximal STA magnitude occurred was selected for further analysis.
The STA was first thresholded to remove noise. Two different methods were used. In one, the STA magnitude at each pixel was first transformed into its absolute value. For each cell, the mean noise level was calculated within a 20 ϫ 20°area at the top left corner, which did not overlap with the RFs in any of our recordings. The threshold was set as 5ϫ the mean. In a few cases, some blobs of noise remained after thresholding and were removed manually. All such noise blobs were discontinuous and far away from the obvious RF. The values in the STA were then returned to their original signs. In the other method, the threshold was set as the mean Ϯ 3ϫ the SD of the noise area (without taking absolute value). The results using the first method were presented in the article, but the same conclusions were reached using both methods.
The RF was then fitted by a single 2-dimensional (2D) Gaussian to determine its orientation and aspect ratio. In the two cells where multiGaussian fitting was attempted, we first showed that their RFs contained multiple peaks. Because the long axis of the RFs happened to be vertical in both cells, the STA values were summed along each row of the horizontal axis. The integrated intensity curves were then fitted with multiple 1D Gaussians. For both 1D and 2D fittings, the number of Gaussians was manually set, and all other parameters were automatically estimated by the fitting algorithm (MATLAB, Mathworks).
For RF analysis of RGCs, we only included cells that had STA contrast (Cantrell et al., 2010) larger than 15 and the fitted RF area larger than 2 square checkers of the noise stimulus. A response dominance index (RDI) was calculated for each RGC as (R ON Ϫ R OFF )/(R ON ϩ R OFF ) to full-field flash (Cantrell et al., 2010) , where R ON and R OFF were calculated as the peak responses with a 10 ms bin width.
Contrast tuning property. After characterizing direction and spatial frequency tuning, the cells' responses were recorded to drifting gratings at their preferred direction and spatial frequency, at four different contrasts: 25, 50, 75, and 100%. The contrast tuning curve was fitted with the following equation to estimate the contrast that evoked 50% of response (C 50 ):
where R is the response, R max is the maximal response, and C is the contrast. The estimated C 50 was then used to study the cells' orientation tuning at different contrasts. In the majority of experiments (n ϭ 14/18 cells), drifting gratings with 12 orientations at the C 50 were presented. In a small number of experiments (n ϭ 4/18), the orientation tuning was characterized at one of the three tested contrasts (25, 50, and 75%), whichever was the closest to the estimated C 50 . Data were pooled together from these two sets of experiments for analysis. A simple feedforward model was used to explain the maintained orientation tuning at different contrasts. Assuming that the input-output transformation is a threshold-linear function, the responses at high and low contrasts can be described as follows:
where R high and R low are the responses at two different contrasts, x is the input strength at the low contrast, K is the ratio of the two input strengths, s is the slope of the input-output transformation above the threshold, and T is the threshold (see text for the assumptions and reasoning of the equations).
Substitute R low for x in the second equation gives:
Since K Ͼ 1 (input at the higher contrast is stronger than that at the lower contrast), the equation represents a straight line with a positive slope and y-intercept.
Results

Orientation-and direction-selective responses in the mouse dLGN
In the first set of experiments, 54 single units were recorded in the dLGN of urethane-anesthetized mice. These included cells driven by the contralateral eye (n ϭ 48/54, 88.9%) and those by the ipsilateral eye (n ϭ 6/54, 11.1%). Many cells showed strong orientation-and/or direction-selective responses to full-field drifting gratings (Fig. 1B) . To quantify this, we calculated the DSI and OSI for each cell by comparing the response magnitude at different directions/orientations (see Materials and Methods for details). A wide range of direction and orientation selectivity was observed ( Fig. 1C) , with a median DSI of 0.27 and median OSI of 0.41 (Fig. 1 F, G) . Using a cutoff of 0.33, a 2:1 ratio for the preferred over nonpreferred responses, 37.0% were classified as nonselective (OSI Ͻ 0.33 and DSI Ͻ 0.33), and 63.0% as selective (OSI Ͼ 0.33 or DSI Ͼ 0.33; Fig. 1D ). Even with a stricter criterion, nearly half of the cells (n ϭ 26/54, 48.2%) had either OSI or DSI Ͼ0.5 (a 3:1 ratio for the preferred over nonpreferred responses; Fig. 1E ). The selective responses were observed through both contralateral and ipsilateral eyes. In the six ipsilaterally responsive cells included in this analysis, two had OSI values Ͼ0.33. Furthermore, orientation/direction-selective responses were seen in the dLGN of awake mice (n ϭ 8/14 had OSI or DSI Ͼ 0.5, as in the example shown in Fig. 1B To further characterize the tuning properties of orientation-selective cells (OSI Ն 0.33, as widely used in the studies of mouse cortical selectivity: Wang et al., 2010a; Liu et al., 2011) , we quantified their tuning widths and preferred orientations. The tuning widths distributed between 20°and 50°in most cells, with a median of 37.7°( Fig. 2A) . Interestingly, the distribution of the preferred orientations was biased toward the vertical orientation ( p Ͻ 0.05, 2 test), although it spanned the entire range from vertical to horizontal (Fig. 2B) . We next analyzed the linearity of the recorded cells by calculating F0 (mean), F1 (modulation at the drifting frequency), and F2 (at twice of the drifting frequency) components of their responses. The F1/F0 ratio was Ͼ1 in most dLGN cells (indication of linear response), but, on average, it was significantly smaller in the highly selective cells that had OSI values Ͼ0.5 ( p Ͻ 0.05; Fig.  2C ), which is consistent with a recent report (Piscopo et al., 2013) . On the other hand, the F2 values were nearly always smaller than F1 values, resulting in similarly small F2/F1 ratios in the two groups ( p ϭ 0.97; Fig. 2D ).
Orientation selectivity improves in the primary visual cortex
Orientation selectivity is a signature feature of the primary visual cortex (V1), and is conserved in rodents, carnivores, and primates (Hubel and Wiesel, 1962, 1968; Niell and Stryker, 2008) . The discovery that a substantial portion of dLGN cells are selective for stimulus orientation raises the possibility that orientation selectivity in mouse V1 may originate subcortically. We thus compared orientation selectivity in the dLGN and V1 in anesthetized mice. While cells in the two areas showed no difference in DSI (Fig. 3A) , the OSI and global OSI were much higher in V1 than in dLGN (Fig. 3 B, C) . In fact, 78.6% of V1 cells (n ϭ 77/98) had OSI values Ͼ0.5, compared with 38.9% in the dLGN. The tuning width was also significantly sharper in V1 (Fig. 3D) . Furthermore, unlike the dLGN cells, V1 cells did not show any bias in their preferred orientations across the population ( p ϭ 0.7, 2 test; Fig. 3E ), which is consistent with a previous report (Rochefort et al., 2011) . These observations thus confirm that cortical circuits play an essential role in implementing orientation selectivity, although the process may actually start subcortically in mice.
In cats and primates, orientation-selective responses were also observed in the dLGN (Daniels et al., 1977; Lee et al., 1979) . But they were primarily found at higher spatial frequencies than what most V1 cells prefer (Soodak et al., 1987) , suggesting a limited contribution of the dLGN to cortical selectivity in those species. In mice, we found that the dLGN cells prefer lower spatial frequency than V1 cells (Fig. 3F ) . Importantly, at the preferred spa- . Orientation selectivity in the dLGN does not require cortical feedback. A, The dLGN receives feedforward input from the retina, and feedback input directly and indirectly from the cortex. B, Injection of muscimol solution completely abolished VEPs at different depths in V1. C, Responses before (red) and after (blue) muscimol injection in an example cell. D, Normalized responses before (red) and after (blue) muscimol injection (n ϭ 8). All responses were normalized by the peak response before injection, and the preferred direction of each cell was aligned. E, F, OSI and TW before and after muscimol injection (n ϭ 8, p ϭ 0.22 for OSI and n ϭ 0.99 for TW, paired t test).
tial frequencies of most V1 cells (0.02 and 0.04 cpd), Ͼ60% of dLGN cells had OSI values Ͼ0.33 (Fig. 3G) , suggesting that the dLGN selectivity could contribute to cortical responses.
Orientation selectivity in the dLGN is not due to cortical feedback We next investigated the origin of orientation selectivity in the dLGN. In addition to the feedforward inputs from RGCs, dLGN cells also receive inputs from several other sources, including feedback inputs from layer 6 neurons in V1. Layer 6 cells can influence the dLGN directly or indirectly through the reticular nucleus (RTN; Fig. 4A ). Since the majority of V1 layer 6 cells are orientation selective (Niell and Stryker, 2008) , it is possible that the selectivity in the dLGN may be due to cortical feedback.
To test this possibility, we injected muscimol solution (0.5 l, 40 mM) to silence V1, and recorded the same dLGN cells before and after injection. After injection, VEPs were completely eliminated at all tested depths (Fig. 4B ) and the effect spread across the entire V1, as validated by the nearly abolished intrinsic signals (data not shown). As shown in Figure 4C , the example cell increased its responses at some orientations after silencing V1, but the selectivity persisted. The averaged tuning curves of all recorded cells (n ϭ 8) showed the same trend: silencing V1 slightly increased dLGN responses at or near the preferred orientations (Fig. 4D) , consistent with a previous report that the impact of the inhibitory pathway through the RTN is stronger than the direct excitatory pathway (Olsen et al., 2012) . More importantly, the shape of the tuning curve maintained in the absence of V1 input (Fig. 4D) , and the OSI and tuning width did not change (Fig. 4 E, F ) . These results indicate that the observed selectivity in the dLGN is not due to cortical feedback. The feedforward retinal input, therefore, is a possible source for orientation selectivity in the mouse dLGN.
Receptive field structures of orientation-selective dLGN cells
We next studied the RF structures of orientation-selective cells in the mouse dLGN. A noise movie with modulated contrast was used to elicit visual responses, and the RF was mapped by calculating the STA of the movie frames (see Materials and Methods for details). Thirty of the 31 RFs mapped with this method were of a single sign of ON or OFF, likely because the RF surround in mice is too weak to be revealed by our method. In some cells, the RF was elongated and the orientation of its major axis appeared to match with the cell's preferred orientation (Fig. 5A) . Interestingly, other cells showed circular RFs, but were orientation selective nevertheless (Fig. 5B) .
We fitted each RF with a single 2-dimensional Gaussian (Fig. 5 A, B ; see Materials and Methods for details) and calculated its aspect ratio (major axis over minor axis). The RFs were classified into circular (Fig. 5C-F, green) and elongated ( Fig. 5C-F, red) , based on whether their aspect ratios were Ͼ1.3. For the vast majority of cells that had elongated RFs, the orientation preferences were well predicted by their RFs (difference Ͻ25°, n ϭ 9/10; Fig. 5 D, E) . On the other hand, most circular RFs showed a difference of Ͼ25°(n ϭ 15/20; Fig. 5D ). Furthermore, the tuning width of the circular RF cells ranged from 10°to 50°, suggesting that their selectivity is probably determined by their tuned synaptic inputs instead of the RF shape (Fig. 5F ). Contours of fitted Gaussians at 2ϫ SD were superimposed (black line). In both panels, the color scale ranged from Ϫ20 to 20 (the full range of visual stimulus was from Ϫ127 to 127). Inset, Polar plot of the cell's responses to drifting gratings. The radius of the polar plot represented 19.1 and 15.8 spikes/s, respectively. C, Distribution of aspect ratios of the RFs. Cells in the first three columns were classified as circular RFs (green), and the rest as elongated RFs (red; n ϭ 30). D, The difference between the cell's preferred orientation and the orientation of the major axis of its RF decreased with the aspect ratio (n ϭ 30, correlation coefficient ϭϪ0.43, p ϭ 0.02). E, The RF orientation predicted the preferred orientation in the cells with elongated RFs. F, TW plotted as a function of the RF's aspect ratio (n ϭ 30, correlation coefficient ϭ Ϫ0.12, p ϭ 0.55).
The elongated RFs in some dLGN cells could be either inherited from single RGCs that have elongated RFs or achieved by combining inputs from several RGCs with spatially offset circular RFs. Although we did not map RGC-dLGN connectivity directly, some clues in our data suggested the existence of the second scenario. In two dLGN cells, their RFs displayed multiple peaks and were apparently better fitted by multiple Gaussian distributions, rather than a single one (Fig. 6) The multiple peaks may reflect the RFs of the different RGCs that converge on to the dLGN cells.
We next examined whether the selective dLGN cells, especially the ones that have circular RFs, are selective for orientation or axis of motion. We flashed single bars of various orientations that were centered at the RF of the recorded cells. The dLGN cells that were selective to drifting gratings [OSI to drifting gratings (OSI DG ) Ͼ0.33] indeed showed orientation-selective responses to the flashed bars (Fig. 7A-C) , with most of them (14/17) having an OSI to flash bars (OSI FB ) Ͼ0.33 (Fig. 7D) . Most of these cells were also tuned to similar orientations in response to the two types of stimuli (p Ͻ 0.01, n ϭ 17; Fig. 7E ). These results thus indicate that a substantial population of dLGN cells are truly selective for stimulus orientation.
Orientation-selective RGCs in the mouse retina
The orientation selectivity of dLGN cells that have circular RFs is likely inherited from orientation-selective RGCs or by combining two direction-selective RGCs that prefer opposite directions. Many RGCs in the mouse retina are known to be direction selective (Weng et al., 2005; Elstrott et al., 2008) . Orientationselective (also called "axis-selective") RGCs have been observed in primates, cats, and rabbits (Levick and Thibos, 1982; Passaglia et al., 2002; Venkataramani and Taylor, 2010) , and after repetitive stimulations in mice (Rivlin-Etzion et al., 2012). We thus recorded visual responses of mouse RGCs in vitro using a multielectrode array without conditioning stimuli (Fig. 8A) . The retina was stimulated by full-field drifting gratings of different orientations and spatial frequencies (see Materials and Methods for details). Direction and orientation selectivity was analyzed at the optimal spatial frequency for each cell. Orientationselective RGCs were indeed observed (Fig.  8 B, C) , with 42.8% of our recorded RGCs having OSIs Ͼ0.33 (n ϭ 332/776) and 21.9% Ͼ0.5 (n ϭ 170/776, Fig. 8 D, E) . Similar distributions of OSIs were observed in the four quadrants of the retina (Fig. 8F ) . Note that these high OSI cells included truly orientation-or axis-selective cells, as about half of them had small DSI values (n ϭ 159/332 cells that had OSI Ͼ0.33 also had DSI Ͻ0.33), i.e., similarly high responses to the two opposite directions of the same orientation. The radius of the plot was 33.2 spikes/s. Note that each value was represented twice on this plot as the orientation was varied in the range of0 -180°.D,ScatterplotofOSI DG andOSI FB (nϭ17).CellswithcircularRFsareingreen,andcellswithelongatedRFsareinred.Theunity line (solid black) and the cutoff value for the selective group (dashed black) were marked. E, Scatter plot of the preferred orientations in response to drifting gratings and flashing bars (n ϭ 17, correlation coefficient ϭ 0.76, p Ͻ 0.01).
We also analyzed the ON/OFF properties of the highly selective RGCs (OSI Ͼ0.5) by calculating an RDI to full-field flashes (Cantrell et al., 2010) . These selective RGCs included more cells that had positive RDIs (i.e., single-signed ON cells) than the nonselective group ( p Ͻ 0.001; n ϭ 146 for the selective group and n ϭ 628 for the nonselective group; Fig. 8G ). Consistently, the selective RGCs also had a larger F1/F0 ratio (more linear) in response to drifting gratings ( p Ͻ 0.01; Fig. 8H ). The F2/F1 ratio was similar between the two groups ( p ϭ 0.17; Fig. 8I ), as in the dLGN. The fact that the selective cells are more linear in the retina and less linear in the dLGN (Fig. 2C) could be in part due to a targeting specificity, where orientation/axis-selective ON RGCs may preferentially project to other brain areas such as the superior colliculus (SC) and accessory optic system. We next mapped the RFs of the selective RGCs (OSI Ͼ0.33, n ϭ 101) with a Gaussian white noise stimulus (see Materials and Methods for details). These selective cells bore either circular (Fig. 9 A, B) or elongated RFs (Fig. 9C,D) . The long axis of some elongated RFs matched with their preferred orientations in response to drifting gratings, while the others did not ( Fig. 9E ; p ϭ 0.43, n ϭ 101). Because our RF mapping method with extracellular recordings and minimized spatial-temporal correlation in the stimulus was likely only able to reveal the excitatory core of the RF, these results indicate that the shape of the excitatory RF alone is not the principal determinant of RGC selectivity. This is consistent with previous reports that both direction and orientation selectivity of RGCs are mediated by the asymmetric interaction of excitation and inhibi- tion in retinal circuits, without requiring elongated RFs (Venkataramani and Taylor, 2010; Briggman et al., 2011; . Alternatively, RGCs could acquire orientation preference through electrical coupling with neighboring RGCs of the same sign (Völgyi et al., 2009) , where the coupled cells may respond more to orientations that activate them simultaneously (but such coupling may be too weak to be revealed by the RF mapping method).
These selective RGCs could give rise to orientation selectivity in the dLGN directly or by converging inputs from two cells that prefer opposite directions. In the second scenario, the RFs of the two presynaptic RGCs, if aligned in their excitatory regions, could make the postsynaptic dLGN cell not only selective for two opposite moving directions (motion axis), but also for a particular orientation of static stimuli (e.g., flashed bars) due to the elongated inhibitory subfield, even though its excitatory RF is circular (Fig. 9F ) .
Contrast invariance of orientation selectivity in the dLGN
In V1, the response of orientation-selective cells increases with stimulus contrast, but their orientation selectivity is preserved, a phenomenon conventionally referred to as contrast invariance (Skottun et al., 1987) . Since we revealed substantial selectivity in the mouse dLGN, we sought to understand how contrast influences the orientation tuning of dLGN cells.
We compared the orientation tuning of dLGN cells at 100% contrast and at a low contrast that evoked ϳ50% response at the preferred orientation (49.6 Ϯ 3.0%, n ϭ 18). The choice of half-peak contrast was to avoid complications from nonreliable responses at very low contrasts and saturated responses at high contrasts. The response magnitudes were greater at the 100% contrast across all orientations (Fig. 10 A, B) , while the shapes of the tuning curves were nearly identical ( Fig. 10B,  inset ; note the slightly elevated baseline at the high contrast after normalization).
A central problem to explain V1 contrast invariance arises from the relationship between the cell's synaptic input and its spiking threshold (Finn et al., 2007) . Cortical cells receive substantial inputs even at the nonpreferred orientations. These inputs could potentially reach the threshold with increasing contrast and thus weaken orientation selectivity (i.e., the iceberg effect). Either intracortical inhibition or contrastmodulated variability is needed to account for contrast invariance (Anderson et al., 2000; . Such an iceberg effect is not a major issue in the mouse dLGN due to the broad orientation tuning. The tuning curve was already above zero at all orientations, even at the low contrast (Fig. 10B ). Higher contrast, therefore, would not unmask responses at more orientations.
Even with nonzero responses across all orientations, the tuning curves at different contrasts could still differ in shape. We next tested quantitatively whether a simple feedforward model can account for the largely maintained tuning curves at different contrasts. If we assume the input strength increases with the contrast across all orientations proportionally and a threshold-linear input-output function in the dLGN cells, the relationship between the R low and R high values is a straight line with a positive y-intercept, when inputs are above the threshold at both conditions (see Materials and Methods for details):
where K is the ratio of the two input strengths, s is the slope of the input-output transformation above the threshold, and T is the threshold.
Indeed, the relationship of the normalized responses at the high versus low contrast was well described by R high ϭ1.76 R low ϩ 0.05 (Fig. 10C) . The scaling part (multiplied by 1.76) would change neither TW nor OSI, while the small positive y-intercept would slightly decrease OSI but not TW. Consistently, the TWs at low and high contrasts closely correlated (Fig. 10E) , and the distribution of TW difference (TW high Ϫ TW low ) peaked at zero (Fig. 10F ) . The OSI and global OSI values at the two contrasts were similar as well (Fig. 10 D, G) , but the distribution of OSI difference skewed toward negative (Fig. 10H ) . The difference of OSI at the two contrasts was moderate and did not reach the significance level ( p ϭ 0.29 for OSI and p ϭ 0.20 for global OSI, paired t test), which is consistent with the very small y-intercept (0.05) of the transformation line. The positive intercept (i.e., no response at the low contrast and a positive response at the high contrast) may reflect to a certain extent the distance between the cell's spiking threshold and its resting membrane potential. Indeed, a high spontaneous spiking rate was observed in the dLGN (2.66 Ϯ 0.42 spikes/s for dLGN, n ϭ 54; vs 0.49 Ϯ 0.11 spikes/s for V1, n ϭ 98; mean Ϯ SEM; p Ͻ 0.001, Kolmogorov-Smirnov test), indicating that the average membrane potential was already close to the threshold in the absence of any visual stimulation, and thus only a small intercept would occur.
Previous studies on cat cortical cells have demonstrated that a proportional scaling of feedforward inputs at different contrasts could not account for the maintained orientation tuning width. Nonlinear mechanisms have to be added to explain contrast invariance (Finn et al., 2007; Sadagopan and Ferster, 2012 ). In contrast to the sharply tuned cortical cells (Fig. 3B-D) , our results showed that a simple feedforward model is sufficient to explain contrast invariance in the broadly tuned dLGN cells without the need of any nonlinear computations.
Comparison of functional properties of the dLGN and superior colliculus
We finally compared the functional properties of the dLGN and SC, the two major targets of retinal projections. The SC data were taken from our previously published study reporting directionand orientation-selective responses in the mouse SC (Wang et al., 2010b) . It should be noted that, in the SC recordings, the visual stimulus was placed to cover the visual field contralateral to the recorded hemisphere, which was more temporal than in the current study.
Both dLGN and SC cells showed similar distributions of direction and orientation selectivity (Fig. 11A-C) . The most striking functional dichotomy between the two structures is their response linearity. The majority of SC cells showed small F1/F0 ratios, indicating a nonlinear response (Fig. 11D) , which has been shown to result from their overlapping ON/OFF RFs (Wang et al., 2010b) . In contrast, the majority of dLGN cells had high F1/F0 ratios, presumably due to their single-sign RFs. The larger overlap of ON/OFF pathways in the SC than dLGN could be in part ascribed to the higher convergence ratio in SC (Chandrasekaran et al., 2007) . However, it may be of interest for future studies to determine whether any molecular cues and/or plasticity rules are responsible for the distinct ON/OFF convergence patterns in the two structures.
Another difference between the SC and dLGN is their spatial frequency tuning. More SC cells preferred higher spatial frequencies than the dLGN cells (Fig. 11E ). This distinction may be due to a potential difference in their RF sizes. Additionally or alternatively, the difference in response linearity may contribute to the different spatial frequency preference. For dLGN cells, which have single-sign RFs, a high spatial frequency grating with its half wavelength smaller than the diameter of the RF can only activate and low (black) contrasts (n ϭ 18). All responses were normalized by the peak response at the high contrast, and the preferred direction of each cell was aligned. Inset, Tuning curves at high and low contrasts were scaled to the same peak. C, Relationship between the normalized responses at high and low contrasts. The data were fitted with a linear function. D, Correlation between global OSI at high and low contrasts ( p Ͻ 0.01). The mean Ϯ SEM for each axis was plotted as the purple dot and bars. The unity line was plotted as well (black). E, Correlation between TWs at high and low contrasts ( p Ͻ 0.001). F, Distribution of the differences between the TWs at high and low contrasts. The black dotted line marked 0. G, Weak correlation between the OSIs at high and low contrasts ( p ϭ 0.06). H, Distribution of the differences between OSIs at high and low contrasts. The black dotted line marked 0.
the RF partially at any given time. For SC cells with overlapping ON/OFF subfields, however, the same grating could activate a part of the ON and a part of the OFF subfields simultaneously, which could potentially evoke a strong response.
Discussion
Orientation selectivity in the dLGN
In this study, we performed electrophysiological recordings to study orientation-selective cells in the mouse dLGN. Almost 60% of the recorded dLGN cells had OSI Ͼ0.33, meaning that their responses at the preferred orientations were at least twice as large as those at the orthogonal orientations. Direction/orientationselective cells were recently observed in a superficial layer on the dorsal side of the dLGN (the "dorsal shell") in a functional imaging study (Marshel et al., 2012) . This observation is consistent with the anatomical projections of some subgroups of directionselective RGCs to the superficial dLGN (Huberman et al., 2009; Rivlin-Etzion et al., 2011) . Another recent study of mouse dLGN also found direction/orientation-selective cells that are enriched in the area where the direction-selective RGCs terminate (Piscopo et al., 2013) . Although we did not reconstruct the precise depth of our recordings, the observation that some orientationselective responses were driven by the ipsilateral eye suggests that the selective dLGN cells are not restricted to the dorsal surface, since ipsilaterally responsive neurons cluster in a patch underneath the dorsal shell .
Orientation-selective dLGN cells have been reported in cats and primates, including macaques, owl monkeys, and marmosets (Smith et al., 1990; White et al., 1998; Xu et al., 2002) , but the selectivity appeared less prominent in those species than what we reported here in mice. We converted the reported values in cats (Daniels et al., 1977; Vidyasagar and Urbas, 1982) to the same orientation selectivity index used here for comparisons. In cats, the percentage of dLGN cells that had OSI Ͼ0.33 were ϳ20 -40% (Table 1) . Highly selective cells (OSI Ͼ0.5) were ϳ5-8%, compared with almost 40% in our recordings in mice. Despite the difference in the percentage of selective cells, a couple of common features are shared across species. First, a lesion of V1 did not significantly alter the percentage of orientationselective dLGN cells in cats (Vidyasagar and Urbas, 1982) , consistent with our result that the dLGN selectivity was not due to cortical feedback. Second, as in mice, the preferred orientation was found to correlate with the RF shape in the dLGN cells that had elongated RFs in cats and primates (Soodak et al., 1987; Smith et al., 1990) . One difference is that the preferred orientations of dLGN cells were found to be biased toward the horizontal orientation in cats and primates (Vidyasagar and Urbas, 1982; Smith et al., 1990) , rather than a vertical bias observed in mice (also seen in the recent imaging study), which might be related to the laterally located eyes in mice. In a recent study of marmosets, a sparse population of koniocellular dLGN cells was found to have simple celllike RFs (segregated ON/OFF) and was orientation selective (Cheong et al., 2013) . In our recordings of mouse dLGN cells, however, the RFs of nearly all cells (n ϭ 30/31) were of single sign.
Contribution of dLGN orientation selectivity to cortical orientation selectivity
The functional significance of orientation selectivity in the dLGN relies critically on how it contributes to response properties in V1. Although dLGN orientation selectivity has been observed in cats and monkeys, three arguments have been made to challenge its significance in building up cortical selectivity (Ferster and Koch, 1987; Ferster, 1987) : (1) only a small portion of dLGN cells are orientation selective in these species; (2) most dLGN cells are only selective at high spatial frequencies (at most times, higher than their preferred spatial frequencies), while most cortical cells prefer lower spatial frequencies (Soodak et al., 1987) ; and (3) the convergence ratio from dLGN relay cells to single cortical cells is high so that any orientation preference in individual dLGN cells will likely be averaged out.
The first two arguments are not applicable to mice. First, we showed over half of mouse dLGN cells are selective. Second, the dLGN orientation selectivity was always analyzed at the cell's preferred spatial frequency, and similarly selective responses were observed at the spatial frequencies preferred by most V1 cells. For the convergence ratio from the dLGN to V1, electrical stimulation and cross-correlation studies estimated it to be ϳ30 in cats (Alonso et al., 2001 ). Although such experiments have not been done in mouse V1, studies of other cortical areas in rodents reported weak unitary EPSPs of the thalamocortical input, compared with the total input that single cortical cells receive during sensory stimulation (Bruno and Sakmann, 2006) . It is thus likely that the dLGN/V1 convergence ratio is also high in mice. High convergence ratio, however, does not rule out the possibility that individual selective dLGN cells may contribute to the postsynap- tic cortical cell's selectivity. The distribution of the preferred orientations of the presynaptic cells may be biased or the synaptic strength may be stronger for inputs that prefer particular orientations, either of which could result in an orientation bias in the postsynaptic cell's synaptic input. It was observed that individual mouse V1 neurons receive inputs that are tuned to widespread orientations, and the overall orientation preference is determined by the summation of the heterogeneously tuned synaptic inputs (Jia et al., 2010) . Some of those inputs may originate from the orientation-selective dLGN cells and could thus contribute to the overall tuning. Furthermore, it has been suggested for intracortical connections that some plasticity mechanisms may exist during development to boost the convergence of presynaptic cells with similar preferred orientations (Ko et al., 2011) . If similar mechanisms also work for thalamocortical connections, the orientation-selective dLGN cells may help determine cortical selectivity developmentally. Our data thus suggest that orientation-selective responses in the mouse dLGN could play a significant role in establishing cortical selectivity. However, it is important to note that our data do not argue against the importance of cortical circuits in implementing orientation selectivity, but in fact support it by showing that V1 selectivity is much better than in the dLGN.
Mechanisms underlying orientation selectivity in the dLGN
Our experiments ruled out the possibility that orientation selectivity in the dLGN may arise from cortical feedback. Three other mechanisms may underlie orientation selectivity in the mouse dLGN: (1) individual dLGN cells may combine inputs from the RGCs whose RFs are displaced spatially; (2) dLGN cells may directly inherit their selectivity from selective RGCs; and (3) the dLGN may compute orientation selectivity locally.
The convergence ratio from RGCs to dLGN cells is known to be low (2-3:1; Chen and Regehr, 2000) , making the first mechanism likely (but note that more RGCs may indirectly influence single dLGN cells through their gap junctions with other RGCs; Völgyi et al., 2009 ). For example, if a dLGN cell receives inputs from two RGCs, any spatial displacement of the RGCs' RF centers will potentially lead to an orientation bias. This possibility is supported by our observations of multiple-peak RFs in some dLGN cells and the correlation between the preferred orientation and RF shape. This mechanism, however, is unlikely to be the dominant cause, because more than half of the selective dLGN cells have nearly circular RFs. Both mechanisms 2 and 3 can give rise to orientation selectivity in such cells, and our methods do not allow us to tell them apart. The contribution of retinal versus intrageniculate circuits to dLGN selectivity has been studied in cats and is still controversial. Synaptic inputs, revealed by "S-potentials" (Cleland et al., 1971) , were shown to be as tuned as spikes in orientation-selective dLGN cells in cats (Soodak et al., 1987) , indicating a feedforward (retinal) origin of orientation selectivity. On the other hand, blocking GABAergic transmission in the dLGN dramatically weakened orientation selectivity (Vidyasagar, 1984) , interpreted to support the idea that dLGN orientation selectivity originates from local inhibitory circuits. This type of manipulation, however, is confounded by the saturation of the postsynaptic cell's responses. Inhibition may just play a permissive role in generating selective output by expanding the cell's dynamic range, while the bias to specific stimulus orientations may still be established by the excitatory input. The remaining orientation selectivity after the application of GABA receptor blocker, though diminished, is consistent with this interpretation. In addition, our result of the contrast's effect on dLGN orientation tuning is consistent with a dominant role of retinal inputs. With only a very simple assumption, the feedforward model was able to fully explain the observed relationship between dLGN responses at high and low contrasts, without the need of any nonlinear computation.
Consistent with the retinal origin of orientation selectivity in the dLGN, direction-selective RGCs are known to exist in the mouse retina for years. Our retinal recordings further reveal a substantial portion of orientation-selective RGCs, as reported in cats, rabbits, and primates. These results thus support the possibility that some dLGN cells directly inherit selectivity from their retinal inputs. Future studies are needed to test this possibility directly by taking advantage of genetic approaches to trace synaptic connections and manipulate neuronal activity in mice. 
