A caterpillar graph is a tree in which the removal of all pendant vertices results in a chordless path. In this work, we determine the number of maximal independent sets (mis) in caterpillar graphs. For a general graph, this problem is #P -complete. We provide a polynomial time algorithm to generate the whole family of mis in a caterpillar graph. We also characterize the independent graph (intersection graph of mis) and the clique graph (intersection graph of cliques) of complete caterpillar graphs.
in trees and he exhibited the extremal trees. He also developed a linear time algorithm for computing m(G) for any given tree. Sagan [24] gave a graph-theoretical demonstration of Wilf's bound. Wloch [30] established a bound for the number of mis in trees including the set of leaves. Jou and Chang [13] gave a bound for m(G) when G has at most one cycle. Sagan and Vatter [25] and Goh et al. [7] did the same for graphs with r cycles. Liu [17] presented a bound for bipartite graphs. Hujter and Tuza [11] and Chang and Jou [2] solved the problem for triangle-free graphs. For unicyclic graphs, Koh et al. [15] and Pedersen and Vestergaard [23] 
obtained the maximum value of m(G).
The problem of enumerating, i.e., generating, all maximal independent sets of a graph has also been considered by different authors. For a general connected graph Tsukiyama et al. [27] enumerated all mis in O(n · m · m(G)) time. Loukakis and Tsouros [20] presented a depth first search algorithm that generates the family of mis lexicographically. Loukakis [19] developed a backtracking algorithm. Also, Johnson et al. [12] generated all mis of a connected graph in lexicographical order with polynomial delay between the output of two successive mis. Leung [16] enumerated all mis of interval graphs and circular arc graphs using backtracking. In both cases, the algorithm requires O(n 2 + β) time, where β is the sum of the number of vertices of all mis of the graph. He also built the family of mis of a chordal graph in O((n + m)m(G)) time. Yu and Chen [31] solved the problem for permutation graphs in O(β + n log n) time. Hota et al. [10] did the same for trapezoid graphs in O(n(m + m(G))) time, where m is the number of edges of G.
The intersection graph I(G) of the family of all maximal independent sets of a graph G is called the independent graph of G. Each vertex of I(G) corresponds to a mis of G and two vertices are adjacent in I(G) if their corresponding mis have non-empty intersection in G. Analogously, the Clique Graph K(G) is the intersection graph of all cliques of G.
Caterpillar graphs have been used in chemistry to study combinatorial and physical properties of benzenoid hydrocarbons [5] . In [3] , these graphs are used to schedule the tasks of a server in a special type of network.
In this work, we establish a bound for the number of maximal independent sets of caterpillar graphs and we show that the extremal graphs are complete caterpillar graphs. We provide an algorithm for generating the family of mis. Our algorithm is polynomial in the size of the graph and in the number of mis. We also prove that the independent graph of a complete caterpillar graph is a complete graph minus one edge and its clique graph is a path block.
Number of maximal independent sets in caterpillar graphs
In this section, we determine the number of maximal independent sets of caterpillar graphs. A caterpillar graph C (P k ) is a tree having a chordless path P k , called the backbone, that contains at least one endpoint of every edge. Edges connecting the leaves with the backbone are called hairs. In a complete caterpillar graph, each vertex of its backbone has a nonempty set of hairs. Denote by CC(P k ) a complete caterpillar graph with backbone P k .
Lemma 1 ([6]). If P k is a chordless path with k vertices, then m(
Two vertices are twins in a graph if they have the same neighbourhood. Jou et al. [14] proved the following properties.
Lemma 2. If x and y are twins in a graph G then m(G)
= m(G − x) = m(G − y).
Lemma 3. If H is an induced subgraph of G, then m(H) ≤ m(G).

Lemma 4 ([11]). For any two disjoint graphs U and Z
is an independent set but it is not maximal in C (P k ). If some vertex of H(v i ) belongs to a mis, then every vertex of H(v i ) must belong to it, otherwise it is not maximal. As two vertices of H(v i ) are twins in C (P k ), we can contract them into a single vertex, called h i , that represents the whole set H(v i ), i = 1, . . . , k. Let G k be the contraction graph of C (P k ). Observe that G k is also a caterpillar graph with at most one pendant vertex at each v i . The contraction graph of a complete caterpillar graph is also complete.
Proof. The result follows from repeatedly applying Lemma 2 to the pendant vertices of C (P k ), until we have |H(v i )| = 1 for i = 1, . . . , k.
Observe that the above lemma implies that for a given k, every complete caterpillar graph CC(P k ) has the same number m(G k ) of maximal independent sets. Now, we are going to show that in this case, m(G k ) can be determined by using a recurrence equation similar to the Fibonacci relation. We denote by m u a ,u b ,...,u r (G) the number of mis of G containing u a , u b , . . . , u r .
Theorem 6. Let G k be the contraction graph of a complete caterpillar graph. Then m(
Proof. G 1 has two mis: {v 1 } and {h 1 } and G 2 has three mis:
The solution of the recurrence equation of Theorem 6 is: 
Proof. Let C (P k ) = CC(P t ) ∪ P q + e and e = (v t , w 1 ). Thus, the contraction graph of
where G t and G q are the contraction graphs of CC(P t ) and P q , respectively, with
have three cases:
Thus, (c) is the only case in which S 1 ∪ S 2 does not yield to a mis of
A caterpillar graph can be decomposed, w.l.o.g, into a sequence of non-complete caterpillar graphs
The edge e i joins the last vertex of CC(P r i ) with the first vertex of P q i . Let 
Theorem 8. Let C (P k ) be a caterpillar graph decomposed into a sequence of non-complete caterpillar graphs C
i = CC(P r i )∪P q i + e i , i = 1, . . . , a, a ≥ 2. If G i is the contraction graph of C i , then m(C (P k )) ≤ a ∏ i=1 m(G i ) − a−1 − i=1 m * (G i ) · m 1 (G i+1 ) where m * (G i ) denotes
Proof. The contraction graph of
The argument is by induction on a. 
This is equivalent to define m * (G 1 ) = 0 for this case. If q 1 = 2: let x be the last vertex in the backbone of CC(P r 1 ) and y its pendant vertex in G 1 . S 1 ∪ S 2 yields to a mis in G k , except when y, w 2 ∈ S 1 and v 1 ∈ S 2 . The statement is true if we replace m
because this is the only case in which S 1 ∪ S 2 does not induce a mis in G k . a > 2: Assume that the statement is true for a. 
Applying the induction hypothesis, we have that 
Family of maximal independent sets of caterpillar graphs
This section is devoted to an algorithm that generates all maximal independent sets of a caterpillar graph. We build a digraph D k such that each maximal source-sink path of it corresponds to a mis of G k . We orient G k such that each edge is directed from the vertex with smaller index to the vertex with greater index (there is no ambiguity because no mis contains both v i and h i ). This orientation is transitive, thus, it is acyclic. Fig. 1 shows the digraph D k associated to the contraction graph of a complete caterpillar graph. Observe that in this case v 1 and h 1 are sources, and v k and h k are sinks.
The contraction graph of a chordless path P k is isomorphic to P k and its complement graph is the complete graph K k minus
In this case, v 1 and v 2 are sources of D k , and v k−1 and v k are sinks. Note that if v i belongs to some mis S of P k then either v i+2 ∈ S or v i+3 ∈ S. Lemma 9. Let G k be the contraction graph of a complete caterpillar graph CC(P k ). Every maximal independent set of G k has size k, for k ≥ 2.
Proof. Suppose that S is a mis of G k of size r < k. This means that there exists i such that S contains neither v i nor h i , with 1 ≤ i ≤ k. Then, we can add h i to S, a contradiction with its maximality. On the other hand, if r > k, S is not an independent set because it must contain v j and h j for some j ∈ {1, . . . , k}, by the pigeonhole principle. Thus, every mis of G k has exactly k vertices.
Note that the size of a maximum independent set of CC(P k ) equals the number of all its pendant vertices. If each vertex has exactly one hair, every mis is maximum. Thus, it is a well covered graph with independence number k.
In a digraph, we denote by − → P r = u 1 , u 2 , . . . , u r the path with r ≥ 2 vertices and arcs (u j , u j+1 ) for j = 1, . . . , r − 1.
A path is maximal if it cannot be extended to form a larger path. 
Theorem 10. Given a caterpillar graph C (P k ), there is a one-to-one correspondence between a maximal independent set of its contraction graph G k and a maximal source-sink path of D k .
Proof. Every mis
Since its orientation is transitive, S = {u 1 , u 2 , . . . , u r } induces a complete subgraph in G k , thus it is an independent set in G k . If S is not maximal, there is a vertex x ∈ V (G k ) such that S ∪ {x} is maximal and (x, u j ) ∈ E(G k ) for each j = 1, . . . , r. Thus, x can be added to − → P together with the appropriate arcs, a contradiction with the maximality of Proof. Consider a maximal source-sink path 
Algorithm MISCAT below, enumerates all source-sink paths of R k . It applies a modified version of Depth First Search (MDFS) that enumerates all maximal source-sink paths of a digraph for a given source. MDFS uses a stack F that contains vertices already visited. When it reaches a sink, F contains a source-sink path of R k in reverse order. Decontracting the pendant vertices of this path, we obtain a mis of C (P k ).
We assume that n 1 ≥ 1, thus, R k has two sources: v 1 and h 1 . On the other hand, v k is always a sink. If n k > 0 then h k is also a sink, otherwise v k−1 is the other sink.
Algorithm MISCAT: Enumerate all source-sink paths of R k
Step 1: Add r to F .
Step 2: If r = s 1 or r = s 2 then /is r a sink?/ For each vertex u ∈ F do If u is the pendant vertex of some v then
Correctness of algorithm MISCAT follows from Theorems 10 and 11. Transitive reduction R k of G k can be obtained using Aho's algorithm [1] Menger's theorem states that the maximum number of internally disjoint (s, t)-paths equals the minimum number of vertices in an (s, t)-separator. Thus, there are only two disjoint paths in R k , i.e., only two disjoint mis in G k :
in O(n
If D q is associated to a path P q = {w 1 , . . . , w q }, the arcs of R q have the form: (w i , w j ) with i = 1, . . . , q − 2 and j= i + 2, i + 3. If D k = D t ∪ D q + (v t , w 1 ), R k = R t ∪ R q ∪ {(v t , w 2 ), (v t , w 3 ), (h t , w 1 ), (h t , w 2 )}. If D k = D q ∪ D t + (w q , v 1 ), R k = R q ∪ R t ∪ {(w q−1 , v 1 ), (w q−1 , h 1 ), (w q , h 1 )}.
Theorem 12. Algorithm MISCAT enumerates all maximal independent sets of a caterpillar graph C
(P k ) in O(k · m(C (P k ))) time.
Proof. Since m(CC(P
Any other pair of maximal independent sets of G k has non empty intersection.
A block of a graph G is a maximal biconnected component of G. A block graph is a graph whose blocks are cliques. A block path is a block graph with k blocks and k − 1 cut-vertices such that the set of cut-vertices induces a path.
The Clique Graph K(G) of a graph G is the intersection graph of its cliques. The j-th iterated clique graph K
Clique graphs of several classes of graphs have been characterized [26] . Hedetniemi and Slater [9] showed that the clique graph of a tree is a block graph and that it is convergent. As every caterpillar graph is a tree, its clique graph is a particular block graph. In fact,
is a block path with k blocks.
Every clique of CC(P
Denote by M i,t the clique induced by v i and its t-th pendant vertex, for t = 1, . . . , n i . C 1 shares v 1 with M 1,t , for t = 1, . . . , n 1 . For i = 2, . . . , k − 1, C i shares v i with C i−1 and with M i,t for t = 1, . . . , n i . Thus, their associated vertices in K(CC(P k )) induce a clique of size n i + 2. C i also shares v i+1 with C i+1 and M i+1,q for q = 1, . . . , n i+1 and i = 1, . . . , k − 2. Therefore, their associated vertices induce another clique in Fig. 2 . Vertices associated to C i are cut vertices in the clique graph. Hence, K(CC(P k )) is a block path with k blocks. On the other hand, K 2 (CC(P k )) is a chordless path with k vertices. Clearly,
Conclusions
We have established a tight upper bound for the number of maximal independent sets in caterpillar graphs. Our bound improves Wilf's result, since we make use of the particular structure of this class of graphs. We have also shown that the number of mis of a complete caterpillar graph CC(P k ), can be determined exactly and that it grows exponentially with k.
We developed an algorithm that enumerates the family of maximal independent sets of any caterpillar graph, that has linear time complexity for each maximal independent set. Our algorithm improves the time needed by Tsukiyama et al., that is O(k 2 · m(G)) applied to a caterpillar graph. As every tree is a chordal graph, it is possible to use Leung's algorithm that is as efficient as ours, but his procedure needs a given perfect elimination scheme of the graph that takes O(k 2 ) time to be built.
The input to our algorithm is the transitive reduction that requires only O(k) time. We also proved that the independent graph of a complete caterpillar graph is a complete graph minus one edge and that its clique graph is a block path with k blocks.
These results can be extended to more general trees. In fact, an ordered tree is a rooted tree for which a left-to-right ordering is specified for the children of each vertex. Any ordered tree can be decomposed into a set of caterpillar graphs. The decomposition can be built using a modified depth first search strategy, beginning at the root r, similar to that used in [4] (a) CC(P 5 ).
(b) K (CC(P 5 )). ⌉ (see [18] ).
A generalization of caterpillar graphs is obtained by allowing the hairs to have length two, i.e., paths of three vertices. If CC It would be interesting to extend these results to caterpillar graphs with hair length greater than two and with more than one hair in each vertex.
