I. INTRODUCTION
Humans have a behavior to naturally use their body to communicate in a various way and when controlling something by using wireless device it is common to see body movement alongside the fine tuned gesture movements associated with a remote control. It has been shown that Children often "speak" with their bodies before they learn to actually communicate in any verbal form [6] .
This form of communication is close to a universal language which makes controls based off of these same motions more intuitive to inexperienced users.
Speech recognition (SR) is the conversion of spoken words into text. These systems identify the particular voice and use it to sharp-tune the recognition of that person's speech, resulting in more error free transcription. Systems without type of behavior are called "speaker-independent" systems. Systems with type of behavior are called "speaker-dependent" systems. The term voice recognition refers to identify "who" is speaking, rather than "what" they are saying.
II. VIRTUAL INSTRUMENTATION BASED QUADCOPTER CONTROL
In Quadcopter or drone the most common method of controlling is done by (RC) remote controlled one. The Quadcopter flies based upon the input given by the user by pressing keys due to which there is some transmission loss and so it will take the Quadcopter to take some time to respond to the signal. Apart from RC method drone can be controlled by interfacing with voice commands and gesture Control. In this Project we focus on developing without remote operated drone system. The balancing condition is sense using sensors, while the leveling condition was obtained by using Gyro-sensor.
Output of the balancing sensors is used to control the drone balancing condition and leveling signal is used to smooth landing and leveling. Gesture recognition is designed using LabView 2013 Express as interface between control base and Quadcopter. Lab View is a visual programming language from National Instruments. The main idea of our project is to apply image processing and voice processing technique with Quadcopter control using LabView.
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III. GESTURE RECOGNIZATION
Rearrangement is the process that assigns the label to an object based on the information provided by its descriptors. Reference image which is given as input is identified by Image Reorganization. The Image is detected and it is matched by geometric matching. 
IV. GEOMETRIC MATCHING
Geometric matching is the technique used to quickly locate known reference or fiducially patterns in an image using edge information. An important step in geometric matching is training a pattern. A particular geometric training interface is provided for simple training with advanced features. This utility can be found at Start » Programs » National Instruments » Vision, or from Vision Assistant or Vision Builder for Automated Inspection. This is similar to Pattern Matching, but it executes matching by edge detection rather than intensity matching.
V. VOICE COMMAND RECOGNITION
The term voice recognition refers to identify "who" is speaking, rather than "what" they are saying. Voice recognition is the conversion of spoken words into text. These systems identify the particular voice and use it to sharp-tune the recognition of that person's speech, resulting in more error free transcription. Acquires the data from a sound device. This express VI acquires the sound for every three seconds with sample rate of 16228Hz. Sound acquired using internal or external MIC. Thus the speech signal passed through a FIR HPF which increases the magnitude of some higher frequencies with respect to the magnitude of other frequencies hence improves the overall signal to noise ratio.The input speech signal is segmented into small frames of 20ms length with 50% overlap with the adjoining frames to create continuity. Each frame is multiplied with the hamming window in time domain.
This helps to reduce the discontinuity at the start and end of each frame. For detecting the starting of the utterance from the 3sec long input speech signal, energy of each frame of the input speech signal is calculated and stored into an array. Size of the energy array will be equal to the total number of frames. This energy array is arranged in the ascending order and mean of first 15 elements gives the energy of the noise. Threshold set was 10 times the noise energy.Once the threshold has been calculated, all the elements in the energy array which are greater than the threshold are replaced by one and rest by 09.Thus a Boolean array of the following form is obtained.
Sometimes spikes due to the external noise crosses the threshold and contributes 1 to the Boolean array. To remove these spikes a median filter VI in LabVIEW with left and right rank as 3 is used. The median filter replaces the 1th element of the Boolean array with the median of {i-3,i-2,i-1,I,i-1,i+2,i+3}elements. Hence the median filter smoothen the Boolean array. Now we use the Peak detector VI in LabVIEW to find the index of the start and end of the utterance. In my project, all commands where of length less than 0.6s. Sometimes spikes due to noise remained even after using the median filter and hence the ending index was not detected accurately. But the start index was detected accurately most of the time, so i used to extract 0.6sec of sound after the start index.
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VIII.
FEATURE MATCHING Dictionary with 6 sets has been created. The feature of the exam sequence is compared with each word in the sets using DTW and the best match in each set is outputted. The mode of all 6 sets is considered to be the rearranged command. Threshold is set so that random speech signal doesn't result in a match with the commands. 
IX. DYNAMIC TIME WARPING
In time series analysis, dynamic time warping (DTW) is a step-by-step procedure for acquiring similarity between two temporal sequences which might be varies in speed or time. DTW has been applied to audio, video and graphics information. Any information which can be turned into a linear sequence can be examined with DTW. Other than this it includes speaker recognition and online signature. In general, DTW is a method that Compute an optimal match between two given sequences with certain limits. Although DTW measures a distance like quantity between two given sequences, it doesn't guarantee the triangle inequality to hold. Each speaking manner is divided into frames of 20ms and it is represented by a vector sequence. Distance between individual vectors is found using the Euclidean distance formula.
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A) Start

C) Left Direction
Fig.14 shows the simulation output for the left turn. So when the hand is turn opposite direction Quadcopter also moves towards its left side. Green light glows on left box. In this project, a Quadcopter has been designed as unmanned aerial vehicle. It can be used in many applications such as defence as well as security provision. This method can overcome the present manual errors such as transmission loss and time delay when using manual RC remote control.
In case of Matlab, the program compilation takes a long time. Hence to overcome these limitations, the technology preferred through this project is LabView. It provides for benefits such as simple and easy to understand codings. A camera is used on the quadcopter so as to send it to extreme environmental conditions where human presence is not advisable such as fire accidents, flight crash etc and is widely used in military for surveillance purpose. It will provide development in controlling methods, capturing image, and surveying purposes which is advanced than present technology.
The Quadcopter flies up to an height of 50 meters. In future cameras can be placed in the Quadcopter for monitoring purposes. It can also be implemented in onboard configurations in which the Arduino will be placed in the Quadcopter and the camera can be used for acquiring both the reference image and monitoring image.
XIII.
CONCLUSION The project can be extended by embedding GPS module within the circuit through which the copter can be controlled from very long distance, hence improving the precision. The project can also be extended to a level where in the shortest path is determined automatically by the copter, once the destination address is achieved. 
