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Abstract
Exponential Random Graphs are common, simple statistical models for social net-
work and other structures. Unfortunately, inference and learning with them is hard
for networks larger than 20 nodes because their partition functions are intractable
to compute precisely. In this paper, we introduce a novel linear-time determin-
istic approximation to these partition functions. Our main insight enabling this
advance is that subgraph statistics is sufficient to derive a lower bound for par-
tition functions. The proposed method differs from existing methods in the way
it exploits asymptotic properties of subgraph statistics. In comparison to current
Monte Carlo simulation based methods, the new method is scalable, stable, and
precise enough for inference tasks. We show these strengths of the new approach
experimentally and theoretically.
1 Introduction
Social network are becoming central to many aspects of life, such as marketing, recruiting, web
search, and education programs [16, 5, 18]. Careful use of social network analysis in those areas
is key to future advances. For that reason, many researchers and practitioners model their relevant
social networks and learn them from data [4]. Many of those social networks are large, and modeling
them precisely is hard. Therefore, researchers and practitioners commonly use a family of simple
models called Exponential Random Graph Models (ERGM) [22].
An ERGM defines a distribution over all graphs of n nodes. Coefficients and subgraph statistics,
such as number of edges, triangles, and k-stars, are then used to specify ERGM distributions [22].
The model captures the correlation of network sub-structures and enables various inferences on
complex networks. For example, we can tell whether transitivity is prominent in a network by fitting
an ERGM with related subgraphs as features, such as triangles.
Learning ERGMs from data is done by Maximum Likelihood Estimation (MLE). Unfortunately,
such learning is hard even for networks of modest size (e.g. 40 nodes) because calculating normal-
izing constants (partition functions) precisely for such models is intractable. For this reason most
current techniques involve sampling using Markov Chain Monte Carlo (MCMC) [10, 26]. This re-
sults in intractable computation or highly imprecise results for these modest-size-or-larger networks
[2, 24, 11, 14].
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feature count density
edge 7 0.333 (7/21)
triangle 1 0.029 (1/35)
2-star 11 0.105 (11/105)
3-star 5 0.036 (5/140)
rectangle 0 0 (0/70)
Figure 1: An example network of order n = 7 (In ERGM, edges are random variables). Table on the right
shows the sufficient statistics (densities) for an ERGM with edge, triangle, 2/3-stars and rectangle as features.
In this paper we present a new approximation method for the log partition function of ERGMs. We
show that the new method is theoretically and experimentally superior to MCMC in large networks.
The new method leads to an overall MLE estimation that is more precise and at the same time
scalable. Our advance is primarily in the new partition function approximation; We adapt the MLE
to take advantage of the new method.
Specifically, we present a linear-time deterministic approximation to the log partition function of
ERGMs. Asymptotic properties of the subgraph statistics space enable this new approximation. The
approximation works as follows: Given (coefficient) parameters θ, find that edge-count u (between 0
and
(
n
2
)
) that maximizes γ˜(θ, u) = θT ρ(u)+C(n, u) (See (11) for definition), where ρ(u) is a vector
of subgraph statistics approximated for graphs with u edges and function C(n, u) approximates the
logarithm of the number of graphs with subgraph statistics close to ρ(u). Once the maximizing u is
found, we estimate the log partition function lnZ(θ) by γ˜(θ, u). The approximation works because
this ρ(u) captures the subgraph statistics of a large (asymptotically) mass of graphs of n nodes. So,
in a sense, many graphs look similar from a subgraph statistics perspective.
We show that the new method performs well experimentally, comparing it to state of the art sampling
methods. Our results show that the new algorithm yields reliable approximation when the size of
the network is larger than 30.
The rest of the paper is organized as follows. Section 2 reviews ERGM, Section 3 describes the
components of the approximation and key theoretical results, Section 4 describes our experimental
evaluation, Section 5 describes related work, and Section 6 concludes.
2 Background
An ERGM defines the following distribution over order-n graphs g ∈ G:
pθ(g) =
1
Z(θ)
exp
(
θTφ(g)
)
(1)
where φ(g) is the feature vector for graph g ∈ G, the parameter θ is a real vector. Partition function
Z(θ) is a normalizing constant, which sums the potentials over G:
Z(θ) =
∑
g∈G
exp
(
θTφ(g)
)
(2)
The feature vector φ(g) may include any network and nodal attributes of g , and the edge statistics
is almost always included [22]. In this work, we focus on undirected graphs and subgraph statistics
features for simplicity. Specifically, for a set of subgraph structures of interests {L1, . . . , Lr}, the
feature vector of undirected graph g can be defined with subgraph densities as below:
φ(g) =
(
t(g, L1)
t(Kn, L1)
,
t(g, L2)
t(Kn, L2)
, . . . ,
t(g, Lr)
t(Kn, Lr)
)
(3)
Here t(g, Li) counts the number of subgraphs in g that are isomorphic to Li; Kn is the order-n
complete graph, therefore t(Kn, Li) =
(
n
vi
)
t(Kvi , Li) is a constant for any Li of order vi.
Example: Figure 1 illustrates a simple example network of order 7. It has seven edges, one triangle,
eleven 2-stars, five 3-stars and no rectangle. The third column shows the subgraph densities of the
network. For example, the 7-node labeled graph can have at most
(
7
3
)× 1 = 35 triangles, therefore
the triangle density is 1/35 ' 0.029.
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Given a network g, the MLE of parameter vector θ is:
θ∗ = argmax
θ
LL(θ|g) = argmax
θ
{
θTφ(g)− lnZ(θ)} (4)
In this paper, we are interested in approximating the log partition function lnZ(θ).
3 Approximating Log Partition Functions
In this section, we derive a deterministic approximation to the log partition function lnZ(θ). We
first introduce the counting function for graphs with the same feature vector in Section 3.1, which
leads to an efficient approximation in Section 3.2. Section 3.3 reveals a set of edge-number induced
lower bounds to lnZ(θ) and derives its approximation. Section 3.4 reports the complete algorithm.
3.1 Graph counting in the feature space
We introduce the key concept of graph counting function for the feature space of ERGM. Let H =
φ(G) be the subgraph density space for G. For h ∈ H, we define counting function #(h) = |{g ∈
G|φ(g) = h}|, i.e. the number of graphs in G having h as subgraph densities. We re-write the
partition function (2) into a compact form using counting function:
Z(θ) =
∑
h∈H
#(h) exp
(
θTh
)
=
∑
h∈H
exp
(
θTh+ ln #(h)
)
(5)
Notice that when θ = 0, each term in (5) simply counts the graphs with given subgraph configura-
tion, and the normalizing constant becomes the total number of graphs |G|. Later we will show how
the graph counting interpretation helps in computing lnZ(θ).
LetL1, L2, . . . , Lr be simple graphs of interests and vi be the number of nodes forLi. The following
lemma provides an upper bound to |H|. Under the assumption ∀i, n  vi and n  r, the lemma
establishes reasonable error bounds for several arguments in the rest of the paper:
Lemma 1. For v∗ = max{v1, . . . , vr}, it holds that ln |H| ≤ rv∗ lnn.
Proof. Subgraph count for Li in any g is bounded by 0 ≤ t(g, Li) ≤ t(Kn, Li) ≤
(
n
vi
)
vi!, therefore
ln |H| ≤ ln
r∏
i=1
t(Kn, Li) ≤ ln
[
r∏
i=1
(
n
vi
)
vi!
]
≤ r ln
[(
n
v∗
)
v∗!
]
= r ln
n!
(n− v∗)! ≤ rv
∗ lnn
3.2 Approximation of Log-Sum-of-Exponentials
Given some set S, and any function f : S → R, formula of the form ln∑x∈S exp f(x) can be
approximated by maxx∈{S} f(x) if |S| is small. Specifically, we have the following upper and
lower bounds:
Lemma 2. Let f be a function on S and x∗ = argmaxx∈Sf(x), it holds that:
f(x∗) ≤ ln
∑
x∈S
exp f(x) ≤ f(x∗) + ln |S|
Proof. On the lower bound: f(x∗) = ln exp f(x∗) ≤ ln∑x∈S exp f(x). On the upper bound:
ln
∑
x∈S exp f(x) ≤ ln |S| exp f(x∗) = f(x∗) + ln |S|.
Direct application of Lemma 2 to lnZ(θ) yields a sloppy approximation because the huge size of G.
Thanks to Lemma 1, the following approximation to (5) has a much tighter error bound:
lnZ(θ) = max
h∈H
{θTh+ ln #(h)}+O(lnn) (6)
In next section, we discuss how to estimate the first term of (6).
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Figure 2: Concentration of triangle density h∆
conditioned on the number of edges u for un-
labeled graphs (n = 12). In this case, there
are
(
12
2
)
= 67 possible edge counts. Y-axis
measures the counting function #u(h∆) nor-
malized by |Gu|. Lower plot illustrates all 67
distributions; upper plot shows a subset for u ∈
{20, 30, 40, 50, 60}.
3.3 Edge-Count Induced Lower Bounds
In this section, we derive an alternative representation to the approximation in (6). Let Gu ⊂ G be the
set of graphs with u edges, Hu ⊂ H be the set of subgraph statistics induced by Gu, and #u(h) be
the restricted counting function which only counts graphs in Gu, i,e. #u(h) = |{g ∈ Gu|φ(g) = h}|.
For any θ and u, we have the following lower bound to (6):
γ(θ, u) = max
h∈Hu
{θTh+ ln #u(h)} ≤ max
h∈H
{θTh+ ln #(h)} (7)
Notice that the equality holds when K2 (i.e. two nodes with a single edge) is one of the feature
subgraphs, because in this case hK2 is uniquely specified by u. Therefore,Hu ∩Hu′ = ∅ if u′ 6= u,
and #u(h) = #(h). Specifically:
max
u
{γ(θ, u)} = max
u
{
max
h∈Hu
{θTh+ ln #u(h)}
}
= max
h∈H
{θTh+ ln #(h)} (8)
In practice, K2 is almost always included as a feature in ERGMs [22]. Therefore, maxu{γ(θ, u)}
can be treated as an alternative representation of the approximation in (6), which acts as a tight
lower bound to lnZ(θ). For the rest of the section, we show that γ(θ, u) can be approximated by
exploiting the asymptotic property of #u(h) in Gu.
3.3.1 Concentration of subgraph statistics in Gu
In this section, we explain the main intuition that leads to the approximation of γ(θ, u).
Gilbert-Erdo¨s-Re´nyi random graphs [9, 7] are the widely used probabilistic models for graphs. There
are two closely related definitions, G(n, p) by [9] and G(n,M) by [7]. In G(n, p), an order-n graph
is generated by drawing each edge independently with probability p; In G(n,M), an order-n graph
is chosen uniformly at random from GM , i.e. the set of all graphs with n nodes and M edges.
Nowicki [21] proved that that φ(g) is asymptotically normally distributed for g ∈ G(n, p). Using
Chebyshev’s inequality, the following lemma extends that result to characterize #u(h) in G(n,M)
over Gu:
Lemma 3. Let si be the edge count of Li, define function ρi(x) = (x/
(
n
2
)
)si . Given any
edge density µ, write the edge count u =
(
n
2
)
µ as a function of n. Then for any real vector
a = (a1, a2, . . . , ar)
T and random graph g ∈ G(n,M = u), the following holds as n→∞:
P
(∣∣aT (φ(g)− ρ(u))∣∣ ≥ 1
cn
)
→ 0 (9)
where ρ(u) = (ρ1(u), . . . , ρr(u))T and c is some constant.
The proof is available in the appendix. Notice here ρi(u) is the expected density of Li in G(n, p =
u
/(
n
2
)
). Lemma 3 suggests that any linear combination of h = φ(g) tends to concentrate around
ρ(u). In a sense, graphs in Gu forms a cluster in terms of the subgraph statistics. Figure 2 illustrates
the phenomenon using order 12 unlabeled graphs [3].
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3.3.2 Estimating Lower Bounds
In this section, we derive and analyze an estimation to the lower bound γ(θ, u).
Let h′ and h∗ be the optimum of γ(θ, u) and maximizer of #u(h) respectively:
h′ =argmax
h∈Hu
{θTh+ ln #u(h)} and h∗ = argmax
h∈Hu
{ln #u(h)}
Then the following bounds of γ(θ, u) hold for all θ and u:
θTh∗ + ln #u(h∗) ≤ γ(θ, u) = θTh′ + ln #u(h′) ≤ θTh′ + ln #u(h∗) (10)
Notice the gap between upper and lower bounds in (10) is θT (h′−h∗). Naturally θTh∗+ln #u(h∗)
can serve as an approximation to γ(θ, u) within the error of the gap. Three questions still remain:
How to compute ln #u(h∗); How to identify h∗; And how good is the approximation?
For the first question, the following lemma proposes an approximation to the graph counting at h∗:
Lemma 4. Given edge count u, it holds that
ln #u(h
∗) =
(
n
2
)
H(u
/(n
2
)
)−O(lnn)
where H(x) = −x lnx− (1− x) ln(1− x).
The proof is available in the appendix. The intuition of Lemma 4 is to approximate the graph
counting at h∗ with |Gu| using Stirling’s approximation, while using Lemma 1 to bound the error in
O(lnn).
For the second one, because h∗ is the maximizer of #u(h) in Hu, Lemma 3 suggests ρ(u) as an
approximation when n is large. Together with Lemma 4, we propose the following approximation
of γ(θ, u):
γ˜(θ, u) = θT ρ(u) +
(
n
2
)
H(u
/(n
2
)
) (11)
To discuss the behavior of the approximation as n → ∞, we again represent edge count u = (n2)µ
as a function of n and edge density µ.
Theorem 1. Assume K2 is included as a subgraph feature, treat the edge count u =
(
n
2
)
µ as a
function of µ and n, the following holds as n→∞:∣∣∣∣1− lnZ(θ)maxµ γ˜(θ, u)
∣∣∣∣→ 0
Proof. Notice that γ˜(θ, u) is in O(n2). For any θ and x, y ∈ H, we have |θT (x − y)| ≤∑r
i=1 |θi|. Moreover, when K2 is included as a subgraph feature, we have shown that|lnZ(θ)−maxu γ(θ, u)| ≤ O(lnn) (See (6) and (8)). Together with Lemma 4, we have:
lim
n→∞
∣∣∣∣maxµ γ˜(θ, u)− lnZ(θ)maxµ γ˜(θ, u)
∣∣∣∣ ≤ ∑ri=1 |θi|+O(lnn)O(n2) → 0
3.4 Approximate Algorithm
The estimation of edge-count induced lower bound immediately leads to an approximation of
lnZ(n): Edge Count Search (ECS) approximation:
ECS(θ) = max
0≤u≤(n2)
{
θT ρ(u) +
(
n
2
)
H(u
/(n
2
)
)
}
(12)
Algorithm 1 reports a straightforward implementation of (12), which simply searches through all
the u to maximize γ˜(θ, u). Notice that the algorithm requires no extra parameters, which makes the
ECS approximation very easily to use compared to current MCMC sampling methods.
Assume the number of subgraph features r  n, the time complexity of Algorithm 1 is in O(n2),
which is linear in terms of the number of random variables (i.e. edges) of the model.
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Algorithm 1 Our new ECS Approxima-
tion to the log partition function lnZ(θ)
Input: model parameter θ and num-
ber of nodes n
Output: estimation of lnZ(θ)
Initialize ECS ← −∞
for u← 0 to n(n− 1)/2 do
ECS ← max{γ˜(θ, u), ECS}
end for
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Figure 3: Scatter plot of log-likelihood estimations for
ECS and BS on networks of n = 160. Many BS es-
timations fail UB test (13). Otherwise, ECS and BS
estimations are very close (top right).
4 Experimental Results
In this section, we use two tasks to evaluate the performance of ECS approximation: estimating log-
likelihood functions and MLE estimation. We implement the commonly used triad model (edge,
2-star, triangle) for the experiments.
The intractability of ERGM log partition function for large n makes it impossible to find ground
truth, because the asymptotic property used by ECS applies to large n. Instead, we resort to com-
paring the output of ECS with the state of the art MCMC sampling algorithm for ERGMs: Bridge
Sampling [8, 10, 14]. We use the Bridge Sampling implementation (BS) of the widely used R pack-
age statnet [10] to perform the evaluation. For each trial, we set the number of bridge distributions
to 20, the burn-in to 50,000, and the sample size to 20,000. Because statnet use raw subgraph counts
instead of densities as feature vectors, we properly scaled the parameters to maintain the consistency.
statnet also provides routines for sampling graphs from a given ERGM, which we used to generate
synthetic data set. Notice that our target of sampling is not perfect observations from the given θs,
but to diversify the synthetic networks data set.
To alleviate the interference of the well known stability problem from sampling based methods on
ERGMs [11, 2], we employ the following upper bound to the log likelihood function as an indicator
of bad approximation:
LL(g|θ) = θTφ(g)− lnZ(θ) ≤ θTφ(g)−max{0,
r∑
i=1
θi} (13)
The bound holds for any θ and g, because lnZ(θ) must be larger than the log potential of empty
graph, which is 0, and of complete graph, which is
∑r
i=1 θi. Notice that by design, ECS will never
violate the bound. Because for any θ, we have γ(θ, 0) = γ˜(θ, 0) and γ(θ,
(
n
2
)
) = γ˜(θ,
(
n
2
)
). We
apply this upper bound test (UB test) for all log-likelihood estimations.
4.1 Estimating log-likelihood functions
We sample synthetic networks from a wide range of parameters to evaluate their log-likelihoods.
We first generate a 6× 6× 6 grid of θ ranging from (-5.0, -5.0, -5.0) to (5.0, 5.0, 5.0), and drop the
tuples in which all values have the same sign. We ended up with 162 different θs. Then for each
θ, we sampled networks for different n ∈ {30, 40, 60, 80, 100, 120, 140, 160}. The total number of
sampled graphs is 1,296, and we estimate the log-likelihood for each sampled network using both
Bridge Sampling and ECS.
Figure 3 reports the scatter plot of the results of both methods for n = 160. Points close to the dashed
line suggest ECS and BS produce similar results; Points far away from the dashed line suggests the
estimation results are very different. For each estimation of BS, we also check whether it exceeds
the UB test. If the estimation exceeds the log-likelihood upper bound, we mark the data point with
a cross (×); Otherwise we mark with a blue circle.
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Figure 4: Relative difference between the es-
timations of ECS and BS for different n, given
BS estimation passes the UB test (13). x-axis
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Figure 5: Scatter plot of adjusted log-likelihood for
MCMC-MLE and ECS-MLE estimations on networks
of n = 60. ECS-MLE outperforms MCMC-MLE in all
trials (all points are on the left of the dashed line). BS
failed UB test (13) in many trials that MCMC-MLE and
MCS-MLE significantly disagree.
From 3 we can tell when BS estimation fails the UB test, the difference between ECS and BS results
are almost negligible. However, there is a significant portion (about 30%) of BS estimation results
turn out to be unrealistic, while ECS keep producing results consistent to (13).
To further compare ECS estimations with the legit BS estimations, we report their relative dif-
ferences for models that BS estimation pass the upper bound test: reldiff = |(LLECS −
LLBridge)/LLBridge|. Figure 4 reports the mean and variance of the relative difference for net-
works of which BS estimation passes the UB test. The plot shows both the mean and variance
decrease as n increases. As n increases, the estimations become very close.
4.2 MLE estimation
In this section, we use ECS as a sub-routine to perform MLE estimations on network data. Because
the number of subgraph features in triad model is r = 3, it is practical to perform grid search over
a restricted sub-space of θ. Using both synthetic data and real social networks, we compare the
performance of this simple ECS-MLE with MCMC-MLE [24], which uses Bridge Sampling as a
sub-routine [10].
We first generated a 6× 6× 6 grid of θ ranging from (−3.0,−3.0,−3.0) to (3.0, 3.0, 3.0). For each
θ, we sampled one network of n = 60. Then we fit the triad model with the sampled network using
both MCMC-MLE and ECS-MLE. For ECS-MLE, we performed grid search in a slightly enlarged
parameter space with finer granularity.
To evaluate, we estimate the log-likelihood of the network on both fitted models using Bridge Sam-
pling. As we observed in Figure 3, BS tends to generate unrealistic estimations. If a BS estimation
fails the UB test, we take the upper bound as the log-likelihood estimation instead. Notice that the
adjusted value is still valid for the purpose of comparing two MLE algorithms. Figure 5 reports
the scatter plot for the adjust log-likelihood for both ECS-MLE and MCMC-MLE, showing that
ECS-MLE outperforms or is on par with MCMC-MLE in all trials.
We fit the triad model with Kapferer2 network [10] (Figure 6a) to showcase the stability of ECS-
MLE. Figure 6b and 6c show the simulated networks from the models learned with ECS-MLE
and MCMC-MLE respectively. We set the starting state of the simulation as a randomly sampled
network with edge density 0.5 and burn-in to 200,000. The near complete graph simulation of
MCMC-MLE suggests the sampling algorithm may be trapped into some local optimum, disregards
our extensive efforts on parameter tuning.
5 Related Work
Modeling social network structures has been actively studied in machine learning community. Latent
variable models, such as matrix factorization [13], block modeling [1, 15, 12] and others [19, 17],
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(a) Original network (b) ECS-MLE result simulation (c) MCMC-MLE result simulation
Figure 6: Experiments on Kapferer2 data set. 6a is the original network. Network 6b simulated from model
learned with ECS approximation outperforms the network 6c simulated from model learned with MCMC-MLE.
represent the relational data with latent variables. Among those, Ho et al. [12] proposed triangular
motifs as network representation, which is closely related to ERGM’s subgraph features. In com-
parison, ERGM posts a simple model with intuitive feature specifications that fits for many network
analysis tasks.
Computing normalizing constants for complex and high-dimensional models, such as ERGMs, is
intractable. Markov chain Monte Carlo simulations are arguably among the most effective methods.
Gelman and Meng [8] proposed the path sampling formulation to unify acceptance ratio method
and thermodynamic integration from theoretical physics for estimating the (ratios of) normalizing
constants. Annealed importance sampling (AIS) [20], which is popular in deep learning literature
[23], can also be viewed as one form of thermodynamic integration. Although effective in many
applications, Bhamidi et al. [2] shows that the mixing time for any local Markov chain in low
temperature regimes of ERGMs is exponentially slow, rendering these methods computationally
intractable in many cases. In comparison, ECS approximation is deterministic, therefore avoids the
sampling completely.
ECS approximation is a variational inference algorithm. In this category, there are many other
techniques, such as pseudo-log-likelihood [25], mean field approximation and Bethe approximation
[27]. In the context of ERGM, these methods have been reported to be inferior to sampling based
methods [26], and are usually used to generated initial states for sampling based algorithms [14].
ECS distinguishes from others by exploiting the asymptotic property in the feature space of the
model. This macroscopic view goes beyond the conditional independence in local structures of the
model, and may be more effective for complex high-dimensional models like ERGMs.
ECS approximation is closely related to Chatterjee and Diaconis’s work [6]. They apply large deriva-
tion principle results on Erdo¨s-Re´nyi model to derive an analytic approximation to the log-likelihood
function of ERGM with non-negative/non-positive parameters for subgraphs (with the exception of
K2). In fact, as n→∞, (12) converges to their result. Compared to [6], ECS approximation relies
on much weaker conditions, therefore more flexible from the algorithmic perspective.
6 Discussion
In this paper, we propose a novel deterministic approximation to the log partition functions of
ERGMs. Computing the partition functions (or the ratio of them) is essential in learning ERGMs.
Our results show the new method is able to overcome some of the stability issues faced by sampling
based methods without losing accuracy. The new algorithm does not depends on extra parameters,
making it easy to implement and apply compared to sampling.
We also show that the proposed approximation can be used to build an effective MLE algorithm for
ERGMs. In the future, we plan to address various types of MLE problems in EMRGs by using the
proposed approximation principles.
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A Appendix
A.1 Proof of Lemma 3
Before the proof of Lemma 3, we need some preparations. [21] proved that a vector of subgraph counts in
G(n, p) are asymptotically normally distributed with a degenerated co-variance matrix with rank 1, as the
order of the graph n→∞. In other words, the subgraph counts are asymptotically linearly dependent on each
other. Formally, let φ(g′) = {φ1(g′), φ2(g′), . . . , φr(g′)} be the densities of subgraphs L1, L2, . . . , Lr (i.e.
φi(g
′) = t(g
′,Li)
t(Kn,Li)
) for g′ ∈ G(n, p), the sizes (number of edges) of these subgraphs are s1, s2, . . . , sr , and
u ∼ Bin((n
2
)
, p) is the edge count of g′, we have the following theorem:
Theorem 2. [21] For g′ ∈ G(n, p), and real vector a = (a1, a2, . . . , ar)T , the following asymptotic property
holds:
n2E
[
aT
(
φ(g′)− ρ(u, p)
)]2
→ 0 (14)
where ρ(u, p) = (ρ1(u, p), . . . , ρr(u, p)), and ρi(u, p) = sipsi−1 · u(n2) − (si − 1)p
si .
In theorem 2, if we set p = u/
(
n
2
)
, then ρi(u, u/
(
n
2
)
) =
(
u
(n2)
)si , which becomes the expected density of Li
in G(n, p = u/
(
n
2
)
).
Next step is to extend the above property from G(n, p) to G(n,M).
Corollary 1. For g ∈ G(n,M = u), as n→∞, it holds that
n2Eu
[
aT
(
φ(g)− ρ(u)
)]2
→ 0
where ρi(u) =
(
u
/(
n
2
))si
Proof. Following theorem 2, let ρi(u) = ρi(u, u/
(
n
2
)
), as n → ∞, the following holds for g′ ∈ G(n, p =
(u/
(
n
2
)
)):
n2E
[
aT
(
φ(g′)− ρ(u)
)]2
→ 0
⇒n2E
[
Eu
[
aT
(
φ(g′)− ρ(u)
) ∣∣u]2]→ 0
⇒n2
∑
u
p(u)Eu
[
aT
(
φ(g′)− ρ(u)
) ∣∣u]2 → 0
Because
∑
u p(u) = 1 and p(u) > 0, the claim holds.
Let c be some positive constant, apply Chebyshev’s inequality to the linear combination aTφ(g), we get:
P
(∣∣∣aT (φ(g)− Eu (φ(g)))∣∣∣ ≥ 1
2cn
)
≤ 4c2n2Var(aTφ(g)) (15)
Now we start to prove Lemma 3.
Proof of Lemma 3. We first define function ε(u):
ε(u) = aT (Eu(φ(g))− ρ(u)) (16)
As we know
Eu
(
aT (φ(g)− ρ(u))
)2
≥ Eu
(
aT (φ(g)− Eu(φ(g)))
)2
= Var(aTφ(g)) (17)
The equality holds if and only if ε(u) = 0. We can get the following property after applying it to corollary 1:
as n→∞
n2Var
(
aTφ(g)
)
→ 0 (18)
10
Therefore, as n→∞
n2Eu
(
aT (φ(g)− ρ(u))− ε(u)
)2
→ 0
⇒n2Eu
(
aT (φ(g)− ρ(u))
)2
− n2ε(u)2 → 0
⇒|ε(u)| < 1
2n
(19)
The last step used corollary 1.
We slacks (15) using (17), and rewrite the inner expectation term using (16):
P
(∣∣∣aT (φ(g)− ρ(u))− ε(u)∣∣∣ ≥ 1
2cn
)
≤ 4c2n2Eu
(
aT (φ(g)− ρ(u))
)2
(20)
Using (19), we can get
P
(∣∣∣aT (φ(g)− ρ(u))− ε(u)∣∣∣ ≥ 1
2cn
)
≥ P
(∣∣∣aT (φ(g)− ρ(u))∣∣∣ ≥ 1
cn
)
Therefore, apply corollary 1, as n→∞, we get
P
(∣∣∣aT (φ(g)− ρ(u))∣∣∣ ≥ 1
cn
)
→ 0
A.2 Proof of Lemma 4
Proof of Lemma 4. Let Gu be the set of graphs with edge count u, since h∗u is the maximizer, we have
#(h∗u) ≥ |Gu||H|
Together with the trivial #(h∗u) ≤ |Gu|, we can get:
ln |Gu| − ln |H| ≤ ln#(h∗u) ≤ ln |Gu| (21)
Apply Stirling’s approximation on ln |Gu|:
ln |Gu| = ln
((
n
2
)
u
)
' (
(
n
2
)
− u) ln
(
n
2
)(
n
2
)− u + u ln
(
n
2
)
u
=
(
n
2
)
H(u
/(n
2
)
) (22)
Therefore claims hold.
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