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Abstrakt
Pra´ce se zaby´va´ na´vrhem, implementac´ı a optimalizac´ı modelu zalozˇene´ho na umeˇle´ in-
teligenci a neuronovy´ch s´ıt´ıch schopne´ho predikovat budouc´ı cˇasove´ rady cen akc´ı na
kapita´lovy´ch trz´ıch. Hlavn´ı d˚uraz je kladen na zestrojen´ı objektoveˇ orientovane´ aplikace
pro u´speˇsˇny´ odhad budouc´ıho trendu financˇn´ıch deriva´t˚u za u´cˇasti podp˚urny´ch metod
jako charakterizace cˇasove´ rady pomoc´ı Hurstova exponentu a automatizovane´ obchodn´ı
simulace.
Abstract
The thesis deals with design, implementation and optimization of a model based on artifi-
cial intelligence and neural networks, which is able to predict future time series prices on
a stock market. Main goal is to create an object oriented application for successful future
trend prediction of financial derivatives with the use of cooperating methods such as Hurst
exponent evaluation and automated market simulation.
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U´vod
V su´cˇasnej dobe predstavuje umela´ inteligencia a jej prostriedky jeden z najzauj´ımavejˇs´ıch
a v praxi najpouzˇitelnejˇs´ıch smerov, ake´ tu ma´me. Pre dnesˇny´ svet su´ charakteristicke´
tazˇko riesˇitel’ne´ nedeterministicke´ proble´my, ktore´ l’udia sami bez vy´pocˇtovej techniky
vyriesˇit’ nedoka´zˇu. Aktua´lnost’ a doˆlezˇitost’ tejto te´my potvrdzuje aj spra´va zo zahranicˇia,
kde v minulom roku len 17 rocˇna´ sˇtudentka doka´zala naprogramovat’ aplika´ciu zalozˇenu´
na neuro´novy´ch siet’ach, ktora´ na za´klade vzoriek bola schopna´ detekovat’ rakovinu prsn´ıka
s citlivost’ou okolo 99 %. Vyuzˇitie umelej inteligencie moˆzˇeme tiezˇ na´jst’ v meteorolo´gi´ı,
rozpozna´van´ı recˇi a obrazu, pla´novan´ı, rozhodovan´ı, vy´robe, medic´ıne a mnohy´ch iny´ch
oboroch.
Po troch rokoch sˇtu´di´ı na fakulte informatiky ma zaujalo sˇtu´dium ekonomicky´ch vied.
Zauj´ımal som sa o financˇne´ trhy a prostriedky technickej cˇi fundamenta´lnej analy´zy po-
mocou ktory´ch bolo mozˇne´ vy´voj na burze predpovedat’. Pra´ve tu som objavil spojitost’
a vyuzˇitie vy´pocˇetny´ch syste´mov a automatiza´cie spolu s ekonomickou oblast’ou. Ta´to
pra´ca v u´vodny´ch kapitola´ch opisuje za´klady elektronicke´ho obchodovania, kapita´love´
trhy a mozˇnost’ predikcie ich vy´voja pomocou sˇtandartny´ch l’udsky´ch postupov. V d’alˇsich
cˇastiach su´ uzˇ rozoberane´ prostriedky umelej inteligencie a ich vyuzˇitie pri predikcii na
ty´chto trhoch. Nasleduje vlastne´ riesˇenie, ktore´ho vy´stupom bude aplika´cia zalozˇena´ na
neuro´novy´ch sietach, ktora´ je schopna´ predpovedat’ vy´voj na trhu.
Ciel’om tejto pra´ce bude vytvorenie take´ho syste´mu, ktory´ v praxi poslu´zˇi ako pomoˆcka
pri rozhodovan´ı na kapita´lovy´ch trhoch s u´lohou predikcie a vytvorenia zisku. Vytvore-
nie modelu, jeho na´sledna´ optimaliza´cia a testovanie bude zalozˇene´ na najlepsˇ´ıch do-
porucˇeny´ch postupoch uvedeny´ch v literatu´re, ktora´ v minulosti tu´to problematiku uzˇ




Vymedzenie proble´mu, ciel’ov a
meto´d pra´ce
Ako bolo v u´vode naznacˇene´, ciel’om pra´ce bude vyuzˇitie umelej inteligencie pre predikciu
vy´voja cien na kapita´lovom trhu. Esˇte pred ty´m je tieto sˇtruktu´ry potrebne´ definovat’. Pre
uvedenie do problematiky su´ najprv strucˇne pop´ısane´ vybrane´ prvky umelej inteligencie
a to konkre´tne fuzzy logika, geneticke´ algoritmy a teo´ria chaosu. Tieto kapitoly vysvetl’uju´
ich fungovanie a mozˇnosti vyuzˇitia v rea´lnom prostred´ı. Tento popis slu´zˇi len na pribl´ızˇenie
problematiky. Podrobnejˇsie informa´cie je mozˇne´ cˇerpat’ z uvedeny´ch zdrojov na konci
pra´ce.
Kl’´ucˇovou u´lohou bude navrhnu´t’, otestovat’ a optimalizovat’ predikcˇny´ model zalozˇeny´
na umely´ch neuro´novy´ch siet’ach tak, aby vykazoval sˇtatisticky vy´znamnu´ spol’ahlivost’.
Konkre´tne presne´ budu´ce hodnoty cien na trhu nebudu´ predpovedane´, to by pripomı´nalo
ruletu v kas´ıne. Za´merom bude odhadnu´t’ trend vy´voja urcˇitej sledovanej velicˇiny. Trzˇne´
da´ta si je moˆzˇne´ predstavit’ ako cˇasovu´ radu, postupnost’ hodnoˆt v urcˇitom cˇasovom in-
tervale - napr. kazˇdy´ denˇ mesiaca. Tieto da´ta budu´ cˇerpane´ z overeny´ch serverov, ktore´
poskytuju´ vysoku´ u´rovenˇ validity financˇny´ch informa´ci´ı.
Pri aplika´cii budu´ kombinovane´ roˆzne typy neuro´novy´ch siet´ı a ich konfigura´ci´ı s ciel’om
dosiahnut’ cˇo najpresnejˇsie vy´sledky. Ako vy´vojove´ prostredie pre tvorbu aplika´cie bol zv-
oleny´ vy´pocˇetny´ syste´m MATLAB, ktory´ disponuje vysoky´m vy´konom, vel’ky´m pocˇtom
podporny´ch funkci´ı a toolboxami pre pra´cu s neuro´novy´mi siet’ami. Aplika´cia bude navrho-
vana´ a implementovana´ s ohl’adom na jej vy´sledne´ prakticke´ vyuzˇitie cˇi uzˇ v konkre´tnej




V tejto cˇasti budu´ pop´ısane´ teoreticke´ vy´chodiska´ jednotlivy´ch cˇast´ı a termı´nov, ktore´ sa
v pra´ci vyskytuju´. V prvom rade je nutne´ definovat’ samotny´ kapita´lovy´ trh a za´kladne´
opera´cie vykona´vane´ na nˇom. Doˆlezˇite´ bude aj strucˇne pop´ısat’ princ´ıp elektronicke´ho
obchodovania, pretozˇe mozˇno nie kazˇdy´ sa s ty´m doposial’ stretol. Pre pochopenie prob-
lematiky ako celku je vhodne´ porozumiet’ vsˇetky´m cˇastiam teo´rie esˇte predty´m ako bude
popisovane´ riesˇenie a aplika´cia v praxi. Na´sledne su´ pop´ısane´ l’udske´ pr´ıstupy k analy´ze
a predikcii vy´voja cien na trhu. Presny´ opak vykresl’uju´ podkapitoly, ktore´ pre toto pouzˇitie
vyuzˇ´ıvaju´ na´stroje umelej inteligencie. Posledna´ cˇast’ rozobera´ kl’´ucˇove´ pojmy su´visiace
s neuro´novy´mi siet’ami. Teoreticka´ kapitola tvor´ı vy´chodisko pre pochopenie prakticke´ho
vyuzˇitia umelej inteligencie v na´vrhu vlastne´ho riesˇenia uvedene´ho v pra´ci neskoˆr.
2.1 Za´klady elektronicke´ho obchodovania
S rozvojom informacˇny´ch technolo´gi´ı sa vd’aka novy´m mozˇnost’iam internetu rozsˇ´ıril pra´ve
tento druh obchodovania. V su´cˇasnosti nieje potrebne´ byt’ fyzicky zu´cˇastneny´ na burze
a da´vat’ obchodn´ıkom u´stne pokyny na na´kup cˇi predaj. Tento spoˆsob s´ıce funguje sta´le,
avsˇak cˇ´ım d’alej ty´m viac je rozvinute´ obchodovanie online, kde sa obchodn´ık nemus´ı
fyzicky nicˇoho u´cˇastnit’, len vyuzˇ´ıva moderne´ elektronicke´ komunikacˇne´ prostriedky.
Online trading je mozˇne´ vykona´vat’ aj z osobne´ho pocˇ´ıtacˇa cez webove´ rozhranie inter-
netu, popr´ıpade cez nainsˇtalovany´ software. Jediny´ u´kon ktory´ je potrebne´ vykonat’ aby
bolo cˇloveku umozˇnene´ na burze obchodovat’, je zalozˇenie u´cˇtu u tzv. brokera - osoby,
resp. spolocˇnosti ktora´ mu pr´ıstup na burzu sprostredkuje. Viac o ty´chto spolocˇnostiach
popisuje podkapitola 2.1.1. Cez tu´to osobu je na´sledne mozˇne´ poda´vat’ obchodne´ pr´ıkazy.
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K zalozˇeniu u´cˇtu je potrebny´ bankovy´ u´cˇet, pocˇiatocˇny´ vklad urcˇitej vy´sˇky v za´vislosti na
type brokerskej spolocˇnosti, plnoletost’ a niektore´ d’alˇsie podmienky. Z obchodne´ho u´cˇtu
su´ uzˇ´ıvatel’om pravidelne odpisovane´ na´klady ako napr. poplatky za pouzˇ´ıvanie obchodnej
platformy, poplatky za da´ta a najma¨ vsˇak poplatky za obchodne´ pr´ıkazy pretozˇe z toho
tieto spolocˇnosti profituju´ prima´rne. Obchodovat’ je mozˇne´ napr´ıklad akcie, komodity cˇi
menove´ pa´ry. Ciel’om tejto cˇinnosti tak ako na klasicky´ch trhoch tak aj na trhoch elek-
tronicky´ch, je na obchode zarobit’. Zjednodusˇene sa trzˇne´ insˇtrumenty naku´pia lacnejˇsie
a predaju´ drahsˇie. Tento proces moˆzˇe byt’ vsˇak aj opacˇny´. Ked’ sa predpoklada´ pokles
hodnoty ceny nejakej velicˇiny, je zadany´ pr´ıkaz na predaj. Na´sledne pokial’ velicˇina pok-
lesne a zada´ sa pr´ıkaz na na´kup, vytvory´ sa zisk ako rozdiel ty´chto hodnoˆt. Neusta´le je
vsˇak mozˇny´ aj opacˇny´ scena´r vy´voja trhu ako sa ocˇaka´va. V takom pr´ıpade treba pocˇ´ıtat’
s nulovy´m ziskom, popr´ıpade stratou. Nasleduju´ci obra´zok demonsˇtruje za´kladny´ princ´ıp
tvorby zisku na financˇnom trhu. Kazˇda´ modra´ vertika´lna cˇiara zna´zornˇuje jeden obchodny´
denˇ. L’ava´ horizonta´la znacˇ´ı cenu pri otvoren´ı trhu, prava´ cenu na konci obchodne´ho dnˇa
(Zdroj: [16]).
Obra´zek 2.1: Princ´ıp elektronicke´ho obchodovania (Zdroj: [16])
2.1.1 Brokerske´ spolocˇnosti
Pr´ıstup k mozˇnosti elektronicke´ho obchodovania nie je priamy, ale vyzˇaduje vyuzˇitie
sprostredkovatel’sky´ch sluzˇieb roˆznych brokersky´ch spolocˇnost´ı. Pre priamy pr´ıstup je po-
trebne´ zaku´penie burzovej licencie, ktora´ je vel’mi draha´. Brokera je teda mozˇne´ cha´pat’ ako
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spojovac´ı cˇla´nok medzi osobou a jej obchodny´mi pr´ıkazmi na burze. Vsˇeobecne existuju´
dva za´kladne´ typy obchodovania.
Prva´ skupina brokerov realizuje klientove pr´ıkazy prostredn´ıctvom vlastny´ch obchod-
ny´ch prostriedkov za u´cˇasti ”zˇivy´ch”brokerov. Vy´hodu predstavuje, zˇe klient moˆzˇe dostat’
sku´sene´ rady. Pr´ıkazy su´ zada´vane´ telefonicky, emailom, faxom alebo iny´m komunikacˇny´m
zariaden´ım a musia mat’ presnu´ sˇtandardizovanu´ podobu. Z toho vyply´va, zˇe pozˇiadavky
su´ realizovane´ s isty´m oneskoren´ım. To je v tomto obore vel’kou nevy´hodou a pra´ve z toho
doˆvodu je ovel’a pouzˇ´ıvanejˇs´ı druhy´ spoˆsob kde klient realizuje svoje obchodne´ pr´ıkazy
sa´m.
Pr´ıkazy su´ poda´vane´ elektronicky cez elektronicku´ obchodnu´ platformu poskytovanu´
brokerskou spolocˇnost’ou. Ta´ si za tieto sluzˇby u´cˇtuje poplatky, ktore´ predstavuju´ hlavny´
zdroj prostriedkov ty´chto firiem. Exeku´cia obchodny´ch pr´ıkazov je v tomto pr´ıpade okam-
zˇita´. Pred samotny´m obchodovan´ım rea´lnych financˇny´ch prostriedkov tieto spolocˇnosti
cˇastokra´t poskytuju´ demo u´cˇty kde si klient moˆzˇe vysku´sˇat’ obchodovat’ s fikt´ıvnymi
prostriedkami. Vy´ber vhodnej brokerskej spolocˇnosti je jedny´m z najdoˆlezˇitejˇs´ıch rozhod-
nut´ı v tradingu. Obecne by sa mal za´ujemca rozhodnu´t’ podl’a typu insˇtrumentu, ktory´ ma´
za´ujem obchodovat’ - akcie, opcie, dlhopisy, komodity, forex atd. Nemenej vy´znamny´ fak-
tor tiezˇ predstavuje vy´sˇka poplatkov, ktore´ bude firme platit’ za svoje´ pr´ıkazy. Popr´ıpade
d’alˇsie pausˇa´lne vy´davky za dodatocˇne´ grafy cˇi pouzˇ´ıvanie obchodnej platformy alebo ine´ho
softve´ru (Zdroj: [16]).
2.1.2 Faktory ovplyvnˇuju´ce rozhodovanie investora
Ciel’om rozhodnut´ı je vzˇdy zisk predpokladane´ho vy´nosu invest´ıcie v kombina´ci´ı s rizikom
spojene´ho s ty´mto obchodom. Vy´nos invest´ıcie predstavuje rozdiel medzi konecˇny´m ziskom
z obchodu a pocˇiatocˇny´mi investovany´mi prostriedkami. Tento faktor je cˇasto charak-
terizovany´ ukazatel’om - vy´nosove´ percento, ktore´ predstavuje pomer zisku k celkovy´m
vynalozˇeny´m na´kladom.
Kazˇdy´ investor ma´ odliˇsny´ vzt’ah k riziku a obecne plat´ı, zˇe so stupnuju´cim sa rizikom
stu´paju´ aj potenciona´lne zisky. Investori s averziou k riziku investuju´ va¨cˇsˇinou do sta-
bilny´ch projektov aky´mi su´ fondy. Pre zn´ızˇenie rizika existuju´ viacere´ meto´dy, kde medzi
za´kladne´ patr´ı diverzifika´cia portfo´lia. Posledny´m vy´znamny´m faktorom je likvidita in-
vest´ıcie, teda ako ry´chlo je mozˇne´ premenit’ invest´ıciu na hotove´ prostriedky. Ciel’ kazˇde´ho
investora je maxima´lny vy´nos pri minima´lnom riziku s mozˇnost’ou cˇo najry´chlejˇsej pre-
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meny na hotove´ prostriedky. Tento pr´ıstup zahr´nˇa dokopy vsˇetky tri uvedene´ faktory a je
oznacˇovany´ ako zlate´ pravidlo invest´ıcie.
2.1.3 Za´kladne´ doporucˇenia pre obchodovanie
Ta´to kra´tka sekcia zhr´nˇa pa´r za´kladny´ch bodov ktory´ch by sa mal kazˇdy´ obchodn´ık drzˇat’.
Aj ked’ sa jedna´ o subjekt´ıvne ponˇatie podl’a [25] sa tieto pravidla´ uka´zali ako prospesˇne´.
 Znalost’ princ´ıpov online obchodovania - porozumenie princ´ıpov sˇpekula´ci´ı, fungova-
nia bu´rz, pojmom ako margin, leverage, ovla´danie softve´ru, rozdielom medzi demo
a live obchodovan´ım.
 Znalost’ trhov a akt´ıv - znalost’ miest kde je mozˇne´ obchodovat’, podnikov a ich akt´ıv,
pojmov ako likvidita, spread.
 Nikdy nehazardovat’ - obchodovanie nie je ruleta, pra´ca so stoplossom, spocˇiatku
neinvestovat’ viac ako 30% kapita´lu, poz´ıcia by nemala spoˆsobit’ stratu va¨cˇsˇiu ako
5% prostriedkov.
 Psycholo´gia - discipl´ına obchodn´ıka, drzˇanie sa pla´nu, trpezlivost’ a chladne´ rozhod-
nutia bez emo´ci´ı, zdrzˇanie sa strachu a chamtivosti.
 Risk management - udrzˇiavanie rizika pod kontrolou, minimaliza´cia pravdepodob-
nosti rizika, obecne sa doporucˇuje nizˇsˇ´ı pocˇet kontraktov.
 Money management - riadenie prostriedkov, dlhodobe´ poˆsobenie a rastu´ci trend
kapita´lu.
 Management obchodnej poz´ıcie - riadeny´ proces rozhodovac´ıch postupov a jednania
v situa´ci´ı otvorenej obchodnej poz´ıcie, maximaliza´cia zisku alebo minimaliza´cia stra´t
(Zdroj: [23]).
2.2 Financˇne´ trhy a ich rozdelenie
Financˇny´ trh je znacˇne komplikovana´ oblast’ a je na nˇom mozˇne´ na´jst’ desiatky roˆznych
financˇny´ch insˇtrumentov, najcˇastejˇsie deriva´tov. Tento komplexny´ celok sa rozdeluje na






Penˇazˇne´ trhy su´ za´kladny´m financˇny´m trhom, na ktorom sa obchoduje alebo inves-
tuje do kra´tkodoby´ch cenny´ch papierov alebo ich napodoben´ın. Za´kladny´m produktom
penˇazˇne´ho trhu su´ vklady obyvatel’stva v banka´ch, termı´novane´ vklady, kra´tkodobe´ pok-
ladnicˇne´ pouka´zˇky vla´d, komercˇne´ cenne´ papiere podnikov alebo penˇazˇne´ fondy financˇny´ch
spolocˇnost´ı. Vsˇetky tieto produkty maju´ spolocˇne´ to, zˇe ich splatnost’ alebo doba, na ktoru´
sa peniaze pozˇicˇiavaju´ je menej ako jeden rok. Penˇazˇny´ trh teda slu´zˇi najma¨ na pokry´vanie
kra´tkodobe´ho dopytu po peniazoch (zabezpecˇovanie likvidity).
U´plne odliˇsnu´ funkciu tvoria dev´ızove´ trhy, na ktory´ch sa obchoduju´ svetove´ meny.
Ich hlavnou u´lohou je zabezpecˇovat’ prevod kapita´lu z jednej meny do druhej meny a tak
podporovat’ jednoduchy´ globa´lny tok penˇaz´ı. Dev´ızove´ trhy tak zabezpecˇuju´ efekt´ıvne pre-
lievanie zdrojov na miesta ich najva¨cˇsˇej potreby a potencia´lne najvysˇsˇ´ıch vy´nosov. K tejto
funkci´ı dev´ızovy´ch trhov sa pridala aj funkcia sˇpekulacˇna´, ked’ momenta´lne vel’ka´ cˇast’
u´cˇastn´ıkov trhu neobchoduje s rea´lnym kapita´lom ale iba sˇpekuluje na jeho predpokladany´
pohyb. Tento trh sa oznacˇuje aj ako foreign exchange alebo menovy´ trh.
Jednoznacˇne najva¨cˇsˇ´ım financˇny´m trhom je vsˇak trh deriva´tov, ten niekol’ko tis´ıc
na´sobne prevysˇuje svojou vel’kost’ou vsˇetky ostatne´ trhy. Deriva´t je financˇny´ insˇtrument,
ktory´ je odvodeny´ od podkladove´ho akt´ıva ako napr´ıklad od akcie, dlhopisu, menove´ho
trhu cˇi komodity. Pohyb ceny deriva´tu teda su´vis´ı s pohybom ceny za´kladne´ho akt´ıva.
Su´cˇasny´ financˇny´ syste´m umozˇnˇuje budovanie deriva´tov z deriva´tov a tak vytva´ra vel’ke´
pyramı´dy, ktory´ch krach stoj´ı za takmer vsˇetky´mi financˇny´mi kr´ızami. Kapita´lovy´ trh a
jeho vyuzˇitie bude pre diplomovu´ pra´cu sˇpecificke´, preto bude pop´ısany´ blizˇsˇie v nasle-
duju´cej sekcii (Zdroj: [20, 6]).
2.3 Kapita´lovy´ trh
Je mozˇne´ nazvat’ financˇny´m trhom v uzˇsˇom zmysle. Jedna´ sa o mechanizmus transakci´ı
ekonomicky´ch subjektov v mieste, kde sa streta´va ponuka s dopytom. Kapita´love´ trhy
zabezpecˇuju´ dlhodobe´ zdroje financovania (kapita´l). Hlavny´mi za´ujemcami o financovanie
su´ vla´dy a firmy. Aj preto sa kapita´love´ trhy delia na akciove´ a dlhopisove´. Na akciovy´ch
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trhoch z´ıskavaju´ firmy kapita´l emisiami novy´ch akci´ı, na dlhopisovy´ch trhoch emisiami
dlhopisov, cˇizˇe cenny´ch papierov splatny´ch v stanoveny´ cˇas so stanoveny´m vy´nosom. Na
kapita´lovy´ trh pricha´dzaju´ investori so za´ujmom o dlhodobe´ investovanie, ktore´ je pre
firmy tou najdoˆlezˇitejˇsou formou z´ıskavania investicˇne´ho kapita´lu.
Pri vypracova´van´ı tejto pra´ce sa predpoklada´, zˇe kapita´lovy´ trh na ktorom bude
prebiehat’ predikcia sa bude spra´vat’ podl’a hypote´zy frakta´lneho trhu. To je hypote´za
definuju´ca su´bor za´kladny´ch logicky´ch javov, ktore´ sa na trhu deju´. Obecny´m pravid-
lom tejto teo´rie je, zˇe ceny financˇny´ch insˇtrumentov odra´zˇaju´ aj ceny minule´. Taktiezˇ sa
predpoklada´, zˇe kazˇdy´ jednotlivec je schopny´ interpretovat’ informa´ciu roˆznym spoˆsobom
v odliˇsnom cˇase a nechova´ sa vzˇdy raciona´lne. Investor ma´ tendenciu vyhl’ada´vat’ riziko.
U´cˇastn´ıci trhu su´ ovplyvnen´ı ty´m, cˇo sa udialo v minulosti a ich budu´ce rozhodnutia su´
postavene´ na za´klade ich su´cˇasny´ch sku´senost´ı. Poslednou u´vahou je, zˇe rozdelenie zmien
cien nema´ norma´lne rozlozˇenie.
Pri obchodovan´ı na trhoch docha´dza k opakuju´cim sa procesom. Ceny akci´ı nerastu´
do nekonecˇna ani neklesaju´ u´plne na nulu (pokial’ sa nejedna´ o bankrot firmy). Pri ob-
chodovan´ı docha´dza k neusta´lemu ovplyvnˇovaniu burzy a investorov navza´jom. To zapr´ı-
cˇinuje tzv. spa¨tna´ va¨zba, ktora´ je tvorena´ reakciami investorov na priebeh na burze. Pri
raste a poklese cien akci´ı, indexov, komod´ıt cˇi kurzov mien dominuje na trhu kladna´
spa¨tna´ va¨zba, ktora´ vytva´ra nestabilitu, nelinearitu a chaos. Pra´ve z toho doˆvodu su´
na´stroje umelej inteligencie vhodne´ prostriedky pre pouzˇitie v su´vislosti s financˇny´mi
trhmi. Procesy kladny´ch a za´porny´ch spa¨tny´ch va¨zieb tvoria chaoticky´ syste´m, ktory´
generuje nekonecˇne´ varianty situa´ci´ı a stavov. Komplexny´ financˇny´ syste´m nikdy nie
je v rovnova´he. Tieto procesy sa periodicky opakuju´ a tvoria tak charakteristicke´ tvary
cˇasovy´ch ra´d, ktore´ su´, a aj v tejto pra´ci budu´, predmetom analy´zy a d’alˇsieho sku´mania
(Zdroj: [20, 6]).
2.4 Akciovy´ trh NASDAQ
V praktickej cˇasti tejto pra´ce budu´ financˇne´ predpovede pracovat’ s akciami obchodovany´mi
na trhu NASDAQ. Tento trh je momenta´lne druhy´m najva¨cˇsˇ´ım elektronicky´m trhom akci´ı
na svete. Jedna´ sa o pocˇ´ıtacˇovu´ a telefo´nnu siet’, ktora´ spa´ja jednotlive´ financˇne´ insˇtitu´cie.
Na´zov vycha´dza zo skratky National Association of Securities Dealers Automated Quotes
system. Tento trh nema´ zˇiadne centra´lne poˆsobisko ani burzovy´ parket, poskytuje len
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technologicke´ za´zemie jednotlivy´m u´cˇastn´ıkom, z ktory´ch niektor´ı plnia za´rovenˇ aj u´lohu
tvorcov trhov. Pocˇet u´cˇastn´ıkov nie je obmedzeny´, moˆzˇu sa nimi stat’ osoby splnˇuju´ce
za´kladne´ krite´ria´ a pozˇiadavky. Symbol sa u vsˇetky´ch akcia´ch NASDAQU sklada´ zo sˇtyroch
a viac p´ısmen. Podmienky k obchodovaniu zahr´nˇaju´ niekol’ko minima´lnych pozˇiadaviek.
Spolocˇnosti, ktory´ch akcie su´ obchodovane´ musia mat’ minima´lnu hodnotu cˇisty´ch sta´lych
akt´ıv za najmenej sˇtyri milio´ny americky´ch dola´rov a urcˇity´ pocˇet obchodovatel’ny´ch akci´ı
v obehu. Syste´m obchodovania je zalozˇeny´ na kota´cia´ch, ktore´ predstavuju´ ponukove´ a
dopytove´ ceny a ich rozdiely (spready) (Zdroj: [11]).
2.5 Cˇasove´ rady
Ako uzˇ bolo v pra´ci spomenute´, priebeh hodnoˆt cien financˇny´ch insˇtrumentov na kapita´l-
ovy´ch trhoch nie je nicˇ ine´ ako klasicka´ cˇasova´ rada. Cˇasovu´ radu je mozˇne´ definovat’
ako jednoznacˇne, podl’a cˇasovej postupnosti usporiadany´ su´bor hodnoˆt, ktory´ bol z´ıskany´
pozorovan´ım v cˇase. Z matematicke´ho hl’adiska je mozˇne´ predikciu zap´ısat’ ako postupnost’
hodnoˆt y1, y2 ... yn, kde n uda´va pocˇet hodnoˆt cˇasovej rady a prvok y zodpoveda´ hodnote
velicˇiny v danom cˇase. Pri predikcia´ch by v tomto pr´ıpade bolo uvazˇovane´ o hodnote yn
ako poslednej, a hodnote yn+1 azˇ yn+i ako predikovany´ch hodnota´ch budu´cnosti kde i
znacˇ´ı i-tu hodnotu predikcie.
Pre cˇasovu´ radu plat´ı, zˇe cˇasova´ perioda vzorkovania (vzdialenost’ susedny´ch zlozˇiek) je
konsˇtantna´. Perioda moˆzˇe nadobu´dat’ roˆznych vel’kost´ı od frekvenci´ı vysoky´ch v minu´tach,
azˇ po vel’mi n´ızke frekvencie s intervalom v mesiacoch, alebo rokoch. Cˇasove´ rady maju´
dynamicky´ charakter, v cˇase sa menia a vykazuju´ urcˇite´ spra´vanie. Pri dekompoz´ıci´ı je
mozˇne´ definovat’ pravidelne´ vzory a spra´vanie ktore´ cˇasova´ rada opakovane vykazuje.
Trendova´ zlozˇka vykazuje smer a strmost’ vy´voja rady v cˇase. Reflektuje spra´vanie
zna´me z kapita´lovy´ch trhov, ked’ ceny velicˇ´ın rastu´, stagnuju´ alebo klesaju´. Cyklicka´
zlozˇka definuje fluktua´ciu trendu (striedanie rastu a poklesu), ktore´ sa po cˇase pravidelne
opakuje pod vplyvom vonkajˇsieho prostredia a d’alˇs´ıch faktorov. Sezo´nna zlozˇka popisuje
periodicke´ zmeny, ktore´ sa pravidelne po cˇase opakuju´ (napr. rast cien pred Vianocˇny´m
obdob´ım). Poslednou zlozˇkou je zlozˇka na´hodna´, ktora´ prida´va cˇasovej rade urcˇitu´ da´vku
nepredv´ıdatel’nosti. Vsˇetky tieto zlozˇky po su´cˇte urcˇuju´ spra´vanie cˇasovy´ch ra´d.
Na obra´zku 2.2 je zna´zornena´ dekompoz´ıcia cˇasovej rady. Vd’aka isty´m praxou vypo-
zorovany´m pravidla´m a vzorom ktore´ sa opakuju´ existuje priestor pre burzove´ sˇpekula´cie
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na predpovedanie vy´voja trzˇny´ch velicˇ´ın (Zdroj: [5]).
Obra´zek 2.2: Dekompoz´ıcia cˇasovej rady na jednotlive´ zlozˇky (Zdroj: [2])
2.6 Predikcia
V su´cˇasnosti existuje mnoho oborov l’udskej cˇinnosti, kde je vel’mi potrebna´ a zˇiadana´
znalost’ budu´ceho chovania rozlicˇny´ch velicˇ´ın. K tomuto u´cˇelu su´ neusta´le vyv´ıjane´ roˆzne
metodiky zalozˇene´ na algoritmoch, sˇtatistike, heuristike a d’alˇs´ıch discipl´ınach. V priebehu
uplynuly´ch rokov bolo naprogramovane´ a prakticky vyuzˇite´ vel’ke´ mnozˇstvo roˆznych roˆznych
predikcˇny´ch techn´ık a postupov zalozˇeny´ch pra´ve na algoritmoch a vy´pocˇetny´ch syste´moch,
ktore´ v dnesˇnej dobe disponuju´ silny´m potenciona´lom a v budu´cnosti je ocˇaka´vany´ ich
rozvoj.
Obecne prvy´m krokom predikcie cˇasovy´ch ra´d by´va vycˇlenenie a sˇpecifika´cia predik-
cˇne´ho proble´mu ktory´ sa bude riesˇit’. V d’alˇs´ıch krokoch predikcˇny´ch pra´c su´ zbierane´
a hodnotene´ experimenta´lne da´ta, ich vlastnosti, frekvencia vzorkovania, presnost’ apod.
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Je potrebne´ urcˇit’ horizont predpovede a definovat’ ciel’ ktory´ ma´ byt’ dosiahnuty´. Na
kapita´lovy´ch trhoch moˆzˇe byt’ jedny´m z ciel’ov zhodnotenie financˇny´ch prostriedkov. Na´-
sledne treba zvolit’ meto´du predikcie. To cˇastokra´t su´vis´ı aj s predosˇlou vyzˇadovanou
u´pravou da´t do podoby vhodnej pre zvolenu´ konkre´tnu meto´du.
V pr´ırode existuje mnoho druhov procesov, no ekonomicke´ a financˇne´ patria medzi
jedny z ty´ch najzlozˇitejˇs´ıch, vzhl’adom na mieru chaotickosti ktoru´ obsahuju´. Tieto syste´my
su´ pr´ıliˇs zlozˇite´ a komplexne´ pre l’udske´ spracovanie, preto su´ pre tieto u´cˇely pouzˇ´ıvane´
pokrocˇile´ meto´dy postavene´ na vy´pocˇetnej technike a umelej inteligencii ktore´ dosahuju´
presnejˇsie vy´sledky. Dˇalˇs´ım doˆlezˇity´m faktorom pri vyuzˇit´ı pocˇ´ıtacˇov je odstra´nenie psy-
chologicke´ho efektu ovplyvnˇuju´ce l’udske´ spra´vanie a rozhodovanie. L’udia su´ roˆzni s roˆznymi
averziami alebo na´klonnost’ami k riziku, pricˇom vy´pocˇetny´ syste´m je od ty´chto efektov
ocˇisteny´. Podrobnosti o vyuzˇit´ı umelej inteligencie budu´ blizˇsˇie pop´ısane´ v sekci´ı 2.9.
Cˇasovu´ radu si je mozˇne´ predstavit’ tak, akoby bola zlozˇena´ z dvoch za´kladny´ch zlozˇiek
a to deterministickej a stochastickej zlozˇky. Deterministicka´ je urcˇena´, vycha´dza z urcˇity´ch
efektov a logicky´ch su´vislost´ı. Stochasticka´ zlozˇka je na´hodna´ zlozˇka obsahuju´ca prvky
chaotickosti a na´hody. Tieto za´kladne´ zlozˇky cˇasovej rady sa d’alej rozvetvuju´ ako je mozˇne´
vidiet’ na obra´zku 2.3. Priebeh cˇasovej rady moˆzˇe obsahovat’ vsˇetky uvedene´ zlozˇky, alebo
len niektore´. Predikcia je proces, ktory´ zacˇ´ına vy´pocˇtom pred samotnou udalost’ou, pre-
bieha pri procese (korekcia) a skoncˇ´ı sa po udalosti pri vyhodnocovan´ı. Doˆlezˇite´ je vyhod-
notenie predikcˇne´ho modelu, ktore´ sa vykona´va na za´klade znalost´ı rozdielov a chy´b medzi
predikovany´mi a skutocˇny´mi hodnotami. Existuje viacero pr´ıstupov pre porovnanie ty´chto
velicˇ´ın, medzi najzna´mejˇsie patr´ı meto´da strednej kvadratickej chyby, strednej absolu´tnej
chyby a strednej relat´ıvnej chyby vyjadreny´ch v percenta´ch. Postup predikcie a hodnote-
nia validity navrhnute´ho modelu pre riesˇenie u´lohy, ktorou sa zaobera´ ta´to pra´ca bude
blizˇsˇie pop´ısany´ v kapitole 4. Nasleduju´ce sekcie sa venuju´ popisu sˇtandartny´ch postupov
pre predikciu vy´voja hodnoˆt velicˇ´ın na kapita´lovy´ch trhoch, v porovnan´ı s mozˇnost’ami
vyuzˇitia prostriedkov umelej inteligencie (Zdroj: [6]).
2.7 Sˇtandartne´ postupy pre predikciu na trhu
Neusta´le pohyby cien na trhu vytva´raju´ charakteristicke´ grafy, ktore´ su´ predmetom analy´z
a sku´mania. L’udia sa snazˇia z nich vycˇ´ıtat’ urcˇite´ su´vislosti alebo periodicky opakuju´ce sa
trendy, ktore´ sa vyskytli v minulosti a predpovedat’ tak vy´voj trhu v budu´cnosti. Ciel’om je
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Obra´zek 2.3: Rozdelenie zlozˇiek cˇasovej rady [6]
zhodnotenie akci´ı, indexov, fondov, teda financˇny´ch insˇtrumentov a prostriedkov obecne.
Niektor´ı financˇn´ı analytici a obchodn´ıci sˇ´ıria fakt, zˇe predpovedat’ vy´voj trhu je nemozˇne´
z doˆvodu, zˇe burza sa spra´va podl’a teo´rie na´hodnej precha´dzky. Tu´to teo´riu vsˇak popiera
fakt, zˇe v skutocˇnosti existuju´ l’udia ktor´ı vd’aka sˇpekula´cia´m na financˇny´ch trhoch zbo-
hatli, popr´ıpade sa touto cˇinnost’ou zˇivia. Predpovedat’ vy´voj trhu je mozˇne´, ale jedna´ sa
o komplexny´ proble´m pozosta´vaju´ci s mnohy´ch faktorov. V nasleduju´cich sekcia´ch budu´
strucˇne pop´ısane´ najcˇastejˇsie pouzˇ´ıvane´ pr´ıstupy a metodiky sˇtandartnej predikcie vy´voja
na trhu.
2.7.1 Technicka´ analy´za
Ako prvy´ pr´ıstup disponuje sˇiroky´m vy´berom roˆznych vedecky´ch sˇtu´di´ı a exoticky´ch
na´strojov pre predikciu, vo svojej podstate vsˇak len sku´ma dopyt a ponuku na burze
s ciel’om urcˇit’ trend, ktory´m smerom bude trh pokracˇovat’ v budu´cnosti. Na rozdiel od
fundamenta´lnej analy´zy sa nezaobera´ analy´zou podnikov, hodnotou ekonomicky´ch sub-
jektov a okolity´m svetom. Technicka´ analy´za sku´ma cˇisto pohyby cien na trhu. Vycha´dza
z predpokladu, zˇe vsˇetky informa´cie, ktore´ by mohli mat’ vplyv na budu´ci vy´voj su´ v danom
grafe uzˇ nejaky´m spoˆsobom obsiahnute´. Niektore´ osoby aky´mi su´ napr. meteorolo´govia,
politici cˇi manazˇe´ri podnikov maju´ k dispoz´ıci´ı trzˇne´ informa´cie skoˆr ako obchodn´ıci na
burze. Preto sa pocˇ´ıta, zˇe tieto informa´cie su´ uzˇ v grafoch zahrnute´. Dˇalej sa predpoklada´,
zˇe ceny sa pohybuju´ v trendoch a histo´ria sa opakuje.
Forma´cie a obrazy grafov nie su´ sto percentne´, avsˇak zvysˇuju´ pravdepodobnost’, zˇe bud’
bude cena pokracˇovat’ vo svojom trende, alebo naopak, zˇe sa trend zmen´ı na opacˇny´. Medzi
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za´kladne´ forma´cie grafov, ktore´ niecˇo vypovedaju´ patria napr. hlava a ramena´, obra´tena´
hlava a ramena´, dvojity´ vrchol, dvojite´ dno, supporty a rezistencie, trojuholn´ıkove´ forma´cie
cˇi pokrocˇilejˇsie a zlozˇitejˇsie metodolo´gie zalozˇene´ na Eliotovy´ch vlna´ch alebo Fibonacciho
postupnosti. Na nasleduju´com obra´zku je zobrazena´ za´kladna´ forma´cia support-resistance.
Je mozˇne´ vidiet’, zˇe cena 51 dola´rov predstavuje doˆlezˇitu´ cˇiaru, kde ta´to cena najprv odra´zˇa
graf pred spadnut´ım pod tu´to hladinu a na´sledne ked’ graf hladinu preraz´ı mu zabranˇuje
dostat’ sa na cenu vysˇsˇiu.
Obra´zek 2.4: Forma´cia support-resistance na grafe spolocˇnosti Wall-Mart medzi rokmi
2003 azˇ 2006 (Zdroj: [16])
Najˇsirsˇie pouzˇ´ıvane´ meto´dy technickej analy´zy mozˇno rozdelit’ na dva hlavne´ pr´ıstupy.
Je to sˇtu´dium grafov a sˇtatisticky´ pr´ıstup. Prva´ meto´da bola uzˇ op´ısana´ v predosˇly´ch
odstavcoch. Sˇtatisticke´ techniky zahr´nˇaju´ hlavne sˇtu´dium a vyuzˇ´ıvanie roˆznych tech-
nicky´ch indika´torov. Tie sa vypocˇ´ıtavaju´ z historicky´ch da´t a vyuzˇ´ıvaju´ sa na urcˇenie
obratu trendu, resp. jeho spomalenia cˇi zry´chlenia. Mnoho indika´torov poskytuje ob-
chodn´ıkovi priamo signa´ly k predaju alebo na´kupu. Taky´mto indika´torom su´ napr´ıklad
k´lzave´ priemery. Proble´m spocˇ´ıva v tom, zˇe existuju´ roˆzne indika´tory pre roˆzne trhy
a cˇastokra´t si v analy´ze protirecˇia.
V praktickej cˇasti tejto pra´ce bude vyuzˇity´ NARX model neuro´novej siete, ktory´ je
schopny´ pr´ıjmat’ exoge´nne vstupy. Tieto vstupy by mali vykazovat’ urcˇity´ korelacˇny´ charak-
ter vocˇi predikovanej cˇasovej rade. Ako tieto vstupy budu´ zava´dzane´ niektore´ indexy
a ukazatel’e technickej analy´zy. Prvy´m vy´znamny´m technologicky´m ukazatel’om su´ k´lzave´
priemery. Jedna´ sa o jeden zo za´kladny´ch ukazatel’ov odhalovania budu´ceho trendu.
Pocˇ´ıta sa ako priemer rovnake´ho pocˇtu za sebou nasleduju´cich obdob´ı. Slu´zˇi najma¨ k vyh-
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ladeniu krivky cˇasovej rady a urcˇeniu zmeny trendu. Existuje viacero typov, pre potreby
tejto pra´ce bude vyuzˇity´ jednoduchy´ a exponencia´lny k´lzavy´ priemer. Druhy´m indika´torom
je ROC (Rate Of Change), ktory´ popisuje silu a ry´chlost’ zmeny trendu. Hlavnou vy´hodou
je jednoduchost’ vy´pocˇtu, ktory´ pracuje so su´cˇasny´mi uzatva´rac´ımi hodnotami akci´ı a tymi
minuly´mi. RSI - Relative Strength Index meria vnu´tornu´ silu investicˇne´ho na´stroja. Jeho
vyuzˇitie je vy´znamne´ pre identifika´ciu prednaku´pene´ho a predpredane´ho trhu kde tento
indika´tor taktiezˇ poma´ha potvrdit’ urcˇenie smeru trendu. Indika´tor MACD (Moving Av-
erage Convergence Divergence) popisuje zbiehavost’ a rozbiehavost’ medzi dvoma expo-
nencia´lnymi k´lzavy´mi priemermi.
Stochasticky´ oscila´tor je indika´torom hybnosti, ktory´ popisuje umiestnenie aktua´lnej
uzatva´racej ceny akcie vo vzt’ahu k rozpa¨tiu najvysˇsˇej a najnizˇsˇej ceny v priebehu urcˇitej
d´lzˇky obdobia. U´daje u dolnej medze su´ povazˇovane´ za predpredane´ a horne´ za pred-
naku´pene´, nemus´ı to vsˇak byt’ pravidlom. Williams %R taktiezˇ popisuje predpredane´
alebo prednaku´pene´ obdobie. Vy´hodou je schopnost’ predv´ıdat’ zvraty investicˇne´ho na´stroja
niekol’ko dn´ı vopred. Pomocou tohoto ukazatel’a je mozˇne´ vytvorit’ vrchol a na´sledne klesat’
esˇte pred ty´m ako tento stav nastane pri cene v rea´lnom trzˇnom prostred´ı.
Posledny´m indika´torom zahrnutom v pra´ci su´ Bollingerove pa´sma. Tento indika´tor
je schopny´ sledovat’ volatilitu investicˇne´ho na´stroja a relat´ıvnu cenovu´ u´rovenˇ v zadanom
cˇase. Pa´smo sa sklada´ z horne´ho, dolne´ho pa´sma a zo stredovej l´ınie. U´lohou indika´tora
je naznacˇit’, kedy je investicˇny´ na´stroj relat´ıvne drahy´ alebo lacny´ vzhl’adom k situa´cii na
trhu (Zdroj: [1, 16]).
2.7.2 Fundamenta´lna analy´za
Narozdiel od technickej analy´zy obecne vycha´dza z vyhodnotenia situa´cie ekonomicky´ch
subjektov, hodnoty a financˇne´ho rozboru firiem. Rozliˇsujeme tri stupne fundamenta´lnej
analy´zy.
 Globa´lna - sa zaobera´ vplyvom cele´ho trhu a ekonomiky ako celku, sku´ma celkovu´
hospoda´rsku situa´ciu. Zohl’adnˇuje pr´ırodne´ katastrofy, u´rovenˇ nezamestnanosti, vy´voj
HDP, penˇazˇne´ za´soby, infla´ciu, fisˇka´lnu a moneta´rnu politiku, vy´sˇku u´rokovy´ch mier
apod.
 Oborova´ - sku´ma sˇpecifika´ a vzt’ahy v odvetviach (napr. regula´cia zbroja´rskeho
priemyselu).
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 Firemna´ - sa zaobera´ ekonomicky´mi subjektami a ich vzt’ahom k okoliu. Snazˇ´ı sa
kvantifikovat’ vnu´tornu´ hodnotu akcie, komodity, alebo meny. Na´sledne tu´to hodnotu
obchodn´ıci porovnaju´ s trzˇnou hodnotou. V pr´ıpade, zˇe je polozˇka podhodnotena´
naku´pia ju. V pr´ıpade, zˇe je nadhodnotena´, pocˇ´ıtaju´ s jej klesnut´ım v budu´cnosti
a tak zadaju´ pokyn k predaju.
Oba za´kladne´ princ´ıpy dvoch odliˇsny´ch analy´z (fundamenta´lna, technicka´) je mozˇne´
medzi sebou kombinovat’. Hlavny´ rozdiel medzi oboma pr´ıstupmi je ten, zˇe technicka´
analy´za je vsˇeobecne vyuzˇ´ıvana´ pre obchodovanie (trading) a fundamenta´lna analy´za pre
investovanie (Zdroj: [16, 1]).
2.7.3 Psychologicky´ efekt
Je pri elektronickom obchodovan´ı kl’´ucˇovy´ a cˇastokra´t podcenˇovany´ prvok. V pr´ıpade, zˇe
pra´ca obchodn´ıka je ovplyvnˇovana´ jeho emo´ciami a psychicky´m stavom, moˆzˇe sa poskyt-
nuta´ vy´hoda tradingu otocˇit’ a z pripravene´ho byznis pla´nu sa moˆzˇe stat’ na´hodna´ ruleta.
Mnoho hlavne zacˇ´ınaju´cich obchodn´ıkov sa nevie vyrovnat’ s pocˇiatocˇny´mi stratami a ta´to
vlastnost’ patr´ı pra´ve k najva¨cˇsˇiemu umeniu komoditne´ho obchodovania. Tento doˆlezˇity´ as-
pekt obchodovania podcenˇuje priblizˇne 80% vsˇetky´ch obchodn´ıkov. Pra´ve z tohoto doˆvodu
je pre obchodn´ıkov a l’ud´ı obecne vel’mi vy´hodne´ vyuzˇ´ıvat’ prostriedky vy´pocˇetnej tech-
niky, kde efekt emo´cie alebo psycholo´gie neexistuje. Dˇalˇsou vy´hodou je va¨cˇsˇia vy´pocˇetna´
sila a mensˇia na´chylnost’ k chybovosti. Na druhej strane vsˇak stroje nikdy za l’ud´ı nebudu´
vediet’ tvorit’ doˆlezˇite´ rozhodnutia, maju´ len pomocny´ charakter (Zdroj: [22]).
2.8 Pojem umelej inteligencie
Inteligencia v obecnom ponˇat´ı je schopnost’ ucˇit’ sa veci a intuit´ıvne byt’ schopny´ riesˇit’
proble´m, ktore´mu je jedinec vystaveny´. Umela´ inteligencia ako vedny´ obor simuluje in-
teligentne´ riesˇenie proble´mov strojmi a vy´pocˇetnou technikou. Tento obor sa snazˇ´ı viac
cˇi menej napodobnˇovat’ sche´my l’udske´ho spra´vania, vyhodnocovania situa´cie, analy´zy pod-
netov prostredia pr´ıpadne tvorivej cˇinnosti. Poˆvodna´ snaha bola zamerana´ na skop´ırovanie
l’udske´ho umu a jeho na´sledne´ zdokonalovanie (Zdroj: [13]).
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2.9 Vyuzˇitie prostriedkov umelej inteligencie
Umela´ inteligencia to nie je len robotika, dnes sa pomocou jej algoritmov riesˇia na-
jrozlicˇnejˇsie nedeterministicke´ proble´my ako napr´ıklad hranie hier, rozpozna´vanie recˇi
a obrazu, naviga´cia v tere´ne, riadenie a pla´novanie procesov, kombinatorika, data min-
ing, vojenska´ technika a mnohe´ ine´. V tejto pra´ci budu´ algoritmy umelej inteligencie
vyuzˇ´ıvane´ pre predikciu vy´voja cien na kapita´lovy´ch trhoch. Pre tento u´cˇel je mozˇne´
vyuzˇit’ rozlicˇny´ch algoritmov ktore´ sa l´ıˇsia sˇtruktu´rou a pouzˇ´ıvan´ım. Nasleduju´ce sekcie
zhrnu´ jednotlive´ za´kladne´ pr´ıstupy, ktore´ je mozˇne´ pre vyriesˇenie podobne´ho proble´mu
vyuzˇit’. Popisy slu´zˇia pre z´ıskanie prehl’adu, nezacha´dzaju´ do pr´ıliˇsny´ch detailov. Podrob-
nejˇs´ı popis je mozˇne´ na´jst’ v literatu´re uvedenej na konci pra´ce (Zdroj: [14]).
2.9.1 Fuzzy logika
Zmienka o fuzzy logike sa objavila v roku 1965, kde bola spocˇiatku definovana´ ako fuzzy
mnozˇina. Slovo fuzzy znamena´ neostry´, matny´, mlhavy´, neurcˇity´. To aj odpoveda´ pred-
metu za´ujmu tohoto oboru. Fuzzy logika sa snazˇ´ı pokryt’ realitu v jej nepresnosti a neurcˇi-
tosti. Fuzzy mnozˇina je mnozˇina, ktora´ okrem u´plne´ho alebo zˇiadneho cˇlenstva, pripu´sˇt’a aj
cˇlenstvo cˇiastocˇne´. To znamena´, zˇe prvok patr´ı do mnozˇiny s urcˇitou pravdepodobnost’ou,
s urcˇity´m stupnˇom pr´ıslusˇnosti.
Obra´zek 2.5: Meranie teploty fuzzy logikou, pouzˇitie v automatizovany´ch pr´ıstrojoch
v doma´cnosti (Zdroj: [18])
Fuzzy logika je vd’aka svoj´ım vlastnostiam pouzˇitel’na´ pre mnozˇstvo rea´lnych rozhodo-
vac´ıch u´loh. Pouzˇ´ıva sa napr. v umy´vacˇka´ch riadu, pra´cˇkach, autopilotoch, parkovac´ıch
senzoroch, alebo ju moˆzˇeme vyuzˇit’ pri investicˇnom rozhodovan´ı a v ekonomike v oblasti ria-
denia firiem, ako aj v iny´ch oblastiach. Na´vrh fuzzy syste´mu obsahuje tri za´kladne´ kroky,
ktory´mi je fuzzyfika´cia, fuzzy interferencia a defuzzyfika´cia. Prvy´ krok znamena´ preve-
denie rea´lnych premenny´ch na jazykove´ premenne´, do fuzzy prostredia. Stupenˇ cˇlenstva
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atribu´tov premenny´ch v mnozˇine je vyjadrovany´ matematickou funkciou. Existuje niekol’ko
tvarov cˇlensky´ch funkci´ı. Druhy´ krok definuje chovanie syste´mu pomocou pravidiel. V
ty´chto algoritmoch sa objavuju´ podmienkove´ vety, vyhodnocuju´ce stav pr´ıslusˇnej premen-
nej. Tret´ı krok preva´dza vy´sledky fuzzy interferencie naspa¨t’ do rea´lnych hodnoˆt. To je
za´kladny´ princ´ıp pouzˇ´ıvany´ cˇasto v pr´ıkladoch uvedeny´ch z tejto oblasti.
Aj ked’ je oblast’ fuzzy logiky pomerne jasne vymedzena´ v oblasti robotiky, neurcˇitosti
a automatiza´cie niektory´ch procesov, v praxi je zverejnˇovane´ aj pouzˇ´ıvanie tohoto apara´tu
pre predikciu na financˇny´ch trhoch. Je teda mozˇne´ tvrdit’, zˇe v praxi ma´ sˇiroke´ uplatnenie.
Vyuzˇitie fuzzy logiky sa ponu´ka aj v tejto pra´ci. V cˇasti optimaliza´ci´ı modelu neuro´novy´ch
siet´ı bude potrebne´ rozhodovat’ sa medzi viacery´mi kombina´ciami konfigura´ci´ı s ciel’om
zvolit’ cˇo najvhodnejˇsiu architektu´ru siete pre predikciu budu´cich hodnoˆt cˇasovy´ch ra´d.
Bude nevyhnutne´ volit’ medzi optima´lnym pocˇtom neuro´nov, pocˇtom skryty´ch vrstiev,
optima´lnej prenosovej funkcie cˇi vel’kost’i omesˇkania. Pra´ve to predstavuje vhodny´ pr´ıklad
pre vytvorenie pravidiel a aplika´cie fuzzy logiky v praxi (Zdroj: [18, 5]).
2.9.2 Geneticke´ algoritmy
Sa pouzˇ´ıvaju´ na presne´ riesˇenie u´loh z praxe v situa´cia´ch, kde by toto riesˇenie system-
aticky´m prehl’ada´van´ım trvalo takmer nekonecˇne dlho. Umozˇnuju´ tak vyhodnotit’ zlozˇite´
proble´my pomerne elegantne. Geneticke´ procesy v pr´ırode odhalil v 19. storocˇ´ı Mendel
a rozvinul Charles Darwin. Pocˇ´ıtacˇova´ realiza´cia ty´chto algoritmov sa zacˇala vyvy´jat’ v 70.
rokoch 20. storocˇia, no ako aplika´cia v oblasti riadenia firiem sa objavili azˇ v neda´vnej
dobe.
V evolucˇnom vy´voji, alebo pri sˇlachten´ı rastl´ın cˇi zˇivocˇ´ıchov sa presadzuju´ jedinci,
ktor´ı disponuju´ urcˇity´mi zˇiadu´cimi charakteristikami, ktore´ su´ na genetickej u´rovni deter-
minovane´ kombina´ciou rodicˇovsky´ch chromozo´mov. Pri zrode geneticky´ch algoritmov ta´to
mysˇlienka hrala doˆlezˇitu´ u´lohu. Pri hl’adan´ı lepsˇ´ıch riesˇen´ı zlozˇity´ch proble´mov by bolo
mozˇne´ obdobny´m spoˆsobom kombinovat’ cˇasti uzˇ existuju´cich riesˇen´ı.
Geneticky´ algoritmus napodobnˇuje chromozo´m. Va¨cˇsˇina implementa´ci´ı pracuje s repre-
zenta´ciou chromozo´mov vo forme bina´rnej postupnosti nu´l a jednicˇiek. Tieto bina´rne
ret’azce va¨cˇsˇinou predstavuju´ zako´dovane´ dekadicke´ hodnoty. Pre manipula´ciu s chro-
mozo´mami bolo navrhnuty´ch niekol’ko geneticky´ch opera´torov. Medzi najcˇastejˇsie pouzˇ´ı-
vane´ patr´ı selekcia, kr´ızˇenie a muta´cia. Proces reprodukcie, ktory´ sa opakuje, sa nazy´va
jednou genera´ciou a predstavuje spomı´nane´ tri kroky. Geneticke´ algoritmy pracuju´ taky´m
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spoˆsobom, zˇe si najprv vytvoria pocˇiatocˇnu´ popula´ciu m chromozo´mov. Na´sledne sa ta´to
popula´cia men´ı pomocou geneticky´ch opera´torov tak dlho, poky´m nie je proces ukoncˇeny´
(napr. predvoleny´m pocˇtom genera´ci´ı). Klasicky´ priebeh jedne´ho cyklu je graficky zna´zor-
neny´ na nasleduju´com obra´zku.
Obra´zek 2.6: Graficke´ zobrazenie jedne´ho cyklu geneticky´ch algoritmov (Zdroj: Vlastny´)
Obecne plat´ı, zˇe vy´znam geneticky´ch algoritmov rastie pri riesˇen´ı u´loh su´cˇasne so zlozˇi-
tost’ou dane´ho syste´mu. Pokial’ sa riesˇi jednoducha´ u´loha s linea´rnym charakterom, je lepsˇie
pouzˇit’ danu´ linea´rnu meto´du. Pouzˇitie geneticky´ch algoritmov v taky´chto pr´ıpadoch je
zbytocˇne´ a neefekt´ıvne. Cˇ´ım viac je ale syste´m zlozˇitejˇs´ı, previazanejˇs´ı, obsahuje nelinear-
ity, skoky a podmienky, ty´m viac sa uplatn´ı pri riesˇen´ı geneticky´ algoritmus. K nacha´dzaniu
riesˇenia totizˇ geneticke´ algoritmy potrebuju´ cˇo najviac podmienok a obmedzen´ı, aby mali
mozˇnost’ prispoˆsobovat’ sa a vyhodnocovat’ svoj vy´voj. Zlozˇite´ u´lohy da´vaju´ vel’ke´ mnozˇstvo
podmienok a obmedzen´ı a to je pre geneticky´ algoritmus idea´lne prostredie pre vy´voj a ty´m
i pre hl’adanie optima´lneho riesˇenia.
Vy´znamne´ vyuzˇitie geneticky´ch algoritmov nacha´dzame v optimaliza´cii, pla´novan´ı vy´-
roby, z´ıskavan´ı u´dajov z rozsiahlych databa´z a podobny´ch u´loha´ch. V implementacˇnej cˇasti
tejto pra´ce bude prebiehat’ snaha o vyuzˇitie geneticky´ch algoritmov pre optimaliza´ciu
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a na´jdenie optima´lnej konfigura´cie neuro´novej siete (Zdroj: vol’ne prevzate´ z [5], s. 85-
86)(Dodatocˇny´ zdroj: [9]).
2.9.3 Teo´ria chaosu
Vznikla v technicky´ch veda´ch, kde popisuje spra´vanie nelinea´rnych syste´mov, ktore´ maju´
urcˇity´ skryty´ poriadok, ale navonok sa javia ako syste´my riadene´ na´hodny´mi javmi.
Teo´ria sa zaobera´ syste´mami, ktory´ch dynamika za urcˇity´ch podmienok citlivo za´vis´ı
od pocˇiatocˇny´ch podmienok, teda ich spra´vanie nie je dlhodobo predpovedatel’ne´ (za
isty´ch podmienok je vykazovany´ jav zna´my ako chaos). V doˆsledku tejto citlivosti sa
chovanie fyzika´lnych syste´mov jav´ı ako na´hodne´, aj ked’ model syste´mu je determini-
sticky´ v tom zmysle, zˇe je dobre definovany´ a neobsahuje zˇiadne na´hodne´ parametre.
Pr´ıklady teo´rie chaosu zahrnˇuju´ svet okolo, pr´ırodu, atmosfe´ru, pocˇasie, sola´rny syste´m,
tektoniku zemsky´ch dosiek, ekonomiku, rozlicˇne´ ine´ vedy a mnohe´ ine´ pr´ıklady. Princ´ıp
teo´rie chaosu spocˇ´ıva v na´jden´ı usporiadanosti a syste´mu v na prvy´ pohl’ad na´hodny´ch
da´tach a neurcˇitom na´hodnom spra´van´ı. Prvy´ experiment tejto teo´rie previedol pa´n Lorenz
v roku 1969, ked’ sa snazˇil pomocou pocˇ´ıtacˇa predpovedat’ pocˇasie.
Te´oria je tiezˇ vyuzˇitel’na´ pre proble´m, ktory´m sa zaobera´ ta´to pra´ca. Pri sku´man´ı miery
chaotickosti cˇasovy´ch ra´d sa pouzˇ´ıva Hurstov exponent, ktory´ doka´zˇe rozl´ıˇsit’ chaoticku´
cˇasovu´ radu od na´hodnej. Pri chaotickej cˇasovej rade doka´zˇe na´jst’ dlhodoby´ pamet’ovy´
cyklus. Pomocou tejto hodnoty je mozˇne´ odhadnu´t’ silu trendu cien akci´ı v grafe (cˇi bude
zotrva´vat’, alebo bude posilneny´/oslabeny´), cˇo predstavuje vy´hodu pri predikcii. Ako druhy´
vy´znamny´ exponent je mozˇne´ vypocˇ´ıtat’ Lyapunov exponent, ktory´ umozˇnuje vyhodnotit’
spolahlivost’ predikcie merane´ho javu. V pr´ıpade, zˇe Hurstov exponent potvrd´ı, zˇe cˇasova´
rada ma´ pamet’ovy´ efekt a Lyapunov exponent ohodnot´ı spol’ahlivost’ predikcie, potom by
samotna´ predikcia mala byt’ kvalitna´ (Zdroj: [5]).
2.9.4 Hurstov exponent
Oznacˇovany´ ako H oznacˇuje mieru chaotickosti cˇasovej rady. Vzhl’adom na jeho pomerne
jednoduchu´ algoritmiza´ciu a aplika´ciu bude tento exponent implementovany´ a pouzˇity´
v tejto pra´ci v cˇasti implementa´cie podpory rozhodovania. Odhad Hurstovho exponentu
bol poˆvodne vytvoreny´ pre aplika´ciu v hydrolo´gi´ı kde bola sku´mana´ hl’adina rieky Nı´l na
za´klade pozorovan´ı z uplynuly´ch 500 azˇ 300 rokov do minulosti.
Tento indika´tor nielen zˇe doka´zˇe rozl´ıˇsit’ chaoticku´ cˇasovu´ radu od na´hodnej, ale naviac
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je schopny´ u chaotickej rady na´jst’ dlhodoby´ pamet’ovy´ cyklus. Aplika´cia exponentu pre
potreby predikcie a analy´zy financˇny´ch da´t by´va v roˆznych literatu´rach popisovana´ rozdiel-
nym spoˆsobom. Interpreta´cia hodnoty exponentu je nasledovna´. Hodnota rovna´ H = 0.5
indikuje na´hodnu´ precha´dzku. Hodnoty cˇasovej rady maju´ norma´lne rozdelenie a neexis-
tuje korela´cia medzi su´cˇasny´mi a budu´cimi hodnotami. Tieto typy cˇasovy´ch ra´d su´ obtiazˇne
predpovedatel’ne´. Hodnota H = <0, 0.5) indikuje, zˇe cˇasova´ rada obsahuje dlhodoby´
pamet’ovy´ cyklus a vykazuje antiperzistentne´ chovanie, cˇo znamena´ zˇe vzostupny´ trend
bude nasledovany´ trendom zostupny´m, a naopak. Pre hodnoty H = (0.5, 1> cˇasova´
rada obsahuje dlhodoby´ pamet’ovy´ cyklus s perzistentny´m chovan´ım. Vzostupny´ trend
bude nasledovany´ trendom vzostupny´m a zostupny´ trend bude nasledovany´ trendom zos-
tupny´m. Nasleduju´ci obra´zok zobrazuje hodnoty exponentu pre rozlicˇne´ typy cˇasovy´ch
ra´d.
Obra´zek 2.7: Hodnoty Hurstovho exponentu zodpovedaju´ce jednotlivy´m cˇasovy´m rada´m
(Zdroj: [10])
Hurstov exponent poskytuje ohodnotenie prediktability v kratsˇom obdob´ı. Pre obdobia
dlhsˇie je vhodne´ intervaly rozdelit’ a pocˇ´ıtat’ Hurstov exponent pre jednotlive´ cˇasti. Pre


















[xi − m¯(n)]2 (2.3)





kde m¯ je priemerom z n hodnoˆt, xi su´ hodnoty cˇasovej rady, S je smerodatna´ odchy´lka
a H odhad Hurstovho exponentu. Spocˇiatku sa pocˇ´ıta priemer jednotlivy´ch hodnoˆt cˇasovej
rady, na´sledne odchy´lky od tohoto priemeru. Odcˇ´ıtan´ım maxima a minima z odchyliek
bude z´ıskany´ rozsah. Na´sledne sa pomocou pomeru logaritmov spocˇ´ıta poz´ıcia jedne´ho
bodu, ako je mozˇne´ vidiet’ na nasleduju´com obra´zku.
Obra´zek 2.8: Aproxima´cia priamky ktorej sklon je rovny´ Hurstovmu exponentu (Zdroj:
[17])
Rozsah cˇasovej rady je postupne zva¨cˇsˇovany´ a pocˇ´ıtaju´ sa jednotlive´ body. Vy´sledkom
je priamka, ktorej sklon predstavuje odhadovany´ Hurstov exponent. Z rovnice priamky
a predosˇle´ho obra´zku by v tomto pr´ıpade exponent bol rovny´ hodnote 0,478 (Zdroj: [10,
17]).
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2.9.5 Alternat´ıvne prostriedky umelej inteligencie
Okrem klasicky´ch rozsˇ´ıreny´ch pr´ıstupov existuju´ aj menej pouzˇ´ıvane´, no nemenej zauj´ımave´
meto´dy. Medzi tie patria aj Expertne´ syste´my. Expertny´ syste´m je pocˇ´ıtacˇovy´ syste´m,
ktory´ rozhoduje a riesˇi proble´my v istej sˇpecializovanej oblasti s pouzˇit´ım znalost´ı a pra-
vidiel definovany´ch expertami pr´ıslusˇnej oblasti. Tieto syste´my nacha´dzaju´ vyuzˇitie pri
tazˇko algoritmizovatel’ny´ch proble´moch. Expertne´ syste´my patria medzi skupinu prvy´ch
skutocˇne u´spesˇny´ch foriem softve´ru postavene´ho na umelej inteligencii. Ako d’alˇsie alter-
nat´ıvne pr´ıstupy je mozˇne´ uviest’ inteligenciu roja, zorad’ovaciu architektu´ru cˇi sˇtatisticku´
umelu´ inteligenciu.
2.10 Neuro´nove´ siete
Ako bolo v u´vode spomenute´, neuro´nove´ siete tvoria v su´cˇasnosti jednu z najdynam-
ickejˇs´ıch vetiev prostriedkov umelej inteligencie a je moˆzˇne´ si ich predstavit’ ako mas´ıvny
vy´pocˇetny´ syste´m. Zasta´vaju´ postavenie univerza´lneho matematicko-informaticke´ho pr´ı-
stupu k sˇtu´diu a modelovaniu procesov ucˇenia, adapta´cie umely´ch syste´mov zalozˇeny´ch
na metafore l’udske´ho mozgu.
Okrem umelej inteligencie maju´ nezastu´pitel’ne´ uplatnenie aj v kognit´ıvnej vede, lingvis-
tike, neurovede, riaden´ı procesov, pr´ırodny´ch a spolocˇensky´ch veda´ch, kde sa pomocou
nich modeluju´ nielen procesy ucˇenia a adapta´cie, ale aj sˇiroke´ spektrum iny´ch proble´mov.
Su´ dobre aplikovatel’ne´ pre riesˇenie proble´mu predikcie vy´voja trendu na kapita´lovy´ch
trhoch a znacˇna´ je aj ich vyuzˇitel’nost’ v budu´cnosti. Disponuju´ silny´m potencia´lom, ktory´
bude s rozvojom vy´pocˇtovej techniky sta´le viac a viac mozˇne´ vyuzˇit’. Neuro´nove´ siete si-
ete su´ isty´m nedokonaly´m modelom myslenia l’udske´ho mozgu. Cˇastokra´t su´ oznacˇovane´
ako ”cˇierna skrinka”, pretozˇe sˇtruktu´ru syste´mu nie je mozˇne´ spoznat’ detailne. Na tu´to
sˇtruktu´ru sa kladie pri modelovan´ı niekol’ko predpokladov, ktore´ umozˇnia pop´ısat’ chovanie
syste´mu funkciou, ktora´ preva´dza transforma´ciu vstup - vy´stup.
Neuro´nove´ siete je vhodne´ pouzˇit’ v pr´ıpade, ked’ vy´znamnu´ u´lohu v modelovanom pro-
cese hra´ na´hoda a kde deterministicke´ za´vislosti su´ natol’ko zlozˇite´ a navza´jom previazane´,
zˇe ich nedoka´zˇeme separovat’ a analytcky interpretovat’. Cˇierna skrinka neuro´novej siete
prakticky pracuje v dvoch fa´zach. V tej prvej vystupuje siet’ (model zlozˇite´ho syste´mu) v
roli nezku´sene´ho cˇloveka, tzv. sa ucˇ´ı nastavit’ svoje parametre tak, aby cˇo najlepsˇie vy-
hovovali pozˇadovanej topolo´gie siete. V druhej fa´ze sa sta´va siet’ odborn´ıkom a produkuje
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vy´stupy na za´klade znalost´ı z´ıskany´ch v prvej fa´ze. Pri konsˇtrukci´ı kazˇdej neuro´novej si-
ete je potrebne´ nadefinovat’ jej jednotlive´ vrstvy (vstupne´, skryte´, vy´stupne´), vstupne´
a vy´stupne´ neuro´ny, spoˆsoby prepojenia neuro´nov navza´jom medzi sebou (formula´cia
prenosovej funkcie medzi skryty´mi vrstvami), spoˆsob vy´uky neuro´nov (s ucˇitel’om, bez
ucˇitel’a) a proces z´ıskavania poznatkov (Zdroj: [5, 27]).
2.10.1 Histo´ria neuro´novy´ch siet´ı
Sˇtu´dia l’udske´ho mozgu sa zacˇala uzˇ tis´ıce rokov dozadu. Avsˇak snaha napodobnit’ l’udsky´
mozog a jeho procesy sa zacˇala azˇ v modernej e´re rozvoja elektroniky a vy´pocˇetnej tech-
niky. Neuro´n ako za´kladnu´ jednotku tkaniva prvy´ kra´t pop´ısal v roku 1837 cˇesky´ biolo´g
a leka´r Jan Evangelista Purkyneˇ. Jeho histologicke´ experimenty pomohli vytvorit’ mod-
erne´ teo´rie o l’udskom mozgu. Neuro´n bol pop´ısany´ ako telo bunky s dlhy´mi vy´bezˇkami -
dendritmi a jedny´m nervovy´m vy´bezˇkom.
Obra´zek 2.9: Purkyneˇho bunka izolovana´ z mozgu mysˇy pod mikroskopom (Zdroj: [8])
Neskoˆr bol vypracovany´ model najjednoduchsˇieho vy´pocˇetne´ho neuro´nu. Model bol
vytvoreny´ na za´klade biologickej neuro´novej bunky neuro-fyzikom Warrenom McCullo-
chom a Walterom Pittsom. V roku 1943 navrhli a zostavili primit´ıvnu neuro´novu´ siet’
pomocou jednoduchy´ch elektricky´ch obvodov. Tento neuro´n fungoval tak, zˇe v za´vislosti
na prekrocˇen´ı hranice prahu va´zˇenej sumy vstupny´ch signa´lov bol jeho vy´stup 0 alebo 1.
Podl’a teo´rie teda teda taky´to neuro´n doka´zal spocˇ´ıtat’ aku´kol’vek aritmeticku´ cˇi logicku´
funkciu. Chy´bala vsˇak tre´ningova´ meto´da, ktora´ by posunula vy´voj dopredu.
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V pa¨t’desiatych rokoch su´ vyvinute´ perceptrony, ku ktory´m boli vytvorene´ uzˇ aj ucˇiace
pravidla´. Nadsˇenie z tohoto objavu vsˇak upada´, ked’ bolo zistene´, zˇe perceptrony su´
schopne´ riesˇit’ len linea´rne separovatel’ne´ u´lohy. Do osemdesiatych rokov na´sledne za´ujem
o neuro´nove´ siete upada´, azˇ poky´m nedoˆjde k vy´voju viacvrstevnaty´ch siet´ı s asociacˇny´mi
pravidlami. Na ty´chto za´kladoch spolu s vlnou rozvoja vy´pocˇetnej techniky sa neuro´nove´
siete postupne vyv´ıjali azˇ do dnesˇne´ho dnˇa (Zdroj: [26, 8]).
2.10.2 Biologicky´ a umely´ neuro´n
Ciel’om umely´ch neuro´novy´ch siet´ı je napodobnit’ l’udsky´ neuro´n a jeho spra´vanie pricˇom
ta´to analo´gia je zrejma´. Obecne maju´ samozrejme biologicke´ neuro´ny zlozˇitejˇsiu sˇtruktu´ru
a funkcie. Pre porovnanie a urcˇenie niekol’ky´ch za´kladny´ch rozdielov sa pozrieme na nasle-
duju´cu tabul’ku.
Tabulka 2.1: Porovnanie umele´ho a biologicke´ho neuro´nu (Zdroj: [21])
Umely´ neuro´n Biologicky´ neuro´n
kladna´ spa¨tna´ va¨zba rekurentna´ sˇtruktu´ra
celkove´ prepojenie loka´lne prepojenia
rovnomerna´ sˇtruktu´ra funkcˇne´ moduly
niekol’ko typov neuro´nov stovky typov neuro´nov
obvykle 10 – 1000 neuro´nov l’udsky´ mozog: O (1011) neuro´nov, O (1015) synapsi´ı
obvykle staticke´ obvykle dynamicke´
Obecne porovnanie biologicky´ch a pocˇ´ıtacˇovy´ch neuro´nov je mozˇne´ jedine z hl’adiska
za´kladny´ch princ´ıpov ich fungovania, ako napr. zˇe oba syste´my maju´ svoje vstupy a
vy´stupy. Vo vnu´tri nervovej bunky sa preva´dza suma´cia vzruchov pricha´dzaju´cich z den-
dridov, tzv. vy´bezˇkov nervovy´ch buniek. Dendrid vedie podra´zˇdenie smerom do bunky.
Vy´stup z nervovej bunky sa nazy´va axo´n. Je to vla´kno, slu´zˇiace k vedeniu nervove´ho
podra´zˇdenia von z bunky.
Nervove´ bunky na seba nadva¨zuju´ a preda´vaju´ si informa´cie vo forme elektricky´ch
a chemicky´ch procesov. Funkcˇne´ spojenie nervovy´ch vla´kien biologicky´ch neuro´nov sa
nazy´va synapsia. Cˇinnost’ l’udske´ho mozgu je umozˇnena´ obrovsky´m mnozˇstvom ty´chto
spojen´ı, ktore´ vytva´raju´ znalosti cˇloveka vra´tane jeho procesu ucˇenia. Z biologickej in-
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terpreta´cie funkcie neuro´nu bola zostavena´ jednoducha´ varianta jeho matematickej in-
terpreta´cie. Pred nasleduju´cou sekciou, ktora´ popisuje fungovanie umele´ho neuro´nu sa
pozrieme na jednoduchy´ obra´zok zna´zornˇuju´ci analo´giu medzi biologicky´m a pocˇ´ıtacˇovy´m
neuro´nom (Zdroj: [21]).
Obra´zek 2.10: Biologicky´ a umely´ (pocˇ´ıtacˇovy´) neuro´n (Zdroj: [21])
2.10.3 Umely´ neuro´n a umela´ neuro´nova´ siet’
Umely´ neuro´n je zalozˇeny´, ako bolo spomenute´, na princ´ıpoch biologicke´ho neuro´nu. Tento
matematicky´ model sa sklada´ z troch hlavny´ch cˇast´ı. Obsahuje vstupnu´, vy´stupnu´ a
funkcˇnu´ cˇast’. Vstupna´ cˇast’ sa sklada´ zo vstupov a z priradeny´ch, nastavitel’ny´ch va´h. Na
za´klade va´hovy´ch koeficientov moˆzˇu byt’ jednotlive´ vstupy zvy´hodnˇovane´, alebo potlacˇene´.
Nasleduju´ca cˇast’ predstavuje vy´konnu´ jednotku, ktora´ spracuje informa´cie zo vstupu a
vygeneruje vy´stupnu´ odozvu. Vstupne´ informa´cie su´ teda va´zˇene´ va´hami, na´sledne je
odcˇ´ıtana´ prahova´ hodnota a pomocou aktivacˇnej funkcie sa signa´l transformuje na signa´l
vy´stupny´, ktory´ je predany´ nasleduju´cim neuro´nom v skrytej, popr´ıpade vy´stupnej vrstve.
Vy´konna´ jednotka, resp. aktivacˇna´ funkcia je tvorena´ jednoduchou nelinea´rnou funkciou.
Nasleduju´ci obra´zok zna´zornˇuje sche´ma jednoduche´ho umele´ho neuro´nu.
Je zrejme´, zˇe jediny´ neuro´n nie je schopny´ vykonat’ pr´ıliˇs zlozˇitu´ funkciu. Sila syste´mu
vyuzˇ´ıvaju´ceho umele´ neuro´ny je v sˇtruktu´re siete zostavenej z vel’ke´ho pocˇtu neuro´nov.
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Obra´zek 2.11: Jednoduchy´ model neuro´nu (Zdroj: [7])
Take´to usporiadanie disponuje vel’kou flexibilitou, vy´pocˇetnou silou a spol’ahlivost’ou. Umozˇ-
nuje roˆzne prepojenie vstupov a vy´stupov, zvy´hodnenie cˇi potlacˇenie niektory´ch vstupov a
minimaliza´ciu vplyvu nespra´vne funguju´ceho neuro´nu na celkovy´ vy´sledok. Samozrejme aj
tento syste´m ma´ nevy´hody. Najva¨cˇsˇie proble´my sa vyskytuju´ pri realiza´cii vel’mi zlozˇity´ch
sˇtruktu´r, kde vzhl’adom na vel’ky´ pocˇet prepojen´ı medzi neuro´nami je pomerne na´rocˇne´
siet’ modelovat’. Popis najjednoduchsˇej neuro´novej siete, oznacˇovanej ako perceptron je
mozˇne´ definovat’ nasledovne.
Neuro´ny su´ cˇastokra´t zdruzˇovane´ do vrstiev, ako je zobrazene´ na obra´zku 2.12. Vy´stupy
z n-te´ vrstvy su´ privedene´ na vstup obecne kazˇde´ho neuro´nu vo vrstve n + 1. Prva´ vrstva
sa nazy´va vstupna´ alebo rozdelovacia a ma´ za u´lohu pr´ıjmat’ a spracovat’ hodnoty z okolia
a na´sledne ich priviest’ na vstup kazˇde´ho neuro´nu nasleduju´cej vrstvy. Posledna´ vrstva
sa nazy´va vy´stupna´ a hodnoty na jej vy´stupe predstavuju´ odozvu cele´ho syste´mu na vs-
tupne´ vzorky. Medzi vstupnou a vy´stupnou vrstvou moˆzˇe existovat’ neobmedzene´ mnozˇstvo
skryty´ch vrstiev, ktory´ch pocˇet za´vis´ı na zlozˇitosti funkcie, ktoru´ ma siet’ vykonat’ a tiezˇ
na zvolenom type siete. Viacvrstvove´ siete maju´ vysoky´ vy´pocˇetny´ vy´kon. Napr´ıklad,
neuro´nova´ siet’ zlozˇena´ z dvoch vrstiev moˆzˇe byt’ natre´novana´ pre aproxima´ciu akejkol’vek
funkcie (Zdroj: [7]).
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Obra´zek 2.12: Vrstvova´ sˇtruktu´ra umelej neuro´novej siete (Zdroj: [7])
2.10.4 Aktivacˇne´ funkcie
Oznacˇovane´ tiezˇ ako transformacˇne´, alebo signalizacˇne´ funkcie, slu´zˇia zjednodusˇene k
transforma´cii a zobrazovaniu vy´stupov do intervalov normovany´ch hodnoˆt. Bez pouzˇitia
aktivacˇny´ch funkci´ı by jednotlive´ su´cˇty mohli naby´vat’ pr´ıliˇs vysoky´ch hodnoˆt. To by
spoˆsobilo proble´my najma¨ pri viacvrstvovy´ch siet’ach. Ta´to fa´za je obecne oznacˇovana´ ako
normaliza´cia. Aktivacˇne´ funkcie moˆzˇu nadobu´dat’ roˆzne priebehy, medzi najza´kladnejˇsie
patr´ı niekol’ko za´kladny´ch typov, ktore´ si uvedieme. Prvy´m typom je funkcia hardlim a
funkcia purelin, ktore´ su´ definovane´ nasledovne:
f(x) =
 0 pre a < 01 pre a ≥ 0
 purelin(n) = n (2.6)
Obra´zek 2.13: Priebeh aktivacˇny´ch funkci´ı hardlim a purelin (Zdroj: [12])
Vy´stupom funkcie hardlim je hodnota rovna´ 1 alebo 0 podl’a toho, cˇi je hodnota na
vstupe va¨cˇsˇia, rovna´ alebo mensˇia ako 0. To umozˇnuje vyuzˇit’ neuro´n pre rozhodovacie
u´cˇely, kedzˇe sa v podstate jedna´ o logicky´ vy´stup typu a´no/nie. Funkcia purelin vracia na
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vy´stupe rovanku´ hodnotu ako na vstupe a slu´zˇi v pr´ıpade, ked’ potrebujeme na vy´stup
preniest’ rovnaku´ hodnotu ako je na vstupe. Posledne´ dve uvedene´ funkcie su´ sigmoidne´
funkcie logsig a tansig. Tieto funkcie su´ obecne dobre derivovatel’ne´ cˇo umozˇnuje efekt´ıvne








Okrem spomı´nany´ch existuju´ roˆzne ine´ aktivacˇne´ funkcie, ktore´ su´ obsahovo nad ra´mec
tejto pra´ce. Pokrocˇile´ informa´cie je su´ zhrnute´ v literatu´re uvedenej na konci dokumentu
(Zdroj: [12]).
Obra´zek 2.14: Priebeh aktivacˇny´ch funkci´ı logsig a tansig (Zdroj: [12])
2.10.5 Typy neuro´novy´ch siet´ı
Existuje mnoho druhov neuro´novy´ch siet´ı l´ıˇsiacich sa u´cˇelom pouzˇitia, sˇtruktu´rou cˇi vlast-
nost’ami. Za´kladne´ rozdelenie sa del´ı podl’a:
 Smeru, ktory´m sa signa´ly sˇ´ıria
– Dopredne´ neuro´nove´ siete: vy´stupy z jednej vrstvy su´ vedene´ na vstupy
vrstvy nasleduju´cej a vy´stupy z poslednej vrstvy su´ vy´stupmi z celej siete ako je
mozˇne´ vidiet’ na obra´zku v l’avej cˇasti 2.15. Tento typ neobsahuje zˇiadne cykly,
vykazuje staticke´ spra´vanie. Neexistuje spa¨tna´ va¨zba ani element omesˇkania
(delay). Vy´stup je pocˇ´ıtany´ priamo zo vstupov precha´dzaju´cich cez jednotlive´
vrstvy. Tieto siete je mozˇne´ d’alej rozdelit’ na linea´rne a nelinea´rne siete. Linea´rne
siete su´ schopne´ realizovat’ len linea´rne matematicke´ funkcie (napr. logicka´
funkcia AND). Charakteristickou vlastnost’ou nelinea´rnych neuro´novy´ch siet´ı
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s dopredny´m sˇ´ıren´ım signa´lu je schopnost’ ucˇenia. Tomu je v pra´ci venovana´
samostatna´ podkapitola 2.10.5.
– Rekurentne´ neuro´nove´ siete: sa l´ıˇsia od dopredny´ch ty´m, zˇe obsahuje tzv.
spa¨tnu´ va¨zbu a vy´stupy z vrstvy su´ vedene´ spa¨t’ na vstupy danej vrstvy ako
je zna´zornene´ na obra´zku v pravej cˇasti 2.15. Vykazuju´ dynamicke´ spra´vanie
a moˆzˇu obsahovat’ prvok omesˇkania. Vy´stup teda neza´vis´ı len na aktua´lnych
vstupoch, ale aj na aktua´lnom stave siete a pred-cha´dzaju´cich vstupoch a
vy´stupoch. Maju´ va¨cˇsˇiu vy´pocˇetnu´ silu ako siete staticke´ aj z doˆvodu, zˇe ob-
sahuju´ pamet’ a doka´zˇu byt’ natre´novane´ pre ucˇenie sa cˇasovo za´visly´ch prvkov.
Aj ked’ dynamicke´ neuro´nove´ siete su´ tre´novane´ podobny´mi algoritmami ako
staticke´, vy´sledky sa moˆzˇu l´ıˇsit’ vo vy´kone algoritmov kedzˇe gradient v tomto
pr´ıpade by mal byt’ pocˇ´ıtany´ komplexnejˇsie. Taka´to sˇtruktu´ra umozˇnuje reali-
zovat’ vy´pocˇty zalozˇene´ na iteracˇnom procese a tak riesˇit’ napr. optimalizacˇne´
u´lohy. Najdoˆlezˇitejˇs´ı fakt predstavuje to, zˇe tieto dynamicke´ siete doka´zˇu pra-
covat’ s cˇasovy´mi radami a riesˇit’ tak proble´m predikcie ich vy´voja v budu´cnosti,
cˇo predstavuje hlavny´ ciel’ tejto pra´ce. Z toho doˆvodu je tento typ neuro´novy´ch
siet´ı a jeho pouzˇitie najviac vy´znamne´ (Zdroj: [19, 26]).
Obra´zek 2.15: Vl’avo dopredna´ a vpravo rekurentna´ sˇtruktu´ra neuro´nvej siete (Zdroj: [3])
 Podl’a schopnosti ucˇenia sa
– Kontrolovane´ ucˇenie: tieto siete su´ zalozˇene´ na tom, zˇe pri svojom ucˇen´ı
maju´ k dispoz´ıcii mnozˇinu vstupov a k nim mnozˇinu vy´stupov. V procese ucˇenia
sa upravuju´ parametre siete (va´hy spojen´ı) tak, aby sa minimalizoval rozdiel
medzi obdrzˇanou odozvou siete na dane´ vstupy a vy´stupmi pozˇadovany´mi pre
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tieto vstupy. Podrobnejˇs´ı popis je mozˇne´ na´jst’ v sekcii 2.10.5
– Nekontrolovane´ ucˇenie: siet’ ma´ k dispoz´ıcii iba vstupy. K nim prislu´chaju´ce
vy´stupy siet’ generuje na za´klade vlastnost´ı samotny´ch vstupny´ch da´t. Vy´stupy
teda nie su´ vopred zna´me (Zdroj: [19, 26]).
Spoˆsoby ucˇenia neuro´novy´ch siet´ı
L’udsky´ mozog obsahuje 1011 azˇ 1015 neuro´nov ulozˇeny´ch v sˇedej koˆre mozgovej a synapsie
su´ realizovane´ v rozsahu priblizˇne 104 na jeden neuro´n. Vytvorenie umele´ho l’udske´ho
mozgu so vsˇetky´mi jeho schopnost’ami je vec vel’mi t’azˇko riesˇitel’na´ ako aj z hl’adiska
kvantity neuro´nov tak aj z hl’adiska spoˆsobu ich prepojeni.
Neuro´nova´ siet’ ako mas´ıvny paralelny´ procesor by mal simulovat’ cˇinnost’ l’udske´ho
mozgu v dvoch cˇinnostiach. Najprv mus´ı byt’ schopna´ uchova´vat’ experimenta´lne znalosti
a na´sledne ich mus´ı vediet’ vyuzˇ´ıvat’ a pracovat’ s nimi. Cˇinnost’ neuro´novej siete moˆzˇeme
rozdelit’ do dvoch fa´z a to fa´ze ucˇenia a fa´ze zˇivota. Fa´za zˇivota predstavuje uzˇ naucˇenu´
pripravenu´ siet’ schopnu´ spracova´vat’ a simulovat’ modely rea´lnych proble´mov. Fa´za ucˇenia
tomu predcha´dza a funguje na princ´ıpe ukladania znalost´ı do synapticky´ch va´h neuro´novy´ch
siet´ı. Tieto va´hy sa pocˇas ucˇenia postupne upravuju´ poky´m sa nedosiahne pozˇadovanej
aproxima´cie funkcie s tolerovatel’nou odchy´lkou/chybou. Rozliˇsujeme teda dva pr´ıstupy
ucˇenia neuro´novy´ch siet´ı a to:
1. S ucˇitel’om/kontrolovane´ ucˇenie - pri vy´pocˇte va´h neuro´novej siete je ciel’om
optimalizacˇne´ho algorimtu na´jdenie globa´lneho extre´mu, tzv. globa´lneho minima
chyby pre dany´ parameter konkre´tnej u´lohy. Chyba E (error) je rozdiel medzi hod-
notami vstupnej za´vislej premennej n (target) a vypocˇ´ıtanej hodnoty tejto premennej
o (actual). Vy´pocˇet teda spocˇ´ıva v postupe, kde sa najprv prevedie vy´pocˇet vy´stupov
na za´klade vstupov a va´h, na´sledne sa prevedie vy´pocˇet chyby podl’a vzorca:
E =
∑
(ni − oi)2 (2.8)
kde, ni je i-ta hodnota na vy´stupe a oi je i-ta ocˇaka´vana´ hodnota. Vy´pocˇet sa
vykona´va cez vsˇetky vy´stupy v kazˇdom cykle. Tento rozdiel sa vyuzˇije k spa¨tne´mu
vy´pocˇtu va´h a proces sa opakuje tak dlho, pokial’ chyba konverguje k akceptova-
tel’nej hodnote ktora´ je vopred urcˇena´. Ucˇiaci sa proces je preto moˆzˇne´ interpretovat’
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ako optimalizacˇnu´ u´lohu s u´cˇelovou funkciou E definovanu´ v hyperpriestore, kde
sa hl’ada´ jej minimum. Bolo vytvoreny´ch mnoho pravidiel ucˇen´ı, kde jedny´m z na-
jzna´mejˇs´ıch a najpouzˇ´ıvanejˇs´ıch je algoritmus Back-propagation. Jedna´ sa o meto´du
spa¨tnej propaga´cie chyby s na´slednou u´pravou va´h spojen´ı umely´ch neuro´nov. Al-
goritmus vykona´va postupne´ kroky, priblizˇuju´ce chybu k loka´lnemu/globa´lnemu min-
imu. Okrem tohoto algoritmu rozozna´vame mnohe´ ine´ ako napr. Levenberg-Marquardt,
Conjugate Gradient Descent, Quasi Newton, Quick Propagation, Kohenovu adapta´ciu
a d’alˇsie algoritmy (Zdroj: vol’ne prevzate´ z [5], s. 45-46).
2. Bez ucˇitel’a/nekontrolovane´ ucˇenie - v tomto pr´ıpade ide o identifika´ciu zh-
lukov da´t s minima´lnou vzdialenost’ou od centra zhluku. Vyuzˇ´ıvane´ je tiezˇ sˇtruktura´lne,
autoasociacˇne´, heteroasociacˇne´ a tempora´lne ucˇenie (Zdroj: [19]).
Za´kladne´ typy neuro´novy´ch siet´ı
1. Dopredne´ neuro´nove´ siete s kontrolovany´m ucˇen´ım - su´ pomerne l’ahko
implementovatel’ne´. Pouzˇ´ıvaju´ sa pri klasifika´cii u´dajov, aproxima´cii funkcii, mode-
lovan´ı nezna´mych syste´mov a tomu podobny´ch u´loha´ch. Najbezˇnesˇie pouzˇ´ıvany´m ty-
pom doprednej neuro´novej siete s kontrolovany´m ucˇen´ım je viacvrstvovy´ perceptro´n
(MLP - multi layer perceptor). V tomto pr´ıpade su´ neuro´ny v jednej vstupnej vrstve,
jednej vy´stupnej vrstve a viacery´ch skryty´ch vrstva´ch.
2. Rekurentne´ neuro´nove´ siete s kontrolovany´m ucˇen´ım - patria sem Hopfiel-
dove neuro´nove´ siete. Spoˆsob spojenia neuro´nov je taky´, zˇe kazˇdy´ neuro´n je vstupny´
a za´rovenˇ vy´stupny´ (dua´lne neuro´ny) a je spojeny´ so vsˇetky´mi ostatny´mi neuro´nami.
Siet’ nema´ skryte´ neuro´ny a norma´lne neuro´ny nie su´ organizovane´ vo vrstva´ch. Touto
neuro´novou siet’ou moˆzˇeme riesˇit’ aj proble´m obchodne´ho cestuju´ceho. Vyuzˇitie danej
siete je pri realiza´cii pama¨t´ı.
3. Dopredne´ neuro´nove´ siete s nekontrolovany´m ucˇen´ım - patria sem Koho-
nenove samoorganizuju´ce sa mapy. Obsahuju´ iba jednu vstupnu´ a jednu vy´stupnu´
vrstvu neuro´nov. Neobsahuju´ skryte´ neuro´ny. Je mozˇne´ ich hierarchicky usporia-
dat’ - vtedy sa sta´vaju´ vel’mi silny´m na´strojom div´ızneho zhlukovania u´dajov. Ich
vyuzˇitel’nost’ moˆzˇe d’alej vzra´st’, ak su´ spojene´ s fuzzy mnozˇinami. V hierarchycky´ch
samoorganizuju´cich sa mapa´ch moˆzˇe byt’ jeden alebo niekol’ko neuro´nov vy´stupnej
vrstvy za´rovenˇ vstupny´mi neuro´nmi inej samoorganizuju´cej sa mapy.
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4. Rekurentne´ neuro´nove´ siete s nekontrolovany´m ucˇen´ım - topolo´gia takejto
siete je zalozˇena´ na technolo´gii ART. Umozˇnˇuje naucˇit’ siet’ spra´vne reagovat’ na nove´
vzory bez toho, aby zabudla vedomosti naucˇene´ v minulosti (Zdroj: [4, 5, 21]).
Nelinea´rny autoregresny´ model s exoge´nnymi vstupmi - NARX
Pra´ve pre mozˇnost’ exoge´neho vstupu a mozˇnosti zaviest’ na vstup indika´tory technickej
analy´zy bol zvoleny´ tento model neuro´novy´ch siet´ı. Vo vy´sledku bude ako exoge´nny vstup
mozˇne´ zaviest’ nielen indika´tory technickej analy´zy, ale aj korelacˇne´ hodnoty akci´ı napr.
konkuruju´cich si firiem. Matematicky´ model je mozˇne´ pop´ısat’ nasleduju´cou rovicou:
u(t) = f(x(t− 1)...x(t− n), u(t− 1)...u(t− n)) (2.9)
kde u(t) je cˇasova´ rada, x(t) su´ exoge´nne vstupy s celkovy´m pocˇtom n hodnoˆt. Nasle-
duju´ca hodnota za´visle´ho vy´stupne´ho signa´lu je zavisla´ nielen na predosˇly´ch hodnota´ch
vy´stupne´ho signa´lu, ale aj na predosˇly´ch hodnota´ch neza´visly´ch exoge´nnych vstupov.
Pri tre´novan´ı NARX siete je doˆlezˇite´ podotknu´t’ nasleduju´ci proces. V prvom pr´ıpade
pricha´dza do u´vahy, zˇe vy´stup neuro´novej siete bude odhadovany´ ako vy´stup nelinea´rneho
syste´mu ktory´ ma´ byt’ modelovany´. Vy´stup je napojeny´ spa¨t’ na vstup ako vykresluje
sˇtandartna´ architektu´ra. Pretozˇe ale v priebehu tre´ningu su´ k dispoz´ıcii skutocˇne´ hodnoty
vy´stupu, je mozˇne´ zostavit’ se´riovo-paralelnu´ architektu´ru siete, kde sa na vstup posielaju´
skutocˇne´ hodnoty vy´stupu namiesto hodnoˆt odhadovany´ch. Ty´m pa´dom siet’ dosahuje
presnejˇs´ıch vy´sledkov a ma´ cˇisto doprednu´ architektu´ru, teda je mozˇne´ pouzˇit’ backprop-
agation tre´ning ktory´ je ry´chly a efekt´ıvny. V pra´ci bude teda siet’ tre´novana´ so se´riovo-
paralelnou architektu´rou a po natre´novan´ı bude prekonfigurovana´ na siet’ s architektu´rou
paralelnou ktora´ je schopna´ modelovat’ dynamicke´ syste´my a predpoveda´ hodnoty cˇasovej
rady do budu´cnosti. Na nasleduju´com obra´zku je zobrazeny´ rozdiel v dvoch spomı´nany´ch
architektu´rach.
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Obra´zek 2.16: Dve architektu´ry NARX neuro´novej siete (Zdroj: [4])
V programovom prostred´ı je mozˇne´ vidiet’ ekvivalent predosˇle´ho obra´zku prvy´ typ
architektu´ry urcˇenej pre tre´ning neuro´novej siete. Okrem pocˇtu vstupov a vy´stupov su´
zobrazene´ aj jednotlive´ vrstvy, omesˇkania a pocˇty neuro´nov.
Obra´zek 2.17: Se´riovo-paralelna´ architektu´ra NARX neuro´novej siete (Zdroj: [4])
Po odstra´nen´ı omesˇkania je z´ıskana´ konfigura´cia urcˇena´ pre dynamicke´ syste´my s mozˇnost’ou
predpovede budu´cich hodnoˆt cˇasovy´ch ra´d.
Obra´zek 2.18: Paralelna´ architektu´ra NARX neuro´novej siete (Zdroj: [4])
Pri tre´ningu neuro´novej siete je tiezˇ potrebne´ zabra´nit’ jej pretre´novaniu. To je mozˇne´
skontrolovat’ v grafoch programove´ho prostredia Matlabu. Ak sa validacˇna´ chyba zva¨cˇsˇuje
pokial’ sa tre´novacia chyba stabilne zmensˇuje, moˆzˇe nastat’ pretre´novanie neuro´novej siete.
Najlepsˇie predikcˇny´ a natre´novany´ model je ten, ktory´ ma´ validacˇnu´ chybu vo svojom
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globa´lnom minime. Tento efekt je mozˇne´ vidiet’ aj na nasleduju´com obra´zku.
Obra´zek 2.19: Validacˇna´ chyba pri tre´ningu neuro´novej siete (Zdroj: Vlastny´)
Po u´spesˇnom natre´novan´ı a prekonfigurovan´ı siete je umozˇnene´ modelovat’ a simulovat’
dynamicke´ syste´my, v tomto pr´ıpade cˇasove´ rady financˇny´ch insˇtrumentov. Jednotlive´
odchy´lky skutocˇny´ch a siet’ou namodelovany´ch da´t je mozˇne´ vidiet’ zobrazen´ım grafu
odozvy cˇasovej rady v programovom prostred´ı Matlabu. Na´sledne je hlavnou u´lohou
na´jdenie vhodnej konfigura´cie neuro´nov, omesˇkan´ı, prenosovej funkcie a pocˇtu vrstiev





V u´vodny´ch kapitola´ch pra´ce boli pop´ısane´ teoreticke´ vy´chodiska´ a ciele pra´ce, ktory´ch
pochopenie je nevyhnutne´ pre plne´ porozumenie praktickej cˇasti, ktora´ nasleduje. Doposial’
boli vysvetlene´ princ´ıpy kapita´lovy´ch trhov, za´kladov elektronicke´ho obchodovania, na´-
strojov technickej analy´zy ako aj prostriedkov umelej inteligencie vyuzˇ´ıvany´ch pre predik-
ciu cˇasovy´ch ra´d financˇny´ch insˇtrumentov na akciovy´ch trhoch. Ako model neuro´novej si-
ete bol zvoleny´ nelinea´rny autoregresny´ model s exoge´nnymi vstupmi, ktory´ sa jav´ı vel’mi
vhodny´ pre pouzˇitie v danej situa´cii.
Ciel’om bude zostavenie prakticky pouzˇitel’nej softve´rovej aplika´cie, ktora´ bude vyuzˇ´ıvat’
prostriedky umelej inteligencie k predpovedi budu´cich hodnoˆt akci´ı na kapita´lovy´ch trhoch.
Vy´sledna´ aplika´cia by mala mat’ moderny´ charakter, mala by byt’ udrzˇovatel’na´, jednodu-
cho rozsˇ´ıritel’na´ (mozˇnost’ prida´vania funkcionality v budu´cnosti) a poda´vaju´ca sˇtatisticky
spra´vne vy´sledky. Pre zostavenie modelu a jeho optimaliza´ciu sa bude vycha´dzat’ z odbornej
literatu´ry [2, 27] a osvedcˇeny´ch techn´ık ktore´ boli pouzˇite´ pri podobny´ch proble´moch v
minulosti. Pri optimaliza´ci´ı sa ponu´ka vyuzˇitie na´strojov umelej inteligencie aky´mi su´
geneticke´ algoritmy a fuzzy logika.
Vy´sledny´ program by mal obsahovat’ na´povedu, uka´zˇkove´ pr´ıklady funkcionality a
podporne´ doplnkove´ funkcie. Tymi moˆzˇe byt’ napr´ıklad obchodna´ simula´cia, alebo im-
plementa´cia podpory rozhodovania vo forme vy´pocˇtu a analy´zy Hurstovho exponentu.
Aplika´cia zostavena´ v nasleduju´cej kapitole by mala vo vy´sledku taktiezˇ priniest’ urcˇity´
ekonomicky´ pr´ınos. V za´vere pra´ce budu´ jednotlive´ pr´ıstupy a vy´sledky zhodnotene´ a budu´




Obra´zek 4.1: Logo aplika´cie
Ta´to kapitola aplikuje doposial’ nadobudnute´ teo-
reticke´ poznatky do praktickej formy v podobe
viacu´cˇelovej aplika´cie urcˇenej pre predpovedanie
vy´voja cien financˇny´ch insˇtrumentov na kapita´lovy´ch
trhoch. Program bude navrhovany´ a implemento-
vany´ objektovo-orientovany´m (d’alej OO) pr´ıstupom
v Matlabe. Pomocou tohoto moderne´ho pr´ıstupu je
mozˇne´ lepsˇie modelovat’ okolite´ syste´my a abstra-
hovat’ od irelevantny´ch detailov. OO programovac´ı
pr´ıstup prina´sˇa niekol’ko za´kladny´ch vy´hod. Prvou
je jednoducha´ rozsˇ´ıritel’nost’ a udrzˇovatel’nost’ ko´du. Pre kazˇdy´ blok funkcionality
je vytvoreny´ samostatny´ su´bor v podobe triedy, ktora´ nesie svoju rolu, atribu´ty a
meto´dy. Taky´to na´vrh je komplexny´, modula´rny a umozˇnuje na va¨cˇsˇ´ıch projektoch
rozdelit’ vy´voj pre viacero programa´torsky´ch rol´ı. Jednotlive´ cˇasti ko´du moˆzˇu byt’ vyv´ıjane´
samostatne pricˇom nieje proble´m ich kedykol’vek spojit’, stacˇ´ı dodrzˇat’ urcˇite´ spolocˇne´
rozhranie. Ko´d sa sta´va znovupouzˇitel’ny´m a pokial’ chceme z neho odobrat’ urcˇitu´
funkcionalitu je mozˇne´ vyuzˇit’ taktiezˇ dedicˇnosti. Medzi d’alˇsie za´kladne´ princ´ıpy OO pro-
gramovania patr´ı abstrakcia, zapu´zdrenie, skladanie a polymorfizmus. Podrobnejˇs´ı popis
a dodatocˇne´ informa´cie je mozˇne´ na´jst’ v literatu´re na konci pra´ce. Jednotlive´ prvky
modelovanej reality su´ zoskupene´ do objektov, ktore´ si pametaju´ stvoj stav a navonok
spr´ıstupnˇuju´ verejne´ meto´dy. Ako za´kladne´ paradigma OO programovania je snaha mod-
elovat’ pri riesˇen´ı u´loh princ´ıpy rea´lneho sveta vo vy´pocˇetnom prostred´ı.
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4.1 Architektu´ra syste´mu
Vy´sledna´ aplika´cia sa bude skladat’ z piatich hlavny´ch tried a dvoch pomocny´ch funkci´ı:
 Trieda Neuroforecaster - je hlavnou triedou programu, pomocou ktorej sa ap-
lika´cia vytva´ra a spu´sˇt’a. Disponuje atribu´tmi ktory´mi syste´m riadi cely´ priebeh.
Obsahuje funkcie pre vy´pis na´povedy, predikciu na denˇ cˇi mesiac do budu´cnosti,
obchodnu´ simula´ciu, podporu rozhodovania a dva uka´zˇkove´ pr´ıklady pre predik-
ciu. Vsˇetky nove´ meto´dy o ktore´ bude program v budu´cnosti rozsˇ´ıreny´ by mali byt’
zahrnute´ v tejto triede. Vylu´cˇene´ nie je ani prerobenie uzˇ´ıvatel’ske´ho rozhrania do
grafickej podoby.
 Trieda Model - nesie hlavnu´ implementacˇnu´ funkcionalitu. Trieda je urcˇena´ pre
vytva´ranie roˆznych typov neuro´novy´ch siet´ı, alebo iny´ch prvkov umelej inteligencie.
V pra´ci postacˇuje vyuzˇitie NARX siet´ı, d’alˇsie sˇtruktu´ry je mozˇne´ jednoducho pridat’
na ba´ze podobne´ho princ´ıpu. Okrem vytvorenia modelu trieda st’ahuje financˇne´ da´ta
z Yahoo serverov a vola´ ostatne´ objekty pre optimaliza´ciu modelu a vyhodnotenie
kvality predikcie.
 Trieda Optimize - slu´zˇi pre optimalizacˇne´ procesy konfigura´cie modelu. V tejto
triede budu´ hl’adane´ optima´lne kombina´cie pocˇtu neuro´nov, vrstiev, omesˇkan´ı cˇi
najvhodnejˇsej prenosovej funkcie. Pre vysoku´ vy´pocˇetnu´ za´t’azˇ na pocˇ´ıtacˇ je mozˇne´,
zˇe viacere´ meto´dy budu´ zahrnute´ do jednej, ktora´ bude za kazˇdy´m testom menit’
svoje parametre.
 Trieda Evaluate - je urcˇena´ pre vyhodnocovanie validity modelu, kvality predikcie,
u´spesˇnosti urcˇovania budu´ceho trendu cˇi ukazatel’ov chybovosti ako MSE (Mean
Squared Error). V budu´cnosti moˆzˇe byt’ trieda rozsˇ´ırena´ o roˆzne sady testov a funkcie
exportuju´ce vy´sledky do tabuliek, grafov a externy´ch su´borov.
 Trieda Dms - trieda pre Decision Making Support ako samotny´ na´zov nesie, je
navrhovana´ pre implementa´ciu funkci´ı pre podporu rozhodovania. Samotna´ aplika´cia
urcˇ´ı predpoved’ cien financˇny´ch insˇtrumentov a vykresl´ı priebeh do grafu. Pokial’ to
uzˇ´ıvatel’ovi nestacˇ´ı a chce sa uistit’ d’alˇs´ımi pomocny´mi parametrami, zˇe pr´ıslusˇna´
cˇasova´ rada obsahuje dlhodoby´ pamet’ovy´ cyklus a je vhodna´ pre predikciu a sˇpekula´-
ciu moˆzˇe vyuzˇit’ pra´ve meto´dy obsiahnute´ v ra´mci tejto triedy. Pre zacˇiatok bude
implementovany´ vy´pocˇet Hurstovho exponentu spolu s jeho vyhodnoten´ım.
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Architektu´ru je mozˇne´ podrobnejˇsie vidiet’ na nasleduju´com obra´zku, ktory´ pomocou
UML (Unified Modelling Language) diagramov modeluje sˇtruktu´ru programu.
Obra´zek 4.2: Architektu´ra aplika´cie (Zdroj: [15])
4.2 Spustenie aplika´cie
Spustenie programu prebieha vytvoren´ım objektu s pocˇiatocˇny´mi parametrami pre predik-
ciu. Na´sledne je pomocou tejto premennej mozˇne´ volat’ jednotlive´ meto´dy.
Ko´d 4.1: Vytvorenie a spustenie aplika´cie




 mode - je premenna´ typu integer ktorej hodnota moˆzˇe byt’ 1 - pre spustenie programu
a vykonanie predikcie na nasleduju´ci denˇ spolu s textovy´m vy´stupom, alebo hodnota
2 - pre viackrokovu´ predikciu (napr. na mesiac) spolu s vykreslen´ım grafu priebehu.
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V oboch pr´ıpadoch je vy´stupom aj percentua´lna u´spesˇnost’ predikcie trendu a chyba
o ktoru´ sa l´ıˇsia predikovane´ hodnoty oproti hodnota´m skutocˇny´m.
 model - je premennou typu string, kde zada´vame na´zov neuro´novej siete alebo ine´ho
prvku umelej inteligencie, s ktory´m bude aplika´cia pracovat’. Ako za´klad bude im-
plementovany´ model pre neuro´novu´ siet’ NARX.
 dateFrom, dateTo - su´ premenne´ typu string a slu´zˇia pre vymedzenie da´tumu pre
predikciu. Forma´t da´tumu je ddmmyyyy. Program v za´kladnej forme nie je vybaveny´
testovan´ım vsˇetky´ch mozˇny´ch chybny´ch vstupov, ako napr. zadanie da´tumu desat’
roku dopredu.
 stock - je premennou typu string, kde forma´t textove´ho ret’azca odpoveda´ ticker
symbolu z financˇne´ho serveru Yahoo. V sekcii 4.3 je mozˇne´ na´jst’ viacero konkre´tnych
pr´ıkladov.
4.2.1 Na´poveda ku programu
Po vytvoren´ı hlavne´ho objektu je v programovom prostred´ı Matlabu mozˇne´ spustit’ na´povedu
pr´ıkazom object.help(). Nasleduju´ca tabul’ka bude zahr´nˇat’ pr´ıklady ako je mozˇne´ pouzˇ´ıvat’
jednotlive´ funkcie.
Tabulka 4.1: Na´poveda k jednotlivy´m funkcia´m aplika´cie (Zdroj: Vlastny´)
Pr´ıkaz Popis meto´dy
app = Neuroforecaster(2,’narx’,’01012009’,’26052012’,’AAPL’) vytvorenie objektu
app.help() vy´pis na´povedy
app.prediction(1,’narx’,13022007,’01012013’,’DB’) jednokrokova´ predikcˇna´ meto´da
app.future prediction(’GOOG’) predpoved’ na mesiac od dnesˇne´ho dnˇa
app.long prediction example() prvy´ uka´zˇkovy´ pr´ıklad
app.short prediction example() druhy´ uka´zˇkovy´ pr´ıklad
app.market simulation(10000,’MSFT’) obchodna´ simula´cia s pocˇiatocˇny´m vkladom
app.decision making support(’02022012’,’28022013’,’FB’) vyhodnotenie Hurstovho exponentu
Je doˆlezˇite´ podotknu´t’, zˇe meto´da prediction() sa spu´sˇt’a implicitne pri vytvoren´ı pro-
gramu. Je to totizˇto hlavna´ funkcia s ktorou aplika´cia pracuje a kvoˆli cˇomu bola vytva´rana´.
Je ale tiezˇ mozˇne´ spustit’ ju externe zavolan´ım pr´ıslusˇnej meto´dy. Funkcia future prediction
na rozdiel od klasickej predikcˇnej funkcie nevracia vyhodnotenie - percentua´lnu u´spesˇnost’
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odhadu trendu a strednu´ kvadtraticku´ chybu. Je to z doˆvodu, zˇe ta´to meto´da rob´ı pred-
poved’ do skutocˇnej budu´cnosti, kde esˇte neexistuju´ skutocˇne´ hodnoty, s ktory´mi by sme
mohli predpovedane´ hodnoty porovna´vat’ a teda ich vyhodnotit’.
Klasicka´ predikcia je vykona´vana´ do pseudobudu´cnosti. Budu´ce hodnoty niesu´ pro-
gramu zna´me, avsˇak v skutocˇnosti ma´me k dispoz´ıcii ich hodnoty kvoˆli tomu, aby sme
mohli predpoved’ modelu vyhodnotit’. Podrobnejˇs´ı popis vyhodnocovania modelu je mozˇne´
na´jst’ v sekcii 4.4. Dva uka´zˇkove´ pr´ıklady ktore´ boli implementovane´ vykona´vaju´ predik-
ciu na za´klade odliˇsne vel’ky´ch intervalov da´t. V prvom pr´ıpade berieme hodnoty za
niekol’ko rokov, pri kra´tkodobej predpovedi len hodnoty v rozsahu pa´r mesiacov. Ob-
chodna´ simula´cia zoberie za svoj parameter pocˇiatocˇne´ financˇne´ prostriedky a vykona´va
kazˇdy´ch 10 dn´ı na´kup, alebo predaj akci´ı podl’a predpovede modelu. Na konci je vra´teny´
a zobrazeny´ vy´sledny´ stav prostriedkov, ako aj validita modelu. Funkcia pre podporu
rozhodovania graficky vykresluje, odhaduje a interpretuje hodnotu Hurstovho exponentu.
4.3 Modul pre nacˇ´ıtanie financˇny´ch da´t
Pre tento modul existuje vol’ne sˇ´ıritel’na´ a online dostupna´ funkcia na servery Mathworks.
Meto´da sa pripa´ja na financˇne´ servery Yahoo, ktore´ udrzˇuju´ vel’ke´ mnozˇstvo kvalitny´ch a
validny´ch da´t z roˆznych trhov po celom svete. Rozhranie funkcie je zobrazene´ na nasle-
duju´com na´hl’ade ko´du.
Ko´d 4.2: Rozhranie funkcie pre st’ahovanie financˇny´ch da´t
1 stocks = hist_stock_data(start_date, end_date, varargin)
2 stocks.Ticker; % ticker symbol
3 stocks.Date; % date data
4 stocks.Open; % opening price data
5 stocks.High; % high price data
6 stocks.Low; % low price data
7 stocks.Close; % closing price data
8 stocks.Volume; % volume data
9 stocks.AdjClose; % adjustied close data
kde vy´sledna´ sˇtruktu´ra obsahuje viacero premenny´ch. ticker symbol oznacˇuje skratku
trhu, na´sledne sa jedna´ o klasicke´ burzove´ hodnoty pouzˇ´ıvane´ na kapita´lovy´ch trhoch a to
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otva´racie, zatva´racie, v ra´mci dnˇa najvysˇsˇie a najniˇzsˇie, potvrdene´ zatva´racie ceny a sila
trendu pocˇas dnˇa volume. Forma´t da´tumu je ddmmyyyy. Varargin reprezentuje premenny´
pocˇet parametrov funkcie. Ako pr´ıklady hodnoˆt vstupuju´cich ako tieto externe´ parametre
moˆzˇeme uviest’ nasleduju´ce pr´ıklady spustenia.
 stocks = hist stock data(’23012003’, ’15042008’, ’GOOG’, ’C’) - vy´sledna´ sˇtruktu´ra
stocks bude obsahovat’ historicke´ da´ta akci´ı spolocˇnost´ı Google a Citybank pre da´tumy
od 23. Janua´ra 2003 azˇ po 15. Apr´ıl 2008.
 stocks = hist stock data(’12101997’, ’18092001’, ’tickers.txt’) - v tomto pr´ıpade bude
rozdiel okrem da´tumu nacˇ´ıtanie symbolov z externe´ho textove´ho su´boru. Symboly v
su´bore by mali byt’ uvedene´ v jednom st´lpci pod sebou za kazˇdy´m oddelene´ novy´m
riadkom.
 stocks = hist stock data(’12102009’,’18092011’,’C’,’frequency’,’w’) - posledny´ novy´
parameter symbolizuje periodicitu nacˇ´ıtania da´t. Je mozˇne´ da´ta brat’ po ty´zˇdnoch
(’w’), mesiacoch (’m’) cˇi dnˇoch (’d’).
4.4 Spoˆsob vyhodnocovania predikcie
U´spesˇnost’ predikcie je mozˇne´ vyhodnocovat’ viacer´ımi spoˆsobmi a za´lezˇ´ı len na vy´bere
autora, ktore´ indika´tory bude povazˇovat’ za najdoˆlezˇitejˇsie. Ciel’om nie je odhadnu´t’ presnu´
hodnotu ceny akcie v budu´cnosti, ale urcˇit’ spra´vny smer pohybu burzy. Prima´rnou velicˇinou
na za´klade ktorej bude predikcia vyhodnocovana´ a na za´klade ktorej bude model optimal-
izovany´ je u´spesˇnost’ trendu. Algoritmus je zobrazeny´ na nasleduju´com na´hl’ade ko´du.
Ko´d 4.3: Funkcia pre vyhodnotenie u´spesˇnosti predikcie smeru velicˇiny
1 %function evaluates prediction succes in percentage.
2 function tE = evaluatePred(predicted,real,yesterdayPrice,N)
3 pE = 0; %prediction error
4 for i = 1:N %prediction for N values into future
5 if i > 1 %first item of targeted prices is passed in args()
6 yesterdayPrice = cell2mat(real(i-1));
7 end
8 predicted_price = cell2mat(predicted(i)); %predicted_price
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9 real_price = cell2mat(real(i)); %real_price
10 %trend analysys, compare trend - future real and predicted
11 %values, against yesterday real value
12 if ˜((predicted_price <= yesterdayPrice &&
13 real_price <= yesterdayPrice)
14 || (predicted_price >= yesterdayPrice &&
15 real_price >= yesterdayPrice))
16 pE = pE + 1; %pE
17 end
18 end
19 tE.value = (1-pE/N)*100;
20 tE.percentage = strcat(num2str(tE.value),’%’);
21 end
Algoritmus v podstate precha´dza jednotlive´ polozˇky vektoru predikovany´ch a skutocˇny´ch
hodnoˆt a porovna´va, cˇi predikcia spra´vne vyhodnotila vy´voj trendu. Pokial’ je budu´ca
skutocˇna´ hodnota vysˇsˇia ako vcˇerajˇsia a za´rovenˇ budu´ca predikovana´ hodnota je vysˇsˇia
ako vcˇerajˇsia, predikcia odhadla trend spra´vne. Pre pokles ceny je situa´cia totozˇna´. Pokial’
podmienka neplat´ı predikcia trend neodhadla spra´vne a navy´sˇi sa pocˇ´ıtadlo chy´b. V za´vere
sa pocˇ´ıta percentua´lny podiel u´spesˇnosti predikcie.
Obecny´ princ´ıp vyhodnocovania je taky´, zˇe sa nacˇ´ıtaju´ financˇne´ da´ta napr. za 1 rok
dozadu. To predstavuje 252 obchodny´ch dn´ı. Z tejto financˇnej rady sa vytvor´ı viacero
vektorov, ktore´ budu´ vyuzˇ´ıvane´ pre roˆzne u´cˇely. Pri predikcii na jeden mesiac dopredu je z
vektoru odseknuty´ch posledny´ch 30 prvkov. Prvy´ch 222 prvkov bude slu´zˇit’ ako tre´novacie
da´ta pre ucˇenie siete, pricˇom o konecˇny´ch tridsiatich prvkov siet’ nebude obozna´mena´. Tie
budu´ ulozˇene´ vo vektore skutocˇny´ch hodnoˆt. Na´sledne sa vykona´ predikcia na 30 dn´ı a
jednotlive´ hodnoty sa porovnaju´ s vektorom skutocˇny´ch hodnoˆt. Na za´klade toho je mozˇne´
predikciu vyhodnotit’. Z toho doˆvodu sa pracuje iba s da´tami z minulosti, pretozˇe budu´ce
da´ta niesu´ v su´cˇasnosti k dispoz´ıcii.
Druhou doˆlezˇitou velicˇinou pomocou ktorej sa bude vyhodnocovat’ kvalita predikcie a
optimalizovat’ model je stredna´ kvadraticka´ chyba - MSE (Mean Squared Error). Pocˇ´ıtana´







(Y predict− Y real)2 (4.1)
Chyba berie v u´vahu sumu rozdielov medzi skutocˇny´mi a predikovany´mi hodnotami a
umocnˇuje ich na druhu´. Toto umocnenie zvy´razn´ı miesta s najva¨cˇsˇou chybovost’ou ktore´
vd’aka druhej mocnine vyniknu´. V prostred´ı programu je vyuzˇ´ıvane´ chyby typu RMSE
(Root Mean Squared Error) ktora´ sa od chyby MSE principia´lne nel´ıˇsi, jedna´ sa len o jej
odmocninu. Ciel’ za´meny je dostat’ nizˇsˇie cˇ´ısla, kedzˇe pri vel’ky´ch cena´ch akci´ı moˆzˇu druhe´
mocniny siahat’ do vysoky´ch cˇ´ısel. Nasleduju´ci obra´zok zobrazuje princ´ıp vyhodnocovania
validity predikcˇne´ho modelu.
Obra´zek 4.3: Vyhodnocovanie odchy´lky predikovany´ch a skutocˇny´ch hodnoˆt (Zdroj:
Vlastny´)
Hlavnou u´lohou bude vybrat’ kombina´ciu cˇo najlepsˇie predikuju´ceho modelu s cˇo na-
jnizˇsˇou strednou kvadratickou chybou.
4.5 Prototyp modelu
V u´vode je doˆlezˇite´ poznamenat’, zˇe model ktory´ bude vyv´ıjany´ predpoklada´ sˇpecificke´
vyuzˇitie pre urcˇitu´ oblast’ typov financˇny´ch insˇtrumentov a rozsah obdobia tre´novac´ıch
da´t a da´t predpovede. V tejto pra´ci sa budem zameriavat’ na akcie vel’ky´ch spolocˇnost´ı,
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ktore´ asponˇ cˇiastocˇne vykazuju´ urcˇitu´ stabilitu. Neuro´nove´ siete totizˇ najlepsˇie modeluju´
cˇasove´ rady s´ınusoidove´ho charakteru bez va¨cˇsˇ´ıch vy´strelov volatility trhu. Do u´vahy tak-
tiezˇ treba brat’ sezo´nnost’ a interval tre´novac´ıch da´t. Za posledne´ mesiace cˇi roky ceny
akci´ı firiem sa moˆzˇu javit’ ako napr. stu´paju´ce, v rozpa¨t´ı desat’rocˇia sa vsˇak moˆzˇe jed-
nat’ sta´le o trvaly´ pokles. Vyuzˇitie aplika´cie, ktora´ je vyv´ıjana´ v tejto pra´ci by teda malo
byt’ spojene´ a pouzˇ´ıvane´ v kombina´ci´ı s urcˇity´mi trzˇny´mi znalost’ami, ako prostriedok pre
podporu investicˇny´ch rozhodnut´ı. Pri rozsˇ´ıren´ı funkcionality v budu´cnosti a zostrojen´ı
komplexnejˇsieho modelu sa da´ uvazˇovat’ nad automatiza´ciou procesu, kde by aplika´cia
obchodovala ziskovo sama bez externe´ho dohl’adu obchodn´ıka.
Prototyp zostrojene´ho modelu je mozˇne´ obecne nazvat’ neoptimalizovany´m, nie je
to vsˇak u´plna´ pravda. Prva´ navrhnuta´ konfigura´cia vycha´dza z odbornej literatu´ry a
obecny´ch doporucˇen´ı ake´ kombina´cie dosahuju´ najlepsˇ´ıch vy´sledkov. Taktiezˇ prebehol pre-
processing da´t, ktore´ sa st’ahuju´ zo serverov. Redundantne´ duplicitne´ da´ta su´ odstra´nene´ a
st’ahovane´ su´ len da´ta obchodny´ch dn´ı. Aj to ma´ za na´sledok, zˇe hned’ prvy´ model vykazuje
viac nezˇ 50% u´spesˇnost’ predpoved´ı. Pre prvotnu´ konfigura´ciu bola pouzˇita´ jedna skryta´
vrstva so 40 neuro´nmi, omesˇkanie s hodnotou 2 a za´kladne´ prenosove´ funkcie tansig a
purelin. Ako akcie boli zvolene´ akcie spolocˇnosti Google, Inc. Pre dosiahnutie presnejˇs´ıch
vy´sledkov bol kazˇdy´ jeden experiment a predpoved’ vykona´vany´ 20 kra´t a z toho bol
na´sledne urcˇeny´ priemer. Je to z doˆvodu lepsˇieho vyhodnotenia modelu, pretozˇe z cˇasu na
cˇas neuro´nova´ siet’ namodeluje vy´sledok perfektne, inokedy odskocˇ´ı od norma´lu viac nezˇ
je to obvykle´. Priemery preto vykazuju´ vysˇsˇiu validitu.
Celkovo bolo vykonany´ch teda 300 za´kladny´ch predikci´ı a dodatocˇny´ch 50 na potvrde-
nie najlepsˇ´ıch konfigura´ci´ı. Pri prvy´ch meraniach bolo hlavnou u´lohou na´jst’ najvy´hodnejˇsiu
kombina´ciu vstupov technickej analy´zy. Pre kazˇdy´ experiment boli postupne prida´vane´
tieto indika´tory. V pr´ıpade, zˇe to validitu modelu vylepsˇilo a predikcie boli presnejˇsie
indika´tor ostal zahrnuty´, v opacˇnom pr´ıpade bol odobraty´. Ako exoge´nny vstup pre
spolocˇnost’ Google boli tiezˇ zahrnute´ akcie najva¨cˇsˇ´ıch konkurentov firmy. To predstavovali
v danom obdob´ı spolocˇnosti Microsoft, Apple, Amazon a Yahoo. Spolocˇnost’ Facebook
vstu´pila na burzu nie tak da´vno, preto na servery neexistuju´ financˇne´ da´ta cˇo ma´ za
na´sledok vynechanie tejto organiza´cie. Vycha´dza sa z predpokladu, zˇe konkurencia a jej
akciovy´ vy´voj ma´ priamy efekt pre danu´ firmu a pr´ıslusˇne´ cˇasove´ rady vykazuju´ korelacˇny´
charakter. Nasleduju´ca tabul’ka zobrazuje vy´sledky experimentov.
53
Tabulka 4.2: Vy´sledky predikcie prototypu modelu NARX siete (Zdroj: Vlastny´)
Oranzˇovou farbou su´ oznacˇene´ nevyhovuju´ce predikcie, zelenou kombina´cie najlepsˇ´ıch
vy´sledkov spolu s najnizˇsˇou chybou. Indika´tory typu k´lzavy´ch priemerov a ROC, ako aj
konkurencˇne´ akciove´ cˇasove´ rady pomohli vyhladit’ priebeh krivky a prispeli k lepsˇ´ım
predikcˇny´m vy´sledkom. Na druhej strane stochasticke´ oscila´tory, Bollingerove pa´sma a
indika´tor MACD ako exoge´nne vstupy poˆsobili negat´ıvne na vy´sledky validity modelu.
Interval predikcie bol pre prve´ sady len jeden mesiac do budu´cnosti, v d’alˇs´ıch krokoch sa
zva´cˇsˇoval azˇ po dobu jedne´ho roka. Najlepsˇ´ı dosiahnuty´ vy´sledok u´spesˇnosti predikcie bol
80%, najhorsˇ´ı 38%. Priemerna´ u´spesˇnost’ urcˇenia trendu budu´cich hodnoˆt cˇasovej rady je
56%.
Vy´stupom prvej sady experimentov je najma¨ kombina´cia vhodny´ch exoge´nnych vs-
tupov technickej analy´zy. Konkurencˇne´ akciove´ rady budu´ zahrnute´ iba pre akciovy´ index
spolocˇnosti Google. V tomto pr´ıpade sa bude uvazˇovat’ 11 exoge´nnych vstupov. V pr´ıpade
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predikcie cˇasovej rady pre ine´ spolocˇnosti sa bude pouzˇ´ıvat’ 8 exoge´nnych vstupov. Ako
vstup do nasleduju´cich optimalizacˇny´ch procesov sa podarilo na´jst’ vhodnu´ kombina´ciu
indika´torov technickej analy´zy. Dˇalˇsou u´lohou bude upravit’ konfigura´ciu neuro´novej siete
pre dosahovanie lepsˇ´ıch vy´sledkov.
4.6 Optimaliza´cia modelu
Je komplexny´ u´kon a je vel’mi obtiazˇne dosiahnut’ dokonalost’ konfigura´cie neuro´novej
siete. V tejto pra´ci bude prebiehat’ snaha o namodelovanie syste´mu, ktory´ bude cˇo na-
jpresnejˇs´ı a bude pri predikcii vykazovat’ permanentnu´ spolahlivost’. Z predcha´dzaju´cej
sekcie je pripravena´ k pouzˇitiu optima´lna kombina´cia exoge´nnych indika´torov vstupov.
Optimaliza´cia bude prebiehat’ sekvencˇny´mi krokmi, kde v prvom experimente je potrebne´
na´jst’ optima´lny pocˇet neuro´nov v skrytej vrstve. Vy´stup prvej sady testov bude slu´zˇit’
ako vstup pre d’alˇsie optimaliza´cie azˇ na koniec dostaneme vy´slednu´ sˇtruktu´ru modelu.
Pred zacˇat´ım su´ pridane´ do konfigura´cie dve pomocne´ funkcie data pre-processingu podl’a
odporu´cˇan´ı odbornej literatu´ry.
Ko´d 4.4: Funkcie data pre-processingu
1 net.inputs{1}.processFcns = {’removeconstantrows’,’mapminmax’};
2 net.inputs{2}.processFcns = {’removeconstantrows’,’mapminmax’};
Pre skrytu´ aj vy´stupnu´ vrstvu su´ pridane´ funkcie removeconstantrows a mapminmax.
Prva´ odstra´ni duplicitne´ konsˇtantne´ da´ta, ktore´ nemaju´ vy´znam pri tre´ningu neuro´novej
siete, iba zdrzˇuju´ cely´ proces a vy´kon. Druha´ funkcia spracuje vektory normalizovan´ım
minima´lnych a maxima´lnych hodnoˆt kazˇde´ho riadku.
4.6.1 Optimaliza´cia pocˇtu neuro´nov
V prototype modelu bolo pouzˇity´ch 40 neuro´nov v skrytej vrstve. Obecne plat´ı, zˇe pocˇet
neuro´nov by mal odra´zˇat’ vy´pocˇetnu´ silu syste´mu. V tomto pr´ıpade model nebude spra-
cova´vat’ obrovske´ mnozˇstva´ da´t. Z toho doˆvodu je zrejme´, zˇe pre konfigura´ciu by mal
postacˇovat’ aj mensˇ´ı pocˇet neuro´nov. V priebehu testu sa postupne budu´ prida´vat’ neuro´ny
a bude sa sledovat’ vy´voj odchy´lky a u´spesˇnosti predikcie.
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Ko´d 4.5: Pseudoalgoritmus optimaliza´cie pocˇtu neuro´nov
1 for i=1:40 % tested for up to 40 neurons
2 for j=1:20 % inner cycle, partial results saved into 2 vectors
3 neuronsInHiddenLayer = [i];
4 % create, train and evaluate network
5 % save results into final vector
6 final_vector{i} =
7 [i, mean(partial_predictions), mean(partial_rmse)];
8 end
9 end
Vzhl’adom na starsˇ´ı vy´pocˇetny´ na´stroj a vy´kon pocˇ´ıtacˇa na ktorom bola aplika´cia
vyv´ıjana´ museli byt’ jednotlive´ optimaliza´cie rozdelene´ a vykona´vane´ po cˇastiach. Pri
vel’kom spracovan´ı totizˇ pre vel’ky´ pocˇet da´t program Matlab prekonal da´tove´ sˇtruktu´ry
ako napr. hromada a za u´cˇasti Java chybovy´ch hla´sˇok sa program ukoncˇoval. Pri pouzˇit´ı
lepsˇieho vy´pocˇetne´ho hardware-u by bolo mozˇne´ vy´sledky spresnit’ o niecˇo viac. Aby bol ex-
periment komplexnejˇs´ı a pouzˇitelnejˇs´ı budu´ sa menit’ kratsˇie a dlhsˇie rozpa¨tia tre´ningovy´ch
da´t, ako aj typy jednotlivy´ch akci´ı. Akcie a ich pr´ıslusˇne´ cˇasove´ rady sa l´ıˇsia, niektore´ su´
viac niektore´ menej volatilne´. Pre testy je pouzˇita´ jedna skryta´ a jedna vy´stupna´ vrstva.
Vy´sledky experimentu su´ zhrnute´ v nasleduju´cej tabul’ke.
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Tabulka 4.3: Vy´sledky optimaliza´cie pocˇtu neuro´nov (Zdroj: Vlastny´)
Pre vysˇsˇiu presnost’ bol kazˇdy´ experiment zlozˇeny´ z priemeru dvadstiach podexper-
imentov. Zeleny´ obd´lzˇnik zobrazuje najvy´hodnejˇsie pocˇty neuro´nov a ich vy´sledky. Op-
tima´lny pocˇet neuro´nov v tomto pr´ıpade predstavuje pocˇet medzi piatimi a dvadsiatimi
neuro´nmi. Po uskutocˇnen´ı experimentu prebehli dodatocˇne´ testy a uka´zalo sa, zˇe medzi
vy´sledkami s dany´m invervalom optima´lneho pocˇtu neuro´nov neexistuju´ vel’ke´ odchy´lky.
4.6.2 Optimaliza´cia vrstiev siete
Odborna´ literatu´ra uva´dza, zˇe pre menej rozsiahle syste´my je postacˇuju´ca jedna skryta´
vrstva. Napriek doporucˇeniu prebehlo testovanie s roˆznymi kombina´ciami pocˇtu vrstiev a
rozlozˇen´ı neuro´nov v nich. Vy´sledky testov su´ zobrazene´ v tabul’ke 4.4.
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Tabulka 4.4: Vy´sledky optimaliza´cie vrstiev (Zdroj: Vlastny´)
Po dodatocˇny´ch experimentoch sa uka´zalo, zˇe v pr´ıpade pouzˇitia viacery´ch skryty´ch
vrstiev je vhodne´ rozlozˇit’ do nich neuro´ny taky´m spoˆsobom, aby ich su´cˇet v jednotlivy´ch
vrstva´ch da´val pocˇet optima´lnych neuro´nov ktory´ bol z´ıskany´ v predosˇlej kapitole. Take´to
konfigura´cie obecne dosahovali najlepsˇ´ıch vy´sledkov. Ako za´klad architektu´ry do d’alˇs´ıch
optimalizacˇny´ch krokov bude uvazˇovana´ jedna skryta´ vrstva s 15 neuro´nmi. Pouzˇitie troch
vrstiev po 5 neuro´nov alebo dvoch vrstiev obsahuju´cich po 10 neuro´nov by neprinieslo
markantne´ zlepsˇenie, akura´t by to mohlo ovplyvnit’ vy´kon a dobu tre´ningu neuro´novej
siete.
4.6.3 Optimaliza´cia d´lzky omesˇkan´ı
Omesˇkanie je parameter oznacˇovany´ v konfigura´ci´ı ako delay. Pocˇas testov bolo vyko-
nany´ch niekol’ko roˆznych kombina´ci´ı parametrov avsˇak tento experiment neviedol ku zlep-
sˇeniu validity modelu. U´rovenˇ odhadu smeru cˇasovej rady ostala na poˆvodnej u´rovni a
ako najvhodnejˇsie sa ukaza´lo za´kladne´ omesˇkanie neuro´novej siete 1:2. Vy´sledky testov su´
zobrazene´ v tabul’ke 4.5.
4.6.4 Optimaliza´cia prenosovej funkcie
Programove´ prostredie Matlabu ponu´ka na vy´ber viac ako 10 roˆznych prenosovy´ch funkci´ı.
V tejto cˇasti pra´ce dosˇlo k sku´maniu, ktora´ je ta´ najvhodnejˇsia. Konfigura´cia modelu
obecne pracuje s dvoma typmi prenosovy´ch funkci´ı. Prenosova´ funkcia na vy´stupe mapuje
hodnoty linea´rne a nemoˆzˇe byt’ zmenena´. V nasleduju´cej tabul’ke su´ zhrnute´ vy´sledky
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Tabulka 4.5: Vy´sledky optimaliza´cie omesˇkan´ı (Zdroj: Vlastny´)
Tabulka 4.6: Vy´sledky optimaliza´cie prenosovej funkcie (Zdroj: Vlastny´)
testov hl’adania optima´lnej prenosovej funkcie pre skrytu´ vrstvu.
Vd’aka ty´mto optimaliza´cia´m a na´sledne´mu sku´sˇaniu funkcionality sa podarilo na´jst’
prenosovu´ funkciu, s ktorou konfigura´cia vykazovala lepsˇie vy´sledky validity modelu. Funk-
cia poslin v kombina´ci´ı s prenosovou funkciou purelin sa jav´ı ako najlepsˇia kombina´cia.
4.6.5 Zhrnutie optimaliza´cie modelu
Optimaliza´cia modelu neuro´novej siete nie je jednoduchy´ proces a je len vel’mi obtiazˇne
na´jst’ dokonalu´ architektu´ru. Ciel’om diplomovej pra´ce bolo zostrojit’ model schopny´ per-
manentnej predikcie nad 50%, teda aby model vo va¨cˇsˇine pr´ıpadov odhadol trend spra´vne
a bol ziskovy´. To sa podarilo a optimalizovany´ model neuro´novej siete je schopny´ prediko-
vat’ spra´vny smer cˇasovej rady akci´ı s priemernou u´spesˇnost’ou 74%. Najlepsˇia predikcia
siahala po u´spesˇnost’ 90%, najnizˇsˇia okolo 60%. Taky´to model ma´ vy´borne´ predpoklady
pre rozsˇ´ırenie a skutocˇne´ pouzˇitie na kapita´lovy´ch trhoch s ciel’om dosiahnutia urcˇite´ho
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Tabulka 4.7: Vy´sledky predikci´ı optimalizovane´ho modelu (Zdroj: Vlastny´)
ekonomicke´ho pr´ınosu. Za´rovenˇ je vsˇak doˆlezˇite´ opa¨t’ poznamenat’, zˇe aplika´cia slu´zˇi ako
na´stroj pre podporu rozhodovania investicˇny´ch rozhodnut´ı na kapita´lovy´ch trhoch a urcˇite´
trzˇne´ znalosti su´ vyzˇadovane´. Nasleduju´ca tabul’ka zobrazuje vy´sledky predpoved´ı a sadu
testov uzˇ optimalizovane´ho modelu neuro´novej siete.
Optimaliza´ciou sa podarilo zlepsˇit’ u´spesˇnost’ validny´ch predikci´ı o 18%. Aj ked’ neex-
istuje jedine´ vhodne´ riesˇenie pre zostrojenie architektu´ry pre model neuro´novej siete, kon-
figura´cia ktora´ bola´ experimentami na´jdena´ sa jav´ı a vykazuje celkom serio´zne vy´sledky.
Optima´lna konfigura´cia moˆzˇe byt’ zhrnuta´ do nasleduju´cej tabul’ky. Ta´ zobrazuje rozdiely
v konfigura´cie siete medzi neoptimalizovany´m a optimalizovany´m modelom, pricˇom da´tove´
predspracovanie a niektore´ cˇiastkove´ optimaliza´cie v nej niesu´ obsiahnute´.
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Tabulka 4.8: Porovnanie konfigura´ci´ı modelu siete (Zdroj: Vlastny´)
Parametre Neoptimalizovany´ model Optimalizovany´ model
POCˇET NEURO´NOV [40] [15] or [5 5 5] or [10 10]
POCˇET SKR. VRSTIEV 1 1 or 2 or 3
OMESˇKANIE (DELAY) 1:2 1:2
PRENOSOVA´ FUNKCIA tansing, purelin poslin, purelin
U´SPESˇNOSTˇ MODELU 56% 74%
4.7 Experimenty s optimalizovany´m modelom
V tejto kapitole bude vykonany´ch niekol’ko uka´zˇkovy´ch predikci´ı na ktory´ch bude otesto-
vana´ validita optimalizovane´ho modelu. Ciel’om bude vybrat’ roˆzne intervaly tre´novac´ıch
da´t, rozlicˇne´ akciove´ trhy a meniaci sa rozsah predikcie od kratsˇ´ıch intervalov po dlhsˇie.
Prva´ uka´zˇka zobrazuje akcie spolocˇnosti Amazon. Tri roky tre´ningovy´ch da´t su´ pouzˇite´
pre predikciu na priblizˇne dva roky do budu´cnosti.
Obra´zek 4.4: Priebeh predikcie akci´ı Amazon od 1. janua´ra 2011 (Zdroj: Matlab)
Modrou cˇiarou su´ v grafe oznacˇene´ hodnoty minuly´ch akci´ı. Tieto da´ta su´ pouzˇite´ pre
tre´ning neuro´novej siete. Cˇervenou cˇiarou su´ zobrazene´ predpovedane´ hodnoty budu´cich
cien akci´ı a pre porovnanie presnosti predikcie zelenou cˇiarou su oznacˇene´ skutocˇne´ budu´ce
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hodnoty. Zvisla´ os reprezentuje hodnotu akcie v cˇase a vodorovna´ os jednotlive´ obchodne´
dni. Nasleduju´ci experiment zobrazuje akcie tej istej spolocˇnosti pri intervale tre´ningovy´ch
da´t dva roky s predpoved’ou na sˇtyri roky.
Obra´zek 4.5: Priebeh predikcie akci´ı Amazon od 26. apr´ıla 2009 (Zdroj: Matlab)
Ta´to predikcia vykazuje 77% u´spesˇnost’ predikcie len s minima´lnymi odchy´lkami od
skutocˇny´ch hodnoˆt. Akcie spolocˇnosti Amazon maju´ pravdepodobne vysoko korelacˇny´
charakter, pretozˇe su´ vel’mi dobre predpovedatel’ne´. Take´to cˇasove´ rady su´ pre strojove´
ucˇenie a vy´pocˇetnu´ techniku vy´znamne´ a je na nich mozˇne´ uka´zat’ kvalitne´ vy´sledky.
V d’alˇsom pokuse sa skra´ti pocˇet hodnoˆt tre´novac´ıch da´t cˇasovej rady o 252, teda o je-
den cely´ rok obchodny´ch dn´ı. Navysˇe sa cely´ interval posunie viac do minulosti kde cˇasova´
rada vykazuje menej korelacˇny´ charakter a vysˇsˇiu volatilitu. Na obra´zku 4.6 vid´ıme vysˇsˇie
odchy´lky a mierny odklon predikovany´ch hodnoˆt od ty´ch skutocˇny´ch. Prioritou je spra´vne
urcˇenie smeru, teda podobne´ odchy´lky su´ akceptovatel’ne´. Model vsˇak samozrejme nie je
dokonaly´ a na niektory´ch cˇasovy´ch rada´ch predikcia odskocˇ´ı vy´raznejˇsie. To dokazuje fakt,
zˇe je vhodne´ ho pouzˇ´ıvat’ u´cˇelovo pre zvolene´ cˇasove´ rady vykazuju´ce urcˇite´ charakteris-
tiky. Model by mal slu´zˇit’ ako podporny´ doplnok technickej a fundamenta´lnej analy´zy pri
rozhodovan´ı obchodn´ıka.
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Obra´zek 4.6: Priebeh predikcie akci´ı Amazon od 12. septembra 2004 (Zdroj: Matlab)
Nasleduju´ci pokus sa zameriava na akcie nadna´rodnej banky HSBC. Ta´to cˇasova´ rada
vykazuje odliˇsne´ charakteristiky a mensˇie za´vislosti medzi jednotlivy´mi hodnotami. Ob-
sahuje vysˇsˇ´ı podiel na´hodnosti, cˇo je mozˇne´ pozorovat’ na odchy´lkach predikcie. Tre´ningove´
da´ta pocˇas dvoch rokov su´ urcˇene´ pre natre´novanie modelu a predikciu nasleduju´cich
sˇtyroch rokov. Predikcia vykazuje u´spesˇnost’ odhadu trendu 54% s vy´raznejˇs´ımi odchy´lkami.
Obra´zek 4.7: Priebeh predikcie akci´ı HSBC od 1. janua´ra 2009 (Zdroj: Matlab)
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Nasleduje uka´zˇka predikcie pre akcie spolocˇnosti Yahoo. V tomto pr´ıpade bol vykonany´
pokus z pomerne u´zkeho intervalu tre´novac´ıch da´t natre´novat’ model tak, aby predpovedal
tis´ıc dn´ı dopredu. U´spesˇnost’ predikcie trendu v tomto pr´ıpade dosiahla u´rovne 70%.
Obra´zek 4.8: Priebeh predikcie akci´ı YAHOO od 1. marca 2010 (Zdroj: Matlab)
Na d’alˇsom obra´zku je mozˇne´ vidiet’ vel’ky´ interval vstupny´ch tre´ningovy´ch da´t, ktory´
predstavoval 1800 dn´ı. Ciel’om bolo zistenie ako ovplyvnˇuje d´lzˇka intervalu tre´ningovy´ch
da´t kvalitu vy´sledku predikcie. V tomto pr´ıpade k rovnaky´m vy´sledkom docha´dzalo aj s
intervalom o polovicu mensˇieho rozsahu. U´spesˇnost’ predikcie vyka´zala validitu 61.8% s
urcˇitou chybovost’ou.
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Obra´zek 4.9: Priebeh predikcie akci´ı London Group od 1. januara 2008 (Zdroj: Matlab)
Na poslednej uka´zˇke bola vysku´sˇana´ predikcia pre akcie spolocˇnosti Samsung, ktore´
spocˇiatku neoptimalizovane´mu modelu robili proble´m kvoˆli vysˇsˇej volatilite. Optimalizo-
vany´ model kop´ıroval predpoved’ou skutocˇne´ hodnoty na celkom dobrej u´rovni s u´spesˇnost’ou
67,3%.
Obra´zek 4.10: Priebeh predikcie akci´ı Samsungu od 1. februa´ra 2009 (Zdroj: Matlab)
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4.8 Predikcia do skutocˇnej budu´cnosti
Ta´to sekcia poukazuje na implementa´ciu dodatocˇnej funkcionality aplika´cie pre predpoved’
do skutocˇnej budu´cnosti. Predcha´dzaju´ce pr´ıklady s´ıce predpovedali budu´ce hodnoty avsˇak
cely´ proces bol umiestneny´ do minulosti, aby bolo mozˇne´ predpovedane´ hodnoty porovnat’
so skutocˇny´mi a vyhodnotit’ tak validitu modelu. Ta´to meto´da vznikla ako podporna´
funkcia pre nahliadnutie do budu´ceho vy´voja trhov.
Predpoved’ je vzˇdy vykona´vana´ od aktua´lneho dnˇa, kedy je program spusteny´. Na
nasleduju´com obra´zku je zobrazena´ predpoved’ od dnesˇne´ho da´tumu na mesiac do budu´cnosti.
Skutocˇne´ hodnoty v danom cˇase samozrejme niesu´ zobrazene´, pretozˇe ten cˇas esˇte ne-
nastal, museli by sme pocˇkat’. Interval je len uka´zˇkovy´ a moˆzˇe byt’ zva¨cˇsˇeny´. Obchodn´ık
tak moˆzˇe vyuzˇ´ıvat’ tu´to funkciu ako podporu v rozhodovan´ı pri odhade vy´voja budu´cich
cien financˇny´ch insˇtrumentov.
Obra´zek 4.11: Priebeh skutocˇnej predikcie do budu´cnosti od dnesˇne´ho dnˇa (Zdroj: Matlab)
4.9 Obchodna´ simula´cia
Nasleduju´cim krokom je implementa´cia automaticke´ho syste´mu, ktory´ bude sa´m prediko-
vat’ budu´ce hodnoty a na za´klade ty´chto hodnoˆt vykona´vat’ obchodne´ pr´ıkazy. Pre rea´lne
pouzˇitie v praxi plnej automatiza´cie je komplexnost’ pr´ıliˇs vysoka´ a toto riesˇenie by bolo
potrebne´ spracovat’ detailnejˇsie. Ciel’om bude zostrojit’ jednoduchy´ algoritmus preda´vania
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a nakupovania akci´ı. Vo vy´sledku je potrebne´ navrhnu´t’ a zrealizovat’ riesˇenie tak, aby boli
financˇne´ prostriedky vlozˇene´ do transakcie zhodnotene´.
Obecny´ princ´ıp bude nasledovny´. V prvom kroku sa zostroj´ı okno hodnoˆt, v ktorom na
jeho zacˇiatku sa bude realizovat’ zacˇiatok transakcie a na konci koniec transakcie. V u´vode
uvazˇujem o situa´ci´ı, zˇe na zacˇiatku posu´vacieho okna je indikovany´ rast trhu. V takom
pr´ıpade sa akcie naku´pia a ocˇaka´va sa, zˇe za urcˇity´ cˇas (napr. 10 dn´ı) na konci posu´vacieho
okna tieto akcie budu´ predane´ za vysˇsˇiu cenu s utrzˇeny´m ziskom. V pr´ıpade indika´cie pok-
lesu trendu je proces presne opacˇny´. Akcie su´ najprv predane´ za vysˇsˇiu cenu a po uplynut´ı
stanovenej doby sa predaju´ za cenu nizˇsˇiu. Rozdiel v hodnota´ch transakcie predstavuje
zisk.
Proble´m predstavuje stanovenie optima´lnej vel’kosti posu´vacieho okna. Ta´ za´vis´ı na
celkovom rozsahu cˇasovej rady, pretozˇe napr´ıklad dvadsat’ dn´ı na grafe z celkovo sto hodnoˆt
predstavuje iny´ u´sek ako dvadsat’ dn´ı z tis´ıc hodnoˆt. Celkovo z hl’adiska experimentu sa
vsˇak o vel’ky´ rozdiel nejedna´, iba doˆjde k zbytocˇne vysoke´mu pocˇtu obchodov. V rea´lnom
prostred´ı vsˇak obchodn´ık plat´ı za kazˇdy´ vstup do obchodu poplatky brokerskej spolocˇnosti
a teda by bolo vhodne´ tento proble´m vyriesˇit’. Ako za´kladne´ riesˇenie by stacˇilo urcˇit’ vel’kost’
posu´vacieho okna na za´klade pocˇtu vsˇetky´ch hodnoˆt cˇasovej rady. Algoritmus pouzˇity´
v obchodnej simula´ci´ı tejto pra´ce je zobrazeny´ na nasleduju´com u´seku ko´du.
Ko´d 4.6: Pseudoalgoritmus obchodnej simula´cie
1 if (market_index == 1) % velkost posuvacieho okna 10
2 % stupajuci trend, nakup akcii
3 if (predicted_price > yesterdayPrice)
4 money = money - real_price; % nakup za skutocnu cenu akcie
5 process = ’buy’; %indikator k akemu prikazu doslo
6 % klesajuci trend, predaj akcii
7 elseif (predicted_price < yesterdayPrice)
8 money = money + real_price;
9 process = ’sell’;
10 end
11 end
12 % koniec transakcie kazdych 10 krokov - sliding window
13 if (market_index == 10)
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14 % realizacia obchodu - nakupoval som, tak predavam
15 if (strcmp(process, ’buy’) == 1)
16 money = money + real_price;
17 if (money >= init_money)
18 good_deals = good_deals + 1; % ratam uspesne obchody
19 else
20 bad_deals = bad_deals + 1; % a neuspesne
21 end
22 % realizacia obchodu - predaval som, tak teraz nakupujem
23 elseif (strcmp(process, ’sell’) == 1)
24 money = money - real_price;
25 if (money >= init_money)
26 good_deals = good_deals + 1; % ratam uspesne obchody
27 else




Pokial’ je predikovana´ cena rovnaka´ a ocˇaka´va sa stagna´cia, na´kup ani predaj sa
nevykona´. Tabul’ka 4.9 zahr´nˇa sadu experimentov v ktorej bola obchodna´ simula´cia otesto-
vana´ na skutocˇny´ch hodnota´ch akci´ı. Predikovany´ pocˇet dn´ı bol vydeleny´ vel’kost’ou posu´va-
cieho okna. V pr´ıpade sto predikovany´ch hodnoˆt dosˇlo k desiatim transakcia´m kazˇdy´ch
desat’ dn´ı.
Do tabul’ky boli vybrane´ naju´spesˇnejˇsie obchodne´ simula´cie. Najlepsˇ´ı vy´sledok dosi-
ahla obchodna´ simula´cia na akcia´ch spolocˇnosti Yahoo, kde dosˇlo k zhodnoteniu prostried-
kov o 18%. K najva¨cˇsˇ´ım strata´m dosˇlo pri spusten´ı simula´cie nad akciami firmy Google.
Celkovo je vsˇak moˆzˇne´ usu´dit’, zˇe pouzˇitie plne automatizovane´ho obchodovania, ktore´ nie
je dostatocˇne komplexne naprogramovane´, v praxi pouzˇitelne´ nie je. Aby sme do syste´mu
boli ochotn´ı investovat’ vlastne´ financˇne´ prostriedky, musel by byt’ doˆkladne odladeny´ a im-
plementovany´ do vysˇsˇej komplexnosti. V tomto pr´ıpade sa jednalo o experiment a za´klady
na ktory´ch sa da´ stavat’ pri rozsˇirovan´ı syste´mu.
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Tabulka 4.9: Sada obchodny´ch simula´cii na akciovy´ch trhoch (Zdroj: Vlastny´)
4.10 Optimaliza´cia obchodnej simula´cie - stoploss
V tejto cˇasti bola implementovana´ dodatocˇna´ funkcionalita pre obchodnu´ simula´ciu. Pre
ochranu prostriedkov, efekt´ıvnejˇsie a bezpecˇnejˇsie obchodovanie bola vytvorena´ stoploss
ochrana. Stoploss v elektronickom obchodovan´ı slu´zˇi pre ochranu prostriedkov. Je mozˇne´ si
ho predstavit’ ako konkre´tnu u´rovenˇ - barie´ru, ktoru´ ked’ trh preraz´ı, syste´m automaticky
opust´ı transakciu aby obchodn´ık nepriˇsiel o vel’ke´ mnozˇstvo svojich prostriedkov.
V predcha´dzaju´com algoritme sa posu´val vektor hodnoˆt, kde na jeho zacˇiatku dosˇlo
k zacˇiatku transakcie a na jeho konci ku koncu transakcie. Na zacˇiatku pri na´kupe alebo
predaji sa nastav´ı stoploss na hodnotu totozˇnu´ s na´kupnom alebo predajnou cenou akcie.
Vo vy´sledku je ciel’om z´ıskat’ viac prostriedkov ako bolo investovany´ch, teda v pr´ıpade
zˇe nova´ predikovana´ cena preraz´ı barie´ru stoplossu, v takom pr´ıpade tomu treba pred´ıst’
a okamzˇite z transakcie vystu´pit’, aby nedosˇlo k ich strate. V opacˇnom pr´ıpade ked’ cena
akcie bude svoju hladinu udrzˇiavat’ (alebo bude ra´st’) a nepreraz´ı u´rovenˇ stoplossu, posunie
sa u´rovenˇ vysˇsˇie cˇ´ım sa zvysˇuje zisk prostriedkov a minimalizuje sa strata. V pr´ıpade, zˇe
nedoˆjde ku prerazeniu stoplossu voˆbec, transkacia je sˇtandartne ukoncˇena´ po uplynut´ı
preddefinovane´ho cˇasu. Cely´ proces je naznacˇeny´ na nasleduju´com obra´zku.
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Obra´zek 4.12: Princ´ıp posu´vania stoploss-u ako ochrany prostriedkov pri na´kupe akci´ı
[zdroj:Vlastny´]
Obra´zok zobrazuje situa´ciu, ked’ na zacˇiatku je odhadovany´ rast trendu a doˆjde k
na´kupu. Pri pocˇiatocˇnom predaji je proces analogicky´, len logicky obra´teny´. Funkcionalita
je zobrazena´ na nasleduju´com u´seku ko´du.
Ko´d 4.7: Pseudoalgoritmus stoplossu obchodnej simula´cie
1 % kontrola medzi zaciatkom a koncom transakcie
2 if (market_index > 1 && market_index < 10)
3 % doslo k nakupu
4 if (strcmp(process, ’buy’) == 1)
5 % treba vystupit z obchodu a zabranit strate
6 if (predicted_price <= stop_loss)
7 money = money + real_price; % predaj
8 market_index = 0;
9 stop_loss = 0;
10 else
11 % posuvam stoploss s cielom vyssieho zisku
12 stop_loss = real_price;
13 end
14 % doslo k predaju
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15 elseif (strcmp(process, ’sell’) == 1)
16 % treba vystupit z obchodu a zabranit strate
17 if (predicted_price >= stop_loss)
18 money = money - real_price; % nakup
19 market_index = 0;
20 stop_loss = 0;
21 else
22 % posuvam stoploss s cielom vyssieho zisku




Algoritmus je jednoduchy´ a tvor´ı za´klady pre budu´ce rozsˇ´ırenie do komplexnejˇsej
podoby. Napriek tomu optimaliza´cia a zavedenie stoplossu do obchodnej simula´cie vy´razne
pomohlo dosiahnut’ lepsˇie vy´sledky. Pokial’ je cˇasova´ rada vhodna´ pre strojove´ ucˇenie a
vykazuje korelacˇny´ charakter, vy´sledky simula´cie su´ vel’mi dobre´ a vo va¨cˇsˇine pr´ıpadov
doˆjde ku zhodnoteniu prostriedkov. Najlepsˇ´ım vy´sledkom simula´cie bolo obchodovanie
akci´ı spolocˇnosti Google, kde pri pocˇiatocˇnej invest´ıci´ı 1000 dola´rov dosˇlo k zhodnoteniu
na 1643 dola´rov, cˇo predstavuje 64,3% zhodnotenie. Na druhej strane pri vel’kom mnozˇstve
cˇasovy´ch ra´d dosˇlo k znehodnoteniu prostriedkov. Jedna´ sa hlavne o vysoko volatilne´ a
tazˇsˇie predpovedatel’ne´ cˇasove´ rady. V tomto smere sa teda otva´ra priestor pre budu´cu
optimaliza´ciu ko´du.
4.11 Modul pre podporu rozhodovania
Ta´to cˇast’ aplika´cie by mala slu´zˇit’ ako modul, ktory´ analyzuje pr´ıslusˇne´ cˇasove´ rady a
vyvodzuje za´very ktore´ pomoˆzˇu obchodn´ıkovi v jeho rozhodnutiach. V tejto diplomovej
pra´ci bol implementovany´ algoritmus, ktory´ je schopny´ urcˇit’ charakter cˇasovej rady na
za´klade vy´pocˇtu Hurstovho exponentu. Pomocou tejto meto´dy sa nielen zˇe doka´zˇe urcˇit’,
cˇi cˇasova´ rada obsahuje pamet’ovy´ cyklus a jednotlive´ prvky su´ vo vza´jomnej za´vislosti,
ale program sa´m exponent vyhodnot´ı a interpretuje vy´voj trhu.
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4.11.1 Vy´pocˇet Hurstovho exponentu
Algoritmus je naprogramovany´ na za´klade teoreticky´ch poznatkov uvedeny´ch v sekci´ı 2.9.4.
Vy´stup programu bude textovy´ za u´cˇasti vykreslenia priamky interpoluju´cej jednotlive´
body vypocˇ´ıtane´ pomerom logaritmov rozsahu a odchyliek. Kedzˇe samotny´ Hurstov expo-
nent predstavuje sklon tejto priamky, graf zarucˇuje lepsˇiu viditel’nost’ a je z neho mozˇne´
vycˇ´ıtat’ charakter cˇasovej rady na prvy´ pohl’ad. Pre otestovanie funkcˇnosti bolo vykonany´ch
niekol’ko meran´ı na da´tach roˆznych charakterov. Pre uka´zˇku bude princ´ıp vysvetleny´ na
dvoch pr´ıkladoch. Zoberme si nasledovnu´ cˇasovu´ radu, predstavuju´cu sˇum.
Obra´zek 4.13: Na´hodna´ cˇasova´ rada - sˇum (Zdroj: Matlab)
Ta´to cˇasova´ rada predstavuje na´hodnu´ precha´dzku a na prvy´ pohl’ad neobsahujme
zˇiadne za´vislosti ani pamet’ove´ cykly. Vy´sledna´ priamka interpolovana´ bodmi vyzera´ nasle-
dovne.
Obra´zek 4.14: Priamka ktorej sklon vyjadruje odhad Hurstovho exponentu (Zdroj: Matlab)
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Uzˇ na prvy´ pohl’ad je mozˇne´ vidiet’ pr´ıliˇsnu´ vodorovnost’ priamky a stochasticke´ os-
cila´cie naznacˇene´ho priebehu. Pre tu´to cˇasovu´ radu bol vypocˇ´ıtany´ Hurstov exponent
0,468 cˇo indikuje na´hodnost’ a zˇiadny pamet’ovy´ cyklus. Z teo´rie je zna´me, zˇe sˇum je cˇisto
na´hodny´ a jeho Hurstov exponent je mensˇ´ı ako 0,5. Ty´mto experimentom bola potvrdena´
validita implementovane´ho algoritmu.
Pre opacˇny´ pr´ıpad cˇasova´ rada zobrazena´ na nasleduju´com obra´zku vykazuje na prvy´
pohl’ad s´ınusoidovy´ charakter a je vidiet’, zˇe medzi prvkami existuje urcˇita´ za´vislost’.
Obra´zek 4.15: Cˇasova´ rada spolocˇnosti Google (Zdroj: Matlab)
Ta´to charakteristika je zobrazena´ taktiezˇ na priamke vyjadruju´cej odhad Hurstovho
exponentu.
Obra´zek 4.16: Priamka ktorej sklon vyjadruje odhad Hurstovho exponentu [zdroj:Matlab]
Vy´sledny´ koeficient v tomto pr´ıpade vysˇiel 0,946 cˇo znamena´, zˇe cˇasova´ rada obsahuje
dlhodoby´ pamet’ovy´ cyklus s perzistentny´m chovan´ım. Vzostupny´ trend by mal nasledovat’
trendom vzostupny´m a zostupny´ trend by mal nasledovat’ zostupny´m trendom. Ty´mto
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dosˇlo k naplneniu ciel’a tejto sekcie. Implementa´cia odhadu Hurstovho exponentu sa po
otestovan´ı jav´ı ako funkcˇna´ a dany´ apara´t moˆzˇe byt’ pre dane´ u´cˇely pouzˇ´ıvany´.
4.12 Mozˇnosti rozsˇ´ırenia aplika´cie
Mozˇnost´ı rozsˇ´ırenia aplika´cie existuje niekol’ko. Pre rea´lne potreby a obchodovanie so
skutocˇny´mi financˇny´mi prostriedkami je urcˇite potrebne´ model vylepsˇit’ a zvy´sˇit’ jeho kom-
plexnost’. To sa ty´ka najma¨ vysoko volatilny´ch a netradicˇny´ch cˇasovy´ch radov. V pr´ıpade
netrivia´lnej rady da´t strojove´ ucˇenie nefunguje na plny´ potencia´l a tre´ning neuro´novej
siete vykazuje horsˇie vy´sledky. Z toho doˆvodu by bolo vhodne´ implementovat’ kra´tky pre-
processing, ktory´ cˇasovu´ radu rozdel´ı na logicke´ u´seky, ktore´ moˆzˇu byt’ pre tre´ning siete
pouzˇite´.
Druhou alternat´ıvou by bola analy´za priebehu. V pr´ıpade necharakteristicke´ho priebehu
by bol interval posunuty´ viac do minulosti. Pre zlepsˇenie presnosti predikcie a vyhodno-
covania obecne by bolo taktiezˇ potrebne´ implementovat’ meto´du, ktora´ by charakterizo-
vala volatilitu cˇasovej rady v cˇase. Ako pr´ıklad tohoto proble´mu si moˆzˇeme vziat’ akcie
spolocˇnosti, ktore´ v priebehu kratsˇieho cˇasove´ho u´seku trvalo stu´paju´ a teda by v takomto
pr´ıpade program indikoval, zˇe je vhodne´ ich naku´pit’. V celkovom spektre a rozmedz´ı
napr´ıklad desiatich rokov vsˇak akcie moˆzˇu byt’ na svojom vrchole a po kra´tkom cˇase klesnu´.
Tu by teda plnila svoju u´lohu meto´da, ktory´ by analyzovala cely´ priebeh cˇasovej rady v
porovnan´ı s aktua´lnym sku´many´m u´sekom a urcˇila by v akej fa´ze sa su´cˇasne program
nacha´dza.
Do hlavnej kostry programu je mozˇne´ pridat’ desiatky novy´ch meto´d, ktore´ pomoˆzˇu
obchodn´ıkovi pri analy´ze a vyhodnocovan´ı obchodov. Ako rozsˇ´ırenie siahaju´ce nad ra´mec
tejto pra´ce je mozˇne´ oznacˇit’ export vy´sledkov do roˆznych forma´tov a tabuliek. Do triedy
pre podporu rozhodovania sa py´ta implementa´ca Lyapunovho exponentu, pre zvy´sˇenie
validity charakterist´ık cˇasovy´ch radov. Dˇalˇs´ım rozsˇ´ıren´ım moˆzˇe byt’ integra´cia modulu do
platforiem roˆznych brokersky´ch spolocˇnost´ı. Aplika´cia bola navrhnuta´ a zostrojena´ tak,
aby ju bolo mozˇne´ jednoducho udrzˇiavat’ a rozsˇirovat’. Programovy´ za´klad je teda mozˇne´
rozvinu´t’ do sˇiroke´ho spektra typov funkcionality.
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Za´ver
Diplomova´ pra´ca sa zaoberala vyuzˇit´ım prostriedkov umelej inteligencie na kapita´lovy´ch
trhoch. U´vodne´ kapitoly popisovali teoreticke´ vy´chodiska´ obchodovania a jednotlive´ pro-
striedky umelej inteligencie ako fuzzy logika, geneticke´ algoritmy, neuro´nove´ siete cˇi teo´ria
chaosu. Po uka´zˇke sˇtandartny´ch princ´ıpov predikcie bolo vysvetlene´ vyuzˇitie pokrocˇily´ch
meto´d umelej inteligencie spolu s vy´hodami oproti sˇtandartny´m pr´ıstupom. Po osvojen´ı
si teoreticky´ch poznatkov a sˇtu´diu odbornej literatu´ry bola navrhnuta´ a implementovana´
kompletna´ aplika´cia urcˇena´ pre predikciu cien financˇny´ch insˇtrumentov na kapita´lovy´ch
trhoch.
Prototyp modelu dosahoval priemernu´ u´spesˇnost’ 56%. Po sade optimalizacˇny´ch u´konov
pocˇtu vrstiev, neuro´nov, prenosovy´ch funkci´ı a omesˇkan´ı sa podarilo vylepsˇit’ validitu
predikcie modelu na priemernu´ hodnotu 74%. Najlepsˇ´ı dosiahnuty´ vy´sledok sa pohyboval
okolo hranice 90%. Priemerna´ u´spesˇnost’ bola znizˇovana´ najma¨ netrivia´lnymi cˇasovy´mi
radami s vysokou volatilitou. S optimalizovany´m modelom bola na´sledne realizovana´ au-
tomatizovana´ obchodna´ simula´cia ktora´ sama vykona´vala predikciu a na jej za´klade real-
izovala obchodne´ pr´ıkazy. Najlepsˇ´ım vy´sledkom bolo zhodnotenie pocˇiatocˇny´ch prostried-
kov o 18%. Pre podporu rozhodovania obchodny´ch u´konov bol vytvoreny´ modul ktory´
charakterizoval a interpretoval charakter cˇasovej rady na za´klade vypocˇ´ıtane´ho Hurstovho
exponentu. Model samozrejme nie je dokonaly´ a v pr´ıpade rea´lneho vyuzˇitia by ho bolo
potrebne´ rozsˇ´ı´rit’ do viac komplexnej podoby. Ty´mito zmenami sa zaobera´ sekcia 4.12.
Po ty´chto u´konoch je mozˇne´ vyvodit’ za´ver, zˇe ciele pra´ce boli naplnene´ a prostriedky
umelej inteligencie boli u´spesˇne vyuzˇite´ pre predikciu hodnoˆt na kapita´lovy´ch trhoch.
Medzi hlavne´ pr´ınosy pra´ce by som zaradil akademicky´ pr´ınos, ako aj potencia´l vyuzˇitia
aplika´cie v rea´lnom firemnom prostred´ı. Pra´ca moˆzˇe slu´zˇit’ ako vy´znamny´ pramenˇ poz-
natkov pre sˇtudentov zaoberaju´cich sa touto problematikou. Okrem teo´rie v pr´ılohe moˆzˇu
na´jst’ aj kompletny´ objektovo-orientovany´ program, kde je teo´ria aplikovana´. Na za´klade
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dobry´ch vy´sledkov predikcie ma´ aplika´cia vytvorena´ v tejto pra´ci potencia´l pre vytvore-
nie ekonomicke´ho prospechu. V neposlednom rade je mozˇne´ hodnotit’ pr´ınos pre mnˇa
ako pre autora vo forme z´ıskania novy´ch informa´ci´ı a schopnost´ı. Pomocou tejto pra´ce
bolo pouka´zane´ na mozˇnosti prepojenia informacˇny´ch technolo´gi´ı a automatiza´cie s eko-
nomickou oblast’ou kapita´lovy´ch trhov s ciel’om vytvorenia financˇne´ho prospechu.
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