Abstract. In a Monte Carlo study, we compare ten bivariate location estimators as regards their closeness to the location parameter, accuracy and robustness. The behavior of the estimators is examined under various sampling situations determined by four sample sizes and fourteen underlying distributions. In addition to the arithmetic mean, five bivariate medians and four depth-based trimmed means are investigated. The performance of each estimator is assessed through numerical functions of the sample mean squared error and bias matrices.
Introduction
Robust alternatives to the arithmetic mean for estimating location have a history going back at least to Laplace (see Stigler (1986, p. 54) ). Fisher (1922) drew attention to the inefficiency of the arithmetic mean as an estimator of location for some distributions belonging to the family of Pearson curves near the normal. Using his normal contamination models, Tukey (1960) dramatically demonstrated how little efficient the mean can become when contamination increases. The same paper also shows how alternative location estimators such as the median or trimmed means can achieve higher asymptotic efficiency than the mean. As a result, statisticians have become more wary of making uncritical use of normal theory and have felt aware of the need for robust procedures, that is procedures that remain good when the assumed model does not quite fit.
A theory of robust estimation was first developed by Huber (1964) in a paper that also introduced the so-called M -estimators of location, a class of estimators that includes the arithmetic mean, the median and maximum likelihood estimators.
Huber defined a robust estimator of location as one that minimizes the asymptotic variance over some neighborhood of a known distribution (such as the normal).
In the wake of Huber's work, several statisticians assessed the robustness and efficiency of various classes of location estimators for a variety of parent distributions; these classes include estimators defined by linear combination of order statistics (L-estimators) and estimators defined by rank tests (R-estimators). This effort culminated in a major Monte Carlo robustness study conducted at Princeton by Andrews et al. (1972) , in which the performances of 68 univariate estimators of location were compared on samples from a dozen distributions. For good historical accounts of the development of these ideas, see Huber (1972) and Hampel et al. (1986) . Bickel (1964) was one of the first to study efficiency and robustness for multivariate location estimators. In his paper, the vector of coordinate medians and the vector of coordinate medians of averages of pairs (vector of coordinate HodgesLehmann estimators) are compared with the mean with respect to asymptotic efficiency under various distributions, some close to the normal, some not; in addition, Bickel investigates the robustness of the vector of coordinate Hodges-Lehmann estimators when the underlying distribution is contaminated.
Beginning in the seventies, a few authors obtained several multivariate versions of typically univariate notions such as medians, L-estimators, R-estimators. Four of the multivariate medians are now known as the spatial median (also known as mediancenter or L 1 -median), the Tukey or halfspace median, the Oja median and the Liu or simplicial median; these estimators were respectively proposed by Gower (1974) , Tukey (1975) , Oja (1983) and Liu (1990) . Some work has been done on the efficiency of the spatial median and the Oja median with respect to the mean; a good reference for some of the results is Hettmansperger and McKean (1998) .
Through his notion of halfspace depth, Tukey (1975) introduced a radically new approach for defining multivariate location estimators. The halfspace depth can be seen as a device for measuring the centrality of a multivariate data point within a given data cloud. This induces a center-outward ranking of data points within a given multivariate data set, thus allowing a multivariate generalization of univariate location estimators such as the median, trimmed means or, more generally, Lestimators of location. Various statistical depth functions have since appeared in the statistical literature (see Zuo and Serfling (1998) ), each one giving rise to a ranking of the data and therefore to a family of L-estimators of location. Besides Tukey's depth, the best known depth functions is the simplicial depth of Liu (1990) .
In order that a statistical depth be a useful applicable tool, ease of computation is a prerequisite. An algorithm was proposed by Niinimaa et al. (1992) to compute the Oja bivariate median. Until recently, no algorithms were available to compute the halfspace and simplicial depths, thus severely limiting the applicability of these functions. An important advance came with Rousseeuw and Ruts (1996) who constructed exact algorithms for computing the halfspace and simplicial depths of a point in a two-dimensional cloud. Rousseeuw and Ruts (1998) did the same for the computation of the bivariate Tukey median. Exact or approximate algorithms have also been obtained for higher dimensions: see Rousseeuw and Ruts (1998) and Struyf and Rousseeuw (1998) .
Taking advantage of the algorithms recently proposed to compute statistical depths, this Monte Carlo study aims at making a finite-sample comparison of closeness to the location parameter, accuracy and robustness of ten bivariate estimators of location, nine of which based on depths. For each estimator, sample size and underlying distribution, performance is assessed through numerical functions of the estimated mean squared error and bias.
The paper is arranged as follows. Section 2 describes the location estimators studied in the simulation. Section 3 deals with the bivariate distributions which along with the sample size determine the sampling situations applied to the estimators. Section 4 covers some technical aspects of the Monte Carlo study and describes the numerical measures used to assess the estimators. Section 5 reports on the performances of the estimators and interprets the results. Section 6 is a conclusion.
Bivariate location estimators selected for the study
Let F denote a probability distribution in R 2 . Given a location functional T (F ) and a random vector X with distribution F , T (X) will be identified with T (F ).
A R 2 -valued location functional T (F ) is said to be location equivariant if T (X + a) = T (X) + a for all a ∈ R 2 ; such a functional is said to be scale equivariant if T (AX) = AT (X) for any non singular linear transformation A :
is jointly location and scale equivariant, it is said to be affine equivariant.
In the following, we are interested in estimating the "center" of the distribution F . Such a center or measure of location is always understood as a R 2 -valued functional T (F ) with an equivariance property to be specified.
Given data points X 1 , X 2 , . . . , X n from a random sample from F , let F n denote the empirical distribution function. Any measure of location T (F ) gives rise to the functional T (F n ) which can be viewed as a measure of location of the data cloud. We shall refer to T (F n ) ≡ T n as the location estimator corresponding to the measure of location T (F ). Ten bivariate location estimators have been examined in our study. We describe them next along with the location functionals they are derived from.
2.1. Affine equivariant estimators.
2.1.1. The mean. This is the standard arithmetic mean i X i /n. Whenever F has finite expectation, it is the location estimator associated with the functional For any F , it can be shown that HD attains its supremum (Rousseeuw and Ruts (1999) , Prop. 7). Assume that there exists a unique maximal point. Then
is said to be the Tukey median of F . Uniqueness occurs, for instance, if the interior of the support of F is a connected set, a condition which holds for all distributions simulated in this study. Moreover, since the latter are centrally symmetric about the origin, 0 is their Tukey median.
The empirical Tukey depth HD n is defined as the Tukey depth with respect to the empirical distribution function F n ; thus HD n (x) is the minimal proportion of data points in a closed half-space containing x. Any point which maximizes HD n (·)
can be viewed as a sample Tukey median. Such a maximal point is however not necessarily unique. Indeed, since HD n is a quasi-concave function (Rousseeuw and Ruts (1999) , Prop. 1), the set
is a non-empty closed convex polytope with a finite number of faces and vertices.
In the following, to determine T (F n ) uniquely, we agree to define it as the centroid of K n (see Donoho and Gasko (1992) , p. 1809). T (F n ) is then said to be the Tukey median of the sample.
2.1.3. The Liu median. The Liu depth (or simplicial depth) of a point x ∈ R 2 is defined to be the probability that x belongs to the simplex whose vertices are 3 independent observations from F . This can be written as
where S(y 1 , y 2 , y 3 ) is the closed 2-dimensional simplex (triangle) with vertices y 1 , y 2 , y 3 . Assuming SD has a unique maximum,
is defined as the Liu median of F . In this paper, all simulated distributions have a density which is positive in the neighborhood of 0. Since the origin is also a point of central symmetry, the latter is the unique maximal point (see Liu (1990, p. 411) ).
The sample version of SD is obtained by replacing F by F n in the above, that is by computing the proportion of sample random simplices containing x:
where the sum ranges over all triplets i 1 , i 2 , i 3 such that 1 ≤ i 1 < i 2 < i 3 ≤ n. As in Liu (1990) , define the location estimator T (F n ) as the data point where SD n is maximized or the average of such points if there are many. T (F n ) is said to be the 
where the sum ranges over all pairs (i 1 , i 2 ) such that 1 ≤ i 1 < i 2 ≤ n. According to Oja and Niinimaa (1985) , such a minimum is unique if n is even. In general, the set of minimizers is a convex polygon (León and Massé (1993) ), therefore T (F n )
can be uniquely defined as the centroid of this polygon. This is the estimator corresponding to the measure of location defined by
whenever the latter integral is finite for some x and its minimum is unique. In this paper, uniqueness of the Oja median holds for all simulated distributions because their support has a nonempty interior (León and Massé (1993, p. 403) ).
2.1.5. Depth-based trimmed means. Depth functions provide a convenient way to rank data points according to their depth. For instance, one can give lowest rank to the most central or deepest point, and highest rank to the most outlying point, allowing us to define multivariate L-estimators of location such as trimmed means.
Let Ave denote the average computed over the set of X i 's left after trimming according to some specification. In this paper, four outer-trimmed means have been considered. For α = 0.05, 0.1, these are:
where D n stands for the empirical Tukey or Liu depths.
Clearly the corresponding measures of location are defined as:
where
These location functionals are defined for any F (see for example Zuo and Serfling (1998) ).
2.2. Two location equivariant estimators that are not affine equivariant.
The vector of coordinate medians. Writing
Med denotes the one-dimensional median. Clearly the corresponding functional is
, where F 1 , F 2 are the one-dimensional marginal distributions of F . In this study, all simulated distributions have a uniquely defined vector of coordinate medians which coincide with 0. The asymptotic relative efficiency of the vector of coordinate medians with respect to the mean was studied in Bickel (1964) .
2.2.2.
The spatial median or L 1 -median. The spatial median is defined as
where | · | is the euclidean norm. The corresponding location functional is
whenever the latter integral is finite. Except for degenerate cases, the above minima are known to be unique. Even though it is not affine equivariant, the spatial median is clearly equivariant under orthogonal transformations and translations. For some background and properties of that location estimator, refer to Small (1990) .
Bivariate distributions simulated
Fourteen distributions were investigated, eleven of which being heavy-tailed to a degree varying from low to high. All distributions are centrally symmetric about 0 with known scale parameter. For all location estimators considered in the study, this entails that 0 coincides with the associated measure of location or natural center to be estimated.
3.1. Non mixtures distributions. These are:
), the standard bivariate normal distribution with density
), the double exponential or Laplace bivariate distribution with independent components, whose density is
4. D 4 ≡ t 3 , the t bivariate distribution with 3 degrees of freedom whose density
), the standard bivariate Cauchy distribution with density
Note that in case of distributions D 2 and D 3 the scale has been chosen such that marginal distributions have unit variance.
3.2. Contaminated normals. Nine simulated distributions are two-component mixtures with at least one component being the standard bivariate normal distribution. For α = 0.05, 0.1 or 0.2, they are: Carlo experiment studies the behavior of the ten bivariate location estimators under 56 sampling situations determined by four sample sizes: 10, 25, 50 and 80, and the fourteen selected distributions. For each sampling situation, 500 replications were used to take into account sampling variability.
4.2.
Algorithms. The Ranlib library of Fortran routines for random number generation has been used. Johnson (1987) provides algorithms for the simulation of distributions that are ingredients of the fourteen distributions used in this paper.
The algorithm of Rousseeuw and Ruts (1996) was used to compute both the Tukey depth and the Liu depth of a point. The Tukey median was obtained from the algorithm in Rousseeuw and Ruts (1998) . The calculation of the spatial median was based on algorithms AS 78 (Gower, 1974) and AS 143 (Bedall and Zimmermann, 1979) ; that of the Oja median was based on algorithm AS 277 (Niinimaa et al.,1992) .
The simulation was done on a SUN Ultra 5 and the total execution time was about 12 hours.
4.3. Measures of performance. Given a bivariate point estimator T n of θ ∈ R 2 , the following identity is readily obtained:
provided the expectations are well defined. By analogy with the well known property of real-valued estimators, the above can be written
where MSE(T n ), Var(T n ) and SQB(T n ) will be called respectively the mean squared error matrix, the covariance matrix and the squared bias matrix of T n . For each sampling situation in this study, we assume that all location estimators T n aim at estimating the known location parameter θ = 0.
Let T i n denote the value of T n for the i-th replication, i = 1, . . . , 500. Then,
can be viewed respectively as the sample covariance matrix and sample bias of T n .
At the sampling level, the above identity says that 1 500
which we will write as
The performance of each location estimator will be assessed by numerical functions of its sample mean squared error and squared bias matrices. For several estimators, nVar(T n ) → Σ and n SQB(T n ) → 0 as n → ∞. For these estimators, assessing sample mean squared error, variability and bias is therefore less dependent upon the sample sizes if one uses the scaled matrices n ë MSE(T n ), nS n and n ë SQB(T n ). In the following, two numerical measures of performance are computed for each estimator and each sampling situation. The first of these measures is a function of the sample mean squared error matrix: (1964, p. 1083) or Serfling (1980, p. 141) ).
Results and interpretation
The results are presented in a series of tables where the performances of the ten bivariate location estimators are compared. In all tables, estimators are assessed through the numerical measures M and B, or some function of these. The following abbreviations are used to identify the estimators:
• cmed (spatial median);
• tmed (Tukey median);
• omed (Oja median);
• lmed (Liu median);
• vmed (vector of coordinate medians);
• mean (arithmetic mean);
• hd α (trimmed mean with Tukey depth ≥ α);
• sd α (trimmed mean with Liu depth ≥ α). The performance of the Liu depth-based trimmed means sd α is highly dependent on the sample size. For small sample sizes, these estimators tend to coincide with mean and therefore they behave the same way. In fact, based on our samples, and UD, only lmed tends to be farther from 0. For all other distributions, vmed has an average performance.
The study also shows that for all sample sizes and distributions, lmed estimates the center rather poorly. In addition to being the worst estimator for N 2 (0, I)
and UD as noted above, it also tends to be the farthest from 0 for DE 2 (0, I) and the mixtures MN(α). For all other distributions, closeness to the center ranges from average to bad. This poor performance of lmed agrees with the results of a simulation study by Fraiman and Meloche (1999) in which six bivariate location estimators are compared for n = 20 and a different set of distributions, some of which not symmetric.
Accuracy.
Here we consider the accuracy of an estimator as being determined by its variability and its bias. Given a family of estimators and a sampling situation, the accuracy of an estimator belonging to the family can be measured in the following way. First, order the estimators according to M and B, yielding for a given estimator T n midranks r 1 (T n ) and r 2 (T n ), respectively. Define the score of accuracy of T n as r 1 (T n ) + r 2 (T n ).
Accurate estimators are thus understood as those with low scores (2 being the minimum value), inaccurate ones as those with high scores (20 being the highest value).
The second series of tables (Tables 9 to 12 ) compares the ten location estimators according to their score of accuracy. In all these tables, the average score s
gives an overall measure of accuracy of that estimator over the fourteen sampled distributions. In the following, estimators are compared using the average score.
The score of accuracy is seen to depend on the size of the samples. This effect shows best on the five "means" and also on lmed. As n grows, the accuracy of these six estimators is slower to stabilize than that of the other estimators. For n = 10, the five "means" coincide and are the most inaccurate estimators. For the same size, the best estimators are cmed and tmed and the most inaccurate median is lmed.
As the sample size grows, the Tukey depth-based trimmed means become competitive with the medians. For n = 80, hd 0.05 is in fact the most accurate of all estimators while, not far behind, cmed and hd 0.1 perform quite well ( Table 12 ).
Note that hd 0.05 is best even though it has poor accuracy on C 2 (0, I). It is also seen that overall the hd α 's tend to perform much better than the sd α 's. Not surprisingly, mean is the least accurate of all means.
Among the medians, cmed clearly outperforms its competitors. Close behind are tmed and omed, both of which show similar accuracy-even though tmed is clearly better when n = 10. Of all medians, lmed is by far the most inaccurate. In fact,
for n ≥ 50 the study shows that lmed is even worse than mean.
Robustness.
For each sample size, Table 13 compares the estimators according to their robustness. For that purpose, robustness is measured by taking the average score of accuracy over the eleven heavy-tailed distributions D 4 to D 14 .
The scores of robustness are seen to depend on the sample size, a fact most easily seen on the means and lmed. According to the table, for small sample sizes (n = 10, 25), cmed and tmed are the most robust estimators. In fact, cmed is the best estimator for all sample sizes, even though the hd α 's are not far behind for n = 80.
Two good competitors of cmed among the medians are tmed and omed. For large sample size, these two estimators are about equally robust. By far, the least robust of all medians is lmed which is not much better than mean. As expected, the latter is the least robust of all studied estimators.
For sample sizes n ≥ 25, the hd α 's are by far the most robust of all means.
The sd α 's tend to be indistinguishable from mean for small sample sizes. For large sample sizes, these estimators are less robust than any median except lmed, and sd 0.1 is more robust than sd 0.05 .
Conclusion
The study has shown that some of the bivariate medians and trimmed means are very good alternatives to the arithmetic mean for the estimation of a bivariate location parameter. Among the five medians retained for the study, the spatial median clearly stands as the best overall, no matter what the sample size is. Among the five means examined, the trimmed means appear quite sensitive to the size.
When the size is small, they behave like the arithmetic mean and thus lack accuracy and robustness with respect to heavy-tailed distributions. The trimmed means based on Tukey's depth perform better than those based on Liu's depth. If the size is large enough, they in fact appear to be as good if not better than the spatial median.
Only centrally symmetric distributions were sampled. Whether this may have
given an advantage to the spatial median is not clear. Orthogonal equivariance has to be ruled out as a factor since nine of the estimators are orthogonally equivariant.
Clearly one could have enhanced the robustness study by including in the study distributions that are not symmetric. In particular, it would be interesting to examine how these estimators behave when sampling from a mixture of distributions with different modes. NOTE: For each size n and each estimator, the score of robustness is defined as the average score of accuracy over heavy-tailed distributions (D4 to D14).
