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FAMILY SIZES FOR COMPLETE MULTIPARTITE GRAPHS
DANIELLE GREGG, THOMAS W. MATTMAN, ZACHARY PORAT, AND GEORGE TODD
Abstract. Inspired by a question of Goldberg et al., we investigate the size of
the ∇Y family for a complete multipartite graph. Aside from three families,
which appear to grow exponentially, these families stabilize: after a certain
point, increasing the number of vertices in the largest part does not change
family size.
This paper is inspired by the question of Goldberg et al. [3]:
Question ([3], Question 4). Given an arbitrary graph, is there an efficient way of
finding, or at least estimating, how many cousins it has?
We show that, in the case of a complete multipartite graph, there is quite a lot
one can say about its family size.
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Figure 1. The ∇Y and Y∇ moves.
Before stating our results, we recall some basic definitions from [3]. For us,
graphs are finite, not directed, and simple (no loops or multiedges). As in Figure 1,
a Triangle-Y or ∇Y move deletes the edges of a 3-cycle abc in graph G and adds
a new vertex v and the three edges av, bv, cv to create a new graph H. We call
the inverse operation, from H to G, a Y-Triangle or Y∇ move. Note that these
moves do not change graph size: ‖G‖ = ‖H‖. If a graph H is obtained from G by
a sequence of zero or more Y∇ and ∇Y moves, we say H and G are cousins. The
set of cousins of graph G is known as G’s family, denoted F(G). Every graph in
F(G) has the same size as G. In the current paper we seek to estimate |F(G)|, the
number of graphs in F(G), which we will call G’s family size.
Since the ∇Y and Y∇ moves preserve important topological properties of a
graph, these families are significant in the study of spatial graphs, or embeddings
of graphs in R3. For example, Y∇ preserves planarity, and more generally, preserves
n-apex provided the vertex v is not part of an apex set, see [4]. As in that paper, we
say that a graph is n-apex if it can be made planar by deletion of n or fewer vertices.
Sachs [6] observed that ∇Y preserves intrinsic linking, and, essentially the same
argument, shows that it also preserves intrinsic knotting. Recall that a graph is
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intrinsically linked (respectively, intrinsically knotted) if every embedding in
R3 contains a non-trivially linked pair of cycles (resp., non-trivially knotted cycle).
Robertson, Seymour, and Thomas [5] confirmed a conjecture of Sachs by proving
that intrinsic linking is characterized by the family of the Petersen Graph. To
further explain this result, recall that H is a minor of G if it is obtained by
contracting edges in a subgraph of G. Then, given a graph property P, we say
graph G is minor minimal for P, or MMP, if G has P, but no proper minor
does. Sachs saw that the graphs in the Petersen family are MMIL (minor minimal
for intrinsic linking) and conjectured that those seven constituted a complete list
of MMIL graphs; this was confirmed in [5]. In addition to the Petersen graph, the
complete graph K6 and the complete tripartite graph K1,3,3 are in this family, so
we can denote it as F(K6) or F(K1,3,3). Since F(K6) is also closed under Y∇
moves, it turns out that Y∇ also preserves intrinsic linking, see [2].
On the other hand, Flapan and Naimi [2] pointed out that, in general, Y∇ does
not preserve intrinsic knotting. Nonetheless, almost all of the 264 graphs known
to be minor minimal for intrinsic knotting or MMIK belong to the four families
F(K7), F(K1,1,3,3), F(E9 + e), and F(G9,28), see [1].
In [3], the authors note that family size shows considerable variation. For ex-
ample, they contrast G14,25, a graph of order 14 and size 25, whose family size is
at least several hundreds of thousands, with a MMIK graph discovered by Foisy, of
order 13 and size 30, whose family size is one. In the current paper, we investigate
what can be said if we restrict attention to the families of complete multipartite
graphs. We have already seen how the families of K6, K7, and K1,1,3,3 are impor-
tant in characterizing intrinsic linking and knotting. These ideas are generalized
in [4] where the authors present evidence that the graphs in F(Kn) and F(K1n,32)
are minor minimal for the property not n-apex. Here, K1n,32 denotes the complete
multipartite graph with two parts of three vertices each and a further n parts,
each of a single vertex. We will frequently use this exponential notation for graphs
that have repeated parts of the same size. In summary, the families of complete
multipartite graphs have already shown their utility in the study of spatial graphs.
Moreover, since any graph can be made complete multipartite through the ad-
dition of edges, information about the family size of complete multipartite graphs
can be parlayed into estimates for other graphs. For example, we’ve mentioned
E9+e and G9,28 as important MMIK graphs. The family size of E9+e is 110, which
is similar to the size 71 for the graph K33 that has five more edges. For G9,28,
whose family size is 1609, we can compare with K1,24 , which has four extra edges
and family size 1887.
Our main observation is that the sizes of families of complete multipartite graphs
stabilize as the number of vertices in the last part increases. Let #E(G) be the
number of edges in the graph G.
Theorem 1. Let 1 ≤ a1 ≤ · · · ≤ an and e = #E(Ka1,...,an−1). If a1+· · ·+an−1 > 6
and an ≥ e, then
|F(Ka1,...,an)| = |F(Ka1,...,an−1,e)|.
For tripartite graphs, we verify stabilization even when the sum of the parts does
not exceed six, with one exception.
Theorem 2. Let 1 ≤ a ≤ b ≤ c, (a, b) 6= (1, 2), and c ≥ d = max (4, ab). Then
|F(Ka,b,c)| = |F(Ka,b,d)|.
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For bipartite graphs, the family size is generally one and it is also relatively small
for K1,b,c.
Theorem 3. For Kx,y, if x 6= 3 and y 6= 3, then |F(Kx,y)| = 1.
Theorem 4. Let 6 ≤ b ≤ c. Then |F(K1,b,c)| = 1 + b.
For K2,b,c we have a bound in terms of partitions. Let P (x, y, z) denote the set
of partitions of z into two parts, the first bounded by x and the second by y:
P (x, y, z) = {(m,n)|0 ≤ m ≤ x, 0 ≤ n ≤ y,m+ n = z}.
Define g(b, c) by
g(b, c) = 5 +
b∑
i=2
i∑
j=0
(|P (i, b− i, j)| · |P (i, c− i, j)|) .
Theorem 5. If c > b ≥ 3, then |F(K2,b,c)| ≥ g(b, c).
Although, the family sizes of complete multipartite graphs tend to stabilize,
we’ve encountered three types of graphs that do not follow this pattern. For these
we propose instead estimates of the family size by fitting to exponential functions.
Question 6. Does |F(Kn)| grow as an exponential function?
For example, if f(x) = (3e
7
2x)/70000, then f(5) ≈ 1707 and f(6) ≈ 56521 are
good estimates for |F(K10)| = 1681 and |F(K11)| = 56461.
Question 7. Is 83e
3
5y > |F(K3,y+3)| for y ≥ 4?
Question 8. Is 163 e
2
3 c < |F(K1,2,c+3)| for c ≥ 1?
In the next section, we introduce some additional terminology and prove Theo-
rem 2. In Section 2, we prove our main theorem, Theorem 1. Section 3 is devoted
to the three families that do not appear to stabilize, including motivation for the
estimates given as part of our three questions. We prove Theorems 3, 4, and 5 in
Section 4, where we also state a conjecture for multipartite graphs. In section 5 we
conclude with some thoughts about different ways of generalizing the ∇Y move to
higher order moves involving more edges.
1. Families of tripartite graphs stabilize.
Let Ka,b,c denote the complete a, b, c tripartite graph, where 1 ≤ a ≤ b ≤ c. Let
F∆(G) denote the family of descendants of G, the graphs that can be obtained
from graph G by a sequence of ∇Y moves. We argue that, with the exception of
(a, b) = (1, 2), the sizes of these two families stabilize for c ≥ ab. We conclude this
section with a proof of Theorem 2.
Let G = Ka,b,c and A, B, C be the partition of V (G) with |A| = a, |B| = b,
and |C| = c. The triangles of Ka,b,c are (v, w, x) with v ∈ A, w ∈ B, and x ∈ C
and every such triple of vertices gives a triangle. Let H be the child of G born of a
∇Y move at (v, w, x). Then V (H) = V (G) ∪ {y}, where y is a degree three vertex
with neighborhood N(y) = {v, w, x}. We will refer to y as a trivial degree three
vertex since a Y∇ move at y simply recovers the graph G and reverses the ∇Y
move that brought us to H in the first place. Since none of the edges of (v, w, x)
remain in H, y is not part of a triangle in H.
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More generally, any descendant H of G is born of a sequence of ∇Y moves at
edge disjoint triangles (v1, w1, x1), . . . , (vn, wn, xn). These result in a sequence of
trivial vertices y1, . . . , yn none of which are vertices of a triangle in H. Conversely,
∇Y moves at any set of edge disjoint triangles in G produces one of its descendants.
Lemma 9. Let 1 ≤ a ≤ b ≤ c. If a+ b > 6, then
|F∆(Ka,b,c)| = |F(Ka,b,c)|.
Proof. The idea is that ∇Y moves will produce only trivial degree three vertices;
the only Y∇ moves in this family simply reverse earlier ∇Y moves.
The vertices of least degree are those in the C part, of degree a+ b. Let x ∈ C.
A ∇Y move on a triangle at x replaces two of its edges with one. This means that
∇Y moves can at most halve the degree of x. Since a+ b > 6, the degree of x will
never drop to three. As the vertices in the A and B parts have even higher degree,
the only degree three vertices in a descendant of Ka,b,c are the trivial ones. 
Lemma 10. Let 1 ≤ a ≤ b ≤ c. If b > 3, then
|F∆(Ka,b,c)| = |F(Ka,b,c)|.
Proof. The previous lemma treats the case where a + b > 6, so we may assume
a < 3. Again, we’ll argue that the only degree three vertices are trivial.
Suppose a = 1 and let v denote the unique vertex in that part of the graph.
If x is in B or C, then, in a descendant of Ka,b,c there is at most one ∇Y move
involving x and so the degree of x decreases by one at most. Since 3 < b ≤ c, the
degree of x remains greater than three in the descendant. As for v, it starts with a
degree exceeding six and is at most halved by ∇Y moves. So, the only degree three
vertices in a descendant are trivial.
If a = 2, the argument is similar. As in the previous case, even after halving,
vertices v in the A part have degree greater than three. As for a vertex x in B or
C, it can be involved in at most two triangles. But the degree of x is at least six,
so removing two still leaves it above three. 
Theorem 11. Let 1 ≤ a ≤ b. If c ≥ ab, then
|F∆(Ka,b,c)| = |F∆(Ka,b,ab)|.
Proof. Let G = Ka,b,c with c ≥ ab.
As discussed above, any descendant H of G is the result of a sequence of
∇Y moves on edge disjoint triangles, (v1, w1, x1), . . . , (vn, wn, xn), and the in-
troduced degree three vertices y1, . . . , yn are not part of a triangle in H. In
other words, there is a correspondence between elements of F∆(G) and sequences
(v1, w1, x1), . . . , (vn, wn, xn) of triangles in G.
As the triangles in such a sequence must be edge disjoint, the maximum length
n of such a sequence is ab, the number of edges in the induced complete bipartite
graph Ka,b.
This leads to a bijection between the elements of F∆(Ka,b,ab) and F∆(G). If
H is a descendant of G, let (v1, w1, x1), . . . , (vn, wn, xn) be the associated se-
quence of edge disjoint triangles. Extend the labeling of vertices of C so that
C = {x1, . . . , xn, xn+1, xn+2, . . . , xc}. By deleting vertices {xab+1, xab+2, . . . xc}
we identify H with an element H ′ of F∆(Ka,b,ab). Conversely, by adding ver-
tices xab+1, xab+2, . . . , xc, adjacent to each vertex in A and B, any graph H
′ ∈
F∆(Ka,b,ab) becomes a H ∈ F∆(G). 
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Lemmas 9 and 10 leave open five cases, besides (1, 2). The following three lemmas
handle these remaining cases.
Lemma 12. Let 1 ≤ a ≤ b ≤ c and c ≥ d = max (4, ab). Then |F(Ka,b,c)| =
|F(Ka,b,d)| in case (a, b) ∈ {(1, 1), (1, 3), (2, 2)}.
1
2
3
5
4
6
Figure 2. The K1,3,4 family.
Proof. If (a, b) = (1, 1), then d = 4. Up to symmetry, there is only one triangle in
K1,1,c and applying the ∇Y move leaves a graph that has only one degree three
vertex, which is trivial. Thus |F(K1,1,c)| = |F(K1,1,4)| = 2.
If (a, b) = (1, 3), then d = 4. There are six graphs in F(K1,3,4), illustrated
schematically in Figure 2. We will argue that, if c ≥ 4, F(K1,3,c) has the same
structure and the same size, six.
Graph 1 in the figure is K1,3,4, and the three graphs below it, 2, 3, and 5, round
out F∆(K1,3,4). As in the proof of Theorem 4 below, |F∆(K1,3,4)| = 1 + 3 = 4.
In addition to K1,3,4 itself, there are three descendants corresponding to the three
edges in K1,3, the subgraph induced by the vertices in part A and B. Each of those
three edges can be completed to a triangle using a vertex of part C, and, there are
no other (edge disjoint) triangles in K1,3,4.
However, the first ∇Y on K1,3,4 produces a non-trivial degree three vertex. If
(v1, w1, x1) are the vertices of the triangle, then x1 becomes a degree three vertex
in graph 2. Making a Y∇ move at x1 produces graph 4. Up to symmetry, there’s a
unique triangle in graph 4 and the resulting graph 6 has no non-trivial degree three
vertices.
The analysis above does not change for F(K1,3,c) if c ≥ 4. There are still four
graphs in F∆(K1,3,c), the first ∇Y move on K1,3,c results in a non-trivial degree
three vertex x1. Applying the ∇Y at x1 produces a new graph that in turn admits
a single Y∇ move. For this reason, |F(K1,3,c)| = 6, as required.
It remains to treat the case where (a, b) = 2. For the remainder of this proof
only, let G = K2,2,4. We will proceed as in the family of K1,3,4 above, by describing
the family and then arguing that nothing changes when we add vertices to the C
part.
A triangle must include a vertex from parts A,B, and C. Let A = {v1, v2}, B =
{w1, w2}, and C = {x1, x2, x3, x4}. At most two triangles can involve v1 and at
most two triangles can involve v2. We will use an ordered pair to indicate this. For
example, G = G1(2,1) indicates an element of the family where two ∇Y moves have
been performed involving v1 and one ∇Y triangle has been performed with v2. We
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use superscripts to indicate that there are several ways to construct graphs with
the same subscript. For example, there are three, non-isomorphic, G(2,2) graphs.
Without loss of generality, the one or two triangles involving v1 will always be
{(v1, w1, x1)} and {(v1, w1, x1), (v1, w2, x2)}, respectively. Similarly, for the trian-
gles removed containing v2, the only ways to perform one or two ∇Y moves, up to
symmetry, are summarized in the following tabale:
Graph Triangles Containing v2
G1(1,1) (v2, w2, x1)
G2(1,1) (v2, w2, x2)
G3(1,1) (v2, w1, x2)
G1(2,1) (v2, w2, x1)
G2(2,1) (v2, w2, x2)
G1(2,2) (v2, w2, x1), (v2, w1, x4)
G2(2,2) (v2, w2, x2), (v2, w1, x3)
G3(2,2) (v2, w2, x2), (v2, w1, x2)
Note that G3(1,1) is isomorphic to G(2,0), so that these, along with G(0,0), G(1,0),
and G(2,0), give us ten graphs. We now argue that these ten graphs give us F∆(G),
and that F∆(G) = F(G). The family is depicted in Figure 3.
(1, 1)1
(2, 1)1
(2, 2)1
(0, 0)
(1, 0)
(2, 0)
(2, 1)2
(2, 2)2
(1, 1)2
(2, 2)3
Figure 3. The K2,2,c family
The graphs G(0,0) and G(1,0) are the unique graphs with eight and nine vertices.
The three graphs with 10 vertices are G1(1,1), G
2
(1,1), and G(2,0) (recalling that
G3(1,1) is isomorphic to G(2,0)). Of these three graphs, G
1
(1,1) is the unique one with
a vertex of degree two and G(2,0) is the unique one with a vertex of degree six, so
these three graphs are non-isomorphic.
There are two graphs of degree 11, G1(2,1) and G
2
(2,1), but only G
1
(2,1) has a vertex
of degree two.
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Finally, there are three graphs with twelve vertices, G1(2,2), G
2
(2,2), and G
3
(2,2).
Of these, G2(2,2) is the only one with a vertex of degree two, while G
1
(2,2) has five
vertices of degree four, whereas G3(2,2) has only four. This shows that |F∆(G)| = 10.
We now show that F∆(G) = F(G). Note that G(0,0), G(1,0), G(2,0), G1(1,1), and
G1(2,1) have no degree three vertices that are not trivial degree three vertices. The
graph G2(1,1) has two non-trivial degree three verties, x1 and x4. Performing a Y∇
move on either yields G(1,0). Similarly, for G
2
(2,1), performing a Y∇ on x1 or x4
yields G(2,0) and G
2
(1,1), respectively. On G
1
(2,2), we may perform a Y∇ move on
either x3 or x4, which would result in G
1
(2,1) and G
2
(2,1). For G
2
(2,2), non-trivial
degree three vertices are x1, x2, x3, and x4. A Y∇ on any of them gives G2(2,1).
Finally, the non-trivial degree three verties for G3(2,2) are x1, x4 and x2, and a Y∇
on any of them yields G2(2,1). This gives that F∆(G) = F(G).
Similar to the K1,3,4 case, notice that nothing in this argument changes if we
replace G with K2,2,c for c > 4. 
Lemma 13. If c ≥ 9, then |F(K3,3,c)| = |F(K3,3,9)|
Proof. Using a computer, we verify that |F(K3,3,9)| = 298 and |F∆(K3,3,9)| = 237.
By Theorem 11, for c ≥ 9, |F∆(K3,3,c)| = |F∆(K3,3,9)| = 237. We must verify
that the remaining 61 graphs of F(K3,3,9) can be identified uniquely with those of
F(K3,3,c) whenever c ≥ 9.
For this, we note that there are three additional graphs in F(K3,3,9) that are
Y-free; they have no degree three vertices. We denote them as G17, G19, and G21,
where the subscript corresponds to the order (number of vertices). (All graphs in
the family have size 63.) In other words, F(K3,3,9) = F∆(K3,3,9) ∪ F∆(G17) ∪
F∆(G19)∪F∆(G21). Our strategy is to argue that there are analogous graphs Gc17,
Gc19, and G
c
21 in F(K3,3,c) (for c ≥ 9) and that the bijection between F∆(K3,3,9)
and F∆(K3,3,c) extends to show the pairs F∆(Gi) and F∆(Gci ), i = 17, 19, 21 are
also in bijection.
Figure 4. The Petersen family graph P9.
For this, it will be important to keep track of how the C part vertices appear in
each of the Y-free graphs. For example, eight of the C part vertices of K3,3,9 survive
in G17, each having degree six. The induced graph on the remaining nine vertices
is P9, the graph on nine vertices in the Petersen family F(K1,3,3) (see Figure 4).
Indeed, if we ignore eight of the C vertices of K3,3,9, what remains is a K1,3,3. We
can identify the sequence of ∇Y and Y∇ moves as taking place in F(K1,3,3) while
the eight C vertices “come along for the ride.” Especially, they maintain degree six
throughout the sequence of moves. The neighbors of the eight C vertices are the
six vertices of degree three in P9.
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Then, the analogue in F(K3,3,c), Gc17, consists of a P9 along with c−1 additional
‘part C’ vertices of degree six, each adjacent to the six degree three vertices of the
P9. In other words, for c ≥ 9, there are at least eight part C vertices in Gc17. As
in the proof of Theorem 11, to show that F∆(G17) is in bijection with F∆(Gc17),
it is enough to observe that there are at most eight edge disjoint triangles in G17
(or Gc17) that make use of part C vertices. In fact there are only six edges between
degree three vertices of P9, which is less than eight. Therefore, the bijection of
Theorem 11 extends and shows F∆(G17) is in bijection with F∆(Gc17).
Figure 5. The graph H12.
For graph G19, there are seven part C vertices, each of degree six. The induced
graph, H12 on the remaining 12 vertices has 21 edges and is shown in Figure 5.
The seven part C vertices are adjacent to each of the six degree three vertices in
H12. To show that F∆(G19) is in bijection with F∆(Gc19), it is enough to observe
that there are at most seven edges in H12 between degree three vertices. In fact,
there are only three.
Finally, for G21, six part C vertices remain, each of degree six. The induced
graph, H15 (see Figure 6) on the other 15 vertices has 27 edges. The part C
vertices are adjacent to each of the six degree three vertices in H15. There are no
longer any edges directly connecting any pair of degree three vertices in H15, so we
again have the required bijection between the graphs of F∆(G21) and F∆(Gc21). 
Lemma 14. If c ≥ 6, then |F(K2,3,c)| = |F(K2,3,6)|.
Proof. The idea is the same as in Lemma 13. Using a computer, we have that
|F(K2,3,6)| = 97 and |F∆(K2,3,6)| = 30 and so there are then 67 graphs in F(K2,3,6)\
F∆(K2,3,6). There are seven graphs in F(K2,3,6) \ F∆(K2,3,6) that have no degree
three vertices. A summary of the properties of these graphs is given in Table 1.
We begin with G12. Five of the part C vertices of K2,3,6 survive in G12. Deleting
these five vertices give us the graph of Figure 7. Thus the analogue in F(K2,3,c),
Gc12, consists of the Figure 7 along with c − 1 additional part C vertices. Since
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Figure 6. The graph H15.
Graph G # Vertices |F∆(G)|
G12 12 51
I12 12 29
G13 13 18
H13 13 19
I13 13 16
J13 13 4
G14 14 4
Table 1. Graph Properties
there are at most five edge disjoint triangles involving part C vertices in Gc12, the
bijection in Theorem 11 extends to a bijection between F∆(G12) and F∆(Gc12).
Figure 7. Subgraph of G12 after deleting five c vertices.
For graph I12, four of the part C vertices of K2,3,6 survive. Ignoring these four
vertices give us the graph in Figure 8. Thus the analogue in F(K2,3,c), Ic12, consists
of this graph along with c−2 additional part C vertices. Since there are at most four
edge disjoint triangles involving part C vertices in Ic12, the bijection in Theorem 11
extends to a bijection between F∆(I12) and F∆(Ic12).
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Figure 8. Subgraph of I12
For graph G13, four of the part C vertices of K2,3,6 survive. Ignoring these
four vertices give us the graph in Figure 9. Thus the analogue in F(K2,3,c), Gc13,
consists of this graph along with c − 2 additional part C vertices. Since there are
at most four edge disjoint triangles involving part C vertices in Gc13, the bijection
in Theorem 11 extends to a bijection between F∆(G13) and F∆(Gc13).
Figure 9. Subgraph of G13
For graph H13 four of the part C vertices of K2,3,6 survive. Ignoring these four
vertices give us the graph in Figure 10. Thus the analogue in F(K2,3,c), Hc13,
consists of this graph along with c − 2 additional part C vertices. Since there are
at most four edge disjoint triangles involving part C vertices in Hc13, the bijection
in Theorem 11 extends to a bijection between F∆(H13) and F∆(Hc13).
Figure 10. Subgraph of H13
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For graph I13 four of the part C vertices of K2,3,6 survive. Ignoring these four
vertices give us the graph in Figure 11. Thus the analogue in F(K2,3,c), Ic13, consists
of this graph along with c−2 additional part C vertices. Since there are at most four
edge disjoint triangles involving part C vertices in Ic13, the bijection in Theorem 11
extends to a bijection between F∆(I13) and F∆(Ic13).
Figure 11. Subgraph of I13
For graph J13 four of the part C vertices of K2,3,6 survive. Ignoring these four
vertices give us the graph in Figure 12. Thus the analogue in F(K2,3,c), Jc13, consists
of this graph along with c−2 additional part C vertices. Since there are at most four
edge disjoint triangles involving part C vertices in Jc13, the bijection in Theorem 11
extends to a bijection between F∆(J13) and F∆(Jc13).
Figure 12. Subgraph of J13
And finally, for graph G14, three of the part C vertices of K2,3,6 survive. Ignoring
these three vertices give us the graph in Figure 13. Thus the analogue in F(K2,3,c),
Gc14, consists of this graph along with c−3 additional part C vertices. Since there are
at most three edge disjoint triangles involving part C vertices in Gc14, the bijection
in Theorem 11 extends to a bijection between F∆(G14) and F∆(Gc14).

Proof. (of Theorem 2) Combining Lemmas 9 and 10 with Theorem 11 establishes
the theorem if either a + b > 6 or b > 3. Lemmas 12, 13, and 14 handle the
remaining cases. 
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Figure 13. Subgraph of G14
2. Families of multipartite graphs stabilize.
It is straight-forward to alter the arguments in the preceding section to multi-
partite graphs. We do so now.
Lemma 15. Let 1 ≤ a1 ≤ · · · ≤ an and a1 + · · ·+ an−1 > 6, then
|F∆(Ka1,...,an)| = |F(Ka1,...,an)|.
Proof. The argument is identical to the proof of Lemma 9. Let G = Ka1,...,an
and A1, A2, . . . , An be a partition of V (G) with each |Ai| = ai. A ∇Y move will
produce only trivial degree three vertices. The vertices of least degree are those in
An, which have degree a1 + · · · + an−1. Since ∇Y moves can at most halve the
degree of a vertex in An and these have degree greater than 6, the only degree three
vertices in a descendant of Ka1,...,an are the trivial ones. 
If there are at least seven parts, then the sum of the ai’s will automatically
exceed six. So the next lemma follows immediately from the last.
Lemma 16. Let 1 ≤ a1 ≤ · · · ≤ an and n > 6, then
|F∆(Ka1,...,an)| = |F(Ka1,...,an)|.
Theorem 17. Let 1 ≤ a1 ≤ · · · ≤ an and e = #E(Ka1,...,an−1). If an ≥ e, then
|F∆(Ka1,...,an)| = |F∆(Ka1,...,an−1,e)|.
Proof. The proof is identical to Theorem 11. Every element of F∆ is achieved from
Ka1,...,an by a series of m∇Y moves on edge disjoint triangles. Let H ∈ F∆ be given
by ∇Y moves on disjoint triangles (α1, β1, γ1), . . . , (αm, βm, γm). The introduced
degree three vertices y1, . . . , ym cannot be a part of a triangle in H, so there is a
bijection between sequences of triangles in Ka1,...,an and elements of F∆. Therefore
the maximum length of such a sequence is given by #E(Ka1,...,an−1).
We now provide injective maps between F∆(Ka1,...,an−1,e) and F∆(Ka1,...,an).
Let H ∈ F∆(Ka1,...,an) and let x1, . . . , xm be the vertices from An appearing
in its associated sequence of edge disjoint triangles. Extend the labeling of ver-
tices of An so that An = {x1, x2, . . . , xm, xm+1, . . . , xan}. By deleting vertices
{xe+1, xe+2, . . . , xan}, we identify H with an element of F∆(Ka1,...,an). It is clear
that adding vertices to an element of F∆(Ka1,...,e) will give an element of F∆(Ka1,...,an).

Combining Lemma 15 and Theorem 17 gives our main theorem, Theorem 1.
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n 1 2 3 4 5 6 7 8 9 10 11
|F(Kn)| 1 1 2 2 49 7 20 32 163 1681 56461
Table 2. Sizes of Complete Graph Families
y 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
|F(K3,y)| 2 2 10 6 10 17 29 52 94 172 315 578 1061 1941 3533 6408
Table 3. Sizes of Bipartite Graphs K3,y
c 1 2 3 4 5 6 7 8 9 10
|F(K1,2,c)| 2 3 21 14 22 40 78 153 299 581
Table 4. Sizes of Tripartite Graphs K1,2,c
3. Multipartite graph families that don’t stabilize.
We have encountered four types of complete multipartite graph whose family
sizes do not appear to stabilize: Kn, K3,y, K1,2,c and K1,1,1,y. Since a single Y∇
move on K3,y gives K1,1,1,y−1,
F(K3,y) = F(K1,1,1,y−1),
relating two of these four types and leaving three. In this section we motivate the
exponential growth estimates mentioned in the introduction for these three types.
For Kn, the data we have collected is in Table 2. As with the other types of
graph discussed in this section, there’s an anomalous maximum at a small value,
n = 5, after which the sizes show a steady increase for n ≥ 6. Using a least squares
fit to aebn gives a ≈ 4.46× 10−5, b ≈ 3.49 for n ≥ 6. The estimate mentioned after
Question 1 is based on rounding these values slightly to rational numbers.
Table 3 shows our data for the bipartite graphs K3,y. The values seem to be well
approximated by the recursion
|F(K3,y+3)| ≈ |F(K3,y)|+ |F(K3,y+1)|+ |F(K3,y+2)| for y ≥ 4
If this pattern were to persist, we would get an estimate of the form |F(K3,y+3)| =
c1γ
y
1 +c2γ
y
2 +c3γ
y
3 for constants ci, i = 1, 2, 3, where γi are the roots of x
3 = x2+x+1.
In modulus, the largest root is the real root, which is close to e0.61. This suggests
that |F(K3,y)| has a bound of the form ae0.61. Fitting the data for y ≥ 4 to aeby
gives a ≈ 2.68, b ≈ 0.599. Rounding b to 35 , we approximated a by 83 to get the
upper bound proposed in Question 2. We’ve verified that the proposed inequality
is valid for 4 ≤ y ≤ 13.
Table 4 displays our calculations for the final type of graph, K1,2,c. Similar to
the previous case, for c ≥ 4, it appears that |F(K1,2,c+4)| is approximately the
sum of the previous four terms. Then, the size should grow exponentially with the
largest root of x4 = x3 +x2 +x+1, which is a real root near e0.656. Fitting the data
for c ≥ 4 to aeb gives a ≈ 5.5 and b ≈ 0.666. Rounding b to 23 , we approximated
a by 163 to get the lower bound proposed in Question 3. We’ve verified that the
proposed inequality is valid for 1 ≤ c ≤ 7.
14 DANIELLE GREGG, THOMAS W. MATTMAN, ZACHARY PORAT, AND GEORGE TODD
4. Precise bounds for simple families.
In this section we prove three theorems that give precise calculations of size for
some simple families. We also state a conjecture.
Theorem 3. For Kx,y, if x 6= 3 and y 6= 3, then |F(Kx,y)| = 1.
Proof. No ∇Y or Y∇ moves are possible, so this is clear. 
Theorem 4. Let 6 ≤ b ≤ c. Then |F(K1,b,c)| = 1 + b.
Proof. Let G = K1,b,c with vertices given by A = {v}, B = {w1, . . . , wb}, and
C = {x1, . . . , xc}. Since the minimum degree possible is 7, by previous arguments,
we need only consider sequences of edge disjoint triangles (v, w1, x1), . . . , (v, wn, xn)
whose corresponding TY moves result in non-isomorphic graphs. Note that we must
have wi 6= wj for i 6= j since each triangle must go through v. Thus we have b
sequences which result in distinct graphs. Adding in K1,b,c itself gives the desired
result. 
The following bound for the family of K2,b,c is naive, but surprisingly the growth
of g(b, c) is quite close to the observed growth of |F(K2,b,c)|. Recall that P (x, y, z)
is the set of partitions of z into two parts bounded by x and y and
g(b, c) = 5 +
b∑
i=2
i∑
j=0
(|P (i, b− i, j)| · |P (i, c− i, j)|) .
Theorem 5. If c > b ≥ 3, then |F(K2,b,c)| ≥ g(b, c).
Proof. The proof of Theorem 11 gives us a way to determine a bound on the size
of F(K2,b,c). We need a lower bound on the number of sequences of edge disjoint
triangles in K2,b,c such that corresponding ∇Y moves on these sequences of disjoint
triangles result in non-isomorphic graphs.
A triangle must have a vertex in parts A,B, and C. Let A = {v1, v2}. At most
b triangles can contain v1, and at most b triangles can contain v2.
The proof proceeds as follows: we first describe a method of choosing a sequence
of triangles on which we will perform ∇Y moves. We identify each triangle in the
sequence with its vertices. Then, we argue that no two distinct such choices give
isomorphic graphs.
Suppose our sequence of n triangles is such that n = i + j with 2 ≤ i ≤ b,
0 ≤ j ≤ i where i is the number of triangles involving v1. Fix a labelling of the
B and C vertices such that the i triangles with a v1 vertex are (v1, wα, xα) for
1 ≤ α ≤ i. Partition B and C based on these choices. Define
B1 = {w1, . . . , wi}, B2 = {wi+1, . . . , wb}
C1 = {x1, . . . , xi}, C2 = {xi+1, . . . , xc}.
Thus B1 and C1 are the vertices in triangles including the v1 vertex.
Since n = i + j, then j ≤ i is the number of triangles in our sequence that
include vertex v2. For each of the j triangles involving v2, we must pick an element
of either B1 or B2 and an element of either C1 or C2. The number of ways to choose
j triangles in this way is given by |P (j, b− j, i)| · |P (j, c− j, i)|. We’ll assume i ≥ 2,
so that there remain enough edges between B1 and C1 to form the j triangles on
v2. Indeed, there are i
2 edges between B1 and C1 and i are used for the triangles
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on v1. Assuming i ≥ 2, there remain i2 − i ≥ i ≥ j edges. It’s easy to check that
there’s one way to form a graph when i = 0 and four for i = 1.
Define G = G(s, t) to be the graph obtained by performing ∇Y moves on the
n = i+ j triangles. Our sequence of edge disjoint triangles includes the i triangles
(v1, wα, xα) for 1 ≤ α ≤ i and the j triangles {(v2, wβ1 , xγ1), . . . , (v2, wβj , xγj )},
where wβ1 , . . . , wβs ∈ B1, wβs+1 , . . . , wβj ∈ B2 and similarly xγ1 , . . . , xγt ∈ C1,
xγt+1 , . . . , xγj ∈ C2 with 0 ≤ s, t ≤ j. If s = 0, then all wβ vertices are in B2 and
similarly for t = 0.
To identify whether or not two such graphs might be isomorphic, let’s identify
the degrees of the vertices in G(s, t). In K2,b,c there are two vertices of degree b+c,
b of degree c+2, and c of b+2. After the i ∇Y moves on triangles with a v1 vertex,
v2 still has degree b + c, v1 will have degree b + c − i, there are i in B1 of degree
c+ 1 and the remaining b− i vertices in B2 of degree c+ 2. Similarly, the i vertices
of C1 have degree b+1 and the c− i vertices in C2 remain at b+2. Finally, we have
added i degree 3 vertices. After a further j ∇Y moves, G(s, t) has the following
degrees and counts: one of degree b+ c− i, one of degree b+ c− j, s of c, i+ j− 2s
of c+ 1, b+ s− i− j of c+ 2, t of b, i+ j − 2t of b+ 1, c+ t− i− j of b+ 2, and
i+ j vertices of degree 3.
We will argue that two such graphs G1 = G(s1, t1) and G2 = G(s2, t2) can be
isomorphic only if (i1, j1, s1, t1) = (i2, j2, s2, t2); the four constants must agree. We
note that the theorem holds if b = 3 as illustrated by Tables 5 and 6 below. Both
g(3, c) and |F(K2,3,c)| stabilize for c ≥ 6, so it is enough to verify the result for
4 ≤ c ≤ 6. So, we will assume b > 3. Counting the vertices of degree 3 we have
i1 + j1 = i2 + j2 and the vertices of degree b show that t1 = t2. We can identify v1
and v2 as the two vertices that, between them, are adjacent to all the degree three
vertices. Comparing the degrees of v1 and v2, since j ≤ i (if i = j, then they are
interchangeable), we can identify the i’s and j’s, which shows i1 = i2 and j1 = j2.
It remains to argue s1 = s2. Ordinarily, this can be done by comparing the
vertices of degree c. However, there are may be additional vertices of degree c
beyond the s that we expect. For example, if c = b+ 1, we would have s+ i+ j−2t
vertices of degree c. Since we’ve already shown the other three constants agree,
comparing the vertices of degree c still will give us the required s1 = s2. Similarly
if c = b + 2, the additional c + t − i − j vertices of degree c cause no problem as
we’ve already established that this number is the same for both graphs. It may be
that v1 or v2 have degree c, but we’ve discussed how to identify these vertices and,
for the graphs to be isomorphic, their degrees must agree in G1 and G2. 
Data for both |F(K2,x,y)| and g(x, y) is given in Tables 5 and 6, respectively.
In Table 5, entries for K2,3,3 and for larger values of x and y are omitted because
they would require excessive time to calculate, even using computers. Based on
the table values, it appears that g(x, 2x) = g(x, 2x − 1) + 1, which corresponds to
the pattern |F(K2,x,2x)| = |F(K2,x,2x−1)| + 1 that we observe for 3 ≤ x ≤ 6 (and
conjecture for greater x, see below). The growth patterns of the two functions are
similar in many respects. For example, we have shown in Theorem 11 that the size
of the graph family of K2,x,y stabilizes at K2,x,2x and, in Table 6, g(x, y) shows a
similar stabilization.
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x\y 3 4 5 6 7 8 9 10 11 12
3 93 96 97 97 97 97 97 97 97
4 93 43 70 78 80 81 81 81 81 81
5 96 70 96 166 184 192 194 195 195 195
6 97 78 166 215 380 428 447 455 457 458
7 97 80 184 380 450 827 931 981 1000 1008
8 97 81 192 428 827
9 97 81 194 447 931
10 97 81 195 455 981
11 97 81 195 457 1000
12 97 81 195 458 1008
Table 5. |F(K2,x,y)|
x\y 3 4 5 6 7 8 9 10 11 12
3 18 23 25 26 26 26 26 26 26 26
4 23 37 45 50 52 53 53 53 53 53
5 25 45 65 79 87 92 94 95 95 95
6 26 50 79 109 129 143 151 156 158 159
7 26 52 87 129 169 199 219 233 241 246
8 26 53 92 143 199 254 294 324 344 358
9 26 53 94 151 219 294 364 419 459 489
10 26 53 95 156 233 324 419 510 580 635
11 26 53 95 158 241 344 459 580 692 783
12 26 53 95 159 246 358 489 635 783 923
Table 6. g(x, y)
We conclude this section with a conjecture.
Conjecture 18. Let n ≥ 3, 1 ≤ a1 ≤ · · · ≤ an, and e = #E(Ka1,...,an−1). If
a1 + · · ·+ an−1 > 6 and an ≥ e, then
|F(Ka1,...,an−1,e−1)| = |F(Ka1,...,an−1,an)| − 1.
The conjecture is supported by experimental data for some tripartite graphs.
Note that for Ka,b,c, with a ≤ b ≤ c, we have e = ab. Using Theorem 4, it is
straight-forward to verify the conjecture for triples 1, b, c.
Theorem 19. If 6 ≤ b ≤ c, then |F(K1,b,b−1)| = |F(K1,b,c)| − 1.
Proof. By Theorem 4, |F(1, b, c)| = 1+b. We must show that |F(1, b, b−1)| = b. If
b > 6, the same theorem shows |F(1, b, b−1)| = |F(1, b−1, b)| = b, as required. All
that remains is the easy verification that, when b = 6, |F(1, 6, 5)| = |F(1, 5, 6)| =
6. 
In addition to the triples covered by the theorem above, Table 5 shows the
conjecture holds for (a, b) = (2, 5) or (2, 6). Using a computer, we have also verified
the case (a, b) = (3, 4).
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5. Higher moves
We propose two possible generalizations to higher-order moves. A naive approach
is to replace Y’s with “stars” with a center vertex of degree n, and∇’s with complete
graphs on n vertices. We could call these moves KS (for complete graph to star)
and SK (for star to complete graph). Generalizations of Lemmas 9 and Theorem
11 clearly follow. However, we have lost much. We no longer have a connection to
spatial graphs, and these moves no longer give an equivalence relation on the space
of all connected graphs with a fixed number of edges.
On the other hand, the following generalization preserves size. Consider a vertex
y with degree 4 and the neighbors a, b, c, and d. We will call this an X. We will
allow three moves to a 4-cycle C. We denote these moves by XC(abdc), XC(acbd),
and XC(abcd) (left to right in Figure 14). For any 4-cycle C, we denote by CX
the reverse move.
a b
c d
y
a b
c d
a b
c d
a b
c d
Figure 14. The four XC moves
Note that each X has, potentially, three parents. Again, we disallow multigraphs.
As we can see, a generalization of Lemma 9 is not immediately obvious. On the
other hand, for a given degree four vertex with neighbors a, b, c, d, at least one of
the XC moves preserves planarity. So these moves are likely to be significant in the
study of spatial graphs. As with the KS and SK moves, the XC and CX generalize
to an arbitrary number of edges: replace a star on n edges with an n-cycle or vice
versa. Again, in addition to preserving size, these moves are likely to respect graph
topology.
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