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THE GLOBAL SOLUTIONS TO A CARTAN’S REALIZATION
PROBLEM
RUI LOJA FERNANDES AND IVAN STRUCHINER
Abstract. We introduce a systematic method to solve a type of Cartan’s
realization problem. Our method builds upon a new theory of Lie algebroids
and Lie groupoids with structure group and connection. This approach allows
to find local as well as complete solutions, their symmetries, and to determine
the moduli spaces of local and complete solutions. We apply our method to
the problem of classification of extremal Ka¨hler metrics on surfaces.
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1. Introduction
A central problem in geometry is that of classifying classes of geometric struc-
tures. This paper solves the existence, equivalence and classification problems
for finite dimensional families of G-structures that can be formalized as a Car-
tan realization problem. These include many interesting, non-trivial, geometric
classification problems, Bochner-Ka¨hler metrics [2], special symplectic manifolds
such as Ricci type symplectic connections, Bochner bi-Lagrangian manifolds, and
torsionless symplectic connections with exceptional holonomy groups Spin(2, 10),
Spin(6, 6), and Spin(12,C) [4, 5, 6, 13, 16], surface metrics of Hessian type [1],
among others.
In order to explain the type o Cartan’s realization problem that we are in-
terested, recall that given a G-structure FG(M) → M , the tautological 1-form
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θ ∈ Ω1(FG(M),Rn) together with a connection 1-form ω ∈ Ω1(FG(M), g), give a
coframe (θ, ω) on FG(M) which satisfy the well-known structure equations:
(1.1)
{
dθ = c(θ ∧ θ)− ω ∧ θ
dω = R(θ ∧ θ)− ω ∧ ω
We are interested in “finite-dimensional” families of G-structures obtained by im-
posing restrictions on the curvature R and/or torsion c. This means that these
factor through a G-equivariant map h : FG(M) → X into a G-manifold X , so
that R = R(h) and c = c(h) for G-equivariant maps R : X → Hom(∧2Rn, g) and
c : X → Hom(∧2Rn,Rn). Since the pair (θ, ω) is a coframe in FG(M), the map
h : FG(M)→ X also satisfies structure equations:
(1.2) dh = F (h, θ) + ψ(h, ω)
for a G-equivariant vector bundle map F : X × Rn → TX , and ψ : X × g → TX
the infinitesimal action of g on X . One should view X as the space of complete
invariants of the family, a versal space of deformations, and the G-equivariant map
h : FG(M)→ X as specifying a particular G-structure in the family.
The G-manifold X , together with the maps R : X → Hom(∧2Rn, g), c : X →
Hom(∧2Rn,Rn) and F : X × Rn → TX , is the data that specifies the family of
G-structures of the particular problem at hand, and it is known a priori (usually,
it arises from a differential analysis of the problem). Once this data is given, one
would like to find all G-structures that satisfy the associated structure equations
(1.1) and (1.2). Bryant in the appendix of [2] calls this a Cartan’s realization
problem and it can be formulated precisely as follows:
Problem (Cartan’s Realization Problem). One is given Cartan Data:
• a connected, closed, Lie subgroup G ⊂ GL(n,R);
• a proper G-manifold X with infinitesimal action ψ : X × g→ TX;
• equivariant maps c : X → Hom(∧2Rn,Rn), R : X → Hom(∧2Rn, g) and
F : X × Rn → TX;
and asks for the existence of solutions:
• an n-dimensional orbifold M ;
• a G-structure FG(M)→M with tautological form θ ∈ Ω1(FG(M),Rn) and
connection 1-form ω ∈ Ω1(FG(M), g);
• an equivariant map h : FG(M)→ X;
satisfying the structure equations (1.1) and (1.2).
For reasons to be discussed later, we allow for our solutions to be orbifolds : while
FG(M) is a manifold, theG-action is proper but only locally free, soM = FG(M)/G
is an (effective) orbifold. For a concrete example of how such a realization problem
arises see Section 2.2, where we discuss the problem of finding extremal Ka¨hler
metrics on surfaces.
Aside from the existence problem, there are several other important questions.
For example, there is an obvious notion of equivalence of solutions: we say that
(FG(Mi), (θi, ωi), hi), i = 1, 2, are equivalent solutions if there exists a diffeomor-
phism ϕ : M1 → M2 whose lift to the frame bundles maps one G-structure to the
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other, preserves the connection 1-forms and commutes with the classifying maps:
FG(M1)
h1 ##●
●●
●●
●●
●●
ϕ˜ // FG(M2)
h2{{✇✇
✇✇
✇✇
✇✇
✇
X
One can then formulate:
Problem (Classification up to Equivalence). Characterize all solutions of a Car-
tan’s realization problem up to equivalence.
A self-equivalence is called a symmetry of a solution (FG(M), (θ, ω), h) and
these obviously form a group. We also have the notion of infinitesimal symmetry
of a solution (FG(M), (θ, ω), h), i.e., a vector field X ∈ X(M) whose (local) flow is
a 1-parameter group of (local) symmetries, and they form a Lie algebra. As part
of the classification problem one would like to know:
Problem (Classification of symmetries). Determine the group of symmetries and
the Lie algebra of infinitesimal symmetries of a given solution.
On the other hand, the set of all solutions up to equivalence together with its
symmetries is the moduli space of solutions of Cartan’s realization problem. In
order to find if a solution admits deformations or is part of some smooth family, it
is natural to look for a smooth structure on this space:
Problem (Smoothness of the Moduli Space). Find, if any, the differential structure
of the moduli space of solutions of a Cartan’s realization problem.
In the problems stated above it is important to distinguish between local and
global solutions to Cartan problem. By a germ of solution of Cartan problem
we mean a solution (FG(M), (θ, ω), h) with M = U/Υ, where U is an open neigh-
borhood of 0 ∈ Rn acted upon by some finite subgroup Υ ⊂ Diff(Rn). Two such
solutions with domains U1/Υ and U2/Υ are identified if they coincide on some
smaller neighborhood of 0. Note that a germ of solution comes with a marked
point, namely 0. Hence, by restricting a realization to neighborhoods of different
points one may obtain inequivalent germs of realizations. This means that the local
versions of the classifications problems, the moduli space of germs of solutions, etc.,
in general look quite different from their global counterpart.
On the global side, we shall introduce the notion of complete solution. These
are, in some sense, maximal solutions which do not admit any extension to a larger
domain. For example, when G ⊂ O(n) is a compact Lie group and ω is the Levi-
Civita connection, we will see that the notion of complete solution is related with
the usual notion of completeness of the Riemannian metric on M . We shall also
provide answers to the classification problems above for complete solutions and we
will describe their moduli spaces.
The method we will present to tackle Cartan realization problem and the ques-
tions above also allows, in principle, to find explicit solutions to a given realization
problem.
The key observation underlying out method is that the family of G-structures
encoded in a Cartan’s realization problem is not an arbitrary family. Rather they
are families parameterized by the source map of a Lie groupoid. We formalize this
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idea precisely in the new notion of a G-structure groupoid Γ ⇒ X , namely a Lie
groupoid with a G-action whose source fibers are G-structures. The corresponding
infinitesimal notion, called a G-structure algebroid A → X , is precisely the
object that one can associate to Cartan Data.
The idea of using Lie algebroids in connection to Cartan Realization problems
is not new. It is goes back to the work of R. Bryant [2, Appendix], who also
popularized it in various talks. The novelty in our work is twofold:
(i) we include the structure group G, leading to the notion of a G-structure
algebroid and its global counterpart a G-structure groupoid, and
(ii) we equip G-structure algebroids and G-structure groupoids with connec-
tions, since our G-structures come equipped with connections.
These two points are crucial for they allow us to deal with global issues. Using
this Lie groupoid theory we give complete geometric answers to all classification
problems above.
After setting up the correct notions of G-structure groupoids and G-structure
algebroids with connection, our first result is the following, which extends Bryant’s
remark (see [2, Appendix]):
Theorem 1.1. Let (G,X, c,R, F ) be a Cartan Data. If for each x ∈ X there exists
a solution (FG(M), (θ, ω), h) with x ∈ Imh, then the Cartan Data determines a
G-structure algebroid with connection A→ X. In this case, solutions are in one to
one correspondence with bundle maps
TP
(θ,ω) //

A

P
h
// X
which are morphisms of G-structure algebroids with connection.
The special bundle maps that appear in the statement of the theorem are called
G-realizations of A. Therefore we have a 1:1 correspondence:{
Cartan Data
admitting solutions
}
1−1←→
{
G-structure algebroid A
with connection
}
and under this correspondence, we have:{
Solutions of Cartan’s
realization problem
}
1−1←→
{
G-realizations of the
algebroid A
}
Hence, in order to solve Cartan problem, one needs to find the G-realizations of a
G-structure algebroid with connection. One way (but not the only way!) these can
be obtained is as source fibers of a G-integration, i.e., by producing a G-structure
groupoid Γ ⇒ X with connection:
Theorem 1.2. If Γ ⇒ X is a G-structure groupoid integrating a G-structure
algebroid with connection A→ X, and ωMC denotes the Maurer-Cartan form, then
(s−1(x), ωMC|s−1(x), t) is a G-realization of A, for each x ∈ X. Moreover, in this
case, any G-realization of A has a cover isomorphic to a G-invariant open subset
of one such G-realization.
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The G-realizations of the form (s−1(x), ωMC|s−1(x), t) and the corresponding so-
lutionsM = s−1(x)/G of a Cartan’s realization problem arising fromG-integrations
are examples of complete solutions (see below). However, a Cartan’s realization
problem does not need to to have complete solutions and this result does not solve
completely Cartan Problem.
On the one hand, not every Lie algebroid integrates to a Lie groupoid. Even
more: will see that a G-structure algebroid A → X maybe integrable to a Lie
groupoid, but not to a G-structure groupoid. The presence of the structure group
G implies that there are additional obstructions to G-integrability besides the well-
known obstructions to integrability. We will identify these obstructions and give a
method to compute them.
On the other hand, a G-structure algebroid A → X which is not G-integrable
still admits G-realizations. In fact, for any G-realization (P, (θ, ω), h) of A→ X the
image of h : P → X is an open G-saturated set U in a leaf L of A. The restriction
A|U is still a G-structure algebroid and if this restriction is G-integrable one can
apply the previous theorem. We will show that:
Theorem 1.3. Let A→ X be a G-structure algebroid with connection, x0 ∈ X and
denote by L the leaf of A containing x0. Then the G-orbit of x0 has a G-invariant
neighborhood U ⊂ L such that A|U is G-integrable.
We shall call a G-integration of A|U a local G-integration of A. As a corollary
we conclude that a Cartan’s realization problem always has solutions:
Corollary 1.4. Given a G-structure algebroid A → X with connection, for any
x0 ∈ X there exists a G-realization (P, (θ, ω), h) with x0 ∈ Imh obtained by local
G-integration. Every germ of a solution to Cartan Problem arises in this way.
On the global side, we will introduce the notions of complete and strongly com-
plete solution of a Cartan’s realization problem. A strongly complete solution
can be defined as a solution that covers a leaf L of the algebroid A and is such that
every local symmetry extends to a global symmetry. A complete solution can be
characterized as a solution which is covered by a strongly complete solution. The
existence of complete solutions is related to the G-integrability of the G-structure
algebroid A:
Theorem 1.5. Let A → X be a G-structure algebroid. There exists a complete
solution covering a leaf L of A if and only if A|L is G-integrable. Every strongly
complete solution covering L is of the form (s−1(x), ωMC|s−1(x), t) for some G-
integration of A|L.
A G-structure algebroid A → X can have many G-integrations. We will see
that there is a maximal source connected G-integration, called the canonical G-
integration and denoted by ΣG(A)⇒ X . The canonical G-integration is charac-
terized by the property that the orbifolds s−1(x)/G are 1-connected. Moreover, it is
the largest source-connected G-integration in the sense that every source connected
G-integration Γ of A is covered by ΣG(A).
All 1-connected complete solutions are strongly complete and, in fact, correspond
to G-realizations that are source fibers of the canonical G-integration:
Theorem 1.6. Let A → X be a G-structure algebroid. A 1-connected complete
solution covering a leaf L of A is isomorphic to M = s−1(x0)/G, where s−1(x0) is
a source fiber of the canonical G-integration of A|L.
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We will not discuss in this introduction details on the symmetries of solutions
and the moduli space of solutions. We only state the following theorem which
illustrates our results in this direction.
Theorem 1.7. Let A→ X be an integrable G-structure algebroid with connection.
Then for the associated Cartan’s realization problem:
(i) The moduli space of germs of solutions is the geometric stack presented by the
action Lie groupoid G×X ⇒ X. In particular, the group of symmetries of a
germ of solution [x] ∈ X/G is isomorphic to the isotropy group Gx;
(ii) The moduli space of complete, 1-connected, solutions is the geometric stack
presented by the Lie groupoid ΣG(A) ⇒ X. In particular, the group of sym-
metries of a 1-connected, complete, solution [x] ∈ X/Σ(A) is isomorphic to
the isotropy group ΣG(A)x.
As is the case with G-structures, when G ⊂ GL(n,R) is a Lie group preserving
some tensor K in Rn, a G-structure algebroid A→ X with connection inherits an
A-tensor KA of the same type as K. Moreover, for every G-realization (P, (θ, ω), h)
of A the corresponding solution M = P/G also inherits a tensor KM .
In particular, when G ⊂ O(n,R) and the torsion c vanishes, we say that a G-
structure algebroid A→ X is ofmetric type. In this case, not only every solution
is a Riemannian manifold but also every leaf of A inherits a natural Riemannian
metric. Then completeness of solutions, as defined above, and metric completeness
can be related as in the following result, which allows to determine the complete
metric solutions of the Cartan’s realization problem:
Theorem 1.8. Let A → X be a G-structure algebroid with connection of metric
type and let (P, (θ, ω), h) be a G-realization mapping into a leaf L. The metric
KM on M = P/G is complete if and only if the G-realization (P, (θ, ω), h) is com-
plete and the metric KL on L is complete. In particular, if M = P/G is metric
complete and 1-connected, then P is isomorphic to a source fiber of the canonical
G-integration.
One can consider alsoG-structure algebroids of symplectic type (G ⊂ Sp(n,R)),
of complex type (G ⊂ GL(n,C) and of Ka¨hler type (G ⊂ U(n)). In these cases,
there are additional integrability conditions which can be expressed in terms of
the algebroid. For example, in the case of symplectic type the algebroid A car-
ries a canonical A-form ΩA ∈ Ω2(A) and the integrability condition is dAΩA = 0,
where dA is the Lie algebroid differential. This is yet another illustration of how
Lie algebroids and groupoids provide the appropriate language to deal with such
problems.
In the last section of the paper we illustrate all our theory with the problem of
classifying extremal Ka¨hler metrics on surfaces. We will see that using our tech-
niques one can give complete answers to all the questions above. Due to length of
the paper, we plan to report elsewhere on applying our approach to more sophisti-
cated problems.
2. Prelude: an example
Before we introduce the language of G-structure groupoids and G-structure alge-
broids, needed to tackle the kind of Cartan’s realization problem we are interested
in, in this section we explain how to associate a Lie algebroid to a Cartan’s re-
alization problem and we consider a simple, but paradigmatic, example of such
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problems. We will use this example frequently throughout the paper to illustrate
our approach. More sophisticated examples will be discuss in the second part of
the paper after we have established all the theory.
2.1. Cartan’s realization problem and Lie algebroids. Let (G,X, c,R, F ) be
Cartan Data as defined in the Introduction. Then we consider the trivial vector
bundle A→ X with fiber Rn ⊕ g, and we introduce:
• a bundle map ρ : A→ TX :
(u, α)
ρ7→ F (u) + ψ(α)
(recall that ψ : X × g→ TX denotes the infinitesimal G-action on X);
• a R-bilinear, skew-symmetric bracket [·, ·] on the space of sections Γ(A): it
is defined first on constant sections (u, α), (v, β) ∈ Γ(A) by:
[(u, α), (v, β)] = (α · v − β · u− c(u, v), [α, β]g −R(u, v)),
and then extended to any pair of sections by imposing the Leibniz identity:
[s1, fs2] = f [s1, s2] + (Lρ(s1)f) s2,
for any pair of sections s1.s2 ∈ Γ(A), and smooth function f ∈ C∞(X).
The triple (A, [·, ·], ρ) will be a Lie algebroid provided the bracket satisfies the Jacobi
identity. In fact, we have the following result of Bryant [2, Appendix]):
Proposition 2.1. Given Cartan Data (G,X, c,R, F ) such that for any x ∈ X there
exists a solution (FG(M), (θ, ω), h) of the associated Cartan realization problem with
x ∈ Imh, then (A, [·, ·], ρ) is a Lie algebroid.
The proof of this proposition given by Bryant consists in working in local coor-
dinates around x ∈ X and observing that the differential equations that (c, R, F )
must satisfy for (A, [·, ·], ρ) to be a Lie algebroid are the same equations that one
deduces using d2 = 0 by differentiating the structure equations (1.1) and (1.2) for
a solution (FG(M), (θ, ω), h) with x ∈ Imh.
We will come back to this result later after we introduce the language of G-
structure groupoids and algebroids.
2.2. Extremal Ka¨hler metrics on surfaces. Recall that if (M, g,Ω, J) is a com-
pact Ka¨hler manifold then g is an extremal metric (i.e., is a critical point of the
Calabi functional) if and only if the Hamiltonian vector field XK associated with
the scalar curvature K is the real part of a holomorphic vector field (see [17, Theo-
rem 4.2]). In the non-compact case the Calabi functional does not make sense and
we take the later property as the definition of extremal metric:
Definition 2.2. We say that a Ka¨hler surface (M2, g,Ω, J) is an extremal Ka¨hler
surface if the Hamiltonian vector field XK associated with the Gaussian curvature
K is an infinitesimal isometry.
The problem of classification of extremal Ka¨hler surfaces leads naturally to a
Cartan’s realization problem as follows. Given such a surface (M2, g,Ω, J) we
first pass to the unitary frame bundle π : FU(1)(M) → M , where we have the
tautological 1-form θ ∈ Ω1(FU(1)(M),C) and the Levi-Civita connection 1-form
ω ∈ Ω1(FU(1)(M), u(1)). They satisfy the structure equations:{
dθ = −ω ∧ θ
dω = K2 θ ∧ θ¯
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where we useK to denote both the Gaussian curvature and its pullback to FU(1)(M).
The pullback of the symplectic form Ω to FU(1)(M) is given by:
π∗Ω = − i
2
θ ∧ θ¯.
Hence, if X˜K is the lift of XK to FU(1)(M), we then have:
i
2
i
X˜K
(θ ∧ θ¯) = −i
X˜K
π∗Ω = −dK.
Letting T : FU(1)(M)→ C be the complex-valued function T := i2θ(X˜K), the last
equation reads:
−dK = T¯ θ + T θ¯.
The assumption that X˜K is the lift of XK is equivalent to:
L
X˜K
θ = 0.
This, together with the structure equations, yields:
dT =
i
2
d i
X˜K
θ = − i
2
i
X˜K
dθ
=
i
2
i
X˜K
(ω ∧ θ) = Uθ − Tω,
where U : FU(1)(M)→ R is the real-valued function U := i2ω(X˜K).
The assumption that XK is an infinitesimal isometry is equivalent to:
L
X˜K
ω = 0.
so differentiating U we obtain:
dU =
i
2
d i
X˜K
ω = − i
2
i
X˜K
dω
= − i
4
K i
X˜K
(θ ∧ θ¯) = 1
2
KdK = −K
2
(T¯ θ + T θ¯).
In other words, to find extremal Ka¨hler surfaces is the same as to find a U(1)-
structure P with tautological form θ ∈ Ω1(P,C) and connection 1-form ω ∈
Ω1(P, iR), together with a map (K,T, U) : P → R× C× R, satisfying:
(2.1)


dθ = −ω ∧ θ
dω = K2 θ ∧ θ¯
dK = −(T¯ θ + T θ¯)
dT = Uθ − Tω
dU = −K2 (T¯ θ + T θ¯)
The manifold M = P/U(1) will carry the desired extremal Ka¨hler metric.
Remark 2.3. A Bochner-Ka¨hler metric is a Ka¨hler metric for which the Bochner
tensor vanishes. In (real) dimension 2, it does not make sense to talk about the
Bochner tensor. However, Bochner-Ka¨hler metrics form a special class of extremal
metrics, and Bryant in [2] takes “extremal” as the definition of a Bochner-Ka¨hler
metric in dimension 2 (he observed that the differential equations satisfied by a
Bochner-Ka¨hler metric in dimension 2 still make sense and reduce to (2.1)).
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2.3. The Lie algebroid of extremal Ka¨hler surfaces. Comparing the structure
equations (2.1) with the general structure equations (1.1), (1.2), we can extract the
relevant Cartan data (G,X, c,R, F ). First, onX = R×C×R we denote by (K,T, U)
global coordinates and we have the right U(1)-action:
(K,T, U)g = (K, g−1T, U), g ∈ U(1),
with associated infinitesimal action ψ : X × u(1)→ TX :
ψ(α)|(K,T,U) = (0,−αT, 0) , α ∈ u(1).
The torsion c : X → Hom(∧2C,C) vanishes identically while the curvature is the
U(1)-equivariant map R : X → Hom(∧2C, u(1)) given by:
R(K,T, U)(z ∧ w) = K
2
(zw¯ − z¯w).
On the other hand, the U(1)-equivariant map F : X × C→ TX , is given by:
F ((K,T, U), z) =
(
−T z¯ − T¯ z, Uz,−K
2
T z¯ − K
2
T¯ z
)
.
Hence, we can write the explicit Lie algebroid associated with the classification
problem of extremal Ka¨hler surfaces. We have the trivial bundle A = X × (C ⊕
u(1)) → X , with base X = R × C × R. The Lie bracket is defined on constant
sections by:
[(z, α), (w, β)]|(K,T,U) := (αw − βz,−K
2
(zw¯ − z¯w)),
while the anchor is given by:
ρ(z, α)|(K,T,U) :=
(
−T z¯ − T¯ z, Uz − αT,−K
2
T z¯ − K
2
T¯ z
)
.
One can check easily that the bracket satisfies the Jacobi identity, so this is indeed
a Lie algebroid.
2.4. G-action, connections and tautological form. The Lie algebroid A→ X
which we have associated with a Cartan Data (G,X, c,R, F ) is rather special. It
comes equipped with:
• an action of the structure group G on the bundle A = X × Rn ⊕ g → X
given by:
(x, u, α)g = (xg, g−1u, g−1αg),
where we use the G-action on X and the fact that G ⊂ GL(n,R).
• algebroid 1-forms θ ∈ Ω1(A;Rn) and ω ∈ Ω1(A; g) given by the projections
from A to Rn and g.
One should think of θ and ω as the tautological and the connection 1-forms on A.
These turn A→ X into a G-structure algebroid with connection.
In the next sections we will define what areG-structure algebroids and groupoids,
as well as connections on them, and how one can find G-realizations using Lie
groupoid theory, eventually solving Cartan’s realization problem.
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3. G-principal groupoids, G-principal algebroids and connections
In this section we will introduce G-principal groupoids and G-principal alge-
broids, which parameterize, globally and infinitesimally, families of G-principal
bundles. We will also introduce connections on them. This will allows us to de-
fine in the next section G-structure groupoids and G-structure algebroids, and to
consider connections on them.
Convention. Henceforth we will assume that G is a compact group. This
covers most applications, but not all. This hypothesis is made in order to simplify
the exposition and can be removed by including properness assumptions in various
definitions and propositions. We will comment on these as we go along.
3.1. G-structures over orbifolds. The solutions to Cartan realization problem
are naturally G-structures over orbifolds. We collect here some basic facts about
principal bundles and G-structures over an orbifold M . We will consider only
effective orbifolds for which a good general reference is [14]. Although G-structures
over orbifolds are not treated in [14] the following facts can easily be proved with
the techniques developed there, by mimicking the usual proofs for G-structures over
smooth manifolds.
We will work mainly with right actions of Lie groups. By a principal action
of a Lie group G on a manifold P we mean a proper, effective and locally free
action P ⋊ G → P . According to our convention, G is assumed to be compact
so properness is automatic. In this case, M = P/G has a natural structure of an
effective orbifold (see [14]), and we call π : P →M a G-principal bundle over the
orbifoldM . Principal bundle connections are defined in the usual way by horizontal
distributions which are preserved by the the G-action. They are determined by a
connection 1-form ω ∈ Ω1(P ; g) which satisfies the two properties:
• vertical :
TpP = ker dpπ ⊕ kerωp and ω(αP ) = α, ∀α ∈ g;
• G-equivariance:
ωpg(ξg) = Ad g−1 · ωp(ξ), ∀g ∈ G.
For a n-dimensional orbifoldM we denote by π : F(M)→M its frame bundle.
It is a principal GL(n,R)-bundle: F(M) is a smooth manifold ([14, Section 2.4])
and it has a proper, effective, locally free action of GL(n,R), such that M =
F(M)/GL(n,R). The frame bundle has a canonical Rn-valued tautological 1-
form θ ∈ Ω1(F(M),Rn) defined by
θp(ξ) = p
−1(dpπ(ξ)), (p ∈ F(M), ξ ∈ TpF(M)).
Any local diffeomorphism of orbifolds ϕ : M → N lifts to a bundle map of the
associated frame bundles
ϕ˜ : F(M)→ F(N), ϕ˜(p)(v) = dϕ(pv),
preserving the tautological 1-forms: ϕ˜∗θN = θM .
More generally, if G ⊂ GL(n,R) is a closed subgroup, we consider G-structures
over M : they are given by a principal G-subbundle FG(M) ⊂ F(M). We say that
two G-structures FG(M) and FG(N) are (locally) equivalent if there exists a
(locally defined) diffeomorphism of orbifolds ϕ :M → N such that
FG(N) = ϕ˜(FG(M)).
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For a general G-structure FG(M) its tautological form is obtained by restricting
the tautological form of F(M) and will still be denoted by the same letter θ. It is
characterized by the following two properties:
• strong horizontality:
θp(ξ) = 0 if and only if ξ = αP |p, for some α ∈ g;
• G-equivariance:
θpg(ξg) = g
−1 · θp(ξ), ∀g ∈ G.
Given a G-principal bundle P → M , over a n-dimensional orbifold, equipped
with an Rn-valued form θ˜ ∈ Ω1(P ;Rn) which is both strongly horizontal and G-
equivariant, then there is a unique isomorphism P ≃ FG(M) with a G-structure
over M which maps θ˜ to the tautological form θ.
3.2. G-principal groupoids. We denote by Γ ⇒ X a Lie groupoid with space of
arrows Γ and space of objects X . We use the letters s and t for the source and
target maps, the symbol 1x for the identity arrow at x ∈ X and γ1 · γ2 for the
product of the composable arrows (γ1, γ2) ∈ Γ (2) := Γ ×s t Γ . Also, we denote by
T sΓ the tangent distribution to the source fibers.
Definition 3.1. A G-principal action on a Lie groupoid Γ ⇒ X along its
s-fibers is given by a principal action Γ × G → Γ, preserving source fibers and
satisfying:
(3.1) (γ1 · γ2) g = (γ1 g) · γ2, ∀(γ1, γ2) ∈ Γ (2), g ∈ G.
We will call such an action simply a G-principal action and we will call Γ a
G-principal groupoid. By a morphism of G-principal groupoids we mean a
groupoid morphism Φ : Γ1 → Γ2 which is G-equivariant.
For a G-principal groupoid Γ ⇒ X each source fiber s−1(x) is a G-principal
bundle over the orbifold M = s−1(x)/G. These are the main reasons we are inter-
ested in such groupoids: (i) they parameterize families of G-principal bundles and
(ii) they have infinitesimal versions, namely their Lie algebroids.
Remark 3.2. If we write a principal action as a left action G×Γ → Γ , then (3.1)
becomes:
g (γ1 · γ2) = (g γ1) · γ2.
This looks more natural than (3.1), but since our principal bundles are equipped
with right actions it is more efficient to define G-principal groupoids using right
actions.
There is a slightly different point of view on G-principal groupoids, which will
be useful when we introduce its infinitesimal version, and which we now explain.
First, given a G-principal groupoid Γ ⇒ X we have a G-action on X defined by:
(3.2) X ×G→ X, x g := t(1x g),
for which s : Γ → X is G-invariant and t : Γ → X is G-equivariant.
Next, we recall that given a (right) G-action on a manifold X we can form the
action Lie groupoid X ⋊G⇒ X , where an arrow is a pair (x, g) with source x and
target xg, and composition of arrows is given by:
(y, h) · (x, g) = (x, gh), if y = xg.
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Finally, we define the groupoid morphism:
(3.3) ι : X ⋊G→ Γ , (x, g) 7→ 1x g.
Given such a groupoid morphism it will be useful to adopt the following notation.
We will say that ι : X ⋊G→ Γ is
(a) effective if given e 6= g ∈ G there exists an x ∈ X with ι(x, g) 6= 1x;
(b) injective if for any x ∈ X and g ∈ G one has ι(x, g) = 1x if and only if g = e;
(c) locally injective if for any x ∈ X there is an open e ∈ Ux ⊂ G such that
g ∈ Ux and ι(x, g) = 1x if and only if g = e.
Proposition 3.3. Let Γ ⇒ X be a Lie groupoid. If Γ×G→ Γ is a G-principal ac-
tion, then (3.2) defines a G-action on X, (3.3) defines an effective, locally injective,
Lie groupoid morphism, and the action takes the form:
(3.4) Γ ×G→ Γ , γ g := ι(t(γ), g) · γ.
Conversely, given an action X × G → X and an effective, locally injective, Lie
groupoid morphism ι : X ⋊G→ Γ, (3.4) defines a G-principal action on Γ.
Proof. Let Γ × G → Γ be a G-principal action. To check that (3.2) defines a G-
action observe first that that xe = x, where e ∈ G denotes the identity element.
We must also verify that (xg)h = x(gh), but this is equivalent to
t(1t(1xg)h) = t((1xg)h).
Condition (3.1) now gives
t((1xg)h) = t((1t(1xg) · 1xg)h) = t((1t(1xg)h) · 1xg) = t(1t(1xg)h),
and therefore we have a G-action on X . Since the G-action on Γ is effective and
locally free, it is now easy to check from (3.3) that the map ι : X ⋊ G → Γ is an
effective, locally injective, Lie groupoid morphism.
Conversely, assume that G acts on X on the right, ι : X ⋊ G → Γ is an effec-
tive, locally injective, Lie groupoid morphism, and define γg = ι(t(γ), g) · γ. It is
straightforward to verify that this is indeed an effective, locally free, action along
the s-fibers of Γ satisfying (γ · γ′)g = (γg) · γ′.

Remark 3.4. In general, the G-action on X is neither free, nor effective. Note
also that all actions involved are proper since we are assuming that G is compact.
When G is not compact, one needs to assume that the action of G on the source
fibers is proper. When Γ is a Hausdorff groupoid, this is equivalent to the morphism
ι : X ⋊G→ Γ being a proper map.
The previous proposition shows that we can define the G-principal action on Γ
by specifying first a G-action on X and then a groupoid morphism ι : X ⋊G→ Γ .
We will often use this alternative point of view and we call ι the action morphism
of the G-principal groupoid. For example, a morphism of G-principal groupoids can
be alternatively characterized as a morphism of groupoids
Γ1
Φ //

Γ2

X1
φ
// X2
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which intertwines the actions morphisms:
Φ ◦ ι1 = ι2 ◦ (φ× I).
The action morphism ι : X ⋊G→ Γ also allows us to define an action of G on
Γ by inner automorphisms:
(3.5) Γ ×G→ Γ , γ ⊙ g := ι(t(γ), g) · γ · ι(s(γ), g)−1.
In general, the inner action of G on Γ does not determine the original G-action on
Γ. In fact, two distinct action morphisms ι1, ι2 : X ⋊G→ Γ may induce the same
inner action of G on Γ.
Example 3.5. Any G-principal bundle π : P →M can be viewed as a G-principal
groupoid. Indeed, a G-principal action on the manifold P is the same thing as a
G-principal action on the pair groupoid Γ = P × P ⇒ P . The two actions are
related by:
Γ ×G→ Γ , (p1, p2) g := (p1g, p2).
and condition (3.1) holds since we have:
((p1, p2) · (p2, p3)) g = (p1, p3) g = (p1 g, p3) = ((p1, p2) g) · (p2, p3).
The action morphism of this G-principal groupoid is given by:
ι : P ⋊G→ P × P, ι(p, g) = (p g, p),
and the associated inner action by groupoid auotmorphhisms is given by:
(p1, p2)⊙ g = (p1g, p2g).
In this case all source fibers s−1(x) are diffeomorphic to P and s−1(x)/G =M , so
this groupoid parameterizes a trivial family of G-principal bundles with fiber P and
base M .
Example 3.6. As we observed above, for a G-principal groupoid Γ ⇒ X, each
source fiber is a G-principal bundle s−1(x)→ s−1(x)/G, hence it determines (pre-
vious example) a G-principal groupoid s−1(x) × s−1(x) ⇒ s−1(x). These two G-
principal groupoids are related by the morphism of G-principal groupoids covering
the target map:
s−1(x)× s−1(x) //

Γ

s−1(x)
t
// X
(γ1, γ2) 7→ γ1 · γ−12 .
Example 3.7. Let H be a Lie group that acts (on the left) on some manifold X.
Then we have the associated action groupoid
Γ = H ×X ⇒ X.
If G ⊂ H is a closed subgroup, we can define an G-principal action on Γ by setting:
(h, x) g := (g−1h, x).
One checks immediately that the condition (3.1) holds. The action morphism of
this G-principal groupoid is given by:
ι : X ⋊G→ H ×X, ι(x, g) = (g−1, x),
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and has an associated inner action by groupoid automorphhisms:
(h, x)⊙ g = (g−1hg, x).
This groupoid parameterizes a trivial family of G-principal bundles with fiber H and
base H/G.
Example 3.8. There exists a (non-Hausdorff) bundle of Lie groups over the real
line Γ ⇒ R with fibers:
s−1(x) = t−1(x) ≃


SO(3,R), if x > 0
SO(2,R)⋉R2, if x = 0
SL(2,R), if x < 0
One can embed the group SO(2,R) as a subgroup of each of these groups in such a
way that one obtains a smooth groupoid morphism ι : R ⋊ SO(2,R) → Γ. Clearly,
SO(2,R) must act trivially on the real line and ι is an action morphism so that
Γ ⇒ R is a SO(2,R)-principal groupoid. This groupoid parameterizes a a non-
trivial family of SO(2,R)-principal bundles whose base are S2 (x > 0), R2 (x = 0)
or H2 (x < 0).
3.3. G-principal algebroids. We will denote by A → X a Lie algebroid with
anchor ρ : A → TX and Lie bracket [·, ·]. If a Lie group G acts on A by Lie
algebroid automorphisms, it has an associated infinitesimal action, namely the Lie
algebra morphism ψ̂ : g → Der(A), into the Lie algebroid derivations of A, given
by:
ψ̂(α)(s) :=
d
dt
∣∣∣∣
t=0
(exp(tα))∗s, α ∈ g, s ∈ Γ(A),
where the right hand side of the expression above denotes the action of G on Γ(A)
induced by the action of G on A. The G-action on A covers a G-action on X which
also has an associated infinitesimal action ψ : g→ X(X):
ψ(α)(f)(x) :=
d
dt
∣∣∣∣
t=0
f(x exp(tα)), f ∈ C∞(X).
The two infinitesimal actions are related: the derivation ψ̂(α) ∈ Der(A) has symbol
the vector field ψ(α) ∈ X(X), so that:
ψ̂(α)(fs) = f ψ̂(α)(s) + ψ(α)(f)s, α ∈ g, s ∈ Γ(A), f ∈ C∞(X).
Definition 3.9. A G-action on a Lie algeboid A by Lie algebroid automorphisms
with infinitesimal action ψ̂ : g→ Der(A) is called a G-principal action if there is
an injective algebroid morphism i : X ⋊ g→ A such that:
ψ̂(α) = [i(α),−].
We call A a G-principal algebroid and i : X ⋊ g→ A the action morphism.
A morphism of G-principal Lie algebroids is a Lie algebroid morphism
A1

Φ // A2

X1
φ
// X2
which is G-equivariant and which intertwines the action morphisms:
Φ ◦ i1 = i2 ◦ (φ× I).
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The action morphism i : X⋊g→ A is part of the data defining a G-principal Lie
algebroid: there could be more that one such morphism determining the same infin-
itesimal action ψ̂ : g → Der(A). When G is connected, this morphism determines
the G-action.
Proposition 3.10. Let Γ ⇒ X be a G-principal Lie groupoid with action morphism
ι : X⋊G→ Γ. Then its Lie algebroid A→ X is a G-principal algebroid with action
morphism i = ι∗ : X ⋊ g→ A.
Conversely, given a G-principal algebroid A→ X, a Lie groupoid Γ ⇒ X inte-
grating A admits a (unique) G-principal action inducing the G-action on A provided
the action morphism i : X⋊g→ A integrates to an effective Lie groupoid morphism:
ι : X ⋊G→ Γ .
Proof. Assume first that we have a G-principal action Γ ×G→ Γ . Differentiating
the associated inner G-action on Γ , given by (3.5), we obtain a G-action on the Lie
algebroid A of Γ by Lie algebroid automorphisms:
A×G→ A, ξ ⊙ g := d
dt
∣∣∣∣
t=0
γ(t)⊙ g, (ξ ∈ Ax, g ∈ G),
where γ(t) is a curve in the source fiber s−1(x) with γ(0) = 1x and γ˙(0) = ξ.
The G-action on A is proper and effective (but it may fail to be free). It covers
the G-action on X and it has an associated infinitesimal action ψ̂ : g → Der(A).
The action morphism ι : X ⋊ G → Γ differentiates to a Lie algebroid morphism
i : X ⋊ g→ A and we find that:
ψ̂(α)(s) = [i(α), s].
This proves the first half of the theorem.
Conversely, given a G-principal action on A → X and a Lie groupoid Γ ⇒ X
integrating A, if the morphism i : X⋊g→ A integrates to a Lie groupoid morphism
ι : X ⋊ G → Γ , the latter must be locally injective, since the former is injective
by definition. Then, as in Proposition 3.3, formula (3.4) defines a G-action on Γ
which is principal provided it is effective. 
Remark 3.11. If the G-action on A is effective, the action morphism i : X⋊g→ A
integrates to an effective Lie groupoid morphism ι : X ⋊G → Γ . Indeed, assume
that that this was not the case, so there exists e 6= g0 ∈ G such that i(x, g0) = 1x
for all x ∈ X . If follows that for the associated inner action of G on Γ , given by
(3.5), the element g0 also acts trivially. Hence, the element g0 acts trivially on
A, contradicting the assumption that G acts effectively on A. This covers many
applications.
When it comes to morphisms, observe that a morphisms of G-principal groupoids
Φ : Γ1 → Γ2 induces a morphism Φ∗ : A1 → A2 of the associated G-principal
algebroids. The converse, in general, fails unless Γ1 is the canonical G-integration
of A1, to be discussed later in Section 6.
Example 3.12. A G-principal action on the tangent Lie algebroid A = TP → P
covering an effective G-action on P , is the same thing as a G-principal action on
P . Indeed, the infinitesimal action ψ : g 7→ X(P ) can be viewed as a Lie algebroid
morphism:
i : P ⋊ g→ TP, (x, α) 7→ (αP )|p,
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and this is just the action morphism of the G-action on A = TP , since one checks
checks easily that its associated infinitesimal action is given by:
ψ̂ : g→ Der(TP ), α 7→ [i(α),−].
The condition that i : P ⋊ g → TP is injective, together with the assumption that
the G-action on P is effective, guarantees that we have a G-principal action. The
G-action on A = TP is the tangent lift of the G-action on P :
ξ ⊙ g = d
dt
∣∣∣∣
t=0
p(t) g,
where p(t) is any curve in P with p˙(0) = ξ.
Example 3.13. Given a G-principal groupoid Γ ⇒ X, it follows from Example
3.12 that T (s−1(x)) → s−1(x) is a G-principal algebroid. If A → X is the Lie
algebroid of Γ , then we have a morphism of G-principal Lie algebroids covering the
target:
T (s−1(x))

// A

s−1(x)
t
// X
vγ 7→ dRγ−1(vγ).
This morphism is just the infinitesimal version of the morphism of G-principal
groupoids given in Example 3.6.
Example 3.14. The G-principal algebroid corresponding to the G-principal action
of Example 3.7 is the action algebroid A = X ⋊ h→ X defined by the infinitesimal
action ψ : h→ X(X) associated with the H-action on X. The corresponding action
morphism is just the inclusion
i : X ⋊ g →֒ X ⋊ h.
The G-action on A is
(x, α) ⊙ g = (g−1x,Ad g−1α), (x, α) ∈ X ⋊ h,
where Ad denotes the restriction of the adjoint action of H to G.
Example 3.15. The SO(2,R)-principal algebroid corresponding to the SO(2,R)-
principal action of Example 3.8 is the bundle of Lie algebras A = R×R3 → R with
Lie bracket given by:
[e1, e2] = xe3, [e2, e3] = e1, [e3, e1] = e2,
where we have denoted by {e1, e2, e3} the basis of constant sections of A associated
with the canonical basis of R3. The action morphism of this Lie algebroid is:
i : R⋊ so(2,R)→ A, (x, λ) 7→ λe3.
The SO(2,R)-action on A is given by
(x, v)⊙ e−iθ = (x,Rθv), (x, v) ∈ R× R3
where Rθ : R
3 → R3 denotes a rotation by an angle θ around the 3rd axis.
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3.4. Connections on G-principal groupoids. Virtually all the constructions
that one does with ordinary G-principal bundles, such as connections, associated
bundles, etc., extend to G-principal groupoids and G-principal algebroids. In this
paper connections play a crucial role.
Definition 3.16. A connection on a G-principal groupoid Γ ⇒ X is a right-
invariant distribution H ⊂ T sΓ
Hτ ·γ = (Rγ)∗Hτ , ∀(τ, γ) ∈ Γ ×s t Γ ,
satisfying:
(i) H is horizontal along s-fibers:
T sγΓ = Hγ ⊕ Tγ(γG), ∀γ ∈ Γ ;
(ii) H is G-invariant:
Hγ g = g∗(Hγ), ∀g ∈ G.
A morphism of G-principal groupoids with connection is a G-principal groupoid
morphism Φ : Γ1 → Γ2 such that Φ∗(H1) ⊂ H2.
Hence, a connection H on G-principal groupoid consists of a smooth family of
(usual) connections {Hx : x ∈ X} on the G-principal bundle s−1(x)→ s−1(x)/G.
We can also define connections via connections 1-forms. For that, recall that a
right-invariant k-form on a Lie groupoid Γ ⇒ X with values in a vector space V is
an s-foliated, V -valued, differential form Ω ∈ Γ (∧kT sΓ ;V ) satisfying:
(dRγ)
∗Ωτ = Ωτγ, ∀(τ, γ) ∈ Γ ×s t Γ .
We write ΩkR(Γ ;V ) to denote the set of V -valued, right-invariant k-forms. Exactly
as ordinary principal bundle connections, one has the following:
Proposition 3.17. Given a connection H on a G-principal groupoid Γ ⇒ X there
is a unique right-invariant g-valued 1-form Ω ∈ Ω1R(Γ ; g) with KerΩ = H and
satisfying:
(i) Ω is vertical:
Ω(αΓ ) = α, ∀α ∈ g.
(ii) Ω is G-equivariant:
Ωγg(vg) = Ad g−1 · Ωγ(v), ∀v ∈ T sγΓ , g ∈ G.
Conversely, given a right-invariant 1-form Ω ∈ Ω1R(Γ ; g) satisfying (i) and (ii), its
kernel H = KerΩ defines a connection.
We call Ω ∈ Ω1R(Γ ; g) the connection 1-form of H. The restriction of the con-
nection 1-form Ω ∈ Ω1R(Γ ; g) to the source fiber s−1(x) gives the (usual) connection
1-form Ωx of the connection Hx on the G-principal bundle s−1(x)→ s−1(x)/G.
Example 3.18. Under the correspondence between G-principal bundles P → M
and G-principal groupoids P × P ⇒ P discussed in Example 3.5, specifying a con-
nection H on the G-principal bundle π : P → M is the same thing as specifying a
connection H on the pair groupoid P × P ⇒ P . The two notions of connection are
related by:
H := {(v, 0) ∈ T (P × P ) : v ∈ H}.
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If ω ∈ Ω1(P ; g) is the connection 1-form of the connection on P , then the connection
1-form of the groupoid Γ is the g-valued right-invariant form defined by:
Ω(v, 0) = ω(v).
The curvature 2-form of a connection Ω is a right-invariant, g-valued, 2-form
Curv(Ω) ∈ Ω2R(Γ ; g),
which measures the failure of the horizontal distribution H in being integrable. It
can be defined, e.g., by:
Curv(v, w) := dΩ(h(v), h(w)), v, w ∈ T sΓ .
Here h : T sΓ → H denotes the projection and d : ΩkR(Γ ;V )→ Ωk+1R (Γ ;V ) denotes
the s-foliated differential (de Rham differential along the s-fibers). Of course, the
restriction of Curv(Ω) to the s-fiber s−1(x) is the usual curvature 2-form of the
induced connection on s−1(x)→ s−1(x)/G. This leads immediately to:
Proposition 3.19. Given a connection H on a G-principal groupoid Γ ⇒ X, the
connection 1-form satisfies:
(i) 1st structure equation:
dΩ = −Ω ∧Ω + Curv(Ω);
(ii) 1st Bianchi’s identity:
dCurv(Ω)|H = 0.
A morphism of Lie groupoids Φ : Γ1 → Γ2 maps source-fibers to source-fibers,
and so induces a pullback map of V -valued right-invariant forms:
Φ∗ : ΩkR(Γ2;V )→ ΩkR(Γ1;V ).
In the case of a morphism of G-principal groupoids we find:
Proposition 3.20. Given two G-principal groupoids with connection Γ1 and Γ2,
a morphism of groupoids Φ : Γ1 → Γ2 is a morphism of G-principal groupoids with
connections if and only if it is G-equivariant and preserves the connection 1-forms:
Φ∗Ω2 = Ω1.
Proof. Since a morphism of G-principal groupoids maps G-orbits isomorphically to
G-orbits, we have that Φ∗(αΓ1) = αΓ2 . Therefore:
Φ∗Ω2(αΓ1) = Ω2(Φ∗(αΓ1)) = Ω2(αΓ2) = α.
On the other hand, we have:
Φ∗Ω2(v) = 0 ⇔ Ω2(Φ∗(v)) = 0 ⇔ Φ∗(v) ∈ H2.
Hence:
(a) if Φ∗(H1) ⊂ H2, since theG-actions are locally free, we see thatH1 = Ker (Φ∗Ω2)
and Φ∗Ω2(αΓ1) = α for all α ∈ g, so we must have Ω1 = Φ∗Ω2;
(b) if Ω1 = Φ
∗Ω2, then v ∈ KerΩ1 = H1 implies that Φ∗(v) ∈ H2, so Φ preserves
the connections.

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Example 3.21. For an arbitrary G-principal groupoid Γ ⇒ X with connection H,
each source fiber s−1(x) → s−1(x)/G is a G-principal bundle with connection. As
we saw in Example 3.18, the pair groupoid s−1(x)× s−1(x)⇒ s−1(x) is then a G-
principal groupoid with connection, and we then we have a morphism of G-principal
bundles with connections covering the target map (see Example 3.6):
s−1(x)× s−1(x) //

Γ

s−1(x)
t
// X
(γ1, γ2) 7→ γ1 · γ−12 .
3.5. Connections on G-principal algebroids. A connection H on a G-principal
groupoid Γ ⇒ X , being a right-invariant distribution, defines a subbundleH = H|X
of the Lie algebroid A → X of Γ . This subbundle is complementary to the image
of the morphism i : X ⋊ g → A and it is immediate to check that it satisfies the
properties in the following definition:
Definition 3.22. A connection on a G-principal algebroid A→ X is a subbundle
H ⊂ A satisfying:
(i) H is horizontal relative to i : X ⋊ g→ A:
A = H ⊕ Im i;
(ii) H is G-invariant:
Hx g = g∗(Hx).
A morphism of G-principal algebroids with connection is a G-principal algebroid
morphism Φ : A1 → A2 such that Φ∗(H1) ⊂ H2.
Clearly, given a G-principal groupoid Γ ⇒ X with Lie algebroid A → X , re-
striction along the unit section H 7→ H = H|X gives a 1:1 correspondence:
(3.6)

connections H onΓ ⇒ X

 ←˜→

connections H onA→ X

 .
At the algebroid level one can also characterize connections using differential
A-forms:
Proposition 3.23. Given a connection H on a G-principal algebroid A→ X there
is a unique g-valued A-form ω ∈ Ω1(A; g) with Kerω = H and satisfying:
(i) It is vertical relative to the morphism i : X ⋊ g→ A:
ω(i(α, x)) = α, ∀α ∈ g, x ∈M ;
(ii) It is G-equivariant for the G-action on A by automorphisms:
ωxg(ξ ⊙ g) = Ad g−1 · ωx(ξ), ∀ξ ∈ Ax, g ∈ G).
Conversely, given a g-valued A-form ω ∈ Ω1(A; g) satisfying (i) and (ii), its kernel
H = Kerω defines a connection.
The proof follows easily from the definitions and so is left to the reader.
Obviously, the A-form ω ∈ Ω1(A; g) given in the previous proposition out to be
called the connection 1-form of the connection H . When A is the Lie algebroid
of a G-principal groupoid Γ , under the 1:1 correspondence (3.6) the connection
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1-forms Ω ∈ Ω1R(Γ ; g) and ω ∈ Ω1(A; g) correspond to each other via restriction
along the identity section:
Ω1R(Γ ; g) ∋ Ω ←→ ω ∈ Ω1(A; g), with ωx := Ω1x .
Remark 3.24. Under our standing assumption that G is compact, any G-principal
algebroid admits a connection. In fact, if we consider the short exact sequence
0 −→ X ⋊ g i−→ A −→ A/Imi −→ 0,
then a connection is just a G-equivariant splitting of the map i. To construct such
a splitting we may take an arbitrary splitting and use an averaging argument to
obtain a connection. We note also that since there is a 1:1 correspondence between
connections on G-principal groupoids and their G-principal algebroids it follows
that every G-principal groupoid admits a connection. This argument remains valid,
more generally, if we replace the compactness assumption on G by the assumption
that the G-action on A is proper.
Example 3.25. Under the correspondence between G-principal bundles P → M
and G-principal algebroids TP → P (see Example 3.12), a connection H on the
G-principal bundle π : P → M is the same thing as a connection on the algebroid
TP → P . The two notions of connection 1-form (in the principal bundle and
principal algebroid senses) coincide. Moreover, the connection H is the infinitesimal
version of the connection H on the pair groupoid P × P ⇒ P given in Example
3.18.
Naturally, we define the curvature 2-form of a connection H to be the A-form
Curv(ω) ∈ Ω2(A; g) given by:
Curv(ω)(ξ, ζ) := dAω(h(ξ), h(ζ)), ξ, ζ ∈ A,
where h : A → H denotes the projection, ω denotes the connection 1-form, and
dA : Ω
k(A;V )→ Ωk+1(A;V ) the Lie algebroid differential.
Proposition 3.26. Given a connection H on a G-principal algebroid A→ X, the
connection 1-form ω ∈ Ω1(A; g) satisfies:
(i) 1st structure equation:
dAω = −ω ∧ ω +Curv(ω);
(ii) 1st Bianchi’s identity:
dA Curv(ω)|H = 0.
Moreover, Curv(ω) = 0 if and only if H ⊂ A is a Lie subalgebroid.
Proof. Note that the space of sections Γ(A) is generated over C∞(X) by the hor-
izontal sections and the vertical sections of the form s = i(α), α ∈ g. Given two
sections s1, s2 ∈ Γ(A), we find:
(1) If both s1 and s2 are horizontal: then [ω, ω](s1, s2) = 0 and the identity
reduces to the definition of the curvature.
(2) If s1 = i(α1) and s2 = i(α2) are vertical: we find using the definition of the
Lie algebroid differential:
dAω(s1s2) = Lρ(s1)ω(s2)− Lρ(s2)ω(s1)− ω([s1, s2])
= Lψ(α1)α2 − Lψ(α2)α1 − [α1, α2]
= −[α1, α2] = −ω ∧ ω(s1, s2) + Curv(ω)(s1, s2).
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where we used that Curv(ω)(s1, s2) = 0 if si are vertical.
(3) If s1 = i(α1) is vertical and s2 is horizontal: then the right-hand of the
equation vanishes, so we only need to show that dAω(s1, s2) = 0. Again
using the definition of the Lie algebroid differential, we find:
dAω(s1s2) = Lρ(s1)ω(s2)− Lρ(s2)ω(s1)− ω([s1, s2])
= −Lψ(s2)α1 − ω([i(α1), s2]) = −ω([i(α1), s2]).
To see that this last expression vanishes, note that the G-equivariance of
ω implies that given an horizontal section s2 the translated section g
∗s2 is
also horizontal:
ω(g∗s2) = 0, ∀g ∈ G.
Setting g = exp(tα1) and differentiating at t = 0, we conclude that [i(α1), s2]
is horizontal, i.e., that ω([i(α1), s2]) = 0.
Since both sides of the structure equation are C∞(X)-linear, the identity holds for
any sections. Moreover, if both s1 and s2 are horizontal, we have:
Curv(ω)(s1, s2) = ω([s1, s2]).
Therefore the curvature vanishes iff the bracket of any horizontal sections is hori-
zontal, i.e., if H ⊂ A is a Lie subalgebroid.
Choosing a basis {e1, . . . , ed} for the Lie algebra, we have the components of the
connection ω =
∑d
i=1 ω
i ei and of the curvature Curv(ω) =
∑d
i=1Curv(ω)
i ei, and
we can write the structure equations the usual form:
dAω
i = −1
2
∑
jk
cijkω
j ∧ ωk +Curv(ω)i (i = 1, . . . , d),
where the cijk are the structure constants of the Lie algebra relative to the chosen
basis. Differentiating the structure equations we obtain:
0 = d2Aω
i =
1
2
∑
jk
cijk(dAω
j ∧ ωk + ωj ∧ dAωk) + dA Curv(ω)i.
When we evaluate on horizontal sections, we obtain Bianchi’s identity. 
A morphism of Lie algebroids Φ : A1 → A2 induces a pullback of V -valued
A-forms:
Φ : Ωk(A2;V )→ Ωk(A1;V ).
and this leads to the following characterization of morphisms of G-principal alge-
broids with connection, whose proof is immediate:
Proposition 3.27. Let A1 and A2 be G-principal algebroids with connection. A
Lie algebroid morphism Φ : A1 → A2 is a morphism of G-principal algebroids with
connection if and only if Φ is G-equivariant, intertwines the action morphisms and
preserves the connection 1-forms: Φ∗ω2 = ω1.
Example 3.28. Given a G-principal groupoid Γ ⇒ X with connection H, each
source fiber s−1(x) → s−1(x)/G is a G-principal bundle with connection Hx, and
so T (s−1(x))→ s−1(x) is a G-principal algebroid with connection Hx (see Example
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3.25). The Lie algebroid A→ X of Γ is a G-principal Lie algebroid with connection
H and we have a morphism of G-principal Lie algebroids with connection:
T (s−1(x))

// A

s−1(x)
t
// X
vγ 7→ dRγ−1(vγ).
This is, of course, the infinitesimal version of Example 3.21, The statement in the
previous proposition applied to this morphism, is just a consequence of the fact that
the connections 1-form on A and on Γ are related by right-translation.
4. G-structure groupoids and G-structure algebroids
We have now the necessary background on principal actions to introduce the
notions of G-structure groupoid and G-structure algebroid. Just like the source
fibers of a G-principal groupoid parameterize a family of G-principal bundles, we
will see that the source fibers of a G-structure groupoid parameterize a family
of G-structures. When the G-structure groupoid is equipped with a connection,
the resulting family of G-structures is exactly the type of family that appears in
Cartan’s realization problem.
4.1. G-structure groupoids. Recall our standing assumption that G is a compact
group. If not, in the next definition we should require G ⊂ GL(n,R) to be a closed
subgroup.
Definition 4.1. Given G ⊂ GL(n,R), a G-structure groupoid consists of a
G-principal groupoid Γ ⇒ X equipped with a right-invariant Rn-valued 1-form
Θ ∈ Ω1R(Γ ;Rn) satisfying:
(i) Θ is strongly horizontal:
Θγ(v) = 0 iff v = (αΓ )|γ , for some α ∈ g.
(ii) Θ is G-equivariant:
Θγ·g(v · g) = g−1 ·Θγ(v), ∀g ∈ G.
We call Θ the tautological form of the G-structure groupoid.
Amorphism of G-structure groupoids Φ : Γ1 → Γ2 is a morphism of G-principal
groupoids which preserves the tautological forms: Φ∗Θ2 = Θ1.
Remark 4.2. Since Θ is assumed to be right-invariant, condition (i) in the defi-
nition holds if and only if it holds along the identities. Using the action morphism
ι : X ⋊G→ Γ , we conclude that (i) is equivalent to:
Θ1x(v) = 0 iff v = d(x,e)ι(0, α), for some α ∈ g.
The definition of a G-structure groupoid Γ ⇒ X gives:
dim(s−1(x)) = n+ dimG, ∀x ∈ X.
On the other hand, there is no restriction on the dimension of the base X , which
can be arbitrary. A morphism of G-structure groupoids Φ : Γ1 → Γ2 restricts to
an e´tale map between the source-fibers.
The tautological form Θ restricts on each source fiber of Γ to a 1-form
θx = Θ|s−1(x) ∈ Ω1(s−1(x);Rn).
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By properties (i) and (ii) in the definition, this 1-form is strongly horizontal and
G-equivariant for the G-principal action on the fiber s−1(x). Hence, we obtain a
G-structure s−1(x) → s−1(x)/G over an orbifold. The G-structure groupoid Γ
assembles together smoothly all the G-structures on the s-fibers. The following
example is another instance of this fact:
Example 4.3. Similar to Example 3.5, a G-structure groupoid on the pair groupoid
P × P ⇒ P is the same thing as an ordinary G-structure on P → P/G =M . The
tautological 1-forms θ ∈ Ω1(P ;Rn) and Θ ∈ Ω1R(Γ ;Rn) are related by:
Θ(p1,p2)(v1, 0) = θp1(v).
Moreover, as in Example 3.6, for any G-structure groupoid Γ ⇒ X, each source
fiber s−1(x)→ s−1(x)/G has a G-structure, and we have a morphism of G-structure
groupoids covering the target map:
s−1(x)× s−1(x) //

Γ

s−1(x)
t
// X
(γ1, γ2) 7→ γ1 · γ−12 .
Example 4.4 (The trivial G-structure Lie group). For any closed subgroup G ⊂
GL(n.R) we can form the semi-direct product Lie group:
Γ := Rn ⋊G,
which we view as a Lie groupoid over a singleton {∗}. The G-action
Γ ×G→ Γ , (v, h, g) = (v, hg),
is a G-principal action (in the sense of Definition 3.1) and carries the tautological
form Θ ∈ Ω1R(Γ ;Rn) defined by:
Θ(u,g)(v, α) = g
−1v.
The resulting G-structure on s−1(∗) = Rn ⋊ G → s−1(∗)/G = Rn is the trivial
G-structure over Rn. So we call this the trivial G-structure Lie group.
Later we will see much less trivial examples.
4.2. G-structure algebroids. The infinitesimal version of a G-structure groupoid
is the following:
Definition 4.5. Let G ⊂ GL(n,R). A G-structure algebroid consists of a G-
principal algebroid A → X with action morphism i : X ⋊ g → A, equipped with a
Rn-valued A-form θ ∈ Ω1(A;Rn) satisfying:
(i) strong horizontality:
θx(ξ) = 0 iff ξ = i(x, α), for some α ∈ g.
(ii) G-equivariance:
θx·g(ξ · g) = g−1 · θx(ξ), ∀g ∈ G.
We call θ the tautological form of the G-structure algebroid.
A morphism of G-structure algebroids Φ : A1 → A2 is a morphism of G-
principal algebroids which preserves the tautological forms: Φ∗θ2 = θ1.
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The definition of a G-structure algebroid A→ X implies that:
rankA = n+ dimG.
There is no restriction on the dimension of the base X , which can be arbitrary.
A morphism of G-structure algebroids Φ : A1 → A2 is necessarily a fiberwise
isomorphism.
Since restriction along the unit section establishes a 1:1 correspondence between
right-invariant forms on the Lie groupoid Γ ⇒ X and A-forms on its Lie algebroid
A → X , the following result is an immediate consequence of Proposition 3.10 and
Remark 4.2
Proposition 4.6. If Γ ⇒ X is a G-structure groupoid with tautological form Θ,
then its Lie algebroid A → X is a G-structure algebroid with tautological form
θ = Θ|X.
Conversely, given a G-structure algebroid A→M with tautological form θ and a
Lie groupoid Γ ⇒ X integrating A, if the action morphism i : X⋊g→ A integrates
to an effective Lie groupoid morphism
ι : X ⋊G→ Γ ,
then there is a unique G-structure groupoid structure on Γ with tautological 1-form
the unique right-invariant, Rn-valued, 1-form Θ such that Θ|X = θ.
The previous proposition shows that G-structure algebroids parameterize, in-
finitesimally, families of G-structures. Again, this can be illustrated already in the
case of a single G-structure.
Example 4.7. A G-structure algebroid on A = TP → P is the same thing as a
G-structure on P → P/G =M . In fact, we saw in Example 3.12 that a G-principal
action on TP is the same thing as a G-principal bundle. Moreover, the form θ in
the definition of a G-structure algebroid is an ordinary form θ ∈ Ω1(P ;Rn) which
is strongly horizontal and equivariant in the usual sense.
Now, given a G-structure groupoid Γ ⇒ X, each source fiber s−1(x)→ s−1(x)/G
has a G-structure and so T (s−1(x)) → s−1(x) is a G-structure algebroid. The Lie
algebroid A of Γ is also a G-structure algebroid and we have a morphism of G-
structure algebroids:
T (s−1(x))

// A

s−1(x)
t
// X
vγ 7→ dRγ−1(vγ).
This is, of course, the infinitesimal version of Example 4.3.
4.3. G-structure groupoids with connection. Let Γ ⇒ X be a G-structure
groupoid with tautological form Θ. If, additionally, Γ is equipped with a connection
H, with associated connection 1-form Ω, we define the torsion of the connection
to be the right-invariant 2-form Tors(Ω) ∈ Ω2R(Γ ;Rn) given by:
Tors(Ω)(v, w) = dΘ(h(v), h(w)), v, w ∈ T sΓ .
The restriction of Tors(Ω) to the source fiber s−1(x) is the (usual) torsion 2-form
of the induced connection on s−1(x)→ s−1(x)/G. Therefore we find:
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Proposition 4.8. Given a connection H on a G-structure groupoid Γ ⇒ X, the
tautological 1-form Θ, the connection 1-form Ω and its torsion, satisfy:
(i) 2nd structure equation:
dΘ = −Ω ∧Θ+Tors(Ω);
(ii) 2nd Bianchi’s identity:
dTors(Ω)|H = (Curv(Ω) ∧Θ)|H.
The following proposition is also an immediate consequence of Proposition 3.20:
Proposition 4.9. Given two G-structure groupoids with connection Γ1 and Γ2, a
morphism of groupoids Φ : Γ1 → Γ2 is a G-structure groupoid morphism if and only
if it is G-equivariant and preserves the tautological and connection 1-forms:
Φ∗Θ2 = Θ1, Φ∗Ω2 = Ω1.
4.4. G-structure algebroids with connection. A similar story holds, at the
infinitesimal level, for a G-structure algebroid A→ X with connection H . Then we
have both a connection 1-form ω ∈ Ω1(A; g) and a tautological 1-form θ ∈ Ω1(A;Rn)
and we can define the torsion of the connection to be the Rn-valued A-form
Tors(ω) ∈ Ω2(A;Rn) given by:
Tors(ω)(ξ, ζ) := dAθ(h(ξ), h(ζ)), ξ, ζ ∈ A.
Clearly, under the correspondence between G-structure groupoids and G-structure
algebroids, given by Proposition 4.6, if a connection H on Γ corresponds to a
connection H on A, then the associated torsions Tors(Ω) and Tors(ω) correspond
to each other, so that:
Tors(ω)x = Tors(Ω)1x , ∀x ∈ X.
Moreover, we have the infinitesimal versions of the 2nd structure equation and
Bianchi’s identity. We leave the (easy) proof to the reader.
Proposition 4.10. Let A → X be a G-structure algebroid with connection H.
Then the tautological 1-form θ, the connection 1-form ω and its torsion satisfy:
(i) 2nd structure equation:
dAθ = −ω ∧ θ +Tors(ω);
(ii) 2nd Bianchi’s identity: for any horizontal sections s1, s2, s3 ∈ Γ(A),
dA Tors(ω)|H = (Curv(ω) ∧ θ)|H .
Also, the following characterization of morphisms is an immediate consequence
of Proposition 3.27:
Proposition 4.11. Given two G-structure algebroids with connection A1 and A2,
a morphism of algebroids Φ : A1 → A2 is a morphism of G-structure algebroids with
connection if and only if it is G-equivariant, intertwines the action morphisms, and
preserves the tautological and connection 1-forms:
Φ∗θ2 = θ1, Φ∗ω2 = ω1.
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Example 4.12. A G-structure algebroid structure with connection on TP → P is
the same thing as a G-structure with connection on P → P/G =M . Hence, if one
is given G-structures with connection (FG(Mi), θi, ωi), and a local diffeomorphism
ϕ :M1 →M2 the lift
ϕ˜ : FG(M1)→ FG(M2)
is a map of G-structures with connections if and only if the bundle map
dϕ˜ : T (FG(M1))→ T (FG(M2))
is a morphism of G-structure algebroids with connection.
4.5. Canonical form of a G-structure algebroid with connection. We are
now in condition to justify why G-structure algebroids with connection give the
appropriate language to deal with Cartan’s realization problem.
Given a G-structure algebroid with connection, the tautological and connection
1-forms give a coframe (θ, ω) for the vector bundle A → X . This allows to put a
Lie algebroid with connection in canonical form.
Definition 4.13. A G-structure algebroid A→ X with connection is said to be in
canonical form if
• A = X × (Rn ⊕ g) is the trivial vector bundle;
• the G-action on A takes the form: (x, u, α) g = (x g, g−1 u,Ad g−1 · α);
• the action morphism is the inclusion i : X ⋊ g→ A, (x, α)) 7→ (x, 0, α);
• the tautological form is given by the projection θ : X × (Rn ⊕ g)→ Rn;
• the connection is given by H = X × (Rn ⊕ {0}) ⊂ A or, equivalently, the
connection 1-form is the projection ω : X × (Rn ⊕ g)→ g.
The term “natural” in the next result is used as synonymous of “independent of
any choices”.
Proposition 4.14. Any G-structure algebroid with connection A→ X is naturally
isomorphic to one in canonical form.
Proof. The tautological and the connection 1-form give a coframe (θ, ω) for A defin-
ing an isomorphism
A
∼=−→ X × (Rn ⊕ g), ξx 7→ (x, θ(ξ), ω(ξ)).
One checks immediately that this puts A into canonical form. 
For a G-structure algebroid with connection in canonical form we can re-express
the torsion and curvature 1-forms as G-equivariant maps:
• torsion: c : X → Hom(∧2Rn,Rn):
c(x)(v, w) = Tors(ω)x(v, w);
• curvature: R : X → Hom(∧2Rn, g):
R(x)(v, w) = Curv(ω)x(v, w);
where we don’t distinguish between the vector v ∈ Rn and (x, 0, v) ∈ Ax. Using
these forms, we can deduce that the Lie bracket and the anchor take exactly the
form that was used in Section 2.1 in connection with Cartan’s realization problem.
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Proposition 4.15. For a G-structure algebroid with connection which is in canon-
ical form A = X × (Rn ⊕ g) → X the Lie bracket is given on constant sections
by:
(4.1) [(u, α), (v, β)] = (α · v − β · u− c(u, v), [α, β]g −R(u, v)),
while the anchor ρ : A→ TX takes the form:
(4.2) ρ(u, α) = F (u) + ψ(α), (u, α) ∈ Rn ⊕ g,
where F : X×Rn → TX is a G-equivariant bundle map and ψ : g→ X(X) denotes
the infinitesimal G-action on X.
Proof. If s1 and s2 are sections such that θ(si) and ω(si) are constant, then the
definition of the differential shows that:
dAθ(s1, s2) = −θ([s1, s2]), dAω(s1, s2) = −ω([s1, s2]).
So all we have to show is that:
−dAθ((u, α), (v, β)) = α · v − β · u− c(u, v),
−dAω((u, α), (v, β)) = [α, β]g −R(u, v)).
This follows easily from the structure equations and the definition of c and R.
The form of the anchor follows from the fact that the composition of the action
morphism i : X ⋊ g→ A with the anchor ρ is the infinitesimal action ψ.

For a Lie algebroid in canonical form, using expression (4.1) for the Lie bracket,
we deduce that the Jacobi identity is equivalent to the following set of equations:
(1) the Jacobi identity for the bracket on g
[[α, β]g, γ]g + [[β, γ]g, α]g + [[γ, α]g, β]g = 0,
(by considering constant sections of the form (0, α), (0, β) and (0, γ));
(2) the defining representation g ⊂ gl(n,R):
[α, β]g(u) = α(β(u)) − β(α(u)),
(by considering constant sections of the form (0, α), (0, β) and (u, 0));
(3) the g-equivariance of R and c:
ψ(α)(R(u, v)) = R(α(u), v) +R(u, α(v)),
ψ(α)(c(u, v)) = c(α(u), v) + c(u, α(v)),
(by considering constant sections of the form (0, α), (u, 0) and (v, 0));
(4) The 1st and 2nd Bianchi identities:⊙
u,v,w
{F (u)(c(v, w)) + c(c(u, v), w)} =
⊙
u,v,w
R(u, v)w,
⊙
u,v,w
{F (u)(R(v, w)) +R(c(u, v), w)} = 0,
(by considering constant sections of the form (u, 0), (v, 0) and (w, 0)). Here,
the symbol
⊙
means sum over the cyclic permutations.
We conclude that:
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Proposition 4.16. Let (G,X, c,R, F ) be a Cartan Data satisfying:⊙
u,v,w
{F (u)(c(v, w)) + c(c(u, v), w)} =
⊙
u,v,w
R(u, v)w,
⊙
u,v,w
{F (u)(R(v, w)) +R(c(u, v), w)} = 0,
then the Lie bracket (4.1) and the anchor (4.2) define a G-structure algebroid with
connection (in canonical form).
Let us give two simple examples of G-structure algebroids in normal form.
Example 4.17 (G-structure Lie algebras). Let A→ {∗} be a G-structure algebroid
over a singleton. This means that A = Rn ⊕ g is a Lie algebra with Lie bracket
[(u, α), (v, β)] = (α · v − β · u− c(u, v), [α, β]g −R(u, v)),
where c ∈ Hom(∧2Rn,Rn) and R ∈ Hom(∧2Rn, g) satisfy:
c(g · u, g · v) = g · c(u, v), R(g · u, g · v) = Ad gR(u, v), (g ∈ G).
If we assume that G is connected, these are equivalent to:
c(α·u, v)+c(u, α·v) = α·c(u, v), R(α·u, ·v)+R(u, α·v) = [α,R(u, v)]g, (α ∈ g).
The bracket satisfies the Jacobi identity iff additionally:⊙
u,v,w
R(u, v)w − c(c(u, v), w) = 0,
⊙
u,v,w
R(c(u, v), w) = 0.
When R = c = 0 we call A = Rn ⊕ g the trivial G-structure Lie algebra. The
corresponding Cartan Problem describes flat spaces.
Example 4.18 (Constant scalar curvatureG-structure algebroid). Let G = SO(n,R)
act trivially on X = R. Let A = Rn × (Rn ⊕ so(n,R)) → R be the G-structure al-
gebroid with zero torsion (c ≡ 0), zero anchor (F ≡ 0) and curvature given by:
R(x)(u, v)w = x (〈w, v〉u − 〈w, u〉v) .
One checks that ⊙
u,v,w
R(u, v)w = 0,
so the Jacobi identity holds. The corresponding Cartan Problem describes spaces of
constant scalar curvature, i.e., space forms.
4.6. G-realizations of a G-structure algebroid with connection. Let Γ ⇒ X
be any Lie groupoid with Lie algebroid A. Recall that one defines its Maurer-
Cartan form to be the right-invariant, A-valued, 1-form ωMC ∈ Ω1(T sΓ , t∗A)
defined by:
ωMC(X) = dRγ−1X, if X ∈ T sγΓ .
Equivalently, we can view ωMC as a bundle map:
T sΓ

ωMC // A

Γ
t
// X
The 1-form ωMC satisfies the Maurer-Cartan equation which can be equivalently
stated as saying that this bundle map is a Lie algebroid morphism (see, e.g., [11]).
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Combining Examples 3.28 and 4.7, if we are given aG-structure algebroidA→ X
with connection H and we assume that there is a G-structure groupoid Γ ⇒ X
with connection H integrating it, then each source fiber s−1(x) → s−1(x)/G is a
G-structure with connection Hx, and the restriction of the Maurer-Cartan form
gives a morphism of G-structure algebroids with connection:
T (s−1(x))

ωMC // A

s−1(x)
t
// X
If we don’t have a Lie groupoid around we can try to replace source fibers by
some G-structure with connection P → M . We are led to the following notion of
G-realization, which plays a crucial role in solving Cartan’s realization problem:
Definition 4.19. A G-realization of a G-structure algebroid A → X with con-
nection is a G-structure P → M with connection together with a morphism of
G-structure algebroids with connection:
TP

Φ // A

P
φ
// X
One calls φ : P → X the classifying map of the G-realization.
Note that in the case where the G-realization consists of a source fiber s−1(x) of
a Lie groupoid integrating A, its classifying map (the target map) is a submersion
onto the leaf containing x. For an arbitrary G-realization we have:
Lemma 4.20. The classifying map of a G-realization Φ : TP → A is a submersion
onto an open G-saturated subset of a leaf of A.
Proof. A G-realization Φ : TP → A, being a morphism of G-structure algebroids,
is a fiberwise isomorphism. Its base map φ : P → X is G-equivariant, so its image
is a G-saturated set. Also, composing Φ with the anchor, we conclude that for any
p ∈ P the differential of the classifying map:
dφ|p = (ρ ◦ Φ)|p : TpP → Tφ(p)L
is surjective, where L is the leaf containing Φ(p). It follows that the image of φmust
be an open saturated set U contained in L and that φ : P → U is a submersion. 
Open G-invariant subsets of the source fibers s−1(x) of any G-structure groupoid
Γ ⇒ X integrating A→ X , give obvious examples of G-realizations of A which are
not source fibers. Later we will discuss the existence and classification problems
for G-realizations.
5. Construction of solutions
We have now an appropriate language to deal with Cartan’s realization problem.
In this section we start by establishing the dictionary that gives the correspondence
between Cartan’s realization problem and its solutions with G-structure algebroids
with connection and their G-realizations. Then we will show how this allows one
to solve the existence problem.
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5.1. The dictionary. The first piece of the dictionary concerns Cartan Data. The
following result is essentially due to Bryant [2, Appendix A.4], but he ignores the
presence of the group, which for us is a crucial aspect:
Theorem 5.1. Let (G,X, c,R, F ) be a Cartan Data. If for each x ∈ X the as-
sociated Cartan Problem has a solution (FG(M), (θ, ω), h) with x ∈ Imh, then the
Cartan Data determines a G-structure algebroid A → X with connection. Con-
versely, every G-structure algebroid with connection determines Cartan Data.
Proof. Proposition 4.16 shows that Cartan Data (G,X, c,R, F ) determines a G-
structure algebroid with connection in canonical form provided it satisfies:⊙
u,v,w
{F (u)(c(v, w)) + c(c(u, v), w)} =
⊙
u,v,w
R(u, v)w,
⊙
u,v,w
{F (u)(R(v, w)) +R(c(u, v), w)} = 0.
So we need to check that these equations hold if for every x ∈ X the associated
Cartan Problem has a solution (FG(M), (θ, ω), h) with x ∈ Imh. For this, observe
that this solution (FG(M), (θ, ω), h) must satisfy the structure equations:

dθ = c(h)(θ ∧ θ)− ω ∧ θ
dω = R(h)(θ ∧ θ)− ω ∧ ω
dh = F (h, θ) + ψ(h, ω)
Now one checks easily that the equations above for F , R and c, follow by differen-
tiating these structure equations and using that d2 = 0 (this computation is done
in local coordinates in [2, Appendix A.4] or [11, Prop. 3.2]).
Conversely, by Proposition 4.15 and the discussion preceding it, a Lie algebroid
with connection is naturally isomorphic to one in canonical form and hence defines
Cartan Data. 
The second piece of the dictionary concerns solutions of Cartan Problem:
Theorem 5.2. Let (G,X, c,R, F ) be a Cartan Data defining a G-structure alge-
broid with connection A → X. The solutions of the associated problem are in one
to one correspondence with G-realizations of A.
Proof. It is proved in [11, Prop. 3.5] that in the case G = {e} solutions are in 1:1
correspondence with bundle maps which are Lie algebroid morphisms and fiberwise
isomorphisms. Applying this to our case, we observe that:
(a) Given a solution (FG(M), (θ, ω), h), the bundle T (FG(M)) → FG(M) is a G-
structure algebroid with connection (Example 4.12). The bundle map
T (FG(M))
(θ,ω) //

A

FG(M)
h
// X
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is a Lie algebroid morphism. Furthermore, due the canonical form of A, this
morphism is G-equivariant and we have a commutative diagram:
FG(M)⋊ g
i //

T (FG(M))

X ⋊ g
i
// A
Hence, (θ, ω) : T (FG(M))→ A is a G-realization.
(b) A G-realization of A is a a G-structure algebroid morphism Φ : TP → A,
where TP → P is a a G-structure algebroid with connection covering a map
h : P → X . Then P → P/G is a G-structure with connection (Example
4.12). Recall that Φ is necessarily a fiberwise isomorphism, and since A is in
canonical form, it must take the form Φ(vx) = (x, θ(v), ω(v)), where θ and ω
are the tautological and connection 1-forms in P . Hence, θ and ω are the h-
pullback of the tautological and connection 1-forms of A. Therefore, since the
later satisfy (1.2), the former satisfy the structure equations:{
dθ = c(h)(θ ∧ θ)− ω ∧ θ
dω = R(h)(θ ∧ θ)− ω ∧ ω
Finally, the fact that dh : TP → TX permutes the anchors, means that:
dh = F (h, θ) + ψ(h, ω)
This shows that (P, (θ, ω), h) is a solution of the Cartan’s realization problem
determined by the data (G,X, c,R, F ).

5.2. Existence of solutions I.
Definition 5.3. A G-structure algebroid with connection A→ X is G-integrable
if there exists a G-structure groupoid with connection Γ ⇒ X integrating it. We
call Γ a G-integration of A.
As we saw in Section 4.6, when A → X is G-integrable, a source fiber of a
G-integration Γ gives rise to a G-realization (s−1(x0), ωMC, t). Hence, as a conse-
quence of Theorem 5.2, we conclude that:
Corollary 5.4. Let (G,X, c,R, F ) be Cartan Data and assume that the associ-
ated Lie algebroid with connection A → X is G-integrable. The each source fiber
(s−1(x0), ωMC, t) of a G-integration Γ ⇒ X yields a solution of the corresponding
Cartan realization problem.
In this case, we can assume that A is in canonical form so it has fiber Rn ⊕ g.
Then ωMC gives rise to a pair of 1-forms on the source fiber:
θ : = pr
Rn
ωMC|s−1(x0) ∈ Ω1(s−1(x0),Rn),
ω : = pr
g
ωMC|s−1(x0) ∈ Ω1(s−1(x0), g).
These are the tautological 1-form and the connection 1-form of the G-structure
s−1(x0) → s−1(x0)/G solving the Cartan’s realization problem. For this reason,
we will often denote a G-realization of A→ X by (P, (θ, ω), h).
A Cartan’s realization problem, in general, has many other solutions besides
the ones arising as source fibers of G-integrations. Moreover, solutions can exist
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even when the G-structure algebroid with connection associated with the problem
is not G-integrable. Indeed, Lemma 4.20 shows that the image of the classifying
map of any G-realization is an open G-saturated set of a leaf. The restriction of a
G-structure algebroid A→ X to an open G-saturated subset U ⊂ L of a leaf is still
a G-structure algebroid. Hence, by the previous Corollary, given x0 ∈ X we can
produce a solution (P, (θ, ω), h) of Cartan’s realization problem with x0 ∈ Imh if we
can show that A|U is G-integrable, where U is some G-saturated open neighborhood
x0 ∈ U ⊂ L in the leaf L containing x0. We will discuss G-integrability in the next
sections and we will show that such a neighborhood U always exists even when
A→ X is not G-integrable (Theorem 7.1).
5.3. Universality of solutions. When G is a connected Lie group, solutions aris-
ing from source fibers of G-integrations, as in the previous paragraph, are universal
in the following sense:
Theorem 5.5 (Local Universal Property of ωMC). Let G ⊂ GL(n,R) be connected,
and let Γ ⇒ X be a G-structure groupoid integrating a G-structure algebroid with
connection A → X. Given a G-realization (P, (θ, ω), h) of A, choose p0 ∈ P and
let x0 = h(p0). Then there is a neighborhood U ⊂ M = P/G of m0 = π(p0) and a
unique embedding φ : P |U → s−1(x0) of G-realizations with φ(p0) = 1h(p0), making
the following diagram commute:
T (P |U ) φ∗ //❴❴❴❴❴❴❴

(θ,ω) ((◗◗
◗◗
◗◗
T (s−1(x0))

ωMCuu❦❦❦❦
❦❦❦
A

P |U φ //❴❴❴❴❴❴❴❴
h ((◗◗
◗◗
◗◗
◗ s
−1(x0)
tuu❦❦❦❦
❦❦
❦
X
Proof. We can assume that A is in canonical form. It follows from [11, Thm 4.6]
that there is a neighborhood V ⊂ P of p0 and a unique embedding φ : V → s−1(x0)
making the diagram above commutative and satisfying φ(p0) = 1x0. Since
φ∗ωMC = (θ, ω).
it follows that φ must be g-equivariant. Since G is connected and acts properly on
P , we can choose V is such that
(5.1) φ(pg) = φ(p)g, whenever g ∈ G, p, pg ∈ V.
Hence, the result will follow provided that we show that we can choose V to be
G-saturated, for then we can set U := V/G.
If V is not saturated let V¯ be the saturation of V and extend φ to an embedding
φ¯ : V¯ → s−1(x0) as follows: if p¯ ∈ V¯ then there exists p ∈ V and g ∈ G such that
p¯ = pg and we set:
φ¯(p¯) := φ(p)g.
The map φ¯ is well-defined: if p¯ = pg = p′g′ with p, p′ ∈ V and g, g′ ∈ G then
p = p′g′g−1, and we have by (5.1):
φ(p) = φ(p′g′g−1) = φ(p′)g′g−1 ⇒ φ(p)g = φ(p′)g.
Since φ¯ is G-equivariant, every orbit in V¯ intersects the open V , and the restriction
φ¯|V = φ is an embedding, it follows that φ¯ : V¯ → s−1(x0) is a G-equivariant
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embedding. One checks easily that it still makes the diagram above commute and
hence is a morphism of G-realizations. 
5.4. An elementary example: metrics of constant curvature. To illustrate
how the dictionary and the integration procedure above produce solutions of a
Cartan’s realization problem, we consider what is perhaps the simplest example:
metrics of constant curvature.
Given an oriented Riemannian manifold (M, g) with a metric of constant scalar
curvatureK, pass to the bundle of (oriented) orthogonal frames FSO(n,R)(M). Then
the Levi-Civita connection gives a connection 1-form ω which together with the
tautological 1-form θ satisfy the structure equations:{
dθ = −ω ∧ θ
dω = −K θ ∧ θ
and the condition that the scalar curvature is constant reads:
dK = 0.
These equations defines a Cartan Realization Problem. Using x = K has a coor-
dinate in R, we see that the associated Lie SO(n,R)-algebroid with connection is
precisely the constant scalar curvature Lie algebroid of Example 4.18:
A = R× (Rn ⊕ so(n,R))→ R.
This is a bundle of Lie SO(n,R)-algebras with fibers:
• for x > 0, Ax ≃ so(n+ 1,R);
• for x = 0, A0 ≃ so(n,R)⋉Rn;
• for x < 0, Ax ≃ so(n, 1).
We will see later that A integrates to a Lie SO(n,R)-groupoid Γ ⇒ R which is a
bundle of Lie groups (so s = t) with fibers:
• for x > 0, s−1(x) ≃ SO(n+ 1,R);
• for x = 0, s−1(0) ≃ SO(n,R)⋉Rn;
• for x < 0, s−1(x) ≃ SO(n, 1)+.
The group SO(n,R) acts trivially on the base R of the groupoid/algebroid. The
action morphism ι : R ⋊ SO(n,R) → Γ is, for each x ∈ R, the obvious inclusion
of SO(n,R) in each fiber. In particular, we find that this G-integration produces
solutions the SO(n,R)-structures s−1(x)→ s−1(x)/ SO(n,R):
• for x > 0, SO(n+ 1,R)→ Sn;
• for x = 0, SO(n,R)⋉Rn → Rn;
• for x < 0, SO(n, 1)+ → Hn.
These are, of course, the bundle of (oriented) orthogonal frames of the round metric
on the sphere, the flat metric on the plane and the hyperbolic metric of constant
scalar curvature x.
We will see later that in this example there is only one SO(n,R)-integration. Of
course there are many more manifolds with metrics of constant curvature besides
these (even complete ones, such as the flat torus). Since the leaves are just the
points of R, restricting to opens in the leaves does not add solutions. One can
consider SO(n)-saturated opens in the s-fibers: these just give open sets of the
solutions above. We will explain later how additional solutions can be obtained,
after we discuss G-integrability.
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6. G-integrability
According to the results in the previous section, in order to find solutions, it is
important to understand the following problem:
• When is A→ X a G-integrable algebroid?
In this section we will give a complete answer to this question. In particular, we will
see that G-integrability of A is stronger than (ordinary) integrability of A. From
now on, to simplify the discussion, we will assume that G is connected.
A first observation is that the connection doesn’t play any role here. On the
one hand, the correspondence (3.6) shows that if A → X is a Lie algebroid with
connection H and Γ ⇒ X is a G-structure groupoid integrating it, then there is
a unique connection H on Γ with Hx = Hx, for all x ∈ M . On the other hand,
by Proposition 4.6, a similar argument applies to the tautological forms: if A is
a G-structure algebroid with tautological form θ, and Γ is a G-principal groupoid
integrating A, then Γ has a unique tautological form Θ with Θ|M = θ.
Therefore, in this section we will assume that A→ X is a G-principal algebroid
and we will look for a G-principal groupoid Γ ⇒ X integrating it. If the latter
exists we will say that A is G-integrable and call Γ a G-integration of A.
6.1. The canonical G-integration. A Lie algebroid A→ X may fail to be inte-
grable, but when it is integrable it may have many integrations (see [7, 9]). Still,
there is a unique (up to isomorphism) integration Σ(A)⇒ X which has 1-connected
source fibers. One can characterize the groupoid Σ(A) as the maximal integration
among all s-connected integrations of A: for any s-connected integration Γ ⇒ X
of A there exists a unique e´tale, surjective, groupoid morphism Σ(A)→ Γ .
For a G-principal algebroid A which is G-integrable one can also look for a maxi-
mal G-integration. The following simple examples show that, if such an integration
exists, it will be different from Σ(A).
Example 6.1. Consider the trivial G-structure Lie algebra A = Rn ⊕ g (see Ex-
ample 4.17). It always admit a G-integration, namely the group semi-direct product
Γ = Rn ⋊ G: the action morphism i : g → Rn ⊕ g integrates to the inclusion
ι : G→ Rn ⋊G, g 7→ (0, g).
When G is not 1-connected, the 1-connected integration Σ(A) = Rn ⋊ G˜ fails to
be a G-integration: there is no action morphism ι : G→ Rn ⋊ G˜. In fact, it is not
hard to see that in this case Rn ⋊G is the only G-integration.
Example 6.2. Consider the SO(n,R)-structure Lie algebra A = Rn⊕so(n,R) with
zero torsion and constant positive curvature (see Example 4.17):
R(u, v) · w = (〈w, v〉u − 〈w, u〉v) .
It is easy to see that A ≃ so(n+ 1,R), as Lie algebras. Then we have:
• If n is even, there is one SO(n,R)-integration, namely Γ = SO(n + 1,R),
and we find s−1(x)/ SO(n,R) ≃ Sn.
• If n is odd, there are two SO(n,R)-integrations, namely Γ = SO(n+ 1,R)
and Γ ′ = PSO(n+1,R). In the first case, we find that s−1(x)/ SO(n,R) ≃
Sn while in the second case we find that s−1(x)/ SO(n,R) ≃ RPn.
Note that for n even RPn is not orientable, so it does not admit a SO(n,R)-
structure.
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Theorem 6.3. Let A→ X be a G-principal algebroid which is G-integrable. Then
there exists a unique (up to isomorphism) G-principal groupoid ΣG(A)⇒ X which
is characterized by either of the following:
(a) ΣG(A) is an s-connected G-integration and the orbifold fundamental groups of
s−1(x)/G are trivial;
(b) ΣG(A) is maximal among s-connected G-integrations of A: for any s-connected
G-integration Γ there exists a unique e´tale, surjective, morphism of G-principal
groupoid ΣG(A)→ Γ.
Proof. We start by defining ΣG(A) so that (b) holds. Let G˜ be the 1-connected
Lie group integrating g and let Γ ⇒ X be some s-connected G-integration of A.
Applying Lie’s 2nd Theorem ([9]) we obtain a commutative diagram of groupoid
morphisms:
X ⋊ G˜
ι˜ //

Σ(A)

X ⋊G
ι
// Γ
where ι˜ and ι are the morphisms integrating i : X ⋊ g → A. Since Σ(A) → Γ is a
covering of Lie groupoids, it follows that:
N˜G := ι˜(X ⋊ π1(G)) ⊂ Σ(A),
is a discrete, normal, bundle of Lie groups in the center of the isotropy. Hence, the
quotient:
ΣG(A) := Σ(A)/N˜G
is a s-connected Lie groupoid integrating A and the diagram above factors:
X ⋊ G˜
ι˜ //

Σ(A)

X ⋊G //

ΣG(A)

X ⋊G
ι
// Γ
This shows that ΣG(A) → Γ is an e´tale, surjective, morphism of G-principal
groupoids. Hence, ΣG(A) is a s-connected integration which is maximal among
all s-connected integrations. Uniqueness follows from the uniqueness in Lie’s 2nd
Theorem.
Now to prove (a), we first observe that the groupoid ΣG(A) we have just con-
structed has this property. It is clearly s-connected. Now denote by s−1(x) and
s˜−1(x) the source fibers of ΣG(A) and Σ(A), respectively. The quotient morphism
Σ(A)→ ΣG(A) and the groupoid morphisms ι˜ : X⋊G˜→ Σ(A), ι : X⋊G→ ΣG(A)
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yield a commutative diagram:
π1(G) //

N˜G

G˜ //

s˜−1(x) //

s˜−1(x)/G˜

G // s−1(x) // s−1(x)/G
Here the two first columns and the two bottom rows are stack fibrations (see [15,
Example 4.5]) and the top row is a surjective group morphism. Passing to the
corresponding long exact sequences in homotopy ([15, Theorem 5.2]), using that
s˜−1(x) and G˜ are 1-connected, we obtain a commutative diagram in stack homotopy
groups:
1

1

π2(s
−1(x)/G) // π1(G) //

π1(s
−1(x)) //

π1(s
−1(x)/G) // 1
π1(G) // //

N˜G

1 1
It follows that the map π1(G)→ π1(s−1(x)) is surjective and so π1(s−1(x)/G) = 1.
Finally, let Γ ⇒ X be a G-integration of A with s-connected fibers and assume
that π1(s
−1
Γ
(x)/G) = 1 for all x ∈ X , where sΓ : Γ → X denotes the source map of
Γ . We claim that the groupoid morphism ΣG(A) → Γ given in part (b) must be
an isomorphism.
In order to show that the projection p : ΣG(A)→ Γ is an isomorphism, it suffices
to show that the restriction of this projection to each source fiber is injective. Let
us denote, as above, the source map of ΣG(A) by s : ΣG(A) → X . Then for each
x ∈ X we have a map of fibrations
G // s−1(x)
p

// s−1(x)/G

G // s−1
Γ
(x) // s−1
Γ
(x)/G,
which induces a commutative diagram with exact lines at the level of fundamental
groups
π1(G) // π1(s−1(x))
p∗

// 1
π1(G) // π1(s
−1
Γ
(x)) // 1.
CARTAN’S REALIZATION PROBLEM 37
Therefore, p∗ : π1(s−1(x)) → π1(s−1Γ (x)) is surjective, and p : s−1(x) → s−1Γ (x)
being a connected covering, it follows that p is injective. This concludes the proof.

Example 6.4. The canonical integration of the G-principal algebroid TP → P
associated to a principal bundle π : P → M can be obtained as follows. Let q :
M˜ →M be the universal covering space of M and consider the pullback diagram
q∗P
π

qˆ // P
π

M˜
q
// M.
On the one hand q∗P is a principal G-bundle over M˜ and therefore caries a right
principal G-action. On the other hand, q∗P is a π1(M)-covering of P . The canoni-
cal G-integration of TP is the gauge groupoid corresponding to the π1(M)-principal
bundle qˆ : q∗P → P :
ΣG(TP ) = (q
∗P × q∗P )/π1(M)⇒ P,
with the G-action [(p1, p2)] g := [(p1g, p2)].
Theorem 6.3 shows that any s-connected G-integration Γ of a G-principal al-
gebroid A is a quotient of the canonical G-integration. The kernel of the e´tale,
surjective, morphism ΣG(A)→ Γ is a discrete bundle of subgroups lying in the the
center of the isotropy groups of ΣG(A), whose intersection with the image of the
morphism ι : X ⋊G→ ΣG(A) is the identity section.
Conversely, it is easy to see that any discrete bundle of subgroups ∆ ⊂ ΣG(A)
lying in the the center of the isotropy groups, whose intersection with the image of
the morphism ι : X⋊G→ ΣG(A) is the identity section, determines an s-connected
G-integration:
Γ := ΣG(A)/∆⇒ X.
Example 6.5. We can now better understand what happens with with the SO(n,R)-
structure Lie algebra A = Rn ⊕ so(n,R) with zero torsion and constant positive
curvature of Example 6.2. The canonical G-integration is ΣG(A) = SO(n + 1,R).
Note that the center of SO(n+ 1,R) is:
Z(SO(n+ 1,R)) =


{I}, if n is even,
{I,−I}, if n is odd.
So if n is even the only connected SO(n,R)-integration is SO(n + 1,R), while if n
is odd there is another one, namely
Γ = SO(n+ 1,R)/{I,−I} = PSO(n+ 1,R).
6.2. Existence of solutions II. The G-realizations of a G-structure algebroid
A with connection which have trivial orbifold fundamental group can be embed-
ded into the canonical G-integration ΣG(A). This will follow as a consequence of
a version of Lie’s 2nd Theorem (integration of morphisms) in the context of G-
principal algebroids. We recall that throughout this section we are assuming that
G is connected.
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Theorem 6.3 can be interpreted as a generalization of Lie’s 1st Theorem [7] to
the category of G-principal algebroids. Analogously, we have the following version
of Lie’s 2nd Theorem:
Theorem 6.6. Let G be a connected Lie group, and let A → X and B → Y be
G-integrable G-principal algebroids. If φ : A → B is a morphism of G-principal
algebroids, then there exists a unique morphism of G-principal groupoids:
Φ : ΣG(A)→ ΣG(B)
which integrates φ, i.e., such that Φ∗ = φ.
Proof. Given a morphism of G-principal algebroids
A

φ // B

X
ϕ
// Y,
by definition φ intertwines the action morphisms, so we obtain a commutative
diagram of Lie algebroid morphisms
A
φ // B
X ⋊ g
ϕ×I
//
i
OO
Y ⋊ g.
i
OO
Using (the usual version of) Lie’s 2nd Theorem [7] we obtain a commutative
diagram of Lie groupoid morphisms
Σ(A)
Φ˜ // Σ(B)
X ⋊ G˜
ϕ×I
//
ι˜
OO
Y ⋊ G˜.
ι˜
OO
It follows that Φ˜ : Σ(A) → Σ(B) maps the bundle of subgroups N˜G(A) of Σ(A)
defined in Theorem 6.3 to the bundle of subgroups N˜G(B) of Σ(B). Therefore it
induces a morphism of G-principal groupoid morphism
Φ : ΣG(A)→ ΣG(B)
which fits into a commutative diagram:
Σ(A)

Φ˜ // Σ(B)

ΣG(A)
Φ
// ΣG(A).
Moreover, since the vertical arrows are e´tale morphisms of Lie groupoids, we must
have Φ∗ = φ. 
As an application of the previous theorem, in the case of G-structure algebroids
with connection we deduce the following global version of Theorem 5.5:
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Theorem 6.7 (Global Universal Property of ωMC). Let A → X be a G-structure
algebroid with connection which is G-integrable and let ΣG(A)⇒ X be the canonical
G-integration. Given a G-realization (P, (θ, ω), h) of A such that M = P/G has
trivial orbifold fundamental group, choose p0 ∈ P and let x0 = h(p0). Then there
is a unique embedding φ of G-realizations with φ(p0) = 1x0, making the following
diagram commute:
TP
φ∗ //❴❴❴❴❴❴❴

(θ,ω) ''◆
◆◆
◆◆
◆ T (s
−1(x0))

ωMCuu❦❦❦❦
❦❦❦
A

P
φ //❴❴❴❴❴❴❴❴
h ''◆◆
◆◆
◆◆
◆ s−1(x0)
tuu❦❦❦❦
❦❦
❦
X
Proof. Since we are assuming that P/G has trivial orbifold fundamental group, it
follows from the characterization given in Theorem 6.3 that the canonical integra-
tion of TP is canonically isomorphic to the pair groupoid P × P (see Example
6.4). Thus, by Theorem 6.6, the G-principal algebroid morphism (θ, ω) : TP → A
integrates to a G-principal groupoid morphism Φ : P × P → ΣG(A). After fixing
p0 ∈ P , we obtain:
φ : P −→ s−1(h(p0)), φ(p) = Φ(p, p0).
Clearly, φ∗ : TP → T s−1(h(p0)) is a morphism of G-structure algebroids with
connection which satisfies φ(p0) = 1h(p0). It follows that φ
∗ωMC = (θ, η). Since φ
is an open immersion, it is an open embedding.
For uniqueness, observe that if φ′ : P → s−1(x0) is an embedding ofG-realizations,
with φ(p0) = 1x0 , then Φ
′ : P×P → ΣG(A), (p1, p2) 7→ φ′(p1)φ′(p2)−1 is a groupoid
morphism integrating (θ, ω) : TP → A. By uniqueness in Theorem 6.6, we must
have Φ′ = Φ and we conclude that φ′ = φ. 
As a corollary, in the integrable case we obtain a description of all G-realizations
(and hence all solutions of Cartan’s realization problem) up to cover:
Corollary 6.8. Let A → X be a G-structure algebroid with connection which is
G-integrable and let ΣG(A)⇒ X be the canonical G-integration. Any G-realization
of A has a cover isomorphic to a G-invariant, open subset of a G-realization of the
form (s−1(x), ωMC, t).
Proof. Let (P, (θ, ω), h) be a G-realization of A. Then, setting M = P/G, we have
a G-structure P →M . If we denote by q : M˜ →M the orbifold universal cover of
M , then (q∗P, (q∗θ, q∗ω), q∗h) is a G-realization of A with simply connected base
manifold. The result then follows by applying Theorem 6.7. 
6.3. Obstructions to G-integrability. Let A → X be a G-principal algebroid.
Obviously, for A to be G-integrable, it must be integrable. So as first obstructions to
G-integrability we have the well-known integrability obstructions for a Lie algebroid
([7]). It will be useful to recall briefly their description.
First, given a Lie algebroid A→ X , for each x ∈ X there is a group morphism,
called the monodromy morphism at x:
∂ : π2(L, x)→ G(ker ρx),
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where Lx is the leaf containing x and G(ker ρx)(1) is the 1-connected Lie group
integrating the isotropy Lie algebra. The image of this morphism is called the
extended monodromy group N˜x and it always lies in the center Z(G(ker ρx)).
The relevance of this group comes from the fact that, whenever A is integrable, the
connected component of the identity of the isotropy group at x of the canonical
integration Σ(A) is:
Σ(A)0x = G(ker ρx)/N˜x.
Hence, the discreteness of N˜x is an obvious necessary condition for integrability.
One defines also the (restricted) monodromy group Nx to be the additive
subgroup of the center Z(kerρx) such that:
exp(Nx) = N˜x ∩ Z(G(ker ρx))0
It is proved in [7] that the following statements are equivalent:
(i) The restriction A|L is integrable;
(ii) The extended monodromy group N˜x is a discrete subgroup of G(ker ρx) for
some (and hence all) x ∈ L;
(iii) The monodromy group Nx is a discrete subgroup of Ax for some (and hence
all) x ∈ L.
Moreover, the main result of [7] shows that a Lie algebroid A→ X is integrable iff
the monodromy groups are uniformly discrete, i.e., iff there is a open neighborhood
U ⊂ A of the zero section such that:
Nx ∩ U = {0x}, ∀x ∈ X.
Let us now turn to G-integrability. Assuming that A → X is an integrable
G-principal algebroid, we consider its 1-connected integration Σ(A). Let G˜ be
the 1-connected Lie group with Lie algebra g so that π1(G, 1) ⊂ G˜ is a discrete
subgroup of Z(G˜). The Lie algebroid morphism i : X ⋊ g → A integrates to a Lie
group morphism ι˜ : X ⋊ G˜→ Σ(A) and we set:
Definition 6.9. Let A → X be an integrable G-principal algebroid. The G-
monodromy morphism at x ∈ X is the map:
∂Gx : π1(G)→ Σ(A)x, g 7→ ι˜(x, g).
The image of this map is called the extended G-monodromy group at x and is
denoted by N˜Gx .
Note that these groups already appeared in the proof of Theorem 6.3: there it
is shown that under the assumption of G-integrability, the extended G-monodromy
groups are a discrete normal sub-bundle of the center of the isotropy and the canon-
ical integration is precisely:
ΣG(A) = Σ(A)/N˜G.
More generally, without assuming G-integrability, we always have:
Proposition 6.10. Let A be an integrable G-Lie algebroid. Then N˜G ⊂ Σ(A) is
a normal sub-bundle of groups contained in the center of the isotropy.
1It would be more coherent with previous notation to write Σ(ker ρx) instead of G(ker ρx), but
we prefer the later notation to emphasize that it is a Lie group.
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Proof. The G-action on A by algebroid automorphisms integrates to the inner G-
action on Σ(A) by inner automorphisms given by:
γ ⊙ g = ι˜(t(γ), g˜) · γ · ι˜(s(γ), g˜)−1,
where g˜ ∈ G˜ is any element which covers g ∈ G. In particular, if g˜ ∈ π1(G) then it
covers the identity e ∈ G, so we have for each arrow γ ∈ Σ(A):
γ = γ ⊙ e = ι˜(t(γ), g˜) · γ · ι˜(s(γ), g˜)−1, ∀g˜ ∈ π1(G).
It follows that:
γ · ι˜(s(γ), g˜) = ι˜(t(γ), g˜) · γ, ∀g˜ ∈ π1(G),
so that N˜G ⊂ Σ(A) is a normal sub-bundle of groups contained in the center of the
isotropy. 
Using this proposition, we define:
Definition 6.11. Let A → X be an integrable G-principal algebroid. The (re-
stricted) G-monodromy group at x is the additive subgroup NGx ⊂ Z(kerρ|x)
such that:
exp(NGx ) = N˜Gx ∩ Z(Σ(A)x)0.
Notice that the G-monodromy NGx contains the kernel of the exponential map
exp : Z(ker ρ|L) → Z(Σ(A)x)0, i.e., the usual monodromy Nx. Our main result
concerning G-integrability is the following:
Theorem 6.12. Let A → X be a G-principal algebroid, fix a leaf L ⊂ X and
assume that A|L is integrable. Then the following statements are equivalent:
(i) The restriction A|L is G-integrable;
(ii) The extended G-monodromy group N˜Gx is a discrete subgroup of Σ(A)x for
some (and hence all) x ∈ L;
(iii) The monodromy G-group Nx is a discrete subgroup of Ax for some (and hence
all) x ∈ L.
Proof. The equivalence between (ii) and (iii) is clear, since the exponential map
is a local diffeo around the origin and N˜Gx ⊂ Z(Σ(A)x) is a discrete subgroup of
Σ(A)x if and only if N˜Gx ∩ Z(Σ(A)x)0 is a discrete subgroup of Σ(A)x.
If the restriction A|L is G-integrable then the proof of Theorem 6.3 shows that
the extended G-monodromy groups N˜Gx are discrete subgroups of Σ(A)x, for all
x ∈ L, so (i) implies (ii).
Conversely, if (ii) holds, then we can define
ΣG(A)|L := Σ(A)|L/N˜G.
This is a Lie groupoid integrating the Lie algebroid A|L and the groupoid morphism
ι˜ : L⋊ G˜→ Σ(A)|L,
descends to a groupoid morphism:
ι : L⋊G→ ΣG(A)|L,
which still integrates i : L ⋊ g → A|L. Hence, ΣG(A)|L is a smooth G-principal
groupoid integrating the G-principal algebroid A|L, so (i) holds. 
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For the purpose of finding solutions to Cartan’s realization problem, the previous
result is enough, since we only need G-integrations of A|L. However, to understand
e.g. the smoothness of the moduli space of solutions it is useful to know if A is
G-integrable. The theorem has the following easy corollary:
Corollary 6.13. Let A→ X be a integrable G-principal algebroid. Then A is G-
integrable iff the G-monodromy groups are uniformly discrete, i.e., there is a open
neighborhood U ⊂ A of the zero section such that:
NGx ∩ U = {0x}, ∀x ∈ X.
Proof. If A → X is G-integrable, then the proof of Theorem 6.3 shows that the
extended G-monodromy groups N˜G form an embedded bundle of discrete sub-
groups of Σ(A), so they are uniformly discrete. Conversely, assuming that N˜G are
uniformly discrete, we can set:
ΣG(A) := Σ(A)/N˜G.
This is a G-integration, since the theorem shows that its restriction to every leaf is
a G-integration. 
Remark 6.14. As we pointed out before, if A is G-integrable and we let ΣG(A)
be the canonical G-integration, in general, the quotients s−1(x)/G are orbifolds.
The previous discussion shows that this quotient is a smooth manifold if and only
if we have ι˜−1(N˜Gx ) = π1(G). Indeed, this is exactly the condition that the induced
morphism ι : L⋊G→ ΣG(A)|L is injective, so the G-action on s−1(x) is free.
Remark 6.15. It is shown in [7] that the canonical integration Σ(A) always exists
as a topological groupoid, even when A is non-integrable. In this case, the morphism
ι˜ : X ⋊ G˜ → Σ(A) still exists, so one can define the extended and restricted G-
monodromy groups, even when A is not an integrable Lie algebroid. Since one has
always Nx ⊂ NGx , the integrability assumption in Corollary 6.13 can be dropped.
6.4. Computing the obstructions to G-integrability. For concrete applica-
tions it is useful to have some tool to compute the G-monodromy groups from the
infinitesimal data, i.e., the G-principal algebroid. We discuss now such a tool, which
is similar to the method given in [7] to compute the usual monodromy groups.
Let us start by recalling how ordinary monodromy can be computed. Given a Lie
algebroid A→ X , consider the short exact sequence of Lie algebroids corresponding
to a leaf L of A:
(6.1) 0 // Kerρ|L // A|L ρ // TL // 0.
Given a splitting σ : TL → A|L of this sequence, its curvature is the 2-form
Ωσ ∈ Ω2(L, kerρ|L) defined by
Ωσ(X,Y ) = σ([X,Y ]L)− [σ(X), σ(Y )].
The splitting also defines a connection ∇σ on the the bundle kerρ|L → L by:
∇σXξ = [σ(X), ξ],
and its curvature is related to the curvature 2-form of the splitting by:
R∇σ (X,Y )ξ = [Ω(X,Y ), ξ].
Hence, if the curvature of the splitting takes values in the center Z(ker ρ|x), this
connection is flat, and we can integrate forms with values in ker ρ|x.
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Proposition 6.16 (Lemma 3.6 in [7]). Let A→ X be a Lie algebroid and fix a leaf
L ⊂ X. If there exists a splitting σ : TL → A|L whose curvature 2-form Ωσ takes
values in the center Z(ker ρ|L), then exp(Nx) = N˜x and
Nx =
{∫
γ
Ωσ : [γ] ∈ π2(L, x)
}
⊂ Z(ker ρ|x),
The assumption in the proposition is verified in many cases and it is generic
since it holds for regular leaves of A.
Now, let A be a G-principal algebroid, fix x ∈ X and consider again the short
exact sequence of Lie algebroids (6.1) associated with the leaf L through x.
Definition 6.17. A splitting σ : TL→ A|L of (6.1) is called a G-splitting if:
(a) its curvature 2-form is center-valued:
Ωσ(X,Y ) ∈ Z(ker ρ|L).
(b) along the G-orbit through x, the splitting restricts to a splitting of the action
algebroid:
σ ◦ ρ(y, (α, 0)) = ψ(y, α), α ∈ g, y ∈ x ·G.
Again, existence of a G-splitting is a generic condition since the regular leaves
of a G-principal algebroid always admit G-splittings.
Proposition 6.18. Let A → X be a G-principal algebroid and fix x ∈ X. If the
action is locally free at x and the leaf L ⊂ X admits a G-splitting σ : TL → A|L
then
NGx =
{∫
γ
Ωσ | γ : D2 → L with γ|∂D2 ⊂ x ·G
}
⊂ Z(Ker ρ|x).
Proof. The proof follows the same pattern as the proof of Proposition 6.16 given
in [7]. The splitting allows to identify the vector bundle A|L with TL⊕Kerρ|L, so
that the anchor ρ becomes projection in TL and the Lie bracket is given by
[(X, ξ), (Y, ζ)] = ([X,Y ], [ξ, ζ] +∇σXζ −∇σY ξ − Ωσ(X,Y )).
Moreover, if we choose a connection ∇L on TL we obtain a connection ∇ =
(∇L,∇σ) on A|L whose torsion is
T∇((X, ξ), (Y, ζ)) = (T∇L(X,Y ),Ωσ((X,Y ))− [ξ, ζ]).
Then any A-homotopy in L takes the form
a(ǫ, t)dt+ b(ǫ, t)dǫ with a = (
dγ
dt
, φ), b = (
dγ
dǫ
, η),
where φ and η are variations of paths in Kerρ|L satisfying
∂tη − ∂ǫφ = Ωσ
(
dγ
dt
,
dγ
dǫ
)
− [φ, η].
Now denote by ι˜ : X ⋊ G˜ → Σ(A) be the integration of i : X ⋊ g → A. Let
g˜ : I → G be a loop defining an element [g˜] ∈ π1(G). We claim that if the loop
γ0(t) = xg˜(t) bounds a disk γ : D
2 → L then:
exp
(∫
γ
Ωσ
)
= ι˜(x, [g˜]).
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To prove this note that, since the action is locally free at x, condition (b) in
Definition 6.17, shows that the A-loop a0(t) := (
d
dtγ0, 0) represents the element
[a0] = ι˜(x, [g˜]) ∈ Σ(A)x.
On the the other hand, we can define an A-homotopy adt+ bdǫ over γ by setting
η = 0 and defining:
φ = −
∫ ε
0
Ωσ
(
dγ
dt
,
dγ
dǫ
)
.
This gives an A-homotopy starting at a0 and ending at the A-loop:
a1(t) =
(
0, t
∫
γ
Ωσ
)
.
so the claim follows.
To finish the proof of the proposition we observe that if [g˜] ∈ π1(G) is such that
ι˜(x, [g˜]) ∈ Z(Σ(A)x)0 then the loop γ0(t) = xg˜(t) bounds some disk γ : D2 → L.
This follows because ι˜(x, [g˜]) is represented by the A-loop a0(t) := (
d
dtγ0, 0) with
base path γ0, and the elements in Σ(A)
0
x are precisely the A-loops whose base path
is a loop based at x that is contractible in L. 
Remark 6.19. Under the conditions of the proposition, if one considers two disks
γi : D
2 → L, i = 1, 2, with the same boundary ∂γ1 = ∂γ2 ⊂ x · G, it follows from
Proposition 6.16 that: ∫
γ2
Ωσ −
∫
γ1
Ωσ ∈ Nx.
Remark 6.20. There are more general situations, where the action is not locally
free at x and one can still compute the G-monodromy as in the proposition. For
example, if G is compact then g = [g, g] ⊕ Z(g) and π1(G)/π1(Z(G)0) is finite.
Hence, the G-monodromy at x will be discrete if and only if the subgroup
ι˜(x, π1(Z(G)
0)) ⊂ Σ(A)x
is discrete. Applying the proposition to the restriction of the G-action to the
Z(G)0-action, we conclude that if the restriction ψ|{x}×Z(g) is injective then the
G-monodromy is discrete if and only if the subgroup:{∫
γ
Ωσ | γ : D2 → L with γ|∂D2 ⊂ Z(G)0 · x
}
⊂ Z(Ker ρ|x),
is a discrete subgroup.
7. Solutions to Cartan’s Realization Problem
We will now give a full account of the problem of existence of solutions of a
Cartan’s realization problem. We first discuss the existence of local solutions and
then complete solutions, in a sense that will be made precise.
7.1. Local solutions. We have seen that G-integrations of a G-structure alge-
broid give rise to solutions of Cartan’s realization problem. However, not every
G-structure algebroid is G-integrable so, a priori, it is not even clear if local so-
lutions of a Cartan’s realization problem exist. In this section, we will prove the
following result:
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Theorem 7.1. Let A → X be a transitive G-principal algebroid and let x ∈ X.
Then there exists a G-saturated open neighborhood U ⊂ X of x such that A|U is
G-integrable.
As a corollary, we obtain that local solutions always exists, i.e., we have the
following converse to Theorem 1.1:
Corollary 7.2. Let A→ X be a G-structure algebroid with connection and x ∈ X.
Then there exists a G-realization (P, (θ, ω), h) of A such that x belongs to the image
of h.
Proof. The theorem shows that we can choose a G-saturated open neighborhood
x ∈ U ⊂ L in the leaf of A through x, for which A|U is G-integrable. If Γ ⇒ U
is a G-integration of A|U then, by Corollary 5.4, (s−1(x), ωMC|s−1(x), t) is a G-
realization of A|U , and therefore also of A, with x = t(1x). 
The rest of this section is dedicated to the proof of Theorem 7.1. For that reason,
we will assume that A→ X is a transitive Lie algebroid.
Recall that a Lie subalgebroid B → Y of a Lie algebroid A→ X is called wide if
Y = X . The following result should be well-known, but we could not find a proof
in the literature, so we give one such proof here.
Proposition 7.3. Let A → X be a transitive Lie algebroid and let B ⊂ A be a
wide transitive Lie subalgebroid. Then A is integrable if and only if B is integrable.
Proof. Let i : B →֒ A be a wide transitive Lie subalgebroid. Then a splitting of
ρB : B → TM determines a splitting of ρA : A → TM , so it follows from the
definition of the monodromy homomorphism (see [7]) that the monodromy maps
of A and B fit into a commutative diagram:
G(ker ρBx )
i∗

π2(X, x)
∂Bx
88qqqqqqqqqq
∂Ax &&▼▼
▼▼
▼▼
▼▼
▼▼
G(ker ρAx ).
Since the (extended) monodromy groups are defined precisely as the images of the
maps ∂x we see that N˜Ax = i∗(N˜Bx ). In general, the morphism i∗ does not map
centers to centers and it does not have closed image. Still, observing that the
exponential maps fit into a commutative diagram:
G(ker ρBx )
i∗ // G(ker ρAx )
kerρBx
exp
OO
i
// kerρAx
exp
OO
we obtain that the (restricted) monodromy groups are also related via the inclusion
in some neighborhood U ⊂ ker ρAx of zero:
NAx ∩ U = i(NBx ) ∩ U.
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This shows that one is discrete iff the other is, therefore A is integrable if and only
if B is integrable.

For the statement of the next proposition, observe that a transitive Lie algebroid
A→ X can always be restricted to a submanifold Y ⊂ X .
Proposition 7.4. Let A→ X be a G-principal algebroid and let x ∈ X. Then the
restriction A|x·G → x ·G of A to the G-orbit through x is G-integrable.
Proof. To simplify the notation, throughout this proof we assume that X = x · G
and denote A|x·G simply by A. Applying Proposition 7.3 to the wide subalgebroid
i : (x ·G)⋊ g→ A
we obtain that A is integrable. All that is left to prove is that the G-monodromy
group NGx (A) is discrete so that A is G-integrable.
First, recall that the extended G-monodromy group is N˜Gx (A) = ι˜(x, π1(G)),
the image of π1(G) under the morphisms ι˜ : (x · G) ⋊ G˜ → Σ(A) that integrates
i. Moreover, the restricted monodromy group at x is defined via the exponential
map:
exp(NGx (A)) = N˜Gx (A) ∩ Z(Σ(A)x)0,
where Z(Σ(A)x)
0 ⊂ Σ(A)0x, the identity component of the isotropy group of Σ(A)
at x. Since Σ(A)0x consists of the A-homotopy classes of A-loops whose base loop
is contractible, we have:
N˜Gx (A) ∩Σ(A)0x = {ι˜(x, [γ]) : [γ] ∈ π1(G) with x · γ contractible}.
Hence, the long exact sequence of the fibration
Gx // G // x ·G
yields:
exp(NGx (A)) = N˜Gx (A) ∩ Z(Σ(A)x)0 = ι˜(x, π1(Gx)).
Therefore, to prove that NGx (A) is discrete it is enough to prove that ι˜(x, π1(Gx)) ⊂
Z(Σ(A)x)
0 is a closed subgroup.
Recall now that the restricted monodromy group is precisely the subgroup of the
center Nx(A) ⊂ Z(ker ρx) such that:
Z(Σ(A)x)
0 = Z(G(ker ρx))0/ exp(Nx(A)),
and similary for the action groupoid:
Z(G˜x)
0 = Z(G(gx))0/ exp(Nx((x ·G)⋊ g)),
The morphism i : (x ·G)⋊g → A maps monodromy isomorphically to monodromy.
However, in general, it does not map Z(gx) to Z(ker ρx) so its integration ι˜ does
not map Z(G˜x)
0 to Z(Σ(A)x)
0. Still, the subalgebra:
a = {α ∈ gx : i(x, α) ∈ Z(kerρx)} ⊂ Z(gx).
contains the monodromy group Nx(g⋉ (x ·G)) (since i is injective and this group
is mapped to Z(kerρx)). Therefore, setting:
A := G(a)/ exp(Nx((x ·G)⋊ g)),
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we can restrict ι˜ to a group morphism:
Z(G˜x)
0 ι˜ // Σ(A)0x
A?

OO
ι˜
// Z(Σ(A)x)0
?
OO
which is an embedding A →֒ Z(Σ(A)x)0. Now, observe that π1(Gx) ⊂ A, since its
image under ι˜ lies in the center Z(Σ(A)0x). Hence, we conclude that ι˜(x, π1(Gx)) ⊂
Z(Σ(A)x)
0 is a closed subgroup. 
We can now use the previous proposition and the slice theorem for proper group
actions to obtain G-integrability on a G-saturated open neighbourhood of x ·G:
Proof of Theorem 7.1. By the slice theorem for proper actions ([10, Theorem 2.3.3])
there exists a G-saturated open neighbourhood U of x · G in X such that x ·G is
a deformation retract of U . We note that the isotropy Lie algebras of A coincide
with those of A|U and A|x·G. The (usual) restricted monodromy of A|x·G at x is
the image of
∂x : π2(x ·G, x)→ Z(ker ρx),
and the restricted monodromy of A|U is given by
∂x : π2(U, x)→ Z(ker ρx).
If we denote by r : U → x ·G the deformation retraction, then
π2(Ux)
r∗

∂x
&&▼▼
▼▼
▼▼
▼▼
▼▼
Z(ker ρx)
π2(x ·G)
∂x
88qqqqqqqqqq
commutes, and since r∗ is an isomorphism we conclude that the restricted mon-
odromy groups of A|U and A|g·x coincide. By Proposition 7.4, it follows that A|U
is integrable.
We proceed to show that A|U is G-integrable. We first note that at the level of
Lie algebroids we have a commutative diagram of Lie algebroid morphisms
(x ·G)⋊ g

i // A|x·G

U ⋊ g
i
// A|U
Therefore, integrating to the source 1-connected Lie groupoids we get
(x ·G)⋊ G˜

ι˜ // Σ(A|x·G)

U ⋊ G˜
ι˜
// Σ(A|U )
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It follows that at x we have:
Σ(A|x·G)x

{x} × π1(G)
ι˜
77♦♦♦♦♦♦♦♦♦♦♦
ι˜ ''❖❖
❖❖
❖❖
❖❖
❖❖
❖
Σ(A|U )x.
Note that the (usual) monodromy groups of A|x·G and A|U coincide at x, so the map
Σ(A|x·G) → Σ(A|U ) is an isomorphism. Since A|x·G is G-integrable, we conclude
that the G-monodromy of A|U at x is discrete, showing that A|U isG-integrable. 
Remark 7.5. The compactness of G was used in the previous proof only to guar-
antee the existence of G-invariant neighborhoods of an orbit retracting to the orbit.
For more general groups one needs an assumption on the action of G on X (e.g.,
properness) that guarantees the existence of such neighborhood.
7.2. Complete solutions and complete G-Realizations. Now that we have
established that local solutions to Cartan’s realization problem always exist, we
would like to understand more global solutions. First we make sense of what we
mean by a complete solution.
Let A → X be a G-structure algebroid with connection. Recall that the classi-
fying map of a G-realization (P, (θ, ω), h) of A is a submersion h : P → U where U
is an open subset of a leaf L of A (see Lemma 4.20). We will say that (P, (θ, ω), h)
is a full G-realization if the classifying map is a surjective submersion onto the
leaf h : P → L.
A full G-realization (P, (θ, ω), h) covering a leaf L comes equipped with an in-
finitesimal action of AL on h : P → L defined by
σ : h∗AL → TP, (θ, ω)pσ(p, ξ) = ξ, ∀ξ ∈ Ah(p).
Recall that such an action is called complete if the vector field σ(ξt) ∈ X(P ) is
complete whenever ξt ∈ Γ(AL) is a time-dependent section for which ρ(ξt) ∈ X(L)
is a complete vector field.
Definition 7.6. Given a G-structure algebroid with connection A → X, a com-
plete G-realization (P, (θ, ω), h) is a full G-realization covering a leaf L ⊂ X for
which the corresponding infinitesimal AL-action on P is complete. The correspond-
ing solution of the associated Cartan’s realization problem is called a complete
solution.
Notice that our definition of complete does not appeal to any metric notion.
However, in Section 9 we will see that when G ⊂ O(n,R) is a closed subgroup, then
any G-realization induces a metric on M = P/G. If this metric is complete then
(P, (θ, ω), h) is a complete G-realization in the sense of Definition 7.6. So complete
metric solutions are complete solutions in our sense and the converse also holds
when G is compact.
One important motivation to define complete G-realizations is that source fibers
of G-integrations are complete G-realizations.
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Example 7.7. Let A be a G-integrable G-structure algebroid with connection and
let Γ ⇒ L be a G-integration of AL. Then the AL-action on (s
−1(x), ωMC|s−1(x), t)
is given by
σ(γ, ξ) = dt(γ)Rγ(ξ).
This action is complete: if ξ = ξt ∈ Γ(AL) is a time-dependent section, then
σ(ξ) ∈ X(s−1(x)) has flow
φtσ(ξ)(γ) = exp(tξ)(t(γ)) · γ,
where exp denotes the exponential map taking sections of Γ(A) to bisections of Γ
(see [9, Section 4.4]). This of course just says that the Lie algebroid action of AL
on (s−1(x), ωMC|s−1(x), t) integrates to the Γ-action on (s−1(x), ωMC|s−1(x), t) by
left translations. Therefore (s−1(x), ωMC|s−1(x), t) is a complete G-realization.
However, there exist complete G-realizations which do not arise as source fibers
of a G-integration. For example, any G-realization whose total space is compact is
complete. The following example shows that a compact G-realization may fail to
be isomorphic to a source fiber.
Example 7.8. Consider the trivial Lie SO(n,R)-algebra A = Rn⊕so(n,R)→ {∗}.
As discussed in Example 6.1, it admits only one SO(n,R)-integration, namely the
group semi-direct product Γ = Rn⋊ SO(n,R)⇒ {∗}. This integration gives rise to
a complete solution with M = P/G = Rn. Another complete solution arises from
taking the (oriented) orthogonal frame bundle of the flat torus M = Tn, which is
not a source fiber of a SO(n,R)-integration.
In the next section we will give a characterization of complete solutions arising
as source fibers. For now, we observe that existence of complete solutions already
requires a Lie algebroid to be G-integrable:
Theorem 7.9. Let A → X be a G-structure algebroid with connection and let
(P, (θ, ω), h) be a complete G-realization of A covering a leaf L ⊂ X. Then AL is
G-integrable.
Proof. Given a G-realization (P, (θ, ω), h), denoting by M˜ the universal (orbifold)
cover of M = P/G, we have a pullback diagram:
P˜

q // P

M˜ // M
This yields a G-realization (P˜ , (q∗θ, q∗ω), q∗h) with M˜ = P˜ /G 1-connected. More-
over, if (P, (θ, ω), h) covers a leaf L so does (P˜ , (q∗θ, q∗ω), q∗h), and if (P, (θ, ω), h)
is complete so is (P˜ , (q∗θ, q∗ω), q∗h). So we can assume we are given a complete
G-realization (P, (θ, ω), h) with M = P/G a 1-connected orbifold.
The infinitesimal action σ : h∗AL → TP determines a unique Lie algebroid
structure on h∗AL → P : its anchor is σ and its Lie bracket is uniquely determined
by [h∗ξ1, h∗ξ2] = h∗[ξ1, ξ2] so that Leibniz holds. Note that σ : h∗AL → TP is
actually a Lie algebroid isomorphism with inverse (θ, ω) : TP → h∗AL. It follows
from [8, Corollary 7] that:
(a) AL is an integrable Lie algebroid;
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(b) the infinitesimal action of AL on P integrates to an action of Σ(AL) on P with
moment map h : P → L;
(c) there is a Lie groupoid isomorphism:
Φ : P ⋊ Σ(AL) ≃ Σ(h∗AL)→ Π1(P ).
By the definition of aG-realization, we have a commutative diagram of morphism
of algebroids:
P ⋊ g //
h×id

TP
(θ,ω)

L⋊ g // AL
inducing another commutative diagram of morphism of algebroids:
P ⋊ g
zz✈✈✈
✈✈
✈✈
✈✈
##❋
❋❋
❋❋
❋❋
❋
h∗AL σ
// TP
covering L ⋊ g → AL. This integrates to a commutative diagram of groupoid
morphims:
P ⋊ G˜
$$■
■■
■■
■■
■■
■
xxrrr
rr
rr
rr
rr
P ⋊ Σ(AL)
Φ
// Π1(P ).
covering the morphism ι˜ : L⋊ G˜→ Σ(AL).
Since M = P/G is 1-connected, the long exact sequence of the (stack) funda-
mental groups of the fibration G → P → M , shows that π1(P, p) ≃ π1(G) for
all p ∈ P . Therefore, the previous triangular diagram restricts to a commutative
diagram of group isomorphisms:
{p} × π1(G)
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
{p} × N˜Gx Φ // π1(P, p)
Since Φ : P ⋊Σ(AL)→ Π1(P ) is an isomorphism and π1(P, p) is discrete in Π1(P )
we conclude that {p} × N˜Gx is discrete in P ⋊Σ(AL), and therefore N˜Gx is discrete
in Σ(AL), showing that AL is G-integrable. 
7.3. Strongly complete realizations. We saw in the previous paragraph that
source fibers of G-integrations give complete solutions/G-realizations, but not every
complete solution arises as a source fiber. So we need now to address the question:
• Which complete G-realizations are source fibers of some G-integration?
Examining the proof of Theorem 7.9 one finds (compare with Corollary 6.8):
Proposition 7.10. Every complete G-realization (P, (θ, ω), h) of a G-structure al-
gebroid A with connection with M = P/G simply connected is isomorphic to a
source fiber of the canonical G-integration ΣG(AL), where L is the leaf covered by
the realization.
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Proof. The morphism Φ : Σ(AL) ⋉ P → Π1(P ) in the proof of Theorem 7.9 is an
isomorphism. The proof shows that the isotropy bundle of P⋊Σ(AL) is P×M N˜ (A),
which is mapped by Φ to
⋃
p∈P π1(P, p), the isotropy bundle of Π1(P ). Hence, Φ
descends to a Lie groupoid isomorphism:
P ⋊ ΣG(A) ≃ P × P.
Restricting both sides to source fibers gives the isomorphism s−1(x) ≃ P . The rest
follows from the Universal Property of the Maurer-Cartan form (Theorem 6.7). 
As shown by Example 7.8 this proposition is false if we remove the assumption
of 1-connectedness.
In order to see what happens in the more general case, let Γ ⇒ X be some G-
integration of a G-structure algebroid A, fix x ∈M and consider the G-realization
(s−1(x), ωMC|s−1(x), t|s−1(x)). Then π : s−1(x) → M is a G-structure on M =
s−1(x)/G. Given any local equivalence φ : U → V between two open sets of M ,
its lift φ˜ : π−1(U) → π−1(V ) is a diffeomorphism satisfying φ˜∗ωMC = ωMC. It
follows from the Global Universal Property of the Maurer-Cartan form (Theorem
6.7) that φ˜ = Rγ |π−1(U), for some arrow γ in the isotropy Lie group Γx. Thus the
local symmetry φ extends to a global symmetry.
This shows that G-realizations arising as source fibers of G-integrations are ex-
amples of strongly complete G-realizations in the sense of the following definition.
Definition 7.11. A full G-realization (P, (θ, ω), h) of a G-structure algebroid A
with connection is called strongly complete if any local symmetry of (P, (θ, ω), h)
extends to a global symmetry. The corresponding solution of the associated Cartan’s
realization problem is said to be a strongly complete solution.
We will see that the property of being strongly complete indeed characterizes the
G-realizations arising from source fibers of G-integrations. First we observe that
such G-realizations have symmetry groups which are Lie groups.
Proposition 7.12. Let (P, (θ, ω), h) be a strongly complete G-realization of a G-
structure algebroid A with connection and assume that G is connecred. Then the
symmetry group of (P, (θ, ω), h) is a Lie group H with Lie algebra isomorphic to
kerρx, where x ∈ X is any point in the image of h : P → X. Moreover, the H-
action on P is proper, free and transitive on the fibers of h, and commutes with the
G-action.
Proof. As usual, we will write M = P/G and denote by π : P → M the quotient
map. By assumption, any local equivalence φ : U → V lifts to a bundle map
φ˜ : π−1(U)→ π−1(V ) preserving both the coframe and the classifying map:
φ˜∗(θ, ω) = (θ, ω), h ◦ φ˜ = h.
In particular, forgetting about the structure group G, φ˜ is a local equivalence of the
coframe. Since G is assumed to be connected this defines a one-to-one correspon-
dence between (local) symmetries of the G-realization and (local) symmetries of the
coframe which preserve the classifying map h. Choosing x ∈ X any point in the
image of h : P → X , by [11, Proposition 6.7], the symmetry group of (P, (θ, ω), h)
is a Lie group H with Lie algebra ker ρx, and h : P → L becomes a principal
H-bundle over the leaf containing x.
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To conclude the proof of the proposition, note that the H action on P is given
by the lifts of diffeomorphisms of M . Each such lift, being an automorphism of the
G-structure, is a G-equivariant map. It follows that the H-action and the G-action
on P commute.

We can now show that the strongly complete G-realizations are the ones arising
from source fibers of G-integrations, and in particular they are also complete.
Theorem 7.13. Let A → X be a G-structure algebroid with connection. A full
G-realization (P, (θ, ω), h) of A covering a leaf L ⊂ X is strongly complete if and
only if it is isomorphic to a G-realization (s−1(x), ωMC|s−1(X), t|s−1(x)) associated
with some G-integration Γ ⇒ L of AL.
Proof. We have observed already that a G-realization (s−1(x), ωMC|s−1(X), t|s−1(x))
arising from some G-integration is strongly complete.
Conversely, assume that (P, (θ, ω), h) is a strongly complete G-realization of A
covering a leaf L. By Proposition 7.12, its symmetry group H is a Lie group acting
in a proper and free fashion on P . Therefore, we can form the gauge groupoid
Γ = (P × P )/H ⇒ L.
This is a Lie groupoid whose Lie algebroid is isomorphic to AL. Moreover, since
the pair groupoid P × P ⇒ P is a G-structure groupoid integrating TP , and the
H-action on P commutes with the G-action, it follows that Γ is a G-structure
groupoid integrating the Atiyah G-structure algebroid
A(Γ ) := TP/H → L.
To finish the proof we show that the identification of A(Γ ) with AL is an isomor-
phism of G-structure algebroids. This follows since this isomorphism is induced
from the vector bundle map
TP

(θ,ω) // AL

P
h
// L
which is a morphism of G-structure algebroids (by the definition of a G-realization).
Therefore, Γ ⇒ L is a G-integration of AL and (P, (θ, ω), h) is isomorphic to
(s−1(x), ωMC|s−1(X), t|s−1(x)) for some (and hence any) x ∈ L.

Example 7.14. We saw in Example 7.8 that the flat torus Tn gives a complete
G-realization of the trivial SO(n,R)-Lie algebra A = Rn ⋊ so(n,R) which does not
arise from a source fiber of some SO(n,R)-integration of A. Hence, according to
Theorem 7.13, this G-realization is not strongly complete.
Of course, one can also see directly that this G-realization is not strongly com-
plete: thinking of Tn as the quotient of Rn by the lattice Zn, one sees that the global
symmetries of Tn are induced by isometries of Rn preserving the lattice Zn. How-
ever, there are many more local symmetries: any isometry of Rn after restriction
to a small enough open subset, yields a local isometry of Rn which descends to a
local isometry of the flat torus.
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We can summarize the previous results on global solutions of Cartan’s realization
problem as follows:
(i) A solution is strongly complete if and only if it covers a leaf L and every local
symmetry extends to a global symmetry;
(ii) A solution is complete if and only it is covered by a strongly complete solution;
(iii) Complete solutions covering a leaf L exist if and only if A|L is G-integrable;
(iv) Strongly complete solutions arise as the source fibers of G-integrations.
Theorem 7.13 reduces the classification of strongly complete G-realizations to the
classification of all G-integrations, but this may not be an easy task.
8. Symmetries and moduli space of solutions
We turn to the problem of determining the symmetries of solutions and, more
generally, describing the moduli space of solutions to a Cartan’s realization problem.
For both of these problems it is important to distinguish between germs of solutions,
which are local solution with marked points, and complete solutions. The answers
will differ drastically in each case.
8.1. Moduli space of germs of solutions. Let (G,X, c,R, F ) be the Cartan
Data of a Realization Problem. We have seen that for every x ∈ X there exists
a solution (FG(M), (θ, ω), h) with x ∈ Imh if and only if the Cartan Data deter-
mines a G-structure algebroid with connection A→ X . Assuming this is the case,
we consider marked G-realizations of A, i.e, quadruples (P, (θ, ω), h,m0) where
(P, (θ, ω), h) is a G-realization of A, and m0 ∈M = P/G is a marked point.
Definition 8.1. Let A → X be a G-structure algebroid with connection. Two
marked G-realizations (P1, (θ1, ω1), h1,m1) and (P2, (θ2, ω2), h2,m2) of A are said
to represent the same germ of G-realizations if there exist open subsets m1 ∈
V1 ⊂M1, m2 ∈ V2 ⊂M2 and an equivalence of G-realizations
(P1)|V1
φ˜ //

(P2)|V2

V1
φ
// V2
such that φ(m1) = m2.
The condition of representing the same germ determines an equivalence relation
on the set of marked G-realizations of A and an equivalence class is called a germ
of G-realization. Let us denote the set of such germs by:
G(A) = {germs of G-realizations of A}
The symmetry group of a germ is defined as follows: one chooses a marked
G-realization (P, (θ, ω), h,m0) representing the germ and considers all germs of
diffeomorphisms φ : M → M fixing m0, and which are local symmetries of the G-
realization. The set of such germs of diffeomorphisms furnished with composition of
diffeomorphisms forms a group and, clearly, its isomorphism class does not depend
on the choice of representative of the germ.
The following result describes the moduli stack of germs of G-realizations of a
G-structure algebroid with connection as an orbit space, and in particular allows
one to speak of nearby germs, families of germs, etc.
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Theorem 8.2. Let A→ X be a G-structure algebroid with connection. Then:
(i) For each x ∈ X there corresponds a germ of G-realization of A;
(ii) This correspondence induces a bijection between X/G and G(A);
(iii) The symmetry group of the germ corresponding to [x] ∈ X/G is isomorphic
to the isotropy group Gx.
In particular, the action groupoid X ⋊G ⇒ X presents the moduli stack of germs
of solutions.
Proof. Let x ∈ X and denote by L ⊂ X the leaf of A containing x. By Theorem
7.1 we can choose a G-saturated open neighborhood Ux ⊂ L of x such that AUx
is G-integrable. The corresponding canonical G-integration ΣG(AUx) gives us a
marked G-realization
(s−1(x), ωMC|s−1(x), t|s−1(x), [1x])
where [1x] ∈ s−1(x)/G is the projection of the identity arrow 1x. This gives a
well-defined germ of G-realization at x, establishing a map
ϕ : X → G(A).
This proves (i). This map seems to depend on the choice of G-saturated open
neighborhood Ux, but the rest of the proof will show that this is not the case.
Let (P, (θ, ω), h,m0) be a marked G-realization and choose p0 ∈ P such that
[p0] = m0. Also, let x0 = h(p0). By choosing a small enough open neighborhood
V ⊂ M = P/G of m0 we may assume that h|PV takes values in Ux0 . Then
(PV , θ|PV , ω|PV , h|PV ) is a G-realization of AUx0 and by the Universal Property of
the Maurer-Cartan form we obtain (possibly after restricting to even smaller open
sets) an equivalence
φ : (PV , θ|PV , ω|PV , h|PV )→ (s−1(x0), ωMC|s−1(x0), t|s−1(x0))
which maps p0 to 1x0 . This shows that ϕ(x0) = [(P, (θ, ω), h,m0)], so the map ϕ
is surjective. Incidentally, it also show that ϕ(x) is independent of the choice of
G-saturated open neighborhood Ux.
Next, assume that ϕ(x) = ϕ(y). This means that after restricting to G-saturated
open neighborhoods of 1x ∈ s−1(x) and 1y ∈ s−1(y) we obtain an equivalence of
marked G-realizations
φ : (s−1(x), ωMC|s−1(x), t|s−1(x), [1x])→ (s−1(y), ωMC|s−1(y), t|s−1(y), [1y]).
Since φ is an equivalence which respects the marked points we have that φ(1x) =
1y · g, for a unique g ∈ G, and that t|s−1(y) ◦ φ = t|s−1(x). Thus,
x = t(1x) = t(1y · g) = t(1y)g = yg.
proving that x and y are in the same orbit.
To complete the proof of (ii), we need to show that ϕ(xg) = ϕ(x). Since xg ∈ Ux,
the germs ϕ(xg) and ϕ(x) are both represented by source fibers of the same G-
integration ΣG(AUx). If ι : Ux⋊G→ ΣG(AUx) is the groupoid morphism integrat-
ing i : Ux ⋊ g → AUx , then right translation Rι(x,g) determines an equivalence of
the marked G-realizations representing ϕ(x) and ϕ(xg). Thus ϕ(xg) = ϕ(x).
Finally, to prove (iii), it is enough to observe that any symmetry of the G-
realization (s−1(x), ωMC|s−1(x), t|s−1(x), [1x]) is given by a right translation Rγ ,
where the arrow belongs to the isotropy group γ ∈ ΣG(AUx)x and is such that
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Rγ(1x) = 1x · g. This means that g ∈ Gx and γ = ι(x, g−1). Hence, the symmetries
of [x] ∈ G(A) are in bijection with the elements g ∈ Gx. 
Notice that the leaves of A in X do not play any role in the description of the
moduli space of germs of G-realizations. However, they provide information on
the global nature of solutions of the realization problem. This will be thoroughly
explored in the next section when we describe the moduli space of complete G-
realizations for which P/G is 1-connected. Before we do so, let us explain how the
leaves of A are related to the ‘gluing’ of germs of G-realizations. This is intimately
related to the notion of analytically connected germs described in [2].
Theorem 8.3. Let A→ X be a G-structure algebroid with connection, and x1, x2 ∈
X. If there exists a connected G-realization (P, (θ, ω), h) of A and m1,m2 ∈ P/G
such that [x1] ∈ G(A) is represented by the germ of (P, (θ, ω), h,m1) and [x2] ∈
G(A) is represented by the germ of (P, (θ, ω), h,m2), then x1 and x2 must belong
to the same leaf L ⊂ X of A.
Moreover, when A|L is G-integrable the converse also holds.
Remark 8.4. The example of extremal Ka¨hler metrics to be discussed in Section
10 will show that, in general, the converse does not hold without the G-integrability
assumption.
Proof. Let (P, (θ, ω), h) be a connected G-realization of A. We have seen already
that the image of h lies inside a leaf L ⊂ X of A. If x1, x2 ∈ X are such that
there exists m1,m2 ∈ P/G for which [x1] ∈ G(A) is isomorphic to the germ of the
marked G-realization (P, (θ, ω), h,m1), and [x2] ∈ G(A) is isomorphic to the germ
of the marked G-realization (P, (θ, ω), h,m2), then there exists p1, p2 ∈ P , with
[p1] = m1, [p2] = m2 and h(p1) = x ·G1, h(p2) = x ·G2. It then follows that h(p1)
and h(p2) belong to the common leaf L of A in X , and therefore also x1, x2 ∈ L.
For the converse, assume that A|L is G-integrable and consider the G-realization
(s−1(x), ωMC|s−1(x), t|s−1(x))
of A, where s, t denote the source and target maps of the canonical G-integration
ΣG(A|L). If y ∈ L is another point in the same leaf as x, and γ ∈ s−1(x) is such that
t(γ) = y, then germs of G-realizations corresponding to x and y can be identified
with the germs of the marked realizations
(s−1(x), ωMC|s−1(x), t|s−1(x), [1x])
and
(s−1(x), ωMC|s−1(x), t|s−1(x), [γ])
respectively. This concludes the proof. 
8.2. Moduli space of 1-connected solutions. We now consider complete G-
realizations (P, (θ, ω), h) of a G-structure algebroid A → X with connection for
which M = P/G is 1-connected, which we call a 1-connected solution. The
associated moduli space is
C(A) := {isomorphism classes of 1-connected solutions}.
Recall that if a complete G-realization of A covers a leaf L ⊂ X then AL is
G-integrable (cf. Theorem 7.9). Hence, if denote by Xreg ⊂ X the saturated subset
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formed by the leaves L ⊂ X such that AL is G-integrable, we can define a groupoid
over Xreg by:
ΣregG (A) :=
⋃
L⊂Xreg
ΣG(AL).
In general, Xreg is a laminated set and Σ
reg
G (A)⇒ Xreg is a laminated groupoid: it
is smooth along the leaves, but may have a very complicated behavior in directions
transverse to the leaves. It can happen, for example, that A is G-integrable over a
leaf L0, but any saturated neighborhood of L0 contains leaves L such that AL is
not G-integrable. The best possible scenario occurs when A → X is G-integrable
for then Xreg = X and ΣG(A) is a Lie groupoid.
The following result describes the moduli space of 1-connected solutions:
Theorem 8.5. Let A → X be a G-structure algebroid with connection. The
groupoid ΣregG (A) ⇒ Xreg represents the moduli space C(A) of 1-connected solu-
tions to the associated Cartan problem.
Proof. We have seen in Proposition 7.10 that that every 1-connected complete G-
realization (P, (θ, ω), h) of A covering a leaf L is isomorphic to the G-realization
determined by a source fiber of the canonical ΣG(AL). By the Universal Property
of the Maurer-Cartan form, it follows that the group of symmetries of a 1-connected
complete G-realization corresponding to a source fiber s−1(x) is isomorphic to the
isotropy group ΣG(A)x. More generally, the set of isomorphisms between two 1-
connected complete G-realizations corresponding to s-fibers over two points x, y ∈
L, is in bijection with the set of arrows from x to y:
ΣG(A)(x, y) = t
−1(y) ∩ s−1(x),
so the result follows. 
In particular, when A is G-integrable the moduli space C(A) is a geometric stack
presented by the Lie groupoid ΣG(A). So it makes sense to talk about smooth
families of 1-connected solutions, smooth deformations of 1-connected solutions,
etc.
8.3. Comparing the moduli spaces C(A) and G(A). Let us compare the two
moduli spaces above when A is assumed to be a G-integrable G-structure algebroid.
From the very definition of a G-structure groupoid, we have a morphism of Lie
groupoids:
X ⋊G
ι //

ΣG(A)

X X
giving a map between the associated stacks:
G(A)→ C(A).
This map has a clear geometric meaning:
• when A is G-integrable every germ of solution extends to a unique 1-
connected solution, and
• every equivalence of germs of solutions is the restriction of an equivalence
between the corresponding 1-connected solutions.
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This map is surjective, but it is not injective: it is possible for two non-equivalent
germs to extend to isomorphic 1-connected solutions. The reason is, of course,
that if we start with a 1-connected solution and we consider the germs obtained
by choosing two different points, in general, there is no self-equivalence taking one
germ to the other (compare with Theorem 8.3).
When the G-action on X is free we can describe “smaller” models for the moduli
spaces that we have introduced before. On the one hand, for the moduli space of
germs of solutions G(A) we have:
Proposition 8.6. Let A be a G-structure algebroid with connection. If the action
of G on X is free then the moduli space G(A) of germs of G-realizations is smooth,
namely the manifold X/G.
Proof. In terms of stacks, this is the well-known statement that when the action is
free the action groupoid X ⋊G ⇒ X and the identity groupoid X/G ⇒ X/G are
Morita equivalent. Namely, the quotient groupoid morphism:
X ⋊G→ X/G, (x, g) 7→ [x],
is a Morita fibration. 
On the other hand, the moduli space of 1-connected solutions also has a small
model, but this time is not a manifold in general: it is represented by a Lie groupoid
over X/G. To describe it we need the following lemma:
Lemma 8.7. If the G-action on X is free then the morphism ι : X ⋊G→ ΣG(A)
is injective and there is a free and proper action
ΣG(A) × (G×G)→ ΣG(A), γ · (g, h) = ι(t(γ), g) γ ι(s(γ), h)−1.
Proof. Since ι is a groupoid morphism covering the identity, its kernel is contained
in the isotropy bundle of G ⋉ X . But if the G-action on X is free, this isotropy
bundle is trivial, so ι is injective.
For the second part, observe that the anchor map
(t, s) : ΣG(A)→ X ×X
is G × G-equivariant. Since the G × G-action on X × X is free and proper, so is
the G×G-action on ΣG(A). 
The promised small model is the following:
Proposition 8.8. If the G-action on X is free then
ΓG(A) := ΣG(A)/(G×G)
has a natural structure of a Lie groupoid over X/G.
Proof. The structure of the Lie groupoid ΓG(M)⇒ X/G is the obvious one induced
from ΣG(A)⇒ X . Its source, target, identity and inverse maps are defined by
s¯([γ]) = [s(γ)], t¯([γ]) = [t(γ)], 1[x] = [1x], [γ]
−1 = [γ−1].
Perhaps less obvious is the definition of the multiplication. A pair ([γ1], [γ2]) of
arrows of ΓG(A) is composable, by definition, if s¯([γ1]) = t¯([γ2]). In this case there
exists a unique g ∈ G such that s(γ1) · g = t(γ2). We define
[γ1][γ2] = [γ1ι(t(γ2), g)γ2].
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We leave the verification that these maps are all well defined and smooth, so that
ΓG(M)⇒ X/G is a Lie groupoid. 
Finally we observe that the groupoids ΣG(A) and ΓG(A) represent indeed the
same stack C(A):
Theorem 8.9. Let A be a G-integrable G-structure algebroid and assume that the
action of G on X is free.Then the quotient map Φ : ΣG(A) → ΓG(A) is a Morita
fibration so the Lie groupoids ΣG(A) and ΓG(A) are Morita equivalent and both
present the stack C(A) of complete 1-connected solutions.
Proof. In order to show that the morphism:
ΣG(A)
Φ //

ΓG(A)

X
φ
// X/G
is a Morita fibration we need to verify that:
(i) the map
Φˆ : ΣG(A)→ ΓG(A) ×s φ X, γ 7→ (Φ(γ), s(γ)),
is a surjective submersion;
(ii) the kernel of Φ:
K := {γ ∈ ΣG(A) : Φ(γ) = 1x},
is isomorphic to the submersion groupoid X ×φ X ⇒ X .
Item (i) is more or less straightforward. For item (ii) we observe that the groupoid
morphism
K → X ×φ X, γ 7→ (t(γ), s(γ)),
has inverse the groupoid morphism:
X ×φ X 7→ K, (y, x) 7→ ι(x, g),
where g ∈ G is the unique element such that y = xg. 
When the G-action is free, the map between the moduli stacks
G(A)→ C(A),
has another representation in the smaller models above, namely by the obvious
groupoid morphism given by the identity section:
X/G→ ΓG(A), [x] 7→ [1x].
Remark 8.10. When the G-action on X is free, the proof above shows that the
kernel of the Morita fibration Φ : ΣG(A) → ΓG(A) is the submersion groupoid
X ×φ X ⇒ X , which in turn is isomorphic to the action groupoid X ⋊ G ⇒ X .
Moreover, it is nor hard to see that Φ yields a Morita bi-bundle:
ΣG(A)

!! M
µ
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
ν
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
~~ ΓG(A)

X X/G
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where M can be identified with the orbit space of ΣG(M):
M = ΣG(A)/G,
and µ (resp., ν) is the map induced by the source (resp., target) of ΣG(A).
When the G-action on X is not free most of this fails: ΓG(A) is no longer a
groupoid (not even a set theoretic one!), the action groupoid has isotropy so it
is not a submersion groupoid, and M is not a manifold. However, the action of
ΣG(A) on M still makes sense, it is transitive along the fibers of the (continuous)
map ν :M→ X/G, but it is no longer free. Therefore, the action of ΣG(A) on M
fails to be principal, so the moduli space C(A) cannot be represented by a groupoid
over X/G, not even a topological groupoid.
9. G-structure algebroids and geometric structures
Let K be an element of the tensor algebra over Rn. If G ⊂ GL(n,R) is a
subgroup of linear transformations leaving the tensor K invariant, then it is a basic
fact that a G-structure FG(M) → M determines a tensor field KM on M , which
one views as the geometric structure determined by the G-structure. Properties of
the G-structure are reflected on properties of the tensor field KM : for example, the
G-structure is locally flat if and only if there exist local coordinates on M where
the components of KM are constant; connections on the G-structure FG(M)→M
are in bijection with linear connections ∇ on TM preserving KM , i.e, such that
∇KM = 0.
Definition 9.1. Given a tensor K in Rn, a G-structure algebroid is said to be of
type K if G ⊂ GL(n,R) is a subgroup of linear transformations leaving the tensor
K invariant.
When A → X is a G-structure algebroid with connection in normal form, the
tensor K in Rn determines an A-tensor field via the canonical embeddings
Rn →֒ Ax = Rn ⊕ g.
We will denote the resulting tensor field by KA. Then, for any G-realization
(P, (θ, ω), h) of the associated Cartan’s realization problem, the corresponding so-
lution M = P/G inherits a tensor KM of the same type and the linear connections
∇ on TM preserves KM : ∇KM = 0.
For the reminder of this section we will study some important classes of G-
structure algebroids, and see how the extra geometric structure interacts with the
G-structure algebroid structure. We will focus on the following important cases:
1) metric type: G ⊂ O(n,R);
2) (almost) symplectic type: G ⊂ Sp(n,R);
3) (almost) complex type: G ⊂ GL(n,C).
There are of course many other interesting types which can be dealt with similarly.
Also, one may have combinations of more that one type, e.g. the (almost)-Ka¨hler
type where G ⊂ U(n) which combines all 3 types above.
For the reminder of this section we will assume that A → X is a G-structure
algebroid with connection in canonical form.
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9.1. Metric type.
Definition 9.2. A G-structure algebroid with connection is said to be of metric
type if G ⊂ O(n,R) and c = 0.
For a G-structure algebroid A → X with connection of metric type we have
g ⊂ so(n,R) and so the curvature R satisfies:
(9.1) 〈R(u, v)w, z〉Rn + 〈w,R(u, v)z〉Rn = 0,
where 〈 , 〉Rn is the usual euclidean metric. As explained before, we have a positive
semi-definite symmetric 2-tensor KA on A given by
KA((u, α), (v, β)) = 〈u, v〉Rn , (u, α), (v, β) ∈ A,
Solutions of the Cartan’s realization problem are Riemannian manifolds and the
connection ω coincides with the Levi-Civita connection.
We can add to KA a term to obtain a positive definite symmetric 2-tensor G on
the Lie algebroid A:
(9.2) K˜A((u, α), (v, β)) := 〈u, v〉Rn + 〈α, β〉g (u, α), (v, β) ∈ A,
where 〈 , 〉g is the restriction of the Killing form of so(n,R) to g. The advantage
of this is that we can use this metric to induce a Riemannian metric on the leaves
of A: for each x ∈ X there is a unique metric on TxL that makes the map:
ρ : (ker ρ|x)⊥ → TxL,
an isometry. One can say that the Riemannian metric on L is the unique one that
makes ρ : A → TL an algebroid Riemannian submersion. We will denote by K˜L
the resulting metric on the leaf L and we will say that the leaf L (respectively, the
algebroid A) is metric complete if the metric K˜L is complete (respectively, is
complete for all leaves L).
From standard facts about O(n,R)-structures, we have:
Proposition 9.3. . Let A → X be a G-structure algebroid with connection of
metric type. Any G-realization (P, (θ, ω), h) has a unique G-invariant metric K˜P ,
which restricts to the Killing metric on the fibers of P → P/G = M , and has the
following properties:
(i) the induced metric KM on M has Levi-Civita connection ω and curvature R;
(ii) the map h : P → L is a Riemannian submersion onto its image h(P ) ⊂ L.
(iii) there is a commutative diagram of Riemannian submersions
P

h // L

M // L/G
Remark 9.4. In general, the action of G on L is proper but not free (not even
locally free!). So L/G is only a smooth stratified space. However, it still has a
metric distance induced from the metric in L, and it makes sense to talk about
metric completeness. Also, it makes sense to talk about a Riemannian submersion
q : M → L/G: it means that q is an open map and that its fibers form a singular
Riemannian foliation.
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If Γ ⇒ X is a G-structure groupoid integrating a metric type G-structure alge-
broid A → X , we can use right translations to propagate the fiberwise metric K˜A
to a right-invariant metric on the source fibers of Γ ⇒ X , which we will denote by
K˜Γ . If x ∈ X and L is the leaf containing L, then we have a commutative diagram
of Riemannian submersions:
s−1(x)

// s−1(x)/Γx = L

M = s−1(x)/G // M/Γx = L/G
Note that this is just the diagram of Proposition 9.3 for the special case of the
G-realization (s−1(x), ωMC, t). If the G-action on s−1(x) is free, we can improve
on Remark 9.4: M/Γx and L/G are isomorphic as (Riemannian) stacks, i.e., the
action groupoids Γx ⋉M ⇒M and G⋉L⇒ L are Morita equivalent. The Morita
equivalence is given by the Riemannian manifold s−1(x) where both groups G and
Γx act by isometries.
The main result concerning metric type G-structure algebroids is the following
theorem concerning metric completeness of solutions to Cartan’s realization prob-
lem, stating that, up to cover, metric complete solutions arise from source fibers of
G-integrations over metric complete leaves. This shows that metric complete solu-
tions are much more constrained than general solutions and can always be found
by G-integration.
Theorem 9.5. Let A → X be a G-structure algebroid with connection of metric
type and let (P, (θ, ω), h) be a G-realization mapping into a leaf L. The following
are equivalent:
(a) The metric KM on M = P/G is complete;
(b) The G-realization (P, (θ, ω), h) is complete and the metric K˜L on L is complete.
In particular, ifM = P/G is metric complete and 1-connected, then P is isomorphic
to a source fiber of the canonical G-integration.
Proof. Let us start by observing that it is enough to prove the equivalence between
(a) and (b) when M is 1-connected. Indeed, given a G-realization (P, (θ, ω), h), if
M˜ denotes the universal cover of M = P/G, then we have a pullback diagram:
P˜

q // P

M˜ // M
For the G-realization (P˜ , (q∗θ, q∗ω), q∗h), M˜ = P˜ /G is 1-connected, and we have:
(i) M is a complete Riemannian manifold if and only if M is complete;
(ii) (P˜ , (q∗θ, q∗ω), q∗h) and (P, (θ, ω), h) cover the same leaf L;
(iii) (P˜ , (q∗θ, q∗ω), q∗h) is a complete G-realization if and only if (P, (θ, ω), h) is
complete.
The last item follows because the infinitesimal action σ˜ : A|L → X(P˜ ) covers the
infinitesimal action σ : A|L → X(P ).
Hence, in order to show that (a) ⇒ (b), assume that M is metric complete and
1-connected. Since G is compact, P is also a complete Riemannian manifold and
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we see that since h : P → L is a Riemannian submersion, it must be onto. Now,
completeness implies that every infinitesimal isometry of M is complete (see [12,
Theorem VI.3.4]), so the Lie group of isometries I(M) acts on P in a proper and
free fashion (by lifts) with Lie algebra Ker ρh(u), and the action commutes with
the G-action. Moreover, h induces a covering h : P/I(M) → L and a fiberwise
isomorphism (h, θ, ω) : TP/I(M)→ A|L. Set L˜ := P/I(M) so that TP/I(M)→ L˜
is a Lie G-algebroid isomorphic to the pullback algebroid h∗(A|L). It follows that
the gauge groupoid (P ×P )/I(M)⇒ L˜ is a G-integration of h∗(A|L). This implies
that P , being a source fiber of a G-integration, is a complete G-realization of
h∗(A|L). Now we observe that the infinitesimal actions of A|L and h∗(A|L) on P
fit into a commutative diagram:
h∗(A|L)
σ
##❍
❍❍
❍❍
❍❍
❍❍

A|L σ // TP
From this it follows that the infinitesimal action σ : A|L → X(P ) must also be
complete, so that P is a complete G-realization of A|L. Since P/G is 1-connected,
it follows that P must be isomorphic to a source fiber of the canonicalG-integration,
proving the last statement of the theorem.
Conversely, to show that (b) ⇒ (a) note that if the G-realization (P, (θ, ω), h)
is complete and M = P/G is 1-connected, then Proposition 7.10, shows that
P ≃ s−1(x) for the canonical G-integration ΣG(A) ⇒ X , and h = t : s−1(x) → L.
Under the isomorphism P ≃ s−1(x), the metric becomes the right-invariant metric
K˜ΣG(A). This metric is complete if and only if the metric on L is complete. There-
fore if (b) holds, the metric on P is complete, and so is the metric on the quotient
s−1(x)→ s−1(x)/G =M . 
Corollary 9.6. Let A → X be a G-structure algebroid with connection of metric
type and assume that a leaf L is metric complete (e.g., a compact leaf). Then
every complete solution covering L is metric complete. In particular, every solution
(s−1(x), ωMC, t) obtained from a G-integration ΓL ⇒ L of AL is metric complete.
Example 9.7. If A = Rn × (Rn ⊕ so(n,R)) → R is the constant scalar curvature
Lie SO(n,R)-algebroid (Example 4.18) then the metrics K˜L are complete for all L,
since these are just the points of R. Hence, its canonical SO(n,R)-integration gives
all the 1-connected, constant curvature, complete Riemannian manifolds, and one
recovers the usual classification: Sn (positve curvature), Rn (zero curvature) and
Hn (negative curvature).
The flat n-torus Tn is also a complete Riemannian manifold with zero curvature,
but its oriented orthogonal frame bundle is not a strongly complete G-realization.
So Tn cannot be realized as s−1(0)/ SO(n,R) for some SO(n,R)-integration.
When n is odd, the real projective space RPn has constant positive scalar cur-
vature metric, which is obviously complete. Its oriented orthogonal frame bundle
is the group P SO(n + 1,R), which gives a strongly complete SO(n,R)-realization.
Hence, RPn = s−1(x)/ SO(n,R) for a SO(n,R)-integration.
9.2. Symplectic type. In the symplectic case, we will need to pay attention to
the integrability condition. We start without any integrability condition:
CARTAN’S REALIZATION PROBLEM 63
Definition 9.8. A G-structure algebroid with connection and fiber R2n ⊕ g is said
to be of almost-symplectic type if G ⊂ Sp(n,R).
For a G-structure algebroid A → X of almost-symplectic type g ⊂ sp(n,R) so
the curvature R satisfies:
(9.3) Ωcan(R(u, v)w, z) + Ωcan(w,R(u, v)z) = 0,
where ωcan ∈ Ω2(R2n) denotes the canonical symplectic form on R2n. We can define
a fiberwise 2-form ΩA on A by
(9.4) ΩA((u, α), (v, β)) := Ωcan(u, v), (u, α), (v, β) ∈ A,
Then, as we saw above, for any G-realization (P, (θ, ω), h) of the associated Cartan’s
realization problem, the corresponding solutionM = P/G inherits a non-degenerate
2-form ΩM and for the linear connection ∇ on TM we have ∇ΩM = 0. Notice that
ΩM in general will not be closed.
For a Lie algebroid A → X we will denote by dA : Ω•(A) → Ω•+1(A) the Lie
algebroid differential.
Definition 9.9. An almost-symplectic G-structure algebroid A → X is said to be
of symplectic type if dAΩA = 0.
A straightforward computation shows that:
Lemma 9.10. Let A → X be a G-structure algebroid of almost-symplectic type.
Then:
dAΩA((u, α), (v, β), (w, γ)) = Ωcan(c(u, v), w) + Ωcan(c(v, w), u) + Ωcan(c(w, u), v).
In particular, every G-structure algebroid A → X of almost-symplectic type
which is torsionless is of symplectic type. Later we will see examples of symplectic
G-structure algebroids with non-zero torsion.
Proposition 9.11. Let (P, (θ, ω), h) be a G-realization of a G-structure algebroid
A → X with connection of symplectic type. Then the induced form ΩM on M =
P/G is symplectic and ω is a symplectic connection.
Proof. The Lie algebroid morphism
TP

(θ,ω) // A|L

P
h
// L
allows us to pullback the A-form ΩA to a 2-form ΩP on P , which is G-invariant,
closed and whose kernel coincides with the G-orbits. Hence, ΩP descends to a
symplectic form ΩM on M = P/G. By standard results for Sp(n,R)-structures, ω
is a symplectic connection. 
Remark 9.12. In the case of a G-structure algebroid with connection of met-
ric type we saw that the leaves L and their quotients L/G have natural metrics
such that for any G-realization we obtain a commutative diagram of Riemannian
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submersions:
P

h // L

M // L/G
It is natural to wonder what happens in the case of a G-structure algebroid with
connection of symplectic type. Since 2-forms, in general, cannot be pushed forward,
one must instead work with their graphs which are Dirac structures. One can then
show that in the diagram above all manifolds are Dirac structures and all maps
are forward Dirac maps (see e.g. [3]). The Dirac structure on P and M are the
graphs of the closed 2-forms ΩP and ΩM above, and since ΩM is symplectic, the
resulting Dirac structure on L/G is actually a Poisson structure (which, in general,
is stratified by orbits types).
9.3. Complex type.
Definition 9.13. A G-structure algebroid with connection and fiber Cn⊕ g is said
to be of almost-complex type if G ⊂ GL(n,C).
For a G-structure algebroid A→ X of almost-complex type g ⊂ gl(n,C), so the
curvature R satisfies:
(9.5) R(u, v)(iw) = iR(u, v)(w).
We define an endomorphism JA : A→ A by
(9.6) JA(u, α) = (iu, 0), (u, α) ∈ A.
Notice that J3A = −JA. As we saw above, for any G-realization (P, (θ, ω), h) of
the associated Cartan’s realization problem, the corresponding solution M = P/G
inherits an almost complex structure JM and for the linear connection ∇ on TM
we have ∇JM = 0. Notice that JM in general will not be a complex structure.
Given any endomorphism J : A → A of a Lie algebroid A → X one defines its
Nijenhuis torsion as usual by:
NJ(a, b) := [Ja, Jb]− J [Ja, b]− J [a, Jb] + J2[a, b].
In the case of a G-structure algebroid A → X of almost-complex type a straight-
forward computation shows that:
Lemma 9.14. Let A→ X be an almost-complex G-structure algebroid. The endo-
morphism JA has Nijenhuis torsion:
NJA((u, α), (v, β)) = (−c(iu, iv) + ic(iu, v) + ic(u, iv) + c(u, v),−R(iu, iv)).
This lemma shows that we cannot expect the Nijenhuis torsion to vanish. The
best we can hope is for the Cn-component of NJ to vanish and this enough for our
purposes.
Definition 9.15. An almost-complex G-structure algebroid A→ X is said to be of
complex type if the Nijenhuis torsion of JA has vanishing C
n-component.
In particular, every G-structure algebroid A→ X of almost-complex type which
is torsionless is of complex type.
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Proposition 9.16. Let (P, (θ, ω), h) be a G-realization of a G-structure algebroid
A → X of complex type. Then the induced 1-1-tensor JM on M = P/G is a
complex structure and ω is a complex connection.
Proof. The Lie algebroid morphism
TP

(θ,ω) // A|L

P
h
// L
allows us to pullback JA to a G-invariant endomorphism JP : TP → TP satisfying
(JP )
3 = −JP . This endomorphism has kernel the tangent space to a G-orbit and
its Nijenhuis torsion takes values in the tangent to the G-orbits:
NJP (X,Y ) ∈ T (p ·G), ∀X,Y ∈ TP.
Hence, it follows that JP induces an endomorphism JM : TM → TM , which is
invertible, has vanishing Nijenhuis torsion and satisfies J3M = −JM . Hence, JM
defines a complex structure on M . By standard results for GL(n,C)-structures, ω
is a complex connection for this complex structure. 
We can combine all the three types we studied before and introduce:
Definition 9.17. A G-structure algebroid with connection and fiber Cn⊕ g is said
to be of almost-Hermitian type if G ⊂ U(n). It is said to be of Hermitian
type if, additionally, the Nijenhuis torsion of JA has vanishing C
n-component. It
is said to be of Ka¨hler type if, additionally, its torsion vanishes: c = 0.
For a G-structure algebroid A→ X of almost-Hermitian type we have g ⊂ u(n)
and the curvature R satisfies the symmetries (9.1), (9.3) and (9.5). On the other
hand, the fiberwise metric K˜A given by (9.2), the 2-form ΩA given by (9.4) and the
endomorphism JA : A→ A given by (9.6), are related by:
(9.7) ΩA((u, α), (v, β)) = K˜A(JA(u, α), (v, β)).
Hence, it follows from what we saw above that:
Corollary 9.18. Let (P, (θ, ω), h) be a G-realization of a G-structure algebroid
A → X of Ka¨hler type. Then the triple (KM ,ΩM , JM ) is a Ka¨hler structure on
M = P/G.
10. Extremal Ka¨hler metrics on surfaces
We will now illustrate our results with the problem of classification of extremal
Ka¨hler metrics on surfaces and the associated Lie U(1)-algebroid with connection
discussed in Section 2.3. Since extremal Ka¨hler metrics on surfaces are the same
thing as Bochner- Ka¨hler metrics on surfaces (see Remark 2.3), our results will
reproduce and slightly improve the results of Bryant [2]. Note that this algebroid
falls into the class of Lie algebroids with connection of Ka¨hler type.
66 RUI LOJA FERNANDES AND IVAN STRUCHINER
10.1. Existence of local solutions. In order to find the obstructions to G-
integrability of A → X we need to understand its orbit foliation. For that, it
is convenient to write the anchor in real coordinates. If we let α = iλ, z = a + ib
and T = X + iY , then the anchor becomes:
ρ(z, α)|(K,T,U) = −2(aX + bY )
∂
∂K
+ (aU + λY )
∂
∂X
+ (bU − λX)
∂
∂Y
+−K(aX + bY )
∂
∂U
= a
(
−2X
∂
∂K
+ U
∂
∂X
−KX
∂
∂U
)
+ b
(
−2Y
∂
∂K
+ U
∂
∂Y
−KY
∂
∂U
)
+
+ λ
(
Y
∂
∂X
−X
∂
∂Y
)
(10.1)
Also, the brackets of the constant sections e1 = (1, 0), e2 = (i, 0) and e3 = (0, i)
are:
(10.2) [e1, e2] = Ke3, [e1, e3] = −e2, [e2, e3] = e1.
Notice that the action morphism ι : X ⋊ iu(1)→ A is given by:
ι(x, iλ) = λe3.
From this expression it is clear that the functions
I1 =
K2
4
− U, I2 = X2 + Y 2 +KU − 1
6
K3,
are constant on the leaves of A. These two functions are independent everywhere
except at X = Y = U = 0 when the anchor vanishes. So this Lie U(1)-algebroid
has the following leaves and isotropy Lie algebras:
• the points (K, 0, 0, 0) with isotropy Lie algebra so(3,R) (if K > 0), sl(2,R)
(if K < 0) and so(2,R)⋉R2 (if K = 0);
• the 2-dimensional submanifolds of R4 given by the connected components
of the common level sets of I1 and I2, with isotropy Lie algebra R.
The restriction A to the family of 0-dimensional leaves {(K, 0, 0, 0) : K ∈ R}
is the constant curvature Lie U(1)-algebroid (the case n = 2 in Example 4.18 and
Section 5.4), hence these leaves are U(1)-integrable.
For the 2-dimensional leaves, observe that the functions I1 and I2 only depend
on the radius |T |2 = X2 + Y 2. Hence, these leaves are obtained as U(1)-rotations
of the curves in R3 which are the level sets of these two functions:{
I1 = c1
I2 = c1
⇔
{
U = K
2
4 − c1|T |2 = − 112K3 + c1K + c2
Hence, we can use K as a parameter. Depending on the values of c1 and c2, this
curve is closed/open and bounded/unbounded. These determine if the leaves have
topology and hence also monodromy and/or G-monodromy.
The cubic
p(K) = − 1
12
K3 + c1K + c2
has discriminant:
∆ =
1
48
(16c31 − 9c22).
Also, note that a 0-dimensional leaf (K, 0, 0, 0) belongs to a common level set I1 =
c1, I2 = c2, if and only if{
K2 = 4c1
0 = − 112K3 + c1K + c2
⇒ 16c31 − 9c22 = 0 ⇔ ∆ = 0.
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Now, the 2-dimensional leaves are as follows:
• ∆ = 0, c1 = c2 = 0: The cubic p(K) has a triples root. The level set consists
of one single leaf, namely the surface obtained by rotating the curve{
U = K2
|T |2 = − 112K3
K ∈]−∞, 0[.
The value K = 0 is excluded since it gives the origin (0, 0, 0, 0), which is a 0-
dimensional leaf. Therefore, this leaf is topological a cylinder, so it has:
π1(L) = Z, π2(L) = 1.
Hence, the extended monodromy is trivial and we have Σ(A)0x ≃ R and π0(Σ(A)x) =
Z. The restricted U(1)-monodromy is also trivial, so A|L is U(1)-integrable.
K
p(K)
• ∆ = 0, c2 < 0: The cubic p(K) has 1 single real root −4√c1 and 1 double
real root 2
√
c1. The level set consists of an isolated point (2
√
c1, 0, 0, 0), which
is a 0-dimensional leaf, and a 2-dimensional leaf, namely the surface obtained by
rotating the curve{
U = 14K
2 − c1
|T |2 = − 112 (K − 2
√
c1)
2(K + 4
√
c1)
K ∈]−∞,−4√c1].
Topologically, this leaf is a plane, so we have
π1(L) = π2(L) = 1.
We conclude that A|L must also be U(1)-integrable in this case.
 2 c1c1 K
p(K)
−4
• ∆ = 0, c2 > 0: The cubic p(K) has 1 single real root 4√c1 and 1 double real
root −2√c1. The level set then consists of a 0-dimensional leaf (−2√c1, 0, 0, 0),
and two 2-dimensional leaves obtained by rotating the curve{
U = 14K
2 − c1
|T |2 = − 112 (K + 2
√
c1)
2(K − 4√c1) K ∈]−∞,−2
√
c1[∪]− 2√c1, 4√c1].
One of the leaves is a cylinder and the other is a plane. Again we conclude that
A|L is U(1)-integrable.
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−2 c1
p(K)
Kc1 4
• ∆ < 0: The cubic p(K) has 1 real root r and two complex conjugate roots.
The level set consists of a 2-dimensional leaf obtained by rotating the curve{
U = 14K
2 − c1
|T |2 = − 112 (K − r)(K2 + rK + r2 − 12c1)
K ∈]−∞, r].
This leaf is a plane, so it is U(1)-integrable.
p(K)
r K
• ∆ > 0: The cubic p(K) has 3 real roots r1 < r2 < r3. The level set consists of
two 2-dimensional leaves obtained by rotating the curve{
U = 14K
2 − c1
|T |2 = − 112 (K − r1)(K − r2)(K − r3)
K ∈]−∞, r1] ∪ [r2, r3].
One leaf is a plane and the other leaf is a sphere. So the first one is U(1)-integrable,
while the second one could fail to be U(1)-integrable.
21 c1r r2 3
p(K)
Kr
Let us compute the monodromy and the U(1)-monodromy of one such 2-sphere.
The 2-sphere L has a parameterization given by
γ(K, θ) = (K, p(K)
1
2 eiθ,K2/4− c1), (K, θ) ∈ [r2, r3]× [0, 2π],
and the isotropy Lie algebra bundle along the sphere is given by:
ker ρ|L = Rs0,
where s0 : L→ A|L is the section given in terms of the parameterization by:
s0(K, θ) := (p(K)
1
2 ieiθ, (K2/4− c1)i).
Since the isotropy is abelian any splitting will have center-valued curvature. We can
construct a splitting by choosing a fiberwise metric on A: the anchor restricts to an
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isomorphism ρ : (ker ρ|L)⊥ → TL, and its inverse is a splitting σ : TL→ (ker ρ|L)⊥.
We will choose the fiberwise metric:
〈(z, α), (w, β)〉 := 1/2(zw¯+ z¯w)− αβ.
Using this splitting, we find that:
σ
(
∂γ
∂K
)
= (−1
2
p(K)−
1
2 eiθ, 0)
σ
(
∂γ
∂θ
)
=
1
p(K) + (K2/4− c1)2
(
p(K)
1
2 (K2/4− c1)ieiθ,−p(K)i
)
Using these expressions, we check that:
∇ ∂γ
∂K
s0 =
[
σ
(
∂γ
∂K
)
, s0
]
= 0, ∇ ∂γ
∂θ
s0 =
[
σ
(
∂γ
∂θ
)
, s0
]
= 0.
so s0 is a flat section of the isotropy bundle. Moreover, we also compute the
curvature of the splitting to be:
Ωσ
(
∂γ
∂K
,
∂γ
∂θ
)
=
[
σ
(
∂γ
∂K
)
, σ
(
∂γ
∂θ
)]
=
∂
∂K
(
K2/4− c1
p(K) + (K2/4− c1)2
)
s0
Now, Proposition 6.16 shows that a generator of the the monodromy group is
obtained by integrating the curvature over the whole leaf. Hence:
N = 8πZ
(
1
r23 − 4c1
+
1
4c1 − r22
)
s0.
so N is discrete and the A|L is integrable.
Remark 10.1. Combining the monodromy for all the cases, we see that that the
Lie algebroid A → R4 associated with extremal Ka¨hler metrics on surfaces has
uniformly discrete monodromy and hence, by [7], it is an integrable Lie algebroid.
On the other hand, observe that along the U(1)-orbit K = 2
√
c1 (the local
maximum of p(K)) the flat section takes the values s0(2
√
c1, θ) = (p(2
√
c1)
1
2 ieiθ, 0).
Then
u(1)× {γ(2√c1, θ)} ⊂ (ker ρ|γ(2√c1,θ))⊥,
and σ is a U(1)-splitting along this orbit. Hence, applying Proposition 6.18, the
U(1)-monodromy is obtained by adding to the monodromy the elements of the form
Z
∫
γ′
Ωσ s0, with γ
′ the disk in L obtained by restricting γ to [2
√
c1, r3] × [0, 2π].
Hence, the U(1)-monodromy groups along L are:
NU(1) = N ∪ 2πZ
(
1
r23/4− c1
)
s0 =
{
8π
(
n1
r23 − 4c1
+
n2
4c1 − r22
)
s0 : n1, n2 ∈ Z
}
.
Hence, A|L is U(1)-integrable if and only if 4c1−r
2
2
r23−4c1 ∈ Q. This ratio is always < 1
and fixing c1 it varies continuously with c2, approaching 1 when ∆→ 0.
The following table summarizes the solutions that one obtains by integration by
applying Corollary 5.4:
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Table 1. Extremal Ka¨hler metrics on 1-connected surfaces
Conditions U(1)-frame bundle: s−1(x) Solutions: s−1(x)/U(1)
K = 0 SO(2)⋉ R2 R2
K = c > 0 S3 S2
K = c < 0 SO(2, 1) H2
∆ = 0, c1 = c2 = 0 (R
2 × R)/Z R2
∆ = 0, c2 < 0 R
2 × S1 R2
∆ = 0, c2 > 0
(R2 × R)/Z
R2
(R2 × S1)
∆ < 0 R2 × S1 R2
∆ > 0 R2 × S1 R2
(if
4c1−r
2
2
r2
3
−4c1
= p
q
) S3 CP1p,q
10.2. Complete extremal Ka¨hler metrics. Theorem 9.5 allows us to decide for
which orbits there exist complete extremal Ka¨hler metrics, and in particular which
solutions in Table 1 are complete. For this, given a leaf L, we only need to decide
if the metric K˜L (see the discussion following (9.2)) is complete. This can be done
in a case by case analysis.
In all cases, we will use the parameterization:
γ(K, θ) = (K, p(K)
1
2 eiθ,K2/4− c1), θ ∈ [0, 2π], K ∈ I
for some interval I. This will parameterized smoothly the whole leaf L with the
possible exception of points where p(K) = 0 which coincide with the extremes of
the interval I. We also choose a section s0 of the isotropy Lie algebra bundle ker ρ|L
given in terms of this parameterization by:
s0(K, θ) := (p(K)
1
2 ieiθ, (K2/4− c1)i).
This is non-zero with the possible exception of points in L where p(K) = 0 and
K = 2
√
c1. Then using the fiberwise metric on A→ R4:
K˜A(z, α), (w, β)〉 = 1/2(zw¯+ z¯w)− αβ,
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we can identify (ker ρ|L)⊥ with TL via a splitting σ of the anchor. This yields the
metric KL. Explicitly, we find that:
σ
(
∂γ
∂K
)
= (−1
2
p(K)−
1
2 eiθ, 0)
σ
(
∂γ
∂θ
)
=
1
p(K) + (K2/4− c1)2
(
p(K)
1
2 (K2/4− c1)ieiθ,−p(K)i
)
so that if e1 = σ
(
∂γ
∂K
)
and e2 = σ
(
∂γ
∂θ
)
then
K˜L (ei, ej) = K˜A (σ (ei) , σ (ej)) .
We obtain:
(10.3) KL =
1
4p(K)
dK2 +
p(K)
p(K) + (K2/4− c1)2 dθ
2.
Observe already that if the interval I has left extreme −∞ then this metric is
not complete: we have that the integral∫ K0
−∞
1
2
√
p(K)
dK <∞,
so a geodesic with θ =constant runs to −∞ in finite time. Now we can look at each
of different types of leaves:
• ∆ = 0, c1 = c2 = 0: In this case p(K) = − 112K3 and I =] − ∞, 0[, so the
metric is not complete.
• ∆ = 0, c2 < 0: Now we have p(K) = − 112 (K − 2
√
c1)
2(K + 4
√
c1) and
I =]−∞,−4√c1] so the metric is not complete.
• ∆ = 0, c2 > 0: In this case we have p(K) = − 112 (K + 2
√
c1)
2(K − 4√c1) and
we have two branches:
- In one branch we have I =]−∞,−2√c1[ so the metric is not complete.
- For the other branch we have I =] − 2√c1, 4√c1], so we need to look at
what happens when K → −2√c1. In this case we have∫ K0
−2√c1
1
2
√−p(K)dK <∞,
so a geodesic with θ =constant runs to −2√c1 in finite time, and the metric
cannot be complete.
• ∆ < 0: We have the polynomial p(K) = − 112 (K − r)(K2 + rK + r2 − 12c1) in
the interval I =]−∞, r], so this metric is not complete.
•∆ > 0: There are two branches. One corresponds to compact leaves so they will
be complete. For the other branch, we have p(K) = − 112 (K − r1)(K − r2)(K − r3)
and I =]−∞, r1] (r1 < r2 < r3), so again the metric is not complete.
Corollary 10.2. The only 1-connected complete extremal Ka¨hler metrics on a
surface are the constant scalar curvature metrics R2, S2, H2 and the orbifolds CP1p,q.
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10.3. Explicit solutions. One can try to find explicit G-integrations of the Lie
U(1)-algebroid with connection associated with extremal Ka¨hler surfaces by finding
a Lie U(1)-groupoid integrating it, at least upon restriction to appropriate orbits.
This is possible, with some work, using a certain identification of this Lie alge-
broid which was first found by Cahen & Schwachho¨fer [4, 5]. In that work the
authors claim that this Lie algebroid is not integrable (which is false as we ob-
served in Remark 10.1). What they show, in fact, is that this Lie algebroid is not
G-integrable. Still the restriction to an orbit, as we saw in the previous paragraph,
is often G-integrable and we can find explicit G-integrations, as we now explain.
As before, we denote by A→ R4 the Lie U(1)-algebroid with connection associ-
ated with extremal Ka¨hler surfaces. The starting point of a new description of this
algebroid is the Lie algebra h = su(2, 1) which can be thought of as being made of
3× 3 matrices of the form:
 i(a− b/2) u v−u¯ ib w
v¯ w¯ −i(a+ b/2)


where a, b ∈ R and u, v, w ∈ C. The dual of any Lie algebra is a Poisson manifold
and so h∗ = su(2, 1)∗ is a Poisson manifold. Using the symmetric, invariant, non-
degenerate bilinear form (a multiple of the Killing form of su(2, 1)):
(x, y) := trace(xy),
we can identify su(2, 1)∗ ≃ su(2, 1), and henceforth we will use this identification.
As for any Poisson manifold, the cotangent bundle T ∗su(2, 1) is a Lie algebroid.
As a Lie algebroid, T ∗su(2, 1) is isomorphic to the action Lie algebroid associated
with the adjoint representation:
T ∗su(2, 1) ≃ su(2, 1)⋉ su(2, 1)→ su(2, 1).
This is not yet the algebroid we are interested in. For that, we consider the 4-
dimensional affine subspace X ⊂ su(2, 1) given by:
X = {

 i(a− b/2) u 1− a−u¯ ib −iu¯
1− a iu −i(a+ b/2)

 : a, b ∈ R, u ∈ C}
The affine subspace X is a Poisson transversal: it intersects the adjoint orbits (the
symplectic leaves of su(2, 1)) transversely in symplectic submanifolds. It follows
that X inherits a Poisson structure {·, ·}X and a straightforward computation gives:
{a, b}X = 0, {a, u}X = 3
4
ibu, {b, u}X = −iu, {u, u¯}X = i
8
(4 − 8a+ 9b2).
Now observe that the Killing form yields the Casimir C(x) = (x, x) for the Poisson
manifold su(2, 1). Therefore, this function restricts to a Casimir on the Poisson
transversal X , where it is given by the formula:
C(a, b, u) = 2− 4a− 3
2
b2.
The Lie algebroid we are interested is the quotient Lie algebroid
A := T ∗X/〈dC〉 → X.
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In fact, writing u = u1+ iu2, we can take as a basis of sections for this Lie algebroid
the ones defined by:
e1 := du1 + 〈dC〉, e2 := du2 + 〈dC〉, e3 := db+ 〈dC〉,
and we can make the change of variables:
X =
3
4
u2, Y = −3
4
u1, K =
3
2
b, U =
3
64
(4− 8a+ 9b2),
which leads to the following expressions for the bracket of A:
[e1, e2] = d{u1, u2}X + 〈dC〉 = −1
2
da+
9
8
b db+ 〈dC〉 = 3
2
b db+ 〈dC〉 = Ke3,
[e1, e3] = d{u1, b}X + 〈dC〉 = −du2 + 〈dC〉 = −e2,
[e2, e3] = d{u2, b}X + 〈dC〉 = du1 + 〈dC〉 = e1,
and for the anchor of A:
ρ(e1) = {u1, ·}X = −2X ∂
∂K
+ U
∂
∂X
−KX ∂
∂U
,
ρ(e2) = {u2, ·}X = −2Y ∂
∂K
+ U
∂
∂Y
−KY ∂
∂U
,
ρ(e3) = {b, ·}X = Y ∂
∂X
−X ∂
∂Y
.
Comparing with the expressions (10.1) and (10.2), we conclude that A = T ∗X/〈dC〉
is indeed the classifying G-structure algebroid of Bochner-Ka¨hler surfaces. Note
that under this change of variables the Casimir function C becomes, up to a factor,
the invariant function I1:
C = −32
3
(K2/4− U) = −32
3
I1.
The other invariant arises from taking the determinant of an element x ∈ X :
det x = − i
4
(4b− 8ab+ b3 + 8uu¯) = −32i
9
(X2 + Y 2 + UK − 1
6
K3) = −32i
9
I2.
We can now proceed to integrate A as follows. The cotangent Lie algebroid
T ∗su(2, 1), associated with the linear Poisson structure on su(2, 1), integrates to
the action Lie groupoid associated with the adjoint action:
su(2, 1)⋊ SU(2, 1)⇒ su(2, 1).
We have the embedding of Lie algebroids:
su(2, 1)⋊ u(1)→ T ∗su(2, 1), λ 7→ λdb,
which under the identification of T ∗su(2, 1) with the adjoint action Lie algebroid
su(2, 1)⋊ su(2, 1), arises from the embedding of Lie algebras:
u(1) →֒ su(2, 1), λ 7→ λ

 − i2 0 00 i 0
0 0 − i2


Therefore, this Lie algebroid morphism integrates to a Lie groupoid morphism:
su(2, 1)⋊U(1) →֒ su(2, 1)⋊ SU(2, 1),
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arising from the embedding of Lie groups:
U(1) →֒ SU(2, 1), θ 7→

 e−i
θ
2 0 0
0 eiθ 0
0 0 e−i
θ
2


By restricting to the Poisson transversal X ⊂ su(2, 1) we obtain an integration of
T ∗X :
Γˆ := {(g, ξ) ∈ SU(2, 1)⋉ su(2, 1) : ξ ∈ X and Ad gξ ∈ X}⇒ X.
Since the action of U(1) by conjugation preserves X , this is still a U(1)-integration.
We can obtain a G-integration of the quotient A = T ∗X/〈dC〉 by first find
the Lie subgroupoid K ⊂ Γˆ integrating the subalgebroid 〈dC〉 ⊂ T ∗X , which is
a normal, bundle of Lie groups inside the isotropy bundle, and then taking the
quotient groupoid Γˆ/K⇒ X . This yields a Lie groupoid provided K ⊂ Γˆ is closed.
Every orbit contains a point where u1 = u2 = 0, and at these points we find:
K(a,b,0,0) = {exp(td(a,b,0,0)C) : t ∈ R} = {exp(t2x) : t ∈ R} =
= {


(µ+ia)e+2µt+(µ−ia)e−2µt
2µ e
−ibt 0 (a− 1) e−2µt−e+2µt2µ e−ibt
0 e2ibt 0
(a− 1) e−2µt−e+2µt2µ e−ibt 0 (µ+ia)e
−2µt+(µ−ia)e+2µt
2µ e
−ibt

 : t ∈ R}
where we have set µ =
√
1− 2a. Now if µ is real, i.e., if 1 − 2a ≥ 0, then this
subgroup is closed. On the other hand, if µ is purely imaginary, i.e., if 1− 2a < 0,
this subgroup will be closed iff b/µ ∈ Q. To compare this with the results of
the previous section, we notice that a straightforward computation shows that the
discriminant ∆ at the point (a, b, 0, 0) is given by:
∆ = − 27
65536
(
4− 8a+ 9b2)2 (1− 2a) = − 3
16
U2(1− 2a).
We recover the result that G-integrability can only fail when ∆ > 0 and a certain
ratio is irrational. Note however, than this is not a if and only if result, since in
principle one could have G-integrations which are not quotients of Γˆ .
Hence, on the one hand, this approach can yield explicit solutions. On the other
hand, the approach in the previous paragraph allows one to find the explicit orbits
for which solutions exists.
10.4. Symmetries and moduli space of extremal Ka¨hler metrics. We will
now use the results of Section 8 to describe the symmetries and the moduli space
of extremal Ka¨hler metrics.
First, considering the moduli space of germs of solutions, according to Theorem
8.2, the action groupoid X ×U(1)⇒ X where X = R×C×R, presents this stack.
Recalling that the U(1) action on X is given by:
(K,T, U)eiθ = (K, eiθT, U).
we conclude that a germ of solution corresponding to the point (K0, T0, U) has
symmetry group:
• the trivial group, if T0 6= 0;
• the group U(1), if T0 = 0.
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Note that this moduli space is not smooth since the action fails to be free. If we
remove all solutions with T0 = 0 we obtain a smooth moduli space.
Note also that if let L be the sphere in the level set with ∆ = 0 and c2 > 0, and
we consider the two marked points in this leaf with T = 0, then there cannot exist
any G-realization covering both marked points, for then the G-realization would
cover the whole sphere, contradicting the fact that L is not G-integrable. This
shows that the converse to Theorem 8.3 in general fails without the G-integrability
assumption.
The moduli space of 1-connected solutions has a richer structure. According to
Theorem 8.5, this moduli space is represented by the groupoid ΣregG (A) ⇒ Xreg
where Xreg ⊂ X consists of the union of the leafs for which A|L is G-integrable.
Hence, Xreg is obtained by removing from X the compact leaves in the level sets
I1 = c1 and I2 = c2 for which ∆ > 0 and
4c1−r22
r23−4c1 6∈ Q. Then we conclude that:
• the constant curvature 1-connected solutions R2, S2 andH are isolated (i.e.,
have no smooth deformations) and have symmetry groups SO(2) ⋉ R2, S3
and SO(2, 1), respectively.
• the orbifold solutions CP1p,q are also isolated and have symmetry group S1.
• the remaining 1-connected solutions all admit smooth, non-trivial defor-
mations, and the connected component of the identity of their symmetry
group is either R or S1.
Notice that a 1-connected solution may have a richer symmetry structure than any
of its germs, since a symmetry of a germ of solution necessarily fixes the marked
point.
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