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3Resumen
En este trabajo se estudiarán las operaciones elementales para ecuaciones y para ﬁla de matrices y
por medio de ellas solucionar sistemas de ecuaciones lineales y hallar el determinante, la inversa y
el rango de una matriz
Abstract
In this paper we will study the elementary operations for equations and for row of matrices, and by
means of them to solve systems of linear equations and ﬁnd the determinant, the inverse and the
range of a matrix.
Introducción
Este trabajo tiene como propósito estudiar las operaciones elementales para ecuaciones y para ﬁlas de
matrices. También analizaremos como afectan estas operaciones al conjunto solución de un sistema
de ecuaciones lineales, al determinante y el rango de una matriz.
El álgebra lineal surgió como resultado de los intentos de resolver sistemas de ecuaciones lineales,
sin embargo, el inconveniente que se ha evidenciado es el de encontrar métodos prácticos y poco
complejos que permitan dar solución a estos sistemas. El interés por tanto, radica en estudiar las
operaciones elementales, teniendo en cuenta que estas resultan ser de gran utilidad al momento de
transformar un sistema de ecuaciones lineales en otro equivalente más sencillo de resolver.
Así mismo, las operaciones elementales son de gran importancia en el estudio de matrices, ya que nos
permiten escalonarlas, reducirlas y de este modo calcular el determinante de una forma práctica. Esta
idea consiste en hacer un número ﬁnito de operaciones elementales para ﬁlas a una matriz arbitraria,
hasta llegar a una matriz triangular superior. Cabe resaltar que estas operaciones afectan el signo
del determinante ﬁnal. También, las operaciones elementales nos ayudan a calcular el rango de una
matriz, teniendo en cuenta que toda matriz se puede transformar en forma escalonada mediante
estas operaciones y así ver que no afectan el rango.
Finalmente, para llevar a cabo este estudio se establecieron 4 capítulos, en los cuales se desarrollará la
teoría y algunas aplicaciones de las operaciones elementales en cada uno de los temas anteriormente
mencionados.
4
Índice general
Resumen 2
Introducción 3
1. PRELIMINARES 5
1.1. ESPACIO VECTORIALES REALES . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2. Espacio vectorial Rn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3. MATRICES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2. SISTEMAS DE ECUACIONES LINEALES 12
2.0.1. Ecuaciones Lineales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.0.2. Sistemas de ecuaciones lineales . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3. DETERMINANTE DE UNA MATRIZ 25
3.0.1. Permutaciones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.0.2. Determinante de una matriz . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.0.3. Operaciones elementales para ﬁlas de matrices . . . . . . . . . . . . . . . . . . 31
4. MATRICES ELEMENTALES 36
5. RANGO DE UNA MATRIZ Y OPERACIONES ELEMENTALES 48
5
Capítulo 1
PRELIMINARES
Comenzaremos este trabajo recordando algunos conceptos de álgebra lineal que utilizaremos en el
desarrollo de los siguientes capítulos. Asumiremos que el lector se encuentra familiarizado con el
campo de los números reales R.
1.1. ESPACIO VECTORIALES REALES
Deﬁnición 1.1. Un espacio vectorial sobre R consta de lo siguiente
1. Un conjunto no vacío V de objetos llamados vectores.
2. Una operación llamada suma de vectores, que asigna a cada par de vectores x,y de V un
vector x + y de V , llamado la suma de x y y, tal que
(a) x + y = y + x para todo x,y ∈ V .
(b) x + (y + z) = (x + y) + z para todo x,y,z ∈ V .
(c) Existe un único vector 0 de V , tal que x +0 = x para todo x ∈ V .
(d) Para cada x ∈ V , existe un único vector −x ∈ V , tal que x + (−x) = 0.
3. Una operación, llamada multiplicación por escalar, que asocia a cada escalar c ∈ R y cada
vector x ∈ V un vector cx ∈ V , tal que
(e) 1x = x para todo x ∈ V .
(f) (c1c2)x = c1(c2x) para todo c1, c2 ∈ R y todo x ∈ V .
(g) c(x + y) = cx + cy para toda c ∈ R y todas las x,y ∈ V .
(h) (c1 + c2)x = c1x + c2x para todas las c1, c2 ∈ R y toda x ∈ V .
Deﬁnición 1.2. Sea V un espacio vectorial sobre R y W un subconjunto no vacío de V . Diremos
que W es un subespacio de V si para todo c ∈ R y para todo x,y ∈ W se cumple que cx + y
también está en W .
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Los elementos de R serán llamados algunas veces escalares.
Deﬁnición 1.3. Un vector x de un espacio vectorial V sobre R se dice una combinación lineal
de los vectores x1, ...,xk ∈ V , si existen escalares c1, ..., ck ∈ R tales que
x = c1x1 + · · ·+ ckxk.
Teorema 1.4. Sea V un espacio vectorial sobre R y S un subconjunto no vacío de V . Entonces
gen(S) :=
{
c1x1 + · · ·+ ckxk : k ∈ Z+, c1, ..., ck ∈ R ; x1, ...,xk ∈ S
}
es un subespacio de V . gen(S) es llamado el subespacio de V generado por S.
Demostración. Véase [3] página 37.
Sea V un espacio vectorial sobre R y S un subconjunto no vacío de V . Si gen(S) = V decimos que
S genera a V .
Deﬁnición 1.5. Sea V un espacio vectorial sobre R. Un subconjunto S de V diremos que es
linealmente dependiente si existen vectores x1, . . . ,xk ∈ S y escalares c1, . . . , ck ∈ R, no todos
nulos, tales que
0 = c1x1 + . . .+ ckxk.
Un subconjunto S de V que no es linealmente dependiente es llamado linealmente independiente.
Deﬁnición 1.6. Sea V un espacio vectorial sobre R. Una base de V es un conjunto de vectores
linealmente independiente de V que genera a V . El espacio V se dice ﬁnito dimensional si tiene
una base ﬁnita.
Teorema 1.7. Sea V un espacio vectorial ﬁnito dimensional sobre R, entonces dos bases cualesquiera
de V tienen el mismo número ﬁnito de vectores.
Demostración. Véase [3] página 44.
Deﬁnición 1.8. La dimensión de un espacio vectorial V ﬁnito dimensional sobre R es el número
de elementos de una base cualquiera de V . El simbolo dim(V ) denotará la dimensión de V .
Teorema 1.9. Todo subconjunto linealmente independiente de un espacio vectorial V ﬁnito dimen-
sional sobre R está contenido en una base de V .
Demostración. Véase [3] página 45.
Teorema 1.10. SeaW un subespacio de un espacio vectorial V ﬁnito dimensional sobre R. Entonces
dim(V ) ≤ dim(W ).
Demostración. Véase [3] página 46.
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1.2. Espacio vectorial Rn
Sea n ∈ N, se deﬁne el conjunto
Rn :=

x1...
xn
 : x1, ..., xn ∈ R

Cada elemento x de Rn se llama n-tupla. Si x ∈ Rn, x =
x1...
xn
 entonces cada xi, se llama i-ésima
coordenada de x, 1 ≤ i ≤ n.
Para todo x,y ∈ Rn, x =
x1...
xn
 , y =
y1...
yn
 tenemos que x = y si y sólo si xi = yi, para todo
i ∈ {1, ..., n}.
Ejemplo 1.11. Rn con las operaciones
+ : Rn × Rn −→ Rn
 x1...
xn
 ,
 y1...
yn

 7−→
 x1...
xn
+
 y1...
yn
 =
 x1 + y1...
xn + yn

y
· : R× Rn −→ Rnc,
 x1...
xn

 7−→ c
 x1...
xn
 =
 cx1...
cxn

es un espacio vectorial sobre R.
En efecto, sea
x =
 x1...
xn
 , y =
 y1...
yn
 , z =
 z1...
zn
 en Rn y c, c1, c2 ∈ R, entonces
(a)
x + y =
 x1...
xn
+
 y1...
yn
 =
 x1 + y1...
xn + yn

=
 y1 + x1...
yn + xn
 =
 y1...
yn
+
 x1...
xn
 = y + x.
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(b)
x + (y + z) =
 x1...
xn
+

 y1...
yn
+
 z1...
zn

 =
 x1...
xn
+
 y1 + z1...
yn + zn

=
 x1 + (y1 + z1)...
xn + (yn + zn)
 =
 (x1 + y1) + z1...
(xn + yn) + zn

=
 x1 + y1...
xn + yn
+
 z1...
zn
 =

 x1...
xn
+
 y1...
yn

+
 z1...
zn

= (x + y) + z .
(c) Sea 0 =
 0...
0
, entonces
x +0 =
 x1...
xn
+
 0...
0
 =
 x1 + 0...
xn + 0
 =
 x1...
xn
 = x.
(d) Sea −x =
 −x1...
−xn
, entonces
x + (−x) =
 x1...
xn
+
 −x1...
−xn
 =
 x1 + (−x1)...
xn + (−xn)
 =
 0...
0
 = 0.
(e)
1x = 1
 x1...
xn
 =
 1x1...
1xn
 =
 x1...
xn
 = x.
(f)
(c1c2)x = (c1c2)
 x1...
xn
 =
 (c1c2)x1...
(c1c2)xn
 =
 c1(c2x1)...
c1(c2xn)

= c1
 c2x1...
c2xn
 = c1
c2
 x1...
xn

 = c1(c2x).
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(g)
c(x + y) = c

 x1...
xn
+
 y1...
yn

 = c
 x1 + y1...
xn + yn
 =
 c(x1 + y1)...
c(xn + yn)

=
 cx1 + cy1...
cxn + cyn
 =
 cx1...
cxn
+
 cy1...
cyn
 = c
 x1...
xn
+ c
 y1...
yn

= cx + cy.
(h)
(c1 + c2)x = (c1 + c2)
 x1...
xn
 =
 (c1 + c2)x1...
(c1 + c2)xn
 =
 c1x1 + c2x1...
c1xn + c2xn

=
 c1x1...
c1xn
+
 c2x1...
c2xn
 = c1
 x1...
xn
+ c2
 x1...
xn
 = c1x + c2x .
Del ejemplo 1.11 sabemos que Rn es un espacio vectorial sobre R.
Ejemplo 1.12. El espacio vectorial Rn tiene dimensión ﬁnita.
En efecto, sea S = {e1, ..., en}, donde ei =
x1...
xn
 con { xj = 0 si j 6= i
xj = 1 si j = i
No es difícil veriﬁcar que S es linealmente independiente y además que gen(S) = R, pues cadax1...
xn
 ∈ Rn es tal que
x = x1e1 + x2e2 + · · ·+ xnen.
Por tanto dim(Rn) = n.
1.3. MATRICES
Deﬁnición 1.13. Una matriz es un arreglo bidimensional de la forma
A =

A11 A12 · · · A1n
A21 A22 · · · A2n
...
...
...
...
Am1 Am2 · · · Amn
 , (1.1)
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donde Aij ∈ R para todo i = 1, . . . ,m y j = 1, . . . , n es la componente i, j de A. La ﬁla i− ésima
de A es
Ai∗ =
[
Ai1 Ai2 · · · Ain
]
y la columna j − ésima de A es
A∗j =

A1j
A2j
...
Amj
 .
Por lo tanto podemos expresar a la matriz A de las siguientes dos maneras según sea conveniente
A =
A1∗...
Am∗

o
A =
[
A∗1 · · ·A∗n
]
.
El tamaño de A es m× n (número de ﬁlas de A × número de columnas de A).
Observación 1. Muchas veces nos referiremos a A en (1.1) diciendo que A es una matriz de tamaño
m× n.
Rm×n denotará el conjunto de todas las matrices A de tama«o m× n.
Deﬁnición 1.14. Una matriz A ∈ Rn×n es llamada una matriz cuadrada, y sus componentes
A11, . . . ,Ann forman su diagonal principal.
Deﬁnición 1.15. Sea n ≥ 1. Deﬁnimos la matriz identidad de Rn×n como la matriz In tal que
para i ∈ {1, ..., n} (In)ii = 1 y para i, j ∈ {1, ..., n} con i 6= j (In)ij = 0.
A continuación se deﬁnen las operaciones básicas que podemos realizar con matrices.
Deﬁnición 1.16. SeanA,B ∈ Rm×n. La suma deA yB la deﬁnimos como la matrizA+B ∈ Rm×n
tal que para todo i = 1, . . . ,m y todo j = 1, . . . , n
(A +B)ij = Aij +B ij .
Deﬁnición 1.17. La multiplicación de c ∈ R por A ∈ Rm×n es la matriz cA ∈ Rm×n tal que para
todo i = 1, . . . ,m y todo j = 1, . . . , n
(cA)ij = cAij .
Esta operación es llamada multiplicación por escalar.
Deﬁnición 1.18. Sean A ∈ Rm×n y B ∈ Rn×p. La multiplicación de A por B es la matriz
AB ∈ Rm×p tal que para todo i = 1, . . . ,m y todo j = 1, . . . , p
(AB)ij =
n∑
k=1
AikBkj .
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Para una revisión detallada de las propiedades básicas de las operaciones con matrices que acabamos
de deﬁnir consultar [6].
Deﬁnición 1.19. SeaA ∈ Rm×n. La transpuesta deA denotadaAT es la matriz de Rn×m deﬁnida
por
(AT )ij = Aji
para i = 1, . . . , n y j = 1, . . . ,m.
Deﬁnición 1.20. Una matriz A ∈ Rn×n es llamada:
(i) triangular superior si
Aij = 0 siempre que i > j,
(ii) triangular inferior si
Aij = 0 siempre que i < j,
Deﬁnición 1.21. La inversa de una matriz. Sea A ∈ Rn×n. Si existe una matriz B ∈ Rn×n tal
que
AB = BA = I ,
entonces B se llama la inversa de A y se denota por A−1. Entonces se tiene
AA−1 = A−1A = I .
Si A tiene inversa, entonces se dice que A es invertible
Teorema 1.22. Sea A ∈ Rn×n y x =
[
x1 · · ·xn
]T
, entonces
Ax =
[
A∗1 · · ·A∗n
]x1...
xn

= x1A∗1 + · · ·+ xnA∗n
Demostración. Véase [1] página 6
Teorema 1.23. Sea A,B ∈ Rn×n. Entonces
AB = A
[
B∗1 · · ·B∗n
]
=
[
AB∗1 · · ·AB∗n
]
Demostración. Véase [1] página 7
Capítulo 2
SISTEMAS DE ECUACIONES
LINEALES
En este capítulo haremos un estudio de los sistemas de ecuaciones lineales.
En particular, analizaremos su cantidad de soluciones, la no alteración de sus soluciones bajo el efecto
de ciertas manipulaciones de las ecuaciones del sistema y el método de la eliminación gaussiana con
sustitución regresiva y posible parametización para hallar sus soluciones.
2.0.1. Ecuaciones Lineales
Deﬁnición 2.1. Una ecuación lineal es una expresión algebraica de la forma
a1x1 + a2x2 + · · ·+ anxn = b, (2.1)
donde a1, ..., an, b ∈ R y x1, ..., xn son variables (incógnitas) que para nuestro caso solo podrán
tomar valores en R, a1, ..., an son los coeﬁcientes de la ecuación y b el término independiente.
Una solución de la ecuación (2.1) es una n-tupla ordenada
c1...
cn
 ∈ Rn tal que
a1c1 + a2c2 + · · ·+ ancn = b.
Acontinuación explicaremos un método para hallar todas las soluciones de una ecuación lineal.
Iniciaremos con un par de casos particulares y luego analizaremos la situación más general.
La ecuación lineal
0x1 + 0x2 + · · ·+ 0xn = b,
con b 6= 0, no tiene solución, ya que para todo
c1...
cn
 ∈ Rn
tenemos que
0c1 + 0c2 + · · ·+ 0cn 6= b.
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La ecuación lineal
0x1 + 0x2 + · · ·+ 0xn = 0. (2.2)
tiene a toda n-tupla ordenada
c1...
cn
 ∈ Rn como solución, ya que si
c1...
cn
 ∈ Rn tenemos que
0c1 + 0c2 + · · ·+ 0cn = 0.
Deﬁnición 2.2. La ecuación lineal (2.2) será llamada ecuación nula.
Consideremos la ecuación lineal
a1x1 + · · ·+ aixi + · · ·+ anxn = b (2.3)
con ai 6= 0. Si consideramos a c1, ..., ci−1, c1+1, ..., cn ∈ R y hacemos
x1 = c1, ..., xi−1 = ci−1, xi+1 = ci+1, ..., xn = cn,
y si
ci = (ai)
−1
b− n∑
t=1,t 6=i
atct
 ,
tenemos que
c1...
cn
 ∈ Rn es solución de la ecuación lineal (2.3). Recíprocamente, si
d1...
dn
 ∈ Rn es
una solución de (2.3), entonces
di = (ai)
−1
b− n∑
t=1,t 6=i
atdt
 .
Por lo anterior, el conjunto
S =


x1
...
xi−1
(ai)
−1
[
b−∑nt=1,t6=i atxt]
xi+1
...
xn

∈ Rn : x1, ..., xi−1, xi+1, ..., xn ∈ R

consta de todas las soluciones de la ecuación lineal (2.3).
Deﬁnición 2.3. El conjunto formado por todas las soluciones de una ecuación lineal será llamado
el conjunto solución de dicha ecuación (puede ser vacío en algunos casos).
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Observación 2. Cuando estamos resolviendo una ecuación lineal donde alguna variable xi está multi-
plicada por un número real ai 6= 0, para efecto de hallar una solución de la ecuación, debemos asumir
que la única variable desconocida es xi, la cual se despeja para conocer su valor que dependerá de
los valores que previamente demos a las otras variables. A xi se le llamará variable dependiente,
mientras que las demás variables serán llamadas parámetros.
Observación 3. Nótese que si en la ecuación lineal (2.3) tenemos que ai 6= 0 es el único coeﬁciente
no cero, entonces la ecuación lineal (2.3) tiene como conjunto solución a
S =


x1
...
xi−1
(ai)
−1b
xi+1
...
xn

∈ Rn : x1, ..., xi−1, xi+1, ..., xn ∈ R

Por lo anterior, como caso particular, a−1b es la única solución en R de la ecuación lineal
ax = b,
donde a 6= 0. Ahora, si en la ecuación lineal (2.3) tenemos al menos dos coeﬁcientes no cero, entonces
uno de ellos debe ser parámetro al momento de construir el conjunto solución. Como un parámetro
puede tomar cualquier valor en R, entonces en este caso el conjunto solución es inﬁnito, lo que
equivale a que la ecuación lineal (2.3) tiene inﬁnitas soluciones.
Observación 4. El método para hallar todas las soluciones de una ecuación lineal, donde es necesario
utilizar parámetros, es conocido como parametrización.
ALGORITMO PARA RESOLVER UNA ECUACIÓN LINEAL DE LA FORMA
a1x1 + · · ·+ aixi + · · ·+ anxn = b
donde ai 6= 0.
Inicio.
Entrar: a1, . . . , ai, . . . , an, b.
x1, . . . , xi−1, xi+1, . . . , xn son parámetros.
xi = (ai)
−1
[
b−∑nt=1,t6=i atxt]
Salida: x1, x2, . . . , xn.
Fin
Ejemplo 2.4. Hallemos el conjunto solución de la ecuación lineal
3x1 − 2x2 + x3 − 2x4 = 4 (2.4)
y además encontremos una solución de dicha ecuación.
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Solución
Tomemos como parámetros a x1, x2 y x3. Luego,
x4 = (−1
2
)(−3x1 + 2x2 − x3) = 3
2
x1 − x2 + 1
2
x3.
Así, el conjunto solución de la ecuación lineal (2.4) es
S =


x1
x2
x3
3
2x1 − x2 + 12x3
 ∈ R4 : x1, x2, x3 ∈ R.

Ahora, si hacemos x1 = 2, x2 = 1 y x3 = 2 tenemos que
x4 =
3
2
(2)− (1) + 1
2
(2) = 3.
Por tanto una solución de la ecuación lineal (2.4) es

2
1
2
3

2.0.2. Sistemas de ecuaciones lineales
Deﬁnición 2.5. Un sistema de ecuaciones lineales es una expresión algebráica de la forma
a11x1 + a12x2 + · · ·+ a1nxn = b1
a21x1 + a22x2 + · · ·+ a2nxn = b2
...
am1x1 + am2x2 + · · ·+ amnxn = bm
(2.5)
donde, para i ∈ {1, ...,m} y j ∈ {1, ..., n}, las aij y las bi son números reales y las xj son variables
que sólo pueden ser reemplazadas por números reales. Para i ∈ {1, ...,m} la expresión
ai1x1 + ai2x2 + · · ·+ ainxn = bi
es llamada la ecuación lineal i-ésima del sistema y la denotaremos por el símbolo Ei. El sistema
(2.5) es homogéneo si b1 = · · · = bm = 0. Una solución de (2.5) es un elemento
c1...
cn
 ∈ Rn tal que

a11c1 + a12c2 + · · ·+ a1ncn = b1,
a21c1 + a22c2 + · · ·+ a2ncn = b2,
...
am1c1 + am2c2 + · · ·+ amncn = bm.
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Deﬁnición 2.6. Un sistema de ecuaciones lineal es consistente si tiene al menos una solución.
A continuación haremos un análisis de la cantidad de soluciones que puede tener un sistema de
ecuaciones lineales.
Observación 5. Todo sistema de ecuaciones lineales homogéneo con n variables tiene al menos la
solución 0...
0
 ∈ Rn
Ejemplo 2.7. El sistema de ecuaciones lineales{
2x1 + 3x2 = 0
2x1 + 3x2 = 1
(2.6)
no tiene solución, ya que si existiera
[
a
b
]
∈ R2 solución de (2.6), entonces
0 = 2a+ 3b = 1,
lo cual es una contradicción.
Ejemplo 2.8. El sistema de ecuaciones lineales{
3x1 + 2x2 = 0
2x1 + 3x2 = 1
(2.7)
tiene como única solución a [
−25
3
5
]
.
En efecto, como {
3(−25) + 2(35) = −65 + 65 = 0,
2(−25) + 3(35) = −45 + 95 = 1,
tenemos que
[
−25
3
5
]
es solución del sistema (2.7). Si suponemos que
[
a
b
]
∈ R2 es solución de (2.7),
entonces {
3a+ 2b = 0
2a+ 3b = 1.
(2.8)
De (2.8) tenemos que −23b = a = −32b+ 12 , así b(−23 + 32) = 12 y por tanto
b =
1
2(−23 + 32)
=
1
2(56)
=
6
10
=
3
5
.
Luego, a = −23b o a = −32b+ 12 . Con b = 35 , en ambos casos llegamos a que a = −25 .
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Ejemplo 2.9. El sistema de ecuaciones lineales
2x1 + 3x2 + 5x3 = 4
3x1 + 2x2 + 5x3 = 6
2x1 + 2x2 + 4x3 = 4
(2.9)
tiene inﬁnitas soluciones, ya que para todo a ∈ R,
2− a−a
a
 ∈ R3 es solución de (2.9), pués

2(2− a) + 3(−a) + 5(a) = 4− 2a− 3a+ 5a = 4
3(2− a) + 2(−a) + 5(a) = 6− 3a− 2a+ 5a = 6
2(2− a) + 2(−a) + 4(a) = 4− 2a− 2a+ 4a = 4
Teorema 2.10. Si un sistema de ecuaciones lineales tiene dos soluciones diferentes, entonces tiene
inﬁnitas soluciones.
Demostración. Supongamos que el sistema de ecuaciones lineales
a11x1 + a12x2 + · · ·+ a1nxn = b1
...
am1x1 + am2x2 + · · ·+ amnxn = bm
(2.10)
tiene dos soluciones distintas
a1...
an
 y
b1...
bn
. Entonces
a1 − b1...
an − bn
 6=
0...
0
, por tanto existe
i ∈ {1, ..., n} tal que ai − bi 6= 0. Aﬁrmamos que el conjunto
S =

k(a1 − b1) + a1...
k(an − bn) + an
 : k ∈ R
 ⊆ Rn
tiene inﬁnitos elementos. En efecto, si k1, k2 ∈ R con k1 6= k2, entonces
k1(ai − bi) + ai 6= k2(ai − bi) + ai
por tanto k1(a1 − b1) + a1...
k1(an − bn) + an
 6=
k2(a1 − b1) + a1...
k2(an − bn) + an
 .
Luego, el conjunto S tiene inﬁnitos elementos. Ahora, veamos que todo elemento de S es una solución
del sistema de ecuaciones lineales (2.10). En efecto, para j ∈ {1, ...,m} y para todo k ∈ R
aj1[k(a1 − b1) + a1] + · · ·+ ajn[k(an − bn) + an] = kaj1(a1 − b1) + aj1a1 + · · ·+ kajn(an − bn) + ajnan
= k[aj1(a1 − b1) + · · ·+ ajn(an − bn)] + [aj1a1 + · · ·+ ajnan]
= k[(aj1a1 + · · ·+ ajnan)− (aj1bj + · · ·+ ajnbn)]
+[aj1a1 + · · ·+ ajnan]
= k[bj − bj ] + bj
= k[0] + bj = bj .
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Por tanto,
k(a1 − b1) + a1...
k(an − bn) + an
 es solución de (2.10). Así, el sistema de ecuaciones (2.10) tiene inﬁnitas
soluciones.
Observación 6. Por los Ejemplos 2.4, 2.7, 2.8; y el Teorema 2.10, concluimos que en relación a la
cantidad de soluciones que puede tener un sistema de ecuaciones lineales, este puede tener cero
soluciones, una única solución o inﬁnitas soluciones.
Deﬁniremos ahora las operaciones elementales para un sistema de ecuaciones lineales, que como
veremos, son ciertas manipulaciones muy convenientes que le podemos hacer a las ecuaciones de los
sistemas de ecuaciones lineales y que nos permitirán hallar todas sus soluciones. Las operaciones
elementales de ecuaciones lineales están inspiradas en algunas de las propiedades básicas de las
igualdades.
Deﬁnición 2.11. Operaciones elementales para un sistema de ecuaciones lineales
Consideremos el sistema de ecuaciones lineales
a11x1 + a12x2 + · · ·+ a1nxn = b1
a21x1 + a22x2 + · · ·+ a2nxn = b2
...
am1x1 + am2x2 + · · ·+ amnxn = bm
(2.11)
(i) Intercambio de ecuaciones: la expresión Ei ←→ Ej , con i 6= j, signiﬁca que un nuevo
sistema se obtendrá al intercambiar las ecuaciones i-ésima y j-ésima de (2.11).
(ii) Multiplicar una ecuación por un número no cero: la expresión Ei −→ cEi, con c 6= 0,
signiﬁca que un nuevo sistema se obtendrá al reemplazar la ecuación i-ésima de (2.11) por la
ecuación que resulta de multiplicar por el número c a dicha ecuación.
(iii) Sumar a una ecuación un múltiplo de otra ecuación: la expresión Ei −→ cEj +Ei, con
c 6= 0 e i 6= j, signiﬁca que un nuevo sistema se obtendrá al reemplazar la ecuación i-ésima de
(2.11) por el resultado de sumar a la i-ésima ecuación de (2.11), c veces la ecuación j-ésima
de (2.11).
Las operaciones elementales son invertibles en el siguiente sentido: si a un primer sistema de ecua-
ciones lineales le realizamos la operación elemental Ei ←→ Ej(i 6= j) para obtener un segundo
sistema de ecuaciones, entonces al realizarle la operación elemental Ej ←→ Ei al segundo siste-
ma obtenemos el primer sistema. Si a un primer sistema de ecuaciones lineales le realizamos la
operación elemental Ei −→ cEi(c 6= 0) para obtener un segundo sistema de ecuaciones lineales,
entonces al realizarle la operación elemental Ei −→ 1cEi al segundo sistema obtenemos el primer sis-
tema. Finalmente, si a un primer sistema de ecuaciones lineales le realizamos la operación elemental
Ei −→ cEj + Ei (i 6= j, c 6= 0) para obtener un segundo sistema de ecuaciones lineales, entonces al
realizarle la operación elemental Ei −→ −cEj +Ei al segundo sistema obtenemos el primer sistema.
A continuación analizaremos la relación entre las soluciones de un sistema de ecuaciones lineales y
las operaciones elementales.
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Deﬁnición 2.12. Dos sistemas de ecuaciones lineales son equivalentes, si uno se obtiene al reali-
zarle un número ﬁnito de operaciones elementales al otro.
Deﬁnición 2.13. Un sistema de ecuaciones lineales es un sistema de ecuaciones lineales es-
calonado si el sistema tiene m ecuaciones, n variables y para j = 1, ..., k, xij es la variable en la
ecuación ij-ésima del sistema con mayor subíndice ij que está multiplicada por un número no cero,
entonces i1 < i2 < · · · < ik, y las ecuaciones nulas estan debajo de estas u¨timas ecuaciones es decir,
el sistema tiene la forma

e1i1xi1 + · · ·+ e1i2xi2 + · · ·+ e1ikxik + · · ·+ e1nxn = f1
e2i2xi2 + · · ·+ e2ikxik + · · ·+ e2nxn = f2
...
ekikxik + · · ·+ eknxn = fk
...
0x1 + · · ·+ 0xn = 0
...
0x1 + · · ·+ 0xn = 0.
Generalmente, las ﬁlas nulas son omitidas y el sistema escalonado queda de la siguiente manera

e1i1xi1 + · · ·+ e1i2xi2 + · · ·+ e1ikxik + · · ·+ e1nxn = f1
e2i2xi2 + · · ·+ e2ikxik + · · ·+ e2nxn = f2
...
ekikxik + · · ·+ eknxn = fk.
El siguiente resultado es útil para resolver sistemas de ecuaciones lineales, el cual relaciona un sistema
de ecuaciones dado con otro escalonado.
Teorema 2.14. Todo sistema de ecuaciones lineales es equivalente a un sistema de ecuaciones
lineales escalonado.
Demostración. Consideremos el sistema de ecuaciones lineales
a11x1 + a12x2 + · · ·+ a1nxn = b1
a21x1 + a22x2 + · · ·+ a2nxn = b2
...
am1x1 + am2x2 + · · ·+ amnxn = bm
(2.12)
Si el sistema (2.12) tiene ecuaciones nulas, entonces hacemos intercambios de ecuaciones de tal
manera que esas ecuaciones queden debajo de las ecuaciones no nulas. Luego, si i1 es el menor
subíndice tal que xi1 no está multiplicada por cero en todas las ecuaciones del sistema (2.12) (si no
existe tal i1, entonces el sistema ya está escalonado porque todas las ecuaciones del sistema serían
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nulas), entonces realizamos operaciones elementales adecuadas, hasta obtener un sistema de la forma
d1i1xi1 + · · ·+ d1i2xi2 + · · ·+ d1nxn = c1
d2i2xi2 + · · ·+ d2nxn = c2
...
dmxi2 + · · ·+ dmnxn = cm,
(2.13)
donde las ecuaciones nulas están debajo de las mo nulas y además i2 > i1 e i2 es el menor subíndice
tal que xi2 no está multiplicada por cero en todas las ecuaciones de la 2 a m del sitema (2.13)
(si no existe tal i2, entonces el sistema ya está escalonado porque las ecuaciones de la 2 a la m
en el sistema (2.13) serían nulas ). Si d2i2 = 0 intercambiamos la segunda ecuación con una de
las que están por debajo de ella que tenga a xi2 multiplicado por un número diferente de cero.
Después, si notamos que hay nuevas ecuaciones nulas que tengan ecuaciones no nulas por debajo,
entonces hacemos los intercambios de ecuaciones que sean necesarios para que todas las ecuaciones
nulas queden consecutivas y abajo. El procedimiento descrito anteriormente se sigue aplicando hasta
obtener un sistema escalonado de la forma
e1i1xi1 + · · ·+ e1i2xi2 + · · ·+ e1ikxik + · · ·+ e1nxn = f1
e2i2xi2 + · · ·+ e2ikxik + · · ·+ e2nxn = f2
...
ekikxik + · · ·+ eknxn = fk,
donde no hemos escrito las m − k ecuaciones nulas (k ≤ m) que pudiesen haber existido. Luego,
como sólo hemos realizado operaciones elementales de ecuaciones, podemos concluir que el sistema
de ecuaciones lineales (2.12) es equivalente a un sistema de ecuaciones lineales escalonado.
El siguiente algoritmo se conoce como sustitución regresiva con parametrización.
ALGORITMO PARA RESOLVER UN SISTEMA DE ECUACIONES LINEALES ES-
CALONADO DEL TIPO
a1i1xi1 + · · ·+ a1i2xi2 + · · ·+ a1i(k−1)xi(k−1) + · · ·+ a1ikxik + · · ·+ a1nxn = b1
a2i2xi2 + · · ·+ a2i(k−1)xi(k−1) + · · ·+ a2ikxik + · · ·+ a2nxn = b2
...
a(k−1)i(k−1)xi(k−1) + · · ·+ akikxik + · · ·+ a(k−1)nxn = b(k−1)
akikxik + · · ·+ aknxn = bk,
donde 1 ≤ i1 < i2 < · · · < i(k−1) < ik ≤ n y a1i1 6= 0, a2i2 6= 0,...,a(k−1)i(k−1) 6= 0 y akik 6= 0.
Inicio.
Entrar: a1i1 , ..., a1n , b1, a2i2 , ..., a2n, b2, ..., akik , ..., akik , ..., akn, bk.
Si ik < n xik+1, ..., xn son parámetros .
xik = (akik)
−1
[
bk −
∑n
t=ik+1
aktxt
]
Para j = k, k − 1, ..., 2.
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Si i(j−1) − ij > 1 xi(j−1)+1, ..., xij−1 son parámetros
xi(j−1) = (a(j−1)i(j−1))
−1
[
bj−1 −
∑n
t=i(j−1)+1 a(j−1)txt
]
Si j > 1 xi(j−1)+1 , ..., xij−1 son parámetros.
Fin para
Si i1 > 1 x(i1−1), ..., x1 son parámetros.
Salida: x1, x2, ..., xn.
Fin.
La importancia del anterior algoritmo basado en el teorema anterior radica en determinar las solu-
cones o solución de un sistema de ecuaciones lineales. Convirtiendo un sistema de ecuaciones lineales
general a uno cuyas soluciones o solución envuelven menos trabajo al momento de determinar.
Un caso particular importante de un sistema de ecuaciones lineales escalonado es el siguiente.
Deﬁnición 2.15. Un sistema de ecuaciones lineales de la forma
a11x1 + a12x2 + · · ·+ a1nxn = b1
a22x2 + · · ·+ a2nxn = b2
...
annxn = bn,
donde aii 6= 0 para toda i, es un sistema triangular superior.
Los sistemas triangulares superiores tienen una única solución, la cual es particularmente fácil de
hallar.
Las operaciones elementales son de fundamental importancia en el proceso de determinar si un
sistema es consistente ó no, y en el proceso de hallar todas las soluciones de un sistema consistente.
Teorema 2.16. Las operaciones elementales de ecuaciones lineales no afectan a los conjuntos solu-
ción de un sistema de ecuaciones lineales. Es decir, si un sistema de ecuaciones lineales se obtiene
al realizar un número ﬁnito de operaciones elementales de ecuaciones a otro sistema de ecuaciones
lineales, entonces ambos sistemas tienen el mismo conjunto solución.
Demostración. Consideremos el sistema de ecuaciones lineales
a11x1 + a12x2 + · · ·+ a1nxn = b1
a21x1 + a22x2 + · · ·+ a2nxn = b2
...
am1x1 + am2x2 + · · ·+ amnxn = bm
(2.14)
En toda la demostración i, j representarán números enteros tales que 1 ≤ i < j ≤ m lo cual no
afectará la generalidad de la prueba.
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i) Supongamos que
a11x1 + a12x2 + · · ·+ a1nxn = b1
...
ai1x1 + ai2x2 + · · ·+ ainxn = bi
...
aj1x1 + aj2x2 + · · ·+ ajnxn = bj
...
am1x1 + am2x2 + · · ·+ amnxn = bm
Ei ←→ Ej

a11x1 + a12x2 + · · ·+ a1nxn = b1
...
aj1x1 + aj2x2 + · · ·+ ajnxn = bj
...
ai1x1 + ai2x2 + · · ·+ ainxn = bi
...
am1x1 + am2x2 + · · ·+ amnxn = bm
Luego,

c1
c2
...
cn
 ∈ Rn tal que

a11c1 + a12c2 + · · ·+ a1ncn = b1
...
ai1c1 + ai2c2 + · · ·+ aincn = bi
...
aj1c1 + aj2c2 + · · ·+ ajncn = bj
...
am1c1 + am2c2 + · · ·+ amncn = bm
si y sólo si

a11c1 + a12c2 + · · ·+ a1ncn = b1
...
aj1c1 + aj2c2 + · · ·+ ajncn = bj
...
ai1c1 + ai2c2 + · · ·+ aincn = bi
...
am1c1 + am2c2 + · · ·+ amncn = bm
ii) Sea c ∈ R− {0} y supongamos que

a11x1 + a12x2 + · · ·+ a1nxn = b1
...
ai1x1 + ai2x2 + · · ·+ ainxn = bi
...
am1x1 + am2x2 + · · ·+ amnxn = bm
Ei ←→ cEj

a11x1 + a12x2 + · · ·+ a1nxn = b1
...
cai1x1 + cai2x2 + · · ·+ cainxn = bi
...
am1x1 + am2x2 + · · ·+ amnxn = bm
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Luego,

c1
c2
...
cn
 ∈ Rn tal que

a11c1 + a12c2 + · · ·+ a1ncn = b1
...
ai1c1 + ai2c2 + · · ·+ aincn = bi
...
am1c1 + am2c2 + · · ·+ amncn = bm
si y sólo si

a11c1 + a12c2 + · · ·+ a1ncn = b1
cai1c1 + cai2c2 + · · ·+ caincn = cbi
...
am1c1 + am2c2 + · · ·+ amncn = bm
iii) Sea c ∈ R− {0} y supongamos que

a11x1 + · · ·+ a1nxn = b1
...
ai1x1 + · · ·+ ainxn = bi
...
aj1x1 + · · ·+ ajnxn = bj
...
am1x1 + · · ·+ amnxn = bm
Ei −→ cEj+Ei

a11x1 + · · ·+ a1nxn = b1
...
(caj1 + ai1)x1 + · · ·+ (cajn + ain)xn = cbj + bi
...
a1jx1 + · · ·+ ajnxn = bj
...
am1x1 + · · ·+ amnxn = bm
Luego,

c1
c2
...
cn
 ∈ Rn tal que

a11x1 + · · ·+ a1nxn = b1
...
ai1x1 + · · ·+ ainxn = bi
...
aj1x1 + · · ·+ ajnxn = bj
...
am1x1 + · · ·+ amnxn = bm
si y sólo si
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
a11x1 + · · ·+ a1nxn = b1
...
c(aj1c1 + · · ·+ ajncn) + (ai1c1 + · · ·+ aincn) = cbj + bi
...
aijx1 + · · ·+ ajnxn = bj
...
am1x1 + · · ·+ amnxn = bm
si y sólo si 
a11x1 + · · ·+ a1nxn = b1
...
(caj1 + ai1)c1 + · · ·+ (cajn + ain)cn = cbj + bi
...
aijc1 + · · ·+ ajncn = bj
...
am1x1 + · · ·+ amnxn = bm
Hemos probado que si un sistema de ecuaciones lineales se obtiene al realizar una operación
elemental de cualquiera de los tres tipos, entonces ambos sistemas tienen el mismo conjunto
solución. Luego, por aplicación reiterada de este hecho tenemos la tésis del teorema.
Dado que las operaciones elementales de ecuaciones no afectan a los conjuntos solución de los siste-
mas de ecuaciones lineales, que todo sistema de ecuaciones lineales es equivalente a un sistema de
ecuaciones lineales escalonado y que existe un algoritmo para resolver cualquier sistema de ecua-
ciones lineales escalonado, entonces un método para hallar el conjunto solución de un sistema de
ecuaciones lineales consistente es el siguiente. Primero realizamos un número ﬁnito de operaciones
elementales de ecuaciones a tal sistema hasta obtener un sistema de ecuaciones lineales escalonado,
segundo aplicamos el algoritmo correspondiente para hallar el conjunto solución de dicho sistema de
ecuaciones lineales escalonado. Concluimos que el conjuto solución del sistema de ecuaciones lineales
inicial es igual al conjunto solución del sistema de ecuaciones lineales escalonado obtenido.
Capítulo 3
DETERMINANTE DE UNA MATRIZ
Hallar el determinante de una matriz A ∈ Rn×n es un problema que se puede resolver de manera
indirecta utilizando las operaciones elementales. En este capítulo analizaremos cómo las operaciones
elementales afectan al determinante y culminamos con un algoritmo para hallar el determinante de
una matriz que será consecuencia de dicho análisis.
3.0.1. Permutaciones
La presentación que haremos del determinante no se basa en las funciones multilineales, sino que
partimos de una deﬁnición formal que involucra a las permutaciones.
Sea n un número entero positivo. El símbolo Jn reprensentará al conjunto {1, . . . , n}.
Deﬁnición 3.1. Una permutación de Jn es una biyección σ de Jn en Jn. Una permutación σ de
Jn se acostumbra representar por
σ =
(
1 2 ··· n
σ(1) σ(2) ··· σ(n)
)
o de manera más compacta por
σ = ( σ(1) σ(2) ··· σ(n) ) .
La permutación identidad es
id = ( 1 2 ··· n1 2 ··· n ) .
Algunas veces utilizaremos la notación σ0 para denotar a id
El símbolo Sn denotará al conjunto formado por todas las permutaciones de Jn.
Deﬁnición 3.2. Una permutación σ en Sn es un ciclo de longitud k si existen i1, ..., ik en {1, ..., n},
distintos dos a dos, tales que
σ(i1) = i2, σ(i2) = i3, ..., σ(ik−1) = ik, σ(ik) = i1,
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y σ(i) = i para todo i ∈ Jn tal que i /∈ {i1, ..., ik}. En este caso utilizaremos la notación compacta
σ = ( i1 i2 ··· ik ) .
Cuando se utiliza la notación compacta para un ciclo σ es necesario dar información adicional que
nos indique el valor de n tal que σ ∈ Sn. Por ejemplo, σ =
(
1 3 5
)
∈ S6 quiere decir que
σ =
(
1 2 3 4 5 6
3 2 5 4 1 6
)
.
Deﬁnición 3.3. Una colección de ciclos Sn es ajena si ningún elemento de Jn aparece en las
notaciones compactas de dos ciclos diferentes de la colección.
Deﬁnición 3.4. Sean σ, τ ∈ Sn. Deﬁnamos el producto de σ por τ como la permutación de Sn
στ =
(
1 2 ··· n
σ(τ(1)) σ(τ(2)) ··· σ(τ(n))
)
.
Puesto que toda permutación σ ∈ Sn es una biyección, σ tiene una inversa en Sn que denotaremos
σ−1 (σσ−1 = id = σ−1σ). Para σ en Sn el símbolo σm con m un entero positivo, representará el
producto de σ consigo misma m veces y el símbolo σ−m representará el producto de σ−1 consigo
misma m veces. Luego
σmσk = σm+k
para toda σ ∈ Sn y todos los m, k enteros. Como es costumbre, debemos convenir que σ0 = id para
toda σ ∈ Sn
Teorema 3.5. Toda permutación σ en Sn se deja expresar como producto de ciclos ajenos.
Demostración. Sean σ ∈ Sn e i1 el menor elemento de Jn que no queda ﬁjo bajo σ. Consideremos
los elementos
i1, σ(i1), σ(σ(i1)) = σ
2
(i1), σ(σ
2(i1)) = σ
3(i1), ... (3.1)
Como Jn es ﬁnito, entonces existe r1 entero positivo tal que σr1(i1) es el primer elemento que se
repite en la sucesión (3.1). Aﬁrmamos que σr1(i1) = i1. En efecto, si σr1(i1) 6= i1 existe s entero
positivo tal que s < r1 y σs(i1) = σr1(i1), lo que implica σr1−s(i1) = i1 contradiciendo la elección
de r1. Luego σ1 = (i1σ(i1) · · ·σr1−1(i1)) es un ciclo de longitud r1 en Sn y tiene el mismo efecto que
σ sobre todos los elementos de Jn que aparecen en la notación compacta para σ1. Sea ahora i2 el
menor elemento de Jn que no queda ﬁjo bajo σ y tampoco aparece en la lista i1, σ(i1), ..., σr1−1(i1).
Se repite el argumento anterior considerando ahora la sucesión
i2, σ(i2), σ
2(i2), σ
3(i2), ...
para obtener un ciclo σ2 = (i2σ(i2) · · ·σr2−1(i2)) de longitud r2 en Sn. Ahora bien, σ1 y σ2 son ajenos
ya que si tuvieran en común algún elemento i de Jn, serían idénticos. Justiﬁcación: Supongamos que
σ1 = ( i1 σ(i1) ··· σp(i1) )
y
σ2 = ( i2 σ(i2) ··· σq(i2) ) .
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Si para algún par de enteros r, s tenemos que 0 ≤ s ≤ p, 0 ≤ t ≤ q y σs(i1) = σt(i2), entonces
σs+1(i1) = σ
t+1(i2)
...
σs+p−s(i1) = σp(i1) = σt+p−s(i2)
σp+1(i1) = i1 = σ
t+p−s+1(i2)
σp+2(i1) = σ(i1) = σ
t+p−s+2(i2)
...
σp+s(i1) = σ
s−1(i1) = σt+p−s+s(i2),
de donde la lista i1, σ(i1), ..., σp(i1) está contenida en la lista σt(i2), σt+1(i2), ..., σt+p(i2) y por cues-
tiones cíclicas la lista σt(i2), σt+1(i2), ..., σt+p(i2) está contenida en la lista i2, σ(i2), ..., σq(i2).
De manera similar se prueba que la lista i2, σ(i2), ..., σq(i2) está contenida en la lista i1, σ(i1), ..., σp(i1).
Si en sus respectivas notaciones compactas tienen algún elemento en común.
Para continuar, se toma ahora el menor elemento de Jn que no queda ﬁjo bajo el efecto de σ ni
pertenece a la lista
i1, σ(i1), ..., σ
r1−1(i1), i2, σ(i2), ..., σr2−1(i2),
luego se construye un ciclo σ3 ajeno con σ1 y σ2, y así sucesivamente. Como Jn es ﬁnito, este proceso
debe terminar en algún ciclo σk de Sn. Luego, los ciclos ajenos dos a dos σ1, ..., σk son tales que su
producto es igual a σ (nótese que los elementos de Jn que quedan ﬁjos bajo el efecto de σ también
quedan ﬁjos bajo el efecto σ1, ..., σk).
Deﬁnición 3.6. Un ciclo de longitud dos se denomina transposición.
Teorema 3.7. Toda permutación σ en Sn (n ≥ 2) se deja expresar como productos de transposicio-
nes.
Demostración. Por Teorema 3.5, es suﬁciente mostrar que cualquier ciclo es producto de transpo-
siciones.
Sea
σ = (i σ(i) σ2(i) · · · σk−1(i))
un ciclo de longitud k en Sn. Entonces
σ = (i σ(i) σ2(i) · · ·σk−1(i))
= (σk−1(i) σk−2(i)) · · · (σk−1(i) σ(i))(σk−1(i) i).
Teorema 3.8. Ninguna permutación σ en Sn(n ≥ 2) puede expresarse simultaneamente como un
producto de un número par de transposiciones y como un producto de un número impar de transpo-
siciones.
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Demostración. Estudiaremos primero el caso especial de la permutación identidad. Desde luego,
id puede expresarse como un producto de un número par de transposiciones, por ejemplo,
id = (1 2)(1 2). Debemos mostrar que si
id = σ1σ2 · · ·σk, (3.2)
donde cada σj es una transposición, entonces k debe ser par. Sea m cualquier entero que aparezca
en alguna de las transposiciones en la ecuación (3.2) y se σt la primera transposición, contando de
izquierda a derecha, en la cual aparece m. No podemos tener t = k pues, de ser así, id no hubiera
dejado ﬁjo a m. Ahora bien, σtσt+1 debe tener la forma de alguno de los lados izquierdos de las
siguientes identidades fáciles de veriﬁcar
(m x)(m x) = id
(m x)(m y) = (x y)(m x)
(m x)(y z) = (y z)(m x)
(m x)(x y) = (x y)(m y)
(3.3)
Si sustituimos la identidad correcta en (3.3),en lugar de σtσt+1 en la ecuación (3.2), sucede que
reducimos en dos el número k de transposiciones o trasladamos la primera aparición de m un lugar a
la derecha. Repetimos este procedimiento hasta eliminar m de la expresión de la ecuación (3.2); hay
que recordar que m no puede aparecer por primera vez en la transposición ﬁnal, así que en algún
momento debe aparecer la situación de la primera identidad en la ecuación (3.3) para eliminar a m
por completo. A continuación elegimos otro entero en Jn que aparece en la ecuación (3.2) reducida
y lo eliminamos de ella mediante un proceso similar, y continuamos hasta que el lado derecho de
la ecuación (3.2) se reduzca a id id · · · id. Como al sustituir una identidad de la ecuación (3.3) el
número k permanece igual o se reduce en dos, vemos que k debe haber sido par. Supongamos ahora
que
σ = σ1 · · ·σr = σ′1 · · ·σ′s
donde σ1, ..., σr, σ′1, ..., σ′s son transposiciones, como cada transposición en su propia inversa, obte-
nemos
id = σσ−1 = σ1 · · ·σr(σ′1 · · ·σ′s)−1
= σ1 · · ·σr(σ′s)−1 · · · (σ′1)−1
= σ1 · · ·σrσ′s · · ·σ′1.
Por lo que hicimos para id tenemos que r+ s es un número par, de modo que r y s son ambos pares
o impares.
Deﬁnición 3.9. Sea σ una permutación de Jn. Se deﬁne el signo de σ como 1 si σ se puede
expresar como un número par de transposiciones y −1 si σ se deja expresar como un número impar
de transposiones. Denotaremos el signo de σ por sgn(σ).
Observación 7. Si (i j) ∈ Sn es una transposición, entonces
(i j) (i j) = id.
Es decir, toda tranposición es su propia inversa. Además, si σ1, ..., σk ∈ Sn son transposiciones,
entonces
σ1 · · ·σkσk · · ·σ1 = σ1 · · ·σkσ−1k · · ·σ−11 = id.
30 Capítulo 3. DETERMINANTE DE UNA MATRIZ
Así, (σ1 · · ·σk)−1 = σ−1k · · ·σ−11 = σk · · ·σ1.
Teorema 3.10. Sea σ ∈ Sn. Entonces sgn(σ) = sgn(σ−1).
Demostración. Si σ = σ1 · · ·σk, donde cada σi es transposición, entonces
σ−1 = σk−1 · · ·σ1−1 = σk · · ·σ1.
Hemos probado que σ−1 también se deja expresar como un producto de k transposiciones. Así por
el Teorema 3.8 sgn(σ) = sgn(σ−1).
Teorema 3.11. Sean
σ =
(
1 · · · i · · · j · · · n
σ(1) · · · σ(i) · · · σ(j) · · · σ(n)
)
∈ Sn
σ′ =
(
1 · · · i · · · j · · · n
σ(1) · · · σ(j) · · · σ(i) · · · σ(n)
)
∈ Sn.
Entonces sgn(σ′) = −sgn(σ).
Demostración. σ′ = στ, donde τ es la transposición( i j ) . Luego, si σ se deja expresar como el pro-
ducto de k transposiciones, entonces σ′ se puede expresar como el producto de k+1 transposiciones.
En virtud del Teorema (3.8) sgn(σ′) = −sgn(σ).
3.0.2. Determinante de una matriz
Deﬁnición 3.12. Sea A ∈ Rn×n. Se deﬁne el determinante de A como
det(A) =
∑
σ∈Sn
sgn(σ)a1σ(1)a2σ(2) · · · anσ(n). (3.4)
Teorema 3.13. Sea A ∈ Rn×n tal que A tiene una ﬁla nula. Entonces det(A) = 0.
demostración. Supongamos A ∈ Rn×n tiene su k-ésima ﬁla nula. Entonces para cada σ ∈ Sn se
tiene que
A1σ(1) · · ·Akσ(k) · · ·Anσ(n) = A1σ(1) · · · 0 · · ·Anσ(n) = 0.
Luego,
det(A) =
∑
σ∈Sn
sgn(σ)A1σ(1) · · ·Akσ(k) · · ·Anσ(n)
=
∑
σ∈Sn
0
= 0.
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Nótese que si A ∈ Rn×n y σ ∈ Sn, entonces en la lista a1σ(1), ..., anσ(n) hay exactamente un elemento
de cada ﬁla y cada columna de A. Este hecho implica que el determinante de una matriz triangular
n× n sea fácil de calcular.
Teorema 3.14. Sea T ∈ Rn×n triangular superior . Entonces
det(T ) = T 11 · · ·T nn.
Demostración. El caso n = 1 es trivial. Sea σ ∈ Sn − {Id}. Si σ(1) 6= 1, entonces σ(1) > 1 y
T 1σ(1) = 0, por tanto T 1σ(1)T nσ(n) = 0.
Si σ(1) = 1, sea i el menor entero tal que σ(i) 6= i (tal i existe porque σ 6= Id). Ahora, si σ(i) < i,
entonces existe j ∈ {1, ..., i− 1} tal que σ(i) = j = σ(j), lo cual es absurdo, pues σ es biyectiva. Por
tanto σ(i) > i, lo que implica que T iσ(i) = 0 y T 1σ(1) · · ·T nσ(n) = 0
Luego,
det(T ) =
∑
σ∈Sn
sgn(σ)T 1σ(1) · · ·T iσ(i) · · ·T nσ(n)
= sgn(id) T 1 id(1) · · ·T n id(n)
= T 11 · · ·T nn.
Como un caso especial tenemos que
det(In) = 1 · · · 1 = 1.
Teorema 3.15. Sea A ∈ Rn×n. Entonces det(A) = det(AT ).
Demostración.
det(AT ) =
∑
σ∈Sn
sgn(σ)AT1σ(1) · · ·ATnσ(n)
=
∑
σ∈Sn
sgn(σ)Aσ(1)1 · · ·Aσ(n)n
=
∑
σ∈Sn
sgn(σ)Aσ(1)σ−1(σ(1)) · · ·Aσ(n)σ−1(σ(n)).
Conmutando apropiadamente en los productos obtenemos que
det(AT ) =
∑
σ∈Sn
sgn(σ)A1σ−1(1) · · ·Anσ−1(n)
=
∑
σ−1∈Sn
sgn(σ−1)A1σ−1(1) · · ·Anσ−1(n)
= det(A).
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Corolario 3.16. Sea A ∈ Rn×n tal que A tiene una columna nula, entonces det(A) = 0.
Demostración. Por el Teorema 3.15 tenemos que det(A) = det(AT ). Por otra parte como las
columnas de A son las ﬁlas de AT , entonces AT tiene una ﬁla nula. Luego, por Teorema 3.13 se tiene
que det(AT ) = 0. Así, det(A) = 0.
3.0.3. Operaciones elementales para ﬁlas de matrices
Deﬁnición 3.17. Los tres tipos de operaciones elementales para ﬁlas de matrices son.
(i) Si A,B ∈ Rm×n son tales que B se obtiene al intercambiar las ﬁlas i y j de A (i 6= j),
denotaremos tal hecho por A Fi ←→ Fj B .
(ii) Si A,B ∈ Rm×n son tales que B se obtiene al multiplicar la ﬁla i de A por un número real
c 6= 0, denotaremos tal hecho por A Fi −→ cFi B .
(iii) Sea A ∈ Rm×n, i, j ∈ {1, ..., n} con i 6= j y c ∈ R− 0. Si B ∈ Rn×n se obtiene al sumar c veces
la ﬁla j de A a la ﬁla i de A, entonces denotaremos tal hecho por A Fi −→ cFj + Fi B .
Veamos ahora como afectan las operaciones elementales para ﬁlas de matrices al determinante de
una matriz
Teorema 3.18. Sean A ∈ Rn×n e i, j ∈ {1, ..., n} con i 6= j. Si A Fi ←→ Fj B . Entonces
det(A) = −det(B).
Demostración. A cada permutación
σ =
(
1 · · · i · · · j · · · n
σ(1) · · · σ(i) · · · σ(j) · · · σ(n)
)
∈ Sn
le corresponde una, y sólo una, permutación
σ′ =
(
1 · · · i · · · j · · · n
σ(1) · · · σ(j) · · · σ(i) · · · σ(n)
)
∈ Sn.
Entonces
det(A) =
∑
σ∈Sn
sgn(σ)A1σ(1) · · ·Aiσ(i) · · ·Ajσ(j) · · ·Anσ(n)
=
∑
σ∈Sn
sgn(σ)B1σ(1) · · ·B iσ(j) · · ·B jσ(i) · · ·Bnσ(n).
Luego, por el Teorema 3.11,
det(A) =
∑
σ′∈Sn
−sgn(σ′)B1σ′(1) · · ·B jσ′(j) · · ·B iσ′(i) · · ·Bnσ′(n)
= −
∑
σ′∈Sn
sgn(σ′)B1σ′(1) · · ·B iσ′(i) · · ·B jσ′(j) · · ·Bnσ′(n)
= −det(B).
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Corolario 3.19. Sean A ∈ Rn×n e i, j ∈ {1, ..., n} con i 6= j. Si AT Fi ←→ Fj BT . Entonces
det(A) = −det(B).
Demostración. Por Teorema 3.18 tenemos que det(AT ) = −det(BT ). Luego, por Teorema 3.15 se
sigue que
det(A) = det(AT )
= −det(BT )
= −det(B).
El corolario anterior nos dice que si A ∈ Rn×n y B ∈ Rn×n se obtiene al intercambiar dos columnas
de A, entonces det(A) = −det(B).
Teorema 3.20. Sean A ∈ Rn×n, c ∈ R− {0} e i, j ∈ {1, ..., n}. Si A Fi −→ cFi B . Entonces
det(B) = c det(A).
Demostración.
det(B) =
∑
σ∈Sn
sgn(σ)B1σ(1) · · ·B iσ(i) · · ·Bnσ(n)
=
∑
σ∈Sn
sgn(σ)A1σ(1) · · · cAiσ(i) · · ·Anσ(n)
= c
∑
σ∈Sn
sgn(σ)A1σ(1) · · ·Aiσ(i) · · ·Anσ(n)
= c det(A).
Corolario 3.21. Sean A ∈ Rn×n, c ∈ R− {0} e i, j ∈ {1, ..., n}. Si AT Fi −→ cFi BT . Entonces
det(B) = c det(A).
Demostración. Por Teorema 3.20 tenemos que det(BT ) = c det(AT ). Luego, por Teorema 3.15 se
sigue que
det(B) = det(BT )
= c det(AT )
= c det(A).
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El corolario anterior nos dice que si A ∈ Rn×n y B ∈ Rn×n se obtiene al multiplicar una columna
de A por un escalar no nulo c, entonces det(B) = c det(A).
Teorema 3.22. Sea A ∈ Rn×n tal que su ﬁla i es igual a su ﬁla j con i 6= j . Entonces det(A) = 0.
Demostración. SeaB la matriz obtenida a partir deA intercambiando las ﬁlas i y j deA. Entonces
det(A) = det(B) ya que A = B , y por otra parte det(B) = −det(A), según Teorema 3.18. Por tanto
det(A) = −det(A), de lo cual se sigue que det(A) = 0.
Corolario 3.23. Si A ∈ Rn×n tal que A tiene dos columnas iguales. Entonces
det(A) = 0.
Demostración. Como A tiene dos columnas iguales, entonces AT tiene dos ﬁlas iguales. Luego,
por Teorema 3.22 det(AT ) = 0 y por Teorema 3.15 det(A) = det(AT ) = 0.
Teorema 3.24. Sea A,B ∈ Rn×n, i, j ∈ {1, ..., n} con i 6= j y c ∈ R− 0. Si A Fi −→ cFj + Fi B ,
entonces det(A) = det(B).
Demostración. Supongamos que i < j. Entonces
det(B) =
∑
σ∈Sn
sgn(σ)B1σ(1) · · ·B iσ(i) · · ·B jσ(j) · · ·Bnσ(n)
=
∑
σ∈Sn
sgn(σ)A1σ(1) · · · (cAjσ(i) +Aiσ(i)) · · ·Ajσ(j) · · ·Anσ(n)
=
∑
σ∈Sn
sgn(σ)A1σ(1) · · ·Aiσ(i) · · ·Ajσ(j) · · ·Anσ(n)
+ c
∑
σ∈Sn
sgn(σ)A1σ(1) · · ·Aiσ(i) · · ·Ajσ(i) · · ·Anσ(n).
Pero
∑
σ∈Sn
sgn(σ)A1σ(1) · · ·Aiσ(i) · · ·Ajσ(i) · · ·Anσ(n) corresponde al determinante de la matriz de
Rn×n que sólo se diferencia (si la ﬁla i de A es distinta a la ﬁla j de A) de A en que su ﬁla i
es igual a la ﬁla j de A. Luego, esta sumatoria es el determinante de una matriz con dos ﬁlas iguales,
por tanto es igual a cero. Así,
det(B) =
∑
σ∈Sn
sgn(σ)A1σ(1) · · ·Aiσ(i) · · ·Ajσ(j) · · ·Anσ(n) = det(A).
Corolario 3.25. Sea A ∈ Rn×n, i, j ∈ {1, ..., n} con i 6= j y c ∈ R−{0}. Si AT Fi −→ cFj+Fi BT ,
entonces det(A) = det(B).
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Demostración. Por Teoremas 3.24 tenemos que det(AT ) = det(BT ). Luego, por Teorema 3.15 se
sigue que
det(A) = det(AT )
= det(BT )
= det(B).
El corolario anterior nos dice que A ∈ Rn×n y B ∈ Rn×n se obtiene al sumar a una columna de A
un múltiplo escalar de otra, entonces det(A) = det(B).
Algoritmo para calcular el determinante de una matriz A ∈ Rn×n.
Sea A ∈ Rn×n. Para hallar el det(A) procedemos de la siguiente manera.
Si A tienen una ﬁla o columna nula, entonces det(A) = 0 según Teorema 3.13.
Si A no tiene una ﬁla o una columna nula, entonces hacemos operaciones elementales hasta llegar a
una matriz triangular superior (si en algún paso hallamos una matriz con una ﬁla o columna nula,
concluimos que det(A) = 0), luego aplicamos los Teoremas 3.18, 3.20 y 3.24 que nos indican como
se afectá el determinante y así con ayuda adicional del Teorema 3.14 podemos hallar det(A).
Ejemplo 3.26. Calculemos el determinante de la matriz
A =

0 1 2 2
2 3 4 1
3 1 0 2
−12 2 4 5


0 1 2 2
2 3 4 1
3 1 0 2
−12 2 4 5

F1 ←→ F4

−12 2 4 5
2 3 4 1
3 1 0 2
0 1 2 2

F1 −→ −2F1

1 −4 −8 −10
2 3 4 1
3 1 0 2
0 1 2 2

F2 −→ −2F1 + F2
F3 −→ −3F1 + F3

1 −4 −8 −10
0 11 20 21
0 13 24 32
0 1 2 2

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F2 ←→ F4

1 −4 −8 −10
0 1 2 2
0 13 24 32
0 11 20 21

F3 −→ −13F2 + F3
F4 −→ −11F2 + F4

1 −4 −8 −10
0 1 2 2
0 0 −2 6
0 0 −2 −1

F4 −→ −F3 + F4

1 −4 −8 −10
0 1 2 2
0 0 −2 6
0 0 0 −7

Luego por Teoremas 3.18, 3.20, 3.24 y 3.14
det(A) = (−1)(−1
2
)(−1)(1)(1)(−2)(−7) = −7
Capítulo 4
MATRICES ELEMENTALES
En este capítulo analizaremos la relación entre las operaciones elementales de ﬁla y las matrices
elementales. Luego estudiaremos la relación entre las matrices elementales y las matrices invertibles.
Finalizaremos con un algoritmo para hallar para hallar la inversa de una matriz invertible, utilizando
solamente las operaciones elementales de ﬁla.
A manera de observación en el desarrollo de este capítulo se trabajará con la deﬁnición de operaciones
elementales para matrices que se dió en el anterior capítulo.
Deﬁnición 4.1. Una matriz E ∈ Rn×n es una matriz elemental si se obtiene al realizar una
operación elemental de ﬁla a la matriz identidad In.
Teorema 4.2. Toda matriz elemental es invertible.
Demostración. Sean i, j ∈ {1, ..., n}, i < j y c 6= 0
(i) Sea E ∈ Rn×n la matriz elemental tal que
In Fi ←→ Fj E.
Aﬁrmamos que E = E−1. En efecto, sean s, t ∈ {1, ...n}.
Si s = i y t = i, entonces
(EE)st = Es∗E∗t
= E i∗E∗i
= (In)j∗(In)∗j
= 1.
Si s = i y t 6= i, entonces
(EE)st = Es∗E∗t
= (In)j∗(In)∗t
= 0
37
38 Capítulo 4. MATRICES ELEMENTALES
Si s 6= i y t 6= i
(EE)st = Es∗E∗t
= (In)s∗(In)∗t]
= 0
(ii) Sea E ∈ Rn×n la matriz elemental tal que
In Fi −→ cFi E.
Consideremos la matriz elemental F ∈ Rn×n tal que
In Fi −→ c−1Fi E.
Aﬁrmamos que F = E−1. En efecto, sean s, t ∈ {1, ...n}.
Si s = i y t = i,entonces
(EF )st = (EF )ii
= E i∗F ∗i
= [c(In)i∗][c−1(In)∗i]
= cc−1(In)i∗(In)∗i
= (1)(1) = 1.
Si s = i y t 6= i, entonces
(EF )st = (EF )it
= E i∗F ∗t
= c(In)i∗(In)∗t]
= c(0) = 0.
Si s 6= i y t = i, entonces
(EF )st = (EF )si
= Es∗F ∗i
= c−1(In)s∗(In)∗i
= c−1(0) = 0.
Si s 6= i y t 6= i, entonces
(EF )st = (EF )st
= Es∗F ∗t
= (In)s∗(In)∗t
=
{
0 si s 6= t
1 si s = t
Luego, EF = In y así F = E−1.
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(iii) Sea E ∈ Rn×n la matriz elemental tal que
In Fj −→ cFi + Fj E.
Consideremos la matriz elemental F ∈ Rn×n tal que
In Fj −→ −cFi + Fj F .
Veamos que F = E−1. En efecto, sean s, t ∈ {1, ...n}.
Si s = j y t = i
(EF )st = (EF )ji
= E j∗F ∗i
= [c(In)i∗ + (In)j∗][(In)∗i − c(In)∗j ]
= c(In)i∗(In)∗i − c2(In)i∗(In)∗j + (In)j∗(In)∗i − c(In)j∗(In)∗j
= c− c2(0) + 0− c
= 0
Si s 6= j y t = i
(EF )st = (EF )si
= Es∗F ∗i
= (In)s∗[(In)∗i − c(In)∗j ]
= (In)s∗(In)∗i − c(In)s∗(In)∗j
= (In)s∗(In)∗i − c(0)
= (In)s∗(In)∗i
=
{
1 si s = t
0 si s 6= t
Si s 6= j y t 6= i
(EF )st = Es∗F ∗t
= (In)s∗(In)∗t
=
{
0 si s 6= t
1 si s = t
Luego, EF = In y así F = I−1.
Teorema 4.3. Realizar una operación elemental a una matriz es equivalente a multiplicar por la
izquierda a dicha matriz por unas matriz elemental adecuada.
Demostración. Sea A ∈ Rn×n.
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(i) Supongamos que
A =

A1∗
...
Ai∗
...
Aj∗
...
An∗

Fi ←→ Fj

A1∗
...
Aj∗
...
Ai∗
...
An∗

= B
Consideremos la matriz elemental E ∈ Rn×n tal que In Fi ←→ Fj E .
Veamos que EA = B . En efecto,
EA =

(e1)
T
...
(ej)
T
...
(ei)
T
...
(en)
T

A =

(e1)
TA
...
(ej)
TA
...
(ei)
TA
...
(en)
TA

=

A1∗
...
Aj∗
...
Ai∗
...
An∗

= B
(ii) Supongamos que
A =

A1∗
...
Ai∗
...
An∗
 Fi −→ cFi

A1∗
...
cAi∗
...
An∗
 = B.
Consideremos la matriz E ∈ Rn×n tal que In Fi −→ cFi E .
Veamos que EA = B . En efecto,
EA =

(e1)
T
...
c(ei)
T
...
(en)
T
A =

(e1)
TA
...
c(ei)
TA
...
(en)
TA
 =

A1∗
...
cAi∗
...
An∗
 = B
(iii) Para este caso por cuestiones de escritura sólo haremos la prueba para (i < j). Para (i > j) la
prueba es similar.
Supongamos que
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A =

A1∗
...
Ai∗
...
Aj∗
...
An∗

Fj −→ cFi + Fj

A1∗
...
Ai∗ + cAj∗
...
Aj∗
...
An∗

= B.
Consideremos la matriz E ∈ Rn×n tal que In Fj −→ cFi + Fj E .
Veamos que EA = B . En efecto,
EA =

(e1)
T
...
(ei)
T + c(ej)
T
...
(ej)
T
...
(en)
T

A =

(e1)
TA
...
[(ei)
T + c(ej)
T ]A
...
(ej)
TA
...
(en)
TA

=

(e1)
TA
...
(ei)
TA + c(ej)
TA
...
(ej)
TA
...
(en)
TA

=

A1∗
...
Ai∗ + cAj∗
...
Aj∗
...
An∗

= B
Teorema 4.4. Si A1, ...,Ak son invertibles, entonces (A1 · · ·Ak)−1 = A−11 · · ·A−1k .
Demostracio«. Sean A1, ...,Ak matrices invertibles en Rn×n. Luego, existen A−11 , ...,A
−1
k ∈ Rn×n
sus respectivas inversas. Así
(A1 · · ·Ak−1Ak)(A−1k A−1k−1 · · ·A1−1) = (A1 · · ·Ak−1)(AkA−1k )(A−1k−1 · · ·A−11 )
= (A1 · · ·Ak−1)In(A−1k−1 · · ·A−11 )
= (A1 · · ·Ak−1)(A−1k−1 · · ·A−11 )
...
= A1A
−1
1
= In.
Por tanto, A1 · · ·Ak es invertible y (A1 · · ·Ak)−1 = A−11 · · ·A−1k
Teorema 4.5. Sea A ∈ Rn×n. Entonces A es invertible si y sólo si sus columnas forman una base
de Rn.
Demostracio«. Sea A ∈ Rn×n invertible y sean c1, ..., cn ∈ R tales que
c1A∗1 + · · ·+ cnA∗n = 0,
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entonces
c1A
−1A∗1 + · · ·+ cnA−1A∗n = A−10 = 0.
Así,
c1e1 + · · ·+ cnen = 0.
Luego, [
c1 · · · cn
]T
=
[
0 · · · 0
]T
,
por tanto c1 = · · · cn = 0. Entonces {A∗1, ...,A∗n} es linealmente independiente.
Sea x ∈ Rn. Tomemos x =
[
y1 · · · yn
]T
= A−1x. Luego,
x = Inx
= (A−1A)x
= A(A−1x)
= Ay
=
[
A∗1 · · ·A∗n
]y1...
yn

= y1A∗1 + · · ·+ ynA∗n
Así, x ∈ gen{A∗1, ...,A∗n}. Entonces {A∗1, ...,A∗n} genera a Rn.
Por todo lo anterior {A∗1, ...,A∗n} es una base de Rn.
Recíprocamente, supongamos que las columnas de A ∈ Rn×n son una base de Rn. Luego, para
j ∈ {1, ..., n} existen B1j , ...,Bnj ∈ R tales que
ej = B1jA∗1 + · · ·+BnjA∗n
=
[
A∗1 · · ·A∗n
]B1j...
Bnj

= AB∗j .
Si B =
[
B∗1 · · ·B∗n
]
tenemos que
AB = A
[
B∗1 · · ·B∗n
]
=
[
AB∗1 · · ·AB∗n
]
=
[
e1 · · ·en
]
= In.
Luego, A es invertible y A−1 = B .
Teorema 4.6. La transpuesta de una matriz elemental es también una matriz elemental.
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Demostración. (i) Sea E ∈ Rn×n una matriz elemental obtenida de la siguiente manera
In Fi ←→ Fj E
donde i, j ∈ {1, ..., n} con i 6= j. Entonces ET = E .
(ii) Sea E ∈ Rn×n una matriz elemental obtenida de la siguiente manera
In Fi −→ cFi E
donde i ∈ {1, ..., n} y c ∈ R−{0}. Entonces ET = E.
(iii) Sea E ∈ Rn×n una matriz elemental obtenida de la siguiente manera
In Fi −→ cFj + Fi E
donde i, j ∈ {1, ..., n} con i 6= j y c ∈ R−{0} . Entonces ET es la matriz elemental que se
obtiene de la siguiente manera
In Fj −→ cFi + Fj ET .
Teorema 4.7. Toda matriz de Rn×n se puede expresar como el producto de matrices elementales y
una matriz triangular superior.
Demostración. Sea A ∈ Rn×n. Consideremos inicialmente las siguientes situaciones.
(i) Si A11 6= 0, entonces sean
E21, ...,En1
tales que para i ∈ {2, ..., n},
In Fi −→ −Ai1(A11)−1F1 + Fi Ei1,
tenemos que
En1 · · ·E21A = A1 = [A11e1 (A1)∗2 · · · (A1)∗n] .
(ii) Si A∗1 = 0, entonces hacemos A = A1.
(iii) Si A11 = 0 y existe i1 ∈ {2, ..., n} tal que Ai11 6= 0, entonces consideremos las matrices
elementales
E11,E21...,E(i1−1)1,E(i1+1)1, ...,En1,
tales que
In F1 ←→ Fi1 E11
y para i ∈ {2, ..., i1 − 1, i1 + 1, ..., n}
In Fi −→ −Ai1(Ai11)−1F1 + Fi Ei1,
tenemos que
En1 · · ·E(i1+1)E(i1−1)1 · · ·E21E11A = A1 = [Ai11e1 (A1)∗2 · · · (A1)∗n] .
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En todos los casos A1 tiene su primera columna como una matriz triangular superior. Ahora, su-
pongamos existen matrices elementales F1, ...,Fs tales que la matriz
Fs · · ·F1A = Ak
tiene sus primeras k (k < n) columnas como una matriz triangular superior.
(a) Si (Ak)(k+1)(k+1) 6= 0, entonces considerando las matrices elementales
E(k+2)(k+1), ...,En(k+1)
tales que para i ∈ {k + 2, ..., n},
In Fi −→ −(Ak)i1((Ak)(k+1)(k+1))−1Fk+1 + Fi Ei(k+1),
tenemos que la matriz
En(k+1) · · ·E(k+2)(k+1)Fs · · ·F1A = Ak+1
es una matriz que tiene sus primeras k + 1 columnas como una matriz triangular superior.
(b) Si (Ak)∗(k+1) es como la columna k + 1 de una matriz triangular superior, entonces
Fs · · ·F1A = Ak = Ak+1
es una matriz que tiene sus primeras k+1 columnas como las de una matriz triangular superior.
(c) Si (Ak)(k+1)(k+1) = 0 y existe ik+1 ∈ {k + 2, ..., n} tal que (Ak)(ik+1)(k+1) 6= 0, entonces
consideremos las matrices elementales
E(k+1)(k+1),E(k+2)(k+1), ...,E(ik+1−1)(k+1),E(ik+1+1)(k+1), ...,En(k+1),
tales que
In Fk+1 ←→ Fik+1 E(k+1)(k+1)
y para i = k + 2, ..., ik+1 − 1, ik+1 + 1, ..., n
In Fi −→ −Ai(k+1)((Ak)(ik+1)(k+1))−1Fk+1 + Fi Ei(k+1),
tenemos que
En(k+1) · · ·E(ik+1+1)(k+1)E(ik+1−1)(k+1) · · ·E(k+2)(k+1)E(k+1)(k+1)Ak = Ak+1
es una matriz que tiene sus primeras k+1 columnas como las de una matriz triangular superior.
Por lo anterior, existen matrices elementales
G1, ...,Gt
en Rn×n tales que
Gt · · ·G1A = T
es una matriz triangular superior. Así,
A = (Gt)
−1 · · · (G1)−1T,
es un producto de matrices elementales (porque la inversa de una matriz elemental es una matriz
elemental) y una matriz triangular superior.
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Teorema 4.8. Sea A ∈ Rn×n. Entonces A es invertible si y sólo se puede factorizar como producto
de matrices elementales.
Demostración. Sea A ∈ Rn×n una matriz invertible. Por Teorema 4.5 se sigue que las columnas
de A forman una base de Rn, entonces A∗1 6= 0. Luego existe i1 ∈ {1, ..., n} tal que Ai11 6= 0. Sea
E01 ∈ Rn×n la matriz elemental tal que:
In F1 −→ Fi1 E01,
entonces B1 = E01A es tal que (B1)11 = Ai11 6= 0.
Consideremos las matrices elementales E21, ...,En1E11 tales que
In F2 −→ −((B1)11)−1(B1)21F1 + F2 E21
...
In Fn −→ −((B1)11)−1(B1)n1F1 + F2 En1
In F1 −→ ((B1)11)−1F1 E11.
Luego,
E11En1 · · ·E21E01A = A1 =
[
e1(A1)∗2 · · · (A1)∗n
]
Supongamos k < n y que existen matrices elementales
E01,E21, ...,En1,E11, ...,E0k,E1k, ...,E (k−1)k,E (k+1)k, ...,Enk,Ekk
tales que
Ekk · · ·E0k · · ·E11 · · ·E01A = Ak
[
e1 · · ·ek(Ak)∗(k+1) · · · (Ak)∗n
]
.
Como Ak es producto de matrices invertibles, entonces por Teorema 4.4 Ak también es invertible y
por tanto sus columnas forman una base de Rn, así (Ak)∗(k+1) 6= 0 y (Ak)∗(k+1) /∈ gen{e1, ..., ek}.
Luego existe ik+1 ∈ {k + 1, ..., n} tal que (Ak)ik+1(k+1) 6= 0.
Sea E0(k+1) ∈ Rn×n la matriz elemental tal que:
In Fk+1 ←→ Fik+1 E0(k+1),
entonces
E0(k+1)Ak = Bk+1
y
(Bk+1)(k+1)(k+1) = (Ak)ik+1(k+1) 6= 0.
Consideremos las matrices elementales
E (k+2)(k+1), ...,En(k+1),E (k+1)(k+1)
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tales que:
In Fk+2 −→ −((Bk+1)(k+1)(k+1))−1(Bk+1)(k+2)(k+1)Fk+1 + Fk+2 E (k+2)(k+1)
...
In Fn −→ −((Bk+1)(k+1)(k+1))−1(Bk+1)n(k+1)Fk+1 + Fn En(k+1)
In Fk+1 −→ ((Bk+1)(k+1)(k+1))−1Fk+1 E (k+1)(k+1).
Así,
E (k+1)(k+1)En(k+1 · · ·E (k+2)(k+1)E0(k+1)Ak = Ak+1 =
[
e1 · · ·ekek+1(A)∗(k+2) · · · (A)∗n
]
.
Luego, el proceso inductivo descrito anteriormente demuestra que existen matrices elementales
F 1, ...,F n tales que para cada i ∈ {1, ..., n} F i es un producto de matrices elementales y
F n · · ·F 1A = In.
Así, A = (F 1)−1 · · · (Fm)−1, y como (F i)−1 para todo i es un producto de matrices elementales,
entonces A es producto de matrices elementales.
Recíprocamente, si una matriz A ∈ Rn×n es igual a un producto ﬁnito de matrices elementales,
entonces A es invertible por Teorema 4.4.
Nótese que cuando en la demostración del Teorema 4.8 llegamos al punto
F n · · ·F 1A = In (4.1)
se puede concluir que
A−1 = F n · · ·F 1
= F n · · ·F 1In
Por tanto, si F n, ...,F 1 son productos de matrices elementales que como en (4.1) convierten a A en
In, entonces esas mismas matrices elementales (en el mismo orden) convierten a In en A−1.
El análisis anterior nos conduce al siguiente algoritmo, el cual nos permite para hallar la inversa de
una matriz invertible usando solamente operaciones elementales de ﬁla.
Si A ∈ Rm×n y B ∈ Rm×k. Entonces el símbolo[
AB
]
denotará a la matriz de Rm×(n+k)
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A11 · · · A1n B11 · · · B1k... ... ... ... ... ...
Am1 · · · Amn Bm1 · · · Bmk

Un algoritmo para hallar la inversa de una matriz A ∈ Rn×n invertible
Sea A ∈ Rn×n una matriz invertible. Luego, construimos la matriz n× 2n
[
AIn
]
a la cual le realizamos operaciones elementales de ﬁla hasta llegar a la matriz
[
InB
]
.
Entonces B = A−1.
Ejemplo 4.9. Sea A =
2 4 24 1 1
0 6 −3

Luego tenemos que la matriz aumentada es,
[AIn] =
2 4 2 1 0 04 1 1 0 1 0
0 6 −3 0 0 1
 ,
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realizando operaciones elementales tenemos que
F1 −→ 12F1
1 2 1 12 0 04 1 1 0 1 0
0 6 −3 0 0 1

F2 −→ −4F1 + F2
1 2 1 12 0 00 −7 −3 −2 1 0
0 6 −3 0 0 1

F2 −→ −17F2
1 2 1 12 0 00 1 37 27 −17 0
0 6 −3 0 0 1

F3 −→ −6F2 + F3
1 2 1 12 0 00 1 37 27 −17 0
0 0 −397 −127 67 1

F3 −→ − 739F3
1 2 1 12 0 00 1 37 27 −17 0
0 0 1 413 − 213 − 739

F2 −→ −37F3 + F2
1 2 1 12 0 00 1 0 213 − 113 113
0 0 1 413 − 213 − 739

F1 −→ −2F2 + F1
1 0 1 526 213 7390 1 0 213 − 113 113
0 0 1 413 − 213 − 739

F1 −→ −F3 + F1
1 0 0 − 326 413 1390 1 0 213 − 113 113
0 0 1 413 − 213 − 739
 .
Así,
A−1 =
− 326 413 139213 − 113 113
4
13 − 213 − 739
 .
Capítulo 5
RANGO DE UNA MATRIZ Y
OPERACIONES ELEMENTALES
En este capítulo haremos una presentación formal de lo que se conoce como rango de una matriz
A ∈ Rm×n. Hecho ésto, presentaremos algunos resultados relacionados con el rango de una matriz.
Finalmente, probaremos que las operaciones elementales de ﬁla no afectan el rango de una matriz y
presentaremos un algoritmo para hallar el rango de una matriz usando operaciones elementales de
ﬁla.
Deﬁnición 5.1. Sea A ∈ Rm×n. Deﬁnimos el rango columna de A, denotado rkc(A), como el
número máximo de columnas de A que forman un conjunto linealmente independiente. Deﬁnimos
también el rango ﬁla de A, denotado rkf(A), como
rkf(A) = rkc(AT ).
Observación 8. El sistema de ecuaciones lineales
a11x1 + a12x2 + · · ·+ a1nxn = b1
a21x1 + a22x2 + · · ·+ a2nxn = b2
...
am1x1 + am2x2 + · · ·+ amnxn = bm
lo podemos expresar matricialmente como Ax = b, donde A =
a11 · · · a1n... ...
am1 · · · amn
, x =
x1...
xn
 y
B =
 b1...
bm

Lema 5.2. Sea A ∈ Rm×n y sea B ∈ Rm×n una matriz que se obtiene al realizar un reordenamiento
de las ﬁlas de A. Entonces los sistemas de ecuaciones lineales homogéneos Ax = 0 y Bx = 0 son
equivalentes.
49
50 Capítulo 5. RANGO DE UNA MATRIZ Y OPERACIONES ELEMENTALES
Demostración. Sea B la matriz que se obtiene al realizar un reordenamiento de ﬁlas a la matriz
A. Entonces existe un reordenamiento {i1, ..., im} del conjunto {1, ...,m} tal que
B =
Ai1∗...
Aim∗
 .
Ahora,
[
c1 · · · cn
]T
= c ∈ Rn es solución del sistema de ecuaciones lineales homoéneo Ax = 0, si y
sólo si Ac = 0,
si y sólo si
 A11 · · ·A1n...
Am1 · · ·Amn

c1...
cn
 =
0...
0
,
si y sólo si

c1A11 + · · ·+ cnA1n = 0
...
c1Am1 + · · ·+ cnAmn = 0
,
si y sólo si

c1Ai11 + · · ·+ cnAinn = 0
...
c1Aim1 + · · ·+ cnAimn = 0
,
si y sólo si
Ai11 · · ·Ai1n...
Aim1 · · ·Aimn

c1...
cn
 =
0...
0
 ,
si y sólo si Bc = 0.
Entonces los sistemas de ecuaciones lineales homogéneos Ax = 0 y Bx = 0 son equivalentes.
Lema 5.3. Sean A ∈ Rm×n y B ∈ Rk×n tales que los sistemas de ecuaciones lineales homogéneos
Ax = 0 y Bx = 0 son equivalentes. Entonces rkc(A) = rkc(B)
Demostración. Sea r = rkc(A), entonces existen i1 < · · · < ir en {1, ..., r} tales que {A∗i1 , ...,A∗ir}
es una base de gen{A∗1, ...,A∗n}. Sean ci1 , ..., cir ∈ R tales que
ci1B∗i1 + · · ·+ cirB∗ir = 0.
Ahora, sea c =
[
c1 · · · cn
]T
, donde ci = 0 si i 6∈ {i1, ..., ir}. Entonces
Bc = ci1B∗i1 + · · ·+ cirB∗ir = 0.
Luego, como los sistemas de ecuaciones lineales homogéneos Ax = 0 y Bx = 0 son equivalentes,
entonces se sigue que Ac = 0. Así, ci1A∗i1 + · · ·+ cirA∗ir = 0. Como {A∗i1 , ...,A∗ir} es linealmente
independiente se tiene que ci1 = · · · = cir = 0. De lo cual se concluye que {B∗i1 , ...,B∗ir} es
linealmente independiente. Por tanto rkc(B) ≥ r = rkc(A).
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Análogamente se demuestra que rkc(A) ≥ rkc(B).
Por todo lo anterior, tenemos que rkc(A) = rkc(B).
Teorema 5.4. Sea A ∈ Rm×n. Entonces rkc(A) = rkf(A)
Demostración. Sea B una matriz que es obtenida al reordenar las ﬁlas de A de tal manera que sus
primeras ﬁlas sean linealmente independientes y veamos que rkc(B) = rkc(A) y rkf(B) = rkf(A).
Como el intercambio de ﬁlas no afecta el rango ﬁla, se sigue que rkf(B) = rkf(A). Por otra parte,
como la matriz B fue obtenida al reordenar las ﬁlas de A, por Lema 5.2, tenemos que los sistemas
de ecuaciones lineales homogéneos Ax = 0 y Bx = 0 son equivalentes, entonces por Lema 5.3
rkc(B) = rkc(A).
El Teorema anterior justiﬁca la siguiente deﬁnición.
Deﬁnición 5.5. Sea A ∈ Rn×m. Deﬁnimos el rango de A, denotado rk(A), como
rk(A) = rkc(A) = rkf(A).
Teorema 5.6. Sea A ∈ Rm×n. Entonces rk(A) = dim(gen{A∗1, ...,A∗n})
Demostración. Supongamos que rk(A) = r y que {A∗i1 , ...,A∗ir} es un subconjunto linealmente
independiente de {A∗1, ...,A∗n}.
Si {A∗i1 , ...,A∗ir} no es base de gen{A∗1, ...,A∗n}, entonces existe una columna A∗ir+1 de A que no
pertenece a gen{A∗i1 , ...,A∗ir}. Ahora, sean c1, ..., cr, cr+1 tales que
c1A∗i1 + · · ·+ crA∗ir + cr+1A∗ir+1 = 0.
Como A∗ir+1 6∈ gen{A∗i1 , ...,A∗ir}, se sigue que que cr+1 = 0. Así,
c1A∗i1 + · · ·+ crA∗ir = 0.
Pero, {A∗i1 , ...,A∗ir} es linealmente independiente, por tanto c1 = · · · = cr = 0. De lo cual se sigue
que el conjunto {A∗i1 , ...,A∗ir ,A∗ir+1} es linealmente independiente, lo que implica que r = rk(A) ≥
r + 1, lo cual es absurdo.
Así {A∗i1 , ...,A∗ir} genera al subespacio gen{A∗1, ...,A∗n} y como es linealmente independiente es
una base de gen{A∗1, ...,A∗n}. Concluimos que
dim(gen{A∗1, ...,A∗n}) = r = rk(A)
Teorema 5.7 (Factorización rango completo). Sea A ∈ Rm×n con rk(A) = r > 0. Entonces
existen L ∈ Rm×r de rango r y R ∈ Rr×n de rango r tales que A = LR.
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Demostración. Como rk(A) = r > 0, entonces existen j1, ..., jr en {1, ..., n} tales que {A∗j1 , ...,A∗jr}
es una base de gen{A∗1, ...,A∗n}. Entonces para j ∈ {1, ..., n} existen R1j , ...,Rrj ∈ R tales que
A∗j = R1jA∗j1 + · · ·+RrjA∗jr
=
[
A∗j1 · · ·A∗jr
]R1j...
Rrj

= LR∗j ,
donde L =
[
A∗j1 · · ·A∗jr
]
y R∗j =
[
R1j · · ·Rrj
]T
. Como {A∗j1 , ...,A∗jr} es linealmente indepen-
diente tenemos que rk(L) = r.
Si R =
[
R∗1 · · ·R∗n
]
tenemos que
LR = L
[
R∗1 · · ·R∗n
]
=
[
LR∗1 · · ·LR∗n
]
=
[
A∗1 · · ·A∗n
]
= A.
Para t ∈ {1, ..., r} tenemos que A∗jt = 0A∗j1 + · · ·+ 1A∗jt + · · ·+ 0A∗jr . Consecuentemente,
R∗jt = (I r)∗t.
Así,
{(I r)∗1, ..., (I r)∗r} ⊆ {R∗1, ...,R∗n},
entonces rk(R) ≥ r. Pero, por Teorema 5.6, rk(R) no puede superar a r = dim(Rr). Así, rk(R) =
r.
Deﬁnición 5.8. Sea A ∈ Rm×n. El símbolo N(A) representará al subespacio de Rn
{x ∈ Rn : Ax = 0}.
El símbolo R(A) representará al subespacio de Rn
gen{A∗1, ...,A∗n} = {Ax : x ∈ Rn}.
Teorema 5.9. Sea A ∈ Rm×n. Entonces
dim(N(A)) + dim(R(A)) = n.
Demostración. Sea {x1, ...,xk} una base de N(A). Por Teorema 1.10 existen xk+1, ...,xn en Rn
tales que {x1, ...,xk,xk+1, ...,xn} es una base de Rn. Sean ck+1, ..., cn ∈ R tales que
ck+1Axk+1 + · · ·+ cnAxn = 0,
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entonces
A(ck+1xk+1 + · · ·+ cnxn) = 0.
Así, ck+1xk+1 + · · ·+ cnxn ∈ N(A), por tanto existen c1, ..., ck ∈ R tales que
ck+1xk+1 + · · ·+ cnxn = c1x1 + · · ·+ ckxk,
luego
−c1x1 − · · · − ckxk + ck+1xk+1 + · · ·+ cnxn = 0.
Como {x1, ...,xn} son linealmente independientes, entonces
c1 = · · · = ck = ck+1 = · · · = cn = 0.
Así, {Axk+1, ...,Axn} ⊆ R(A) es linealmente independiente. Sea y ∈ R(A), entonces existe
c ∈ Rn tal que Ac = y. Como {x1, ...,xn} es una base de Rn, existen a1, ..., an ∈ R tales que
c = a1x1 + · · ·+ anxn.
Luego,
y = Ac
= A(a1x1 + · · ·+ anxn)
= a1Ax1 + · · ·+ akAxk + ak+1Axk+1 + · · ·+ anAxn
= a10 + · · ·+ ak0 + ak+1Axk+1 + · · ·+ anAxn
= ak+1Axk+1 + · · ·+ anAxn
∈ gen{Axk+1, ...,Axn}.
Así, {Axk+1, ...,Axn} genera a R(A). Por lo anterior {Axk+1, ...,Axn} es una base de R(A) y
dim(R(A)) = n− k.
Concluimos que
dim(N(A)) + dim(R(A)) = k + (n− k) = n.
A continuación presentamos una aplicación del teorema anterior.
Teorema 5.10. Sea A ∈ Rm×n. Entonces rk(A) = rk(ATA).
Demostración. Veamos que N(A) = N(ATA).
Sea x ∈ N(A), entonces Ax = 0, multiplicando por AT a izquierda tenemos que
ATAx = AT (Ax) = AT0 = 0.
Así, ATAx = 0, luego x ∈ N(ATA).
Ahora, sea y ∈ N(ATA). Entonces ATAy = 0, multiplicando por yT a izquierda se sigue que
0 = yT0 = yTATAy = yTATAy = (yA)TyA.
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Si yA =
[
a1 · · · an
]T
, entonces
(yA)TyA = a21 + · · ·+ a2n.
Luego, yATyA = 0 implica a21 + · · ·+ a2n = 0. Así, ai = 0 para todo i. Entonces, y ∈ N(A).
De lo anterior se concluye que N(A) = N(ATA).
Luego por Teorema 5.9 se sigue que
dim(N(ATA)) + dim(R(ATA)) = n = dim(N(A)) + dim(R(A)).
Como dim(N(A)) = dim(N(ATA)) tenemos que
rk(A) = dim(R(A)) = dim(R(ATA)) = rk(ATA)
Teorema 5.11. Sean A ∈ Rm×n, P ∈ Rn×n invertible y Q ∈ Rm×m invertible. Entonces
rk(A) = rk(PAQ).
Demostración. Sean r = rk(A) y {A∗j1 , ...,A∗jr} (j1 < · · · < jr) una base de gen{A∗1, ...,A∗n}.
Consideremos el conjunto
{PA∗j1 , ...,PA∗jr} = {(PA)∗j1 , ..., (PA)∗jr}
Sean c1, ..., cr ∈ R tales que c1PA∗j1 + · · ·+ crPA∗j1r = 0, entonces
P (c1A∗j1 + · · ·+ crA∗j1r) = 0.
Ahora, como P es invertible se sigue que
c1A∗j1 + · · ·+ crA∗jr = 0,
pero {A∗j1, ...,A∗jr} es linealmente independiente, entonces c1 = · · · cr = 0, de lo cual se sigue que
{PA∗j1 , ...,PA∗jr} es linealmente independiente, luego rk(A) ≥ rk(PA). Utilizando la desigualdad
anterior con PA en lugar de A y P −1 en lugar de P , obtenemos que
rk(PA) ≥ rk(P −1(PA)) = rk(A).
Así, rk(PA) = rk(A). Ahora,
rk(AQ) = rk((AQ)T ) = rk(QTAT )
= rk(AT ) = rk(A)
Finalmente, tomando AQ el papel de A en la primera prueba tenemos que
rk(PAQ) = rk(P (AQ)) = rk(AQ) = rk(A).
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Deﬁnición 5.12. SeaA ∈ Rm×n, se dice que está en escalonada por ﬁlas si satisface las siguientes
condiciones, en las qué llamamos pivote a la primera componente distinta de cero en cada ﬁla no
nula de A:
(i) Primero aparecen las ﬁlas no nulas
(ii) Debajo de cada pivote, en la columna correspondiente, todas las componentes son nulas
(iii) El pivote de cada ﬁla no nula está a la derecha del pivote de la ﬁla anterior, es decir, el número
de ceros al comienzo de una ﬁla aumenta a medida que descendemos.
Teorema 5.13. Sea A ∈ Rm×n una matriz escalonada por ﬁlas. Entonces rk(A) es igual al número
de ﬁlas no nulas de A.
Demostración. Sea
A =

A1∗
...
Ar∗
A(r+1)∗
...
An∗

donde A(r+1)∗ = · · · = An∗ = 0
Para i ∈ {1, ..., r} sea Aisi el primer elemento no nulo de la ﬁla i, entonces como A es escalonada
tenemos que s1 < s2 < · · · < sr.
Ahora, sea c1, c2, ..., cr ∈ R tales que
c1A1∗ + c2A2∗ + · · ·+ crAr∗ = 0
Igualando correspondientemente, tenemos que la componente s1 de c1A1∗ + c2A2∗ + · · · + crAr∗ es
c1A1s1 y la componente de s1 de 0 es 0. Luego, c1A1s1 = 0 y como A1s1 6= 0, entonces c1 = 0.
La componente s2 de c1A1∗ + c2A2∗ + · · ·+ crAr∗ es c1A1s2 + c2A2s2 y la componente s2 de 0 es 0.
Así c1A1s2 + c2A2s2 = 0 y como c1 = 0 y A2s2 6= 0 se concluye que c2 = 0.
Después de haber probado que c1 = c2 = · · · = cr−1 = 0. Notemos que la componente sr de
c1A1∗ + · · ·+ crAr∗ es c1A1sr + c2A2sr + · · ·+ cr−1A(r−1)sr + crArsr y la componente sr de 0 es 0,
entonces c1A1sr + · · ·+ crArsr = 0.
Como c1 = · · · = cr−1 = 0 y Arsr 6= 0 se concluye que cr = 0. Por todo lo anterior el conjunto
{A1∗, ...,Ar∗} es linealmente independiente y como el resto de ﬁlas de A son nulas, entonces rk(A) =
r, donde r es el número de ﬁlas no nulas de A.
Teorema 5.14. Las operaciones elementales ﬁlas no afectan rango de una matriz.
Demostración. Sea A ∈ Rm×n. Por Teorema 4.13 realizar operaciones elementales de ﬁla a A
equivale a multiplicar a izquierda por matrices elementales adecuadas. Además, por Teorema 4.6
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las matrices elementales son invertibles. Por aplicación reiterada del Teorema 5.11 tenemos que si
E1, ...,Ek son matrices elementales de Rn×n, entonces
rk(E1 · · ·EkA) = rk(E2 · · ·EkA)
...
= rk(EkA)
= rk(A).
El resultado del Corolario anterior justiﬁca el siguiente algoritmo que nos dice como hallar el rango
de una matriz.
Algoritmo para hallar el rango de una matriz
Sea A ∈ Rm×n. Realizamos a A un número ﬁnito de operaciones elementales de ﬁla hasta encontrar
una matriz escalonada B , entonces tenemos que rk(A) = rk(B). Pero rk(B) es al número de ﬁlas
no nulas de B . Si k es el número de ﬁlas no nulas de B concluimos que rk(A) = k.
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