This study investigated psychometric properties of two widely used instruments to measure subclinical levels of psychosis, the Community Assessment of Psychic Experiences (CAPE) and the Structured Interview for Schizotypy-Revised (SIS-R), and aimed to enhance measurements through the use of multidimensional measurement models. Data were collected in 747 siblings of schizophrenia patients and 341 healthy controls. Multidimensional Item-Response Theory, Mokken Scale and ordinal factor analyses were performed. Both instruments showed good psychometric properties and were measurement invariant across siblings and controls. The latent traits measured by the instruments show a correlation of 0.62 in siblings and 0.47 in controls. Multidimensional modeling resulted in smaller standard errors for SIS-R scores. By exploiting correlations among related traits through multidimensional models, scores from one diagnostic instrument can be estimated more reliably by making use of information from instruments that measure related traits.
Introduction
Subclinical psychotic experiences are prevalent in the general population (van Nierop et al., 2012; van Os et al., 2009 ). Even though they rarely transit into a clinical diagnosis of schizophrenia (prevalence 0.5-1%; McGrath et al., 2004) , there is evidence for a familial (genetic) continuity between subclinical psychotic experiences and clinical psychotic symptoms (Kendler and Walsh, 1995; Hanssen et al., 2003; van Nierop et al., 2012; Lataster et al., 2009) . Subjects diagnosed with a psychotic disorder, such as schizophrenia, may be at the extreme high end of the liability distribution and score above the disease threshold, while subjects who score just below the disease threshold are not diagnosed with a psychotic disorder but may likely develop such a disorder in the future (Bak et al., 2003; Dominguez et al., 2010) . The same may be true for other symptoms associated with schizophrenia, which can reveal themselves on the cognitive, interpersonal and emotional level (see e.g. Lenzenweger, 2010) . Lenzenweger (2010) refers to the underlying liability for schizophrenia as ''schizotypy''. It should be noted that some authors use the terms ''schizotypy'' and ''subclinical psychosis'' interchangeably. In this article, we use the term ''schizotypy'' as an overarching construct, including both ''positive'' and ''negative'' symptoms. Schizotypical symptoms can be measured in different ways. This study aims to show how information from two widely used screening instruments for schizotypy, one based on a psychiatric interview, the other based on a self-report questionnaire, can be combined using modern statistical techniques, resulting in increased measurement precision.
We focus on the Structured Interview for Schizotypy-Revised (SIS-R) and the Community Assessment of Psychic Experiences (CAPE). These instruments show good test-retest reliability and good inter-rater agreement (Kendler et al., 1989; Vollema and Ormel, 2000;  Konings et al., 2006) . Konings et al. (2006) showed that the positive and negative dimensions correspond closely to the positive and negative dimensions of the SIS-R. Details on the factorial structure of CAPE and studies on its reliability and validity can be found elsewhere (Stefanis et al., 2002; Brenner et al., 2007; Konings et al., 2006 and citations therein) . Previous studies suggest a multifactorial structure for symptoms associated with schizotypy (e.g., Vollema and Hoijtink, 2000; Kendler et al, 1991) . However, very few studies involving the CAPE or SIS-R have thus far employed modern test theory (Item Response Theory, IRT), whereas its advantages are being increasingly recognized. Also within the field of psychiatry, the popularity of IRT has been on the rise, both for analyzing the psychometric properties of questionnaires (e.g., Egberink and Meijer, 2011; Paap et al., 2011b) , as well as scrutinizing formal diagnoses (Langenbucher et al., 2004; Paap et al., 2011a) . IRT provides a conceptual and statistical framework for studying the internal structure of a scale, possible violations of measurement invariance across subpopulations, and measurement precision across trait level (Reise and Waller, 2009 ). Moreover, it allows the assessment of correlated traits using multidimensional measurement models.
Our main aim is to enhance the estimation of SIS-R scores by using information contained in the correlation between SIS-R and CAPE scores, through the use of multidimensional IRT (MIRT) models. Briefly, MIRT models are IRT models where several latent traits are related to a fairly large number of items, where these latent traits are allowed to be correlated (Reckase, 2009) . As psychopathological items are usually endorsed by relatively few healthy individuals, it is difficult if not impossible to distinguish among individuals with medium or low trait levels. This is reflected in the large number of healthy subjects with minimum scores on the SIS-R, among whom no further distinction can be made. Since the CAPE was specifically designed to assess symptoms in lowscoring individuals, it would be an important advantage for both research and clinical work if the information contained in CAPE items could be somehow used to improve the precision of the estimation of subclinical psychotic symptoms based on the SIS-R. Here we will use CAPE items to enhance measurement precision of the SIS-R scores by modeling two correlated latent traits, one for CAPE items and one for SIS-R items, through a MIRT model.
Before we combine the information from the CAPE and SIS-R, we will investigate the dimensionality of the instruments separately using three complementary methods: Mokken Scale Analysis (MSA), multidimensional Item Response Theory models (MIRT), and ordinal factor analysis (FA). In addition, we will test whether the assessment of schizotypy is influenced by individual characteristics, such as being a sibling of a schizophrenia patient. It is not unlikely that siblings interpret items differently compared to community controls, as they have been in close personal contact with a psychotic family member: they probably have better knowledge of what might be involved regarding certain symptom descriptions. As a consequence, the item score of a given person may depend not only on the latent dimensions of interest but will also depend on individual characteristics (Mellenbergh, 1989; Meredith, 1993) . Such a violation of measurement invariance complicates a fair comparison of liability scores across groups.
Methods

Subjects
The data were collected as part of the Genetic Risk and Outcome of Psychosis (GROUP) project (www.group-project.nl), a longitudinal observational study focusing on the factors that make people vulnerable to develop psychosis (GROUP, 2011) . Eligible siblings of schizophrenia patients had to fulfill the criteria of (1) age between 18 and 50 (extremes included), (2) fluent in Dutch, and (3) able and willing to give written informed consent. Eligible healthy controls had to fulfill the criteria of (1) age between 18 and 50 (extremes included), (2) no lifetime psychotic disorder, (3) no first-degree family member with a lifetime psychotic disorder, (4) fluent in Dutch, and (5) able and willing to give written informed consent. In the present study we included a sample of 1088 subjects (639 siblings of schizophrenia patients and 327 controls with CAPE data; 746 siblings and 339 controls with SIS data) who had been assessed at the research center in Utrecht, Groningen, or Amsterdam. The mean age of controls was 31 years (S.D. ¼10.5; 41.5% male) and the mean age of the siblings was 27 years (S.D. ¼ 8.0; 46.3% male).
Measures
The Dutch versions of the Community Assessment of Psychic Experiences (CAPE) and The Revised Structure Interview for Schizotypy (SIS-R) were assessed. The CAPE is a self-report tool measuring lifetime subthreshold psychotic experiences. It consists of 42 items assessing the frequency (rated on a 4-point Likert scale) of subclinical psychotic experiences in the following three domains: positive symptoms (20 items), negative symptoms (14 items) and depression symptoms (8 items).
The SIS-R (Kendler et al., 1989; Vollema and Ormel, 2000) is an interview instrument that measures a broad range of schizotypal symptoms and signs by applying standardized rating and scoring procedures (four response categories). The shortened version of the SIS-R used in this study describes schizotypy in two dimensions: positive schizotypy (7 items) and negative schizotypy (8 items). It should be noted that we consider both the CAPE and SIS-R to be indicators of schizotypy, even though the CAPE refers to the measured construct as ''subclinical psychosis''; both measures include subscales tapping into both positive and negative symptoms.
Statistical analyses 2.3.1. Assessing dimensionality of CAPE and SIS-R
Three complementary techniques were used to investigate the dimensionality of the CAPE and SIS-R: Mokken Scale Analysis, parametric IRT analysis, and ordinal factor analysis. Mokken Scale Analysis (MSA; Mokken, 1971; Sijtsma et al., 2011) was applied using the software package Mokken Scale Analysis for Polytomous items (MSP5.0; Molenaar and Sijtsma, 2000) . MSA is a non-parametric type of IRT analysis. MSA can be used to uncover the dimensionality (factorial structure) of the data, and at the same time identifies scales that allow an ordering of individuals on an underlying one-dimensional scale using the unweighted sum of item scores. In order to determine which items belong together and form a scale, scalability coefficients are calculated. Similar to the item-rest correlation, the scalability coefficient expresses the degree to which an item is related to other items in the scale. The scalability coefficient can be seen as a 'corrected' correlation: the correlation between items is divided by the maximum expected correlation given the items' marginal score-frequency distributions. Dimensionality was investigated using MSP5.0's automated item selection procedure (AISP) that aims to find one-dimensional clusters of items. These clusters were identified by running the AISP several times in a row, each time increasing the lower bound scalability coefficient (also known as the user-specified constant, c). Following (Sijtsma and Molenaar, 2002 ; see also Meijer et al., 2011) , we ran the AISP repeatedly for increasing values of c. The resulting sequence of outcomes indicates whether the data set is one-dimensional or multidimensional. Sijtsma and Molenaar (2002) provide the following guidelines. In case of one unidimensional scale for all items, the typical sequence is (1) most or all items are in one scale, (2) one smaller scale is found, and (3) one or a few small scales are found and several items are excluded. In multidimensional datasets the typical sequence is (1) most or all items are in one scale, (2) two or more scales are formed, and (3) two or more smaller scales are formed and several items are excluded. For a recent empirical application of this procedure see Wismeijer (2012) .
Parametric IRT models have the same basic assumptions as Mokken models: one-dimensionality, monotonicity and local independence (Reise and Waller, 2009) . The difference is that where the Mokken scale merely assumes a nondecreasing relation between the probability of a positive response as a function of trait level, IRT models assume a parametric form for this relationship, either a logistic function or a normal probability distribution, so that IRT models are more restrictive than Mokken models, but allow for the possibility that some items are better indicators for a trait than others. The specific model used here was the Generalized Partial Credit Model (GPCM, Muraki, 1992) for polytomous items. Moreover, we applied multidimensional extensions of the GPCM, where we assumed that individuals have two or more latent trait levels, which might be correlated. Each latent trait is coupled to a fixed set of items, for instance the positive or the negative symptom items on the SIS-R, so that each latent trait can be interpreted through the items associated with it (Bé guin and Glas, 2001 ). Marginal Maximum Likelihood estimation was used. Model fit was ascertained by computing absolute differences between expected and observed item scores for high, average and low scoring individuals. An absolute difference smaller than 0.10 was interpreted as sufficient item fit (cf. Van den Berg et al., 2010). The parametric IRT analyses were applied using the package MIRT (Glas, 2010) .
Factor analysis (FA) for ordinal data is similar to the IRT analysis (Takane and de Leeuw, 1987) , save for the assumptions about the location parameters in the case of polytomous items. Exploratory factor analyses of the SIS-R data compared the fit of factor models with one to three factors, while the fit of one to four factor models was compared for the CAPE data. In addition, confirmatory models were fitted using the dimensions of positive, negative and depressive symptoms. Factor analyses were carried out using Mplus (Muthé n and Muthé n, 1998-2000) . Robust weighted maximum likelihood estimation (WLSMV) was used and the ordinal nature of the data was taken into account. The fit of the FA models was evaluated using the Root Mean Square Error of Approximation (RMSEA) and the Comparative Fit Index (CFI; Hu and Bentler, 1995) . RMSEA smaller than 0.05 indicates good fit, ranging from 0.05 to 0.08 reasonable fit, 0.08 to 0.10 medium fit, and larger than 0.10 poor fit (e.g., Byrne, 2001 ). A CFI above 0.95 usually indicates good model fit, while values between 0.90 and 0.95 indicate acceptable fit (Hu and Bentler, 1995) .
Assessing measurement invariance
In the IRT framework, the general term for violations of the assumption of measurement invariance (Meredith, 1993) is Differential Item Functioning (DIF). DIF is indicated when the model parameters for any item are different across groups, while correcting for any mean difference in liability. DIF was investigated for both CAPE and SIS-R using the MIRT software, comparing siblings and controls. MIRT computes absolute differences between expected and observed average item scores per group, under the assumption of measurement invariance, and tests whether these differences are statistically significant using Lagrange multiplier tests.
Combining CAPE and SIS-R data
Using the MIRT software, all CAPE and SIS-R items were combined in one scale. Next, it was tested whether a two-dimensional IRT model would fit the CAPE and SIS-R item data better, where one dimension related to only the CAPE items, and the other dimension only related to the SIS-R items, while allowing for a correlation between the two dimensions. Subsequently it was determined to what extent the application of such a two-dimensional model could improve the estimation of individual trait levels, compared to estimates based on one test only. One of the advantages of multidimensional IRT models is that when estimating latent trait levels for a given trait, say formally assessed schizotypy through the SIS-R, the information concerning the level on the second trait, say, self-reported schizotypy as measured by the CAPE, is taken into consideration. The higher the correlation between the two traits, the more influence the information on trait CAPE has on the estimation of trait SIS-R, and vice versa. Therefore, even if the two traits are not the same, the assessment of a particular trait can be improved by using information on the related trait.
This idea is illustrated in Fig. 1 , where Model 1 may refer to a one-dimensional measurement model for items belonging to the SIS-R. Latent variable y then represents the schizotypy construct measured by the SIS-R instrument. Model 2 on the other hand refers to a multidimensional measurement model, where two constructs are measured: latent variable y may again represent the SIS-R related construct, whereas latent variable z may represent the construct that is assessed using the CAPE self-report items. The model allows for correlation r between these two constructs. When we interpret Model 1 in Fig. 1 as a representation of a 2-parameter IRT measurement model, we can quantify the standard error of measurement of y using the test information function (Lord, 1980 
Results
Item data
A large proportion of the items showed no or very few observations in the higher answer categories. For SIS-R, the item responses for six items were therefore dichotomized (absent vs. mild/moderate/severe). For the remaining nine SIS-R items, only the two highest response categories of SIS-R items were collapsed. For CAPE, only the voodoo item was left unchanged. Seventeen items were dichotomized. For the remaining CAPE items only the two highest response categories were collapsed.
Dimensionality of CAPE and SIS-R
The series of Mokken Scale analyses run for the CAPE data resulted in a pattern typical for unidimensionality: (1) most or all items in one scale, (2) one smaller scale was found, and (3) one or a few small scales were found and several items were excluded. A similar picture emerged when analyzing the SIS-R items; only the item referring to blunted affect was flagged during the analysis, because it displayed a negative association with at least one other item in the scale.
For the CAPE, a three-dimensional parametric IRT model, with dimensions related to positive, negative and depression symptoms, fitted significantly better than a one-dimensional model (w 2 ¼569.97, d.f. ¼12, Po0.05), but when inspecting item fit (being good generally, with absolute differences 50.10), this multidimensional model gave no better item fit. Because of fairly large sample size, the minimal increase in model fit was statistically significant, but not large enough to show its added value at the level of item fit. The estimated correlations among the three traits in the multidimensional model for both siblings and controls were between 0.63 and 0.82, indicating that the traits related to positive, negative and depression symptoms show considerable overlap in the CAPE data. Similar IRT results were obtained for the SIS-R items related to positive and negative symptoms: the two-dimensional model fitted significantly better than the one-dimensional model In Model 1, trait y is measured using a number of test items. In Model 2, trait y is also defined as being measured by the same items, but the model is extended to include a trait z that is associated with y through correlation r. The extra information on correlated trait z adds to the information regarding y, which results in smaller standard errors for estimated y scores.
was observed, being generally good. Correlations for the two traits in the multidimensional model were 0.69 and 0.66, for siblings and controls, respectively. Ordinal factor analyses for the CAPE showed highest CFI and lowest RMSEA for an exploratory four-factor solution (CFI¼0.96, RMSEA ¼0.03). A confirmatory three-factor model for positive, negative and depression symptoms showed good fit index values (CFI¼0.91, RMSEA¼0.05); these were better than for a one-factor model (CFI¼ 0.83, RMSEA ¼0.07). Estimated correlations among the three factors ranged from 0.3 to 0.5. Similar results were obtained for the SIS: the best fit index values were found for the exploratory 3-factor solution (CFI¼0.95, RMSEA ¼0.06). The confirmatory 2-factor structure for positive and negative items showed better model fit (CFI¼0.87, RMSEA ¼0.08), than the one-dimensional structure (CFI¼0.83, RMSEA ¼0.09). The estimate for the correlation between the two factors in the confirmatory analysis was 0.4.
Measurement invariance
The one-dimensional IRT-based SIS-R scale showed significant DIF for one item (psychotic phenomena), tested at a Type I error rate of 0.01 because of multiple testing. However, the difference between observed and expected item scores was less than 0.03 (cf. Van den Berg et al., 2010) . The one-dimensional IRT model for the 42 CAPE items showed significant DIF for six items, with the largest absolute effect for the item related to lack of energy: siblings scored higher on this item than expected, after correction for their generally higher scores. This deviation was 0.08 and in a scale of 42 items this effect can be regarded negligible for all practical purposes.
Combining CAPE and SIS-R data
Given that the MSA and IRT analyses favored the onedimensional solutions, we chose to use one-dimensional models for the CAPE and SIS-R data in this analysis. The two-dimensional model, with one dimension related to all CAPE items and one dimension related to all SIS-R items (cf Fig. 1, Model 2) , fitted significantly better than a one-dimensional model for all CAPE and SIS-R items (w 2 ¼421.33, d.f.¼5, Po0.05). The estimated correlation between the two traits was 0.62 in siblings, and 0.47 in controls. These correlations are lower than the ones observed among the CAPE and SIS-R subscales (reported above). This can be interpreted as CAPE and SIS-R measuring distinguishable but related traits. Regarding item fit, most items showed absolute difference much smaller than 0.10. Only one item showed an absolute difference of 0.11 (telepathy) but only in the group of healthy controls. Next, individual scores on the latent traits were estimated, for both the two-dimensional and the two one-dimensional IRT models. In Fig. 2 , individuals are plotted with on the horizontal axis their estimated score on the basis of their SIS data alone in a one-dimensional model (ie Model 1 in Fig. 1) , and on the vertical axis their estimated score on again the SIS dimension, but now based on the two-dimensional model with the 42 CAPE items on the second dimension (ie Model 2 in Fig. 1) . Correlation between the two estimates is 0.94. Both estimated scores are related to the same trait, defined by the SIS items, but in the second case, information on the second correlated trait (CAPE) is statistically borrowed to fine-tune the estimated SIS score. Fig. 2 shows that this approach particularly increases the precision of the measurement at the lower end of the scale. Ignoring CAPE data leaves quite a few individuals with an estimated score of À 1.1 on the SIS trait. These 168 individuals have zero scores on all SIS items and are therefore psychometrically indistinguishable from each other.
But since these individuals do differ in their CAPE item scores, the range of their estimated theta on the SIS dimension broadens to [À 2.5, À0.5], based on the two-dimensional model. The average standard error of the y estimate also dropped from 0.59 to 0.54.
Focusing only on the lower half of the scale, the drop was from 0.70 to 0.61.
Estimated scores for the CAPE trait in a one-dimensional model correlated 0.99 with estimated scores for the CAPE dimension in a two-dimensional model where the CAPE scores were fine-tuned using information from the SIS-R scores. The SIS-R items did not add much information for the estimation of CAPE scores, as the average standard error of the score estimates dropped from 0.32 to 0.31.
Discussion
The three approaches to assess dimensionality led to seemingly divergent results. The Mokken Scale analyses and the IRT analyses seemed to favor one-dimensional models for both CAPE and SIS-R, whereas the ordinal factor analyses seemed to favor multidimensional models for correlated traits (although the estimated correlations among the dimensions were moderate). Divergence of conclusions across methods can be ascribed to differences in model assumptions and different procedures to study dimensionality (i.e., statistical tests, item fit, comparative fit indices, exploratory MSA using increasing threshold values for the scalability coefficient, allowing for correlations among traits). For instance, Mokken analysis focuses on selecting items that discriminate well between persons (large scalability coefficients), whereas factor analysis and IRT do not (they allow for low factor loadings/ discrimination parameters, respectively, see also Sijtsma and Meijer, 2007) . In addition, we note that other factors than the statistical technique used can affect the dimensionality pattern, such as the particular sample being analyzed here (healthy individuals). This could explain the seeming discrepancy between our findings and those of Vollema and Hoijtink (2000) who found clear support for a multidimensional pattern in a sample of psychiatric patients. Taken together, however, our results suggest the presence of a broadly defined latent trait Fig. 2 . Enhancement of the precision of scores: results. Individual estimated scores for SIS-R, once under a simple one-dimensional model for SIS-R items, ignoring CAPE data (horizontal axis), and once using a multidimensional model including CAPE data on the second, correlated dimension (vertical axis).
(schizotypy) that assesses a person's tendency to experience psychotic phenomena, be it that some additional clustering can be identified. Based on our results, we recommend the test-user (researcher, clinician) to either use the one-dimensional scale score or to take the correlation between the subscales into account when interpreting subscale scores (i.e., that they are not independent).
One important assumption when comparing subpopulations is that the observed scores are not influenced by group membership except for differences in the underlying trait. A higher mean score on schizotypy in one population should represent generally higher scores on all symptoms, not just one or two symptoms in particular. Our analyses showed that the CAPE and SIS-R schizotypy scales are measurement invariant across siblings and community controls. We therefore conclude that these scales allow for an unbiased comparison across siblings of schizophrenia patients and other members of the general population.
Results showed that the CAPE is more precise in what it purports to measure than the (shortened) SIS-R, as can be predicted from the number of items but can also be gauged from the average standard error of the latent trait estimates in the IRT models. Moreover, the CAPE gives more information across the entire range of trait values, whereas the shortened SIS-R has poor resolution particularly at the low end of the scale, at least in the population of healthy individuals and siblings of schizophrenia patients. But note that the complete SIS-R should be more precise; here only the shortened version was used in the data collection.
Both instruments are useful, one providing self-reports, the other a clinician's report, but they do not necessarily concur. Without a gold standard that everybody agrees on, they should ideally complement each other. Generally, the clinician's judgment is deemed more reliable and valid than a self-report, although self-reported experiences can nevertheless be used to augment the clinician's report by adding extra information. This fine-tuning of the clinician's judgment can be formalized through the application of a two-dimensional IRT model and estimating the trait value related to the SIS-R items. As we have shown here, SIS-R scores will then be more reliable (i.e., smaller standard error of measurement) and will show more variation, particularly at the lower end of the scale. This makes it possible to distinguish among subjects of average and low levels of SIS-R defined schizotypy, and therefore to detect subclinical levels of schizotypy.
Here we showed that it was not possible to combine all CAPE and all SIS-R items in one simple measurement model with one latent variable, as the correlation of the two latent traits was significantly lower than 1. As an alternative to multidimensional modeling, a strategy could consist of finding a subset of CAPE items that directly map unto the 'SIS-R' trait, increasing the measurement precision in a different way (cf. test linking, Kolen and Brennan, 2004) . For each individual study, which approach is best should be empirically determined. The approach proposed here of making scores more precise through the application of multidimensional measurement models can be applied in many other instances where multiple measurements exist of a psychiatric disorder using different diagnostic instruments, particularly in those cases where one suspects that the two (or more) instruments do not show complete overlap in the constructs being measured.
Limitations of this study include the observation that the SIS-R scale used here was the shortened version. Increase in measurement precision would probably have been less dramatic if the full version had been used in the GROUP study. Another limitation is that the SIS-R and CAPE measured are not unequivocally one-dimensional, as shown here. The method proposed here of combining two measures through a MIRT model would work best with two clearly one-dimensional constructs. Alternatively, the multidimensionality modeling might be extended to more than two dimensions that includes a multidimensional structure for trait 1 and another multidimensional structure for trait 2, with some higher-order correlational structure for correlations between multidimensional traits 1 and 2. However, this would require larger samples sizes than we have here. Nevertheless, we feel the method proposed here is very helpful in clinical studies with multiple related but independent measures, where it is not always that obvious how to combine these into one sensible index. Future work should look at how helpful this method is in clinical studies, for example, whether such a newly constructed measure shows higher correlations with covariates.
