Clustering narrow domain short texts is considered to be a complex task because of the intrinsic features of the corpus to be clustered: (i) the low frequencies of vocabulary terms in short texts, and (ii) the high vocabulary overlapping associated to narrow domains. The aim of this paper is to introduce a selfterm expansion methodology for improving the performance of clustering methods when dealing with corpora of this kind. This methodology allows raw textual data to be enriched by adding co-related terms from an automatically constructed lexical knowledge resource obtained from the same target data set (and not from an external resource). We also propose a set of supervised and unsupervised text assessment measures for evaluating different corpus features, such as shortness, stylometry and domain broadness. With the help of these measures, we may determine beforehand whether or not to use the methodology proposed in this paper. Finally, we integrate all these assessment measures in a freely available web-based system named Watermarking Corpora On-line System, which may be used by computer scientists in order to evaluate the different features associated with a given textual corpus.
INTRODUCTION
The huge volume of information available on the Internet is continuously growing. There is great interest in retrieving, clustering (when the categories are unknown a priori) or classifying (when the categories are known) this information in order to fulfil specific user needs.
We are particularly interested in the analysis of clustering and evaluation methods for textual data (corpora). Document clustering consists of the assignment of documents to a priori unknown categories. The task may be considered to be more difficult than supervised text categorization [1, 2] due to the fact that the information about the category name, number of categories and the correct structure of categorized documents are not provided in advance. Clustering of documents has been approached in different areas of text processing, such as text mining, summarization and information retrieval. In [3, 4] , for instance, the way in which document clustering improves precision or recall in information retrieval systems has been studied. The grouping of all the documents that are conceptually similar and, the use of the similarity value between the centroid of each group and a target query have also been investigated in the literature [5] [6] [7] . However, the difficulty of finding clustering methods that perform well on different data collections is a problem that has existed for many years [8] .
Furthermore, major document contents are written in natural language, and often without any specific helpful structure (title, subtitle, paragraphs, etc). Therefore, clustering of Internet documents has to deal with almost pure raw data, attempting to understand the meaning of those documents. One of the more recent successful approaches is the use of statistical natural language processing (S-NLP) techniques [9] . Some applications of clustering in different areas of S-NLP may include re-ranking of snippets in information retrieval, automatic clustering of scientific texts [10] and source code plagiarism detection [11] .
The statistical approach, however, relies on the evidence of words (frequencies), which may be a big problem when dealing with short texts. Despite the issue of low frequencies, there exist sufficient examples that justify the study of document clustering for the analysis of short documents that come from the Internet or any other source.
Let us suppose, for instance, that a user needs to find Internet information that is associated with the concept 'Cancer'. The results obtained by a web search engine, such as Yahoo or Google, may be ambiguous. In Wikipedia, 1 it is possible to find 11 different uses for this word (a group of malignant diseases, a constellation, an astrological sign, the major circle of latitude, etc.). Thus, the number of snippets obtained will be irremediably affected by the frequency of each possible sense of the word 'Cancer' on the Internet. Even if we are interested in the most frequent sense on the web (a group of malignant diseases), it would be desirable to provide an intuitive browsing capability for each one of the subcategories of the searched documents (prostate cancer, breast cancer, etc). Some web search engines have approached this idea with promising results (see Clusty, Mooter and KartOO); 2 however, as we mentioned above, the accuracy may be affected by the term frequency of the query submitted to the search engine and also by the possible ontologies used in the term clustering process. Now, it is clearly seen that the Internet furnishes abundant proof of the inevitability and the necessity of analysing short texts. News, document titles, abstracts, FAQs, chats, etc., are some examples of the high volume of short texts available on the Internet. Therefore, there exists sufficient interest from the computational community to analyse the behaviour of categorization methods when using short text corpora [12] [13] [14] [15] [16] [17] [18] . If these short texts belong to the same domain (e.g. sports or physics), we say that they are narrow domain texts. It is already difficult to cluster short texts, but if those documents are also narrow domain, then the complexity of the task increases significantly. As an example, consider the performance of clustering narrow domain short texts (less than 0.6 of F 1 -measure [19] ) in comparison with clustering those corpora that are not of that kind (usually more than 0.6 of F 1 -measure [20] ).
Consequently, the aim of this research work is to investigate the problem of clustering a particular set of documents, namely narrow domain short texts. To achieve this goal, we have analysed different data sets and clustering methods. Moreover, we have introduced new corpus evaluation measures and a novel methodology in order to tackle the following two problems associated with corpora of this kind:
(i) the low frequencies of vocabulary terms in short texts, and (ii) the high vocabulary overlapping associated to narrow domains.
The rest of this paper is structured as follows. Section 2 summarizes the challenges faced when dealing with shortlength documents which belong to narrow domains.
In Section 3, we study different corpus features and we present some measures in order to evaluate them. In particular, we introduce and also revisit different formulae to evaluate the following three corpus features: (i) domain broadness, (ii) shortness and (iii) stylometry. The final goal is to easily evaluate a given corpus in order to determine in an unsupervised manner whether the corpus is narrow domain short text or not.
In Section 4, we present a novel methodology which alleviates the problem of low-term frequency derived from the short length of the documents. We take advantage of the a priori known corpus characteristic of being narrow domain in order to construct a list of co-occurrence terms which are useful to enrich the document representation.
The experimental results are given in Sections 5 and 6. We validate the theoretical hypothesis with different corpora, first by evaluating their features (Section 5) and later by clustering self-term expanded versions of narrow domain short text corpora (Section 6). The obtained results show that the combination of evaluation measures and the new methodology proposed is a valuable contribution when clustering narrow domain short texts. Finally, in Section 7 we discuss the conclusions, highlighting the contributions of this research work.
DEALING WITH NARROW DOMAIN SHORT TEXTS
Short text corpora are text collections made up of documents containing a few words. The principal characteristic of short texts is that the frequency of the terms is relatively low in comparison with their frequency in long documents. The ratio between the document vocabulary cardinality and the document size may give a clue about the low frequency of the document in short texts. The following discussion is motivated by the statements given in [21] . The problem of 'short text clustering' is quite relevant, given the current and future way people use 'small-language' (e.g. blogs, snippets, news and text-message generation such as email or chat). The difference between representing short texts and long documents is mainly 2-fold: high vocabulary dimensions and sparse data spaces. The average document similarity of short text collections is very low [22] . Therefore, it becomes a great drawback for clustering purposes because clustering methods have a very narrow gap to discriminate whether or not the documents are truly similar. In this case, it is very difficult to obtain an acceptable clustering accuracy [10] .
Additionally, a corpus may be considered to be narrow or wide domain if the vocabulary overlapping level of the documents is high (let us say more than 60%) or low (let us say less than 40%), respectively. In the clustering task, it is very difficult to deal with narrow domain corpora such as scientific papers, technical reports, patents, etc [23] . In [24] , the vocabulary overlapping is calculated for the documents of the most different groups of a corpus that is composed of scientific documents from the computational linguistics field, e.g. 'ambiguity' and 'text processing'. The authors obtained ∼70% of vocabulary overlapping between the two categories, which implies that the selected domain is rather narrow. Although it will be desirable to assign each document to only one of these two categories ('ambiguity'or 'text processing'), due to the high vocabulary overlapping most clustering methods would be confused, merging all the documents in only one cluster, a fact that highlights the complexity of clustering narrow domain corpora.
Therefore, the automatic detection of whether or not a given corpus is narrow domain could be of high benefit in the clustering task. However, until now there has not been an agreement about a simple formula to determine the degree of domain broadness for a given corpus, i.e. whether the corpus is narrow or wide domain. In Section 3, we introduce different approaches and formulae to calculate the degree of domain broadness of a corpus from a supervised and an unsupervised viewpoint.
In the literature, there exist some works that have studied the clustering of narrow domain short documents [19, [22] [23] [24] [25] [26] [27] [28] . We consider it important to discuss some of these approaches in order to give some insights on the previous works in the field of narrow domain short text corpora.
In [27] , for instance, the tasks of categorization and clustering of narrow domain documents are investigated. The experiments for the classification task were carried out by using Bernoulli mixtures for binary data, and in the case of the clustering task, by means of the MajorClust clustering method [29] . The proposed method for clustering narrow domain short texts extracts sense clusters from abstracts, exploiting the WordNet [30] relationships existing between words in the same text. This work relies again on a hand-crafted external resource. It was claimed that the approach performed well for a particular narrow domain. However, it is not expected that this kind of approach based on domain-generic resources may be used in every domain with the same performance.
Makagonov et al. presented in [22] simple procedures to improve results by an adequate selection of keywords and a better evaluation of document similarity. These authors used as corpora two collections retrieved from the Web. The first collection was composed of a set of 48 abstracts (40 Kb) from the CICLing 2002 conference (described in Section 5.1.1); the second collection was composed of 200 abstracts (215 Kb) from the IFCS-2000 3 conference. The main goal in this paper was to stabilize results in this kind of task; a 10% of differences among different clustering methods were obtained, taking into account the different broadness of the domain and combined measures. The authors propose two modifications to the traditional approach when clustering documents. Firstly, they suggest selecting keywords from the word frequency list taking into consideration objective criteria related to relative frequency of words with respect to general lexis and the expected number of clusters. Secondly, they propose to measure the document similarity by using a weighted combination of the cosine and polynomial measures. The problem from our particular viewpoint is that the filtering process relies on the existence of another balanced corpus of the same language. Moreover, the thresholds used are empirical which do not guarantee the same results in different environments.
In [26] , a new method which uses latent semantic indexing is presented. This identifies conceptually related genes based on titles and abstracts in MEDLINE citations. They used small and well-defined gene-document collection containing 50 genes which was manually constructed by selecting three 'broad' categories (development, Alzheimer's disease and cancer biology). The authors claimed that they may obtain high precision despite the small number of documents. This result may be derived from the fact that the categories selected do not share high number of terms in their vocabulary.
In [24] , an approach for clustering abstracts in a narrow domain using the MajorClust method for clustering both keywords and documents was presented. Here, Alexandrov and Colleaques used the criterion introduced in [25] in order to perform the word selection process. The idea was to use only those terms of the document collection that have greater frequency than double the frequency of those in a comparable corpus. They cluster the stemmed terms by using the same document vector space representation. Finally, they smooth the frequency of the final term index t k in the document collection D with the following formula: log (1+tf (t k , D) All the authors of the research works previouly mentioned agree about the high level of difficulty that is faced when categorizing documents of this kind. The combination of both features, narrow domain and short text in a corpus will give it a higher level of complexity in order to obtain the desired accuracy of clustering. An explanation of this phenomenon can be given as follows: (i) on the one hand, even if a document set is made up of short texts, if the vocabulary overlapping is low, the clustering task may be carried out easily. The reason is that it is easy to distinguish among the categories of the given corpus. (ii) On the other hand, if the data collection is narrow domain but composed of long documents, the possibility of distinguishing the documents through terms other than those overlapping is still possible; that is the reason why combining both features, broadness and shortness, in a corpus increases the complexity of clustering it.
Collections of scientific documents (and, in consequence their abstracts) are an example of narrow domain short texts. However, clustering scientific abstracts implies a special level of difficulty. The reason is that texts belonging to scientific papers often share sequences of words such as 'in this paper we present', 'the aim is', 'the results', etc., which obviously increase the level of similarity among the short text collections. Therefore, the correct selection of terms when clustering texts is very important because the results may vary significantly.
The purpose of studying scientific abstracts is not only due to their specific high complexity, but also because most digital libraries and other web-based repositories of scientific and technical information provide free access only to abstracts and not to the full texts of the documents. Many scientific repositories such as MEDLINE, the CERN 4 , the ACM 5 , and others receive hundreds of publications that must be categorized in some specific domain, often with an unknown number of categories a priori.
Let us take, for instance, the PubMed portal 6 which contains an online search engine for the MEDLINE articles. It has indexed more than 16 million abstracts. This huge volume of information, which is practically impossible to manage using only human resources, requires the help of a computational-based system with the purpose of automatically categorizing those documents. Novel methods for clustering narrow domain short texts must be constructed to deal with this real problem.
Some approaches tackled this particular problem with successful results. However, the applications are domaindependent since they made use of classifiers that were trained with data that were tagged with keywords extracted from domain-dependent thesauri [31] . However, in scientific domains, there rarely are linguistic resources to help in supervised categorization tasks due to the specific vocabulary (narrow) of the documents. Moreover, sometimes the use of scientific document keywords (which are seldom provided by authors) may be insufficient to perform a good clustering [32] .
Due to the dynamic aspect of research, new interests could arise in a field and new subtopics need to be discovered through clustering in order to be introduced later as new categories. Therefore, the clustering of abstracts becomes a real necessity.
In the following section, we present the basis for the analysis and evaluation of textual data. In particular, we focus the analysis on narrow domain short texts.
ASSESSMENT OF TEXT CORPORA
Evaluation of textual resources is an important topic which needs to be addressed, for instance, in international evaluation forums. It is usually assumed that the corpora provided for experiments are of sufficient quality to be used as benchmarking in the competitions. However, the fact that a committee of experts agrees about the gold standard of a given corpus does not imply 100% usefulness or applicability of the resource for the specific purpose for which it was constructed. It could happen that some particular linguistic or structural feature, such as the cardinality of classes (class imbalance), may bias the expected results in a competition.
Moreover, when dealing with raw text corpora, it is possible to find a set of features that determine the hardness of the clustering task itself, ad hoc clustering methods may be used in order to improve the quality of the obtained clusters. Therefore, we believe that this study would be highly beneficial.
In [33] , the authors attempted to determine the relative hardness of different Reuters-21578 7 subsets by executing various classifiers. However, in their research, no measure is defined for determining the hardness of these corpora, neither the possible set of features that could be involved in the process of calculating the relative corpus hardness.
For the purpose of our investigation, we took into account three different corpus features: domain broadness, shortness and stylometry. We consider that these features could be partially used to evaluate the relative hardness of a document collection in order to agree on, for instance, whether or not there is a narrow gap between the gold standard of a corpus and the A Self-Enriching Methodology for Clustering Narrow Domain Short Texts 5 categories obtained through the execution of some clustering method. As far as we know, research in this field nearly has been carried out in the literature. The description of the features investigated is given as follows.
Broadness detection
The domain broadness of a given corpus is a very important categorizer-independent feature that should be considered when evaluating a data collection to be clustered, in order to determine its possible relative hardness.
When we evaluate the broadness of a given corpus, we assume (see, for instance, [34] ) that it is easier to cluster documents belonging to very different categories, for instance, 'sports' and 'seeds', than those belonging to very similar ones, e.g. 'barley'and 'corn'.A binary 'broadness'classifier would assign, respectively, the tags wide to the former 'sports-seeds'collection and narrow to the latter 'barley-corn' one.
However, it is not clear the manner in which this evaluation should be carried out. In the rest of this section, we introduce different measures to attempt to evaluate the corpus domain broadness degree from a vocabulary-based perspective. We present the supervised and unsupervised version of two approaches: one based on statistical language modelling (SLM) and another based on vocabulary dimensionality.
Using SLM for domain broadness evaluation
SLM is commonly used in different natural language application areas such as machine translation, part-of-speech tagging, information retrieval, etc. (e.g. [35] [36] [37] ). However, it has been originally known for its use in speech recognition (see, for instance, [38] ) which is still its most important application area.
Informally speaking, the goal of SLM consists of building an SLM in order to estimate the distribution of words/strings of natural language. The calculated probability distribution over strings S of length n, also called n-grams, attempts to reflect the relative frequency in which S occurs as a sentence. In this way, from a text-based perspective, such a model tries to capture the writing features of a language in order to predict the next word given a sequence of them.
We propose to use SLM in order to calculate probabilities of sequences of words (n-grams) and, thereafter, to determine the domain broadness degree of a given corpus by using two different supervised and unsupervised variants.
We have assumed that every hand-tagged category of a given corpus to be clustered has a particular/specific language model. Therefore, if this model is very similar to the models of the other categories, then we could affirm that the corpus is narrow domain. The similarity between two models is calculated by means of perplexity which is a measurement in information theory defined as b raised to the power of cross-entropy in base b. In summary, the perplexity of a discrete probability distribution p is defined as b H b (p,q) , where H (p, q) is the cross-entropy of the distribution p with respect to q.
The degree of broadness may be approximated by evaluating this proposed supervised approach over the target corpora. We also approached in an unsupervised way the problem of determining the domain broadness of a given corpus. For this purpose, we calculate language models for v random exclusive partitions of the corpus, without any knowledge about the expert document categorization (gold standard).
Due to the fact that the perplexity is by definition dependent on the text itself, we should make sure that the chosen text is representative of the entire corpus [39] . In fact, in [40] it is said that 'The perplexity of a language model depends on its application domain. There is generally higher precision (and less ambiguity) in specialized fields than in general English'.
On the basis of the previous assumptions, we propose a supervised evaluation measure for the relative broadness of corpora to be clustered as follows.
Given a corpus D with a gold standard made up of k categories (also named as classes)
we obtain the language model of all the categories except C * i (C * i ) and, afterwards, we compute the perplexity of the obtained language model with respect to the model of C * i , that is, we use the category C * i as a test corpus and the remaining ones as a training corpus in a leave-one-out process. Formally, the Supervised Language Modelling Based (SLMB) approach for determining the domain broadness degree of the corpus D may be obtained as shown in the following equation:
where
Introducing an unsupervised measure for evaluating the domain broadness of corpora would be beneficial, for instance, for clustering algorithms. In fact, we could select ad hoc techniques in order to enrich the documents ( Section 4) in a previous step of the clustering process itself or to approximate the exact point to cut-off in hierarchical clustering methods.
The main problem consists of finding the correct way of splitting the corpus in order to allow that the evaluation by using SLMs could make sense. An immediate solution would be splitting the document collection in percentages (e.g. 10) and using, for instance, 10 or 20% for test and the remaining for training purposes. This approach should work well for the evaluation of narrow domain corpora, but it would not be useful for wide domain corpora, since the expected language model for the training and test partitions would hold high similarity. We then propose to use a static number of documents for the test split which should work well with narrow and wide domain evaluation.
The Unsupervised Language Modelling Based (ULMB) approach for assessing the domain broadness of a text corpus is formally described as follows.
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we calculate the perplexity of the language model of C i with respect to the model of a training corpus composed of all the documents which are not contained in 
Using vocabulary dimensionality for domain broadness evaluation
This measure of domain broadness assumes that corpora subsets that belong to a narrow domain share the maximum number of vocabulary terms compared with those subsets which do not. In case of a wide domain corpus, it is expected (at least with short texts) that the standard deviation of vocabulary sizes obtained from subsets of this corpus (with respect to the full corpus vocabulary) is greater than the one of a narrow domain corpus. The formal description of the above presented hypothesis is given as follows.
Given a corpus D with a gold standard made up of k categories 
An Unsupervised version of the Vocabulary-Based (UVB) domain broadness evaluation measure may be also proposed. This approach would be useful when the gold standard is not available. Since the categories are unknown, we could then use each document instead of the corpus categories. Formally, given a corpus made up of n documents 
Shortness evaluation
The evaluation measures presented in this section calculate features derived from the length of a text, such as the ratio between the document vocabulary size and the document length. The term frequency, for instance, is crucial for the majority of similarity measures used in text categorization. When dealing with very short texts, we expect the frequency of their vocabulary terms to be very low. Therefore, clustering algorithms, for instance, will have problems detecting the correct cluster assignment since the similarity matrix will have very low values. This is derived from the fact that many clustering algorithms assume that the expected average of normalized similarities (between 0 and 1) in a corpus is greater than the average (in this case 0.5), which is not true when dealing with short texts. Given a corpus made up of n documents D = {d 1 , d 2 , . . . , d n }, we revisited three unsupervised text length-based evaluation measures which take into account the level of shortness [21] . In the first and second approaches, we directly calculate the arithmetic mean of Document Lengths (DL) and Vocabulary Lengths (VL) as shown in Equations (7) and (8), respectively. In Equation (9) we show the third measure, introduced in [41] , which obtains the average of Vocabulary vs. Document cardinality Ratios (VDR).
Stylometry analysis
Stylometry studies the linguistic style of a human writer. One of the practical applications of this field consists of determining the authorship of documents. In our case, the aim is not to attribute the authorship but to distinguish between scientific and other kind of texts. It has been observed that when the collection to be clustered is composed of scientific texts, then a new level of difficulty arises [23] . This observation may have its basis on domaindependent vocabulary sentences or terms that are not considered in the pre-processing step, such as 'in this paper', 'the obtained results', 'in table', etc.
There have been carried out several works on the statistical study of the writing style (stylometry) field [42] , which is still an active research area [43, 44] . For the analysis of stylometry introduced in this section, we make use of the Zipf law. This empirical law was formulated by using mathematical statistics. In the context of text analysis, the Zipf law refers to the fact that the term frequency distribution may be described by a particular
The Computer Journal, 2010 by guest on November 21, 2012 http://comjnl.oxfordjournals.org/ Downloaded from A Self-Enriching Methodology for Clustering Narrow Domain Short Texts 7 distribution named 'Zipfian'. This is a particularization of a more general fact depicted in [45] which establishes the many types of data that could be described by the Zipfian distribution.
Formally, given a corpus D with vocabulary V (D), we may calculate the probability of each term t i ∈ V (D) as shown in Equation (10), where tf (t i , D) is the frequency of t i in D. The expected Zipfian distribution of terms is obtained as shown in Equation (11) . We used the classic version of the Zipf's law and, therefore, s was set to 1. 
THE SELF-TERM EXPANSION METHODOLOGY
The previously presented assessment measures allow us to analyse a given corpus in order to determine whether or not it is composed of narrow domain short texts. If the correct corpus features are discovered, then we may take advantage of ad hoc techniques in order to further improve the corpus clustering task.
In this section, we present a novel methodology for dealing with the two particular problems derived from clustering narrow domain short texts. Depending on the analysis done over the corpus (Section 3), and before starting the clustering phase, we propose to improve the representation of its shortlength documents by using a term enrichment procedure (Section 4.1), often called term expansion. We consider that a proper enrichment of the target documents in the clustering task will improve the 'semantic' similarity hidden behind the lexical structure. Thereafter, we consider the use of term selection techniques (TSTs) (Section 4.2) in order to filter the most discriminant terms and to decrease the number of terms being used in the clustering process. Figure 1 graphically depicts the proposed Self-Term Expansion methodology.
Self-term expansion
The term expansion process consists of replacing terms of a document with a set of co-related terms. This procedure may be carried out in different ways, often by using an external knowledge resource which usually helps in obtaining successful results [46] [47] [48] .
However, we consider particularly important the attempt to use firstly the intrinsic information of the target data set itself before using external knowledge. The motivation relies on the fact that the applications that use external resources such as WordNet [30] are domain dependent since they make use of classifiers trained with data, which were tagged with keywords extracted from domain-dependent thesauri. Moreover, in narrow domains there is a lack of linguistic resources to help in the categorization task due to the specific or narrow vocabulary of the documents.
We propose a domain-independent term expansion technique that works without the help of any external resource. We called this approach as self-term expansion due to the fact that the term expansion is done by using only the same corpus to be clustered. The self-term expansion technique uses a co-occurrence term list calculated from the same target data set through the pointwise mutual information (PMI) measure [9, 49] . This list is then used to expand every term of the original corpus. Since the co-occurrence formula captures associations between term pairs, we consider that the self-term expansion magnifies both meaningful information and noise, but hopefully the former with a greater intensity than the latter. Therefore, we consider that employing a clustering algorithm on the selfexpanded corpus should allow us to obtain better results. This hypothesis is confirmed from previous experiments [10, 23, 50] and those presented here, where the performance of the selfterm expansion approach always outperforms baseline results obtained by clustering raw data(i.e. without expansion).
PMI is an information theory-based co-occurrence measure discussed in [9] for finding collocations. Given two terms t i and t j , the PMI formula (Equation (13)) calculates as follows the ratio between the number of times that both terms appear together (in the same context and not necessarily in the same order) and the product of the number of times that each term occurred alone:
PMI(t i , t j ) = log 2 P (t i t j ) P (t i )P (t j )
.
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The proposed self-term enrichment technique is formally described as follows.
Let
. . . , d n } be a document collection with vocabulary V (D). Let us consider a subset of V (D) × V (D) of correlated terms as RT = {(t i , t j )|t i , t j ∈ V (D)}. The
RT expansion of D is D = {d 1 , d 2 , . . . , d n } such that, for all d i ∈ D, the following two properties are satisfied: (i) if t j ∈ d i , then t j ∈ d i , and (ii) if t j ∈ d i , then t j ∈ d i , with (t j , t j ) ∈ RT . If RT is calculated by using the same target data set, then we say that D is the self-term expansion version of D.
The degree of co-occurrence between a pair of terms (we use terms as synonym of 'content words', i.e. after stop listing) may be calculated through any co-occurrence method, since this model is based on the intuition that two terms are semantically similar if they appear in a similar set of contexts. This assumption comes from the Harris hypothesis (words with similar syntactic usage have similar meaning), which was proposed in [51] .
Once the co-occurrence list has been obtained, the self-term expansion may be carried out. It simply concatenates each original term with its corresponding set of co-related terms. The next section explains the three TSTs used in the experiments carried out in this paper.
Term selection techniques
Several TSTs aimed at the clustering of the text task exist [52, 53] . However, we have considered three of them that better represent different term selection approaches. The following three unsupervised TSTs were used: 
where 
where freq(t i , d) is the frequency of the term t i in the document d.
ASSESSING NARROW DOMAIN SHORT TEXTS
In order to be consistent with the presented approach, before applying the self-term expansion methodology, we first evaluate the features of the two corpora used in the experiments. The aim is to verify that these corpora are 'narrow domain'and composed of short texts. A brief description of the data sets used in the experiments is given first. The evaluation of the three corpus features is presented later by using the previously introduced evaluation measures.
Data sets
We have selected two text collection sets for the experiments. The first one was used for testing the assessment measures, whereas the second one was employed for determining the performance of the self-term expansion methodology. The former data set was compiled from the Internet repositories and represents a sample of Internet texts which has been used at clustering tests in the computational linguistics field. The second data set was extracted from a Physics laboratory and it is composed of scientific abstracts on the physics topic.
We have pre-processed all the data collections by eliminating stop words and by applying the Porter stemmer [55] . The corpus features given in each table were obtained after applying this pre-processing phase.
The CICLing-2002 corpus
This corpus is made up of 48 documents from the Computational Linguistics domain, which corresponds to the CICLing 2002 conference. 8 The categories and the distribution of them are shown in Table 1 , whereas other features of this corpus are given in Table 2 .
The collection was first used by Makagonov et al. [22] in their experiments on clustering narrow domain abstracts. Even though very small, we consider it as a necessary reference corpus because it has been used in other experiments [24, 25] . Moreover, its size made it possible to manually validate the obtained results.
The hep-ex corpus of CERN
This corpus is based on the collection of abstracts compiled by the University of Jaén, Spain named hep-ex [56] . It is composed of 2922 abstracts from the Physics domain originally stored in the data server of the CERN. The hep-ex corpus was released to be used in the automatic text classification of documents task presented in [31] . They used multiple categories for their experiments, however, for the purposes of our research work, we used the coarse grain categories of this corpus which implied to work with a single categorized data collection. The distribution of the categories and other characteristics, such as the vocabulary size and the average size of the documents, are shown in Tables 3 and 4 . As can be seen, this 
-Test).
A complete description of these additional corpora may be found in [19] .
A manual ranking among all the evaluated corpora was done in order to analyse the quality of the proposed corpus assessment measures. Five different human evaluators (two linguists and three computational linguists) were asked to rank the corpora according to each corpus feature. Thereafter, we use the Borda single-winner voting scheme 9 for determining the final ranking which was considered to be the gold standard.
Thus, in order to assess how well each broadness evaluation measure ranking correlates with their corresponding manually evaluated ranking, we have calculated one correlation coefficient among them. For the purpose of this analysis, besides considering that there are no tied ranks, we also have not made any assumptions about the frequency distribution of the evaluation measures. In order to make the correlation less sensitive to non-normality in distributions (rankings), we avoided using the well-known Pearson correlation coefficient [57] . Instead we would used the non-parametric measure of correlation named Spearman's rank correlation coefficient [58] , however, the equidistance among the different corpora evaluation values could not be justified. Thus, the correlation between each pair of corpora evaluation measure ranks was calculated by means of the Kendall tau rank correlation coefficient [59] , which is described as follows. 
Kendall tau rank correlation coefficient
The Kendall tau coefficient (τ ) is calculated as shown in the following equation.
where k is the number of items, and C P is the number of concordant pairs obtained as the sum, over all the items, of those items ranked after the given item by both rankings. The Kendall tau coefficient value lies between −1 and 1, and high values imply a high agreement between the two rankings. Therefore, if the agreement (disagreement) between the two rankings is perfect, then the coefficient will have the value of 1 (−1). In the case of obtaining the value 0, it is said that the rankings are completely independent.
Measure by measure analysis
We first analysed the domain broadness measure which is based on SLM. Tables 5 and 6 show the obtained corpora domain broadness evaluation with both the supervised SLMB and the unsupervised ULMB measures, respectively. The broadness ranking associated to the obtained value is shown in the third column, whereas the manual ranking is given in the fourth column. Both supervised and unsupervised measures agree on the fact that scientific documents are narrow domain, whereas news collections belong to a wide domain. In fact, the Kendall tau coefficient value for both the supervised and unsupervised measures are 0.82 and 0.56, respectively. As will be seen in Section 5.3, these values indicate a strong agreement between the automatic and the manual ranking. Now we may conclude that both measures perform well on evaluating the domain broadness degree of a given corpus in both supervised and unsupervised ways.
The vocabulary dimensionality-based evaluations SVB and UVB are shown in Tables 7 and 8 , respectively. The evaluation of both rankings, automatically and manually obtained, were done with the Kendall tau correlation coefficient. The corresponding τ values were 0.67 and 0.56 for both SVB and UVB, respectively. The high degree of correspondence (Section 5.3) indicates a strong agreement between the automatic and the manual ranking. Therefore, we consider that also these proposed measures may be used to calculate the domain broadness degree of the corpora to be clustered. The stylometry-based corpora evaluation measure determines the language style of writing. Thus, we expect to obtain a high value when the style is very specific, whereas a low value would indicate a general language writing style. In Table 9 , we may see the obtained values by the SEM evaluation measure for hep-ex and CICLing-2002 with respect to other different corpora. The obtained Kendall tau correlation coefficient is 0.86, and based on a test of significance we may conclude that this value implies a strong degree of agreement between the automatic and the manual ranking. Thus, the Kullback-Leibler distance between the Zipfian distribution and the term frequency distribution provides a very good indicator of the language writing style of a given corpus. Tables 10 and 11 show the values obtained by using, respectively, DL and VL corpus evaluation measures. Table  10 shows the arithmetic mean of document sizes and Table 11 presents the mean ratio between the vocabulary and document size for each corpus.
As expected, the computed Kendall tau correlation coefficient value shows a high agreement between the manual and automatical rankings with the DL and VL evaluation measures, obtaining 0.96 and 0.78, respectively.
However, the values for the VDR measure shown in Table 12 are completely different. The correlation coefficient obtained a value of 0.05, which implies total independence between the two rankings. We consider that two issues affected the last result. On the one hand, the VDR measure is biased by the size of the corpus, since the more the number of documents, the higher is the variation of the average document vocabulary. On the other hand, we consider that the manual ranking was based on the assumption that VDR will obtain performance similar to DL and VL. However, it seems that VDR assesses the complexity of the corpus (vocabulary vs. size) and not exactly the shortness of the documents.
Test of significance
We have carried out a test of significance in order to verify whether or not the τ correlation values are statistically significant. We defined the null hypothesis as follows:
The ranking values manually obtained by human evaluators and those automatically obtained by the assessment measures are independent of each other.
In Table 13 , we may see both the τ correlation value and the P -value for each assessment measure. From the P -values obtained we may reject the null hypothesis for the assessment measures SLMB, ULMB, SVB, UVB, SEM, DL and VL with a significance level α = 0.01 (this value corresponds to the probability of observing such an extreme value by chance). However, in the case of the VDR measure, we cannot reject H 0 . This behaviour is derived from the wrong assumption of being a measure for evaluating the shortness of a document, a fact that was considered as the subjective judgment of the human evaluators.
Summary
We have developed the assessment measures as 'indicators' on the evaluation of corpora. We are quite confident about the performance of these measures for positive cases (narrow domain short texts), but we are not so confident with negative cases (which cannot be categorized as narrow domain short texts). We consider that these measures may be improved by taking into account, for instance, the fact that in the case of the hep-ex corpus there is a huge imbalance of classes, a fact that contributes to bias the supervised measures, in contrast with the behaviour of the unsupervised measures, where the data subsets are distributed uniformly. The comparison of the obtained values with narrow domain short texts with respect to those corpora that do not share the same characteristics, i.e. not narrow domain short texts, permits us to experimentally determine a set of range values which may be used to discriminate between these two categories.
In summary, we have introduced a set of assessment measures which may be useful to easily evaluate different corpus features. The final aim of this section is to provide an automatic mechanism to determine whether a corpus is narrow domain short text or not.
Additionally, we have integrated the presented corpus assessment measures in a freely available on-line system. 10 which may be used, for instance by linguists and computational linguists, in order to fully evaluate three different features associated to a given corpus: shortness, stylometry and domain broadness.
CLUSTERING SELF-EXPANDED NARROW DOMAIN SHORT TEXTS
In this section, we present the results obtained by applying the proposed methodology to narrow domain short text corpora. The aim is to highlight the need for improving text representation for narrow domain short documents. In summary, we are interesting in analysing the use of the self-term expansion technique together with TSTs for clustering narrow domain short text corpora.
We first observed the behaviour of the application of each TST on the complete collection (baseline results) before the clustering process is performed. Thereafter, we carried out a set of tests for verifying how the self-term expansion technique may improve these baseline results. In our particular case, we have focused on using two unsupervised clustering methods: K-Star [60] and DK-Means [19] , in order to keep the number of variables as small as possible and make easy the analysis of the main concern of this investigation: the boosting of the performance of clustering narrow domain short texts employing the self-term expansion methodology. The use of K-Star is justified by the fact that it is a completely unsupervised clustering method which automatically discover the number of clusters. This characteristic was very important for the experiments, because it allowed us to decrease the number of variables to analyse. On the other hand, we used a deterministic version of the well-known K-Means method as a comparison parameter. We would like to highlight the fact that this paper does not intend to be a comprehensive study of clustering A Self-Enriching Methodology for Clustering Narrow Domain Short Texts 13 algorithms, but to be an indicator of the performance of clustering 'self-term expanded' corpora.
The three unsupervised TSTs were used to sort the corpus vocabulary in a non-increasing order with respect to the score of each TST (idtp(t i , D), df(t i ) and, ts(t i )). Thereafter, we have selected different percentages of the vocabulary for determining each technique behaviour under different subsets of the baseline corpus. In the experiments we carried out, the v-fold cross-validation evaluation was used with 5 and 10 partitions, respectively, for the CICLing-2002 and the hep-ex corpus that, as formally investigated in the previous section, were shown to be narrow domain short text (abstracts) corpora.
For the evaluation of the quality of the results, we compared the obtained clusters with respect to the gold standard by using the F 1 -measure, which is a particular version of the general formulation of F β -measure [1] . We used the F 1 -measure because we were interested in comparing the obtained results with those obtained by previous works on clustering narrow domain short texts. In general, the F 1 -measure is an external clustering measure that compares the clusters obtained by some clustering method with respect to the categories given by an expert. Formally, given a set of clusters C = {C 1 , . . . , C |C| } and a set of categories C * = {C * 1 , . . . , C * |C * | }, the F 1 -measure between a cluster C i and a category C * j is given by the following formula.
, (17) where 1 ≤ i ≤ |C|, 1 ≤ j ≤ |C * |. The precision and the recall between a cluster C i and a category C * j are defined as follows:
and
The global performance of a clustering method is calculated by using the values of F 1 (C i , C * j ), the cardinality of the set of clusters obtained, and normalizing it with respect to the total number of documents |D| in the collection. The obtained measure is referred to as the F 1 -measure and it is shown in the following equation:
Co-occurrence methods
In order to determine the correct method for calculating the list of co-occurrence used in the self-term expansion process, we have tested two different co-occurrence methods (n-grams and PMI) with different thresholds. We investigated the behaviour of each TST with respect to the use of the two self-term expansion techniques.
The experimental results showed that it is possible to obtain a considerable improvement when using bigrams of frequency greater than or equal to 4, and PMI with a threshold equal to 7. However, since the bigram counting is considered to be part of the PMI formula, it was expected that PMI would outperform the bigrams results. The obtained F 1 -measure values confirmed the previous hypothesis. In fact, in Fig. 2 we may see how the baseline results calculated by clustering the full corpus (without expansion) are highly improved by just using the selfterm expansion technique. We consider that this behaviour is derived from the following hypothesis. The addition of corelated terms to the original data set implies an increase of both noise and meaningful information in the expanded corpus. However, the valuable information added to the expanded corpus is considerably higher than the noise introduced which makes it possible to improve the original results.
Having observed that the best of the two co-occurrence methods analysed was the PMI, we carried out a further set of experiments with the two CICLing-2002 and hep-ex corpora. The focus was mainly to investigate the performance of the self-term expansion technique over the two full corpora and their subsets. For this purpose, we expanded the full version of each corpus and, thereafter, we constructed the corresponding subsets of both the expanded and unexpanded version of the corpus with the following techniques of term selection: TP, TS and DF.
In Table 14 , we show the maximum (MAX), minimum (MIN) and average (AVG) value obtained when applying the selfterm expansion methodology to the CICLing-2002 corpus. The K-Star clustering method was executed over nine different reduced versions of the complete corpus. We used the three TSTs in order to obtain these reduced corpora (selecting from 10 to 90% of the complete vocabulary). As may be seen, in all the cases, the expanded approach (TP-Exp, DF-Exp and TSExp) outperforms the other one (TP, DF and TS), independently of the TST applied. Table 15 shows the behaviour of the self-term expansion methodology, in this case, over the hep-ex corpus. This table, which was again obtained by executing the K-Star clustering method, shows the behaviour of each TST separately. We may see the obtained improvement which is independent of the TST used.
It is noteworthy that when we applied the self-term expansion before applying the TST, the best results are obtained with a very small size of the vocabulary. The discrimination of noisy terms is well performed by each TST. For the hep-ex corpus, in particular, we have seen that the DF technique is the one which performs better in comparison with the other two TSTs. In addition to the fact that the DF technique obtains the best F 1 -measure results, it also reduces the corpus vocabulary to ∼90%.
The methodology performed better over the hep-ex corpus than over the CICLing-2002 one. We consider that the moderated results obtained with the CICLing-2002 corpus are justified by the small number of documents in the text collection.
We conclude that the self-term expansion technique did not have enough contexts to determine the correct co-occurrence between terms of the corpus vocabulary.
In order to investigate the behaviour of the self-term expansion methodology by using another clustering method over the same corpus subset, we carried out further experiments employing what we have named the DK-Means clustering algorithm [19] . The difference between this method and the classic K-Means consists of the initialization of the clustering method in order to make it deterministic. In particular, we have initialized K-Means with the final results obtained by K-Star (including the clusters and their number).
The performance of each TSL with the CICLing-2002 and the hep-ex corpora by using the DK-Means clustering method is shown in Figs 3 and 4 , respectively.
With respect to the TSL used after the self-term expansion in order to reduce the vocabulary size, the best results were obtained employing DF (which is also very simple and quite easy to calculate). In the experiments presented, we may observe that independent of the corpus and clustering method used, the DF TST always performed well.
We may conclude that the task of clustering narrow domain short text corpora obtains better results if the original corpus has been previously enriched employing the self-term expansion methodology. This is due to the high vocabulary overlapping associated to this kind of corpora, which allows one to determine co-occurrence relationships that may be useful when expanding the original terms of the documents. Up to now, we have confirmed experimentally that this hypothesis is correct for these two narrow domain short text corpora. However, its veracity to other kinds of corpora has not been fully investigated.
With respect to the time complexity of the proposed approach, it depends on the time complexity of the co-ocurrence measure used, plus the time complexity of the term selection method. There are some methods and measures that behave worse in case of large size data sets than others. For instance, in the case of the TSTs used in this paper, the TS term selection method is worse than TP and DF.
Finally, we would like to discuss the performance of the expanding techniques across different percentages of vocabulary reduction. In Figs 3 and 4 , we may see the variability of F 1 scores throughout the successive percentages of vocabularies selected by the TSTs. We may say that the self-term expansion process increases instability of TSTs with an unexpected behaviour (we did not discover a well-defined pattern). This issue is related with some corpus features such as the number of target classes, the size of these classes and the number of documents in the collection. Even if the instability of TSTs becomes an important issue to be investigated (see [23] for an example), we consider that the advantages of using a self-term expanded corpus over the non-expanded one in the clustering task are sufficient to consider the self-term expansion methodology an important contribution. 
CONCLUSIONS
Clustering narrow domain short texts is a very challenging task, because of the high overlapping that exists among all the documents and the low frequencies that the corpora terms have. In order to tackle these two problems, we have presented a new methodology which increments the frequency of each term by expanding them with a set of co-related terms. Clustering narrow domain short texts by using the proposed methodology assumes that the two corpus features: shortness and narrow domain exist; therefore, we have introduced novel measures in order to automatically determine whether or not a corpus is made up of narrow domain short texts.
Two unsupervised formulae for domain broadness analysis were introduced, whereas three already known term frequencybased measures were used for the evaluation of shortness. We also introduced a novel unsupervised formula in order to determine whether or not a corpus is written with a similar writing style, even if the corpus is written by one or several authors. This last measure was used to distinguish scientific documents from those that are not.
Moreover, we introduced supervised variants of domain broadness detection, which could be easily used to evaluate classifications of clustering corpora provided by human experts (gold standard). We consider this issue of high relevance given the current use of gold standards in international competitions.
The self-term expansion methodology we have introduced allows the baseline corpus to be enriched by adding co-related terms from an automatically constructed lexical knowledge resource obtained from the same target data set (and not from an external resource). This was done by using two different cooccurrence techniques based on bigrams and PMI, respectively. The experiments showed that the PMI outperforms the bigrams co-occurrence technique given that the latter is statistically included in the former. Our empirical analysis has shown that it is possible to significantly improve clustering results by first performing the self-term expansion and optionally applying thereafter the term selection process.
The experiments were carried out on two real collections extracted from the CICLing-2002 conference and the CERN research centre. The corpora contain abstracts of scientific papers related to the computational linguistics domain and the high-energy particles' narrow domain, respectively. The selfterm expansion method effectively improved the baseline F 1 -measure by ∼ 30%. Furthermore, by using the term selection after expanding the corpus, we obtained a similar performance with a 90% reduction in the full vocabulary.
Until now, we have observed that the above behaviour is associated with the clustering of narrow-domain short text corpora since the enrichment process carried out by the methodology benefits from the high overlapping that usually exists in corpora of this kind. However, the enriching process is based on the frequency of term co-ocurrences and, therefore, the performance of the proposed methodology will be directly proportional to the number of documents in the collection to be clustered.
