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Abstract
Explicit Reciprocity Laws for Higher
Local Fields
by
Jorge Florez
Advisor: Victor Kolyvagin
In this thesis we generalize to higher dimensional local fields the explicit reci-
procity laws of Kolyvagin [14] for the Kummer pairing associated to a formal group.
The formulas obtained describe the values of the pairing in terms of multidimensional
p-adic differentiation, the logarithm of the formal group, the generalized trace and
the norm on Milnor K-groups.
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0.1 Terminology and notation
For the convenience of the reader we will list some terminology and notation that
we will use through out the paper. The letters K, L, M , will be used for one
dimensional local fields and the corresponding script capital Latin symbols K, L and
M will denote higher local fields containing the corresponding local fields.
• p denotes a fixed prime number.
• Let K/Qp denote a local field with ring of integers OK .
• F = F (X, Y ) ∈ OK [[X, Y ]] will denote a formal group of finite height h. Let
EndOK (F ) be the ring of endomorphisms of F and c : EndOK (F ) → OK the
embedding g 7→ c(g) = g′(0).
• Let S be a local field with ring of integers C such that C ⊂ c(EndOK (F )). We
will fix a uniformizer pi of C. Given a ∈ C, the endomorphism aX + · · · will
be denoted by [a]F . For convenience, [pi]F will be denoted by f . Thus f
(n), the
nth fold of f , corresponds to [pin]F .
• Let κn ' (C/pinC)h be the pinth torsion group of F and let κ = lim←−κn ' C
h.
Let {ei}hi=1 be a basis for κ and {ein}hi=1 be the corresponding reductions to the
group κn.
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• Let α denote the ramification index of S over Qp. We say that a pair (n, t)
is admissible if there exist an integer k such that t − 1 − n ≥ αk ≥ n. For
example, the pair (n, 2n+ α + 1) is admissible with k = [(n+ α/α)].
• If R is a discrete valuation ring, the symbols vR, OR, µR and piR will always
denote the valuation, ring of integers, maximal ideal, and some fix uniformizer
of R, respectively. Moreover, if the characteristic of the residue field is p, then
we define µR,1 = {x ∈ R : vR(x) > vR(p)/(p− 1)}. If R ⊃ K, then F (µR) and
F (µR,1) will denote the group of µR-points and µR,1-points of F , respectively.
• L is a d-dimensional complete field of characteristic 0, i.e., a field for which
there are fields Ld = L, Ld−1, . . . , L0 such that Li+1 is a complete discrete
valuation field with residue field Li, 0 ≤ i ≤ d − 1, and L0 is a finite field of
characteristic p.
• In what follows we assume that L is a field of mixed characteristic, i.e., char(L) =
0 and char(Ld−1) = p. Moreover, we also assume that L ⊃ K(κn).
• Let t1, . . . , td be a fixed system of local parameters for L, i.e, td is a uniformizer
for L = Ld, td−1 is a unit in OL but its residue in Ld−1 is a uniformizer element
of Ld−1 and so on.
• Let vL = (v1, . . . , vd) : L∗ → Zd be the valuation of rank d corresponding
to the system of parameters t1, . . . , td, i.e., vd = vLd , vd−1(α) = vLd−1(αd−1)
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where αd−1 is the residue of α/t
−vd(α)
d in Ld−1, and so on. Here the group Zd
is ordered lexicographically as follows: a¯ = (a1, . . . , ad) < (b1, . . . , ad) if al < bl
and al+1 = bl+1, ..., ad = bd for some l ≤ d. We denote by Zd+ = { (a1, . . . , ad) ∈
Zd : (a1, . . . , ad) > (0, . . . , 0) }.
• OL = {x ∈ L : v¯L(x) ≥ 0¯} is the valuation ring of rank d of L, with maximal
ideal ML = {x ∈ L : v¯L(x) > 0¯}. Notice that µL ⊂ML ⊂ OL ⊂ OL.
• VL = 1 +ML is the group of principal units.
• The field L comes equipped with a special topology, the Parshin topology (cf.
§2.4)
• Observe that L∗ ∼= VL × 〈t1〉 × · · · × 〈td〉 × R∗, where R is a multiplicative
closed system of representatives of the last residue field L0 and R∗ = R{0}.
Then we can endow L∗ ∼= VL×〈t1〉×· · ·×〈td〉×R∗ with the product topology,
where the group of principal units VL has the induced topology from L, and
〈t1〉 × · · · × 〈td〉 × R∗ with the discrete topology.
• Kd(L) is the dth Milnor K-group of the field L, d ≥ 1.
• Let L be a complete discrete valuation field and define
L = L{{T}} =
{ ∞∑
−∞
aiT
i : ai ∈ L, inf vL(ai) > −∞, lim
i→−∞
vL(ai) = +∞
}
.
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Let vL(
∑
aiT
i) = mini∈Z vL(ai), so OL = OL{{T}} and µL = µL{{T}}. Ob-
serve that OL/µL = kL((T )), where kL is the residue field of L.
• We define
L{{T1}} · · · {{Td−1}},
inductively by Ed−1{{T}} where Ed−1 = L{{T1}} · · · {{Td−2}}.
• D(L/K) will denote the different of the the extension of local fields L/K.
Chapter 1
Introduction
1.1 Background
The history for finding explicit formulations of local class field theory dates back to
Kummer [15] in 1858 when he tried to describe the Hilbert symbol, associated to
the cyclotomic field Qp(ζp), in terms of logarithmic derivatives. Seventy years later,
when class field theory was acquiring its final shape, Artin and Hasse [1] provided an
explicit formula for the Hilbert symbol associated to Qp(ζpm); p being an odd prime.
The formulas of Artin-Hasse would find an application in the work of Iwasawa
[10] when he studied the units of the cyclotomic field Q(ζpm). Iwasawa extended
the formulas of Artin-Hasse to describe more values of the Hilbert symbol (cf. [9]),
in terms of p-adic logarithmic derivatives. This would be the first manifestation of
a deep connection, via explicit reciprocity laws, between arithmetical objects and
values of zeta functions. The work of Iwasawa inspired Coates and Wiles [3] to do
fundamental work on the Birch and Swinnerton Dyer conjecture. One of the main
5
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tools in their paper [27] was to extend Iwasawa’s reciprocity laws to Kummer pairings
associated to Lubin-Tate formal groups, which are analogues of the Hilbert symbol
for formal groups.
Soon after, Kolyvagin [14] extended the formulas of Wiles from Lubin-Tate formal
groups to arbitrary formal groups (of finite height) and described the Kummer pairing
in terms of p-adic derivations. Moreover, Kolyvagin also showed that the pairing is
completely characterized by its values at the torsion points of the formal group.
Parallel to this, the theory of higher local fields was developing and along with
it was the class field theory for such fields. Different formulations for a such theory
were proposed by many people but it would be Kato’s [11] (see also [22]), who
by means of Milnor K-groups, developed the most commonly used theory. Kato’s
formulation shows that the finite abelian extensions of a d-dimensional higher local
field correspond to norm subgroups of its Milnor dth K-group. This correspondence
was established via a reciprocity map between the dth Milnor K-group and the galois
group of the maximal abelian extension of the higher local field. I. Fesenko [4] nicely
contributed to the class field theory for higher local fields also.
After Kato developed this class field theory, the program to make this theory
more explicit began. Some of the higher dimensional explicit reciprocity laws that
can be found in the literature are those of Kurihara [16], Vostokov [25], [26], Zinoviev
[28] and Kato [12]. These explicit laws describe the analogue of Hilbert symbol for
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higher local fields, in terms of higher dimensional p-adic logarithmic differentiation.
Using his explicit reciprocity laws, Kato made fundamental progress on Iwasawa
main conjecture for modular forms. Kato’s explicit laws provide a link between
the Euler system of Beilinson elements and some special values of the L-function
attached to a modular form. This allowed Kato [13] to prove a divisibility statement
related to the Iwasawa main conjecture for modular forms.
In this thesis, we will derive explicit reciprocity laws for the higher dimensional
analogue of the Kummer pairing associated to a formal group F , or generalized
Kummer pairing. The construction of these laws involve higher dimensional p-adic
derivations, the logarithm of the formal group F , the generalized trace and the norm
of Milnor K-groups. These formulas constitute a generalization, to higher local fields,
of the explicit reciprocity laws of Kolyvagin [14]. In particular, the formulas apply
to the generalized Hilbert symbol, like those of Kurihara [16] and Zinoviev [28]. It
is still a work in progress to determine if the formulas of these two authors can be
derived from the explicit reciprocity laws constructed in this thesis.
Finally, it is worth mentioning that the techniques that are used to obtain the
explicit reciprocity laws are inspired by the work of Kolyvagin in [14]. In particular,
this allows for a more classical and conceptual approach to the higher dimensional
reciprocity laws.
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1.2 Description of the problem and results
Let K/Qp be a local field and F a one-dimensional formal group of finite height with
coefficients in the ring of integers of K. Let EndOK (F ) be the ring of endomorphisms
of F and c : EndOK (F ) → OK the embedding f 7→ c(f) = f ′(0). Let S/Qp be a
local field with ring of integers C such that C ⊂ c(EndOK (F )) ⊂ OK . Let us fix a
uniformizer pi for S and denote by f = [pi]F the endomorpshism such that c(f) = pi.
Let h be the height of the endomorphism [pi]F with respect to C, i.e, [pi]F (X) =
g(Xq
h
) (mod piC) where g′(0) 6= 0 (mod piC) and q = |kS|. Denote by f (n) = [pin]F
the n-fold of f . Let κn be the pi
nth torsion group, i.e., the set of those v ∈ K such
that f (n)(v) = 0. Let {ein}hi=1 be a C/pinC-basis for the group κn ' (C/pinC)h.
Let L ⊃ K be a local field containing κn. Let OL be the ring of integers of L, µL
its maximal ideal, vL its valuation and piL be a uniformizer for L. Define
L = L{{T1}} · · · {{Td−1}},
inductively. The ring on integers and maximal ideal are, respectively,
OL = OL{{T1}} · · · {{Td−1}} and µL = µL{{T1}} · · · {{Td−1}}.
We define the canonical pairing (cf. § 4.1)
(, )L,n : Kd(L)× F (µL)→ κn,
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by
(α, x) 7→ ΥL(α)(z)−F z,
where Kd(L) is the dth Milnor K-group of L, ΥL : Kd(L) → GabL is the Kato’s
reciprocity map for L, f (n)(z) = x and −F is the subtraction in the formal group F ,
cf. §4.1. Denote by (, )iL,n the ith coordinate of (, )L,n with respect to the basis {ein}.
In this paper we will use the technique of Kolyvagin in [14] to derive explicit
formulas for the symbol (, )iL,n in terms of the generalized trace, the norm of Milnor
K-groups, d-dimensional derivations and the logarithm of the formal group.
More specifically, let E be a complete discrete valuation field. We define a map
cE{{T}}/E : E{{T}} → E
by cE{{T}}/E(
∑
i∈Z aiT
i) = a0. Then we can define cL/L by the composition
cL{{T1}}/L ◦ · · · ◦ cL/L{{T1}}...{{Td−2}
We define the generalized trace by TL/S = TrL/S ◦ cL/L.
The main result in this paper is the following (cf. Theorem 7.3.1). LetM = L(κt),
t ≥ m ≥ n, for t large enough with respect to m and putM = M{{T1}} · · · {{Td−1}},
then
(NM/L{a1, . . . , ad}, x)iL,n = TM/S
(
DiM,m(a1, . . . , ad)
a1 · · · ad lF (x)
)
for all a1, . . . , ad ∈M∗ (see (7.1) where cases when ai are units or not are considered)
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and all x ∈ F (µL). Here lF is the formal logarithm, NM/L is the norm on Milnor
K-groups and DiM,m is a d-dimensional derivation of OL over OK , i.e.,
DiM,m : OdM → W
is a map, with W an OM-module, satisfying the properties in definition 6.2.1, that
is, for all a1, . . . , ad and a
′
1, . . . , a
′
d in OM we have:
1. Leibniz rule:
D(a1, . . . , aia
′
i, . . . , ad) = a
′
iD(a1, . . . , ai, . . . , ad) + aiD(a1, . . . , a
′
i, . . . , ad),
for any 1 ≤ i ≤ d.
2. Linearity:
D(a1, . . . , ai + a
′
i, . . . , ad) = D(a1, . . . , ai, . . . , ad) +D(a1, . . . , a
′
i, . . . , ad),
for any 1 ≤ i ≤ d.
3. Alternate: D(a1, . . . , ai, . . . , aj, . . . , ad) = 0, if ai = aj for i 6= j.
4. D(a1, . . . , ad) = 0 if some ai ∈ OK .
Notice that D is a 1-dimensional derivation in each component and moreover, it
can be parametrized by 1-dimensional derivations. Indeed, just as one dimensional
derivations are parametrized by ΩOK (OL), the OL-module of Khaler differentials of
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OL over OK , then it will also be shown in §6.2 Proposition 6.2.1 that all such d-
dimensional derivations are parametrized by the OL-module
∧d ΩOK (OL), i.e., the
d-th exterior product of ΩOK (OL). This is the OL-module ΩOK (OL)⊗· · ·⊗ΩOK (OL)
divided out by the OL-submodule generated by the elements
x1 ⊗ · · · ⊗ xd
where xi = xj for some i 6= j, where x1, . . . , xd ∈ ΩOK (OL).
Moreover, notice that from properties (2), (3) and (4) it easily follows that D
satisfies the relations
D(a1, . . . , ai, . . . , aj . . . , ad) = 0, (1.1)
if ai+aj = 1, for i 6= j, which are called the Steinberg relations. Therefore, following
Kolyvagin [14], we define the map
ψ : (O×M)d → W
by
{a1, . . . , ad} →
DiM,m(a1, . . . , ad)
a1 . . . ad
,
This map can be extended to all of Kd(M∗) by equation (7.1) from Section 7.1.
As in the work of Kolyvagin [14], these derivations will be normalized in terms of
the invariants (7.7) attached to the Galois representation on the Tate-module (7.5).
More specifically, we will build the d-dimensional derivation DiM,m out of the
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condition
DiM,m(T1, . . . , Td−1, e
j
t) = −
T1 · · ·Td−1 ci,j
l′(ejt)
,
cf. Proposition 7.2.3, where ci,j is defined in equation (7.7).
The deduction of the formula starts by proving that the pairing (, )L,n is sequen-
tially continuous in the second argument with respect to the Parshin topology, i.e.,
if α ∈ Kd(L) and {xk} is a sequence in F (µL) such that xk → 0 then (α, xk)L,n → 0,
cf. Proposition 4.2.2, which is vital for the rest of the proof and was inspired by
the proof of Proposition 4.1 in [14]. From this, we can prove the existence of the so
called Iwasawa maps, ψiL,n : Kd(L)→ RL,1/pinRL,1 (cf. Proposition 5.2.1), such that
(α, x)iL,n = TL/S( ψiL,n(α) lF (x) ) ∀x ∈ F (µL,1),
where F (µL,1) is the set {x ∈ L : vL(x) ≥ [vL(p)/(p− 1)] + 1} considered with the
operation defined by F . We then define the maps DiL,n out of ψ
i
L,n as in equation
(5.17). The main goal is to prove that under certain conditions the map DiM,m is a
d-dimensional derivation over OK , cf. Proposition 7.1.1. A vital role in this paper is
given by the norm series relations
({r(x), a2, . . . , ad}, x)L,n = 0, ∀x ∈ F (µL), ∀a2, . . . , ad ∈ L∗,
cf. Proposition 4.3.1. These series allow us to obtain the representation (5.8) in
Proposition 5.2.3 which together with the continuity of the pairing we obtain the
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identity (5.18) from Proposition 5.4.2. But Proposition 5.4.4 tells us that every ele-
ment in µL has a representation of the form η(T1, . . . , Td−1, piL), where η(X1, . . . , Xd)
is a power series in the variables X1, . . . , Xd with coefficients in OL, given by equation
(5.4.5).
Then, we will conclude from Proposition 5.4.5 and corollary 5.4.4 that
DiL,m(α1, . . . , αd) = det
[
∂ηi
∂Xj
]
i,j
∣∣∣∣Xk=Tk,
k=1,...,d
DiL,n(T1, . . . , piL),
where αi = ηi(T1, . . . , piL), i = 1, . . . , d and Td = piL. This last equation tells us that
DiL,n behaves like a d-dimensional derivation when restricted to µL.
This will be used in the proof of Proposition 7.1.1 to conclude thatDiM,m, forM =
M{{T1}} · · · {{Td−1}} and M a finite extension of L containing κt for large enough t
with respect to m, is a d-dimensional derivation when restricted to certain quotient
of M as an OM-module, namely RM,1/(pim/piM)RM,1. Moreover, Proposition 7.2.3
gives us a way of constructing explicitly this derivation out of the condition
DiM,m(T1, . . . , Td−1, e
j
t) = −T1 · · ·Td−1 ci,j/l′(ejt).
We can express back the Iwasawa map ψiM,m : Kd(M) → RM,m/pimRM,m in terms
of the derivation DiM,m as
ψiM,m({a1, . . . , ad}) =
DiM,m(a1, . . . , ad)
a1 · · · ad
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cf. 7.1. Finally, the return to the field L will be guaranteed by Proposition 7.1.2.
The final formulas are contained in Theorem 7.3.1.
In chapter 8 we specialize to the case of a Lubin-tate formal group and refine
Theorem 7.3.1 for this case. In particular, we give an explicit computation of the
invariants ci,j, namely
ci,j = − 1
pit
.
Chapter 2
Higher-dimensional local fields
2.1 2-dimensional local fields
We will start defining 2-dimensional local fields since most of the proofs will be
reduced to this case. In the next sections all the concepts will be generalized to
higher dimensions.
Definition 2.1.1. We say that K is a 2-dimensional local field if there are fields
K2 = K, K1, and K0 such that Ki+1 is a complete discrete valuation ring with residue
field Ki, 0 ≤ i ≤ 1, and K0 is a finite field of characteristic p.
We have the following examples of 2-dimensional local fields:
1. Fq((T1))((T2)), where q is a power of the prime p. In this caseK2 = Fq((T1))((T2)),
K1 = Fq((T1)) and K0 = Fq. Recall that if k is a field then k((T )) is the fraction
field of the ring k[[T ]].
2. E((T )), where E is a finite extension of Qp. Here K1 = E and K0 = kE
15
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3. For a complete discrete valuation field E we define
K = E{{T}} =
{ ∞∑
−∞
aiT
i : ai ∈ E, inf vE(ai) > −∞, lim
i→−∞
vE(ai) = +∞
}
Let vK(
∑
aiT
i) = min vE(ai). Then K is a complete discrete valuation field
with residue field kF ((t)) and ring of integers
OE{{T}} =
{ ∞∑
−∞
aiT
i ∈ F{{T}} : ai ∈ OF , ∀i ∈ Z
}
Thus, if E is a local field then E{{T}} is a 2-dimensional local field with
K1 = kE((t)) and K0 = kE. These fields are called standard 2-dimensional
local fields (cf. [7] §1.1).
We are interested only in the case whereK is of mixed characteristic, i.e., char(K1) =
p. The following Theorem classifies such fields.
Theorem 2.1.1 (Classification Theorem). Let K be a 2-dimensional local field of
mixed characteristic. Then K is a finite extension of a 2-dimensional standard field
E{{T1}}, where E is a finite extension of Qp, and there is a finite extension of K
which is a standard 2-dimensional local field.
Proof. cf. [7] § 1.1 Classification Theorem.
We define the ring of integers of K to be the set
OK = { x ∈ OK : x¯ ∈ OK1}
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and the maximal ideal
MK = { x ∈ OK : x¯ ∈ µK1}
where x¯ denotes the reduction of x in K1. Notice that
µK ⊂MK ⊂ OK ⊂ OK.
In the examples above we can compute these two sets explicitly:
1. If K = Fq((T1))((T2)): OK = Fq[[T1]] + T2Fq((T1))[[T2]] and MK = T1Fq[[T1]] +
T2Fq((T1))[[T2]]
2. If K = E((T )): OK = OE + TE[[T ]] and MK = piEOE + TE[[T ]].
3. IfK = E{{T}}: OK =
{ ∑∞
−∞ aiT
i ∈ K : ai ∈ OE, ∀i ≥ 0 and ai ∈ µE ∀i < 0
}
and MK =
{ ∑∞
−∞ aiT
i ∈ F{{T}} : ai ∈ OE, ∀i > 0 and ai ∈ µE ∀i ≤ 0
}
In particular, if K = Qp{{T}} we have
OK = {
∞∑
−∞
aiT
i ∈ K : ai ∈ Zp, ∀i ≥ 0 and ai ∈ pZp ∀i < 0},
and
MK = {
∞∑
−∞
aiT
i ∈ K : ai ∈ Zp, ∀i > 0 and ai ∈ pZp ∀i ≤ 0}.
Topology on K: The topology on K = E{{T}} is called the Parshin topology
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or Higher-dimensional topology (cf. [7] §1.3 ). A basis of neighborhoods of 0 for this
topology is given by the following: Let {Ui}i∈Z be a sequence of neighborhoods of 0
in the local field E, i.e., Ui = pi
ni
E OE, where ni ∈ Z, such that
1. There exist a c ∈ Z such that picEOE ⊂ Ui for all i ∈ Z, i.e., ∩Ui ⊃ picEOE. This
says that the neighborhoods Ui’s cannot be arbitrarily small.
2. For every l ∈ Z we have pilEOE ⊂ Ui for sufficiently large i. This implies that
the Ui’s get bigger as i→∞.
We put
U{Ui} = {
∞∑
−∞
aiT
i ∈ K : ai ∈ Ui}
These sets U{Ui} form a base of neighborhoods of 0 in K.
Remark 2.1.1. Observe that in this topology an element x =
∑∞
−∞ aiT
i ∈ K =
E{{T}} converges as an infinite sum since both tails ∑i>N aiT i and ∑i<−N aiT i
approach to 0 as N →∞. To see this take a basis element for zero, U{Ui}, and let c
be given by condition 1 above, and for l = vK(x) = inf vE(ai) let N be large enough
to satisfy condition 2 above.
Since by definition vE(ai)→∞ as i→ −∞ we can find an N such that vE(ai) > c
for i < −N . Then ai ∈ picEOE ⊂ Ui for i < −N , i.e.,
∑
i<−N aiT
i ∈ U{Ui}.
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Now vE(ai) ≥ l for all i, then ai ∈ pilEOE ⊂ Ui for i > N . Again, this implies∑
i>N aiT
i ∈ U{Ui}
Remark 2.1.2. Observe also that a sequence xn =
∑∞
−∞ a
(n)
i T
i converging to zero
in this topology does not necessarily satisfy that vK(xn) → ∞, i.e., the coefficients
a
(n)
i do not necessarily converge uniformly on i to zero. For instance, the sequence
xn = T
n converges to zero in this topology and vK(xn) = 0 for all n. But the
following Proposition is true:
Proposition 2.1.1. The sequence xn =
∑∞
−∞ a
(n)
i T
i converges to zero if and only if
the following two conditions are satisfied
(i) inf vK(xn) > −∞;
(ii) for a given m ∈ Z+ the sequence a(n)i n→∞→ 0 uniformly for every i ≤ m.
That is, the coefficients are uniformly bounded and converge to zero uniformly for
i ≤ m, for every m.
Proof. →) Suppose the sequence xn converges to zero. For a fix m ∈ Z and given
M > 0 define
UMi =
{
piME OE, i ≤ m
pi−iE OE, i > m
Then VM = VUMi is a basis element for zero, so there exists an N such that xn ∈ VM
for n > N . That is vE(a
(n)
i ) ≥M for n > N and all i ≤ m, then a(n)i n→∞→ 0 uniformly
on every i ≤ m.
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Let us show now that inf vK(xn) > −∞. For i > 1 define mi = infn vE(a(n)i ) and
Mi = min1≤k≤i{mk}. Then Mi ≥ Mi+1 and moreover, if inf vK(xn) = −∞, then
Mi
i→∞→ −∞ which follows from the just proven condition (ii). Consider
Ui =
{
piEOE, i ≤ 0
piMi+1E OE, i > 0
Then U{Ui} is a base element for 0. Again, since we are assuming inf vK(xn) = −∞,
for certain large enough i we have the strict inequality Mi−1 > Mi, i.e., Mi = mi
and so we can find a subsequence xni =
∑
j a
(ni)
j T
j such that vK(a
(ni)
i ) = Mi, thus
vK(xni) ≤ vE(a(ni)i ) = Mi. Then a(ni)i 6∈ Ui, which implies xni 6∈ U{Ui}. Finally, since
ni →∞ as i→∞ this contradicts the convergence of xn to zero.
←) Let xn be a sequence in K satisfying (i) and (ii). Let U{Ui} is a base element
for 0. Then there exist a c ∈ Z such that picEOE ⊂ Ui for all i ∈ Z. Also for
l = inf vKxn there exist an i0 such that pi
l
EOE ⊂ Ui for all i > i0.
By condition (ii) applied to m = i0 there exist an N such that vE(a
(n)
i ) > c for
all n ≥ N and all i ≤ i0. Then a(n)i ∈ picEOE ⊂ Ui for all n ≥ N and all i ≤ i0.
On the other hand, vE(a
(n)
i ) ≥ inf vK(xn) = l, so a(n)i ∈ pilEOE ⊂ Ui for all i > i0.
Summarizing we have that a
(n)
i ∈ Ui for all n > N and all i ∈ Z. Therefore xn ∈ U{Ui}
and so it converges to zero in the Parshin topology.
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Topology on K∗:
Let R ⊂ K = K2 be a set of representatives of the last residue field K0. Let t1
and t2 be a fixed system of local parameters for K, i.e, t2 is a uniformizer for K and
t1 is a unit in OK but its residue in K1 is a uniformizer element of K1. Then
K∗ = VK × 〈t1〉 × 〈t2〉 × R∗,
where the group of principal units VK = 1 + MK and R∗ = R{0}. From this
observation we have the following,
Proposition 2.1.2. We can endow K∗ with the product of the induced topology from
K on the group VK and the discrete topology on 〈t1〉 × 〈t2〉 × R∗. Moreover, every
Cauchy sequence with respect to this topology converges in K∗.
Proof. cf [7] Chapter 1: Higher dimensional local fields.
2.2 d-dimensional local fields
We will now generalize all the concepts introduce before to any dimension. In the
rest of this section E will denote a local field, kE its residue field and piE a uniformizer
for E.
Definition 2.2.1. K is an d-dimensional local field, i.e., a field for which there is a
chain of fields Kd = K, Kd−1, . . . , K0 such that Ki+1 is a complete discrete valuation
ring with residue field Ki, 0 ≤ i ≤ d− 1, and K0 is a finite field of characteristic p.
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If k is a finite field then K = k((T1)) . . . ((Td)) is a d-dimensional local field with
Ki = k((T1)) . . . ((Ti)) 1 ≤ i ≤ d.
If E is a local field, then K = E{{T1}} . . . {{Td−1}} is defined inductively as
Ed−1{{Td−1}},
where Ed−1 = E{{T1}} . . . {{Td−2}}. We have that K is a d-dimensional local field
with residue field Kd−1 = kEd−1((Td−1)), and by induction
kEd−1 = kE((T1)) . . . ((Td−2)).
Therefore Kd−1 = kE((T1)) . . . ((Td−1)). These fields are called the standard fields.
From now on we will assume K has mixed characteristic, i.e., char(K)=0 and
char(Kd−1)= p. The following theorem classifies all such fields.
Theorem 2.2.1 (Classification Theorem). Let K be an d-dimensional local field of
mixed characteristic. Then K is a finite extension of a standard field
E{{T1}} . . . {{Td−1}},
where E is a local field, and there is a finite extension of K which is a standard field.
Proof. cf. [7] § 1.1 Classification Theorem.
Definition 2.2.2. An d-tuple of elements t1, . . . , td ∈ K is called a system of local
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parameters of K, if td is a prime in Kd, td−1 is a unit in OK but its residue in Kd−1
is a prime element of Kd−1, and so on.
For the standard field E{{T1}} . . . {{Td−1}} we can take as a system of local
parameters td = piE, td−1 = Td−1, . . . , t1 = T1.
Definition 2.2.3. We define a discrete valuation of rank d to be the map v =
(v1, . . . , vd) : K∗ → Zd, vd = vKd, vd−1(x) = vKd−1(xd−1) where xd−1 is the residue in
Kd−1 of xt−vn(x)d , and so on.
Although the valuation depends, for n > 1, on the choice of t2, . . . , td, it is
independent in the class of equivalent valuations.
2.3 Extensions of K
Let L/K be a finite extension of the d-dimensional local field K. Then L is also a
d-dimensional local field.
Definition 2.3.1. Let t1, . . . , td and t
′
1, . . . , t
′
d be a system of local parameters for K
and L, respectively, with associated valuations v and v′, respectively. Put
E(L/K) = (v′j(ti))i,j =

e1 0 . . . 0
. . . e2 . . . 0
. . . . . . . . . 0
. . . . . . . . . ed

where ei = e(Li/Ki), i = 1, . . . , n. Then ei does not depend on the choice of the
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parameters, and [L/K] = f(L/K)∏ni=1 ei(L/K), where f(L/K) = [L0/K0] (cf. [7]
§1.2).
2.4 Topology on K
We define the topology on E{{T1}} . . . {{Td−1}} by induction on d. For d = 1 we
define the topology to be the topology of a one-dimensional local field. Suppose
we have defined the topology on a standard d-dimensional local field Ed and let
K = Ed{{T}}. Denote by PEd(c) the set {x ∈ Ed : vEd(x) ≥ c}. Let {Vi}i∈Z be a
sequence of neighborhoods of zero in Ed such that
1. there is a c ∈ Z such that PEd(c) ⊂ Vi for all i ∈ Z.
2. for every l ∈ Z we have PEd(l) ⊂ Vi for all sufficiently large i.
(2.1)
and put V{Vi} = {
∑
biT
i : bi ∈ Vi}. These sets form a basis of neighborhoods of 0 for
a topology on K. For an arbitrary d-dimensional local field L of mixed characteristic
we can find, by the Classification Theorem, a standard field that is a finite extension
of L and we can give L the topology induced by the standard field.
Proposition 2.4.1. Let L be a d-dimensional local field of mixed characteristic with
the topology defined above.
1. L is complete with this topology. Addition is a continuous operation and mul-
tiplication by a fixed a ∈ L is a continuous map.
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2. Multiplication is a sequentially continuous map, i.e., if x ∈ L and yk → y in L
then xyk → xy.
3. This topology is independent of the choice of the standard field above L.
4. If K is a standard field and L/K is finite, then the topology above coincides
with the natural vector space topology as a vector space over K.
5. The reduction map OL → kL = Ld−1 is continuous and open (where OL is
given the subspace topology from L, and kL = Ld−1 the (d − 1)-dimensional
topology).
Proof. All the proofs can be found in [20] Theorem 4.10.
2.5 Topology on K∗
Let R ⊂ K = Kd be a set of representatives of the last residue field K0. Let t1, . . . , td
be a fixed system of local parameters for K, i.e., td is a uniformizer for K, td−1 is a
unit in OK but its residue in Kd−1 is a uniformizer element of Kd−1, and so on. Then
K∗ = VK × 〈t1〉 × · · · × 〈td〉 × R∗,
where the group of principal units VK = 1 + MK and R∗ = R{0}. From this
observation we have the following,
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Proposition 2.5.1. We can endow K∗ with the product of the induced topology from
K on the group VK and the discrete topology on 〈t1〉×· · ·×〈td〉×R∗. In this topology
we have,
1. Multiplication is sequentially continuous, i.e., if an → a and bn → b then
anbn → ab.
2. Every Cauchy sequence with respect to this topology converges in K∗.
Proof. cf [7] Chapter 1 §1.4.2.
Chapter 3
Formal groups
In the rest of this paper F will be a formal group over the ring of integers, OK ,
of a local field K/Qp. Let EndOK (F ) be the ring of endomorphisms of F . For
t ∈ EndOK (F ) we denote t′(0) by c(t). This induces an embedding
c : EndOK (F )→ OK .
We have that that c(EndOK (F )) is a closed subring of OK ( cf. [14] §2.3). In
particular Zp ⊂ c(EndOK (F )). Let S/Qp be a local field with ring of integers C such
that C ⊂ c(EndOK (F )). Let us fix once and for all a uniformizer pi for C. Let j
be the degree of inertia of S/Qp, i.e., |kS| = pj. In what follows f will denote the
element in EndOK (F ) such that c(f) = pi.
27
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3.1 The Weiertrass lemma
Let E be a discrete valuation field of zero characteristic with integer ring OE and
maximal ideal µE.
Lemma 3.1.1 (Weierstrass lemma). Let g = a0 + a1X + · · · ∈ OE[[X]] be such that
a0, . . . , an−1 ∈ µE, n ≥ 1, and an 6∈ µE. Then there exist a unique monic polynomial
c0 + · · ·+Xn with coefficients in µE and a series b0 + b1X · · · with coefficients in OE
and b0 a unit, i.e., b0 6= µE, such that
g = (c0 + · · ·+Xn)(b0 + b1X · · · ).
Proof. See [18] IV. §9 Theorem 9.2.
3.2 The group F (µM)
Let K be a d-dimensional local field containing the local field K. For example,
we may consider K to be K{{T1}} · · · {{Td−1}}. Denote by F (µK) the group with
underlying set µK and operation defined by the formal group F . More generally, if
M is an algebraic extension of K we define
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F (µM) :=
⋃
M⊃L⊃K|[L/K]<∞
F (µL).
An element f ∈ End(F ) is said to be an isogeny if the map f : F (µK¯)→ F (µK¯)
induced by it is surjective with finite kernel.
If the reduction of f in kK [[X]], kK the residue field of K, is not zero then it is
of the form f1(X
ph) with f ′1(0) ∈ O∗K , cf. [14] Proposition 1.1. In this case we say
that f has finite height. If on the other hand the reduction of f is zero we say it has
infinite height.
Proposition 3.2.1. f is an isogeny if and only if f has finite height. Moreover, in
this situation | ker f | = ph.
Proof. If the height is infinite, the coefficients of f are divisible by a uniformizer of
the local field K, so f cannot be surjective. Let h < ∞ and x ∈ µL where L is a
finite extension of K. Consider the series f − x and apply Lemma 3.1.1 with E = L,
i.e.,
f − x = (c0 + · · ·+Xph)(b0 + b1X + · · · ),
where c’s ∈ µL, b’s ∈ OL and b0 ∈ O∗L. Therefore the equation f(X) = x is
equivalent to the equation c0 + · · · + Xph = 0 and since the c’s ∈ µL every root
belongs to µK.
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Moreover, the polynomial P (X) = c0 + · · · + Xph is separable because f ′(X) =
pit(X), t(X) = 1 + . . . is an invertible series and f ′ = P ′(b0 + b1X + · · · ) + P (b0 +
b1X + · · · )′ so P ′ can not vanish at a zero of P . We conclude that P has ph roots,
i.e., | ker f | = ph.
Proposition 3.2.2. Denote by j the degree of inertia of S/Qp and by h1 the height
of f = [pi]F . Then j divides h1, namely h1 = jh. Let κn be the kernel of f
(n). Then
κn ' (C/pinC)h and lim←−κn ' C
h,
as C-modules. This h is called the height of the formal group with respect to C = OS.
Proof. cf. [14] Proposition 2.3.
Remark 3.2.1. Notice that since the coefficients of F are in the local field K then
κn ⊂ K for all n ≥ 1.
Let us fix once and for all a basis {ei}hi=1 for lim←−κn. Denote by e
i
n the reduction
of ei to κn. Clearly {ein} is a basis for κn.
Throughout Kn will denote the one dimensional local field K(κn). Suppose M/K
is a finite extension, then Mn will denote the local field M(κn). Let M and Mn
denote, respectively,
M{{T1}} · · · {{Td−1}} and Mn{{T1}} · · · {{Td−1}}.
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3.3 The logarithm of the formal group
We define the logarithm of the formal group F to be the series
lF =
∫ X
0
dX
FX(0, X)
Observe that since FX(0, X) = 1 + · · · ∈ OK [[X]]∗ then lF has the form
X +
a2
2
X2 + · · ·+ an
n
Xn + · · ·
where ai ∈ OK .
Proposition 3.3.1. Let E be a field of characteristic 0 that is complete with respect to
a discrete valuation, OE the valuation ring of E with maximal ideal µE and valuation
vE. Consider a formal group F over OE, then
1. The formal logarithm induces a homomorphism
lF : F (µE)→ E
with the additive group law on E.
2. The formal logarithm induces the isomorphism
lF : F (µ
r
E) −˜→ µrE
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for all r ≥ [vE(p)/(p− 1)] + 1 and
vE(l(x)) = v(x) ( ∀x ∈ µrE ).
In particular, this holds for µE,1 = {x ∈ E : vE(x) > vE(p)/(p− 1) + 1 }.
Proof. [24] IV Theorem 6.4 and Lemma 6.3.
Lemma 3.3.1. Let E and vE as in the previous proposition. Then
vE(n!) ≤ (n− 1)vE(p)
p− 1 ,
and vE(x
n/n!)→∞ as n→∞ for x ∈ µE,1.
Proof. The first assertion can be found in [24] IV. Lemma 6.2. For the second one
notice that
vE(x
n/n!) ≥ nvE(x)− v(n!)
≥ nvE(x)− (n− 1)vE(p)
p− 1
= vE(x) + (n− 1)
(
vE(x)− vE(p)
p− 1
)
.
Since we are assuming that x ∈ µE,1, i.e., vE(x) > vE(p)/(p−1), then vE(xn/n!)→∞
as n→∞.
Lemma 3.3.2. Let L be a d-dimensional local field containing the local field K,
g(X) = a1X+
a2
2
X2+· · ·+ an
n
Xn+· · · and h(X) = a1X+ a22!X2+· · ·+ ann!Xn+· · · with
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ai ∈ OK. Then g and h define, respectively, maps g : µL → µL and h : µL,1 → µL,1
that are sequentially continuous in the Parshin topology.
Proof. We may assume L is a standard d-dimensional local field. Let V{Vi} be a
basic neighborhood of zero that we can consider to be a subgroup of L, and let
c > 0 such that PL(c) ⊂ V{Vi}. If xn ∈ µL for all n, then there exists an N1 > 0
such that vL(xin/i), vL(x
i/i) > c for all i > N1 and all n; because ivL(xn) − v(i) ≥
ivL(xn) − logp(i) ≥ i − logp(i) → ∞ as i → ∞. On the other hand, if xn ∈ µL,1 for
all n, then there exists an N2 > 0 such that vL(xin/i!), vL(x
i/i!) > c for all i > N2
and all n by Lemma 3.3.1. Then, for N = max{N1, N2}, we have
∞∑
i=N+1
ai
xin − xi
i
,
∞∑
i=N+1
ai
xin − xi
i!
∈ PL(c) ⊂ V{Vj}.
Now, since multiplication is sequentially continuous and xn → x then
N∑
i=1
ai
xin − xi
i
→ 0,
N∑
i=1
ai
xin − xi
i!
→ 0 as n→∞
Thus for n large enough we have that
g(xn)− g(x), h(xn)− h(x) =
N∑
i=1
+
∞∑
i=N+1
∈ V{Vi}.
Remark 3.3.1. In particular, log : µL → µL, lF : µL → µL and expF = l−1F : µL,1 →
µL,1 are sequentially continuous.
Chapter 4
The Kummer Pairing
4.1 Higher-dimensional local class field theory
4.1.1 Milnor-K-groups and norms
Definition 4.1.1. Let R be a ring and m ≥ 0. We denote by Km(R) the group
R× ⊗Z · · · ⊗Z R×︸ ︷︷ ︸
m−times
/I
where I is the subgroup of (R×)⊗m generated by
{a1 ⊗ · · · ⊗ am : a1, . . . , am ∈ R× such that ai + aj = 1 for some i 6= j}
Km(R) is called the m
th Milnor-K-group of R. The element a1 ⊗ · · · ⊗ am is
denoted by {a1, . . . , am}.
We define the symbol map {, } to be the map
R× × · · · ×R× → Kd(R) : (a1, . . . , ad)→ {a1, . . . , ad}.
34
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If A is any abelian group, a map g : (R×)d → A which is multilinear and satisfies
g(a1, . . . , ad) = 0, whenever ai + aj = 1 for some i 6= j is called an Steinberg map.
Remark 4.1.1. It follows from the very definition that any Steinberg map g : (R×)d →
A can be factored through the symbol map, i.e., there exist a homomorphism gd :
Kd(R)→ A such that
(R∗)d Kd(R)
A
g gd
{ }
Proposition 4.1.1. The elements of the Milnor K-group satisfy the relations
1. {a1, . . . , ai, . . . ,−ai, . . . , am} = 1
2. {a1, . . . , ai, . . . , aj, . . . , am} = {a1, . . . , aj, . . . , ai, . . . , am}−1
Proof. To simplify the notation we will assume m = 2.
1. Noticing that (1− a)/(1− 1/a) = −a it follows that
{a,−a} = {a, 1− a}{a, 1− 1/a}−1
= {a, 1− 1/a}−1
= {1/a, 1− 1/a}
= 1
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2. This follows immedeately from the previous item
{a, b}{b, a} = {−b, b}{a, b}{b, a}{−a, a}
= {−ab, b}{−ab, a}
= {−ab, ab}
= 1
From the definition we have K1(R) = R
× and we define K0(R) := Z. We also
have a product
Kn(R)×Km(R)→ Kn+m(R)
where {a1, . . . , an} × {an+1, . . . , an+m} 7→ {a1, . . . , an+m}.
It is possible to define a norm on the Milnor-K-groups:
Proposition 4.1.2. For each finite extension of fields L/E there is a group homo-
morphism
NL/E : Km(L)→ Km(E),
satisfying
1. When m = 1 this maps coincides with the usual norm.
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2. For the tower L/E1/E2 of finite extensions we have NL/E2 = NE1/E2 ◦NL/E1.
3. The composition Km(E) → Km(L)
NL/E−→ Km(E) coincides with multiplication
by [L/E].
4. If {a1, . . . , am} ∈ Km(L) with a1, . . . , ai ∈ L× and ai+1, . . . , am ∈ E×, then
NL/E({a1, . . . , am}) = NL/E({a1, . . . , ai}){ai+1, . . . , am} ∈ Km(E),
the right hand side is the product of a norm in Ki(L) and a symbol in Km−i(E).
Proof. [6] IV and [8] 7.3.
Note in particular that if a1 ∈ L× and a2, . . . , am ∈ E×, (1) and (4) imply
NL/E({a1, . . . , am}) = {NL/E(a1), a2, . . . , am}.
In the case where L is a discrete valuation field there exist a boundary map
between the Milnor K-group of L and its residue field kL given in the following
Proposition 4.1.3. Suppose L is a discrete valuation field with residue field kL.
There is a unique group homomorphism
∂ : Km(L)→ Km−1(kL)
which satisfies
∂{u1, . . . , um−1, piL} = {u1, . . . , um−1}
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for all uniformizers piL ∈ L∗ and all ui ∈ O∗L.
Proof. cf. [19] §2 Lemma 2.1.
Remark 4.1.2. Note that in the case m = 1 the boundary map ∂ : L∗ = K1(L) →
K0(kL) = Z is clearly the valuation map v : L∗ → Z.
Remark 4.1.3. In the case L = L{{T}}, the composition of boundary maps
K2(L{{T}}) ∂−→ K1(kL((T ))) ∂−→ K0(kL),
sends the element {T, u}, u ∈ L∗, to vL(u). Indeed, let piL be any uniformizer for L,
then since T is a unit for the valuation field L{{T}} we have ∂({T, piL}) = T . By
remark 4.1.2 we have that ∂(T ) = vkL((T ))(T ) = 1. Thus ∂(∂({T, piL})) = 1 = vL(piL).
Since this is true for all uniformizers piL of L and ∂ ◦ ∂ is a homomorphisms then the
claim follows.
Definition 4.1.2. We endow Kd(L) with the finest topology λd for which the map
(L∗)⊗d → Kd(L) : (a1, . . . , ad) 7→ {a1, . . . , ad}
is sequentially continuous in each component with respect to the product topology on
L∗ and for which subtraction in Kd(L) is sequentially continuous. Define
Ktopd (L) = Kd(L)/Λd(L),
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with the quotient topology where Λd(L) denotes the intersection of all neighborhoods
of 0 with respect to λd (and so is a subgroup).
In [7] Chapter 6 Theorem 3, Fesenko proved that
Λd(L) = ∩l≥1lKd(L). (4.1)
Proposition 4.1.4. Let M/L be a finite extention, then norm NM/L : Kd(M) →
Kd(L) induces a norm
NM/L : K
top
d (M)→ Ktopd (L).
For this norm we have NM/L(open subgroup) is open in K
top
d (L). In particular,
NM/L(K
top
d (M)) is open in Ktopd (L).
Proof. Section 4.8, claims (1) and (2) of page 15 of [5].
4.1.2 The reciprocity map
Theorem 4.1.1 (A. Parshin, K. Kato). Let L be a d-dimensional local field. Then
there exist a reciprocity map
ΥL : Kd(L)→ Gal(Lab/L),
satisfying the properties
1. If M/L is a finite extension of d-dimensional local fields then the following
diagrams commute:
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Kd(M) ΥM−−−→ Gal(Mab/M)
NM/L
y yrestriction
Kd(L) −−−→
ΥL
Gal(Lab/L)
Kd(M) ΥM−−−→ Gal(Mab/M)x xtransfer
Kd(L) −−−→
ΥL
Gal(Lab/L)
If moreover M/L is abelian, then ΥL induces an isomorphism
Kd(L)/NM/L(Kd(M)) ΥL−−−→ Gal(M/L)
2. The map is compatible with the residue field L¯ of L, i.e., the following diagram
commutes:
Kd(L) ΥL−−−→ Gal(Lab/L)
∂
y yσ→σ
Kd−1(L¯) −−−→
ΥL¯
Gal(L¯ab/L¯)
Here ∂ is the boundary map defined in Proposition 4.1.3.
3. The reciprocity map ΥL is sequentially continuous if we endow Kd(L) with the
topology λd from definition 4.1.2.
Proof. The first two assertions can be found in [11] § 1 Theorem 2. For the third
one, letM be a finite abelian extension of L, thus Gal(Lab/M) is an open neighbor-
hood of GabL . Let xn be a convergent sequence to the zero element of Kd(L). Since
NM/L(K
top
d (M)) is a open subgroup of Ktopd (L) by Proposition 4.1.4, then
xn ∈ NM/L(Ktopd (M)) (n >> 0),
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where xn is the image of xn in K
top
d (L). Thus, there exist yn ∈ Kd(M) and βn ∈
Λm(L) such that
xn = βnNM/L(yn) (n >> 0).
From equation (4.1) we have that βn ∈ ∩l≥1lKd(L) which implies that ΥL(βn) is the
identity element in GabL (because G
ab
L is a profinite group). Therefore
ΥL(xn) = ΥL(NM/L(yn)) (n >> 0),
but the element on the right hand side of this equality is the identity on Gal(Lab/M)
by the second item of this Theorem. It follows that ΥL(xn) converges to the identity
elemenet of GabL .
4.2 The pairing (, )L,n
Let L be a d-dimensional local field containing K and the group κn. We have the
pairing
(, )L,n : Kd(L)× F (µL)→ κn
defined by ({a1, . . . , ad}, x)L,n = ΥL({a1, . . . , ad})(Z) −F Z, where f (n)(Z) = x and
−F is the subtraction in the formal group F .
Proposition 4.2.1. The pairing just defined satisfies the following:
1. (, )L,n is bilinear and C-linear on the right.
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2. The kernel on the right is f (n)(F (µL)).
3. (a, x)L,n = 0 if and only if a ∈ NL(z)/L(Kd(L(z))), where f (n)(z) = x.
4. If M/L is finite, x ∈ F (µL) and b ∈ Kd(M). Then
(b, x)M,n = (NM/L(b), x)L,n.
5. Let L ⊃ κm, m ≥ n. Then
(a, x)L,n = f (m−n)((a, x)L,m) = (a, f (m−n)(x))L,m
6. For a given x ∈ Kd(L), the map
Kd(L)→ κn : a 7→ (a, x)L,n
is sequentially continuous.
7. Let M be a finite extension of L, a ∈ Kd(L) and y ∈ F (µM). Then
(a, y)M,n = (a,NFM/L(y) )M,n,
where NFM/L(y) = ⊕σyσ, where σ ranges over all embeddings of M in K over
L. Notice that such an embedding extends uniquely to an embedding fromM =
M{{T}} over L = L{{T}}.
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8. Let t : F → F˜ be a isomorphism. Then
(a, t(x))F˜L,n = t((a, x)
F
L,n)
for all a ∈ Kd(L), x ∈ F (µL).
Proof. The first 5 properties and the last one follow from the definition of the pairing
and Theorem 4.1.1.
The property 6 follows from the fact that the reciprocity map ΥL : Km(L) →
Gal(Lab/L) is sequentially continuous, here Kd(L) is endowed with the finest topol-
ogy for which the map
φ : L∗⊕d → Kd(L)
is sequentially continuous in each component with respect to the product topology
on L∗ and for which subtraction in Kd(L) is sequentially continuous. Then for z
such that f (n)(z) = x consider the extension L(z)/L. The group Gal(Lab/L(z)) is a
neighborhood of GabL , so for any sequence {am} coverging to zero in Kd(L) we can
take m large enough such that ΥL(am) ∈ Gal(Lab/L(z)), that is ΥL(am)(z) = z, so
(am, x)L,n = 0 for large enough m.
Finally, let us prove property 7. Let f (n)(z) = y an take a finite Galois extension
N ⊃ M(z) over L. Let G = G(N /L) and H = G(N /M), w = [G : H], and
V : G/G′ → H/H ′ the transfer homomorphism. Let g = ΥL(a), then by Theorem
4.1.1 we have V (ΥL(a)) = ΥM(a). The explicit computation of V at g ∈ G proceeds
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as follows (cf. [23] § 3.5 ). Let {ci} be a set of representatives of for the right cosets
of H in G, i.e., G = unionsq Hci. Then for each ci, i = 1, . . . w there exist a cj such that
cigc
−1
j = hi ∈ H and no two cj’s are equal; this is because cig belongs to one and
only one of the right cosets Hcj. Then V (g) =
∏w
i=1 hi.
Also, notice that since gc−1j = c
−1
i hi then
hi(z)	 z = c−1i (hi(z)	 z) = g(c−1j (z))	 c−1i (z).
So we have
(a, y)M,n = ΥM(a)(z)	 z
= V (g)(z)	 z
= (
w∏
i=1
hi)z 	 z
= ⊕wi=1(hi(z)	 z)
= ⊕wi=1(g(c−1j (z))	 c−1i (z))
= g(⊕wi=1c−1j (z))	 (⊕wi=1c−1j (z))
= (a,NFM/L(y))L,n
the last equality being true since g = ΥL(a) and f (n)(⊕wi=1c−1j (z)) = ⊕wi=1c−1j (y) =
NFM/L(y).
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Let α denote the ramification index of S over Qp. We say that a pair (n, t) is
admissible if there exist an integer k such that t − 1 − n ≥ αk ≥ n. For example,
the pair (n, 2n+α+ 1) is admissible with k = [(n+α/α)]. In the special case where
α = 1, then t− 1− n ≥ αk ≥ n becomes t− 1− n ≥ k ≥ n. So in this case, the pair
(n, 2n+ 1) is admissible with k = n.
The following proposition is vital for the main results in this paper. The idea of
the proof was inspired by the proof of Proposition 4.1 in [14].
Proposition 4.2.2. Let L ⊃ Kt = K(κt) with (n, t) an admissible pair and let
L = L{{T1}} · · · {{Td−1}}. For a given α ∈ Kd(L), the map
F (µL,1)→ κn : x 7→ (α, x)L,n,
is sequentially continuous, i.e., if xk → x then (α, xk)L,n → (α, x)L,n. Here F (µL,1)
is the set {
x ∈ L : vL(x) ≥
[
vL(p)
p− 1
]
+ 1
}
.
considered with the operation induced by the formal group F .
Remark: We will make the following two assumptions. First notice that it is
enough to prove the result for a ∈ L∗ such that vL(a) = 1, because then it will be
true for piL and piLu with vL(u) = 0. Here piL a uniformizer for L.
Let r be a t-normalized series, cf. §4.3. Notice also that we may assume
that r(X) = X is a t-normalized, otherwise we go to the isomorphic group law
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r(F (r−1(X), r−1(Y ))).
Proof. We will drop the subscript L from the pairing notation and will make the two
assumptions in the remark above, i.e., let u ∈ L∗ with vL(u) = 1, b2 . . . , bd ∈ L∗ and
x ∈ F (µL,1). Then
({u, b2 . . . , bd}, x)n =( {
u
u⊕ f (αk+1)(x) , b2 . . . , bd
}
, x
)
n
⊕
({
u⊕ f (αk+1)(x), b2 . . . , bd
}
, x
)
n
.
(4.2)
We will show that the first term on the right hand side is zero and that the
second side goes to zero when we take a sequence {xk} converging to zero. This
would complete the proof.
Let us start with the second term. Let m = n+αk+1. By (5) in the Proposition
4.2.1 and the fact that r(X) = X, i.e., ({a, b2 . . . , bd}, a) = 0 ∀a ∈ F (µL), it follows
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that
({
u⊕ f (αk+1)(x), b2 . . . , bd
}
, x
)
n
=
=
({
u⊕ f (αk+1)(x), b2 . . . , bd
}
, f
(m−n)
(x)
)
m
=
({
u⊕ f (αk+1)(x), b2 . . . , bd
}
, u⊕ f (αk+1)(x)	 u
)
m
=
({
u⊕ f (αk+1)(x), b2 . . . , bd
}
, u⊕ f (αk+1)(x)
)
m
⊕
({
u⊕ f (αk+1)(x), b2 . . . , bd
}
, 	u
)
m
=
({
u⊕ f (αk+1)(x), b2 . . . , bd
}
, 	u
)
m
=
({
u−1, b2 . . . , bd
}
, 	u )
m
⊕
({
u⊕ f (αk+1)(x), b2 . . . , bd
}
, 	u
)
m
=
( {
u⊕ f (αk+1)(x)
u
, b2 . . . , bd
}
, 	u
)
m
Since F (X, Y ) ≡ X+Y (mod XY ), then u⊕f (αk+1)(x) ≡ u+f (αk+1)(x) (mod u f (αk+1)(x))
and so
u⊕ f (αk+1)(x)
u
≡ 1 + f
(αk+1)
(x)
u
(mod f
(αk+1)
(x)) (4.3)
But vL(u) = 1, so this element is a principal unit and if we take a sequence {xi}i≥1
converging to zero in the Parshin topology then, as f : µL,1 → µL,1 is sequentially
continuous in the Parshin topology by Lemma 3.3.2, this element goes to 1 and hence{
u⊕ f (αk+1)(xi)
u
, b2 . . . , bd
}
→ {1, b2 . . . , bd}
in the topology ofK2(L). Notice that {1, b2 . . . , bd} = {1−b2, b2 . . . , bd}{1, b2 . . . , bd} =
{1 − b2, b2 . . . , bd} = 1, where 1 is the unit element in K2(L). Then by (6) in the
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Proposition 4.2.1( {
u⊕ f (αk+1)(xi)
u
, b2 . . . , bd
}
, 	u
)
m
i→∞−−−→ (1,	u)m = 0
Now we will show that first term on the right hand side of equation (4.2) is zero
by showing that (u ⊕ f (αk+1)(x))/u is a pkth power in L∗, which is enough since pin
divides pk, because n ≤ αk. Indeed, since x ∈ F (µL,1) then by Proposition 3.3.1
f
(αk+1)
(x) = l−1F ◦ lF (f
(αk+1)
(x)) = l−1F (pi
αk+1lF (x)) = pi
αk+1w (4.4)
for some w ∈ µL,1. Then equation (4.3) implies
u⊕ f (αk+1)(x)
u
= 1 + pkw2
for w2 ∈ µL,1, since piαk = pk for some unit . Then
log
(
u⊕ f (αk+1)(x)
u
)
= log(1 + pkw2) = p
kw3
where w3 ∈ µL,1, so there exist a w4 ∈ µL,1 such that log(1 + w4) = w3, thus
u⊕ f (αk+1)(x)
u
= (1 + w4)
pk
and so ( {
u
u⊕ f (αk+1)(x) , b2 . . . , bd
}
, x
)
n
= 0.
This proves the theorem.
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4.3 Norm Series
A power series r ∈ OK [[X]], r(0) = 0, c(r) ∈ O∗K is called n − normalized if for
every local field L ⊃ κn, L = L{{T1}} . . . {{Td−1}}, and all 1 ≤ i ≤ d
({a1, . . . , ai−1, r(x), ai+1, . . . , ad}, x)L,n = 0,
for all x ∈ F (µL) and all a1, . . . , ai−1, ai+1, . . . , ad ∈ L∗.
The following proposition will provide a way of constructing norm series.
Proposition 4.3.1. Let g ∈ OK [[X]], g(0) = 0 and c(g) ∈ O∗K. The series s =∏
v∈κn g(F (X, v)) belongs to OK [[X]] and has the form rg(f (n)), where rg ∈ OK [[X]].
Then, the series rg is n− normalized and
r′g(0) =
∏
v 6=0∈κn g(v)
pin
g′(0).
Proof. The proof follows closely [14] Proposition 3.1.
First, the coefficients of s are in OK because sσ = s for every σ ∈ GK =
Gal(K/K). Now, applying Lemma 3.1.1 to s and f (n), we get s = Ps1 and
f (n) = Qf1, where P and Q is a monic polynomials and s1, f1 ∈ OK [[X]]∗. Since
s(F (X, v)) = s(X) for all v ∈ κn, then P (v) = 0 for all v ∈ κn and so Q =
∏
v∈κn(X−
v) divides P . This implies that s is divisible by f (n), i.e., s = f (n)(a0 + a1X + · · · ).
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In particular,
s− f (n).a0 = f (n).( a1X + · · · ).
But from s(F (X, v)) = s(X) we see that a1X + · · · must satisfy the same property
and so a1v+ · · · = 0, for all v ∈ κn. Therefore this series is also divisible by f (n) and
repeating the process we get s = rg(f
(n)). Let us compute now c(rg). Taking the
logarithmic derivative on s and then multiplying by X we get
s′(X)
s(X)
X =
∑
v∈κn
g′(F (X, v))FX(X, v)X
g(F (X, v))
,
which implies
s′(0)∏
06=v∈κn g(v)
= g′(0),
From s′ = r′g(f
(n))f (n)
′
we obtain
r′g(0) =
s′(0)
f (n)′(0)
=
c(g)
∏
06=v∈κn g(v)
pin
.
Each g(v) is associated to v, 0 6= v ∈ κn, then
∏
06=v∈κn g(v) is associated to
∏
06=v∈κn v,
but the latter is associated to pin from the equation f = Pf1. Then c(rg) ∈ O∗K .
Finally, we will show that ({a1, . . . , ai−1, rg(x), ai+1, . . . , ad}, x) = 0. Let L be a
local field containing κn, L = L{{T1}} · · · {{Td−1}}, x ∈ F (µL) and z such that
f (n)(z) = x. Then
rg(x) =
∏
v∈κn
g(z +F v) =
∏
i
NL(z)/L(g(zi)),
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where the zi are pairwise non-conjugate over L distinct roots of f (n)(X) = x, so
{a1, . . . , ai−1, rg(x), ai+1, . . . , ad} = {a1, . . . , ai−1, NL(z)/L(
∏
i
g(zi)), ai+1, . . . , ad}
= NL(z)/L({a1, . . . , ai−1,
∏
i
g(zi), ai+1, . . . , ad}),
The last equality follows from Proposition 4.1.2 (1) and (4). The result now follows
from Proposition 4.2.1.
Chapter 5
The maps ψ and ρ
5.1 The generalized trace
Let E be a complete discrete valuation field. We define a map
cE{{T}}/E : E{{T}} → E,
by cE{{T}}/E(
∑
i∈Z aiT
i) = a0. Let E = E{{T1}} . . . {{Td−1}}, we can define cE/E by
the composition
cE{{T1}}/E ◦ · · · ◦ cE/E{{T1}}...{{Td−2}.
Lemma 5.1.1. This map satisfies the following properties
1. cE/E is E-linear.
2. cE/E(a) = a, for all a ∈ E.
3. cE/E is continuous with respect to the the Parshin topology on E and the discrete
valuation topology on E.
52
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Proof. cf. [28] Lemma 2.1.
Suppose L/S is a finite extension of local fields. Let pi be a uniformizer for
C = OS and let L = L{{T1}} . . . {{Td−1}}. The generalized trace TL/S is defined by
the composition TrL/S ◦ cL/L and this gives us the pairing
〈, 〉 : L × L → C, (5.1)
defined by 〈x, y〉 = TL/S(xy). Let HomcC(L, S) and HomseqC (L, S) be the group of
continuous and sequentially continuous, respectively, C-homomorphisms with respect
to the Parshin topology on L.
Proposition 5.1.1. We have an isomorphism of C-modules
L ∼−→ HomseqC (L, S) : α 7→ (x 7→ TL/S(αx)).
In particular, HomseqC (L, S) = HomcC(L, S) since the generalized trace is continuous.
Proof. Here we prove the case where the dimension d is equal to 2, i.e., L = L{{T}}.
The general case is proved in the remark 5.1.1 after this proposition.
Let φ : L → S be a sequentially continuous C-linear map and define, for each
i ∈ Z, the map φi(x) = φ(xT i) for all x ∈ L. Then clearly φi ∈ HomC(L, S) and this
corresponds to the case d = 1 for which we know that it exists an a−i ∈ L such that
φ(xT i) = TrL/S(a−ix) for all x ∈ L. Let α =
∑
aiT
i, we must show that
I. min{vL(ai)} > −∞.
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II. vL(a−i)→∞ as i→∞ (i.e., conditions (I) and (II) imply that α ∈ L).
III. φ(x) = TL/S(αx), ∀x ∈ L.
For any x =
∑
xiT
i ∈ L we have, by the sequential continuity of φ that
φ(x) =
∑
i∈Z
φ(xiT
i) =
∑
i∈Z
TrL/S(a−ixi). (5.2)
Suppose (I) was not true, then there exist a subsequence {ank} such that vL(ank)→
−∞ as nk →∞ or as nk → −∞. In the first case we take an x =
∑
xiT
i ∈ L such
that xi is equal to 1/ank if i = −nk and 0 if i 6= −nk. So a−ixi=1 if i = −nk and 0 if
i 6= −nk. Then the sum on the right of (5.2) would not converge. In the second case
we take xi to be equal to 1/ank if i = −nk and 0 if i 6= −nk. So a−ixi = 1 if i = −nk
and 0 if i 6= −nk and again the sum on the right would not converge.
Suppose (II) was not true. Then vE(ank) < M for some positive integer M and
a of negative integers nk → −∞. Then take x =
∑
xiT
i ∈ L such that xi is equal
to 1/ank for i = −nk and 0 for i 6= −nk. So a−ixi = 1 if i = −nk and 0 if i 6= −nk
and the sum on the right of (5.2) would not converge.
Finally, (III) follows by noticing that by (I) and (II) the sum
∑
i∈Z a−ixi converges
and ∑
i∈Z
TE/S(a−ixi) = TE/S(
∑
i∈Z
a−ixi) = TL/S(xα),
since TE/S ◦ cL/E = TL/S.
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Remark 5.1.1. We include the proof of the general case of the proposition above.
Proof. The proof is done by induction in d. If d = 1 the result is known. Suppose
the result is true for d ≥ 1 and let L = E{{Td}} where E = L{{T1}} · · · {{Td−1}}.
Let φ : L → S be a sequentially continuous C-linear map and define, for each
i ∈ Z, the sequentially continuous map φi(x) = φ(xT id) for all x ∈ E. Then clearly
φi ∈ HomC(E, S) and by the induction hypothesis we know that there exists an
a−i ∈ E such that φ(xT id) = TE/S(a−ix) for all x ∈ E. Let α =
∑
aiT
i
d, we must
show that
I. min{vE(ai)} > −∞.
II. vE(a−i)→∞ as i→∞ (i.e., conditions (I) and (II) imply that α ∈ L).
III. φ(x) = TL/S(αx), ∀x ∈ L.
For any x =
∑
xiT
i ∈ L we have, by the sequential continuity of φ that
φ(x) =
∑
i∈Z
φ(xiT
i
d) =
∑
i∈Z
TE/S(a−ixi). (5.3)
Suppose (I) was not true, then there exist a subsequence {ank} such that vE(ank)→
−∞ as nk →∞ or as nk → −∞. In the first case we take an x =
∑
xiT
i
d ∈ L such
that xi is equal to 1/ank if i = −nk and 0 if i 6= −nk. So a−ixi=1 if i = −nk and 0 if
i 6= −nk. Then the sum on the right of (5.3) would not converge. In the second case
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we take xi to be equal to 1/ank if i = −nk and 0 if i 6= −nk. So a−ixi = 1 if i = −nk
and 0 if i 6= −nk and again the sum on the right would not converge.
Suppose (II) was not true. Then vL(ank) < M for some positive integer M and a
of negative integers nk → −∞. Then take x =
∑
xiT
i
d ∈ L such that xi is equal to
1/ank for i = −nk and 0 for i 6= −nk. So a−ixi = 1 if i = −nk and 0 if i 6= −nk and
the sum on the right of (5.3) would not converge.
Finally, (III) follows by noticing that by (I) and (II) the sum
∑
i∈Z a−ixi converges
and ∑
i∈Z
TrL/S(a−ixi) = TrL/S(
∑
i∈Z
a−ixi) = TL/S(xα).
Let L = L{{T1}} . . . {{Td−1}} where L is a local field. Let vL and vL denote the
valuations for L and L respectively. Consider
µL,1 :=
{
x ∈ L : vL(x) ≥
[
vL(p)
p− 1
]
+ 1
}
,
and
µL,1 := µL,1 ∩ L =
{
x ∈ L : vL(x) ≥
[
vL(p)
p− 1
]
+ 1
}
,
both with the additive structure, and denote by RL,1 the dual of µL,1 with respect
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to the pairing (5.1), i.e.,
RL,1 :=
{
x ∈ L : TL/S( x µL,1) ⊂ C
}
.
Let us show that
RL,1 =
{
x ∈ L : vL(x) ≥ −vL(D(L/S))−
[
vL(p)
p− 1
]
− 1
}
, (5.4)
where D(L/S) is the different of the extension L/S. Indeed, for d = 1 this is
proven in [14] §4.1. Suppose it is true for d ≥ 1, and let L = Ed{{Td}}, where
Ed = L{{T1}} · · · {{Td−1}}. If x =
∑
i∈Z xiT
i
d ∈ RL,1, then since µEd,1 ⊂ µL,1 we
have that also µEd,1T
−i
d ⊂ µL,1 and
TL/S(x µEd,1T
−i
d ) ⊂ C,
which implies TEd/S(xiµEd,1) ⊂ C, since TL/S = TEd/S ◦ cL/Ed . By induction hypoth-
esis we have vEd(xi) ≥ −vL(D(L/S))−
[
vL(p)
p−1
]
− 1 for all i ∈ Z, therefore
vL(x) = min vEd(xi) ≥ −vL(D(L/S))−
[
vL(p)
p− 1
]
− 1.
Conversely, if vL(x) = min vEd(xi) ≥ −vL(D(L/S)) −
[
vL(p)
p−1
]
− 1, then vEd(xi) ≥
−vL(D(L/S)) −
[
vL(p)
p−1
]
− 1 for all i ∈ Z. Then, by the induction hypothesis
TEd/S(xiµEd,1) ⊂ C for all i ∈ Z, and therefore
TL/S(xµL,1) =
∑
i∈Z
TL/S(xiT id µL,1) =
∑
i∈Z
TEd/S(xi µEd,1) ⊂ C.
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Thus, identity (5.4) holds.
Let
RL,1 := RL,1 ∩ L =
{
x ∈ L : vL(x) ≥ −vL(D(L/S))−
[
vL(p)
p− 1
]
− 1
}
.
Lemma 5.1.2. We have the isomorphism
RL,1/pinRL,1
∼−→ HomseqC (µL,1, C/pinC),
defined by
α 7→ ( x 7→ TL/S(αx) ).
In particular, HomseqC (µL,1, C/pi
nC) = HomcC(µL,1, C/pi
nC).
Proof. The proof is similar to that of Proposition 5.1.1. As in the proof of that propo-
sition we will consider the case d = 2, i.e., L = L{{T}}, and leave the general case
as a remark 5.1.2 after the proof of this proposition. Take Φ ∈ HomseqC (µL,1, C/pinC)
and let Φi(xi) = Φ(xiT
i) for all xi ∈ µL,1. Then Φi ∈ HomcC(µL,1, C/pinC) and so
there exist a−i ∈ RL,1/pinRL,1 such that
Φi(xi) = TrL/S( a−i xi ).
Let a−i ∈ RL,1 be a representative of a−i. Thus for x =
∑
xiT
i ∈ µL,1, the sequential
continuity of Φ implies
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Φ(x) =
∑
i∈Z
Φ(xiT
i) =
∑
i∈Z
TrL/S(a−ixi) (mod pinC). (5.5)
Let α =
∑
aiT
i and denote by ui the unit ai/pi
vL(ai)
L . We must show that
I. min{vL(ai)} > −∞.
II. vL(a−i) ≥ vL(pinRL,1) as i → ∞ ( i.e., conditions 1 and 2 imply that α ∈
RL,1/pinRL,1).
III. Φ(x) = TL/S(αx) (mod pinC), ∀x ∈ µL,1.
Condition (I) follows immediately since a−i ∈ RL,1, i.e., by equation (5.4)
vL(a−i) ≥ −
( [
vL(p)
p− 1
]
+ 1 + vL(D(L/S))
)
∀i ∈ Z.
Suppose condition (II) was not true. Instead of passing to a subsequence we may
assume for simplicity that vL(a−i) < vL(pinRL,1) for all i ≥ 0. Let
x = y(piδ0L u
−1
0 + pi
δ1
L u
−1
1 T + pi
δ2
L u
−1
2 T
2 + · · · ),
where ui = ai/pi
vL(ai)
L and
δi = vL(pi
nRL,1)− vL(a−i) + [vL(p)/(p− 1)] ( ≥ [vL(p)/(p− 1)] + 1 ),
for i ≥ 0 and y ∈ OL is arbitrary. Then x ∈ µL,1 and a−ixi = piwLy for i ≥ 0, where
w = vL(pi
nRL,1) + [vL(p)/(p − 1)]. The convergence of the right hand side of (5.5)
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would imply that
TrL/S(pi
w
Ly) ∈ pinC ∀y ∈ OL,
Thus piwL/pi
n ∈ D(L/S)−1, which implies w ≥ vL(pin)− vL(D(L/S)), that is,
vL(RL,1) ≥ −vL(D(L/S))− [vL(p)/(p− 1)],
which is a contradiction since vL(RL,1) = −vL(D(L/S))− [vL(p)/(p−1)]−1. Finally,
condition (III) immediately follows from equation (5.5).
Remark 5.1.2. Next we will include the proof in the general case of the proposition
above.
Proof. The proof is done by induction in d. If d = 1 the result is known. Suppose
the result is true for d ≥ 1 and let L = E{{Td}} where E = L{{T1}} · · · {{Td−1}}.
Take Φ ∈ HomseqC (µL,1, C/pinC) and let Φi(xi) = Φ(xiT id) for all xi ∈ µE,1. Then
Φi ∈ HomcC(µE,1, C/pinC) and so by the induction hypothesis there exists a−i ∈
RE,1/pi
nRE,1 such that
Φi(xi) = TE/S( a−i xi ).
Let a−i ∈ RE,1 be a representative of a−i. Thus for x =
∑
xiT
i
d ∈ µL,1, the sequential
continuity of Φ implies
Φ(x) =
∑
i∈Z
Φ(xiT
i
d) =
∑
i∈Z
TE/S(a−ixi) (mod pinC). (5.6)
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Let α =
∑
aiT
i
d and denote by ui the unit ai/pi
vE(ai)
L . We must show that
I. min{vE(ai)} > −∞.
II. vE(a−i) ≥ vE(pinRE,1) as i → ∞ ( i.e., conditions 1 and 2 imply that α ∈
RL,1/pinRL,1).
III. Φ(x) = TL/S(αx) (mod pinC), ∀x ∈ µL,1.
Condition (I) follows immediately since a−i ∈ RE,1, i.e., by equation (5.4)
vE(a−i) ≥ −
( [
vL(p)
p− 1
]
+ 1 + vL(D(L/S))
)
∀i ∈ Z.
Suppose condition (II) was not true. Instead of passing to a subsequence we may
assume for simplicity that vE(a−i) < vE(pinRE,1) for all i ≥ 0. Let
x = y(piδ0L u
−1
0 + pi
δ1
L u
−1
1 Td + pi
δ2
L u
−1
2 T
2
d + · · · ),
where ui = ai/pi
vE(ai)
L and
δi = vE(pi
nRE,1)− vE(a−i) + [vL(p)/(p− 1)] ( ≥ [vL(p)/(p− 1)] + 1 ),
for i ≥ 0 and y ∈ OL is arbitrary. Then x ∈ µL,1 and a−ixi = piwLy for i ≥ 0, where
w = vE(pi
nRE,1) + [vL(p)/(p − 1)]. The convergence of the right hand side of (5.6)
and the fact that TE/S(piwL ) = TrL/S(piwLy) would imply that
TrL/S(pi
w
Ly) ∈ pinC ∀y ∈ OL,
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Thus piwL/pi
n ∈ D(L/S)−1, which implies w ≥ vL(pin)− vL(D(L/S)), that is,
vE(RE,1) ≥ −vL(D(L/S))− [vL(p)/(p− 1)],
which is a contradiction since vE(RE,1) = −vL(D(L/S))− [vL(p)/(p−1)]−1 by (5.4).
Finally, condition (III) immediately follows from equation (5.3).
Let TL be the image of µL under the formal logarithm. This is a C-submodule of L
such that TLS = L. Indeed, let x ∈ L and take n large enough such that pinx ∈ µL,1,
then by Proposition 3.3.1 there exist a y ∈ F (µL,1) such that pinx = lF (y), thus
x ∈ TLS. Let RL be the dual of TL with respect to the trace pairing TL/S, then by
Proposition 5.1.1 and by L = TLS we have the isomorphism
RL ' HomseqC (TL, C).
We also have the following
Lemma 5.1.3. The generalized trace induces an injective homomorphism
RL/pinRL → HomseqC (TL, C/pinC)
α 7→ (x 7→ TL/S(αx)).
Proof. Immediate from the very definition of RL.
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Let M/L be a finite extension of local fields containing the local field S. Let
M = M{{T1}} · · · {{Td−1}}, L = L{{T1}} · · · {{Td−1}} and TrM/L the trace of the
finite extension M/L. Then
Lemma 5.1.4. TM/S = TL/S ◦ TrM/L.
Proof. By induction on d. Let M =M′{{Td}} and L = L′{{Td}}, where
M′ = M{{T1}} · · · {{Td−1}} and L′ = L{{T1}} · · · {{Td−1}}.
Let
∑
i aiT
i
d ∈M, then since TrM/L is continuous we have
TrM/L(
∑
i
aiT
i
d) =
∑
i
TrM/L(ai)T id =
∑
i
TrM′/L′(ai)T id.
Thus, since TL/S = TrL/S ◦ cL/L′ , then
TL/S ◦ TrM/L(
∑
i
aiT
i
d ) = TL′/S ◦ cL/L′(
∑
i
TrM′/L′(ai)T id) = TL′/S(TrM′/L′(a0)).
On the other hand
TM/S(
∑
i
aiT
i
d) = TM ′/S ◦ cM/M′(
∑
i
aiT
i
d) = TM′/S(a0).
The equality follows by the induction hypothesis.
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5.2 The map ψiL,n
We will denote by ( , )iL,n the ith coordinate of the paring ( , )L,n with respect to
the base {ei} of κn. Recall that a pair (n, t) is said to be admissible if there exist a k
such that t− 1− n ≥ αk ≥ n, where α denotes the ramification index of S over Qp.
Proposition 5.2.1. Let L ⊃ Kt, (n, t) admissible and L = L{{T1}} · · · {{Td−1}}.
For a given α ∈ Kd(L) there exist a unique element ψiL,n(α) ∈ RL,1/pinRL,1, such
that
(α, x)iL,n = TL/S( ψiL,n(α) lF (x) ) ∀x ∈ F (µL,1), (5.7)
and the map ψiL,n : Kd(L)→ RL,1/pinRL,1 is a homomorphism.
Proof. Let us first take α to be an element of the form {a1, . . . , ad} and consider the
map
ω : µL,1 → C/pinC,
defined by
x 7→ (α, l−1F (x))iL,n.
By Proposition 4.2.2 and Remark 3.3.1 this map is sequentially continuous and so by
Lemma 5.1.2 there exist and element ψiL,n(α) ∈ RL,1/pinRL,1 satisfying (5.7). This
defines a map ψiL,n : L∗⊕d → RL,1/pinRL,1 satisfying the Steinberg relation, therefore
it induces a map on Kd(L).
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Proposition 5.2.2. Let M/L/Kt be a finite tower such that (n, t) is admissible. Let
M = M{{T1}} · · · {{Td−1}} and L = L{{T1}} · · · {{Td−1}}. Then
1. TrM/L(RM,1) ⊂ RL,1 and we have the commutative diagram
Kd(M)
ψiM,n−−−→ RM,1/pinRM,1
NM/L
y yTrM/L
Kd(L)
ψiL,n−−−→ RL,1/pinRL,1
2. RL,1 ⊂ RM,1 and we have the commutative diagram
Kd(L)
ψiL,n−−−→ RL,1/pinRL,1
incl
y y
Kd(M)
ψiM,n−−−→ RM,1/pinRM,1
The right-hand vertical map is induced by the embedding of RL,1 in RM,1.
3. Let L ⊃ Km, (m, t) admissible and m ≥ n. Then for α ∈ Kd(L), ψiL,n(α) is
the reduction of ψiL,m(α) from RL,1/pi
mRL,1 to RL,1/pinRL,1, i.e., the diagram
Kd(L) RL,1/pimRL,1
RL,1/pinRL,1
ψiL,n reduction
ψiL,m
commutes.
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4. If t : (F, ei)→ (F˜ , e˜i) is an isomorphism, then
ψ˜iL,n =
1
t′(0)
ψiL,n.
Proof. 1. By Lemma 5.1.4 and the fact that µL,1 ⊂ µM,1 we obtain
TL/S(TrM/L(RM,1)µL,1) = TL/S(TrM/L(RM,1µL,1)) ⊂ TM/S(RM,1µM,1) ⊂ C,
from which follows that TrM/L(RM,1) ⊂ RL,1. Now by Proposition 4.2.1 (4)
we have, for b ∈ Kd(M) and x ∈ F (µL,1), that
(NM/L(b), x)L,n = (b, x)M,n = TM/S(ψiM,m(b)l(x)) = TL/S(TrM/L(ψiM,m(b))l(x)).
It follows from Proposition 5.2.1 that
ψiL,m(NM/L(b)) = TrM/L(ψ
i
M,m(b)).
2. This is proved in a similar fashion to the previous property but this time using
Proposition 4.2.1 (7).
3. This follows from Proposition 5.2.1 and Proposition 4.2.1 (5). Indeed, since
ein = f
(m−n)(eim) and (a, x)n = (a, f
(m−n)(x))m we get
pim−n(a, x)in = (a, f
(m−n)(x))im (mod pi
mC)
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That is
pim−n TL/S(ψiL,n(a) lF (x)) =TL/S(ψiL,m(a) lF (f (m−n)(x)))
=pim−n TL/S(ψiL,m(a) lF (x)) (mod pimC)
Upon dividing by pim−n the result follows.
4. This property follows from Proposition 4.2.1 (8) and lF˜ (t) = t
′(0)lF .
Proposition 5.2.3. Let L/Kt be finite extension, (n, t) an admissible pair, and
L = L{{T1}} · · · {{Td−1}}. Let r be a t-normalized series. Then
({a1 , . . . , ad−1 , u}, x)iL,n = TL/S
(
log(u)
[ −ψiL,n({a1,...,ad−1,r(x)}) r(x) l′F (x)
r′(x)
])
, (5.8)
for a1, . . . , ad−1 ∈ L∗, u ∈ VL,1 = 1 + µL,1 and x ∈ F (µL).
Proof. The proof follows the proof of Proposition 4.1 of [14]. To simplify the notation
in this proof we will denote the normalized valuation vL/vL(p) by v. We will also
omit the subscript L in the pairing notation. Observe that we may assume that
r(X) = X since we can go to the isomorphic formal group F˜ = r(F (r−1(X), r−1(Y )))
with torsion points e˜ = r(ei) through the isomorphism r : F → F˜ . The series r˜ = X
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is t-normalized for F˜ and if the result were true for F˜ and r˜ then
({a1, . . . , ad−1, u}, x)iF,n = ({a1, . . . , ad−1, u}, r(x))iF˜ ,n
= TL/S( log(u)(−ψ˜in(a1, . . . , ad−1, r(x))l′F˜ (r(x))r(x)) ),
and since ψ˜in(a1, . . . , ad−1, r(x)) = r
′(0)−1ψin(a1, . . . , ad−1, r(x)) and
lF˜ (r(X)) = r
′(0)lF (X) =⇒ l′F˜ (r(X)) = r′(0)l′F (x)/r′(x),
the result follows.
We assume therefore that r(X) = X. Since the pair (n, t) is admissible, let k be
an integer such that t − 1 − n ≥ kα ≥ n, α is the ramification index of S/Qp, and
denote by  the unit piαk/pk. Let u ∈ VL,1 = {x ∈ L : v(x − 1) > 1/(p − 1)} and
x ∈ µL. By bilinearity of the pairing
({a1, . . . , ad−1, u}, x)n = ({a1, . . . , ad−1, u}, x	 (x× upk))n ⊕ ({a1, . . . , ad−1, u}, x× upk)n. (5.9)
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Now let m = n+ αk and y = x× upk . Then by (5) of Proposition 4.2.1
({a1, . . . , ad−1, u}, y)n = f (m−n)( ({a1, . . . , ad−1, u}, y)m)
= piαk({a1, . . . , ad−1, u}, y)m
= ({a1, . . . , ad−1, upk}, y)m
= ({a1, . . . , ad−1, y
x
}, y)m
= ({a1, . . . , ad−1, y}, y)m 	 ({a1, . . . , ad−1, x}, y)m.
But r = X is t-normalized, hence we may replace ({a1, . . . , ad−1, y}, y)m = 0 by the
expression ({a1, . . . , ad−1, x}, x)m = 0 and obtain
({a1, . . . , ad−1, u}, y)n = ({a1, . . . , ad−1, x}, x)m 	 ({a1, . . . , ad−1, x}, y)m (5.10)
= ({a1, . . . , ad−1, x}, x	 y)m. (5.11)
By the properties of the logarithm in Proposition 3.3.1 we can express
up
k
= exp(log(up
k
)) = exp(pk log(u)) = 1 + pk log(u) + p2kw,
where w = z
2
2!
+ pk z
3
3!
+ · · · , with z = log(u). Since v(z) > 1/(p − 1) then v( zi
i!
) >
1/(p− 1) and so v(w) > 1/(p− 1). This follows, for example, by Proposition 2.4 of
[14].
Since x 	 y ≡ x − y (mod xy) and y = xupk with v(x) > 0, then v(x 	 y) =
v(x − y) = v(x(upk − 1)) > 1/(p − 1). Thus, using the Taylor expansion of l = lF
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around X = x we obtain
l(y) = l(x+ xpkz + xp2kw) = l(x) + l′(x)(xpkz + xp2kw) + p2kw1,
where w1 = l
′′(x) δ
2
2!
+ pkl(3)(x) δ
3
3!
+ · · · with δ = xz + xpkw. Since v(δ) > 1/(p − 1)
then v(w1) > 1/(p− 1). Moreover
l(y) = l(x) + l′(x)xpkz + p2kw2,
with v(w2) > 1/(p− 1). Then
l(x	 y) = −l′(x)xpkz − p2kw2.
Observing that −l′(x)xz − pkw2 ∈ µL,1 we have by the isomorphism given in 3.3.1
that there is an η ∈ F (µL,1) such that l(x	 y) = pkl(η) = −l′(x)xpkz− p2kw2. Thus
x	 y = [pk](η) = [piαk](η˜) = f (αk)(η˜),
for η˜ = [−1]F (η). Since n ≥ αk then pin divides piαk and we have that x 	 y ∈
f (n)(F (µL,1)). Thus the first term on the right hand side of equation (5.9) is zero.
CHAPTER 5. THE MAPS ψ AND ρ 71
By equation (5.10) and (5) of Proposition 4.2.1 we have
({a1, . . . , ad−1, u}, x)n = ({a1, . . . , ad−1, x}, x	 y)m (5.12)
= ({a1, . . . , ad−1, x}, f (αk)(η˜))m (5.13)
= ({a1, . . . , ad−1, x}, η˜)n (5.14)
= ({a1, . . . , ad−1, x}, η)n (5.15)
Since v(η) > 1/(p− 1) and (n, t) is admissible we can use Proposition 5.2.1,
({a1, . . . , ad−1, x}, η)n = TL/S( ψin(a1, . . . , ad−1, x) lF (η) )
= TL/S( ψin(a1, . . . , ad−1, x) (−l′(x)xz − pkw2) ).
Since ψiL,n(a1, . . . , ad−1, x) ∈ RL,1, w2 ∈ TL,1, pin|pk and TL/S(RL,1TL,1) ⊂ C, then
we can write the above as
TL/S( ψin(a1, . . . , ad−1, x) (−l′(x)xz) ).
From equation 5.12 we get
({a1, . . . , ad−1, u}, x)in = TL/S( ψin(a1, . . . , ad−1, x) (−l′(x)xz) ).
Keeping in mind that z = log(u), the proposition follows.
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5.3 The map ρiL,n
We can define a C-linear structure on VL,1 = 1 + µL,1 by using the isomorphism
log : VL,1 → TL,1, i.e., cu := log−1(c log(u)). Let x ∈ F (µL) and a1, . . . , ad−1 ∈ L∗ be
fixed. Consider the mapping
VL,1 → C/pinC,
defined by
u 7→ ({a1, . . . , ad−1, u}, x)iL,n.
According to Proposition 5.2.3 this is a continuous C-linear map and we have the
following
Proposition 5.3.1. There exist a unique element ρiL,n({a1, . . . , ad−1}, x) ∈ RL,1/pinRL,1
such that
({a1, . . . , ad−1, u}, x)iL,n = TL/S
(
log(u) ρiL,n({a1, . . . , ad−1}, x)
)
, (5.16)
for all u ∈ VL,1, and the map ρiL,n : Kd−1(L)⊗F (µL)→ RL,1/pinRL,1 is a homomor-
phism.
From Proposition 5.3.1 and Proposition 5.2.3 it follows the next proposition.
Proposition 5.3.2. Let L/Kt be a finite extension, L = L{{T1}} · · · {{Td−1}}, with
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(n, t) admissible, and let r be a t-normalized series. Then
ψiL,n({a1, . . . , ad−1, r(x)}) r(x)
r′(x)
= −ρ
i
L,n({a1, . . . , ad−1}, x)
l′F (x)
.
for all a1, . . . , ad−1 ∈ L∗ and all x ∈ F (µL).
5.4 The maps DiL,n
Assume L ⊃ K(κt) for (n, t) admissible and let L = L{{T1}} . . . {{Td−1}}. Define
DiL,n : OdL → RL,1/pinRL,1 by
DiL,n(a1, . . . , ad) = ψ
i
L,n({a1 . . . , ad})a1 · · · ad, (5.17)
and consider RL,1/pinRL,1 as an OL-module. This map satisfies
Proposition 5.4.1. 1. Leibniz Rule:
DiL,n(a1, . . . , aia
′
i, . . . , ad) = aiD
i
L,n(a1, . . . , a
′
i, . . . , ad) + a
′
iD
i
L,n(a1, . . . , ai, . . . , ad).
2. Steinberg relation:
DiL,n(a1, . . . , ai, . . . , 1− ai, . . . , ad) = 0.
3. Skew-symmetric:
DiL,n(a1, . . . , ai, . . . , aj, . . . , ad) = −DiL,n(a1, . . . , aj, . . . , ai, . . . , ad).
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4. DiL,n(a1, . . . , a
pk
i , . . . , ad) = 0 if pi
n|pk.
Proof. Property (1) follows from the fact that ψiL,n is a homomorphism. Property (2)
follows from the Steinberg relation {a1, . . . , ai, . . . , 1 − ai, . . . , ad} = 1 for elements
in the Milnor K-group Kd(L) and property (3) follows from the fact that
{a1, . . . , ai, . . . , aj, . . . , ad} = {a1, . . . , aj, . . . , ai, . . . , ad}−1,
in Kd(L) ( cf. Proposition 4.1.1).
Proposition 5.4.2. Let L be as in Proposition 5.3.2, then
DiL,n(a1,...,ad−1,r(x⊕y))
r′(x⊕y) = FX(x, y)
DiL,n(a1,...,ad−1,r(x))
r′(x) + FY (x, y)
DiL,n(a1,...,ad−1,r(y))
r′(y) , (5.18)
for all a1, . . . , ad−1 ∈ L∗ and x, y ∈ F (µL).
Proof. This follows from the fact that
ρiL,n({a1, . . . , ad−1}, x⊕F y) = ρiL,n({a1, . . . , ad−1}, x) + ρiL,({a1, . . . , ad−1}, y),
and from differentiating lF (F (X, Y )) = lF (X) + lF (Y ) with respect to X and Y .
Let F˜ be the formal group r(F (r−1(X), r−1(Y ))). The series r(X) = X is t-
normalized for F˜ . Denote by ⊕˜ the sum according to this formal group and D˜iL,n,
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ψ˜iL,n the corresponding maps. According to Proposition 5.2.2 (4) we have that
D˜iL,n =
1
r′(0)
DiL,n. (5.19)
Therefore, Proposition 5.4.2 in terms of ⊕˜ and DiL,n reads as
Corollary 5.4.1. Let L be as in Proposition 5.3.2, then
DiL,n(a1, . . . , ad−1, x⊕˜y) = F˜X(x, y)DiL,n(a1, . . . , ad−1, x) + F˜Y (x, y)DiL,n(a1, . . . , ad−1, y). (5.20)
for all a1, . . . , ad−1 ∈ L∗ and x, y ∈ F (µL).
Let A be the set of all series in XdOL[[X1, . . . , Xd]] of the form
∞⊕
k=1
 ⊕
i=(i1,...,id−1)
0≤i1,...,id−1≤pn−1
γp
n
i,k X
i1
1 · · ·X id−1d−1 Xkd
 , (5.21)
where γi,k ∈ OL. For d = 2, the series looks like
∞⊕
k=1
( ⊕
0≤i≤pn−1
γp
n
i,k X
i
1X
k
2
)
,
where γi,k ∈ OL.
Proposition 5.4.3. For x ∈ OL, there exist elements γi ∈ OL, i = (i1, . . . id−1),
such that
x ≡
∑
i=(i1,...,id−1)
0≤i1,...,id−1≤pn−1
γp
n
i T
i1
1 · · ·T id−1d−1 (mod piL).
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Proof. By induction on d. For d = 1, the result follows since kL is perfect. Suppose
it is proved for R = OLd , where Ld = L{{T1}} . . . {{Td−1}}. Let L = Ld{{Td}} and
x ∈ OL. Then x =
∑
j≥m ajT
j
d (mod piL), aj ∈ R. Then
x ≡
∑
0≤id
T idd
( ∑
m≤id+kpn
aid+kpnT
kpn
d
)
(mod piL)
≡
∑
0≤id
T idd
 ∑
m≤id+kpn
 ∑
0≤i1,...,id−1≤pn−1
γp
n
i1,...,id−1,id;k T
i1
1 · · ·T id−1d−1
T kpnd
 (mod piL)
≡
∑
0≤id
T i11 · · ·T id−1d−1 T idd
∑
k
 ∑
0≤i1,...,id−1≤pn−1
γp
n
i1,...,id−1,id;k T
kpn
d
 (mod piL)
≡
∑
0≤i1,...,id≤pn−1
γp
n
i1,...,id
T i11 · · ·T idd ,
where γi1,...,id =
∑
k γi1,...,id−1,id;k T
k
d and regrouping terms is valid since the series are
absolutely convergent in the Parshin topology. Also by noticing that the congruence
∑
c≤k b
pn
k T
kpn ≡ (∑c≤k bkT kd )pn (mod piL),
holds in kLd−1((Td)), where kLd−1 is the residue field of Ld−1.
Remark 5.4.1. This proposition is equivalent to the following two facts:
1. kL((T1)) . . . ((Td−1)) is a finite extension of kL((T
pn
1 )) . . . ((T
pn
d−1)) of degree (d−
1)pn and generated by the elements T i11 · · ·T id−1d−1 for 0 ≤ i1, . . . , id−1 ≤ pn − 1.
2. kL((T
pn
1 )) . . . ((T
pn
d−1)) is the image of kL((T1)) . . . ((Td−1)) under the Frobenius
homomorphsim
σp : kL((T1)) . . . ((Td−1))→ kL((T1)) . . . ((Td−1)),
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i.e., every element of kL((T
pn
1 )) . . . ((T
pn
d−1)) has a p
nth root in kL((T1)) . . . ((Td−1)).
Both facts are easily proven by induction from the fact that, for a field k of charac-
teristic p, the extension [k((T )) : k((T p))] has degree p and σd(k)((T
p)) is the image
of k((T )) under the Frobenius homomorphism σp : k((T ))→ k((T )).
Proposition 5.4.4. Let L = L{{T1}} · · · {{Td−1}}. For y ∈ µL, there exist an η ∈ A
such that y = η(T1, . . . , piL).
Proof. Let y ∈ µL. Then by Proposition 5.4.3
y
piL
≡
∑
i=(i1,...,id−1)
0≤i1,...,id−1≤pn−1
γp
n
i,1 T
i1
1 · · ·T id−1d−1 (mod piL)
≡
⊕
i=(i1,...,id−1)
0≤i1,...,id−1≤pn−1
γp
n
i,1 T
i1
1 · · ·T id−1d−1 piL
piL
(mod piL),
this is,
y ≡
⊕
i=(i1,...,id−1)
0≤i1,...,id−1≤pn−1
γp
n
i,1 T
i1
1 · · ·T id−1d−1 piL (mod pi2L).
Denote
⊕
i=(i1,...,id−1)
0≤i1,...,id−1≤pn−1
γp
n
i,1T
i1
1 · · ·T id−1d−1 piL by y1. Suppose we have defined elements
yk =
⊕
i=(i1,...,id−1)
0≤i1,...,id−1≤pn−1
γp
n
i,kT
i1
1 · · ·T id−1d−1 pikL, 1 ≤ k ≤ m− 1, such that
y 	 (⊕m−1k=1 yk) ≡ 0 (mod pimL ).
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Then
y 	 (⊕m−1k=1 yk)
pimL
≡
∑
i=(i1,...,id−1)
0≤i1,...,id−1≤pn−1
γp
n
i,m T
i1
1 · · ·T id−1d−1 (mod piL)
≡
⊕
i=(i1,...,id−1)
0≤i1,...,id−1≤pn−1
γp
n
i,m T
i1
1 · · ·T id−1d−1 pimL
pimL
(mod piL).
Denote
⊕
i=(i1,...,id−1)
0≤i1,...,id−1≤pn−1
γp
n
i,m T
i1
1 · · ·T id−1d−1 pimL by ym. Then
y 	 (⊕m−1k=1 yk) ≡ ym (mod pim+1L ),
or
y 	 (⊕m−1k=1 yk) ≡ 0 (mod pim+1L ).
Therefore y = ⊕∞k=1yk, which is what we wanted to prove.
Corollary 5.4.2. For every x ∈ OL, there exists γi,k ∈ OL such that
∑∞
k=0
(∑
i=(i1,...,id−1)
0≤i1,...,id−1≤pn−1
γp
n
i,k T
i1
1 · · ·T id−1d−1 pikL
)
.
Proof. Take F to be the additive formal group X + Y in Proposition 5.4.4.
Corollary 5.4.3. For every x ∈ VL = 1 + µL, there exist γi,k ∈ OL such that
∏∞
k=1
(∏
i=(i1,...,id−1)
0≤i1,...,id−1≤pn−1
( 1 + γp
n
i,k T
i1
1 · · ·T id−1d−1 pikL )
)
.
Proof. This can be proven either by using Proposition 5.4.3 and induction on k;
just as in the proof of Proposition 5.4.4, or by applying Proposition 5.4.4 to the
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multiplicative formal group F (X, Y ) = X + Y +XY . Noticing also, that the homo-
morphism
F (µL) −→ VL,
defined by x 7→ 1 + x, is continuous in the topology induced by the valuation vL of
L.
Let r be a t-normalized series for F and (n, t) an admissible pair. Let F˜ be the
formal group r(F (r−1(X), r−1(Y ))). Let L = L{{T1}} . . . {{Td−1}}. For y ∈ µL we
will denote by η˜y(X1, . . . , Xd) the multivariable series
⊕˜∞
k=1
(⊕˜
i=(i1,...,id−1)
0≤i1,...,id−1≤pn−1
γp
n
i,k X
i1
1 · · ·X id−1d−1 Xkd
)
, (γi,k ∈ OL) (5.22)
with respect to F˜ , such that y = η˜y(T1, . . . , piL), whose existence is guaranteed by
Proposition 5.4.4.
Proposition 5.4.5. Let L/Kt be a finite extension with (n, t) admissible and set
L = L{{T1}} . . . {{Td−1}}. For y = η˜y(T1, . . . , piL) ∈ µL, η˜y as in (5.22), we have
DiL,n(a1, . . . , ad−1, y) =
d∑
i=1
∂η˜y
∂Xi
∣∣∣∣Xk=Tk,
k=1,...,d
DiL,n(a1, . . . , ad−1, Ti),
for all a1, . . . , ad−1 ∈ OL, where Td = piL.
Proof. Let y = ⊕∞k=1yk, where
yk =
⊕˜
i=(i1,...,id−1)
0≤i1,...,id−1≤pn−1
γp
n
i,kT
i1
1 · · ·T id−1d−1 pikL.
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Thus, η˜y = ⊕˜∞m=1ηm, where
ηm(X1, . . . , Xd) = ⊕˜ i=(i1,...,id−1)
0≤i1,...,id−1≤pn−1
γp
n
i,kX
i1
1 · · ·X id−1d−1 Xmd .
Let us fix a1, . . . , ad−1 ∈ L∗ and denote by D(x) the element DiL,n(a1, . . . , ad−1, x) to
simplify notation.
First notice that
vL(yk)
k→∞−−−→∞ =⇒ D(yk) = 0 for k large enough. (5.23)
This follows from DiL,n(a1, . . . , ad−1, x) = ψ
i
L,n(a1, . . . , ad−1, x)a1 · · · ad−1x and that
ψiL,n has values in RL/pi
nRL,n; pinLψ
i
L,n = 0.
Thus, from η˜y = ⊕˜k−1m=1ηm (mod pik) and equation (5.23), it is enough to consider
the finite formal sum ⊕˜k−1m=1ηm. The proposition follows now from the fact that
D(γp
n
) = pnγp
n−1D(γ) = 0 ( pin|pn), D(xy) = yD(x) + xD(y) , and corollary 5.4.1.
Corollary 5.4.4. Let L/Kt be a finite extension with (n, t) admissible and set L =
L{{T1}} . . . {{Td−1}}. Let yi = η˜yi(T1 . . . , piL) ∈ µL, for 1 ≤ i ≤ d, where ηyi is a
multivariable series of the form (5.21). Then
DL,n(y1, . . . , yd) = det
[
∂η˜yi
∂Xj
]
i,j
∣∣∣∣
Xk=Tk,
k=1,...,d
DL,n(T1, . . . , piL),
where Td = piL.
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Proof. This follows from Proposition 5.4.5 and Proposition 5.4.1 (3). Indeed, let us
illustrate the proof in the case d = 2, i.e., L = L{T1}} and T2 = piL. To simplify the
notation we will denote DiL,n by D. From Proposition 5.4.5 we have
D(η1(T1, T2), η2(T1, T2)) =
∂η1
∂X1
∂η2
∂X1
∣∣∣∣Xi=Ti,
i=1,2
D(T1, T1) +
∂η1
∂X1
∂η2
∂X2
∣∣∣∣Xi=Ti,
i=1,2
D(T1, T2)
+
∂η1
∂X2
∂η2
∂X1
∣∣∣∣Xi=Ti,
i=1,2
D(T2, T1) +
∂η1
∂X2
∂η2
∂X2
∣∣∣∣Xi=Ti,
i=1,2
D(T2, T2)
(5.24)
But D(T1, T1) = D(T2, T2) = 0, D(T2, T1) = −D(T1, T2) from Proposition 5.4.1 (3),
therefore
D(η1(T1, T2), η2(T1, T2)) =
(
∂η1
∂X1
∂η2
∂X2
− ∂η1
∂X2
∂η2
∂X1
) ∣∣∣∣Xi=Ti,
i=1,2
D(T2, T1)). (5.25)
The corollary follows.
Chapter 6
Multidimensional derivations
Let L be the standard d-dimensional local field L{{T1}} . . . {{Td−1}} and L/K/Qp
be a tower of finite extensions. Let W be an OL-module that is p-adically complete,
i.e,
W ∼= lim←−W/p
nW.
For example, if pnW = 0 for some n, then W is p-adically complete. Actually, this
is going to be our situation, since W will be the OL-module RL,1/pinRL,1.
6.1 Derivations and the module of differentials
Definition 6.1.1. A derivation of OL into W over OK is a map D : OL → W such
that for all a, b ∈ OL we have
1. D(ab) = aD(b) + bD(a).
2. D(a+ b) = D(a) +D(b).
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3. D(a) = 0 if a ∈ OK.
We denote by DOK (OL,W ) the OL-module of all derivations D : OL → W . The
universal object in the category of derivations of OL over OK is the OL-module of
Khaler differentials, denoted by ΩOK (OL). This is the OL-module generated by finite
linear combinations of the symbols da, for all a ∈ OL, divided out by the submodule
generated by all the expressions of the form dab− adb− bda and d(a+ b)− da− db
for all a, b ∈ OL and da for all a ∈ OK . The derivation d : OL → ΩOK (OL) is defined
by sending a to da.
If D : OL → W is a derivation, then ΩOK (OL) is universal in the following way.
There exist a unique homomorphism β : ΩOK (OL) → W of OL-modules such that
the diagram
OL ΩOK (OL)
W
D β
d
is commutative.
Let ΩˆOK (OL) be the p-adic completion of ΩOK (OL), i.e.,
ΩˆOK (OL) = lim←−ΩOK (OL)/p
nΩOK (OL).
Since we are assuming that W is p-adically complete, the homomorphism β induces
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the homomorphism
β : ΩˆOK (OL)→ W.
Proposition 6.1.1. We have the isomorphism of OL-modules
ΩˆOK (OL) ∼= OLdT1 ⊕ · · · ⊕ OLdTd−1 ⊕ (OL/D(L/K)OL)dpiL,
where piL is a uniformizer for L and D(L/K) is the different of the extension L/K.
That is, dT1, . . . , dTd−1 and dpiL generate ΩˆOK (OL).
Proof. To simplify the notation let us denote ΩˆOK (OL) by Ωˆ, where Ω = ΩOK (OL).
We will show that
Ω
pinLΩ
' OL
pinOL ⊕ · · · ⊕
OL
pinOL ⊕
OL
pinOL +D(L/K)OL (6.1)
for all n ≥ 1. These isomorphisms are compatible: 'n+1≡'n (mod pn), then we
can take the projective limit lim←− to obtain the result. To prove (6.1), we will start
by showing that Ω/pinLΩ is generated by dpiL and dT1, . . . , dTd−1 for all n.
Let x ∈ OL, then by corollary 5.4.2, we have that
x =
∞∑
k=0
 ∑
0≤i1,...,id−1≤pn−1
γp
n
i,k T
i1
1 · · ·Tid−1pikL
 .
Therefore, in Ω/pnΩ, we can consider the truncated sum
m∑
k=0
 ∑
0≤i1,...,id−1≤pn−1
γp
n
i,k T
iY k
 ,
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where m is such that pn|pim+1. Thus, dx is generated by dpiL and dTi, i = 1, . . . , d−1
in Ω/pnΩ.
Let us construct now the isomorphism (6.1). We will define derivations Dk of
OL over OK for k = 0, . . . , d − 1 as follows. Let L0 = L and Lk = Lk−1{{Tk}},
k = 1, . . . , d− 1. For k = 0 define
D0 : OL → OL/D(L/K)OL
by D0(g(piL)) = g
′(piL), where g(X) is a polynomial with coefficients in the ring of
integers of the maximal subextension of L unramified over K. This is a well defined
derivation of OL over OK by Corollary 5.2 of [14]. For 1 ≤ k ≤ d− 1, we define the
derivation of OLk over OK
Dk : OLk → OLk , (6.2)
by Dk(
∑
aiT
i
k) =
∑
ai iT
i−1
k , ai ∈ OLk−1 .
We now lift these derivations to derivations of OL over OK , by induction, in the
following way. Suppose D : OLk → W is a derivation of OLk−1 over OK , where
1 ≤ k ≤ d and the OLk-module W is either OLk−1 or OLk−1/D(L/K)OLk−1 . Then D
extends to a derivation of OLk over OK
D : OLk → OLk ⊗W,
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by
D(
∑
i
ai T
i
k ) :=
∑
i
D(ai) T
i
k.
This derivation is well defined since D is continuous with respect to the valuation
topology of OLk−1 .
Let us now define the map
∂ : OL → OL
pnOL +D(L/K)OL ⊕
OL
pnOL ⊕ · · · ⊕
OL
pnOL
by
a→ (D0(a), . . . , Dd−1(a))
where Dk is the reduction of Dk. This is a well-defined derivation of OL over OK
and by the universality of Ω, this induces a homomorphism of OL-modules
∂ :
Ω
pnΩ
→ OL
pnOL +D(L/K)OL ⊕ · · · ⊕
OL
pnOL .
Let us show that ∂ is an isomorphism. Indeed, it is clearly surjective since for
(a0, . . . , ad−1) ∈ OL ⊕ · · · ⊕ OL ⊕ (OL/D(L/K)OL) we have that
∂(a0dpiL + a1dT1 + · · · ad−1dTd−1) = (a0, . . . , ad−1).
since
Dk(dpiL) =
{
0, k = 0,
1, 1 ≤ k ≤ d− 1, Dk(dTi) =
{
0, k 6= i,
1, k = i,
Also, ∂ is injective for if a = a0dpiL + a1dT1 + · · · ad−1dTd−1 ∈ Ω/pnΩ is such that
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∂(a) = 0, then Dk(a) = ak = 0 in OL/pnOL, for 1 ≤ k ≤ d− 1, and D0(a) = a0 = 0
(mod pnOL+D(L/K)OL). But then a0dpiL = 0, sinceD(L/K)dpiL = 0, and therefore
a = 0 mod pnΩ. This concludes the proof.
Definition 6.1.2. The derivations Dk : OL → OL, 1 ≤ k ≤ d−1, which are obtained
by the lifts of the derivations given in equation (6.2) described in Proposition 6.1.1,
will be denoted by ∂
∂Tk
for 1 ≤ k ≤ d − 1. Moreover, the derivation D0 : OL →
OL/D(L/K)OL, also defined in the above proposition, will be denoted by ∂∂Td .
Remark 6.1.1. The derivations ∂
∂Tk
for 1 ≤ k ≤ d − 1 coincide, informally, with the
partial derivative with respect to Tk of an element α in OL = OL{{T1}} · · · {{Td−1}}.
On the other hand, the derivation ∂
∂Td
has the following interpretation. If α ∈ OL,
then there exist a polynomial g(X) ∈ OL˜[X] such that α = g(piL). Then
∂α
∂Td
= g′(piL).
Here L˜ = L˜{{T1}} · · · {{Td−1}}, where L˜ is the maximal subextension of L unrami-
fied over K.
Proposition 6.1.2. Let D : OL → W be a derivation and let ∂∂Tk , 1 ≤ k ≤ d, be the
derivations form Definition 6.1.2. Then D(L/K)D(piL) = 0 and
D(β) =
d−1∑
k=1
∂β
∂Tk
D(Tk) +
∂β
∂Td
D(piL). (6.3)
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Moreover, given w1, . . . , wd ∈ W such that D(L/K)wd = 0, the map
D(β) :=
d∑
k=1
∂β
∂Tk
wk (6.4)
is a well-defined derivation from OL into W over OK. In other words, the map
D 7→ (D(T1), . . . , D(piL))
defines an isomorphism
DOK (OL,W ) →˜ W ⊕ · · · ⊕W︸ ︷︷ ︸
(d−1)−times
⊕ WD(L/K),
where WD(L/K) is the submodule of elements killed by D(L/K).
Proof. The proof follows from the proof of Proposition 6.1.1 and the fact that
DOK (OL,W ) ∼= HomOL(ΩˆOK (OL),W ).
If L is a finite extension of the local field K, then we denote by ΩOK (OL) ∼=
OL/D(L/K) the OK-module of differentials of OL over OK .
Proposition 6.1.3. 1. ΩOK (OL) ∼= OL/D(L/K) as OL-modules. Moreover, the
element dpiL generates ΩOK (OL).
2. If M is a finite extension of L, the homomorphism ΩOK (OL) → ΩOK (OM) is
an embedding.
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Proof. cf. [14] Proposition 5.1.
We will denote by Km (resp. Lm) the field obtained by adjoining the m-th torsion
points to K, i.e., Km = K(κm). Let v denote the normalized valuation vM/vM(p),
for every finite extension M of Qp.
Proposition 6.1.4. There are positive constants c1, c2 ∈ R, depending on (F, pi),
such that
1. v(D(Lm/L)) ≤ m/α + log2(m)/(p − 1) + c2 and v(D(Km/K)) ≥ m/α − c1.
Where α is the ramification index of S over Qp.
2. Let 1 ≤ j ≤ h be fixed. Let pm be the period ( i.e., the generator of the
annihalator ideal) of the OKm-submodule of ΩOK (OKm) generated by dejm. Then
there exists a j for which v(pm) ≥ m/α− c1.
Proof. cf. [14] Proposition 5.3.
Proposition 6.1.5. Suppose K/S is an unramified extension and let q = |kS|. Let
h be the height of F with respect to C = OS, cf. Proposition 3.2.2. Then
1. v(D(Km/K)) ≥ m/α− 1/α(qh − 1).
2. Km = K(e
i
m) is totally unramified over K and e
i
m is a uniformizer for Km and
v( period of deim) = m/α− 1/α(qh − 1).
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Proof. cf. [14] Proposition 5.6.
6.2 Multidimensional derivations
Let L, L˜, L, L˜ K and W be as in the beginning of the previous section.
Definition 6.2.1. A d dimensional derivation of OdL into W over OK is map D :
OdL → W such that for all a1 . . . , ad and all a′1, . . . , a′d in OL it satisfies
1. Leibniz rule:
D(a1, . . . , aia
′
i, . . . , ad) = a
′
iD(a1, . . . , ai, . . . , ad) + aiD(a1, . . . , a
′
i, . . . , ad),
for any 1 ≤ i ≤ d.
2. Linearity:
D(a1, . . . , ai + a
′
i, . . . , ad) = D(a1, . . . , ai, . . . , ad) +D(a1, . . . , a
′
i, . . . , ad),
for any 1 ≤ i ≤ d.
3. Alternate: D(a1, . . . , ai, . . . , aj, . . . , ad) = 0, if ai = aj for i 6= j.
4. D(a1, . . . , ad) = 0 if some ai ∈ OK.
We denote by DdOK(OdL,W ) the OL-module of all d-dimensional derivations D :
OdL → W .
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Consider the dth exterior product
∧d
OL ΩOK (OL) (cf. [18] Chapter 19 §1 ). This
is the OL-module ΩOK (OL) ⊗ · · · ⊗ ΩOK (OL) divided out by the OL-submodule
generated by the elements
x1 ⊗ · · · ⊗ xd, (6.5)
where xi = xj for some i 6= j. The symbols x1 ⊗ · · · ⊗ xd will be denoted by
x1 ∧ · · · ∧ xd,
instead. For
∧d
OL ΩOK (OL) we consider the d-dimensional derivation d : (OdL) →∧d
OL ΩOK (OL) that sends (a1, . . . , ad) to the wedge product a1 ∧ · · · ∧ ad. This OL-
module is the universal object in the category of d-dimensional derivations of OL
over OK , i.e,
Proposition 6.2.1. If D : (OL)d → W is a d-dimensonal derivation over OK then
there exist a homomorphism β :
∧d
OL ΩOK (OL) → W of OL-modules such that the
diagram
(OL)d
∧d
OL ΩOK (OL)
W
D β
d
is commutative.
Proof. The homomorhpsim β is clearly the homomorphism defined by β(da1 ∧ · · · ∧
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dad) = D(a1, . . . , ad).
Proposition 6.2.2.
∧d
OL ΩˆOK (OL) ∼= (OL/D(L/K)OL) dT1 ∧ · · · ∧ dTd−1 ∧ dpiL as
OL-modules, where piL is a uniformizer for L and D(L/K) is the different of the
extension L/K. That is, dT1 ∧ · · · ∧ dTd−1 ∧ dpiL generates
∧d
OL ΩˆOK (OL) as an
OL-module.
Proof. This follows immediately from Lemma 6.1.1.
Proposition 6.2.3. Let D ∈ DdK(OdL,W ), then D(L/K)D(T1, . . . , piL) = 0. Let
β1, . . . , βd ∈ OL, and gi(T1, . . . , Td−1, Td) ∈ OL˜[Td] i = 1, . . . , d, such that βi =
gi(T1, . . . , piL). Then
D(β1, . . . , βd) = det
[
∂βi
∂Tj
]
i,j
D(T1, . . . , piL), (6.6)
where ∂
∂Tk
, k = 1, . . . , d are the derivations from Definition 6.1.2. Moreover, let
w ∈ W such that D(L/K)w = 0, then the map
D(β1, . . . , βd) := det
[
∂βi
∂Tj
]
i,j
w,
is well-defined and belongs to DdK(OdL,W ). In other words, the map
D 7→ D(T1, . . . , piL),
defines an isomorphism from DdK(OdL,W ) to the D(L/L˜)-torsion subgroup of W .
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Proof. This follows Proposition 6.2.2 and the fact that
DdOK (OL,W ) ∼= HomOK (
d∧
OL
ΩˆOK (OL),W ).
Chapter 7
Deduction of the formulas
In this section M will denote a local field containing Kt = K(κt), piM a unifromizer
for M and pit a uniformizer for Kt.
7.1 Description of the map ψiM,m in terms of deriva-
tions
Proposition 7.1.1. Let M = M{{T1}} · · · {{Td−1}}, M ⊃ Kt, with (m, t) admis-
sible. Suppose pim divides D(M/K); Proposition 6.1.4 guarantees that this happens
when (t−m)/α ≥ c1. Then the reduction
DiM,m : OdM →
RM,1
pim
piM
RM,1
of DiM,m to RM,1/(pi
m/piM)RM,1 is a d-dimensional derivation over OK.
94
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Proof. Let us fix an a1, . . . , ad−1 ∈ O∗M. From Proposition 6.1.2 and the fact
D(M/K)DiM,m(a1, . . . , ad−1, piM) = 0 (mod pi
mRM,1),
we can to construct, by Proposition 6.1.2, a derivation
D : OM → RM,1/pimRM,1,
such that D(piM) = D
i
M,m(a1, . . . , ad−1, piM) and D(Tk) = D
i
M,m(a1, . . . , ad−1, Tk),
k = 1, . . . , d− 1, in the following way
D(α) =
d−1∑
k=1
∂α
∂Tk
D(Tk) +
∂α
∂Td
D(piM),
where α ∈ OM.
According to Proposition 5.4.5 both D and DiM,m(a1, . . . , ad−1, ·) coincide in µM.
But from the Leibniz rule it follows, by comparingD(piMx) andD
i
M,m(a1, . . . , ad−1, piMx)
when x ∈ OM, that they coincide (mod (pim/piM)RM,1) in all OM.
It follows now that
DiM,m : OdM →
RM,1
pim
piM
RM,1
satisfies all conditions from definition 6.2.1 and so by Proposition 6.2.3 we have
that it is a d-dimensional derivation such that
DiM,m(β1, . . . , βd) = det
[
∂βi
∂Tj
]
i,j
DM,m(T1, . . . , Td−1, piM),
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where β1, . . . , βd ∈ OM.
We can express the map ψiM,m out of D
i
M,m : OdM → RM,1/(pim/piM)RM,1 in the
following way
ψiM,m(u1, . . . , ud−1, piM) =
DiM,m(u1, . . . , ud−1, piM)
u1 · · ·ud−1piM (mod
pim
pi2M
RM,1)
ψiM,m(u1, . . . , ud) =
DiM,m(u1, . . . , ud)
u1 · · ·ud (mod
pim
piM
RM,1)
ψiM,m(u1, . . . , pi
k
Mud) = kψ
i
M,m(u1, . . . , piM) + ψ
i
M,m(u1, . . . , ud), k ∈ Z
ψiM,m(a1, . . . , ai, . . . , aj, . . . , ad) = 0,whenever ai = aj for i 6= j, a1 . . . , ad ∈M∗
(7.1)
where u1, . . . , ud are in O∗M = {x ∈ OM : vM(x) = 0}. It is clear form the definition
that this is independent from the choice of a uniformizer piM of M . Notice that the
fourth property says that ψiM,m is alternate, in particular it is skew-symmetric, i.e.,
ψiM,m(a1, . . . , ai, . . . , aj, . . . , ad) = −ψiM,m(a1, . . . , aj, . . . , ai, . . . , ad).
whenever i 6= j.
Let L = L{{T1}} · · · {{Td−1}} and v denote the normalized valuation vL/vL(p).
Let κL = κ ∩ L, i.e., the subgroup of torsion points contained in L. We denoted by
TL be the image of F (µL) under the logarithm of the formal group F . Then we have
a continuous isomorphism lF : F (µL)/κL → TL and by Lemma 5.1.3 we have the
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embedding
RL/pinRL → HomseqC (TL, C/pinC) →˜ HomseqC (F (µL)/κL, C/pinC). (7.2)
Proposition 7.1.2. Let m such that v(f (m−n)(x)) > 1/(p−1) for all x ∈ F (µL). Let
(m, t) be admissible and putM = Lt{{T1}} · · · {{Td−1}} and L = L{{T1}} · · · {{Td−1}}.
Then TrM/L induces a homomorphism from RM,1/pimRM,1 to L/pinRL and we have
the representation
(NM/L(α), x)iL,n = TL/S
(
TrM/L(ψiM,m(α))lF (x)
)
, ∀α ∈ Kd(M),∀x ∈ F (µL).
(7.3)
In particular, TrM/L(ψiM,m(α)) belongs to RL/pi
nRL and it is the unique element
satisfying (7.3).
Proof. Since ein = f
(m−n)(eim) and f
(m−n)(x) ∈ µL,1 ⊂ µM,1, then
(NM/L(α), x)iL,n =
1
pim−n
(α, f (m−n)(x))iM,m
=
1
pim−n
TM/S
(
ψiM,m(α) l(f
(m−n)(x))
)
= TL/S
( [
TrM/L(ψiM,m(α))
]
l(x)
)
From the condition on m we have that pim−nTL ⊂ TL,1. Thus, after taking duals
with respect to TL/S we obtain
1
pim−n
RL ⊃ RL,1
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or,
pinRL ⊃ pimRL,1
Then from TrM/L(RM,1) ⊂ RL,1, cf. Proposition 5.2.2 (1), it follows that
TrM/L(pimRM,1) ⊂ pimRL,1 ⊂ pinRL. (7.4)
It then follows that TrM/L(ψiM,m(α)) ∈ L/pinRL. Moreover, since (NM/L(α), x)iL,n
belongs to C/pinC then TrM/L(ψiM,m(α)) ∈ RL/pinRL. The uniqueness follows from
Lemma 5.1.3.
Remark 7.1.1. For m in Proposition 7.1.2 we can take any
m > n+ α logp(
vL(p)
p− 1) + α
1
p− 1 .
This follows the same proof of Proposition 6.2 in [14]. Indeed, let k = m − n.
Then f (k)′ is divisible by pik, which implies that every term aiX i of the series f (k)
satisfies v(ai) + v(i) ≥ k/α. If v(ai) > 1/(p − 1) then there is nothing to prove. If
on the other hand v(ai) ≤ 1/(p− 1) then v(i) ≥ k/α− 1/(p− 1). In this case
v(xi) ≥ i
vL(p)
≥ p
k
α
− 1
p−1
vL(p)
>
1
p− 1
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for all x ∈ µL, since k/α− 1/(p− 1) > logp(vL(p)/(p− 1)). Then
v(f (k)(x)) >
1
p− 1
for all x ∈ µL.
7.2 Invariants of the representation τ
Recall that we have fixed a basis {ei}hi=1 for lim←−κn. We also denoted by e
i
n the
reduction of ei to κn. Clearly {ein} is a basis for κn.
Let M be a finite extension of K and letM = M{{T1}} · · · {{Td−1}}. Denote by
T (κ) be the Tate-module lim←−κn. The action of GM = Gal(M/M) on T (κ) defines
a continuous representation
τ : GM → GLh(C) (7.5)
Let Mn = Mn{{T1}} · · · {{Td−1}}. The reduction of τ to GLh(C/pinC) is the
analogous representation of GM on κn and will be denoted by τn. This clearly
induces an embedding τn : G(Mn/M)→ GLh(C/pinC).
Assume M ⊃ Kt where β = (m, t) is admissible. If a ∈M∗, then
τm+t(ΥM({T1, . . . , Td−1, a}))
is congruent to the identity matrix I (mod pit) because the Galois groupG(Mm+t/M)
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fixes κt and so correspond in GLh(C/pi
m+tC) to matrices ≡ I (mod pit), i.e., there
exist characters χM,β:i,j :M∗ → C/pimC such that
τm+t(ΥM({T1, . . . , Td−1, a})) = I + pit(χM,β:i,j(a)) ∈ GLh(C/pim+tC).
For M = Kt we simply write χβ:i,j. By Proposition 4.1.2 (4) we have that
NM/Kt{T1, . . . , Td−1, a} = {T1, . . . , Td−1, NM/Kt(a)},
where Kt = Kt{{T1}} · · · {{Td−1}}, and Proposition 4.2.1 (4) implies
χM,β:i,j(a) = χβ:i,j(NM/Kt(a)) (7.6)
The definition of the pairing (, )M,m implies, for v ∈ κt, that
( ({T1, . . . , Td−1, a}, v)iM,m ) = (χM,β:i,j(a)) (vj),
here (vj) are the coordinates of v. In particular, for v = ejt we have
({T1, . . . , Td−1, a}, ejt)iM,m = χM,β:i,j(a).
According to Proposition 5.3.1 we see that χM:i,j uniquely determines on VM,1 a
constant cM,β:i,j ∈ RM,1/pimRM,1 such that
χM,β:i,j(u) = TM/S(log(u)cM,β:i,j) ∀u ∈ VM,1. (7.7)
Namely, ρiM,m(T1, . . . , Td−1, e
j
t) = cM,β:i,j. Observe that by equation (7.6) cM,β:i,j is
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the image of cβ,i,j := cKt,β:i,j, where Kt = Kt{{T1}} · · · {{Td−1}}, under the map
RKt,1/pi
mRKt,1 → RM,1/pimRM,1
(RKt,1 ⊂ RM,1). So we wil denote cM,β:i,j by cβ:i,j.
Finally, observe that cβ:i,j is an invariant of the isomorphism class of (F, ej)
because if g : (F, ej)→ (F˜ , e˜j) is such isomorphism then ρ˜iM,m(T1, . . . , Td−1, g(x)) =
ρiM,m(T1, . . . , Td−1, x).
From Proposition 5.3.2 we conclude that
Proposition 7.2.1. Let M ⊃ Kt, (m, t) admissible andM = M{{T1}} · · · {{Td−1}}.
If r(X) is a t-normalized series for F , then
DiM,m(T1, . . . , Td−1, r(e
j
t)) = ψ
i
M,m(T1, . . . , Td−1, r(e
j
t)) r(e
j
t) T1 · · ·Td−1
= −r′(ejt) T1 · · ·Td−1
cβ:i,j
l′(ejt)
.
(7.8)
Let L be a local field and let L = L{{T1}} · · · {{Td−1}}. Define
R′L,1 :=
{
x ∈ L : vL(x) ≥ −vL(D(L/S))−
[
vL(p)
p− 1
] }
. (7.9)
Note that
vL(x) ≥ −vL(D(L/S))−
[
vL(p)
p− 1
]
,
if and only if
vL(x) ≥ −vL(D(L/S))−
(
vL(p)
p− 1
)
.
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This holds since vL(x) and vL(D(L/S)) are integers, therefore the conditions[
vL(p)
p− 1
]
≥ −vL(D(L/S))− vL(x)
and (
vL(p)
p− 1
)
≥ −vL(D(L/S))− vL(x)
are equivalent by the very definition of the integral part of a real number.
Comparing with equations (7.9) and (5.4) we see that R′L,1 = piLRL,1.
If M/L is a finite extension of local fields and we putM = M{{T1}} · · · {{Td−1}}
and L = L{{T1}} · · · {{Td−1}}, then clearly
R′M,1 = (1/D(M/L))R
′
L,1. (7.10)
Proposition 7.2.2. Let β = (k, t) be an admissible pair such that pik|D(Kt/K); this
happens for example when (t − k)/α ≥ c1; this c1 is the constant from Proposition
6.1.4. Let aj ∈ OKt such that dejt = ajdpit in ΩOK (OKt); pit is a uniformizer for Kt.
Then
cβ:i,j ∈
ajR
′
Kt,1 +
pik
pit
R′Kt,1 + pi
kRKt,1
pikRKt,1
,
where Kt = Kt{{T1}} · · · {{Td−1}}.
Proof. Following the proof of Proposition 6.5 of [14]. We begin by taking a repre-
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sentative λi,j of cβ:i,j in RKt,1. We have to show that
λi,j ∈ ajR′Kt,1 +
(
pik
pit
)
R′Kt,1. (7.11)
Let M ⊃ Kt, piM and pit uniformizers for M and Kt, respectively, and M =
M{{T1}} · · · {{Td−1}}, Kt = Kt{{T1}} · · · {{Td−1}}. Let b ∈ OM such that dpit =
bdpiM ; this exist by Proposition 6.1.3. Then D(M/Kt) = bOM . Set βj = baj ∈ OM .
Clearly, dejt = βjdpiM . By Proposition 7.1.1,
DiM,k : OdM → RM,1/(pik/piM)RM,1
is a d-dimensional derivation over OK , which together with Proposition 7.2.1 implies
r′(ejt) βj D
i
M,k(T1, . . . , Td−1, piM) = D
i
M,k(T1, . . . , Td−1, r(e
j
t))
= −r′(ejt) T1 · · ·Td−1
cβ:i,j
l′(ejt)
(mod (pik/piM)RM,1).
Recall that cβ:i,j is the image of cβ:i,j under the map RKt,1/pi
kRKt,1 → RM,1/pikRM,1;
RKt,1 ⊂ RM,1. This identity implies
λi,j ∈ βjRM,1 +
(
pik
piM
)
RM,1. (7.12)
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Then
vM(λi,j) ≥ min{ vM(βjRM,1) , vM
(
(pik/piM)RM,1
) }
≥ min
{
vM(βj)− vM(D(M/S))− e(M)
p− 1 − 1 ,
vM(
pik
piM
)− vM(D(M/S))− e(M)
p− 1 − 1
}
We will further assume that M is the local field obtained by adjoining to Kt the
roots of the Eisenstein polynomial Xn − pit, (n, p) = 1. Then e(M) = ne(Kt) and
D(M/Kt) = npi
n−1
M = pit/piM .
vM(λi,j) ≥ min{ vM(aj)− vM(D(Kt/S))− e(M)
p− 1 − 1 ,
vM(
pik
pit
)− vM(D(Kt/S))− e(M)
p− 1 − 1 }
Dividing everything by e(M/Kt) = n and noticing that vM(x) = e(M/Kt)vKt(x) for
x ∈ Kt we obtain
vKt(λi,j) ≥ min{ vKt(aj)− vKt(D(Kt/S))−
e(Kt)
p− 1 −
1
n
,
vKt(
pik
piKt
)− vKt(D(Kt/S))−
e(Kt)
p− 1 −
1
n
}
Letting n→∞ we obtain
vKt(λi,j) ≥ min{ vKt(aj)− vKt(D(Kt/S))−
e(Kt)
p− 1 ,
vKt(
pik
pit
)− vKt(D(Kt/S))−
e(Kt)
p− 1 }
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which implies (7.11).
Lemma 7.2.1. Assume pik|D(Kt/K), β = (k, t) admissible, andM = M{{T1}} · · · {{Td−1}}
with M ⊃ Kt. Moreover, assume that j is such that the inequality in Proposition
6.1.5 (2) holds. Then there exist a d-dimensional derivation over OK
D : OdM →
RM,1
pik
piM
RM,1
, (7.13)
such that D(T1, . . . , Td−1, e
j
t) = −T1 · · ·Td−1 cβ:i,j/l′(ejt). Moreover, all such deriva-
tions coincide when reduced to
RM,1/(pim/piM)RM,1,
for m ≤ k, if m/α ≤ k/α−v(D(M/K))+t/α−c1 ( c1 is the constant from Proposition
6.1.4). Here v denotes normalized valuation vM/vM(p). In particular, they coincide
with the reduction of DiM,k : OdM → RM,1/(pik/piM)RM,1 to RM,1/(pim/piM)RM,1.
Proof. Let βj ∈ OM such that dejt = βjdpiM in ΩOK (OM); this βi exists by Propo-
sition 6.1.3. We shall prove that there exist a γj ∈ RM,1/(pik/piM)RM,1 such that
−cβ:i,j/l′(ejt) = βjγj, in particular −T1 · · ·Td−1 ci,j/l′(etj) = βj T1 · · ·Td−1 γj. Then
using Proposition 6.2.3 we define
D(α1, . . . , αd) := det
[
∂αi
∂Tj
]
1≤i,j≤d
T1 · · ·Td−1 γj,
where α1, . . . , αd ∈ OM, which is the required multidimensional derivation since
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D(T1, . . . , Td−1, e
j
t) = βjT1 · · ·Td−1γj = −T1 · · ·Td−1 cβ:i,j/l′(ejt).
Let λj be a representative for cβ:i,j in RKt,1. By Proposition 7.2.2, λj ∈ ajR′Kt,1 +
(pik/pit)R
′
Kt,1 where de
t
j = ajdpit. Let dpit = bdpiM , in particular D(M/Kt) = bOM ,
and set βj = ajb. We have by (7.10) that
1
b
R′Kt,1 = (1/D(M/Kt))R
′
Kt,1 = R
′
M,1 ⊂ RM,1,
pik
pit
R′Kt,1 ⊂
pik
piM
D(M/Kt)
pit/piM
R′M,1 ⊂
pik
piM
RM,1,
where the last inclusion follows since D(M/Kt) is divisible by pit/piM ; this follows
from the general inequality vM(D(M/Kt)) ≥ e(M/Kt)− 1 (cf. [2] chap 1 prop 5.4).
It thus follows
− cβ:i,j
l′(ejt)
= − λj
l′(ejt)
∈ βj RM,1
(pik/piM)RM,1
.
Now let us prove the second assertion. Since −cβ:i,j/l′(ejt) = bjγj, then γj is
uniquely defined (mod (pik/piMβj)RM,1). Let m ≤ k, then the d-dimensional deriva-
tion over OK
D : OdM →
RM,1
pim
piM
RM,1
such that D(T1, . . . , Td−1, piM) = T1 · · ·Td−1 γj is uniquely determined if pim|(pik/βj).
Under this condition it follows now that the reduction of all the derivations (7.13)
to RM,1/(pim/piM)RM,1 coincide.
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Finally, the condition pim|(pik/βj) is fulfill when
m/α ≤ k/α− v(D(M/K)) + t/α− c1.
Indeed, dejt = βjdpiM implies that v(pt) + v(βj) = v(D(M/K)), with pt as in Propo-
sition 6.1.4 (2), thus by this same proposition
m/α ≤ k/α− v(D(M/K)) + t/α− c1
≤ k/α− v(D(M/K)) + v(pt)
= k/α− v(βj)
which is precisely the condition pim|(pik/βj).
Proposition 7.2.3. Let M ⊃ Kt and M = M{{T1}} · · · {{Td−1}}, with β = (k, t)
admissible and (t−k)/α ≥ c1; c1 the constant from Proposition 6.1.4. Let 1 ≤ j ≤ h
be as in Lemma 7.2.1. Let m ≤ k such that
m/α ≤ k/α + t/α− v(D(M/K))− c1.
Then the reduction of
DiM,m : OdM → RM,1/pimRM,1
to RM,1/(pim/piM)RM,1 is a d-dimensional derivation over OK. Moreover, this d-
dimensional derivation can be explicitly constructed as follows. Let dejt = β1dpiM
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in ΩOK (OM), so that there exists a uniquely determined γi ∈ RM,1/(pim/piM)RM,1
such that that there is a lifting γi of γi in RM,1/(pi
k/piM)RM,1 for which β1γi =
−cβ:i,j/l′(ejt). Then
DiM,m(T1, . . . , Td−1, piM) = T1 · · ·Td−1 γi
and
DiM,m(α1, . . . , αd) := det
[
∂αi
∂Tj
]
1≤i,j≤d
T1 · · ·Td−1 γi,
where α1, . . . , αd ∈ OM and ∂∂Tk , 1 ≤ k ≤ d, are the derivations from Definition
6.1.2. In particular,
DiM,m(T1, . . . , Td−1, e
a
t ) = −T1 · · ·Td−1cβ:i,j/l′(eat ), for all 1 ≤ a ≤ h.
Proof. By Proposition 5.2.2 (3),
DiM,m : OdM → RM,1/(pim/piM)RM,1
is the reduction of
DiM,k : OdM → RM,1/(pik/piM)RM,1
and the latter is a d-dimensional derivation over OK according to Proposition 7.1.1
and
DiM,k(T1, . . . , Td−1, e
j
t) = −T1 · · ·Td−1 cβ:i,j/l′(ejt)
according Proposition 7.2.1. Finally, by Proposition 6.1.4 the condition (t−k)/α ≥ c1
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implies that pik|D(Kt/K), and Lemma 7.2.1 provides a way of constructing explicitly
a d-dimensional derivation
D : OdM → RM,1/(pik/piM)RM,1
withD(T1, . . . , Td−1, e
j
t) = −T1 · · ·Td−1cβ:i,j/l′(ejt); there exist a γj ∈ RM,1/(pik/piM)RM,1,
by the proof of Lemma 7.2.1, such that −cβ:i,j/l′(ejt) = βjγj and we define
D(α1 . . . , αd) := det
[
∂αi
∂Tj
]
1≤i,j≤d
T1 · · ·Td−1 γj,
where α1, . . . , αd ∈ OM. By this same lemma both D and DiM,k coincide with DiM,m
when reduced to
RM,1/(pim/piM)RM,1.
The last statement holds because DiM,k is a multidimensional derivation and the
formula for DiM,k(T1, . . . , Td−1, r(e
a
t )) in equation (7.8).
7.3 Main formulas
Theorem 7.3.1. Let L ⊃ Kn and L = L{{T1}} · · · {{Td−1}}. Let
m = n+ 2 +
[
α logp(
vL(p)
p− 1) +
α
p− 1
]
, (7.14)
Take k large enough such that
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t/α + k/α ≥ m/α + c1 + v(D(M/K)) (7.15)
k + α + 1 ≥ c1α, (7.16)
where t = 2k + α + 1, M = Lt and M = M{{T1}} · · · {{Td−1}}. This happens for
example when
k/α ≥ m/α + log2(2k + α + 1)/(p− 1) + c1 + c2 + v(D(L/K)), (7.17)
where c1 and c2 are the constants from Proposition 6.1.4. Then M, t, k, and m
satisfy Proposition 7.2.3. Let
DiM,m : OdM →
RM,1
pim
piM
RM,1
(7.18)
be the d-dimensional derivation constructed as in Proposition 7.2.3, and let
ψiM,m : Kd(M)→
RM,1
pim
pi2M
RM,1
(7.19)
be the multidimensional logarithmic derivative built out of DiM,m by equation (7.1).
Then
(NM/L(α), x)iL,n = TL/S
(
TrM/L(ψiM,m(α)) l(x)
)
= TM/S
(
ψiM,m(α)l(x)
)
, (7.20)
for all α ∈ Kd(M) and all x ∈ F (µL).
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Proof. By considering the tower Lt ⊂ L ⊂ K and the upperbound in Proposition
6.1.4 (1), we get
v(D(M/K)) ≤ v(Lt/L) + v(D(L/K)) ≤ t/α + log2(t)
p− 1 + c2 + v(D(L/K)).
Adding m/α + c1 we obtain, by (7.17), the inequality (7.15). The definition of t
clearly implies that (k, t) is admissible and condition (7.16) implies (t − k)/α ≥ c1,
thus M , M, t, k and m satisfy the hypothesis of Proposition 7.2.3. The result now
follows from Proposition 7.1.2, the Remark 7.1.1 and equation (7.1). It remains
only to check that TrM/L((pim/pi2M)RM,1) ⊂ pinRL, so that TrM/L(ψiM,m(α)) is well
defined in RL/pinRL. To do this notice that condition (7.14) implies
m− 1 > n+ α logp(
vL(p)
p− 1) +
α
p− 1
and we can apply Remark 7.1.1 to m− 1 and get, by equation (7.4), that
TrM/L
(
pim−1
pi
pi2M
RM,1
)
⊂ TrML(pim−1RM,1) ⊂ pinRL
bearing in mind that pi2M |pi, since pik|D(M/K) implies e(M/K) > 1 ( i.e., M/K is
not unramified).
We state a simplified version of the theorem above
Theorem 7.3.2. Let L ⊃ Kn and L = L{{T1}} · · · {{Td−1}}. Let M and m be
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defined as in Theorem 7.3.1. Then
(NM/L(α), x)iL,n = TL/S
(
TrM/L(ψiM,m(α)) l(x)
)
= TM/S
(
ψiM,m(α)l(x)
)
,
for all α ∈ Kd(M) and all x ∈ F (µL). Here ψiM,m is the explicit multidimensional
logarithmic derivative constructed in Theorem 7.3.1.
Chapter 8
Formulas for the Lubin-Tate
formal groups
In this section, guided in much by Section 7 in [14], we will give an explicit description
of the corresponding formulas for the case where the formal group is Lubin-Tate. This
will include an explicit computation of the invariants defined in equation (7.7) and
of the lower bounds for t, m and k in Theorem 7.3.1.
Let K/Qp be a local field with ring of integers OK , pi a uniformizer for K, kK its
residue field and q = |kK |. Let Λpi be the subset of OK [[X]] consiting of the series f
such that
1. f(X) ≡ piX (mod deg 2).
2. f(X) ≡ Xq (mod pi).
Let Ff be the Lubin-Tate formal group such that [pi]Ff = f . In this case we will
take S = K and C = OK . Evidently f has height equal to 1 with respect to to
113
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C = OK . Thus κn ' OK/pinOK and lim←−κn ' OK . Let e be a generator for lim←−κn
and en its reduction in κn.
LetKn = K(κn) andK∞ = K(κ), where κ = ∪κn. LetKn = Kn{{T1}} · · · {{Td−1}}
and K = K{{T1}} · · · {{Td−1}}. The extension Kn/K is totally ramified and en is a
uniformizer for Kn. Moreover, [Kn/K] = q
n − qn−1, then the imbedding τn
τn : Gal(Kn{{T1}} · · · {{Td−1}}/K{{T1}} · · · {{Td−1}})→ (OK/pinOK)∗,
which is the map induced by the representation τ : GK → O∗K (cf. § 7.1, equation
(7.5) ), is an isomorphism since [Kn{{T1}} · · · {{Td−1}}/K{{T1}} · · · {{Td−1}}] =
[Kn : K] = q
n − qn−1, |(OK/pinOK)∗| = qn − qn−1.
Proposition 8.0.1. Let wn = l
′(en) den, n ≥ 1. Then wn generate ΩC(OK) as
OK-modules. We also have
wn = piwn+1. (8.1)
Proof. cf. [14] Proposition 7.9.
Proposition 8.0.2. wgn = τ(g)wn for all g ∈ G(K/K).
Proof. cf. [14] § 7.2.3.
Let M be a finite extension of Ks, piM a uniformizer for M and letM denote the
field M{{T1}} · · · {{Td−1}}. Let pi1 be a uniformizer for K1 = K(κ1). Let
PM = (1/(pi1D(M/K)))OM = {x ∈M : vM(x) ≥ −vM(pi1D(M/K))}.
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We define a d-dimensional derivation
QM,s : OdM → PM/(pis/pi1)PM, (8.2)
over OK , in the following way. Let b′ ∈ OM such that ws = l′(es)des = b′dpiM , then
b′OM = D(M/Ks). Let us put
QM,s(T1, . . . , Td−1, piM) =
T1 · · ·Td−1
b′pis
. (8.3)
Clearly, T1 · · ·Td−1/(b′pis) ∈ PM. By Proposition 6.1.5 (2) the period of des is gener-
ated by pis/pi1, then D(Ks/K) = pi
s/pi1Os and so
D(M/K) = D(M/Ks)D(Ks/K) = D(M/Ks)(pi
s/pi1). (8.4)
Hence D(M/K)QM,s(T1, . . . , Td−1, piM) ∈ (pis/pi1)PM. Therefore, by Proposition
6.2.3, QM,s defines a d-dimensional derivation as follows
QM,s(α1, . . . , αd) := det
[
∂αi
∂Tj
]
1≤i,j≤d
T1 · · ·Td−1
b′pis
,
where α1, . . . , αd ∈ OM. Note that the definition of QM,s is independent of the choice
of uniformizer piM of M .
Proposition 8.0.3. Let M/L/Ks, M ⊃ Kt, be a finite tower of local fields and let
L = L{{T1}} · · · {{Td−1}} and M = M{{T1}} · · · {{Td−1}}.
Suppose that D(M/L)|pit−s. Then (pit/pi1)PM is contained in X = (pis/pi1)PLOM so
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QM,t (mod X) is well-defined. Let
α : PL/(pis/pi1)PL → PM/X
be the injection induced by the composition PL ⊂ PM. Then for y ∈ OdL
α(QL,s(y)) = QM,t(y) (mod X).
Proof. The Proposition 8.0.3 and its proof were suggested by Professor V. Kolyvagin.
First,
pit
pi1
PM =
pit
pi1
1
pi1D(M/K)
=
pit
pi1
.
1
pi1D(M/L)D(L/K)
=
pit
pi1
.
pit−s
D(M/L)
.
1
pi1D(L/K)
⊂ X
because (pit−s/D(M/L)) ⊂ OM by our assumption.
Let a and c in OM and b ∈ OL are such that
wt = cdpiM , ws = bdpiL and dpiL = adpiM .
Because pit−swt = ws we have pit−scdpiM = bdpiM = badpiM . So
pit−sc ≡ ba (mod D(M/L)).
Dividing this congruence by pitcb and taking into account that cOM = D(M/Kt) and
bOL = D(L/Ks), we have
1
pisb
≡ a
pitc
(mod Z),
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where
Z =
D(M/K)
pitD(M/Kt)D(L/Ks)
=
OM
pi1D(L/Ks)
=
pis
pi1
OM
pi1D(L/K)
= X
(we are using thatD(M/K) = D(M/Kt)D(Kt/K) andD(Kt/K) = pi
t/pi1, D(L/K) =
(pis/pi1)D(L/Ks)). So
QM,t(T1, . . . , Td−1, piL) =
a
pitc
=
1
pisb
(mod X) = α(QL,s(T1, . . . , Td−1, piL)).
This implies the corresponding equality for arbitrary y ∈ OdL since right hand and
left hand mappings are multidimensional derivations of OdL over OK .
Proposition 8.0.4. QgM,s = τ(g
−1)QM,s. Here Q
g
M,s is the d-dimensional derivation
defined by QgM,s(a1, . . . , ad−1) = [QM,s(a
g−1
1 , . . . , a
g−1
d )]
g.
Proof. Notice that it is enough to check that
QgM,s(T1, . . . , Td−1, piM) = τ(g
−1)QM,s(T1, . . . , Td−1, piM),
by equation (6.6) of Proposition 6.2.3.
Let b′ ∈ OM such that ws = b′dpiM . Then wgs = (b′)gdpigM and, by Proposition
8.0.2, we have that ws = τ(g
−1)(b′)gdpigM . Since pi
g
M is also a uniformizer for M and
the definition of QM,s is independent of the uniformizer, then
QM,s(T1, . . . , Td−1, pi
g
M) =
1
τ(g−1) (b′)g pis
,
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but
1
τ(g−1)(b′)gpis
= τ(g)
(
1
b′pis
)g
.
This last expression is equal to τ(g)QM,s(T1, . . . , Td−1, piM)g by equation (8.3).
Proposition 8.0.5. Let M be a finite extension of K, M ∩ K∞ = Ks and let
N = Ms+1. Put N = N{{T1}} · · · {{Td−1}} and M = M{{T1}} · · · {{Td−1}}. Then
τs+1(G(N /M)) = 1 + pi
sC
1 + pis+1C
⊂ (C/pis+1C)∗
where C = OK, and the element
∑
g∈G(N/M)
(τs+1(g)− 1)g
takes (pi/D(N/M))ON to (pis+1/pi1)ON . Also D(N/M)|pi.
Proof. This follows immediately from the fact that G(N/M) ∼= G(N /M) and Propo-
sition 5.12 in [14] and its proof.
Let M be a finite extension of Ks and M = M{{T1}} · · · {{Td−1}}. From QM,s
we can define the logarithmic derivative
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QLM,s : Kd(M)→
1
piM
PM
pis
pi1piM
PM
by

QLM,s(u1, . . . , ud−1, piM) =
QM,s(u1, . . . , ud−1, piM)
u1 · · ·ud−1piM (mod
pis
pi1piM
PM),
QLM,s(u1, . . . , ud) =
QM,s(u1, . . . , ud)
u1 · · ·ud (mod
pis
pi1
PM),
QLM,s(u1, . . . , pikMud) = kQLM,s(u1, . . . , piM) +QLM,s(u1, . . . , ud), k ∈ Z
QLM,s(a1, . . . , ad−1) = 0, whenever ai = aj for i 6= j and a1, . . . , ad−1 ∈M∗.
(8.5)
where u1, . . . , ud are in O∗M = {x ∈ OM : vM(x) = 0}. Notice the forth property
says that QLM,s is alternate, in particular it is skew-symmetric, i.e,
QLM,s(a1, . . . , ai, . . . , aj, . . . , ad) = −QLM,s(a1, . . . , aj, . . . , ai, . . . , ad).
whenever i 6= j.
Let L ⊃ K and take the smallest r such that L ∩ Kpi ⊂ Kr. Let γm be a
uniformizer for Lm = L(κm) and define Lm = Lm{{T1}} · · · {{Td−1}}. Then
Ls ∩Kpi = (L ∩Kpi)Ks = Ks (s ≥ r).
Let M = Ls. For abbreviation we will write Ps, Qs, QLs, Nt/s and Trt/s instead of
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PLs , QM,s, QLM,s, NLs/Lt and TrLs/Lt . Moreover,
Trt/s(Pt) ⊂ Ps (8.6)
and
Trt/s((1/γt)Pt) ⊂ (1/γs)Ps. (8.7)
Indeed, since D(Lt/K) = D(Lt/Ls)D(Ls/K) then Pt = (1/D(Lt/Ls))Ps and so
Trt/s(Pt) = Trt/s((1/D(Lt/Ls))Ps) = PsTrt/s(1/D(Lt/Ls)) ⊂ Ps,
and Trt/s((γs/γt)Pt) ⊂ Trt/s(Pt) ⊂ Ps.
Proposition 8.0.6. For s ≥ r + 1 and t ≥ s we have
QLs(Nt/s(a1), a2, . . . , ad) = Trt/s(QLt(a1, . . . , ad)) ( ∈ (1/γs)Ps
(pis/pi1γs)Ps
)
for a1 ∈ L∗t = Lt{{T1}} · · · {{Td−1}}∗ and a2, . . . , ad ∈ L∗s = Ls{{T1}} · · · {{Td−1}}∗.
Proof. It will be enough to consider the case t = s + 1. From Proposition 8.0.4 it
follows that
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QLt(
∏
g∈G(Lt/Ls)
ag1, a2, . . . , ad) =
(∑
τt(g)g
)
QLt(a1, . . . , ad) (8.8)
=
(∑
g
)
QLt(a1, . . . , ad) (8.9)
+
(∑
(τt(g)− 1)g
)
QLt(a1, . . . , ad) (8.10)
and by Proposition 8.0.5 we see that
∑
(δt(g)− 1)g takes
Pt =
1
D(Lt/Ls)
Ps =
pi
D(Lt/Ls)
(
1
pi
Ps
)
to (
pit
pi1
OLt
) (
1
pi
Ps
)
=
pis
pi1
PsOLt
Then
QLs(Nt/s(a1), a2, . . . , ad) = QLt(Nt/s(a1), a2, . . . , ad) (mod
pis
pi1γs
Ps)
= Trt/s(QLt(a1, . . . , ad)),
where the first equality follows from Proposition 8.0.3.
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8.1 Computations of the invariants
We will assume that p 6= 2. Let (m, t) be an admissible pair, M = Kt and M =
M{{T1}} · · · {{Td−1}}. We can take et as a uniformizer pit of Kt. We will show that
({T1, . . . , Td−1, u}, et)M,m = TM/K
(
log u.
(
− 1
pit
))
(mod pinC)
= TrKt/K
(
cM/Kt(log u).
(
− 1
pit
))
(mod pinC)
(8.11)
for all u ∈ VM,1 = 1 + µM,1. From equation (7.7) we have
cβ = − 1
pit
(mod pimRt,1). (8.12)
Furthermore, every u ∈ VM,1 can be expressed as
∏
i¯=(i1,...,id)∈S
id≥[vM (p)/(p−1)]+1
(1 + θi¯T
i1
1 · · ·T id−1d−1 piidt )
where θi¯ ∈ R, R is the group of q−1th roots of 1 in K∗t , and S ⊂ Zd is an admissible
set ( see Corollary from Section 1.4.3 [7]), then it is enough to check (8.11) for
u = 1 + θT i11 · · ·T id−1d−1 piidt , (θq−1 = 1).
Case 1) Suppose (i1 . . . , id−1) 6= (0, . . . , 0). Then the right hand side of (8.11) is
zero since cM/Kt(log u) = 0. Let us show that the left hand side is also zero as well.
Suppose first ik > 0 for some 1 ≤ k ≤ d−1. Consider N = Kt{{Y1}} . . . {{Yd−1}}
where Yk = T
ik
k and Yr = Tr, for r 6= k. By lemma 8.1.1 below, M/N is a finite
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extension of degree ik and NM/N (Tk) = ±Yk. Let also i′k = 1 and i′r = ir for r 6= k.
Therefore by proposition 4.2.1 (4)
(
{T1, . . . , Td−1, 1 + θi¯T i11 · · ·T id−1d−1 piidt }, et
)
M,m
=
=
(
NM/N{T1, . . . , Td−1, 1 + θi¯T i11 · · ·T id−1d−1 piidt }, et
)
N ,m
=
(
{Y1, . . . , NM/N (Tk), . . . , Yd−1, 1 + θY i
′
1
1 · · ·Y
i′
d−1
d−1 pi
id
t }, et
)
N ,m
=
(
{Y1, . . . ,±1, . . . , Yd−1, 1 + θY i
′
1
1 · · ·Y
i′d−1
d−1 pi
id
t }, et
)
N ,m
⊕
(
{Y1, . . . , Yd−1, 1 + θY i
′
1
1 · · ·Y
i′d−1
d−1 pi
id
t }, et
)
N ,m
Since p 6= 2,
(
{Y1, . . . ,±1, . . . , Yd−1, 1 + θY i
′
1
1 · · ·Y
i′d−1
d−1 pi
id
t }, et
)
N ,m
= 0. On the
other hand, since θq−1 = 1 then
(
{Y1, . . . , θ, . . . , Yd−1, 1 + θY i
′
1
1 · · ·Y
i′d−1
d−1 pi
id
t }, et
)
N ,m
= [1/(q − 1)]
(
{Y1, . . . , θq−1, . . . , Yd−1, 1 + θY i
′
1
1 · · ·Y
i′d−1
d−1 pi
id
t }, et
)
N ,m
= 0
and also
(
{Y1, . . . , pit, . . . , Yd−1, 1 + θY i
′
1
1 · · ·Y
i′d−1
d−1 pi
id
t }, et
)
N ,m
= 0 by the norm se-
ries relation for Lubin-Tate formal groups ({a1, . . . ,−X, . . . , ad}, X)N ,m = 0 and
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recalling that pit = et. Thus
(
{T1, . . . , Td−1, 1 + θT i11 · · ·T id−1d−1 piidt }, et
)
M,m
=
(
{Y1, . . . , Yk, . . . , Yd−1, 1 + θY i
′
1
1 · · ·Y
i′d−1
d−1 pi
id
t }, et
)
N ,m
=
(
{Y1, . . . , θY i
′
1
1 · · ·Y i
′
k
k · · ·Y
i′d−1
d−1 pi
id
t , . . . , Yd−1, 1 + θY
i′1
1 · · ·Y
i′d−1
d−1 pi
id
t }, et
)
N ,m
=
(
{Y1, . . . ,−θY i
′
1
1 · · ·Y
i′d−1
d−1 pi
id
t , . . . , Yd−1, 1 + θY
i′1
1 · · ·Y
i′d−1
d−1 pi
id
t }, et
)
N ,m
The second equality follows from the fact that {Y1, . . . , Yr, . . . , Yd−1, 1+θY i
′
1
1 · · ·Y
i′d−1
d−1 pi
id
t }
is trivial, for r 6= k, in the Milnor K-group Kd(M). Moreover, the last expression in
the chain of equalities is again zero because {Y1, . . . ,−θY i
′
1
1 · · ·Y
i′d−1
d−1 pi
id
t , . . . , Yd−1, 1+
θY
i′1
1 · · ·Y
i′d−1
d−1 pi
id
t } is the zero element, by the Steinberg property, in the Milnor K-
group Kd(M).
Suppose now ik < 0. We take Yk = T
−ik
k instead and by lemma 8.1.1 we have
NM/N (T−1k ) = ±T−ikk = ±Yk. Noticing that
(
{T1, . . . , Tk, . . . , Td−1, 1 + θT i11 · · ·T id−1d−1 piidt }, et
)
M,m
= −
(
{T1, . . . , T−1k , . . . , Td−1, 1 + θT i11 · · ·T id−1d−1 piidt }, et
)
M,m
we can now apply the same argument as before to conclude that
(
{T1, . . . , Tk, . . . , Td−1, 1 + θT i11 · · ·T id−1d−1 piidt }, et
)
M,m
= 0.
Case 2) Suppose (i1 . . . , id−1) = (0, . . . , 0). That is, when u is an element of the
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one dimensional local field Kt. In this case, we will show in lemma 8.1.2 below that
the pairing ({T1 . . . , Td−1, u}, et)M,m coincides with the pairing taking values in the
one dimensional local field Kt: (u, et)Kt,m. Thus, by [14] section 7.3.1 and the fact
that cM/K(log(u)) = log(u) formula (8.11) follows.
Lemma 8.1.1. Let M be a complete discrete valuation field and M = M{{T}}.
Put Y = T j for j > 0. Define N = M{{Y }}. Then M/N is a finite extension of
degree j and NM/N (T ) = ±Y .
Remark: Since M is a complete discrete valuation field, the result immedeately
generalizes to the d-dimensional case, for if L = L{{T1}} · · · {{Td−1}}, then we can
take M to be L{{T1}} . . . {{Td−2}} and apply the result to M = M{{Td−1}} and
N = M{{Yd−1}}, where Yd−1 = T jd−1.
Proof. We can assume that M contains ζj, a primitive jth root of unity of 1. Oth-
erwise we can considering the diagram
N = M{{Y }}
M = M{{T}} M(ζj){{Y }}
M(ζj){{T}}
we see that [M/N ] = [M(ζj){{T}} : M(ζj){{Y }}] since M{{T}}∩(M(ej){{T}}) =
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M{{Y }}.
Note that Y has exact order j in N ∗/(N ∗)j for if Y = αk, α ∈ N ∗, then 0 =
vN (Y ) = kvN (α), thus α ∈ O∗N , and we can go to the residue field kN of N where
we have 1 = vkN (Y ) = kvkN (α), which implies k = 1. Then by Kummer theory (cf.
[2] Chapter 3 Lemma 2) we have that the polynomial P (X) = Xj − Y ∈ ON [X]
is irreducible. Thus [M/N ] = j, and NM/N (T ) is the product of the roots of the
polynomial P (X). These roots are ζkj T , k = 1, . . . , j. Thus
NM/N (T ) =
j∏
k=1
ζkj T = ζ
j(j+1)
2
j T
j =
{
T j = Y, if j is odd,
−T j = −Y, if j is even. = (−1)
j+1Y.
Lemma 8.1.2. For a local field L/Qp, let L = L{{T1}} · · · {{Td−1}} and consider
the map
f : L∗ → Kd(L)→ Gal(Lab/L)→ Gal(Lab/L), (8.13)
defined by
a→ {T1, . . . , Td−1, a} → ΥL({T1, . . . , Td−1, a})→ ΥL({T1, . . . , Td−1, a})
∣∣∣∣
Gal(Lab/L)
.
This coincides with the reciprocity map for L, θL : L
∗ → Gal(Lab/L). Thus, for
L = Kt and M = Kt{{T1}} · · · {{Td−1}} we have
({T1, . . . , Td−1, u}, et)M,m = (u, et)Kt,m ,
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for all u ∈ VL,1 = {x ∈ L : vL(x− 1) > [vL(p)/(p− 1)] + 1}.
Proof. It is enough to verify the two conditions of [2] Chapter 5 §2.8 Proposition 6.
Let Ld be L, and Ld−1 = kL((t1))···((td−1)), . . . ,L0 = kL the chain of residue fields of L.
By (2) of Theorem 4.1.1 we have
Kd (Ld)
ΥLd−−−→ Gal(Labd /Ld)
∂
y yσ→σ
Kd−1 (Ld−1) −−−−→
ΥLd−1
Gal(Labd−1/Ld−1)
∂
y yσ→σ
. . . −−−→ . . .
∂
y yσ→σ
K1 (L1 ) −−−→
ΥL1
Gal(Lab1 /L1)
∂
y yσ→σ
Z = K0 (L0) −−−→
ΥL0
Gal(Lab0 /L0)
By Remark 4.1.3 the composition of the vertical maps ∂’s we have
∂(∂{T1 . . . , Td−1, a}) = vL(a),
thus f : L∗ → Gal(Lab/L) → Gal(Lun/L) is the valuation map vL : L∗ → Z. Thus
condition (1) of [2] Chapter 5 §2.8 Proposition 6 is verified.
If a ∈ L∗, L′/L is a finite abelian extension, L′ = L′{{T1}} · · · {{Td−1}}, L =
L{{T1}} · · · {{Td−1}}, and a is a norm from L′∗, namely a = NL′/L(α), then clearly
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{T1, . . . , Td−1, a} is a norm from Kd(L′), namely
{T1, . . . , Td−1, a} = {T1, . . . , Td−1, NL′/L(α)} = NL′/L{T1, . . . , Td−1, α},
and by (1) of Theorem 4.1.1 we have that ΥL{{T1}}···{{Td−1}}(T1, . . . , Td−1, a) is trivial
on L′ and so f(a) is trivial on L′. Thus condition (2) of [2] Chapter 5 §2.8 Proposition
6 is verified.
8.2 Explicit formulas for the Lubin-Tate formal
groups
In this subsection we will provide a refinement of the formulas given for Theorem
7.3.1 to the case of a Lubin-Tate formal group Ff .
Let us introduce the following simplified notation throughout this subsection. Let
L be a finite extension of Kn and put L = L{{T1}} · · · {{Td−1}}. Let M = Ls and
M = Ls{{T1}} · · · {{Td−1}}. Then Qs = QM,s, QLs = QLM,s and
Ps = PM = 1/(pi1D(M/K))OM = {x ∈M : vM(x) ≥ −vM(pi1)− vM(D(M/K)) },
where pi1 is a uniformizer for K1 = K(κ1). Let Ns = NM/L and Trs = TrM/L. Let
γs denote a uniformizer of M. For t ≥ s and N = Lt{{T1}} · · · {{Td−1}} we define
Nt/s = NN/M and Trt/s = TrN/M. Finally, let L′s be
⋂
t≥s
Nt/s(Lt{{T1}} · · · {{Td−1}}∗).
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Theorem 8.2.1. Let r be maximal such that L ⊃ Kr and r′ minimal such that
L∩Kpi ⊂ Kr′. Let s ≥ max{r′, n+ r+ logq(e(L/Kr))}. Then Trs takes (pis/pi1γs)Ps
to pinRL so that it induces a homomorphism
Trs :
1
γs
Ps
pis
pi1γs
Ps
−→ L/pinRL
and the following formula holds
({NLs/L(a1), a2, . . . , ad}, x)L,n =
[
TL/K ( Trs(QLs({a1, . . . , ad}) lF (x) )
]
f
(en)
(8.14)
for all a1 ∈ L′s = ∩t≥sNt/s(Lt) and all a2, . . . , ad ∈ L∗.
Proof. Let M = Lt and M = M{{T1}} · · · {{Td−1}}. Let v be the normalized
valuation vM/vM(p) and let Rt,1 = RM,1, Pt = PM. Since K1/K is totally ramified
and [K1/K] = q − 1 then piq−11 ∼ γe(M)t , so pi1 divides γe(M)/(p−1)t and we have
1
γt
Pt =
1
γtpi1D(Lt/K)
OLt ⊂
1
γ
e(M)/(p−1)+1
t D(Lt/K)
OLt = Rt,1.
If k < t, then pi1|pit−kγt, which implies (pik/γt)|(pit/pi1) and so
pit
pi1γt
Pt ⊂ pi
k
γt
Rt,1.
Consider t, k and m as in Theorem 7.3.1. In particular, since t = 2k + α + 1 then
k < t and therefore we can look at the factorization of Qt : (O∗M)d → Pt/(pit/pi1))Pt
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into Rt,1/(pi
k/γt)Rt,1. This is a d-dimensional derivation such that
Qt(T1, . . . , Td−1, et) = T1 · · ·Td−1/pitl′(et) = −T1 · · ·Td−1cβ/l′(et),
by (8.12), where β = (k, t) and cβ = cM,β. But from Lemma 7.2.1 we know
that all the derivations satisfying such condition must coincide when reduced to
Rt,1/(pi
m/γt)Rt,1. Therefore the reduction of Qt to Rt,1/(pi
m/γt)Rt,1 coincides with
the derivation DiM,m defined in (7.18) from Theorem 7.3.1. This allows us to re-
place the logarithmic derivative ψM,m defined in (7.19) from Theorem 7.3.1 by the
logarithmic derivative
QLt : Kd(M)→
1
γt
Pt
pit
pi1γt
Pt
defined in (8.5), factored (mod (pim/piγt)Pt). That is, for c ∈ L∗t and a2, . . . , ad ∈ L∗
we have
TrM/L(ψiM,m(c, a2, . . . , ad)) = Trt(QLt(c, a2, . . . , ad)) (8.15)
But we know by Proposition 8.0.6 that
QLs(Nt/s(c), a2, . . . , ad) = Trt/s(QLt(c, a2, . . . , ad) (mod
pis
pi1γs
Ps)
Suppose for the moment that Trs((pi
s/pi1γs)Ps) ⊂ pinRL, then taking Trs we get
Trt( QLt(c, a2, . . . , ad) ) = Trs( Trt/s( QLt(c, a2, . . . , ad) ) )
= Trs( QLs(Nt/s(c), a2, . . . , ad) ) (mod pi
nRL)
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Therefore if a1 ∈ L′s there exist a c ∈ L∗t such that Nt/s(c) = a1 and thus, by (8.15)
and Proposition 7.1.2, identity (8.17) follows. It remains to prove that Trs((pi
s/pi1γs)Ps) ⊂
pinRL for s ≥ n+ r + logq(e(L/Kr)).
Let x ∈ F (µL). Then f(x) ≡ xq (mod pix) implies
v(f(x)) ≥ min{v(xq), v(pix)}. (8.16)
Let
s′ ≥ logq
(
e(L/K)
q − 1
)
+ 1 = r + logq (e(L/Kr)) .
Then v(f (s
′−1)(x)) ≥ min{v(xqs′−1), v(pix)}. But
v(xq
s′−1
) = qs
′−1v(x) =
e(L/K)
q − 1
vL(x)
e(L/K)α
≥ 1
α(q − 1) =
v(pi)
q − 1 ,
v(pix) > v(pi),
so v(f (s
′−1)(x)) ≥ v(pi)/(q − 1). Thus by equation (8.16) applied to x = f (s′−1)(x)
we have
v(f (s
′)(x)) ≥ min
{
v
(
(f (s
′−1)(x))q
)
, v(pif (s
′−1)(x))
}
≥
(
1 +
1
q − 1
)
v(pi) >
v(pi)
q − 1
By Lemma 8.2.1 below, we have v(lF (f
(s′)(x))) = v(f (s
′)(x)), and since v(pi)/(q−1) =
v(pi1), then
v(pis
′
lF (x)) ≥ (1 + 1/(q − 1))v(pi) = v(pi) + v(pi1).
This implies (pis
′−1/pi1)TL ⊂ OL, where TL = lF (F (µL)). Taking duals with respect
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to TL/K we get
pis
′−1
pi1
1
D(L/K)
OL ⊂ RL.
Since Trs(Ps) ⊂ PL, by equation (8.6), then Trs takes
pis
pi1γs
Ps ⊂ pi
s
pi1piL
Ps
to
pis
pi1piL
PL =
pis
pi21piL
1
D(L/K)
OL ⊂ pi
s−s′+1
pi1piL
RL
Noticing now that q 6= 2, since p 6= 2, implies that pi1piL|pi, because vL(pi/pi1piL)) =
e(L/L1)(q − 2)− 1. Thus, if s ≥ n+ s′ then Trs takes (pis/pi1γs)Ps to pinRL and we
conclude the theorem.
Lemma 8.2.1. For every element w ∈ F (µL) such that
v(w) > v(pi)/(q − 1),
we have that
v(lF (w)) = v(w).
Proof. The inequality v(w) > v(pi)/(q− 1) is equivalent to v(wq) > v(pi) + v(w), and
since f(x) ≡ xq (mod pix) this implies v(f(w)) = v(piw). Thus v(f (n)(w)) = v(pinw)
and therefore we can take n large enough such that v(f (n)(w)) > 1/(p − 1). By
Proposition 3.3.1 we have that v(lF (f
(n)(w))) = v(f (n)(w)). Thus v(pinlF (w)) =
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v(pinw), and this proves the lemma.
We restate the theorem in a simplified form.
Theorem 8.2.2. Let r be minimal such that L ∩ Kpi ⊂ Kr and L denote the field
L{{T1}} · · · {{Td−1}}. Let s ≥ n+ r + logq(e(L/Kr)). Then
({NLs/L(a1), a2, . . . , ad}, x)L,n =
[
TL/K ( Trs(QLs({a1, . . . , ad}) lF (x) )
]
f
(en)
(8.17)
for all a1 ∈ L′s = ∩t≥sNt/s(Lt) and all a2, . . . , ad ∈ L∗.
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