Abstract. For almost forty years now the most frustrating open problem regarding the theory of finite maximal subdiagonal algebras has been the question regarding the universal validity of a non-commutative Szegö theorem and Jensen inequality (Arveson, 1967) . These two properties are known to be equivalent. Despite extensive efforts by many authors, their validity has to date only been established in some very special cases. In the present note we solve the general problem in the affirmative by proving the universal validity of Szegö's theorem for finite maximal subdiagonal algebras.
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Abstract. For almost forty years now the most frustrating open problem regarding the theory of finite maximal subdiagonal algebras has been the question regarding the universal validity of a non-commutative Szegö theorem and Jensen inequality (Arveson, 1967) . These two properties are known to be equivalent. Despite extensive efforts by many authors, their validity has to date only been established in some very special cases. In the present note we solve the general problem in the affirmative by proving the universal validity of Szegö's theorem for finite maximal subdiagonal algebras.
We assume M ⊂ B(h) (h a Hilbert space) to be a von Neumann algebra equipped with a finite normalised faithful normal trace τ . At an intuitive level this construct of course fulfills the role of a non-commutative L ∞ (T). For any subset S of M we will write S * for the set {a ∈ M : a * ∈ S}. Now given a von Neumann algebra M and a von Neumann subalgebra N , an expectation from M onto N is defined to be a positive identity preserving linear operator Φ : M → N which satisfies the property Φ(xy) = xΦ(y) for all x ∈ N and y ∈ M. A comprehensive survey of the fundamentals of the theory of expectations may be found in [A] , Section 6. Within the above context the non-commutative analogue of H ∞ (T) is given by the following:
Definition. Let A be a weak * closed unital subalgebra of M, and let Φ be a faithful normal expectation from M onto the diagonal von Neumann algebra D = A ∩ A * . We deem A to be a finite maximal subdiagonal subalgebra of M with respect to Φ if:
Observe that in the present context a subalgebra A of the type defined above is automatically maximal among those subalgebras satisfying i) and ii) [E] . Given a finite maximal subdiagonal subalgebra of M, we will by analogy with the classical setting write
. For algebras M of the type under consideration here, we may define the determinant of an element of M by [A, 4.3.6] , and by
otherwise. In the case of an invertible element a ∈ M, the fact that τ ( ) = 1, combined with Hölder's inequality for non-commutative L p -spaces, of course ensures that the τ (|a| t ) 1/t 's decrease to ∆(a) as t 0. For a detailed description of the basic properties of this determinant we refer the interested reader to [A, §4.3] .
Although the following statements regarding this determinant are not known to be universally valid for finite maximal subdiagonal subalgebras A = H ∞ (M) of M, they are known to be equivalent for such algebras [A, 4.4 We will prove the validity of Jensen's formula for H ∞ (M), thereby establishing the validity of all three statements for H ∞ (M). For a description of how the above formulation compares to the classical theorem of Szegö, the reader is referred to [A, 4.4.2] .
Lemma 1. Let a, b be positive invertible elements of M with
Proof. By commutativity we may multiply 0
1/2 with b −1 to get the required claim.
Lemma 2. Let a ∈ M be positive and invertible. Inductively define
Then (x n+1 ) decreases monotonically to a 1/2 with convergence taking place in the norm topology.
Proof. Since all x n 's belong to the smallest C * -algebra generated by a, we may pass to C(σ(a)). Then note that by the previous lemma x 2 ≥ a 1/2 . Finally do a pointwise application of the algorithm described in [R, p 81, #16] to see that in C(σ(a)), (x n+1 ) decreases monotonically to a 1/2 . The uniform convergence follows from [R, 7.13] . Proof. For any a ∈ A −1 the multiplicativity of the determinant ensures that 1 = ∆( ) = ∆(a)∆(a −1 ). Therefore if
then since Φ is a homomorphism on A, equality must follow since we will then also have
It therefore suffices to verify that equation (1) holds. This will in turn follow if we can show that
for every a ∈ A −1 and every integer n ≥ 0, since the 2 n -th powers of these terms will respectively decrease to ∆(a) and ∆(Φ(a)). We use induction to verify the validity of equation (2). By the L 1 -contractivity of Φ (see for example [MW] ) we have that
Now suppose that for some non-negative integer k we have that
Next let a ∈ A −1 be given and inductively define the sequence (x n ) ⊂ M + by
Then (x n+1 ) decreases monotonically in norm to |a| 1/2 k+1 . Since A has factorisation [A, 4.2 .1], we may select a sequence (z n ) ⊂ A −1 with
Now for q = ( 1 2 ) k , we have by [FK, 2.5 & 2.8] that
(The last equality follows from the fact that the x n 's and |a| belong to the same commutative C * -subalgebra of M.) So by the induction hypothesis we now have
we may apply Hölder's inequality [FK, 4.9] with p = q = (
This in turn translates to
Thus by equation (4) and Lemma 1 we then have that
).
Since (x n+1 ) decreases uniformly and monotonically to |a| 
