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Introduction
Today, there is a need for robust video searching tools to master the continuously growing digital video archives that are available in the TV broadcasting industry. Such archives typically contain terrabytes of video fragments of broadcasted TV programs and news bulletins. Finding the intended fragment in such an archive is the responsibility of professionally trained video searchers. This is often a difficult task, because the videos in these archives are mostly not well described. One query typically results in dozens of videos. Video searchers may have to skim video fragments for hours in order to find the desired segment.
On the one hand, the composition of a relevant search query will influence the search results that are shown to a searcher. On the other hand, the growing amount of available digital videos causes additional difficulties when a particular video fragment is sought. This work concentrates on the exploration of search results that are presented after entering a query. Not only the query, but also the representation of the search results may influence the search experience and efficiency.
To ease video searching, algorithms have been developed to detect features and concepts in videos [21] . These automatically detected concepts can be exploited to build interactive video archive visualisations. Some of these visualisations help users to quickly explore a large amount of videos without having to watch every video in detail. This is often accomplished by video summaries such as storyboards [4, 37, 42] , video skims [8] or layered timelines [15] . Other interactive video visualisations such as DRAGON [22] , slit-tear [35] and the smart-player [6] allow users to locate a small video fragment in a larger video.
Because of the novel technologies applied in video retrieval, this domain concentrates mainly on technological aspects, with only limited notice of the end users [32] . However, the efficiency of retrieving videos also depends on the user interface that presents the search results. Interactive visualisations that take into account the needs and goals of professional video searchers are most likely to increase the search experience. A good way to design an application that takes all these aspects into account, is to employ a user-centred approach. Such an approach usually starts with a user needs analysis in order to identify who needs to use the tool (e.g. professional video searchers), how the videos are explored, what tasks need to be supported, what devices can be used (e.g. desktop pc, large multi-touch display, mobile device), etc. Iterative design, development, evaluation and observation activities gradually contribute to desired video exploration tool. This paper presents a video archive explorer for the TV broadcasting industry that combines interactive visualisations and automatic detection of video fragments. Although, we do not underestimate the technical aspects, the video archive explorer and design decisions for visualising search results will be presented from a usercentred perspective because these considerations also influence the search experience. Using a user-centred approach, we first express the needs of a video retrieval tool for professionally trained video searchers. Based on these needs, we define a typical video search scenario. This visual scenario was used to develop our system and to evaluate its use in the professionals' day-to-day activities. The resulting prototype is running on a multi-touch table. This setting supports collaborative searching and provides a better overview of search results.
In summary, this paper contributes:
-a user-centred methodology to create better video search tools (Section 2).
-a multi-touch prototype for exploring video archives, suitable for professional video searchers (Section 3). Video exploration is facilitated using cross-media annotation algorithms such as story segmentation and naming of faces in video (Section 4). -a qualitative evaluation, which showed that the combination of the visual respresentation and automatically generated annotations improves the search experience (Section 5).
User-centred process
Visualisation and interaction techniques are more accurately adapted to the target group by following a user-centred design (UCD) approach. By involving end users from the beginning of the development process, it is more likely that the visualisation of the final user interface corresponds to their needs and goals [40] . The development process that is applied, is based on a framework for user-centred software engineering [12] . Figure 1 illustrates the UCD process for the video archive explorer, including extracts of the artefacts that were created and used. The center of Fig. 1 shows all stages of the process that are carried out in one iteration. This process is started by investigating the new and legacy system during several stakeholder meetings and a user study. Following, a structured interaction analysis is carried out to model the results of the first stage as a foundation for prototyping and development purposes. The low-and high-f idelity prototyping stages concern the gradually evolving design of the user interface. Lastly, the final user interface is obtained by combining the high-fidelity prototype and application logic.
The work presented in this paper concerns one iteration, while several results will be used as input for a next iteration. The most important techniques and artefacts of the process, that contributed to the video archive explorer, concern the Contextual Inquiry (see Fig. 1 , top left), the Visual Scenario of Use (see Fig. 1 , right) and Iterative Prototyping (see Fig. 1 , bottom left). These techniques and artefacts will be described in the following. 
Contextual inquiry
The end users involved in the development process are professional video searchers. In the first stage of the process, the characteristics of the legacy system, and the requirements of the new system-a video archive explorer-are examined by conducting a Contextual Inquiry (CI) [3] in cooperation with domain experts of the Flemish public broadcasting company (see Fig. 1, top left) . A CI involves observing and interviewing end users while they are performing their daily activities.
This user study taught us that professional video searchers need to browse large amounts of data in order to find a suitable video fragment of a few minutes. Besides video searching, most video searchers were also responsible for creating manual annotations of the most recent TV broadcasts. The task and underlying considerations for manually annotating videos were also observed. Although in the video archive explorer annotations are automatically generated, some search strategies of video searchers are closely related to annotating videos. For example, the searchers carefully annotated several people occurring in one video fragment because a realistic search concerns finding a video fragment in which two particular people appear. During the CI, we observed that the main job of the end user is to search video fragments of TV broadcasts presenting particular people or situations that will be used in a TV programme or news broadcast.
Video searchers start the search by consulting online search engines (e.g. Google, Yahoo, Wikipedia) to get familiar with the topic. From this online information, video searchers can deduce some relevant keywords. These keywords can then be used together with other search criteria (e.g. date or programme title) to find suitable video fragments in the vast archive of the TV broadcasting company.
After entering keywords and search criteria, a textual list of video search results and accompanyig manual video annotations can be browsed to select videos that may be suitable. Once a video is selected from the archive, the video searcher has to browse the entire video manually in order to find and select a suitable fragment. The absence of a good visualisation of the content makes this a daunting and time consuming job. Efficiency decreases because the users need to combine several separate applications.
A typical search consists of finding a fragment that shows a particular person in specific circumstances. The resulting fragments from this job often have to meet certain qualitative criteria such as funny, unique and attractive. This means that the video searchers continue their search until they discover a fragment that matches the search query and meets these criteria.
An example search task that was carried out by the observed video searchers consists of finding a fragment representing a traffic jam. This fragment was needed for an item in the daily news broadcast. In this situation, the video searcher wants to ensure that this fragment looks like a fragment that was recorded that day. Therefore, she determines whether the found video fragement corresponds to the weather conditions of the day (e.g. rain, sun, snow), the season (e.g. bare trees or blossom), etc. Since this information is typically not included in the annotations, the exploration and selection of qualitative video fragments depends on human judgement. Depending on the purpose of the video fragment (e.g. TV show or news broadcast) and the obscurity of a fragment, a search can take five minutes to an entire day.
Visual scenario of use
The CI resulted into a scenario of use and an accompanying visual representation of it (see Fig. 1, right) . The scenario exemplifies how one integrated future application can be used for searching archives, browsing an archive video and adding video fragments to a favorites folder. In this visual scenario, a video searcher has to search and browse video fragments of a sportsperson in order to assemble a news item concerning the carreer of this person. First, the video searcher retrieves interesting videos in his office, behind his own desk ( Fig. 1-1) . He saves the files on his mobile device. Following, he takes the mobile device and hurries to a meeting room where he will discuss the video fragments with some colleagues ( Fig. 1-2) . In this meeting, a large multi-touch display is used to browse through the available video fragments and to talk about the most suitable fragments ( Fig. 1-3) . Afterwards, the video searcher goes back to his office and starts assembling the resulting video ( Fig. 1-4) .
Browsing physical as well as digital libraries has been widely investigated in earlier work. Next to individual search, collaborative search is a search strategy that is commonly used [25, 36] . Twidale et al. distinguished co-located vs. remote search, and synchronous vs. asynchronous search [36] . Two interesting categorisations for collaborative search are "joint search" involving a small group of people that share one computer and "coordinated search" that involves a small group of people using computers individually. Our visual scenario includes individual search ( Fig. 1-1 ) and joint search ( Fig. 1-2) .
The visual scenario was used to discuss the application with the stakeholders. By annotating the visual scenario, it provided input for the later phases in the UCD process. While keeping in mind the visual scenario and its annotations, the task model (see the center rectangle in Fig. 2 ), was created in the structured interaction analysis stage [12] (see the UCD process in the center of Fig. 1 ). This task model describes the tasks of the proposed end user on a low level. Both the visual scenario and the task model were used during the iterative prototyping, which is discussed in the next section.
Iterative prototyping
Prototypes created in the iterative prototyping process gradually evolved from lowfidelity prototypes to high-fidelity prototypes. The bottom left part of Fig. 1 , bottom left, shows the different prototypes that were created. Once a particular prototype was available, it was evaluated.
The first low-f idelity prototypes for a desktop and multi-touch user interface were created using pencil and paper and Powerpoint. These prototypes were evaluated in meetings that involved stakeholders and domain experts.
The high-f idelity prototypes were built in .NET, using C# and XAML. In this phase, a graphic designer delivered detailed UI designs. These first high-fidelity prototypes were evaluated in stakeholder meetings. Accordingly, the high-fidelity prototypes were adjusted. In this stage, we further specified the multi-touch interactions for the prototype. This extended version of the prototype was evaluated in a user study that involved professional video searchers. Besides evaluating the visualisations, this prototype allowed us to introduce the new technology and approach described in the visual scenario to the video searchers and to explore how they would use it.
The UI designs, visualisations, and interaction techniques included in the highfidelity prototype for the multi-touch table are discussed in the following section. Section 4 explains the underlying annotations for this video archive explorer. The user evaluation of the video archive explorer is described in Section 5.
The video archive explorer
This section discusses the most important tasks that the video archive explorer supports. This discussion is based on Fig. 2 , which outlines all tasks together with the visualisations and interaction techniques that the news archive explorer offers to complete these tasks.
Enter a search query
In order to find the right video, users start by entering a search query (Fig. 2, task  1) . A search query typically contains a keyword and/or date range (Fig. 3A) and is entered using a software keyboard input panel. After pressing the search button, the system will provide a set of videos that are relevant to the search query (Fig. 3B ).
Explore results
After retrieving the relevant search results, users can start exploring the search results ( Fig. 2 , task 2). Typically, users will first do a high level exploration of the search results (Fig. 2, task 3 ) and then take a closer look at the interesting videos in the advanced video player (Fig. 2 , task 4).
High level search result exploration
As shown in Fig. 2 , the video search explorer provides three techniques to explore search results on a high level: a keyframe slideshow, a video clock and a video timeline. Keyframe slideshow The video archive explorer represents each video as an animated slideshow of key-frames ( Fig. 3C ) that helps users to get a short overview of the most important and relevant facts in the underlying video. These key-frames are either frames that represent the different stories in a video or the key-frames which contain faces that are relevant to the search query. Both the stories and the faces slide shows are built using automatic video annotations, which will be discussed in Section 4. A user can toggle between story or face mode by pressing on the story (Fig. 3D) or face ( Fig. 3E ) button at the top of a video search result.
The animated video slide shows can be explored visually using two storyboard visualisations: a video clock or a video timeline. Depending on the end user preferences, one of these two visualisations will be used.
Video clock visualisation
The video clock shows video key-frames in a circle around a video search result. This circle appears when a user presses a search result (see Fig. 4-1 ). When pressing a key-frame in this circle with a second finger ( Fig. 4-2 ), the part of the video corresponding to this key-frame will be played in a video player.
In the video clock, story or face key-frames are displayed depending if face or story mode has been selected. These key-frames are organised chronologically in a clockwise order: the frame that first appears in the video is located at the blue line (see Fig. 4-3A) , the last one at the left side of this line. Key-frames of shots or faces that are most relevant to the entered search query are surrounded by a yellow border (see Fig. 4 -3C and D). The clock's green line (see Fig. 4 -3B) acts as a clock hand that automatically goes over all key-frames. The middle of the clock shows an enlarged version of the key-frame the hand is currently pointing at. 
Video timeline visualisation
The video timeline displays a video as a horizontal line of keyframes under a video search result. Similar to the clock visualisation, this line is shown when a user presses a search result with one finger (Fig. 5-1 ) and when pressing a key-frame with a second finger (see Fig. 5-2) , the corresponding video fragment is shown in a video player. Depending on the currently selected mode, the video timeline will show story or face key-frames. These key-frames are shown chronologically from left to right. Frames that correspond to very relevant fragments are surrounded by a yellow border (Fig. 5-3A and B).
Watch video in the advanced video player
In order to have a more detailed look at a retrieved video result, users can watch a video using an advanced video player. This video player shows the video together with the automatically detected video annotations. When a user presses on a keyframe during video exploration (as described in Section 3.2.1), the advanced video player opens and starts playing the video fragment that contains the pressed frame.
The advanced video player combines a time slider, based on the time sliders in commercial video players such as Apple Quicktime Player and Microsoft Windows Media Player, with a timeline video visualisation [15] . A time slider is employed to manipulate the current time of the played video fragment (Fig. 6A) and to specify an area of interest around this time (Fig. 6B ). The timeline (Fig. 6C) gives a detailed view on the content in this area of interest.
The combination of the area of interest and the timeline contributes to the basic idea of focus + context in information visualisation [5] . Context, on the one hand, is visualised using the video time slider, where red dots indicate the parts of the video relevant to the search query. Focus, on the other hand, is visualised in the timeline. Similar to other timeline based approaches [29] , we use semantic zooming to specify the level of detail in the timeline. By resizing the focus area in the time slider (Fig. 6A) , users can zoom in or out on the video timeline. A small focus area increases the level of detail in the timeline, a wider focus area decreases this level of detail as shown in Fig. 7-1 . Resizing the focus area is done using a pinch to zoom gesture, which is shown in Fig. 7-2 .
The timeline shows a layered view of the video as computed by the automatic video annotation algorithms. At the first layer (Fig. 6B) , the different stories that occur in a video are shown. Every story is represented by a key-frame thumbnail image. The second layer (Fig. 6C) shows all persons that are detected in the videos. These persons are visualised by a key-frame thumbnail image in combination with the person's name.
Organise videos
While exploring the search results, users get a better understanding of the retrieved videos which they can use to organise the results (Fig. 2, task 5 ). Using standard touch and multi-touch operations, search results can be moved, rotated and resized. For example, users can create piles of good and bad search results or enlarge their favorite results.
Fig. 7
Semantic zooming is applied using a pinch to zoom gesture
Background information
Background information shows contextual information about a search query using other media like images and text. This information helps users getting familiar with the query topic. While entering a search query, the background information appears for the first time and remains visible throughout the whole search process (Fig. 2, right rectangle) . For example, when searching videos that contain "Robert Mugabe", as well pictures as a textual description of this person are shown (Fig. 3F) .
Automatic video indexing
Automatic Video Indexing is an essential technique to create a video archive that can be efficiently searched. A full discussion of the automatic video indexing techniques fall out of the scope of this paper. For an overview of our work on this we refer the reader to [27, 28, 30] . Since efficiently searching a large video archive requires appropriate indices to be available, our approach relies on the transcripts (actually time aligned subtitles) on which standard text-based retrieval methods give accurate results. Additionally, because people are the most common and often also the most relevant subject in the visual datastream, we propose a method to automatically link faces in the video with names in these transcripts (see Section 4.1). This allows to search based on the visual content, and to select appropriate keyframes for the advanced video player. Moreover, the original news videos need to be split into smaller, semantically coherent stories. This is achieved using a multimodal analysis, as described in Section 4.2.
Assigning names to faces
Labeling persons appearing in video frames with names detected from the video transcript helps improving the video content identification and the search task. We have developed an unsupervised technique that exploits the cross-modal nature of names in text and faces in video to identify important persona in the news broadcasts. We have explored different alignment schemes for assigning names to the faces, assigning faces to the names, and establishing name-face link pairs. On top of that, we use textual and visual structural information to predict the presence of the corresponding entity in the other modality. The techniques are described in detail by Pham et al. [27] .
To further improve the performance of the name-face alignments in news video, a face naming method that learns from labeled and unlabeled examples using iterative label propagation in a graph of faces connected by their visual similarity, is developed. The advantage of this method is that it can use very few labeled data points and incorporate the unlabeled data points during the learning process. We have shown that the algorithm is successful and better copes with noisy face detections than using a traditional supervised classifier [28] . Anchor detection and metric learning for computing the similarity between faces are incorporated into the label propagation process to help boosting the face naming performance.
Story segmentation
The story segmentation algorithm we are using is described in detail by Poulisse et al. [30] . In text, a story segment is a coherent grouping of sentences, discussing related topics and names. The multimedia equivalent, such as found in video, would be a temporal segment containing imagery accompanied by a spoken description of the single event. Three different channels: text (transcribed speech available via subtitles), video and audio are at our disposal to accomplish this segmentation task. In order to identify potential story boundaries and thus identify the individual news items, we examine a number of features that model the likelihood of such a story boundary occurring. A number of features measure the lexical cohesion of two adjacent text passages, while others model this by examining the repetition of named entities or the occurrence of typical cue words and phrases that mark the opening or closing of a news story. We use the output of a shot cut detector as a feature, as it is likely that visual changes closely relate to the transition from one news story to another. Finally, we consider the speaker pause duration of the news anchor; a news anchor is more likely to pause for a longer duration when he is transitioning from one story to another.
All these features were used to train a single classifier which can be used to accurately determine story segments. The segmentation algorithm works by initially seeding an unseen text with random story boundaries, and progressively moving these boundaries around to find better story segments, as determined by the classifier. After a number of iterations and a number of restarts, the resultant segmentation is the average of all the trials. Interestingly, while some features were more effective than others, the best results came when many features were combined in synergy.
Evaluation
We conducted an informal qualitative evaluation of the video archive explorer in order to gain feedback about the usefulness of various features in the tool and the usability of the basic interactions. This lab evaluation is part of the UCD process presented in Section 2. The results will serve as input for new iterations of the design and development of the video archive explorer.
Ten domain experts, five male and five female, participated in the study. Searching videos constitutes at least twenty percent of the participants' workload. Eight participants spend even more than fifty percent of their job on searching the TV video archive.
The next sections present the evaluation setup and the test results, followed by a discussion. When discussing test results related to a particular user task, we refer to the tasks that are shown in Fig. 2 .
Evaluation setup
The system that we used for the evaluation consisted of a custom made horizontal multi-touch table with rear screen-projection. This table tracked touchpoints using the Frustrated Total Internal Reflection (FTIR) method [14] . The participants only interacted with the table and did not use any mouse or keyboard.
For the evaluation of the video archive explorer a sample archive of BBC broadcasts about the elections in Zimbabwe was preprocessed to obtain the automatically generated annotations. This archive allowed us to conduct an evaluation of the features of the video archive explorer. In order to obtain specific feedback of the visualisation, the subjects were observed while performing some video exploration tasks in a lab environment.
In each evaluation session, the participant first had the opportunity to get familiar with the interactions on the multi-touch table by resizing and rotating some pictures. The second part consisted of an introduction of the video archive explorer and the interactions. We gave the participant a written manual, asked her to read the manual and to freely explore the different parts of the video archive explorer's GUI.
The main part of the evaluation session concerned four video search tasks, where the participant had to search for two fragments that contained a given person and two fragments that handled about a given topic. Since the video archive explorer concentrates on the exploration of search results, the influence of the query composition was excluded by providing the exact queries to the subjects beforehand. Example queries include: "Robert Mugabe" and "War in Africa". Following, for each search task, the subject was asked to select a video fragment that was the most suitable for her situation. The goal of the task was finding a fragment that meets the quality that our subjects pursue in their everyday jobs and not quickly finding any video fragment for a query.
The search tasks were assigned using a latin square experimental design where we ensured that each participant used the video clock visualisation for a topic and a Since the search criteria for finding a suitable video fragment are often defined based on personal experience and differ for each subject, we did not measure the execution time of search tasks. In this evaluation, we were interested in observing how each participant completed the realistic search tasks and how she used the visualisations and interactions in the video archive explorer. Figure 8 shows some photographs that were taken during the experiment. During the observations, a think aloud protocol was employed to understand the actions and decisions of the participant. Additional questions were asked by the facilitator if necessary. After the participant finished her task, she filled out a questionnaire asking about the video archive explorer's core features in several situations. Most questions asked for the subject's opinion using a five-point Likert scale on which 1 indicates a negative appreciation and 5 indicates a positive appreciation. Furthermore, the visual scenario described in Section 2 was used to explain the situation in which this application could be used and to consult the participant about this scenario of use.
Test results
Several interesting observations in combination with the participants' answers to the questionnaire teach us more about the use of the video archive explorer. After the first part of the test, most of the subjects got familiar with the interactions of the multi-touch table. Although some of them were rather hesitant and careful in the first part of the test, they got used to touching the table in a correct way while carrying out the test. They all could easily use the virtual keyboard to enter search queries.
After entering the search query (Fig. 2, task 1) , most participants started browsing the search results immediately (Fig. 2, task 2) . The subjects were very impressed by the fact that they could visually browse all video previews (Fig. 2, task 3) , instead of using a textual list. After browsing the previews, they selected a particular video to watch it in the advanced video player (Fig. 2, task 4) . When they wanted to explore more videos, they navigated back to the set of video previews (Fig. 2, task 3) . Observations and comments of most participants show that they expect videos that were already watched to be marked or repositioned. Some participants mentioned that they were missing textual information, containing the number of search results, time codes, descriptions of stories and other textual annotations next to the previews.
When searching a face that was not familiar to the subjects, we observed that they all used the background information shown next to the search results and in the advanced video player (Fig. 2, bottom rectangle) . Mainly the images shown in this background information helped them to find a video that contained the person they were looking for. The subjects did not have any preference concerning the video clock and video timeline visualisations to explore search results on a high level (Fig. 2, task 3) .Both visualisations were judged as easy to use. Some subjects noticed that their preference for the visualisation may depend on the number of available search results. Consequently, they prefer the possibility to switch between both visualisations.
Most subjects were very positive that in the advanced video player, a video automatically starts playing the fragment that they selected in the set of video previews (Fig. 2, task 4) . According to the results of the questionnaire, the automatic recognition of stories and faces in a video would increase efficiency when searching video fragments (Mean = 5, Median = 4.7, σ = 0.48). Some of them suggested that automatic recognition of faces and topics is interesting in combination with the recognition of actions. One subject was surprised that people on the background are also recognized, while another subject noticed that this system can avoid incorrect search results because of spelling mistakes in manual annotations.
In the questionnaire we asked whether the subjects would use a desktop version of this application. All subjects answered positive on this question (Mean = 5, Median = 4.6, σ = 0.51). Not all subjects agreed that this desktop application would be better than the current system, but in general they were positive (Mean = 4, Median = 3.6, σ = 1.07). The subjects that were not completely convinced about the benefits of the video archive explorer, mentioned that they would like to use this application as an additional system, and maybe would switch to it after a while.
Since the focus of this evaluation was on the visualisations and automatic detection of search results, we did not include another factor in this experiment to evaluate the collaborative aspect of the video archive explorer. Instead we used the visual scenario of use to discuss collaborative searching using the video archive explorer. This type of representation is very suitable to consider multiple solutions and to share and discuss conceptual ideas with stakeholders and end users [9, 13, 26] . We presented the visual scenario discussed in Section 2 to the subjects and asked in the questionnaire whether the application on the multi-touch table was useful in the context of use presented by this scenario. Not all subjects select fragments in a meeting, but some subjects commented that the current application can be useful during brainstorm meetings for quickly searching the availability of some fragments about a particular topic or person. Furthermore, the application can be used in meetings where video fragments are edited to prepare a news item or documentary. For instance the application on multi-touch can be used to quickly search a suitable fragment that fits to some audio.
Discussion
The following describes the lessons we learned of the test results. Interesting issues and challenges for next iterations of the system will be discussed.
Entering a search query (Fig. 2, task 1 ) in the system was straightforward, no subjects had problems with this part of the user interface. Once a set of videos was shown, most subjects started exploring these results (Fig. 2, task 2) . Nevertheless, some of the subjects tried to map our prototype to the system they currently use in their job and expected some kind of textual information about the search results. This issue can be met by adding a small popup or tooltip which gives more information about a video or a particular key-frame in the video (such as time codes, descriptions of stories and other textual annotations).
The visualisations to explore search results (Fig. 2, task 3) were considered as an improvement by the subjects. A visual representation of the search results, shown immediately after the query is entered, allows users to select suitable videos before consulting any textual list of search results. When we asked which visualisation they would favour in their job, there was no obvious preference between both visualisations: the video timeline and the video clock. An interesting issue here is what visualisation would be most appropriate when one search result contains a lot of interesting key-frames.
The use of the advanced video player (Fig. 2, task 4 ) depends on the personal search strategies, preferences and search queries of end users. In the current evaluation, the end users were impressed by the fact that the video player automatically navigates to the video fragment that seemed relevant in the preview of the search results. Some subjects used the annotated timeline to watch and navigate the video, while other subjects only used the time slider. For end users, it can be interesting to include aligned subtitles to the timeline view.
We observed that some subjects sorted the search results (Fig. 2, task 5 ) based on the search history. For some other subjects it was not always clear whether they already watched a particular search result or not. This problem can be solved by adding a search history and marking the search results that have been watched.
All subjects would like to use this application on their desktop pc. An additional version of the application for a multi-touch table, can be used during meetings.
Related work
In this section we review the work which relates to our development of a news archive explorer for professional video searchers. In particular we provide an overview of the research done on user-centred design, multimedia retrieval and multimedia interaction techniques.
User-centred design
A User-Centred Design (UCD) approach is recommended by ISO 13407 to design and develop systems that have an increased user satisfaction and productivity and are easier to understand [20] . The activities presented by ISO 13407 are present in several UCD methodologies such as Rapid Contextual Design [3] , GUIDE [31] and Effective Prototyping [2] . The UCD process we used to design and develop the video archive explorer for video search professionals is derived from the MuiCSer process framework [12] , which supports the aforementioned UCD methodologies but combines several techniques from UCD and Software Engineering.
Most existing interactive visualisations of large video archives mainly focus on efficiency and reliability of automatically generated search results end technological aspects. However, for the design and development of IGroup [39] , an interactive visualisation for web image search results, several UCD techniques are applied. Smeaton et al. [32] present a tabletop system for collaborative video search, which is developed based on some techniques of UCD. They compare two designs for collaborative interaction in a lab experiment.
Wassink et al. [40] present a whole UCD approach for interactive visualisation design. In their work, the use of paper-based prototypes and visual scenarios is recommended to describe the initial ideas about a system. The MedioVis system [11, 18] is illustrated using a visual scenario [38] , to present the project description and how the system works to those who are interested. Consequently, the use of a sketched visual scenario as presented in Section 2 is not new. However, we enrich these visual scenarios by highlighting annotations and reuse them in later stages of the process [13] . This approach and accompanying tool support the UCD team to use visual scenarios for the creation and verification of several design results, the preparation of usability evaluations and the discussion of design solutions with end users.
Multimedia retrieval
A good impression of the latest state-of-the-art in multimedia retrieval systems can be obtained from the yearly organised challenges TrecVid [33] and VideOlympics [34] . With its video corpus of up to 400 hours of video material, TrecVid focusses especially on large scale video retrieval performance. One of its core tasks is interactive video search. Here users are allowed to rephrase their queries in response to initial results, putting more stress on the user interface. The VideOlympics challenge takes this idea one step further and lets systems compete in realtime in front of a life audience, both with expert users (usually the system developers) as well as with novice users unfamiliar with the system. This way, the influence of interaction mechanisms and advanced visualisations in the interface becomes clear: apart from efficient, the interface should also be intuitive and user friendly. Our experiments work under a slightly different setting, in that we assume that, apart from the raw video input, also textual transcripts of the videos are available, as is usually the case in a professional news archive. In our case, these were extracted from time-aligned subtitles.
One of the best known video retrieval systems is the Informedia project of CMU [17] . This system has evolved over more than a decade, and exists in different versions and flavours. They were the first to advocate the use of large lexicons of visual concept detectors for retrieval, in an attempt to bridge the semantic gap between the low-level cues obtained from a color, shape, and texture-based image analysis and the high-level information needs of users, often expressed with text descriptions [16] . Apart from the standard storyboards, they also experiment with visualisations using timelines (rank video thumbnails chronologically on a time axis), map views (show the geographic distribution of locations mentioned in a set of videos), and many others [7] .
Another very successful system is Mediamill developed by the University of Amsterdam [41] . This tool exploits the relation between video keyframes to support video browsing. For example, a user can easily explore the keyframes that contain similar concepts or explore video keyframes in a linear way. Our video archive explorer builds on this idea, allowing users to explore a video based on detected concepts such as stories or faces. While Mediamill supports the sequential exploration of videos, we use multi-touch technology to explore multiple videos at the same time. This allows users to compare multiple videos by showing their relevant keyframes in a timeline or clock visualisation. Moreover, the automatic linking of names and faces makes sure the system is automatically up-to-date without the need for a separate annotation phase.
Finally, the MediaMagic system developed by researchers of FX Palo Alto Laboratory [1] is worth mentioning. This system for interactive video search focusses on a rapid assessment of query results and easy pivot from those results to form new queries, maximizing the benefit of the user in the loop. This is accomplished by a streamlined interface and redundant visual cues throughout. Also an extension to two searchers collaborating in real time is provided. Such a collaborative setting seems especially well suited for new interface devices such as the multi-touch table used in our work.
Video interaction techniques
Multimedia interaction techniques are advanced techniques for navigating through a video in order to find the intended fragment. In most traditional video players like VLC 1 or Windows Media Player, 2 a video can be skimmed by manipulating a time slider. The approaches presented in this section go beyond this traditional time slider.
A first category of works like the Smart Player [6] and elastic skimming [19] help users to scale some parts of the video time slider different from specified. This allows focussing on certain parts of the video without losing the context of the whole video. The Smart Player [6] proposes the "scenic car driving" metaphor, where the video is played slowly near interesting events and speeds through unexciting parts of the video. This allows users to see the whole video and to pay attention to the particularly most interesting fragments. Hurst et al. [19] propose elastic skimming, a combination of the traditional video time slider and elastic graphical user interfaces [23] . Elastic skimming relates the skimming speed to the distance between the mouse pointer and the thumb on the time slider. The news video archive explorer also allows users to focus on certain parts of a video. Therefore, we provide a focus area that users can stretch and move. The part of the video within this area is rescaled on a larger timeline which gives more information about the events and persons that appear in this part.
Other works like DRAGON [22] and relative flow dragging [10] use direct manipulation to skim videos. These techniques make it possible to click on moving objects in the video. A clicked object can then be moved along its trajectory line. This is particularly useful in certain domains like football or traffic surveillance where it matters if objects were at a certain place or not. In these cases, direct manipulation skimming systems help to answer questions like "did the ball cross the line?" or "did the car hit that object?". This is different from our video archive explorer approach, which supports more open search tasks where video fragments have to meet certain qualitative criteria such as being funny and attractive. In certain cases, e.g. when searching for a fragment in a football match, direct manipulation video skimming might complement this process.
A third category of video interaction techniques uses still-image abstraction to construct video summaries. These abstractions are mostly shown by means of storyboards [4, 7, 42] , which are sequences of key frames that represent the most important scenes in a video. A special case of storyboarding tools is video manga [37] , where more important scenes have a larger size. Still-image abstraction techniques are important for giving a high-level overview of the contents in a video. Therefore we also incorporated this technique in the video archive explorer by means of the video clock and video timeline. This helps users to gain an idea of the most important contents of a video fragment even before they have opened it.
Conclusions and future work
In this paper, we presented a video archive explorer for professional video searchers. This tool was developed using a user-centred (UCD) design process in order to take into account the goals and needs of the future end users. The resulting prototype combined automatic video indexing methods and interactive visualisations. A qualitative evaluation with professional video searchers showed that the combination of these visualisations and automatical detection of videos is likely to fit to the end user needs and can result in an increased search experience and efficiency. Compared to the current system, the visual exploration of search results in one integrated system eliminates the step in which the user searches a textual list of search results and their annotations before watching the video. The automatically generated annotations can complement the manual annotations and increase their accuracy. For instance, since the face recognition algorithm detects faces in the background of a video frame, many more annotations can be considered in the archive.
It was difficult for end users to imagine a future system that combines multimedia information and new technologies during the Contextual Inquiry. Therefore, it was necessary to consider user needs throughout the entire design and development process. The resulting video archive explorer that was evaluated, seemed to meet the user requirements and clearly gave the participants of the evaluation a better understanding of the opportunities of a future system that supports their job. In combination with the visual scenario, the prototype invites users to comment about particular features and encourages them to think about possible improvements of the system.
Frequently involving end users in an iterative development proces, such as the process used for the video archive explorer, enables to fine-tune the application. In the next iteration, we will consider the feedback from the participants of the evaluation to adjust the application. For instance, we will bridge the gap between the mainly textual search strategies of the current search tools and the visual exploration of video archive by adding more textual descriptions to the search results. Other collaborative search strategies for the multi-touch application will explored and evaluated. Furthermore, we will examine possible visualisations and interactions for filtering a large number of search results.
In future work, we also plan to investigate how users can benefit from our video archive explorer on other computing platforms such as mobile devices and tablet PCs. To efficiently maintain and coordinate the multi-platform development of our application, additional tool support will be needed. An interesting source of inspiration for managing such complex development approaches is D-Macs [24] , a tool that allows to automate design and development effort across platform-specific GUIs. 
