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Abstract
In this paper the chordal graph structures of polynomial sets ap-
pearing in triangular decomposition in top-down style are studied when
the input polynomial set to decompose has a chordal associated graph.
In particular, we prove that the associated graph of one specific trian-
gular set computed in any algorithm for triangular decomposition in
top-down style is a subgraph of the chordal graph of the input poly-
nomial set and that all the polynomial sets including all the computed
triangular sets appearing in one specific simply-structured algorithm
for triangular decomposition in top-down style (Wang’s method) have
associated graphs which are subgraphs of the the chordal graph of the
input polynomial set. These subgraph structures in triangular decom-
position in top-down style are multivariate generalization of existing
results for Gaussian elimination and may lead to specialized efficient al-
gorithms and refined complexity analyses for triangular decomposition
of chordal polynomial sets.
Key words: Chordal graph, triangular decomposition, top-down style, Wang’s
method
1 Introduction
This paper is inspired by the pioneering work on the connections between
chordal graphs and triangular sets [10], where the authors introduced the
concept of chordal networks and proposed an algorithm for constructing
∗This work was partially supported by the National Natural Science Foundation of
China (NSFC 11401018 and 11771034)
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chordal networks for polynomial sets based on the computation of triangu-
lar decomposition. In particular, the authors found that for input polyno-
mial sets with chordal associated graphs, the elimination methods due to
Wang become more efficient. It worths mentioning that the authors also
studied the connections between chordal graphs and Gro¨bner bases [9], and
found that the chordal structures of polynomial sets are destroyed in the
computation of Gro¨bner bases.
The chordal graph structures have been studied and applied in the pre-
diction of structures of matrices appearing in solving (especially sparse)
linear systems. It is shown that the sparsity of the matrices handled by
Gaussian elimination can be controlled if the associated graph of this input
matrix is chordal [23, 25, 18].
Like the Gro¨bner basis which has been greatly developed in its theory,
methods, implementations, and applications [6, 12, 13, 11], the triangular
set is also a powerful algebraic tool in the study on and computation of
polynomials symbolically, especially for elimination theory and polynomial
system solving [31, 16, 21, 27, 2, 30, 22, 8], with diverse applications [32, 7].
The process of decomposing a polynomial set into finitely many triangular
sets or systems (probably with additional properties like being regular or
normal, etc.) with associated zero and ideal relationships is called triangular
decomposition of the input polynomial set. Triangular decomposition of
polynomial sets can be regarded as multivariate generalization of Gaussian
elimination for solving linear equations.
The top-down strategy in triangular decomposition means that the vari-
ables appearing in the input polynomial set are handled in a strictly de-
ceasing order, and it is a widely-used strategy in the design and imple-
mentations of algorithms for triangular decomposition. In particular, most
algorithms for triangular decomposition due to Wang are in the top-down
style [27, 28, 29]. A Boolean algorithm for triangular decomposition in top-
down style with refinement in the Boolean settings has also been proposed
[17]. The fact that elimination in it is performed in a strictly decreasing
order makes triangular decomposition in top-down style the closest among
all kinds of triangular decomposition to Gaussion elimination, in which the
elimination of entries in different columns of the matrix is also performed in
a strict order.
The study in this paper arises naturally after summing up what are
stated above: we study the chordal structures of polynomial sets appearing
in the algorithms for triangular decomposition in top-down style, in particu-
lar the graph structures of the triangular sets computed by such algorithms.
This is multivariate generalization of the study on the roles chordal struc-
tures play in Gaussian elimination, and it is highly non-trivial because in
this polynomial (and thus nonlinear) case splitting occurs in the triangular
decomposition which results in a complicated decomposition process.
With the introduction of associated graphs of polynomial sets in Sec-
2
tion 2, we define a polynomial set to be chordal if its associated graph is
chordal. A chordal graph implies a perfect elimination ordering of the ver-
texes, and we assume that the polynomial set F we want to decompose is
chordal with the variables ordered as one perfect elimination ordering of its
chordal associated graph G(F). Under such assumptions, in this paper the
graph structures of polynomial sets after reduction of one variable and all
the variables in triangular decomposition in top-down style are exploited in
Section 3. In particular, it is proved that the associated graph of one specific
triangular set computed in an arbitrary algorithm for triangular decompo-
sition in top-down style will be a subgraph of G(F). Then in Section 4
for a specific simply-structured algorithm for triangular decomposition in
top-down style, namely Wang’s method, after reformulation of the underly-
ing structures of its decomposition tree, we prove that each polynomial set
occurring in the decomposition process has an associated graph being sub-
graph of G(F), which directly implies that all the triangular sets computed
by Wang’s method have associated graphs which are subgraphs of G(F).
This paper ends with brief discussions on the applications of graph struc-
tures of polynomial sets on expressing the variable sparsity of polynomial
sets and potential refined complexity analyses on triangular decomposition
in top-down style in Section 5.
2 Preliminaries
Let K be a field, and K[x1, . . . , xn] be the multivariate polynomial ring over
K in the variables x1, . . . , xn. For the sake of simplicity, we write (x1, . . . , xn)
as x and K[x1, . . . , xn] as K[x].
2.1 Polynomial sets and associated graphs
For a polynomial F ∈ K[x], define the (variable) support of F , denoted by
supp(F ), to be the set of variables in x1, . . . , xn which effectively appear in
F . For a polynomial set F ⊂ K[x], supp(F) := ∪F∈F supp(F ).
The associated graph G(F) of a polynomial set F ⊂ K[x] is an undirected
graph constructed in the following way:
(a) The vertexes of G(F) are the variables in supp(F).
(b) There exists an edge connecting two vertexes xi and xj in G(F) for
1 ≤ i 6= j ≤ n if there exists one polynomial F ∈ F such that xi, xj ∈
supp(F ).
Example 2.1 The associated graphs of
P = {x2 + x1, x3 + x1, x24 + x2, x34 + x3, x5 + x2, x5 + x3 + x2}
Q = {x2 + x1, x3 + x1, x3, x24 + x2, x34 + x3, x5 + x2}
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Figure 1: The associated graphs G(P) (left) and G(Q) (right) in Example 2.1
are shown in Figure 1.
Definition 2.1 Let G = (V,E) be a graph with V = {x1, . . . , xn}. Then an
ordering xi1 < xi2 < · · · < xin of the vertexes is called a perfect elimination
ordering of G if for each j = i1, . . . , in, the restriction of G on the following
set
Xj = {xj} ∪ {xk : xk < xj and (xk, xj) ∈ E} (1)
is a clique. A graph G is said to be chordal if there exists a perfect elimina-
tion ordering of it.
An equivalent condition for a graph G = (V,E) to be chordal is the
following: for any cycle C contained in G of four or more vertexes, there is
an edge e ∈ E \ C connecting two vertexes in C. A chordal graph is also
called a triangulated one.
Definition 2.2 A polynomial set F ⊂ K[x] is said to be chordal if its
associated graph G(F) is chordal.
Example 2.2 In Example 2.1 and Figure 1, the associated graph G(P) is
chordal by definition and thus P is chordal, while G(Q) is not.
2.2 Triangular sets and triangular decomposition
Throughout this subsection the variables are ordered as x1 < · · · < xn. For
an arbitrary polynomial F ∈ K[x], denote the greatest variable appearing in
F by lv(F ). Let lv(F ) = xk. Write F = Ix
d
k + R with I ∈ K[x1, . . . , xk−1],
R ∈ K[x1, . . . , xk], and deg(R, xk) < d. Then the polynomial I and R are
called the initial and tail of F and denoted by ini(F ) and tail(F ) respec-
tively. For two polynomial sets F ,G ⊂ K[x], the set of common zeros of F
is denoted by Z(F), and Z(F/G) := Z(F) \ Z(∏G∈G G).
Definition 2.3 An ordered set of non-constant polynomials T = [T1, . . . , Tr] ⊂
K[x] is called a triangular set if lv(T1) < · · · < lv(Tr). A tuple (T ,U) with
T ,U ⊂ K[x] is called a triangular system if T is a triangular set.
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Definition 2.4 Let F ⊂ K[x] be a polynomial set. Then a finite number
of triangular sets T1, . . . , Tr ⊂ K[x] are called a decomposition of F into tri-
angular sets if the zero relationship Z(F) = ∪ri=1 Z(Ti/ ini(Ti)) holds, where
ini(Ti) := {ini(T ) : T ∈ Ti}.
Definition 2.5 Let F ⊂ K[x] be a polynomial set. Then a finite number
of triangular systems (T1,U1), . . . , (Tr,Ur) are called a decomposition of F
into triangular systems if the zero relationship Z(F) = ∪ri=1 Z(Ti/Ui) holds.
As shown in Definitions 2.3, 2.4, and 2.5, triangular systems are general-
ization of triangular sets. For a triangular system (T ,U), T is a triangular
set which represents the equations T = 0 while U is a polynomial set which
represents the inequations U 6= 0.
In general, the process of computing a decomposition of a polynomial set
into triangular sets or triangular systems is called triangular decomposition.
There exist many algorithms for decomposing polynomial sets into trian-
gular sets or systems with different properties. One of the main strategies
for designing such algorithms for triangular decomposition is to carry out
reduction on polynomials containing the largest (unprocessed) variable until
there is only one such polynomial with producing new polynomials whose
leading variables are strictly smaller than the currently processed variable.
For any polynomial set P ⊂ K[x] and an integer i (1 ≤ i ≤ n), we denote
P(i) := {P ∈ P : lv(P ) = xi}. The smallest integer i (1 ≤ i ≤ n) such that
#(P(j)) = 0 or 1 for each j = i+1, . . . , n is called the level of P and denoted
by level(P). For two polynomial sets P and Q in K[x], P is said to be of
lower rank than Q if either level(P) < level(Q) or level(P) = level(Q) but
the minimal degree in xk of polynomials in P(k) is strictly smaller than that
in Q(k), where k = level(P) = level(Q).
Let F be a polynomial set in K[x] and Φ be a set of polynomial sets,
initialized with {F}. Then an algorithm A for computing triangular decom-
position of F is said to be in top-down style if for each polynomial set P ∈ Φ
with level(P) = k, the algorithm A computes one polynomial set P ′ such
that #(P ′(k)) = 1 and P ′(i) = P(i) for i = k + 1, . . . , n and finitely many
Q1, . . . ,Qs which are all of lower ranks than P and are put into Φ for later
computation with A such that Z(P) = Z(P ′) ∪ Z(Q1) ∪ · · · ∪ Z(Qs).
Remark 2.1 As mentioned in the introduction, algorithms for triangular
decomposition in top-down style are polynomial generalization of Gaussian
elimination for transforming a non-singular matrix into echelon form. The
requirements on Q1, . . . , Qs above to have lower ranks than P guarantee
termination of the algorithm A.
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3 Chordality of polynomial sets in general trian-
gular decomposition in top-down style
In this section, the graph structures of polynomial sets in an arbitrary algo-
rithm for triangular decomposition in top-down style are studied when the
input polynomial set is chordal. We start this section with the connections
between the associated graphs of a triangular set reduced from a chordal
polynomial set and the chordal associated graph of the input polynomial
set.
Proposition 3.1 Let P ⊂ K[x] be a chordal polynomial set with x1 < · · · <
xn as one perfect elimination ordering, and for i = 1, . . . , n, let Ti ∈ K[x] be
a polynomial such that lv(Ti) = xi and supp(Ti) ⊂ supp(P(i)) (Ti is set null
if P(i) = ∅). Then T = [T1, . . . , Tn] is a triangular set, and G(T ) ⊂ G(P).
In particular, if supp(Ti) = supp(P(i)) for i = 1, . . . , n, then G(T ) = G(P).
Proof It is straightforward that T is a triangular set with lv(Ti) = xi if
P(i) 6= ∅ for i = 1, . . . , n.
For any edge (xi, xj) ∈ G(T ), there exists an integer k (i, j ≤ k ≤ n) such
that xi, xj ∈ supp(Tk). Then xi, xj ∈ supp(P(k)), and thus (xi, xk) ∈ G(P)
and (xj , xk) ∈ G(P). Since G(P) is chordal with x1 < . . . < xn as a perfect
elimination ordering and xi < xk, xj < xk, we know that (xi, xj) ∈ G(P)
by Definition 2.1. This proves the inclusion G(T ) ⊂ G(P).
In particular, when supp(Ti) = supp(P(i)) for i = 1, . . . , n, next we
show the inclusion G(T ) ⊃ G(P), which implies the equality G(T ) = G(P).
For any (xi, xj) ∈ G(P), there exists an integer k and a polynomial P
such that xi, xj ∈ supp(P ) with P ∈ P(k). Since supp(P ) ⊆ supp(Tk),
xi, xj ∈ supp(Tk), and thus (xi, xj) ∈ G(T ). 
Example 3.1 Proposition 3.1 does not necessarily hold in general if the
polynomial set P is not chordal. Consider the same Q as in Example 2.1
whose associated graph G(Q) is not chordal. Let
T = [x2 + x1, x3 + x1,−x2x4 + x3, x5 + x2].
Then one can check that for i = 2, . . . , 5, supp(T (i)) = supp(Q(i)), but the
associated graph G(T ), as shown in Figure 2, is not a subgraph of G(Q).
Proposition 3.1 above relates the associated graph of a triangular set
and that of a chordal polynomial set when their variables satisfy certain
conditions. The following theorem is for relating the associated graph of a
chordal polynomial set before and after one kind of commonly used reduction
in triangular decomposition.
Theorem 3.2 Let P ⊂ K[x] be a chordal polynomial set such that P(n) 6= ∅
and x1 < . . . < xn is one perfect elimination ordering. Let T ∈ K[x] be a
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Figure 2: The associated graph G(T ) in Example 3.1
polynomial such that lv(T ) = xn and supp(T ) ⊂ supp(P(n)), and R ⊂ K[x]
be a polynomial set such that supp(R) ⊂ supp(P(n)) \ {xn}. Then for the
polynomial set P˜ = {P˜(1), . . . , P˜(n−1), T}, where P˜(k) = P(k) ∪R(k) for k =
1, . . . , n−1, we have G(P˜) ⊂ G(P). In particular, if supp(T ) = supp(P(n)),
then G(P˜) = G(P).
Proof To prove the inclusion G(P˜) ⊂ G(P), it suffices to show that for
each edge (xi, xj) ∈ G(P˜), we have (xi, xj) ∈ G(P). For an arbitrary edge
(xi, xj) ∈ G(P˜), there exists a polynomial P ∈ P˜ and an integer k (i, j ≤
k ≤ n) such that xi, xj ∈ supp(P ) and P ∈ P˜(k).
If k = n, then xi, xj ∈ supp(T ), and by supp(T ) ⊂ supp(P(n)) we have
xi, xj ∈ supp(P(n)). This implies that (xi, xn), (xj , xn) ∈ G(P(n)) ⊂ G(P)
and by the chordality of G(P) we have (xi, xj) ∈ G(P).
Else if k < n, then by P˜(k) = P(k) ∪ R(k) there are two cases for P
accordingly. When P ∈ P(k) ⊂ P, clearly (xi, xj) ∈ G(P); when P ∈ R(k),
we have xi, xj ∈ supp(R(k)) ⊂ supp(P(n)), and thus (xi, xn), (xj , xn) ∈
G(P(n)) ⊂ G(P), and the chordality G(P) implies (xi, xj) ∈ G(P).
In particular, if supp(T ) = supp(P(n)), then by G(P(k)) ⊂ G(P˜(k)) for
k = 1, . . . , n − 1 and G(P(n)) ⊂ G(T ), we have G(P) ⊂ G(P˜). This proves
the equality G(P˜) = G(P). 
Example 3.2 Let P be the chordal polynomial set as in Example 2.1. Then
P(5) = {x5 +x2, x5 +x3 +x2}. If we take T = x5 +x2, and R = {prem(x5 +
x3 + x2, x5 + x2)} = {x3}, then P˜ equals Q in Example 2.1, and G(P˜)
is a (strict) subgraph of G(P); If we take T = x5 + x3 + x2, and R =
{prem(x5 + x2, x5 + x3 + x2)} = {−x3}, then supp(T ) = supp(P(5)) and
thus G(P˜) = G(P).
Next we introduce some notations to formulate the reduction process
in Theorem 3.2. Denote the power set of a set S by 2S . For an integer
i (1 ≤ i ≤ n), let fi be a mapping
fi : 2
K[xi]\K[xi−1] → (K[xi] \K[xi−1])× 2K[xi−1]
P 7→ (T,R) (2)
7
such that supp(T ) ⊂ supp(P) and supp(R) ⊂ supp(P), where K[x0] is
understood as K. For a polynomial set P ⊂ K[x] and a fixed integer i (1 ≤
i ≤ n), suppose that (Ti,Ri) = fi(P(i)) for some fi as stated above. For
j = 1, . . . , n, define the polynomial set
redi(P(j)) :=

P(j), if j > i
{Ti}, if j = i
P(j) ∪R(j)i , if j < i
and redi(P) := ∪nj=1 redi(P(j)). In particular, write
redi(P) := redi(redi+1(· · · (redn(P)) · · · )) (3)
for simplicity.
Here redi(·) denotes the result of reduction with respect to xi and redi(·)
denotes the result of successive reduction with respect to xn, xn−1, . . . , xi.
Following the above terminologies, Theorem 3.2 can be reformulated as
G(redn(P)) ⊂ G(P), and the equality holds if supp(Tn) = supp(P(n)).
Proposition 3.3 Let P ⊂ K[x] be a chordal polynomial set with x1 <
· · · < xn as one perfect elimination ordering. For each i (1 ≤ i ≤ n),
suppose that (Ti,Ri) = fi(redi+1(P)(i)) for some fi as in (2) and supp(Ti) =
supp(redi+1(P)(i)), where redn+1(P) is understood as P. Then G(red1(P)) =
G(P).
Proof Repeated use of Theorem 3.2 implies
G(P) = G(redn(P)) = G(redn−1(P)) = · · · = G(red1(P)),
and the conclusion follows. 
Remark 3.1 Note that red1(P) forms a triangular set after reordering if
red1(P) does not contain any non-zero constant. Indeed, the reduction
process to compute this triangular set is commonly used in algorithms for
triangular decomposition in top-down style, and the mapping fi in (2) is
abstraction of specific reductions used in different kinds of algorithms for
triangular decomposition [20]. For example, one specific kind of such re-
duction is performed by using pseudo-divisions, and in this case R in (2)
consists of pseudo-remainders which do not contain xi.
Proposition 3.3 holds because after every reduction G(redi(P)) remains
the same as the chordal graph G(P), and thus the hypotheses of Theorem 3.2
remain satisfied. If we loosen the condition supp(Ti) = supp(redi+1(P)(i))
in Proposition 3.3 to supp(Ti) ⊂ supp(redi+1(P)(i)), then in general we will
not have
G(red1(P)) ⊂ · · · ⊂ G(redn−1(P)) ⊂ G(redn(P)) ⊂ G(P),
as shown by the following example (though the last inclusion always holds
because G(P) is chordal).
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Example 3.3 Let us continue with Example 3.2 with P and Q = red5(P),
where G(Q) ( G(P). Take
T4 = prem(x
3
4 + x3, x
2
4 + x2) = −x2x4 + x3,
R4 = {prem(x24 + x2,−x2x4 + x3)} = {x23 − x32},
then
Q′ := red4(P) = {x2 + x1, x3 + x1, x23 − x32, x3,−x2x4 + x3, x5 + x2}.
The associated graph G(Q′) is shown below. Note that G(Q′) 6⊂ G(Q) but
G(Q′) ⊂ G(P).
Figure 3: The associated graph G(Q′) in Example 3.3
Despite of this example where successive inclusions of the associated
graphs in the reduction chain does not hold, it can be proved that for each
i = n, . . . , 1, G(redi(P)) is a subgraph of the original graph G(P).
Lemma 3.4 Let P ⊂ K[x] be a chordal polynomial set with x1 < · · · <
xn as one perfect elimination ordering and redi(P) be defined in (3) for
i = n, . . . , 1. Then for each i = n, . . . , 1 and any two variables xp and
xq, if there exists an integer k such that xp, xq ∈ supp(redi(P)(k)), then
(xp, xq) ∈ G(P).
Proof We induce on the integer i. In the case i = n, from the proof of
Theorem 3.2 one can easily find that the proposition is true. Now suppose
that the proposition holds for i = j (< n), and next we prove that it also
holds for i = j − 1, namely for any xp and xq, if there exists k (≥ p, q) such
that xp, xq ∈ supp(redj−1(P)(k)), then (xp, xq) ∈ G(P).
First by redj−1(P) = redj−1(redj(P)) we know that there exists a poly-
nomial set R˜ such that
redj−1(P)(k) = redj(P)(k) ∪ R˜(k)
and supp(R˜) ⊂ supp(redj(P)(j−1)) \ {xj−1}.
(a) If R˜ = ∅, then xp, xq ∈ supp(redj(P)(k)), and by the induction
assumption we know that (xp, xq) ∈ G(P).
9
(b) If R˜ 6= ∅, then xk ∈ supp(R˜(k)) ⊂ supp(redj(P)(j−1)). Next we
consider the following three cases.
Case (1): xp, xq ∈ supp(redj(P)(k)): with the same argument as in (a)
we know that (xp, xq) ∈ G(P).
Case (2): xp, xq ∈ supp(R˜(k)) ⊂ supp(redj(P)(j−1)): by the induction
assumption we know that (xp, xq) ∈ G(P).
Case (3): xp ∈ supp(redj(P)(k)) and xq ∈ supp(R˜(k))⊂ supp(redj(P)(j−1)):
Since xp, xk ∈ supp(redj(P)(k)), by the induction assumption we have (xp, xk) ∈
G(P); since xq, xk ∈ supp(redj(P)(j−1)), by the induction assumption we
have (xq, xk) ∈ G(P). Then by the chordality of P, (xp, xk) ∈ G(P) and
(xq, xk) ∈ G(P) imply that (xp, xq) ∈ G(P).
This ends the proof of this proposition with induction on i. 
Theorem 3.5 Let P⊂K[x] be a chordal polynomial set with x1 < · · · < xn
as one perfect elimination ordering and redi(P) be defined in (3) for i =
n, . . . , 1. Then for each i = n, . . . , 1, G(redi(P)) ⊂ G(P).
Proof By the construction of redi(P), we know that all the vertexes of
G(redi(P)) are also vertexes of G(P). For each edge (xp, xq) ∈ G(redi(P)),
there exists an integer k (p, q ≤ k ≤ n) and a polynomial P such that
xp, xq ∈ supp(P ) and P ∈ redi(P)(k). Then by Lemma 3.4, we know that
(xp, xq) ∈ G(P), and thus G(redi(P)) ⊂ G(P). 
Corollary 3.6 Let P ⊂ K[x] be a chordal polynomial set with x1 < · · · <
xn as one perfect elimination ordering and redi(P) be defined in (3) for
i = n, . . . , 1. If T := red1(P) does not contain any nonzero constant, then
T forms a triangular set such that G(T ) ⊂ G(P).
Remark 3.2 Corollary 3.6 tells us that under the conditions that the input
polynomial set is chordal and the variable ordering is one perfect elimination
ordering, the associated graph of one specific triangular set computed in any
algorithm for triangular decomposition in top-down style is a subgraph of
the associated graph of the input polynomial set. In fact, this triangular
set is the “main branch” in the triangular decomposition in the sense that
other branches are obtained by adding additional constrains in the splitting
in the process of triangular decomposition.
Note that in the case when the input polynomial set P is not chordal,
a process of chordal completion can be carried out on G(P) to make it a
chordal graph (in the worst case this chordal completion results in a complete
graph which is trivially chordal). Then the conditions of Corollary 3.6 will
be satisfied after this chordal completion.
The chordality of any triangular sets other than the specific one above in
a triangular decomposition computed by an algorithm in top-down style is
dependent on the strategy how splitting occurs in the algorithm. Therefore
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in the next section we focus on Wang’s method, one specific algorithm for
triangular decomposition in top-down style, and prove that the associated
graphs of all the triangular sets computed by Wang’s method are subgraphs
of the associated graph of a chordal input polynomial set.
4 Chordality of polynomial sets computed byWang’s
method
A simply-structured algorithm was proposed by Wang for triangular de-
composition in top-down style in 1993 [27], which is referred to as Wang’s
method in the literatures (see. e.g., [3]). In this section the chordaility of
polynomial sets in the decomposition process of Wang’s method is studied.
4.1 Restatement of Wang’s method
For the self-containness of this paper, Wang’s method for triangular de-
composition is outlined in Algorithm 1 below. In this algorithm, the data
structure (P,Q, i) is used to represent two polynomial sets P and Q such
that #(P(j)) = 1 or 0 for j = i+1, . . . , n, and the subroutine pop(Φ) returns
an element in Φ and then remove it from Φ.
As shown in Algorithm 1, for each (P,Q, i) picked from Φ, if P is already
a triangular set (namely i = 0, which means #(P(j)) is either 0 or 1 for
j = 1, . . . , n and P contains no non-zero constant), then (P,Q) is included
in the output Ψ. Note that Q in Algorithm 1 is for collecting the inequations
ini(T ) 6= 0 for T in Line 8 of Algorithm 1 and it does not impose any influence
on the graph structures of the triangular sets computed by Wang’s method.
The decomposition process in Wang’s method (Algorithm 1) applied to
F can be viewed as a binary tree with its root as (F , ∅, n). The nodes of
this binary tree are all the tuples (P,Q, i) picked from Φ, and each node
(P,Q, i) has two children (P ′,Q′, i) and (P ′′,Q′′, i) where
P ′ := P \ P(i) ∪ {T} ∪ {prem(P, T ) : P ∈ P}, Q′ := Q∪ {ini(T )},
P ′′ := P \ {T} ∪ {ini(T ), tail(T )}, Q′′ := Q,
with T as a polynomial in P(i) with minimal degree in xi. In fact, the
left child node (P ′,Q′, i) corresponds to the case when ini(T ) 6= 0 and thus
reduction of P(i) are performed with respect to T ; while the right child node
(P ′′,Q′′, i) corresponds to the case ini(T ) = 0 and thus T is replaced by
ini(T ) and tail(T ) (since T = 0 and ini(T ) = 0 imply tail(T ) = 0).
The binary decomposition tree for Wang’s method and the splitting at
one node are illustrated in Figures 4 and 5 respectively.
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Algorithm 1: Wang’s method for triangular decomposition Ψ :=
TriDecWang(F)
Input: F , a polynomial set in K[x]
Output: Ψ, a set of finitely many triangular systems which form a
triangular decomposition of F
1 Φ := {(F , ∅, n)};
2 while Φ 6= ∅ do
3 (P,Q, i) := pop(Φ);
4 if i = 0 then
5 Ψ := Ψ ∪ {(P,Q)};
6 Break;
7 while #(P(i)) > 1 do
8 T := a polynomial in P(i) with minimal degree in xi;
9 Φ := Φ ∪ {(P \ {T} ∪ {ini(T ), tail(T )},Q, i)};
10 P := P(i) \ {T};
11 P := P \ P;
12 for P ∈ P(i) do
13 P := P ∪ {prem(P, T )};
14 Q := Q∪ {ini(T )};
15 Φ := Φ ∪ {(P,Q, i− 1)};
16 for (P,Q) ∈ Ψ do
17 if P contains a non-zero constant then
18 Ψ := Ψ \ {(P,Q)}
19 return Ψ
4.2 Chordality of polynomial sets in Wang’s method
With a chordal polynomial set as input for Wang’s method with respect
to a perfect elimination ordering, the relationships are first clarified in the
following propositions between the associated graphs of the polynomials in
the left nodes and the associated graph of the input polynomial set and
between the associated graphs of the polynomials in the right child nodes
and those of the polynomials in the parent node.
Proposition 4.1 Let F ⊂ K[x] be a chordal polynomial set with x1 <
· · · < xn as one perfect elimination ordering and (P,Q, i) be any node in
the binary decomposition tree for Wang’s method applied to F such that
G(P) ⊂ G(F), T be a polynomial in P with minimal degree in xi. Denote
P ′ = P \ P(i) ∪ {T} ∪ {prem(P, T ) : P ∈ P(i)}. Then G(P ′) ⊂ G(F).
Proof Clearly the vertexes of G(P ′) are also those of G(P) and thus those
12
Figure 4: Binary decomposition tree for Wang’s method
of G(F), and it suffices to prove that for any edge (xp, xq) ∈ G(P ′), we have
(xp, xq) ∈ G(F).
Denote R := {prem(P, T ) : P ∈ P(i)}. Then by definition supp(R(l)) ⊂
supp(P(i)) for any l = 1, . . . , i. Furthermore, the following relationships
hold: P ′(l) = P(l) ∪ R(l) for l = 1, . . . , i − 1 and P ′(i) = {T} ∪ R(i). For
any edge (xp, xq) ∈ G(P ′), there exist an integer k (p, q ≤ k ≤ i) and a
polynomial P ∈ P ′(k) such that xp, xq ∈ supp(P ).
In the case when k = i, we have (xp, xq) ∈ G(P ′(i)). Then xp, xq ∈
supp(T ) ∪ supp(R(i)) ⊂ supp(P(i)) and thus (xp, xi), (xq, xi) ∈ G(P(i)) ⊂
G(F). By the chordality of F , we have (xp, xq) ∈ G(F).
In the case when k < i, we have (xp, xq) ∈ G(P ′(k)) with P ′(k) =
P(k) ∪R(k). If P ∈ P(k), then it is obvious that (xp, xq) ∈ G(P(k)) ⊂ G(F);
otherwise if P ∈ R(k), then xp, xq ∈ supp(R(k)) ⊂ supp(P i) and thus
(xp, xi), (xq, xi) ∈ G(P) ⊂ G(F), then by the chordality of F , we have
(xp, xq) ∈ G(F). 
Proposition 4.2 Let (P,Q, i) be any node in the binary decomposition tree
for Wang’s method and T be a polynomial in P(i) with minimal degree in
xi. Denote P ′′ = P \ {T} ∪ {ini(T ), tail(T )}. Then G(P ′′) ⊂ G(P ). In
particular, if supp(tail(T )) = supp(T ), then G(P ′′) = G(P).
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Figure 5: Splitting at one node (P,Q, i) in the binary decomposition tree
Proof Since P ′′ is constructed by replacing T in P with ini(T ) and tail(T ),
we only need to study the differences between G(P) and G(P ′′) caused
by this replacement. First, by supp(ini(T )) ∪ supp(tail(T )) ⊂ supp(T ) we
have supp(P ′′) ⊂ supp(P). Second, for any edge (xp, xq) in G(ini(T )) or
in G(tail(T )), we have (xp, xq) ∈ G(T ), which means that all the edges of
G(P ′′) are also edges of G(P). Therefore, G(P ′′) ⊂ G(P).
In particular, if supp(tail(T )) = supp(T ), then supp(ini(T ))∪supp(tail(T )) =
supp(T ) and any edge (xp, xq) ∈ supp(T ) is also contained in G(tail(T )), and
thus G(P ′′) = G(P). 
Example 4.1 Let
P1 = [x1 + x2, x1 + x3, x2 + x3, x34 + x1, x3x24 + x3 + x4],
P2 = [x1 + x2, x1 + x3, x2 + x3, x34 + x1, x3x24 + x4].
Then G(P1) = G(P2) is shown in Figure 6 below (left). Let P ′′1 and P ′′2 be
constructed from P1 and P2 with respect to x4 respectively. Then x3x24 +
x3 + x4 and x3x
2
4 + x4 are chosen as T respectively and
P ′′1 = [x1 + x2, x1 + x3, x2 + x3, x3, x34 + x1, x3 + x4],
P ′′2 = [x1 + x2, x1 + x3, x2 + x3, x3, x34 + x1, x4].
One may check that G(P ′′1 ) = G(P1) while G(P ′′2 ) 6= G(P2), with G(P ′′2 )
shown in Figure 6 below (right).
Next we prove that with a chordal input polynomial set, all the polyno-
mials in the nodes of the decomposition tree of Wang’s method, and thus all
the computed triangular sets, have associated graphs which are subgraphs
of that of the input polynomial set.
Theorem 4.3 Let F ⊂ K[x] be a chordal polynomial set with x1 < · · · < xn
as one perfect elimination ordering and (P,Q, i) be any node in the binary
decomposition tree for Wang’s method applied to F . Then G(P) ⊂ G(F).
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Figure 6: The associated graphs G(P1) = G(P2) = G(P ′′1 ) (left) and G(P ′′2 )
(right) in Example 4.1
Proof We induce on the depth d of (P,Q, i) in the binary decomposition
tree. When d = 1, then (P,Q, i) is a child node of (F , ∅, n), and G(P) ⊂
G(F) by Proposition 4.1 if it is a left child node or by Proposition 4.2
otherwise. Now assume that the first polynomial in any node of depth d
in the decomposition tree has an associated graph which is a subgraph of
G(F). Let (P,Q, i) be of depth d + 1 and (P˜, Q˜, i) be its parent of depth
d in the decomposition. Then G(P) ⊂ G(F) by Proposition 4.1 if (P,Q, i)
is a left child node or G(P) ⊂ G(P˜) ⊂ G(F) by Proposition 4.2 otherwise.
This ends the inductive proof. 
Corollary 4.4 Let F ⊂ K[x] be a chordal polynomial set with x1 < · · · <
xn as one perfect elimination ordering and T1, . . . , Tr be the triangular sets
computed by Wang’s method applied to F . Then G(Ti) ⊂ G(F) for i =
1, . . . , r.
Proof Straightforward from Theorem 4.3 with the fact that each triangular
set Tj for some i (1 ≤ i ≤ r) is from a node (Ti,Qi, 0) in the decomposition
tree such that Ti contains no non-zero constant. 
4.3 An illustrative example
Here we illustrate the changes of chordality of polynomials computed in the
triangular decomposition via Wang’s method applied to
F = {x2 + x1 + 2, (x2 + 2)x3 + x1, (x3 + x2)x4 + x3 − 1, x4 + x2} (4)
in Q[x1, x2, x3, x4] for the variable ordering x1 < x2 < x3 < x4. The asso-
ciated graph G(F) is shown in Figure 7, and one can check that G(F) is
chordal with x1 < x2 < x3 < x4 as one perfect elimination ordering.
First T = (x3 + x2)x4 + x3 − 1 is chosen as the polynomial in F (4) with
minimal degree in x4, then a new polynomial set F ′ = {x2 + x1 + 2, (x2 +
2)x3 + x1, (x3 + x2), x3 − 1, x4 + x2}, which corresponds to the right child
node for the case ini(T ) = x3 + x2 = 0 in the binary decomposition tree, is
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Figure 7: The associated graph G(F) with F from (4)
added to Φ for further computation. Psuedo division of x4 +x2 over T with
respect to x4 is performed to result in
P = {x2 + x1 + 2, (x2 + 2)x3 + x1, (x2− 1)x3 + x22 + 1, (x3 + x2)x4 + x3− 1},
and thus the left child node is (P, {x3 + x2}, 3) in the binary tree.
Next T ′ = ((x2 + 2)x3 + x1) is chosen as the polynomial in P(3) with
minimal degree in x3, then a new polynomial set F ′′ = {x1, x2 +x1 + 2, x2 +
2, (x2 − 1)x3 + x22 + 1, (x3 + x2)x4 + x3 − 1} is added to Φ, and the pseudo
division of (x2 − 1)x3 + x22 + 1 over (x2 + 2)x3 + x1 results in
P ′ = {x2+x1+2, x32+2x22−(x1−1)x2+x1+2, (x2+2)x3+x1, (x3+x2)x4+x3−1}
and the left node is (P ′, {xx + x2, x2 + 2}, 2).
At this step T ′′ = x2 + x1 + 2 is chosen as the polynomial in P ′(2) with
minimal degree in x2, then no polynomial set is added to Φ since ini(T
′′) = 1
and the pseudo-division of x32+2x
2
2−(x1−1)x2+x1+2 over T ′′ with respect
to x2 results in the first triangular set
T1 = [−x31+x21+14x1+16, x2+x1+2, (x2+2)x3+x1, (x3+x2)x4+x3−1]. (5)
With similar treatments on F ′ and F ′′ in Φ, the other two triangular sets
T2 = [x1 + 1, x2 + 1, x3 − 1, x4 + x2],
T3 = [x1, x2 + 2, (x2 − 1)x3 + x22 + 1, (x3 + x2)x4 + x3 − 1]
(6)
are computed.
The associated graphs of all these three computed triangular sets are
shown in Figure 8. One can find that the associated graphs G(F) and
G(T1) are the same, while G(T2) and G(T3) are strict subgraphs of G(F).
5 Further remarks on the applications of graphs
structures of polynomial sets
5.1 Variable sparsity of polynomial sets
When referring to a polynomial set F ⊂ K[x] to be sparse, one usually means
that the percentage of terms effectively appearing in F in all the possible
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Figure 8: The associated graphs G(T1) (left), G(T2) (middle), and G(T3)
(right) with T1 from (5) and T2, T3 from (6)
terms in the variables x1, . . . , xn up to a certain degree is low. This kind of
sparsity for polynomial sets is convenient for the computation of Gro¨bner
bases which is essentially based on reduction with respect to terms. In fact,
efficient algorithms for computing Gro¨bner bases for sparse polynomial sets
defined in this way have been proposed, implemented, and analyzed [15].
Instead of terms of polynomials, triangular sets focus on the variables
of polynomials. As exploited in [10], sparsity of the polynomial sets with
respect to their variables are partially reflected in their associated graphs. To
make it precise, let G(F) = (V,E) be the associated graph of a polynomial
set F = {F1, . . . , Fr} ⊂ K[x]. Then the variable sparsity sv(F) of F can be
defined as
sv(F) = |E|/
(
2
|V |
)
,
where the denominator is the number of edges of a complete graph composed
of |V | vertexes.
Furthermore, the associated graph G(F) can be extended to a weighted
one Gw(F) by associating the number #{F ∈ F : xi, xj ∈ supp(F )} to each
edge (xi, xj) of G(F). Let Gw(F) = (V,E), with the weight we for each
e ∈ E, be the weighted associated graph of F . Then the weighted variable
sparsity swv (F) of F can be defined as
swv (F) =
∑
e∈E we
r · ( 2|V |) ,
where r is the number of polynomials in F .
5.2 Complexity analysis for triangular decomposition in top-
down style
In general, due to the complicated behaviors in the decomposition process,
the complexity of triangular decomposition is not as clearly known as that
of computation of Gro¨bner bases [26, 24, 19, 4, 5, 14].
For a graph G, another graph G′ is called a chordal completion if G′
is chordal with G as its subgraph. The treewidth of a graph G is defined
17
to be the minimum of the sizes of the largest cliques in all the possible
chordal completions of G. It has been shown that many NP-complete prob-
lems related to graphs can be solved efficiently if the graphs have bounded
treewidth [1].
As shown by Theorem 4.3, when the input polynomial set is chordal,
the associated graphs of all the polynomials in the decomposition process of
Wang’s method are subgraphs of the chordal associated graph of the input
polynomial set. In other words, the input chordal associated graph imposes
some kind of upper bound for all the polynomials in the decomposition
process. Furthermore, the complexity of computing Gro¨bner bases has been
analyzed for polynomial systems by using the treewidth of their associated
graphs [9]. These comments lead to the hope of refined complexity analysis
of triangular decomposition in top-down style, especially on Wang’s method,
from the viewpoint of chordal graphs and their treewidth.
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