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Abstract
Linear differential algebraic groups (LDAGs) appear as Galois groups of systems of linear differential
and difference equations with parameters. These groups measure differential-algebraic dependencies among
solutions of the equations. LDAGs are now also used in factoring partial differential operators. In this paper,
we study Zariski closures of LDAGs. In particular, we give a Tannakian characterization of algebraic groups
that are Zariski closures of a given LDAG. Moreover, we show that the Zariski closures that correspond
to representations of minimal dimension of a reductive LDAG are all isomorphic. In addition, we give a
Tannakian description of simple LDAGs. This substantially extends the classical results of P. Cassidy and,
we hope, will have an impact on developing algorithms that compute differential Galois groups of the above
equations and factoring partial differential operators.
© 2011 Elsevier Inc. All rights reserved.
MSC: primary 12H05, 13N10; secondary 20G05
Keywords: Differential algebraic group; Zariski closure; Differential Tannakian category
* Corresponding author.
E-mail addresses: an.minchenko@gmail.com (A. Minchenko), aiovchin@gmail.com (A. Ovchinnikov).
1 This author was supported by the NSF Grant DMS-0901570.
2 The former address is Cornell University, Department of Mathematics, Ithaca, NY 14853-4201, USA.
3 This author was supported by the grants: NSF CCF-0901175, 0964875, and 0952591 and PSC-CUNY 60001-40 41.0001-8708/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.aim.2011.03.002
1196 A. Minchenko, A. Ovchinnikov / Advances in Mathematics 227 (2011) 1195–12241. Introduction
In this paper, we continue developing a Tannakian approach to the representation theory of
linear differential algebraic groups (LDAGs) over differential fields with several commuting
derivations started in [25,27]. We combine it with the classical approach to these groups initiated
by Cassidy in [6,7]. A noncommutative LDAG is called simple if it has no connected normal
differential algebraic subgroups [9,5]. A LDAG is called reductive if its differential unipotent
radical is trivial [8,23].
Our main result is a characterization of reductive LDAGs in terms of Zariski closures using
Cassidy’s results [9] on simple LDAGs. We show that a LDAG G is reductive if and only if
its Zariski closure in a faithful representation of G of minimal dimension is a reductive linear
algebraic group (see Theorem 4.7). This gives a complete Tannakian description of the category
of differential representations of a reductive LDAG (see Corollary 4.8).
In general, the Zariski closure of a LDAG G does depend on the embedding of G into GL(V ).
Moreover, if G is reductive, its Zariski closure does not have to be so (see Examples 3.4 and 3.17).
As an application of our results for reductive LDAGs we give a Tannakian characterization of
simple LDAGs (see Theorems 4.10 and 4.11). This should have applications to factoring partial
differential operators in the sense of [11].
In order to show the uniqueness result, we use the Tannakian approach and, in particular,
show that if one takes a generator X of a neutral differential Tannakian category [27,26,19], then
the neutral Tannakian category [30,13] generated by X is the category of representations of the
Zariski closure of the LDAG that corresponds to X (see Theorem 3.2). In general, the category
of representations of a reductive LDAG is not semisimple. This is one of the main difficulties of
the theory. Using the results of [25], we show that it is semisimple if and only if the group is not
only reductive, but is also conjugate to a group of matrices with entries that are constant under
our derivations (see Theorem 3.14).
LDAGs appear as Galois groups of systems of linear differential and difference equations with
parameters [10,18,17,15]. These groups measure differential–algebraic dependencies among so-
lutions of the equations. At present, we do not have an algorithm that computes this Galois group.
However, solving such an important problem becomes more feasible with the results we present
in this paper. Indeed, a usual algorithm that computes the Galois group of a linear differential
equation (without parameters) generally operates with a list of groups that can possibly occur
and step-by-step eliminates the choices (see, for example, [22,31–33,40,38,39]).
Hence, by eliminating non-simple and non-reductive LDAGs our result will contribute to such
a step in a future algorithm that computes the Galois group of a linear differential and difference
equation with parameters. For second order differential equations, this might be combined with
the results on differential algebraic subgroups and differential representations of SL2 [34,24].
Also, algebraically finite-dimensional LDAGs have been studied in [3,4]. Their further connec-
tions with the generalized differential Galois theory appeared in [28,29].
The rest of the paper is organized as follows. Section 2 gives formal definitions and properties
of linear differential algebraic groups including prolongations of representations. In Sections 3.3
and 3.4, we introduce unipotent LDAGs (Definition 3.6 and Lemma 3.5), show existence of dif-
ferential unipotent radicals, and characterize semisimple categories of representation of LDAGs.
In Section 4, we show our main result: the uniqueness of Zariski closures in faithful represen-
tations of minimal dimension for reductive LDAGs and the application to describing all simple
LDAGs in Tannakian terms. Section 5 contains the differential Chevalley theorem on realizing
any LDAG as a stabilizer of a line defined over the field of definition of the group. This result is
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but is also used directly in [15].
2. Basic definitions
A -ring R, where  = {∂1, . . . , ∂m}, is a commutative associative ring with the unit and
commuting derivations ∂i :R →R such that
∂i(a + b)= ∂i(a)+ ∂i(b), ∂i(ab)= ∂i(a)b + a∂i(b)
for all a, b ∈ R and i, 1 i m. If k is a field and a -ring then k is called a -field. We restrict
ourselves to the case of
char k = 0.
For example, Q is a -field with the unique possible derivation (which is the zero one). The field
C(t) is also a -field with ∂(t)= f , and this f can be any element of C(t). Let
Θ = {∂i11 · . . . · ∂imm ∣∣ ij ∈ Z0}.
The action of  on -ring R induces an action of Θ on R.
Let R be a -ring. If B is an R-algebra, then B is a -R-algebra if the action of  on B
extends the action of  on R. Let Y = {y1, . . . , yn} be a set of variables. We differentiate them:
ΘY := {θyj | θ ∈ Θ, 1 j  n}.
The ring of differential polynomials R{Y } in the differential indeterminates Y over a -ring
R is the ring of commutative polynomials R[ΘY ] in infinitely many algebraically independent
variables ΘY with derivations  that extend the -action on R as follows:
∂i(θyj ) := (∂iθ)yj
for all 1 i m and 1 j  n. An ideal I in a ∂-ring R is called differential if it is stable under
the action of ∂ , that is,
∂i(a) ∈ I for all a ∈ I, 1 i m.
We shall recall some definitions and results from differential algebra (see for more detailed
information [6,21]) leading up to the “classical definition” of a linear differential algebraic group.
Let U be a differentially closed field containing k (see [10, Definition 3.2] and the references
given there). Let also C ⊂ U be its subfield of constants,4 that is,
C =
⋂
1im
ker ∂i .
4 One can show that the field C is algebraically closed.
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over k is the set of common zeroes of a system of differential algebraic equations with coeffi-
cients in k, that is, for f1, . . . , fk ∈ k{Y } we define
W(K) = {a ∈Kn ∣∣ f1(a)= · · · = fk(a)= 0}.
There is a bijective correspondence between Kolchin closed subsets W of U n defined over
k and radical differential ideals I(W) ⊂ k{y1, . . . , yn} generated by the differential polynomials
f1, . . . , fk that define W . In fact, the ∂-ring k{Y } is Ritt–Noetherian, meaning that every radical
differential ideal is the radical of a finitely generated differential ideal, by the Ritt–Raudenbush
basis theorem. Given a Kolchin closed subset W of U n defined over k, we let the coordinate
ring k{W } be:
k{W } = k{y1, . . . , yn}/I(W).
A differential polynomial map ϕ : W1 → W2 between Kolchin closed subsets of U n, defined
over k, is given in coordinates by differential polynomials in k{W1}. Moreover, to give
ϕ :W1 →W2
is equivalent to defining
ϕ∗ : k{W2} → k{W1}.
Definition 2.2. (See [6, Chapter II, Section 1, p. 905].) A linear differential algebraic group is
a Kolchin closed subgroup G of GLn(U ), that is, an intersection of a Kolchin closed subset of
U n
2
with GLn(U ), which is closed under the group operations.
As mentioned in the introduction, we will also use the abbreviation LAG (respectively, LDAG)
for linear algebraic group (respectively, linear differential algebraic group). Note that it follows
from [41, Theorem 4.3] that the Zariski closure of a LDAG G ⊂ GLn(U ) is a linear algebraic
group. Here, we identify GLn(U ) with a Zariski closed subset of U n
2+1 given by
{
(A,a)
∣∣ (det(A)) · a − 1 = 0}.
If X is an invertible n×n matrix, we can identify it with the pair (X,1/det(X)). Hence, we may
represent the coordinate ring of GLn(U ) as
k
{
X,1
/
det(X)
}
.
Denote GL1 simply by Gm. Its coordinate ring is k{y,1/y}, where y is a differential indetermi-
nate. The LDAG with coordinate ring k{y} and the usual group structure is denoted by Ga.
For a group
G⊂ GLn(U ),
we denote its the Zariski closure in GLn(U ) by G. Then, G is a linear algebraic group over U .
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ρ :G→ GL(V )
is called a differential representation of G, where V is a finite-dimensional vector space over k.
Such a space is called a G-module. As usual, morphisms between G-modules are k-linear maps
that are G-equivariant. The category of differential representations of G is denoted by RepG.
By [6, Proposition 7], ρ(G) ⊂ GL(V ) is a differential algebraic subgroup. Moreover, by [6,
Proposition 8], if ρ is faithful and G⊂ GL(W), then there exists a representation
ρ−1 : ρ(G)→ GL(W)
such that ρ ◦ ρ−1 = ρ−1 ◦ ρ = id.
Given a representation ρ of a LDAG G, one can define its prolongations
Fi(ρ) :G → GL(FiV )
with respect to ∂i , 1 i m, as follows [25, Definition 4 and Theorem 1]: let
Fi(V )= k
(
(k ⊕ k∂i)k ⊗k V
)
as vector spaces. Here, k ⊕ k∂i is considered as the right k-module:
∂i · a = ∂i(a)+ a∂i
for all a ∈ k. Then the action of G is given by Fi(ρ) as follows:
Fi(ρ)(g)(1 ⊗ v) := 1 ⊗ ρ(g)(v), Fi(ρ)(g)(∂i ⊗ v) := ∂i ⊗ ρ(g)(v)
for all g ∈ G and v ∈ V . In the language of matrices, if Ag ∈ GL(V ) corresponds to the action
of g ∈ G on V , then the matrix (
Ag ∂iAg
0 Ag
)
corresponds to the action of g on Fi(V ). The above induces an exact sequence of differential
representations of G (see [27, Definition 1] and [19, Section 5]):
0 V
ιV,i
Fi(V )
πV,i
V 0 (1)
with
ιV ,i(v)= 1 ⊗ v, πV,i(1 ⊗ v)= 0, πV,i(∂i ⊗ v)= v, v ∈ V.
Moreover, for 1 i, j m we have G-isomorphisms
Si,j : Fi
(
Fj (V )
) ∼−→ Fj (Fi(V )) (2)
1200 A. Minchenko, A. Ovchinnikov / Advances in Mathematics 227 (2011) 1195–1224given by
1 ⊗ 1 ⊗ v → 1 ⊗ 1 ⊗ v, ∂i ⊗ 1 ⊗ v → 1 ⊗ ∂i ⊗ v,
∂i ⊗ ∂j ⊗ v → ∂j ⊗ ∂i ⊗ v, 1 ⊗ ∂j ⊗ v → ∂j ⊗ 1 ⊗ v,
where v ∈ V . Further prolongations
F
p
i (ρ) :G→ GL
(
F
p
i (V )
)
are given by iterating the construction, and further results on this approach are contained in [25,
16]. Moreover, [16] develops differential Tannakian categories in a more general setting: when
∂1, . . . , ∂m do not necessarily commute, by rather operating with finite-dimensional Lie algebras
of derivations without choosing bases.
Remark 2.4. There is also a Grothendieck-style approach to linear differential algebraic groups
and their representations via representative functors, differential Hopf algebras, their comodules,
and prolongation functors. This approach does not use differentially closed fields [25,27]. For
convenience, we will use both languages interchangeably in what follows.
3. Tannakian results and definitions
As we noted in the introduction, our plan is first to give a Tannakian characterization of Zariski
closures of LDAGs and then use it for our main result.
3.1. Zariski closures of LDAGs and differential Tannakian categories
The following definition is taken from [27, Definition 2] (where they were first introduced)
with a slight modification and generalization to the case of several commuting derivations re-
flected in isomorphisms (4) (see also [16]).
Definition 3.1. A neutral differential Tannakian category over a differential field (k, =
{∂1, . . . , ∂m}) is a rigid tensor abelian category C with EndC (1) = k, where 1 is the unit ob-
ject in C , supplied with the following data:
• functors FC ,i : C → C , 1 i m, with exact sequences of functors
0 idC
ιi FC ,i
πi idC 0,
that is, a functorial exact sequence
0 X
ιX,i
FC ,i (X)
πX,i
X 0 (3)
for any object X in C , such that the differential structure induced by all the FC ,i ’s on k
coincides with the given  (see [26, Lemma 7] and [19, Section 5.2.2])
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Si,j : FC ,i
(
FC ,j (X)
) ∼−→ FC ,j (FC ,i (X)) (4)
for all 1 i, j m and X ∈ Ob(C );
• functorial morphisms
TX,Y,i : FC ,i (X ⊗ Y) → FC ,i (X)⊗ FC ,i (Y ) (5)
for all objects X and Y in C and 1 i m;
• an exact tensor k-linear functor ω : C → Vectk with functorial isomorphisms of k-vector
spaces
ΓX,i : ω
(
FC ,i (X)
) ∼−→ Fi(ω(X))
for any object X in C , such that Γ sends exact sequences of type (3) to exact sequences of
type (1), isomorphisms of type (4) to isomorphisms of type (2), and morphisms of type (5)
to the morphisms of the following type:
TU,V,i : Fi(U ⊗k V )→ Fi(U)⊗k Fi(V )
given by the formula
1 ⊗ (u⊗ v) → (1 ⊗ u)⊗ (1 ⊗ v),
∂i ⊗ (u⊗ v) → (∂i ⊗ u)⊗ (1 ⊗ v)+ (1 ⊗ u)⊗ (∂i ⊗ v),
for all u ∈U , v ∈ V , and 1 i m. Such a functor ω is called a differential fibre functor.
For a differential fibre functor ω : C → Vectk, we denote the differential tensor and tensor
automorphisms of the functor by
Aut,⊗(ω) and Aut⊗(ω),
respectively [25, Definition 8] (generalized to several commuting derivations, [16]) and [13,
pp. 128–129]. It is shown in [27, Theorem 2] (together with isomorphisms (4) that show that in
the recovered differential structure the derivations in  commute) that every neutral differential
Tannakian category (C ,ω) is equivalent to the category of representations of a (pro-)LDAG G.
In this case, viewed as representable functors,
G∼= Aut,⊗(ω).
Similarly to [13, Proposition 2.20(b)], it follows that G is a LDAG if and only if the category C
has one differential abelian tensor generator X ∈ Ob(C ). That is, C is the smallest subcategory in
itself containing X and closed under FC ,i , 1 i m, ⊗, ⊕, and taking duals and subquotients.
In this case, similarly to the proof of [13, Proposition 2.20(b)], under the above equivalence, X
is a faithful representation of the LDAG G (see also [25, Proposition 2]).
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tensor generator X. Then, there is a natural embedding of
G := Aut,⊗(ω)
into
HX := Aut⊗(ω|D)
so that G is Zariski dense in HX , where D is the rigid abelian tensor category generated by the
object X.
Proof. Let K be a –k-algebra and λ ∈ G(K). Since λ is uniquely determined by its action
on X (see [26, formula (36)]), the restriction map
R :G → Aut(X)⊗K, λ → λX
is injective. Similarly, λX extends uniquely to a tensor automorphism of ω|D(K). This gives an
embedding
G→HX
functorial in X. By Tannaka’s theorem (see [30, Theorem 1], [13, Theorem 2.11], [36, Theo-
rem 2.5.3]),
D = RepHX (6)
and HX is a linear algebraic group with its faithful representation ρ into GL(ω(X)). Let NX be
the Zariski closure of G in
ρ(HX)⊂ GL
(
ω(X)
)
.
If
NX  ρ(HX),
by Chevalley’s theorem [2, Theorem 5.1, Chapter II], there would be an NX-invariant line
L⊂ ω(Y ), Y ∈ Ob(D),
that was not HX invariant. Hence, the line L is also G-invariant and, therefore, corresponds to
an object in D . This contradicts (6). 
Note that, starting with a different X, one can get different linear algebraic groups HX in
which G is Zariski dense (see Example 3.4). It is a question how to define a canonical HX . If one
asks X to be of the smallest possible dimension, are different H ’s coming out of this isomorphic?
The answer is ‘Yes’, and this will be resolved in Section 4.
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Recall that a representation is called completely reducible if it is isomorphic to a direct sum
of irreducible representations, that is, of representations with no non-zero proper subrepresenta-
tions.
Theorem 3.3. Let G ⊂ GL(W) be a LDAG. Then any completely reducible representation
ρ :G→ GL(V )
extends to an algebraic representation ρ¯ of G. Moreover, if ρ is faithful and G is reductive, then
ρ¯ is faithful.
Proof. By Theorem 3.2, the Zariski closure G is given by the rigid abelian tensor category DW
generated by W . Let
ρ =
p⊕
j=1
ρj , ρj :G → GL(Vj ), 1 j  p,
be the irreducible decomposition. We will show that the G-module Vj belongs to Ob(DW), 1
j  p. This will imply the required result.
By [25, Proposition 2], the G-module Vj is a subquotient of several copies of
F
i1
1 (W)⊗ . . .⊗ F iV,mm (W)⊗
(
W ∗
)⊗jV .
Among all such presentations of Vj choose one with the smallest maximal prolongation expo-
nent. Denote this integer by h. So, suppose we have Fhi (W) for some i, 1  i  m, present in
a representation of Vj of the smallest maximal order and h  1. We may also assume that the
degree of Fhi (W) with respect to ⊗ in this expression is the smallest possible.
Then, Vi can be viewed as the quotient U/S for some G-modules
S ⊂U ⊂ Fhi (W)⊗W ′ ⊕W ′′,
where W ′′ is free of Fhi (W). Recall the short exact sequence of G-modules:
0 Fh−1i (W)
ι
F
h−1
i
(W),i
F hi (W)
π
F
h−1
i
(W),i
F h−1i (W) 0.
Denote the morphisms of representations
(ι
Fh−1i (W),i
⊗ idW ′)⊕ idW ′′ : Fh−1i (W)⊗W ′ ⊕W ′′ → Fhi (W)⊗W ′ ⊕W ′′
and
(π h−1 ⊗ idW ′)⊕ idW ′′ : Fhi (W)⊗W ′ ⊕W ′′ → Fh−1(W)⊗W ′ ⊕W ′′Fi (W),i i
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ι
(
Fh−1i (W)⊗W ′ ⊕W ′′
)
by Wh−1. Since U/S is irreducible, π(U)/π(S) is either {0} or isomorphic to U/S. The lat-
ter contradicts to the minimality of our choice of a “prolongation-tensor” presentation of U/S.
Hence,
π(U)= π(S).
This implies that
U/S =U ∩Wh−1/S ∩Wh−1.
Therefore,
U/S ∼=U ′/S′ with S′ ⊂U ′ ⊂ Fh−1i (W)⊗W ′ ⊕W ′′
contradicting the minimality again. Thus, h = 0 and the G-module Vj belongs to Ob(DW).
Therefore, the representation ρ extends to a representation ρ of G.
Suppose now that G is a reductive linear algebraic group and the representation ρ is faithful.
By [25, Proposition 2], the G-module W is an object in the differential Tannakian category
generated by the G-module V . Since G is reductive, the G-module W is completely reducible
by [35, Chapter 2]. Hence, W is completely reducible as a G-module, since every G-submodule
of W is a G-submodule of W .
Therefore, by the first part of the proof, the faithful G-module W belongs to the Tannakian
category generated by V . Hence, by [41, Theorem 3.5], the category RepG is generated as a
Tannakian category by the G-module V . Thus, by [13, Proposition 2.20], the G-module V is
faithful. 
Example 3.4. Consider the following faithful differential representation of Gm over (U , ∂),
which is a reductive LDAG (see Section 3.4):
ρ : Gm → GL2(U ), g →
(
g ∂g
0 g
)
, g ∈ U ∗.
One can show that the Zariski closure
Hρ := ρ(Gm)=
{(
a b
0 a
) ∣∣∣ a ∈ U ∗, b ∈ U }∼= Gm × Ga,
which is not a reductive linear algebraic group. The representation
ρ1 : ρ(Gm)→ GL1(U ),
(
g ∂g
0 g
)
→ (g), g ∈ U ∗,
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ρ1 :Hρ → GL1(U ),
(
a b
0 a
)
→ (a), a ∈ U ∗, b ∈ U
is not faithful. Also note that ρ1(ρ(Gm)) ∼= Gm and Hρ ∼= Gm × Ga are not isomorphic as
linear algebraic groups. However, they are Zariski closures of the LDAG Gm in its two faithful
differential representations.
3.3. Unipotent linear differential algebraic groups
We recall now a few basic facts about unipotent LDAGs.
Lemma 3.5. (See [8, Theorem 2].) Let G be a LDAG. The following statements are equivalent:
1. G is conjugate to a differential algebraic subgroup of the special triangular group STn.
2. G contains no element of finite order greater than 1.
3. G has a descending normal sequence (each subgroup is normal in its predecessor) of differ-
ential algebraic groups
G=G0 ⊃G1 ⊃ · · · ⊃GN = {e}
with Gi/Gi+1 isomorphic to a differential algebraic subgroup of Ga.
Definition 3.6. Such G is called a unipotent LDAG.
Remark 3.7. By Lemma 3.5(2), the image a unipotent LDAG under an injective homomorphism
is a unipotent LDAG. Therefore, the property of a LDAG G being unipotent does not depend on
the embedding of G into GLn.
Lemma 3.8. (See [41, Theorem 4.3(b)].) Let G be a differential algebraic subgroup of GLn and
let H be a normal differential algebraic subgroup of G. Then, the Zariski closure H of H is a
normal algebraic subgroup of the Zariski closure G of G.
The proofs of the following two statements were provided to the authors by Phyllis Cassidy.
Lemma 3.9. The Zariski closure of a unipotent differential algebraic subgroup of GLn is a
unipotent algebraic group.
Proof. Let G be a unipotent differential algebraic group. There exists g ∈ GLn such that
gGg−1 ⊂ STn.
Let G be the Zariski closure of G. Since the conjugation by g extends to G, the linear algebraic
group gGg−1 is a subgroup of STn. Thus, G is unipotent. 
Theorem 3.10. A LDAG G contains a maximal normal unipotent differential algebraic subgroup
Ru(G).
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tent algebraic subgroup of G.5 Let
K =Ru(G)∩G.
Then, K is a normal unipotent differential algebraic subgroup of G. Let H be a normal unipotent
differential algebraic subgroup of G. By Lemma 3.8, H is normal in G. Since H is unipotent,
H ⊂Ru(G), and
H ⊂Ru(G)∩G =K.
Thus, K is the maximal normal unipotent differential algebraic subgroup of G. 
Definition 3.11. The subgroup Ru(G) is called the unipotent radical of G.
3.4. Reductive linear differential algebraic groups
We are now ready to introduce and study reductive LDAGs.
Definition 3.12. A linear differential algebraic group G is called reductive if its unipotent radical
is trivial, that is, Ru(G) = {e}.
Remark 3.13. By Remark 3.7, reductivity of a LDAG G does not depend on its faithful repre-
sentation.
Recall that an additive category is called semisimple if, for every object V and subobject
W ⊂ V , there exists a subobject U ⊂ V such that V =W ⊕U . Since char k = 0, the category of
representations of a reductive algebraic group is semisimple [35, Chapter 2].
Theorem 3.14. Let G ⊂ GL(V ) be a LDAG over U . Then the category RepG is semisimple if
and only if G is conjugate in GL(V )(U ) to a subgroup
H ⊂ GL(V )(C)
and H is a reductive linear algebraic group, where C is the field of constants of U .
Proof. Let G be a LDAG with RepG semisimple and V be its faithful representation. Since V
is a subrepresentation of Fi(V ), 1 i m, the latter G-module is not irreducible. According to
[25, Propositions 3], if the G-module Fi(V ) is completely reducible, then G is conjugate to a
group of matrices with constant entries with respect to ∂i , 1  i  m. Therefore, this direction
follows from the corresponding statement about linear algebraic groups [35, Chapter 2].
Now, if G is conjugate to the group H of matrices with constant entries and H is reductive, the
statement follows again from the representation theory of linear algebraic groups [35, Chapter 2]
and [25, Propositions 2 and 3]. 
5 Many authors add the requirement of connectedness to the definition of the unipotent radical. However, this holds
automatically if the ground field has characteristic zero [41, Corollary 8.5].
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is non-commutative and has no nontrivial connected normal differential algebraic subgroups.
Definition 3.16. (See [9, p. 222].) A connected differential algebraic group is called semisimple
if it has no nontrivial connected normal commutative differential algebraic subgroups.
The following example was suggested to the authors by Phyllis Cassidy.
Example 3.17. Let G = SLn over the ground field (U , ′). Consider the action of G on its Lie
algebra sln by the adjoint representation:
A → gAg−1,
where g ∈ G(U ) and A ∈ sln(U ). Let H be the algebraic group SLn  sln, where by sln we
mean the additive group of the Lie algebra, and the multiplication is given by
(g1,X1) · (g2,X2)=
(
g1g2,X1 + g1X2g−11
)
.
The subgroup SLn × {0} is a maximal semisimple algebraic subgroup, and the unipotent radical
is {0} × sln. So, H is not reductive. Let
G′ = {(g,g′g−1) ∣∣ g ∈ SLn(U )}.
G′ is a differential algebraic subgroup of H and is differentially rationally isomorphic to SLn
and so is a non-commutative simple differential algebraic group, whose Zariski closure, H , is
not even reductive.
Remark 3.18. It is not surprising that it was enough to prolong the usual representation of SLn
once to show that the representations do not split: the group is conjugate to constants if and only
if the first prolongation splits.
4. Main result
In this section, we will show in Theorem 4.7 that the Zariski closure of a reductive LDAG in its
faithful representation of minimal dimension is unique up to an isomorphism and is a reductive
linear algebraic group. As Example 3.4 shows, the uniqueness fails without the hypothesis on
minimal dimension.
4.1. Preparation
Definition 4.1. A group Γ is a product of its subgroups M and N if the product morphism
M ×N → Γ is surjective and mn= nm for all m ∈M , n ∈ N . In this case, we write
Γ =MN.
If |M ∩N |<∞, we say that Γ is an almost direct product of M and N , and we write
Γ =M ·N.
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we denote its commutator subgroup by G′. The connected component of G is denoted by G◦.
For a subgroup H ⊂ G, its centralizer in G is denoted by CG(H). The center of G is denoted
by Z(G) (for the definitions, see [41, Chapters 6 and 10]). If G is connected, so is G′ [41,
Theorem 10.1]. In what follows, we will be frequently referring to [2], where the notation is
different. However, we choose the one that we have here as it is more commonly used. Our
references to the results from [2] are very explicit to avoid possible confusion.
Proposition 4.2. Let H ⊂ GLn(U ) be a connected reductive algebraic subgroup and N ⊂H be
a normal algebraic subgroup. Then N is reductive and
1. H = H ′ · T , the commutator subgroup H ′ is semisimple and T = Z(H)◦ is an algebraic
torus.
2. H =NCH(N).
3. If A ⊂H is a normal algebraic subgroup and B = CH(A), then
N = (N ∩A)(N ∩B).
Proof. By [2, Corollary IV.14.2(b)], N◦ is reductive, and, therefore, by [41, Corollary 8.5], so
is N . Statement (1) now follows from [2, Proposition IV.14.2(2,3)] and [2, Proposition IV.11.21].
By statement (1) and [2, Proposition IV.14.10(2b)], there is an isogeny
α : H˜ =H1 × · · · ×Hk × T →H,
where Hi ⊂ H ′, i = 1, . . . , k, are connected simple normal subgroups of positive dimension.
Since N ⊂H is normal, so is the preimage
N˜ = α−1(N)⊂ H˜ .
Let Ni , 1 i  k, be the image of N˜ under the projection αi : H˜ →Hi . We have
N˜ ⊂
(∏
Ni
)
× T .
Since Ni is normal in Hi , we have either Ni =Hi or Ni is finite. By [2, Proposition IV.14.10(2c)],
(N˜ ′)◦ ⊂ H˜ ′ is a product of some Hi ’s. Hence, if Ni = Hi , then Ni ⊂ (N˜ ′)◦. Denote the product
of all finite Ni ’s by Γ . Thus, we have
N˜ ⊂ (N˜ ′)◦ × Γ × T . (7)
By [2, Lemma V.22.1(i,vi)], Γ ⊂ Z(H˜ ). Since T ⊂ Z(H˜ ), we have
N˜ ⊂ (N˜ ′)◦Z(H˜ )⊂ N˜◦Z(H˜ ). (8)
Since α is onto,
α
(
Z(H˜ )
)⊂ Z(H).
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N ⊂N◦Z(H). (9)
Thus, CH(N◦)= CH(N) and [2, Proposition IV.14.10(1b)] implies
H =N◦CH
(
N◦
)=NCH(N).
This proves statement (2).
Let us prove statement (3). By statement (2), we have
H =AB.
It follows from the first inclusion in (7) (applied for N =A) that
A ⊂ (A′)◦Z(H). (10)
If (A′)◦ ⊂H ′ does not contain a simple normal subgroup S ⊂H ′, then (A′)◦ and S commute [2,
Proposition IV.14.10(2b,2c)]. Hence, if a simple normal subgroup S ⊂H does not belong to A, it
belongs to CH(A′)◦, which is equal to CH(A) (that is, B) by (10). Therefore, since Nc := (N ′)◦ is
a normal connected subgroup of semisimple H ′, by [2, Proposition IV.14.10(2c)], it is a product
of simple normal subgroups of H ′, and we have
Nc = (Nc ∩A)(Nc ∩B).
It follows from the decomposition in statement (2) that the center of any normal subgroup of H
belongs to Z(H). Then, by statement (1), we have
N◦ =NcZ
(
N◦
)⊂NcZ(H).
Now, (9) implies that
N ⊂NcZ(H).
Since Z(H)⊂ B ,
N ⊂NcB
and
N =Nc(N ∩B)= (Nc ∩A)(N ∩B)= (N ∩A)(N ∩B),
which finishes the proof. 
For a LDAG G⊂ GLn(U ), we set
G(C)=G∩ GLn(C)
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phic groups of constants. (For instance, the homomorphism Ga(C) → Ga, x → ux, where
u ∈ Ga \ Ga(C), has the image with the zero group of constants.) A Chevalley group is a
connected noncommutative semisimple linear algebraic group defined over Q. We will use the
following results of Cassidy restated for our situation.
Theorem 4.3. We have:
1. (See [6, Proposition 31].) Let G be a dense differential algebraic subgroup of Gnm. Then G
contains
(
Gnm
)
(C).
2. (See [9, Theorem 19].) Let G be a connected Zariski dense differential algebraic subgroup
of a simple Chevalley group S. Then either G = S or G is conjugate in S to S(C′), where
C ⊂ C′ ⊂ U .
3. (See [9, Theorem 15].) Let G be a dense differential algebraic subgroup of a connected
noncommutative semisimple LAG H . Then G is an almost direct product of its connected
simple normal subgroups Gi . The Zariski closure
Gi ⊂H
is a connected simple normal algebraic subgroup.
Definition 4.4. A LDAG G⊂ GLn(U ) is called constant-dense, if there is a LAG G0 ⊂ GLn(C)
such that
G0 ⊂G⊂ G0.
Lemma 4.5 will play a crucial role in the proof of Theorem 4.7, which is our main result.
Lemma 4.5. The isomorphism class of any connected reductive LDAG contains a constant-dense
group.
Proof. Let G ⊂ GLn(U ) be a connected reductive LDAG. Then the restriction of the homo-
morphism
G→G/Ru(G)=:H
to G is injective, because, by definition, Ru(G) ∩ G = {e}. Moreover, H is a reductive linear
algebraic group. The above also follows from the first part of the proof of Theorem 4.7 without
introducing a circular argument. Therefore, every connected reductive LDAG is isomorphic to a
LDAG whose Zariski closure is a reductive linear algebraic group.
To prove the main statement, first consider the case
H =H1 ×H2 × · · · ×Hr × T ,
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G =G1 ×G2 × · · · ×Gr ×Z,
where Gi ⊂ Hi , 1 i  r , Z ⊂ T , are dense subgroups. Since the commutator subgroup H ′ is
closed in H ,
L =G′ ⊂H ′
and L is a normal subgroup of H . The quotient map
p :H →H/L
is a homomorphism of algebraic groups. Hence, it takes dense subgroups to dense ones. Note
that p(G) is commutative, because L⊃G′. Then H/L is so. Therefore, L⊃H ′. Thus,
L=H ′.
Since G′ is semisimple, it follows from Theorem 4.3(3) that
G′ =G1 ×G2 × · · · ×Gr,
where Gi =Hi . By Theorem 4.3(2), there is h ∈H ′ such that
hG′h−1 ⊃H ′(C).
Consider the projection
q :H =H ′ × T →H ′.
Since G′ is normal in G, q(G′)=G′ is normal in q(G). Then
G′ = q(G).
Indeed, q(G) is a connected dense differential algebraic subgroup of H ′. Therefore,
q(G)=
r∏
i=1
Qi,
where Qi ’s are the simple components. Then Gi is a normal subgroup of Qi . Since either of Gi
and Qi is conjugate in Hi to Hi(C′) or Hi , where C′ ⊂ U , and Hi(C′) is not normal in Hi (for
example, because Hi is simple as a LDAG), we obtain
Gi =Qi.
Thus,
q(G)=G′.
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g = lz.
Hence,
z = l−1g ∈ Z =G∩ T .
We have Z = T , because the projection H ′ × T → T maps the dense subgroup G to the sub-
group Z, which has to be dense too. By Theorem 4.3(1), Z ⊃ T (C). Then
hGh−1 ⊃H(C).
Consider now the case of a general H . Let β : H → F be an isomorphism, where F is given
by polynomial equations with coefficients in Q. By [37] and [14, Corollary 1.3], there is an
isogeny
α : H˜ =H1 ×H2 × · · · ×Hr × T → F
defined over Q where Hi , 1 i  r , are simple simply connected Chevalley groups. Since G is
dense in H , the Kolchin connected component G˜ of α−1(β(G)) is a Zariski dense differential
algebraic subgroup of H˜ . By the above, there is h ∈ H˜ such that
hG˜h−1 ⊃ H˜ (C).
Since α is defined over Q,
α(h)β(G)α(h)−1 ⊃ F(C).
Since F is given by polynomial equations over Q, Q ⊂ C, and C is algebraically closed, [2,
Corollary AG.13.3] implies that F(C) is Zariski dense in F . Thus, G is constant-dense as it is
isomorphic to α(h)β(G)α(h)−1. 
Lemma 4.6. Let G,G0 be as in Definition 4.4 and G be reductive. Let
0 U
ι
V
π
W 0 (11)
be an exact sequence of finite-dimensional G-modules. If
G0 =AB and HomA(W,U)= HomB(W,U)= 0,
then sequence (11) splits.
Proof. We need to show that there is a G-equivariant homomorphism p :W → V such that
π ◦ p = id .
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p(W)⊂ V
is a G-submodule. The group G0 is reductive. Indeed, the Zariski closure of Ru(G0) in G belongs
to Ru(G). Since G is reductive, G0 is so too. Then sequence (11) splits as a sequence of G0-
modules. We will use the same notation ι, π,p for maps of G0-modules. Set
A1 =A∩G and B1 = B ∩G,
where A and B are the Zariski closures in GLn(U ). Then,
G =A1B1.
Indeed, in the Zariski topology induced on G from GLn(U ), A1,B1 ⊂ G are the closures
of A,B ⊂ G, respectively. The product A1B1 is Zariski closed in G. Hence, it contains the
closure of AB =G0, which is G. Let
p :W → V
be a G0-equivariant homomorphism such that π ◦ p = id. We will show that p(W) ⊂ V is pre-
served by G.
Let b1 ∈ B1. The subspace
(b1 ◦ p)(W)⊂ V
is A-invariant because A and B1 commute (by a property of the Zariski closures). The projection
Π : V =U ⊕ p(W)→U
is a G0-equivariant homomorphism. Hence, the map
Π ◦ b1 ◦ p :W →U
is an A-equivariant homomorphism. Since HomA(W,U)= 0,
Π ◦ b1 ◦ p = 0,
which means that b1p(W) ⊂ p(W). Thus, p(W) is stable under B1. Similarly, it is preserved
by A1. Finally, since G =A1B1,
Gp(W)⊂ p(W),
which finishes the proof. 
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We are now ready to prove the main result.
Theorem 4.7. Let G⊂ GLn(U ) be a reductive LDAG and
ρ :G → GL(V )
its faithful representation of minimal dimension. Then:
1. The representation ρ is completely reducible.
2. H = ρ(G) is a reductive LAG.
3. The group H , up to an algebraic isomorphism, does not depend on ρ.
Proof. Statements (2) and (3) of the theorem follow from statement (1). Indeed, suppose that ρ
is completely reducible, that is,
V =
k⊕
i=1
Wi,
where Wi , 1 i  k, are simple submodules of the G-module V . We will show that H is reduc-
tive. We have
ρ(G)⊂H ⊂
∏
i
GL(Wi).
The projection
πj :
∏
i
GL(Wi)→ GL(Wj )
maps ρ(G) = H to Hj = πj (ρ(G)). Since πj is onto, it maps normal subgroups to normal
subgroups. Therefore,
πj
(
Ru(H)
)⊂Ru(Hj ).
We have Ru(Hj )= {e}. Indeed, otherwise, by the Lie–Kolchin theorem, the fixed point subspace
W
Ru(Hj )
j ⊂Wj
has a positive dimension. Since Ru(Hj ) is a normal subgroup of Hj , this subspace is invariant
under Hj and, therefore, under G. But this contradicts to the simplicity of the G-module Wj .
Since
Ru(H) ⊂
∏
Ru(Hi)= {e},
i
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Ru(H)= {e}.
Thus, H is reductive.
Now, we deduce statement (3) from statements (1) and (2). Let τ : G → GL(W) be another
faithful representation of minimal dimension and Γ = τ(G). The differential homomorphism
τρ−1 : ρ(G)→ τ(G)
determines a completely reducible faithful representation of ρ(G) in GL(W), having minimal
dimension. By Theorem 3.3, τρ−1 extends to an algebraic homomorphism α : H → K . Simi-
larly,
ρτ−1 : τ(G) → ρ(G)
extends to β : K → H . The algebraic homomorphism αβ is the identity on τ(G) and, therefore,
it is trivial on K = τ(G). Similarly, βα = id. Hence, H and K are isomorphic algebraic groups.
We will prove statement (1) of the theorem. To do this, we reduce the general case to that of
connected G. Suppose that the restriction of ρ onto G◦ is completely reducible. Then the group
H1 = ρ(G◦) is reductive. Moreover, since, by [6, p. 908], we have |G/G◦|<∞,
|H/H1|<∞.
This implies that H is reductive and, thus, V is a semisimple H -module. Since every simple
H -submodule of V is a simple G-submodule, the representation ρ is completely reducible.
Suppose that G is connected. If
α :G1 →G
is an isomorphism of LDAGs, then the complete reducibility of ρα implies that of ρ. Therefore,
by Lemma 4.5, it suffices to prove Theorem 4.7(1) for a constant-dense LDAG G. So, we suppose
that
G0 ⊂G ⊂G0 =H,
where G0 ⊂ GLn(C) is a LAG. Fix a short exact sequence (11) of G-modules. We need to show
that this sequence splits.
Note that V is a faithful G0-module of minimal dimension. Indeed, it is faithful, because it is
faithful as a G-module. Suppose that V0 is a faithful G0-module of minimal dimension and show
that
dimV0 = dimV.
Since G0 is a reductive LAG, it follows from Theorem 3.3 that V0 is a faithful H -module. Be-
cause of the minimality of the G-module V , dimV0 = dimV .
1216 A. Minchenko, A. Ovchinnikov / Advances in Mathematics 227 (2011) 1195–1224Let A ⊂ G0 be the kernel of the action of G on U (such an action is further denoted
by G0 :U ). By Proposition 4.2(2), we have
G0 =AB,
where B = CG0(A). By Proposition 4.2, the subgroups A and B are reductive. For a Γ -module L,
where Γ is a reductive algebraic group, we denote the submodule of invariants by LΓ . There is
a Γ -submodule LΓ ⊂ L such that
L LΓ ⊕LΓ .
Therefore, LΓ is isomorphic to the direct sum of simple nontrivial Γ -modules. If
α : L→M
is a homomorphism of Γ -modules, then
α
(
LΓ
)⊂MΓ and α(LΓ )⊂MΓ .
This follows from the fact that α(S)  S or α(S) = 0 for any simple Γ -module S ⊂ L.
We will show that
HomA(W,U)= 0.
Let α ∈ HomA(W,U). We have U =UA. Hence,
α(W) = α(WA)+ α(WA)= α(WA),
because α(WA)⊂UA = 0. The G0-module
V0 =U ⊕WA
is faithful (the A-module WA is G0-invariant, because A and B commute). Indeed,
ker(G0 : V0)⊂ ker(G0 :U)=A.
Since V  V0 ⊕WA is faithful,
ker(G0 : V0)= {e}.
By the minimality of V , we obtain V = V0, or equivalently, WA = {0}. Therefore, α = 0. Now
we show that
HomB(W,U)= 0.
Let α ∈ HomB(W,U). Consider the G0-module
V0 = V/ Imα,
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ker(G0 : V0)⊂ ker(G0 :W) (∗)= ker(B :W)⊂ ker(B : Imα).
The equality (∗) follows from Proposition 4.2(3). Since
V  V0 ⊕ Imα
and V is faithful, V0 is faithful. Therefore, V0 = V and Imα = 0. 
Corollary 4.8. A LDAG G is reductive if and only if, for any differential rigid abelian tensor
generator X of RepG of minimal dimension, the rigid abelian tensor category generated by X is
semisimple.
Remark 4.9. One can show that a differential algebraic representation ρ of G = (Gm)k is in
fact algebraic if the restriction of ρ onto G(C) has all irreducible subrepresentations pairwise
non-isomorphic. One could expect this to be true for any reductive LDAG G. However, this is
not the case. Indeed, consider the following faithful 4-dimensional differential representation ρ
of G= SL2 given by
SL2(U ) 
(
a b
c d
)
→
⎛
⎜⎜⎝
a2 2ab b2 2(ab′ − a′b)
2ac 1 2bd 2(ad ′ − bc′ − a′d + b′c)
c2 2cd d2 2(cd ′ − c′d)
0 0 0 1
⎞
⎟⎟⎠ ,
which can be viewed as an action of SL2 on an invariant subspace of the space of differential
polynomials of degree 2 and order up to 1. The restriction of ρ onto G(C) is the sum of two non-
isomorphic irreducible representations. But ρ is not algebraic. This shows that the requirement
of minimality is essential in Theorem 4.7. In fact, this example has led to a new development of
the differential representation theory of SL2 [24].
4.3. Characterization of simple LDAGs
We will now provide a complete Tannakian characterization of simple LDAGs. This descrip-
tion consists of two steps: characterize simple LDAGs in terms of simple LAGs (Theorem 4.11)
and then characterize simple LAGs themselves in terms of their representations (Theorem 4.10).
The goal is to use this in developing algorithms computing Galois groups of linear differential
equations with parameters.
For a G-module V , set
T (V )=
∞⊕
n=0
V⊗n.
Theorem 4.10. A connected noncommutative LAG G is simple if and only if, for any non-trivial
G-module X, there exists a G-module Y such that any G-module Z is a subquotient in T (X)⊗Y .
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in SL(X). Set
K = ker(G→ GL(X)).
According to [41, Section 3.5], any representation of G/K is a subquotient of T (X).
Let A = k[f1, . . . , fn] be the Hopf algebra of G and AK ⊂ A be the Hopf algebra of G/K .
Then,
A=AK [f1, . . . , fn]. (12)
Since G is a simple linear algebraic group and K is normal in G, K is a finite group. Therefore,
by [1, Excercise 5.12], the ring A is integral over the ring AK . Hence, by (12) and [1, Proposi-
tion 5.1], there exist g1, . . . , gm ∈ A such that A is generated by {g1, . . . , gm} as an AK -module.
By [36, Proposition 2.3.6], there exists a k-finite-dimensional G-submodule Y of A containing
the set {g1, . . . , gm}.
Since K ⊂ G is normal, AK is a submodule of the G-module A. The universal property of
the tensor product yields the existence of a linear map
ϕ :AK ⊗ Y →A, a ⊗ y → ay,
which is a map of G-modules, where g(a ⊗ y) = g(a) ⊗ g(y) for all g ∈ G. Let Z be a finite-
dimensional G-module. By [41, Lemma 3.5], Z is isomorphic to a submodule of Ar for some
r  0. Consider the G-homomorphism
ϕr : (AK ⊗ Y )r →Ar, (x1, . . . , xr ) → (ϕ(x1), . . . , ϕ(xr)),
where xi ∈ AK ⊗ Y , 1 i  r . We have Z isomorphic to a quotient of U = (ϕr)−1(Z). Choose
a basis {e1, . . . , ep} of U over k. There exist bkij ∈ AK and ckij ∈ Y , with 1 i  p, 1 j  q ,
and 1 k  r , such that
ei =
(
q∑
j=1
b1ij ⊗ c1ij , . . . ,
q∑
j=1
brij ⊗ crij
)
, 1 i  p.
Let V ⊂AK be a finite-dimensional G-submodule containing a111, . . . , arpq . We have
U ⊂ (V ⊗ Y)n = V n ⊗ Y.
Since K acts trivially on V , V is a G/K-module and, therefore, is a quotient of a G/K-module
W ⊂ T (X). Thus, we have
T (X)⊗ Y ⊃W ⊗ Y → V n ⊗ Y ⊃U → Z,
where all arrows correspond to surjective G-morphisms. Hence, Z is a subquotient in T (X)⊗Y .
Conversely, suppose that G is not simple. Let K be a connected normal algebraic subgroup
of G having positive dimension. Set X to be a nontrivial G/K-module and let Y be a G-module
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a kernel implying the non-existence of faithful subquotients.) Set
Z = Y ⊗ Y.
By the assumption, there exists a G-module V ⊂ T (X) ⊗ Y and a surjective G-morphism ϕ :
V → Z.
Fix an algebraic subgroup T ⊂ K with α : T ∼= Gm (called one-dimensional torus; such a
subgroup exists, for example, by [2, Corollaries IV.11.5 and IV.14.2]). Then Y is decomposed
into the direct sum of T -submodules [2, Chapter III.8]:
Yk =
{
y ∈ Y ∣∣ t (y)= α(t)k · y, t ∈ T }, k ∈ Z.
Let d be the highest weight of the action of T on Y , that is, the largest non-negative integer such
that Yd or Y−d has positive dimension. Since the action of T on T (X) is trivial, d is the highest
weight for the action of T on T (X) ⊗ Y . Since Z is the sum of Yi ⊗ Yj , the highest weight for
T on Z is 2d . Since d > 0 (because Y is K-faithful), this implies the non-existence of V and ϕ.
We arrive at a contradiction to the existence of Y . 
Let G be a LDAG. For a G-module V , set
TD(V )=
∞⊕
n,p=0
1im
(
F
p
i V
)⊗n
.
Theorem 4.11. Let G be a LDAG. Let also
ρ1 :G→ GL(V ) and ρ2 :G→ GL(U)
be two faithful representations of G with ρ1 of minimal dimension and ρ2 completely reducible.
Then, the following statements are equivalent:
1. The LDAG G is simple.
2. The linear algebraic group ρ1(G) is simple.
3. The linear algebraic group ρ2(G) is simple.
If G is connected noncommutative, then these are equivalent to
4. For any non-trivial G-module X, there exists a G-module Y such that any G-module Z is a
subquotient in TD(X)⊗ Y .
Proof. We will first show the equivalence of statements (1)–(3). Let G be simple. Since Ru(G)
is a normal connected differential algebraic subgroup, Ru(G) = {e}. Therefore, G is a reductive
LDAG. By [9, p. 230], there is a faithful representation
ρ3 :G →GL(W)
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part of the proof of Theorem 4.7, we have
ρ1(G) ∼= ρ2(G) ∼= ρ3(G).
Thus, the linear algebraic groups ρ1(G) and ρ2(G) are simple.
If ρ1(G) is a simple linear algebraic group, then, by [9, p. 228, Corollary 2], the LDAG G is
simple.
Due to [25, Proposition 2] and isomorphism (2), the proof of the equivalence of statements (1)
and (4) repeats the proof of Theorem 4.10 using the proof of Lemma 4.5, where it is shown
that every infinite reductive (and, therefore, simple) LDAG contains a subgroup isomorphic
to Gm(C). 
5. Differential Chevalley’s theorem
It is interesting that the non-differential Chevalley theorem (a linear algebraic group has a
representation where it is defined as the stabilizer of a line) appears in a paper with Kolchin [12],
where they give two proofs: one uses differential Galois theory and the other is direct. We give
a direct version of the proof of its differential analogue. This result can be also considered as a
corollary of [6, Proposition 14] but we will provide our own full argument.
As above, let (k,) be a differential field not necessarily differentially closed with char k = 0
and let U be the differential closure of k.
Theorem 5.1. Let G ⊂ GL(V ) a LDAG defined over k. Then there exists a faithful differential
representation
ρ : GL(V )→ GL(E)
and a line L⊂E defined over k such that
ρ(G)(U )= {g ∈ ρ(GL(V ))(U ) ∣∣ gL= L}.
Proof. We shall closely follow [2, Proposition 1.9 in Chapter I and Theorem 5.1 in Chapter II]
with slightly different notation and differential modifications. Let I = {F } be the radical differ-
ential ideal in
A := k{yij ,1/det}
defining G in GL(V ). By the Ritt–Raudenbush theorem [20, Theorem 7.1], the set F can be
chosen to be finite. Let f ∈ F and
A :A→A⊗A
be the comultiplication inducing the regular representation
r : GL(V )→ GL(A).
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A(f )=
n∑
i=1
fi ⊗ gi
with fi and gi ∈A, 1 i  n. We have
(
rg(f )
)
(x)= f (x · g)=A(f )(x, g) =
n∑
i=1
fi(x)gi(g).
Therefore, for every g ∈ GL(V )(U ), we have
rg(f ) ∈ spanU {f1, . . . , fn} =:Wf .
Let
Ff =
{
W ⊂A ∣∣W is a finite-dimensional U -vector space defined over k and
rg(f ) ∈W for all g ∈ GL(V )(U )
}
.
Since Wf ∈ Ff by definition, we have Ff = ∅. Let
N ∈ Ff and h ∈ GL(V )(U ).
Since rh is a k-linear automorphism of A, the vector space rh(N) is defined over k and is finite-
dimensional over U . Moreover, let
g ∈ GL(V )(U ).
By definition,
rh−1g(f ) ∈ N.
Hence,
rg(f )= rhh−1g(f )= rh
(
rh−1g(f )
) ∈ rh(N).
Therefore,
rh(N) ∈ F . (13)
Let
Vf =
⋂
N∈Ff
N.
Since each N ∈ Ff is a finite-dimensional U -vector space, Vf is so as well. Since
f = re(f ) ∈N
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rg(Vf )⊂ Vf
for all g ∈ GL(V )(U ). Each N ∈ Ff is defined over k, that is, there exists a set FN of linear
equations with coefficients in k such that N is the zero set of FN in A. The U -vector space Vf
is the zero set of ⋃
N∈Ff
FN
in A and, hence, is defined over k. Therefore, the finite set F is contained in a finite-dimensional,
defined over k, GL(V )(U )-invariant U -subspace U (the smallest vector space containing
all Vf , f ∈ F ) under the right translations.
Since U ⊗k I and U are G(U )-invariant and U is finite-dimensional, the vector space
W := (U ⊗k I )∩U
is a finite-dimensional G(U )-invariant subspace of U {yij ,1/det} defined over k that generates
U ⊗k I as a radical differential ideal. Then,
G(U )= {g ∈ GL(V )(U ) ∣∣ gW =W}.
Indeed,
G(U )⊂ {g ∈ GL(V )(U ) ∣∣ gW =W}
by definition of W . Let g ∈ GL(V )(U ) be such that gW = W . Since W generates U ⊗k I as a
radical differential ideal, for any f ∈ I there exists d ∈ Z0 such that
f d ∈
( ∞⋃
p=1
1qm
F
p
q (W)
)
k{yij ,1/det}.
Since g is a differential automorphism of U {yij ,1/det}, we have
gF
p
i (W)= Fpi (W), 1 i m,
and, therefore,
(gf )d ∈
( ∞⋃
p=1
1qm
F
p
q (W)
)
k{yij ,1/det}.
Hence,
gU ⊗k I = U ⊗k I
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q = dimW, E =
q∧
U, and D =
q∧
W ⊂E.
If E is not a faithful representation of GL(V ), replace it with E ⊕ F , where F is a faithful
representation of GL(V ). Now, as in [2, Theorem 5.1, Chapter II], the result follows from a
linear algebra statement [2, Lemma 5.1, Chapter II]. 
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