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Lumen boundary detection using neutrosophic c-
means in IVOCT images 
 
Abstract— In this paper, a novel method for lumen boundary 
identification is proposed using Neutrosophic c_means. This 
method clusters pixels of the intravascular optical coherence 
tomography image into several clusters using indeterminacy and 
Neutrosophic theory, which aims to detect the boundaries.  
Intravascular optical coherence tomography images are cross-
sectional and high-resolution images which are taken from the 
coronary arterial wall. Coronary Artery Disease cause a lot of 
death each year. The first step for diagnosing this kind of diseases 
is to detect lumen boundary. Employing this approach, we 
obtained 0.972, 0.019, 0.076 mm2, 0.32 mm, and 0.985 as mean 
value for Jaccard measure (JACC), the percentage of area 
difference (PAD), average distance (AD), Hausdorff distance 
(HD), and dice index (DI), respectively. Based on our results, this 
method enjoys high accuracy performance. 
Keywords—: Neutrosophic c-means; boundary detection; 
Intravascular optical coherence tomography; data clustering; 
coronary Artery disease; 
I. INTRODUCTION 
Atherosclerotic cardiovascular disease (CVD) [1], otherwise 
known as Coronary artery disease [2], is a long-term illness 
which improves in one’s life and usually reaches to a progressed 
level by demonstrating its’ signs [1]. This illness is mainly 
caused by the integration of atherosclerotic plaques on the 
coronary artery wall, and as a result of which the lumen area 
decreases [2]. One evaluation proposed that 80% of all CVD 
death happens in developing countries [1]. intravascular optical 
coherence tomography (IVOCT), which is one of the most 
precise imaging technologies can afford cross-sectional images 
and micrometer-scale [3]. IVOCT can capture the most casual 
layers of the arterial wall in addition to the stent struts, and the 
vascular tissue surrounding them, and lumen region [4]. 
Nowadays, the majority of studies based on IVOCT images 
are fulfilled manually. On the other hand, considering large 
datasets is only possible by employing automatic methods [5]. 
Automatic Lumen boundary detection methods are divided into 
three categories, including region-based methods, edge-based 
methods, and learning based method [6, 7]. Region-based 
methods including statistical [8] and graph-cut methods [9], 
edge-based methods such as active contour [4], and learning-
based methods including neural networks [10], deep learning [7, 
11] and clustering [12, 13]. 
Data clustering is a significant method in pattern recognition, 
machine intelligence, and computer science [14]. Data 
clustering aims to identify identical data such as a set of patterns, 
points, or objects in a group. Cluster analysis runs without using 
category labels which define objects by prior identifiers, i.e., 
class labels [15]. According to most of the literature, the 
clustering algorithms can be divided into hard and fuzzy 
clustering methods [16, 17]. Some clustering methods include 
FCM method and Neutrosophic c_means (NCM) method and so 
forth [16, 18], And we propose a new clustering method in 
IVOCT images. 
In this paper, an automatic method is proposed for IVOCT 
images analysis. Employing the image clustering method based 
on NCM [16], the automatic detection algorithm is used for 
vessel lumen border identification. The main purpose of this 
work is to detect boundary as well as outlier points in IVOCT 
images. To do so, indeterminacy in Neutrosophic (NS) domain 
which is followed by introducing this set for NCM clustering 
cost function in IVOCT images is proposed. Using the 
indeterminacy of data is very useful for boundary detection. 
However, Methods for lumen boundary detection in most of the 
papers do not consider indeterminacy. In this paper, we propose 
a method based on indeterminacy and NS theory for lumen 
border detection in IVOCT images. The NCM method first 
applies the NS objective function to the image then apply a mean 
filter for. 
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 II. PRELIMINARIES  
The method which proposed in this paper is based on NS and 
Fuzzy clustering. In this section, we are going to introduce these 
approaches and review them. 
A. FCM 
The Fuzzy C Means (FCM) is the first fuzzy method in 
which the regions of an image are clustered [19]. In this method, 
the probability that a pixel belongs to a particular cluster is 
computed by using the membership function [20] which is 
denoted in (1). This equation represents a cost function that is 
minimized iteratively in the optimization process to improve the 
accuracy. 
In the abovementioned formula, the membership of pixel ݔ௝  
in the i୲୦ cluster is illustrated using ݑ௜௝ , the center of i୲୦ the 
cluster is shown by ݒ௜ , a norm metric and a constant variable are 
depicted by ǁ ǁ and m, respectively. The fuzziness of the resulting 
partition can be controlled through the variation of the m 
parameter. Equations (2) and (3) illustrate the updated formulas 
for the membership functions and cluster centers. 
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(3) 
Firstly, we guess the cluster center for each of the clusters. 
The local minimum of the cost function is found by converging 
the FCM for ݒ௜ . At each two successive iteration steps, we can 
assess the differences in the membership function or the cluster 
center to detect the convergence [20]. As it is shown in [21], the 
FCM methods are highly influenced by the noise presence in the 
input data. 
B. Neutrosophic 
One of the newly brought up branches of philosophy is 
called Neutrosophy. This theory contemplates A in a correlation 
with its opposite, Anti-A, and the neutrality of it, Neut-A, which 
is neither A nor Anti-A [22]. NS describes a pixel P in the image 
as p(t, i, f)as follows: t is the true percentage, i is the 
indeterminacy percentage, and f is the false percentage. The 
image pixels are turned into the NS domain which is presented 
by		 ேܲௌ(݅, ݆) 	= {ܶ(݅, ݆), ܫ(݅. , ݆), ܨ(݅, ݆)where t varies in T, i 
varies in I, and f varies in F. The membership values shown by 
T(i, j), I(i, j)and	F(i, j) are as follows [18, 23]: 
ܶ(݅, ݆) = ݃̅(݅, ݆) − ݃̅୫୧୬݃̅୫ୟ୶ − ݃̅୫୧୬ 		 
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(5) 
 
ܫ(݅, ݆) = ߜ(݅, ݆) − ߜ୫୧୬ߜ୫ୟ୶ − ߜ୫୧୬  
 
 
(6) 
 
ߜ(݅, ݆) = ܾܽݏ( ݃(݅, ݆) − ݃̅(݅, ݆)	) 
 
(7) 
 
ܨ(݅, ݆) = 1 − ܶ(݅, ݆) 
 
(8) 
In here, ݃(݅, ݆)shows the intensity value of the pixel	
ܲ(݅, ݆), the local mean value of ݃(݅, ݆) is illustrated by ݃̅(݅, ݆), 
and δ(݅, ݆)is the result of the absolute value of the difference 
between ݃(݅, ݆) and ݃̅(݅, ݆). 
III. METHOD 
Based on the NCM method which combines the FCM 
approach and the NS theory, we propose the lumen border 
detection methodology which contains two main stages: the 
preprocessing stage and the employment of the Lumen detection 
using NCM method in the second stage (Fig.1). 
 
Fig.1. The partitioning of IVOCT lumen identification 
A. Lumen detection using NCM method 
In IVOCT image clustering we are looking for boundaries 
which are indeterminate parameters. The methods that have 
been used in previous works didn’t use indeterminacy for lumen 
border detection in IVOCT images. We implement a boundary 
detection algorithm which is able to use indeterminacy. FCM is 
highly influenced by the noise presence which is solved in NCM 
by using the NS theory. In this method, at first, we apply the NS 
objective function to the pixels of an image and iteratively 
decrease the cost of the function. The three main equations, 
namely T, I and F, determine the membership degree to the 
determinant clusters, an ambiguity cluster, and an outlier cluster 
for each data point, respectively. Secondly, by using a mean 
filter we can smooth the results. IVOCT images include some 
noises such as the speckle noise. As the FCM method is highly 
influenced by the speckle noise, clustering the images will not 
be performed properly. This can be addressed through the NCM 
method that aims to detect boundary, employ indeterminacy and 
 eliminate the noise which leads to an accurate and effective 
clustering. An objective function and membership are defined 
[16] to consider the indeterminacy in the clustering which leads 
to the definition of the following equations: 
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 (9) 
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(10) 
௜ܲ = argmax൫T୧୨൯ 							j = 1.2. … . C (11) 
ݍ௜ = argmax൫T୧୨൯ 							j ് pi	 ∩ 	j = 1.2. … . C (12) 
 
 In equation (9), m has a constant value, and in equations (11) 
and (12) pi and qi are the clusters number which enjoy the 
biggest and the second biggest quantity of T, respectively. For 
each data point i, a constant value ܥ୧̅௠௔௫is calculated after the 
values for the pi and qi are identified [16]. In here the equations 
for ௜ܶ௝ , ܫ௜ , and ܨ௜ are presented: 
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(17) 
Hence, the clustering is fulfilled by using an iterative 
optimization method, and in each iteration, the membership 
T୧୨, I୧, F୧and the cluster centers C୨	 are updated. According to 
the indexes of the largest and the second largest value of ௜ܶ௝  at 
each iteration, the ܥ୧̅௠௔௫is calculated. The iteration continues 
until หT୧୨(௞ାଵ) −	T୧୨(௞)ห ൏ ߝ, k shows the number of iteration 
steps, and ε is a termination criterion which is a number in the 0 
to 1 interval. The following figure illustrates how our framework 
detects the lumen in an IVOCT image. 
 
Fig.2. shows the steps of algorithm 
B. Evaluation metrics 
To study the effect of implementing the proposed approach 
by using different evaluation measures, we devise an experiment 
in which we compare the final accuracy of our method while 
using the following various measures: AD, HD, JACC, PAD, 
and DI.  
AD is defined as the average distance between automatically 
detected lumen and the manual lumen boundary [24]. 
ܣܦ = 1 − 
ቀ ஺ೌೠ೟೚೘ೌ೟೔೎∩஺೘ೌ೙ೠೌ೗(஺ೌೠ೟೚೘ೌ೟೔೎ା஺೘ೌ೙ೠೌ೗)ି(஺ೌೠ೟೚೘ೌ೟೔೎∩஺೘ೌ೙ೠೌ೗)ቁ 
 
(18) 
 
 
where ܣ௔௨௧௢௠௔௧௜௖	 is the boundaries which have been 
detected by the proposed method and ܣ௠௔௡௨௔௟  is the borders 
which have been defined by experts. 
HD which is the maximum distance between the detected 
lumen and the manual lumen boundary [25]. 
 ܪܦ(ܣ௔௨௧௢௠௔௧௜௖	.		ܣ௠௔௡௨௔௟) = max{maxሾ݀(ܽ. ܾ)ሿሽ 
																																								ܽ ∊ ܣ௔௨௧௢௠௔௧௜௖. ܾ ∊ ܣ௠௔௡௨௔௟  
 
(19) 
In equation (19), a and b are curve points of ܣ௔௨௧௢௠௔௧௜௖	and ܣ௠௔௡௨௔௟ , respectively, and d(a, b)is the Euclidean distance. 
The overlapping area ratio between ܣ௔௨௧௢௠௔௧௜௖	 and ܣ௠௔௡௨௔௟  
can be defined by JACC.  JACC value is between 0 and 1 for the 
worst and the best situation, respectively [25]. 
ܬܣܥܥ = ܣ௔௨௧௢௠௔௧௜௖	 ∩ ܣ௠௔௡௨௔௟ܣ௔௨௧௢௠௔௧௜௖	 ∪ ܣ௠௔௡௨௔௟  
(20) 
PAD calculates the difference between ܣ௔௨௧௢௠௔௧௜௖	 and ܣ௠௔௡௨௔௟  [26]. 
ܲܣܦ = |ܣ௔௨௧௢௠௔௧௜௖ − ܣ௠௔௡௨௔௟|ܣ௠௔௡௨௔௟  
(21) 
The similarity between the region ܣ௔௨௧௢௠௔௧௜௖	 and ܣ௠௔௡௨௔௟  
is indicated by the Dice similarity index (DI). The Dice 
Similarity Index is as follows: 
ܦܫ(ܣ. ܤ) = 2|ܣ௔௨௧௢௠௔௧௜௖ ∩ ܣ௠௔௡௨௔௟||ܣ௔௨௧௢௠௔௧௜௖| ൅ |ܣ௠௔௡௨௔௟| 
(22) 
Where, |ܣ௔௨௧௢௠௔௧௜௖	 | and |ܣ௠௔௡௨௔௟  | illustrate the number of 
pixels of the lumen area in image ܣ௔௨௧௢௠௔௧௜௖	 and ܣ௠௔௡௨௔௟ . 
|ܣ௔௨௧௢௠௔௧௜௖	∩ܣ௠௔௡௨௔௟  | shows the number of pixels of the 
overlapping lumen area of image ܣ௔௨௧௢௠௔௧௜௖	 and ܣ௠௔௡௨௔௟ . DI 
value is between 0 and 1 for the worst and the best situation, 
respectively [27]. 
IV. EXPERIMENTAL RESULTS 
A. Dataset 
The dataset includes 138 frames from a single patient. An 
imaging system with enabled optical coherence tomography and 
NIRF technologies was used to obtain imaging from a single 
pullback scanning, by employing a custom-made catheter. The 
diameter of the catheter is 0.87 mm. High-resolution cross-
sectional images at an A-line rate of 120 kHz were provided by 
an optical coherence tomography system which its center has 
1290 nm wavelength [28]. 
B. Figures and Tables 
The NCM clustering method was applied over IVOCT 
images. The method labels the image pixels into multiple 
cluster regions. The dataset is collected for a single patient and 
includes a set of 138 IVOCT images.  The image clustering was 
performed on a computer with an Intel Core i3 as CPU, 4 GB 
of RAM, Windows 7 64bits as the operating system and 
MATLAB (2018a) software. After performing the NCM 
method over the given dataset, the average value for DI, JACC, 
PAD, AD and HD evaluation measures, which are previously 
defined, are 0.985, 0.972, 0.019, 0.076 mm and 0.32 mm 
respectively. As it is depicted by the following figures, our 
approach achieves a higher accuracy rate than the previous 
works. 
 
 
Fig.3. shows the statistical indexes of evaluation metrics. 
 
The following figure represents the final results of our 
method from another perspective. In this figure, the first, 
second and third columns sketch the original input image, the 
manually detected lumen and the automatic lumen detection by 
the NCM method respectively. As it is clearly obvious, the 
lumen is detected with high accuracy (the red circular shape). 
A B C 
 
 
Fig.4. Three IVOCT frame (column A), along with the manually 
detected lumen (column B) and automatically detected lumen 
boundaries by NCM method (column C). 
       The JACC, PAD, DI, HD, and AD evaluation metrics’ mean 
values of proposed method are shown in table I:
TABLE I.  METHODS COMPARISON 
 JACC 
% 
HD 
(mm) 
AD 
(mm2) 
PAD 
 
DI 
 % 
binary 
morphological 
reconstruction 
[29] 
 
95.6 
 
--- 
 
--- 
 
--- 
 
97.8±2.16 
Convolutional 
Neural 
Network [7]: 
Dataset 1 
Dataset 2 
Dataset 3 
 
 
 
90.80 
93.83 
97.6±2.3 
 
 
 
--- 
--- 
--- 
 
 
 
--- 
--- 
--- 
 
 
 
--- 
--- 
--- 
 
 
 
94.34 
96.73 
98.8 ± 1.2 
Wavelet and 
Mathematical 
Morphology 
[30] 
  
--- 
 
 
0.084 
 
0.06 
 
--- 
 
 
--- 
 
 
Proposed 
method 
97.2 ± 
2.1 
0.32 ± 
0.18 
0.076 
±0.077 
0.019
±0.01 
98.5 ± 1.36 
 
The evaluation measures, for the previously defined dataset, 
are evaluated by our Automatic lumen detection using NCM, 
compared with binary morphological reconstruction [29], 
Convolutional neural network [7],and Wavelet and 
mathematical morphology [30]. The final results have been 
shown in Table I. It is noteworthy that all the values in the table 
are computed by averaging the methods’ result for the whole 
dataset instances (138 instances for a single patient).  
IVOCT papers have not used PAD metric in their 
evaluations yet, although this metric is essential for medical 
analysis. As shown in Table I, the mean value of PAD is 0.019 
employing our proposed method. 
DI and JACC metric achieved decent percentages, and PAD 
as well as AD obtained small and proper quantity. However, the 
guide wire effect caused high-intensity points in the lumen, 
resulting in inappropriate value for HD. 
V. CONCLUSION 
      In this study, we used one of the precise clustering methods 
in the NS domain, whereby the boundary and noise can be 
identified using the NCM cost function. The purpose of this 
clustering was to find the lumen boundaries in the IVOCT 
images, which, due to the noise removal and the use of the 
uncertainty, have been carefully designed to detect these 
boundaries. 
      In this work, the accuracy of FCM is improved. In our future 
works, NCM can be combined with deep learning networks 
such as the convolutional neural network for image clustering. 
Moreover, a new method can be presented in order to define the 
number of clusters automatically. 
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