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RESUMO 
Este trabalho resulta da implementação, em computador, 
de uma série de algoritmos destinados a resolver problemas 
lados e desvinculados dà área de Programação Linear. 
vincu 
os métodos são apresentados de forma resumida e, em 
seguida, sao expostos os algoritmos correspondentes. 
o trabalho é de cunho essencialmente prático e nao 
houve, por este_rnotivo, intenção de estabelecer desenvolvimentos 
teóricos inéditos, a menos de urna pequena ênfase sobre 
ção de precisões utilizadas pelos algoritmos. 
rnanipul~ 
O sistema foi organizado de modo a oferecer facilidades 




This work is the result of the computer implementation 
of a set of nonlinear programming algorithms destined to 
constrained or unconstrained problems. 
solve 
The methods are concisely discussed after which the 
corresponding algorithms are presented. 
As the algorithms are approached from an essentially 
p~actical point of view, no original theoretical developments 
are pursued with the possible exception of some emphasis on the 
precision manipulations made by the algorithms. 
The system has been organized in arder to provida to 
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O presente trabalho é fruto de um idéia há algum tempo 
existente no Programa de Engenharia de Sistemas da COPPE-UFRJ. 
A intenção era reunir métodos de programação não linear 
de bom desempenho, em um Único bloco, para permitir aos interes 
sados na área resolver, com relativa facilidade, os problemas 
com que se deparassem. Para tanto foram implementados, em comp~ 
tador, quinze algoritmos considerados eficientes e que são descri 
tos sucintamente no capítulo II e em maiores detalhes nos segui~ 
tes. 
O sistema foi organizado de sorte a trazer facilidades 
ao usuário na preparaçao de dados e seleção dos algoritmos que 
pretenda usar na solução de seus problemas. Esta parte é apresen-
tada, em detalhes no capítulo X onde se encontram alguns exemplos 
de utilização do sistema. 
Durante a elaboração do sistema grande também foi a 
preocupação em permitir, sem muitas alterações, a posterior inclu 
são de outros métodos de bom desempenho que nao hajam sido inCOf 
parados ao conjunto. Considerações básicas a respeito sao feitas 
no capitulo IX onde também se apresenta a estrutura do sistema 
ressaltando a ligação e o ·funcionamento relativos entre os divef 
sos algoritmos implementados. 
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No capítulo VIII aborda-se um importante tema rela-
cionado com precisões, regras de paradas e convergência dos alg9 
ritmos expostos nos capítulos de III a VII. Tais algoritmos estão 
divididos em métodos desvinculados e vinculados, ambos com e sem 
derivadas, além das buscas unidirecionais que sao especificameB 
te tratados no capitulo III. Na descrição de cada método procura-
se, resumidamente,destacar sua origem, seu funcionamento e con 
vergência, apresentando-se então o algoritmo usado basicamente 
na implementação. Em face do cunho profundamente prático de que 
se reveste o presente trabalho, não houve maiores preocupaçoes 
com relação a desenvolvimentos teóricos, limitando-nos à descri 
-çao de processos existentes. 
Os capitulas XI e XII trazem, respectivamente alguns 
resultados, sugestões e as ·1istagens dos programas. 
Referências a obras e/ou autores são numéricas e apr~ 
sentadas no texto entre barras verticais, podendo ser encontra-
das na bibliografia após o Último capítulo. 
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NOTAÇÃO - Alguns esclarecimentos sao necessárias quanto à notação 
empregada no present~,,tmabalho: 
~ -a) O termo "pertence" inerente a teoria dos conjuntos e represe!} 
tado pela letra grega e. 
b) As expressões <X,Y> e X'Y representam, indiferentemente o 
produto escalar entre os vetores X e Y, enquanto que XY' in 
dica o produto matricial entre eles. 
c) Letras maiúscu.las são usadas para rep~esentar conjuntos, matri 
zes ou vetores. Letras minúsculas para escalares. No capítulo 
X, ell:tretanto, são utilizadas minúsculas na representação de 
vetores, na parte correspondente a programação linear. 
d) Vetores são representados por colunas (entre colchetes) ou 
linha {entre parênteses). 
e) o espaço euclidiano n-dimensional é representado por 




O PROBLEMA E SUAS SOLUÇÕES 
Conforme já tivemos a oportunidade de ressaltar no ca 
pitulo anterior, faremos aqui uma sintese de todo o trabalho, na 
intenção de oferecer ao leitor uma visão de conjunto,embora o ma 
terial descrito nas seções seguintes seja desenvolvido, em maio 
res detalhes, nos capitulos subsequentes. 
Obedecendo a uma divisão natural, começaremos pela prQ 
posição do problema a ser estudado, sob suas diversas formas,pa§! 
sanda em seguida à descrição da finalidade do trabalho, partindo 
finalmente para a exposição suscinta dos métodos de solução estu 
dados. 
Na seçao 6 abordaremos o problema de prograrnaçao li-
near (PPL) corno um tema isolado e como um subproblema do método 
de di~eções viáveis. 
O presente trabalho se constitui de guatro algoritmos 
de minimização desvinculada com derivadas e três sem derivadas, 
dois algoritmos de minimização vinculada com derivadas e um sem 
derivadas, um algoritmo de programação linear e guatro buscas 
unidirecionais. são pois, no total, guinze algoritmos impleme!! 
tados em computador e destinados a resolver problemas de progr~ 
maçao não linear. A estrutura dó sis~ema é apresentada no ~ cap~ 





SEÇÃO 1 - FORMULAÇÃO DO PROBLEMA 
- O PROBLEMA VINCULADO 
Dadas as funções continuamente diferenciáveis 
f: Rn • R, g: Rn • Rm e h: Rn • R.e., encontrar, se exis-
tir, um ponto X no conjunto V= {X/g(X) g O, h(X) = O} tal 
que para todo X•V, f(X) ~ f(X). 
O problema tal como formulado em (1) pode ser 
reescrito em forma mais compacta: 
ou ainda: 
em ( 1) , 
Minimizar f(X) 
sujeito a 
g(X) < O 
h(X) = O, 
Minimizar -fi(X) 
sujeito a 
gi(X) < o, i=l,2, ... ,m -
h. (X) = o, j=l,2, .•• ,1 
J 
(2) e (3) 
f é a função critério ou função objetivo, 
g representa os vínculos de desigualdade, 
h .representa os vin8ulos de igualdade, 
V é o conjunto viável, 





h.: Rn + R é a i-ésima componente de h, 
l. 
m é o número de .restrições de desigualdades e 
l o número de restrições de igualdade. 
O PROBLEMA DESVINCULADO 
~ n -Dada a funçao f: R + R, continuamente diferencia-
-
vel, encontrar, se existir, um ponto X e: Rn tal que para todo 
n X e: R , f (X) ,:: f (X) • 
o problema (4) pode ser reescrito sob a forma 
Minimizar f (X). 
Como se pode observar, o problema (5) 





SEÇÃO 2 - FINALIDADES DO TRABALHO 
o presente trabalho visa a facilitar ao usuário o 
tratamento de problemas de programação não linear. Evident~ 
mente as restrições existem e são apontadas no capítulo X. 
Conforme exposto anteriormente, o trabalho se com 
poe de uma série de algoritmos implementados em computador 
e a idéia básica é fornecer, de maneira eficiente e na me-
dida do possível, as facilidades de que necessíta o usuário 
para soluc&onar problemas de otimização não linear. Veremos 
no capítulo X que os elementos de entrada para a execuçao 
do programa são, relativamente, em pequeno número e que -e 
até mesmo possível deixar ao sistema a tarefa de selecionar 
os algoritmos de acordo com o tipo de problema. 
Todas as informações concernentes à utilização do 
sistema sao encontradas no capítulo x_ e sua estrutura é es 
quematizada no capítulo.IX. 
Procuramos tomar como base, na seleção dos algo-
ritmos implementados, os resultados apresentados por 
HIMMELBLAU, III e POLAK, 121, por concordarmos com os di 
zeres de TABAK, 131, segundo o qual as duas obras apontadas 
constituem atualmente a melhor escolha, o primeiro prática 
e o segundo teoricamente. 
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SEÇÃO 3 - A BUSCA UNIDIRECIONAL 
Um dos fatores mais importantes na eficiência de 
quase todos os algoritmos de programação não·linear estã na 
acertada escolha da busca unidirecional utilizada. 
Em linhas gerais, um estágio de um algoritmo de 
minimização escolhe uma direção S sobre a qual deve-se efe 
tuar uma busca a partir de um ponto n X e: R • Como resultado, 
obtém-se um ponto X= X+ À 1 S, tal que f(X) ,:s f(X). O po!} 
to X deve reduzir bastante o valor de f, de modo a garan 
tira convergência dos algoritmos em que as buscas sao uti 
lizadas, como comentaremos ao apresentar cada um dos métodos 
de busca unidirecional, no capítulo III. 












Existem diversas técnicas de busca, Ili, 121, l~I, 
e para o presente trabalho foram selecionadas quatro buscas 
respectivamente descritas nas seções de 1 a 4 do capítulo 
III. 
A manipulação de precisões, abordada no capitulo 
VIJ;I é um fator preponderante na eficiência das buscas. 
6 
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SEÇÃO 4 - MINIMIZAÇÃO DESVINCULADA 
MODELO CONCEITUAL 
À excessão do processo de NELDER-MEAD (ver V.3) 
que utiliza uma técnica especial, todos os demais métodos 
de minimização desvinculada que fazem parte deste traba-
lho têm por base o seguinte modelo: 
Pl. Escolha um ponto inicial 
P2. Faça i=O 
P3 • Calcule a partir de Xi uma direção apropriada 
P4 • Se !lsill = O PARE. Caso contrário vá para P5 
P5. Use uma busca unidirecional para calcular um escalar 
Àr ~ O tal que 
f (X. + À 'S. ) < f (X. ) 
l. l. - l. 
P6 • Faça X.+l = X.+À'S., i=i+l e vá para P3. 
J. l. l. 
Existe uma grande variedade de métodos destina-
dos a resolver o proble~a de minimização desvinculada (5) 
alguns utilizando derivadas, outros não.A diferença funda 
mental entre ele$,está no passo P3 do modelo acima, isto é, 
a determinação da direção si. No modelo, assume-se que 
se um ponto Xi resolve o problema de minimização, então 
qualquer dos métodos fornece S.=0. 
l. 
A menos de processos 
que usam principias especiais como é o caso de NELDER-MEAD, 
podemos classificar os métodos de minimização desvinculada 
em quatro categorias principais: 
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1 - de GRADIENTES (steepest descent), 
2 - de NEWTON, 
3 - de DIREÇÕES CONJUGADAS, 
4 - de MÉTRICA VARIÁVEL. 
Em linhas gerais os métodos acima funcionam assim: 
1.,.,,, GRADIENTES - Utilizam o gradiente da função oe 
jetivo e determinam a direção de busca fazendo S = - Vf(X}. 
2. NEWTON - Usam as derivadas segu~das da função 
objetivo e determinam a direção S fazendo S=-H-1 (X)Vf(X) , 
onde H(X) é a matriz Hessiana de f(.) no ponto X. 
3. DIREÇÕES CONJUGADAS - Geram, para uma função 
quadrática com Hessiana definida positiva, um conjunto de 
direções Si H-conjungadas, o que garante a minimização de 
f 
... . 
em, no maximo, n passos. Para funções não quadráticas 
perde-se essa propriedade mas a eficiência destes métodos, 
em tais casos, é comprovada (ver ,j l:j) • Intuitivamente, apr2 
veita-se o fato de que, próximo de 'Um ponto de mínimo, uma 
função convexa, "bem comportada", pode ser aproximada por 
uma quadrática. 
4. MÉTRICA VARIÁVEL - Os métodos pertencentes a 
este grupo assemelham-se aos de NEWTON e por isto são também 
denominados QUASI-NEWTON. 
... 
A diferença e que nao utilizam as 
derivadas segundas. É feita uma aproximação da inversa da 
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Hessiana e no processo como cada aproximação é efetuada está 
a distinção entre os diversos métodos existentes. Dl:! um modo 
geral, a direção S é dada por 
S = -E(X)Vf(X) 
onde E (X) , também chamada matriz direcional, l 11-, é obtida 
iterativamente a partir da anterior, sendo a inicial normal 
mente igual à matriz identidade. Maiores detalhes podem ser 
encontrados em (IV. 3 e 4). 
Uma importante propriedade desta classe de méto-
dos é que, para uma função quadrática, em n passos a ma-
triz direcional se torna igual à inversa da Hessiana: 
E (X) = H-l (X). 
n 
Os métodos de métrica variável, em relação aos mé 
todos de NEWTON, levam a vantagem de utilizar apenas informa 
çoes da derivada primeira e contar com quase a mesma eficiên 
eia. Entretanto, comparados aos métodos de FLETCHER-REEVES 
ou CAUCHY, possuem a desvantagem de exigir substancialmente 
mais memória quando implementados em computador. 
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SEÇÃO 5 - MINIMIZAÇÃO VINCULADA 
Dentre os métodos que foram desenvolvidos com a 
finalidade de resolver o problema (2), há os que empregam 
gradientes em sua próppia teoria, outros que usam gradie~ 
tes como uma ferramenta auxiliar e, finalrnente,aqueles que 
dispensam tais informações. Exemplos de tais casos 
respectivamente .apresentados em (VI. 1 e 2) e (VII. 1). 
- , sao 
Os métodos de minimização vinculada mais util! 
zados podem ser classificados, basicamente, em três categ9 
rias, l 11: 
1. Extensão da metodologia linear a problemas de 
programaçao não linear através de repetidas 
lineares. 
aproximações 
2. Transformação do problema de programaçao nao 
linear em uma série de problemas desvinculados pelo uso de 
funções penalidades. 
3. Uso de tolerâncias flexívei~ para 
pontos viáveis· e não viáveis. 
Em nosso caso, foram selecionados três 
ritmos, um de cada categoria respectivamente: 
1. Método de direções viáveis, 
2. Método de penalidades, 
3. Método de tolerância flexivel 
acomodar 
algo-
Serão descritos os dois primeiros no capítulo VI 
e o Último no capitulo VII. Sua utilização, em computador, 
.. 




SEÇÃO 6 - PROGRAMAÇÃO LINEAR 
Já tivemos a oportunidade de frisar que a progra, 
maçao linear foi incluida, no presente trabalho, com a fi 
nalidade precipua de resolver um sub-problema do método de 
' 
direções viáveis, a ser abordado no capitulo VI. Conforme 
se verá, a programação linear é empregada para resolver um 
problema cuja solução Ótima fornece a direção Se Rn de 
busca para o método de direções viáveis. Entretanto,o,pr9 
,grafua;~ apresentado no capitulo 1UI poderá também ser USê; 
do para solucion~r problemas isolados de programação li-
near conforme explicado na seção 3 do capitulo X. 
o problema geral de programação linear é 
nido da seguinte maneira: 
defi-
Em (7) 
Encontrar, se existir, Xe:V, tal que 
C'X = min{C'X/XeV} onde 
V = { X e Rn /A X = b, X ::_ O} 
e 
O problema (7) pode ser reescrito: 
- n Minimizar C'X, X e: R , 
sujeito a A X = b, 
X > o 
( 8) : 
V é o conjunto viável, 
e e: Rn é o vetor custo, 
b e: Rm é o vetor básico ou restrição de recursos, 
A é uma matriz (mxn) 
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O método simplex revisado é uma técnica eficiente 
destinada a resolver o problema (8) e um programa foi escri 
to (ver XII) com esta finalidade. 
Em face de ser a programação linear um tema bas-
tante difundido na literatura de otimização, deixamos de 
descrever, no presente trabalho, o método simplex revisado 
que é utilizado na solução do subproblema de direções viá-
veis e de problemas de programação linear. Na seção 3 do 
capítulo X apresentamos a técnica de utilização do programa 
na solução de PPL, isto é, a disposição que deve ser obede 
cida para a entrada dos dados em computador. Quando o sim-
plex é empregado na solução do subproblema de direções viã-
veis, a transmissão de dados é feita interna e 




MÉTODOS DE BUSCA UNIDIRECIONAL 
Já nos referimos, em (II.3), à importância das buscas 
unidirecionais dentro dos processos de resolução de problemas de 
programação não linear. 
No presente capitulo estudaremos cada um dos métodos 
de busca utilizados pelos algoritmos apresentados em IV. 
vários são os processos de minimização unidirecional 
existentes. Em nosso caso fizemos a seleção de quatro métodos le 
vando em consideração a eficiência que apresentam: 
1. método de GOLDSTEIN, 
2. método de ARMIJO, 
3. método de SECÇÃO-AUREA (FIBONACCI), 
4. método de DAVIES-SWANN-CAMPEY-POWELL. 
Os dois primeiros, organizados e formalizados por POLAK 
em 121, além de contarem com boa eficiência e não exigirem que a 
função seja convexa, são de relativa simplicidade. A Única res 
trição que apresentam é usarem informações do gradiente de f(.). 
O terceiro (ver 121) e o quarto (ver Ili) são os que 
mostram melhor comportamento quando comparados a outros 
existentes e não descritos aqui Ili. 
( 
métodos 
Para os métodos apresentados, supõe-se conhecido um 





SEÇÃO 1 - MÉTODO DE GOLDSTEIN 
Esta é uma técnica de busca unidirecional bastan-
te eficiente que requer a disponibilidade do gradiente da 
função no ponto X, a partir do qual se quer efetuar a bus 
ca (ver II. 4. 6.). Isto vale dizer que a função em ques-
tão deve ser necessáriamente diferenciável. Não é exigida 
convexidade 121. 
onde 
Consideremos as funções definidas por: 
EJ(Ã,X) = f(X+ÃS) -f(X), 
~ (À ,X) = 0 (Ã ,Xl - Ã (1-a) <Vf (X), S->, 
0(Ã,X) = 0(Ã,X) - Ãa<Vf(X), S>, 
n - d' ~ d b A ,a.e:R, ae: (O, O. 5), e Se: R e a 1.reçao e usca. 
O algoritmo em (4) utiliza as funções (2) e (3) 
na determinação do valor de>.' (ver II. 3). 
Uma boa escolha para a é fazer a.=0.4 (ver.121). 
Esse método, bem como o algoritmo da secção 2,não 
se baseia na aproximação de um ponto de mínimo unidirecio -
nal: procura-se um ponto X+Ã'S capaz de fornecer um valor 
de f suficientemente baixo para que sejam satisfeitas con 
dições de convergência de algoritmos, expostas em 121 • A 
figura III. 1 ilustra a maneira de definir um intervalo em 
que f aprofunda-se suficientemente. 
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Um esboço do que ocorre, geometricamente, com uma 
função f: R2 + R é mostrado na figura 1 < .onde 
HÀ}=À<Vf (X), S>, 
t1i 1 LO = aq,O.>, 
<t,
2
(À) = (1-a)q,(i). 
As funçSes i(.,X) = a(.,X)-• 1 e §(.,X)=e(.,X)-t2 
determinam, sobre a direção s, um intervalo que contem o 
valor À 1 procurado (ver II. 3). 
s 
1 
0(. ,X) 1 
1 
-:o•,""',-= ...... ~----_----------t---
\. 1 0 0 : - / 
~~ 
Fig. 1 
o algoritmo que apresentamos a seguir se resume 
em obter-se À' tal que ª (Ã 1 ,X) ~ Q e e_(À 'X) < O. 
ALGORITMO I S I 
Pl. Dados n X. € R e 
J. 
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n S. e: R 
l. 
P2 • Escolha nE(0,0.5) e calcule p>O (ver VIII) 
P3 • Faça µ=p 




0(µ,X.)=O, faça Ã'=µ 
- J. 
e PARE. Se 0(µ,X.)< o, faça 
- J. 
e vá para P4. Se 0(µ,X.) > O vá para P6. 
- 1 
P6 . Calcule 0(µ,Xi) por (3) 
P7 • Se 0(µ,Xi) < o, faça À'=µ e PARE. Caso contrário 
faça ªo=µ/2, b =µ o e vá 
PB. Se a 0=p/2 faça a 0=0 
Comentário 




J J J 
para P8. 
, 
Pl2. Se 0 (v. ,X.) > O e 
- J J. -
faça À 1 =Vj e PARE. 
Pl3. Se 
para 
Caso contrário vá para Pl3. 
0 (v. ,X.) > O 
- J 1 
faça a.i1=a., b.+1=v. , j=j+l e vã Jq J J J 
PlO. Caso contrário, faça ªj+l=vj' bj+l=bj , 
j=j+l e vá para PlO. 
5 
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SEÇÃO 2 - MÉTODO DE ARMIJO 
Esta é uma busca unidirecional de menor eficiência 
em relação as outras três mas de grande simplicidade. 
O método de Armijo apresenta uma certa semelhança 
com o processo de Goldstein pelo fato de utilizar a equaçao 
(3) na determinação de À 1 • Um bom valor para Ã 1 depende a! 
tamente do valor atribuído a 6 (ver .5) e do valor calcu -
lado para p (ver VIII}. Uma boa escolha para a -e fazer 
a=O~5 (ver 121) 
ALGORITMO j6j 
Pl. Dados e 
P2. Escolha ae(O,1) ,:. 8e(O,1) e calcule p>O (ver vr-rr) 
P3 • Faça µ=p 
P4 . Calcule 0(µ,X.) 
l. 
PS. Se 0(µ,Xi)~O, faça Ã 1 =µ e PARE. Caso contrário, faça 
-µ=8µ eva para P4. 
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SEÇÃO 3 - MÉTODO DE SECÇÃO-ÁUREA 
Este é um processo de busca unidirecional que tem 
se mostrado de grande eficiência quando comparado aos exis 
tentes (ver Ili)~ 
Para sua aplicação nao sao necessárias informa-
çoes da derivada primeira de f(X) e, portanto, não há exi 
gência de diferenciabilidade da função objetivo. Por outro 
lado f(X) deve ser convexa ou nada se poderá garantir com 
relação ao novo ponto determinado pela busca. 
Seja E> O uma precisão dada e X um ponto a 
partir do qual se quer efetuar a busca em uma direção conh~ 
cida S (ver II. 4.6). O que se pretende é determinar um 
À1 > O tal que IÀ'-Ã*I < e, onde Ã* > O é algum valor de 
À tal que 
f(X+Ã*S) = min{f(X+ÃS)/Ã~0} 
O método determina um intervalo inicial [a,b] t.q. 
X*e [a,b] e, então, através de sucessivas divisões áureas vai 
diminuindo o tamanho de [a,b] até ating.t-r a condição b-a ~ e:. 
O valor de À1 é calculado por 
À 1 = (b-a)/2 
No algoritmo apresentado a seguir os primeiros 
seis passos determinam úm intervalo [a0 ,b0] contendo ova 
lorde Ã1 • Os demais estreitam o intervalo até atingir a 
precisão estabelecida por e. 
8 
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ALGORITMO l 2 1 
PO • Dados X e: Rn, Se: Rn, ,e: 1 e: R, :e:2 e: R, 8e:[O.l,0.5], 
F
1
=(3-v'S)/2 - 0.38 e F
2
=((5-1)/2•-:;; 0.62. Calcule p>O 
(ver VI;tI) • 
Pl • Calcule . 0 {p) = f (X+pS) -f (X) e 11S11 • 
Comentário ~ia precisão para a busca, enquanto 
que e: 1 ·e e:" sao precisões para a função (ver VIII). 
P3 Se 0 (p) o faça a =O, b 0=:=P, j=O - P7. . > e va para - o 
Caso contrário, - P4. va para 
PS. Calcule 0(µi+l}. 
P6 • Se 0(µi+l> ~ 0(µi), faça ª0=µ1/2, bo=µi+l' j=O e 
vá para P7. Caso contrário faça i=i+l e vá para P4. 
P7 • Se a 0=p/2 faça a 0=0. 
P8 • Se l;=b.~a.<e 
J J J-
-va para Pll. Caso contrário vá para P9. 
P9 • Faça vj=aj+Fif,j e wj=aj+F2tj. 
PlO. Se j=j+l 
para P8. 





P 12 • Se 0 ( 11. 1 } <- E 1 , PARE • 
Caso contrário, vá para Pl3. 
Pl3. Se e: 1 <e: 2 vá para PlS. 
Caso contrário vá para P14. 
Pl4. Se 00,.'l- .:::,-e" faça e=f3e:, e: 1=ae: 1 , e:'=e:", e:"=$,t""' 
j=j+l e vá para P8. 
Caso contrário faça 
j=j+l e vá para P8. 
PlS. Se 0 ( 11. ') < O, PARE. 
e:=e:/2, e: =e: /2, e: 1 =e:'/2, e:"=e:"/2, 
1 1 
Caso contrário, a busca falhou, PARE 
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SEÇÃ0'4 - M~TODO DE DAVIES-SWANN-CAMPEY-POWELL 
Esta é uma técnica que pertence a uma categoria 
de métodos que determinam, dentro de uma precisão 




unidirecional Ã* (ver seçao 3), usando extrapolação e in 
terpolação (ver Ili). 
o processo .. dispensa informações sobre o gradie!! 
te mas a hipótese de convexidade da função é exigida para 
que se possa garantir que o novo ponto obtido nao 
pior que o seu antecessor. 
seja 
As estimativas quadráticas utilizadas usam ap~ 
nas informações de determinados pontos e valores da fun-
çao nesses pontos. 
O algoritmo apresentado em (9) é uma fusão de 
dois outros. O primeiro devido a DAVIES-SWANN-CAMPEY-j7j 
e o segundo a POWELL-181. Daquele utilizam-se os passos 
para a determinação do intervalo inicial que contem Ã* e 
deste os necessários à obtenção de um valor Ã' através 
de progressivo estreitamento do intervalo inicial. 
t utilizada a equação (1) no algoritmo. 
Os seis primeiros passos estàbelecem um interva 
lo inicial que contem Ã* e os seguintes estreitam o in 
tervalo até atingir a precisão desejada (ver seção 3). 
9 
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ALGORITMO l 11 
Comentário 
Durante o algoritmo: 0.=0(À.)=f(X)-f{X+À,S). 
1 1 1 
PO. Dados Xe:Rn,SERn,,e:le: R~E:2e: R,Se[o.1,0.sJ, 11s11. Cal 
cule p > O (ver VI!I) . 
Pl • Faça À1=0,01=o,À 2=0,02=o,À 3=2p,e::=ei/ 11s11, e'=e:1 11S11, 
e:"=se', calcule 0 3 e faça k=O. 
Comentário - e é a precisão para a busca, enquanto 
que e' e e:" são precisões para a função (ver VI:tI). 
-0 2 eva para P6. 
Caso contrário vá para P3. 
P4. Se 0 <0 3 2 faça e vá para PS. 
Caso contrário faça p=2p e vá para P3. 
PS. Se 0 > 0 O 2 
-e va para PS. 
Caso contrário calcule y=(À 2-À 3}e1+(À 3-À 1 )0 2+(À 1-À 2)0 3 , 
e vã para P7. 
P7 • Se y=O vá para Pl7. 
Caso contrário calcule: 
1, 2 2 2 2 2 2 7 . 
X=0À2-À3)01+,(À3~À1>02+<À1-À2)0~/2,Ào=X/y,Bo 
P8. 
./ -eva para 
26 
contrário fá.ç~ k~.l:ice ,vá para Pll. 
PlO. Se "3'."""1 < & vá para Pl4. 
Caso contrário vá para P6. 
Pll. Se Ão<" 2 vá para Pl3. 
Caso contrário vá para Pl2. 
Pl2. Se 00 >0 2 faça À1=Ã 2 ,Ã 2=À 0 ,01=0 2 ,e2=e 0 e vá para PlO. 
Caso contrário faça Ã 3=À O,e 3=e O e vá para PlO. 
Pl3. Se 0 >0 O 2 faça 
Pl4. Se 0
2
> e:' faça Ã 1 =À 2 e PARE. 
Caso contrário vã para Pl5. 
-va para Pl7. 
Caso contrário vã para Pl6. 
Pl6. Se 0 <e" 2-
... 
faça é =ae1 , e1=es1 , e'=e", t
11 =/3 e11 e va para PlO. 
Caso contrário faça e =e/2, e:1=e:1/2, e'=t'/2 e vá para PlO. 
Pl7. Se erz,o faça À 1 =À2 e PARE. 




MÉTODOS DE MINIMIZÁÇÃO DESVINCULADA COM DERIVADAS 
Os métodos estudados neste capítulo foram selecionados 
segundo a sua eficiência e levando-se em conta também a facili -
dade de operação oferecida ao usuário. Assim, o método de NEWTON 
(modificado de modo a assegurar convergência), de eficiência mais 
que reconhecida, não se encontra entre os algoritmos aqui apreseu 
tados uma vez que requer, em cada ponto, a determinação da matriz 
Hessiana da função: isso exigiria ao usuário um penoso trabalho 
de preparação dos dados mormente em problemas com elevado número 
de variáveis independentes. Em vez disto foram implementados os 
métodos de DAVIDON-FLETCHER-,POWELL e de BROYDEN que requerem a 
disponibilidade apenas da derivada primeira da função, já que 
aproximam a inversa da matriz Hessiana por processos próprios. 
O método de CAUCHY (steepest descent) foi incluído em 
face de seu efeito didático, pois é dos métodos mais antigos e de 
simples entendimento, e pelo bom comportamento que apresenta na 
resolução de um grande número de problemas. 
O processo de FLETCHER-REEVES, que também faz parte 
deste trabalho, é um método tradicional e de grande eficiência, 
além de requerer pequena utilização de memória quando irnplernen -
tado em computador. 




acima nos referimos. Após a descrição de cada um comenta-se 
sua convergência. 
De acordo com o modelo (II. 4.6), o algoritmo gera 
-
uma'sequência de pontos (Xi). Como, no caso geral, é impo~ 
s1vel detetar a otimalidade de um ponto (ver 121), um algo-
ritmo será considerado convergente se: 
a) a sequência (X.) é finita e para seu Último po~ 
l. 
to X é satisfeita a condição Vf{X)=O, ou 
b) a sequência (Xi) é infinita e para qualquer um 
de seus pontos de acumulação X é satisfeita a 
Vf(X)=O. 
condição 
Algumas condições extras fornecem informações adi 
cionais: 
a) se a função objetivo é convexa e Vf(X)=O então 
X é um ponto de mínimo global. 
b) se x
0 
é o ponto inicial e o conjunto 
C={X tRn/f(X)~f{X 0 )} for limitado então sempre haverá pontos 
de acumulação pois as buscas unidirecionais somente forné -
cem pontos em e e portanto as.sequências geradas são com-
pactas. 
Na apresentação dos métodos a seguir, nao se faz 
mençao à manipulação de precisões. Supõem-se conhecidas as 
precisões iniciais utilizadas por cada algoritmo, segundo o 




SEÇÃO 1 - MÉTODO DE CAUCHY 
Este é dos mais antigos e dos mais simples proce~ 
sos de otimização, havendo sido introduzido pelo matemático 
francês A.L.CAUCHY efu 1847,191:. 
O método desenvolvido por CAUCHY utiliza informa 
çoes da derivada primeira da função objetivo f(.) e seba-
seia no fato de que o gradiente calculado em qualquer ponto 
do domínio de f(.) aponta para a direção de máximo cresci 
mento inicial da função. Caminhando-se, pois, na direção 
contrária à do gradiente esta~emos na direção de máximo de-
crescimento inicial da função. Esta é a razao por que este 
método é mais conhecido por "steepest descent". 
Vimos na seção 4 do capitulo II que, em relação 
ao modelo geral (II. 4.6}, os algoritmos diferem entre si 
na determinação da direção S e: Rn de busca. No método de 
CAUCHY a direção 
dada por 
S.e: Rn, no i-ésimo estágio do algoritmo é 
l. 
e o novo ponto é obtido através da relação 
X.+1=X.+À'S.=X.-À'Vf(X.) l. l. l. l. l. 
onde À 1 é o valor calculado pela busca unidirecional (ver 
III} • 
A relação (4) é a base do método de CAUCHY. 
5 
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Demonstra-se em 121 que o método de CAUCHY é con 
vergente, isto é, satisfaz às condições (1) para todas as 
buscas unidirecionais estudadas. A manipulação de preci -
sões, nas buscas, nao afeta a convergência do algoritmo, 
como se comentará no capitulo \lIJ;I. 
ALGORITMO 121 
Pl. Escolha n x0 e: R como ponto inicial. 
P2 Faça i=0. 
P3. Calcule Vf (X.) • 
J. 
P4 . Se Vf(Xi)=0, PARE. Caso contrário vá para PS •. 
PS. Faça S.=-vf(X.). 
J. J. 
P6 • Calcule Ã 1 • por meio de qualquer busca unidirecional 
J. 
(ver III) • 
P7 • Faça X • + 1=X . + À ' • s . , J. J. J., J. i=i+l -eva para P3. 
6 
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SEÇÃO 2 - MÉTODO DE FLETCHER-REEVES 
Este método pertence à classe de direções conju -
gadas, sendo também cenhecido por método de gradientes con 
jugados. 
Embora o grau de convergência deste algoritmo se 
ja inferior ao do método de NEWTON modificado, o fato de 
nao requerer o cálculo de derivadas segundas e a inversão 
da matriz Hessiana, normalment~ de considerável dimensão, 
~ 
faz com que a sua eficiência seja, na maioria das vezes,co~ 
parável ã daquele método 121. 
Os métodos de gradientes conjugados foram introdu 
zidos inicialmente por HESTENES, STIEFEL e BECKMAN, ll0I , 
como processos de solução de sistemas de equações lineares • 
.. 
Eles possuem a interessante propriedade de minimizar uma 
função quadrática em, no máximo, n passos Ili. 
A idéia básica do método é ilustrada a seguir. 
É gerada uma.sequência de direções si que sao 
combinações lineares entre -Vf(X.) e as direções anterio -
J. 
res de modo que, se a função objetivo for quadrática, então 
as direções geradas pelo algoritmo são conjugadas, llll. 
Referindo-nos ao modelo em (II. 4.6) ,sejam x
0 
e: Rn 
o ponto inicial e 
por 
a primeira direção de busca dada 
7 
8 
Definamos as direções 
te por meio de 
S., i=l,2, ••• recursivarnen 
l 
Demonstra-se Ili que se f for quadrática com 
Hessiana H definida positiva, então os valores w.E R po-
1 
dern se escolhidos de sorte a tornar s0 ,s1 , .•• ,si+l H-conj!:! 
gadas. É possível demonstrar, 121, que os valores dos coe 
ficientes -sao dados por 
<í/f(Xi+l) ,Vf(Xi+l)> 
< V f( X . ) , V f ( X . ) > 
l l 
As relações (7) e {8) sao a base do método de 
FLETCHER-REEVES. 
Convergência para este método pode ser dernonstr~ 
do para funções estritamente convexas e bidiferenciáveis,121, 
desde que as buscas unidirecionais utilizadas realizem peE 
feita minimização em cada estágio do algoritmo. 
Em nosso caso, para contornar o inevitável pro-
blema de minimizações imperfeitas efetuadas pelas buscas, o 
algoritmo é recomposto ( 11 resetado 11 ) após cada conjunto de' 
2n iterações, ou após cada busca unidirecional com insuces 
so. Assim, se i=2n então si+l=-Vf(Xi+l). Desta forma a 
convergência do algoritmo não é afetada pelo acumulo de 
erros causado pelas minimizações imperfeitas das buséas,urna 
vez que o método de CAUCHY tem convergência demonstrada. O 
efeito dos erros sobre a rapidez de convergência é largame~ 
te compensado pelo aumento da rapidez das buscas unidire -
cionais, corno se comentará em VIII. 
9 
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ALGORITMO j 2 j 
Pl. Escolha Se Vf(Xo)=O, PARE: 
Caso contrário vã para P2. 
P2 • Faça 
P3 • Faça 
i=O, k=2n. 
g.=S.=-Vf(X.). 
J. J. J. 
P4 • Calcule Ã 1 • através de qualquer busca unidirecional 
J. 
(ver III) • 
X. +l=X. +Ã' . S:. 
J. J. J. J. 
P6 • Calcule Vf(Xi+l). 
P7 • Se '!Jf(Xi+l)=O, PARE. 
Caso contrário vá para PS. 
P8 • Se [(i+l)/.k]=l módulo k, faça i=i+l e vá pa:t'a P3. 
Caso contrário vá para P9. 
P9 • Faça 
-i=i+l e .va para P4. 
34. 
SEÇÃO 3 - MÉTODO DE DAVIDON-FLETCHER-POWELL 
Este processo foi apresentado originalmente por 
DAVIDON,1121, em 1959 e posteriormente modificado per 
FLETCHER e POWELL, jl3I. ·Pertence à categoria de métrica 
variável, isto é, faz parte da classe de métodos que aprg 
ximam a inversa da matriz Hessiana da função, evitando,deê 
tarte, um considerável volume de cálculos que seriam apli-
cados na obtenção da Hessiana e em sua posterior inversão. 
O método de DAVIDON-FLETCHER-POWELL apresenta 
muitas vantagens em relação a seus concorrentes como sejam, 
alta eficiência e boas propriedades de estabilidade compu-
tacional. Sua Única desvantagem é a quantidade de memória 
necessária em computador para armazenar a aproximação dai!} 
versa da Hessiana que ,•:!de -um modo geral, é de ordem eleva 
da nos problemas reais, 121. 
O presente método, como de resto toda a família 
de métrica variável, possui a interessante propriedade de, 
em n passos, a matriz direcional tornar-se igual à inver 
sa da Hessiana para funções quadráticas com Hessiana defi-
nida positiva. 
A matriz direcional inicial é geralmente escolh! 
da igual à matriz identidade, E
0
=I, embora possa ser qual-
quer matriz definida positiva. A cada passo vai se proces 
sanda uma transformação gradual de direções de gradiente 




fases de comportamento daqueles dois métodos uma vez que o de 
CAUCHY tem boa atuação longe do ótimo enquanto que o método 
de NEWTON, modificado, apresenta boa performance em suas vi-
zi.nhançâs •. 
O método de DAVIDON-FLETCHER-POWELL pode ser tam-
bém enquadrado na categoria dos que usam direções conjugadas. 
Para uma função objetivo qualquer é esse fato, mais que o de 
aproximar a inversa da matriz Hessiana, a razão maior de sua 
grande eficiência, Ili. 
Com referência ao modelo em (II. 4.6), o presente 
método determina, em seu i-ésimo estágio, a direção de bus-
ca si por 
S.=-E.Vf(X.) 
l. l. l. 




H {X. ) • 
l. 
O novo ponto é então obtido por 
X.+1=X.+Ã'S. l. l. l. 
-onde X' e calculado pela busca unidirecional {ver III). 
A caracteristica fundamental dos métodos de métri-
ca variável é usar relações próprias para aproximar a inver 
sa da Hessiana. A maneira como é feita esta aproximação de-
termina essencialmente a diferença entre os diversos métodos 
111 , 114 I e 1151 • 
Para funções quadráticas entre dois estágios conse 





a seguinte relação entre os respectivos pontos, (ver Ili): 
onde H é uma matriz constante. A equação (12) pode ser 
encarada como um sistema de n equações lineares contendo 
um conjunto de parâmetros desconhecidos que devem ser esti 
mados afim de se obter a aproximação da inversa de H(Xi) • 
várias técnicas podem ser usadas para resolver o 




- -1 -Num grande grupo de metodos, H (Xi+l) e, aprox! 
mada usando informações do i-ésimo estágio: 
onde E. 
l. 
H-l (Xi+ll~wEi+l = w (Ei +t.Ei) 
é a matriz que aproxima H-1 (X) e iE. 
l. 
é u'a ma-
triz a ser determinada e w e: R é um fator de escala, uma 
constante, geralmente igual à unidade. Conforme já disse 
mos, a escolha de t.E. determina o tipo de método. 
l. 
Para 
garantir convergência, wEi+l deve ser definida positiva e 
satisfazer à equaçao (12), quando substitui -1 H. (X.) • 
J. 
No estágio (i+l) temos os valores de 
"!Jf(Xi+l),í/f(Xi) e Ei, e queremos calcular Ei+l tal que 






~ A equaçao 
AEiAgi = ; AXi - EiAg1 , deve ser resolvida em re 
l~ção a AE .• Pode-se mostrar, por substituição direta do 
l. 
·resultado, que a equação (15} tem a solução 
t:iX. Y' 
AE. = _L l. 






onde Y, Z e: Rn são vetores arbitrários. 
Os tipos de métodos variam conforme a escolha de 
Y e z. 
Se, para w=l, fizermos Y=AXi e Z=E1Agi, tere 






i óE. = -
1 < AX . , Ag. > 
l.' 1 
(E1 Ag.} (E.Ag.) l. l. l. 
atualização da matriz direcional é dada 
Ei+l = E. + óE. l. J. 
AE. 
.. 
relação (17) • e a 
l. 
Convergência para o algoritmo em 
, 
por 
estudo é garag 
tida para funções objetivo quadráticas com a matriz Hessiana 
definida positiva, 111. 
Mais recentemente, POWELL, ll6j, obteve prova de 
convergênc<ta.deste método para funções não necessariamente 
quadráticas porem estritamente convexas, 121. 
Em face de minimizações imperfeitas efetuadas 
38 
pelas buscas, pode ocorrer que em um determinado estágio a 
busca não consiga achar um valor adequado (ver III) para Ã 1• 
Neste caso o algoritmo é recomposto fazendo-se E(X.) = I. 
1 
Este procedimento evita que a convergência do método seja 
afetada por acúmulo de erros devido a minimizações impreci-
sas das buscas. 
19 
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ALGORITMO l 2 I 
X n Pl • Escolha o E R • Se Vf(Xo}=0, PARE. 
Caso contrário vá para P2. 
P2 • Faça i=0, E.=I (matriz identidade) e 
l. 
P4 • Calcule Ã 1 1 por qualquer busca unidirecional (ver IIIL 
PS • Calcule Vf(Xi+Ã'.S.). 
. l. 1 
P6 • Se Vf(X.+Ã 1 1S.)=0, PARE. J. 1 
Caso contrário faça 
Xi+l = X.+Ã'.S. 1 l. l. 
gi+l = Vf(Xi+l) 
Agi = gi+l-gi 
ix1 = x1+1-x1 
1 
Ei+l = E.+ 
ix1ix:i (Ei t.gi) (EiAgi) 
< ó.X . , ó.g ·• > -1 <EiAg.t, Agi> 1 l. 
.. 
P7. eva para 




SEÇÃO 4 - MÉTODO DE BROYDEN 
O método de BROYDEN, 1171, publicado em 1967 per-
tence também à classe de métrica variável como o processo 
de DAVIDON-FLETCHER-POWELL .. , discutido na seção anterior. A 
diferença entre eles reside no processo de geração da ma-
triz direcional (ver IV. 3.10 a 18). 
<Em, um estágio i do algoritmo em pauta, a par-







( bX. -E. bg. ) ( t-,X. -E. bg. ) 
1 1 1 1 1 1 
<bX.-E.bg. ,bg.>-
1 1 1 1 
bg.=Vf(X.+1 )-Vf(X.) 1. 1 1 
A nova matriz direcional Ei+l e, então calcu 
Como na seçao 3, a convergência para o método de 
BROYDEN é demonstrada apenas para funções quadráticas com 
Hessiana definida positiva. 
rer que 
Se a função objetivo nao é quadrática, pode ocor 
1 - a matriz direcional pode deixar de ser defi 
nida positiva. 
2 - a parcela de correção bE. pode tornar- se ili 
1 
mitada (às vezes até mesmo para funções qu~ 
4! 
dráticas) devido a erros de aproximação. 
1 
3 - Se AX. = -A·.E.Vf(X.) tiver, por coincidên-
1 ]. ]. ]. 
eia, a mesma direção do estágio anterior, 
Ei+l torna~se singular ou indeterminada. 
Assim, no algoritmo de BROYDEN, se ocorrer pelo 
menos um dos dois casos 
1 - E.Ag. = A'X., 
]. ]. ]. 
2 - <(E.Ag.-AX.) ,Ag.>=0, 
]. ]. ]. ]. 
Com estas precauções a convergência nao é des-
'"' 
truida pela manipulação de precisões nas buscas unidirecio 
nais, embora a rapidez de convergência possa ser afetada 
(ver VIII) • 
22 
42 
ALGORITMO J 11 
Pl • Escolha Se Vf(X 0
)=0, PARE. 
Caso contrário vá para P2. 
P2 • Faça 
P3 • Faça 
i=0, E.=I (matriz identidade) e 
l. 
S. =-E. g .• 
l. l. l. 
P4 • Calcule Ã'. por qualquer busca unid~recional (ver III). 
l. 
P5. Calcule Vf(X.+Ã' .S.). 
l. l. l. 
P6 • Se Vf(X.+Ã' .S.)=0, PARE. 
l. l. l. 
Caso contrário, faça 
Xi+l = X .+Ã'. S. l. l. l. 
gi+l = Vf(Xi+l) 
6g. = gi+l-gi l. 
6X. = xi+l-xi l. 
(6X.-E.6g.) (tiX.-E.ig.) 
Ei+l E.+ 
l. l. l. l. l. l. 
= 
< 6X. -E. 6g. , /!J.g. > l. 
l. l. l. l. 
... 
P7. e va para 
P7 Faça i=i+l 
... 
P3. . e va para 
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CAPÍTULO V 
MÉTODOS DE MINIMIZAÇÃO DESVINCULADA SEM DERIVADAS 
Os métodos de minimização que não requerem derivadas sao, 
muitas vêzes, preferidos em relação àqueles que as usam. Evidente -
mente existem casos em que se justifica tal preferência e,como priu 
cipais, podemos citar os seguintes: 
1 - A expressão analítica da função objetivo não é conhe 
cida explicitamente. Em muitos casos o valor da função objetivo PQ 
de somente ser calculado ponto a ponto. 
2 - A expressão analítica de f é conhecida mas o cál-
culo do gradiente é altamente trabalhoso em face da complexidade de 
f. 
3 - Facilidade de preparaçao das informaç6es iniciais de 
corrente,·: da não utilização de gradientes. 
Embora, de um modo geral, a eficiência desses métodos se 
ja inferior à dos que usam gradientes, o desempenho de alguns algg 
ritmos que não usam derivadas pode ser considerado excelente e mes-
mo superior ao de vários daqueles que delas fazem uso (ver Ili). 
No presente capitulo apresentaremos três métodos seleci9 
nades segundo seu desempenho: os processos de POWELL, de NELDER-MFAD 
e de CAUCHY com redução do cálculo de derivadas. 
A utilização de tais métodos será exposta no capitulo X" 
e as listagens se encontram em XII; .. 
l 
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SEÇÃO 1 - MÉTODO DE CAUCHY 
Este é um processo de minimização desvinculada sem 
derivadas desenvolvido por POLN<, 121. o algoritmo efetua 
um cálculo aproximado do gradiente da função usando vetores 
canônicos n e. e R , i=l, 2, ••• n. 
1 
A direção de busca é a aprÇ? 
ximação do gradiente, com sinal trocado. 
A categoria dos processos que resolvem o problema 
Min f (X) ,X e Rn 
sem usar derivadas é constituida basicamente de dois tipos: 
os que derivam de métodos que utilizam gradientes, aproxi-
mando-os através de diferenças finitas e aqueles cujo dese~ 
volvimento conceitual independe do cálculo de derivadas. O 
presente algoritmo pertence ao primeiro grupo. 
Em (1), f: Rn • R deve ser, pelo menos, continua 
mente diferenciável. 
A convergência do algoritmo que apresentaremos a 
seguir é tratada em 121. 
2 
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ALGORITMO ! 2 \ 
Pl • Escolha x0 E Rn, SE;fs,10], E1 >0 (ver VIII). 
P2 . Faça i=O 
P3 • Faça e:=El/S 
P4 • Calcule o vetor S(e:,X1)e:Rn cuja j-ésima componente, 
Sj(E,X1) é definida por 
Sj(E,X1 )=- ; '[f(Xi+e:ej)-f(Xi>], j=l,2, ••• ,n 
onde e. 
J 
é a j-ésima coluna da matriz identidade 
(n~, isto é, e 1=(1,0, ••• ,O), e 2=(0,l,O, ••• ,O), etc. 
PS. Calcule f (Xi+a e:S < e: ,X.> 111s li> -f (X.> ~,d e: ,X.> • 
1 1 1 
P6 • Se 6(e:,X1 )~0 faça e:=e:/2 e vá para P4. 
Caso contrário· calcule À! por qualquer busca unidire 
cional*. 
P7 • Calcule 0(),i,Xi,S(e:,Xi))=f(X1+Ã1S(e,X1))-f(X1). 
P8 • Se 0(Ã1,x1 ,s(e:,X1))~-l~lle faça Xi+l=X1+Ã1s(,,X1), 
i=i+l e vá para P4. 
caso contrário faça e:=e/2 e vá para P4. 
*Nas buscas de GOLDSTEIN (III. 1) e ARMIJO (III. 2) o prod:g 
to escalar <Vf (X) , S,·> é aproximado, fazendo-se 
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SEÇÃO 2 - MÉTODO DE POWELL 
Este é um método sem derivadas que atinge o mínimo 
de uma função quadrática com Hessiana definida positiva, em 
no máximo n passos, através de sucessivas buscas unidire-
cionais ao longo de uma série de direções conjugadas P?rtin4ü 
de um ponto inicial x
0
• 
Sabemos que duas direções si e sj sao conjugadas 
se: 
< S . , QS . > = O , if j e 
J. J 
onde Q é urna matriz quadrada definida positiva. 
O método de POWELL se baseia no seguinte fato: 
Para uma função quadrática com Hessiana definida 
positiva; se partirmos de um ponto x
0 
e determinarmos Xi 
após minimizações consecutivas em p < n · direções conjugadas 
e fizermos o mesmo, a partir de x1 para determinar Xj, e~ 
tão a direção x.-x. 
J J. 
é conjugada em relação às 
usadas para obter tanto X. 
J. 
como X . , l 18 1 • 
J 
p direções 
O modelo abaixo (ver 1181) dá uma boa idéia do fun 
cionamento do método. 
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MODELO 
Pl. Escolha um ponto inicial x
0
• 
P2 • Faça S . =e . , onde e . é oi-ésimo vetor canônico. 
l. l. l. 
' P3 • Encontre ' À'. E R 
l. 
tal que f(X. 1+À .S.) é mínimo. 1.- l. l. 
' Defina X. = X. 
1
+À .S., i=l,2, ••• ,n. 
l. 1.- l. l. 
P4 • Gere uma nova direção S = Xn-XO e faça 
S1=S2,S2=S3,••·,sn-1=Sn,Sn=S. 
' PS • Minimize f(X +ÀS) para determinar X=X +ÀS • n n n n 
Faça X0= X e vá para P3 (X 0 
é o novo ponto de partida). 
O algoritmo (4) difere, no entanto, do modelo aci 
ma quanto à direção a ser substituida, em face do problema 
de convergência. Para maiores detalhes veja-se Ili e 1201. 
Convergência para o presente método é demonstrada 
em 1201 para funções quadráticas onde também é apresentada 
uma modificação do algoritmo e provada sua convergência pa-




ALGORITMO l l ! 
Sejam D=(s1 ,s2 , ••• ,sn) u'a matriz nxn, Sie: Rn, e 
€1 e R (ver v.1q:1). 
Pl. Escolha um ponto inicial 
P2. Faça si=ái, onde e1=(0, ••• ,o,1,o, ••• ,o) ,i=l,2, ••• ,n, 
. Rn é, e: • J. . 
P3 • Faça i=l. 
P4 • Determine À! minimizando f (X. 
1
+Ã..S.) • 
J. i- J. J. 
PS • Faça Xi=X. 1+x!s. i- J. J. 
P6 • Se i<n faça i=i+l e vã para P4. Caso contrário vá 
para P7. 
P7 • Calcule Xn+l=2Xn-X 0 • 
P8 • Calcule ô= max{f (Xi_ 1 )-f(Xi)}, i=l,2, ••• ,n e chame 
de sm a direção correspondente a ô. 
P9 • Se, f (Xn+l) <f (X 0 ) ou 
[f (Xo)-2f (Xn) +f (Xn+l>] [f (Xo) -f (Xn)-ô] ;< ½ [f (Xo)-f (Xn+i.>]2 
vã para Pl2. Caso contrário vá para PlO. 
PlO. Mantenha os me.smoes valores de 
o próximo estágio. 
S., i=l,2, ••• ,n para 
J. 
Pll. Se f(Xn)~f(Xn+l> faça x0=Xn+l e vá para Pl4. 
Caso contrário faça X0=Xn e vá para Pl4. 
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Pl2. Minimize f(X 0+ÀS), onde S=Xn-x 0 , e ~aça X0=X 0+A'S , 
onde À 1 é o valor Ótimo de À na direção s. 
Pl3. Substitua Sm por s na matriz D mas fazendo de 
s sempre a Última coluna: D=(S1 ,s2 , •.• ,sm-l' 
S +l' ••• ,S ,S) •• m · n 
Pl4. Se IIXn-XO 11 ~ e: 1 , PARE. Caso contrário vá para P3 para 
iniciar um novo estágio. 
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SEÇÃO 3 - MÉTODO DE NELDER-MEAD 
O método que estudaremos a seguir segue uma teoria 
totalmente independente do que vimos até aqui e foi desenvol 
vido por NELDER-MEAD, 1211, baseados em trabalho anterior de 
SPENDLEY, HEXT e HIMSWORTH datado de 1962 (ver Ili). 
É um algoritmo que requer apenas a expressão anali 
tica da função objetivo a ser minimizada e apresenta boa efi 
ciência, considerando-se que não utiliza derivadas, além de 
ser facilmente implementável em computador, Ili. 
Apresentamos a seguir uma ideia geral de funciona 
menta do método. 
Recordemos que um poliedro regular de n+l vérti-
ces em Rn é um simplex. Por exemplo em R2 o simplex re 
gular é representado por um triângulo equilátero, em R3 por 
um tetraedro regular, etc. 
Dados n+ 1 p.ontos em Rn formando um simplex a 
função objetivo pode ser avaliada em cada um dos vértices, e 
daquele correspondente ao maior valor da função é feita uma 
reflexão através do centróide do simplex. O vértice que ori 
ginou a reflexão pode ser substituido pelo novo ponto e um 
outro simplex obtido. Assim procedendo, sempre substituindo 
ou não o vértice que der origem ao maior valor da função 
pelo ponto obtido na reflexão, juntamente com processos ade 
quados·de redução gradativa do simplex e de evitar c±clagem 
nas vizinhanças do ponto de mínimo, tem-se um método de mini 
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mização sem derivadas de desempenho apenas razoável. 
Algumas dificuldades de ordem prática, no processo 
acima descrito, como sejam a impossibilidade de acelerar a 
pesquisa do mínimo ou mesmo de continuá-la em certos casos 
motivaram a adoção de várias medidas destinadas a melhorar a 
atuação do algoritmo. 
O trabalho de NELDER-MEAD :fó:i exatamente o de in-
troduzir tais melhoramentos. A alteração básica no processo 
foi a possibilidade de o simplex, durante a execução, sofrer 
variações em sua forma deixando, assim, de ser um simplex r~ 
gular. Dal a origem da denominação mais sugestiva - POLIEDRO 
FLEXIVEL - pela qual é também o método conhecido. 
O algoritmo de NELDER-MEAD minimiza uma função 
f: Rn + R usando {n+l) vértices de um poliedro flexível, em 
Rn. Cada vértice pode ser definido por um vetor X. Aquele 
correspondente ao maior valor de f(X) é projetado através do 
centróide dos vértices RESTANTES (e não do poliedro, como an 
tes), originando um novo ponto em que f(X) pode ou não ter 
um valor menor. 
Sejam, em um estágio qualquer do algoritmo, Xi o 
i-ésimo vértice do poliedro, onde n X. e: R , i=l, 2, ••• , n+ 1, 
1 
o valor da função em Xi igual a f(Xi)". 
Xl vértices do poliedro tais que 
Sejam ainda 









Xn+ 2 o centróide de {X1 ,x2 , ••• ,Xn+l}·""'{Xh} calculá 
vel por: 
Escolhe-se, em geral, como poliedro inicial um 
simplex regular mas não é obrigatório. A sequência de pas-
sos para se encontrar um ponto X e: Rn onde f (X) assuma um 
valor menor envolve, em linhas gerais, as seguintes 
çoes: 
1 - REFLEXÃO Xh é refletido através do 
tróide obtendo-se o ponto Xn+J calculável por 
onde a>O é o coeficiente de reflexão 
Xn+ 2 é o centróide calculado por (5) e 
operê 
cen-
Xh é o vértice onde f (Xi) , i=l, 2, ••• ,n+l, é máximo. 
2 - EXPANSÃO - Se f(Xn+
3
),::f(Xl), o vetor 
(Xn+ 3-Xn+2 ) é expandido, gerando Xn+4 calculável por: 
onde y>l - -e o coeficiente de expansao. 
Se f{Xn+ 4)<f(X.t), Xh é substitutido por Xn+ 4 
e a operaçao recomeça de 1, como um novo estágio. Caso con 
trãrio Xh é substitutido por Xn+
3 




3 - CONTRAÇÃO Se f(X + 3)>f(X.), ~-~h, é feita n i i 
uma contração do vetor (Xh-Xn+ 2 > gerando Xn+S calculável 
por: 
onde 0<S<l é o coeficiente de contração 
... 
e substituido por e o retorno é feito para 
1 iniciando-se um novo estágio. 
4 - REDUÇÃO - Se f(Xn+ 3 )>f(Xh) todos os 
vetores 
(Xi-Xl)' i=l,2, ••• ,n+l, sao reduzidas à metade a partir de 
Xl, o que é feito através da equação 
X. 
J. 
Volta-se novamente para 1 afim de iniciar-se o es-
tágio seguinte. 
A diferença básica entre o simplex rígido e o po-
liedro flexivel é que este possui a faculdade de ser auto 
adaptativo à topografia da função objetivo, alongando-se,co~ 
traindo-se ou reduzindo-se de tamanho, conforme a necessi -
dade do problema. 
Conforme visto, o coeficiente i1 é usado na refle 
xão, y na expansao e S na contração do poliedro·flexivel. 
Uma questão fundamental é pois estabelecer os val9 
res de a, Se y mais eficazes. Note-se que uma alteração do 
poliedro só e necessaria quando ocorrer uma variação na top9 
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grafia da função. Assim, com a=l estaremos atendendo a essa 
invariância de forma do poliedro. Além disto, NELDER-MEAD 
demonstraram que para a=l um número muito menor de avalia-
ções de f(X) é requerido do que com a=l. 
1 - Um menor valor para 2 proporciona uma melhor 
adapt-ação do poliedro ao "terreno" da função 
objetivo, particularmente nos casos de estrei 
tamente com mudanças de direção. 
2 - Nas vizinhanças do mínimo o poliedro precisa 
ser reduzido e um valor grande para retarda 
a convergência. Destarte, a=l parece ser uma 
boa escolha. 
Quanto a Se y, NELDER-MEAD baseados em diversos 
testes com diferentes combinações entre os dois parâmetros 
chegaram à conclusão que S=0.5 e y=2 constituem duas boas 
opçoes. Já PAVIANI sugeriu os seguintes valores paras e y, 
(ver 111) , 
0.4 < S < 0.6, 
2.8 < y ~ 3.0, 
considerando que para O<S<0.4 existe a possibilidade de tér 
mino antecipado e com S>0.6 o algoritmo pode requerer um ex-
cessivo número de estágios e longo tempo de computador para 
atingir a solução do problema. 
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O método de NELDER-MEAD apresenta duas particula-
ridades interessantes: nao requer derivadas nem utiliza bus 
cas unidirecionais. 
Devemos acrescentar ainda que este processo 
.. 
e a 
base do método de ~olerância Flexível apresentado no capít~ 
lo VII e que a forma de geração dos vértices do poliedro rê 






Sejam a=l, S=0. 5, y=2e e e: 
2
e: R (ver VI;I:I) • 
Pi. Escolha um ponto inicial 
P2>. Calcule, a partir de x1 , os demais vértices do poliedro 
inicial (ver VII. 1). 
P3 . Calcule f (Xi), i=l,2, •.• ,n+l 
PS • REFLEXÃO - Calcule Xn+J pela equaçao (6) e f(Xn+J>. 
P6 . Se f(Xn+J)>f(X~) vá para P9. Caso contrário, vá para P7. 
P7 • EXPANSÃO - Calcule Xn+ 4 pela equação. (7) e f(X 0 +4>. 
P8 . se. f(X
0
+4)<f(~~) faça. Xh=X0 +4 e vá para Pl4. 
Caso contrário, faça Xh=Xn+J e vá para Pl4. 
P9 • Se f(Xn+J)>f(Xi), Viih vá para Pl0. 
Caso contrário faça Xh=Xn+J e vá para Pl4. 
Pl0. Se f(X
0
+ 3)>f(Xh) vá para Pll. Caso contrário faça 
Xh=Xn+3 -eva para Pll. 
Pll. CONTRAÇÃO - Calcule Xn+S pela equação (8) e f(Xn+s>· 
Pl2. Se f(Xn+S)<f(Xh) faça Xh=Xn+S e vá para Pl4. 
Caso contrário vá para Pl3. 
Pl3. REDUÇÃO - Calcule X., i=l,2, ••• ,n+l, pela equaçao (9). 
1 
Pl4, Se { ~ ): ~ (X1 )-f (Xn+2 ) rr /2 < , 2 PARE, 
Caso contrário vã para P4. 
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CAPÍTULO VI 
MÉTODOS DE MINIMIZAÇÃO VINCULADA COM DERIVADAS 
No segundo céipitulo formalizamos o problema de minimi-
zaçao vinculada (ver II. 1) e fizemos referência à larga faixa de 
aplicação que ocupa no campo da otimização. 
Existem na literatura, vários métodos destinados are 
solver o problema (II. 1.1), uns mais outros menos eficientes. Em 
nosso trabalho encontram-se três deles, dos quais dois 
cômputo da derivada da função objetivo e dos vínculos, 
que o terceiro necessita tão somente do cômputo dessas 




A menos de poucas exceçoes os métodos existentes se di 
videm em dois grandes grupos: O primeiro fo
1
rmado por aqueles cujo 
desenvolvimento teórico independe do uso de derivadas, utilizando-
as apenas corno uma.ferramenta de cá1culo. o segundo constituido 
por aqueles que dependem conceitualmente de gradientes. A este pef 
tence o método de direções viáveis apresentado na seção 2 e àquele 
o método de penalidades descrito na seção 1. 
O método de penalidades resolve o problema geral de oti 
mização (II. ~.1) e apr~senta, de um modo geral, boa rapidez de 
convergência. 
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A restrição que se apresenta para o método de direções 
viáveis é não admitir a existência de vincules não lineares do 
tipo igualdade. Como o método de penalidades, apresenta boa con 
vergência. 
' 1 
Na descrição :dos métodos, neste capítulo, 
1 
basear-nos-





SEÇÃO 1 - MÉTODO DE PENALIDADES 
(P) 
O problema geral de otimização é 
Minimizar f(X) 
X e V 
onde V é o conjtinto viável definido por 
V n o, h(X) O} = {X E R /g (X) < = -
onde g: Rn-+ Rm 
h: Rn-+ R,e_ 
A idéia fundamental do método de penalidades é r~ 
duzir a resolução do problema (1) a uma sequência de probl~ 
mas de minimização desvinculada da forma 
, X n Min{f( )+p1 (X)/XsR }, i=l,2, ... 
onde p. :· Rn-+ R, i=l, 2,. • • são funções penalidades que ad! 
l. 
cionam a f (X) um custo positivo se X,;/ V forçando as solu 
ções dos problemas (P1 ) a se aproximarem de V(caso de pen~ 
lidades exteriores), ou forçam essas soluções a permanece-
rem no interior de V(caso de penalidades interiores). 
o problema (3) pode ser construido basicamente de 
três maneiras, a depender da natureza das funções pi.Estas 
podem ser exteriores ou interiores. No primeiro caso o pr2 
cesso de solução do problema (3) é dito de penalidades ext~ 
riores e no segundo, de penalidades interiores ou de barrei 
ra. Quando se usam os dois tipos de penalidades o processo 
j} 
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recebe a denominação de método misto. 
Em nosso trabalho optamos pela implementação do 
método misto, que reune as vantagens de ambos os métodos. 
A seguir descreveremos, sucintamente, as noçoes 
fundamentais dos métodos de penalidades exteriores e inte 
riores para, então, abordarmos o método misto. 
6:t 
Mt!TODO DE PENALIDADES EXTERIORES 




p. : Rn+ R, 1=1, 2, ••• , é dita de penalidades exteriores para 
J. 
o problema (f1) se: 
a. p1 (X) = 
b. pi (X) > 
e. Pi+l (X) 




o, 1r/-Xe:V{ 1=1, 2, ••• , 
o, :V-X FjV, i=l,2, ••• , 
> pi (X) , :v-xj.v, i=l, 2, ••• , 
00 quando i -+ oo , .:s./--X ,1:. V 
Seja p. (.) , i=l, 2 , ••• 
1 
uma sequência de fünções 
~enalidades exteriores para o conjunto V definido em (2). 
Uma sequência de problemas de minimização desvinculada, pe-
nalizados, é definida por 
(PE). 
J. 
Min{f(X)+p. (X)/X E Rn} 
1 
Para demonstrar a convergência do método é ne 
cessário garantir que os problemas penalizados (PE) 1 têm so 
lução. Segue uma hipótese bastante restritiva enunciada em 
l 21. Uma hipótese menos restritiva encontra-se em j 23 I, 
HIPÕTESE 
a. V é fechado 
b. Existe X'e:V tal que o conjunto 
U = {X/ f (X) ~ f (X 1 ) } -e compacto. 
Consideremos a sequência de problemas definida 




Demonstra-se (ver l 21) que, para f continua{: 
Se Xi é ótimo para (PE)i' i=l,2, ••• , então a 
sequência (X.) é compacta e qualquer ponto de acumula-
, 1 . N 
1e: 
ção de (Xi) é ótimo para o problema (P). 
FUNÇÕES PENALIDADES EXTERIORES - Existem várias maneiras 
de se determinarem as funções p. (.) para o conjunto viá-
1 
vel (2). Como exemplo temos a seguinte: 
[( 
l ~2) 8/2 m B 
= ªi .I
1
(hi(X)~ +f(X)+ l (max{g.(X),O})] 
1 . 1 1 . 
1= . 
onde B >l e a. é uma sequência estritamente crescente de 
- 1 
... 
numeres positivos tal que a ,-+oo quando i-+oo. 
1 
Desde que sejam hi e funções continua 





MÉTODO DE PENALIDADES INTERIORES 
Neste caso, o problema geral de otimização (1) é 
transformado em uma sequência de problemas de minimização 
desvinculada à semelhança do que se fez em penalidades ext~ 
riores, diferindo q.penas quanto à natureza das penalidades 
que são agora interiores. 
Suponhamos que o conjunto viável V e Rn seja de 
finido por 
V= {X/gi (X) < O, i=l,2, ••• ,m}. 
HIPÕTESE 
a. V é fechado 
b o ·...J. • - • . V=Vr~, ou seJa, a aderencia do interior de V -e igual 
a V e não vazia. 
DEFINIÇÃO - Uma sequência de funções contínuas 
1 ~ • 1 2 ~ p.: v~R, J=, , ••• 
J 
é dita uma sequência de funções penal! 
dades interiores para V se 
o 
a. p! (X)+ O quando j + 00 , 1.fX E V 
J 
b. Seja (X.) uma.sequência qualquer convergente para um po~ 
1 -
to X na fronteira de v. Nesse caso, 
lim p ! (X.) =+ 00 , para j=l, 2, ••• 





Consideremos agora a sequência de problemas de 
minimização 
o 
(Pl) j Min{f(X)+p~ (X)/Xi;:,V }, j=l,2, ••. 
J 
onde p! (.) são funções penalidades interiores. 
J . 
Hipótese 
semelhante a (6) garante que os problemas (PI). têm 
o J 
solu-
quaJ: ção em V (ver l 21) • Nesse caso mostra-se, l 21 , que 
quer ponto de acumulação da sequência de soluções 
problemas (PI) . resolve o problema (P) • 
J 
FUNÇÕES PENALIDADES INTERIORES.:. As funções pj(.) 
ser definidas conforme abaixo: 
m 1 o 
p ~ (X) = -a. }: (X) , X E V, j=l, 2, ••• 




onde a., j=l,2, ••• é uma sequência estritamente decres-
J 
cente de números positivos que tende para zero quando j 
tende para infinito. 
RESOLUÇÃO DO SUBPROBLEMA - Tanto os problemas (PE}i quan 
to os (PI). podem ser resolvidos por qualquer método des 
J 
vinculado. Para os problemas (PI) . , no entanto, como suas 
J o 
soluções estão em V, deve-se tomar o cuidado de não sair 
o 
de V durante as buscas unidirecionais. Uma técnica para 
o 






Este processo é uma combinação dos dois métodos 
vistos anteriormente e a sequência de problemas desvincu 
lados em que é transformado o problema (1) utiliza ambas 
as formas de penalidades. 
Seja V=V 'OV 11 , onde V' satisfaz as condições 
(6) e V" as condições (11). Utilizaremos penalidades é~ 
teriores com relação a V' e interiores com relação a V". 
HIPÓTESE - Para ao menos um X E V, ótimo para o 




DEFINIÇÃO - Seja a sequência de problemas de 
desvinculada definida por 
minimização 
o 
(P). Min{f(X)+p. (X)+p: (X)/XE V"}, i=l,2, •.. 
1 1 1 
onde p. (.) são penalidades exteriores e p ~ ( .• ) penalidades 
1 1 
interiores respectivamente para os conjuntos V' e V". 
Com as hipóteses feitas acima com relação aos 
conjuntos viáveis e funções penalidades, demonstra-se, 121, 
que a sequência gerada pelos problemas 
condições de convergência como em (7). 
(P). satisfaz as 
1' 
O método misto é o que apresenta melhor compor-
tamento na solução de problemas práticos, 121, dai haver 
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sido selecionado para implementação. Seu funcionamento, em 
-linhas gerais, e o seguinte: 
Dado um ponto inicial 
(1) e V definido como 
n x0 E R para o pre.blema 
n V= {XER /gi(X) á O, i=l,2, ••• ,m,hj(X)=O, j=l,2, ••• ,l} 
onde g.: R~+ R e .h,: Rn+ R, podemos aplicar penalidades ex 
1 J 
teriores aos vincules h.(X)=O e às restrições g. (X)<O , 
J 1 -
sempre que gi(X 0)~0 e penalidades interiores aos vínculos 
gi(X)~O quando gi(X 0)<0. 
Na aplicação do método é necessário que todas as 
funções envolvidas sejam continuamente diferenciáveis. 
A convergência do algoritmo é tratada em 121. 
Na resolução do subproblema as minimizações sao 
truncadas em conformidade com o trabalho realizado por 
E.POLAK (ver 121). A truncagem é feita com base no gradie!;! 
te da função objetivo dos problemas desvinculados, aumenta~ 
do-se a precisão das buscas à medida que crescem as penali-
dades. 
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ALGORITMO ! 21 
Pl • Escolha n X0 e: R, a,a',a"e:(0,0.5) e Be:(0.5,0.8) 
P2 • Faça X=X o e k=O. 
P3 • Defina os conjuntos de Índices 
I = {idl,2, ••• ,m}/gi (X) > O}, 
I'= {ie:{1,2, ••• ,m}/gi (X) -" O}. 
P4 • Defina as funções penalidades exteriores e interiores por 
p(X) = .r [hi(X)] 2+): [max{O,gi00}] 2 , 
i=l 1EI 
PS. Se k=O, vã para P6. Caso contrário vã para P9. 
P6 • Calcule Vf(X), Vp(X), Vp' (X}. 
P7. Faça e:= llvp(X)II /llvf(X)II, e:'= IIVf(X>ll/llvp'(X)II• 
P8. Escolha e:k (0.1,1). 
P9 • Calcule 
S (X) = - [vf (X)+ +vp (X) +e I Vp I (X)]• 
PlO. Se li S (X) 11 > e:k vá para Pll. Caso contrário faça 
e:k+l=ae:k, e:=ae, e'=a'e:', Xk;X, k=k+l e vá para P3. 
Pll. Resolva o problema min{f(X)+ ...l...p(X)+e:'p' (X)} por qual-e: 
quer método de minimização desvinculada com e: 4=e:K e 
volte para P9; com o novo ponto X calculado. 
19 
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SEÇÃO 2 - MÉTODO DE DIREÇÕES VIÁVEIS 
o método de direções viáveis foi introduzido por 
ZOUTENDIJK, 1241, em 1959 e se destina a resolver o segui~ 
te problema de otimização: 
Minimizar f(X) 
onde V é definido em (10) e as funções envolvidas, f e 
gi, i=l,2, ••• ,m são continuamente diferenciáveis. 
Um algoritmo que resolva (19) é dito método de 
direções viáveis se, dado um ponto Xi pertencente ao con 
junto v, ele determina uma semi-reta {X/X= X.+µS., µ > O} 
J. J. 
passando pelo interior (relativo) de V, onde n S. e: R , 
1 
nessa semi-reta escolhe X.+1=X.+µ.S. tal que J. :1. J. J. 
e 
f(Xi+l)<f(Xi). Assim, métodos de direções viáveis podem ser 
usados para resolver (19) apenas se 
lativo) nao vazio, 121. 
V tem interior (re-
Desta forma, somente poderão ser admitidos víncu 
los do tipo igualdade se estes forem lineares. Em nosso 
tratamento consideraremos apenas vínculos do tipo desigua! 
dade satisfazendo às seguintes· 
-20 HIPÕTESES 
a. O interior do conjunto viável (10) é dado por 
o 




b. V é não vazio 
e. Existe um ponto x
0 
E V tal que o conjunto 
u = {X e:Rn/f(X)-f(X
0
) < O, g(X) < O} é compacto e tem 
interior não vazio. 
DETERMINAÇÃO DA DIREÇÃO VIÁVEL - O método de direções viª 
veis é uma extensão do processo de CAUCHY. Neste procura-
se diminuir a função objetivo caminhando na direção con-
trária à d0 gradiente (ver IV. 1). Naquele o objetivo é o 
mesmo, com a restrição de sempre permanecer na região viã 
vel. 
X • E Vli, uma direção 
J 
n 
S. e: R 
J 
.. 
e Dado um ponto 
dita viável# a partir de 
µ > O tal que para todo 
o 
X., se for possiivel determinar J . 
µe:(O,µ"j tem-se g(Xj+µSj) < O, 
is to é , X . + µ S • e: V. 
J J 
Em outras palavras, uma direção é viável, a pa~ 
tir de um ponto,_ .se for pos si vel "caminliarl' pelo menos um 
pouco sobre ela sem sair do conjunto viável, supondo-se 
que o ponto de partida pertença a esse conjunto. 
As variações de f e g1 , i=l,2, ••• ,m, em X, na 
direção s podem ser medidas por 
<Vf (X) , S:> e 
<Vg1 (X),S>, i=l,2, ••• ,m 
A direção S é viável, a partir de X~ se 
<Vg.(X),S i»<0, ie:J (X)= {il g (X)=O, i=l,2, ••• ,m} 
J. . / o ·. i 






<Vf 00 ,s > <O. 
Procura-se uma direção viável utilizável, isto é, 
que, simultâneamente reduza "bastante" f e penetre "bastan-
te" em v. Isto não leva em conta vínculos quase violados 
cuja presença pro~oca ineficiência da busca e pode acarre-
tar zig-.zag. ~ neste ponto que entra o importante concei 
to de: 
r::-atividade - Dado EY!. O, r::r:: ~., X E V, o conjunto 
de indices r::-ativos em X é definido por 
J (X) = {i/g. (X)+ e:':!> o, ie:{1,2, ••• ,m}} 
E 1 -
O conjunto J (X) tem por objetivo evitar "engar-
e: 
rafamentos" do algoritmo. O valor de e: vai gradativamen-
te diminuindo à medida em que o algoritmo se processa. 
Considerando que a direção S seja de decresci-
menta tanto de f como de g. , i r:: J (X) , podemos dizer que 
1 e: 
as expressões (22) e (2,1) nos dão o decréscimo dessas fun-
ções na direção s. 
Definamos o seguinte conjunto 
z = {S e:Rn/js. ! < 1, i=l,2, ••• ,n} 
1 
que, evidentemente contém a origem em seu interior. 




= Anax {<Vf(X) ,s >, <í/g. (X), S >} 1 ' 
ie:J e: (X) 
26 
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A expressao (25) nos fornece o valor do menor de 
crescimento inicial (maior crescimento inicial} entre todas 
as funções f e g., ie:J (X). Ora, se esse decrescimento 
1 e: 
inicial ainda for bom, s < O, significa que é possive.l de 
e: 
terminar'· um novo ponto onde os valores de todas as funções 
decresceram. Entretanto, se s = O, o menor decrescimento e: 
inicial é nulo e não podemos garantir a determinação de um 
o 1 
novo ponto, em V, no qual a função critério tenha dimi -
nuido seu valor. 
Se para e:> o, tivermos s = O, é feita uma redu e: 
çao no valor de e: e o :proces_so ,,seg_ue~nor~almente. 
Se para e: = O , ti vermos s = O então· para cer e: . . , 
tas condições de regularidade, mostra-se que as condições 
de KUHN-TUCKER são satisfeitas no ponto X , o que fornece 
uma regra de parada para o algoritmo. 
o problema agora é determinar uma direção quepe~ 
mita decrescer todas as funções. Uma direção que fornece 
bons resultados é aquela segundo a qual é possível aumentar 
ao máximo o menor decrescimento obtido em (25) ,(minimizar o 
maior crescimento). 




= min . max · { <Vf (X) , S • , 
Se:Z ie:J e:(~) 
<Vgi (X) ,S > } 
Resolvendo o problema em (26) em relação a s, te 







Podemos calcular o valor de s 0 em (26) resol -
e: 





Minimizar s 0 
e: 
Se:Z 
sº = e: max { < V f (X) , S > , < í/ g . , S > } ie:J (X) 1 
e: 
Entretanto, (27)-(28) 




s ~ di'.-;:f( X) , S > , 
e: 
-e equivalente a 
S~>t,<Vg.(X),S>, ie:J (X). 
- i e: 
Mostra-se facilmente que (29)-(30) equivale a 
Minimizar s 0 
e: 
o -s + <Vf(X),S> ~ O 
e: 
si < 1 -




i=l, 2, ... ,n 
O problema (31) é um problema de programaçao linear 
e pode ser resolvido pelo Método Simplex. AA:soitu~ãe 
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será o par (s0 ,s ) , onde s 0 e: R e S e:Rn, sendo -s0 o me-e: e e e e 
nor decrescimento inicial verificado entre as funções f e 
S E Rn , l 21 • 
E 
O presente método não exige convexidade das fun 
ções envolvidas e sua convergência é tratada em 121. 
O algoritmo apresentado a seguir destina-se are 





Pl • Escolha e:'> O, e:"e:(0,e:'), a~0, !3'e:(0,l), B"e:(O • .:5,0.8) 
e um inteiro k tal que 5-<k<l0. 
P2 • Dado um ponto inicial n x
0 
e: R , verifique se 
o 
X E V" o ' 
definido com V em (10).t ~s.e o X E V" o -va para P4. 
Caso contrário vá para P3. 
P3 . Faça x 0=max{gi(X 0), i=l,2, ••• ,m} e resolva o seguinte 
problema (em Rn+l): 
min{ x0/-x 0+g i (X) ~- - O, i=l, 2, ••• ,m} para determinar um 
ponto viável, X'e: V. 
P4 • Faça 
PS • Faça 
P6 • Faça 
X =X' o 




P7 • Defina o conjunto de indices 
Je:(X) = {je:{1,2, ••• ,m}/gj(X}+e:~0} 








-sº+<Vg. (X) ,~i'><0 
E 1. -
h, < 1, j=l,2, ••• ,n 
J -
-h. < 1 
J -
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P9 • Se s 0 < -aE, faça S(X)=S (X) e vá para Pl2. 
E - E 
Caso contrário vá para PlO. 
PlO .- Se E~E II faça e:=e:, resolva o problema ( 33) Jt)ara e:=O 
para determinar {s0 ,s} e vá para Pll. 
E E 
Caso contrário, faça E=S • e: e vã para P8. 
Pll. $e sº=o, PARE. Caso contrário faça 
E: 
e:=J'e: e vi para P9. 
/ 
Pl2. Minimize f(X) na direção S(X), usando qualquer 
unidirecional, par-a determinar um novo · ponto 
_ Xi+l e faça i=i+l. 
Pl3. Se (i/k)=O, módulo k, vá para PS. 





MÉTODO DE MINIMIZAÇÃO VINCULADA SEM DERIVADAS 
Neste capítulo abordaremos um processo que foi introdu 
zido em 1968 por PAVIANI e HIMMELBLAU, [25[, que se intitula MÉ 
TODO DE TOLERÂNCIA FLEXIVEL. 
Durante a descrição do método estaremos sempre nos ba 
seando em Ili e 1251. 
A característica principal deste processo é nao neces 
sitar de derivadas das funções critério e vínculos o que represen 
ta, em tempo, uma economia enorme na preparação dos dados, por 
parte do usuário. Uma comparação desta natureza é feita em [1\ , 
destacando o comportamento do método em estudo. 
Além de apresentar facilidade na preparação, o Método 
de Tolerância Flexível apresenta bom desempenho em relação aos di 
versos tipos de problemas que lhe servem de teste, resultados taro 
bem apresentados em Ili. 
A estratégia do processo é uma extensão da idéia de 
NELDER-MEAD,exposta no algoritmo descrito na seçao V.3. Técnicas 
especiais foram criadas a fim de possibilitar a resolução de pr2 






SEÇÃO 1 - MÉTODO DE TOLERÂNCIA FLEXIVEL 
Este é um método que se destina a resolver o pr9 
blema (II.1.1) repetido a seguir: 
sujeito a g(X)<0 
h(X)=0 
Seu desenvolvimento teórico é baseado no processo 
de NELDER-MEAD (ver V. 3). 
CRITÉRIO DE TOLERÂNCIA. Seja <Pk o critério de tolerância 
flexivel de viabilidade, no k-ésimo estágio, definido por 
l+l 
p+l 
sendo seu valor inicial <PO calculável através de: 
<PO = 2(l+l)t. 
Em (2) e (3): 
<Pk = valor do critério de tolerância no estágio k. 
<Pk-l = valor do critério de tolerância no estágio 
k-1. 
l = número de restrições de igualdade. 
p = n-l = número de graus de liberdade. 
Xi= i-ésimo vértice do poliedro flexivel. 
Xp+ 2 = centróide do poliedro flexivel (ver V. 3). 




O critério de tolerância (2) é uma sequência pos! 
tiva nao crescente (~k) . Os valo~es ~k agem como um 
ksN 
critério de tolerância de violação de vincules durante toda 
a resolução do problema, bem como se presta a um critério 
de parada do algoritmo. Realmente vimos em (V. 3) que o p9 
liedro flexivel durante o processamento do algoritmo sofre 
contrações e expansões mas tende a diminuir de tamanho,· em 
cada estágio, à medida que se aproxima do Ótimo da função. 
A sequência (~k) como definida em (4) é então, claramente, 
... 
positiva nao crescente, isto e, 
Nas vizinhanças do Ótimo de f, o poliedro tende para zero 
e o mesmo ocorre com ~k' dai sua condição de regra de pa-
rada para o algoritmo, Ili. 
A FUNÇÃO T ( •) • Seja a função T: Rn-+ R definida por 
T (X) = [ Í (h1· (X) )2 + I u. fg. (X) )2]1/2, 




é o operador de Heaviside tal que U,=O 
l 




para g. (X)> o. 
l -
Como se observa, T(.) é uma função não negativa 
para todo X de n R. Em particular, se 
l 2 
l (hi ( ~} ) e 
i=.::l 
g1 (•) são convexas então T(•) é convexa com um ponto de mi 
nimo global X, viável, com T(X)=-0. Por outro lado, T(X)>O 




saber se um ponto pertence ou nao ao conjunto viável. Pode 
ocorrer entretanto, que T(X)~O e neste caso o ponto X es--
tará muito próximo da região viável e dai o conceito de 
QUASE-VIABILIDADE. A distinção entre pontos viáveis, nao 
viáveis e quase-viáveis é dada por 
a. viável se T(X)=0, 
b. não viável se T(X)>~k' 
c. quase-viável se 0~T(X)~~k. 
Desta forma, a região de quase viabilidade é defi 
nida por 
TRANSFORMAÇÃO DO PROBLEMA. A idéia básica do processo 
tnansformar o problema (1) no problema abaixo: 
Min f (X) , X e: Rn 
sujeito a 
-e 
Durante sua aplicação, o algqritmo procura obter 
novos vértices para o poliedro flexível, de tal maneira que 
esses novos vértices sejam viáveis ou quase viáveis. Em ca-
da estágio é pois bastante minimizar T(X) até obter 
T (X) ~-~k, o que pode ser feito por qualquer método de minimi 
zação desvinculada sem derivadas. No presente algoritmo, o 
processo utilizado é o de NELDER-MEAD (ver V. 3). 
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É preciso, no entanto, mostrar que (7) é equiva-
lente a (1). Para tanto é suficiente observar o comport~ 
mento de~-
Em virtude de ser (~k) uma sequência positiva não 
crescente, tal que ~k=O apenas quando se atinge o ponto de 
Ótimo para f(.), a região de quase-viabilidade (6) é gra 
dualmente restringida em cada estágio do algoritmo. No li-
mite, isto é, quando o poliedro se identificar com o ponto 
de Ótimo, então o valor final de ~ é igual a zero e ap~ 
nas pontos viáveis podem satisfazer (6). Em outras pala-
vras, se ~=O, desde que T(X) não pode ser negativa então 
só pode ser igual a zero o que req~er que X, ponto de óti 






CÁLCULO DOS VÉRTICES DO POLIEDRO INICIAL 
Para se iniciar a busca sao necessáribs p+l poa 
tos iniciais (n+l quando l=0) que podem ou não formar um 
simplex regular em Rn. Os p+l pontos devem ser esco-
lhidos de tal maneira que qualquer subconjunto formado por 
p pontos seja linearmente independente. Para fins práti-
-cose conveniente partir de um ponto inicial x
0 
e cons-
truir um simplex regular. Os p+l vetores de Rn sao de 
terminados por 
X1 = X0 + n1 , i=l,2, ... ,p+l 





o o o 
U V V 
V U V 





u = (t/n/2) ( ✓n+l + n-1), e 
v = (t/n/2) ( ✓n+l - 1). 
-Em (11) e (12), te uma constante que determina o 
do simplex. 
tamanho 
O valor inicial de t pode ser calculado em função do in-




Se os limites inferior e superior das componentes de x
0 
p~ 




e a diferença entre os valores final e inicial, e~ 
perada para ai-ésima componente de x
0
• Se tais diferenças 
não são conhecidas, qualquer valor razoável para t repre -
senta uma boa escolha, 12s1. Em nosso trabalho optamos por 
fazer t=l pois consideramos normalmente difícil estabele-
cer valores verdadeiros para 
a solução do problema. 
L., a menos que já se 
l. 
conheça 
Na minimização de T(.), definida em (5), o valor 
de t é calculado empiricamente através da relação 
O método em estudo nao exige convexidade das fun-
çoes em (1) e sua convergência é comentada em Ili. 
O algoritmo que apresentamos a seguir destina-se a 
resolver o problema definido em (1), usando para a minimiza 
ção de T(X) o método desvinculado de NELDER-MEAD 
em (V. 3) • 
descrito 
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l4 ALGORITMO !251 
coment-; ;: A expressão satisfaça a equaçao (6) significa ca,! 
cular T(X) através de (5) e minimizi-la até que T(X} ~ •k 
obtendo-se, então um (novo} ponto X viivel, ou quase-vi; 
vel. •k ,é o valor de 1(2} no k-ésimo estigio. 
Pl • Escolha n X0 e: R , e:~O, a.=l, B=0.5 e y=2. 
Calcule t por (12} ou faça t igual a um valor con 
veniente. Calcule •o por (3), satisfaça a equação (6), 
construa um simplex regular a partir do ponto x
0 
(vi~ 
vel) obtido e faça k=0. 
P2 . Satisfaça a equaçao (6) pa~a todos os vértices do pol~ 
dro flexivel. 
P3 • Calcule f ( X . ) , i = 1 , 2 , 3 ••. p+ 1 
]. 
P4 • Determine os vértices Xh e .Xl correspondentes, re§ 
pectivamente ao maior e mrnor valor de f (Xi} ,i=l,2, ... p+l 
PS. Calcule o centroid~ do poliedro flexivel por 
X = _L(ptl X.-X) 
p+2 p i;l l. h 
P6 . Calcule •k por (2}. 
P7 . REFLEXÃO - Calcule xp+3=Xp+2+n(Xp+2-Xh} e satisfaça a 
equação (6). Calcule f(Xp+ 3). 
P8 • Se f(Xp+ 3}>f(Xl)/vi para Pll. 
Caso contririo vi para P9. 
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P9 • EXPANSÃO - Caleu.le xp+4=Xp+2+y (Xp+3-xp+2>. Satisfaça 
a equação (6) e calcule f(Xp+ 4). 
Pl0. Se f(Xp+ 4 )<f(Xl) substitua Xh e f(Xh) por Xp+ 4 e 
f(Xp+ 4), respectivamente, e vá para Pl7. Caso contrá 
rio substitua Xh por Xp+ 3 , f(Xh) por f(Xp+)) e vá 
para Pl7. 
Pll. Se para algum ifh, f(Xp+J)<f(Xi) substitua Xh por 
Xp+ 3 , f(Xh) por f(Xp+ 3 ) e vá para Pl7. Caso contrá -
.. 
rio va para Pl2. 
Pl2. Se f(Xp+ 3 ) >f(Xh) vá para Pl4. 
Caso contrário vá para Pl3. 
Pl3. Substitua Xh por Xp+J' f(Xh) por f(Xp+ 3 ) e vá para 
Pl4. 
Pl4. CONTRAÇÃO - Calcule Xp+S=Xp+ 2+s(Xh-Xp+ 2 ), satisfaça 
a equaçao (6) e calcule f(X +s>. p 
Pl5. Se f(Xp+S)<f(Xh) substitua Xh por Xp+S' f(Xh) por 
f(Xp+S) e vá para Pl7. Caso contrário va para Pl6. 
Pl6. REDUÇÃO - Calcule X., i=l,2, ... ,p+l por 
l 
Xi=Xl+0.5(Xi-Xl) e f(Xi), i=l,2, ... ,p+l, para os novos 
valores de X .• Faça k=k+l e vá para P2. 
1 
Pl7. Se ~k ás PARE. Caso contrário faça 
.. 
k=k+l e va para P2. 
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CAPÍTULO VIII 
MANIPULAÇÃO DE PRECISÕES 
Todos os algoritmos estudados nos capítulos ante 
riores incluem a resolução de subproblemas: nos métodos des 
vinculados e direções viáveis, o subproblema é a busca uni-
direcional e nos de penalidades e tolerância flexível o 
subproblema é o algoritmo desvinculado. 
Teoricamente, a resolução exata de tais subpro -
blemas levaria tempo infinito. Para contornar este tipo de 
problema, os algoritmos são transformados de conceituais em 
implementáveis, através de truncamento, passando agora a 
levar apenas tempo finito em seu processamento. 
Normalmente 6 truncamento é feito lançando-se mao 
de precisões obtidas heuristicamente. Em nosso caso prete~ 
demos formalizar o estudo de tais precisões com o objetivo 
de calculá-las a partir de informações inerentes a cada pr2 
blema a ser resolvido pelo algoritmo. 
Polak apresenta em 121 modelos de algoritmos im-
plementáveis quei".incluem a manipulação de precisões ..-e demo~ 
tra a sua convergência. Na seção seguinte será estudado um 
modelo de algoritmo implementável,· baseado em l 21, cuja ef!_. 
c:iê]:ic'iat ,ê; rciomenttada -.-. Nas seções posteriores serão tra 
tados outros assuntos relacionados à manipulação de preci-
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soes, tais como convergência, intervalo inicial de busca e 
regras de parada para algoritmos. 
No presente trabalho são utilizados quatro tipos 
de precisões: 
1 e 1 - Esta é uma precisão que deve ser fornecida em unidades 
de Rn. É utilizada para o estabelecimento das precisões e 
e e' empregadas em testes de parada das buscas de secçao-
áurea e Davies-Swann-Campey-Powell, respectivamente para o 
intervalo final que contém À* (ver III) e suficiente de-
créscimo da função. Essas regras serão comentadas adiante. 
2 e 2 - Esta precisão corresponde ao zero computacional de Rn 
e deve também ser fornecida em unidades compatíveis. É uti-
lizada em teste de parada das buscas unidirecionais (ver III 
3.4) através de comparações com o intervalo que contém À*. 
Ê também usada como regra de parada de algoritmos desvincu 
lados por.comp~:tt9-çoes com a norma da diferença entre pontos 
(vetores) consecutivos determinados pelos algoritmos. 
3 e
3 
- Corresponde ao zero computacional do critério e deve 
ser fornecida em unidades da função. Sua utilização é fei 
ta em regra de parada de algoritmos desvinculados através 
de comparaçoes com diferenças entre três valores consecut! 
vos de f. 
4 e 4 - É a precisão que corresponde ao zero computacional do 
gradiente da função. É utilizado como regra de parada de 
métodos desvinculados que usam derivadas, fazendo-se sua com 
paraçao com a norma do gradiente de f em cada ponto obti-
do pelo algoritmo. 
1 
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SEÇÃO l - MODELO IMPLEMENTÁVEL 
O problema desvinculado é 
Minimizar f(X} 
X E Rn 
O modelo implementável, abaixo, se refere a métodos 
desvinculados que usam gradientes e se destina a resolver o 
problema (1). Sua base é o modelo conceitua! apresentado em 





a partir de Vf(X.}, tal que S.=O se e somente se 
1 1 
A introdução de precisões para o modelo em (II. 4.6) 
leva ao seguinte 
2 ·ALGORITMO 
PO • Escolha X
0 
E Rn. 
Pl • Faça i=0. 
P2 • Obtenha uma direção dê busca 
P3 • Calcule 11 s. 1 1 , 11 Vf (X. > 1 1 • 
1 1 
n s. E R • 
1 
P4 • Se llsill < e: 4 , pare. Caso contrário vá para PS. 
PS e. Faça E=e:1111si11 e e: '=e:1 II V f (Xi) 11 • 
P6 • Calcule tal que exista À* satisfazendo a 
P7 • Se 
f (X. +Ã *S.) =;-;,Ihin{ f (X. +ÃS.) } 
i i. À~0 1 i 
f(X.+À!Si)-f(X.) > -e:', faça 
1. 1. l. 
-eva para P6. 
Caso contrário faça X.+1=X.+Ã!S., i=i+l 1 1. 1 1 
-eva para P2. 
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O modelo acima difere do de Polak no ponto em que 
neste a função é comparada com E: 1 11 Vf(Xi>II enquanto que 
naquele deve-se usar aE 1 , a>êQ fixo. Em nosso caso a pr~ 
cisão para a função fica coerente pois corresponde ao de-
créscimo de f para variações de X. : 
]. 
A modificação proposta levou a bons resultados, 
embora não se demonstre neste trabalho a convergência dos 
algoritmos adaptáveis ao modelo: esse tratamento teórico 
exigiria a manipulação de vários resultados sobre algoritmos, 
fugindo à finalidade desta tese. 
Nas buscas em (III. 3 e 4) o teste no passo 6 foi 
incluido na própria busca o que pode ser visto em seus res-
pectivos algoritmos. As buscas em (III. 1 e 2) não fazem 
uso clesse tipo de teste em face de sua maneira própria de 
calcular o valor de À 1 • 
Em métodos em que a direção s. 
]. 
é calculada a 
partir de gradientes, 11 S. 11 é aproximadamente da ordem de 
]. 
11 V f ( X 
1
. ) 11 , o que permite usar 11 S -11 em vez de 11 V f ( X • ) 11 
]. ]. 
no passo 5 do modelo (2), levando a bons resultados. 
CÁLCULO DE p - As buscas unidirecionais iniciam pela deter 
minação de um intervalo inicial Ça 0 ,b0] (ver III) que con-
tenha um valor À* correspondente ao passo 6 em (2). Um 
bom valor inicial para À pode evitar uma série de cálcu-
los na determinação de [a0 ,b0]. 
Baseados no fato de que para uma direção S a de 
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rivada direcional é nula no ponto de mínimo unidirecional, 
podemos aproximar o cálculo de À inicial usando a segui~ 
te idéia, ilustrada nas figuras 1 e 2. 
Se a derivada segunda de f na direção S -e 
constante, então para variações de. X na direção 
S o decréscimo da função tende a se anular à medida que 
X se aproxima do ponto de mínimo unidirecional. É então 
possível calcular aproximadamente um valor inicial para Ã. 
No algoritmo que apresentamos a seguir foram introduzido~ 
testes adicionais com o fim de atender a casos onde o com 
portamento da função não permita o éálculo de p ( À inicial} 







PO • Dados n n a=0.01, t: 3 t:R, St:R, Xt:R. 
Pl. Calcule ô1=0(a,S)=f(X)-f(X+aS). 
P2. Se ôl ~ O faça p=a e PARE. 
Caso contrário vá para P3. 
P3 . Faça a=2a e calcule ô 2=0 (a, S) • 
P4 • Se ô2 < ôl faça p=a e PARE. 
Caso contrário 
... 
PS. va para 
PS Se ô2 2ôl-t:3 faça ô1=ô2 
... 
para P3. . > eva 
Caso contrário v~ para P6. 
4 
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PARADA DAS BUSCAS 
Após determinado o intervalo inicial as buscas em 
(III. 3 e 4) fazem o seu estreitamento testando em cada dimi 
nuição do intervalo, o seu tamanho com o valor de E=E 1/ 11 Sill 
(ver 2). Se o tamanho do intervalo for menor que E, a pr! 
meira condição de parada está satisfeita e o teste entre o 
valor do decréscimo de f para o À obtido, e E' -e efe 
tuado. Se satisfeito, a busca retorna com sucesso, senao au 
mentam-se as precisões envolvidas (ver III. 3 e 4) e o inte~ 
valo volta a ser estreitado até se obter um bom decréscimo 
para f. Em caso de se obter uma precisão para o intervalo, 
tal que El ~ E2 então a busca acaba: com sucesso se o de-
créscimo for positivo ou insucesso se não for positivo. 
5 CONVERGÊNCIA DE ALGORITMOS 
o algoritmos desvinculados tem sua convergência co 
mentada nas seções onde são expost•s. Acúmulo de erros de-
vidos a imprecisões de cálculo das buscas pode afetar a con 
vergência dos métodos. O que se faz então é recompor o alg~ 
ritmo sempre que a busca unidirecional não conseguir encon-
trar um ponto melhor, fazendo a direção de busca, contrária 
à do gradiente. Se a busca falhar novamente então não é Pº§ 
sível encontrar um ponto melhor e o método acaba. Entretanto, 
em métodos de CAUCHY nao é feito qualquer "resetamento" da 
direção de busca e o algoritmo para na primeira falha '>✓- \,d~ 
6 
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busca. Outra técnica empregada é "resetar" o algoritmo a 
cada grupo de xn iterações, automaticamente. Uma boa es-
colha para x parece ser x=2. Em nosso caso isto é feito 
apenas no algoritmo de FLETCHER-REEVES. 
Assim agindo, garantimos que a convergência dos 
algoritmos não é afetada uma vez que o método de CAUCHY tem 
convergência demonstrada. 
REGRAS DE PARADAS DOS ALGORITMOS 
Os métodos desvinculados com derivadas possuem,em 
nosso caso, 3 regras de parada: 
1. O número de iterações solicitado pelo usuário foi atin-
gido. 
2. O gradiente da função atinge um valor menor que e 4 • 
3. Três pontos consecutivos possuem diferença (em norma) me 
nor que e 2 e três valores consecutivos da função pos-
suem diferença menor que e
3
• 
Para métodos desvinculados sem derivadas existem 
outras regras de parada que podem ser vistas nos correspo~ 
dentes algoritmos. 
93 
SEÇÃO 2 - M~TODO DE PENALIDADES 
Conf~rme exposto no capítulo VI a resolução do pr9 
blema (II. 1.1) pelo método de penalidades é obtida pela re 
solução de uma sequência de problemas desvinculados (ver VI.1). 
Cada problema desvinculado é resolvido independentemente pe-
los algoritmos desvinculados mas neste caso a regra de parada 
dos algoritmos e o intervalo inicial da busca sao estabele-
cidos de forma diferente. 
Em cada estágio do método de penalidades um novo 
problema desvinculado deve ser resolvido, e em cada estágio 
do subproblema há um segundo subproblema que é a determina-
ção do mínimo unidirecional. Sabe-se que tal mínimo sempre 
se acha dentro da região viável e, portanto, é sempre .. pOSS! 
vel determinar um intervalo inicial de busca em cada estágio 
do subp:t:oblema. 
O algoritmo que apresentamos a seguir parte de um 
valor (p) calculado em (3) e determina um intervalo inl.i:bial 
de busca para cada estágio do subproblema do método de 
lidades, sendo seu posterior refinamento feito pelas 





P0 • Dados X e Rn e 
Pl • Faça i=0, Ài-1=0, Ào=0, k=0 
P2 . Calcule p>0 (ver 3) e faça Ã=p 
P3. Se X+ÃS é viável, faça i=i+l, Ã.=Ã 
1 
-eva para P4. 
Caso contrário faça. p=p/2, Ã=Ã-p, k=l e vá para P3. 
P4 . Se f(X+ÃiS) ~ f(X+Ãi_ls) faça ªo=Ài-2' bo=Ài e PARE. 
Caso contrário vá para PS. 
PS • Se k=0 faça p=Ãi' Ã=Ã+p -e va para P3. 
Caso contrário faça p=p/2, Ã=Ã+p -eva para P3. 
No caso especial das buscas de GOLDSTEIN e ARMIJO 
(ver III) devem ser feitas pequenas alterações envolvendo a 
inclusão de alguns testes. As modificações necessárias po-
dem ser enôontradas no capítulo XII. 
Os algoritmos que resolvem os subproblemas podem 
nao obedecer às mesmas regras de parada descritas em (6) • 
Polak realizou um importante trabalho neste setor introdu-
zindo um processo de truncamento para os subproblemas com 
relação aos gradientes. Uma precisão inicial para o gra-
diente da função penalizada é fornecida e em cada estágio do 
algoritmo de penalidades essa precisão vai sendo aumentada 
da mesma forma que as penalidades, garantindo-se com isto a 
convergência do método. 
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SEÇÃO 3 - MÉTODO DE DIREÇÕES VIÁVEIS 
Como no método de penalidades, também neste caso a 
determinação do intervalo inicial é feita por um algoritmo 
especial. No método de direções viáveis entretanto, o sub -
problema é a própria minimização unidirecional e a determina 
ção do intervalo inicial é feita em cada estágio do algoritno 
de direções viáveis. Diferentemente do método de penalida-
des pode ocorrer no entanto que a função não possua 
unidirecional dentro da região viável. Neste caso o 
.... minimo 
ideal 
seria determinar um ponto para o qual existisse o maior núme 
rode vincules violados possível. 
o algoritmo que apresentamos a seguir tenta obter 
esse ponto da seguinte maneira: quando é determinado um po~ 
to para o qual haja, pelo menos; um vinculo e-violado, pro-
cura-se saber se para esse mesmo ponto existe um.número 
maior de vincules 3e-violados. Se houver são feitas duas 
tentativas com a finalidade de torná-los e-violados, voltan 
do-se em seguida com À' igual ao valor final obtido papa,:>... 
Note-se que neste caso nao ,s'e 1de.,terf.fuin~· intervalo inicial: 
o valor final de À 
, 
e o À' procurado (ver III). 
As mesmas considerações da seção anterior sao vá-
lidas aqui com relação às buscas unidirecionais de GOLDSTEIN 
e ARMIJO. 
8 ALGORITMO 
PO • Dados X e: Rn e 
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n S e: R • 
Pl. Faça i=O, j=O, k=O, À_l=O, Ào=O. 
P2. Calcule p>O {ver 3) e faça Ã=p. 
I 
P3 • Se X+xs é viável, faça i=i+l, Ã.=Ã 
]. 
e vá para P4. 
Caso contrário faça p=p/2, Ã=Ã-p, k=l -e va para P3. 
P4 • Se f(X+ÃiS) ~ f{X+Xi-lS) faça ªo=Ài-2' bo=Ài e PARE. 
Caso contrário vá para PS. 
PS . Se k=O faça -e va para P3. 
Caso contrário vá para P6. 
P6 • Se X+ÃS é e:-viável faça p=p/2, Ã=Ã+p 
Caso contrário vá para P7. 
-e va para P3. 
-P7 • Calcule n
1
= número de vínculos e-violados e 
de vinculas 3e:-violados. 
n = numero 
2 
À'= À. e PARE: .acabou a busca. 
]. 
Caso contrário vá para P9. 
P9 • Se j<2, faça p=p/2, Ã=Ã+p, j=j+l e vá para P3. 




ESTRUTURA DO SISTEMA 
Nossa intenção aqui é apresentar um fluxograma de todo 
o sistema implementado, explicar como o programa principal e as 
subrotinas se interligam e como podem ser introduzidas novas sub-
rotinas no sistema sem acarretar grandes modificações no conjunto. 
Na interligação das rotinas usamos um método simpJes e 
sem sofisticação mas que consideramos eficiente e de fácil manejo 
pelo usuário. Maiores detalhes podem ser obtidQs no capitulo X 
onde se explica a utilização de todos os algoritmos. 
A seguir apresentamos dois esquemas, onde se pode ob-
servar o funcionamento de todo o sistema. O primeiro mostra o 
inter-relacionamento de todos os algoritmos que o compõem, e o se 
gundo indica o funcionamento relativo dos métodos,obedecendo este 
às restrições impostas por· aquele. 
Controle 
1 
MDSD MDCD 1 
1 
Nelder Davidon 



















































Afim de tentarmos explicar o funcionamento de cada 
rotina do conjunto, dividÍ-la-emos em quatro grupos princi -
pais 
1 - Rotinas de uso geral. 
2 - Rotinas de métodos desvinculados 
3 -~ Rotinas de métodos vinculados 
4 - Rotinas de programaçao linear 
É conveniente esclarecer que rotina para - indi-nos 
ca qualquer programa, em FORTRAN, que faz parte do 
de listagens do capítulo XII. 
conjunto 
Na classificação acima, rotina de uso geral -e um 
título que enquadra todas aquelas que executam tarefas compl~ 
tamente genéricas, sem se prenderem especificamente a este ou 
àquele método. 
Temos ao todo, no trabalho, 48 rotinas, cujos 
mes contêm sempre 5 letras que, na medida do possível, 
ram expressar o tipo de trabalho que executam ou a qual 




A seguir faremos a descrição sumária de todas elas, 
em ordem alfabética dentro da classificação acima. O programa 
controlador, no entanto, é colocado em primeiro lugar em face 
de sua posição hierárquica na estrutura do sistema. 
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1 ROTINAS DE USO GERAL 
Nesta categoria encontramos: 
1. Programa Controlador - Controla a leitura de dados, sel~ 
ção de algoritmos escolhidos pelo usuário, número de pr2 
blemas a executar, algumas impressões e escolhe algorit-
mos e valores de certos parâmetros quando o usuário ~ nao 
informa por qual método será resolvido o problema. 
2. CRIVO - Examina os dados fornecidos pelo usuário, dete-
tando possiveis enganos. 
3. FUNCF - Na verdade esta rotina deve ser fornecida pelo 
usuário, mas foi incorporada com o objetivo-_:de alertá-lo, 
quando se esquecer de incluI-la entre os dados de entrada, 
através do envio de uma mensagem adequada. 
4. FUNGD - idem 
5. FUNHI - idem 
6. GRADF - idem 
7. GRADV - idem 
8. GRADX - Seleciona qual rotina de gradiente chamar de 
acôrdo com o algoritmo usado. 
9. IMPRS - Imprime resultados intermediários e finais bem 
como outras mensagens de interesse para o usuário. 
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10. LEIAS - Faz a leitura de todos os dados necessários 
solução do problema. 
~ 
a 
11. NORMA - Calcula a norma de um vetor determinado 
algoritmo que a chama. 
pelo 
12. SELEl - Seleciona o algoritmo indicado pelo usuário. 
13. SELE2 - Seleciona a busca unidirecional escolhida pelo 
usuário. 
14. SELE3 - Seleciona o algoritmo determinado pelo usuário 
para resolver o subproblema de métodos vinculados. No 
caso, apenas do método de penalidades. 
2 ROTINAS DE MÉTODOS DESVINCULADOS 
Nesta classe temos: 
1. CONVE - Verifica as condições de convergência para os 
algoritmos desvinculados, determinando ou não a inter-
rupçao da execuçao. 
2. COXIC - É o algoritmo de CAUCHY com derivadas. 
3. COXIS - É o algoritmo de CAUCHY, sem derivadas. 
4. DFLEP - É UiTla rotina comum aos métodos de DAVIDON-
FLETCHER-POWELL e BROYDEN. 
5. DIREC - É usada pelas buscas unidirecionais. Calcula um 
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novo ponto, dados o anterior e a direção de busca. 
6. DSCPW - É a busca unidirecional de DAVIES-SWANN-CAMPEY-
POWELL. 
7. FRIV:S - É o algoritmo de FLETCHER-REEVES. 
8. GOSEC - É a busca unidirecional de seção-áurea (GOLDEN 
SECTION). 
9. LAMBI - Calcula o >. inicial U-p .. } para as buscas unidi 
' .. 
recionais. 
10. MDBRD - Atualiza a matriz direcional do método de 
BROYDEN. 
11. MDDFP - Atualiza a matriz direcional do método de 
DAVIDON-FLETCHER-POWELL. 
12. NEDMD - :I!: o algoritmo de NELDER-MEAD. 
13. POWEL - É o algoritmo de POWELL. 
14. PLAKl - É a busca unidirecional de GOLDSTEIN. 
15. PLAK2 - É a busca unidirecional de ARMIJO. 
3 ROTINAS DE MÉTODOS VINCULADOS 
são as seguintes: 
1. CENTR - Calcula o centr5ide e seleciona os vértices do 
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poliedro correspondentes ao maior e menor valor da função, 
no método de tolerância flexivel. 
2. CLCFI - Calcula o valor da função <!> critério de tolerân 
eia do método de tolerância flexível. 
3. CRITV - Verifica a violação de vinculas dos métodos de p~ 
nalidades e direções viáveis e calcula o intervalo 
cial. 
4. DIRVS - l!: o algoritmo de direções viáveis. 
5. FLEXT - É o algoritmo de tolerância flexível. 
ini-
6. FUNCP - Calcula o valor da função do problema Renalizado 
do método de penalidades. 
7. GRADP - Calcula os gradientes das funções penálidades do 
método de penalidades. 
8. INDIC - Determina o conjunto de Índices de vínculos vio 
lados para os métodos de penalidades e de direções viáveis. 
9. INTER - Faz, se necessário, a interpolação entre pontos 
interiores e exteriores à região viável, no método de to-
lerância flexível, quando o problema não apresenta restri 
ções de igualdade. 
10. OPERC - Calcula reflexão, expansão, contração e 
no método de tolerância flexivel. 
redução 




12. PENAL - É o algoritmo do método de penalidades. 
13. VERTS - Calcula os vértices do simplex regular nos 
todos de NELDER-MEAD e tolerância flexivel. 
-me 
14. VIAVL - Verifica se os pontos calculados pelo método 
de tolerância flexível são viáveis ou quase-viáveis. 
15. TEXIS-~ Calcula o valor da funçio T(X) do problema 
desvinculado do método de tolerância flexivel e para o 
método de direções viáveis. 
ROTINAS DE PROGRAMAÇÃO LINEAR 
1. CAREX - Calcula o problema de programaçao linear ou as 
direções de busca do método de direções viáveis. 
2. SINEX - Prepara os dados para a rotina anterior~ 
3. VETEX - Faz a transmissão de dados do método de direções 
viáveis para a rotina Carex. 
4. VINEX - Faz a preparaçao de vetores para a transmissão 
de dados feita pela Vetéx. 
FUTURl\SRI.NCLUSÕES 
. Neste ponto conhecemos,· mesmo superficialmente , 
todas as rotinas que compõem o método e seu respectivo fug 
cionamento. Vejamos agora os procedimentos básicos a serem 
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Feguidos em caso de inclusão de novos algoritmos. Existem 
certas particularidades no sistema que devem ser observadas: 
a) As buscas sempre recebem o ponto anterio~ À 1 
e a direção nas variáveis VY, XM e DR, res-
pectivamente. 
b) Ao gradiente da função objetivo corresponde a 
variável GX. 
c) Aos gradientes dos vínculos de igualdade e de-
sigualdade correspondem respectivamente as va 
riáveis GH e GG. 
d) O novo ponto, o valor da função objetivo, o v~ 
lor dos vínculos de igualdade e de desigual-
dade são colocados respectivamente nas variá-
veis V.X, FX, HI e GD. VX também contem o 
ponto inicial. 
e) As variáveis inteir:as IN e IO contém os nú 
meros relativos aos dispositivos de entrada e 
saída, respectivamente. Em nosso caso IN=8 e 
IO=S. 
No caso de novas inclusões existem, basicamen 
te, 3 rotinas a serem alte~adas: 
CRIVO - consistência de dados iniciais 
IMPRS - impressão de resultados e mensagens 
SELEl - seleção do algoritmo principal 
C_ontudo, é possível que haja necessidade de outras 
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alterações dependendo do caso. 
A numeração dos algoritmos foi feita de tal manei 
ra que as futuras inclusões, se efetuadas, nao alterem a 
disposição dos métodos agrupados segundo o tipo (desvincu -
lado, vinculado ou programação linear) e a~natureza (com ou 
sem derivadas). Na rotina SELEl há espaço reservado para l'l2 
vas inclusões, em número igual ao existente. 
Quando o usuário nao indica o algoritmo a ser uti 
lizado o programa assume o seguinte: 
DESVINCULADO 
COM DERIVADA: DAVIDON-FLETCHER-POWELL com a busca de 
DAVIES-SWANN-CAMPEY-POWELL. 
DESVINCULADO 
SEM DERIVADAS: POWELL com a busca de DAVIES-SWANN-CAMPEY-
POWELL. 
VINCULADO 
COM DERIVADAS: PENALIDADES com DAVIDON-FLETCHER-POWELL e 
a busca de DSCPW. 
108 
CAPÍTULO X 
UTILIZAÇÃO DO SISTEMA_ 
Este é um capitulo especialmente dedicado ao usuário, 
onde é exposta, detalhadamente, a utilização dos algoritmos impl~ 
mentados. 
REQUISITOS - Os algoritmos foram programados em FORTRAN r✓-G 
e o computador utilizado um IBM/360 modelo 40 com memória de 256K-
bytes, instalado no Núcleo de Computação Eletrônica da UFRJ. A 
exigência minima de memória para a utilização dos algoritmos é de 
aprox/ .120~KJ3;-É nossa intenção, em futuro próximo, fazer uma adae 
tação do conjunto ao IBM-1130 afim de atender a uma faixa maior de 
possiveis usuários, fazendo mais uso de memória auxiliar. 
Para maior eficiência na ~tili~ação do sistema é reco-
mendável que o usuário possua, pel~ menos, conhecimentos básicos 
de otimização muitas vezes necessárias à correta interpretação de 
certos resultados. Evidentemente, conhecimentos de FORTRAN e do 
sistema IBM/360 são também indispensáveis. 
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DIMENSÕES DO PROBLEMA 
1 Métodos desvinculados - Neste caso a formulação do problema é; 
Min f (X) , f: Rn + R, X t Rn. 
2 Mitodos vinculados - O problema a ser resolvido é: 
3 
n n Min f (X) , f: R + R, X e: R 
sujeito a 
Programação linear - Formulaçã9: 
' n Min e X, c,x e: R 
sujeito a 
AX = b, 
X > O 
m A, (m, m) , b e: R 
Em (1), (2) e (3): n < 100 
.Em (2) e ( 3) 
Em (2) 
: m < 20 
= 
l < 20 
\ 
O que acabamos de supor significa, em outras pal~ 
vras, que: 
n=l00 é o número máximo de variáveis independentes do probl~ 
ma. 
m=20 é o número máximo de restrições de desigualdade em (2) 
e total em (3). 
l=20 ,êr-0 número máximo de restrições de igualdade em (2) • 
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CARTÕES DE CONTROLE - Na implementação do sistema procuramos 
adotar medidas que facilitassem, ao máximo, a tarefa do usu~ 
rio. Para tanto criamos uma 11 procedure 11 intitulada OTIMIZAR 
que engloba a matar parte de cartões de contrôle, restando 
alguns que, pela própria natureza do sistema operacional do 
computador, não podem ser nela incluidos. A seguir analisa 
remos todos êles, separadamente, na ordem em que devem serco 
locados na leitora. 
1. CARTÃO JOB - ~ o cartão JOB comum e seu formato é, por 
exemplo, o seguinte: 
//NOME JOB (identidade) ,MSGLEVEL=l,CLASS=G,TIME=3. 
2. CARTÃO EXEC - Este é um cartão especial do programa pois 
através dele ordenamos a execução da "procedure" OTIMIZAR. 
Seu formato é: 
//NOME EXEC OTIMIZAR 
3. CARTÃO DD - to cartão DD comum. Após este cartão sao cg 
locadas as subrotinas, fornecidas pelo usuãrio,referentes 
~ função (ou funções) e gradiente(s) do problema. Seu for 
mato é: 
//FORT.SYSIN DD * 
4. CARTÃO DELIMITADOR - Indica o fim das subrotinas de en-
trada. Seu formato: 
/* 
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5. CARTÃO "GO" - É o cartão "GO" comum. Indica o início da 
etapa de execução. Em seguida a este cartão devem vir 
os dados. Seu formato: 
//GO".SYSIN DD * 
6. CARTÃO DELIMITADOR - Indica o fim dos dados. Seu formato: 
/* 
são pois, no total 6 cartões de contrôle que acr~ 
ditaremos nao constituir qualquer dificuldade ao usuário. A 
seguir damos uma idéia de conjunto dos cartões de contrôle: 
//NOME JOB (identidade) ,MSGLEVEL=l,CLASS=G,TIME=3 
//NOME EXEC OTIMIZAR 
//FORT.SYSIN DD * 
4 - subrotinas 
/* 
5 
//GO.SYSIN DD * 
- dados 
/* 
SUBROTINAS DE ENTRADA - Existem, ao todo, 5 subrotinas a 
serem fornecidas pelo usuário, sendo incluidas em cada exe 
cuçao apenas aquelas exigidas pelo tipo de problema. 
Antes, porém, de as descrevermos definamos dois 
conjuntos de cartões A e B conforme abaixo: 




em todas as subrotinas de entrada, na ordem em que se ~pr~ 
sentam: 
1. IMPLICIT _ ,REAL*8 (A-H ,@"'."Z J 
2. COMMON GG(20,100) ,GH(20,100) ,VX(l00) ,GX(l0O) ,GD(20) ,HI(20), 
F,X: 




Veja:r,nos agora as subrotinas. 
FUNCF - Contem a expressao analítica da função objetivo e 
calcula o seu valor. VJ{ contem o ponto e FX o valor da 
função no ponto: 
1. SUBROUTINE FUNCF 
2. Conjunto A 
3. FX = VX(l)*VX(l)+VX(2)tVX(2)+ ••• 
4. Conjunto B 
8 GRADF - Contém a expressao analítica do gradiente da função 
objetivo e calcula o seu valor. VX contém o ponto e G.x:· o 
valor do gradiente no ponto: 
1. SUBROUTINE GRADF 
2. Conjunto A 
3. GX(1)=2.~VX(l)+ ••• 
4. GX(2)=2.*VX(2)+ ... 
5. Conjunto B 
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9 FUNGD - Contém as expressoes analíticas dos vínculos de desi 
gualdade e calcula seus valores. VX contém o ponto e GD o 
valor das funções: 
10 
11 
1. SUBROUTINE FUNGD 
2. Conjunto A 
3. GD(l) = VX(l)*VX(l)-VX(2)*VX(2)+ ••• 
4. GD ( 2) = VX ( 1) *VX ( 1) *VX ( 1) -VX'. ( 2) *VX ( 2) *V.X ( 2) + ••• 
. . 
5. conjunto B 
FUNHI - Contem as expressoes analíticas dos vincules de 
igualdade e calcula seus valores. VX contem o ponto e HI 
o valor das funções: 
1. SUBROUTINE FUNHI 
2. Conjunto A 
3. HI(l) = VX(l)*VX(2)+V,X(2)*VX(2)+ ••• 
4. HI (2) = VX(l) *VX(2)-VX(2) *V.X(2) + ••• 
. . . 
5. Conjunto B 
GRADV - Contém as expressoes analíticas dos gradientes dos 
vínculos de desigualdade e igualdade e calcula seus valores. 
VX contém o ponto, GG o gradiente dos vínculos desigualdade 
e GH dos vínculos de igualdade. 
1. SUBROUTINE GRADV 
2. Conjunto A 
3 • GG ( 1 , 1) = 2 • * V,x ( 1) + ••• 
4 • GG ( 1 , 2) =- 2 • *V.X ( 2) + ••• · 
5 • GG ( 2 , 1) = 3 • *VX ( 1) *VX ( 1) + ••• 
12 
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6. GG(2,2) =-3.*VX(2)*VX(2)+ ••• 
1. GH (1, 1) = V~(2)+ ••• 
8. GH(l,2) = VX(1)+2.*VX(2)+ ••• 
9. GH ( 2, 1) = vx ( 2) + ••• 
10. GH(2,2) = VX(l)-2.*VX(2)+ ••. .. . 
11. Conjunto B. 
DADOS - Para cada execuçao do programa existem basicamente, 
três conjuntos de dados a serem fornecidos pelo usuário. são 
colocados após o 59 cartão de contrôle, na ordem em que se-
rão apresentados a seguir: 
Ihformaç0es gerais para o programa - Estes dados, num total 
de 10, são todos perfurados em um Único cartão. Todos eles 
são variáveis inteiras lidas no formato IS. O ajuste é adi-
reita dos respectivos campos. são eles: 
Il. Indica o tipo de problema. É uma informação obrigatória. 
Seus valores estão no quadro 1. 
I2. Indica o algoritmo que se quer usar. Seus valores estão 
indicados no quadro 3. Quando o usuário deseja que o pr2 
grama escolha o algoritmo deve colocar 
-dssvinêulado e 1 vinculado. 
O ou 1. Zero -e 
I3. Indica a busca escolhida. Seus valores podem ser encon 
trados no quadro 4. Zero ou um devem ser os valores co 
locados quando se deseja que o algoritmo usado seja de-
terminado pelo programa. Zero é sem derivadas· e um com 
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derivadas. Para programaçao linear, zero significa que 
nao há restrição de sinal e um gue há restrição de si-
nal em X • 
I4. Indica o algoritmo para resolver o subproblema do 
todo de penalidades. Colocar zero se é deixado ao 
-me-
grama a liberdade de escolher o método. Para programa-
ção linear, esta variável contém o número de restrições 
de ~ (m1 ) (ver ,:à.6;.).. 
IS. Indica o número de variáveis ao programa. Depende do 
problema •. É uma informação obrigatória para o programa. 
I6. Indica o número de vínculos de desigualdade em proble-
mas vinculados. É uma informação obrigatórià para o' 
programa. Para métodos desvinculados colocar zero •. 
Para programação linear esta va~iável contem o -numero 
de restrições de ~(m3 ) (ver 16). 
I7. Indica o número de vínculos de igualdade em problemas 
vinculados. É também uma informação obrigatória para o 
programa. Para métodos desvinculados colocar zero. 
Para programação linear esta variável contém o número 
de restrições de =(m2 ) (ver 16). 
I8. Colocar 1 para a impressão de resultados intermediá-
rios e O para resultados finais. Em métodos vincula 
dos colocar 2 para resultados intermediários 
do algoritmo principal. 
apenas 
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I9. Representa o número·máximo de iterações. Se por exemplo 
o valor fornecido for igual a 100 a execução é interrom 
pida automáticamente quando o algoritmo atinge este nú-
mero de iterações. Se zero for o valor colocado o prg 
grama assume 100. Para programação linear esta 
.... 
varia-
vel conterá 1 se for minimização e· 0°.si~for maximi 
zação (ver 16). 
Il0. Deve ser· O ou 1. Se for 1 significa que o mesmo 
problema será resolvido com outros parâmetros e o pro-
grama, após a execução retornará à leitura de novos 
dados. Se for zero o programa "entende" que aquele 
o Último problema a resolver. 
... 
e 
A seguir são apresentados os quadros 1,2,3,4 e 5 • 
são os·· seguintes os respectivos conteúdos: 
. Quadro 1: 
. Quadro 2: 
. Quadro 3: 
Quadro 4: 
valores da variável Il • 
valores da variável I2 • 
valores da variável I3 • 
Resumo dos três anteriores. o primeiro ... numero 
(Il) indica o tipo do método. o segundo ... numero 
indica o algoritmo, ou seja, valor I2. O tercei 
ro número (I3) indica a busca. Os quadricules 
com X indicam a nao existência daquela configg 
raçao. O sinal (?) significa que dependente do 
algoritmo desvinculado escolhido pelo usuário • 
• Quadro 5: Apresenta um resumo geral dos valores das variá-
veis, r1,r2, ••• ,r10. o sinal (?) significa que 
o valor depende do problema. 
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VALORES DÉ' Il 
"DEFAULT" MDCD MDSD MVCD MVSD PL 
o 1 2 3 4 5 
QUADRO L 
MDCD = métodos desvinculados com derivadas 
MDSD = métodos desvinculados sem derivadas 
MVCD = métodos vinculados com derivadas 
MVSD = métodos vinculados sem derivadas 




Fletcher- Broyden Fletcher- Cauchy Nelder-Reeves Cauchy Powell Powell Mead 
1 2 3 4 1 2 3 
Quadro 2 
VALORES DE 13 
Buscas 
Nenhuma Goldstein Armijo Secçao-
Áurea 
o 1 2 3 
Quadro 3 
MVCD 
P.enal! D ireçÕes 
















MDCD MDSD MVCD MVSD 
lgoritmos 
1
Davido1 Fletcher Nelder Penali D1reçÕe1Tolerât1 




Goldstein 1-1-1 1-2-1 1-3-1 1-4-1 2-1-1 [X 2-3-0 3 .::.-]:-:,_ 1--,!;?:J.-··· 3 - 2 - 1 4-1-0 5-1-0 







1-1-3 1 1-2-3 1 1-3-3-11-4-3 I 2-1-3 I 2-2-3 I 2-3-0 13,±l·:-::3-':'.:?1----3-2-3°~- 4-1-0 1 5-1-0 





~ Il 12 13 14 IS 16 I7 
11
DEFAULT" o 0-1 0-1 o ? ? ? 
MDCD 1 1-4 1-4 o ? o o ·• 
MDSD 2 1-3 1-4 o ? o o 
MVCD 3 1-2 1-4 l"'i-4 ? ? ? 
MVSD 4 1 o o ? ? ? 
PL 5 1 0-1 ? ? ? ? 
,i sinal m, n m3 m2 
Quadro 5 
OBSERVAÇÕES: 
• O sinal (?) significa que o valor depende do problema. 
Um hifen entre dois números substitui a preposiçãoª. 



















13 PRECISÕES - são 4 valores também perfurados em um Único car 
tão. são variáveis reais lidas no formato D20~13: 
14 
15 
Zl. Precisão em Rn. É um valor escolhido pelo usuário em 
função do seu problema. Corresponde ao zero computaci~ 
nal para a norma de um vetor, isto é, considera-se X=Y 
se IIX-YII ,: Zl. 
Z2. Precisão para a função objetivo. Também é um valor que 
depende do problema. Corresponde ao zero computacional 
para comparação de valores do critério. 
Z3. Precisão para as buscas unidirecionais. A Unidade é a 
mesma de Zl. Apenas o valor fica a critério do -usua-
rio (ver capítulo VIlI). 
Z4. Precisão para o gradiente da função objetivo. O valor 
fica a critério do usuário, e corresponde ao zero comp~ 
tacional para valores do gradiente do critério. 
PONTO INICIAL - são perfurados 4 componentes do vetor, por 
cartão, no formato D20'.:•13. Num problema com 8 variáveis , 
por exemplo, são utilizados 2 cartões para a entrada do pog 
to inicial. 
IDENTIFICAÇÃO DE ALGORITMOS E BUSCAS - Os quadros 2 e 3 for 
necem os números atribuídos respectivamente aos algoritmos 
e às buscas. O quadro 4 estabelece o interrelacionamento 
entre os dois anteriores. 
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16 ;FROGRAMAÇÃO LINEAR - Este é um caso especial e, por isto, é 
analisado separadamente. 
18 
Conforme vimos {12), os valores de n,m1 ,m2 e m3 
sao colocados nos campos do cartão correspondentes, respec-
tivamente, às variáveis I5,I4,I7 e I6, enquanto que a indi 
cação da existência (1) ou nao {O) de restrição de sinal 
colocada na variável 13 e se é problema de minimização 
(1) ou maximização (O), na variável I9. 
-e 
A leitura da matriz de restrições é feita como se 
segue. O problema a ser resolvido é: 
sujeito a 
DlXO > bl, º1' (ml,n) -
D2XO = b2, n2 , {m2 ,n) 
D3XO > b3, n3 , (m3 ,n) 
XO > o 




DlXO < bl -
D3Xo > b3 -
D2XO = b2 
XO > o -
20 
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Consideremos, de (18), a matriz 
onde 
m 
d. e: R , i=l, 2, ••• , n 
1. 
b e: Rm 
Definamos agora a matriz de restrições A, (m+l,n+l), 
cuja primeira coluna é o vetor [~] e Última linha o vetor 





m+l a. e: R , i=l, 2, ••• , n+ 1 
1. 






dj-1] , m a.= d. 1 e:R ,c. 1 e:R, J'=2,3, •.• ,n+l J cj-1 J- J-
A leitura da matriz A é feita por colunas como 
em (14), isto é, perfurando-se quatro componentes do vetor 
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a., i=l,2, ••• ,n+l, por cartão, obedecendo-se o formato 
l. 
D20.13. Nunca é demais repetir.que as primeiras m linhas 
da matriz A devem obedecer à disposição ~,~,=, rigorosa-
mente. 




Consideremos, como exemplos, os seguintes proble-
mas: 
Problema 1 - Min f(X) 
Problema 2 Min f(X} 2 2 - = x1+x 2+1 
sujeito a 
gl (X) 
2 o = xl+xlx2 < -
g2(X) 
2 o = xlx2+x2 < -
111 (X) = 
2 
xl-xlx2 = o 
h 2 (X) 
2 o = xlx2-x2 = 
Em (22) e (23) : 
• Ponto inicial: X0=(10,10) 
•• Precisões: z 1=10-6,z 2=10-6,Z 3=1,Z 4=10-3 
Problema 3 - Min C'X = x1-2x 2+3x3 
sujeito a 
4X:1 + x.2 = 20 
xl - 2x 2 + 2x 3 > 10 
Xi > o, x2 > o, X3 > o -
25 
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Mostraremos dois exemplos para o problema 1, dois 
para o problema 2 e um para o problema 3. 
EXEMPLO 1 - Resolver o problema (1) pelos métodos de 
FLETCHER-REEVES e BROYDEN usando, respectivamente as buscas 
de GOLDSTEIN e DAVIES-SWANN-CAMPEY-POWELL. 
A codificação será: 
//NOME JOB (identidade) ,MSGLEVEL=l,CLASS=G,TIME=3 
//NOME EXEC OTIMIZAR 




COMMON GG(20,l00) ,GH(20,lOÕ),VX(lOO),GX(lOO),GD(20),HI(20) ,FX 

































1. O. 001 
_ 6b _J36 
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EXEMPLO 2 - Resolver o problema 1 pelos métodos de POWELL e 
NELDER-MEAD, usando a busca de secção-áurea. 
NOTA: o método de NELDER-MEAD não usa busca unidirecionais. 
A codificação será: 
//NOME JOB (identidade),MSGLEVEL=l,CLASS=G,TIME=3 
/,/,NOME EXEC OTIMIZAR 
/ 
//FORT.SYSIN DD * 
SUBROUTINE FUNCF 
IMPLICIT REAL*8(A-H,O-Z) 
COMMON GG (20, 100),GH (20, 100),VX (100),GX (100),GD (20),HI (20),FX 




//GO.SYSIN DD * 














o 2 o o 
0.000001 
o 1 50 
1 : 1. 
o 







27 EXEMPLO 3 - Resolver o problema 2 pelo método de PENALIDADES 
üsando o método de CAUCHY para·resolver o subproblema, e a 
busca de ARMIJO. 
A codificação será: 
//NOME JOB (identidade) ,MSGLEVEL=l,CLASS=G,TIME=3 
//NOME EXEC 'OTIMIZAR 
//FORT.SYSIN DD * 
SUBROUTINE FUNCF 
IMPLICIT REAL*8(A-H,O-Z) 
COMMON GG ( 2 O, 100 ),GH ( 2 O, 100 ),vx (10 O ),GX ( 10 O ),GD ( 2 O ),HI ( 20 ),FX 





COMMON GG (20,100 ),GH (20,100 ),VX ( 100),GX ( 100 ),G[) ( 20),HI ( 20),FX 
GX(l) = 2.*VX(l) 





COMMON GG (20, 100),GH (20, 10O),VX (100),GX (100),GD (20),HI (20),FX 
GD(l) = VX{l)*VX{l)+VX(l)*VX(2) 





COMMON GG {20,100 ),GH (20,100 ),VX { 100 ),GX ( 100 ),GD ( 20 ),HI ( 20 ),FX 
HI(l) = VX(l)*VX(l)-VX(l)*VX(2) 






COMMON GG (20,100 ),GH (20,100 ),VX (100),GX (100),GD (20),HI ( 20),FX 
GG(l,l) = 2.*VX(l}+VX(2) 
GG(l,2) = VX(l) 
GG(2,1} = vx (2); 
GG(2,2) = VX(1)+2.*VX(2) 
GH (1, 1) = 2.*VX(l)-VX(2) 
GH (1, 2) = -vx (1) 
GH ( 2, 1} = vx (2) 




//GO.SYSIN DD * 
















28 EXEMPLO 4 - Resolver o problema 2 pelo método de TOLERÂNCIA 
FLEXIVEL. 
.. 
A codi-ficação sera: 
//NOME JOB (identidade) ,MSGLEVEL=l,CLASS=G,TIME=3 
//NOME EXEC OTIMIZAR 






COMMON GG ( 2 O, 100),GH (2 O, 10 O ),VX ( 100 ),GX ( 10 O ),GD ( 2 O ),HI ( 2 O ),FX 





COMMON GG (20,100 ),GH (20,100 ),VX ( 100 ),GX (100),GD ( 20 ),HI ( 20 ),FX 
GD(l) = VX(l)*VX(l)+VX(l)*VX(2) 





. COMMON GG (20, 100),GH (20, 100),VX (100),GX (100),GD (20),HI (20),FX 
HI(l) = VX{l)*VX(l)-VX(l)*VX(2) 
HI(2) = VX(l)*VX(2)-VX(2)*VX{2) 
RETURN 
END 






o 2 2 2 
vJ'Oô o o o o :o 1 
10. 
1 50 o 
1. 0.001 
20 ~~4~º===:::::====~==-::-º---~º -----  COLUNAS 
29 EXEMPLO 5 - Resolver o problema 3 pelo método do simplex revi-
sado: n=3,m1=1,m2=1,m3=1,m=3 




30 3 1 -5 
10 1 -2 2 
A= 20 4 1 o 
o 1 -2 3 
A codificação --sera: 
//NOME JOB (identidade) ,MSGLEVEL=l,CLASS=G,TIME=3 
//NOME EXEC OTIMIZAR 





























CONCLUSÕES E SUGESTÕES 
Os resultados que obtivemos na resolução de problemas 
clássicos, através dos algoritmos implementados parecem promiss2 
res embora tenhamos razões para acreditar que sua aplicação a pr9 
blemas reais possa trazer resultados ainda mais significativos 
Realmente, a manipulação de precisões, abordada no capítulo VIII, 
é de alta relevância em problemas práticos em face de considera 
çoes fundamentais sobre as Unidades Físicas em que o problema 
formulado, quanto a precisões, regras de parada, etc. 
-e 
Dentre os testes efetuados apresentaremos no quadro 1 
os resultados obtidos na minimização desvinculada das funções 
abaixo, pelos métodos de DAVIDON-FLETCHER-POWELL e de FLETCHER-
REEVES, utilizando a busca unidirecional de DAVIES-SWANN-CAMPEY -
POWELL. 
2 











Ponto de Ótimo: X*= (1.0,1.0) 
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Em comparaçao com os resultados apresentados em 111, 
obteve-se uma significante diferença entre os números de itera-
ções dos algoritmos, embora o número de cálculos da função esteja 
em desvantagem. Acreditamos 9ontudo que pequenas alterações na 
implementação das buscas podem reduzir sensivelmente o total de 
cálculos da função. Tais alterações deverão ser efetuadas dora-
vante obedecendo a um processo.,de evolução requerido pela própria 
natureza do trabalho. 
Nos quadros que se seguem, os símbolos usados têm o 
seguinte significado: 
DFP = método de DAVIDON-FLETCHER-POWELL 
FR = método de FLETCHER-REEVES 
F = funções 
X0 = ponto inicial 
NI = número de iterações do algoritmo 
NF = número de vezes que a função foi calculada 
X*= ponto de Ótimo 
f (X*)= Ótimo da função 
N = método de Newton 
P = método de penalidades 
DV = método de direções viáveis 
SUMT = sequential unconstrained minimization technique 




·' - ' 
F xo NI NF X* f(X*) NI NP X* f (X*) 
1 -1.2 12 362 O .9999 95 3.6x 10-11 11 279 O .999992 SxlO-ll 




lxl0-6 2 13 452 12 397 
1.0 0.999980 0.996882 
\ 1 
Quadro 1 
-No quadro 2, a seguir repetimos os resultados aprese~ 
tados em Ili, para efeito compa~ativo. Como não há elementos 
sôbre o método de FLETCHER-REEVES fizemos sua substituição 









F XO NI NF X* f (X*) NI NF X* f (X*) 
1 -1.2 23 120 
lxlo-12 17 98 - 3xlo-13 -
1.0 
" 
2 -1.2 21 120 3xlo-12 25, 127 4xlO-lS - -
1.0 
Quadro 2 
Para métodosvinculados apresentamos no quadro 3 a 
seguir os resultados obtidos pela aplicação dos métodos de p13n~ 
!idades e direções viáveis ao seguinte problema 
2 Min f(X) = 4x1 - x2 - 12 
sujeito a gl (X) = x.2 - 10x1 + 
x2 - 10x2 + 34 ;e o 1 2 -
g2 (X) = -x 1 < o 
g3(X) = -x < o 2 
g4(X) 
2 x2 25 o = xl + - < 2 
hl (X) = x2 + x2 - 25 = o 1 2 
Ponto inicial: x0 = (1,1) 
Ponto de Ótimo: X*= (l.001,4.898) 
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restrição de igualdade. O subproblema do método 
de penalidades foi resolvido pelo algoritmo de 
Davidon-Fletcher-Powell e a busca utilizada foi de 
secção-áurea para es dois métodos • 




NI X* f(X*) NI X* f (X*) 
9 1.0009 -31.98 7 1.0021 -31.93 
4.8985 4.8929 
Quadro 3 
* - ver página seguinte. 
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Os resultados de l l 1, para o mesmo problema podem 





XO NI X* f (X*) NI X* f (X*) 
1.0 23 1.073 -31.80 23 1.001 -31.99 
1.0 4.909 4.899 
~ 
Quadro 4 
*·-·o método de direções viã-veis em nossa implementação requer 
ainda quê o pon1:õ iniciãl: se:fa vi&veí e 6 pótitó inicial 
para os resultados do quadro 3 foi X0=(2.S,3.5). A modifi 
caçao para que x0 seja qualquer está sendo efetuada mas 
ainda não se encontrava completa. quando da obtenção dos 
resultados acima. 
** - O método de tolerância flexível de nosso sistema resolveu 
o mesmo problema em 9 iterações com X*=(l.050,4.888) e 
f(X*)=-31.66. É bom esclarecer que em ll 1, os mesmos re-
sultados foram obtidos em 9 iterações. 
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Evidentemente os resultados apresentados acima nao ex 
pressam o real desempenho dos algoritmos implementados e nem mes 
mo podem servir de base para conclusões definitivas em relação 
a comparaçoes com outros resultados existentes na literatura. 
Vários outros testes necessitam ser feitos e é nosso pensamento 
efetuá-los oportunamente. AÍ então poderemos tirar conclusões 
mais concretas sobre nosso sistema. 
Durante a realização deste trabalho observamos alguns 
fatos que poderão ser estudados ou pesquisados por interessados 
-na area: 
a) Existem outros métodos de busca unidirecional (ver 141} cuja 
implementação seja talvez interessante e apresenta resultados 
compensadores. 
b) Conforme comentamos em (V.3) o método de NELDER-MEAD nao uti-
liza buscas unidirecionais. Um estudo interessante seria tal 
vez adaptá-lo ao uso de buscas conseguindo-se assim uma pos-
sível melhoria em seu desempenho. 
c) O subproblema do método de Tolerância Flexível, em nosso caso, 
é resolvido pelo processo de NELDER-MEAD. Uma sugestão seria 
aplicar os métodos de Poweil e Cauchy sem derivadas na solu-
ção desse subproblema. 
d) O tratamento de precisões é um assunto altamente importante 
no estudo da rapidez de convergência de algoritmos e achamos 
que uma pesquisa na área poderia trazer importantes contribu! 
ções à rapidez de convergência inicial dos algoritmos. 
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CAP!TULO XII 
LISTAGENS DOS PROGRAMAS 
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//CARUX JOB {3032,2410l,MSGLEVEL=l,CLASS=C,TIME~5 
C**** PROCEDURE 
li tXEC PGM=IEBUPDTE 
//SYSPRINJ DO SYSOUT=A 
//SYS~Tl OD DSN=SYSlePRCCLIB,UISP=SHR 
//SYSUT2 DD DSN=SYSloPROCLI~,DISP=SHR 
//SYSIN 0D DATA 
e/ REPL NAME=OJIMILAR,lIST=ALl 
e/ NUMBER NEWl=lO,INCR=lO 
//fORT EXEC PGM=IEYFCRT,RlGION=lOCK 
//SYSPRINT DO SYSOUT=A 
//SYSPUNCH DO SYSOUT=B 
//SYSLIN DO DSNAME=&LOADSET,DISP=(MGD,PASS),U~IT=SYSSQ, 
li SPACE=(8úd2G0,1(0),RLSEl ,DCB=BLKSIZE=BO 
//LKED EXEC PGM=IEWL,KEGICN=96K,CGN0=(4,LT,FüRTJ 
//SYSLIB üD DSNAME=SYSlofCRlllB,OISP=SHR 
li 00 OSN=CLOVIS,DISP=SHR 
1/SYSLMUD DO OSNAME=&GCSET(MAINJ,DISP=(NEW,PASS),UNIT=SYSDA, 
li SPACE=tl024,(20,10,1) ,RLSU ,DCB=BLKSILE=l024 
/ISYSPRINT DG SYSGUT=A 
//SYSüTl DO UNIT=SYSDA,SPACE=(1024,{l(0,10),RLSE),DCB=BLKSilE=l024, 
li DS~AME=&SYSUil 
//SYSLIN Jü DSN=PRGCG,DISP=SHR 
li DO DSN=&LOADSE1,DISF=(GLD,DELETE) 
./IGO EXEC PGM=*eLKEDoSYSLMOD,CON0=((4,LT,FüRTl,t4,LT,LKEOt) 
IIGOoFT05FOOl DO SYSOUT=A,DCB=(LRECL=l33,BLKSIZE=l33,RECFM=FAJ - -- -- -- -- l"lJGtf~ -r=·t (i 6.Fo-u 1-- b õ ~ s-)'-SÜU l· ;A· - ·- - -- - ~- - ·-· --· -· -- ·-· --- ---- --·-· -.. -- -- ·--· --- -- -- --- - ·-- - - -- --- ---- -- --- - - - --- -
//FJOBF(Ol 00 ODNAME=SYSIN 
/IGOoFT2üf001 DO OSN=L&CLCVIS,DISP=(NEW,PASS1,UNIT=SYSDA, 
// SPACE=C8,(300UU,1UI) 
I* 
1/CLUVIS EXEC FOkTGC 
//FORToSVSLIN DO OSN=PROCC,UNIT=2314,V• l~SER~LIX001,0ISP=tNEW,CAT~G1, 1 
li üCti=BLKSIZE=80,SPACE=(80,(Z00,1Lül,RLSEl,LABEL=EXPDT=75365 
I* . 
C**** PROGRAMA CONTROLADUR 
IMPLICIT REAL*B(A-H,0-Z) 
COMMON GG(20, 1001,GH( 20,100 l ,VX( 100) !GX( 100) ,GDi20J, 





6 NS , Nl, N2, N3 , N4, I C, IA , I8, KL, I\F, NK, N P, NU, NV, N X , I T, J N-, 
7MX,Jl,J2,J3,J4,J5,Jb,J7 
C**** AS VAklAVEIS Vl Á V7 E Jl A J7 FORAM INCLUIDAS PARA 
C**** USO FUTUROo NAO FURAM USADAS EM PARTE ALGUNAe 
DEFINE FILE 20(30ú00,2,U,IOl 




























DU 20 K=l,NC - VD (-K-l ;;o-;-· -" -· -- .... -· --- -
VU K J ==Oo 
VHKl=Oo 
20 CONTINUE 
IF ( NKo LE00 1 l\K= 100 
C**** CONTROLE PASSAU• AO ALGCRITMO ESCOLHIDO PELO USUARIO 
CALL SELE l 
'* 





40 IFtNPoE,el) GOTO 10 
CALL EXIT 
END 
//CLOVIS EXEC FORTGCL,PAR~alKE0= 1 NCAL,L~T 1 
//FORToSYSIN DD * 
SUBROUilNE LEIAS 
IMPLICil REAL*B{A-H,C-Z) 
COMMON GG(20,lli0),GH(LU, ltO) ,VX(lOü) ,GX(lOO) ,GD(20l t 




4VA( 100) ,VtH 10{.)i ,VC( 100) ,VO( 100) ,PX( 100) ,PY( 100), 
5lX{20), IN, I0,1\11, IO, IK,NC, NB,NA,NG,NR, IL,NT 1 ND,NH, 
6N5,Nl,N2,N3,l\4,IC,1A,IB,KL,f\F,NK,I\F,f\U,IW,I\X, IT,JN, 
7MX,Jl,J2,J3,J4,J5,J6,J7 
C**** FAZ A LEITURA DGS DADCS INICIAIS 
C**** IU=l: DESVINCULADO co~ DERIVADA 
C**** ID=2: DESVINCULADU SEM DERIVADA 
C**** 10=3: VINCULADC COM DERIVADA 
C**** ID=4: VINCULADO SLM OtRIVAOA 
C**** 10=5: PROGRAMACAG llNlAK 
WRIIE{IC,11) 












WkllE( I0,15 l (VX( I l, Ic=l,NCJ 
IF(llJeNEe5) CALl CklVC 
lf,NVeEQel) RETURN - -· -· -- --· . ·1 r' r N\}~ -ttQ~ õ r __ k_E_TDR N -· -- - -- -- - -- ·-
30 W R. 1 T U l O , 14 J 
14 fURMAT{//20X, 1 Sko USUAR10,'//20X,'REEXAM1NE COM ATENCAO OS', 





//LKEDaSYSLMOD DO CSN=ClGVIS(LEIAS),DISP=(NEW,CATLGJ,UNIT=2314, 
li VüL=SER=LIXOOl,SPALê=(CYL,(2,2,15), ,MXIGl,üCB=BLKSIZE=7294, 
// LABEL:EXPDT=75365 





lHI ( .20 J, FX, Vf (100 J, VY{.lC,O l ,DR( lCO), VE { 100), VZ( 100), 
2HM{l00l,DG{l00t,DV(l00),FY,LR,ZE,XN,XM,ZN,lf,IE,FI, 
3FL,FH,TX,EP,El,E2,Pl,P2,Ul,Q2,Vl,V2,V3,\J4,V5,V6 1 V7, 
4VA(lOOt,VBllOO},VC(lOC),VD(lOOl,PX{l0ü),PYC100l, 
~IX{201,IN,IO,NI,ID,1K,I\C,NB,~A,NG,NR,IL,NT,ND,NH, 
6 N S , N l , N 2 , N 3 , N4 , I C , lÂ , I 13 , K L , 1\ f , N K , N P , N U , N V , N X , l T , J N , 
7MX,Jl,J2,J3,J4,J5,J6,J7 




IF4ICofTe4J GO TU 5 
lB=NU-NX 
IFí IToEW,dJ WRITEC IC,ll 
IHlTeEW0Z) WRITE(IC,2) 
1 fúRMAT{/lX,130{'-'U/lOX,'* FROBLEMA PRINClPAL *'/) 
2 FORMAT(/lX,130{'-'ll/lOX,'* SUBPROBLEMA*'/} 
5 GOTO (10,20,3ü,~0,50,60,7ü,80,90,100¾,ID 
C**** 
C**** VALORES OTIM0S: METCCGS DESVINCULADOS 
C**** 
10 WRITE(I0,lU {VX(U,l=l,NC) 
11 FORMAT(lOX,'* SOLUCAO DO PROBLEMA *'//lOX, 
l'PONTO DE OTIM0: 1 //(6(2X,D20el31) I 
IH IKeEQeU WRlTt:{I0,12i (GX( I l ,1=1,1\C) 
12 FURMATUlOX,'GkA-DIENTE lJA FUNCA0 CBJETIV0: ', 
l//(6(2X,D20ol3))) 
wRifE(I0,13} FX,NI,I\F 
13 FURMAT(/lOX,'VALGR CTI~U DA FUNCAG CBJETIVO: ',D20ol3//10X, 
l'TOTAL DE ITERAC0~S DC ALGLRLTMO PRII\ClPAL: ',110//lOX, 
2 1 T0TAL CE CALCUL0S CA FüNCAU OBJETIVO: ',IlOJ 
lf(NUaGTeO! WRITE(IC,141 I\U 
14 FORMAT(/lOX,'TUTAL DE llERACOES DA BUSCA', 
l I U N I D l R E C I O N AL : • , I1 O } 
GO IO 120 
C**** 
C**** VALORES INTERMEOlARIO~: MEI00GS DESVINCULAUOS 
C**** 
20 CO NT INU E 
IF(JNaEQe2l RETURN 
IHIKel\Eel~ GO TC 25 
iD=3 
CALL NORMA 
25 WRITE(I0,211 Nl 
21 FORMAT(lOX,'* VALDRES INTERME0IARI0S * 1 //lOX, 
1• ITERACAG NCo: 1 , IiO) 
WRITE(Iü,22l (VX(ll ,I=l,NCJ 
22 FüRMAI(/lOX,'VETOR X1 //(6(2X,020el3)) l 
IF(IK0EQell WRlTE(IU,121 (GX(ll,I=l,NCI 
i.F{ lKeEQeU WRITI::( IG,23) XI\ 
23 FORMAT{/lOX,'NORMA CC GRADIENTE DA fUNCAU: ',D20013) 
WRITE(I0,24l FX,NF 
24 f0RMAT(/lOX,'VAL0R DA FUNCAO OBJETIVO EM X: ',D20el3//lOX, 
l'T0TAL ACUMULADC DC NCo üE CALCULO$ DA ', 
2'FUNCA0 0BJ~TIVU: ',llOt 
lF{NU~GTeO} WRHE{ IU,26) IB,NU 
26 FURMAT(/lOX,'ITERACCES DA BUSCA UI\IGIRECIONAL ', 
l ' N E S T E ESTA G 1 O : 1 , I 5 / J 1 O X , • TO TA l AC U tJ U L AD ú D E ' , 




C**** VALURES UTIMOS: METCOCS VI~CULAUOS 
C**** 
3ú wk l TE: ( I O , 11 ) ( V X ( l ) , l = 1 , N C ) 
I F ( I K • E Q. 3 j WR IT E ( I ü, 12) ( GX ( I l , I = 1, NC l 
1✓ R IT E ( 10, 31 } F X 
31 FORMAT(/lOX, 1 VALOR [TIMO DA FUNCAO OBJETIVO: ',ü20ol3) 
IF{NHoNEoO) WRITE(IC,321 {hl(Il,I=l,NH) 
32 FGRMAT(/lOX,'VINCULGS UE IGUALOADE 1 //(6(2X,D20ol3)}) 
lFlNGeNEoOt WRITE(IC,33) (GD(Ii,I=l,NG) 
33 FORMAT(/lOX,'VINCULOS DE DESIGUALDADE'//(6(2X,D20ol3tll 
lf(NAeEQo2} NI=O 
WRlfE(I0,361 ~X,NI,~F 
36 FORMAT(/lOX, 1 TOTAL OE lTERACOES DC ALGCRIJMO PRINCIPAL: •, 
lllü//lOX, 1 TCTAL OE ITERACCES OU SUBPR~BLEMA: ', 
2110//lOX, 1 TOTAL OE CALCULGS DA FU~CAC GBJETIVO: ',110) 
GOTO 120 
C**** 
C**** VALORES INTERMtOIARI• S: MElüDOS VINCULADCS 
C**** 
40 CONTINUE 
50 CUNT INUE 
If(IKoNEe3) GOTO 45 
10=3 
CALL NORMA 
-- _4_5_ ;r,JRITE( IU,21 J i'-JX 
wR I TE ( I U, 2 2) { VX t l l , I = 1 , NC) 
IF(IK0EQ03eANDeNOoNE..,4) WRlTE(I0,41) (GX(Ii,I=l,i\lCl 
IF l IKo EQe30 ANDG NDof{.;e 41 WR IH: ( 10, 12) ( GX{ l l, I=l, NC) 
41 FORMAJ(/lOX,'GRADIEI\TE DA FUNCAO PENALIZADA', 
l//(6(2X,02Uol3))) 
IF(IKQEQe3l WRITUIC,23) XI\ 
WRITE{I0,241 FX,NF 
WRITE(IG,42) Nl 
lHNHoNEeOl WRIH:(I0,32) (HI{I),l=l,NH) 
IF(NGoNEeO) WKITE(I0,331 (GD(U,L=l,NGi 
42 FORMAT{/10X, 1 TLTAL ÁCUMULACO Dê ITERACOES DO 1 , 
l • SUBPROBLt:MA: ', 1101 
GOTO 120 
C***""' 
C**** MENSAGENS DE INTEk~SSE DO GSUARlO 
C**** 
60 WRITEUC,61) 
61 FORMAT(//2GX,' SRe uSUAF:IiJ,'//20X,' IMPCSSIVEL 1 , 
l'ENCONTRAR UM PONTC MELHGR0'} 
NV=l 
RETURN 




71 FDRMAT(//20X,'SRo USUARl0,'//20X, 1 EXECUCAO INTERkOMPIDA •, 
l'POR HAUER SlOU ATI~GIUO O NUMERO DE ITERACOES ', 
2'SüLIGITADOo 1 //20X,'ULTIMOS RESULTADOS OBTIDOS:') 
RE TURN 
80 CUN TI N Ut: 
WRlTUI0,81) 
81 FORMAl(/lüX,'SRo LSLARIL,'/lUX, 1 P(SSIVEL~E~TE ', 
l11kATA-Sf: CE PRCl:>Lt:í"A CUJA SCLUCAC t lllMHADAe') 
1\iV=l 
Rt:IUHN 
90 CGr.f INUf: 
lvú LLNI lNUI: · 
lLO ~kLI~CIC,121) 
121 FU8MAH/1X, 130( 1 - 1 j) 
KETURl'I 
l:ND 
//LKELloSYSLMCD 00 U~h=CLCVlS{IMPRSl,OlSP=LLD 




(; ü M M G 1-.J G G ( 2 i.. , 1 u 0 ! , G h ( L li , 1 u ú 1 , 'v X ( l li U J , G X ( l li O J , G D ( 2 O ) t 
lHIU.üt,fX,VF{ltJü J,vY( lüU 1,UK( lLüJ ,VU l.OOJ,VH100), 
2HM(l00l ,üG(l0UJ,OV{lOUJ,FY,lR,lt,Xl\2X~,LN,ZF,IE,fl1 
JFL,Fh,IX,EP,t1,~2,Pl,P2,U1,Çi,Vl,~~,v3,~~,V5,Vo,V7, 
-··· ·· ·11 v À rn:i or~ v a rnnn ·; \i e n:vo i-; v o rTo-oT-; P x r n,;·cr~ P v r I ffuT, - -- -- -~ -- -- - - -
~ l X ( 2 U J , l N , I O ,. N l , l u , l K , 1\ C , 1\ IJ , I\ A , I\G , 1\ f< , I l , /\ T , i\ D , !\ t- , 
ó r-J S , I\ l , J\ t::. , N3 , Í\4 , I C , 1 íJ , l t: , K L , r, f , Í'i K , f\ R , N L , N V , 1\ X , l l , J /\ , 
7MX,Ji,JL,J3,J4,J5,J6,J7 
C**** ftSíA A VALlUAUt ULl~ OAUCS F~KNtCIDGS PELC USUARIC 
C**** TOTAL CE METOCLS CESVINCULAUGS LüM Li~RIVAUAS 
Mlc:::4 
C**** TOTAL DE METODOS DESVINCULADOS SEM DERIVADAS 
M2 =3 
C**** TOTAL DE METODOS VINCULADOS COM DERIVADAS 
M3 =2 
C**** TOTAL DE METODOS VINCULADOS SEM DERIVADAS 
1"14=1 
C**** TOTAL DE BUSCAS UNIDIRECIONAIS 
M5~4 
M6=MAXO{Ml,M2,M3,M41 
CA LL FUNCF 
IF{IDoEQolo0RoIDoEQo3l CALL GRADF 
IF{ IDoLEo2) GO TO 40 
CALL FUNGO 
IF(NAoNEo2l CALL FUNHI 






IF( I00EQ@OoAND0NAoLEoOoOR0lDoEQoOoANDoNAeGT05t NV=2 
I F ( I Do E Qo 1 o ANDo NA o G To M la O Ra I Do E Qo 2o A NDo NAa GT o M2 e O Ro I Do EQo 3o 
1ÁNDoNAoGToM3oORoIDoEQo4oANDoNAoGToM4) NV=2 
IF(NCoLEoOoORaNGoLToOoORoNHoLToOoORoNPoLToOoOReNPoGTolo 
1 IJRo ZNol Te Oo o ORo ZF;, L To O o o ORo ZRo L To Oo o ORo ZEo L T oOo l NV=2 




//LKEDoSYSLMOD DO DSN=CLOVIS(CRIV• l,DISP=OLD 
li 
//CARIX JOB (3032,24101,MSGLEVEL=l,CLASS=C,TIME=3 





l H I ( 2 O ) , f X , V F ( 1 O O l , VY ( 10 O ) , DR ( 1 C O ) , V E ( l O O 1 , V Z { 1 O O I , 
2 HM ( 100 ) , D G{ l 00) , DV ( 1 OC l , F V, Z R , ZE, XN, X M, ZN, ZF , TE, F I , 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4VA1100) ,VB( lCO) ,VC( 100) ,VD( 100) ,PX{ lCt) ,PY{ 1001, 
5IX(20), IN, IO,NI, ID, IK,NC,NB,NA.,NG,NR, IL,NT,NO,NH, 
6 N S , N 1 , N 2 , N 3 , N4 , I C , I A ,, I B , K L , N F , N K , N P , NU , NV , NX , I T , J N , 
7MX,Jl,J2,J3~J4,J5,J6,J7 
C***-* s E[EC(t.ff . fA -5--A-L-GTJR-Í f ~TCJ _P_R_I NC f p 1Ü~ .. i:scoi. H IDO PE Lo -ÜSUAR Ú) -- -- -· - - - -- -- -
C***~:< 'DEFAULP 
IF( IDeNEoO) GO TO 50 
ID=NA 
I F ( NA o G To 2 1 NA -= 1 
NB-=4 
N3=1 
C**** SELECAO DO TIPO DE PROBLEMA 
50 GO ro (100,200,300,400,500),ID 
C**** DESVINCULADOS COM DERIVADAS 
100 GO TO ( 110,110,130,140,150,160,170,180t ,NA 
C**** DESVINCULADOS SEM DERIVADAS 
200 GOTO {210,220,230,240,250,2601,NA 
C**** VINCULADOS COM DERIVADAS 
300 GOTO (310,320,330,3401,NA 
C**** VINCULADOS SEM DERIVADAS 
400 GOTO (410,420),NA 
C**** METODOS DESVINCULADOS COM DERIVADAS 
110 CALL DFLEP 
RETURN 
130 CALL FRIVS 
RETURN 
140 CALL COXIC 
RETURN 
146 
C**** RESERVADO PARA FUTURAS INCLUSOES 
150 CONTINUE 
160 CONTINUE 
1 70 C ONT l NUE 
180 CONTINUE 
RETURN 
C**** METOOOS OESVINCULADCS SEM DERIVADAS 
210 C.All COXIS 
RETURN 
220 CALL POWEL 
RETURN 











C**** METODOS VINCULADOS COM DERIVADAS 
310 CALL PENAL 
RETURN 
320 CALL DIRVS 
RETURN 
C**** RESERVADO PARA FUTURAS INCLUSOES 
330 CONTINUE 
340 CONTINUE 
. - RETURN . . 
C**** METODOS VINCULADOS SEM DERIVADAS 
410 CALL FLEXT 
RETURN 
C**** RESERVADO PARA FUTURAS INCLUSOES 
420 CONTINUE 
RETURN 
C**** PROGRAMACAO LINEAR 




//LKEDoSYSLMOD DO OSN=CLOVIS(SELEl),DISP=OLD 




C OMMO N GG ( 2 O , 1 O O t , G H ( 2 O , lf' O 1 , V X ( 1 O O ) , GX ( 10 O t , G D ( 2 O l , 
l H It 2 O ) , FX, V F { 1 on } , VY ( lG 0 ) , DR ( lf'O } , V E { 100 ) , Vl l 1 PO) , 
2H M ( 100 1 , D G ( 100 ) , D V ( 1 O n 1 , F Y , ZR , Z E, X N, X M, ZN, ZF, TE, F I , 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4VAl100),VB(lCO),VC(l001,VD(l00),PX(lOOt,PYllOOI, 




IF(NB0EQoO) GOTO BCO 
GOTO (500,600,700,800),NB 
50 O CAL L P L AK 1 
RETURN 
600 CA Ll P LAK2 
RETURN 
700 CALL GOSEC 
RE TURN 




//LKEUoSYSLMOD DO DSN=CLOVIS{SELE2),DISP=OLD 
//CLOVIS EXEC FORTGCL,PARMoLKED='NCAL,LET' 
//FORToSYSIN DO* 
I* 
SUGROUT INE SEL E3 
IMPLICIT REAL*BIA-H,0-Zl 
COMMON GG(20,100l,GH(20,100) ,VX(lOO),GX(lOOl ,G0(Z0l, 
1HH20), FX,VF(lOO ),VY( 100) ,DR{ 100),VE( 100},VZ(lOOl, 
2HM(lCO),DG(lOOl,DV(lOO),FY,ZR,ZE,XN,XM,ZN,ZF,TE,FI, 
3FL,FH,TX,EP,E1,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4VA { 100}, VB( 100), VC ( 100 l, VD ( 100 t, P X { 100), PY ( 100 ~, 
5 IX { 20 t , I N, t O, N I , I D, I K, f\C , NB , NA, NG , NR, I L , NT , NO, NH, 
6NS,Nl,N2,N3,N4,IC,IA,IB,KL,NF,NK,NP,NU,NV,NX,IT,JN, 
7MX,Jl,J2,J3,J4,J5,J6,J7 
. í F (NA_o_EQ~ õ 1 --GtJ- TÕ ··- 2(f - - - - - - - ·- - -
GOTO (10,10,20,30,40,50,60),NA 
10 CALL DFLEP 
RETURN 
20 CALL FR IV S 
RE TURN 
30 CALL COXIC 
RETURN 
40 CALL COXI S 
R.E TURN 
50 CAll POW E L 
RETURN 
60 CALL NEDMD 
RETURN 
END 
//LKEDoSYSLMOD DO DSN=CLOVIS(SELE31,DISP=OLD 
//CLOVIS EXEC FORTGCL,PAR~oLKED= 1 NCAL,LET 1 
//FORToSYSIN DD * 
SUBROUTINE LAMBI 
IMPLICIT REAL*8(A-H,O-Z) 
COM MO N GG ( 2 O , 1 O O ) , G H ( 2 O , l O O ) , V X ( 1 O O ) , G X ( 1 O O ) , G D ( 2 O ) , 
lHI ( 20), FX, VF{ 100 l, VY ( 100 t, DR ( H O), VE ( 1001, VZ { 100), 
2HM( 100) ,DG( 100) ,DV( lOC 1,FY ,ZR,ZE,XN,XM, ZN, ZF,TE,FI, 
148 
3FL,FH.TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4 V A ( l O O) , V B ( l O O ) , VC ( 1 O O t , V D ( 10 O l , P X ( l 00 l , PY ( 100 1 , 
5IX(20l,IN,IO,NI,ID,IK,NC,NB,NA,NG,NR,IL,NT,ND,NH, 
6 N S , N l , N 2 , N3 , N4 , I C , I A , I B , K L , N F , N K , N P , NU , N V , N X , I T , .J N , 
7MX,Jl,J2,J3,J4,J5,J6,J7 
C**** CALCULA O LAMBDA INICIAL PARA QUALQUER METODO 
IA =O 
XM=Oo O 1 
FY=FX 
CA LL D I REC 
IF(NOeEQo0oORoNDoEQo5) GOTO 10 
CALL FUNGO 
CALL INDIC 
IF(IloGToO) GOTO 60 
10 CONTINUE 
TE=FY-FX 
IF(TEoLEoOo} GOTO 60 
20 CONTINUE 
XM=2o * XM 
CAlL DIREC 
IF(NDoEQoOoORoNDoEQo51 GOTO 30 
CALL FUNGD 
CALL INDIC 
IF(IleGToO) GOTO 60 
30 CONTINUE 
TA=FY=FX .----- -- --- -- T F-(--fA~-L.-t;fE_l_ ·e;• ·- =rtf ___ 6t) ·- - - - - - - - -- - - -- - -- - ~ - - --- -- - - - -- -- - ---- -· -- -- -- - -- - - - - -
P2=2@*TE-ZF 
IF(TAoLEoP2l GO Tíl 40 
TE =TA 





C**** VERIFICACAO DA VIOLACAO DE VINCULO$ 
CALL CRI TV 
70 CONTINUE 










//LKEDeSYSLMOO DO DSN=CLOVIS(LAMBI),DISP=OLD 





COW'10N GG(20,100l,GH(20,100) ,VX(lOOl ,GX(lOOl ,GD(20), 




5 IX { 20 ) , I N, I O, N I , I D, l K, NC , NB, NA, NG, NR, I L, NT , NO, NH, 
6NS,Nl,N2,N3,N4, IC, IA, IB,KL, I\F,NK,NP,NU,NV,NX,IT,JN, 
7MX,Jl,J2,J3,J4,J5,J6,J7 
IF(ND0EQeO} GOTO 200 
GOTO (100,300,300,100,200),ND 










NU= NU+ 1 
ND=2 
CALL D IREC 
I F ( K No E Q0 1 ) N D= 1 









IF(KNoEQo 1) CALL FUNCP 













C**** BUSCA UNIDIRECIONAL PARA DIRECOES VIAVEIS 
160 CONTINUE 
O O 1 7 O I = 1 , NG 









GO TO 110 
190 Nl=IC 
DO 210 l=l,NG 
GO( I )=GD( I H2o*EP 
210 CONTINUE 
CA LL I Nü I C 
N2=IC 
150 
IF,N2oEQoNloDRoJoGEo2} GOTO 220 
Sl=S2 
S 2=XM 




220 CONTINUE - - -- ND~-K~N-- - --







DO 10 K=l, NC 
VA{K)=DV<K) 
VB(Kl=DR(K) 
V C ( K I = VY ( K ) 
VE(K)=HM(Kl 
Vf(K)=DG(K) 













NT=NC *N 1 
ND=3 
DO 30 K=l, NC 
DV(K)=VA{K) 
DR(Kt=VB{K) 









//LKEOoSYSLMOO DO OSN=CLOVIS(CRITVl,DISP=GLD 
li 
//CARIX JOB (3032,2410t,MSGLEVEL=l,CLASS=C,TIME=6 




C OMMON GG ( 20, 100) , GH ( 2(), 1f O) , VX ( 100 l , G X ( 100 l , GD ( 20 t , 
l H I ( 2 O) , F X, V F ( l (;Q ) , VY { 100 ) , DR ( 1( O l , V E { l 00 I , V Z { 100 ) , 
2HM ( lO(H , DG( 100) , D V ( l O O ) , F Y, ZR , Z E, X N, X M, Z N, ZF , TE, F I , 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
-- - - 4vATit-oT; ve. ffc'TiY-; Y{c ffrlf;-•-~ Võ T f6êT,r5({ Tnó-t, PYl iõõT, -
5 I X C 2 O 1 , I N , I O , N 1 , I D , I K , N C , N B , NA , NG , N R , I L , N T , N D , N H , 
óí\JS , Nl , N2, N3 , N4, I C, IA, Ii3, K L, N F, NK, NP, NU, NV, NX, I T, J N, 
7MX,Jl,J2,J3,J4,J5,J6,J7 
C**** ESTABELECE O CONJUNTO DE VINCULOS VIOLADOSe 
C**** SE IX(I)-=l O VINCULC I ESTA' VIOLADOo 
C**** SE IX{Il=O O VINCULO I NAO ESTA' VIOLADOa 
C**** IC E IL CONTEM O NUMERO DE VINCULOS VIOLADOSa, 
Il=O 
IF(NDeNEa4) CALl FU~GD 
IF(NDoEQol) GOTO 50 
IC =O 
DO 40 K=l,NG 






40 CDNT I NU E 
GO TO 80 
50 CONTINUE 
IL=O 
DO 80 K=l,NG 
152 
IF(IX(K)oEQoOoANDoGD{KlaGEeOo) GOTO 60 
VC ( K l =Oo 
GOTO 80 
60 CONTINUE 







//LKEDoSYSLMOD 0D DSN=CLOVIS(INDIC),DISP=OLD 
//CLOVIS EXEC FORTGCL,PARMoLKED='NCAL,LET' 
//FORToSYSIN DD * 
I* 
SUBROUT INE D IR EC 
IM PL I C I T REAL *8 { A- H, 0- l ) 
C DMMON GG ( 2 O, 100 I , GH ( 20, l 00 1 , VX ( 100) , GX { 100 l , GD { 20 l, 
1 H I( 20), fX, VF { lCO), VY ( H O) , DR ( H O) , VE ( 100) , VZ ( 100 l , 
2HM(l00},DG(l00),0V(l00l,FY,ZR,ZE,XN,XM,ZN,ZF,TE,FI, 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4VA( 100} ,VB( 1(0), VC( HC l, VD( 100 l ,PX( 100} ,PY{ lO(H, 
5 I X ( 2 O t , I N , I O , N I , I D , I K , NC , N B , NA , N G , NR , I L , N T , NO , N H, 
6NS,Nl,N2,N3,N4,IC,IA,IR,KL,NF,NK,NP,NU,NV,NX,IT,JN, 
7MX,Jl,J2,J3,J4,J5,J6,J7 
DO 10 K=l,NC 
VX{Kl=VY(K)+XM*DR(K) 
10--tó-NTTNÜE- --- - --- - -- -
IF(N00E002l RETURN 
NF=NF+l 
IF{NDoEQe5) GOTO 20 
CA LL FUNCF 
IFCNDeEQoll CALL FUNCP 
RETlJR N 
20 CALL TEXIS 
RETURN 
END 
//LKEDeSVSLMOD DO OSN=CLOVIS(DIREC),DISP=OLD 
//CLOVIS EXEC FORTGCL,PARMeLKED='NCAL,LET 1 




lH l ( 20 t, FX, V F ( 100 ) , VY ( 100 l , DR ( lC O) , V E { l 00 t , V Z ( l 001 , 
2 H M { 100 ) , D G ( 100 ) , DV ( lC O ) , FY, ZR, Z E, X N, X M, ZN, Z F, TE, F I , 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 






DO 50 K=l,NC 
GO TO ( lC, 20, 3(, 40 l , I D 
10 XN=XN+PX(Kl*PX(K) 











//LKEDoSYSLMOD DO DSN=CLOVIS{NORMAt,DISP=OLD 
//CLOVIS EXEC F •RTGCL,PAR~eLKED=•NCAL,LET' 
//FORToSYSIN DD * 
SUBROUTINE CONVE 
IMPLICIT REAL*B(A-H,0-Zl 
COMMON GG( 20,100) ,GH( 20,100) ,VX( lOOl ,GX{ 100 l ,GD{20), 
1 H I { 2 O ) , FX, VF ( 1 O O } , VY { lC O l , DR ( 100 l , V E ( 10 O ) , V Z t 100) , 
2HM ( 100) , D G ( 100 ) , O V ( 100 i , F Y , Z R , Z E, X N, X M, ZN, Z F, TE, F I, 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4VA(l00l,VB(l001,VC(l001,VD{l00),PX(l00l,PY(l00}, 
5 IX ( 20) , I N, I O, N I , I D, I K, I\C , NB , NA, NG , NR 1 IL , NT , NO, NH, 
.. -· - - 6f~ s ~-í~l-,1\AX, N3 ;-N1;, 1 e~ f A ,-flf, K [; NF ,-},fi,C;f,f P ~ NÜ, t--lV~ NX; ÍT-,JN, . -.. - -- -· - - - - - --
7MX, J 1, J 2, J3, J4, J5, J6, J7 
C**** TESTA REGRA DE PARADA P/ METODOS DESVINCULADOS S/ DERIVADAS 
IA=O 
IFCNDoNEo5t GOTO 10 




IF(NloGEaNK) GD TO 60 











CA LL NORMA 
EP=DAl::lS(XM-XNt 







C**** TESTE PARA VALORES DE X E FCX) 
IF(EPeLE0ZN0AND0TEolEoZFl GOTO 80 
ID=3 
CA LL NORMA 
C**** TESTE PARA O GRADIENTE OE F(XI 
IF(XNoLEoZEl GOTO 80 
RE TURN 





//lKEDoSYSLMOD DD DSN=CLOVIS(CONVE),DISP=OLD 
li 
//CAREX JOB (3032,2410),MSGLEVEL=l,CLASS=C,TIME=B 




COMMON GG(20,10ü) ,GH( 20,100) ,VX( 1001 ,GX(lOOl ,GD(20t, 
lHI(20t,FX,VF(l001,VY(l(Ol,DR(lCOl,VEC100),VZ(l00), 
.. -- - -- - -2HM C[ot.fi-; õc;Cü 61; ovrn-;oi-; i=v ;LR:-,zE-;xN ;)Cf,f,zN-; If ;r-E-,J:1-;- - - -- -- -- - ·- - - -
3Fl,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4VA { 100) , V B ( l 00) , VC ( I(, O ) , V D ( l OC l , PX ( 1 O O ) , PY .( 100 ) , 
5IX{20),IN,IO,NI,ID,IK,NC,NB,NA,NG,NR,IL,NT,ND,NH, 
6NS,Nl,N2,N3,N4, IC, IA, IB,KL, !\F,NK,NP,NU,NV,NX, IT,JN, 
7MX,Jl,J2,J3,J4,J5,J6,J7 





C**** A SUBROTINA LAMBI CALCULA O LAMBDA INICIAL 
CALL LAMBI 







DO 30 K= 1, NC 
PE=PE+GX(K)*DR(K) 
30 CONTINUE 






If(MXoEQel) GOTO 65 
155 
C**** TESTES PARA PENALIDADES E DIRECOES VIAVEIS 
TB=TETA(FX,FY,PZ,AF,PE) 
IF{TBaLTaOo) GOTO 80 
AF=la-AF 
TC=TETA(FX,FY,Pl,AF,PE) 





IF{TBoLToOo} GOTO 55 
GCJ TO 70 
55 AO=Pl 
AF=la-AF 




IF{TBoGTeZF} GOTO 40 
IF(TBoGEoOo) RETURN 








C>:'*** iJETERMINACAO DO VALOR 0TP4O DE LAMBDA NO INTERVALO <BO-AOI 
50 BO=XM 


















//LKEDoSYSLMOD DO DSN=CLCVIS(PLAKll,OISP=OLO 





1 H I t 2 O ) , F X , V F ( 10 C ) , VY ( l f O t , DR ( 1 O O 1 , V E { 1 O O l , V Z ( 1 O O l , 
2 H M ( 1 O O l , D G ( 1 (, O l , D V { 1 C O l , F Y , Z R , Z E , X N , X M , Z N , Z F , T E , F I , 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4 V A ( 1 O O l , V B ( 1 O O ) , VC ( 1 O O l , V D ( 1 C O l , P X ( 1 O O l , PY ( 1 O O ) , 
5IX(20),IN,IO,NI,ID,IK,NC,NB,NA,NG,NR,IL,NT,ND,NH, 
6N S , Nl , N2, N3 , N4, I C, IA, I B, K L., Nf, NK, N P, NU, NV, NX, IT, J N, 
7MX,Jl,J2,J3,J4,J5,J6,J7 















DO 30 K=l,NC 
PE=PE+GX(Kl*DR(Kl 
30 CONTINUE 
IF(PEolTaOol GOTO 20 
KL=KL+l 
F X-=f l 
RETURN 




IF( TCoLEoOo) R.ETUR.N 
XM=BT*XM 
---Nl:J=NU+l 
GO TO 20 
END 
I* 
//LKEOoSYSLMOD DO DSN=CLOVIS(PLAK2l,DISP=OLD 
//CLOVIS EXEC FORTGCL,PARMoLKED='NCAl,LET' 




COl>H-101\l GG {20,100), GH( 20, 1(,(1 l ,VX { 100) ,GX ( 100) ,GD ( 20), 
l H I ( 2 O) , FX, V F ( 1 C O ) , VY ( F 0 1 , DR ( H O ) , V E ( 10 O) , V Z ( 100 l , 




6NS,Nl,NZ,N3,N4, IC, II\, IB,KL, NF,NK,l'~P,NU,NV,NX,TT,JN, 
7MX,Jl,J2,J3,J4,J5,J6,J7 










A SUBROTINA LAMBI CALCULA O LAMBDA INICIAL 
CALL LAMBI 
I F ( IA o E Q e 1 ) GO TO 16 O 




El E' A PRECISA• DA FUNCAO 
El=ZR*XN Z 3:=-E l· . - - ~ - ·- ·-·. 
[2 E' UM VALOR MENOR QUE El 
EZ =f-3 T*E 1 
Z4=E2 
FY=FZ 




XN= 2o *XM 
20 CONTINUE 
CALL DIREC 
IF(FXaGEaFYl GOTO 40 




GO TO 20 












C**** TESTE DE SUFICIENTE OECRESCIMO DO INTERVALO 
IFIDLoLEoEPI GU TO 100 
AO=A 1 








lf(FYoGEoFX} GOTO 80 
Al =AO 
GO TO 50 
80 Bl=BO 
GO TU 50 
C**** VERIFICACAO DE SUFICIENTE OECRESCIMO DA FUNCAO 




-- -·- -- --· -- -- - --· --· ... - - -· - - ·- -- - - -- -- -- -- - ·- ---· --· --· -- - -- --- --- -· ··-- -·-- -- -- --- --- - -· -- -- - ·--
I F ( TE o G To E l) GOTO 160 
C**** TESTE ENTRE A PRECISA• DA BUSCA E A DE RN 
I F ( Z R o L To l N ) G O T O 1 40 
IF(TEalEoE2) GOTO 120 
ZR=Oe 5 * ZR 
E 1 =O o 5*E 1 
E 2=0o 5*é 2 
EP=Oe 5;'<EP 
GU Tíl 50 
120 CONTINUE 
ZR=BT*ZR 
E P =B T*E P 
El=E2 
E2=BT*E2 
GO TD 50 
140 CONTINUE 














//LKEDoSYSLMOD DD OSN=CLOVIS(GOSEG),DISP=OLD 
//CLOVIS EXEC FORTGCL,PARMoLKED~'NCAL,LET' 




1 H I ( 2 O l , F X , V F ( 1 O(' l , V Y ( 1 t O 1 , DR { H' O ) , V E { 1 O O 1 , V Z t l O O ) , 
2HM(l00t,DG{l(O),DV{1001,FY,ZR,ZE,XN,XM,ZN,ZF,TE,FI, 
3FL,FH,TX 1 EP,El,E2,Pl ,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4VA( 100) ,VB( 1001,VC( 100) ,VO( lN)l ,PX{ 1001 ,PY ( 100), 
5IX(20), IN,IO,NI, ID, IK,NC,Ntl,NA,NG,NR, Il,NT,ND,NH, 









12~Qo__ _ _ __ _ __ __ __ _ _ _ _ _ _ _ _ __ __ _ ___________ _ 
C**** CALCULO DO RO INICIAL 
CA LL LAMBI 
IF{IAoEQell GOTO 300 




C**** E 1 E' A PREC I SAO' DA FUNCAO 
El=ZR*XN 
Z3=El 
C**** E2 E 1 UM VALOR MENOR QUE El 
E2=BT*El 
Z4=E2 
IF(NDoEQeOoORoNDoEQo5) GOTO 10 
C**** DETERMINACAO DE 3 PONTOS EQUIDISTANTES PARA METODOS VINCULADOS 
CALl DIREC 


















IF(T3oGToTll GOTO 20 
160 





C**** DESVIO PARA INTERPOLACAO 
GlJ TO 80 







X3=X3+2o*RO --- ·-:xr~=X3 ------- -- -- - ..... 
CALL DIREC 
T3=FZ-FX 
IF(T3oLToT2l GOTO 40 
RO=Ze*RO 
GOTO 20 





C**** ELIMINACAO 00 PONTO DE MENOR DECRESCIMO (TETA) 
IF(TMoGToT21 GOTO 60 
X3=XM 
T3=TM 

















IF(IGoEOol} GOTO 100 
INTERPOLACAO QUADRATICA DE DAVIES-SWANN-CAMPEY 
P 1 = T 1- 2o * T 2 + T 3 
IF( PloEQoOo l GO TD 250 
XM=X2+0a5*RO*{Tl-T3l/Pl 
Pl=(Xl-XMt*(XM-X3) 
IH Plol ToOo) GO TO 250 
IG=l 
GO TO 130 
CONTINUE 
Pl=Tl*IX2-X3)+T2*CX3-Xl)+T3*(Xl-X2) 
IF(PloEQoOol GOTO 160 
INTERPOLACAO QUADRATICA DE POWELL 
P 2 = O o 5 >:e ( T 1 * ( X 2* X 2- X 3* X 3 ) + T 2 * { X 3 * X 3- X 1 ,:, X 1 l + T 3 * ( X 1 * X 1 = X 2 * X 2 ) ) 
XM=P2/Pl 
C CNTI NUE 
Pl=(Xl-XMl*(XM-X3) 
IF{PloLToOo, GOTO 250 
CONTINUE 
XN=X 3-X 1 
TESTE DE SUFICIENTE OFCRESCIMO DO INTERVALO 
IF{ XNoGToEPl GLl TO 18C 
TESTE DE SUFÍCIENTE DECRESCIMO DA FUNCAO 
IF(T2oGToEl) GOTO 280 
TESTE DA PRECISAD DA HUSCA COM A DE RN 
IF(ZRolToZNI GOTO 160 
RE.titJt-A~ô bAs··--pR-EC1SfJE_S ___ ._ - ------ --· -
IF(T2alEoE21 GOTO 140 
EP=Oo 5>:cEP 
El=Oo5•):El 
E 2=00 5*E 2 
ZR=Oo S>'r: ZR 







C**** PRECISA• DA BUSCA ESTA' MAIOR QUE A DE RN 
160 CONTINUE 
IF( T20GT00o) GO TO 280 
GOTO 260 




IF(XMelTeXZ) GOTO 220 
C**** XM ESTA' 1 A DIREITA DE X2 









GU TO 80 
162 
C**** XM ESTA' 'A ESQUERDA DE X2 
220 CONTINUE 
IF(TMeGEoT2) GOTO 240 
Xl=XM 
Tl=TM. 









GO TO 130 


















//LKEDoSYSLMOD DO DSN=CLOVIS(DSCPW),DISP=OLD 
li 
//CARIX JOB (3032,2410),MSGLEVEL=l,CLASS=C,TIME=5 
//CLOVIS EXEC FORTGCL,PAR~oLKED='NCAL,LET' 
//FORToSYSIN 0D * 
SUBROUTINE DFLEP 
IMPLICIT REAL*8(A-H,O-Zt 
COMMON GG{ 20,100), GH( 20,100), VX ( 100) ,GX( 100), GD( 201, 
163 
1HH20),FX,VF(lf0),VY( HOl ,DR( lCOl ,VE(lOOl,VZ{lOOI, 
2 HM ( 100 } , D G { 100 } , DV ( 1 O O 1 , FY, Z R, Z E, X N, X M, ZN, ZF, TE, F I , 
3fL,FH,TX,EP,~1,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,Vl, 
4V A ( 1 GO ) , V R ( 1 ro ) , vc ( l f n l , V D ( 100 l , P X ( 10(; l , P Y ( 1 no) , 










00 40 · K = 1, NC 








IF(KloEQel) GOTO 110 
CALL CUNVE 
IF( ID0E00 7) RETURN 
T f <TA-oTCJ~-r ,- -G(3-TÕ-1n)- - - - - .. -- - •·' 











DO 120 K=l,NC 
READ< 20• !D} ( VA( I), I=l ,I\JC) 
11R ( K) =O e 





C**** BUSCA NA DIRECAO CONTRARIA AA DO GRADIENTE 
IF(KLoEColl GOTO 10 
C**** BUSCA UNIDIRECIONAL FALHOU COMPLETAMENTE 
IF(KLaGTell GOTO 8CO 
C/1.LL GRADX 





DO 200 K=l, NC 
REA0{20'IíH (VA{I),I=l,NC) 
DR(Kl=Oo 




500 CAL L MOOF P 




6CO C,1',LL MDBRD 
IF!NVoNEol, GOTO 50 
Kl=KL+l 
GOTO 10 










//LKEDoSYSLMOO DO DSN=CLOVIS(DFLEPl,OISP=OLD 




COMMON GG(20,100l ,GH(20,1COl ,VX(lOO) ,GX{lOO) ,GD(201, 
1 H 1 ( 2 O) , FX, V F ( 100 t, VY ( lC O 1 , DR ( l C O) , V E { 100 ) , V Z ( 100) , 
2HM{ 100) ,DG{ lf'OJ ,DV( 100 l ,FY,ZR,ZE,XN,XM, ZN, ZF,TE,FI, 





I D= 1 
Pl =0e 
P2=0e 





IFIP2eEQeOe 1· GOTO 300 
DO 260 K= 1, NC 
READ(20'ID) (VUil,I=l,NC) 




VC(Jl=VC(J l-(VY(J I/Pl)+(VZ(J)/P2l 
240 CONTINUE 
I D= ID-i\JC 







//lKEDoSYSLMOD DO DSN=CLOVIS(MDDFPl,DISP=OLD 
//CLOVIS EXEC FORTGCL,PARMoLKED='NCAL,LET 1 




1HU20 t, FX,VF{ 100), VY( lGO) ,DR( HOI ,VE( 100) ,VZ( lOOt, 
2HM(lOOJ,DG(l00),DV(lt0},FY,ZR,ZE,XN,XM,ZN,ZF,TE,FI, 
3F e~ i=-rr,-t x~ 1: r ;Ec, E 2-; f5 r ;p-2-, o 1; cJ 2 ~· 1.r1 ·, v-2-; v3·, v4 /v s , -:./6 ; •/7, 
4 V A ( 1 O O l , V B ( 1( O 1 , V C ( l C' C l , V D! l(' O 3 , P X ( ln O ) , P Y ( 10 O 1 , 









lf(PloEQeOo) GOTO 80 
30 CONTINUE 
DO 60 K=l,NC 
R E AD ( 20 • I O l { VC ( l 1 , l = l , NC l 













//LKEDoSYSLMOD DO DSN=CLCVIS(MDBRDl,DlSP=OLD 
//CLOVIS EXEC FORTGCL,PAR~oLKED='NCAL,LET' 
//FORT0SYSIN DD * 
SUBROUTINE FRIVS 
IMPLICIT REAL*B(A-H,O-Zl 
COMMON GG {20, H 1 0 l, GH{ 20, lC O l, VX ( l<·O l, GX ( 100 l ,GD( 20), 
11-1 I ( 2 O l, FX, Vf { lOü l, VY ( 1(,() l , DR { H O), VE { 100 1, V Z { 100 l, 
2 HM ( 1 C O ) , D G ( 1 C O l , D V ( 1 Q O l , F Y , Z R , Z E , X N , X M , Z N , Z F , TE , F I , 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4 V A ( l O O 1 , V B { 1 C O ) , VC ( 1 Q O } , V D ( 1 O O l , P X ( 1 O O ) , PY { 1 0 O ) , 
5IX(203, IN,I • ,NI,ID,IK,NC,NB,NA,NG,NR,IL,NT,ND;NH, 
6NS,Nl,N2,N3,N4,IC,IA,IR,Kl,NF,NK,NP,NU,NV,NX,IT,JN, 
7MX,Jl,J2,J3,J4,J5,J6,J7 









- - - -· - - - --- -- -- -- -· -- -- - ·- -- ---· - -- - -- -- - -- ·-· -- - -- -- --- --- -· - - - -...... __ I 2_==_í'1QD ( .~ ! r. UJ 
C**** 'RESETADO' A CADA 
IF( I2of0o0l IB=C. 
2N ITERACOES: DIRECAO=-GRADIENTE 
Gl =Oo 
KL=O 





I F{ IBoNEoO l GO TO 3r 
XL=Oo 
I B == 1 
30 CONTINUE 







IF(lAoEt,lo-ll Gü TO 80 
40 CONTINUE 





C:**>l<>:< !3USCA UNIDIRECIONAL FALHOU COMPLETAMENTE 
IF{KLoGToll GOTO 100 
IF(KLoNEoll GO Tü 60 
C**** BUSCA NA OIRECAO CC~TPARIA AA DO GRADIENTE 
XL=Oo 
I* 




GO TO 10 









//LKEDoSYSLMOO DO DSN=CLOVIS(FRIVS),DISP=OLD 




i MPLCCTT REÃt•~8TA=1~ ;-cr--n- -- - ----
COMMON GG( 20,100), GH( 20, lOül ,VX{ lOú) ,GX ( 100 l ,GD(20}, 
1HI(20), FX,VF(lQO l,VYtl( Ol,DR( lnO),VE{ 1001,VZ(lOO), 
2HM ( 100 l , D G( lC O l , D V { l Oü 1 , FY, ZP, Z E, X N, X M, ZN, ZF, TE, F 1, 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 




METODO OE CAUCHY COM DERIVADAS 
IT-=l 
I F ( MX@ E Q(!) 3 1 I T=2 
10 CONTINUE 
IF(JNoEOeOaOReJNoEQo2l G• TO 30 
I D =2 





IF( IAoEQe-U GOTO 40 






IF(KLeGTaOl GOTO 60 
CALL GRAOX 
NI=NI+l 












//LKEDoSYSLMOD DO DSN=ClílVIS(CfJXICl,DISP=OLD 





1 H I ( 2 O l , F X, VF ( 1 C O ) , VY { H O I , DR ( 1C O ) , V E ( 10 O ) , V Z ( l O O ) , 
2H M ( 1 O O ) , D G ( lC O ) , O V ( lCJ (\) , F Y , Z R , Z E, X N , X M , Z N , Z F , TE 1 F 1 , 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4· V A. ( t O Cf) , V B ( 1 (ÚJ ) , vc. ( 1 C n-, , V D ( l O(? ) , P X ( 1 O O l , P Y { l O O ) , -- ··-· -· -- -- ··~ -- -- - -- - - ·-
5 I X ( 2 O } , I N , I O , N I , I D , I K , NC , N b , N ti , NG , N R , I l , N T , NO , N H , 
6 N S , N l , N 2 , N3 , N4 , I C , I t\ , I B , K L , 1\ F , N K , N P , NU , N V , N X , I T , J N , 
7MX,Jl,J2,J3,J4,J5,J6,J7 
C **** ME TODO DE POW EL L 
I T= 1 
IF(MXoEQo3l IT=2 






C**** DETERMINACAO DAS OIRECOES INICIAIS SEGUNDO OS EIXOS 
DO 30 K-= 1, NC 








lJO 45 K = 1, NC 
169 
45 VA(K)=VX(K) 
1F(JNaEQa0oORoJNoEQo2l GOTO 50 





IF(NioGEeNK) GOTO 320 
NI=NI+l 
ID= 1 
C**** DETERMINACAO DOS VETORES XC r), I=l,N 
DO 80 K=l, NC 
R E A D ( 20 t I D ) ( DR ( I ) , I = 1 , NC ) 
IB=ID 









00 80 K=l, NC 
VY(Kl=VX{K) 
80 CONTINUE F 1 ~F )(- --" "- - . --· -- ·- -- - - -- -" - - - -- - - -· 
C**** UETERMINACAO DO VETOR X(N+l) 






CA LL FUNCF 
Pl=(F0-2o*Fl+FXt*(FO-FI-FHl*(FO-Fl-FHl 
P2=0o5*FH*(FO-FX)*(FO-FXI 
IF(FXoLToFOoORoPloLToP2) GOTO 160 
C**** AS OIRECOES PERMANCECEM AS MESMAS 
IF(FloGEoFX) GU TO 280 
C**** O NOVO PONTO X(O)=X(Nl 




















DO 180 K= 1, NC 
VY(K)=VA(Kt 
CALL SELE2 
IFCKloGTeOl GOTO 300 
FO=FX 
170 
ATUALIZACAO DAS DIRECOES Db BUSCA 
IF{K3eLTaNC) GOTO 2Q0 
ID=K4 
GU TO 260 
CONTINUE 
ID=K3 











TESTF DE PARADA 













//LKEDoSYSLMOD DO DSN=CLUVIS(POWEL),DISP=CLO 
li 
//CAREX JOB (3032,2410),MSGLEVEL=l,CLASS=C,TIME=B 
//CLOVIS EXEC FORTGCL,PAR~oLKED='NCAL,LET' 
//FORToSYSlN DO* 
S U B R OU T l N E FU N C F 
IMPLICIT REAL*8(A-H,O-Zl 
COMMON GG(20, 100) ,GH{ 20,100) ,VX( 1001,GX(lOO) ,GD(20), 
1 H I ( 2 O ) , F X , V F ( 1 C O ) , V Y ( 1 o 0 l , DR ( 1 (• O 1 , V E { 1 O O l , V Z ( 1 O O l , 




4VA ( 1001 , VIH 100} , VC ( 100) , VD ( l Oü) , P X ( 100) , PY ( 100 l , 
5 IX ( 2 ú l , I N, I O , N I , I D , I I< , N C , N B , NA , N G , N R , 1 L , N T , N D , N H, 
6 i\J S , N 1 , N 2 , N 3 , N4 , I C , I A , I B , K L , f\ F , N K , N P , f\U , NV , NX , I T , J N , 
7MX,Jl,J2,J3,J4,J5,J6,J7 
WRITE( 10,1 l 
1 FORMAT(//20X,'SRo USUARID,'//ZOX,'A SUBROTINA FUNCF NAO', 
1' FD I INCLUI DA ENTRE OS OI\ DOS DE ENTRADAo' / 20X, 




//LKEDoSYSLMOD 0D DSN=CLOVIS(FUNCF),DISP=OLD 
//CLOVIS EXEC FORTGCL,PAR~oLKED='NCAL,LET' 
//FORToSYSIN 00 * 
SUBkOUTINE GRADF 
IMPLICIT REAL*B(A-H,0-l) 
COM M Of\J GG ( 2 O , 1 C O l , G H ( 2 O , 1 ú O l , V X ( 1 O O ) , G X ( l O O l , G D { 2 O ) , 
1HI(201,FX,VF(l00),VY(l00l,DR(l00t,VE(l00l,VZC100), 
2HM{ 1on t ,DG{ lCOl ,DV( lCC} ,FY, ZR, ZE,XN,XM,ZN,ZF ,TE,FI, 
3FL 1 FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4 V A ( 1 íl C 1 , V B ( 10 O ) , V C ( l( -O l , V D ( l(' O ) , P X ( 10 O i , P Y ( 1 O O ) , 
5IX(20l,IN,IO,NI,ID,IK,NC,NB,NA,NG,NR,IL,NT,ND,NH, 
6NS,Nl,N2,N3,N4,IC,IA,IB,KL,NF,NK,NP,NU,NV,NX 1 IT,JN, 
7MX,Jl,J2,J3,J4,J5,J6,J7 - - - - - 1tm IT E ( I O d 1 - - - - - - - - - -- -- - - - - - -
1 FORMAT<//ZOX,•SRo USUARiíl, 1 //20X,'A SUBROTINA GRADF NA.O', 
l' FOI INCLUIDA ENTRE OS DADOS DE ENTRADA.o• /21,.)X, 





//LKEüaSYSLMOD DD DSN=CLOVIS(GRAOFl,DJSP=OLD 





lH I ( 2 O l , F X , V F { 1 O O J , VY ( lC' O ) , DR ( 10 O ) , V E ( ló O ) , V Z ( l O O ) , 
2HMllCO),OG(l(O),DV(lCO},FY,ZR,ZE,XN,XM,ZN,ZF,TE,FI, 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4VA( 100) ,VB( 100) ,VC( 100) ,VD( 1001 ,PX( lOOl ,PY{lOO), 
5IX(20 ), IN, IO,NI, 10, IK,NC,NB,NA,NG, NR, IL,NT,ND,NH, 
6 N S , N 1 , N 2 , N 3 , N4 , I C , I A , I B , K L , 1\ F , N K , N P , NU , NV , NX , I T , J N , 
7MX,Jl,J2,J3,J4,J5,J6,J7 
WRlTE(I0,1) 
l FORMAT(//ZOX,'SRa USUARID,'//20X, 1 A SUBROTINA FUNHI NA0 1 , 
l' FOI INCLUIDA ENTRE os DADOS OE: ENTRADA0 1 /20X, 
/ t~ 
172 




//LKEDoSYSLMOD DO DSN=CLOV IS{FUNHI >, DISP=OLD 






lH l ( 2 O) , f X, VF ( 100 ) , VY { 10 O 1 , DR ( lC O 1 , V E ( 100 1 , V Z ( 100 1, 
2HM ( 100 ) , D G ( H O } , DV ( 100) , F Y, Z R , Z E, XN, XM, ZN, ZF , TE, F I , 
3FL~FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4 V A ( l O O ) , V B ( l O O 1 , VC ( 1 C O 1 , V D { 1 O O t , P X ( 1 O O ) , P Y ( 1 O O l , 
5IX(20 ), IN, IO,NI, ID, IK,NC,NB,NA,NG,NR, IL,NT,ND,NH, 
6 N S , N 1 , N 2 , N3 , N4 , I C , í A , I B , K L , N F , N K , N P , NU , NV , NX , I T , J N, 
7MX 1 Jl,J2,J3,J4,J5,J6,J7 
WRITE(IO,ll 
1 FORMAT(//20X,• SRa USUARI0,'//20X,'A SUBROTINA FUNGO NA•', 
P FOI INCLU IDA ENTRE ClS DADOS DE ENTRADAo • /20X, 




.. //LKEb,, sYs1 ~10Tf- DÕ ~o s·N;;C CúVI S ( F ONGD-,-,01 S i5 ;·oí..])- -- - - - - - - - -- -- - - -- -- - -- - -
//CLOVIS EXEC FORTGCL,PARMsLKED='NCAL,LET' 





1HI(20t,FX,VF(lf·Ol,VY( H O) ,ORt HO) ,VE(lOOl,VZ(lOOl, 
2HM(lOO),DG(lC6l,DV(lOOl,FY,ZR,ZE,XN,XM,ZN,ZF,TE,FI, 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4VA( 100), VB( lCO), VC( lCJO l, VD{ 100) ,PX{ 100) ,PY{ 100), 
5 IX ( 2 O • , I N, I O, N I , I D, I K, t\C , NB, t\A, NG, NR, I L, NT, NO, N H, 
6NS,Nl,N2,N3,N4,IC,IA,IB,KL,t\F,NK,NP,NU,NV,NX,IT,JN, 
7MX,Jl,J2,J3,J4,J5,J6,J7 
WR I TE { I O, 1 t 
1 FORMAT(//20X,'SRo USUAR10,'//20X,'A SUBROTINA GRADV NA•', 
l' FOI INCLUIDA ENTRE OS DADOS DE ENTRADAe 1 /2DX, 




//LKEDoSYSLMOü 00 DSN=CLOVIS(GRADV),DISP=OLD 
//CLOVIS EXEC FüRTGCL,PAR~oLKED='NCAL,LET' 
//FORToSYSIN DO* 




lH I { 20 l, FX, VF ( H O 1, VY ( H O) , DR ( lCO) , VE ( 100 l, VZ ( lCO l , 
2HM(lOO),DGC100),DV(lLUl,FY,lR,ZE,XN 1 XM,lN,ZF,TE,FI, 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4VA( lOOl ,VB( lfO l ,VC( 1001 ,VD( 100) ,PX( 10f1l ,PYI 1001, 
5 IX ( 2 O } , I N, I O, N l , I D, I K, NC, NB, NA, NG, NR, I l, NT, ND, N H, 
6 N S , N 1 , N 2 , N 3 , N4 , I C , I /\ , I 13 , K L , f\ F , N K , N P , NU , NV , NX , I T , J N, 
7MX,Jl,J2,J3,J4,J5,J6,J7 











IFCNiaGEaNK) GOTO 17[ 
NI=NI+l 
20 CONTINUE 
DO 30 J:1, NC 
VY(Jl=VX(J} 
30 e õ N fTN-ff E .. - ·- - ·- - - - ·- - - - - -
50 CONTINUE 
DO 80 K=l,NC 




DO 60 J==l,NC 
VXIJl=VY(J)+ZR*HM(Jl 
60 CONTINUE 









00 100 K=l, NC 
VX(K)=VY(Kl+BT*ZR*DR(Kl/XN 
CONTINUE 





IF(DXaGEoOo l GOTO 140 
FX=FZ 
CALL SELE2 
IF(KLoGToO) GO fO 160 





If(TEoGTePll GOTO 140 
Fl::FX 
174 




GO TO 10 
140 CONTINUE 
ZR=Oo5*ZR 
IF(ZReGTeZNl GOTO 50 
IF{FZolToFX) FX=FZ 





. CALL tMPRS 
ID=6 







//LKEDaSYSLMOO DO DSN=CLOVIS(COXIS),DISP=OLD 
//CLOVIS EXEC FORTGCL,PAR~olKED= 1 NCAL,LET' 
//FORTeSYSIN DD * 
S UBROUT I NE Nt:D MD 
lMPLICIT REAL*8(A-H,O-l) 
COMMON GG(20,100l,GH(20,1QOl,VX(lOO),GX(lOOt,GD(20t, 
l H l ( 2 O t , F X, V F ( 1 O Cl 1 , VY ( 1 O O l , O R ( 1 C' O l , V E ( l C' O l , V Z{ 1 O O ) , 
2HM ( 100) , O G ( 100 I, DV ( l(H} l , F Y, ZR, Z E, XN ,X M, ZN, ZF , TE, F I , 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4 V A. ( l O O 1 , V B ( 1 O O I , VC ( l O O ) , V D ( 1 O O l , P X ( 1 O ü l , P Y ( 1 O O I , 
5 IX ( 20 ) , I N, I O, N I , I D, I K, NC, NB, NA, NG, NR, I L , N T, NO, NH, 
6 N S , N 1 , N 2 , N3 , N4 , I C , I A , I B , K L , !'\ F , NK , N P , NU , NV , N X, I f, J N, 
7MX,Jl,J2,J3,J4,J5,J6,J7 
C**** METOOO DE NELDER-MEAD 
175 
C**,:,:* SE ND=O, 1 NEOM0 1 FOI CHAMADA PELO 'PROGRAMA PRINCIPAL' 







B T=Oo 5 
GA=2a 
Nl =NC+l 
I F ( NO 0 E Qe O I TE= 1 
CALL VERTS 
30 CCNTINUE 
IF(NiaGEoNKl GOTO 400 
Nl=NI+l 





C**** DETERMINACAO DE FMAX E FMIN E PONTOS CORRESPONDENTES 
DO 110 K=l, Nl 
R E A D ( 20 1 I D ) { V X ( I ) , 1 = 1 , NC ) 
DO 40 J= 1, NC 
H M ( J) = H M ( J ) + VX , J ) 




DG( IK )=FX 
IF(KoGTal) GOTO 70 
FH-=FX 
FL=FX 
DO 60 J=l,NC 





IF(FXalEaFH) GOTO 90 
IF(FleEQaFH) FY=FH 
FH=FX 





GO TO 110 
90 CONTINUE 
lF(FXoGEoFll GO TJ 105 
FY=FL 
FL=FX 




GD TO 110 
105 CONTINUE 
176 
IF(FYoGToFLoANDoFXoGEoFYJ GOTO 110 
FY=FX 
DO 110 J=l,NC 
VD{Jt=VX(J) 
11 O C O NT I NU E 
IF(NDaEOo2oANDofloLEoFI} GC TO 370 
C***,:< RE FL EX AO 
DO 120 K=l, NC 
HM(K)=HM(K)-DR(KI 





IFCFXolEeFLI GOTO 240 
DO 140 K=l, Nl 
IF(OG(KloEQoFHI GO TO 140 
IF{ FXoLEoOG(K l l GD TO 280 .. ·--- - ... 
140 CONTINUE 
IF(FXaGEoFH> GOTO 160 
DO 160 K=l,NC 
DR{Kt=VY(K) 
160 CONTINUE 
C**** CONT RACAO 
DO 170 K=l, NC 
VX{K)=HM(K)+BT*{DR(K)=HM(K) 1 
1 7 O C O NT I NU E 
CALL TEXI S 
175 CONTINUE 
IF(FXoLEaFHI GOTO 200 
C**** REDUCAO 
ID=l 
DO 190 K=l, Nl 
R E A D { 20' I O l ( P X ( I 1 , I = l , NC ) 








200 DO 220 K=l,NC 
DR(K)=VX(K) 
220 CONTINUE 
GD TO 3(0 
C**>l<>!< EXPANSAO 





IF(FXoGEoFL) GOTO 280 
DO 270 K=l,NC 
OR{Kl=VZ(Kl 
2 70 CONTINUE 
GO TO 300 
280 CONTINUE 
DO 300 K=l,NC 
DR(K)=VY(K) 
300 CONTINUE 
C**** ATUALIZACAO DO CONJUNTO DE VERTICES 
ID=l+l 
WR IT E ( 20' I D t ( O R ( I ) ,I = l , NC l 
310 CONTINUE 
C**** TESTE DE CONVERGENCIA E PARADA 
D O 3 2 O K = 1 , NC 
VX(K)=HM(K) 
. -~- --:3z-o ·- C O Nf_ I_NliE- --- -· -- - -- -- -· - - -- - ~- -· - -- -- -- -- ~ - . ~ --- -. --





DO 360 K=l,Nl 






IF(XNelEolFl GOTO 380 
IF(JNoEQ00aOR0JNoEQ02) GOTO 30 










370 C(JNT INUE 
TX=FL 










//lKEDoSYSLMOD DD DSN=CLOVISINEDMD),OISP=ULD 
//CLOVIS EXEC FORTGCL,PAR~oLKED='NCAL,L~T' 
//FORT0SYSIN DO* 
li 
//CAREX JOB {3032,24101,MSGLEVEL=l,CLASS=C,TIME=S 
//CLOVIS EXEC FORTGCL,PAR~oLKED= 1 NCAL,LET' 
//FORToSYSIN DO* 
SUB ROUTI NE PENAL 
IMPLICIT REAL*B{A-H,O-Zl 
CílMMON GG(20,1GO),GH(20,lf0),VX(lnn),GX(l001,GD{20>, 
l H I { 2 O l , F X , V F ( 1 G O ) , VY ( l O O ) , DR ( H O l , V E ( l O O } , V Z { 1 O O ) , 
2HM( 100) ,DG{ 100) ,DV( lCOl ,FY,ZR ,ZE,XN,XM,ZN,ZF ,TE,FI, 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4 V A ( l O O l , V B ( 1 O O ) , VC ( 1 O O l , V D ( 1(' O ) , P X ( 1 O O ) , P Y ( 1 O O t , 
- - -5txTiêH, -u.J ~ f cr, ffi; ló ;tk, Nf~ -;Nrf;)'IJÃ--; NG ~-r,r1f,YL-, NT~-t~ó-,--:N-H-;-- -- - - -- --
6 NS , Nl , N2, N3 , N4, I C, IA, IB, K L, NF, NK, N P, NU, NV, f\JX , IT, J N, 
7MX,Jl,J2,J3,J4,J5,J6,J7 




AF =Oo 4 








IFCNXeGEoNK} GOTO 100 
NX=NX+l 
CALL INDIC 
C1\ ll PE NAF 
IF(NXoGTol} GO TO 4C 
CALL GRADF 
CALL GRADP 





















r;J I =O 
NX=O 
CAL L FUNCF 











IFífOoLEoZD) GOTO 80 





























//LKEDoSYSLMOD DO DSN=CLOVIS(PENAL),DISP=OLD 
//CLOVIS EXEC FORTGCL,PARMoLKED='NCAL,LET' 
//FORToSYSIN DO* 
SUBROUT INE GRADX 
IMPLICIT REAL*8(A-H,O-Zl 
COMMON GG(20,1001,GH(2i),100l ,VX(lCCl ,GX(l001,GD(20}, 
lH l ( 20), FX, Vf ( l(,Q ) , VY ( l(,O l , DR ( 100 l , VE { 100), VZ< 100 t, 
2HM1100l,DG{lOOl,DV(lOO),FY,ZR,ZE,XN,XM,ZN,Zf,TE,FI, 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4 VA ( 100 l , V 8 ( 1 ro 1 , vc ( 1 O O l , V U ( 1 O 0 ) , P X ( l 00 ) , P Y ( 100 l , 
5 IX { 20 ) , I N, I O, N I , I D, I K, I\C , NB , NA, NG , NR, I l , NT , NO, NH, 
6 N S , N l , N2 , N3 , N4 , I C , I A , IB, K L , N F , f\l K , N P , NU, N V , N X , I T , J N, 
7MX,Jl,J2,J3,J4,J5,J6,J7 





DO 40 K=l, NC 
GX(Kl=GX(K)+VA(KI/Ql+W2*VB(Kl 
40 CONTINUE 




DO 80 K=l,NG 
IF{GD(KloLEoOol GOTO 80 
DO 70 J= 1, NC 
70 GX(J9=GX(J)+2e*GDIK)*GG(K,JJ 
80 C ONTl NUE 
RETURN 
END 
//LKEOoSYSLMOD DO DSN=CLOVIS(GRAOXl,DISP=OLO 







1 H 1 ( 2 O ) -, FX, V F ( l MJ ) , VY ( 1( O l , DR ( lC O ) , V E ( 10 O) , V Z ( 100 t , 
2 HM { 1 O O ) , O G ( 10 O 1 , D V ( 1 O 0 ) , F Y , Z R , Z E, X N, X M , Z N, Z F , TE , F I , 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4VA { 1 O O l , V B ( 100 ) , vc ( ].(' O l , V D ( 1 O O ) , P X ( 1 no t , P Y ( 1 ºº) , 
5IX(20),IN,IO,NI,ID,IK,NC,NB,NA,NG,NR,Il,NT,ND,NH, 
6NS,Nl,N2,N3,N4, IC, IA, IB,KL, t\F,NK,NP,NU,NV,NX,IT,JN, 
7MX,Jl,J2,J3,J4,J5,J6,J7 
CALCULA OS GRAUIENTES DAS FUNCOES PENALIDADES USANDO 




IF(NOoNEol) GOTO 6D 
CALL FUNGO 
C A ll FUNH I 
60 CONTINUE 
CALL GRADV 
IF(NH0EQ00) GOTO 90 
DO 80 K=l, NH 








IF( NGoEQeOl RETURN 
DD 140 K=l,NG 
f F t f)C(k l º E Q~o-,- G cr~ nY -i-21) - -
IF(GO(KloLToOo) Gü TO 140 
DO 100 J-=l,NC 
VA{J)=VA( JH2o*GD{K )*GG(K,J) 
CUNTINUE 
GO TO. 140 
CONTINUE 






//LKEDoSYSLMOD 0D DSN=CLOVIS{GRAOP),DISP=OLD 




COMMDN GG{20,1! 00},GH{20,1001,VX(lüOl,GX(lOO),GD(20), 
lHl ( 20) ,FX,VF( 1r,o) ,VY( lfO) ,DR( HO) ,VE(JOO) ,VZ{lOO), 
2H M ( 1 O O ) , D G ( 1 O O ) , D V ( 1 O O 1 , F Y , l R , Z E-, X N , X M, Z N , Z F , T E , F I , 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4VAt 100) ,VB{ 100), VC{ 100 l ,VD{ 100) ,PX ( 100), PY ( 100 l, 
OS VINCULOS 
182 
5 I X ( 2 O l , I N , I O , N I , I D , I K , NC , N B , NA , NG , N R , I L , N T , N D , N H, 
6 N S , N l , N 2 , N 3 , N4 , I C , I A , I 8 , K L , NF , N K , N P , NU , NV , N X , I T , J N , 
7MX,Jl,J2,J3,J4,J5,J6,J7 





IF(NHaEQaOI GOTO 40 
CALL FUNHI 





DO 80 K=l,NG 
IF(IXIKlaEQaOl GOTO 60 








//lKEDaSYSLMOD DO DSN=CLDVIS(PENAF),DISP=OLD 




COMMON GG(20,100) ,GH( 20,100) ,VX( 100) ,GX(lOO) ,GD{2Cd, 
lHI (20t, FX,VF( 100 l,VY( lCQ) ,DR( lCO) ,VE( 100 l, VZ( 100), 
2HM(l00),0G(lf01,UVl10Cl,FY,ZR,ZE,XN,XM,ZN,ZF,TE,FI, 
3fl,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 












//LKEOoSYSLMOO DD DSN=CLOVIS(FUNCP),DISP=OLD 






1HI(20l ,FX,VF{ 100) ,VY( lU11,DfdH·OI ,VE(lOO) ,VZ<lOOl, 
2 HM ( 100 ) , D G { 1(0 ) , DV t l OG ) , F Y, Z R , l E, X N, X M, ZN, Z F , TE, F I , 
3FL,FH,TX,EP,cl,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4VA{ 100) ,VB( 100) ,VC( lC'Ol ,VD( 100} ,PX{ 100) ,PY{ 100), 

















C**** CALCULO DE FI(O) 
FI=Zo*( NH+ll*TE 
ND=3 _2_0_ e: o ~rf·r1rLIE- · · · -- -- -- -- ·-· -- --· - - - -- - - - -- -- -- · ·· 
CALL TEXIS 
IF(TXoLEoFil GU TCJ 30 







I F { I C o EQ e 11 R E TUR N 
NX=NS 












IF(NXoGEoNK) GOTO 140 
NX=NX+l 
ID=Kl 
DO 70 K=l,Nl 
REA0(20'I0l (VX(Il,I=l,NCl 
CALL TEXI S 
















C*,:'** CALCULO DO CENTROIDE E REFLEXA() 




IF{NioGEolOOOI FI=Oo5*FI -- r'F- (-F--f~ I. -E~- z N·}- Gt1·-- t,J •·-1() o -- -- - -- -· - -- - -- --- -- --
oo 80 K=l,NC 
80 VX(K)=DV(Kt 
FX=Fl 
GO TO 40 
100 COf\JTINUE 










I D =4 
RETURN 
END 
IILKEDoSYSLMOD DO DSN=CLOVIS(FLEXT},DISP:OLD 
li 
//CARIX JOB {3032,2410t,MSGLEVEL=l,CLASS:C,TIME=3 
//CLOVIS EXEC FORTGCL,PARMoLKED= 1 NCAL,LET' 




C O MM O N G G ( 2 O , l C O t , G H { 2 ú , 1( O ) , V X { 1 O O ) , GX { 1 O O 1 , G D ( 2 O 1 , 
lHI{ZOl,FX,VF(lf'Ol,VY( HO) ,DR( lOü) ,VE(lOO) ,VZ{lOO), 
2HM(lOO),OG(l001,DV(lOOl,FY,ZR,ZE,XN,XM,ZN,ZF,TE,FI, 
3FL,FH,TX,EP,E1,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4V A l 100 t , V B ( 1 no l, vc { lC O ) , V D C l 00 1 , P X ( 100) , py ( l 00) , 




N l=NC + 1 
NS=O 
ND,::2 
EP=l e D-7 
10 CONTINUE 
20 CONTINUE 
C**** MINIMIZACAO DE TX 
CALL NEDMD 
IFITXoLEoFI) GOTO 180 
C**** CALCULO DE A(SI 
D O 40 K= 1, NC 
VYIKl=VX(KI 
VX(K)=HM{K) 
40 CONTINUE -. i D= [ ~ -- . --· -- - - - -· -- -- - - --· _., --- - - -- --· -~J ---
CAL L TEXIS 
FH=TX 
DO 80 K=l,Nl 







FL=DSQR T( FL) 
FL=FL/Nl. 
IFCFLaGTaEP) G• TO 20 
C**** MINIMIZACAO UNIDIRECIONAL SfGUNDO OS EIXOS 
CALL TEXIS 
DO 120 K=l, NC 















180 IF(TXeGTeZR) RETURN 
IFCNHoNEoOI RETURN 




//LKED0SYSLMOD DO DSN=CLOVIS(VIAVL),DISP=OLD 
//CLOVI~ EXEC FORTGCL,PARM0LKEO~•NCAL,LET 1 




1 H I< 20 l, FX, VF t 1 GO 1 , VY ( ltü l , DR { H O) , VE ( l no l , vz ( 1 O(H , 
2HM(lüOt,DG(lDOl,DV(lOO),FY,ZR,ZE,XN,XM,ZN,ZF,TE,FI, 
3FL,FH,TX,EP,E1,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4V A ( l or, } , V B ( 1 C O ) , VC ( 1 C,O ) , V D ( 1 CHH , P X ( 100) , P Y ( 100) , 
5IX(201,IN,IO,NI,ID,IK,NC,NB,NA,NG,NR,Il,NT,ND,NH, 
6NS,Nl,N2,N3,N4,IC,IA,1B,Kl,NF,NK,NP,NU,NV,NX,IT,JN, 
7MX,Jl,J2,J3,J4,J5,J6,J7 --A-( ==·f e - -- --- ·- ·-- -- ·- --- --· -- . --- -- . . - - -- --· - - -- - - -- -- --- --- - -- -- -- -- - -- - - - --- -- - - -- -- ···- --- -- --· -- - - ·-
N 1 = N R + 1 
DO 20 K=l,NC 
HM ( K l =Oo 
20 CONTINUE 
IK=O 
ID = NC * ( NC + 1 ) + 1 
C**** DETERMINACAO DE FAAX E FMIN E PONTOS CORRESPONDENTES 
DO 100 K=l,Nl 
R E A O ( 20 1 I D ) ( V X ( I l , I = 1 , NC ) 







If(KoGToll GOTO 70 
FH=FX 
FL=FX 






IFIFXaLEaFHI GQ TO 90 
FH=FX 
Díl 80 J=l,NC 
DR{J>=VX(J) 
80 CONTINUE 
I L: NC * { K- 1 l 
GOTO 100 
90 CONTINUE 
IF(FXoGEoFL l GOTO lCO 
FL=FX 




C ** * * R E F L F. X A O 
/>'f. 










//lKEDeSYSLMOD DD OSN=ClílVIS(CENTRt,DISP=OLD 
//CLOVIS EXEC FORTGCL,PARMoLKED='NCAL,LET' 




C OMMON GG ( 2 O, lC:0 l , GH ( 20, 1( O l, VX ( 10C 1, GX ( 100 1, GD ( 20), 
lHI{Z(l l, FX,VF( lfú l ,VY( HOt ,DR( HO) ,VE( 100} ,Vl( 1001, 
2 H M ( l ro l , D G ( 1 C O ) , D V ( 1 O f ) , F Y, Z R , Z E, X N, X M, Z N, Z F, TE , F I , 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 







K l = NC * ( NC + 1 ) + 1 
I F ( FX o L Ee Fl l GO 




I F( FXo GEoFH) GO 
TD 240 
GCl TO 140 
GO TO 280 
TO 160 
DO 160 K-=1, NC 








CAL L CRI TV 
IF(FXoLEoFHl GOTO 2CO 
C**;"'* REDUU\O 
ID=Kl 
DO 190 K= 1, N 1 
R E A D ( 2 O 1 I D) ( P X ( I t , I = 1 , NC I 
DO 180 J=l, NC 
PX(J)=DV(J)+Oo5*(PX(J)-DV(Jl 1 
180 CONTINUE 
ID= I D-NC 
WRITE(20' IDl (PX( l l ,I=l,NCt 
190 CONTINUE 
RE TURN 
200 DO 220 K=l,NC 
DR(Kl=VX{Kl 
220 CONTINUE 
GU TO 300 
C*,.'<** EXPANSAO . --··2 46-- b- õ- -·-·26-ô ___ -K;; 1 ;·Nc-· - -~ - -- -- ~ --





If(FXoGEoFL l GOTO 280 





DO 3C'O K= 1, NC 
DR{Kl=VY(K) 
3f O CONTINUE 






//LKEOoSYSLMOD DO DSN=CLGVIS(OPERCl,OISP=OLD 
//CLOVIS EXEC FORTGCL,PAR~0LKED='NCAL,LET' 




:• MMON GG(20,100),GHl20,l(Ol,VX(lOOl,GX(lOO),GD(201, 
lrll{20l ,FX,VF( 1001 ,VY( lCOl ,üR(H (\) ,VE(lOO) ,VZ(lCOl, 
2 H M { 1 O O l , D G ( 1 ü O l , DV ( 1 O O l , F Y, Z R , Z E , X N , X M , Z N , Z F , TE , F I , 
3FL,FH,TX,EP,E1,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4V A ( 100 l , V B ( lC O l , VC ( 1 O O l , VD ( 100 l , P X { 100 ) , PY ( l 00 l , 
5 IX { 2 O } , IN, I O, N 1, I D, I K, NC, N B, Nti., NG, NR, I L, NT, ND, NH, 















DO 60 K=l,NG 
IF(GD(K)eLEoZR) GOTO 60 







DO 100 K=l, NC 
100 VX(Kl=VY(K)+CF*XN*GX(Kl 
CALL FUNGO 
O O 1 2 O K= 1 , NG 
DO 120 J=l,IJ 
IF(KoEQoIX{J)l GV=GV+GD(K)*GD(K) 
120 CONTINUE 
DG( IK) =GV 
IK=IK-1 
CF=Oo 
IF(IKoGEol) GOTO 80 
AF=DG(l )-2o*DG(2 )+DG(3 l 
BT=3o*DG(ll-4o*DG(2l+OG(3l 
XM=BT*BT-8o*AF*DG( l l 
IF {XMol ToOo) XM=Oo 
XM=D SQR T( XM} 
CF=(BT+XMt/(4o*AF*XN) 
I* 
D O 14 íl K = 1 , NC 
140 VX{K)=VX(Kl+CF*GX(K) 
150 CONTINUE 
R[ TUR i\J 
ENO 
190 
//LKEDoSYSLMOD DO DSN=CLOVIS(INTERl,DISP=OLD 






lHI { 201, FX ,VF{ 100), VY{ lCOl ,DR( lOC) ,VE( 100) ,VZ{ 100), 
2HM(lOOl,DG(lCO),DV(lOOl,FY,ZR,ZE,XN,XM,ZN,ZF,TE,FI, 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4VA{ 1001 ,VB( lCOI ,VC( 100) ,VD(lOOl ,PX( 1001,PY(lOO), 
5IX(20l, IN, IO,NI, ID, IK,NC,NB,NA,NG,NR, IL,NT,ND,NH, 
6 N S, Nl , N2 , N3 , N4 , I C , IA , I B, K L, f\F, NK, N P, NU., NV , NX , IT, J N, 
7MX,Jl,J2,J3,J4,J5,J6,J7 
XN=Nl 




DO 40 K=l,Nl 
R E A D ( 20' I D 1 < P X ( I l , I = 1 , NC ) 
XM=Oo 
üO 20 J=l,NC 
20 XM=XM+(PX(J)-HM(J) l*(PX(J)-HM(J)) 
40 XN=XN+XM 






//LKEüoSYSLMOD DO DSN=CLOVISCCLCFl),DISP=OLD 





lH 1 ( 20 t , FX, VF ( 1 Oü} , VY { 1( O 1 , DR ( lC O l , V E ( 100 ) , V Z ( 100 } , 
2 ri M ll O O ) , D G ( 1(, ü ) , DV ( 1 O O 1 , F Y , Z R , Z E, X N , X M , Z N , Z F , TE , F I , 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4VA( 1c:01 ,VB( 1(011 ,VC( lCOl,,VD( 10,cn ,PX( 100) ,PY(lOOl, 






C**** ARMAZENA EM DISCO· • PCNTO INICIAL 








DO 40 K=l,NP 
DO 20 J=l, NC 
20 GX(Jl=VX(Jl+DZ 
GX(K)=VX(K)+Dl 
C**** ARMAZENA EM DISCO OS VERTICES GERADOS 





//LKEíloSYSLMOD 0D DSN=CLOVIS(VERTSl,DISP=OLD 




- - - e lJMM(J[\r .GG r 2C:Í,-1()(\ 1; GHCi(•f~ 1 (;Õ f ;vxTtõê) r, GX < looT ;c;ô {2{} l , 
1 H I ( 2 O l , FX , V F ( 1(, O ) , VY ( 1.(i!) ) , DR t Ir n ) , V E ( 1 O O 1 , V Z ( 1 O O l , 
ZHM ( 100 l , D G ( 1 C O ) , D V ( 1 O O ) , F Y , ZR , Z E, X N, X M, ZN, ZF, TE, F I, 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4VA ( 100 l , V B ( lf O l, VC ( 100 l , V D ( lCO) , P X ( 100 l , P Y ( 100 1 , 
5 IX { 20 ) , I N, I O, N I , I D, I K, I\C , NB , NA , NG , NR, I L , NT , NO, N H, 
6NS,Nl,N2,N3,N4,IC,IA,IB,KL,NF,NK,NP,NU,NV,NX,IT,JN, 
7MX,Jl,J2,J3,J4,J5,J6,J7 
IF(NDoEOoOl GOTO 90 
TX=Oo 
IF(NHoEOoOl GOTO 30 
CALL FUNHI 
00 10 K=l,NH 
10 TX=TX+HI(Kl*HI(K) 
30 IF(NGoEQoO) GOTO 70 
CALL FUNGO 
DO 50 K=l,NG 
IFIGD(K)olEoOo) GOTO 50 
TX=TX+GDCK)*GD{K) 
50 CONTINUE 
70 IFCNDoNEo5l TX=DSQRT(TX) 
FX =TX 
RE TURN 
90 CALL FUNCF 
I* 
192 
NF =NF + 1 
RETURN 
END 
//LKEDoSYSLMOD DD DSN=CLOVISITEX1S),DISP=OLD 
li 
//CAREX JOB (3032,2410),~SGLEVEL=l,CLASS=C,TIME~3 





1 H I { 2 O 1 , F X, VF ( 100 ) , VY ( 1 C O) , DR ( H O l , V E ( 100 l , V Z ( l 00} , 
2 HM { 1 O O } , O G { 1 C O ) , D V ( 1 O O ) , F Y, Z R ,Z E, X N , X M , Z N , Z F , TE , F I , 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4VA( lOOt ,VtH HOl ,VC( l(Cl ,VD( l(Ol ,PX( lOC) ,PYtlC!Ol, 
5IX(ZO), rN, IO,NI, ID, IK,NC,NB,NA,NG,NR, IL,NT,NO,NH, 
6 N S , N 1 , N 2 , N 3 , N4 , I C , I A , I B , K L , t,. F , N K , N P , l\l J , NV , NX , I T , J N , 
7MX,Jl,J2,J3,J4tJ5,J6,J7 




CAL L TE XI S 
CALL GRADX 
CALL SELE3 








E2 =Oo 1 
AF=Oo4 
B1-=005 
B 2 =Oe 6 
N4=0 
IZ=8 















HD=DR ( 1 ) 






IFCHOoGToTEI GOTO 100 








TC =E 2 
Kl=NX 
NA=2 
CI\ L L FU NC F 
CALL GRAOF 
193 







I = MOO ( NX , I l t 
IF(IoEQoO) GO TCJ 20 
GOTO 40 
100 CONTINUE 
IF{EPoGToE21 GOTO 120 
TA=EP 
E P =00 
CALL VINEX 
i\lH==O 
HO=DAB S ( HO} 
IF(HOoEQoOo) GOTO 140 
EP=TA 
120 CONTINUE 














RE TUR N 
Ef\JD 
194 
//LKEOoSYSLMOO 00 DSN=CLOVIS{DIRVSl,DISP=OLD 





lH I ( 20 l, FX, VF ( HiO 1 , VY ( H (J 1 , DR ( H O l , VE ( 100 l , V Z ( 100 1 , 
2HM(l00l,DG(l00l,DV(l(Ol,FY,ZR,ZE,XN,XM,ZN,ZF,TE,FI, 
3FL,FH,TX,EP,El,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5,V6,V7, 
4VA( 1001,VB( 1N1),VC( 1001,VD( 1001 ,PX( 1001,PYílOO), 
5 IX ( 2 O ) , I N , I O, N I , I D, I K , NC , N B, NA, NG, NR , I L , N T , N D, N H, 
6N S , N 1, N 2, N3 , N4 , I C , IA , I B, K L, NF , NK, N P, NU, NV , NX , I T, J N, 
7MX,Jl,J2,J3,J4,J5,J6,J7 
C**** PREPARA PARAMETROS PARA O SUBPROBLEMA DE DIRECOES VIAVEIS - - - - - . . C A l l F U N G D . - - - -· - - - - - - -- -- -- - - - -- - - - - - - - - - - -- -- -- -· - -- - - - -




CAL L INDIC 
ID= IC 
60 CONTINUE 

























//LKEDoSYSLMOO DD DSN=CLDVIS(V!NEXl,DISP=OLO 




CDMMON GG ( 20, lOíl), GH ( 20, lf'O) , VV( 100} ,GX ( 100) ,GD ( 20 l, 
1AC(2211,VS(3f01,YP{300),FY,ZD,ZE,XN,XM,ZN,ZF, 
2TE , F I , F L, F H, T X, E P, S 1 , E 2 , P 1 , P 2 , Ql , Gl 2, V 1, V 2, V3, V4, V 5, 
3 V 6 , V 7 , V B ( 3 O O ) , V H ( 3 ( C l , I X ( 2 O ) , I i...J , 1 O , N [ , I D , I J , NC , N B , 
4MT ,NG, Ml, IG, NT, M5, MP, t-"4, MN, NP, M2, M3, NL, IA, IB, KL,NF, 
5NK,NE,NU,NV,NX,IT,JN,MX,Jl,J2,J3,J4,J5,J6,J7 
C**** TRANSFERE PARAMETROS OE DIRVS PARA SINEX 





NY=NZ+l -,~N-;Nc_+_Z_ - .. --- -- -- - - -· --- -· - - - -- -
NM=MM- l 
00 160 K=l, NN 
I=0 
L=K-2 
D O 1 üO J= 1 , MM 
IF(KeNEol) GOTO 40 
TA=00 
IF(JoLEoNZJ TA=lo 
GO TO 80 
40 CONTINUE 

























tF{KoEQ,.il l GO TO 140 
IF(KoNEo2l GOTO 120 
AC(NM)=lo 














//LKEDoSYSLMOD DD DSN=CLílVIS(VETEXl,DISP=OLD 
//CLOVIS EXEC FORTGCL,PARMoLKEíl='NCAL,LET' 
//FORTaSYSIN DD * 
SUBROUTINE StNEX I MP L I C I T REAL* 8 { A- H , O- i 1 - -- -· - - ·- -- - -- -- --· ·- - - - -- --- - - - - -- - -- ·-· -· ·- -- -·- -- -- ··-· - - - -
C O M "'1 O N GG C 2 O , 1 C O l , G H ( 2 O , 1 r O 1 , V V ( 1 O G l , GX ( l O O l , G D { 2 O } , 
1 AC ( 2 2 1 l , V S ( 3( O ) , Y P ( '3 C O ) , F Y , Z D , Z E , X N , X M , Z N , Z F , 
2TE,FI,FL,FH,TX,EP,Sl,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5, 
3V 6, V 7, VB ( 300) , VH ( 3C'O) , IX { 20) , I N, I O, N I , I D, I J, NC, NB, 
4MT 1 NG,Ml,IG,NT,M5,MP,M4 1 MN,NP,M2,M3,NL,IA,IB 1 KL 1 NF, 
5NK,NE,NU,NV,NX,IT,JN,MX,Jl,J2,J3,J4,J5,J6,J7 
C**** PREPARA OS DADOS PARA A SOLUCAO DO PL 
J=O 
IF ( MX<!> EQe 3} J=NE 





WRITE( I0,111 (AC( Il ,I=l,NL) 
20 CONTINUE 
I F ( MNo E Qe l I AC ( M4 1 -=- AC ( M4 1 
S l=Oo 
DO 30 K=l,MT 
30 Sl=Sl+AC{K) 
AC { M5 1 ==AC ( NU 
AC(NLt=AC(M4t 
AC ( M4 l = Sl 
IF<JoNEol) GOTO 70 
DO 60 N-=1,NL 
60 VS{N)=AC(N) 
GO TO 110 
70 IJ=IJ+l 
IF<AC{M5 loEQoOo l GO TO 100 
AC ( M5 ) = IJ 
197 
WRITE{20'10) (AC(Nl,N=l,M5) 




100 AC ( M5 ) = I J 
110 WRITE(20'1Dl (AC(N),N=l,M5t 
130 C O NT I NU E 
IF{NBoEQo-loA.NDoM3ol ToIG) RETURN 
IF{JolToIG) GOTO 10 
C**** 




DO 170 K=l,MP 
IJ=IJ+l 
IH=l 
DO 150 I=l,M5 
AC(I)=Oo 
I F { K o GT o M 1 t IH= .... IH 





IA= ( N T + 1 ) *M 5 + 1 




C**** GERACAO DA MATRIZ IDENTIDADE 
C**** 
I* 
D O 2 1 O K = l , NL 









//LKEDoSYSLMOD DO DSN=CLOV IS(SINEX l,DISP=OLD 
198 
//CLOVIS EXEC FORTGCL,PAR~oLKED= 1 NCAL,LET 1 
//fORToSYSIN DD * 
SUBROU T1 NE CA.R E X 
I MPL IC IT RE Al *8 ( A-H, D-Z l 
COMMON GG(20,1001,GH(20,lftl,VV(lrC},GXl100l,GDC201, 
lAC { 2 21) , V S { 3CO) , YP ( 30 O) , FY, Z D, Z E , X N, X M, Z N, ZF , 
2TE,FI,FL~FH,TX,EP,Sl,E2,Pl,P2,Ql,Q2,Vl,V2,V3,V4,V5, 
3 V 6, V7, VB ( 3 00 1 , VH ( 3( O ) , IX { 20 l , I N, I O, N I , I D, I J, NC, NB, 
4MT,NG,Ml,IG,NT,M5,MP,M4,MN,NP,M2,M3,NL,IA,IB,KL,NF, 
5NK,NE,NU,NV,NX,IT,J~,~X,Jl,J2,J3,J4,J5,J6,J7 
C**** METOOO 00 SIMPLEX REVISADO 
C**** 











1 G=NC + 1 
CALL SINEX 
20 CONTINUE -- . - -~ -- - -- . --- - -- --· ~-
K F = l 
ID=l 




C**** ELIMINACAO DE VARIVAVEL ARTIFICIAL POSITIVA DA BASE NA 2Ao FASE 
C**** 
IF{KFaEWol) GOTO 250 




250 Sl =Oo 
C**** 
C**** CALCULO DOS ZIJ) - C(J) 
C**** 
ID=KL 
READ(20 1 ID} (YP(N),N=l,NL) 
ID =M5+ 1 
DO 310 K= 1, NT 
READ{20' ID) {AC(N ),N=1,M5 J 
FIND(20'ID) 
OU 270 J=l,NL 
199 
IF{ACCM5loEQoVA(Jll GO To 310 
270 CONTINUE 
VX=Oo 
DO 280 J=l,NL 
280 VX=VX+YP(Jl*AC(Jl 
IF(VXoLEeZR) GOTO 310 
IF(SleGEoVXl GOTO 310 
DO 290 I=l, NL 
290 VH(I)=AC{It 
Sl=VX 




IF( IVoNEoOl GOTO 500 
C**** 
C**** CALCULO DOS VETORES Y(H) 
C**,.,(* 
ID=IA 
DO 370 K=l,NL 
READt20 1 ID) (AC(Nl,N=l,NU 
FIND(20 1 ID) 
VX=Oo 
DD 330 J= 1, NL 
330 VX=VX+AC(J}*VH(J) 
YP(K}=VX 
-Í F. fKo-GToM t f __ G_ci __ ris·- "37(f - - - - - -- -- - -
IF(VXoGToZR) GOTO 350 
C***,." 










IF( IVoGcoMTl GOTO 730 
IF ( ICoNEoO) IG=IC 




C**** CALCULO DA MATRIZ dASICA INVERSA 
C**** 
DO 450 I=l,NL 
ID=IA+I-1 
IV=ID 
DO 390 J= 1, NL 
REAO(ZO'iD} AC(J 1 
3 90 ID = ID +M4 
VX=AC{ IGI 
DO 410 K=l,NL 
200 
410 AC(K)=AC{Kl-YP(K)/YP{IGl*VX 
AC ( I G) = VX /Y P ( I G) 
DO 430 J=l, NL 




C**** CALCULO DAS SOLUCOES BASICAS VIAVEIS 
C**** 
ID=l 
REi\0(20' IDI {VH(Nl,N=l,Nll 
I D= IA 
DO 490 K=l,Nl 
READ(20 1 ID) (AC(Nl,N=l,NL) 
FIND(20'1D) 
Sl=Oo 




IF(JNoEQo2) GO TU 210 .. l1 R íYE (s-; f f f - - -· - ··- ...... ·• - - - - - - - - -- -- -- .. 








5CO IF(KFoNEell GO Tíl 530 
IF(DABS(VS(M41 loGToZRI GC TO 510 
C**** 




IF{JNoEQo2) GOTO 210 
WRITE(5,31) 
31 FORMATt//50X, 1 FIM DA PRlMEIRA FASE 1 //} 
GO TO 210 
C*~º'~* 






3 FORMAT(//50X,'0 PROBLE~A NA • TEM SCLUCAO VIAVEL'//) 
R.ETURN 
C**** 
C**** SOLUCAO OTIMA 
C*:i:<** 
530 IF(MNoEQaOl VS(Nll=-VS(Nll 
ID=2*M5 
I H = ( N T + 1 l *M 5 
IG=M5+NL 
540 READ(20'IDI VX 
IF{VXaNEoO•) GOTO 550 
IO=ID+NL 
GOTO 670 
550 DO 560 J=l,MT 
IFCVB{J)oEQoVXl GOTO 590 
560 CONTINUE 
DO 570 K=l,MT 
IF(VB(KJoEQo-VXl GOTO 580 
570 CONTINUE 
GOTO 650 
580 VS{K )=-VS(K) 
Vi?(Kt=-Vl:HK) 
GO TO 650 
590 I=J - .•• - -õ ô - 6fcf x; f ; MY - - - -- - - - - - -





6 7 O I F ( I D o L E o I H l G O T O 5 40 
C**** 
C**** ORDENACAO DOS VALORES OTIM• S DE SAIDA 
C**** 




00 720 K=l,MT 
I=K 
IA=IX(K) 
DO 700 J=K,MT 











WR I TE ( 5, 4 l 
4 FORMAT!//50X,'SOLUCAO OTIMA'//30X,'VETORES BASICOS',2CIX, 
l'SOLUCOES BASICAS'//) 
DO 690 K=l,MT 








C**** SOLUCAO ILIMITADA PARA O PROBLEMA 
C***t,( 
I* 
730 NL-= 1 
If(JNoEQo2l RETURN 
WRITE(I0,6) 
6 FORMATC//50X,'0 PROBLEMA TEM SOLUCAO ILIMITADA' l 
R.ETURN 
END 
//LKEDoSYSLMOD DD DSN-=CLOVISCCAREXl,DISP=OLO 
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