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A description in terms of transition rates among cells is used to analyze self-diffusion of hard
spheres in the fluid phase. Cell size is assumed much larger than the mean free path. Transition
state theory is used to obtain an equation that matches numerical results previously obtained by
other authors. Two regimes are identified. For small packing fraction ξ, diffusion is limited by free
volume; and, for large ξ, diffusion is limited by velocity autocorrelation. The expressions obtained
in each regime do not require adjustable parameters.
Keywords: Diffusion; Hard spheres; Transition state theory
I. INTRODUCTION
The Chapman-Enskog transport theory [1] correctly
predicts the self-diffusivity of a general system of inter-
acting particles at small concentration; it reduces to the
Boltzmann theory for dilute gases when particles are hard
spheres. It gives the connection between a microscopic
description, based on position and velocity of particles, to
the continuous macroscopic description of hydrodynamic
equations. Several theories were proposed to extend the
description to moderate and large concentrations, such as
free volume [2–8] or excess entropy theories [9, 10]. They
were successfully applied to fluid models and real sub-
stances for the description of transport properties, usu-
ally requiring around 2–4 adjustable parameters. Accu-
rate mathematical representations of self-diffusivity for
hard spheres are in general obtained from interpolation
of molecular dynamics results (see Sect. 9.4 in [11] for a
review).
According to the Green-Kubo formula, the self-
diffusion coefficient is the time integral of the velocity
autocorrelation. Before the first molecular dynamics sim-
ulations were carried out, it was assumed that the veloc-
ity autocorrelation decays exponentially, as predicted by
the Langevin theory for Brownian motion. Fifty years
ago, Alder and Wainwright [12, 13] found an unexpected
behavior of the velocity autocorrelation for intermediate
fluid densities: a slow power law, known as long time tail,
instead of an exponential time decay, with an exponent
−1 for hard disks and −3/2 for hard spheres. The physi-
cal origin is the following: a particle moving through the
fluid generates vortices that, after some time, transmit
momentum to the particle in the same direction of the
original velocity. The particle partially recovers the mo-
mentum transferred to the nearby fluid; this is a memory
effect that enhances self-diffusivity.
Let us consider a system of hard spheres divided in
cells of size a, with a much larger than the mean free
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path, so that there are many particles in each cell even
when the concentration goes to zero. Cells are in local
thermal equilibrium. The purpose of the present paper is
to face the problem of self-diffusion using a description in
terms of transition rates between cells. The most simple
and successful method to obtain transition rates is the
activated state or transition state theory (TST), origi-
nally proposed by Eyring [14] for chemical reactions, see
also [15] and [16, p. 248]. It is applied to diffusion in
solids [17] and on surfaces [18, 19], and is the basis of
free volume theories, see [8] and [11, Sect. 9.3.4]. In its
simplest form, the rate WA,B of transition from state A
to state B is
WA,B = ν
Z‡
ZA (1)
where ν is the frequency of jump attempts, ZA is the par-
tition function of state A, and Z‡ is the partition function
of the transition state, a state that has to be traversed
to get from A to B (transition state theory usually over-
estimates rates, here it is assumed that any correction
factor is included in ν). When applying these ideas to a
fluid (in local equilibrium), state A refers to two neigh-
boring cells, with labels 1 and 2, that have n1 and n2
particles respectively. State A undergoes a transition to
state B, in which cells 1 and 2 have n1 − 1 and n2 + 1
particles. If the transition rate is known, self-diffusivity
is immediately obtained.
Several arguments are presented below to derive an
expression for Z‡/ZA, including detailed balance and
the Widom insertion method. Two approximations are
used for the jump frequency ν, one that holds for small
and intermediate concentrations and the other for large
concentration, where velocity autocorrelation has to be
taken into account. Theoretical results are compared
with the most recent and accurate numerical simulations
performed by Pieprzyk et al. [20].
The approach sketched in this introduction is based
on previous work on diffusion in solid binary mixtures
[21–23]. The method reproduces the Darken equation, a
relationship between intrinsic and tracer diffusion coeffi-
cients, and was able to reproduce, using a formula with
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2three free parameters, experimental results of the intrin-
sic diffusivity of different binary mixtures [23].
The paper is organized as follows. In Sect. II, the
form of the partition function is analyzed. In Sect.
III, using detailed balance, a general form of transition
rates between neighboring cells (in local thermal equi-
librium) is presented; from them, an expression for the
self-diffusivity is derived. In Sect. IV, it is shown that the
transition rate, and the self-diffusivity, behaves as the in-
verse of the thermodynamic factor. Some calculations are
written in appendices in order to present a clearer picture
of the main lines of reasoning. In Sect. V, two approxi-
mations for the jump frequency ν are proposed, one for
small concentration, the other for large concentration. In
Sect. VI, theoretical results are compared with numerical
simulations. Summary and conclusions are presented in
Sect. VII.
II. PARTITION FUNCTION
The usual assumptions of hydrodynamics are applied:
a system of particles is divided into cells large enough to
contain many particles and much smaller than the char-
acteristic length of spatial variations of state variables.
In a continuous description, the cell can be considered
point-like. Spatial and temporal variations are smooth,
hence local thermal equilibrium holds. A cell, identified
by index i, has ni particles, and volume V = a
3, with a
the cell size.
The canonical partition function of n particles in a cell
of volume V at temperature T is
Zn = Z0 〈e−βU(q1,...,qn)〉0 (2)
where U(q1, . . . ,qn) is the interaction energy of n parti-
cles at positions q1, . . . ,qn in the cell; see, e.g., [24, Sect.
5.1]. The average 〈 〉0 is computed with the probability
distribution of non-interacting particles; Z0 is the parti-
tion function of the ideal gas, given by V n/(λ3nn!). The
interaction energy at the walls of the cell is neglected
respect to the bulk.
State A is composed by two cells with n1 and n2 par-
ticles. Neglecting interactions at the contact wall, the
partition function is
ZA = Zn1Zn2 (3)
In the transient state between A and B = {n1−1, n2 +
1}, there is one particle halfway in its journey from cell 1
to cell 2. In this intermediate state the traveling particle
does not interact with particles in cell 1 nor with those in
cell 2; we can approximately extract its influence on the
partition function if we divide by its average contribution:
Z‡ =
Z‡n1Z‡n2
〈e−βu1〉0 , (4)
where u1 is the energy of the particle.
The hard sphere potential between two particles of di-
ameter σ at distance r is
u(r) =
{
0 if r ≥ σ
∞ if r < σ . (5)
Let us call Vσ = piσ
34/3 the volume of the sphere of
influence around the particle that is moving from cell 1
to cell 2. Then
u1 =
{
0 if no particle in Vσ
∞ if one or more particles in Vσ . (6)
The average 〈e−βu1〉0 is equal to the probability of not
having a particle in the sphere of influence. We have
to consider that particles are homogeneously distributed
with density ρ12 = (n1+n2)/(2V ). The probability of not
having particles in Vσ is equal to the product of probabil-
ities of not having particles in each small piece of volume
δVσ that composes Vσ:
〈e−βu1〉0 = (1− ρ12 δVσ)Vσ/δVσ = e−ρ12Vσ
= e−8ξ12 (7)
where ξ12 = ρ12σ
3pi/6 is the packing fraction. Then,
Z‡ = e8ξ12Z‡n1Z‡n2 . (8)
III. TRANSITION RATES
The chemical potential per particle is
µni = µid,ni + µex,ni , (9)
where µex,ni is the excess chemical potential and
µid,ni = µ
◦ + β−1 lnni (10)
is the chemical potential of the ideal system; for particles
in a box of volume V , µ◦ = β−1 ln(λ3/V ), where λ is the
thermal de Broglie wavelength [24, p. 115].
Let us consider the two neighbor cells, numbers 1
and 2, in equilibrium, and possible jump processes be-
tween them in a short time interval. The initial state
is A = {n1, n2}. If a particle jumps from 1 to 2, the
final state is B = {n1 − 1, n2 + 1}; and if the jump is
in the opposite direction, from 2 to 1, the final state is
B¯ = {n1 + 1, n2− 1}. The transition rate from A to B is
WA,B . The following conditions (equal chemical poten-
tial and detailed balance) are satisfied:
µn1 = µn2 ,
n1WA,B = n2WA,B¯ .
Combining both equations, we get
WA,B
WA,B¯
= e−β(µex,n2−µex,n1 ). (11)
3In this derivation, the equilibrium condition implies that
n1 and n2 are the equilibrium average number of par-
ticles. Nevertheless, the validity of (11) for n1 and n2
out of equilibrium was proposed by Derrida [25] as a
“straightforward generalization”. This generalization is
used here; although the system is in equilibrium, it is
assumed that n1 and n2 are the number of particles (not
the average) of a given realization, that include fluctu-
ations. This information is, of course, not enough to
determine WA,B . From the transition state theory we
have WA,B/WA,B¯ = Z‡/Z¯‡, then
Z‡
Z¯‡ = e
−β(µex,n2−µex,n1 ). (12)
The function Z¯‡ is obtained from Z‡ by exchanging the
number of particles in the two cells:
Z¯‡ = Exchange
n1←→n2
Z‡. (13)
As mentioned in the previous section, each partition func-
tion can be written as the product of two partition func-
tions corresponding to cell 1 and cell 2, that are functions
of n1 and n2 respectively; see Eqs. (3) and (8). Let us
notice that
Z‡
ZA = e
8ξ12e−β(µex,n2−µex,n1 )/2 e−βψn1/2 e−βψn2/2 (14)
where ψni is an unknown function of ni, satisfies this
condition, and Eqs. (12) and (13); the exponential form
of the functions e−βψn1/2 and e−βψn2/2 was chosen for
later convenience.
Then, the transition rate is
WA,B = ν e
8ξ12 exp[−β(ψn1 + ψn2 + µex,n2 − µex,n1)/2],
(15)
where ψni and ν represent the still unknown information.
See note [26] for connections of this expression with pre-
vious works.
The mean square displacement along the x axis after
a short time interval ∆t is
〈∆x2〉 = 2D∆t. (16)
The same expression holds for the mean square displace-
ment in other orthogonal directions due to isotropy. In
order to calculate 〈∆x2〉, let us consider the configura-
tion average of the transition rates for a jump to the right
(+) or to the left (−), W±, from a generic cell. We can
assume that the system is homogeneous, all cells have the
same average number of particles n¯, and fluctuations are
small, so that, taking the average of (15), we have
W± = ν e8ξe−βψ. (17)
In the present notation, ψni is evaluated at the number
of particles ni of a given configuration, while ψ, without
subindex, is evaluated at the average number of particles
n¯ or, equivalently, at density ρ = n¯/V . The packing frac-
tion is ξ = ρσ3pi/6. Then, the mean square displacement
after time ∆t is
〈∆x2〉 = a2W+ ∆t+ a2W−∆t = a2ν e8ξe−βψ2 ∆t, (18)
and the self-diffusivity is
D = a2ν e8ξe−βψ (19)
with ν and ψ functions of the particle density ρ.
The limit of small concentration, ρσ3 → 0, with σ the
particle diameter, means that the average volume per
particle, 1/ρ, is much larger than the particle volume.
If interactions can be neglected, then Z‡ = ZA = Z0,
where Z0 is the partition function of the ideal gas. In
this limit we have that D → D0, ν → ν0 = D0/a2, and
ψ → 0. The self-diffusivity of the dilute gas, D0, is given
by (see, e.g., [27, 28])
D0 =
3
8ρσ2
√
kBT
pim
, (20)
where m is the particle mass. The self-diffusivity can be
written as
D
D0
=
ν
ν0
e8ξe−βψ. (21)
The problem now is to obtain ψ and the ratio ν/ν0.
IV. THE FACTOR e−βψ
Let us consider a cell of volume V at local thermal
equilibrium, with temperature T and chemical potential
µ. Assuming that interactions at the cell walls can be ne-
glected respect to the bulk, the grand partition function
is
Q(µ, T, V ) =
∞∑
n=0
eβµnZ(n, T, V ). (22)
It is useful to define the configuration energy φn as
e−βφn = 〈e−βU(q1,...,qn)〉0 = ZZ0 . (23)
In the thermodynamic limit we have that Z TL= e−βF ,
with F the free energy; symbol “
TL
= ” means that the
equality holds in the thermodynamic limit. Therefore,
φ
TL
= Fex, with Fex the excess free energy. But it is im-
portant not to take the thermodynamic limit yet in or-
der to keep non extensive fluctuations that are relevant
for the description of transport processes, even when the
mean number of particles n¯, and V , can be chosen large
(even, also, for small concentration).
Now, neglecting interaction energy at the contact wall,
the partition function of state A = {n1, n2} is ZA =
4Zn1Zn2 , and similarly for state B. The transition state
is the same for WA,B or WB,A. Then, using (1), we have
WA,B
WB,A
=
ZB
ZA =
Zn1−1Zn2+1
Zn1Zn2
= exp[−β(φn1−1 + φn2+1 − φn1 − φn2)], (24)
and, using Eq. (15), we have
WA,B
WB,A
= exp[−β(ψn1 + ψn2 + µex,n2 − µex,n1)/2
+ β(ψn1−1 + ψn2+1 + µex,n2+1 − µex,n1−1)/2]
(25)
Combining Eqs. (24) and (25), we have
φn2+1 − φn2 −
µex,n2+1 + µex,n2
2
+
ψn2+1 − ψn2
2
= φn1 − φn1−1 −
µex,n1 + µex,n1−1
2
+
ψn1 − ψn1−1
2
.
(26)
The next step is to adopt the continuous description:
φ, µex and ψ are expanded around n¯ (both cells have
the same mean number of particles), average on different
realizations is taken and terms of order V −2 or smaller
are neglected. We get
∂
∂n¯
(φ′ − µex + ψ′/2) = 0. (27)
As usual in thermodynamics, φn is taken as a continuous
function of n. The following notation is used to indi-
cate derivatives with respect to the number of particles:
φ′ = ∂φn∂n
∣∣∣
n=n¯
. Whenever φ or its derivatives are written
without subindex, it is assumed that they are evaluated
at n¯.
It is necessary to obtain an equation for φ′−µex in or-
der to solve ψ. We can use the Widom insertion method
[29] for this purpose:
e−βµex = 〈e−β∆φn〉, (28)
where the difference ∆φn = φn+1 − φn is the insertion
energy, i.e., the interaction energy needed to insert one
more particle in a configuration of n particles. This equa-
tion can be considered as a special case of the Jarzynski
equality [30], see [31, p. 219]; see also Appendix A for a
simple derivation. Eq. (28) in the thermodynamic limit
implies that φ′ TL= µex, a result that, of course, is consis-
tent with φ
TL
= Fex.
Using an expansion in volume V , and neglecting terms
of order O(V −2), the following result can be derived from
(28), see Appendix B:
φ′ − µex = − 1
2β
∂
∂n¯
ln Γ. (29)
where Γ = 1 + βn¯µ′ex is the thermodynamic factor. Note
the orders of magnitude: φ is O(V ), φ′ and µex are
O(V 0), and the difference φ′ − µex is O(V −1).
Now, replacing (29) in (27), and integrating twice on
n¯, we have
− 1
β
ln Γ + ψ = κ1ρ+ κ2, (30)
In the absence of interactions, we have that Γ = 1 and
ψ = 0, then the integration constants κ1 and κ2 are zero.
The result is
e−βψ = Γ−1. (31)
Using this result in (14), we have that Z‡/ZA evaluated
at n1 and n2 equal to n¯ is
Z‡
ZA
∣∣∣∣
n1,n2=n¯
=
e8ξ
Γ
. (32)
Half of the problem posed by Eq. (21) is solved. The
other half is to find ν/ν0 and, in this case, we have to
resort to heuristic arguments.
V. THE JUMP FREQUENCY RATIO ν/ν0
The first approximation for the jump frequency is the
fundamental idea of free volume theories: the jump fre-
quency is proportional to the free volume Vf (or geomet-
ric free volume, see [11, p. 406]). In the limit of small
concentration, the free volume in a cell is equal to its
total volume V , so
ν
ν0
=
Vf
V
(1st approx.) (33)
The free volume is Vf = V − Vi, where Vi is the intrinsic
volume, proportional to the number of particles in the
cell, then
ν
ν0
= 1− Vi
V
= 1− ξ
ξrcp
(34)
where ξrcp is a constant corresponding to the packing
fraction at which the system is jammed; this concentra-
tion is taken equal to that of the random close pack-
ing, ξrcp ' 0.644 [32], a state at which the mean nearest
neighbor distance is σ [33, 34]; see also [35] for a more
precise definition of this quantity, where the concept of
maximally random jammed state is used.
Then, using (31) and (34) in (21), the first approxima-
tion for the self-diffusivity is
D(1)
D0
=
(
1− ξ
ξrcp
)
e8ξ
Γ
. (35)
As shown in the next section, this approximation works
for small and intermediate concentrations. For large con-
centrations, numerical results show that self-diffusivity
goes to zero for ξmax ' 0.55, a value smaller than ξrcp.
In a second approximation, valid for large concentra-
tion, we consider that the main factor that limits the
5jump frequency is not the free volume but the velocity
autocorrelation. The velocity autocorrelation gives an
idea of the number of obstacles that a particle finds when
moving form one cell to the other. It starts with velocity
v0 at time zero, and has velocity vt at time t; its capacity
of keeping its initial velocity, given by the autocorrela-
tion 〈v0vt〉, is directly related with the jump frequency.
Let us suppose that particles keep their velocity and the
correlation is large; then νa should behave as the mean
velocity: νa ∼ 〈v2〉1/2; in order to keep this behavior, it
is proposed
ν
ν0
=
( 〈v0vt〉
〈v0vt〉0
)1/2
(2nd approx.) (36)
The autocorrelation (for t larger than approximately 10
times the mean free time) is given by [36–39]
〈v0vt〉 = ρ
1/2
m t−3/2
12β[pi(Dρm + η)]3/2
(37)
where η is the viscosity and ρm = ρm is the mass density.
Then,
ν
ν0
=
(
D0ρm + η0
Dρm + η
)3/4
=
(
11/6
D/D0 + η/D0ρm
)3/4
(38)
where the relationship η0/D0ρm = 5/6 was used [28].
Then, the second approximation for the self-diffusivity is
D(2)
D0
=
(
11/6
D(2)/D0 + η/D0ρm
)3/4
e8ξ
Γ
. (39)
This result is more complicated than (35) for two reasons.
It is an implicit equation (D(2) appears in the right hand
side) and it depends on the viscosity η.
VI. COMPARISON WITH NUMERICAL
RESULTS
In order to evaluate (35) or (39), the thermodynamic
factor Γ is needed. This information is obtained from the
equation of state (EOS), usually written as a function of
ξ for the compressibility factor Z = βp/ρ, where p is
the pressure. Using standard thermodynamic relations,
it can be shown that the thermodynamic factor is given
by (see Appendix C)
Γ = Z + ρ
∂Z
∂ρ
. (40)
There are several equations of state that have been pro-
posed for a system of hard spheres of mass m in d = 3,
see [40], with generally small differences among them.
One of the most frequently used, due to its simplicity
and accuracy, is the EOS of Carnahan and Starling [41]:
Z =
1 + ξ + ξ2 − ξ3
(1− ξ)3 . (41)
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FIG. 1. Self-diffusivity D relative to DE against packing frac-
tion ξ for the hard sphere system. The blue curve is D(1)/DE ,
Eq. (35); the green curve is D(2)/DE , Eq. (39). Dots corre-
spond to numerical simulations carried out by Pieprzyk et al.
[20]; values of viscosity needed for Eq. (39) were taken from
the same reference.
This EOS is appropriate to describe the fluid phase of
hard spheres up to a packing fraction equal to 0.55. The
thermodynamic factor is
Γ =
1 + 4ξ + 4ξ2 − 4ξ3 + ξ4
(1− ξ)4 . (42)
The kinetic transport theory developed by Enskog [42]
for a dense hard sphere system predicts the following
value for the self-diffusion coefficient
DE = D0/g(σ), (43)
where g(σ) = (1− ξ/2)/(1− ξ)3 is the radial distribution
function at contact.
Numerical simulations show deviations from Enskong
theory. Such deviations are frequently presented in plots
of D/DE versus concentration. Since the seminal works
of Alder et al. [43, 44], many authors have carried out
simulations of this fundamental system in order to obtain
the self-diffusivity [45–51]. Different interpolation curves
[48, 49, 52, 53] have been proposed to analytically rep-
resent the data with a number of adjustable parameters
that ranges from 2 to 4; see [11] for a review. The re-
cent numerical results of Pieprzyk et al. [20], that include
self-diffusion and viscosity, are used here to compare with
Eqs. (35) and (39).
As shown in Fig. 1, Eq. (35) matches numerical re-
sults for small and intermediate concentration (ξ .
0.28), while Eq. (39) correctly represents values of self-
diffusivity for large concentration (ξ & 0.38).
6VII. SUMMARY AND CONCLUSIONS
The purpose ot this paper is to describe self-diffusivity
in a dense fluid of hard spheres. The system is divided
into cells in local equilibrium (the standard procedure
of classical irreversible thermodynamics). Particle jump
rate between neighboring cells is described with transi-
tion rate theory. The transition rate is proportional to
the ratio between partition functions in the transition
state and the initial state, Z‡/ZA. It is shown that this
ratio is equal to e8ξ/Γ, with ξ the packing fraction and
Γ the thermodynamic factor; see Eq. (32). A limitation
of the method is that the result holds as long as there
is not a gas-liquid phase transition, since Γ vanishes in
that case, and the expansion in terms of the particle fluc-
tuations used in Appendix B is no longer valid. In the
present form, the method can not be applied to, for ex-
ample, the Lennard-Jones potential.
Then, using two simple approximations for the fre-
quency of jump attempts, ν, two expressions for the self-
diffusivity are obtained, Eqs. (35) and (39); these expres-
sions match numerical results obtained by other authors
[20] for two different regions: ξ . 0.28 and ξ & 0.38
respectively. These results support the possibility of ap-
plying transition rate theory to diffusion in a fluid.
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APPENDIX A
A simple derivation of the Widom insertion method,
Eq. (28), is presented in this appendix.
Using Eqs. (22) and (23), the grand partition function
can be written as
Q =
∞∑
n=0
1
n!
eβµn e−β(φn+µ
◦n), (44)
with µ◦ = kBT ln(λ3/V ). The complexity of all possi-
ble microscopic states in position and velocity space is
summed up in the configuration energy φn, a function
of n, V and T . First, let us notice that Q reproduces
the behavior of the ideal system when interactions are
neglected (φn = 0). In this case, from Q we obtain the
following result for the mean number of particles:
n¯ = eβ(µ−µ
◦) (ideal case) (45)
or µ = µ◦ + β−1 ln n¯, i.e., the expression for the ideal
chemical potential.
In the general case we have to include the residual part,
n¯ = eβ(µ−µ
◦) e−βµex , (46)
and, from the grand partition function,
n¯ =
1
Q
∞∑
n=0
n
n!
e−β(φn+µ
◦n−µn)
=
eβ(µ−µ
◦)
Q
∞∑
n=1
1
(n− 1)!e
−β[φn+µ◦(n−1)−µ(n−1)]
=
eβ(µ−µ
◦)
Q
∞∑
m=0
1
m!
e−β(φm+1+µ
◦m−µm)
=
eβ(µ−µ
◦)
Q
∞∑
m=0
1
m!
e−β(φm+1−φm)e−β(φm+µ
◦m−µm)
= eβ(µ−µ
◦)〈e−β(φn+1−φn)〉, (47)
where the summation index was changed in the third line:
m = n − 1. Then, from the last two equations we have
the Widom insertion method
e−βµex = 〈e−β∆φn〉,
with ∆φn = φn+1 − φn.
APPENDIX B
A derivation of Eq. (29) is provided in this appendix.
The starting point is Eq. (28), the Widom insertion
method: e−βµex = 〈e−β∆φn〉. We need an approxima-
tion for the average in the right hand side.
We know that φ
TL
= Fex and φ
′ TL= µex. In general, for
a cell of volume V , we can write
 = φ′ − µex, (48)
where  is a correction that vanishes in the thermody-
namic limit; the purpose of the rest of this appendix is
to evaluate  keeping terms up to order O(V −1).
Let us call f(n) = e−β∆φn . The number of particles n
is a stochastic variable with a narrow probability distri-
bution around n¯. We approximate
〈f(n)〉 = f(n¯) + f
′′(n¯)
2
〈∆n2〉+O(V −2) (49)
where ∆n = n− n¯ and 〈∆n〉 = 0. This expansion holds
as long as there is no phase transition, since in that case
the average squared fluctuations of particle number di-
verges. There is a relationship between fluctuations and
thermodynamic factor, defined as Γ = βn¯∂µ∂n¯ = 1+βn¯µ
′
ex;
it is given by
〈∆n2〉 = 1
β2
∂2 lnQ
∂µ2
=
1
β
∂n¯
∂µ
= n¯/Γ. (50)
7Using that ∆φn = φ
′
n+φ
′′
n/2+· · · , and that φ′n ∼ O(V 0),
φ′′n ∼ O(V −1), etc., we have
f(n¯) = e−βφ
′
(1− βφ′′/2) +O(V −2) (51)
f ′′(n¯) = e−βφ
′
β(βφ′′2 − φ′′′) +O(V −3) (52)
Going back to the Widom insertion method, and neglect-
ing terms O(V −2), we have
e−βµex = e−βφ
′
(1 + β), (53)
with
 = −1
2
φ′′ +
1
2
(βφ′′2 − φ′′′) n¯
Γ
. (54)
It can be seen that  is of order V −1. Taking the loga-
rithm of (53) we have  = φ′−µex as defined in (48). The
second and third derivatives of φ in (54) can be obtained
from φ′ = µex +O(V −1). Keeping the same degree of ac-
curacy, they can be replaced by µ′ex and µ
′′
ex respectively:
 = −1
2
µ′ex +
1
2
(βµ′2ex − µ′′ex)
n¯
Γ
= − µ
′
ex + n¯µ
′′
ex
2(1 + βn¯µ′ex)
= − 1
2β
∂
∂n¯
ln(1 + βn¯µ′ex). (55)
Finally, the result is Eq. (29):
φ′ − µex = − 1
2β
∂
∂n¯
ln Γ.
APPENDIX C
For completeness, a relationship regarding the ther-
modynamic factor is derived in this appendix. Let us
consider a cell of volume V , number of particles n¯ and
temperature T . If F is the free energy, the pressure is
p = − ∂F∂V
∣∣
n¯,T
and the chemical potential is µ = ∂F∂n¯
∣∣
V,T
.
We define the free energy per particle as f = F/n¯ and
assume that it is a function of density ρ = n¯/V and tem-
perature. Then, pressure and chemical potential are
p = ρ2
∂f
∂ρ
, (56)
µ = f + p/ρ. (57)
Knowing that the compressibility factor is Z = βp/ρ, the
thermodynamic factor can be written as
Γ = βρ
∂µ
∂ρ
= βρ
(
∂f
∂ρ
+
∂(p/ρ)
∂ρ
)
= βp/ρ+ ρ
∂(βp/ρ)
∂ρ
= Z + ρ
∂Z
∂ρ
, (58)
that is Eq. (40).
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