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Measuring the expectation value of Pauli operators on prepared quantum states is a fundamental
task in a multitude of quantum algorithms. Simultaneously measuring sets of operators allows for
fewer measurements and an overall speedup of the measurement process. We investigate the task
of partitioning a random subset of Pauli operators into simultaneously-measurable parts. Using
heuristics from coloring random graphs, we give an upper bound for the expected number of parts in
our partition. We go on to conjecture that allowing arbitrary Clifford operators before measurement,
rather than single-qubit operations, leads to a decrease in the number of parts which is linear with
respect to the lengths of the operators. We give evidence to confirm this conjecture and comment
on the importance of this result for a specific near-term application: speeding up the measurement
process of the variational quantum eigensolver.
I. INTRODUCTION
Our motivation for partitioning Pauli operators was,
and remains, the speedup of the measurement step of
the variational quantum eigensolver. However, upon rec-
ognizing that our results were generalizable, we chose to
frame our results for qudit operators of prime dimen-
sion, q, which can be replaced by 2 for most near-term
applications. We begin by establishing notation for the
remainder of the paper.
Definition 1 We shall use the following generalization
of the Pauli operators, which are often referred to as the
shift and clock operators, respectively. For a prime, q,
we define the following q × q unitary matrices:
Xq =

0 0 . . . 0 1
1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0
 ; Zq =

1 0 . . . 0
0 ωq . . . 0
...
...
. . .
...
0 0 . . . ωq−1q
 ,
where ωq = e
2pii/q. For q = 2, these are recognizable as
the 2× 2 Pauli matrices. 2
Definition 2 Let Pq denote the generalized Pauli group
(ignoring phases) over Z/qZ. I.e., we define:
Pq :=
{
XiqZ
j
q : i, j ∈ Z/qZ
}
.
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Similarly, we define:
Pnq =
{
n⊗
i=1
Pi : Pi ∈ Pq
}
to be the set of generalized length-n Pauli operators (still
ignoring phases) over Z/qZ. 2
Since our task is to partition Pauli operators into
parts within which all the operators can be simultane-
ously measured, it is natural to first investigate what this
means. If we are able to simultaneously diagonalize the
operators in a part, then we may perform measurements
in the computational basis and simultaneously measure
all the operators. For a chosen gate set, we may parti-
tion our operators into diagonalizable parts, i.e., parts in
which all operators are simultaneously-diagonalizable by
an element of the gate set.
Definition 3 Given a gate set, GS, we shall denote
by DiagGS the set of sets of operators which are
simultaneously-diagonalizable by some element of GS. 2
In Section II, we tackle the problem of partitioning a
set of arbitrary-length Pauli operators, proving that this
problem is equivalent to graph coloring, and is therefore
NP-hard in general. In Section III, we use this equiva-
lence to compare the expected number of parts in parti-
tions for two gate sets: arbitrary Clifford operators ver-
sus single-qudit Clifford operators. We conjecture that,
when arbitrary Clifford operators are allowed, the num-
ber of parts is decreased by a factor linear with respect
to the length of the Pauli operators. In Section IV, we
discuss the variational quantum eigensolver, our motiva-
tion for this research, and give some evidence to support
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2our conjecture. In Section V, we conclude by summa-
rizing our results and discussing some open problems for
further research.
II. PARTITIONING SETS OF PAULI
OPERATORS
Given a set of Pauli operators and a given gate set,
how many parts might we expect to be optimal, and
how might we go about finding such an optimal parti-
tion? Letting P∗q denote the set of Pauli operators of
dimension q and arbitrary length, we shall formalize this
problem and show its equivalence to graph coloring. We
begin by defining some notation for our reductions and
the relevant problems.
Definition 4 A decision problem, A, polytime reduces
to another, B, (A ≤P B) if there exists a polytime algo-
rithm which solves A given an oracle for solving B. 2
Definition 5 A is polytime equivalent to B (A ≡P B) if
A ≤P B and B ≤P A. 2
Definition 6 A partition of S ⊆ P∗q into k diagonaliz-
able parts is a k-partition of S. 2
Definition 7 We define the k-partitioning problem
(kPart) as follows:
Given: S ⊆ P∗q and k ∈ Z≥1
Question: does there exists a k-partition of S? 2
Definition 8 A k-coloring of a simple, undirected
graph, G, is a partition of the vertices of G into k co-
cliques. 2
Definition 9 We define the k-coloring (kColor) problem
as follows:
Given: a simple, undirected graph, G, and k ∈ Z≥1
Question: does there exists a k-partition of S? 2
Proposition 1 kPart ≡P kColor 2
Proof We shall prove the reduction in both directions.
• kPart ≤P kColor: let OC be an oracle for kColor .
Given a set, S ⊆ P∗q , and an integer, k ∈ Z≥1, we
construct a graph, G = (V,E), (we’ll call this the
non-diagonalizable graph) by letting:
– V = S
– E =
{
PiPj :
Pi, Pj ∈ S and
{Pi, Pj} 6∈ DiagGS
}
.
We observe that a k-coloring of G is a partition
of its vertices into co-cliques. In other words,
each part is a diagonalizable set of Pauli opera-
tors. Thus, a k-partition of S exists if and only if
a k-coloring of G exists.
Therefore, the output of OC(G, k) is a solution to
kPart.
• kColor ≤P kPart: let OP be an oracle for kPart .
Given a graph, G = (V,E), and an integer, k ∈
Z≥1, we first define the adjacency matrix of G to
be the matrix, AG, such that:
AG(u, v) =
{
1 uv ∈ E
0 uv 6∈ E
We then construct a set S ⊆ P∗q by letting:
– S = (1n ALTG ),
where ALTG is the lower triangular portion of the
adjacency matrix of G. Indexing our set of Pauli
operators by the vertices of G, we observe that
{Pu, Pv} ∈ DiagGS if and only if uv 6∈ G.
We observe that a k-partition of S is a partition
of the Pauli operators into diagonalizable parts. In
other words, each part is a co-clique of the vertices
of G. Thus, a k-coloring of G exists if and only if
a k-partition of S exists.
Therefore, the output of OP (S, k) is a solution to
kColor . 
It has long been known that kColor (for k ≥ 3) is NP-
complete with respect to |V (G)|. Since the number of
vertices in G is the same as the number of Pauli operators
in our set, S, in both directions of our above equivalence,
this immediately gives us the following result.
Theorem 1 kPart (for k ≥ 3) is NP-complete with re-
spect to |S|. 2
Using a similar reduction to above, we may show that
the following problem is NP-hard.
Definition 10 Given S ⊆ P∗q , the Pauli partitioning
problem is to return a partition of S into the fewest
number of diagonalizable parts. 2
In fact, this problem is exactly equivalent to color-
ing the corresponding non-diagonalizable graph with the
fewest colors. As such, we can say a few things about the
expected number of parts in a partition of a randomly
chosen set of Paulis from P∗q .
III. COMPARING PARTITION SIZES FOR
CERTAIN GATE SETS
Choosing a gate set for a given application of these
partitioning techniques has a lot of factors. The first and
foremost is the capabilities of the device being used. If
certain gates are not reliable (for instance, entanglement
gates), more-restrictive gates sets might be necessary for
obtaining useful outputs. Another consideration, how-
ever, should be the expected number of parts in a parti-
tion.
3Below, we compare the expected number of parts in
a partition with respect to two different gate sets, the
generalized (for qudits) Clifford group, C, and the set of
all single-qudit Clifford operators, sqC.
Beginning with the generalized Clifford group, we
first want to investigate which sets are in DiagC . It
is well known that any set of commuting operators is
simultaneously-diagonalizable by a unitary [1]. In Ap-
pendix A, we give an explicit construction to show that
any set of commuting Pauli operators is simultaneously-
diagonalizable by a Clifford operator. This allows us to
give some estimates for the expected number of parts in
our partitions.
Proposition 2 For almost all sets, S ⊆ P∗q , such that all
the operators in S are linearly independent, the number
of parts in a minimal partition of S with respect to C is:(
1
2
+ o(1)
)
(log2(q) + o(1))
|S|
log2(|S|) 2
Proof Let m be the largest length of any Pauli operator
in S.
For any two randomly-chosen Pauli operators, Pi, Pj ∈
Pmq \ 1qm , the probability that {Pi, Pj} ∈ DiagC is
(q2m−1−2)/(q2m−1). If we choose a single non-identity
qudit of Pi, then Pj may take any values on the remain-
ing m− 1 qubits (i.e. q2m−2 possibilities), but must take
any one of q values on the last qudit to make the com-
mutator 0 (i.e. q2m−1 possibilities), and we subtract 2
for the identity operator and for Pi, itself.
Choosing an ordering on our set, S = {P1, . . . , P|S|},
we define the following matrix:
C(i, j) = Pi  Pj ,
where  is the symplectic inner product (which is analo-
gous to the commutator, but with outputs in Z/qZ). We
observe that we may always find a Clifford group oper-
ation which acts by conjugation on our set transforming
it into: (
1|S| 0n−|S| CLT 0n−|S|
)
.
This is because the commutator between any pair of op-
erators is preserved when we conjugate by a Clifford op-
erator. Thus, for any operator outside of S, whether it
commutes with Pi is determined solely by the power of
the X term on its ith qubit. Since the powers on each
qudit are chosen independently, the probabilities are in-
dependent.
This implies that the non-diagonalizable graph is a
random graph on |S| vertices with edge-probability 1 −
(q2m−1−2)/(q2m−1). Using the result from [2], the min-
imum number of colors necessary to color G is expected
to be:(
1
2
+ o(1)
)
log2
 1
1−
(
1− q2m−1−2q2m−1
)
 |S|
log2(|S|)
=
(
1
2
+ o(1)
)
log2
(
q2m − 1
q2m−1 − 2
) |S|
log2(|S|)
=
(
1
2
+ o(1)
)
(log2(q) + o(1))
|S|
log2(|S|) 
In the last proposition, we have clearly required the
assumption that the operators in our set were linearly in-
dependent. However, we conjecture that the value found
above remains an upper bound for an arbitrary set, S.
Conjecture 1 For almost all sets, S ⊆ P∗q , the number
of parts in a minimal partition of S with respect to C is
bounded above by:(
1
2
+ o(1)
)
(log2(q) + o(1))
|S|
log2(|S|)
Proof First, we give evidence for why we might expect
our assumption about linear independence to be satisfied
for a randomly-chosen set.
The probability that there are no linearly dependent
subsets of a set, S, of length-m, q-ary Pauli operators is:
|S|−1∏
i=0
(
1− qi−2m) = (q−2m; q)|S|,
where (a; q)k is the q-Pochhammer symbol.
For values of |S| ≤ 2m, this probability is bounded
below by a fixed value which depends on q. For q = 2, it
is bounded by ≈ 0.288788 and for larger values of q, this
value tends towards 1.
In other words, for any value of q, this size requirement
is enough to ensure our graph is random with probability
greater than 1/4.
However, when |S| > 2m, we must rely on a different
argument which gives a heuristic for why the number of
partitions should actually be lower than if there were not
linear dependence.
In instances where we have linear dependence in our
Pauli operators, we must observe that linearly dependent
sets lead to larger co-cliques in our graph. If some set of
Pauli operators, S, is in DiagC , then the span of S (i.e.
the set of operators which can be written as a product
over the operators in S) is also in DiagC . This is because
any operator which commutes with a set of operators will
still commute with a product of operators from that set.
Since we would expect to have larger co-cliques than in
a random graph, our graph should admit a coloring with
fewer colors. 
Having established these expectations for the general-
ized Clifford group, we can now compare these results
with what we might expect from the set of single-qudit
Clifford operators, sqC.
4Given the gate set, sqC, we observe that any two op-
erators which do not commute on a given qudit are not
simultaneously-diagonalizable. This is because conjuga-
tion by a Clifford operator maintains commutation rela-
tions, and without entanglement gates, we are unable to
make these operators commute on the given bit. On the
other hand, if two operators commute on a given bit, we
may diagonalize that qudit by some single-qudit Clifford
operator. This allows us to simultaneously-diagonalize
any quditwise-commuting Pauli operators using an ele-
ment of sqC.
Conjecture 2 Given S ⊆ P∗q , we expect the number of
parts in a minimal partition of S with respect to sqC to
be bounded below by:(
1
2
+ o(1)
)
m(log2(q)− o(1))
|S|
log2(|S|)
,
where m is the length of the largest Pauli operator in S.
Proof Letting m be the maximum length of any of the
chosen Paulis, we first look at the probability that any
two operators, Pi and Pj , chosen from Pmq will quditwise
commute. This requires that each pair of qudits com-
mutes, which happens with probability (q3 + q2 − q)/q4.
Thus, the probability that these operators quditwise
commute is ((q3 + q2 − q)m − q2m)/(q4)m.
The non-diagonalizable graph will therefore have edge
probability 1− (q3 + q2 − q)m/(q4)m, although the edge
probabilities will likely not be independent. If they were
independent, we would find the number of parts to be:
(
1
2
+ o(1)
)
log2
 1
1−
(
1− (q3+q2−q)m(q4)m
)
 |S|
log2(|S|)
=
(
1
2
+ o(1)
)
log2
(
(q4)m
(q3 + q2 − q)m
) |S|
log2(|S|)
=
(
1
2
+ o(1)
)
m log2
(
q4
q3 + q2 − q
) |S|
log2(|S|)
=
(
1
2
+ o(1)
)
m (log2(q)− o(1))
|S|
log2(|S|)
.
Without the independence of these edge probabilities,
however, it is difficult to give a concrete lower bound on
the number of colors we should expect using single-qudit
Clifford operators. 
Running with our conjectures, however, we compare
this to Conjecture 1 and observe that the expected num-
ber of parts is roughly O(m) times more using bitwise
commutation rather than general commutation. Since
the greedy algorithm considers a partition requirement
which is even stronger than bitwise commutation, graph
coloring algorithms would greatly improve upon existing
partitioning techniques.
We have seen these conjectured results borne out on
small examples. In particular, we have used a greedy
graph coloring algorithm to partition qubit Pauli oper-
ators and have compared the number of parts given by
each gate set for some small examples. In the table be-
low, the length of the Pauli operators is shown alongside
the ratio of the number of parts given by the gate set,
sgC, versus the gate set, C. The larger this ratio is, the
larger the improvement we obtain from expanding our
gate set.
Length Ratio
1 1
2 1.483
3 1.575
4 1.930
5 2.389
6 2.948
7 3.178
8 3.709
9 4.119
10 4.793
11 5.278
12 5.793
13 6.376
14 6.906
15 7.501
16 8.043
17 8.545
18 9.054
19 9.529
On these small examples, which were obtained by aver-
aging over sample sizes of only 5 sets, the increase in the
ratio grows with respect to O(length). While this in no
way proves the above conjectures, it gives some evidence
that the improvements gained by expanding our gate set
is non-negligible.
IV. MEASUREMENT IN THE VARIATIONAL
QUANTUM EIGENSOLVER
The variational quantum eigensolver is a quantum-
classical hybrid algorithm used for finding the ground
state energy of a molecule. With applications ranging
from quantum chemistry to combinatorial optimization
and a low cost in quantum resources, the variational
quantum eigensolver is a great candidate for near-term
applications of quantum computers.
Definition 11 The variational quantum eigen-
solver solves the following problem:
Given: H =
∑
k ckPk, a Hamiltonian written as a
sum over Pauli operators
Goal: approximate the smallest eigenvalue, λ, of H.
2
To begin our analysis, we see that, if we were able to
initialize the eigenstate, |ψ 〉, such that H |ψ 〉 = λ |ψ 〉,
5and if we could measure 〈ψ |H |ψ 〉 = 〈ψ |λ |ψ 〉 = λ,
then we could complete our goal. However, there are two
problems with this:
1. How do we produce |ψ 〉?
2. How do we measure 〈ψ |H |ψ 〉?
The first of the above problems is dealt with by a
classical optimization algorithm. Preparing an initial
state, |ψ0 〉, and measuring 〈ψ0 |H |ψ0 〉, we plug our re-
sults into a classical optimizer which returns parameters
for a new state, |ψ1 〉. Continuing this process, we im-
prove our state until we construct some ˜|ψ 〉 such that
| ˜〈ψ |H ˜|ψ 〉 − λ| ≤ ε, for some desired precision.
The second problem, however, seemingly requires us
to simulate our Hamiltonian, H, which may be very dif-
ficult. To get around this, we observe that expectation
values are linear, so we have:
〈ψ |H |ψ 〉 =
〈
ψ
∣∣∣∑ ckPk∣∣∣ψ〉 = ∑ ck 〈ψ |Pk |ψ 〉 .
Measuring 〈ψ |Pk |ψ 〉 is as simple as transforming Pk
into a diagonal Pauli operator and measuring in the com-
putational basis. Therefore, we are able to accomplish
this step efficiently.
While the algorithm we have outlined above looks fea-
sible at first glance, it is still not practical for many near-
term quantum devices. The first issue is the length of
these Pauli operators (which determines the number of
qubits in the system). These scale proportionally to the
size of the molecules being considered, and this quickly
puts many interesting molecules out of the reach of near-
term quantum devices.
The second issue, however, is the sheer number of runs
required to make the algorithm work. Considering we
require this many measurements (and this many initial-
izations of |ψi 〉), in each quantum step of our algorithm,
it is important to try to cut down on the number of mea-
surements required. This was our motivation for the pre-
vious discussion on partitioning Pauli operators.
We used a greedy graph coloring algorithm to parti-
tion the Pauli operators of the Hamiltonians for various
molecules. We did so with respect to both the general-
ized Clifford group and the set of single-qubit Clifford
operators. We summarize our results in the table below.
Molecule Length # Paulis sqC C
H2 2 11 9 5
H2 4 15 3 2
LiH 4 27 8 4
LiH 6 118 36 13
H2O 8 197 42 15
phenyl group 32 20481 7826 270
As we see, the improvements afforded by changing our
gate set allow for significantly fewer preparations and
measurements of the expectation value. This improve-
ment allows for the simulation of larger Hamiltonians in
near term implementations, provided the fidelity of en-
tanglement gates can be ensured.
V. CONCLUSION AND OPEN PROBLEMS
In this paper, we have covered a lot of ground with
regard to partitioning Pauli operators. In particular, we
have shown that minimal partitions of Pnq always exist,
leading to a proof of the existence of a set of qn + 1
mutually unbiased bases in Cqn . Moreover, we have
shown that the problem of partitioning Pauli operators
is equivalent in complexity to the problem of coloring
graphs, and that implementing graph coloring algorithms
should significantly reduce the number of measurements
required in each quantum step of the variational quan-
tum eigensolver. We provide some launching off points
for future research for those readers interesting.
First, another approach to speeding up the variational
quantum eigensolver would be to find a similar matrix
with a more simple expression as a sum over Pauli oper-
ators. For instance, if one could efficiently calculate the
diagonalization of H (i.e. write a matrix similar to H as
a sum over all diagonal Pauli matrices), then all measure-
ments could be performed simultaneously, saving a signif-
icant amount of time. This, or similar approaches, would
allow for significantly faster and more reliable compu-
tations. The variational quantum state diagonalization
[3] algorithm does exactly this, but it already requires
more quantum resources than the variational quantum
eigensolver. Perhaps a hybrid algorithm which mostly
diagonalizes H before applying the variational quantum
eigensolver could require fewer quantum resources.
Second, while we showed the equivalence between par-
titioning Pauli operators and coloring graphs, we did not
make mention of specific graph coloring algorithms. This
is because, as was mentioned many a time through Sec-
tions II and III, the graphs are not truly random. In fact,
the set of Pauli operators, itself, is not random, since it is
the output of an algorithm for mapping electronic states
onto qudits (e.g. the Bravyi-Kitaev transformation, or
perhaps the Jordan-Wigner transformation). With more
insight into the structure of the molecule, the outputs of
these transformations, or the relations between the Pauli
terms, a specific coloring algorithm could be chosen or
designed for each application. In special cases, one could
imagine that optimal colorings could be calculated effi-
ciently.
6Appendix A: Diagonalization Algorithm
We define the operators which act by conjugation on
q-ary Pauli gates as follows [4]:
Fq : Xq 7→ Zq
Zq 7→ X−1q
Rq : Xq 7→ XqZq
Zq 7→ Zq
SUMq : 1qXq 7→ 1qXq
Xq1q 7→ XqXq
1qZq 7→ Z−1q Zq
Zq1q 7→ Zq1q.
We shall use without proof the fact that these gates gen-
erate the generalized Clifford group, the set of operators
which permutes the elements of Pq. We shall give an in-
ductive proof which can be used as an iterative algorithm
to construct the specific Clifford gate which simultane-
ously diagonalizes a set of commuting Pauli operators.
Lemma 1 Let S be a set of commuting Pauli opera-
tors. There exists a Clifford gate, G, such that GSG† =
{GPG† : P ∈ S} ⊆ {⊗ni=1X0qZjiq : ji ∈ Z/qZ}. 2
Proof We shall prove this by induction on the length of
the Pauli operators, n.
• n = 1: If S ⊆ Pq is not diagonalized, then there
exists some operator, P ∈ S, with a non-zero X-
component. We shall write P = XaqZ
b
q for some
a 6≡ 0 (mod q). Let:
G1 = R
a−1(q−b)
q
where a−1 is the multiplicative inverse of a over
Z/qZ.
By our conjugation rules above, we observe that:
G1PG
†
1 = X
a
qZ
b
qZ
a(a−1(q−b))
q
= XaqZ
b
qZ
q−b
q
= XaqZ
q
q
= Xaq .
We have successfully removed the Z-component of
this Pauli operator, but we want to remove the X-
component, so we let G = FqG1. Again, following
our conjugation rules, we observe that:
GPG† = FqG1PG
†
1F
†
q
= FqX
a
q F
†
q
= Zaq .
Thus, we have successfully diagonalized a single el-
ement of S. However, since conjugation by Clifford
gates preserves commutation relations, we know
that GSG† must still pairwise commute. Since
there exists an operator with no X-component on
the one and only qudit, all operators in GSG† must
have no X-component. Thus, we have successfully
diagonalized the set.
• n > 1: Assume we are able to successfully diag-
onalize any commuting set of Pauli operators on
n−1 qudits. If S ⊆ Pnq is not already diagonalized,
there exists some operator, P ∈ S, with a nonzero
X-component. Let H1 be a SUMq gate from a qu-
dit with a nonzero X-component to the first qudit
in our tensor product, we may now assume that
H1PH
†
1 = X
a
qZ
b
q ⊗ P1 for some a 6≡ 0 (mod q) and
some P ′ ∈ Pn−1q .
We take advantage of our above proof and left-
multiply our H1 by the gate which acts only on
the first qudit and diagonalizes it as in our base
case (let’s call this gate H2). This leaves us with:
H2H1PH
†
1H
†
2 = Z
a
q ⊗ P2.
Next, P2 may have some qudits with a nonzero
Z-component. Let H3 be a series of SUMq gates
from these qudits to the first qudit, applying
the gate as many times as is necessary to can-
cel out the Z-component. This leaves us with:
H3H2H1PH
†
1H
†
2H
†
3 = Z
a
q ⊗ P3.
P3 has no Z-component, but my have some qu-
dits with a nonzero X-component. We address
this by letting H4 be the (n − 1)-fold Fq gate ap-
plied to the last n − 1 qudits, leaving us with:
H4H3H2H1PH
†
1H
†
2H
†
3H
†
4 = Z
a
q ⊗ P4.
P4 has no X-component, but may have some qu-
dits with nonzero Z-component. Using the same
strategy as in constructing H3, we use SUMq gates
to cancel out this Z-component, leaving us with:
H5H4H3H2H1PH
†
1H
†
2H
†
3H
†
4H
†
5 = Z
a
q ⊗ 1qn−1 .
Letting G1 denote this product of Clifford gates we
have constructed, we observe that every operator
in G1SG†1 must commute with Zaq ⊗ 1qn−1 . This
means that every operator in G1SG†1 must have no
X-component in the first qudit.
Restricting ourselves to Clifford group operations
on the last n−1 qudits, we already know by our in-
ductive hypothesis that there exists a Clifford gate,
G2, which simultaneously diagonalizes the remain-
ing n − 1 qudits of G1SG†1, without affecting the
first qudit.
In conclusion, every operator in G2G1SG†1G2 has
no X-component on every qudit. Thus, G = G2G1
is a Clifford gate which diagonalizes S. 
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