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bstract
In this study, spatiotemporal changes in Lake Burdur from 1987 to 2011 were evaluated using multi-temporal Landsat TM and
TM+ images. Support Vector Machine (SVM) classification and spectral water indexing, including the Normalized Difference
ater Index (NDWI), Modified NDWI (MNDWI) and Automated Water Extraction Index (AWEI), were used for extraction of
urface water from image data. The spectral and spatial performance of each classifier was compared using Pearson’s r, the
tructural Similarity Index Measure (SSIM) and the Root Mean Square Error (RMSE). The accuracies of the SVM and satellite-
erived indexes were tested using the RMSE. Overall, SVM followed by the MNDWI, NDWI and AWEI yielded the best result
mong all the techniques in terms of their spectral and spatial quality.
Spatiotemporal changes of the lake based on the applied method reveal an intense decreasing trend in surface area between 1987
nd 2011, especially from 1987 to 2000, when the lake lost approximately one fifth of its surface area compared to that in 1987.
he results show the effectiveness of SVM and MNDWI-based surface water change detection, particularly in identifying changes
etween specified time intervals.
 2016 The Authors. Production and hosting by Elsevier B.V. on behalf of Taibah University. This is an open access article under
he CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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.  Introduction
Water body extraction is an important task in differ-
nt disciplines, such as lake coastal zone management,Please cite this article in press as: G. Sarp, M. Ozcelik. Water bod
study of Lake Burdur, Turkey, J. Taibah Univ. Sci. (2016), http://dx
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coastline change and erosion monitoring, flood pre-
diction and evaluation of water resources [1]. Timely
monitoring of surface water and delivering data on the
dynamics of surface water are essential for policy and
decision-making processes [2]. In recent years, integra-
tion of remote sensing data with Geographic Information
Systems (GIS) has been used in automatic or semi-
automatic water body extraction and mapping [3]. [4]
Automatically extracted shorelines from Landsat TMy extraction and change detection using time series: A case
.doi.org/10.1016/j.jtusci.2016.04.005
behalf of Taibah University. This is an open access article under the
and ETM+ multi-temporal images with subpixel pre-
cision techniques. [5] Developed an approach called
the GeoCoverTM Water bodies Extraction Method that
combines remote sensing and GIS to extract water bodies
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and study their abundance and morphometry. However,
automatic coastline extraction is a complex process due
to water saturated land transition zones at the land-
water boundary [6,7]. To determine the spatially accurate
coastline position, two methods have been explored:
image classification and spectral water indexing. Multi-
class support vector machine (SVM) classification for
water body extraction and coastline detection has been
commonly used by many researchers because it suc-
cessfully minimizes errors and maximizes the geometric
characteristics of edge areas [8,9]. Additionally, it has
shown considerable potential in the supervised classifi-
cation of remotely sensed data, requiring very limited
training [10]. However, several water-indexing meth-
ods for the extraction of water bodies from remotely
sensed data have been introduced by researchers. [11]
Introduced the Normalized Difference Water Index
(NDWI) to extract water features from Landsat TM using
band 2 and band 4. [12] Introduced another NDWI for
water extraction from Landsat TM using bands 3 and
5. [11] Proposed a threshold value of zero to extract
surface water bodies from the raw digital Landsat val-
ues, where all positive NDWI values were classified as
water and negative values as non-water. However, this
threshold does not enable discrimination between built-
up surfaces and water pixels. Thus, [13] introduced the
Modified Normalized Difference Water (MNDWI) for
Landsat TM using bands 2 and 5. [14] Introduced the
Automated Water Extraction Index (AWEI) to improve
water extraction accuracy in areas that include shadows
and dark surfaces. [15] Introduced a simple Enhanced
Water Index (EWI) based on the Modified Normalized
Difference Water Index (MNDWI). It can effectively dis-
tinguish water surfaces from background information
such as desert, soil and vegetation. [16] Investigated
NDWI, MNDWI, NDMI, WRI, NDVI, and AWEI for
the extraction of surface water from Landsat data and
used a novel surface water change detection process
based on the principal components of multi-temporal
NDWI. In the study, surface water was extracted from
the indexes using the thresholding technique based on
the trial and error method. The performance of each
water body extraction process was tested using the over-
all accuracy and kappa coefficient, and NDWI was found
superior to other indexes. These indexes have also been
previously tested in several applications, including sur-
face water mapping [17,14], land use and land cover
change analyses [18] and ecological research [19].Please cite this article in press as: G. Sarp, M. Ozcelik. Water bod
study of Lake Burdur, Turkey, J. Taibah Univ. Sci. (2016), http://dx
In this study, water body extraction techniques were
applied to Lake Burdur to determine decreasing trends in
the lake surface area in specified time intervals. The study
focuses on the performance of each satellite-derived PRESS
ersity for Science xxx (2016) xxx–xxx
index and SVM classification. The spectral and spatial
performances of the applied satellite-derived indexes and
SVM were evaluated with Pearson’s r  and the Structural
Similarity Index Measure (SSIM). In the literature, many
studies were performed to extract water bodies based on
satellite-derived indexes and evaluate the effectiveness
of the satellite-derived indexes. Until now there have
been no spatial performance analysis applied to satellite-
derived indexes based on SSIM. Our study contributes to
the effectiveness of the SSIM-based quality evaluation
of satellite-derived indexes. The SSIM analysis provides
a simple quantitative interpretation by comparing the
correlations of luminance, contrast and structure locally
between images and averaging these quantities over the
entire image.
Lake Burdur, which is located in SW Turkey, has
shrunk abruptly in recent decades. Therefore, regular
and reliable measurements of the lake area are nec-
essary to monitor the dynamic changes of lake water
area for water resource balance analysis. Previous stud-
ies of the lake area were based on visual interpretation
and manual digitization of satellite data [20,21]. In this
study, the spatiotemporal changes of Lake Burdur from
1987 to 2011 are investigated based on SVM classifica-
tion and satellite-derived water body extraction indexes,
including NDWI, MNDWI and AWEI using Landsat
TM and ETM+ data. The performances of the applied
indexes were tested using Pearson’s r, the SSIM and the
Root Mean Square Error (RMSE). Overall, the SVM
and NDWI were found superior to other indexes. The
approach is highly significant for time-series analyses
of extracted shorelines using any number of Landsat
satellite images taken in different time intervals, and it
provides an important comparison that can be used to
investigate shoreline changes.
2.  The  study  area  and  data
Lake Burdur is located in southwest Turkey
(Fig. 1a, b). The southern part of the lake is bound by
the tectonically active Burdur fault zone. Tectonically
influenced half graben morphology controls the amount
and type of sediment supply and turbidite systems of the
lake [21].
The image data used in this study were taken from
28 August 1987 for Landsat TM, 1 August 2000 for
ETM+ and 19 August 2011 for Landsat TM+ (path 179,
row 034). The sub-scenes of the data were all free ofy extraction and change detection using time series: A case
.doi.org/10.1016/j.jtusci.2016.04.005
clouds, except Landsat TM-2011.
For accuracy, high spatial resolution Google Earth
images were used for reference. The acquisition dates
of the Google Earth reference data and Landsat TM and
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cFig. 1. Location of Lake Burdur (Land
TM images were matched to minimize errors in the
ake surface water.
.  Methodology
The histograms of TM images display a board range
f grey levels and display two different peaks for land
nd water areas. Based on the histogram observations,
mages were classified using the SVM and two classes
o differentiate the land–water boundary. In the spectral
ater indexing process, a single number was derived
rom two or more spectral bands using an arithmetic
peration. Based on the spectral characteristics, a suit-
ble threshold of the index was then applied to image
ata to separate these two classes from each other. The
ixels representing the coastline were converted into aPlease cite this article in press as: G. Sarp, M. Ozcelik. Water bod
study of Lake Burdur, Turkey, J. Taibah Univ. Sci. (2016), http://dx
ector layer to determine the coastline boundary and
nable calculations of the area and perimeter of the
ake. The performance of each satellite-derived index
lassifier was compared with those of other classifiers 1987 false colour composites 4/3/2).
using CC and the SSIM. The accuracies of the SVM and
satellite-derived index method were tested based on the
RMSE.
3.1.  Support  Vector  Machine  classiﬁcation
SVM is a supervised learning system and is based
on recent improvements in statistical learning theory
[22]. [23] Developed an SVM for binary classification.
A number of studies have focused on the mathematical
formulation of SVMs [23,24].
An SVM splits classes with a decision surface that
maximizes the boundaries between the classes. The sur-
face is called the ideal hyperplane, and the data points
closest to the hyperplane are deemed support vectors
(Fig. 2). The support vectors are the important elementsy extraction and change detection using time series: A case
.doi.org/10.1016/j.jtusci.2016.04.005
of the training set [25,23,26].
To execute an SVM, training data are needed. These
data optimize the separation of the classes rather than
describing the classes themselves [27]. Using a Radial
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e exam
NDWI  =
band2 +  band4 (5)Fig. 2. Linear support vector machin
Basis Function (RBF), class distributions with non-linear
boundaries can be mapped in a high dimensional space
for linear separation [28]. Training the SVM with a
Gaussian RBF requires setting two parameters: a reg-
ularization parameter that controls the trade-off between
maximizing the margin and minimizing the training error
and kernel width. A small regularization parameter tends
to emphasize the margin and ignore the outliers in the
training data. A large regularization parameter may over-
fit the training data. A comprehensive description of the
SVM parameters can be found in [24,22].
An SVM classifier includes four different types of
kernels: linear, polynomial, RBF and sigmoid. The RBF
kernel works fine in most cases [29]. The mathematical
illustration of each kernel is listed in Eqs. (1)–(4):
Linear : K(xi,  xj) =  xti, xj (1)
Polynomial : K(xi, xj) =  (γxtixj +  r)d, γ  >  0
(2)
RBF : K(xi,  xj) =  exp(−γ||xi −  xj||2),  γ  >  0
(3)
Sigmoid : K(xi,  xj) =  tanh(γxtixj +  r)
(4)Please cite this article in press as: G. Sarp, M. Ozcelik. Water bod
study of Lake Burdur, Turkey, J. Taibah Univ. Sci. (2016), http://dx
where xi is ith support vector; xj is the jth training data
point; t is the smoothing parameter; K  is the kernel func-
tion; ||  is the Euclidean norm; γ  is kernel width in the
kernel functions of all kernel types, except the linearple (modified from Burges (1998)).
kernel; d is the polynomial degree term in the kernel
function of the polynomial kernel; r is the bias term in
the kernel functions of the polynomial and sigmoid ker-
nels; and γ , d and r are user controlled parameters, as
their correct definition significantly increases the SVM
accuracy.
3.2.  Spectral  water  indexes
Automatic coastline delineation is a complicated pro-
cess due to the presence of the water-saturated zone at
the land–water boundary [6,7]. Several spectral water
indexes have been developed to extract water bodies
from remotely sensed imagery, usually by calculating
the normalized difference between two image bands and
then applying an appropriate threshold to segment the
results into two classes (water and non-water features).
In this study, satellite imagery-derived NDWI, MNDWI
and AWEI are used to extract lake water bodies from TM
and ETM images.
3.2.1. Normalized  Difference  Water  Index  (NDWI)
The Normalized Difference Water Index (NDWI) was
first suggested by [11] to detect surface waters in wetland
environments and measure surface water dimensions.
The NDWI for TM and ETM sensors is defined by
Eq. (5).
band2 −  band4y extraction and change detection using time series: A case
.doi.org/10.1016/j.jtusci.2016.04.005
As a result, water features have positive values and are
enhanced. Vegetation and soil features usually have zero
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.2.2.  Modiﬁed  Difference  Water  Index  (MNDWI)
The MNDWI method suggested by [13] has been
ommonly used and is a powerful index that can extract
ater bodies [30,31]. It is expressed by Eq. (6).
NDWI  = band2 −  band5
band2 +  band5 (6)
The resulting values representing the water features
ave positive values because of their higher reflectance in
and 2 than in band 5, and non-water features have neg-
tive NDWI values [13]. A threshold value for MNDWI
e.g., simply a value of zero) can be set to segment the
NDWI results into two classes (water and non-water
eatures).
.2.3. Automated  Water  Extraction  Index  (AWEI)
The main aim of the AWEI is to maximize the
eparability of water and non-water pixels using band
ifferencing, addition and application of different
oefficients. Accordingly, two separate equations are
roposed to effectively suppress non-water pixels and
xtract surface water with improved accuracy [14]. The
athematical definition of AWEI is given in Eqs. (7)
nd (8):
WEInsh =  4x(ρband2 −  ρband5) −  (0.25xρband4
+  2.75xρband7) (7)
WEIsh =  ρband1 +  2.5xρband2 −  1.5x(ρband4
+  ρband5) −  0.25xρband7 (8)
here ρ variables are the reflectance values of spectral
ands of Landsat 5 TM: band 1, band 2, band 4, band 5
nd band 7. AWEInsh is formulated to effectively elimi-
ate non-water pixels, including dark, built-up surfaces
n areas with urban backgrounds, and AWEIsh further
mproves the accuracy by removing shadow pixels that
WEInsh may not effectively eliminate [14].
.3.  Performance  evaluations  of  spectral  water
ndexes
In this study, the performances of spectral water
ndexes for water body extraction were tested using Pear-
on’s r  and the SSIM.Please cite this article in press as: G. Sarp, M. Ozcelik. Water bod
study of Lake Burdur, Turkey, J. Taibah Univ. Sci. (2016), http://dx
.3.1.  Performance  evaluation  using  Pearson’s  r
Pearson’s r  is a statistical measure of the strength and
irection of a linear association between two images. PRESS
ersity for Science xxx (2016) xxx–xxx 5
The Pearson’s r  value between two images is defined in
Eq. (9):
r(A,  B) =
∑
m,n(Am,n −  μA)(Bm,n −  μB)√∑
m,n(Am,n −  μA)2
∑
Bm,n −  μB)2
(9)
where μA and μB are the mean values of the two images
(A and B), respectively. Pearson’s r  should be as close to
one as possible. The difference between Pearson’s r val-
ues will show how well the spatial quality is maintained
[32].
3.3.2. Performance  evaluation  using  the  Structural
Similarity  Index  Measure
The SSIM determines the similarity between two
images by comparing the correlations of luminance,
contrast and structure locally between the images and
averaging these quantities over the entire image.
The luminance between the two signals is determined
using the mean intensity of the signals given in Eq. (10).
The contrast is determined using the standard deviation
presented in Eq. (11). Finally, the structure is determined
using the correlation presented in Eq. (12). This index
was proposed by [33]. The SSIM values vary from zero
to one. Values close to one show the highest similarity
to the original images.
l(x,  y) = 2μxμy +  C1
μ2x +  μ2y +  C1
(10)
C(x, y) = 2σxσy +  C2
σ2x +  σ2y +  C2
(11)
S(x, y) = σxy +  C3
σxσy +  C3 (12)
In Eqs. (10)–(12), μx and μy are the sample means
of x  and y, respectively; σx and σy represent the sample
variances of x and y, respectively; and σxy is the sample
correlation coefficient between x and y. x and y  refer to
local windows in images X and Y, respectively. Constants
C1, C2 and C3 are used to stabilize the algorithm when
the denominators approach zero. The SSIM (x, y) is a
multiplication of these three components, as presented
in Eq. (13).
SSIM(x,  y) = (2μxμy +  C1)x(2σxy +  C2)(μ2x +  μ2y +  C1)x(σ0x +  σ2y +  C2)
(13)
3.4.  Validation  of  results  using  Root  Mean  Squarey extraction and change detection using time series: A case
.doi.org/10.1016/j.jtusci.2016.04.005
Error
The RMSE is used to measure the difference between
values predicted by a model and actual values. These
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age fro
TM+ imFig. 3. LANDSAT TM image from 1987 (a); LANDSAT-7 ETM+ im
water body from the 1987 LANDSAT TM image (d), LANDSAT-7 E
individual differences are also called residuals, and the
RMSE serves to aggregate them into a single measure of
predictive power.
The RMSE of a model prediction with respect to the
estimated variable X  model is defined as the square root
of the mean squared error (14):
RMSE  =
√∑n
i=1(Xobs,i −  Xmodel,i)2
n
(14)
where Xobs,i represents the observed values of the ith
observation and Xmodel,i represents the predicted values
at location i.
4.  Results  and  analysis
4.1.  Water  body  extraction  using  SVM
The image given below, which was acquired using
the Landsat satellite (Fig. 3a–c), shows the changes in
the lake from 1987 to 2011. These images were classi-
fied into two classes: water and land. The classification
training samples were collected randomly from the rep-
resentative homogeneous areas. The RBF was selected as
the kernel method for SVM classification. This function
works well in most cases and can handle linearly non-Please cite this article in press as: G. Sarp, M. Ozcelik. Water bod
study of Lake Burdur, Turkey, J. Taibah Univ. Sci. (2016), http://dx
separable problems [29]. γ  was determined as the inverse
of the number of bands in the input image, and 1000 was
taken as the value of the regularization parameter. After
SVM classification, non-water areas were masked fromm 2000 (b); LANDSAT TM image from 2011; SVM-based extracted
age from 2000 (e); LANDSAT TM image from 2011 (f).
the resultant images because the study focuses on water
body areas (Fig. 3d–f).
4.2.  Water  body  extraction  using  spectral  water
indexes
The three spectral water indexes (NDWI, MNDWI
and AWEI) are applied to the lake water area to high-
light the differences between water and non-water areas
(Fig. 4a–i). The NDWI separates water and non-water
objects well, with water areas generally having values
greater than zero and vegetation areas having strong
negative values. The NDWI and MNDWI images are
classified into water and non-water using a threshold
of zero [11]. The RMSE of the AWEI depends on the
applied threshold value. The optimal threshold value for
the AWEI, as recommended by [14], varies from −0.15
to 0.045. In this study, the threshold value was set to zero
to provide consistency between all applied indexes.
4.3.  Testing  performance  of  shoreline  extraction
4.3.1.  Pearson’s  r
The spectral qualities of the indexes were measured
with Pearson’s r, as depicted in Table 1. The best corre-y extraction and change detection using time series: A case
.doi.org/10.1016/j.jtusci.2016.04.005
lation between the indexes shows the highest Pearson’s
r value. The highest Pearson’s r  was observed between
the NDWI and MNDWI in 1987, 2000 and 2011, with
values of 0.96, 0.91 and 0.96, respectively. The lowest
ARTICLE IN PRESS+ModelJTUSCI-301; No. of Pages 11
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Fig. 4. Image-derived spectral water indexes of the (a–c) NDWI; (d–f) MNDWI; and (g–i) AWEI for Lake Burdur.
Table 1
Pearson’s r between the NDWI, MNDWI and AWEI in 1987, 2000 and 2011.
Pearson’s r in 1987 Pearson’s r in 2000 Pearson’s r in 2011
NDWI MNDWI AWEI NDWI MNDWI AWEI NDWI MNDWI AWEI












cNDWI – 1 0.95 – 
WEI – – 1 – 
earson’s r  values were observed between the NDWI
nd AWEI in 1987, 2000 and 2011, with values of 0.94,
.90 and 0.87, respectively.
.3.2.  Structural  Similarity  Index  (SSIM)
The structural similarity among spectral water index-
ng was measured with SSIM. Values close to one show
he highest similarity between indexes. All the appliedPlease cite this article in press as: G. Sarp, M. Ozcelik. Water bod
study of Lake Burdur, Turkey, J. Taibah Univ. Sci. (2016), http://dx
ndexes had SSIM values higher than 82%, verifying the
act that there was high similarity among the applied
ater indexes. As seen in Table 2, the SSIM rate indi-
ates that the NDWI and MNDWI provide the highest 0.91 – 1 0.93
 1 – – 1
structural similarities, with values of 96%, 87% and 95%
in 1987, 2000 and 2011, respectively. The SSIM was
the lowest between NDWI and AWEI, with values of
96%, 82% and 94% in 1987, 2000 and 2011, respectively.
The differences between the applied indexes are given in
Fig. 5. In this figure, white pixels represent no difference
and black pixels indicate maximum difference.y extraction and change detection using time series: A case
.doi.org/10.1016/j.jtusci.2016.04.005
4.3.3.  Geometric  accuracy  assessment  and
comparison
To compare the derived lake water surface areas,
the lake water area was digitized manually on-screen
ARTICLE IN PRESS+ModelJTUSCI-301; No. of Pages 11
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Table 2
SSIM between the NDWI, MNDWI and AWEI in 1987, 2000 and 2011.
SSIM in 1987 SSIM in 2000 SSIM in 2011
NDWI MNDWI AWEI NDWI MNDWI AWEI NDWI MNDWI AWEI
NDWI 1 0.96 0.96 1 0.87 0.82 1 0.95 0.94
MNDWI 1 0.99 1 0.85 1 0.94
AWEI 1 1 1
AT TMFig. 5. SSIM map of the spectral water indexes derived from a LANDS
LANDSAT TM image from 2011 (g–i).
from the Landsat images. High-resolution Google Earth
images were used as references to help differentiate con-
fusing water pixels from background features. Many of
the pixel values of land and water areas were mixed
near the lake shoreline. To compare the Landsat dataPlease cite this article in press as: G. Sarp, M. Ozcelik. Water bod
study of Lake Burdur, Turkey, J. Taibah Univ. Sci. (2016), http://dx
with data obtained from Google Earth, image-to-image
registration was performed to geometrically align two
images. The image-derived coastlines were compared
to reference data, which was produced by manually image from 1987 (a–c); LANDSAT-7 ETM+ image from 2000 (d–f);
digitizing the lake perimeter using the Landsat images
and Google Earth images. The RMSE was calculated
using the reference data, as shown in Table 3. The accu-
racies achieved by the SVM and MNDWI in 1987, 2000
and 2011 are higher than those of the NDWI and AWEIy extraction and change detection using time series: A case
.doi.org/10.1016/j.jtusci.2016.04.005
classifiers. For the SVM classifier, the RMSE ranges
between 33.14 m and 50.48 m. For the NDWI classi-
fier, the RMSE ranges between 51.94 m and 61.62 m.
The water body was extracted from satellite images with
ARTICLE IN PRESS+ModelJTUSCI-301; No. of Pages 11
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Fig. 6. Changes in the area of Lake Burdur in 1987, 2000 and 2011 generated using (a) SVM; (b) NDWI; (c) MNDWI; (d) AWEI.
Table 3
RMSE between reference data and image-derived shorelines.
SWM NDWI MNDWI AWEI
RMSE (m) 1987 50.48 61.62 45.67 64.36



















Water body area change of Lake Burdur in 1987, 2000 and 2011.
SVM NDWI MNDWI AWEI
Area in 1987 (km2) 203.55 203.10 203.17 203.59
Area in 2000 (km2) 156.19 157.12 157.49 161.76
Area in 2011 (km2) 142.18 141.40 141.68 142.32
Change 1987–2000 (%) 23.27 22.64 22.48 20.55
Change 2000–2011 (%) 8.97 10.01 10.04 12.02MSE (m) 2011 48.16 55.77 45.99 60.95
 30 m spatial resolution. Therefore, these errors corre-
pond to approximately one and two pixels in the satellite
mage.
.3.4. Evaluation  of  the  change
The lake water area was extracted using SVM clas-
ification and spectral water indexing in 1987–2000 and
011, as shown in Fig. 6. The shoreline shrunk in the
wenty-four year span of images. According to the SVM,
DWI, MNWI and AWEI, between 1987 and 2000
here were dramatic changes in lake water area, and the
hanges between 2000 and 2011 were compared. The
VM, NDWI, MNWI and AWEI results reveal that the
urface area of Lake Burdur in August 1987 was approx-
2Please cite this article in press as: G. Sarp, M. Ozcelik. Water bod
study of Lake Burdur, Turkey, J. Taibah Univ. Sci. (2016), http://dx
mately 203 km (Table 4). By August 2000, based on
he NDWI and MNWI, the surface area had decreased
o approximately 157 km2. From 1987 to 2000, the lake
ost about one fifth of its surface area compared to that inTotal change 1987–2011 (%) 32.24 32.65 32.52 32.57
1987. However, from 2000 to 2011, the lake lost about
one tenth of its surface area compared to that in 2000
(Table 4). According to the results given in Fig. 6a–d,
the highest rate of water area change was observed in
the NE part of the lake.
5.  Discussion
Water body extraction accuracy problems may be
particularly noticeable in areas where the background
land cover includes low albedo surfaces (e.g., buildings,
asphalts, shadows and clouds). The presence of shadowsy extraction and change detection using time series: A case
.doi.org/10.1016/j.jtusci.2016.04.005
in the images may cause misclassification due to simi-
lar spectral reflectance patterns as water body areas, and
this similarity may decrease the accuracy of extracted
 IN+Model
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surface water areas and vary the analysis between spec-
ified time intervals [13,3,34]. In environments with low
spectral reflectance where non-water dark surfaces are
found, simple classification methods may not adequately
and accurately distinguish water pixels from non-water
pixels, particularly in shadows [34]. Thus, three differ-
ent spectral water indexes were used in this study. In
the NDWI, MNDWI and AWEI images, slight differ-
ences cannot be manually detected by visual inspection.
Therefore, Pearson’s r and SSIM are measured among
the three indexes. The SSIM analysis provides a simple
quantitative interpretation by comparing the correla-
tions between luminance, contrast and structure locally
between the images and averaging these quantities over
the entire image. The major advantage of SSIM is that
it is a simple and straightforward method for compar-
ing two or more maps. The results reveal that SSIM and
Pearson’s r  provide quality scores that are correlated to
RMSE values.
The results of the applied methodology suggest that
no existing water index was able to automatically dif-
ferentiate water surfaces from shadow surfaces and low
albedo urban surfaces. The MNDWI is more appro-
priate for differentiating water in many built-up areas
compared to using NDWI. The applied threshold values
of the MNDWI used to obtain the best water extrac-
tion outcome are usually much less than those of the
NDWI. Using zero as a default threshold value can
produce better water body separation accuracy using
the MNDWI. This would be very useful for more
accurately extraction of water bodies from image data
using the MNDWI. Additionally, the MNDWI gives
more detailed information regarding open water than
does the NDWI. This property is also useful for the
detection of water quality differences in specified time
intervals.
The most critical aspect of the applied method is the
accuracy assessment. For the accuracy test, a reference
lake water area was digitized manually on-screen from
the Landsat images. This step is totally user-dependent
and subjective. The literature suggests that the accuracy
of the reference map is directly related to the experience
of the user. The advantage of the extraction processes
in this study is that the study area is well known by the
authors, who are familiar with the lake morphology of
the area.
6.  ConclusionsPlease cite this article in press as: G. Sarp, M. Ozcelik. Water bod
study of Lake Burdur, Turkey, J. Taibah Univ. Sci. (2016), http://dx
This study used satellite image interpretation and GIS
to detect and analyze the spatial changes and quantify the
water area change of Lake Burdur. Using satellite images PRESS
ersity for Science xxx (2016) xxx–xxx
to extract information regarding lake water area change
is faster and more accurate than other observation meth-
ods, particularly in identifying changes between two and
three different time intervals. The approach is based on
SVM classification and spectral water indexing (NDWI,
MDWI and AWEI). According to the results of Pear-
son’s r, the SSIM and RMSE of the SVM classification
and spectral water indexing, SVM and NDWI performed
significantly better than did other indexes for mapping
the lake water surface using Landsat data.
Depending on these outcomes, from 1987 to 2000,
the lake lost about one fifth of its surface area, as com-
pared to the surface area in 1987. From 2000 to 2011, the
lake lost about one tenth of its surface area compared to
that in 2000. This study demonstrated the feasibility of
estimating lake water area variations using only freely
available satellite data.
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