We study the problem of deciding whether two ontologies are inseparable w.r.t. a signature Σ, i.e., whether they have the same consequences in the signature Σ. A special case is to decide whether an extension of an ontology is conservative. By varying the language in which ontologies are formulated and the query language that is used to describe consequences, we obtain different versions of the problem. We focus on the lightweight description logic EL as an ontology language, and consider query languages based on (i) subsumption queries, (ii) instance queries over ABoxes, (iii) conjunctive queries over ABoxes, and (iv) second-order logic. For query languages (i) to (iii), we establish ExpTime-completeness of both inseparability and conservative extensions. Case (iv) is equivalent to a model-theoretic version of inseparability and conservative extensions, and we prove it to be undecidable. We also establish a number of robustness properties for inseparability.
Introduction
The main use of ontologies in computer science is to provide a common vocabulary for a domain of interest. In logic-based ontology languages such as description logics (DLs), this vocabulary is represented by logical symbols whose meaning is given by (a finite axiomatization of) a logical theory (2) . Recent applications of ontologies, such as in health care and the bio-sciences, have led to the development of very large ontologies that capture an extensive vocabulary. Examples include the Systematized Nomenclature of Medicine (Snomed CT), which comprises almost 0.5 million vocabulary items (22) , and the thesaurus of the US national cancer institute (NCI), which comprises more than 40.000 such items (20) . The design, maintenance, and customization of ontologies of this size is a non-trivial task and benefits considerably from tool support that rests on DL reasoning systems.
Currently, the main service provided by such systems is to compute subsumption, a basic reasoning service that helps to make explicit the structure of the vocabulary. While useful, subsumption alone does not suffice to support the complex patterns used in the design and customization of large-scale ontologies. In particular, subsumption provides only limited support for the import, merging, combination, re-use, refinement, and extension of already existing ontologies. The consequences of operations like these are hard to analyze and easily introduce unintended changes to the logical theory that describes the vocabulary. Therefore, support by appropriate reasoning tools to identify such theory changes is highly desirable. We give two concrete examples:
Ontology refinement. Suppose an ontology designer wants to extend an ontology with new axioms that refine the description of a particular part Σ of the vocabulary. In this case, he usually intends to preserve the theory of most or all of the non-Σ symbols. For example, when a medical ontology is extended to refine the axiomatization of the vocabulary for X-ray diagnostics, the theory that describes the vocabulary of anatomy and drugs are not expected to change. Thus, a helpful reasoning service is to check for such unexpected theory change, and to report it to the designer.
Ontology import. Suppose an ontology designer wants to import an existing ontology into the one he is currently designing. For example, a medical ontology could be imported into an ontology about the health-care regulations of a particular country. It is then typically intended to use the vocabulary Σ of the imported ontology as it was originally defined. However, new consequences about Σ may be derivable due to axioms in the importing ontology that use symbols in Σ for the axiomatization of other symbols, and thus the Σ-theory may change. As in the previous example, reasoning support should identify such theory changes and report them to the user.
In this paper, we propose Σ-inseparability of two ontologies as a fundamental notion for addressing problems of this kind. In short, two ontologies are Σ-inseparable if they have the same logical consequences formulated in the signature (vocabulary) Σ. For the operations on ontologies mentioned above, checking for Σ-inseparability is a central reasoning service. Additionally, Σ-inseparability plays a fundamental role in defining notions of a module inside an ontology. While we do not directly address modularity in this paper, we note that understanding Σ-inseparability is crucial for any approach to modularity: an ontology module should be independent from its host ontology, and thus Σ-inseparable from the overall ontology regarding its own vocabulary Σ (10; 12; 16). We also note that conservative extensions are the special case of Σ-inseparability where one ontology is included in the other. Like Σ-inseparability, conservative extensions have been proposed as a useful reasoning service for ontologies and were used to formalize modularity (1; 12; 10; 14; 18) . Above, we have defined Σ-inseparability of two ontologies in terms of their logical consequences, but we have not made explicit the logical language that is used to formulate these consequences. From now on, we call this language the query language and say that two ontologies are Σ-inseparable w.r.t. a query language QL iff they have as consequences the same QL queries that use only symbols from Σ. When studying conservative extensions between logical theories in mathematical logic, the query language typically coincides with the language in which the theories are formulated. In DLs, ontologies are formulated as TBoxes, which are sets of concept inclusions. In analogy with mathematical logic, one can thus define Σ-inseparability of two DL TBoxes based on the query language that consists of all concept inclusions. Indeed, this is useful for applications in which the user is mainly interested in subsumption between concepts, and it is one of the choices that we consider in this paper.
In other applications, concept inclusions are not appropriate as a query language for Σ-inseparability. An important example is the use of an ontology to access instance data stored in an ABox using either instance retrieval or conjunctive query answering as a query mechanism. In this case, the query language on which Σ-inseparability is based should ensure that two ontologies are Σ-inseparable iff they give the same answers to any (instance or conjunctive) query over any possible ABox. We will show that the query language based on concept inclusions is too weak for this purpose, and introduce two additional query language that can be used to define appropriate notions of Σ-inseparability: one based on instance retrieval and one based on conjunctive query answering. Finally, we also consider full second-order logic as a query language. The resulting notion of Σ-inseparability is equivalent to a model-theoretic version in which two ontologies are Σ-inseparable iff the classes of Σ-reducts of their models coincide. This notion has been extensively investigated in the context of modular software design (13; 19) .
We study the following three aspects of Σ-inseparability: (i) robustness properties which guarantee that Σ-inseparability is preserved under certain modifications of the ontologies and signatures involved. These properties turn out to be closely related to the interpolation and Robinson joint consistency property. (ii) The relation between different versions of Σ-inseparability, which are obtained from the different query languages discussed above. (iii) The computational complexity of deciding Σ-inseparability of two ontologies. Although it is possible to use each version of Σ-inseparability with ontologies formulated in any standard DL, the results obtained for Points (i)-(iii) depend on the choice of the ontology language. In this paper, we concentrate on ontologies formulated in the lightweight description logic EL (7; 4) . This decision is motivated by the fact that many large-scale ontologies, such as those originating in the life sciences, are formulated in EL or mild extensions thereof. Concrete examples include Snomed CT and the NCI ontology.
The main result of this paper is that deciding Σ-inseparability and conservative extensions is ExpTime-complete for the three main versions of Σ-inseparability studied in this paper. For inseparability based on second-order logic (equivalently, model-theoretic inseparability), we prove undecidability. We also show that (a) inseparability based on concept inclusions coincides with inseparability based on instance retrieval, and (b) inseparability based on conjunctive queries coincides with inseparability based on concept inclusions that are formulated in an extension of EL with the universal role. Finally, we postulate two robustness properties and show that all versions of Σ-inseparability considered in this paper enjoy these properties. This paper is organized as follows. In Section 2, we introduce inseparability and query languages, state the relationships between different versions of inseparability, and introduce and analyze robustness properties. Section 3 introduces some technical tools that we use extensively in the remainder of the paper, namely simulations, canonical models, and local entailment. An ExpTime upper bound for Σ-entailment based on concept inclusions is established in Section 4. In Section 5, we prove the relationships between different notions of inseparability as stated in Section 2 and use them to prove the ExpTime upper bound for inseparability based on instance retrieval and conjunctive query answering. A matching lower bound, which applies already to the case of conservative extensions, is established in Section 6. Undecidability of inseparability based in secondorder logic is proved in Section 7. Finally, we discuss some open questions in Section 8. To improve readability, many proof details are deferred to the appendix.
Basic Concepts and Results
We introduce the description logic EL as well as (different versions of) inseparability and the related notions of entailment and conservative extensions. We also describe the relationship between the different versions of inseparability and introduce and investigate two robustness properties.
The Description Logic EL
Let N C and N R be countably infinite and disjoint sets of concept names and role names. EL-concepts C are built according to the syntax rule
where A ranges over N C , r ranges over N R , and C, D range over EL-concepts. The semantics of EL is defined by means of interpretations I = (∆ I , · I ), where the interpretation domain ∆ I is a non-empty set, and · I is a function mapping each concept name A to a subset A I of ∆ I , each role name r to a binary relation r I ⊆ ∆ I × ∆ I , and each individual name a to an element a I ∈ ∆ I . The function · I is inductively extended to arbitrary concepts by setting
An EL-TBox is a finite set of concept inclusions (CIs) C D, where C and D are EL-concepts. We write C . = D as abbreviation for the two CIs C D and D C. When introducing entailment, inseparability, and conservative extensions in the subsequent section, it is important to be precise about the concept and role names that occur in a concept or TBox. We use the notion of a signature, which is a finite subset of N C ∪ N R . The signature sig(C) of a concept C is the set of concept and role names that occur in C, and likewise for the signature sig(T ) of a TBox T . If sig(C) ⊆ Σ, we call C an EL Σ -concept. In description logic, an important way to query a TBox is subsumption (2). For two EL-concepts C, D and a TBox T , we say that C is subsumed by D w.r.t. T (written T |= C D) iff all models of T satisfy the CI C D. Thus, a subsumption query is a concept implication C D. Subsumption query answering means to decide whether T |= C D, given the query C D and the TBox T . For example, reconsider the above TBox T 1 . It is easy to see that T 1 |= Mother Human.
Entailment, Inseparability, Conservative Extensions
We introduce the three main notions studied in this paper. They all depend on the query language that is used to query a TBox. Subsumption queries are one possible choice, but we shall also consider other options. To treat such query languages in a uniform way, we adopt a rather general view on them: in what follows, a query language is a set of sentences of second-order logic with variables for unary and binary relations, and in the signature consisting of the set of unary predicates N C and the set of binary relation symbols N R Just like queries, EL-TBoxes can also be viewed in the framework of second-order logic. The following well-known inductive translation (2) transforms EL-concepts C into an equivalent first-order formula with one free variable x:
A concept inclusion C D thus corresponds to a first-order sentence ∀x.(C ⇒ D ), and a TBox to a conjunction of such sentences. From now on, we will not distinguish between EL-concepts and their translation into first-order logic, and likewise for concept inclusions and TBoxes. Thus, it makes sense to write T |= ϕ for an EL-TBox T and a second-order sentence ϕ to denote second-order entailment. As usual, the signature sig(ϕ) of a second-order sentence ϕ is defined as the set of predicates used in it.
Definition 1 (Entailment, inseparability, conservative extension). Let QL be a query language, Σ a signature, and T 1 , T 2 TBoxes. Then
• T 1 and T 2 are Σ-inseparable w.r.t. QL if T 1 Σ-entails T 2 and T 2 Σ-entails T 1 ; • T 2 is a Σ-conservative extension of T 1 w.r.t. QL if T 2 ⊇ T 1 and T 1 and T 2 are Σ-inseparable w.r.t. QL; • T 2 is a conservative extension of T 1 w.r.t. QL if T 2 is a Σ-conservative extension of T 2 w.r.t. QL, with Σ = sig(T 1 ). A QL-sentence ϕ is a witness for the non-entailment T 1
The notions of Σ-inseparability, Σ-conservative extensions, and conservative extensions are all defined in terms of Σ-entailment. When developing algorithms, we may thus concentrate on Σ-entailment. Only when giving counterexamples and complexity lower bounds, we will consider conservative extensions as the most special case.
We now give three examples of query languages, all based on subsumption. First, the simple language QL CN consists of all concept inclusions A B, with A and B concept names or the top concept . This query language is useful if we are only interested in the classification of TBoxes, i.e., the partial order on the concept names in the TBox induced by the subsumption relation. Indeed, two TBoxes T 1 and T 2 over a signature Σ have the same classification if and only if they are Σ-inseparable w.r.t. QL CN . Similarly, if T 2 is a conservative extension of T 1 w.r.t. QL CN , then T 2 only extends the existing classification of T 1 with new classes, but does not change it in any other way. Reconsider the example TBox T 1 from Section 2.1, and let T 2 be T 1 extended with the following:
Then T 2 is a conservative extension of T 1 w.r.t. QL CN because the only new inclusion A B, where A, B are concept names, derivable from T 2 is Parent Human but Parent is not in the signature of T 1 . It is easy to decide Σ-entailment w.r.t. QL CN by computing all subsumptions between the (finitely many) concept names from Σ. Second and more interesting, the language QL EL QL CN consists of all concept inclusions C D between (possibly composite) EL-concepts C and D. Intuitively, QL EL is appropriate if we are interested not only in the classification of a TBox, but in all consequences of the TBox that can be expressed in terms of concept inclusions. It is easy to see that Σ-entailment w.r.t. QL EL implies Σ-entailment w.r.t. QL CN . The converse is not true: take the example TBoxes T 1 and T 2 from above. Then T 2 is not a conservative extension of T 1 w.r.t. QL EL , a witness being ∃has-child.Human Human.
Deciding Σ-entailment w.r.t. QL EL is much less trivial than w.r.t. QL CN , and we will study this problem in detail in the main part of this paper. For brevity, we write
We can define other query languages QL L by replacing the EL-concepts in QL EL with concepts formulated in another description logic L, i.e., QL L consists of all concept implications C D with C and D L-concepts. In general, different choices of L give rise to distinct notions of Σ-entailment w.r.t. QL L . As our third example, we consider the case L = ALC, where ALC is the extension of EL with a negation constructor ¬C (with the obvious semantics (¬C) I = ∆ I \ C I ). Consider the TBoxes For deciding Σ-conservative extensions (of EL-TBoxes) w.r.t. QL ALC , we can use the algorithm for deciding conservative extensions in ALC, given in (14) . As the above example shows, this algorithm cannot be used to decide Σ-conservative extensions w.r.t. QL EL .
ABoxes and Conjunctive Queries
In some applications, queries are asked against knowledge bases rather than TBoxes. Such a knowledge base enriches a TBox with instance data, stored in an ABox.
Let N I be a countably infinite set of individual names. An EL-ABox is a finite set of assertions of the form C(a) and r(a, b), where C is an EL-concept, r a role, and a, b ∈ N I . An EL-knowledge base (KB) is a pair K = (T , A) consisting of an EL-TBox and an EL-ABox. To interpret ABoxes, we consider interpretations I which additionally assign to each a ∈ N I an element a I ∈ ∆ I . An interpretation I satisfies an assertion C(a) if a I ∈ C I and an assertion r(a, b) if (a I , b I ) ∈ r I . If α is an ABox assertion and I satisfies α, we write I |= α. I is a model of an ABox A if it satisfies all assertions in A. It is a model of a KB (T , A) if it is a model of both T and A. The signature of an ABox A is defined as the set of concept and role names occuring in A. Observe that individual names are not part of the signature.
When working with knowledge bases, there are several options for querying. In this paper, we consider the two most important ones: instance retrieval and conjunctive query answering. For an EL-concept C, a KB K = (T , A), and an individual name a, we say that a is an instance of C w.r.t. K (written K |= C(a)) if all models of K satisfy the assertion C(a). Now, an instance query is a concept C and instance query answering means, given the query C and a knowledge base K, to produce all answers to C w.r.t. K, i.e., all a ∈ N I such that K |= C(a).
A conjunctive query is an expression of the form q = ∃y.ψ(x, y), where x and y are sequences of variables taken from a fixed and countably infinite set of variables N V , and ψ is a conjunction of atoms C(v) and r(u, v) with C an EL-concept, r a role name, and u, v ∈ x ∪ y. The variables in x are called answer variables, and those in y bound variables. To make the answer variables in q explicit, we write q(x). The signature of a conjunctive query is defined as the set of concept and role names occurring in it.
Let K = (T , A) be a knowledge base, q = ∃y 1 , . . . , y m .ψ a conjunctive query with answer variables x = x 1 , . . . , x n , and a = a 1 , . . . , a n a sequence of individual names. Then a is an answer to q w.r.t. K, written K |= q(a), if for every model I of K, there exists a mapping τ :
I . Conjunctive query answering means, given C, K, and q, to produce all answers to q w.r.t. K.
In most applications, the instance data in an ABox has a different status than the conceptual knowledge in the TBox. Often, the TBox is developed while the ABox is not yet known. Moreover, even if an initial ABox is known, the ABox usually changes frequently over the lifespan of an application. Therefore, to analyse the consequences of changes to TBoxes, we quantify over all possible ABoxes that could possibly be used together with the TBox.
We now define the corresponding notions of Σ-entailment.
Definition 2. Let T 1 and T 2 be EL-TBoxes and Σ a signature. Then
EL iff the following holds for all Σ-ABoxes A, Σ-concepts C, and a ∈ N I :
• T 1 Σ-entails T 2 w.r.t. QL q EL iff the following holds for all Σ-ABoxes A, conjunctive Σ-queries q with k free variables, and k-tuples a of individual names in N I :
In this definition, the terms "Σ-entails w.r.t. QL EL that are compatible with Definition 2 and fit into the schema of query languages used in Definition 1. We only consider the case of instance retrieval and leave the conjunctive query case to the reader. For every individual name a ∈ N I , fix a variable x a . Then an ABox A can be translated to a first-order formula
and an assertion C(a) into a first-order formula C (x a ). The query language QL i EL is now defined as the set of all first-order sentences ∀x, x a .(A → C (x a )) with x the set of all variables in A .
It is worth noting that it is of interest as well to analyse the consequences of changes to knowledge bases. To do so, one has to consider two knowledge bases K 1 and K 2 and compare, say, the answers they give to conjunctive queries over a signature Σ. This problem turns out to be much simpler and tractability of inseparability of knowledge bases will be a corollary of our investigation of inseparability for TBoxes, see Definition 25 and Lemma 29 below.
Relating Query Languages
We discuss the relationship between the query languages QL EL , QL Indeed, (1) holds since every instance query C can be seen as a conjunctive query C(v), and (2) follows from the fact that T |= C D iff K |= D(a) with K = (T , {C(a)}).
Now for the converses of (1) and (2) . Somewhat surprisingly, the converse of (2) is true, and we will prove this in Section 5.1. In contrast, the converse of (1) Interestingly, there is a moderate extension of QL EL that is still based on subsumption queries, and for which Σ-entailment coincides with Σ-entailment in QL q EL . Let u be a fresh role name not in N R , and call it the universal role. The set of EL u -concepts consists of all EL-concepts C and all concepts of the form ∃u.C, where C is an EL-concept. Note that we do not allow nesting of the ∃u.C constructor inside any constructor. Interpretations I are required to interprete the universal role as u I = ∆ I × ∆ I . The role name u is not part of the signature of any concept, hence sig(C) = sig(∃u.C) for any EL-concept C, and similarly for concept inclusions. Observe that the signature of the first-order translation (∃u.C) = ∃x.C (x) of ∃u.C coincides with the signature of ∃u.C. EL u -concepts C with Theorem 3. The following equivalences hold for any two TBoxes T 1 and T 2 and any signature Σ:
Thus, it suffices to study Σ-entailment w.r.t. QL EL and QL u EL . This is what we will do in the following sections.
Properties of Σ-Inseparability
To use Σ-inseparability in applications such as the ones mentioned in the introduction, it is important to properly understand its behaviour. In this section, we postulate two useful robustness properties for Σ-inseparability, and show that they are enjoyed by the notions of Σ-inseparability studied in this paper.
Definition 4. Let L be a description logic and QL a query language. We say that the pair (L, QL) is robust for signature extensions if for all L-TBoxes T 1 and T 2 , we have the following: if T 1 Σ-entails T 2 w.r.t. QL, then T 1 Σ -entails T 2 w.r.t. QL for every Σ with
Robustness under signature extensions is of particular interest for the query language QL q EL . Assume that T 1 and T 2 are Σ-inseparable w.r.t. QL q EL . Then the answers to conjunctive Σ-queries q of the KB (T 1 , A) coincide with the answers to q of the KB (T 2 , A), for every Σ-ABox A. Robustness under signature extensions implies that even if the ABox and the query contain additional symbols not occuring in (sig(T 1 )∪sig(T 2 ))\Σ, the answers still coincide. This property is critical for applications in which it is not possible to restrict ABoxes and conjunctive queries to a fixed signature Σ.
Robustness under signature extensions is closely related to Craig interpolation, a property that is studied in mathematical logic and applied, for example, in the area of modular software specification (13; 24; 19) . In this paper, we use Craig interpolation of EL as established in (21) to prove robustness under vocabulary extensions. We first state the interpolation property of EL.
Theorem 5. EL has Craig interpolation: for every TBox T and ϕ ∈ QL EL with T |= ϕ, there exists a TBox I(T , ϕ) (called an interpolant of T and ϕ) such that sig(I(T , ϕ)) ⊆ sig(T ) ∩ sig(ϕ), T |= I(T , ϕ), and I(T , ϕ) |= ϕ. Proof. By Theorem 3, it is sufficient to prove this result for QL EL and QL u EL . For QL EL the proof is by a straightforward application of the Craig interpolation property of EL.
D) and this yields T 1 |= C D, as required. The proof for QL u EL also uses the Craig interpolation property of EL and is given in Section B of the appendix. 2
It follows from Corollary 6 that when deciding whether T 1 Σ-entails T 2 w.r.t. QL EL , we can w.l.o.g. assume that Σ ⊆ sig(T 2 ) because Σ -entailment follows for all signatures Σ with Σ ∩ sig(T 2 ) ⊆ Σ.
We now introduce the second robustness property.
Definition 7.
We say that a pair (L, QL) has the join-modularity property if for all TBoxes T 1 , T 2 , the following holds: if T 1 and T 2 are Σ-inseparable w.r.t. QL and sig(
Join-modularity is of interest for collaborative ontology development. For example, assume that two ontology developers extend a given ontology T 0 independently of each other, obtaining extended ontologies T 1 and T 2 with T 0 ⊆ T i and such that T i is a conservative extension of T 0 , for i ∈ {1, 2}. If the two developers worked on different parts of the ontology, it is safe to assume that sig(T 1 ) ∩ sig(T 2 ) = sig(T 0 ). Now, the join-modularity property implies that the joint extension T 1 ∪ T 2 is also a conservative extension of T 0 : since T 1 and T 2 are conservative extensions of T 0 , T 1 and T 2 are sig(T 0 )-inseparable; it follows by join-modularity that they are sig(T 0 )-inseparable from T 1 ∪ T 2 .
The join-modularity property is closely related to the Robinson consistency property studied in mathematical logic and applied, similarly to the interpolation property, in modular software specification (13) . If a logic satisfies certain criteria, Robinson consistency property and Craig interpolation are known to be equivalent. Unfortunately, to the best our knowledge, the criteria considered in the literature do not apply to EL. By Theorem 3, it is sufficient to prove this result for (EL, QL EL ) and (EL, QL u EL ). We provide the proof in Section B of the appendix.
We close this section with the observation that (EL, QL CN ) does not have the joinmodularity property. The TBoxes T 1 = {A 0 ∃r.B} and
Simulations, Canonical Models, and Local Entailment
The purpose of this section is to establish some notions that are crucial to our algorithms for deciding Σ-entailment and their correctness proofs: we recall the tight connection between EL and simulations on graphs, introduce a certain canonical model construction for EL-concepts and TBoxes, and define a local version of entailment between TBoxes.
Definition 9 (Simulation). Let I 1 and I 2 be interpretations and Σ a signature. A relation S ⊆ ∆ I1 × ∆ I2 is a Σ-simulation from I 1 to I 2 if the following holds:
we simply speak of a simulation and write ≤ instead of ≤ Σ .
Let I be an interpretation, Σ a signature, and d ∈ ∆ I . Then we define the abbreviation
The following theorem establishes a fundamental connection between simulations and EL-concepts. The proof is standard, and therefore omitted, see e.g. (9).
. Conversely, if I 1 and I 2 are finite and d
The following example illustrates the difference between simulations and full simulations. Let Σ = {A} and assume that I 1 has domain ∆ I1 = {d, d } and that
)} is a Σ-simulation from I 1 to I 2 , but there does not exist a full Σ-simulation from I 1 to I 2 containing (d, d). This is reflected by the fact that d ∈ (∃u.A)
I2 . We use sub(C) to denote the set of subconcepts of a concept C, including C itself. For a TBox T , we use sub(T ) to denote the set of all subconcepts of concepts which occur in T .
Definition 11 (Canonical model). Let C be an EL-concept and T a TBox. The canonical model I C,T = (∆ C,T , · C,T ) of C and T is defined as follows:
In the last item, the phrase "∃r.D is a conjunct in D" also includes the case that D = ∃r.D . Clearly, the size of I C,T is polynomial in the size of C and T . Since subsumption in EL w.r.t. TBoxes is decidable in polynomial time (7) and the proof is easily extended to EL u , I C,T can also be constructed in time polynomial in the size of C and T . We note that the model I C,T as defined here is a refinement of the model defined in (3) to prove correctness of the algorithm in (4). We now establish some basic properties of canonical models. The proof of this and all following results of this section can be found in Appendix A.
Lemma 12. Let C be an EL-concept and T a TBox. Then
Clearly, Points (1) and (2) of Lemma 12 imply that I C,T of T satisfying the concept C. Point (3) states that the behaviour of points in a canonical model I C,T depends only on T , but not on C. In the remainder of this paper, we will use Points (1) to (3) of Lemma 12 without explicit reference to this lemma. The next lemma relates canonical models I C,T to other models of C and T (Point (1)), and to subsumption w.r.t. T (Points (1) and (2)). Similar lemmas for the case of EL without TBoxes have been established in (5).
Lemma 13. Let C and D be EL-concepts and T a TBox. Then the following holds:
(1) For all models I of T and all d ∈ ∆ I , the following conditions are equivalent:
The following conditions are equivalent:
We now provide a local version of entailment between TBoxes. More precisely, we consider pairs (T , C) of a TBox and a concept, and are interested in the consequences that C has in models of T . The term "local" refers to the intuition that concepts are interpreted locally in an interpretation, whereas TBoxes are interpreted globally. Definition 14 (Local Entailment). Let C 1 and C 2 be EL-concepts, T 1 and T 2 TBoxes, and Σ a signature. Then
•
The following lemma characterizes local Σ-entailment in terms of simulations. Since the largest Σ-simulation between two finite graphs can be computed in polynomial time (9) , the lemma implies that local Σ-entailment w.r.t. EL and EL u can be decided in polynomial time.
Lemma 15. Let T 1 , T 2 be TBoxes and C 1 , C 2 EL-concepts and Σ a signature. Then
Our algorithm deciding whether T 1 Σ T 2 will systematically search for witnesses
. Since Lemma 15 implies that local Σ-entailment can be decided in polynomial time, it thus provides some first evidence that, when searching for witnesses C D for T 1 Σ T 2 , the difficult part is to identify a suitable concept C.
Deciding Σ-entailment w.r.t. QL EL
An initial observation about deciding Σ-entailment w.r.t. QL EL is that minimal witness sentences for non-Σ-entailment may be quite large. Let T 1 be the empty TBox and Σ = {A, B, r, s}. For each n ≥ 0, we define a TBox T n . It has additional concept names X 0 , . . . , X n−1 and X 0 , . . . , X n−1 that are used to represent a binary counter X: if X i is true, then the i-th bit is positive and if X i is true, then it is negative. Define T n as
Observe that Lines 2-5 implement incrementation of the counter X. Then the smallest consequence of T 1 ∪ T n in the signature Σ which is not a consequence of T 1 is C 2 n B , where:
Clearly, C 2 n is doubly exponentially large in the size of T 1 and T n . If we use structure sharing (i.e., define the size of C 2 n as the number of its distinct subconcepts), it is still exponentially large. We now design a ExpTime algorithm deciding Σ-entailment. At the end of Section 3, we have seen that when searching for a witness for T 1 Σ T 2 is is sufficient to search for a C such that I C,T2 ≤ Σ I C,T1 . Using Lemma 15, we now derive a characterization of non-Σ-entailment w.r.t. QL EL which can be implemenented almost directly. We start with a technical lemma. • there is a conjunct ∃r.C of C such that T |= C D; • there is a ∃r.C ∈ sub(T ) such that T |= C ∃r.C and T |= C D.
Proof. Let T |= C ∃r.D. By Point 2 of Lemma 13, C ∈ (∃r.D)
C is a conjunct of C or (ii) ∃r.C ∈ sub(T ) and T |= C ∃r.C . In both cases it follows from Point 2 of
The outdegree of a concept C is the maximum cardinality of any set P of pairs of the form (r, C ), with r a role name and C a concept, such that (r,C )∈P ∃r.C ∈ sub(C). We use |C| and |T | to denote the length of a C and a TBox T , i.e., the number of occurrences of symbols needed to write it.
Proof. We first show that if there exist a EL Σ -concept C and D ∈ sub(T 2 ) with (a) and (b), then T 1 Σ T 2 . Assume that (a) and (b) are satisfied for C and D. By (b), there is an EL Σ -concept E with T 2 |= D E and T 1 |= C E. From the former and (a), we get T 2 |= C E, which implies that T 1 does not Σ-entail T 2 w.r.t. QL EL . Now we show that from T 1 Σ T 2 follows the existence of C and D satisfying (a) and (b). If there exists C D which follows from T 2 but not from T 1 with sig(C) ⊆ Σ and D a Σ-concept in sub(T 2 ), then we are done: we have T 2 |= C D and
Assume that no such inclusion separating the two TBoxes exists.
Let C D be a witness for T 1 Σ T 2 such that no witness C D with D shorter than D exists. Then D is of the form ∃r.D :
contradicting the fact that C D separates the two TBoxes.
• If D is an atomic concept, then D ∈ sub(T 2 ), which we have assumed not to be the case.
for some i ∈ {1, 2}. Thus, one of C D 1 and C D 2 separates the two TBoxes, contradicting the minimality of D. By Lemma 16, T 2 |= C ∃r.D implies that one of the following holds:
(1) there exists a conjunct ∃r.C of C such that T 2 |= C D ; (2) there exists ∃r.C ∈ sub(T 2 ) such that T 2 |= C ∃r.C and T 2 |= C D . We first show that (1) cannot be true. Assume it is. Then we have
Thus, (2) applies. We show that the concepts C and ∃r.C (substituted for D) satisfy Conditions (a) and (b). First,
We have shown that T 1 does not Σ-entail T 2 w.r.t. QL EL iff there exist C and D such that (a) and (b) hold. It thus remains to show that one can find such C and D satisfying constraint (c) as well, whenever T 1 does not Σ-entail T 2 w.r.t. QL EL . This is done in Section C of the appendix. 2
The main benefit of this characterization is that when searching for a subsumption T 2 |= C D with sig(C D) ⊆ Σ which does not follow from T 1 , it allows us to concentrate on concepts D of a very simple form, namely subconcepts of T 2 . This is achieved by considering sig(T 2 )-concepts instead of EL Σ -concepts as in the definition of Σ-entailment w.r.t. QL EL .
We now devise an algorithm for deciding whether T 1 Σ T 2 . To check whether T 1 Σ T 2 , the algorithm searches for an EL Σ -concept C such that for some D ∈ sub(T 2 ), Points (a)-(c) of Proposition 17 are satisfied. Intuitively, it proceeds in rounds. In the first round, the algorithm considers the case where C is a conjunction of concept names in Σ. For every such C and all D ∈ sub(T 2 ), it checks whether Points (a) and (b) are satisfied. By Lemma 15, this can be done in polytime. If all tests fail, the second round is started in which the algorithm considers concepts C of the form F 0 (r,E)∈P ∃r.E, where F 0 is a conjunction of concept names and P is a set of pairs (r, E) with r a role name and E a candidate for C from the first round (i.e., E is also a conjunction of concept names). Because of Point (c), it will be sufficient to consider sets P of cardinality bounded by |T 2 |. To check if such a concept C satisfies Points (a) and (b), we exploit the information that we have gained about the concepts E in the previous round. If again no suitable C is found, then in the third round we use the Cs from the second round as the Es in F 0 (r,E)∈P ∃r.E, and so on. For the algorithm to terminate and run in exponential time, we have to introduce a condition that indicates when enough candidates C have been inspected in order to know that there is no witness C D. To obtain such a termination condition and to avoid having to deal with double exponentially large concepts, our algorithm will not construct the candidate concepts C directly, but rather use a certain data structure to represent relevant information about C. The relevant information about C is suggested by Proposition 17: for each C, we take the quadruple
where F is the conjunction of all concept names occurring in the top-level conjunction of C (if there are none, then F = ) and
We call this the quadruple determined by C. By Proposition 17, the quadruple C determined by a concept C gives us enough information to decide whether C is the left hand side of a witness. In addition, it contains enough information to enable the recursive search described above. In what follows F , F 0 , etc. range over conjunctions of concept names and the concept , and when writing C = F (r,E)∈P ∃r.E we assume that P is a finite set of pairs (r, E) in which r is a role and E an EL-concept. Now the following lemma (proved in the appendix) states how K T (C) is computed recursively during the search described above.
Lemma 18. Let T be a TBox and C = F 0 (r,E)∈P ∃r.E. Then
The algorithm deciding non-Σ-entailment w.r.t. QL EL is shown in Figure 1 . Observe that the Condition Q 2 \ Q 3 = ∅ corresponds to satisfaction of Points (a) and (b) in Proposition 17. Also observe that, in Point (b) of the definition of F 3 , we refer to the canonical model I D,Ti for the relevant concepts D. These models are constructed in polytime when needed. To show that this algorithm really implements the initial description given at the beginning of this section, we make explicit the concepts that we describe by means of the quadruples constructed in Step 3 of Figure 1 . This is done by the following lemma, which will also be a central ingredient to our correctness proof.
be the quadruple obtained from F 0 and Q in Step (3) of Figure 1 . Let, for each (r, q) ∈ Q, C r,q be some concept such that C r,q = q. Then C = (F 0 , F 1 , F 2 , F 3 ) , where C is defined as C = F 0 (r,q)∈Q ∃r.C r,q .
Imput: TBoxes T 1 and T 2 and signature Σ ⊆ sig(T 2 ).
(1) Compute the set N 0 of quadruples determined by conjunctions of concept names from Σ. the sequence N 1 , N 2 , . . . of sets of quadruples with
where N i is the set of quadruples (F 0 , F 1 , F 2 , F 3 ) which can be obtained from a conjunction F 0 of concept names from Σ and a set Q ⊆ (N R ∩ Σ) × N i of cardinality not exceeding |T 2 | in the following way: Figure 1 since, as we have seen already, K T1 (C) = F 1 . For Point 2, (C, C ) ∈ r I C,T 1 is equivalent to (i) ∃r.C is a conjunct of C or (ii) ∃r.C ∈ K T1 (C). In Case (i), C = C r,q for some (r, q) ∈ Q and ( Figure 1 is sound, complete, and runs in exponential time.
Proof. Soundness follows from Proposition 17 and Lemma 19. For completeness, assume that T 1 does not Σ-entail T 2 w.r.t. QL EL . By Proposition 17, there exists EL Σ -concept C of outdegree not exceeding |T 2 | and D ∈ sub(T 2 ) such that T 2 |= C D and (T 1 , C) Σ (T 2 , D). If C is a conjunction of concept names, then the algorithm outputs "T 1 Σ T 2 " in Step 2. Now suppose C has quantifier depth n ≥ 1. Using Lemma 19, one can easily show by induction on i that for all i ≥ 0, the set N i contains all quadruples determined by subconcepts C of C of quantifier depth smaller than i. Hence, the algorithm outputs "T 1 Σ T 2 " after computing some N i with i ≤ n.
For termination and complexity, observe that, by Lemma 15, the quadruple determined by a conjunction of concept names from Σ can be computed in polytime. Hence Steps 1 and 2 run in exponential time. For Step 3 observe that the number of tuples (F, Q 1 , Q 2 , Q 3 ) with F a conjunction of concept names from Σ and Q i ⊆ sub(T 1 ∪ T 2 ) is bounded by 2 4|T1∪T2| . It follows that N i = N i+1 for some i ≤ 2 4|T1∪T2| . Hence, the algorithm terminates and to show that it runs in exponential time it remains to check that N i+1 can be computed in exponential time from N i . This follows from the following: first, the number of pairs (F 0 , Q), with F 0 a conjunction of concept names from Σ and Q ⊆ (N R ∩ Σ) × N i of cardinality not exceeding |T 2 |, is still only exponential in |T 1 ∪ T 2 |; and second, the computation of (F 0 , F 1 , F 2 , F 3 ) from F 0 and Q in Figure 1 can be done in time polynomial in |T 1 ∪ T 2 |. 2
In Figure 1 , we assume that Σ ⊆ sig(T 2 ). But, as observed above already, T 1 Σ T 2 iff T 1 Σ∩sig(T2) T 2 because of robustness under vocabulary extensions. Thus, by applying the algorithm to Σ ∩ sig(T 2 ), we obtain a general decision procedure for Σ-entailment w.r.t. QL EL and have proved the following result.
Theorem 21. Σ-entailment of EL-TBoxes w.r.t. QL EL is in ExpTime.
Σ-entailment w.r.t. Other Query Languages
In this section, we first prove the equivalences stated in Theorem 3 and then provide an extension of the decision procedure for Σ-entailment w.r.t. QL EL to Σ-entailment w.r.t. QL The first equivalence of Theorem 3 is now an easy consequence of Lemma 22.
Proposition 23. For all TBoxes T 1 and T 2 and any signature Σ: We first provide a notion of Σ-entailment between knowledge bases. Instead of inclusions between concepts we now consider answers to conjunctive queries two KBs give. A 2 ) , if for all conjunctive Σ-queries q with k free variables and k-tuples a of individual names
We give a characterisation of Σ-query entailment between KBs using appropriately extended notions of canonical models for KBs and simulations between them. To start with, we extend the notion of canonical models discussed above to canonical models for KBs (T , A). Denote by obj(A) the set of individual names occurring in an ABox A. For any TBox T , ABox A and finite set Ob of individual names with obj(A) ⊆ Ob, the canonical model I A,T ,Ob is defined as follows: fix some b ∈ Ob and set The following lemma establishes the main properties of canonical models for KBs.
Lemma 27. Let T be a TBox, A an ABox, and Ob ⊇ obj(A) a finite set of individual names. Then I A,T ,Ob is a model of (T , A) and the following holds: r(a, b) , where C is a EL u -concept, r ∈ N R , and a, b ∈ N I , the following conditions are equivalent: (a) (T , A) |= α; (b) I A,T ,Ob |= α.
Proof. With the exception of Point 1, the proof is similar to the proof of Lemma 13 and left to the reader. For Point 1, observe that C = N C ∩ ∆ I A,T ,Ob does not depend on Ob and that
is a full Σ-simulation preserving N I between I A,T ,Ob and I A,T ,Ob . 2
Let I be a model and Ob a non-empty set of individual names. Any model I Ob, * with the following properties is called an unravelling of I w.r.t. Ob (where W = {a I | a ∈ Ob}):
• a Lemma 28. Let Ob be a non-empty finite set of individual names, Σ a signature, and I, J models such that a I = b I for distinct a, b ∈ Ob. The following conditions are equivalent:
• There exists a Σ-homomorphism from I Ob, * to J preserving Ob.
Proof. Straightforward and left to the reader. 2
We are now in a position to characterize Σ-query entailment between KBs. Observe that it follows from Point 3 of the characterisation below that Σ-query entailment is decidable in polynomial time.
Lemma 29. Let (T 1 , A 1 ) and (T 2 , A 2 ) be KBs, Σ a signature, and b ∈ obj(A 1 ). Then the following conditions are equivalent:
• For all assertions α of the form C(a) and r(a, b), where C is a EL u Σ -concept, r ∈ Σ∩N R , and a, b ∈ N I :
• I A2,T2 ≤ obj(A2)∪{b},full Σ I A1,T1 .
Proof. The implication from Point 1 to Point 2 is trivial. Point 2 implies Point 3. Assume Point 3 does not hold. If there exists r(a, b) ∈ A 2 such that r(a, b) ∈ A 1 , then Point 2 does not hold. Thus, assume there exists no such r(a, b). Then, by Lemma 10, there exists a EL Σ -concept C such that (i) there exists an individual name a ∈ obj(A 2 ) ∪ {b} with a I A 2 ,T 2 ∈ C I A 2 ,T 2 and a
By Lemma 27 (3), (i) implies (T 2 , A 2 ) |= C(a) and (T 1 , A 1 ) |= C(a) and (ii) implies (T 2 , A 2 ) |= ∃u.C(a) and (T 1 , A 1 ) |= ∃u.C(a). In both cases Point 2 fails. Point 3 implies Point 1. Assume Point 3 holds and let (T 2 , A 2 ) |= q(a). Take a model J of (T 1 , A 1 ) . We show that J |= q(a). Let Ob be the union of obj(A 1 ∪ A 2 ) and the set of individual names occurring in a. Then I A2,T2 ≤ obj(A2)∪{b},full Σ I A1,T1 implies
because for the largest full Σ-simulation between I A2,T2 and I A1,T1 preserving obj(A 2 ) ∪ {b} we have (b I A 2 ,T 2 , d) ∈ S for all d ∈ ∆ I A 1 ,T 1 so that we obtain the required full Σ-simulation by adding (c, d) to S for all c ∈ Ob \ obj(A 2 ) and d ∈ ∆ I A 1 ,T 1 . By Lemma 27 (1) and (2), 
Proposition 30. For all TBoxes T 1 and T 2 and any signature Σ:
Conversely, let The aim of this section is extend the algorithm from Figure 1 to an algorithm deciding non-Σ-entailment w.r.t. QL u EL . Before we go into this, we establish an illustrative lemma which shows that the difference between Σ-entailment w.r.t. QL EL and QL u EL is due to non-Σ roles in the TBox T 2 .
Lemma 31. Let T 1 and T 2 be TBoxes, and Σ a signature that contains all role names occurring in T 2 . Then
Proof. The "if" direction is clear. For the "only if" direction, let C, D be EL Σ -concepts such that T 1 |= C ∃u.D, and T 2 |= C ∃u.D. The latter implies that, in the canonical model I C,T2 , there is a d ∈ ∆ I C,T 2 with d ∈ D I C,T 2 . This implies that there is a sequence r 1 · · · r k of role names from sig(C) ∪ sig(T 2 ) such that d is reachable from C in I C,T2 by travelling this sequence. By Point (1) of Lemma 13, this implies T 2 |= C ∃r 1 
Now for the extension of the algorithm in Figure 1 . To take into account consequences of the form C ∃u.D we work, in addition to the sets K T (C), with the set
We extend Proposition 17 as follows. ∃r.E,
(1) Compute the set N 0 of 7-tuples determined by conjunctions of concept names in Σ. (2) the sequence N 1 , N 2 , . . . of sets of 7-tuples with
where N i is the set of 7-tuples (F 0 , F 1 , . . . , F 6 ) which can be obtained from a conjunction F 0 of concept names from Σ and a set Q ⊆ (N R ∩ Σ) × N i of cardinality not exceeding |T 2 | in the following way:
• F 1 , F 2 and F 3 are computed from the components Q 1 , Q 2 and Q 3 of the 7-tuples in Q as in Figure 1 . F,Q1,. ..,Q6))∈Q Q 4 .
• F,Q1,. ..,Q6))∈Q Q 5 .
• Due to the following lemma and Lemma 18, 7-tuples can be computed recursively similar to the 4-tuples used before.
The algorithm is now given in Figure 2 . Observe that, compared to Figure 1 , we have only added one more sufficient condition (the second condition in Steps 2 and 3) under which the algorithm outputs T 1 u Σ T 2 and the computation of the three new components F 4 , F 5 , and F 6 of the new 7-tuples generated in Step 3. The new condition, Q 5 \ (Q 3 ∪ Q 6 ) = ∅, corresponds exactly to Point 2 of Proposition 32: there exists
To prove completeness and soundness it is, therefore, sufficient to prove that the computations of F 4 , F 5 and F 6 are correct. For F 4 and F 5 this follows from Lemma 33, and for F 6 this is trivial. Termination after at most exponentially many steps can be proved similarly to the proof for the algorithm in Figure 1 and is left to the reader. With Lemma 30, we thus obtain the following result.
Theorem 34. Σ-entailment of EL-TBoxes w.r.t. QL q EL is in ExpTime.
ExpTime-hardness
We prove that the ExpTime upper bounds stated in Theorem 21, 24, and 34 are tight by establishing matching lower bounds. The lower bounds apply already to conservative extensions, i.e., the special case of Σ-inseparability where T 1 ⊆ T 2 and Σ = sig(T 1 ). By the equivalences established in the preceeding section, it suffices to consider the query languages QL EL and QL u EL . We start with the former. The proof is by reduction of the problem of determining whether Player 1 has a winning strategy in version G 5 of the two-player game Peek, as introduced in (23) . An instance of Peek is a tuple (Γ 1 , Γ 2 , Γ I , ϕ) where:
• Γ 1 and Γ 2 are disjoint, finite sets of Boolean variables, with variables in Γ 1 under the control of Player 1, and variables in Γ 2 under the control of Player 2;
are the variables that are true in the initial state of the game;
• ϕ is a propositional logic formula over the variables Γ 1 ∪ Γ 2 which represents the winning condition. The game is played in a series of rounds. Each round results in an assignment for the variables in Γ 1 ∪ Γ 2 , starting with the initial assignment Γ I . The players alternate, with Player 1 moving first. In each turn of Player i ∈ {1, 2}, he selects a variable from Γ i whose truth value is flipped to reach the next assignment. All other variables retain their truth value. A player may also make a skip move, i.e., not change any of its variables. Player 1 wins if the formula ϕ ever becomes true. Player 2 wins if he can forever prevent ϕ from becoming true.
Formally, a configuration of Peek is a pair (t, p) where t is a truth assignment for the variables in Γ 1 ∪ Γ 2 and p ∈ {1, 2} indicates the player that has to move next. A winning strategy for Player 1 is a finite node-labeled tree (V, E, ) where is a node labelling function that assigns to each node a configuration of G such that (1) the root is labeled with (Γ I , 1); (2) if an inner node is labeled with (t, 1), then it has a single successor labeled (t , 2), where t is obtained from t by switching the truth value of at most one variable from Γ 1 ; (3) if an inner node is labeled with (t, 2), then it has successors labeled (t 0 , 2), . . . , (t , 2), where t 0 , . . . , t are the configurations of G that can be obtained from t by switching the truth value of at most one variable from Γ 2 ; (4) if a leaf is labeled (t, i), then t satisfies ϕ. Given a game instance G = (Γ 1 , Γ 2 , Γ I , ϕ), we define TBoxes T G and T G such that T G ∪T G is not a conservative extension of T G iff Player 2 has a winning strategy in G. Intuitively, witnesses C D against conservativity are such that C describes a winning stategy for Player 1 in G and, conversely, every winning strategy can be converted into a witness against conservativity. For convenience, we assume that the set of variables Γ 1 ∪ Γ 2 is of the form {0, . . . , n − 1} for some n ≥ 1. To describe winning strategies as concepts, we use the following symbols:
• V 0 , . . . , V n−1 and V 0 , . . . , V n−1 to describe the truth values of the variables; • F 0 , . . . , F n to denote the variable that is flipped to reach the current configuration, with F n indicating a skip move; • P 1 , P 2 to denote the player which moves next; • a single role name r.
Since EL-concepts correspond to trees in an obvious way, it is not hard to see how winning strategies can be represented as a concept formulated in the above signature.
In T G , we additionally use a concept name B that will occur on the right-hand side of witnesses against conservativity, and a concept name M that serves as a marker. The construction of T G starts with saying that the players alternate:
Then, we say that P 1 and P 2 should be disjoint. The idea is as follows: every concept C which implies that P 1 P 2 is true somewhere in the model is subsumed by the concept name B already w.r.t. T G , and thus cannot occur on the left-hand side of a witness C B. Here we use the concept name M :
We also need disjointness conditions for truth values and flipping markers:
Next, we say that if the marker F i is set in a configuration, then the variable V i flips:
If a marker F j for a different variable V j is set, then V i does not flip:
V j for all i ≤ n and j < n with i = j ∃r.(F i V j ) V j for all i < n and j < n with i = j Additionally, we should ensure that at least one of the F i markers is true in every configuration. This cannot be done in a straightforward way in T G , and we will use the TBox T G . To define T G , we start with translating the formula ϕ into a set of CIs. W.l.o.g., we assume that ϕ is in NNF. For each ψ ∈ sub(ϕ), we introduce a concept name X ψ . For each ψ ∈ sub(ϕ), we use σ(ψ) to denote • the concept name X ψ if ψ is a non-literal and • the concept name from V 0 , . . . , V n−1 , V 0 , . . . , V n−1 corresponding to ψ if ψ is a literal. Now for each non-literal ψ ∈ sub(ϕ), T G contains the following CI:
• if ψ = ϑ ∨ χ, then the CIs are σ(ϑ) X ψ and σ(χ) X ψ . To continue, let Γ 1 = {0, . . . , k − 1} and Γ 2 = {k, . . . , n}, and introduce concept names N, N , N , N 0 , . . . , N n−1 to be used as markers. The markes will help to ensure that (i) each variable has a truth value in every configuration, (ii) a least one of the flipping indicators F 0 , . . . , F n is set in every configuration, and (iii) the flipping indicator denotes a variable controlled by the player who moved to reach the current configuration. The markers are set as follows:
Next, we set the marker N if the encoded truth assignment satisfies ϕ and (i)-(iii) are satisfied:
Then, the marker N is pulled up inductively ensuring that if Player 1 is to move, there is the required single successor, and if Player 2 is to move, there are the required k + 1 successors:
We require that P 1 moves first and that the initial configuration is labeled as described by Γ I . Only if this is satisfied, the concept name B from T G is implied:
Finally, we also deal with the case where already Γ I satisfies ϕ:
Lemma 35. Player 1 has a winning strategy in G iff T G ∪ T G is not a conservative extension of T G .
We have thus shown the following result.
Theorem 36. Deciding conservative extensions w.r.t. QL EL is ExpTime-hard and thus ExpTime-complete.
Together with Lemmas 23, 30, and 31 and since the only role name in T G is from Σ = sig(T G ), we obtain the following corollary.
Corollary 37. For QL ∈ {QL EL , QL i EL , QL q EL }, deciding conservative extensions w.r.t. QL is ExpTime-hard and thus ExpTime-complete.
Model Conservativity
In this section, we consider Σ-entailment w.r.t. second-order logic. Denote by SO the set of second-order sentences in the signature with unary predicates from N C and binary predicates from N R . Clearly, Σ-entailment w.r.t. SO implies Σ-entailment w.r.t. any of the Σ-entailment relations introduced before. Observe that Σ-entailment w.r.t. SO can be easily characterised model-theoretically without using any query language. Say that two interpretations I and J coincide on a signature Σ, in symbols
Definition 38 (Semantic Σ-consequence, model conservative extension). Let T 1 and T 2 be TBoxes and Σ a signature. Then • T 2 is a semantic Σ-consequence of T 1 if for every model I of T 1 there exists a model J of T 2 which coincides with I on Σ.
• T 2 is a model conservative extension of T 1 if T 1 ⊆ T 2 and T 2 is a semantic Σ-consequence of T 1 for Σ = sig(T 1 ).
Lemma 39. Let T 1 and T 2 be TBoxes and Σ a signature. Then • T 2 is a semantic Σ-consequence of T 1 iff T 1 Σ-entails T 2 w.r.t. SO.
• T 2 is a model-conservative extension of T 1 iff T 2 is a conservative extension of T 1 w.r.t. SO.
Proof. Point 2 follows from Point 1, so we concentrate on Point 1. The implication from left to right follows from the fact that no second-order formula using only symbols from Σ can distinguish two models whose Σ-reducts are isomorphic. For the other direction observe that
T 2 which means that for every interpretation I satisfying T 1 there exists an interpretation J of T 2 which coincides with I on Σ, as required. 2
Model conservative extensions are a well-known notion in mathematical logic and modular software verification (13) . The relation between deduction-based notions of conservativity and model-conservativity in modular software design is discussed in (25; 26; 8) . For the description logic ALC, model conservativity has been analyzed in (18) , where it was shown that deciding it is Π 1 1 -hard for ALC-TBoxes. In this section, we show that model conservative extensions (and, therefore, semantic Σ-consequence) are undecidable even in EL (though we are not able to establish Π 1 1 -hardness). The proof is by reduction of the halting problem for deterministic Turing machines on the empty tape. We assume w.l.o.g. that the Turing machines are such that (i) the initial state is not reachable from itself, (ii) the halting state does not allow any further transitions, and (iii) all transitions move the head either right or left. Let M = (Q, Γ, ∆, q 0 , q h ) be such a deterministic Turing machine, where Q is a set of states, Γ an alphabet, ∆ a partial transition function, q 0 ∈ Q the starting state, and q h ∈ Q the halting state. We construct TBoxes T M and T M such that T M ∪ T M is not a model conservative extension of T M iff M reaches q h from q 0 on the empty tape. We use the following concept and role names for describing computations of M :
• the elements of Q and Γ as concept names;
• concept names head, before, and after to represent the relation of a tape cell to the head position; • role names n (for next tape cell ) and s (for successor configuration).
Our construction is such that models I of T M for which there does not exist a model J of T M which coincides with I on sig(T M ) describe halting computations of M on the empty tape. Essentially, such models have the form of a grid, with the vertical edges labeled s and the horizontal ones labeled n. Thus, each row represents a configuration. We will enforce the roles n and s to be functional, except at row 0 and column 0 (because this does not seem possible). Therefore, the actual grid representing the computation of M starts at row 1 and column 1.
We start with the definition of T M . For now, it is easiest to simply assume n and s to be functional and confluent (which will be enforced later by T M ). We first set before and after correctly, exploiting the assumed functionality of n:
∃n.before before ∃n.head before head ∃n.after after ∃n.after.
Then we say that states are uniform over the tape: for all q ∈ Q, q ∃n.q ∃n.q q.
Exploiting that q 0 cannot reach itself and the above uniformity, we say that the tape is initially blank (where b ∈ Γ is the blank symbol): We also say that symbols not under the head do not change: for all a ∈ Γ, put a before ∃s.a, a after ∃s.a.
We would like to say that certain concept names such as before and head are disjoint. Since disjointness cannot be expressed in EL, we revert to a trick that will become clear when T M is defined. For now, we introduce a concept name D that serves as a marker for problems with disjointness: for all q, q ∈ Q with q = q and all a, a ∈ Γ with a = a , putD a a D before head D head after D before after D.
Up to now, we simply have assumed the described grid structure, but we did not enforce it.
In T M , we cannot do much more than saying that every point has the required successors:
∃n. ∃s. . We have thus shown the following.
Theorem 41. Deciding model conservative extensions in EL is undecidable.
Conclusion
We have introduced different notions of entailment and inseparability between TBoxes and of conservative extensions of TBoxes. Concentrating on the lightweight description logic EL, we have then studied the robustness of these notions and analysed their interrelationship and computational properties. In particular, we have shown that a variety of 'EL'-based notions of entailment is ExpTime-complete, but that Σ-entailment w.r.t. SO is undecidable.
Our analysis leaves open a number of interesting questions, of which we discuss three. First, the following notion of Σ-entailment has been suggested in (10; 11; 17) :
Definition 42. Let QL be a query language, Σ a signature, and T 1 , T 2 TBoxes. Then T 1 and T 2 are strongly Σ-inseparable w.r.t. QL if for all TBoxes T with sig(T ) ∩ sig(T i ) ⊆ Σ for all i ∈ {1, 2}, T 1 ∪ T and T 2 ∪ T are Σ-inseparable w.r.t. QL.
This notion is relevant for importing a TBox into another one: if T 1 and T 2 are strongly Σ-inseparable, then it is safe to import T 2 instead of T 2 into any TBox T if no non-Σ symbols from T 1 and T 2 are used in T . Decidability and the exact complexity of strong Σ-inseparability are yet unknown for the case of general EL-TBoxes.
Second, it would be interesting to carry out a more detailed analysis of how the two inputs T 1 and T 2 contribute to the complexity of deciding Σ-entailment. In particular, it seems possible that there is an algorithm that (1) given two general EL-TBoxes T 1 and T 2 , decides whether T 1 ∪ T 2 is a conservative extension of T 1 and (2) needs time polynomial in T 1 and exponential in T 2 . Note that we assume Σ = sig(T 1 ), and that the second input consists only T 2 , and not T 1 ∪ T 2 . Such a result would be in line with results on conservative extensions of ALC TBoxes obtained in (14) . They would be quite relevant since the extension T 2 is usually small compared to the extended TBox T 1 .
Finally, we point out that it would be worthwhile to delevop decision procedures that can be used for efficient implementation. In (15; 16), polynomial time algorithms are developed for Σ-entailment between acyclic EL-TBoxes, and it is demonstrated that these algorithms perform very well in practice. Blending these algorithms with the ones from the current paper may be an interesting start.
A. Proofs for Section 3
Lemma 12. Let C be an EL-concept and T a TBox. Then (1) for all E ∈ ∆ I C,T , we have E ∈ E I C,T ; (2) I C,T |= T ; (3) (I C,T , D) ≤ (I C ,T , D), for all EL-concepts C and all D ∈ ∆ I C,T ∩ ∆ I C ,T .
Proof. (1) is straightforward by induction on the structure of E. The proof of (2) boils down to establishing the following claim.
Claim. For all D ∈ ∆ I C,T and all E ∈ sub(T ):
The claim is proved by induction on the structure of E. We only consider the interesting case of the induction, i.e., E = ∃r.F . (3) (a) ⇒ (b) follows from I C,T |= T and C ∈ C I C,T . Conversely, let C ∈ (∃u.D) I C,T . Then there is an E ∈ D I C,T . By (2), this yields T |= E D. Since E ∈ ∆ C,T , we have T |= C ∃u.E. Thus, T |= C ∃u.D. 2 Lemma 15. Let T 1 , T 2 be TBoxes and C 1 , C 2 EL-concepts and Σ a signature. Then
Proof. We only prove the first equivalence since the proof of the second is similar (using Point 3 of Lemma 13 instead of Point 2) .
"⇒". Assume (T 1 , C 1 ) Σ (T 2 , C 2 ). Then there is an EL Σ -concept E such that T 2 |= C 2 E and T 1 |= C 1 E. By Point 2 of Lemma 13, this yields C 2 ∈ E I C 2 ,T 2 and
B. Disjunction Property and Robustness
In this section, we prove that (EL, QL u EL ) is robust under signature extensions and has the join modularity property. Note that this section comes after the section on proofs for Section 3 because we employ the canonical model construction and its properties. First, we show two auxiliary lemmas which will be useful in subsequent sections as well.
Lemma 43 (Disjunction Property). Let T be a TBox and let
Proof. We first show this property for C a EL-concept. Thus, assume that C is a ELconcept, D as defined in the lemma, and T |= C D. Take the canonical model I C,T of T . By Lemma 12, C ∈ C I C,T . Since T |= C D, we have C ∈ E I C,T for some disjunct E ∈ {D i | i ∈ J} ∪ {∃u.D i | i ∈ K}. By Lemma 13, this implies T |= C E, as required.
Next we show that, in general, from T |= C D follows T |= C 0 D or T |= ∃u.C i D, for some i ∈ I. Assume this is not the case. Take, for i ∈ I ∪ {0}, a model
Ii . Take the disjoint union I of the models I i , i ∈ I ∪ {0}. Then I is a model of T and x 0 ∈ C I \ D I . Hence T |= C D and we have derived a contradiction.
To prove the lemma it remains to consider the case T |= ∃u.C i D, for some i ∈ I. Fix an i ∈ I with this property. Using a construction similar to the disjoint union construction above, it is not difficult to see that then T |= D i , for some i ∈ J, or T |= C i i∈K ∃u.D i . In the first case, T |= C 0 D i , as required. In the second case, by the disjunction property for C a EL-concept proved above, we obtain T |= C i ∃u.D j , for some j ∈ K. But then T |= ∃u.C i ∃u.D j , as required. • there exists ∃r.C ∈ sub(C) such that T 2 |= C D .
• there exists ∃r.C ∈ sub(T 2 ) such that T 2 |= C ∃u.C and T 2 |= C D . If Point 1 applies, then, by robustness under vocabular extensions of (EL, QL EL ), T 1 |= C D and, therefore, T 1 |= ∃u.C ∃u.D . Also, |= C ∃u.C . So we obtain T 1 |= C ∃u.D . Now assume Point 2 applies to ∃r.C ∈ sub(T 2 ). Replace, in C, all role names r ∈ Σ \Σ by u, and all concept names A ∈ Σ \ Σ by , and denote the resulting concept by 
In the following, we construct an interpretation I * of T 1 ∪ T 2 refuting C D. We define inductively an infinite sequence I 1 , I 2 , . . . of interpretations. The interpretation I * = (∆ I * , · I * ) is then defined as the union of I 0 , I 1 , I 2 , . . . as follows:
Given an intepretation I and d ∈ ∆ I , recall that d Σ,I,u denotes the set of EL u Σ -concepts E with d ∈ E I . For any Tbox T denote by
By Lemma 44, such an interpretation always exists. Moreover, we may assume that d is not within the range of any r I t I (d),T (if it is, one can use standard unravelling (see Section 5.2) to obtain a model with the required properties). Let n ≥ 0 and assume the interpretation I n with domain ∆ n has been defined. If n is even, then take for every
For all d ∈ ∆ I * there exists a (uniquely) determined minimal natural number n(d) with 
from that of I. In the copy I r,E , the point corresponding to E in the canonical model I E,T is denoted by d r,E . Define a new interpretation I as follows:
• take the union of I and the models I r,E , for all (r, E) ∈ P ;
• for each (r, E) ∈ P add the tuple (d 0 , d r,E ) to r I . Observe that d 0 ∈ C I 0 . The following claims can be proved by induction on the structure of the EL-concept D 0 : (a) for all (r, E) ∈ P , all d ∈ ∆ I r,E , and all EL-concepts
0 . The only interesting case is the direction from right to left in (b), when
I and it remains to apply IH. Now let d ∈ ∆ I r,E for some (r, E) ∈ P .
. With Point 2 of Lemma 13, we get
Since I and all the I r,E are models of T and by (a) and (b) above, it follows that I is a model of
Lemma 48. Assume Σ ⊆ sig(T 2 ). Suppose there exists an EL Σ -concept C and a concept
Then there exist C and D with properties (a) and (b) such that (c) the outdegree of C is bounded by |T 2 |.
Proof. Let C be an EL Σ -concept and D ∈ sub(T 2 ) such that Points (a) and (b) hold. If the outdegree of C is bounded by |T 2 |, C itself is as required. Assume that this is not the case. Then there exists a subconcept C 0 of C such that C 0 = F (r,E)∈P ∃r.E, where F is a conjunction of concept names and |P | > |T 2 |. Let Q be a minimal subset of P such that P ≤ T2 Q. Clearly, the cardinality of Q is bounded by |T 2 |. Now, replace in C the subconcept C 0 with C 1 := F (r,E)∈Q ∃r.E and call the result C . We have |C | ≤ |C| and, by Lemma 47, K T2 (C) = K T2 (C ). To obtain the desired concept C , we now execute the described contraction until the outdegree is bounded by |T 2 |. The resulting concept C satisfies (a) because
Lemma 18 Let T be a TBox and C = F 0 (r,E)∈P ∃r.E. Then
Proof Proof. The directions from right to left are trivial, so we concentrate on the other direction. Point 1. Let D 0 be a EL Σ -concept, a 0 ∈ N I , and assume that (T , A) |= D 0 (a 0 ). Set, for every a ∈ ob = Obj(A) ∪ {a 0 }, t A (a) = {C | A |= C(a), C an EL Σ -concept}.
We show that T ∪ t A (a 0 ) |= D 0 . Then, using compactness, we find a EL Σ -concept C such that T |= C D 0 and A |= C(a 0 ), as required. Assume T ∪ t A (a 0 ) |= D 0 . Take, for every a ∈ ob, a model I a of T with a point d a such that for all EL-concepts C: d
Ia ∈ C Ia iff T ∪ t A (a) |= C. Such models exist by Lemma 44. We may assume that they are mutually disjoint. Take the following union I of the models I a :
| r(a, b) ∈ A}, for r ∈ N R ; • a I = d a , for a ∈ ob. For all EL-concepts C and all a ∈ ob the following holds for all d ∈ ∆ Ia :
The proof is by induction on the construction of C. A (b) with T |= E ∃u.C. Assume first that E is an EL-concept. Then T |= ∃u.E ∃u.C. Moreover, A |= ∃u.E(a) because A |= E(b). We obtain ∃u.E ∈ t u A (a). Hence T ∪t u A (a) |= ∃u.C and so d ∈ (∃u.C)
Ia . Now assume E = ∃u.E . Then one can show similarly that ∃u.E ∈ t u A (a) and so T ∪ t u A (a) |= ∃u.C which implies d ∈ (∃u.C)
Ia . 2
Let P and Q be finite sets of pairs (r, E), where r is a role and E a EL-concept. Then Q strongly covers P w.r.t. a TBox T , in symbols P ≤ u T Q, if P ≤ T Q and for all ∃s.G ∈ sub(T ) and (r, E) ∈ P with T |= E ∃u.G there exists (r, E ) ∈ Q with T |= E ∃u.G.
Lemma 49. Let T be a TBox, C 0 = F 0 (r,E)∈P
∃r.E, C 1 = F 0 (r,E)∈Q
∃r.E, and assume P ≤ u T Q. Then the following holds:
• If C is a EL-concept with ∃r.C 0 ∈ sub(C ) and C the resulting concept when ∃r.C 0 is replaced by ∃r.C 1 in C , then K Proof. The inclusion "⊇" is clear. Conversely, assume that ∃r.H ∈ sub(T ) but H ∈ K u T (D) ∪ (r,E)∈P K u T (E). We show H ∈ K u T (C). The construction is similar to the proof of Lemma 47, so we only give a sketch. Take, for every (r, E) ∈ P , a copy I r,E of the canonical model I E,T such that all these copies have disjoint domains. In the copy I r,E , the point corresponding to E ∈ ∆ I E,T is denoted by d r,E . We have H I r,E = ∅ for all (r, E) ∈ P . Consider, in addition, the canonical model I D,T and assume it is disjointunravel I into a tree model J of T G with root d and such that d ∈ C J \D J . The existence of a model J of T G ∪ T G with J | sig(T G ) = J | sig(T G ) then shows that T G ∪ T G |= C D.
To prove the converse of Lemma 35, it thus suffices to show that if Player 1 does not have a winning strategy, then ( * ) holds. Thus, suppose that Player 1 does not have a winning strategy, and let I be a tree model of T G . We define a sequence of interpretations I 0 , I 1 , . . . whose limit I is the desired interpretation, i.e., a model of T G ∪ T G with I| sig(T G ) = I | sig(T G ) .
To define I 0 , we start with I and redefine the interpretation of the concept names that occur in T G , but not in T G ; these are N , N , N , N 0 , . . . , N n−1 , and X ψ , with ψ ∈ sub(ϕ) not a literal. The interpretation of the new symbols by I directly reflects the CIs in T G :
The interpretation I 0 is almost the desired one, except that the definition of N I0 does not take into account all CIs in T G with N on the right-hand side. This problem is addressed by the interpretations I 1 , I 2 , . . . , which are identical to I 0 except for the interpretation of N : Assume that one of these CIs is not satisfied by I . We show that this implies the existence of a winning strategy for Player 1 in G, in contradiction to the assumption that there is no such strategy.
The case of (II) is simple. If (II) is not satisfied, there is a d ∈ ∆ I that satisfies the left-hand side of this CI and is not in B I . Together with the CIs in T G , these two properties of d imply that d satisfies exactly one of V i and V i , for all i < n, and that the corresponding valuation is Γ I . Since d ∈ X I ϕ and by construction of I , Γ I satisfies ϕ. Thus, there is a trivial winning strategy for P 1 in G.
Now assume that (I) is violated. Then there is a
, where L denotes the left-hand side of (I). Since I is a tree model, so is I . In the following, we use subsets S ⊆ ∆ I such that the restriction I | S of I to domain S is a tree with root d 0 to descibe the node-labeled graph (S, r I | S , ), where (d) = (t d , p d ) with
• t d the valuation that makes variable i true if d ∈ V
We have to argue that the construction of the sequence S 0 , S 1 , . . . terminates. By (ii),
