We present a formulation and implementation of MBller-Plesset perturbation theory in a pseudospectral framework. At the second-order level, the pseudospectral formulation is a formally a factor of N/n faster than conventional approaches, while the third order is formally faster by a factor of n, where Nis the number of atomic orbitals and n is the number of occupied orbitals. The accuracy of the resulting energies is probed for a number of test cases. Practical timings are presented and show conclusively that the pseudospectral formulation is faster than conventional ones.
I. INTRODUCTION
The pseudospectral method shows great promise for the treatment of correlation effects in molecules. Previously, in a paper henceforth referred to as paper I, we have shown that a pseudospectral formulation of the doubleexcitation configuration interaction (DCI) method was capable of chemical accuracy with minimal effort and was competitive with conventional methods for relatively small cases. ' In this paper, we turn to perturbation theoretical methods based on the Mdller-Plesset* (MP) partitioning of the Hamiltonian. The fundamental advantages of perturbation theory in the treatment of electron correlation are the properties of size consistency and computational economy. The second-order MP (MP2) correction is the least expensive way to improve the self-consistent field energy. The third-order MP (MP3) correction is almost a factor of ten cheaper than a single-and double-excitation configuration interaction (CI) treatment due to the lack of iterative cycles. Higher orders remain cheaper than their variational counterparts, but are nonetheless prohibitive for large molecules. A complete treatment through fourth order requires triple excitations and therefore leads to a computational dependence of n7, where n is proportional to the number of basis functions. Unfortunately, there is always some question concerning the convergence of the underlying series.3 This is certainly part of the reason for the past reluctance of the quantum chemistry community to embrace these methods, but the situation is changing rapidly. Indications are that the series is reasonably convergent for cases which are well described by a single reference, particularly closed-shell molecules near their equilibrium geometries. Recent generaliz.ations4*' applicable to situations where a multiconfiguration reference is required are quite promising and suggest that the key in using perturbation theory successfully is to ensure that the zeroth-order picture embodies all the important physics. Thus it is crucial that the zeroth-order wave function possesses the correct spin and spatial symmetry as well as the important resonance structures to resolve near degeneracies.
We have implemented pseudospectral MBller-Plesset (MP) perturbation theory for closed-shell single-reference states through third order. The second order is of particular interest, since it is the least expensive method for recovering the correlation energy and often the only viable approach for large systems. The third-order correction is useful both to improve the accuracy of MP2 and to gain confidence in the convergence of the underlying series.
In the present work, we have used equations cast in a mixed orthonormal molecular orbital/nonorthogonal atomic orbital basis. This leads to the possibility of saving computational effort by using grid cutoffs and improving accuracy by using atomic (spectral) corrections.6 In this paper, we show that grid cutoffs can lead to great advantage even for molecules as small as butadiene, where the dominant part of the calculation is a factor of 2 faster using cutoffs, with the change in the energy being less than 1 phartree.
Our notation is fairly standard, but we define it explicitly here to avoid confusion. Occupied (internal) molecular orbitals will be denoted as i, j, k, and I, and the orbital energy for molecular orbital i as ei. Correlating (external) orbitals, which may be atomic or molecular orbitals as determined from the context, are given by a, b, c, and d. The standard two-electron integral will be written as (ij 1 kl), where orbitals i and j have the same electron index. The zeroth-order wave function is taken to be a single closed-shell determinant and is denoted by &,. Boldface quantities denote matrices and the superscript t implies matrix transposition. The angle brackets ( ) will refer to the matrix trace of the enclosed argument where appropriate. In scaling arguments, we consider n, N, NV, and M to be the number of occupied molecular orbitals, atomic orbitals, virtual molecular orbitals, and grid points, respectively.
II. CONVENTIONAL PERTURBATION THEORY
The equations resulting from perturbation theory based on the MQller-Plesset partitioning of the Hamiltonian are well known.* In particular, the first-order correction to the wave function is given by
where &= BP(i), a sum of Fock operators, t,6c is the Hartree-Fock wave function, and ?=H-kc.
Given a ca-nonical orbital basis, the expression for the second-order correction to the energy takes the following fornn7
One may us: a correlating orbital basis which does not diagonalize Ho by using Eq. ( 1) together with an iterative inversion method. The use of atomic orbitals leading to such a nondiagonal zeroth-order Hamiltonian is advantageous for a variety of reasons. First, it eliminates problems with near singularities in MP2 gradient formulations.8V9 Second, it obviates the need for a full transform. The savings incurred here partially compensates for the necessity of iteration. Finally, it allows one to take advantage of the locality of the atomic orbitals and consequent sparsity in the integral list. This is useful in conventional methods only if the occupied orbitals have been subject to a localization procedure, but such localization is not necessary to realize the advantage in the pseudospectral treatment. One disadvantage of the use of atomic orbitals in MP2 is that efficient iteration requires storage in core memory of the first-order wave function. The localized formalism of Saebo and Pulay can be used to circumvent this problem for large systems. lo We use a generator-state self-consistent electron pair (SCEP) formulation'* of MP2 and MP3 given previously by Saebo and Pulay.'* Because of the intimate relationship among MP2, MP3, and DCI, we will confine our attention only to the differences and refer the reader to paper I for other details. Note that the equations presented there assume the use of a molecular orbital basis for the correlating orbitals, while we use an atomic orbital basis here.
In order to use an iterative inversion algorithm, we need explicit expressions for the projection of the firstorder residual onto the reciprocal (3) basis' r ~~=(~~l~o-Eol~"')+(~~l FIJlo),
which is defined such that all its elements are zero when tit (') satisfies Eq. ( 1). Collecting the residual elements and wave function coefficients into matrices and inserting the generator-state configuration basis leads to'* To = Ku + SC&F + FC@' -S (
where S is the correlating (external) orbital overlap matrix, F is the external block of the Fock matrix, Cti is the coe5cient matrix given by Eqs. (2) and (5) of paper I describing excitations out of orbitals i and j, and Ku is the internal orbital exchange matrix
Lest there be any confusion, we note that the Fik's are individual matrix elements of the Fock operator between occupied orbitals. The determination of t,#l) proceeds by iteration of the following update formula:
Since we do not currently use localization, there is no disadvantage to applying this formula in the molecular orbital basis, so that is how our code currently works. Given a converged $ ( ') , and the definitions above, the MP2 correction in the generator-state basis is a simple sum of matrix traces12 a!?'*' = C (K&i>+ (7) hi The MP3 correction is similar in form, but requires the construction of a second set of matrices'* T~'=K~+K(Cii) +FCiiS+SCiiF+QiiS+SQji
and their subsequent insertion in The matrices K(Cti), Qii , and G, are identical to those required for DC1 and are given in Eqs. (8)- ( 10) of paper I. We emphasize at this point that Eqs. (4) and (7)-(9) are valid for any choice of the correlating orbitals which maintains the occupied-virtual block structure in the Fock operator. Furthermore, the residual matrices in Eqs. (4) and (8) 
k prior to the evaluation of the energies by Eqs. (7) and (9). If the correlating orbitals are the usual canonical virtual orbitals, the overlap matrix S in Eqs. (4) and (8) becomes the identity matrix and may be omitted. The most significant effort in the MP2 calculation is the transformation of the integrals, scaling as O( np) . The remaining effort scales as O(1n2N3), where I is the number of iterations required, generally less than four in the cases we present. For the MP3 calculation, the effort to determine K(CU) and Qti dominates, scaling as O(n*p) and O(n3N3), respectively. Other terms in the MP3 correction are insignificant, taking less than 10% of the CPU time.
Ill. PSEUDOSPECTRAL PERTURBATION THEORY
The pseudospectral method is a hybrid method, using both basis functions and physical space grids. The basis functions provide global smoothness properties, while the physical space grid is used to take advantage of the locality of the Coulomb potential. Thus, pseudospectral methods provide the best of both worlds in the sense that the differential and potential operators are represented in their respective natural bases-easily differentiable analytic functions for the former and local functions (delta functions centered at the grid points) for the latter. The scaling advantage achieved is a simple consequence of using a numerical method, and the difference between the pseu-dospectral method and previous numerical formulations lies in the ability to obtain high accuracy without requiring unduly large grids. We emphasize the contributions of Friesner13 in this regard as concerns the application of the pseudospectral method to electronic structure theory. Integrals over one-electron operators are performed analytically, since this is of trivial cost. Furthermore, a leastsquares fitting procedure is used to ensure that the numerical representation of the overlap integrals is as close as possible to the analytic result. The overlap integrals used in the calculation are always obtained analytically-the fitting procedure simply ensures that the physical space representation is as accurate as possible and can be viewed as a means of obtaining the optimum weighting function for the grid points given the chosen analytic basis. Finally, a dealiasing procedure is used which removes much of the error arising from the truncation of the physical space basis.
The two-electron integrals, which in one way or another form the basic bottleneck for most electronic structure methods, are given conventionally as
dr, dr2 (11) and in the pseudospectral approximation as (12) where A&)
[Eq. (17) of paper I] is the Coulomb potential generated by the charge distribution xaI at a grid point g with vector representation rs. The matrix B incorporates the least-squares fit and dealiasing discussed above, and its presence is the key difference between the pseudospectral method and other numerical approaches.'4 The matrix R is simply a collocation matrix and RBi=xi(rs). The origin of any scaling advantage is clear from inspection of Eq. (12), as the four-index two-electron integral has been reduced to a sum over two-and three-index quantities. This leads to the possibility of forming intermediate quantities in sums involving the two-electron integrals.
Application of the pseudospectral method to MP2 and MP3 involves the insertion of Eq. ( 12) into the expressions for Ku, J, , K( C,), and Qii. The bottleneck in conventional MP2 is the first step of the integral halftransformation, which scales as 0( np). The remainder of the calculation takes O(1n2N3) operations if using an atomic orbital formulation, dominated by building Tii as prescribed in Eq. (4) for each of I iterations. This is reduced to O(n2N$) operations if using a canonical orbital basis. The savings in the pseudospectral treatment arises from the ability to transform the two-and three-index quantities before assembling the Kii operator. Conventionally, one must use
but pseudospectrally,
the pseudospectral approximation. Our flnal decision has been to use the spectral Fock matrix, since this seems to be the most elegant alternative. In this way, all questions about the correct SCF energy to use in determining the
where we have introduced the matrix of Fock operator eigenvectors as U. If a canonical orbital basis is to be used, one should fully transform A(g) and R first. Upon inspection of Eq. ( 14), one finds that the MP2 correction using the atomic orbital basis can be calculated in O(h4n2N2) floating-point operations. This is to be compared with the conventional operation count of O(np) leading to a savings of N2/nM operations. Given that M is typically about ten times greater than N, this will be faster only for extended basis sets. However, there are three points in favor of the pseudospectral MP2 approach. First, if a pseudospectral SCF calculation is performed, and the MP2 correction is desired, a conventional MP2 calculation will require the calculation of all spectral integrals. With our integral code, which is a modified version of HOND0,15 this would take as long as the MP2 calculation itself, and thus there is an effective speedup of a factor of 2 for the pseudospectral MP2. Newer integral codes can be significantly faster than ours, so this argument may or may not turn out to be important. Second, the pseudospectral approximation allows efficient use of the locality of the atomic orbitals through cutoffs. The sum over grid points in Eq. ( 12) need only go over grid points where Rgi is of significant magnitude. As the molecules to be treated get larger, cutoffs will be more and more efficient, leading to a scaling reduction of N asymptotically. Finally, if a canonical basis is used with Eq. (2), the pseudospectral MP2 correction requires O(n2N$M) operations, which can be significantly less than the conventional operation count since NY does not include occupied or frozen core orbitals. However, the use of a canonical basis is incompatible with the use of cutoffs, since the virtual orbitals are invariably delocalized.
There is some question as to whether Fock matrix elements required for the implementation of MP2 should be calculated using the same integrals used for Kii or whether the spectral Fock matrix should be used. We have investigated a number of approaches to this, including pseudospectral construction of the Fock matrix on the same grid or a denser grid, as well as the use of the spectral Fock matrix. The results for the correction are similar in all cases, but the SCF energy is of course not reproduced well when a sparse grid is used for the Fock matrix construction. This points out the natural strength of the pseudospectral method when applied to correlation methods. Core orbitals are difficult to integrate correctly with any numerical method, including the pseudospectral method. These integrals provide a very important part of the SCF energy, but they are much less important when computing correlation energies, provided the correlation method actually computes a true correlation energy, i.e., the SCF energy is subtracted analytically prior to the invocation of (14) where the magnitude of Rsj was greater than IO-' a. u. were included. pCO=canonical orbitals. Equation ( 14) is used with Eq. (2). A(g) and R are fully transformed to the canonical orbital basis prior to the evaluation of Es. (14). total MP2 energy are made irrelevant. Nevertheless, we emphasize that the use of an approximate Fock matrix changes the MP2 correction by less than 0.3 mhartree in all cases examined, so the point may not be of practical significance. It might appear that this choice for the underlying Fock matrix dispels any advantage obtained from the ability to compute MP2 energies after pseudospectral SCF calculations without computing the full set of spectral integrals. However, advances in the pseudospectral technology (primarily the use of analytic integrals for onecenter, two-center, and selected three-center integrals) have improved agreement of pseudospectral and conventional SCF energies to about 50 phartrees.16 Therefore, use of the Fock matrix generated from the newer pseudospectral codes will be essentially equivalent to our use of the spectral Fock matrix, and one will be able to calculate MP2 energies without calculating the four-center spectral integrals, which are the most cumbersome. Pseudospectral treatment of the MP3 correction is very similar to the treatment we have used for DC1 in paper I. Specifically, K( Cti) and Qi3 are evaluated using Eqs. ( 19)- (21) of paper I. A scaling advantage of N and n, respectively, is achieved for the two terms. Since the conventional calculation of the MP3 correction takes much longer than the necessary preceding steps, we recommend using spectral integrals to calculate the necessary firstorder wave function and MP2 correction. In fact, this is not necessary in order to obtain a reasonably accurate value for the MP3 correction, but one must ensure that the total MP3 energy is accurate. This observation suggests that a multiple grid approach to perturbation theory will ultimately be the method of choice. In particular, the MP2 correction might be calculated analytically, and progressively smaller grids could be used for higher corrections. The ability to use smaller grids for higher-order corrections will tend to cancel the increased scaling of the higher orders.
IV. IMPLEMENTATION AND ACCURACY
We have implemented MP2 in both the canonical and atomic orbital bases, and MP3 in the atomic orbital basis. We use the PSGVB vO.00 code of Friesner, Kingnalda, and co-workers" to generate the pseudospectral quantities, and unless otherwise specified, the grids are the "medium" grids of that code-approximately 168 points/atom. The pseudospectral quantities are transformed as necessary using conventional techniques. We use eigenvectors from a spectral SCF calculation using GVB2P518 and build the Fock matrix using the spectral integrals. There should be little difference between this procedure and simply using the corrected Fock matrix from later versions of PSGVB, as discussed above. However, this remains to be verified by interfacing of our codes with the newer versions of PS-GVB. All molecules are in equilibrium geometries as determined by GAUSSIAN 9219 and 6-3lG** basis sets2' are used throughout. Although equilibrium geometries have been obtained using symmetry constraints, we do not use symmetry in any of the results quoted here.
A. Pseudospectral atomic orbital MP2
Timing information for the atomic orbital version of the MP2 code is available in Table I . Although we quote timings for GAUSSIAN 92, we encourage the reader to focus on the timings for the spectral version of the pseudospectral MP2 code. The timings for GAUSSIAN 92 are provided to give the reader a feeling of the speed of our machine. We first point out that the pseudospectral MP2 method is only about 20% faster if cutoffs are not used and can even be slower for small basis sizes. However, cutoffs are quite effective, and for butadiene, they reduce the work in the integral transformation by a factor of 2. Overall, the pseudospectral MP2 method is almost a factor of 2 more efficient when cutoffs are used for reasonably sized molecules. The use of a cut-off threshold of 10m5 for the magnitude of R, was found to alter the MP2 energy by less than 0.1 phartree in all cases tested. Once the integral transformation is complete, the pseudospectral code is the same as the spectral code and thus it is of interest to examine the amount of time spent in the integral transformation alone. These times are given in parentheses in Table I . We see that with the pseudospectral approximation for the transformation, the iterative process begins to take a significant fraction of the total time, as expected by formal scaling arguments. Additionally, efficient coding of the method requires storing the n*N* wave function coefficients in core memory. For large systems, this will clearly become a problem. Therefore, the cost of the iterative process [in terms of both central processing unit (CPU) time and memory usage] must be addressed or it will be the limiting factor in the method. The localized MP2 method of Saebo and Pulay" does precisely this, making a combination of the pseudospectral and localized MP2 methods look very attractive. Using the localized MP2 method, the amount of core memory required to store the first-order wave function is reduced from 0( n*N*) words to O(n*), with a very large prefactor which depends on the quality of the basis. The computational effort in the iteration procedure is reduced similarly. The number of elements of the internal exchange operators required is also reduced to O(n*) and thus a pseudospectral localized MP2 method will scale as O(n'it4) in terms of computer time and as O(n*) in terms of memory requirements. These scalings are truly amazing for an ab initio method, and the open question is at what point the large prefactor is overcome and the method becomes faster than conventional approaches. Friesner and co-workers have begun some preliminary work on an implementation along these lines.*'
B. Pseudospectral canonical orbital MP2
The pseudospectral canonical orbital implementation of MP2 is much faster than the atomic orbital version, as expected from operation counts. Not only is the cost of the transformation reduced by 0[ ( N/NV)*], but the energy determination is no longer a significant part of the calculation, as it is noniterative and exhibits only a quartic scaling. In addition, this method does not require the storage of the first-order wave function or the internal exchange operators. Memory usage is therefore dominated by the temporary buffers used to read the pseudospectral quantities from secondary storage. Given these considerations, the canonical formalism is the preferred method if localized MP2 is not going to be used. Timings are presented in Table I and it is clear that the pseudospectral method is over eight times faster than GAUSSIAN 92, which also uses a canonical orbital formalism. Our current implementation stores the transformed Akl(g> on disk, and we therefore cannot yet perform MP2 calculations using thousands of basis functions. However, a direct strategy, where A,Jg)'s are recomputed as needed is feasible and work on this aspect is in progress. We believe MP2 calculations of unprecedented size will be possible when this is completed.
There is no point in computing pseudospectral MP2 energies for large systems until one is confident that the pseudospectral approximation is capable of giving accurate results. Therefore, we present energies for a number of molecules in Table II . The difference between the canonical and atomic orbital energies is in the 0.1 phartree region, so only one set of pseudospectral energies is reported. This is expected, since the atomic orbital formulation is formally equivalent to the canonical orbital expression, and any difference between energies calculated in the two methods is simply an indicator of insufficient convergence in the iterative inversion or numerical noise. We see no disturbing trends toward increasing error with increasing molecular size, but this deserves further investigation. The pseudospectral MP2 method incurs errors of up to 2.1 mhartrees ( 1.3 kcal/mol). Before making any judgment concerning the effect such errors might have on quantities of chemical interest, the reader should remember that the MP2 energy is rarely more than a good indicator of the size of the correlation energy. Unless one plans to progress beyond MP2, demanding higher accuracy than we achieve here is of questionable value. On the other hand, one does not want to lose the curious property of the spectral methods in that they often predict energy differences which are much better than the individual energies. It is for this reason that our target accuracy is 1 mhartree. To meet this, 'Error in SCF energy calculated on a grid used to generate the Fock matrix used for the MP2 corrections quoted here. This grid has a factor of 10 more grid points than the grid used to generate the internal exchange operators for the corrections. These errors are not taken from the codes of Friesner and coworkers, where the errors would be consistently less than 0.1 mhartree (see the text for details). 1 mhartree=0.001 hartree. bMP2 corrections in hartrees. 'Error in MP2 correction. Assuming the spectral EscF is used, this is the error in the total MP2 energy also.
we clearly need to use slightly larger grids or dealiasing sets. Alternatively, we could use some spectral integrals in the computation of the Kii operators, similar to the atomic correction schemes used by Friesner and co-workers6
We also quote the errors as a percentage of the MP2 correlation energy recovered in Table II , showing that the pseudospectral method is always within 0.5% of the spectral result. This is certainly far more accurate than the MP2 method. The localized MP2 method generally reproduces full-basis MP2 results to within a few percent," so the pseudospectral error is unlikely to affect the accuracy of a pseudospectral localized MP2 method significantly.
In Table III , we present evidence supporting the earlier assertion that the precise nature of the Fock matrix is not particularly important. The pseudospectral results presented here were generated using a Fock matrix built from spectral eigenvectors and pseudospectral integrals on the "fine" grid. This grid is approximately ten times larger than the "medium" grid we use to generate the Kii used in the MP2 procedure. The error in the SCF energy computed pseudospectrally on this grid with the spectral eigenvectors is also shown for comparison. This is not an error in the pseudospectral SCF energy as would be calculated using the methods of Friesner and co-workers, who use some spectral integrals and a sophisticated multiple grid approach in computing the SCF energy. It is simply the error incurred using a pseudospectral approximation to evaluate the SCF energy with no corrections. As such it serves to point out that it is much easier to compute a correlation energy to some absolute accuracy using a numerical method than it is to compute the SCF energy to the same accuracy. Again, this is a direct result of the difficulty of numerically integrating core orbitals. These orbitals play an important part in the SCF energy, but a comparatively minor role in correlation corrections. It is also necessary to point out here that the relative (percentage) accuracy of the SCF energy computed on the grid is of course much better than that of the correlation energy, but it is absolute accuracy that is important in chemical applications. The errors in the MP2 corrections computed using the approximate Fock matrix are within 0.2 mhartree of the errors incurred using the spectral Fock matrix, which were presented in Table II . This supports our statement that the particular Fock matrix used is not very important, except for the question of whether to use the analytic or approximate SCF energy in the final total energy. Given the chemist's interest in structure determination, it is important to examine the pseudospectral error as a function of geometrical variation. The final test of this must await pseudospectral implementation of the analytic MP2 gradient. However, as a preliminary test, we report spectral and pseudospectral MP2 (using a spectral Fock matrix) energies for ethylene at various C-C bond lengths in Table IV . The pseudospectral error is not constant, but its variation is minute compared to the correct change of the correlation energy. This is clear from Fig. 1 , where we plot the spectral and pseudospectral MP2 corrections. Note that we do not plot the total energy since the two curves would then be indistinguishable. Furthermore, notice that the two curves appear nearly parallel, which bodes well for the accurate determination of properties using analytic derivatives.
Our conclusion regarding MP2 is that the implementation described here should be quite useful, provided users recognize the possibility of as much as a 2.5 mhartree error. Work is in progress to implement correction schemes in order that the error be reduced below our target threshold.
C. Pseudospectral atomic orbital MP3
We have not expended much effort optimizing the MP3 code, as is evident from a comparison of the times given for GAUSSIAN 92 and our spectral code in Table V . Nevertheless, the pseudospectral code is over three times faster than GAUSSIAN 92 for glycine. Cutoffs have not been implemented in any way because they are more difficult for the MP3 equations than for the MP2 equations. Since a true scaling advantage is achieved, the pseudospectral MP3 method should perform much better relative to conventional methods than does the pseudospectral MP2 method. We expect that this will become more readily apparent when we optimize the code. Table VI contains a comparison of the pseudospectral and spectral MP3 results for a variety of test cases. These energies were generated using a spectral first-order wave function. This requires the computation of spectral atomic orbital integrals, as well as their subsequent half-transformation. However, these steps are much less expensive than the task of determining the MP3 energy. Furthermore, there is no added storage requirement as the half-transformation of the atomic orbital integrals can be done concurrently with their generation.** Given the results in Table VI , it is clear that the pseudospectral error for MP3 is less than 0.06 mhartree (0.04 kcal/mol), which is undoubtedly chemical accuracy.
It is of some interest to examine the errors incurred using the pseudospectral first-order wave function to compute the MP3 energy. These errors are presented in Table  VII . Although the error in the MP3 correction is increased, it is still below our target threshold of 1 mhartree in all cases. However, since the error in the MP2 correction is comparatively large, the error in the total energy can exceed this threshold. Since one is ultimately interested in the total energy, it is better to compute the first-order wave function spectrally. This is especially true given that there is no serious performance penalty for doing so. Thus, we conclude that the pseudospectral MP3 method requires no corrections beyond the use of a spectral first-order wave function and it is substantially faster than conventional approaches. Optimization of the code should improve timings considerably, further strengthening the case for using the method.
V. SUMMARY
We have shown that the pseudospectral approximation is without question useful in the determination of the MP3 energy. Energies are accurate to within 0.06 mhartree and our unoptimized implementation is over three times faster than GAUSSIAN 92 for sufficiently large cases. The situation for MP2 is not as clear, as the error can be as large as 2.1 mhartrees. Since these errors translate to less than 0.5% of the MP2 correlation energy, we feel they are acceptable for many purposes. The pseudospectral formulation of MP2 in the atomic orbital basis is twice as fast as our conventional formulation and almost three times as fast as GAUSSIAN 92. Using the canonical orbital formalism, we find the pseudospectral method to be over eight times faster than GAUSSIAN 92. Work is in progress to decrease the error through the use of correction schemes or larger grids, and the efficiency of cutoffs implies the pseudospectral MP2 method should be useful in the treatment of large molecules. Furthermore, our results imply that a pseudospectral localized MP2 method will be extremely efficient, scaling as 0(N3), with little effect on accuracy.
