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a b s t r a c t
The standard algorithms for spatial discretizations of calcium-mediated dendritic branch
models via finite difference methods are quite accurate, but they are also extremely
slow. To improve computational efficiency we apply spatial discretization using a spectral
collocation method. Simulations using the spectral collocation method are compared to the
finite difference approach using a model for calcium-mediated restructuring with spine
pruning. We find that the spectral collocation method is about fifteen times more efficient
to achieve similar accuracy than the finite difference approach even though spectral
collocation requires more steps.
Published by Elsevier B.V.
1. Introduction
Dendrities are extensively branched neuronal processes specialized for receiving and processing the vast majority of
excitatory synaptic inputs in the central nervous system. The most common synaptic specializations of dendrites are
dendritic spines. Spines are protrusions from the dendrite of usually no more than two microns, often ending in a bulbous
head that is attached to the dendritic shaft by a narrow stem. There can be hundreds of spines on a single dendritic branch.
Experimental evidence is overwhelming (including in vitro optical recordings) that spines change their physical structure
in response to synaptic activity. The time scale of restructuring can range from seconds to hours, and hundreds of spines on
a single branch may morph simultaneously but at different rates. Conversely, slow structural changes in spines influence
how electrical activity (millisecond time scale) spreads or propagates in the cell. Resolving such interactions will lead to
much improved understanding of the input–output properties of dendrites and how morphological change in dendrites
both influences, and is influenced by, electrical and chemical activity in the cell.
Recently, computational models of restructuring spines on a dendritic branch have been formulated and studied [17,18].
The models are an extension of Baer and Rinzel’s cable-theoretic approach for a dendrite with many spines [1,2,4,12–14,19].
The governing system consists of a linear second-order parabolic partial differential (passive cable equation) coupled to a
system of ordinary differential equations representing the spine dynamics (electrical, chemical, and physical) at location X
on a dendrite of electrotonic length L. The computational difficulty with these models is that the equations need to be solved
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over long time intervals to observe the slow changes in dendritic morphology while retaining resolution on the millisecond
time scale to capture membrane potential dynamics. Simulations using a spatial discretization via finite difference methods
are accurate, but are simply too slow.
In this paper we demonstrate, for a continuum spine model, that spatial discretization using a spectral collocation method
is about fifteen times faster than the finite difference approach. We choose as our example problem, a continuum spine
model for calcium-mediated restructuring and spine pruning [18]. The approach is to compare discretization of the spatial
variable X using a second order finite difference method on the uniform grid Xi = (i − 1) δX, i = 0, 1, . . . ,N + 1, to a
pseudospectral discretization method based on the Chebyshev–Gauss–Lobatto points on the interval [0, L] where L in the
electrotonic (dimensionless) length of the cable.
Boundary conditions for these two methods are handled quite differently. For the finite difference method, the boundary
conditions are discretized by introducing grid points to the left of 0 and the right of L. In the case of the pseudospectral
method the boundary conditions are discretized by computing first the approximation to the derivative of Vd (cable’s
membrane potential) by DVd where D is the differentiation matrix of the first order, and then replacing the first and last
component of the resulting vector by the Neumann boundary conditions. The remaining system of ordinary differential
equations is restricted to the grid Xi, i = 1, 2, . . . ,N.
This overall process leads to a system of stiff differential equations which are solved using the code ode15s from the
Matlab ODE suite [16]. Using this approach, we are able to resolve variations in membrane potential dynamics in the cable
and spine heads. If necessary, we may restrict maximum stepsize of integration by setting the appropriate parameterMaxStep
in OPTIONS using odeset. A key result is that the pseudospectral method requires a much smaller number of spatial
gridpoints than required by the finite difference method to achieve comparable accuracy.
The plan of the paper is as follows. In Section 2 the calcium-mediated model is presented followed in Sections 3 and 4
by the descriptions of the finite difference and spectral collocation methods for the numerical discretization of this model.
Numerical experiments comparing the two numerical approaches are presented in Section 5. Finally, in Section 6, some
concluding remarks are given and plans for future research are briefly outlined.
2. Description of the calcium-mediated model
Following the derivation in [18], our model for a dendritic branch with spines is based on the dimensionless cable
equation for the transmembrane potential Vd along a dendrite of dimensionless length L with both ends sealed. We assume
that this branch is studded with a population of dendritic spines where n¯ represents the spine density along the cable in
units of spines per unit of electrotonic length. The spines deliver current to the dendrite, and Iss represents the stem current
flowing through an individual spine stem. This leads to an equation of the form
τm
∂Vd
∂t
= ∂
2Vd
∂X2
− Vd + R∞n¯Iss, 0 < X < L, t > 0,
∂Vd
∂X
(0, t) = −R∞I1, t > 0,
∂Vd
∂X
(L, t) = R∞I2, t > 0.
(2.1)
Here τm is the membrane time constant, and R∞ is the cable input resistance. For each spine, the spine head is modeled as
an isopotential compartment where the equation for the transmembrane potential Vsh is a current balance equation for the
capacitive, ionic (Iion), synaptic (Isyn) and spine stem (Iss) currents given by
Csh
∂Vsh
∂t
= −Iion − Isyn − Iss. (2.2)
Here Csh is the capacitance of an individual spine. The terms for the ionic currents Iion and the synaptic current Isyn are
described in detail later in this section.
The spine stem current Iss for an individual spine has the form
Iss = Vsh − Vd
Rss
,
where Rss is the spine stem resistance. Changes in Rss reflect activity-dependent changes in the spine stem structure. These
structural changes are mediated by activity-induced changes in the intraspine calcium level Ca described by the equation of
the form
∂Ca
∂t
= −ε1 (Ca − Cmin)+ |Iss|
κc
. (2.3)
Observe that the rate of increase for the intraspine calcium level is proportional to |Iss|which is a measure of activity. In the
absence of activity, Ca decays to a minimum value. The equation for the change in stem resistance for spines along the cable
is
∂Rss
∂t
= −ε2 (Rss − Rmin)
(
1− Rss
Rmax
)(
Ca
Cmin
− 1
)(
Ca
Ccrit
− 1
)
. (2.4)
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In the absence of synaptic input, the stem resistance approaches a steady state as Ca approaches Cmin. When there is synaptic
input, the stem resistance will approach a steady state if Rss approaches Rmax or Rmin or if the resulting activity drives Ca to
Ccrit. This equation is based on experimental observations as described in [9].
Finally, the equation for the calcium-mediated change in spine density along the dendrite is
∂n¯
∂t
= −ε3H (Rss, Ca) (n¯− n¯min). (2.5)
Here, H is the function defined by
H(Rss, Ca) =
{
1, Rss < R∗ss and Ca > Ccrit,
0, otherwise.
Note that n¯ remains constant unless Rss < R∗ss and Ca > Ccrit. In this case, the resulting decrease in n¯ corresponds to a spine
loss that is observed experimentally for high frequency stimulation [15]. Eqs. (2.1)–(2.5) are satisfied for 0 < X < L and
t > 0 and satisfy given initial conditions for t = 0.
We now return to the description of Iion and Isyn. In this model, the ionic currents Iion in the spine head are based on
Hodgkin–Huxley kinetics [10,11] so that
Iion = γAsh
(
g¯Na (Vsh − VNa)m3h+ g¯K (Vsh − VK) n4 + g¯L (Vsh − VL)
)
.
Here, γ is the channel density scale factor; Ash is the surface area of each spine head; g¯Na, g¯K , g¯L are the maximal sodium,
potassium and leakage conductances; VNa, VK , VL are sodium, potassium and leakage reversal potentials; and n = n(X, t),
m = m(X, t), h = h(X, t) are channel gating functions. These functions satisfy the equations
∂n
∂t
= αn(1− n)− βnn, (2.6)
∂m
∂t
= αm(1− m)− βmm, (2.7)
∂h
∂t
= αh(1− h)− βhh, (2.8)
with
αn = 0.01φ (10− Vsh)
exp
(
10−Vsh
10
)
− 1
, βn = 0.125φ exp
(
−Vsh
80
)
,
αm = 0.1φ (25− Vsh)
exp
(
25−Vsh
10
)
− 1
, βm = 4φ exp
(
−Vsh
18
)
,
αh = 0.07φ exp
(
−Vsh
20
)
, βh = φ
exp
(
30−Vsh
10
)
+ 1
.
Here,
φ = 3 τ−6.310 ,
where τ is the temperature in ◦C. It will be always assumed that τ = 22 ◦C.
For the synaptic input to the model, we simulate the periodic stimulation of a cluster of synapses at one end of the cable
in the region 0 ≤ X ≤ ∆X. The synaptic current Isyn in a spine head is
Isyn = gsyn(X, t) (Vsh − Vsyn)
where Vsyn is the synaptic reversal potential and gsyn is a brief synaptic conductance. This conductance is given by
gsyn(X, t) =
gp
t
tp
e1−
t
tp , 0 ≤ X ≤ ∆X, t ∈ [0, tp],
0, otherwise,
gsyn(X, t + ktp) = gsyn(X, t), k = 1, 2, . . . ,
where gp is the peak synaptic conductance, and tp is the time required to reach the peak after synaptic activation.
The values of the parameters used in this model are collected in Table 1, where, as in [18], we have used the notation
Csh = AshCm, τm = RmCm, R∞ = Rm
piλd
, λ =
√
Rmd
4Ri
.
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Table 1
Parameter values for the calcium-mediated model
Symbol Parameter value Description
Ash 1.31× 10−8cm2 Surface area of each spine head
Ccrit 3× 102 nM Critical intraspine calcium level
Cm 10−3mF/cm2 Specific membrane capacitance
Cmin 5 nM Calcium lower bound
d 3.6× 10−5cm Dendritic cable diameter
ε1 3 · 10−3ms−1 Rate of change in Ca equation
ε2 7.5× 10−5 ms−1 Rate of change in Rss equation
ε3 2× 10−4 ms−1 Rate of change in n¯ equation
γ 2.5 Channel density scale factor
L 3 Dimensionless length of the cable
g¯Na 1.2× 10−1 S/cm2 Maximal sodium conductance
g¯K 3.6× 10−2 S/cm2 Maximal potassium conductance
g¯L 3× 10−4 S/cm2 Maximal leakage conductance
gp 7.4× 10−11S Peak synaptic conductance
κc 3.3× 10−10 mA ms/nM Scale factor in calcium-mediated model
n¯min 16 (≈ 1 spine/10 µm) Spine density lower bound
Ri 70  cm Specific cytoplasmic activity
Rm 2.5× 103  cm2 Passive membrane resistance
Rmax 5× 108  Stem resistance upper bound
Rmin 3× 107  Stem resistance lower bound
R∗ss 4× 107  Critical stem resistance
tp 0.2 ms Time to peak for gsyn
VNa 1.15× 102 mV Sodium reversal potential
VK −12 mV Potassium reversal potential
VL 10.5989 mV Leakage reversal potential
Vsyn 102 mV Synaptic reversal potential
3. Spatial discretization of the model — finite difference method
For a given integer N > 0 let δX = L/(N − 1) and define the uniform grid
Xi = (i− 1)δX, i = 0, 1, . . . ,N + 1.
To discretize Eq. (2.1) with respect to X we will use the approximations
∂2Vd(Xi, t)
∂X2
≈ Vd(Xi+1, t)− 2Vd(Xi, t)+ Vd(Xi−1, t)
δX2
,
i = 1, 2, . . . ,N. We will also approximate the boundary conditions in (2.1) by central differences of the second order
Vd(X2, t)− Vd(X0, t)
2 δX
≈ ∂Vd(X1, t)
∂X
= −R∞I1,
Vd(XN+1, t)− Vd(XN−1, t)
2 δX
≈ ∂Vd(XN, t)
∂X
= R∞I2.
Introducing the notation
Vd,i ≈ Vd(Xi, t), n¯i ≈ n¯(Xi, t), Iss,i ≈ Iss(Xi, t),
where
Iss,i = Vsh,i − Vd,i
Rss,i
, i = 1, 2, . . . ,N,
with
Vsh,i ≈ Vsh(Xi, t), Rss,i ≈ Rss(Xi, t),
the Eq. (2.1) can be approximated by the system of ordinary differential equations of the form
τm
dVd,1
dt
= −
(
1+ 2
δX2
)
Vd,1 + 2
δX2
Vd,2 + R∞n¯1Iss,1 + 2R∞I1
δX
,
τm
dVd,i
dt
= 1
δX2
Vd,i−1 −
(
1+ 2
δX2
)
Vd,i + 1
δX2
Vd,i+1 + R∞n¯iIss,i, i = 2, 3, . . . ,N − 1,
τm
dVd,N
dt
= 2
δX2
Vd,N−1 −
(
1+ 2
δX2
)
Vd,N + R∞n¯NIss,N + 2R∞I2
δX
.
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Define
Vd = [Vd,1 Vd,2 · · · Vd,N]T , n¯ = [n¯1 n¯2 · · · n¯N]T ,
Iss = [Iss,1 Iss,2 · · · Iss,N]T , C = 1
δX
[
2R∞I1 0 · · · 0 2R∞I2]T ,
Q = 1
δX2

−(2+ δX2) 2 · · · 0 0
1 −(2+ δX2) · · · 0 0
...
...
. . .
...
...
0 0 · · · −(2+ δX2) 1
0 0 · · · 2 −(2+ δX2)
 .
Then this system can be rewritten in the vector form
τm
dVd
dt
= QVd + R∞n¯ · Iss + C, (3.1)
where ‘·’ stands for componentwise multiplication. Similarly, introducing the N-dimensional vectors
Iion = [Iion,1 Iion,2 · · · Iion,N]T ,
Isyn = [Isyn,1 Isyn,2 · · · Isyn,N]T ,
where
Iion,i = γAsh
(
g¯Na (Vsh,i − VNa)m3i hi + g¯K (Vsh,i − VK) n4i + g¯L (Vsh,i − VL)
)
,
Isyn,i = gsyn(Xi, t) (Vsh,i − Vsyn) ,
i = 1, 2, . . . ,N, and
ni ≈ n(Xi, t), mi ≈ m(Xi, t), hi ≈ h(Xi, t),
i = 1, 2, . . . ,N, the Eq. (2.2) can be approximated by the system
Csh
dVsh
dt
= −Iion − Isyn − Iss. (3.2)
Let e = [1, 1, . . . , 1]T ∈ RN and
Ca = [Ca,1 Ca,2 · · · Ca,N]T , Rss = [Rss,1 Rss,2 · · · Rss,N]T .
Then Eqs. (2.3) and (2.4) correspond to the systems
dCa
dt
= −ε1 (Ca − Cmin e)+ |Iss|
κc
, (3.3)
where the operator | · | is applied componentwise, and
dRss
dt
= −ε2 (Rss − Rmin e) ·
(
e− Rss
Rmax
)
·
(
Ca
Cmin
− e
)
·
(
Ca
Ccrit
− e
)
. (3.4)
Define the vector vH ∈ RN by
vH = [H(Rss,1, Ca,1) H(Rss,2, Ca,2) · · · H(Rss,N, Ca,N)]T ,
where H(Rss, Ca) is the function defined in Section 2. Then the approximation to the Eq. (2.5) is
dn¯
dt
= −ε3vH · (n¯− n¯min e) . (3.5)
Finally, define the vectors n, m, h, αn, βn, αm, βm, αh, and βh by
n = [n1 n2 · · · nN]T , m = [m1 m2 · · · mN]T , h = [h1 h2 · · · hN]T ,
αn = [αn,1 αn,2 · · · αn,N]T , βn = [βn,1 βn,2 · · · βn,N]T ,
αm = [αm,1 αm,2 · · · αm,N]T , βm = [βm,1 βm,2 · · · βm,N]T ,
αh = [αh,1 αh,2 · · · αh,N]T , βh = [βh,1 βh,2 · · · βh,N]T ,
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where αn,i = αn(Xi, t), βn,i = βn(Xi, t), αm,i = αm(Xi, t), βm,i = βm(Xi, t), αh,i = αh(Xi, t), βh,i = βh(Xi, t), i = 1, 2, . . . ,N. Then
Eqs. (2.6)–(2.8) can be approximated by
dn
dt
= αn · (e− n)− βn · n, (3.6)
dm
dt
= αm · (e− m)− βm · m, (3.7)
dh
dt
= αh · (e− h)− βh · h. (3.8)
Observe that in this section Vd, Vsh, Ca, Rss, n¯, n, m, and h stand for the vectors of dimension N.
We can assemble (3.1)–(3.8) into the system of ordinary differential equations of dimension 8N. This system takes the
form 
dy
dt
= fdiff(t, y), t ≥ 0,
y(0) = y0,
(3.9)
where
y =

Vd
Vsh
Ca
Rss
n¯
n
m
h

, fdiff =

fdiff,1(t, y)
fdiff,2(t, y)
fdiff,3(t, y)
fdiff,4(t, y)
fdiff,5(t, y)
fdiff,6(t, y)
fdiff,7(t, y)
fdiff,8(t, y)

, y0 =

Vd(0)
Vsh(0)
Ca(0)
Rss(0)
n¯(0)
n(0)
m(0)
h(0)

,
and fdiff,i = fdiff,i(t, y) are defined by the right hand sides of the corresponding Eqs. (3.1)–(3.8). This system will be integrated
by various solvers for ordinary differential equations.
4. Spatial discretization of the model — spectral collocation method
In this section we will discretize the Eq. (2.1) in space by pseudospectral method based on the Chebyshev–Gauss–Lobatto
collocation points
Xi = L2
(
1− cos ipi
N − 1
)
, (4.1)
i = 0, 1, . . . ,N − 1 on the interval [0, L]. We approximate the first derivative ∂Vd(Xi, t)/∂X by the spectrally accurate
approximation
∂Vd(Xi, t)
∂X
≈ V(1)d,i :=
N−1∑
j=0
dijVd(Xj, t), (4.2)
i = 0, 1, . . . ,N − 1. Here,
D = [ dij ]N−1i,j=0
is the differentiation matrix of the first order, compare [5,22]. This matrix can be efficiently computed by the algorithm
presented in [8]. Put
V(1)d =
[
V(1)d,0 V
(1)
d,1 · · · V(1)d,N−1
]T
.
To incorporate the Neumann boundary condition in (2.1) we replace the first and the last component in the vector V(1)d by
−R∞ I1 and R∞ I2, respectively. Denote the resulting vector by V˜(1)d , i.e.,
V˜(1)d =
[
−R∞ I1 V(1)d,1 · · · V(1)d,N−2 R∞ I2
]T
.
Then the approximation to the second derivative ∂2Vd(Xi, t)/∂X2 is obtained by the formula D V˜
(1)
d , i.e.,
∂2Vd(Xi, t)
∂X2
≈
N−1∑
j=0
dijV˜
(1)
d,j .
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Table 2
Numerical results for finite-difference method for N = 151 and spectral collocation method for N = 32
Method Finite-difference Spectral collocation
AbsTol 10−4 10−6 10−8 10−4 10−6 10−8
RelTol 10−2 10−3 10−4 10−2 10−3 10−4
ns 37 207 61 623 92 855 45 818 76 167 110 806
nrs 6759 5416 5862 8217 11 045 11 145
nfe 4083 510 916 761 759 538 578 760 398 934 320 555
pd 3312 666 499 1888 995 518
lu 12 622 13 584 17 032 15 836 22 172 25 577
sls 79 128 111 414 156 094 93 510 143 186 187 395
Time (s) 2.81× 104 1.81× 104 2.91× 104 1.00× 103 1.19× 103 1.57× 103
Observe that this approximation incorporates the Neumann boundary condtions appearing in (2.1). The resulting
approximation of the Eq. (2.1) is then given by
τm
dVd
dt
= D V˜(1)d − Vd + R∞n¯ · Iss. (4.3)
The remaining Eqs. (2.2)–(2.8) are discretized as in Section 3 using the Chebyshev–Gauss–Lobatto points (4.1). Assembling
(4.3) with the discretizations of (2.2)–(2.8) we obtain again the system of ordinary differential equations of dimension 8N
dy
dt
= fsp(t, y), t ≥ 0,
y(0) = y0,
(4.4)
where the initial condition y0 is the same as in Section 3.
Previously, spectral collocation methods were used for a spatial discretization of the passive cable equation to model the
changes in the membrane potential along multiple dendritic branches of a neuron without spines [6]. In this work, multiple
dendritic branches of equal length L were modeled, where each branch was sealed at its farthest end, corresponding to zero
boundary condition of Dirichlet type at X = L. A Neumann boundary condition was used at the soma of the neuron at position
X = 0. A similar approach was used in [20,21] in order to discretize a branching, nonlinear cable equation with boundary
conditions of mixed type to model the propagation of excitation along an active dendrite with voltage-gated conductances.
5. Numerical experiments
The calcium-mediated dendritic branch model described in Section 2 was solved in [18] using semi-implicit
Crank–Nicholson for space discretization of (2.1) and Adams–Bashforth method for time integration of the resulting systems
of ordinary differential equations (ODEs).
In this section we present the selection of results of numerical experiments on this model with parameters listed in
Table 1. The resulting systems of ODEs were solved by the code ode15s from Matlab ODE suite [16]. This code is based on
numerical differentiation formulas (NDFs) which are more accurate than the backward differentiation formulas (BDFs) of
the same order at the expense of somewhat reduced stability (compare Table 1 in [16]). The cost statistics for the finite-
difference method described in Section 3 and spectral collocation method described in Section 4 are presented in Table 2 for
the AbsTol = 10−4, 10−6 and 10−8, and RelTol = 10−2, 10−3, and 10−4, respectively. In this table ns stands for the number of
steps, nrs for the number of rejected steps, nfe for the total number of evaluations of the right hand side of the corresponding
differential system, pd for the number of partial derivatives, lu for the number of LU decompositions, and sls for the number
of solutions of linear systems. These cost statistics were obtained by setting to ‘on’ the parameter stats in OPTIONS using
odeset. In this table we have also listed the CPU time of integration in seconds. The results in Table 2 correspond to N = 151
for finite-difference method and toN = 32 for spectral collocation which leads roughly to the same accuracy of the computed
solutions. When calling the solverode15swe specified the parameter MaxStep = 1 in OPTIONS in both cases usingodeset,
otherwise the solver was not always able to resolve all the spikes in the potential function Vd. The selection of results of
numerical experiments is also presented in Fig. 1 for finite-difference method and in Fig. 2 for spectral collocation method
for AbsTol = 10−6 and RelTol = 10−3.
We can observe that the spectral collocation method is much more efficient than finite-difference method to achieve
similar accuracy for all ranges of accuracy tolerances. It is about 28 times more efficient for AbsTol = 10−4, RelTol = 10−2,
it is about 15 times more efficient for AbsTol = 10−6, RelTol = 10−3, and about 18 times more efficient for AbsTol = 10−8,
RelTol = 10−4, in spite of the fact that spectral collocation requires more steps than the finite-difference method. However,
the resulting systems of ODEs have much smaller dimension and the function evaluation are much less expensive for spectral
collocation approach.
As expected the number of steps ns increases as AbsTol and RelTol decrease. It is however somewhat surprising that at the
same time the total number of functions evaluations nfe decreases. This can be explained by the fact that lower accuracy
tolerances lead to smaller values of ns or larger stepsizes and as a result we do not have good initial guesses when solving
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Fig. 1. Numerical results for the finite-difference method with N = 151, AbsTol = 10−6 , RelTol = 10−3 and MaxStep = 1. In the top graph we have plotted
Vd (solid line) and n¯ (dashed line) for x = 0.1.
Fig. 2. Numerical results for the spectral collocation method with N = 32, AbsTol = 10−6 , RelTol = 10−3 and MaxStep = 1. In the top graph we have plotted
Vd (solid line) and n¯ (dashed line) for x = 0.1216.
the appropriate systems of nonlinear equations. As can be seen from Fig. 1 and Fig. 2 some components of the solution are
changing rapidly, and using approximations at grid point tn as initial guesses, the numerical approximations computed at
grid points tn−1 are not very reliable if stepsizes hn = tn − tn−1 are relatively large.
6. Concluding remarks and future work
Multiple and disparate time scales are inherent to the continuum description of spines with activity-dependent structural
changes. We have shown that the spectral collocation method is significantly more efficient than the finite difference
approach, with computation times reduced by a factor of fifteen. As we incorporate more realistic dynamics, such as second
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messenger mechanisms, simultaneous handling of calcium and sodium channels which operate on different time scales,
multiple populations of spines, and more detailed geometric descriptions of spines, the basic structure of the collocation
algorithm presented here will remain unchanged. The is due to the structure of the continuum model, where the equations
modeling the complex properties of the spines do not involve spatial derivatives.
The spectral collocation method will have its greatest utility when more complex input patterns are modeled. In the
simulations presented here and in [18], the input is periodic and applied to an initial segment of the dendritic branch. Using
intricate patterns of synaptic activity involving either deterministic or stochastic inputs to different dendritic locations at
different times will provide more biological realism in the model. Both the finite difference and the spectral collocation
methods are not dependent on the pattern of input.
Currently, we are extending the continuum model described here to include both decreases and increases in the
spine density based on the the level of activity in the dendritic branch [7]. As in the model presented here, the calcium
concentration mediates these changes in Rss and n¯. The next generation of continuum spine models will involve neuronal
networks and more intricate coupling between spines such as dendrodendritic synapses between spines on adjacent
dendrites. Another new direction is to model spines emerging from horizontal cell syncytiums [3], where spines emerge
from a two dimensional slab or network of cells rather than from a dendritic cable. In this case, the term VXX is replaced by
VXX+VYY , and the spine density is re-interpreted as the number of spines per unit area. These new directions will require more
efficient algorithms; however, the spectral collocation method is versatile and likely applicable to these natural extensions
of the continuum spine cable-theoretic approach.
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