The use of interval methods, in particular interval-Newton/generalized-bisection techniques, provides an approach that is mathematically and computationally guaranteed to reliably solve difficult nonlinear equation solving and global optimization problems, such as those that arise in chemical process modeling. The most significant drawback of the currently used interval methods is the potentially high computational cost that must be paid to obtain the mathematical and computational guarantees of certainty. New methodologies are described here for improving the efficiency of the interval approach. In particular, a new hybrid preconditioning strategy, in which a simple pivoting preconditioner is used in combination with the standard inverse-midpoint method, is presented, as is a new scheme for selection of the real point used in formulating the interval-Newton equation. These techniques can be implemented with relatively little computational overhead, and lead to a large reduction in the number of subintervals that must be tested during the intervalNewton procedure. Tests on a variety of problems arising in chemical process modeling have shown that the new methodologies lead to substantial reductions in computation time requirements, in many cases by multiple orders of magnitude.
Introduction
The need to solve systems of nonlinear equations is of course an important issue in the field of scientific and engineering computation. For example, in chemical process modeling there is a frequent need to deal with nonlinear models of physical phenomena and of the manufacturing processes exploiting these phenomena. Nonlinear equation solving problems may arise directly in solving such models, or indirectly in solving optimization problems based on the models. Because of the nonlinearity of the systems to be solved, a number of reliability issues arise. For example, a system may have multiple solutions. In some cases, finding all the solutions may be necessary; in other cases, there may be only one physically correct solution, and some assurance is needed that that solution is not missed. It may also be that a system has no solution. In this situation, it is useful to know with certainty that this is in fact the case, and that failure to find a solution is not due to some numerical or software issue. Furthermore, even if there is only a single solution, it may be difficult to find using standard Newton or quasi-Newton techniques, since the convergence behavior of these methods can be highly initialization dependent.
A wide variety of techniques have been introduced to try to address such reliability issues. For example, trust-region approaches such as the dogleg method (e.g. Powell, 1970; Chen and Stadtherr, 1981; Lucia and Liu, 1998) can improve convergence behavior. Homotopy-continuation methods (e.g., Wayburn and Seader, 1987; Kuno and Seader, 1988; Sun and Seider, 1995; Jalali-Farahani and Seader, 2000) often provide much improved reliability and also the capability for locating multiple solutions. However, all of these approaches are still initialization dependent, and, except in some special cases, can provide no guarantee that all solutions of the nonlinear system will be found. One approach to providing such guarantees is to reformulate the equation solving problem as an optimization problem (e.g. Maranas and Floudas, 1995; Harding et al., 1997; Harding and Floudas, 2000) and then apply powerful deterministic global optimization techniques such as alpha-BB (Adjiman et al., 1998a,b) , which employs a branch-and-bound methodology using convex underestimating functions. This provides a mathematical guarantee that all solutions will be located. However, to use this approach it may be necessary to perform problem reformulations and develop convex underestimators specific to each new application.
Another approach for reliable nonlinear equation solving is the use of interval methods, in particular, interval-Newton/generalized-bisection (IN/GB) techniques. This approach is mathematically and computationally guaranteed to find (or, more precisely, to enclose within very narrow intervals) any and all solutions to a system of nonlinear equations. The computational guarantee is possible because the interval methodology deals automatically with rounding error issues, and is emphasized since a purely mathematical guarantee may be lost once the technique offering it is implemented in floating point arithmetic. Good introductions to the use of interval methods have been provided by Neumaier (1990) , Hansen (1992) , and Kearfott (1996) . While the use of interval techniques for nonlinear equation solving in process modeling problems was originally explored some time ago (Shacham and Kehat, 1973) , it has been only in recent years that the methodology has been more widely studied (e.g., Schnepper and Stadtherr, 1996; Balaji and Seader, 1995) . Among the problems to which it has been successfully applied are phase stability analysis (e.g., Stadtherr et al., 1995; McKinnon et al., 1996; Hua et al., 1996 Hua et al., , 1998 Xu et al., 2000; Tessier et al., 2000) , computation of azeotropes (Maier et al., , 2000 , and parameter estimation in vapor/liquid equilibrium models (Gau and Stadtherr, 2000a) . Using the interval approach, these problems can be solved with complete certainty. The methodology is general purpose and can be applied to a wide variety of equation solving and optimization problems in process modeling.
The most significant drawback of the currently used interval methods is the potentially high computational cost (CPU time) that must be paid to obtain the mathematical and computational guarantees of certainty. In general, this has limited the size of problems that can be addressed using this methodology, though problems involving over one hundred variables have been successfully solved (Schnepper and Stadtherr, 1996) . We describe here new methodologies for improving the efficiency of the interval-Newton approach.
The focus is on the formulation and solution of the interval-Newton equation, a linear interval equation system whose solution is a key step in the IN/GB algorithm. In particular, we consider the preconditioning strategy used when solving the interval-Newton equation, and the selection of the real point used in formulating the interval-Newton equation. The new techniques are tested using a variety of problems, leading to large reductions in computation time requirements, in some cases by factors of two orders of magnitude or more.
Background

Interval-Newton Method
A real interval X is defined as the set of real numbers lying between (and including) given upper and lower bounds; that is,
Here an underline is used to indicate the lower bound of an interval and an overline is used to indicate the upper bound. A real interval vector X = (X 1 , X 2 , . . . , X n ) T has n real interval components and can be interpreted geometrically as an ndimensional rectangle or box. Note that in this context uppercase quantities are intervals, and lowercase quantities or uppercase quantities with underline or overline are real numbers.
Of particular interest here is the interval-Newton technique. Given a nonlinear equation system, f (x) = 0, with a finite number of real roots in some specified initial interval, this technique provides the capability to find narrow enclosures of all the roots of the system that are within the given initial interval. If the problem is a global optimization problem, say the unconstrained minimization of φ(x), then the equation system of interest is f (x) = ∇φ(x) = 0. The global minimum will be a root of this nonlinear equation
system, but there may be many other roots as well, representing other local minima and maxima and saddle points. Thus the capability to enclose all the roots of the equation system is needed, and this is provided by the interval-Newton technique. In practice, by using the objective range test discussed below, the intervalNewton procedure can be implemented so that roots of f (x) = 0 that cannot be the global minimum need not be found. If the global optimization problem is a constrained problem, then the interval-Newton method can be applied to solve the KKT or Fritz-John conditions.
Beginning with some initial interval X (0) specified by the user, the solution algorithm is applied to a sequence of subintervals. This initial interval can be chosen to be sufficiently large to enclose all physically feasible behavior. For a subinterval X (k) in the sequence, the first step in the solution algorithm is the function range test. Here an interval extension F(X (k) ) of the function f (x) is calculated. An interval extension provides upper and lower bounds on the range of values that a function may have in a given interval. It is often computed by substituting the given interval into the function and then evaluating the function using interval arithmetic. The interval extension so determined is often wider than the actual range of function values, but it always includes the actual range. If there is any component of the interval extension F(X (k) ) that does not contain zero, then we may discard the current subinterval X (k) , since the range of the function does not include zero anywhere in this subinterval, and thus no solution of f (x) = 0 can exist in this subinterval. We may then proceed to consider the next subinterval in the sequence. Otherwise, if
If the problem is a global minimization problem, then the next step is the objective range test. The interval extension Φ(X (k) ), which contains the range of φ(x) over X (k) , is computed. If the lower bound of Φ(X (k) ) is greater than a known upper bound on the global minimum of φ(x), then X (k) cannot contain the global minimum and need not be further tested. Otherwise, testing of X (k) continues. In cases for which it is desired to find all the stationary points (or KKT points) rather than just the global minimum, then this step can be turned off.
The next step is the interval-Newton test. Here the linear interval equation system
is set up and solved for a new interval N (k) , where F (X (k) ) is an interval extension of the Jacobian of f (x), and x (k) is a point in the interior of X (k) , usually taken to be the midpoint. It has been shown that any root x * contained in X (k) is also contained in the image N (k) . This implies that if there is no intersection between X (k) and N (k) then no root exists in X (k) , and suggests the iteration scheme
In addition to this iteration step, which can be used to tightly enclose a solution, it has been proven that if
, then there is a unique root contained in the current subinterval
. Thus, after computation of N (k) from Eq. (1), there are three possibilities: 1.
meaning there is no root in the current subinterval X (k) and it can be discarded; 2.
that there is a unique root in the current subinterval X (k) ; 3. Neither of the above. In the last case, if the intersection X (k) ∩N (k) is sufficiently smaller than X (k) , one can proceed by reapplying the interval-Newton test to the intersection. Otherwise, the intersection is bisected, and the resulting two subintervals added to the sequence of subintervals to be tested. This approach is referred to as an interval-Newton/generalizedbisection (IN/GB) method. At termination, meaning after all subintervals in the sequence (and thus the entire initial search space X (0) ) have been tested, the result is either enclosures for all the real roots of f (x) = 0, or the knowledge that no such roots exist. If desired, this technique can also be extended, as demonstrated, for example, by Balaji and Seader (1995) , to locate complex, not just real, zeros of f (x). For additional mathematical details, the monographs of Neumaier (1990) , Hansen (1992) , and Kearfott (1996) are very useful.
When machine computations with interval arithmetic operations are done, the endpoints of an interval are computed with a directed outward rounding. That is, the lower endpoint is rounded down to the next machine-representable number and the upper endpoint is rounded up to the next machine-representable number. In this way, through the use of interval, as opposed to floating point arithmetic, any potential rounding error problems are eliminated. Overall, the IN/GB method described above provides a procedure that is both mathematically and computationally guaranteed to find narrow enclosures of all solutions of the nonlinear equation system f (x) = 0, or to find the global minimum of the nonlinear function φ(x). As a framework for our implementation of the IN/GB method, we use appropriately modified routines from the packages INTBIS and INTLIB (Kearfott et al., 1994) .
It should be emphasized that the enclosure, existence, and uniqueness properties discussed above, which are the basis of the IN/GB method, can be derived without making any strong assumptions about the function f (x) for which roots (zeros) are sought. The function must have a finite number of roots over the search interval of interest; however, no special properties such as convexity or monotonicity are required, and f (x) may have trancendental terms (e.g., Hua et al., 1998) . It is assumed that f (x) is continuous over each interval being tested; however, it need not be continuously differentiable. Instead, as shown by Neumaier (1990) , f (x) need only be Lipschitz continuous over the interval of interest; thus, functions with slope discontinuities can be handled. In order to apply the method, it must be possible to determine an interval extension of the Jacobian matrix (or of the "Lipschitz matrix" if f (x) is not continuously differentiable).
In general, this requires having an analytic expression for f (x); thus, the interval approach is generally not suitable if f (x) is some kind of "black box" function. One difficulty with the interval-Newton approach is that if a solution occurs at a singular point (i.e., where the Jacobian of f (x) is singular), then it is not possible to obtain the result that identifies a unique solution. For such a case, the eventual result from the IN/GB algorithm will be a very narrow interval for which all that can be concluded is that it may contain one or more solutions. In other words, the algorithm will not miss the solution (so the guarantee to enclose all solutions remains), but rather, will enclose it within a narrow interval which can then be examined using an alternative methodology (e.g., Kearfott et al., 2000) . This situation does not occur in any of the example problems considered here.
For improving the efficiency of IN/GB methods, there are various approaches, including: 1. Methods for dealing with the "dependency" issue in interval arithmetic, which may prevent the computation of interval extensions that tightly bound the function range (e.g. Ratscheck and Rokne, 1984; Makino and Berz, 1999; Jansson, 2000) ; 2. Techniques that involve changes to the methodology at the level of the nonlinear equation system (e.g., Alefeld et al., 1998; Granvilliers and Hains, 2000; van Hentenryck et al., 1997; Ratz, 1994; Herbort and Ratz, 1997; Yamamura et al., 1998; Yamamura and Nishizawa, 1999) ; 3. Methods that seek to make improvements in solving the linear interval system defined by Eq. (1), the interval-Newton equation (e.g., Kearfott, 1990; Hu, 1990; Kearfott et al., 1991; Gan et al., 1994; Hansen, 1997) ; or some combination of the above (e.g., Madan, 1990; Dinkel et al., 1991; Kearfott, 1991; Kearfott, 1997) . A comprehensive review or these and other techniques is beyond the scope of this paper. Our initial focus here is on a methodology for solving the interval-Newton equation through the use of a hybrid preconditioning technique. This combines a standard inverse-midpoint preconditioner with strategies developed from the optimal preconditioning concepts of Kearfott and colleagues (Kearfott, 1990; Kearfott et al., 1991; Kearfott, 1996) . Thus, we now provide some background on the solution of linear interval equation systems and on these optimal preconditioning concepts.
Linear Interval Systems
Consider a linear interval equation system Az = B, where the coefficient matrix A and the right-handside vector B are intervals. The solution set S of this linear interval system is generally defined to be the set of all vectors z that satisfy the real linear systemȂz = b, whereȂ is any real matrix contained in A and b is any real vector contained in B; that is, S = { z |Ȃz = b,Ȃ ∈ A, b ∈ B}. However, as discussed and illustrated by Hansen (1992) and Kearfott (1996) , this set is in general not an interval, and may have a very complex polygonal geometry. Thus to "solve" the linear system, one instead seeks an interval (solution hull) Z containing S. Computing the exact solution hull (tightest interval containing S) is NP-hard; however, it is generally relatively easy to obtain an interval Z that contains, but may overestimate, the exact solution hull. As discussed in detail by Kearfott (1996) , the most common methods for doing this are direct elimination methods (e.g., interval Gaussian elimination), interval Gauss-Seidel (e.g., Hansen and Sengupta, 1981; Hansen and Greenburg, 1983) , and the Krawczyk method (e.g., Krawczyk, 1969) . For any of these methods, the use of some preconditioning technique is necessary in practice to obtain reasonably tight bounds on the solution set.
For the problem of interest, the interval-Newton equation, Eq. (1), the interval coefficient matrix is
, the interval extension of the Jacobian over the current subinterval, the interval right-hand side is the degenerate (thin) interval B whose components are
, and the solution vector is N (k) − x (k) . In the context of the interval-Newton method, the approach for solving the linear system (i.e. bounding the solution set) that is most attractive (Kearfott, 1996) and widely used is interval Gauss-Seidel, as described in more detail below.
Interval Gauss-Seidel
At the core of the interval-Newton method is the interval Gauss-Seidel procedure that is used to solve Eq.
(1) for the image N (k) . The interval-Newton equation is first preconditioned using a real matrix Y (k) .
The preconditioned linear interval equation system can then be expressed as
The preconditioner Y (k) used here is commonly taken to be an inverse-midpoint preconditioner (Hansen, 1965; Hansen and Sengupta, 1981; Hansen and Greenburg, 1983) , which may be either the inverse of the real matrix formed from the midpoints of the elements of the interval Jacobian F (X (k) ), or the inverse of the real matrix determined by evaluating the point Jacobian f (x) at the midpoint
Defining y i as the the i-th row of the preconditioning matrix, and A i as the i-th column of the interval Jacobian F (X (k) ), then, beginning with X = X (k) , the interval Gauss-Seidel scheme used in connection with interval-Newton methods proceeds component by component according to
where y i A j indicates the inner product of the real row vector y i and the interval column vector A j , and
are, respectively the numerator and denominator in the final term in Eq. (3), expressed as functions of y i , and then
for i = 1, ..., n. Note that after component N i of the image is calculated from Eq. (3) that the intersection in Eq. (4) is immediately performed, and the updated X i then used in the computation of subsequent components of the image. This means that this procedure actually does not enclose the full solution set of Eq. (1), but only the part of the solution set necessary for the interval-Newton iteration. Generally only one pass is made through Eqs. (3-4) and so after all the X i have been updated the result is X = X (k+1) , the next interval-Newton iterate.
Preconditioners
The inverse-midpoint preconditioner is a good general-purpose preconditioner. However, as demonstrated by Kearfott (1990) , it is not always the most effective approach. Thus, it is possible to seek other preconditioners that are optimal in some sense. The basic concepts in generating optimal preconditioners for the interval Gauss-Seidel step were pioneered by Kearfott and colleagues (e.g., Kearfott, 1990; Kearfott et al., 1991; Hu, 1990) and summarized in some detail by Kearfott (1996) .
In these studies, a distinction is first made between contracting (C) and splitting (E) preconditioners. A preconditioning row y i is called a C-preconditioner if 0 / ∈ D i . In this case, since the denominator in Eq. (3) does not contain zero, the resulting N i is a single connected interval. On the other hand, a preconditioning
In this case, since the denominator in Eq. (3) contains zero, an extended interval arithmetic (Kahan-Novoa-Ratz arithmetic) is needed to compute N i and the result is the union of two disconnected semi-infinite intervals [see Kearfott (1996) for details and examples]. When used in the intersection step, Eq. (4), the resulting X i consists of two finite disconnected intervals, and so an E-preconditioner can serve as a tessellation scheme in addition to the usual tessellation done in the bisection step of the IN/GB algorithm.
For either C-or E-preconditioners, various optimality criteria can be defined, generally based on some property of N i . In the context of interval-Newton, the most useful are typically the width-optimal preconditioner and the endpoint-optimal preconditioners. To determine a width-optimal preconditioner, elements of y i are sought that minimize the width of N i . To determine an endpoint-optimal preconditioner, elements of y i are sought that either maximize the left endpoint (lower bound) or minimize the right endpoint (upper bound) of N i . Kearfott (1990) showed that, under some mild assumptions, these optimization problems can be formulated and solved as linear programming (LP) problems. While the underlying optimization problems have n degrees of freedom (the n elements of y i ), the corresponding LP problems have at least 4n + 2 variables, as a number of auxiliary variables must be introduced in order to obtain the LP formulation. Computational experience (Kearfott, 1990) has shown that, on some problems, the use of the LP preconditioners can provide a significant reduction both in the number of subintervals that must be considered in the interval-Newton algorithm and in the overall CPU time required. However, in other problems, the overhead required to implement the LP-based preconditioning scheme outweighed any reduction in the number of subintervals tested, and overall CPU time actually increased. As one idea to make the optimal preconditioners more practical, Kearfott (1990) suggested considering a sparse preconditioner, that is, one in which only a small number of the elements of y i are allowed to be nonzero. A special case of this, the properties of which have been described by Kearfott et al. (1991) , is the "pivoting" preconditioner, in which there is only one nonzero element in y i . In the new hybrid preconditioning approach described below, the concept of the pivoting preconditioner is adopted.
Hybrid Preconditioning Approach
We seek to develop an approach to preconditioning that results in a large reduction in the number of subintervals that must be tested in the interval-Newton algorithm, but that also can be implemented with little computational overhead, so that large savings in computation time can be realized. To do this we adopt a hybrid approach in which a simple pivoting preconditioner is used in combination with the standard inverse-midpoint scheme.
In a pivoting preconditioner, only one element of the preconditioning row y i is nonzero, and it is assigned a value of one. Thus, if element j in y i is the "pivot element", then y ij = 1 and all the other elements of y i are zero. In applying such a preconditioning row in Eq. (3), the results for N i will obviously depend on which element j of y i is used as the pivot. This can be expressed as
where
and
Here and below, the notation ( · ) j is used to indicate a quantity that has been evaluated using element j of y i as the pivot in the pivoting preconditioner. Clearly, the results obtained for the image component N i , and thus the intersection N i ∩ X i , can be manipulated by choosing different elements j to be the pivot. Thus, some optimality criteria are needed to decide which element j to choose.
In order to reduce the number of subintervals that must be tested during the interval-Newton algorithm, an obvious goal is to reduce the number of bisections that occur. Bisections do not occur whenever
meaning there is no root in the current subinterval X (k) and it can be discarded, or when
, meaning that there is known to be a unique root in the current subinterval
rather than bisecting it. An optimality criterion that increases the likelihood of all these possibilities is to seek to use a preconditioning row y i that minimizes the width of N i ∩ X i . This is treated as two separate cases:
1. The row y i is a "discarding-optimal" preconditioning row provided it results in N i ∩ X i = ∅, indicating that N i ∩ X i has a minimum width of zero.
2. The row y i is a "contraction-optimal" preconditioning row provided that N i ∩ X i is nonempty, and that it minimizes w[N i ∩ X i ], the width of N i ∩ X i . Note that this is somewhat different than the more common width-optimal preconditioner that minimizes the width of N i .
We will seek to find optimal pivoting preconditioners of these types. A pivoting preconditioner row y i is discarding-optimal if there is some pivot element j in y i for which (N i ) j ∩ X i = ∅. A pivoting preconditioner row y i is contraction-optimal when the pivot element j is the solution to the optimization problem
If there exists a discarding-optimal row y i , then there is no contraction-optimal row.
To look for a discarding-optimal pivoting preconditioner row, and, if none exists, to determine the contraction-optimal pivoting preconditioner row, it is necessary to compute the endpoints of (N i ) j using
Eq. (5-7). Since these computations are done only for the purpose of selecting a preconditioning row, they can be done cheaply using real (not interval) arithmetic. (Once the preconditioning row is chosen it must be implemented in Eq. (3) using interval arithmetic.) Two cases must be considered, corresponding to the Cand E-type preconditioners. If 0 / ∈ A ji , then we refer to element j as a "C-pivot"; the right endpoint (upper bound) of (N i ) j is then given by
and the left endpoint (lower bound) by
If 0 ∈ A ji and 0 / ∈ (Q i ) j , then we refer to element j as an "E-pivot"; for this case, Kahan-NovoaRatz arithmetic is used, and
, where for the case (Q i ) j < 0, the finite bounds on (N i )
and, for
If 0 ∈ A ji and 0 ∈ (Q i ) j , then there is no pivoting preconditioner corresponding to the element j.
As already noted, use of the inverse-midpoint preconditioner does not always result in good performance for the interval-Newton algorithm. In our experience, the use of pivoting preconditioners alone also does not always result in good performance for the interval-Newton algorithm. Thus, we have adopted a hybrid strategy. The basic idea is that, in determining a preconditioning row y i , we first search for a discardingoptimal pivoting preconditioner (since the vast majority of the subintervals that need to be tested in the interval-Newton procedure will contain no roots and need to be discarded) and while doing so also determine the information needed to pick a contraction-optimal pivoting preconditioner if no discarding-optimal pivoting preconditioner exists. If in fact there is no discarding-optimal pivoting preconditioner, then either the contraction-optimal pivoting preconditioner or the inverse-midpoint preconditioner is used, depended on which yields the smaller result for the width w[
This hybrid scheme for determining the preconditioning row y i can be summarized algorithmically as follows:
1. Initialize: Set j = 1, j * = 0 and w * to some arbitrarily large number (j * and w * will be used to store information for determining a contraction-optimal pivoting preconditioner).
2. Determine endpoints: Compute (Q i ) j and using this and A ji determine whether j is either a C-or E-type pivot. If j is a C-type pivot then determine the endpoints of (N i ) j from Eqs. (8-9). If j is an E-type pivot then determine the finite endpoints of (N i ) j from Eqs. (10-13). If j is neither C-or E-type then go to Step 5.
Check if discarding-optimal: If j is C-type and either R[(N
pivoting preconditioner has been found. Stop and return to the interval Gauss-Seidel computation, Eq. (3), using this as the preconditioning row. This should result in the current subinterval X being discarded. If j is not discarding-optimal, then continue.
Update minimum intersection width: Compute w[(N
, noting that if j is E-type that this is the sum of the widths of [( The procedure outlined above can be implemented very efficiently using real (not interval) arithmetic, since it is used only to select a preconditioning row. When the preconditioning row selected is returned to Eq. (3), the computation is done rigorously using interval arithmetic. The performance of this hybrid preconditioning scheme will be demonstrated using the test problems below.
Selection of Real Point
In the interval-Newton equation, Eq. (1), the real point x (k) is typically chosen to be the midpoint of the current subinterval X (k) . However, in principle x (k) can be any point in X (k) , and so could be chosen to try to improve the performance of the interval-Newton procedure. For example, Alefeld et al. (1998) suggest a scheme for selecting an improved real point in the context of a univariate interval-Newton algorithm. This scheme is based on use of a local equation solver to make the function value at the real point closer to zero.
We use a different type of scheme here; it is coupled to the preconditioning scheme discussed above and tries to further reduce the width of the intersection (N i ) j ∩ X i determined using a pivoting preconditioner row y i with pivot element j. This scheme could be applied in connection with both the C-and E-preconditioner cases, but the implementation for the C-preconditioner case involves less computational overhead than in the E-preconditioner case, and so we have chosen to apply it only when j is a C-pivot. 
In order to reduce w[(N
To determine exactly the optimal endpoints of (N i ) j with respect to the real point x would require optimizing an expression involving the possibly nonlinear function f j (x). Since this could be quite difficult, we will seek only improved, not optimal, values of the endpoints. For this purpose, we will treat f j as depending only on x i , the current coordinate in the Gauss-Seidel procedure.
To see how the real point x can be adjusted to improve the endpoints of (N i ) j it is convenient to rewrite
where H is the summation
The non-current coordinates 
Using Eq. (15), and remembering that x k ∈ X k , it can be determined that the values of x k , k = i, that minimize H are given by
and that the values of x k , k = i, that maximize H are given by
Thus, to try to increase
Note that these choices will not necessarily have the desired effect, since the dependence of f j on x k , k = i, has been neglected. Nevertheless, we have found this to be a useful scheme for many problems.
Selection of a value of the current coordinate x i to increase L[(N
is less straightforward, since, depending on whether the choice is made based on the x i or the f j (x i )/A ji term in Eq. (14), the choice will be different and contradictory. Looking just at the x i term, L[(N i ) j ] can be increased the most by setting x i = X i , and R[(N i ) j ] can be decreased the most by setting x i = X i . Looking just at the f j (x i )/A ji term, we first note that A ji is an interval extension of ∂f j /∂x i , so that if A ji > 0, then f j is monotonically increasing with respect to x i , and if A ji < 0, then f j is monotonically decreasing with respect to x i (the case 0 ∈ A ji is not considered since we are working with C-pivots only). Thus, in either the case of A ji > 0 or A ji < 0, the term f j (x i )/A ji has its maximum lower bound at x i = X i and its minimum upper bound at x i = X i . So, based on the effect of the f j (
by setting x i = X i , and R[(N i ) j ] can be decreased the most by setting x i = X i , which is just the opposite of the conclusion based on the x i term. In order to keep computational overhead low, a simple heuristic is used to make the choice between these two possibilities. The heuristic is that the choice of x i is based on the f j (x i )/A ji term whenever it is possible that this will result in 0 / ∈ (Q i ) j . Otherwise, the choice of x i is based on the x i term.
To understand this heuristic and see how it is implemented, it should first be noted that in order to demonstrate that the subinterval currently being tested can be discarded, it is necessary that 0 / ∈ (Q i ) j . If this were not the case then, from Eq. (14),
and thus the current interval cannot be discarded. Thus, it is desirable that 0 / ∈ (Q i ) j . However, it should next be noted that, in (Q i ) j = f j + H, the summation term H from Eq. (15) does include zero since x k ∈ X k . Thus, the result 0 / ∈ (Q i ) j can only be obtained if there is a positive value of f j whose magnitude is large enough so that H + f j > 0, or there is a negative value of f j whose magnitude is large enough so that H + f j < 0. Since an interval extension F j of f j has already been determined as part of the function range test, and it is known that 0 ∈ F j since otherwise the current subinterval would have already been discarded, these possibilities can be easily checked.
by choosing x i based on the f j (x i )/A ji term, that the situation 0 / ∈ (Q i ) j could be achieved. Thus, to try
Because the strategy for adjusting the real point can result in a significant computational overhead, especially when function evaluations are expensive, it is only attempted when there is reason to believe that it might be effective. To make the decision on whether or not to apply the real point selection scheme, we use two heuristics based on our experience with the approach. The first heuristic comes from the observation that if the pivoting preconditioner has resulted in some improvement, then the real point selection scheme is often effective in providing additional improvement. Thus, we apply the real point selection strategy whenever, after
Step 4 above, {w[
, where 1 indicates some minimum level of improvement. Currently we use 1 = 0, so if there is any improvement we proceed to apply the real point selection scheme. The second heuristic is based on the observation that, even if (N i ) j ⊃ X i , some improvements may still be possible if the endpoints of (N i ) j are relatively close to the corresponding endpoints of X i . Thus, we also apply the real point selection scheme whenever, after
Step 4 above,
, where we currently use 2 = 0.1. This requires that both endpoints of (N i ) j be relatively close to the corresponding endpoints of X i . One might also use a heuristic requiring that only one endpoint of (N i ) j be close to the corresponding endpoint of X i , but this has not been tried. If neither of these two heuristic conditions is satisfied, then the real point selection scheme is skipped for the current pivot j.
The scheme used to select a real point x ∈ X is summarized algorithmically below. Note that this procedure is coupled to the preconditioning scheme, and is implemented immediately after
Step 4 in the scheme outlined above.
Check for improved real point:
(a) (Check whether to skip) Set 1 and 2 (we use 1 = 0 and 2 = 0.1).
, then continue; otherwise, go to Step 5.
Note that if no change is made in the real point x in either of Steps 4.1(b) or 4.1(c) above, then x remains the midpoint of X. As in the case of the preconditioning scheme, the steps outlined above can be implemented using real arithmetic. However, once the appropriate real point has been selected, the computation in Eq.
(3) must be done using interval arithmetic. Also note that, if a component x k of the real point is selected to be equal to an endpoint of the current subinterval, then before substitution into Eq. (3), a directed rounding is done in order to ensure that x k ∈ X k . For example, if we set x k = X k , then x k is rounded up, and if we
In the usual interval-Newton approach, if N i ⊂ X i for all components i in the Gauss-Seidel solution of Eq.
(1), then the conclusion is that there is a unique root in the current subinterval X. This same conclusion is also valid when the preconditioning scheme described above is used, since this just means that a different preconditioning matrix is used in solving for each different component in the Gauss-Seidel scheme. However, this conclusion is in general not valid when the real point x is changed, as suggested above, with each different component in the Gauss-Seidel procedure, since in this case a different formulation of the intervalNewton equation is being used to compute each different component N i of the image. Nevertheless, since each N i is computed from a valid form of the interval-Newton equation, it is still possible to conclude that if there is a root whose i-th component x * i is in X i then x * i must be in N i , and thus the use of the intersection X i ∩ N i to narrow or discard the current subinterval is still valid. If for some subinterval in which the real point is changed, and the result N i ⊂ X i for all i is obtained, then to try to show that this subinterval contains a unique root, we simply re-test this subinterval without use of the real point selection scheme described here.
We now consider several example problems in which the performance of the interval-Newton method with and without the new preconditioning and real point selection strategies is tested.
Numerical Experiments and Results
In this section, we present the results of numerical experiments done to test the effectiveness of the new hybrid preconditioning strategy and real point selection scheme described above. The test problems include a variety of global optimization and nonlinear equation solving problems arising in the context of process systems engineering. For each case, all problem information, including detailed equation formulations, equation parameters and other data, and the initial intervals used, are given in the references cited or in the discussion below. All computations were performed on a Sun Ultra 2/1300 workstation.
Problem 1: Phase Stability Analysis
This problem involves the determination of phase stability from the UNIQUAC model of excess Gibbs free energy (Tessier et al., 2000) . The determination of phase stability is usually approached by using tangent plane analysis, which states that a phase (or "feed") at a specified temperature T , pressure P , and composition (mole fraction) z is not stable if the molar Gibbs energy vs. composition surface g(x) ever falls below a plane tangent to the surface at z. That is, the feed is not stable if the tangent plane distance
is negative for any composition x. Here the subscript zero indicates evaluation at x = z and n is the number of components. To determine whether D is ever negative, an optimization problem is solved in which D is minimized subject to 1− n i=1 x i = 0. The stationary points in this optimization problem can be determined by solving the nonlinear equation system
This n × n equation system is used here as an example problem to test the new interval methodologies. For the case in which g(x) is obtained using UNIQUAC, the details of the problem formulation are given by Tessier et al. (2000) , who solve the problem using an interval-Newton approach.
The specific problems considered are: 1. A four-component system of acetic acid, benzene, furfural and cyclohexane 2. A five-component system containing the previous four components plus water. 3. A six-component system of benzene, cyclohexane, 1,2-ethanediol, furfural, heptane, and water. The first two problems were used by Tessier et al. (2000) ; the last is a new problem, with UNIQUAC parameters from Sørensen and Arlt (1979-1987) . For each system, the UNIQUAC model was used and and a number of different feed compositions were considered. For solving these problems we use the methodology described by Tessier at al. (2000) for computing function extensions. This involves the use of monotonicity information and the evaluation of functions in the constrained space for which the mole fractions sum to one. Because this constrained-space extension requires that the components of the real point in the interval-Newton equations sum to one, we are unable to test the new real point selection scheme on this problem. Only the effect of the new hybrid preconditioning strategy will be investigated. The initial intervals used in all cases is
All the problems considered were successfully solved, with the computational performance shown in Tables 1-3 . In these Tables, computational performance is indicated both by the number of subintervals that needed to be considered in each case, as well as by the CPU time. Here "IMP" refers to the results for the inverse-midpoint preconditioner, "HP" refers to the results for the new hybrid preconditioner, and "ImpFac" refers to the improvement factor by which HP is better than IMP.
Looking first at the results for the four-component problem (Table 1) , it is seen that the use of the hybrid preconditioning scheme has resulted in an order of magnitude reduction in the number of subintervals that needed to be considered in the interval-Newton algorithm. This is seen in the CPU time results as well, though these improvement factors are not as large as in the number of subintervals, reflecting the computational overhead required to implement the hybrid preconditioner. Based on an average over all the tested feeds, the improvement factor due to use of the hybrid preconditioner is about 10.9 based on number of subintervals and about 8.1 based on CPU time.
Not unexpectedly, improvement factors on the five-and six-component problems (Tables 2 and 3) A problem that originally took over 40 hours to solve, could be solved in less than two-and-a-half minutes when the new hybrid preconditioning strategy was used.
Problem 2: Mixture Critical Points
This problem involves the computation of mixture critical points from cubic equation-of-state models. Stradi et al. (2001) have recently described how this can be accomplished reliably using an interval-Newton methodology. In the problem formulation used by Stradi et al. (2001) , the nonlinear equation system that must be solved is
where A ij and A ijk represent the second and third order derivatives of the Helmholtz free energy A with respect to composition, and are nonlinear functions of temperature T and volume V , both of which are unknown. Also, C is the total number of components and the ∆n i , i = 1, . . . , C, represent unknown changes in the number of moles of the C components. This is a (C + 2) × (C + 2) equation system which when solved for T , V , and ∆n i , i = 1, . . . , C, yields the critical temperature and volume. For the cases considered here, A(T, V ) is determined using the Peng-Robinson equation-of-state model. Details of the problem formulation for this model, as well as model parameters and initial intervals used, are given by Stradi (1999) and Stradi et al. (2001) .
Three specific test problems are considered: 1. A three-component mixture of methane (1), carbon dioxide(2), and hydrogen sulfide(3) with composition x 1 = 0.0700, x 2 = 0.6160, and x 3 = 0.3140; 2.
A four-component mixture of methane (1), ethane(2), propane(3), and nitrogen (4) All the problems were successfully solved, with the computational performance shown in Table 4 . Here the notation is the same as above, but with the additional notation "HP/RP" to indicate use of both the hybrid preconditioner and real point selection schemes. From these results, it can be seen first of all that use of the real point selection scheme does have a beneficial effect, both on the number of subintervals and the CPU time. The overall improvements, however, are much less dramatic than in the phase stability problem, and, also in contrast to the phase stability problem, the improvement factors decrease with increased problem size. This behavior suggests that, for these problems, the dominant factor leading to computational inefficiency is not in formulating or solving the interval-Newton equation, the factors addressed here, but instead in obtaining reasonably tight bounds on the function and Jacobian element ranges when their interval extensions are computed, a factor not addressed here. This overestimation in computing interval extensions is due to the dependency problem, which may arise when a variable occurs more than once in a function expression, and the interval extension is computed used interval arithmetic (the "natural" interval extension).
While a variable may take on any value within its interval, it must take on the same value each time it occurs in an expression. However, this type of dependency is not recognized when the natural interval extension is computed. In effect, when the natural interval extension is used, the range computed for the function is the range that would occur if each instance of a particular variable were allowed to take on a different value in its interval range. The expressions for the functions and Jacobian elements for the critical point problem are quite complicated, and grow increasingly so as the number of components increases, and so it is particularly difficult to get tight interval extensions using interval arithmetic. For the phase stability problem, tighter interval extensions could be obtained by using the monotonicity and constrained-space extensions described by Tessier et al. (2000) . Similar techniques might be useful in improving the performance of the interval-Newton algorithm on the mixture critical point problem.
Problem 3: Parameter Estimation in VLE Modeling
This is a problem that has also been used by Kim et al. (1990) and Esposito and Floudas (1998) . It is a parameter estimation problem using the error-in-variable (EIV) approach to estimate parameters in the van Laar equation for activity coefficients used to model vapor-liquid equilibrium (VLE). These two parameters are estimated from binary VLE data for the binary system of methanol and 1,2-dichloroethane. The experimental data consist of five experimental data points for four measured state variables, namely pressure, temperature, liquid-phase mole fraction of methanol, and vapor-phase mole fraction of methanol. Complete details of the problem are given by Gau and Stadtherr (2000b) , who formulate it as an unconstrained global optimization problem with 12 variables. A maximum-likelihood-based estimator is optimized by applying the interval-Newton methodology to solve for the stationary points in the optimization problem. The effects of using both the new hybrid preconditioning strategy and the new real point selection scheme are considered.
This global optimization problem was solved successfully, with computational performance results shown in Table 5 . When using the standard inverse-midpoint preconditioner, the program was still running after two CPU days and was terminated at this point. However, when using the new hybrid preconditioner, the problem was solved in only 1504.2 CPU seconds. When the real point selection scheme was also applied, the CPU time dropped to 807.9 CPU seconds. This is roughly half the CPU time required by Esposito and Floudas (1998) to solve the problem on an HP 9000 C160 machine (which, based on the SPECfp95 benchmark, is a slightly faster machine than the Sun Ultra 2/1300 used here). Even if the problem had been solved using the inverse-midpoint preconditioner after 2 CPU days, the improvement factor due to the use of the new methodologies described here is over two orders of magnitude.
Problem 4: Parameter Estimation in Reactor Modeling
This is another problem from Kim et al. (1990) and Esposito and Floudas (1998) . It is a parameter estimation problem using the EIV approach to estimate kinetic parameters for an irreversible, first-order reaction A → B, using data from an adiabatic CSTR. There are ten data points for five measured state variables, namely the CSTR inlet and outlet temperatures, the outlet concentrations of A and B, and the inlet concentration of A. Complete details of the problem are given by Gau and Stadtherr (2000b) , who formulate it as an unconstrained global optimization problem with 22 variables. Again a maximum-likelihood-based estimator is optimized by using interval-Newton to determine the stationary points in the optimization problem, and the effects of using both the new hybrid preconditioning strategy and the new real point selection scheme are considered.
This global optimization problem was successfully solved, with the results for computational performance shown in Table 5 . As in the previous problem, when the inverse-midpoint preconditioner alone was used, the program was still executing after two CPU days and so was terminated without reaching a solution. However, when the hybrid preconditioning strategy was used the problem was solved in only 255.2 CPU seconds, and with the addition of the real point selection scheme, in only 28.8 CPU seconds. Relative to the 2 CPU days spent without reaching a solution when the inverse midpoint preconditioner was used, the improvement factor when using the new methodologies approaches four orders of magnitude. Again, the solution time (28.8 CPU seconds) compares very favorably with that reported by Esposito and Floudas (1998) , who tried three different problem formulations, with a fastest solution time of 282.2 CPU seconds on an HP 9000 C160, which, as noted above, is a slightly faster machine than the Sun Ultra 2/1300.
Concluding Remarks
We have described here new methodologies for improving the efficiency of the interval-Newton approach for the reliable solution of difficult global optimization and nonlinear equation solving problems. In particular, we have presented a new hybrid preconditioning strategy, in which a simple pivoting preconditioner is used in combination with the standard inverse-midpoint method, and a new scheme for selecting the real point in formulating the interval-Newton equation. These techniques can be implemented with relatively little computational overhead, and lead to a large reduction in the number of subintervals that must be tested during the interval-Newton procedure. Tests on a variety of problems arising in chemical process modeling have shown that the new methodologies lead to substantial reductions in CPU time requirements, in many cases by multiple orders of magnitude. For each of the two parameter estimation examples, the interval-Newton solution of the global optimization problem was essentially intractable using the standard methodology; however, when the new strategies were applied, these problem could be solved easily.
The use of interval-Newton/generalized-bisection methods represents a powerful and general-purpose approach to the solution of a number of difficult global optimization and nonlinear equation solving problems, such as arise in chemical process engineering. Continuing improvements in methodology, together with advances in software (e.g., compilers that treat intervals as a standard data type) and hardware (e.g., faster processors and parallel computing) will make this an increasingly attractive problem solving tool. 
