Abstract-Background: MicroRNAs (miRNAs) are approximately 22-nucleotide long regulatory RNA that mediate RNA interference by binding to cognate mRNA target regions. Here, we present a distributed kernel SVM-based binary classification scheme to predict miRNA targets. It captures the spatial profile of miRNA-mRNA interactions via smooth B-spline curves. This is accomplished separately for various input features, such as thermodynamic and sequence-based features. Further, we use a principled approach to uniformly model both canonical and non-canonical seed matches, using a novel seed enrichment metric. Finally, we verify our miRNA-mRNA pairings using an Elastic Net-based regression model on TCGA expression data for four cancer types to estimate the miRNAs that together regulate any given mRNA. Results: We present a suite of algorithms for miRNA target prediction, under the banner Avishkar, with superior prediction performance over the competition. Specifically, our final kernel SVM model, with an Apache Spark backend, achieves an average true positive rate (TPR) of more than 75 percent, when keeping the false positive rate of 20 percent, for noncanonical human miRNA target sites. This is an improvement of over 150 percent in the TPR for non-canonical sites, over the best-inclass algorithm. We are able to achieve such superior performance by representing the thermodynamic and sequence profiles of miRNAmRNA interaction as curves, devising a novel seed enrichment metric, and learning an ensemble of miRNA family-specific kernel SVM classifiers. We provide an easy-to-use system for large-scale interactive analysis and prediction of miRNA targets. All operations in our system, namely candidate set generation, feature generation and transformation, training, prediction, and computing performance metrics are fully distributed and are scalable. Conclusions: We have developed an efficient SVM-based model for miRNA target prediction using recent CLIP-seq data, demonstrating superior performance, evaluated using ROC curves for different species (human or mouse), or different target types (canonical or non-canonical). We analyzed the agreement between the target pairings using CLIPseq data and using expression data from four cancer types. To the best of our knowledge, we provide the first distributed framework for miRNA target prediction based on Apache Hadoop and Spark. Availability: All source code and sample data are publicly available at https://bitbucket.org/cellsandmachines/avishkar. Our scalable implementation of kernel SVM using Apache Spark, which can be used to solve large-scale non-linear binary classification problems, is available at https://bitbucket.org/cellsandmachines/kernelsvmspark.
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INTRODUCTION
M ICRORNAS (miRNAs) are short, approximately 22 nucleotide (nt) long, endogenous, non-coding RNAs that are central to the post-transcriptional regulation of genes [1] . MiRNAs associate with Argonaute (AGO) proteins, mediating RNA interference (RNAi) by targeting the 3' UTR of the mRNA, or in some cases, other mRNA regions, such as the mRNA's coding sequence (CDS) or its 5' UTR [2] . There are over 2,000 miRNAs that have been annotated in humans, displaying many-to-many associations with mRNA targets [3] . Given that miRNAs regulate across the spectrum of in vivo biological processes, their aberrant expression or perturbation of their regulatory activities results in disease [4] , [5] .
Notwithstanding the biological importance of miRNAs, determining their targets with high accuracy and exhaustively is a hard problem, with computational predictions plagued by high false-positive and false-negative rates [6] and laboratory validations being laborious and expensive. This complexity of miRNA target prediction can be attributed to the small size of miRNAs, requiring as few as six complementary base pairs for functional miRNA interactions, as well as the diversity of the miRNA interactome [7] .
Recent experimental approaches like CLIP-seq [8] allow for the identification of AGO-miRNA:mRNA ternary complexes using an in vivo cross-linking protocol, followed by high-throughput sequencing. The technology allows a highresolution investigation of the occupancy of the RISC-miRNA protein complexes on their complementary mRNA, within a small window of resolution. Beyond this window, computational models, such as [9] , [10] , [11] are required for localizing the binding site, also known as the miRNA recognition element (MRE). Further, while CLIP-seq can identify miRNAs and targets that form a part of the RISC complex, it cannot decipher which miRNA forms a heteroduplex with which targets, although limited advances have been made toward experimentally solving this problem [12] . Several computational methods developed to decipher the specifics of miRNA-mRNA interactions, captured by CLIP-seq [13] , [14] , [15] , [16] , have contributed to our understanding of the diverse miRNA targetome. The evolving knowledge base of this targetome has further supported the paradigm switch, wherein it is now widely accepted that the perfect complementarity between the miRNA seed 1 and mRNA 3' UTR is neither necessary nor sufficient for miRNA regulation.
In this paper, we leverage this ability of the CLIP-seq technology to capture endogenous MREs to develop a unified method for understanding the signatures of miRNAmRNA heteroduplexes focusing on non-canonical matches. This focus is apt because prior work has often neglected this class that accounts for a majority of the target sites-92 percent of all target sites in humans [17] and 94 percent in mouse [18] . Specifically, in our system, which we call Avishkar, we solve the classification problem of whether an miRNA targets an mRNA region. Toward this end, we use smooth B-spline thermodynamic curves and sequence curves for adenosine-uracil (AU) content, in order to extract enriched interaction features from the experimentally immunoprecipitated regions. We then use a support vector machine (SVM)-based machine learning (ML) system to learn the diverse signatures of this CLIPed (immunoprecipitated) miRNA targetome. We show improved performance (in terms of true positive and false positive rates) over all prior work. The reasons behind this improvement are: the use of an extensive set of features; incorporating the spatial nature of the miRNA-mRNA binding process through various thermodynamic and sequence curves, and, in the process, converting noisy data points into smooth curves; using a single numeric feature called the seed enrichment score to capture different canonical and non-canonical binding patterns of the miRNA seed region; and finally, moving from simple linear models to more complex models, in the form of ensemble non-linear classifiers, to discriminate between valid and invalid miRNA-mRNA interactions.
In this paper, we also take a step further and obtain miRNA-mRNA interactions, specific to different cancer types, by analyzing expression-profiling data from The Cancer Genome Atlas (TCGA). 2 Expression data from such large cancer-sequencing studies provide quantitative measurements of the abundance of miRNAs and mRNAs, in different cell types, in cancer patients and in healthy individuals. Our goal in analyzing such data is twofold. First, we aim to perform an independent evaluation of our sequence-based method Avishkar on a completely different data set and validate our results. Second, by comparing such context-specific, miRNA-mRNA interactions, which are specific to each cancer type, with context-independent predictions from Avishkar, we want to bring out the similarities and dissimilarities between different cancer types, with regard to miRNA-mediated gene expression.
Our analysis of expression data proceeds by building a linear regression model to explain the expression of each mRNA as a function of a sparse set of miRNAs-a problem known as variable selection in the statistics literature. Since the number of covariates (miRNAs) is much higher than the number of samples in the data set, the problem becomes illposed without assuming sparsity of covariates. Toward that end, we use a method called Elastic Net for selecting a small number of relevant miRNAs for each mRNA. Our results show reasonable conformity with those obtained from CLIPseq data. We perform this analysis for four different cancer types: acute myeloid leukemia (LAML), breast invasive carcinoma (BRCA), kidney renal clear cell carcinoma (KIRC), and head and neck squamous cell carcinoma (HNSC). In doing so, we find that the conformance is highest for BRCA and lowest for LAML. We also do a comparative analysis across the four cancer types to uncover the genes that are the most regulated in the different cancer types. By analyzing the Gene Ontology (GO) terms that are enriched in the set of highly regulated genes in each cancer type, we find that miRNAs modulate biological processes differently in each cancer type. This is similar to the finding in sub-domain of regulatory genomics, where it is now believed that enhancers, and in particular super-enhancers, control cell identity and disease genes [19] . Thus, in the future, it may be worthwhile to study the relationship between super-enhancers and master miRNA, using deep learning protocols, such as the ones we have used in the past [20] , [21] .
To summarize, our main contributions in this paper are as follows:
(1) We develop a simple linear classifier that achieves an average true positive rate (TPR) of 47 percent at a false positive rate (FPR) of 20 percent. The simple global linear model achieves similar prediction performance for inter-species training and prediction. The linear model out-performs the state-of-the-art for both canonical and non-canonical target sites in human cell types. Specifically, the Area-Under-the-Curve (AUC) for human canonical and non-canonical target sites is 19.7 and 22.0 percent better than the state-of-the-art. (2) Observing that the linear classifier has a moderate amount of bias, we develop non-linear classifiers for the problem. Inspired by previous categorization of miRNAs into multiple families, with structural similarities among family members, we proceed to create an ensemble of family-specific models. This achieves an average TPR of 76 percent at a FPR of 20 percent for predicting non-canonical miRNA target sites, compared to 47 percent for a linear SVM model. The AUC for the ensemble non-linear model is 20 percent higher than for the simple linear model. (3) Since training non-linear SVMs is computationally expensive, we provide a general-purpose and efficient implementation of a popular algorithm for parallel training of SVMs-Cascade SVM [22] -on top of Apache Spark [23] . We open source our implementation and believe this could be of use to the bioinformatics community, which deals with the problem of classification of large data sets with complex separating boundaries.
1. Nucleotide positions 2-7, and sometimes 2-8, from the 5' end of the miRNA is generally referred to as the seed region of the miRNA. A target region is said to have a seed match if there is a continuous pairing of the seed region of the miRNA with mRNA nucleotides, and the target site is called a canonical or seed-match site. Other target sites that do not have continuous base pairing with the seed region of the miRNA are called non-canonical or seedless sites. In this paper, we refer to the pattern of non-canonical alignment of the miRNA seed region with the mRNA nucleotides as the "non-canonical seed-match pattern".
2. The results shown here are, in part, based upon data generated by the TCGA Research Network: http://cancergenome.nih.gov/.
(4) We consider the expression data of miRNAs and mRNAs from TCGA for four different cancer types and use a sparse regression method (Elastic Net) to estimate which miRNAs up-regulate or down-regulate which mRNAs. We show that the pairings are to a large extent specific to the cancer type. Further, we show that for the most highly-expressed miRNAs, results of Avishkar based on CLIP-seq data has strong agreement with results from TCGA expression data. The rest of the paper is organized as follows. Section 2 describes our method, Section 3 presents our results, which also includes a comparison of Elastic Net and Avishkar. Finally, in Section 4, we conclude by discussing the potential limitations of our approach and future directions.
METHODS
In the following paragraphs, we describe the data sets used in our system, our overall solution approach, and the linear and the non-linear models we developed to predict miRNA targets. In the second part of the paper, we describe our approach to introduce expression data to see if there is agreement with the results obtained from CLIP-seq data. We show our overall solution approach in Fig. 1 . It shows the training and the prediction phases, the benchmarking against competitve algorithms, plus the validation of Avishkar using TCGA expression data.
Data Sets
PAR-CLIP [24] data for the human cell line HEK 293 was downloaded from Gene Expression Omnibus, series GSE28865 and accession codes GSM714642, GSM714644, and GSM714646. The data contained 190,764 AGO binding sites across 10,159 different mRNAs. As in [24] , we used the 10 most abundantly expressed miRNA families consisting of 44 different miRNAs, in human HEK 293 cells for the bioinformatic analysis. Since feature computation (described next) for all possible miRNA-mRNA pairs was expensive, we randomly selected 1,200 mRNAs for analysis. This subselection from the total of approximately 10K mRNAs in the data set was for computational speed. The sub-selection was done randomly and therefore one expects our findings to hold with the larger set of mRNAs as well.
HITS-CLIP [18] data for mouse brain tissue was downloaded from the starBase database [25] , which contained 11,117 AGO-CLIP tag clusters across the mouse genome (mm9) assembly. Following the approach in [18] , we used the 20 most abundant miRNA families, containing 119 miRNAs for our bioinformatic analysis. Table 1 summarizes the CLIP-seq data sets used in our model. Note that the CLIP-seq data set allows us to identify the targets of miRNAs in animals and plants, but does not provide any quantitative information about the expression level of the miRNA or its targets.
The Cancer Genome Atlas (TCGA; http://cancergenome. nih.gov/) hosts high-quality, expression profiling data for genes and miRNAs in tumor genomes. We downloaded expression data for genes and miRNA, obtained by sequence analysis of tumor genomes, from the website https://tcgadata.nci.nih.gov/tcga/. We considered four different cancer types, namely, acute myeloid leukemia (LAML), breast invasive carcinoma (BRCA), kidney renal clear cell carcinoma (KIRC), and head and neck squamous cell carcinoma (HNSC). The various attributes of the data sets are shown in Table 2 .
Processing the Data Set to Create the Feature Set
The general approach for identifying miRNA targets in different mRNA regions has been to first identify a set of candidate target regions, across the whole genome, using various rules [13] , [14] , [26] , [27] . For instance, previous approaches have relied on using a cut-off value for thermodynamic energy values [14] , [26] , [27] or enforcing a minimum degree of Very few positive target sites are located in the 5' UTR region.
alignment between the miRNA and an mRNA fragment [13] . Previous approaches have also used somewhat arbitrary seed-match rules. These rules stem from the observation that there are some experimentally found canonical (or, highly common) matches of nucleotide positions 2-7 from the 5' end of the miRNA when the miRNA pairs with an mRNA. Some other papers have used evolutionary conservation to filter miRNA target regions [28] , [29] . In this paper, we use the least restrictive filters to generate the initial candidate set of target regions, among which Avishkar will do the prediction of the positive and the negative pairings. Specifically, we enforce a minimum threshold of À15 kcal=mol on the binding energy (DG) of the miRNA-mRNA duplex. To include seed-match sites that may have a binding energy below the threshold of À15 kcal=mol, we additionally include candidate target sites having a seed match, i.e., continuous base pairing with nucleotides 2-7 of the miRNA from the 5' end. The average number of candidate target sites per miRNA-mRNA pair for our method is the largest among the competition (Table 3) . Ground Truth Generation. We deem an miRNA-mRNA interaction to be functional, i.e., a positive interaction, if the target site is contained within an immunoprecipitated (IP) region and either the binding energy (DG) of the duplex is above a cut-off value or there is a seed match. All other samples serve as negative examples. Since the number of negative examples arrived at through this method is significantly higher than the number of positive examples, again, for computational tractability, we sub-sample from the negative samples to keep the number of positive and negative samples approximately equal. However, we average all the results (accuracy, recall, etc.) across 10 different samples of the negative set.
The data generated as such serves as the ground truth against which we train and evaluate the performance of our method and also evaluate the performance of the competition. We develop three models for miRNA target prediction: a global linear model; an ensemble of miRNA family-specific, linear models; and an ensemble of miRNA family-specific, non-linear models. Here, "global" refers to the fact that the model is based on all the available miRNAs and not on specific miRNA clusters. The last two models are based on the prior clustering of miRNAs into clusters, based on miRNA families, wherein we build a specific model for each such cluster. The fourth logical model would have been the global nonlinear model. However, this did not scale up to the size of our data sets, and hence, it could not be evaluated. Table 4 summarizes the features used for the classifiers in this paper. They fall into two categories-vectors or curves, from thermodynamic and AU characteristics, and scalars, related to parameters of conservation, enrichment score, length, and position.
Features for Classifier
Using Curves to Capture Spatial Interaction
Thermodynamic stability of the miRNA-mRNA duplex and accessibility of the target site nucleotides have been known to be important predictors of miRNA targeting [31] . Thermodynamic stability is measured by the free energy gained due to the binding of an miRNA to an mRNA fragment and is denoted by DG. Target site accessibility, denoted as DDG measured as the "difference between the free energy gained by the binding of the miRNA to the mRNA (DG) and the free energy lost by unpairing the target site nucleotides, DG open " [27] . Most of the previous methods quantify thermodynamic stability and accessibility using a single number (scalar covariate), computed at the target site, with additional flanking nucleotides [13] , [26] , [27] . However, there has been some evidence that accessibility follows a certain pattern around the mRNA target site [32] . Thus, we developed thermodynamic and structural accessibility curves to create a profile of stability and accessibility in and around the target site. We do that by sliding the miRNA both upstream and downstream of the target site, in fixed size windows (chunks), and computing the quantities DG and DDG at those mRNA regions in the neighborhood of the target sites. Since these quantities are estimated by using computational tools, specifically, RNAhybrid [33] and RNAfold [34] , which are themselves based on approximate models, they can be inaccurate and noisy. So, we fit smooth curves through these vector observations to develop a non-parametric characterization of thermodynamic and accessibility curves.
Let f 2 R ð2W þ1Þ be the vector of DG or DDG values, computed at various points in and around the mRNA target site, where W is the number of windows on either side of the target site. Then, the smooth curve fðtÞ, for a given data point, is obtained as
where c j ðtÞ are the cubic B-spline basis functions and K is the number of such basis functions. B-spline basis functions are piecewise polynomials and are frequently used for fitting non-periodic data. We use the zero value to replace missing values in the vector f, e.g., when the target site is towards the beginning or the end of the mRNA. Let N be the number of data points in our data set. Now, consider a specific feature e.g., DG. We have to fit curves for each of the N data points, and, thus, we have to generate the coefficients c i;j for 1 i N and 1 j K. These are estimated for each curve by minimizing the least squares error on the discrete observations f i as follows: where C is the ð2W þ 1Þ Â K matrix of the K basis functions evaluated at ft : t 2 Z; 0 t < ð2W þ 1Þg and c i ¼ ðc i;j Þ K j¼1 . The curves are used as functional covariates in our classifier. We do so by using the coefficients of the B-spline basis functions as features in the classifier. The number of basis functions controls the smoothness of the curves-the higher the number of basis functions, the more jagged the curve. However, the higher the number of basis functions, the better is the fit to the training data. The optimal value for the number of basis functions is selected using 10-fold cross-validation. As a computational simplification, we use the same number of basis functions for all the curves, namely, the DG, DDG , and AU curves, and, for both seed and seedless sites. Otherwise, we would have to find the optimal value separately for the six cases. We empirically find, with some sparse sampling, that a better optimal fit, individually for each curve, does not significantly improve the classification performance.
We compute these curves at two different resolutions: first, by using a window size of 46 nucleotides that is centered at the mRNA target site region, and second, by using a window of length 9 nucleotides, centered at the seed-matched region within the target region. The two types of curves computed as such are referred to as site curves and seed curves. The rationale behind computing the seed curves is to explain those target sites where the seed region of the miRNA, which is of length at most 8, is responsible for targeting. Computing using a larger window would miss out the finer-grained features corresponding to the shorter length of this region. To expand on this concept, for computing the coarse-grained site curves, we slide the entire miRNA, 13 windows upstream and 13 windows downstream from the target site and the window size is "wide", i.e., 46 nucleotides in width. For computing the finergrained seed curves, we again slide the entire miRNA, 13 windows upstream and 13 windows downstream from the target site. However, this time the window size is "narrow", i.e., 9 nucleotides in width. We compute the site (coarse-grained) and seed (finer-grained) irrespective of whether the matches are canonical or non-canonical.
We also extend the idea of curves to another feature called AU composition to come up with site and seed sequence curves. A previous study demonstrated increased sequence conservation in the vicinity of the miRNA target site [35] using siRNA-directed mRNA repression, with the increase in conservation extending to roughly 50 nucleotides upstream and downstream of the target site.
This effect should be interpreted in the light of the fact that the 30-50 bases, just upstream or downstream of conserved miRNA target sites, are biased toward higher AU content, indicating that local AU content may in itself be a modulator of RNAi. However, even after controlling for local AU content, the effect of sequence conservation on RNAi modulation was found to be significant. Conversely, significantly higher repression was observed for siRNA seed matches, flanked by high AU composition in the 50 bases upstream or downstream of the seed match, in contrast to those with low AU composition in this region. Here, after controlling for sequence conservation, overall UTR AU content, expression level, and seed match type, seed matches with high 3' endside (50 bases) AU content had significantly increased mRNA repression, relative to those with low AU content in this region, but the effects of 5' end-side AU content were no longer significant. Surmising from these subtleties, we thought it best to use the AU content as a separate feature in our SVM classifier. DDG site ðtÞ Accessibility curve centered at the target site obtained by fitting a smooth curve through the vector observation DDG site .
DDG seed ðtÞ Finer resolution accessibility curve centered at the seed match region obtained by fitting a smooth curve through the vector observation DDG seed .
AU site ðtÞ Local AU content curve centered at the target site region obtained by fitting a smooth curve through vector observation AU site .
AU seed ðtÞ
Finer resolution local AU content curve computed at the seed match region obtained by fitting a smooth curve through vector observation AU seed .
seed enrichment A scalar feature indicating the extent to which a seed match pattern in enriched in the set of positive miRNA-mRNA interactions, set on a scale of 0 to 1. site conservation
The extent to which the mRNA site nucleotides are conserved across different species. seed conservation
The extent to which the nucleotides in the mRNA site that are paired with the miRNA seed region are conserved across different species. This is only used when there is a canonical seed match. off seed conservation Average conservation score of mRNA nucleotides that are not paired with the seed region of the miRNA. This is only used when there is a canonical seed match. The first six are functional covariates (curves) which are obtained by fitting a smooth curve through the vector observations, indicated by bold-faced letters. The rest are scalar covariates. For functional features, the curves are calculated over multiple points-at the target and separately 13 upstream and downstream sites.
Incorporating Non-Canonical Seed Matches
Previous methods for miRNA target prediction have mostly considered canonical seed matches and only a few types of non-canonical seed matches [13] , [26] , [27] . However, there is increasing evidence that large numbers of non-canonical seed matches with long bulges are biologically functional [36] . This is also evidenced by our data set, where, using the filter described above, we identify positive samples, and we find that more than 90 percent correspond to seedless matches. But we want to capture all kinds of matches, both seed (i.e., canonical) and seedless (i.e., non-canonical), in a unified manner. It would be desirable from the point of view of keeping the number of features limited to have a scalar value for this. To achieve these two goals, we come up with the following mechanism.
We first code the seed-match patterns in the miRNA nucleotides 1 to 8, from the 5' end, as a vector of 1's (match), 2's (mismatch), 3's (gap), and 4's (GU wobble). Then, we compute from the training data, the occurrence frequencies of various kinds of seed-match patterns among the set of positive miRNA-mRNA interactions. Our goal, here, is to distinguish chance occurrences of a match pattern from those that occur due to biological reasons. Let us consider a pattern a. Then, the probability of the pattern occurring purely by chance is 0:25 jaj , considering the 4 possible letters in each element of a sequence. Let us say that this pattern has k occurrences among n positive samples. Then, the likelihood of the pattern occurring k times is given by
We use 1 À a as the seed enrichment score for the pattern a. In the feature transformation phase, we replace a particular pattern of seed match by its enrichment score. By doing so, we can represent both canonical and all possible patterns of noncanonical seed matches using a single numerical feature. We discovered that a whole gamut of non-canonical seed match patterns with long bulges (sequence of 3's) are enriched in both human and mouse miRNA-mRNA interactions.
Moving to a Non-Linear SVM
While our global linear model out-performed state-of-theart methods for identifying functional canonical and non-canonical target sites, it still suffered from relatively high false-positive rates. We investigated what caused this error and found that even predicting on the training data led to relatively high errors. This is the classic case that the classifier is not complex enough to pick up the irregularities in the data, i.e., the classifier has high bias. Therefore, in order to improve the prediction performance, we decided on learning a more complex model by using non-linear kernels for the SVM. However, there were two challenges in using non-linear kernels for our problem. First, the data set size was too big to use an exact kernel SVM solver for training the model-% 260;000 (number of positive + negative samples) Â 130 (number of features). Second, the problem characteristic was such that the ratio of number of support vectors to data points needed to be quite high to get low generalization errors, which characteristically means slower training time. In addition, it is well known that moving from a simple classifier to a complex one comes with a trade-off in terms of the interpretability of the model [21] , [37] . Thus, we have both the linear (interpretable but with higher bias) model and the more accurate non-linear model opensourced and available for use by biologists. Thus, in order to effectively tackle the two challenges described above, we came up with the following solution. We first clustered the data points by means of miRNA families that the miRNA is a part of, and then, we trained an ensemble of cluster-specific SVM models. The advantage of learning miRNA family-specific models is twofold. First, miRNAs belonging to the same family have similar structural or sequence configuration [38] . So, miRNAs within the same family may be expected to target similar genes, thereby reducing the number of support vectors required to classify the data within each cluster. Second, dividing the data set into independent clusters means the model for each cluster can be trained in parallel, affording significant computational savings. This is because quadratic programming solvers used to optimize the dual formulation of SVM scale as OðN 3 Þ, for N, the number of data points.
The miRNA family-specific clustering to create cluster-specific models is especially useful for the distributed SVM approach that we adopted, namely the Cascade SVM approach from [22] , wherein the later stages in the pipeline tend to be slow, stemming from reduced parallelism. With some clusters being fairly large (Table 5) , the Cascade SVM approach used to parallelize the process of learning the support vectors within these miRNA clusters was beneficial. The basic cascading approach is schematically represented in miR-320 hsa-miR-320a, hsa-miR-320b, hsa-miR-320c, hsa-miR-320d 24986 9 miR-30 hsa-miR-30b-5p, hsa-miR-30c-5p, hsa-miR-30d-5p, hsa-miR-30e-5p 8559 10 let-7 hsa-let-7a-5p, hsa-let-7b-5p, hsa-let-7d-5p, hsa-let-7e-5p, hsa-let-7f-5p, hsa-let-7g-5p, hsa-let-7i-5p
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The total number of samples used in the model building for each cluster is roughly twice the number of positive examples in each family because we sub-sample from the negative samples to keep the number of positive and negative samples approximately equal. Fig. 2 . For each cluster, first, the training data set is split into a number of segments. Then, an SVM is trained, independently, for each of the resulting segments. Since the support vectors in each segment might not be global support vectors, the support vectors from two segments are combined by passing them through another SVM to filter out the non-support vectors. This proceeds in a hierarchical manner until only one set of support vectors remains. The support vectors can then be fed back to the first layer and multiple iterations over the cascade of SVMs are guaranteed to take the solution to the global optimum [22] . It has been reported in various domains that often only one iteration over the cascade produces a sufficiently good solution and that is exactly what we found, empirically, for our problem. To summarize, we train kernel SVMs for different clusters (i.e., miRNA families), concurrently, and not in a hierarchical manner. Within each miRNA cluster, we further parallelize SVM training by using a cascade of SVMs, which in turn uses a hierarchy of classifiers internally. The result of this parallelization is a single set of support vectors, and therefore, a single, miRNA cluster-specific SVM classifier. We have open sourced a general-purpose, scalable, and memory efficient implementation of Cascade SVM with an Apache Spark backend [23] that can be used to train kernel SVMs for large problems.
Cascade SVM
The primal objective function for SVM is given by the following equation:
In the above equation, data points ðx n ; y n Þ, which are on the correct side of the decision hyperplane, have y n w T f ðx n Þ ! 1, and are not penalized. is the regularization parameter that is used to penalize complex models. The dual formulation is given by the following equation, which is obtained by applying the kernel trick 
In the above equations, K is the kernel function, fðxÞ the implicit feature map introduced by the kernel function, Q n;m ¼ ð1=2Þy n y m Kðx n ; x m Þ, and e is a vector of 1's. The parameter C controls the trade-off between the number of misclassified data points and the complexity of the decision boundary, with large values of C corresponding to fewer misclassified points and a reduced margin from the data points, resulting in a more complex model that selects more data points to be support vectors. We use the radial basis function (RBF) kernel in our system, which is given by Kðx n ; x m Þ ¼ expðÀgkx n À x m kÞ:
The parameter g controls the radius of influence of a data point, with higher values corresponding to a lower radius of influence, with larger number of data points becoming support vectors, resulting in a more complex model. We use the SVM implementation provided by scikit-learn [39] , which uses direct optimization of the dual formulation of SVM. Different parallelization strategies, at different granularities, have been used for computational genomics applications [40] , [41] because of the need to rapidly re-train algorithms for bench-to-bedside translation. As explained above, here we use the Cascade SVM approach from [22] , to parallelize the learning of the support vectors within each miRNA cluster, so that our overall solution can scale to large genomic data sets.
If a 1 and a 2 are two sets of support vectors from two different SVMs, then the authors in [22] elucidate two ways of combining the support vectors and initializing the objective function. The combined coefficients for the support vectors can either be set to a Ã ¼ ½a
T , the first represents the case where the two subsets are identical and the second where the two subsets are orthogonal. We, however, initialize the objective function for the combined SVM to have all coefficients as zero (the default option in scikit-learn). This may make finding the solution for the combined SVM a bit slow in comparison to the initialization in [22] .
Comparison Points for Evaluation
We evaluated three different models for miRNA target prediction. The first model was the global linear model, where we train a single SVM for the entire data, without regard to the miRNA families. The second model was the ensemble linear model, where we trained separate linear SVMs for each miRNA family. The third model was the ensemble non-linear model, where we trained a non-linear SVM model for each miRNA family. As noted above, the single non-linear model turned out to be computationally intractable for the data set of the size that we were considering. In each of the cases, we sub-sampled the negative data set to have the same number of positive and negative examples. This can be argued to be a valid strategy, stemming from the fact that the number of negative samples outweighs the number of positive ones in the data set. The objective of any computational method should be to identify the maximum number of cases where an miRNA has an effect on the expression level of an mRNA, i.e., to correctly uncover the positive samples, while not having too many false positives. We computed the average performance of the models over 5 sub-sample runs. Additionally, for the global linear model, we performed cross-cell prediction. We did this by training on the mouse data set and predicting on the human data set. This is a potentially important use case, where a single painstakingly trained model can be used to generalize and provide predictions for a variety of organisms and cell lines.
We compared the performance of our algorithm visa-vis the following algorithms, which are representative of the current state-of-the-art for computational approaches for miRNA target prediction. They are mirSVR [13] , PITA [27] , TargetScan [30] , STarMir [14] , and MIRZA [15] . We downloaded pre-computed predictions for all the algorithms, except MIRZA [15] , from their respective websites. For MIRZA, we downloaded the tool from [42] and ran the tool locally on our data set. Among all the algorithms considered in this paper, only MIRZA [15] and STarMir [14] generate predictions extensively for non-canonical sites. mirSVR [13] only considers seedless sites in the 3' UTR region of the mRNA that have a single mismatch or a GU wobble in the miRNA seed region.
Identifying miRNA Targets from Expression Data
We considered expression levels of miRNAs and mRNAs for four different cancer types: acute myeloid leukemia (LAML), breast invasive carcinoma (BRCA), kidney renal clear cell carcinoma (KIRC), and head and neck squamous cell carcinoma (HNSC). From each data set, we computed the expression of all miRNAs and mRNAs across various samples, where each sample corresponds to data for a particular patient. We used the RPKM (Reads Per Kilobase per Million mapped reads) scores for quantifying the expression of miRNAs and mRNAs. Let X be the N Â R matrix of expression values of R miRNAs over N samples. Similarly, let Y be the matrix of expression values of M mRNAs across N samples. Also, let y m be the N dimensional vector of expression values for the mth mRNA. If an miRNA down-regulates a particular mRNA, then we would expect the expression value of the mRNA to be inversely proportional to the expression value of the miRNA. Therefore, for each mRNA, we fit the following linear model to explain the expression of the mth mRNA, given the expression of all miRNAs
Note that the model in (7) is underdetermined because R ) N, i.e., the number of miRNAs is much larger than the number of samples, i.e., the dimensionality of the problem is higher than the number of data points. However, we are interested in recovering a sparse vector w m , such that, if jw m;r j > 0, then that implies that the rth miRNA targets the mth mRNA, in the context of a particular cancer type. For each mRNA, we learn sparse vectors w, whose support identifies all the miRNAs that target the mRNA. This is commonly known as the problem of variable or feature selection in statistics literature. Two popular methods for variable selection are Lasso [43] and Elastic Net [44] . Lasso and Elastic Net minimize the loss functions in (8) and (9) respectivelŷ
The ' 1 penalty in Lasso and Elastic Net encourages sparsity. However, Lasso selects at most N features, where N is the number of samples, and tends to select only one feature among a group of highly correlated features. Elastic Net improves upon these shortcomings and selects entire groups of correlated features. Therefore, we use Elastic Net to learn the set of miRNAs, whose expressions can be highly correlated, when targeting a given mRNA. We use the Elastic Net implementation from scikit-learn [39] , which uses the following reparameterized loss function
where r is the ' 1 -ratio parameter. We set r to 1=2 and select the regularization parameter a using 3-fold cross-validation.
RESULTS
Comparison of Linear Model with Prior
Computational Approaches Fig. 3 shows the performance of the global linear model visa-vis prior computational approaches, namely, mirSVR [13] , PITA [27] , TargetScan [30] , STarMir [14] , and MIRZA [15] . We use the standard metric of Area Under the Curve (AUC) of an ROC curve as the comparison metric. For comparison purposes, we also show the baseline curve, which would correspond to random guessing of the output, and correspondingly, result in an AUC of 0.5. For Avishkar, the complete approach should be interpreted as giving the curve "10-fold CV". Additionally, we include precision-recall curves to highlight the prediction performance of various classifiers in terms of a key metric, namely, precision. The precision metric is especially important for the problem of miRNA target prediction where positive miRNA-mRNA interactions are rare. Therefore, a method with high precision, which correctly predicts positive interactions, is desirable. We find that the global linear model out-performs the competition in terms of the prediction performance, for both seed and seedless sites. We also show the performance of Avishkar for cross-cell prediction, where the model was trained on mouse data sets (HITS-CLIP) and tested on human data sets and vice versa. We find that the cross-cell prediction performance is quite close to the same-cell prediction, the degradation being 5.6-7.2 percent. These are preliminary results because they have been acquired from two organisms. However, if these results are confirmed when using a larger number of organisms, this finding will have important consequences. It will mean that a model trained on organism "X" can be used, with only marginal degradation, in prediction accuracy with a different organism "Y". Finally, note that while MIRZA's performance is at par with Avishkar in the precision-recall space for seed sites, Avishkar easily out-performs MIRZA for predicting seedless sites.
Non-Linear Model Performance for Seedless Sites
Since seedless sites account for more than 90 percent of the AGO-binding regions in CLIP-seq data, we evaluated the performance of the ensemble linear and ensemble non-linear models for seedless sites in humans. Fig. 4 shows the average 5-fold cross-validation test error (misclassification rate) for different miRNA families. From Fig. 4 , we note that the mean test error of the non-linear SVMs for each of the microRNA families is less than the corresponding linear models, except for the miR-103 family (which is a relatively small family accounting for less than 3 percent of the total number of miRNAs). Reassuringly, the confidence interval is rather small across all miRNA families and for both classes of models. The benefit of the non-linear SVM is more pronounced for larger miRNA families, where the size is measured by the number of positive bindings of miRNAs from the given family. For example, for let-7, mir-320, and mir-10, the three largest families, non-linear SVM shows 50, 69.9, and 35 percent advantage, over the linear model, respectively. We can infer that the linear model suffers from a high bias, and our intuition behind moving to the more complex non-linear model was to remove that bias. The results highlight the advantage of our new model. The advantage of the non-linear model, when looked at aggregated over all the miRNA families, is reflected in the ROC curves, where the mean ROC curve for the ensemble non-linear SVMs is much better than for the ensemble linear models. Specifically, the AUC is almost 20 percent higher than that for the linear model. However, the non-linear model imposes a higher computational burden, which we have solved using the distributed SVM version. Some application scientists may be content with running the linear model if the training speed is an issue and they do not have access to a large computational cluster.
To generate the ROC curve for the non-linear model, we varied the probability threshold for the output of the SVM, after it had been passed through Platt scaling [45] , basically fitting a sigmoid that maps the SVM outputs to posteriori probabilities. One possible operating region is with a False Positive Rate of 0.2, for which the linear model has a True Positive Rate of 0.469, while the non-linear model has 0.756, a 61 percent improvement. Still, the incidence of non-negligible FPR indicates that there is scope for improvement of the classifier, possibly, via further feature engineering. . ROC curves (top row) and precision-recall curves (bottom row) for Human (PAR-CLIP) data. The figures in the first row are for target sites involving canonical seed matches, while the second row, shows results for non-canonical seed match target sites. The legend "Mouse train" in the curves for human data indicates the model that was trained on mouse data while the human data was used as the test data set. MirSVR [13] , PITA [27] , and TargetScan [30] , only generate predictions for seed-match sites in the 3' UTR region. Note that for seedless sites in humans, although mirSVR appears to perform slightly better than MIRZA, it generates very few seedless target sites, thereby resulting in a very jagged ROC curve. For the precision-recall curves, we show the results for the top three methods only. An analysis of the weights of the global linear model revealed that site curves are important features for predicting non-canonical target sites. In contrast, for canonical sites, seed curves are more important. This vindicated our initial assumption of using curves at different granularities for seed and seedless sites. We also found our seed enrichment metric to be an important feature for predicting noncanonical target sites.
Comparison of Avishkar and Elastic Net
We first compare the predictions generated by non-linear Avishkar with those of Elastic Net. Avishkar generates a probability score for each triple ðm; r; lÞ, where m is the mRNA, r is the miRNA, and l is the target location within the mRNA. The probability score can be interpreted as the probability that the rth miRNA will target the lth location in the mth mRNA. We obtain the score for an miRNA-mRNA tuple as the maximum score over all locations scoreðm; rÞ ¼ max where L m is the predicted number of target locations for the mth mRNA. From Fig. 5 , we see that, on average, the high scoring miRNA-mRNA interactions from Avishkar also tend to score well on Elastic Net, when trained on expression data. Specifically, we notice that for low scoring miRNAmRNA pairs in Avishkar, the average Elastic Net scores for those pairs are low. Then, the average Elastic Net scores increase sharply for the high scoring miRNA-mRNA pairs in Avishkar. Also, note that the reason that the curve for LAML is erratic is because there are very few samples for LAML to correctly recover the sparse weights for each mRNA.
Comparing miRNA Regulation in Different
Cancer Types
In this section, we compare the four different cancer types, in terms of the nature of the miRNA regulation. For this, we consider the top 1 percent of the miRNA-mRNA pairs having the highest Elastic Net scores. First, we characterize the similarity between the four cancer types by computing the pairwise Jaccard coefficients of the top 1 percent of miRNA-mRNA pairs in each cancer type. Table 6 shows the Jaccard similarity coefficient between pairs of cancer types. We observe that coefficients are all very small as compared to what we would expect by random chance. Thus, we conclude that all four cancer types are fairly dissimilar when it comes to the most highly regulated mRNAs and their targeting miRNAs.
Biological Validation of Expression-Level Analysis
Next, in order to validate the biological relevance of our Elastic Net results, we extract the Gene Ontology terms that are enriched in the top 1 percent of the most highly regulated mRNAs in each cancer type. We find these annotations using the AmiGO tool [46] . We then visualize the GO terms that are specific to each cancer type by using the REVIGO tool [47] . REVIGO does a hierarchical agglomerative clustering of the GO terms and can generate tree maps, which are a 2-level hierarchy of GO terms. Figs. 6 and 7 correspond to Treemaps for KIRC, BRCA, LAML, and HNSC respectively. Below, we summarize a few important cancer-specific terms that correspond to the most regulated genes uncovered by Elastic Net.
Acute Myeloid Leukemia [LAML]
Lymphocyte Proliferation and Regulation of Interleukins (e.g., IL-2). Proliferation of lymphocytes is a hallmark of leukemia and genes related to lymphocyte proliferation were found to be affected, as seen in our GO plots. In addition, interleukin production, such as production of the interleukin IL-2 was found to be up-regulated. Disruption of the IL-2 pathway can result in lymphoid hyperplasia (cellular proliferation) and can affect the numbers and immune-regulatory properties of T-regulatory cells (Tregs), reducing immunity, poor cancer prognosis, and reduced efficacy of chemotherapy regimens.
Response to Fungus. Invasive fungal infections are a major cause of morbidity and mortality in patients with hematologic malignancies [48] , such as LAML [49] . From our GO plots, we notice that response to fungus is altered in LAML patients. We also notice that these immunocompromised patients have an altered response to bacterial infections.
Clinically, this has been controlled to a larger extent than in the case of fungal infections via the use of broad-spectrum antibiotics, and therefore, fungal infections create more complex scenarios with ensuing treatment challenges.
Breast Invasive Carcinoma [BRCA]
Steroid Hormone Mediated Signaling Pathway. Estrogen and progesterone receptors play an important role in breast tumors [50] and were shown to be affected in our BRCAspecific genes from the TCGA data set.
Head and Neck Squamous Cell Carcinoma [HNSC]
Detection of Chemical Stimulus Involved in Sensory Perception of Smell. This would be an intuitive altered perception in HNSC, effected by altered epidermal cell differentiation and disrupted muscular and neuronal conductance.
Kidney Renal Clear Cell Carcinoma [KIRC]
Regulation of Vascular Endothelial Growth Factor (VEGF) Signaling Pathway and Sprouting Angiogensis. The alteration of the von Hippel-Lindau (VHL) gene results in highly vascularized tumors in KIRC [51] , [52] . In addition, VEGF is also implicated in angiogenesis, e.g., sprouting angiogenesis [53] , [54] resulting in enhanced vascularization, as seen in our GO plots. Exploring the underlying mechanisms in pathogenic angiogenic processes such as excessive sprouting and vessel co-option are promising developments in antiangiogenic therapies for KIRC [55] .
CONCLUSION
In this paper, we presented a novel method for predicting miRNA targets using sequence data from CLIP-seq experiments. Our proposed method, Avishkar, achieved a TPR of 76 percent at a FPR of 20 percent, for predicting non-canonical target sites in humans, and significantly out-performed stateof-the-art methods for miRNA target prediction. Avishkar is built on top of Apache Spark and provides many convenient APIs for doing interactive feature generation, training, and prediction, on a cluster. Although, in this work, we trained our method using ground-truth data, computed from CLIPseq data, our method is not limited to this specific data set. An unfortunate consequence of using CLIP-seq data, where the true identity of an miRNA involved in an immunoprecipitated region was unknown, was that we had to restrict ourselves to the ten most highly expressed miRNA families to generate the ground-truth of miRNA-mRNA interactions. However, with high-confidence miRNA-mRNA interaction data, from recent methods like CLASH, this shortcoming can be effectively eliminated. Further, in this work, we validated the results from our sequence-based prediction method using TCGA expression data. We demonstrated considerable agreement between the predictions obtained from Avishkar and Elastic Net, the latter trained on expression data. Finally, we showed that the set of top 1 percent of most highly regulated mRNAs varied significantly between the four cancer types, namely, LAML, BRCA, KIRC, and HNSC. A promising direction for future work would be to incorporate features extracted from expression-profiling data in our sequencebased prediction algorithm, Avishkar, to further improve the performance of our model. We conclude with the hope that Avishkar would serve as a useful open-source tool for the community toward furthering our understanding of miRNAmediated gene expression. In addition, with recent attempts to use federated infrastructures [56] , [57] , [58] and domainspeciifc libraries for large-scale computational genomics applications [59] , our feature engineering techniques can serve to optimize the building blocks for both miRNA target prediction algorithms and attempts to enhance the precision of CRISPR-Cas genome engineering applications [60] .
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