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[内容简介] 








     This paper reviews the development of Chinese word segmentation (CWS) in the most recent decade, 
2007-2017. Special attention was paid to the deep learning technologies that has already permeated into most 
areas of natural language processing (NLP). The basic view we have arrived at is that compared to traditional 
supervised learning methods, neural network based methods have not shown any superior performance. The 
most critical challenge still lies on balancing of recognition of in-vocabulary (IV) and out-of-vocabulary 
(OOV) words. However, as neural models have potentials to capture the essential linguistic structure of natural 
language, we are optimistic about significant progresses may arrive in the near future. 
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Xue (2003)的首次实现其实尚未充分使用串标注结构学习，而是直接应用了字位分类模型。Ng & Low 
(2004)和Low et al. (2005)才是第一次将严格的串标注学习应用于分词，用的是最大熵（Maximum Entropy，
ME）Markov模型。而Peng et al. (2004)和Tseng et al. (2005)则自然地将标准的串标注学习工具条件随机场
引入分词学习。随后，CRF多个变种构成了深度学习时代之前的标准分词模型。 
表1: Xue (2003)的字位标注示例 
自  然  科  学  /  的   /   研 究   /   不 断   /   深 入 



















words, IV）。Zhang et al. (2006)提出了一种基于子词（subword）的标注学习，基本思路是从训练集中抽
取高频已知词构造子词词典。然而，该方法单独使用效果不佳，需要结合其他模型，其性能才能和已有
方法进行有意义的比较。Zhao & Kit (2007a)大幅度改进了这个策略，通过在训练集上迭代最大匹配分词
的方法，找到最优的子词（子串）词典，使用单一的子串标注学习即可获得最佳性能。 
基于子串的直接标注模型事实上过强地应用了已知词信息，因为所有子串都属于已知词，并且在模




全部五项分词封闭测试的第一名(Zhao & Kit, 2008b)。当子串的抽取和统计度量得分计算扩展到训练集之
外，Zhao & Kit (2011)实际上提出了一种扩展性很强的半监督分词方法，实验也验证了其有效性。 









而Zhao et al. (2006a)及其后续工作则仅用3字窗口；对于词，则多采取3词的滑动窗口。然而，字位标注
并非直接的切分点学习，从后者（切分点）到前者（字位标注系统）有着多种方案，而一旦字位标注发
生改变，相应的优化n-gram特征集显然会发生改变。这一现象的发现及其完整的经验研究，发表在Zhao 
et al. (2006b)和Zhao et al. (2010a)中。表2和表3分别列出了之前的标注集和Zhao et al. (2010a)考察过的完




Low et al. (2005) 
Xue (2003) 
3-标签集 
Zhang et al. (2006) 
2-标签集 
Peng et al. (2004) 
Tseng et al. (2005) 
词中字位 标签 词中字位 标签 词中字位 标签 
开始 B (LL) 开始 B 开始 Start 
中间 M (MM) 中间 
或结束 
I 非开始 NoStart 
结束 E (RR) 




标签集 标签 词中的字标注示例 
2-tag B, E B, BE, BEE, … 
3-tag/a B, E, S S, BE, BEE, … 
3-tag/b B, M, E B, BE, BME, BMME, … 
4-tag B, M, E, S S, BE, BME, BMME, … 
5-tag B, B2, M, E, S S, BE, BB2E, BB2ME, BB2MME,… 











Collobert et al. (2011)提出使用神经网络解决自然语言处理问题，尤其是序列标注类问题的一般框架，










图 1: Zheng et al. (2013) (左)和Pei et al. (2014) (右)的模型框架。 
2014年，Pei et al. (2014)对Zheng et al. (2013)的模型做了重要改进，引入了标签向量来更精细地刻画
标签之间的转移关系，其改进程度类似于Low et al. (2005)首次引入Markov特征到Ng & Low (2004)的最









同年，Chen et al. (2015b）针对滑动窗口的局部性，提出用长短期记忆神经网络（Long Short-Term 
Memory Neural Networks, LSTM）来捕捉长距离依赖，部分克服了过往的序列标注方法只能从固定大小
的滑动窗口抽取特征的不足。Xu & Sun（2016）将GRNN和LSTM联合起来使用。该工作可以看作是结








结构分解 传统模型 神经模型 
分类模型 Xue (2003)  
Markov模型 Ng and Low (2004); Low et al. (2005) Zheng et al. (2013) 
Pei et al. (2014) 
标准串学习建模 CRF: Peng et al. (2004) 
semi-CRF: Andrew (2006); Sun et al. (2009) 
LSTM: Chen et al. (2015b) 
Liu et al. (2016) 
全局模型 Zhang and Clark (2007) Cai and Zhao (2016) 
Cai et al. (2017) 
  
与传统方法中基于字的序列标注方案几乎一统江湖的局面不同，神经网络有相对更灵活的结构化









图2: Ma & Hinrichs (2015) (左)和Liu et al. (2016) (右)的模型框图 
 
Zhang et al. (2016)提出了一种基于转移的模型用于分词，并将传统的特征模版和神经网络自动提取的
特征结合起来，在神经网络自动提取的特征和传统的离散特征的融合方法做了尝试。结果表明，通过组
合这两种特征，分词精度可以得到进一步提升。  







Cai & Zhao(2016) 彻底放弃滑动窗口，提出对分词句子直接建模的方法，以捕捉分词的全部历史信













图 3: Cai & Zhao (2016)的模型框图 
 
表5：不同模型的特征模板范围，其中i/j皆指当前打分的字或词 
模型类别 字特征 词特征 标签 
基于字的 Zheng et al. (2013), … ci-2, ci-1, ci, ci+1, ci+2 - ti-1ti 
Chen et al. (2015b) c0, c1, …ci, ci+1, ci+2 - ti-1ti 
基于词的 Zhang and Clark (2007), … c in wj-1, wj, wj+1 wj-1, wj, wj+1 - 












可见，Cai et al. (2017)首次使神经模型方法在性能与效率上同时取得了和传统方法相当的成绩。  
   
 
表4: Cai & Zhao (2016) (左)和Cai et al. (2017) (右)的组合门网络模块  
4 封闭及开放测试 

























表6: SIGHAN Bakeoff-2005评估语料上的不同分词方法性能比较(F1值) 
 封闭测试 开放测试 
PKU MSR CityU AS PKU MSR CityU AS 
Tseng et al.(2005) 95.0 96.4 95.2 94.7     
Zhang & Clark (2007) 94.5 97.2 94.6 94.7     
Zhao & Kit (2008b) 95.4 97.6 96.1 96.5     
Sun et al. (2009) 95.2 97.3 94.6 95.7     
Zhao et al.(2010a) - - - - - 98.3 97.8 96.1 
Sun et al.(2012) 95.4 97.4 94.8 -     
Zhang et al.(2013) - - - -  96.1 97.4  
Zheng et al.(2013)** 92.4 92.8 - - 93.3 93.9   
Pei et.al (2014) 93.5 94.0 - - 94.4 94.9   
Chen et.al (2015a) 94.4* 95.1* - - (96.4) (97.6)   
Chen et al.(2015b) 94.3* 95.0* - - (96.5) (97.4)   
Ma and Hinrichs (2015) 95.1 96.6 - -     
Cai and Zhao (2016) 95.2 96.4 - - 96.5 96.5   
Xu and Sun (2016)   - - (96.1) (96.3)   
Zhang et al. (2016) 95.1† 97.0† - - 95.7 97.7   
Liu et al. (2016) 93.9† 95.2† - - 95.7† 97.6   
Yang et al.(2017)     96.2 97.3 96.7 95.4 
Cai et al. (2017) 95.4 97.0 95.4 95.2     
说明：表格上部展示的是传统方法，下部是深度学习方法。标有双星号(**)的是来自Pei et al. (2014)























Zhao and Kit (2008b) - 95.4 - - - 97.6 - - 
Chen et al. (2015a) 94.5* 94.4* 50 105 95.4* 95.1* 100 120 
Chen et al. (2015b) 94.8* 94.3* 58 105 95.6* 95.0* 117 120 
Ma and Hinrichs (2015) - 95.1 1.5 24 - 96.6 3 28 
Zhang et al. (2016) 95.1 - 6 110 97 - 13 125 
Liu et al (2016) 93.91 - - - 95.21 - - - 
Cai and Zhao (2016) 95.5 95.2 48 95 96.5 96.4 96 105 
Cai et al. (2017) 95.8 95.4 3 25 97.1 97.0 6 30 
 
说明标有星号(*)的数据来自Cai and Zhao (2016)再运行的结果。此表列出的是Zhang et al. (2016)与
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