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Introduction
This paper treats degenerate parabolic equations of second order where Vu is the (spatial) gradiant of u. Here VM/|VW| is a unit normal to a level surface of u, so div(Vw/|Vw|) is its mean curvature unless Vu vanishes on the surface. Since u t /\Vu\ is a normal velocity of the level surface, (1.3) implies that a level surface of solution u of (1.3) moves by its mean curvature unless Vu vanishes on the surface. We thus call (1.3) the mean curvature flow equation in this paper. The motion of a closed (hyper)surface in R n by its mean curvature has been studied by many authors [1] , [3] , [4] , [8] , [10] , [12] , [14] , [15] . Such a motion is also important in the singular perturbation theory related to phase transition phenomena (see [13] , [23] and references therein). However, so far whole unique evolution families of surfaces were only constructed under geometric restrictions on initial surfaces such as convexity [10] , [14] , except n = 2 [3] , [12] . When n = 2, M. Grayson [12] has shown that any embedded curve moved by its curvature never becomes singular unless it shrinks to a point. However, when n > 3 even embedded surfaces may develop singularities before it shrinks to a point. A barbell with a long, thin handle actually becomes singular in the middle in short time.
Our goal is to construct whole unique evolution families of surfaces even after the time when there appear singularities. Contrary to other authors (except [4] ) we avoid parametrization and rather understand surfaces as level sets of solutions u of (1.3). We first study the initial value problem for a geometric, degenerate parabolic equation (1.1) with ( 
1.4) u(0,x) = a(x)eC a (R n )
for some constant α, where C a (A) is the set of continuous functions a in A such that a -a is compactly supported in A. Recently P. L. Lions [22] introduced a class of weak solutions for degenerate elliptic equations of second order so that a comparison principle holds. Such solutions are called viscosity solutions, and a general theory is established by R. Jensen [19] and H. Ishii [17] (see also [6] for simplification). For a large class of geometric, degenerate parabolic equations including (1.3) we construct a unique global viscosity solution u a in C Q ([0,Γ]xE w ) of (1.1) and (1.4) for every T > 0. Since our F(p, X) is singular at p = 0, as is observed in (1.3), even uniqueness of viscosity solutions does not follow directly from results in [17] , [19] . We are forced to extend their theory to our situation. Existence of viscosity solutions is based on Perron's method discussed in [16] , [17] . We construct viscosity sub-and supersolutions of (1.1) and (1.4) and obtain the viscosity solution u a .
We now turn to the study of level surfaces of a viscosity solution u a of (1.1) and (1.4) . Let Γ(ί) be the y-level surface of u a {t, •) and let D{t) be the set of x e R n such that u a {t,x) > γ, where γ > a. We call u a (t, •) a defining function of (Γ (ή, D(ή) . When (1.1) is geometric and degenerate parabolic, using (1.2) we show that if u is a viscosity sub-(super)solution of (1.1), so is θ(u) provided that θ is continuous and nondecreasing. This is proved in §5 and the proof depends on Jensen's lemma on semiconvex functions [19] . By this property of (1.1) we prove that the family (Γ(ί), D(ή) (t > 0) is uniquely determined by (Γ(0), D(0)) and is independent of a choice of the defining functions a of (Γ(0), D(0)). (0)) is a compact set containing the boundary dD(0), then, evidently, there is a defining function a e C a (R n ) of (Γ(0), D(0)). Existence of a viscosity solution u a of (1.1) and (1.4) now yields a unique global solution family (Γ(t), D(t)) (t > 0) of (1.1) for a given initial data (Γ(0), D(0)). In particular for the mean curvature flow equation (1.3) we construct a whole unique evolution family Γ(t) moved by its mean curvature. Since Γ(t) may not be regular, here its mean curvature is interpreted in some weak sense. By our comparison it is also proved that (Γ(ί), D(ή) becomes empty in finite time provided that it is a solution family of (1.3) when n > 2. This extends a result of G. Huisken [14] because no geometric assumption of Γ(0) is required in our approach. In [14] Huisken proved that Γ(t) becomes extinct in finite time provided that Γ(0) is a uniformly convex C 2 surface in R n (n > 3) for n = 2, see [10] . We also note that we need no regularity of Γ(0). In [4] K. A. Brakke tried to construct a global evolution family T(t) moved by its mean curvature by using geometric measure theory. However, his varifold solution is too weak to be regarded as an evolution of subsets in R n , and his solution may not be unique.
We call this evolution family (Γ(ί), D(ή) (t >
Our analysis works for a large class of geometric, degenerate parabolic equations (1.1) other than the mean curvature flow equation (1.3). Important examples generalizing (1.3) are
and its anisotropic version (cf. [13] )
where H e C 2 (R n \{0}) is convex, positively homogeneous of degree one and β is continuous on a unit sphere in R n . In (1.5) one observes that the motion of T{t) by constant speed v is also considered as well as by the mean curvature. When n = 2, a global evolution family of curves Γ(t) (even not embedded) moved by (1.6) with β = 0 is essentially constructed in [3] by a completely different method-parametrization of Γ(t). In [3] strict convexity of H is also assumed. As is described in later sections our analysis works even when F depends on t. However, the case where F depends on x is not studied in the present paper.
This paper is organized as follows. §2 begins with the definition of viscosity sub-and supersolutions and treats its basic properties. Most of the results in this section are more or less known to specialists. However, the proof in our context is not explicitly written in the literature, and ideas of the proof are scattered in various literature, so we include the proof both for completeness and for the reader's convenience. In §3 we state a parabolic version of Ishii's lemma [17] , [18] , which is a key to establishing the comparison principle for viscosity solutions. Our results extend Proposition IV. 1 in [18] . §4 establishes comparison results on viscosity sub-and supersolutions of degenerate parabolic equations, including (1.1) in a bounded domain even when F = F(p, X) may not be continuous at p = 0. This extends the comparison results in [17] , [18] , where F is assumed to be continuous. §5 begins with the definition of geometric equations, and there we show that geometric, degenerate elliptic equations are invariant under an (orientation-preserving) change of a dependent variable in the viscosity sense, as is mentioned in the fourth paragraph of the Introduction. We use approximation and Jensen's lemma in [19] on semiconvex functions to show this fact. In § §6 and 7 we consider the initial-value problem of the geometric, degenerate parabolic equation (1.1) with (1.4). §6 establishes the unique global existence of viscosity solutions for a large class of (1.1) by Perron's method. Using results in §6, we construct a solution family (Γ(ή, D(ή) of (1.1) for an arbitrary initial data (Γ(0), D(0)). The main body of this paper consists of § §4-7 preceded by preliminary § §2 and 3. This paper is written so that no previous knowledge of viscosity solutions in [16] , [17] , [18] , [19] , [22] , [24] is required. The results in this paper have been announced in [5] . After this work was completed, we were informed of a recent work of L. C. Evans and J. Spruck [9] closely related to ours. They also proved the existence of a unique viscosity solution and studied various properties of the level surfaces Γ(/) of the solution, but only for the mean curvature flow equation (1.3) . They showed that Γ(t) is determined only by Γ(0), which is not expected for general geometric equations having first-order terms such as (1.5) with v φ 0. We also learned of works of S. Osher and J. A. Sethian [25] and Sethian [26] giving numerical algorithms for evolutions of surfaces with curvature-dependent speed. Their viewpoint of an evolution of surfaces is the same as ours. They regarded them as level surfaces of solutions of parabolic equations of second order.
We are grateful to Professor Hitoshi Ishii and Professor Robert Kohn for informing us of several recent works related to ours. We are also grateful to Professor L. Craig Evans for sending us his latest manuscript with J. Spruck [9] before its publication.
Basic properties of viscosity solutions
We recall the definition of a viscosity solution and collect some of its properties here. This section is almost paralleled to §2 in [17] , although the situation is slightly different.
For a sequence of functions 
AC-• OO fC
of h to Γ and is denoted by h^. It is easy to see
The wpp^r semicontinuous (u.s.c.) relaxation of Λ to L is defined by A* = -(-Λ)* The concept of Γ~-limit and the relaxations was introduced by E. De Giorgi [11] and it is important, for example in the calculus of variation. When u has the second differential at y e A it is easy to see that
if u is a viscosity subsolution. A similar result holds for a viscosity supersolution. A function u = u(y) is called a viscosity solution of (2.1) if it is both a viscosity sub-and supersolution of (2.1). Our definition has a meaning for a wider class of E than in [7] , [17] , since we do not assume W = J(A) here. We often suppress the word "viscosity", except in statements of theorems, since all solutions in this paper are considered in the viscosity sense.
In what follows we always assume that A is locally compact. We give below three basic properties of subsolutions. [17] . Existence of the solution (Proposition 2.3) is proved by Perron's method as in [16] . Although the proof is actually written for first order equations in [16] , it still works in our situation with minor modifications. However, we give proofs both of Propositions 2.2 and 2.3 for the reader's convenience and for completeness because the proof for second order equations is not explicitly written in the literature.
We also give the proof of Proposition 2.4. The stability is often proved under stringent assumptions that E k , E: J(A) -• R are continuous and that E k -> E uniformly on every compact subset of J(A) (cf. [22] ).
Proof of Proposition 2.2. First, we choose a function φ € C 2 (A) and a point y e A such that
and then fix φ and y. Here we can assume (u* -φ)(y) = 0 without loss of generality, since the function φ(y) can be replaced by φ(y) + (w* -<£) (7) . Putting ^(y) = φ(y) + \y -y\ 4 , we see that u -ψ attains its strict maximum in A at y. Then Since A is locally compact, there is a compact neighborhood of y which we denote by B . Because the function {v* k -φ)(x) is u.s.c. and has an upper bound, it attains its maximum in B at a point y k € B. We thus conclude
This implies y k -• y (k -• oo). Indeed, if not, we would have
which is a contradiction. Since v k is a subsolution we see
Since E^ is l. We may assume here (2.4) {v^φ){y) >\y-y\ 4 for ye A, because the function φ can be modified as φ + \y -y\ 4 if necessary. Evidently, we have υ m < g^ in A. We now obtain v φ (y) = φ(y) < g^(y), since, otherwise, it would contradict the fact that g is a supersolution of (2.1). Considering that E* is u.s.c. and φ e C 2 {A), for sufficiently small δ > 0 we have We now define w(y) by
It follows from (2.7) that
According to Proposition 2.2, w is a subsolution of (2.1) over the whole of A and, thus, w e S since (2.6) holds. However, we have 0 = K " Φ)G0 = lim inf{(ι; " 0)00', y e A and\y-y\ < t}.
This implies that there is a point zefi^ such that υ(z) -φ(z) < δ A /2, which yields v(z) < w(z).
Proof of Proposition 2.3. We appeal to Perron's method. As in Lemma 2.5, we set S = {v v is a subsolution of (2.1) and v < g} . Since f e S, we see 5^0. We define By Proposition 2.2, u is a subsolution of (2.1), so u e S since u < g. Suppose that u were not a supersolution of (2.1). Then by Lemma 2.5 there would exist w e S such that u(z) < w(z) for some z eA. This is contrary to the definition of u. We thus conclude that u is a solution of (2.1) and f<u<g.
Proof of Proposition 2.4. Let φ e C 2 (A) and y e A satisfy
Since A is locally compact and u\ < oc, there is a compact neighborhood B of y on which u k is bounded from above. Since u\ is u.s.c, one finds y k e B (k = 1, 2, ) such that
Here, we may assume
Since lim*,
where z = (y, 5, β, 7) and z = (y, w* (7), Dφ(y), D 2 0(y)). Since ιĉ onverges to w uniformly on B, for each ε > 0 we see \z ι -Ί\ < ε with z ι = (y ι , u*(y t ), Dφ(y ι ), D 1 φ(y ι )) for sufficiently large /. Hence, the right-hand side of (2.8) is dominated by
so we obtain the desired inequality
E,<y 9 u*(y) 9 Dφ<y),D 2 φ(y))<0
which shows that u is a subsolution of (2.1), once we prove
Since w fc is a subsolution of
, we have indeed (2.9) so the proof is now complete.
Ishii's lemma on evolution equations
We are concerned with a special form of (2.1) called the evolution equation,
where V stands for spatial derivatives. Our goal in this section is to prove a key lemma for our comparison theorem for (3.1) in §4. A similar result is first proved by Ishii [17] for (2.1) of nonevolution type. We state our main lemma. Lemma 3.1. Let Ω be a domain in R n and T > 0. Let u be a locally bounded upper semicontinuous (u.s.c.) subsolution of
and let v be a locally bounded lower semicontinuous (l.s.c.) supersolution 
Then there are X, Y e S nxn such that
where I is the identity matrix. We first prove a weaker version of Lemma 3.1 which is essentially Proposition IV. 1 of [18] . Proposition 3.2. Suppose that u, υ , F, and G are as in Lemma 3.1.
If the maximum point (i,x,y)
is in int U τ = (0, Γ) x U, then the conclusion of Lemma 3.1 holds.
The idea of proof is given in [18] . However the proof is not explicitly stated. We give it here for completeness and the reader's convenience. The crucial tool is Jensen's lemma on semiconvex functions. To prove Proposition 3.2 we approximate u and v by its sup and inf convolutions as in [18] , [20] . We recall properties of these convolutions.
Lemma 3.5 [21] . 
resp.). Lemma 3.6 [18] , [20] . 
is bounded from above uniformly in ε and k, by compactness (see Lemma 5.3 in [17] ) (3.5a) implies that there is an increasing sequence {£.}, a decreasing sequence {e.} , and X, Y e S nxn such that X. = X*.
We observe that |7 -j^| < |7 -f k \ + A 0 Vβ -^0 as ε|0, A: -• oo and
Since F is l.s.c. and r »-• F(ί, x, r, p, X) is nondecreasing, we now have
We now conclude from (3.5a) and (3.5b) that and^(
7, x, y) + F(7, x, w(7, x), V^(7, x, y), X) -G(7, y, v(7,50, -V/(7, x, y), -7) < 0, which is the same as (3.4a) and (3.4b). Remark 3.7. In Lemmas 3.1 and 3.6 the assumption that r »-> F(t, x, r, p, X) is nondecreasing is for simplicity only. Assertions in both Lemmas 3.1 and 3.6 hold without this assumption.
Proof of Lemma 3.1. Again we may assume that
attains its strict maximum over U τ at (7,3c, y).. By Proposition 3.2 we may assume 7 = T. We first construct a "barrier" near T. Since Φ is u. 
Parabolic comparison theorem
We consider an evolution equation holds where F is defined. Our goal in this section is to show a comparison theorem on viscosity solutions of (4.1) in a bounded domain, even if F(t 9 r 9 p 9 X) may not be continuous at p = 0. A comparison theorem on viscosity solutions was first proved by P. L. Lions [22] for some special degenerate elliptic equations. Later his results were extended in [19] , [17] for general degenerate elliptic equations E(u(y), Du{y), D 2 u{y)) = 0, where E is assumed to be continuous in its variables (see also [6] , [20] ). A parabolic comparison theorem is also discussed in [24] , [18] , where F = F{t 9 r, p, X) is still assumed to be continuous in p .
Let Ω be a bounded domain in R n and T > 0. We assume that F satisfies 
Proof We divide the proof into several cases depending on x and y. We first discuss the case JC φy. We discuss Case 2a. We set
/(ιj) = sup{w(t η ,x,y)-(t-t η )
2 ;x,yeΩ,x-y = η}.
By (4.7) we have w(t, x, y) -(1 -tf < φ(x -y -η) + w(t η , x η , y η ) -(7 -t η f -φ(0)
for all x, y e Ω with \x-y\<κ, t e (0, T]. This, in particular, yields
f(ξ)<Φ(ξ-η)
by taking x -y = ξ and t = t ζ . From (4.4b) it now follows that -φ(ξ -η) + 0(0) < /({) -f(η) < φ(ξ -η)-0(0) which together with (4.4c) implies that / is differentiate in η, \η\ < K , and that V/ identically equals zero. Hence, f(η) is a constant for \η\ < K . This implies
(4.8) sup {w{t• ,x 9 y)-(i-t ) 2 } •• \x-y\<κ x6Ω
We shall show that by taking x -y = η in (4.7). Applying (4.8) and (4.10) to (4.11) yields sup {w(t,x 9 y) -(t-t) 2 } < w(t 9 x 9 x).
\x-y\<κ,te(0,Ί]
The converse inequality is trivial, so we now obtain (4.9). By (4.9) we now apply Lemma 3.1 with φ = (i -t) 2 There is a convergent subsequence (still denoted {(ί z , x 9 y^}) in Q τ . 
Since the maximum of Φ o is not attained for t < 1, its limit is expressed as (Ί,^,f) e Q τ by (4.5b). The limit (7, J, f) is a maximum point of

i-KX) /-» oo '
ι By (4.4d) it follows from (4.14) that
u(Ί, x)-v(t, x) < 0.
It remains to prove (4.15) to complete the proof of Case 2. The idea is similar to the proof of (3.7). Suppose that (4.15) 3) . By the definition of sub-(super-resp.) solution and the boundedness of Ω Γ , replacing u (υ resp.) by
{max{u(t, x), -M)γ ({min{v(t, x), M)}^ resp.)
for sufficiently large M we may assume that u (v resp.) is bounded u.s.c. 
We set w(t, x,y) = u(t, x) -υ(t, y)
and want to prove w < ψ on Q τ , which obviously ensures our assertion. To do this, we suppose that sup Q (w -ψ) > 0, and then get a contradiction. Set
x,y) = u(t, x)-v ε (t,y)
where u ε (v ε resp.) is the sup (inf resp.) convolution in x (y resp.). We know that 
»&
Since u ε (v e resp.) is a sub-(super-resp.) solution of (4. 
which is a contradiction. Therefore, supg (w -φ) <0, i.e.,
iι(ί, x) -v(t, y) < a λ (\x -y\ 2 + δ)
ι/2 + 6 A on β Γ .
Letting 5-^0 and taking the infimum for λ e A, we find u(t, x) -v(t, y) < m(\x -y\)
on Q τ holds. We now conclude that u < v on Ω Γ and this completes the proof, q.e.d. As in [17] , Theorem 4.1 yields uniqueness and existence of solutions by Perron's method. Proof By Proposition 2.3 there is a viscosity solution u of (4.1) in Ω τ satisfying f <u < g on Ω Γ . Assumption / % = g* on d p Ω τ implies w* < w + on d p Ω τ , which leads to u* < u^ on Ω Γ by Theorem 4.1. Hence, we have u = i^ , i.e., u e C(Ω T ).
Remark 4.6. Our method also yields a comparison theorem for elliptic equations u + F(u, Vu, V 2 u) = 0. In fact Theorem 3.1 in [17] can be extended even when F is not continuous at p = 0 provided (4.2d) holds.
Geometric parabolic equations
In this section we prove that geometric, degenerate parabolic equations are invariant under an (orientation-preserving) change of a dependent variable even in the viscosity sense. Our main tools are an approximation of solutions by sup (inf) convolution in Lemma 3.5, Jensen's lemma (Lemmas 3.3 and 3.4), and stability (Proposition 2.4). We begin by discussing geometric equations of nonevolution type. The following is our main result for geometric, degenerate elliptic equations in this section. 
If E is degenerate elliptic and E = 0 is geometric, then θ(u) is a viscosity sub-{super-resp.) solution whenever Θ:R -• R is a continuous nondecreasing function.
We first prove Theorem 5.2 assuming more regularity on θ and u so that Jensen's lemma is applicable.
Lemma 5.3. Let A, W, u, and E be as in Theorem 5.2. Suppose that A is bounded and that u is semiconvex {concave resp.) in A andLipschitz continuous on A. If θ is an increasing function in C 2 (R) with θ' > 0, then θ{u) is a sub-{super-resp.) solution of {5.2).
Proof. We only prove the case where u is a subsolution since the other case can be proved similarly. Since u is semiconvex in A and Lipschitz continuous on a compact set A, we see
(in the sense of distribution) with some C independent of y, where 
since E^ = 0 is geometric in /(^4), and (5.5) implies
with 0 / (w(^))>O. (5.6) yields
since u is a subsolution of (5.2) and the right-hand side of (5.6) is nonpositive; notice that u(y) has second differential at y = y k by (5.5) since θ e C 2 (R) with θ f > 0 implies that the inverse θ~ι e C 2 (R). By (5.4) we have
Since ^ is degenerate elliptic, (5.7) gives
Since E^ is l.s.c, letting k -> oo in (5.8) and noting (5.3), we obtain which shows that θ ou-θ(u) is a subsolution of (5.2) in A. q.e.d. We need to approximate θ e C(R) by C 2 functions.
Lemma 5.4. Suppose that Θ:R -> R is a continuous nondecreasing function. Then there is a sequence {θ
Proof 1 °. We approximate θ by nondecreasing piecewise linear functions. For an integer j and positive integer k we set Since θ is a continuous nondecreasing function, we see the sequence {tff^-oo in R = R u {±00} has no accumulation points in R and a { j k) < af+ x (unless both are infinite with the same sign). We now define a continuous nondecreasing piecewise linear function θ k such that it is linear except at a^ and agrees with θ at a^ e R. It is easy to see that θ k -• θ uniformly in R as k -> 00.
2 °. We approximate a nondecreasing piecewise linear function θ k by a nondecreasing C 2 function. This is easy because all we need is to mollify θ k near nondifferentiable points a^ . We still denote C 2 approximation of^byθ,.
3 °. We approximate the nondecreasing C function θ k by a C function whose derivative is always positive. Let β € C 2 (R) be a bounded C 2 function with β f > 0. If we set then this 0^ converges to θ uniformly in R as k -• 00. Since 0^ is a C 2 increasing function with 0^ > 0, this completes the proof. Proof of Theorem 5.2. We may assume that A is bounded and u is bounded in A since our problem is local. Let u ε be the sup convolution of u* in Lemma 3.5. By Lemmas 3.5 and 3.6 we see u ε is semiconvex in A and Lipschitz continuous on H, and is a subsolution of
is also a subsolution of (5.9). Since the convergence u ε I u* is monotone and u* is u.s.c, applying Dini's theorem we see u ε converges to u uniformly in A. This implies that θ k (u ε ) converges to θ(u*) uniformly in A. We now apply the stability Proposition 2.4 and conclude that θ(u*) is a subsolution of (5.2) since lim* eiO l? e > E # . Since θ{uγ = θ(u*), it follows that θ(u) is a subsolution of (5.2). q.e.d.
We now give a version of Theorem 5.2 for a parabolic equation The proof is straightforward from the definitions and is thus omitted. Proof. The proof is similar to that of Lemma 3.1 (admitting Proposition 3.2). We may assume that u -φ attains its maximum over Ω Γ at (Γ, 3c), ΪGΩ, where φ e C 2 (Ω Γ ). As in the proof of Lemma 3.1 we shift φ by φ a , and find a sequence (t a , x a ) e intΩ Γ such that u -φ a attains its maximum at (t a , x a ) and that (t a , x a ) -• (T, x) . Since u is a subsolution of (5.10) in intΩ Γ , passing to the limit in
Remark 5.8. In [24, Proposition 2.2] there is a proof of Lemma 5.7. Our proof is different from that in [24] .
We conclude this section by listing examples of geometric, degenerate parabolic equations. We shall suppress the word "degenerate" (because all geometric equations are degenerate). 
F(p,X) = -tmce(A(p)(I-P®p)X) -β(p)\P\
and n x n matrix As in Example 5.9 we easily observe that F is geometric. The anisotropic version of (5.12) is important in studying anisotropic phase transition phenomena such as crystal growth. We refer to [13] for its background.
Existence and uniqueness of solutions
In this section, as applications of results in §4 we construct a unique continuous viscosity solution of the initial value problem for a geometric parabolic equation
for a e C a (R n ), i.e., a -a is continuous with compact support in R n , where a e R. We also establish a comparison theorem as well as uniqueness of solutions. Since R^ is unbounded, we shall reduce our problem to the case where the domain is bounded by using "barriers" so that the results in §4 are applicable. To show the existence of solutions we construct suband supersolutions of the initial value problem (6.1)- (6.2) . This leads to the existence of solutions of (6.1)-(6.2) by Perron's method as in Theorem 4.5.
We begin by constructing sub-and supersolutions of (6.1) . In what follows we shall always assume that F = F(t ,x,p 9 X) is continuous and degenerate elliptic in (0J]xi"x (R"\{0}) Then vΓ (w + resp.) is a C 2 sub-(super-resp.) solution of" (6.1) in RxR".
Proof. We only show that u~ is a subsolution of (6.1) when (6.3_) holds, since the proof for u + is parallel. By definition (6.4), u = u~ e C 2 (IxR"). Since F^ is geometric and Moreover, w ± is a solution of (5.12) with v = 0. Lemma 6.3. Suppose that F is geometric and that (6.3_) ((6.3 + ) resp.) Proof By a translation of the variable x, Lemma 6.1 implies that u~{t, x-ξ) is a subsolution of (6.1). Since F is geometric, by Theorem 5.6
is again a subsolution of (6.1). The proof for U^h is parallel so is omitted. Proof. We construct only a subsolution v~ of (6.1)-(6.2) by using U^h since a supersolution v + of (6.1)-(6.2) is constructed parallelly from U^h .
Since u~{t, x) is decreasing in |x| and t, for each ξ e R n the continuity of a guarantees that there is a continuous nondecreasing function h = h ξ :R-+R with h{0) = a{ξ) such that U~h{t, x) < a{x) for t > 0. Since Uξ h is a subsolution of (6.1) in RxR", by Proposition 2.2 the function
is again a subsolution of (6.1) in [0, oc) x R n . Since hΛQi) = a{ξ) and {7^(0, x) < a{x) with h = h ξ , we observe that ^"(0, x) = a{x) so vs atisfies (6.2). The continuity of U^h implies that υ~ is l.s.c.
We next introduce "barriers" to handle the unbounded domain R n . Lemma 6.5. For ω > 0 we set Proof We may assume a = 0 < β . For ψ ± in (6.5) we set
where ω>v ± and R > 0. We take R large enough so that f R < a(x) < b(x) < g R holds at ί = 0. By Lemma 6.5, ψ~ and ψ* are, respectively, sub-and supersolutions of (6.1) inR^. Since F is geometric and the functions This in particular deduces the uniqueness of u a for a given a e C a (R n 
2). Proof
We may assume α = 0. Since (6.3 ± ) implies (6.6 ± ) by Proposition 6.6, f R and g R in (6.8) with β = 0 are, respectively, sub-and supersolution of (6.1) in R^. We take R large so that f R < a(x) < g R at t = 0. Let v ± be sub-and supersolutions of (6.1)-(6.2) constructed in Proposition 6.4, and set
Then, by Proposition 2.2, / and g are, respectively, sub-and supersolutions of (6. n ). Remark 6.9. Condition (6.7) follows from (6.6 ± ) if (t,X) F (t, p 9 X) is equicontinuous for small p . In particular, if F(t, p, X) is of degree one in X and independent of t as in Example 6.2, all assumptions on F in Theorems 6.7 and 6.8 are fulfilled provided that F is geometric and degenerate elliptic. We thus observe that our Theorems 6.7 and 6.8 are applicable to equations in Examples 5.9 and 5.10. In [5] Theorem 6.7 and a weaker version of Theorem 6.8 are stated.
Evolution of level surfaces
We now study the y-level set T(t) of the solution u a of (6.1)-(6.2) in Theorems 6.7 and 6.8. Our goal is to show that the y-level set (7.1) and the open set surrounded by Γ(t), 3) we construct a whole unique evolution family Γ(ί) moved by its mean curvature. Since Γ(ί) may be singular, the mean curvature here is understood in some weak sense. By the comparison Theorem 4.1 we shall also show that Γ(t) becomes extinct in finite time provided that n > 2. This extends a result of Huisken [14] where he proved this fact when Γ(0) is a uniformly convex C 2 hypersurface in R n (n > 3) (see [10] for n = 2).
Theorem 7.1 (Uniqueness). Suppose that F and u a are as in Theorem 6.7 with a e C a (R n ). Let T{t) and D(t) be defined by (7.1)-(7.2). If γ > a, then the evolution family (T(t), D(ή) for t>0 is uniquely determined by (Γ(0), D{0)) and is independent of a, a, and γ. We call (Γ(ί), D(t))
a solution family 0/(6.1) with initial data (Γ(0), Z)(0)).
To prove Theorem 7.1 we prepare an elementary lemma on the comparison of continuous functions. This implies (7.5) which completes the proof. By Theorem 6.8 there is a unique solution u a of (6.1)-(6.2). We now find a solution family (Γ(ί), D{t)) of (6.1) defined by (7.1)-(7.2) with γ = 0. Its uniqueness follows from Theorem 7.1. h(g(0, x) ), where h(τ) = max(τ + M 9 a). Since h is continuous and nondecreasing, applying Theorem 5.6 we observe that h (g(t,x) ) is a supersolution of (6.1) in R^ for every T > 0. Since u a e C Q ([0, T] x R π ), definition (7.8) implies that both w Λ -a and λ(g) -α are supported in [0, T] x B(R) for sufficiently large R. We now apply the comparison Theorem 4.1 with Ω = B(R), and find u a < h(g) in R^ for all T > 0. Definition (7.8) shows that h(g) -a = 0 for sufficiently large t, say t>T'.
This implies that w α (;c, ί) < α for t > T f . In particular, Γ(t) and Z)(ί) become empty for t > T'. Proof. By (5.16), assumption (7.9) implies (7.7). We also observe that (7.9) holds for the mean curvature equation when n > 2. Thus applying Corollary 7.4 completes the proof.
