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Abstract
Nagaoka’s theorem on ferromagnetism in the Hubbard model is extended to
the Holstein-Hubbard model. This shows that Nagaoka’s ferromagnetism is stable
even if the electron-phonon interaction is taken into account. We also prove that
Nagaoka’s ferromagnetism is stable under the influence of the quantized radiation
field.
1 Introduction
To build rigorous theory of ferromagnetism is a challenging problem. The Hubbard
model is one of the most fundamental model for ferromagnetic metals. Nagaoka con-
structed a first rigorous example of the ferromagnetism in this model [20]. He proved
that the ground state of the model exhibits ferromagnetism when one electron is fewer
than half-filling and the Coulomb strength U is infinitely large. We remark that Thou-
less also disscused the same mechanism in [27]. Since their discoveries, there have been
several crucial developments [6, 8, 26], however, Nagaoka’s theorem has been a major
milestone in this field. There are several studies concerning Nagaoka’s theorem; a gen-
eralized version of the theorem was given by Tasaki [24]; Shastry et al. studied the
instability of Nagaoka’s ferromagnetic state [23], while Kohno extended the theorem to
the Hubbard ladders with several holes [4]. This theorem still provides attractive field
of studies, see, e.g., [3, 5].
On the one hand, electrons always interact with phonons in actual metals, on the
other hand, ferromagnetism is experimentally observed in various metals and has a
wide range of uses in daily life. Therefore, if Nagaoka’s theorem contains an essence
of real ferromagnetism, Nagaoka’s ferromagnetism should be stable under the influence
of the electron-phonon interaction. The main purpose of this paper is to prove this
stability. In addition, we show that stability holds even if the electrons interact with the
quantized radiation field. To prove these results, we apply operator theoretic correlation
inequalites studied by Miyao in the previous works [9, 10, 11, 12, 13, 15, 16].
We mention some related works. In [6], Lieb gave an example of ferromagnetism in
the Hubbard model at half-filling. Recently, Lieb’s ferromagnetism is shown to be stable
even if the electron-phonon interaction is not so strong [18]. This result is consistent
with our results in the present paper .
The organization of the present paper is as follows. In Section 2, we first review
Nagaoka’s theorem on the Hubbard model. Then we state stability theorems on the
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Holstein-Hubbard model and Hubbard model coupled to the quantized radiation field.
In Sections 3-6, we prove main theorems. In Appendix A, we prove some correlation
inequalties which play an important role in the proofs.
2 Results
2.1 Nagaoka’s theorem revisited
First of all, we review Nagaoka’s theorem in the Hubbard model. The Hamiltonian of
the Hubbard model is
HH =
∑
x,y∈Λ
∑
σ∈{↑,↓}
txyc
∗
xσcyσ + U
∑
x∈Λ
nx↑nx↓ +
∑
x,y∈Λ
x 6=y
Uxynxny. (2.1)
HH acts in theN -electron Hilbert space Eel = ∧N (ℓ2(Λ)⊕ℓ2(Λ)), where ∧nh is the n-fold
anti-symmetric tensor product of ℓ2(Λ)⊕ ℓ2(Λ). c∗xσ and cxσ are the standard fermionic
operators which create and annihilate the electron at site x with spin σ. nxσ = c
∗
xσcxσ
is the electron number operator at site x with spin σ. Moreover, nx = nx↑ + nx↓. txy
is the hopping matrix element. U and Uxy are the local and nonlocal Coulomb matrix
elements, respectively.
In what follows, we assume the following:
(A. 1) {txy} and {Uxy} are real symmetric matricies.
(A. 2) txy ≥ 0 for all x, y ∈ Λ.
(A. 3) N = |Λ| − 1.
We derive an effective Hamiltonian describing the system with U = ∞. Let P be
the Gutzwiller projection given by
P =
∏
x∈Λ
(1l− nx↑nx↓), (2.2)
where 1l denotes the identity operator. P is the orthogonal projection onto the subspace
with no doubly occupied sites.
Theorem 2.1 Assume (A. 1), (A. 2) and (A. 3). We define the effective Hamilto-
nian HH,∞ by HH,∞ = PHU=0H P , where H
U=0
H is the Hamiltonian HH with U = 0. For
all z ∈ C\R, we have
lim
U→∞
(HH − z)−1 = (HH,∞ − z)−1P (2.3)
in the operator norm topology.
Set E := ran(P ), where ran(P ) is the range of P . We denote the restriction of HH,∞
to E by the same symbol.
To state Nagaoka’s thereom, we need some preparations. The set of spin configu-
rations with a single hole is denoted by S:
S =
{
σ = {σx}x∈Λ ∈ {↑, 0, ↓}N
∣∣∣
There exists an x0 such that σx0 = 0 and σx 6= 0 if x 6= x0
}
. (2.4)
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We say that the x0 in (2.4) is the position of the hole, and {σx}x 6=x0 is the spin config-
uration of electrons. For each σ ∈ S, the position of the hole is denoted by x0(σ).
For each σ ∈ S, we denote the number of up spins (resp., down spins) in σ by n↑(σ)
(resp., n↓(σ)), respectively. For each M ∈ {−(|Λ|−1)/2,−(|Λ|−3)/2, . . . , (|Λ|−1)/2},
we set SM = {σ ∈ S |n↑(σ) − n↓(σ) = 2M}.
An element (x,σ) in Λ× SM is called the hole-spin configuration, if x = x0(σ). In
what follows, we denote the set of all hole-spin configurations by CM .
Let (x,σ) ∈ CM . For each y ∈ Λ\{x}, we define a map Syx : CM → CM ∪ {∅} by
Syx(x,σ) = (y,σ
′), (2.5)
where σ′ = {σ′z}z∈Λ ∈ SM is defined by
σ′z =


σy if z = x
0 if z = y
σz otherwise
(2.6)
and Syx(z,σ
′′) = ∅ for all (z,σ′′) ∈ CM with z 6= x.
Definition 2.2 (Connectivity condition) We say that Λ has the connectivity, if the
following condition holds: For every pair of hole-spin configurations (x,σ), (y, τ ) ∈ CM ,
there exist sites x1, . . . , xℓ ∈ Λ with x1 = x, xℓ = y such that
txℓxℓ−1txℓ−1xℓ−2 · · · tx2x1 6= 0 (2.7)
and (
Sxℓxℓ−1 ◦ Sxℓ−1xℓ−2 ◦ · · · ◦ Sx2x1
)
(x,σ) = (y, τ ). ♦ (2.8)
The total spin S is an important quantity in the present paper. The spin operators
are given by
S(3) =
1
2
∑
x∈Λ
(nx↑ − nx↓), S(−) =
∑
x∈Λ
c∗x↓cx↑, S
(+) =
(
S(−)
)∗
. (2.9)
They all commute with the Hamiltonian HH. The total spin operator is defined by(
Stot
)2
=
(
S(3)
)2
+
1
2
S(+)S(−) +
1
2
S(−)S(+) (2.10)
with eigenvalues S(S+1). We are interested in the eigenvalues of
(
Stot
)2
for the ground
states.
The following theorem is due to Tasaki [24].
Theorem 2.3 (Generalized Nagaoka’s theorem) Assume (A. 1), (A. 2) and (A.
3). Assume that Λ satisfies the connectivity condition. Then the ground state of HH,∞
has total spin S = (|Λ| − 1)/2 and is unique apart from the trivial (2S +1)-degeneracy.
Remark 2.4 In [25], the sufficient condition for the connectivity is given. Using the
condition, we know that models with the following (i) and (ii) satisfy the connectivity
condition:
(i) Λ is a triangular, square cubic, fcc, or bcc lattice;
(ii) txy is nonvanishing between nearest neighbor sites.
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2.2 Stability I: The Holstein-Hubbard model
The Hamiltonian of the Holstein-Hubbard model is given by
H =
∑
x,y∈Λ
∑
σ∈{↑,↓}
txyc
∗
xσcyσ + U
∑
x∈Λ
nx↑nx↓ +
∑
x,y∈Λ
x 6=y
Uxynxny
+
∑
x,y∈Λ
gxynx(b
∗
y + by) +
∑
x∈Λ
ωb∗xbx. (2.11)
H acts in the Hilbert space Eel⊗F. Here, F is the bosonic Fock space over ℓ2(Λ) defined
by F = ⊕∞n=0 ⊗ns ℓ2(Λ), where ⊗ns h is the n-fold symmetric tensor product of h. b∗x and
bx are the bosonic creation- and annihilation operators at site x. gxy is the strength of
the electron-phonon interaction. The phonons are assumed to be dispersionless with
energy ω > 0. H is a self-adjoint operator, bounded from below.
We assume the following:
(A. 4) {gxy} is a real symmetric matrix.
Theorem 2.5 Assume (A. 1), (A. 2), (A. 3) and (A. 4). We define the effective
Hamiltonian H∞ by H∞ = PHU=0P , where HU=0 is the Hamiltonian H with U = 0.
For all z ∈ C\R, we have
lim
U→∞
(H − z)−1 = (H∞ − z)−1P (2.12)
in the operator norm topology.
We denote the restriction of H∞ to E⊗ F by the same symbol.
Theorem 2.6 Assume (A. 1), (A. 2), (A. 3) and (A. 4). Assume that Λ satisfies
the connectivity condition. Then the ground state of H∞ has total spin S = (|Λ| − 1)/2
and is unique apart from the trivial (2S + 1)-degeneracy.
2.3 Stability II: The Hubbard model coupled to the quantized radia-
tion field
We consider an N -electron system coupled to the quantized radiation field. Suppose
that the lattice Λ is embedded into the region V = [−L/2, L/2]3 ⊂ R3 with L > 0. The
system is described by the following Hamiltonian:
H =
∑
x,y∈Λ
σ=↑,↓
txy exp
{
i
∫
Cxy
dr · A(r)
}
c∗xσcyσ +
∑
k∈V ∗
∑
λ=1,2
ω(k)a(k, λ)∗a(k, λ)
+ U
∑
x∈Λ
nx↑nx↓ +
∑
x,y∈Λ
x 6=y
Uxynxny. (2.13)
H acts in the Hilbert space Eel ⊗ R. R is the Fock space over ℓ2(V ∗ × {1, 2}) with
V ∗ = (2πL Z)
3, namely, R = ⊕n≥0 ⊗ns ℓ2(V ∗ × {1, 2}). a(k, λ)∗ and a(k, λ) are the
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bosonic creation- and annihilation operators, respectively. These operators satisfy the
following commutation relations:
[a(k, λ), a(k′, λ′)∗] = δλλ′δkk′ , [a(k, λ), a(k′, λ′)] = 0. (2.14)
The quantized vector potential is given by
A(x) = |V |−1/2
∑
k∈V ∗
∑
λ=1,2
χκ(k)√
2ω(k)
ε(k, λ)
(
eik·xa(k, λ) + e−ik·xa(k, λ)∗
)
. (2.15)
The form factor χκ is the indicator function of the ball of radius 0 < κ < ∞. The
dispersion relation ω(k) is chosen to be ω(k) = |k| for k ∈ V ∗\{0}, ω(0) = m0 with
0 < m0 < ∞. Cxy is a piecewise smooth curve from x to y. For concreteness, the
polarization vectors are chosen as
ε(k, 1) =
(k2,−k1, 0)√
k21 + k
2
2
, ε(k, 2) =
k
|k| ∧ ε(k, 1). (2.16)
To avoid ambiguity, we set ε(k, λ) = 0 if k1 = k2 = 0. A(x) is essentially self-adjoint.
We denote its closure by the same symbol. This model was introduced by Giuliani
at el. in [2]. Remark that H is essentially self-adjoint and bounded from below. We
denote its closure by the same symbol.
Remark 2.7 A more precise definition of
∫
Cxy
dr ·A(r) is given in Section 6. ♦
Theorem 2.8 Assume (A. 1), (A. 2) and (A. 3). We define the effective Hamilto-
nian H∞ by H∞ = PHU=0P , where HU=0 is the Hamiltonian H with U = 0. For all
z ∈ C\R, we have
lim
U→∞
(H− z)−1 = (H∞ − z)−1P (2.17)
in the operator norm topology.
As before, we denote the restriction of H∞ to E⊗R by the same symbol.
Theorem 2.9 Assume (A. 1), (A. 2) and (A. 3). Assume that Λ satisfies the con-
nectivity condition. Then the ground state of H∞ has total spin S = (|Λ| − 1)/2 and is
unique apart from the trivial (2S + 1)-degeneracy.
3 Proof of Theorem 2.5
LetH1 = P
⊥HP⊥ and letH01 = PHP⊥+P⊥HP . Using the fact that P (
∑
x∈Λ nx↑nx↓)P =
0, we have H∞ = PHP . Accordingly, we have H = H∞ +H1 +H01. Moreover, since
P commutes with boson operators, we have
H01 = PTP
⊥ + P⊥TP, (3.1)
where T =
∑
x,y∈Λ
∑
σ∈{↑,↓} txyc
∗
xσcyσ. In particular, H01 is a bounded operator.
We denote the restriction of A to ran(P⊥) by A ↾ P⊥.
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Lemma 3.1 Let E(H1) = min spec(H1 ↾ P
⊥), where spec(A) is spectrum of A. Then
E(H1) ≥ C + U, (3.2)
where C is a constant independent of U .
Proof. For any self-adjoint operator A, bounded from below, we set E(A) := inf spec(A).
We divide H1 into two parts as H1 = H1,U=0+U
∑
x∈Λ nx↑nx↓P
⊥, where H1,U=0 is the
Hamiltonian H1 with U = 0. We have E(H1) ≥ E(H1,U=0) + E(U
∑
x∈Λ nx↑nx↓ ↾ P
⊥).
Since E(U∑x∈Λ nx↑nx↓ ↾ P⊥) ≥ U , we obtain the desired result. ✷
Corollary 3.2 If U is sufficiently large, then H−11 P
⊥ is a bounded operator.
Lemma 3.3 Let z ∈ C\R. We have
‖(H1 − z)−1P⊥‖ ≤ {E(H1)− |z|}−1, (3.3)
provided that U is sufficiently large.
Proof. Since H−11 P
⊥ is bounded, we have
(H1 − z)−1P⊥ =
∞∑
n=0
(H−11 P
⊥z)nH−11 P
⊥. (3.4)
Thus, we have ‖(H1 − z)−1P⊥‖ ≤
∞∑
n=0
E(H1)
−n−1|z|n = {E(H1)− |z|}−1. ✷
Lemma 3.4 Let z ∈ C\R. If |Imz| is sufficiently large, then we have
lim
U→∞
∥∥∥(H − z)−1 − (H∞ +H1 − z)−1∥∥∥ = 0. (3.5)
Proof. First, remark that{
(H − z)−1 − (H∞ +H1 − z)−1
}
P = (H − z)−1P⊥(−H01)(H∞ − z)−1P. (3.6)
The norm of (H − z)−1P⊥ is estimated as follows: Since
(H − z)−1P⊥ =
∞∑
n=0
(−1)n
{
(H∞ +H1 − z)−1H01
}n
(H1 − z)−1P⊥, (3.7)
we have, by Lemma 3.3,
‖(H − z)−1P⊥‖ ≤
( ∞∑
n=0
|Imz|−n‖H01‖n
)
{E(H1)− |z|}−1
:= Cz{E(H1)− |z|}−1. (3.8)
Thus, by Lemma 3.1 and (3.6),∥∥∥∥∥
{
(H − z)−1 − (H∞ +H1 − z)−1
}
P
∥∥∥∥∥ ≤ Cz‖H01‖|Imz|−1{E(H1)− |z|}−1 → 0 (3.9)
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as U →∞.
Next, since{
(H − z)−1 − (H∞ +H1 − z)−1
}
P⊥ = (H − z)−1P (−H01)(H1 − z)−1P⊥, (3.10)
we obtain, by Lemmas 3.1 and 3.3,∥∥∥∥∥
{
(H − z)−1 − (H∞ +H1 − z)−1
}
P⊥
∥∥∥∥∥ ≤ |Imz|−1‖H01‖{E(H1)− |z|}−1 → 0 (3.11)
as U →∞. ✷
Lemma 3.5 Let z ∈ C\R. If |Imz| is sufficiently large, then we have
lim
U→∞
∥∥∥(H∞ +H1 − z)−1 − (H∞ − z)−1P∥∥∥ = 0. (3.12)
Proof. Remark that
(H∞ +H1 − z)−1 − (H∞ − z)−1P = (H1 − z)−1P⊥. (3.13)
Hence, we obtain, by Lemmas 3.1 and 3.3,∥∥∥(H∞ +H1 − z)−1 − (H∞ − z)−1P∥∥∥ ≤ {E(H1)− |z|}−1 → 0 (3.14)
as U →∞. ✷
Completion of proof of Theorem 2.5
By Lemmas 3.4, 3.5 and [21, Theorem VIII. 19], we obtain the desired result in the
theorem. ✷
4 Operator theoretic correlation inequalities
4.1 Self-dual cones
In this section, we will review a general theory of correration inequalities developed in
[9, 10, 11, 12, 13, 15, 16, 17].
Let H be a complex Hilbert space. By a convex cone, we understand a closed convex
set P ⊂ H such that tP ⊆ P for all t ≥ 0 and P ∩ (−P) = {0}. In what follows, we
always assume that P 6= {0}.
Definition 4.1 The dual cone of P is defined by
P† = {η ∈ H | 〈η|ξ〉 ≥ 0 ∀ξ ∈ P}. (4.1)
We say that P is self-dual if P = P†. ♦
Remark 4.2 [17] P is a self-dual cone if and only if P is a Hilbert cone.1 ♦
1 Let H be a complex Hilbert space. A convex cone P in H is called a Hilbert cone, if it satisfies
the following: (i) 〈ξ|η〉 ≥ 0 for all ξ, η ∈ P; (ii) Let HR be a real subspace of H generated by P . Then
for all ξ ∈ HR, there exist ξ+, ξ− ∈ P such that ξ = ξ+ − ξ− and 〈ξ+|ξ−〉 = 0; (iii) H = HR + iHR =
{ξ + iη | ξ, η ∈ HR}.
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Definition 4.3 (i) A vector ξ is said to be positive w.r.t. P if ξ ∈ P. We write this
as ξ ≥ 0 w.r.t. P.
(ii) A vector η ∈ P is called strictly positive w.r.t. P whenever 〈ξ|η〉 > 0 for all
ξ ∈ P\{0}. We write this as η > 0 w.r.t. P. ♦
Example 1 Let X be a finite-dimensional Hilbert space and let {xn}Nn=1 be a complete
orthonormal system in X. We set
P = Coni{xn |n = 1, . . . , N}, (4.2)
where Coni(S) is the conical hull of S . Then P is a self-dual cone in X. x ≥ 0 w.r.t.
P if and only if 〈xn|x〉 ≥ 0 for all n ∈ {1, . . . , N}. In addition, x > 0 w.r.t. P if and
only if 〈xn|x〉 > 0 for all n ∈ {1, . . . , N}. ♦
Example 2 Let (M,µ) be a σ-finite measure space. We set
L2(M,dµ)+ = {f ∈ L2(M,dµ) | f(m) ≥ 0 µ-a.e.}. (4.3)
L2(M,dµ)+ is a self-dual cone in L
2(M,dµ). Clearly, f ≥ 0 w.r.t. L2(M,dµ)+ if and
only if f(m) ≥ 0 µ-a.e.. On the other hand, f > 0 w.r.t. L2(M,dµ)+ if and only if
f(m) > 0 µ-a.e.. ♦
4.2 Operator inequalities associated with self-dual cones
In subsequent sections, we use the following operator inequalities.
Definition 4.4 We denote by B(H) the set of all bounded linear operators on H. Let
A,B ∈ B(H). Let P be a self-dual cone in H.
If AP ⊆ P,2 we then write this as A ☎ 0 w.r.t. P.3 In this case, we say that A
preserves the positivity w.r.t. P. Let HR be a real subspace generated by P. Suppose
that AHR ⊆ HR and BHR ⊆ HR. If (A−B)P ⊆ P, then we write this as A☎B w.r.t.
P. ♦
Remark 4.5 A☎ 0 w.r.t. P ⇐⇒ 〈ξ|Aη〉 ≥ 0 for all ξ, η ∈ P. ♦
Example 3 Let X be a finite-dimensional Hilbert space and let P be a self-dual cone
given in Example 1. A matrix A acting in X satisfies A ☎ 0 w.r.t. P if and only if
〈xm|Axn〉 ≥ 0 for all m,n ∈ {1, . . . , N}. ♦
Proof. Let x, y ∈ P. We can express x and y as x = ∑Nn=1 anxn and y = ∑Nn=1 bnxn
with an, bn ≥ 0. Since 〈x|Ay〉 =
∑N
m,n=1 ambnAmn , we conlcude the assertion by
Remark 4.5. ✷
Example 4 Let L2(R) be the space of Lebesgue square integrable functions on R. Let
p be a differential operator defined by p = −id/dx. For each a ∈ R, we set Ua = eiap.
The unitary operator Ua satisfies Ua ☎ 0 w.r.t. L
2(R)+. ♦
2 For each subset C ⊆ H, AC is defined by AC = {Ax |x ∈ C}.
3This symbol was introduced by Miura [19].
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Proof. Remark that (Uaf)(x) = f(x + a) a.e. x for each f ∈ L2(R). If f ∈ L2(R)+,
that is, f(x) ≥ 0 a.e. x, then (Uaf)(x) = f(x+ a) ≥ 0 a.e. x. ✷
The following proposition is fundamental in the present paper.
Proposition 4.6 Let A,B,C,D ∈ B(H) and let a, b ∈ R.
(i) If A☎ 0, B ☎ 0 w.r.t. P and a, b ≥ 0, then aA+ bB ☎ 0 w.r.t. P.
(ii) If A☎B ☎ 0 and C ☎D ☎ 0 w.r.t. P, then AC ☎BD ☎ 0 w.r.t. P.
(iii) If A☎ 0 w.r.t. P, then A∗ ☎ 0 w.r.t. P.
Proof. (i) is trivial.
(ii) If X ☎ 0 and Y ☎ 0 w.r.t. P, we have XYP ⊆ XP ⊆ P. Hence, it holds that
XY ☎ 0 w.r.t. P. Hence, we have
AC −BD = A︸︷︷︸
☎0
(C −D)︸ ︷︷ ︸
☎0
+(A−B)︸ ︷︷ ︸
☎0
D︸︷︷︸
☎0
☎0 w.r.t. P.
(iii) For each ξ, η ∈ P, we know that
〈ξ|A∗η〉 = 〈 A︸︷︷︸
☎0
ξ︸︷︷︸
≥0
| η︸︷︷︸
≥0
〉 ≥ 0. (4.4)
Thus, by Remark 4.5, we conclude (iii). ✷
Proposition 4.7 Let {An}∞n=1 ⊆ B(H) and let A ∈ B(H). Suppose that An converges
to A in the weak operator topology. If An ☎ 0 w.r.t. P for all n ∈ N, then A☎ 0 w.r.t.
P.
Proof. By Remark 4.5, 〈ξ|Anη〉 ≥ 0 for all ξ, η ∈ P. Thus, 〈ξ|Aη〉 = lim
n→∞〈ξ|Anη〉 ≥ 0
for all ξ, η ∈ P. By Remark 4.5 again, we conclude that A☎ 0 w.r.t. P. ✷
Definition 4.8 Let A ∈ B(H). We write A ✄ 0 w.r.t. P, if Aξ > 0 w.r.t. P for all
ξ ∈ P\{0}. In this case, we say that A improves the positivity w.r.t. P. ♦
Example 5 Let X and P be given in Example 1. Let A be an N ×N matrix acting
in X. Suppose that A ☎ 0 w.r.t. P. If, for each m,n ∈ N, there exists an ℓ ∈ {0} ∪ N
such that 〈xm|Aℓxn〉 > 0, then eA ✄ 0 w.r.t. P. ♦
Proof. Let u, v ∈ P\{0}. Then we can express u and v as u = ∑Nn=1 unxn and
v =
∑N
n=1 vnxn with un, vn ≥ 0. Since u and v are non-zero vectors, there exist
m,n ∈ {1, . . . , N} such that um > 0 and vn > 0. Remark that, since A☎ 0 w.r.t. P, it
holds that Ak ☎ 0 w.r.t. P for all k ∈ N. In particular, all matrix elements of Ak are
positive numbers. By choosing ℓ ∈ {0} ∪ N such that 〈xm|Aℓxn〉 > 0, we have
〈u|eAv〉 =
∞∑
k=0
1
k!
〈u|Akv〉︸ ︷︷ ︸
≥0
≥ 1
ℓ!
〈u|Aℓv〉 ≥ umvn
ℓ!
〈xm|Aℓxn〉 > 0. (4.5)
Thus, eA ✄ 0 w.r.t. P. ✷
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Example 6 Let L2(R) be the space of Lebesgue square integrable functions on R.
Let us consider an operator h = −d2/dx2 + x2 acting in L2(R). h is self-adjoint and
bounded from below. Moreover, e−βh ✄ 0 w.r.t. L2(R)+ for all β > 0, see, e.g., [22,
Theorems XIII. 44 and XIII. 47]. ♦
The following theorem plays an important role.
Theorem 4.9 (Perron–Frobenius–Faris) Let A be a self-adjoint operator, bounded from
below. We set E(A) := inf spec(A). Suppose that 0 ✂ e−tA w.r.t. P for all t ≥ 0 and
that E(A) is an eigenvalue. Let PA be the orthogonal projection onto the closed subspace
spanned by eigenvectors associated with E(A). Then, the following are equivalent:
(i) dim ranPA = 1 and PA ✄ 0 w.r.t. P.
(ii) 0✁ e−tA w.r.t. P for all t > 0.
(iii) For each ξ, η ∈ P\{0}, there exists a t > 0 such that 〈ξ|e−tAη〉 > 0.
Proof. See, e.g., [1, 9, 22]. ✷
Remark 4.10 (i) is equivalent to the following: there exists a unique ξ ∈ H such that
ξ > 0 w.r.t. P and PA = |ξ〉〈ξ|. Of course, ξ satisfies Aξ = E(A)ξ. ♦
5 Proof of Theorem 2.6
5.1 The S(3) = M subspace
Recall the definition of S(3) given in (2.9). We denote the spectrum of S(3) by spec(S(3)).
Remark that spec(S(3)) = {−(|Λ| − 1)/2,−(|Λ| − 3)/2, . . . , (|Λ| − 1)/2}. Thus, we have
the following decomposition:
E =
⊕
M∈spec(S(3))
E(M), E(M) = ker(S(3) −M) ∩ E. (5.1)
In this paper, we call E(M)⊗ F the S(3) =M subspace.
5.2 The Lang-Firsov transformation
Let
L = ω−1
∑
x,y∈Λ
gxynx(b
∗
y − by). (5.2)
L is essentially anti-self-adjoint. We denote its closure by L. We set H ′∞ = eLH∞e−L.
Let
T =
∑
x,y∈Λ
∑
σ=↑,↓
ϑxyTxy(σ), (5.3)
where
Txy(σ) = txyPc
∗
xσcyσP (5.4)
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and
ϑxy = exp
{
− i
√
2ω−3/2
∑
z∈Λ
(gxz − gyz)pz
}
(5.5)
with px the self-adjoint extension of i
√
ω
2 (b
∗
x − bx).
Since P commutes with L, we obtain
H ′∞ = T+ UeffP + ωNbP +Const., (5.6)
where Nb =
∑
x∈Λ b
∗
xbx and
Ueff =
∑
x 6=y
Ueff ,xynxny (5.7)
with Ueff ,xy = Uxy−ω−1
∑
z∈Λ gxzgzy. Henceforth, we ignore the constant term in (5.6),
because it does not affect our proof below.
5.3 Definition of the connector and its related operators
For each (x,σ) ∈ CM , we define σ′ = {σ′z}z∈Λ ∈ {↑, ↓}Λ by
σ′z =
{
↑ if z = x
σz otherwise.
(5.8)
Following Tasaki [24, 25], we define a complete orthonormal system {|x,σ〉 | (x,σ) ∈
CM} ⊂ E by
|x,σ〉 = cx↑
′∏
z∈Λ
c∗zσ′zΩf , (5.9)
where Ωf is the Fock vacuum and
∏′
z∈Λ indicates the ordered product according to an
arbitrarily fixed order in Λ.
For each M ∈ {−(|Λ| − 1)/2, −(|Λ| − 3)/2, . . . , (|Λ| − 1)/2}, a canonical self-dual
cone in E(M) is defined by
E+(M) = Coni
{
|x,σ〉 ∣∣ (x,σ) ∈ CM}. (5.10)
We begin with the following lemma.
Lemma 5.1 For every x, y ∈ Λ and σ ∈ {↑, ↓}, we have
〈y′,σ|{−Txy(σ)}|x′, τ 〉 = txyδxx′δyy′δSyx(τ )σ . (5.11)
In additon, −Txy(σ)☎ 0 w.r.t. E+(M).
Proof. To check (5.11) is easy, or see [25, Eq. (4.3)]. Let φ,ψ ∈ E+(M). Thus, we can
express these as φ =
∑
(x,σ)∈CM φx,σ|x,σ〉, ψ =
∑
(x,σ)∈CM ψx,σ|x,σ〉 with φx,σ ≥ 0
and ψx,σ ≥ 0. Using these expressions and (5.11), we can check that 〈φ|{−Txy(σ)}ψ〉 ≥
0. Thus, by Example 3, we conclude that −Txy(σ)☎ 0 w.r.t. E+(M). ✷
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Definition 5.2 We say that p = {x1, x2, . . . , xℓ} in Definition 2.2 is a connector be-
tween (x,σ) and (y, τ ). The number ℓ− 1 is called the length of p and denoted by |p|.
♦
For each connector p between (x,σ) and (y, τ ), we define a linear operator τ(p) by
τ(p) = {−Txℓ−1xℓ(σℓ)}{−Txℓ−2xℓ−1(σℓ−1)} · · · {−Tx1x2(σ1)}. (5.12)
Proposition 5.3 Let (x,σ), (y, τ ) ∈ CM . Let p be a connector between (x,σ) and
(y, τ ). Then we have
τ(p)☎ txℓxℓ−1 · · · tx2x1 |y, τ 〉〈x,σ| w.r.t. E+(M). (5.13)
In particular, we have 〈y, τ |τ(p)|x,σ〉 ≥ txℓxℓ−1 · · · tx2x1 > 0.
Proof. We set
(x1,σ1) := (x,σ), (x2,σ2) := Sx2x1(x1,σ1), . . . , (xℓ,σℓ) := Sxℓxℓ−1(xℓ−1,σℓ−1),
(5.14)
where Sxy is defined by (2.5). Remark that (xℓ,σℓ) = (y, τ ). Define
P1 := |x1,σ1〉〈x1,σ1|, . . . , Pℓ := |xℓ,σℓ〉〈xℓ,σℓ|. (5.15)
Since 1l ☎ Pk w.r.t. E+(M) for all k = 1, . . . , ℓ,
4 we obtain, by Proposition 4.6 and
Lemma 5.1,
τ(p) = 1l
{− Txℓ−1xℓ(σℓ)}1l{− Txℓ−2xℓ−1(σℓ−1)}1l · · · 1l{− Tx1x2(σ1)}1l
☎ Pℓ
{− Txℓ−1xℓ(σℓ)}Pℓ−1{− Txℓ−2xℓ−1(σℓ−1)}Pℓ−2 · · ·P2{− Tx1x2(σ1)}P1
☎ txℓxℓ−1 · · · tx2x1 |y, τ 〉〈x,σ|. (5.16)
This completes the proof. ✷
Lemma 5.4 For each β ≥ 0, e−βUeffP ☎ 0 w.r.t. E+(M) for all β ≥ 0.
Proof. For each (x,σ) ∈ CM , |x,σ〉 is an eigenvector of Ueff . We denote the corre-
sponding eigenvalue by Ueff(x,σ). Then one sees that e
−βUeff |x,σ〉 = e−βUeff (x,σ)|x,σ〉.
Since e−βUeff (x,σ) is a positive number, we conclude the assertion by Remark 4.5. ✷
5.4 The Schro¨dinger representation
Let qx =
1√
2ω
(bx + b
∗
x). qx is essentially self-adjoint. We denote its closure by the same
symbol. Recall that px is the closure of i
√
ω
2 (b
∗
x − bx).
The bosonic Fock space F can be naturally identified with L2(Q) with Q = R|Λ|. In
addition, qx and px can be identified with a multiplication operator and px = −i∂/∂qx,
respectively. In what follows, we use this representation. A natrual self-dual cone in
L2(Q) is
L2(Q)+ =
{
f ∈ L2(Q) ∣∣ f(q) ≥ 0 a.e. }. (5.17)
4 To show this, remark that 1l =
∑
(x,σ)∈CM
|x,σ〉〈x,σ|. Since |x,σ〉〈x,σ|☎ 0 w.r.t. E+(M) for all
(x,σ) ∈ CM , we obtain that 1l☎ |x,σ〉〈x,σ| w.r.t. E+(M) for all (x,σ) ∈ CM .
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Lemma 5.5 We have the following:
(i) For each x, y ∈ Λ, ϑxy ☎ 0 w.r.t. L2(Q)+.
(ii) e−βωNb ✄ 0 w.r.t. L2(Q)+ for all β > 0.
Proof. (i) Since px = −i∂/∂qx, eiapx is a translation operator. Thus, by Example 4,
eiapx ☎ 0 w.r.t. L2(Q)+ for all a ∈ R, which implies θxy ☎ 0 w.r.t. L2(Q)+ for all
x, y ∈ Λ.
(ii) We remark that ωNb =
1
2
∑
x∈Λ(−∂2/∂q2x + q2x) − |Λ|2 . Hence, (ii) follows from
[22, Theorems XIII. 44 and XIII. 47] (see also Example 6). ✷
5.5 A natural self-dual cone in E(M)⊗ F
First, we remark the following identification:
E(M) ⊗ L2(Q) =
∫ ⊕
Q
E(M)dq. (5.18)
We take the following self-dual cone in the full space E(M) ⊗ F:
PM =
{
Φ ∈ E(M)⊗ L2(Q)
∣∣∣Φ(q) ≥ 0 w.r.t. E+(M) for a.e. q}. (5.19)
Lemma 5.6 PM is a self-dual cone in E(M)⊗ L2(Q).
Proof. We will prove that P†M = PM . It is easy to check that PM ⊆ P†M . Thus,
it suffices to show the converse. Let Ψ =
∫ ⊕
Q Ψ(q)dq ∈ P†M . Then, for all Φ ∈ PM ,
we have 〈Ψ|Φ〉 ≥ 0. By choosing Φ as Φ = |x,σ〉 ⊗ f with f ∈ L2(Q)+, we have∫
Q〈Ψ(q)|x,σ〉f(q)dq ≥ 0. Since f is arbitrarily, we have 〈Ψ(q)|x,σ〉 ≥ 0 for all
(x,σ) ∈ CM , which implies that ψ(q) ≥ 0 w.r.t. E+(M). Hence, Ψ ∈ PM . ✷
Lemma 5.7 Let A ∈ B(E(M)) and B ∈ B(L2(Q)). Assume that A☎0 w.r.t. E+(M)
and B ☎ 0 w.r.t. L2(Q)+. We have A⊗ 1l☎ 0, 1l⊗B ☎ 0 and A⊗B ☎ 0 w.r.t. PM .
Proof. Let Ψ =
∫ ⊕
Q Ψ(q)dq ∈ PM . Thus, Ψ(q) ≥ 0 w.r.t. E+(M) for a.e. q. Remark
that
A⊗ 1lΨ =
∫ ⊕
Q
AΨ(q)dq. (5.20)
Since A☎ 0 w.r.t. E+(M), it holds that AΨ(q) ≥ 0 w.r.t. E+(M) for a.e. q. Thus, the
RHS of (5.20) is positive w.r.t. PM . This implies that A⊗ 1l☎ 0 w.r.t. PM .
We decompose Ψ as Ψ =
∑
(x,σ)∈CM |x,σ〉 ⊗ fx,σ, where fx,σ(q) = 〈x,σ|Ψ(q)〉.
Since Ψ ≥ 0 w.r.t. PM , fx,σ(q) ≥ 0 for a.e. q and every (x,σ) ∈ CM . Because
B ☎ 0 w.r.t. L2(Q)+, we have that Bfx,σ ≥ 0 w.r.t. L2(Q)+, which implies 1l⊗BΨ =∑
(x,σ)∈CM |x,σ〉⊗Bfx,σ ≥ 0 w.r.t. PM . Thus, we conclude that 1l⊗B☎ 0 w.r.t. PM .
Finally, we have A⊗B = (A⊗ 1l)(1l⊗B)☎ 0 w.r.t. PM . ✷
Remark 5.8 Let A ∈ B(E(M)) and B ∈ B(L2(Q)). In this paper, we abbrevicate
the tensor products A ⊗ 1l and 1l ⊗ B simply as A and B if no confusion arises. For
example, a claim that A☎ 0 w.r.t. PM means that A⊗ 1l☎ 0 w.r.t. PM . ♦
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Proposition 5.9 Let p be a connector between (x,σ) and (y, τ ). We have (−T)|p| ☎
ϑyxτ(p)☎ 0 w.r.t. PM .
Proof. By Lemmas 5.1, 5.5 and 5.7, we have
−T☎ θxy{−Txy(σ)} ☎ 0 (5.21)
w.r.t. PM for all x, y ∈ Λ and σ ∈ {↑, ↓}. By using this and Proposition 4.6 (ii), we
have
(−T)ℓ−1 ☎ {− θxℓ−1xℓTxℓ−1xℓ(σℓ)} · · ·{− θx1x2Tx1x2(σℓ)} (5.22)
w.r.t. PM . Since θx1x2 · · · θxℓ−1xℓ = θx1xℓ = θxy, we obtain the desired result. ✷
5.6 Uniqueness of the ground states
The purpose of this subsection is to prove the following:
Theorem 5.10 For each M ∈ {−(|Λ| − 1)/2, −(|Λ| − 3)/2, . . . , (|Λ| − 1)/2}, it holds
that e−βH′∞ ✄ 0 w.r.t. PM for all β > 0. Thus, the ground states of H ′∞ is unique and
can be chosen to be strictly positivie w.r.t. PM by Theorem 4.9.
To prove Theorem 5.10, we begin with the following lemma.
Lemma 5.11 e−βH′∞ ☎ 0 w.r.t. PM for all β ≥ 0.
Proof. By (5.21) and Proposition 4.6 (ii), we have (−T)n ☎ 0 w.r.t. PM for all n ∈ N,
which implies that
e−βT =
∞∑
n=0
βn
n!︸︷︷︸
≥0
(−T)n︸ ︷︷ ︸
☎0
☎0 (5.23)
w.r.t. PM for all β ≥ 0. On the other hand, we have, by Lemmas 5.4, 5.5 and 5.7,
e−β(UeffP+ωNb) = e−βUeffP︸ ︷︷ ︸
☎0
e−βωNb︸ ︷︷ ︸
☎0
☎0 (5.24)
w.r.t. PM for all β ≥ 0. Thus, by the Trotter-Kato product formula and Proposition
4.7, we have
e−βH
′
∞ = strong- lim
n→∞
(
e−βT/ne−β(UeffP+ωNb)/n
)n
☎ 0 (5.25)
w.r.t. PM for all β ≥ 0, because e−βT/ne−β(UeffP+ωNb) ☎ 0 for all β ≥ 0 and n ∈ N. ✷
Let H ′∞,0 be the Hamiltonian H
′∞ with Uxy = 0 for all x, y ∈ Λ.
Proposition 5.12 The following (i) and (ii) are equivalent:
(i) e−βH
′
∞ ✄ 0 w.r.t. PM for all β > 0.
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(ii) e−βH
′
∞,0 ✄ 0 w.r.t. PM for all β > 0.
Proof. To prove Proposition 5.12, it suffices to check the conditions (a)-(c) in Theorem
A.1. To this end, we set U
(n)
eff = (1 − 1n)Ueff . Let H
′(n)
∞ = H ′∞,0 + U
(n)
eff P . Choose
ψ ∈ E[M ]⊗ˆF0, arbitrarily, where F0 is the finite particle subspace of F 5 and ⊗ˆ indicates
the algebraic tensor product. We easily check that H
′(n)
∞ ψ → H ′∞ψ, (H ′∞−U (n)eff P )ψ →
H ′∞,0ψ as n → ∞. Thus, by [21, Theorem VIII. 25], H ′(n)∞ converges to H ′∞ and
H ′∞ −U (n)eff P converges to H ′∞,0 in the strong resolvent sense6. Thus, the condition (a)
is satisfied. To check (b) is easy.
To prove (c), let ϕ,ψ ∈ PM with 〈ϕ|ψ〉 = 0. Hence,∑
(x,σ)∈CM
〈ϕx,σ|ψx,σ〉L2(Q) = 0. (5.27)
Since ϕx,σ(q) ≥ 0 and ψx,σ(q) ≥ 0 for a.e. q, it holds that 〈ϕx,σ|ψx,σ〉 = 0 for all
(x,σ) ∈ CM . Recalling the notations in the proof of Lemma 5.4, we have
〈ϕ|e−βU (n)eff Pψ〉 =
∑
(x,σ)∈CM
e−β(1−n
−1)Ueff (x,σ)〈ϕx,σ|ψx,σ〉 = 0. (5.28)
Thus, (c) is satisfied. ✷
For our purpose, it suffices to prove that e−βH
′
∞,0 ✄ 0 w.r.t. β > 0 by Proposition
5.12. To this end, we use the Duhamel expansion:
e−βH
′
∞,0 =
∞∑
n=0
Dn(β), (5.29)
where
Dn(β) =
∫
0≤s1≤···≤sn≤β
{−T(s1)} · · · {−T(sn)}e−βωNb (5.30)
with T(s) = e−sωNbTesωNb . Note that the RHS of (5.29) converges in the operator
norm topology.
Lemma 5.13 For all n ∈ N0 := {0} ∪ N and β ≥ 0, Dn(β)☎ 0 w.r.t. PM .
Proof. By Lemma 5.5 and (5.21), the integrand in the RHS of (5.30) satisfies
e−s1ωNb︸ ︷︷ ︸
☎0
(−T)︸ ︷︷ ︸
☎0
e−(s2−s1)ωNb︸ ︷︷ ︸
☎0
· · · e−(sn−sn−1)ωNb︸ ︷︷ ︸
☎0
(−T)︸ ︷︷ ︸
☎0
e−(β−sn)ωNb︸ ︷︷ ︸
☎0
☎0 (5.31)
w.r.t. PM for all 0 ≤ s1 ≤ · · · ≤ sn ≤ β. Thus, it holds that Dn(β)☎ 0 w.r.t. PM . ✷
5 To be precise,
F0 = {Φ = {Φn}
∞
n=0 |There exists an n0 ∈ {0} ∪ N such that Φn = 0 for all n ≥ n0}. (5.26)
6 Let A be a self-adjoint operator and let {An}
∞
n=1 be a family of self-adjoint operators. Then An
is said to converge to A in the strong resolvent sense if (An−λ)
−1 → (A−λ)−1 for all λ with Imλ 6= 0
in the strong operator topology.
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Definition 5.14 We say that {Dn(β)} is ergodic w.r.t. PM if, for each ϕ,ψ ∈ PM\{0},
there exist n ∈ N0 and β ≥ 0 such that 〈ϕ|Dn(β)ψ〉 > 0. ♦
Lemma 5.15 If {Dn(β)} is ergodic w.r.t. PM , then e−βH′∞,0 ✄ 0 w.r.t. PM for all
β > 0.
Proof. Choose ϕ,ψ ∈ PM\{0}, arbitrarily. By the ergodicity of {Dn(β)}, there ex-
ist n0 ∈ N0 and β0 ≥ 0 such that 〈ϕ|Dn0(β0)ψ〉 > 0. By Lemma 5.13, we have
e−β0H
′
∞,0 ☎Dn0(β0) w.r.t. PM , which implies 〈ϕ|e−β0H
′
∞,0ψ〉 ≥ 〈ϕ|Dn0(β0)ψ〉 > 0. By
Theorem 4.9, we conclude that e−βH
′
∞,0 ✄ 0 w.r.t. PM for all β > 0. ✷
For each n ∈ N and β ≥ 0, we set
Cn(β) = (−T)ne−βωNb . (5.32)
We remark that, in a way similar to Definition 5.14, the ergodicity of {Cn(β)} can be
defined.
Lemma 5.16 If {Cn(β)} is ergodic w.r.t. PM , then {Dn(β)} is ergodic w.r.t. PM .
Proof. We denote the integrand of the RHS of (5.30) by F (s1, . . . , sn). In the proof of
Lemma 5.13, we have already proved that F (s1, . . . , sn) ☎ 0 w.r.t. PM , provided that
0 ≤ s1 ≤ · · · ≤ sn ≤ β. Also remark that F (0, . . . , 0) = Cn(β).
Let ϕ,ψ ∈ PM\{0}. Since {Cn(β)} is ergodic, there exist n0 ∈ N0 and β0 ≥ 0
scuh that 〈ϕ|Cn0(β0)ψ〉 > 0. Thus, since a function 〈ϕ|F (s1, . . . , sn)ψ〉 is continuous
in s1, . . . , sn, we have
〈ϕ|Dn0(β0)ψ〉 =
∫
0≤s1≤···≤sn≤β
〈ϕ|F (s1, . . . , sn)ψ〉 > 0. (5.33)
This means that {Dn(β)} is ergodic. ✷
Theorem 5.17 {Cn(β)} is ergodic w.r.t. PM .
Proof. In this proof, we will use the following notation: Let ξ, η ∈ PM . If ξ − η ∈ PM ,
then we express this as ξ ≥ η w.r.t. PM .
The following property is useful: Let A be a linear operator acting in E(M)⊗L2(Q).
Suppose that A ☎ 0 w.r.t. PM . If ξ ≥ η and ξ′ ≥ η′ w.r.t. PM , then we have
〈ξ|Aξ′〉 ≥ 〈η|Aη′〉.
For each ϕ,ψ ∈ P\{0}, there exist (x,σ) and (y, τ ) such that
ϕ ≥ |x,σ〉 ⊗ ϕx,σ, ψ ≥ |y, τ 〉 ⊗ ψy,τ w.r.t. PM , (5.34)
where ϕx,σ, ψy,τ ∈ L2(Q)+\{0}.7 By the connectivity condition, there exists a connec-
tor p between (x,σ) and (y, τ ). By Proposition 5.9, we have
〈ϕ|C|p|(β)ψ〉 ≥ 〈x,σ|τ(p)|y, τ 〉〈ϕx,σ |θyxe−βωNbψy,τ 〉. (5.35)
7 To see this, we remark that ϕ can be expressed as ϕ =
∑
(x,σ)∈CM
|x,σ〉 ⊗ ϕx,σ, where ϕx,σ(q) =
〈x,σ|ϕ(q)〉. Since ϕ(q) ≥ 0 w.r.t. E+(M), it holds that ϕx,σ ≥ 0 w.r.t. L
2(Q)+. Thus, |x,σ〉⊗ϕx,σ ∈
PM for all (x,σ) ∈ CM , which implies ϕ ≥ |x,σ〉 ⊗ ϕx,σ for all (x,σ) ∈ CM . Since ϕ is nonzero, there
exists a (x0,σ0) ∈ CM such that ϕx0,σ0 6= 0. Hence, we obtian ϕ ≥ |x0,σ0〉 ⊗ ϕx0,σ0 .
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Since θyx ☎ 0 and e
−βωNb ✄ 0 w.r.t. L2(Q)+ for all β > 0, it holds that
〈ϕx,σ|θyxe−βωNbψy,τ 〉 > 0, (5.36)
which implies that the RHS of (5.35) is strictly positive by Proposition 5.3. Thus,
{Cn(β)} is ergodic. ✷
As a consequence of Theorem 5.17, we obtain Theorem 5.10. ✷
5.7 Completion of proof of Theorem 2.6
Recall the definitions of S(−) and S(+) given in (2.10). Remark that S(−) maps E(M)
into E(M − 1) for all M ∈ spec(S(3))\{−(|Λ|− 1)/2}. Moreover, we have the following:
Lemma 5.18 S(−) maps E+(M)\{0} into E+(M−1)\{0} for allM ∈ spec(S(3))\{−(|Λ|−
1)/2}.
Proof. We just remark that
S(−)|x,σ〉 =
∑
y∈Λ, x 6=y
|x, ty(σ)〉, (5.37)
where
(
ty(σ)
)
z
=
{
σz z 6= y
σz z = y
(5.38)
with ↑ =↓ and ↓ =↑. ✷
By Theorem 5.10, the ground states of H ′∞ in the S(3) = M subspace is unique.
We denote the unique ground state by ψM . Remark that ψM > 0 w.r.t. PM . We set
ψ† = ψM= 1
2
(|Λ|−1). ψ
† can be expressed as
ψ† =
∑
x∈Λ
|x,⇑x〉 ⊗ fx, (5.39)
where fx > 0 w.r.t. L
2(Q)+ and the spin configuration ⇑x is defined by
(⇑x)y =
{
↑ y 6= x
0 y = x
. (5.40)
By Lemma 5.18, (S(−))nψ† ≥ 0 w.r.t. PM= 1
2
(|Λ|−n−1) and (S
(−))nψ† 6= 0 whenever
0 ≤ n ≤ 2(|Λ| − 1). Let EM be the ground state energy of H ′∞ in the S(3) = M
subspace. We set E† = EM= 1
2
(|Λ|−1). Since S
(−) commutes with H ′∞, we have
H ′∞(S(−))nψ† = E†(S(−))nψ†. Because ψM is strictly positive w.r.t. PM , we have
〈ψM |(S(−))|Λ|−2M−1ψ†〉 > 0. Hence, (S(−))|Λ|−2M−1ψ† is the ground state of H ′∞ in
the S(3) = M subspace and E† = EM for all M ∈ spec(S(3)). Accordingly, E† is the
lowest eigenvalue of H ′∞ and ψ† is the ground state of H ′∞. Clearly, ψ† has total spin
S = 12(|Λ| − 1). Since EM = E† for all M ∈ spec(S(3)), every ψM are ground states of
H ′∞ as well. This completes the proof of Theorem 2.6. ✷
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6 Proof of Theorems 2.8 and 2.9
6.1 A remark on the Hamiltonian
We have to clarify a mathematical definition of the integral
∫
Cxy
dr · A(r). For each
x, y ∈ Λ with x 6= y, let
Fx,y(k) =
1
ik · (y − x)(e
ik·y − eik·x). (6.1)
Remark that |Fx,y(k)| ≤ 1 for every k ∈ V ∗\{0}. We define a field operator φ by
φ =
∑
k∈V ∗
∑
λ=1,2
χκ(k)√
ω(k)
ε(k, λ) · x− y|x− y|
{
Fx,y(k)a(k, λ) + h.c.
}
. (6.2)
φ is essentially self-adjoint on E(M)⊗ˆR0. Here, R0 is the finite particle subspace
8. By choosing Cxy as Cxy = {(1 − s)x + sy ∈ V | s ∈ [0, 1]}, we easily check that∫
Cxy
dr · A(r) = φ on E(M)⊗ˆR0. Thus,
∫
Cxy
dr · A(r) is essentially self-adjoint on
E(M)⊗ˆR0. We denote its closure by the same symbol.
6.2 Sketch of the proof
Since the proof of Theorem 2.8 is similar to that of Theorem 2.5, we omit it. We provide
a sketch of a proof of Theorem 2.9.
We switch to the Q-representation [7, 14]. In the Q-representation, R is identified
with L2(Q, dµ), where dµ is some Gaussian measure. A(x) can be regarded as a
multiplication operator by some real valued function.
For notational convenience, we introduce two operators:
Hf =
∑
k∈V ∗
∑
λ=1,2
ω(k)a(k, λ)∗a(k, λ), Nf =
∑
k∈V ∗
∑
λ=1,2
a(k, λ)∗a(k, λ). (6.4)
Hf and Nf are essentially self-adjoint. So, we denote their closures by the same symbols,
respectively.
Let ξ = eiπNf/2. Let E(x) = ξA(x)ξ−1. Then we have the following:
Lemma 6.1 (i) eia·E(x) ☎ 0 w.r.t. L2(Q, dµ)+ for all a ∈ R3 and x ∈ V .
(ii) e−βHf ✄ 0 w.r.t. L2(Q, dµ)+ for all β > 0.
Proof. Proofs of (i) and (ii) are similar to those of [7, Lemma 7.27] and [7, Proposition
7.28], respectively. ✷
Remark 6.2 To understand the meaning of (i), we recall the following example: Let
L2(R) be the space of Lebesgue square integrable functions on R. For each a ∈ R,
let Va be a multiplication operator defined by (Vaf)(x) = e
iaxf(x). Va is a unitary
8 To be precise,
R0 =
{
Φ = {Φn}
∞
n=0 ∈ R
∣∣∣There exists an n0 ∈ N0 such that, if n ≥ n0, then Φn = 0
}
. (6.3)
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operator acting in L2(R). Trivially, Va does not preserve the positivity w.r.t. L
2(R)+.
Consider the Fourier transformation:
(Ff)(k) = (2π)−1/2
∫
R
f(x)e−ikxdx, f ∈ L2(R). (6.5)
F is a unitary operator on L2(R). As is well-known, we have FxF−1 = −id/dx. Thus,
FVaF−1 becomes a translation, that is, FVaF−1 = exp(iap), where p = −id/dx. We
already know that exp(iap)☎ 0 w.r.t. L2(R)+ by Example 4.
Now, let go back to Lemma 6.1. Notice the following correspondence:
A(x)↔ x, E(x)↔ −i d
dx
, ξ ↔ F . (6.6)
In this context, ξ can be regarded as a kind of Fourier transformation on L2(Q, dµ).
A multiplication operator eia·A(x) does not preserve the positivity, but eia·E(x) =
ξeia·A(x)ξ−1 does; namely, eia·E(x) becomes a kind of translation in L2(Q, dµ). ♦
For each x, y ∈ Λ, we define
Φxy = exp
{
i
∫
Cxy
dr · E(r)
}
. (6.7)
Lemma 6.3 For each x, y ∈ Λ, we have Φxy ☎ 0 w.r.t. L2(Q, dµ)+.
Proof. For each N ∈ N, we set
A
x,y
N =
N+1∑
j=1
1
N
x− y
|x− y| · A
(
x+
j − 1
N
(y − x)
)
. (6.8)
A
x,y
N is essentially self-adjoint. We denote its closure by the same symbol. Using the
formulas ‖(eiB − 1)ϕ‖ ≤ ‖Bϕ‖ for B self-adjoint and ‖a(f)#ϕ‖ ≤ ‖f‖‖(Nf + 1l)ϕ‖, we
have∥∥∥(ei ∫Cxy dr·A(r) − eiA x,yN )ϕ∥∥∥ ≤ 2
∥∥∥∥∥ χκ√2ωε · x− y|x− y|(Fx,y − FNx,y)
∥∥∥∥∥‖(Nf + 1l)ϕ‖ (6.9)
for all ϕ ∈ E(M)⊗ˆR0, where FNx,y(k) =
∑N+1
j=1
1
N exp{ik · (x + j−1N (y − x))}. Since
FNx,y converges to Fx,y in ℓ
2(V ∗ × {1, 2}), eiA x,yN strongly converges to ei
∫
Cxy
dr·A(r)
on
E(M)⊗ˆR0 by (6.9). Since E(M)⊗ˆR0 is dense in E(M)⊗R, the convergence holds on
whole E(M)⊗R.
Since
ξeiA
x,y
N ξ−1 =
N+1∏
j=1
exp
{
i
1
N
x− y
|x− y| ·E
(
x+
j − 1
N
(y − x)
)}
, (6.10)
we have, by Lemma 6.1 (i), ξeiA
x,y
N ξ−1 ☎ 0 w.r.t. L2(Q, dµ)+. Because ξeiA
x,y
N ξ−1
strongly converges to e
i
∫
Cxy
dr·E(r)
, we conclude the desired result by Proposition 4.7.
✷
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Let
T =
∑
x,y∈Λ
∑
σ=↑,↓
ΦxyTxy(σ). (6.11)
We define a self-dual cone DM by
DM =
{
Ψ ∈ E(M)⊗ L2(Q, dµ)
∣∣∣Ψ(φ) ≥ 0 w.r.t. E+(M) for µ-a.e.}. (6.12)
Here, we use the following identification:
E(M) ⊗ L2(Q, dµ) =
∫ ⊕
Q
E(M)dµ. (6.13)
Corresponding to Proposition 5.9, we have the following:
Proposition 6.4 Let p be a connector between (x,σ) and (y, τ ). We have (−T)|p| ☎
Φyxτ(p)☎ 0 w.r.t. DM .
Let
Cn(β) = (−T)ne−βHf . (6.14)
In a similar way as in the proof of Theorem 5.10, we can prove the following:
Lemma 6.5 If {Cn(β)} is ergodic w.r.t. DM , then ξe−βH∞ξ−1 ✄ 0 w.r.t. DM for all
β > 0.
Thus, it suffices to prove that {Cn(β)} is ergodic w.r.t. DM .
For each ϕ,ψ ∈ DM\{0}, there exist (x,σ) and (y, τ ) such that
ϕ ≥ |x,σ〉 ⊗ ϕx,σ, ψ ≥ |y, τ 〉 ⊗ ψy,τ , (6.15)
where ϕx,σ, ψy,τ ∈ L2(Q, dµ)+\{0}. By the connectivity condition, there exists a
connector p between (x,σ) and (y, τ ). By Proposition 6.4, we have
〈ϕ|C|p|(β)ψ〉 ≥ 〈x,σ|τ(p)|y, τ 〉〈ϕx,σ |Φyxe−βHfψy,τ 〉. (6.16)
Since Φyx ☎ 0 and e
−βHf ✄ 0 w.r.t. L2(Q, dµ)+ by Lemma 6.1, we obtain
〈ϕx,σ |Φyxe−βHfψy,τ 〉 > 0, (6.17)
which implies that the RHS of (6.16) is strictly positive by Proposition 5.3. ✷
Acknowledgments. This work was partially supported by KAKENHI (20554421)
and KAKENHI(16H03942). I would be grateful to the anoymous referee for useful
comments.
20
A A fundamental theorem
Theorem A.1 Let A and B be self-adjoint operators, bounded from below. Assume
the following conditions:
(a) There exists a sequence of bounded self-adjoint operator Cn such that A + Cn
converges to B in the strong resolvent sense and B − Cn converges to A in the
strong resolvent sense as n→∞;
(b) e−tCn ☎ 0 w.r.t. P for all t ∈ R and n ∈ N;
(c) For all ξ, η ∈ P such that 〈ξ|η〉 = 0, it holds that 〈ξ|e−tCnη〉 = 0 for all n ∈ N
and t ≥ 0.
The following (i) and (ii) are mutually equivalent:
(i) e−tA ✄ 0 w.r.t. P for all t > 0;
(ii) e−tB ✄ 0 w.r.t. P for all t > 0.
Proof. The proof is similar to [1, Theorem 3]. For readers’ convenience, we provide a
proof.
(i) =⇒ (ii): By (a) and the Trotter-Kato formula, we have
e−tB = lim
n→∞ limk→∞
(
e−tA/ke−tCn/k
)k
(A.1)
in the strong opertor topology. Since e−tA ☎ 0 w.r.t. P for all t ≥ 0 and (b), we
conclude that e−tB ☎ 0 w.r.t. P for all t ≥ 0 by Proposition 4.7.
Let ξ ∈ P\{0}. We set K(ξ) = {η ∈ P | 〈η|e−tBξ〉 = 0 ∀t ≥ 0}. To prove
(ii), it suffices to show that K(ξ) = {0}. If η ∈ P and 〈η|e−tBξ〉 = 0, then, by
(c), 〈esCnη|e−tBξ〉 = 0. Hence, esCnK(ξ) ⊆ K(ξ) for all s ∈ R. It is trivial that
e−tBK(ξ) ⊆ K(ξ) for all t ≥ 0. Accordingly, (e−tB/ketCn/k)kK(ξ) ⊆ K(ξ), which
implies e−tAK(ξ) ⊆ K(ξ) by the Trotter-Kato product formula. In particular, if η ∈
K(ξ), then 〈η|e−tAξ〉 = 0. Since e−tA✄0 w.r.t. P for all t > 0, we conclude that η = 0.
Similarly, we can prove that (ii) =⇒ (i). ✷
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