The paper presents an analysis of the length of comments posted in Internet discussion fora, based on a collection of large datasets from several sources. We found that despite differences in the forum language, the discussed topics and user emotions, the comment length distributions are very regular and described by the lognormal form with a very high precision. We discuss possible origins of this regularity and the existence of a universal mechanism deciding the length of the user posts. We suggest that the observed lognormal dependence may be due to an entropy maximizing combination of two psychological factors which are perceived on a non-linear, logarithmic scale in accordance with the Weber-Fechner law, namely the time spent on post related considerations and the comment length itself. This hypothesis is supported by an experimental check of text length recognition capacity, confirming proportionality of the 'just noticeable differences' for text lengths -the basis of the Weber-Fechner law.
Introduction
Fat tailed probability distributions have been detected in many complex systems, spanning different branches of natural sciences, as well as social phenomena. Such deviations from the normal distribution usually signify some important correlations within the system. In addition to power laws, which have attracted enormous attention due to their scalefree properties (for a review see e.g. [] ), one of the most frequently observed forms is the lognormal distribution, found, for example, in biology, hydrology and social sciences [-] . Part of the reason for this generality is the origin of lognormal distribution from multiplicative random processes (forming a counterpart to additive origin of the normal distribution). In many situations (e.g. in population distributions or the analysis of small particle growth) it has been possible to discover directly the microscopic multiplicative mechanism driving the emergence of the lognormal distribution. Moreover, it has been shown that multiplicative processes, under slightly changed conditions, can lead to either lognormal or power law distributions [, ], further increasing interest in the distribution. In this work we report observations of lognormal-like properties of Internet based human communication, but postulate that their origin is not due to multiplicative process but rather to human psychology.
Human communication patterns, especially in written form, have been the subject of statistical studies for many years. Achieving machine understanding of human lan-http://www.epjdatascience.com/content/2/1/2
Previous research
The length of messages (in some cases referred to as 'size') in various forms of computer mediated human communication has been a subject of diverse studies. Especially relevant to our case are the studies of e-mails. This is because e-mails are also self-contained texts written purposefully to convey author's specific ideas or sentiments to the recipient(s). In an early study, Paxson [] found the distribution of sizes of mail message related transfers (after subtracting the message header) to be bimodal, described by two lognormal distributions, one for the lower % of the data, and the other for the remaining %. He attributed this to the fact that some of the mails were also used to transfer files in the absence of better communication and file sharing protocols. The average size of the mail was rather small, about , bytes (characters). We recall that at that time, e-mail format was almost exclusively pure text -similar to our case of discussion posts. Another set of e-mails was analyzed by Staehle, Bolotin and Tran-Gia [] who compared their data with older observations of Bolotin, Levy and Liu [] . Shapes of cumulative distribution functions (CDF) for several datasets presented in [] show quite varied behavior in the mid-size region, but they all exhibit signs of a long-tailed distribution.
These e-mail studies of data gathered in the text-based era of the s can be compared with recent data obtained in large commercial environments by Karagiannis and Vojnovic [, ] . They found that the distribution of message sizes is almost symmetrical on a logarithmic scale -roughly lognormal in shape -but it should be noted that modern e-mails are far larger in size: the distribution spans lengths from , bytes to more than   bytes with the maximum of the distribution at about  kbytes. Obviously messages of megabyte size are not simple texts authored by people. The increase of size of e-mails is mainly due to prolific use of attachments, many of them containing large graphic files. The fact that the general shape is preserved suggests that a similar, lognormal distributions might apply also to the sizes of these attachments. Indeed, such regularities were also found in studies of file systems. Douceur and Bolosky [] found that the distribution of file sizes on a very large number of personal computers running the Windows OS follows almost ideally a lognormal distribution (with the exception of files with zero size). On the other hand, Downey [] found that while file size distributions on a UNIX workstation follow similar lognormal patterns, there are situations where the distribution is much better described (in its fat tail) by power law, shown especially in the case of Web servers [] . A few years later, Tanenbaum, Herder and Bos [] confirmed such differences, noting also that for a typical UNIX workstation the shape of the file distribution has remained quite stable, but shifted to higher values. The observed duality between lognormal and power law distributions has been explained and modeled by Mitzenmacher [] , who argued that a natural mixture of lognormal distributions can yield power law behavior (see also [] ). A recent study of the distribution of sizes of files available on the Internet by Gros, Kaczor and Marković [] has analysed a very large corpus of millions of files, with sizes ranging from  bytes to over  gigabytes. The study indicated that for some file types (for example audio and video files) the distribution of sizes follows lognormal form for large value, but for other types (images, text) it is better described by a power law. The difference was argued to originate from human neuropsychology and the maximum entropy principle.
While file sizes for complete operating system environments may be the result of specific functional requirements, there are domains where an individual file size is almost http://www.epjdatascience.com/content/2/1/2 purely the result of human decisions. A very good example of such environment is provided by Wikipedia. The articles are written by large group of human users and cover a broad spectrum of topics. Here also each of the articles is a self contained message. They are mainly informative, with little emotional motivation. The article length may vary considerably, from very short to very long, although the editors provide some suggestions to the authors with respect to article length.
a Wikipedia publishes interesting reports on the evolution of article length in various languages, b and although the tables cannot provide detailed information regarding the distribution, they point out the interesting effect of gradual growth in average article length. In addition to the official data, there are several studies devoted to analysis of Wikipedia entries. For example an anonymous dataset c shows a fat tailed shape, which is reasonably well reproduced by the lognormal distribution. In his widely cited paper, Voss [] presents the evolution of the distribution of article sizes in German edition of Wikipedia. During four and half years the shape of the distribution changed from hugely skewed towards small sizes to a shape roughly symmetrical on a logarithmic scale (thus suggesting a lognormal distribution, but the number of data points is too small to provide a decisive measure). As can be seen from the above examples, despite wide range of communication modes, there are indications of general regularities in the way we express our thoughts and emotions to other people. (In this context even a volume of speech over telephone might be considered a derivative of the intention to be heard by the listener.) Unfortunately, as most of the studies focused on other issues, the data on size/length distribution is scanty, prohibiting decisive analysis and comparison of various model distribution functions and possible explanations. With this in mind, we have undertaken our study.
Datasets
In this paper we present analysis of four diverse datasets of user comments. The first is a very large corpus of data is taken from BBC discussion fora devoted to religion and ethics and to UK/world news.
f The comments were in English. The dataset has been studied before in the context of emotions of the users and their interactions by Chmiel et al.
[]; here we look simply at the recorded comment length, measured in bytes or words. The raw BBC dataset contained almost . million messages in over , discussion threads, written by over , users, gathered during a period of  years. The second dataset, much smaller, was gathered from several Polish news discussion fora and political blogs. This has also been originally done with the aim of analyzing emotions and opinion changes and user interaction network [, ] . The data contained , messages, in  discussion threads and from , users gathered over a period of over one year at news forum of one of most popular newspapers and a very popular political blog site.
g Comments were in Polish. The range of emotions expressed by the users was similar to the one found in the BBC fora. The two additional datasets were taken from MySpace discussions (taken in  and  in UK and US) and from YouTube comments (Thelwall, Sud and Vis []). These http://www.epjdatascience.com/content/2/1/2 messages differed from the previous sets in the information content and formality of language. They contained a lot if informal 'netspeak': abbreviations, emoticons, misspelled words etc. The datasets analyzed in this work were based on , (MySpace) and , (YouTube) comments. In the latter case, less than % of users came from the USA and UK, with very broad international participation. We note here that from these four environments, only YouTube had a limit on allowed size of the comments, equal to  characters.
Message length statistics
Following previous research we have focused our analyses on the lognormal distribution, which has the Partial Distribution Function (PDF) of the form:
where L is the comment length and μ and σ are the fitting parameters. The distribution has a maximum (mode) at c = exp(μ -σ  ), meanf = exp(μ + σ  /) and median m = exp(μ). Within the BBC dataset, there are a few values that 'stick out' away from the distribution significantly. These are of special origin. For example at a length of  bytes we observe the influence of  pre-formatted messages from the Editors of the forum, of the type: 'Editorial Note: This conversation has been moved from "World News" to "UK News".' Another large deviation ( messages) occurs at length of  bytes, and results from the way the gif based emoticons are converted to text in the comment harvesting algorithm. These should most likely be treated as much shorter, 'one sign' length posts. These two points, which are not user generated, are clearly visible above the rather smooth distribution. We note that the YouTube comments are limited to about  bytes in length. Therefore we attribute the peak at the high end of the available comment size to over representation of the comments where people used all or almost all the available space. The deviation from lognormal distribution that we observe for posts shorter that  characters (corresponding to one or two words) may come from the natural barrier of the shortest sensible utterance.
The maximum of the PDF function for the BBC and the Polish data is approximately  bytes, but due to much larger value of σ , the average length of message for the BBC forum is  bytes while for the Polish one it is only  bytes. Messages in MySpace are much shorter, the maximum of the distribution is at  bytes and the average is only  bytes; even smaller values are found in the YouTube case,  and  bytes, respectively. All the parameters are summarized in Table . Figure  presents distributions for the BBC and the Polish fora data, with the length of the post measured in words, which are more 'human' units. They are defined here mechanically, as sets of letters separated by punctuation marks or spaces. It should be noted that because many discussion participants disregard spell-checking, situations where words are mistakenly 'glued' together are rather common. This phenomenon may cause automatic counting routines to provide results different from 'true meaning' wordcount. Another phenomenon is 'special spelling' used for emphasis, for example separating each http://www.epjdatascience.com/content/2/1/2 letter of the word by spaces 'l i k e t h i s' , which may also cause problems for automatic word counting routines. These effects are most important for the short posts, and they are the reason for relatively larger proportion of very short messages ( to  words long) in the distributions for both datasets. Despite these problems we observe that the general shape of the distribution functions for long messages is very well preserved despite the change from bytes (characters) to words.
The BBC forum offered a unique opportunity to study the use of quoted text in the messages. The forum interface separated the quotes from the text written by the user, so that it was possible to select posts that openly quoted other messages and also to analyze the length of these quotes. We have separated the 'clean' messages, containing no graphically indicated quotations from messages that contain such insertions. Such selection applied only to the posts using special formatting, as facilitated by the forum editing mechanisms. It did not include text quoted 'by hand' from other sources, which we treated as original messages. It was possible to analyze this subset of messages in two ways. The http://www.epjdatascience.com/content/2/1/2 right panel of Figure  presents the distribution of the length of the quoted fragments. We note with some surprise that quoted texts have a distribution similar, but not identical, to the general distributions of the post lengths. This is interesting because intuitively the mental process deciding how much of another person's message one would cut and paste is quite different from writing one's own comment. The roles of reader and writer are different: attention is focused at selecting the part of someone else's post that might be relevant to the writer who wants to respond, support or criticize. The quote size is, in a cognitive sense, complementary to the comment being written, and the fact that the two share the same statistical properties suggests existence of some deeper mechanism, perhaps based on the user attention scope. The left panel of Figure  (Figure 1 ). The initial comments show similar distribution form, but with higher average of 506 bytes and maximum of the PDF at 160 bytes. This is most likely due to the fact that initial comments carry more information and are less likely to consist of short agreement/disagreement/thanks expressions found later in the discussion threads. whole messages with embedded quotes. It is well described by a shifted
is very close to the mean value of length of quoted fragments ( bytes).
Analysis of possible origins of length distribution
The regularities presented above, showing similar behavior in environments differing in the language used, cultural heritage of authors, topics of posts, presence of extended discussions between users, and emotional content of messages suggest existence of an underlying universal mechanism of a general nature. Furthermore, we think that our observations are important because Internet discussion fora provide very 'clean' examples of written communication. In contrast to formalized media (press or scientific articles, books, even web pages), which have to conform to certain standards and/or size and form http://www.epjdatascience.com/content/2/1/2 limitations, the user comments are, in the studied cases, not bound by form constraints other than necessity to use written language (with the exception of limit of the comment size in YouTube, which had only a minor effect). Even this written form requirement is often circumvented, as the participants use many tricks to convey nonverbal messages: excessive use of punctuation; use of extensive capitalization of text; use of emoticons; unusual graphic forms (such as writing vertically), deliberate misspelling of names or swearwords, etc. The discussion posts are usually focused on a single topic (or, as happens in some cases, the posts are purposeful deviations from this topic) but there is considerable variation in the content of messages, which include informative text, humor, sarcasm, provocation and aggression [] . The comments may be a self-contained expression of the views of the user directed to no-one in particular, or they may be a part of a conversation with other user(s). As we noted, the use of nicknames allows, at the same time, to preserve authorship recognition (in some cases discussions between users recognizing each other by nicknames continues over many separate threads, forming a true social network) and to provide safety of relative anonymity (encouraging open expression). Also, as we mentioned, free access to discussion fora means that the statistical properties are based on broad social sample. Summarizing, we are led to conclusion that the posts are a faithful and multifaceted representation of what people want to communicate on a given subject, to general audience and/or to specific recipients. Thus the distribution of characteristic features of the comments (such as their length) may reflect our idiosyncrasies and limitations of how we want to communicate, especially using the written form.
In an attempt to explain the observed regularities we have looked for possible mechanisms driving the lognormal distribution of comment lengths. Such distributions are usually connected with random multiplicative processes, in which measured variable values are obtained by subsequent application of small multiplicative changes. In our case this would correspond to L(P i ) = m i L(P i- ), where m i is a random variable centered at  and L(P i ) is the length of post P i . There are many situations where m i = ( + ), where is a small random variable, corresponding to processes where subsequent modifications are relatively small and gradual, for example nanoparticle growth (e.g. [, ]) or distribution of company sizes (e.g. [-]). In these situations the actual microscopic processes leading to gradual change are well understood. The reasoning has been proposed to explain file sizes by addition/deletion of small parts of files in operating systems (e.g. []). Similar processes may be at work in clusters of Wikipedia articles sharing the same structure and related by gradual editing [, ].
In our case such reasoning would mean that to obtain the lognormal distribution, the posts should be variations of preceding posts or of some 'template' , for example of the post starting the discussion thread. We have found that the above reasoning does not apply to our case. Separate comments are not modifications of each other. The Polish dataset has been the basis of previous research [], which focused on opinions. Thanks to this, all the comments were read and analysed by humans. This allowed to directly check how many of the texts could be described as modifications of previous entries. As it turns out, almost all (>%) comments were originally written (apart from in-line quotations). The posts radically differ in content from their predecessors in discussion, so the model of successive modifications of original entries, used to explain lognormal distribution of file sizes should not apply. http://www.epjdatascience.com/content/2/1/2 Due to the large size of the BBC dataset, full human analysis of the content was not possible. Spot checks of a small subset of discussions confirmed the same observation: most of the posts differ greatly from other contributions to the same thread. Interestingly, the lognormal distribution of comment sized holds also to the subset of the initial messages in the BBC dataset ( Figure ) . This distribution has a higher average of  bytes and maximum of the PDF at  bytes than for the whole BBC dataset, but preserves the same functional shape. The higher values of the average and maximum of PDF are most likely due to the fact that the comments starting a thread carry more information and are cannot consist of short agreement/disagreement/thanks expressions found later in the discussion threads. As the discussion threads are separate topically and visually, there can be no 'modification' mechanism present, so the origin of the lognormal distribution remains to be explained.
For the whole BBC dataset, we have also calculated the distribution of modification factors m i ( Figure ) . The presence of large number of cases where m i >  means that in such cases at least half of the message P i must have been written anew, which confirms the observations from the Polish data and spot checks in the BBC set. We are therefore forced to look for another mechanism which would lead to the lognormal distribution of post sizes.
Weber-Fechner law in text length estimation and its role in comment distribution
Instead of a multiplicative mechanism, we propose here that the observed regularity is based on the Weber and Fechner laws [, ]. The two laws have long history in studies of human behavior. Weber law states that the just-noticeable difference (JND) in perception, differentiating between two stimuli, is proportional to the magnitude of the stimuli (usually an arithmetic mean is used). The Fechner law states that the magnitudes of the perceived intensity of external stimuli and the objective values of such stimuli are linked by the logarithmic function. It may be derived from the Weber law and for this reason both are usually grouped together. Since the mid-th century, the Weber-Fechner law http://www.epjdatascience.com/content/2/1/2 has been applied to human estimations of many physical sensations: weight, luminosity, sugar sweetness or sound loudness. It has been also applied in a variety of more complex situations, for example in estimation of a quality of service or for distances between cars on a highway [] . The topic of the logarithmic psychological scaling has been discussed even for the basic numeral scale [-], unrelated to the measured/counted entity. This non-linear numerical mapping of estimates is quite general and depends on no training: it has been observed in monkeys, young children and adults with low training in mathematics and situations where we rely on intuitive estimations rather than learned numeracy. We note here that there are also many sensory phenomena for which the Weber-Fechner law was found to be inadequate, and the perceived intensity is related to the stimulus via a power-law relationship (Stevens' law [] ). The exponents for such power-law vary from much less than  to more than  [] .
We follow here the line of reasoning proposed by Gros et al. [] , who explained the observed regularities in file size distributions using arguments based on entropy maximizing mechanisms. In particular, the lognormal distribution is present when there are two distinct degrees of freedom in neurophysiological processes related to a particular information form. This argument has been used for audio and video files (which for large sizes follow the lognormal distribution), where the two variables were identified as time and resolution/quality. In contrast, Gros et al. described the text file type using a power law, associated with a single degree of freedom. We note here that this power law fit was derived mostly from the large value behavior of the distribution. The text files considered in that study ranged from  bytes to  gigabytes. Such very large files are, of course, no results of simple, focused in time human communication processes. On the other hand when one limits the considered range to below   bytes, the text file data of Gros et al.
are quite well described by the lognormal form. Our hypothesis, based on the idea of Gros et al., explains the observed lognormal PDF shape of the originally written comments and of quoted excerpts through maximizing the entropy when the cost functions result from two independent characteristics, each following the Weber-Fechner law.
We assume that the first variable is the mental perception of the time spent on considerations related to posting of the comment or a reply to someone's post. In contrast to other forms of written communication (books, articles), the discussion posts must appear within a rather narrow time frame and are usually results of a single mental effort. In most cases the cognitive processes related to the posting activity extend well before the actual writing action. We note that time follows well documented Weber-Fechner law, valid for a broad range of values [] . We assume here that the time spent on thinking about a post would be proportional to the post length. Such assumption is intuitively reasonable, based on the observations that short expressions of agreement, disagreement or emotions are results of quick, reflex-like activities, while longer texts require extended thinking.
We propose that the second factor that drives the distribution is the mental perception of the text length itself. In this case, as far as we are aware of, there is no previous evidence that the objective text lengths are represented mentally on a logarithmic scale. Therefore we have decided to devise experiments that would check if the Weber-Fechner law is indeed appropriate. These experiments are described in the next sections.
To arrive at the lognormal distribution we look for general distribution function P(L) that would maximize the Shannon information entropy -L P(L) log(P(L)), with the http://www.epjdatascience.com/content/2/1/2 constraint of the perceived cost function c(L). Then the probability distribution takes the general form P(L) ∼ exp(-λc(L)). Using the assumptions postulated above c(L) ∼ log(T) log(L) ∼ log(aL) log(L) ∼ (log(a) + log(L)) log(L), where the time devoted to thinking T is proportional to the length L. The resulting P(L) is a general form of the lognormal distribution
Experiment 1
In the first experiment we have asked the participants to compare lengths of text passages, presented in a way that would deliberately obscure obvious 'graphical' cues (such as the size on page of paper or computer screen) by use of subtly differing text size, spacing, margins etc. The graphical user interface was designed to minimize the distractions. An example of a tester task screenshot is presented in Figure  . The usage of different typefaces and sizes reflected a common situation found in the Internet discussion fora, where the text input window uses different font from the final display. Moreover, we wanted to avoid a possible perception shortcut via a simple area-size comparisons, forcing the participants to devote more attention to the message content, to read it. The subject would have to judge whether a varying comparison text (of length L C ) is longer, equal or shorter than a fixed length test text (L T ), and we were looking for conditions when the user is unable to tell the difference. The test text were randomly chosen from a set with length values L T equal to , , , , , , , , , , , The subjects were asked to indicate which text is longer. When a right answer was given a new comparison text, with length closer to the test one (longer or shorter than it) was substituted. If a wrong answer was given or if the subject judged the texts lengths to be equal -which indicated that the difference was below the JND threshold -a new test text was drawn from the pool. The L T values were 20, 40, 50, 80, 100, 160, 200, 320, 400, 500, 640, 800, 1,000 and 1,280 characters, covering the spectrum from short sentences/sentence fragments to almost full page texts roughly uniformly on the logarithmic scale. All user answers were recorded in separate files for each tester, however the most interesting were those for which the subjects either considered them to be of equal length or ware unable to correctly determine the length relationships. These answers, denoted as represented length were gathered in a set of {L R } for each tester and for each test length L T . http://www.epjdatascience.com/content/2/1/2 , , and , characters, covering the spectrum from short sentences/sentence fragments to almost full page texts. These L T values were chosen so that their distribution on a logarithmic scale would be approximately uniform. The texts were taken from classical Polish literature (native language of the studied subjects). An English language version of the program is available from the authors, as well as a Web based implementation. We performed the tests using nine testers ( male,  female). The testers performed between , and , comparisons, leading to between ∼ and ∼ cases in which they were unable to distinguish the lengths of the strings correctly.
This experiment follows closely the original work of Weber [] and of Cowdrick [] , where two weights were compared. We looked for the values of comparison text length for which the tested person would not be able to correctly asses in relation to the test text. Such answers comprised of two cases: the tester decided that the test and comparison texts were of the same length or he/she incorrectly assigned the length relationship (showing that he/she was unable to correctly differentiate them). We shall denote these values as represented text lengths. For each test length L T a set of represented lengths {L R } was gathered for each tester. (Weber law) is well preserved with the coefficients of determination R 2 higher than 0.9 for eight of the nine subjects and above 0.8 for the remaining one. http://www.epjdatascience.com/content/2/1/2 Figure 9 Graphical interface of the text length marking program -Experiment 2. The program required the experiment subjects to mark (using keyboard or mouse) a text fragment of the same length as the test text. The test texts were presented in the initial screen of the program (top panel). Selection was done on the selection screen (bottom panel). The users can switch between the two screens to allow corrections and calibration, but cannot see both texts at the same time. As in Experiment 1, visual clues making the purely graphical comparisons of shape and size were used. To prohibit simple content matching two different languages were used: Polish (mother language of the testers) for the test length and the 'lorem ipsum' Latin template for the markup texts. The lengths of the marked fragments denoted as corresponding length were gathered in a set of {L C } for each tester and for each test length L T .
Figure , which shows the distribution of the proportionality constants β and the corresponding coefficient of determination R  . For eight of nine testers the R  value is above . indicating good linear regression, for one tester it is somewhat greater than ., a weaker, but still significant indication of linearity.
Experiment 2
In the second experiment we have asked the participants to perform a more active task.
The test text (in Polish) was displayed on the computer screen (example in the upper panel of Figure  ). After familiarizing himself/herself with the test text, the subject switched to the second screen, which displayed a random fragment of a Latin text. The task was to select, using a mouse or keyboard, a fragment of the Latin text that had the same length http://www.epjdatascience.com/content/2/1/2 as the original one. As before, the typefaces between the two texts were different. The use of two languages was motivated by the desire to make the matching more difficult. The subjects could switch between the two screens at will before making the final decision, but could not see the test text and the marked fragment simultaneously. The selected passages lengths, L S were gathered and analysed in a way similar to the Experiment . We have looked for the dependence of the average value L S and the standard http://www.epjdatascience.com/content/2/1/2 deviations σ (L S ) on the test text lengths L T ( Figure ) . The second relationship confirms that also in the case where the experimental subject can actively choose the length of a text to fit a given value, the errors increase proportionally to the test text lengths.
Both were found to be well described by linear functions L S = γ  L T and σ (L S ) = β  L T . In the case of the average L S the linearity is excellent (with a slight tendency to overestimate the selected texts). The linearity is less pronounced for the standard deviation values; still, the coefficients of determination are better than ..
Conclusions
The two simple experiments suggest the validity of the Weber's proportionality between the error and stimulus value, at least in the tested domain of the length of text between a single sentence and a single page. Due to the small number of testers the reported results should be treated as preliminary. Unfortunately, the lack of funding did not allow us to run the tests for much larger groups of participants. We are looking for institutions that would be willing to run these experiments with a larger number of testers, with the goal of obtaining the statistical distributions of the individual parameters. Despite the preliminary nature of the experimental procedure described above, it is our belief that the results support the postulated Fechner law of the logarithmic mental representation for text length. Together with the logarithmic perception of time spent at considerations related to posting a comment, these two psychological perceptions would fulfill the dual degree of freedom condition formulated by Gros, Kaczor and Marković [] and could serve as an explanation for the observed lognormal distribution of the comment sizes.
