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A RIGOROUS DERIVATION OF HAFF’S LAW FOR A
PERIODIC TWO-DISK FLUID
ALEXANDER GRIGO
Abstract. We derive Haff’s cooling law for a periodic fluid consisting of two
hard disks per unit cell by reducing it to a point particle moving inside a Sinai
billiard with finite horizon with an inelastic collision rule. Indeed, our results
also apply to general dispersing billiards with piece-wise smooth boundary
with finite horizon and no cusps.
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1. Introduction
One of the central problems in statistical mechanics is to derive a macroscopic
description of a many particle systems based on a microscopic description. In partic-
ular, expressing the corresponding transport coefficients in terms of the microscopic
interaction model is of interest. Due to its simplicity hard-sphere models are often
used in numerical simulations as well as in mathematically rigorous investigations.
See [37] for a collection of surveys on this topic. Mathematically these models are
equivalent to a billiard in a spatial domain of dimension equal to the number of
degrees of freedom of the hard-sphere model. In the derivation of transport coef-
ficient one relies on statistical properties of the microscopic dynamics [35], so that
we are interested in hard-sphere models, i.e. billiards, with hyperbolic dynamics
and good statistical properties.
By now the mathematical analysis of planar hyperbolic billiards is well developed
[9, 10, 11, 12, 40, 17, 25]. However, for many particle hard-sphere systems it
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is extremely challenging to even show ergodicity. In [13, 34, 14] ergodicity was
proven for special model of many interacting particles. Despite recent progress
[1, 2, 3, 4, 5] there is little hope that current techniques will be able to provide a
proof of statistical properties of multi-particle systems in the foreseeable future.
The immense technical difficulty is the primary reason why the mathematically
rigorous study of problems of statistical mechanics, like transport, has in the context
of mechanical models been limited to the study of billiard model in two dimensional
domain [37]. These minimal models were used to prove existence of diffusion [10,
12, 6, 38] and viscosity [15, 22]. But already a proof of heat conductivity still
remains an open challenge [7].
Despite the fact that the statistical properties of multidimensional billiards re-
main a challenge, the theory of planar hyperbolic billiards is developed enough to
also study perturbations of these. Popular choices are (small) external fields (typ-
ically in combination with a thermostat), which were shown in [20, 21, 23] and
[24, 26] to be models that exhibit Ohm’s law and the Einstein relation between the
conductivity and diffusion constant.
Modelling dissipative interactions, especially in the context of kinetic theory of
granular media, has been an active area of research, e.g. [8, 39, 16] and references
therein. A novel feature, due to the dissipative nature of the interactions, is that
the interactions slow down the particles. Hence understanding the cooling process
is of interest. In fact, it was shown in [30] that the rate at which the total en-
ergy decreases follows a simple relation, namely as a function time the inverse of
the square-root of the total energy (or rather temperature) follows a straight line.
This relation is commonly known as Haff’s law, and present an additional trans-
port phenomenon, namely the transport of energy from the system to the ambient
environment.
In the present paper we follow the above outlined philosophy of [10, 12, 15, 22, 14]
and investigate Haff’s law in the simplest model, namely two hard disks on a two-
dimensional torus that dissipate energy due to inelastic collisions. Unfolding the
dynamics of the two disks on the torus to the plane as shown in Fig. 1 explains why
(a) finite horizon (b) infinite horizon
Figure 1. The periodic two-disk fluid with finite and infinite horizon.
this model corresponds to a periodic two-disk fluid.
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As is commonly done [8] we will only consider inelastic collisions that preserve
the total momentum of the two particles. This has the advantage that their center
of mass moves with constant velocity as for the elastic collisions. Therefore, the
same reduction as in the elastic case allows us to only consider the dynamics of
the relative coordinates, which corresponds to a point particle moving on the two-
dimensional torus with a circular scatterer removed as shown in Fig. 2. Depending
(a) finite horizon (b) infinite horizon
Figure 2. The relative motion in the periodic two-disk fluid with
finite and infinite horizon.
on the size of the two particles relative to the size of the torus the two particles
can pass each other or not, which corresponds to an infinite or finite horizon Sinai
billiard for the dynamics of the relative coordinates. As in [10, 12, 15, 22] we
will only consider the case of a finite horizon, i.e. large particles, to minimize
unnecessary technical details and to keep the presentation of the essentials of the
present paper as clear as possible. Comments on the infinite horizon will be given
in Section 7. In fact, instead of limiting our study to the very special billiard shown
in Fig. 2 we will consider more general dispersing billiard tables without cusps and
with finite horizon. These would naturally correspond to the motion of a point
particle in a periodic configuration of scatterers (if the billiard is on a torus) or
inside a closed billiard table with dispersing boundary components.
In order to make use of the fact that the billiard dynamics with elastic collisions
is known to have strong statistical properties we naturally will consider the case of
small dissipation, which is also what is often studied in the setting of kinetic theory,
e.g. [8, 39, 16]. This naturally presents a fast-slow system, where the usual billiard
coordinates represent the fast variables and the speed (or energy) of the particle
is the slowly changing variable. Our main result is the following statement of the
cooling process over the relevant time scale, which recovers Haff’s law in the special
case where the dissipation mechanism is independent of the relative speed at the
moment of collision, i.e. a constant restitution coefficient. A precise formulation is
given in Theorem 6.5.
Theorem 1.1 (Haff’s law). Let Q be a dispersing billiard table with piece-wise
smooth boundary with finite horizon and no cusps. In the limit of vanishing dissi-
pation the evolution of the speed c of the particle over s span of time reciprocal to
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the size of the dissipation is uniformly approximated by the solution c¯ to
d
dt
c¯(t) = −|∂Q|
π|Q| c¯(t)
2
∫ π
2
0
q(c¯(t) cosϕ) cos3 ϕdϕ ,
where the function q models the dissipation mechanism.
The fact that in our model the dynamics of the fast variables will depend on
the slow variable makes this system a so-called fully coupled fast-slow system,
whose analysis is generally hard. Indeed, only very recently fully-coupled fast-slow
systems were investigated [31, 32, 29], however, under the assumption of a smooth
dynamics. Since billiards have singularities those result do not apply right away.
More general dynamical aspects were considered in [33], but not in the fully-coupled
setting. The only directly related work we are aware of is the study of the motion
of a heavy particle colliding with a light particle [19], where as similar fast-slow
system is investigated.
In order to keep the presentation as clear as possible we will not include lengthy
proofs which are just slight modifications of proofs of similar results. Instead we will
point the reader to the corresponding references, which are primarily [25, 19, 26, 24].
2. Description of the map
Let Q denote a domain on the torus, such that any ray emanating from any point
on ∂Q will intersect ∂Q at a distance that is uniformly bounded away from 0 and
∞. Furthermore, we will assume that ∂Q consists of a finite number of piece-wise
smooth (at least C3 smooth) curves that are convex inwards, also referred to as
dispersing. Consider a particle moving with velocity v ∈ R2 along a straight line
inside of Q until it reaches a point x ∈ ∂Q. At such a point of collision the velocity
is instantaneously changed from its pre-collisional value v− to its post-collisional
value v+. Then the particular continues to move along a straight line with velocity
v+ until the next point of collision and so on.
If v+ is obtained from v− by means of reflection of v− about the tangent to the
point of reflection x ∈ ∂Q, i.e. v+ = (1 − 2N N T ) v− with N denoting the unit
normal vector to x ∈ ∂Q, then the dynamics of the particle is called a dispersing
billiard with finite horizon. We refer to the monograph [25] and references therein
for a detailed exposition of dynamical properties of such billiards.
In the present work we consider the following model of inelastic reflection for the
expression for v+ in terms of v−
(1) v+ = [1− (2− η)N N T ] v− , η ≡ η(−N · v−) 0 ≤ η < 1 ,
where N denotes again the unit normal vector to ∂Q at the point of collision, and
η denotes the so-called normal restitution coefficient, which in general is a function
of the normal velocity −N · v−. As detailed in the introduction the choice of (1) is
motivated by models in the kinetic theory of granular materials [8].
Following standard practice in the theory of billiards [25] we decompose the flow
into two separate components. The first is the free flight from one point on ∂Q to
another, the second being the instantaneous change of the velocity at the moment
of collision with a point on ∂Q. The composition of a free flight with a collision
induces a map Fˆ
(2a) Fˆ : Mˆ → Mˆ where Mˆ =M× (0,∞) and M = ∂Q× (−π
2
,
π
2
) ,
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which is the natural generalization of the standard billiard map F defined on M.
And we use the usual coordinates
(2b) xˆ ≡ (s, ϕ, c) ∈ Mˆ and x ≡ (s, ϕ) ∈M ,
where s is the arc length parameter along ∂Q, ϕ of reflection, and c denotes the
speed of the particle. Furthermore, we let Π denote the projection of xˆ onto it
(s, ϕ)–component, i.e.
(3) Π: Mˆ →M , Π(s, ϕ, c) = (s, ϕ) .
A natural representation of (s1, ϕ1, c1) = Fˆ(s0, ϕ0, c0) is given by first applying
the standard billiard map
(4a) (s1, ϕ˜1) = F(s0, ϕ0)
and then determine the angle ϕ1 and speed c1 according to (1)
(4b) c1 cosϕ1 = [1− η(c0 cos ϕ˜1)] c0 cos ϕ˜1 and c1 sinϕ1 = c0 sin ϕ˜1
i.e.
ϕ1 = arctan
tan ϕ˜1
1− η(c0 cos ϕ˜1)
c1 = c0
√
[1− η(c0 cos ϕ˜1)]2 cos2 ϕ˜1 + sin2 ϕ˜1 .
(5)
With this notation, introduce the mappings
(6) P (ϕ˜1, c0) = (ϕ1, c1) and Pˆ (s1, ϕ˜1, c0) = (s1, ϕ1, c1) ,
and
(7) Fˆ0(s, ϕ, c) = (F(s, ϕ), c) ,
so that
Fˆ(s, ϕ, c) = Pˆ (F(s, ϕ), c) = Pˆ ◦ Fˆ0(s, ϕ, c)
holds. Throughout the paper we will frequently make use of
(8) η1(w) = w η
′(w) , η2(w) = w
2 η′′(w) for all w ≥ 0
to shorten the notation.
Using the two-stage representation (4) of Fˆ we readily obtain an expression
for DFˆ in terms of the derivative of DF , [25], and the derivative of the mapping
(ϕ˜1, c0) 7→ (ϕ1, c1). The expression for DF(s0, ϕ0) is given by [25]
(9a)
DF(s0, ϕ0) = − 1
cos ϕ˜1
(
τ01K0 + cosϕ0 τ01
τ01K0K1 +K0 cos ϕ˜1 +K1 cosϕ0 τ01K1 + cos ϕ˜1
)
,
where τ01 denotes the length of the free path, and K0 and K1 denote the curvature
of the boundary ∂Q at s0 and s1, respectively. By differentiating (4b) we obtain(−c1 sinϕ1 cosϕ1
c1 cosϕ1 sinϕ1
)(
dϕ1
dc1
)
=
(−c0 sin ϕ˜1 [1− η − η1] cos ϕ˜1 [1− η − η1]
c0 cos ϕ˜1 sin ϕ˜1
)(
dϕ˜1
dc0
)
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where we used the short-hand notation η ≡ η(c0 cos ϕ˜1) and η1 ≡ η1(c0 cos ϕ˜1)a.
Therefore it follows that
∂ϕ1
∂ϕ˜1
=
1− η
(1− η)2 cos2 ϕ˜1 + sin2 ϕ˜1
− sin2 ϕ1 η1 = sinϕ1 cosϕ1
sin ϕ˜1 cos ϕ˜1
− sin2 ϕ1 η1
∂ϕ1
∂c0
=
1
c0
sin ϕ˜1 cos ϕ˜1
(1− η)2 cos2 ϕ˜1 + sin2 ϕ˜1
η1 =
c0
c21
sin ϕ˜1 cos ϕ˜1 η1
∂c1
∂ϕ˜1
= c0 sin ϕ˜1 cosϕ1
[ (2 − η) η
1− η + η1
]
∂c1
∂c0
=
c1
c0
− cosϕ1 cos ϕ˜1 η1 = sin ϕ˜1
sinϕ1
− cosϕ1 cos ϕ˜1 η1
(9b)
where we made use of (5) to simplify. In particular,
(9c) DFˆ(s0, ϕ0, c0) =

1 0 00 ∂ϕ1
∂ϕ˜1
∂ϕ1
∂c0
0 ∂c1
∂ϕ˜1
∂c1
∂c0



DF(s0, ϕ0) 00
0 0 1


for the explicit expression for the derivative of Fˆ .
3. Invariant cone fields
Throughout we will denote by Vmin, Vmax, κ three parameters that will always
be assumed to satisfy
0 < Vmin < Vmax ≤ ∞ , 0 ≤ κ <∞ .
For any such choice we define the cone field
(10) Cˆuxˆ =
{
dxˆ :Vmin ≤ dϕ
ds
≤ Vmax and
∣∣∣ dc
c cosϕds
∣∣∣ ≤ κ} ,
and the corresponding
(11) Cux = ΠCˆuΠ(xˆ) =
{
dx :Vmin ≤ dϕ
ds
≤ Vmax
}
projection of Cˆuxˆ for any xˆ with Π(xˆ) = x. Furthermore, we will assume throughout
that
(12)
ηmax = sup
c≥0
η(c) <∞ , η1,max = sup
c≥0
|η1(c)| <∞ , η2,max = sup
c≥0
|η2(c)| <∞ .
Clearly 0 ≤ ηmax ≤ 1, and for any given billiard table Q the two conditions
ηmax + η1,max < (1− ηmax) τminKmin
η1,max
(1 − ηmax) 52
2−ηmax
1−ηmax
ηmax + η1,max
τminKmin − ηmax+η1,max1−ηmax
< (1− ηmax − η1,max) τminKmin
1 + τminKmax
(C)
are satisfied for all small enough values of ηmax and η1,max. Here we assume that
τmin > 0, which will be a temporary assumption we make to simplify the exposition.
We will comment on the situation where τ = 0 right before stating Theorem 6.4.
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Lemma 3.1 (Invariance of Cˆu and Cu). Suppose ηmax and η1,max satisfy (C). Then
for any choice of the parameters Vmin, Vmax, κ such that
κ ≥ 1 + τminKmin√
1− ηmax
2−ηmax
1−ηmax
ηmax + η1,max
τminKmin − ηmax+η1,max1−ηmax
(
Kmax + 1
τmin
)
Vmin ≤ (1 − ηmax − η1,max)Kmin − η1,max
(1− ηmax)2
κ
1 + τminKmin
Vmax ≥
( 1
1− ηmax + η1,max
)(
Kmax + 1
τmin
)
+
η1,max
(1− ηmax)2
κ
1 + τminKmin
the corresponding cone fields Cˆu and Cu are invariant under Fˆ and F , respectively.
Proof. The invariance property of Cu is well-known [25]. Let xˆ0 be arbitrary, and
suppose that dxˆ0 ∈ Cˆuxˆ0 . Denote by xˆ1 the point Fˆ(xˆ0), and denote by dxˆ1 the
vector DFˆ(xˆ0) dxˆ0. Fix 0 ≤ V0 < Vmax ≤ ∞ and 0 ≤ κ < ∞. The explicit
expression (9) for the derivative of Fˆ yields
dϕ1
ds1
=
∂ϕ1
∂ϕ˜1
[
K1 + cos ϕ˜1
τ01 +
cosϕ0
K0+
dϕ0
ds0
]
− c0 cos ϕ˜1
∂ϕ1
∂c0
1 + τ01
K0+
dϕ0
ds0
cosϕ0
dc0
c0 cosϕ0 ds0
dc1
c1 cosϕ1 ds1
=
1
c1 cosϕ1
∂c1
∂ϕ˜1
[
K1 + cos ϕ˜1
τ01 +
cosϕ0
K0+
dϕ0
ds0
]
−
c0
c1
∂c1
∂c0
cos ϕ˜1
cosϕ1
1 + τ01
K0+
dϕ0
ds0
cosϕ0
dc0
c0 cosϕ0 ds0
,
which allows us to compute the image dxˆ1 of dxˆ0 under DFˆ . With Vmin ≤ dϕ0ds0 ≤
Vmax and | dc0
c0 cosϕ0 ds0
| ≤ κ it thus follows that
dϕ1
ds1
≤
∣∣∣∂ϕ1
∂ϕ˜1
∣∣∣ (Kmax + 1
τmin
)
+
|c0 cos ϕ˜1 ∂ϕ1∂c0 |
1 + τminKmin κ
dϕ1
ds1
≥
∣∣∣∂ϕ1
∂ϕ˜1
∣∣∣Kmin − |c0 cos ϕ˜1
∂ϕ1
∂c0
|
1 + τminKmin κ∣∣∣ dc1
c1 cosϕ1 ds1
∣∣∣ ≤ ∣∣∣ 1
c1 cosϕ1
∂c1
∂ϕ˜1
∣∣∣ (Kmax + 1
τmin
)
+
| c0
c1
∂c1
∂c0
cos ϕ˜1
cosϕ1
|
1 + τminKmin κ .
Using the explicit expressions (9b) for the various derivatives we see that
1− ηmax − η1,max ≤
∣∣∣∂ϕ1
∂ϕ˜1
∣∣∣ ≤ 1
1− ηmax + η1,max∣∣∣c0 cos ϕ˜1 ∂ϕ1
∂c0
∣∣∣ ≤ η1,max
(1− ηmax)2
∣∣∣ 1
c1 cosϕ1
∂c1
∂ϕ˜1
∣∣∣ ≤
(2−ηmax) ηmax
1−ηmax
+ η1,max√
1− ηmax∣∣∣c0
c1
∂c1
∂c0
cos ϕ˜1
cosϕ1
∣∣∣ ≤ 1 + η1,max
1− ηmax
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and hence
dϕ1
ds1
≤
( 1
1− ηmax + η1,max
)(
Kmax + 1
τmin
)
+
η1,max
(1 − ηmax)2
κ
1 + τminKmin
dϕ1
ds1
≥ (1− ηmax − η1,max)Kmin − η1,max
(1 − ηmax)2
κ
1 + τminKmin
∣∣∣ dc1
c1 cosϕ1 ds1
∣∣∣ ≤
(2−ηmax) ηmax
1−ηmax
+ η1,max√
1− ηmax
(
Kmax + 1
τmin
)
+
1 + η1,max
1− ηmax
κ
1 + τminKmin .
Therefore, it is sufficient for the invariance of Cˆu to have 0 ≤ κ, and 0 ≤ Vmin ≤
Vmax ≤ ∞ such that
Vmax ≥
( 1
1− ηmax + η1,max
)(
Kmax + 1
τmin
)
+
η1,max
(1− ηmax)2
κ
1 + τminKmin
0 ≤ Vmin ≤ (1− ηmax − η1,max)Kmin − η1,max
(1− ηmax)2
κ
1 + τminKmin
κ ≥
(2−ηmax) ηmax
1−ηmax
+ η1,max√
1− ηmax
(
Kmax + 1
τmin
)
+
1 + η1,max
1− ηmax
κ
1 + τminKmin .
By our first assumption
0 < 1− 1 + η1,max
1− ηmax
1
1 + τminKmin
so that the condition on κ takes on the equivalent form
κ ≥ 1 + τminKmin√
1− ηmax
2−ηmax
1−ηmax
ηmax + η1,max
τminKmin − ηmax+η1,max1−ηmax
(
Kmax + 1
τmin
)
.
In particular
η1,max
(1− ηmax)2
κ
1 + τminKmin ≥
η1,max
(1 − ηmax) 52
2−ηmax
1−ηmax
ηmax + η1,max
τminKmin − ηmax+η1,max1−ηmax
(
Kmax + 1
τmin
)
.
On the other hand, for Vmin to exists we also need to have
η1,max
(1− ηmax)2
κ
1 + τminKmin < (1 − ηmax − η1,max)Kmin
which is possible due to our second assumption, and thus the three conditions stated
Lemma 3.1 can be simultaneously satisfied. 
For any dxˆ ∈ Cˆuxˆ , dx ∈ Cux we define its Euclidean norm and its adapted norm by
‖ dxˆ ‖ =
√
ds2 + dϕ2 + dc2 , | dxˆ |∗ = cosϕ |ds|
‖ dx ‖ =
√
ds2 + dϕ2 , | dx |∗ = cosϕ |ds|
,(13)
respectively. In particular we have√
1 + V2min
cosϕ
| dxˆ |∗ ≤ ‖ dxˆ ‖ ≤
√
1 + V2max + κ2 c2 cos2 ϕ
cosϕ
| dxˆ |∗√
1 + V2min
cosϕ
| dx |∗ ≤ ‖ dx ‖ ≤
√
1 + V2max
cosϕ
| dx |∗ ,
,(14)
which shows that the two norms are (locally) equivalent on Cˆu. These are the
natural generalizations of the corresponding standard concepts in the theory of
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dispersing billiards [25]. The following result is an immediate consequence of the
definition of | · |∗.
Lemma 3.2 (Uniform expansion of Cˆu and Cu). Under the assumptions of Lemma 3.1∣∣∣DFˆ(xˆ) dxˆ ∣∣∣
∗
≥ Λ | dxˆ |∗ and |DF(x) dx |∗ ≥ Λ | dx |∗
with
(15) Λ = (1− ηmax) [1 + τmin (Kmin + Vmin)]
holds for any xˆ, dxˆ ∈ Cˆuxˆ and any x, dx ∈ Cux .
In the limit ηmax → 0 and η1,max → 0 the result of Lemma 3.1 allows for the
choice of parameters κ = 0, Vmin = Kmin, Vmax = Kmax + 1τmin . In this case
the minimal expansion rate Λ, as defined in Lemma 3.2, take on the form Λ =
1 + 2 τminKmin. These are the unstable cone field Cu for F and the corresponding
expansion rate (with respect to | · |∗) as they are usually used in the theory of
hyperbolic billiards [25].
Throughout we will assume that ηmax, η1,max, η2,max and the parameters Vmin,
Vmax, κ are chosen such that:
Assumption 3.3. The parameters κ, Vmin, Vmax chosen so that equality holds in
Lemma 3.1, and the cone fields Cˆu, Cu are invariant with Λ > 1 + τminKmin.
Remark 3.4. As was already pointed out earlier, by Lemma 3.1 and Lemma 3.2
Assumption 3.3 can always be realized as long as ηmax, η1,max are sufficiently small
compared to geometric parameters of the billiard table Q. The smallness assumption
on η2,max will be imposed later on to ensure certain regularity of Fˆ .
4. Dynamics of unstable curves
A curve γˆ in Mˆ is called an unstable curve if all its tangent vectors are in the
unstable cone Cˆuγˆ . This is in complete analogy to the corresponding concept in the
theory of hyperbolic billiards [25]. In fact, this is more than a formal analogy since
Lemma 3.1 and Lemma 3.2 show that the projection γ = Π(γˆ) of any unstable curve
γˆ in Mˆ is an unstable curve in M. And since the dynamics of unstable curves is
central in the study for hyperbolic billiards [25] we derive the corresponding results
for the dynamics of unstable curves under iterations of Fˆ .
Let γˆ be some unstable curve in Mˆ. By its very definition (10) we see that γˆ
can be parametrized in terms of s. Furthermore, the assumed bound | dc
c cosϕds | ≤ κ
on γˆ clearly implies the uniform bound
(16) sup
xˆ′,xˆ′′∈γˆ
c
′
c′′
≤ eκ (|∂Q| ∧ πVmin ) = e(ηmax+η1,max)×const
on the variation of c along γˆ. And since the cone field Cˆu is invariant under Fˆ it
follows that images of unstable curves remain unstable curves with the same uniform
bounds, and projecting any of these unstable curves by Π from Mˆ to M yields
an unstable curve for the standard billiard map F on M. An illustration of the
unstable cone field and unstable curves, as well as their projections is given in Fig. 3.
As our standing assumption is η2,max <∞ (in fact it will be eventually assumed to
very very small) we have bounded second derivatives of P . Thus the curvature of
Fˆ(γˆ) is bounded as long as the curvature of γˆ is bounded. For planar hyperbolic
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Figure 3. An illustration of the cone fields Cu and Cˆu as well
as unstable curves γˆ and their projections γ onto M (or in fact
M×{c}). The cones Cˆu has a narrow opening in the c–coordinate,
and hence unstable curves γˆ almost agree with their projections γ.
billiards [18] shows that the curvature of unstable curves is uniformly bounded under
iteration by the standard billiard map. The map Fˆ we consider here is essentially a
small perturbation of the standard billiard F . Indeed, a straightforward adaptation
of the proofs in [18], as was done also in similar settings [23, 24], we obtain the
following:
Lemma 4.1 (Uniform curvature bounds). Suppose that the curvature of an unstable
curve γˆ is bounded by some constant C0. Then uniformly in n ≥ 1 the curvature of
Fˆn(γˆ) is bounded by some constant C, which depends on C0, Q, and is independent
of ηmax, η1,max, η2,max provided that they are chosen less than some η
∗
max, η
∗
1,max,
η∗2,max, respectively.
Due to Lemma 4.1 we will throughout make the following assumption:
Assumption 4.2. All unstable curves γˆ considered have a universally bounded
curvature, uniformly in the parameters ηmax ≤ η∗max, η1,max ≤ η∗1,max, η2,max ≤
η∗2,max.
In order to control distortions of unstable curves under iterations by Fˆ we make
again use of the fact that Fˆ is a perturbation of the standard billiard map F , whose
distortion estimates are well-understood, e.g. [25]. The natural generalization of
the so-called the homogeneity strips used in hyperbolic billiards [12, 11] are
∀ k ≥ k0 : Hˆk =
{
(s, ϕ, c) :
π
2
− 1
k2
< ϕ <
π
2
− 1
(k + 1)2
}
Hˆ0 =
{
(s, ϕ, c) :−π
2
+
1
k20
< ϕ <
π
2
− 1
k20
}
∀ k ≥ k0 : Hˆ−k =
{
(s, ϕ, c) :−π
2
+
1
(k + 1)2
< ϕ < −π
2
+
1
k2
}
,
(17)
which we will call homogeneity surfaces. The value of k0 ≥ 1 is determined by the
one-step expansion property [25] stated in Lemma 4.4 below.
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In order to make use of the homogeneity surfaces when estimating distortions of
images of unstable curves under iterations of Fˆ it is convenient to follow standard
practice of hyperbolic billiards and introduce additional singularities for Fˆ (i.e.
artificial singularities in addition to the ones present in Fˆ due to F) as follows:
• An unstable curve γˆ in Mˆ which does not cross any of the homogeneity
surfaces (Hˆk)k is called a weakly homogeneous unstable curve.
• The surfaces (Hˆk)k act as additional singularities of Fˆ , hence if any of the
image under Fˆ of any weakly homogeneous unstable curve γˆ crossing any of
the (Hˆk)k will be cut accordingly into weakly homogeneous unstable curves.
In particular, the image under Fˆ of any weakly homogeneous unstable curve is a
finite or countable union of weakly homogeneous unstable curves.
For any (weakly homogeneous) unstable curves γˆ0, γˆ1 with Fˆ(γˆ0) = γˆ1 and any
xˆ0 ∈ γˆ0 we denote by Jγˆ0Fˆ(xˆ0) the Jacobian of Fˆ : γˆ0 → γˆ1 at xˆ0. Similarly, we
denote by Jγˆ1Fˆ−1(xˆ1) the Jacobian of Fˆ−1. Since we already know that unstable
curves γˆ in M are very close to their projections γ = Πγˆ in M, the following
uniform distortion bound follows from the corresponding standard arguments for
hyperbolic billiards [25, 24]:
Lemma 4.3 (Uniform distortion bounds). For any choice of η∗max, η
∗
1,max, η
∗
2,max
there exists a constant C such that for every weakly homogeneous unstable curves
γˆ0 and γˆ1 = Fˆ(γˆ0)
sup
xˆ1∈γˆ1
∣∣∣ d
ds1
logJγˆ1F−1(xˆ1)
∣∣∣ ≤ C|γˆ1| 23
holds, uniformly for in ηmax, η1,max, η2,max provided that they are chosen less than
η∗max, η
∗
1,max, η
∗
2,max, respectively.
The key result in the study of hyperbolic billiards is the so-called one-step expan-
sion [25] property. Since unstable curves γˆ are uniformly close to their projections
γ = Πγˆ also this property of F readily carries over to our setting of Fˆ . To be
precise, let γˆ be a weakly homogeneous unstable curve. Recall that Fˆ(γˆ) is cut
into several connected component due to the presence of singularities in F , and
due to the additional singularities introduced by the homogeneity surfaces. For
any connected component γˆi of Fˆ(γˆ) denote by λi the minimal expansion of Fˆ on
Fˆ−1γˆi in terms of the adapted metric | · |∗.
Lemma 4.4 (Uniform one-step expansion). For any η∗max, η
∗
1,max, η
∗
2,max
lim inf
l→0
sup
ηmax,η1,max,η2,max
sup
γˆ : |γˆ|<l
∑
i
λi < 1
where the supremum is taken over all weakly unstable curves γˆ and all ηmax, η1,max,
η2,max less than η
∗
max, η
∗
1,max, η
∗
2,max, respectively.
Once a one-step expansion such as in Lemma 4.4 is established the so-called
growth lemma follow from general arguments as explained in [25, 20, 24] and ref-
erences therein. In order to formulate it we introduce the following notations. For
any weakly homogeneous unstable curve γˆ we denote by mγˆ the Lebesgue measure
on it. For every n ≥ 0 its image Fˆ(γˆ) consists of a finite or countable number of
weakly homogeneous unstable curves, and for every xˆ ∈ γˆ we denote by γˆn(xˆ) the
12 A. GRIGO
component of Fˆn(γˆ) containing Fˆn(xˆ). Furthermore, we denote by
rn(xˆ) = distγˆn(xˆ)(Fˆn(xˆ), ∂γˆn(xˆ))
the distance of the point Fˆn(xˆ) to the closest endpoints of the component of Fˆn(γˆ)
containing it. With this notation in place we can formulate the aforementioned
growth lemma for Fˆ , whose proof can be found in [25, 20, 24], where the particular
formulation given below can be found in [24].
Lemma 4.5 (Uniform growth lemma). Fix η∗max, η
∗
1,max, η
∗
2,max. Then uniformly
in ηmax, η1,max, η2,max less than η
∗
max, η
∗
1,max, η
∗
2,max, respectively, and uniformly
for any weakly homogeneous unstable curve γˆ the following hold:
(a) There exists 0 < θ0 < 1, c1, c2 > 0 such that
mγˆ{rn < ζ} ≤ c1 (θ0 Λ)nmγˆ{r0 < ζ Λ−n}+ c2 ζ |γˆ|
holds for all n ≥ 0 and all ζ > 0.
(b) There exist c3, c4 > 0 such that whenever n ≥ c3 | log |γˆ||, then
mγˆ{rn < ζ} ≤ c4 ζ |γˆ|
for any ζ > 0.
(c) There exist 0 < θ1 < 1, c5, c6 > 0, ζ0 > 0 such that
mγˆ{ max
n :n1<n<n2
rn < ζ0} ≤ c6 θn2−n11 |γˆ|
holds for all n2 > n1 > c5 | log |γˆ||.
In the theory of hyperbolic billiards the growth lemma is the key tool to derive
strong statistical properties of the billiard map F via standard pairs (see below). In
the following we state the relevant results for Fˆ that follow from the corresponding
results for F with only minor changes in their proofs. We refer to [25, 20, 24] and
references therein for detailed proofs.
For any two points xˆ′, xˆ′′ ∈ Mˆ we denote by s+(xˆ′, xˆ′′) the smallest n ≥ 0 for
which the corresponding image points Fˆ (xˆ′) and Fˆn(xˆ′′) are separated by either
a singularity surface of Fˆ or a homogeneity surface. A standard pair is a weakly
unstable curve γˆ with an absolutely continuous probability measure ρˆ(xˆ)mγˆ(dxˆ)
on it, whose density satisfies
(18) | log ρˆ(xˆ′)− log ρˆ(xˆ′′)| ≤ C∗ Λ−s+(xˆ′,xˆ′′) for all xˆ′, xˆ′′ ∈ Mˆ ,
where the (sufficiently large) constant C∗ is independent of ηmax, η1,max, η2,max,
provided that ηmax, η1,max, η2,max less than η
∗
max, η
∗
1,max, η
∗
2,max, for some η
∗
max,
η∗1,max, η
∗
2,max.
Due to the distortion bound Lemma 4.3 the image under Fˆn of any standard pair
is the union of finitely or countably many standard pairs. Generalizing to linear
combinations of standard pairs, we say [25] that a (possibly uncountable) collection
(γˆα, ρˆα)α∈A of standard pairs with measure λ(dα) on A forms a standard family,
which we will usually denote by Gˆ. For any Borel set B ⊂ Mˆ denote by νGˆ(B)
(19) νGˆ(B) =
∫
A
∫
B∩γˆα
ρˆα(xˆ)mγˆα(dxˆ)λ(dα)
the corresponding probability measure on Mˆ. The crucial observation is that the
image under Fˆn of any standard family is again a standard family.
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Following standard terminology [25] we introduce the following concepts for a
given standard family Gˆ. Any xˆ ∈ γˆα divides γˆα into two parts, and we denote by
rGˆ(xˆ) the length of the shorter one. Correspondingly we introduce
ZGˆ = sup
ζ>0
1
ζ
νGˆ{rGˆ < ζ} ,
which measures the typical length of curves in Gˆ. Indeed
(20) ZGˆ ≍
∫
A
λ(dα)
|γˆα|
The growth lemma Lemma 4.5 implies that for a standard family Gˆ with ZGˆ <∞
(21) Gˆn = Fˆn(Gˆ) , ZGˆn ≤ C (θnZGˆ + 1)
for some 0 < θ < 1 and all n ≥ 1.
We say [25] that a standard pair (γˆ, ρˆ) is a proper standard pair if |γˆ| ≥ ℓp,
where
(22) ℓp > 0
is a (small, but) fixed constant. We say that a standard family Gˆ is a proper
standard family if ZGˆ < Zp, where
(23) Zp > 0
is a (large, but) fixed constant, which is chosen (in relation to ℓp) such that all
standard pairs are proper standard families. Moreover:
Lemma 4.6 (Invariance of standard families). For every n ≥ 0, the image under
Fˆn of any proper standard family is again a proper standard family.
And as direct consequence of the fact that unstable curves γˆ are uniformly close
to their projections Πγˆ we obtain
Lemma 4.7 (Projections of proper standard families). For any proper standard
family Gˆ for Fˆ its projection G = ΠGˆ is a proper standard family for F .
Lemma 4.8 (Lifting of proper standard families). For any proper standard family
G for F its lift Gˆ = G × {c} is a proper standard family for Fˆ for any c.
We finish this section pointing out that not all tools used in the study of hyper-
bolic billiards carry over to Fˆ . Namely, the above mentioned results are essentially
due to the fact that unstable curves in Mˆ are very close to their projections to
M, and hence their dynamics are comparable. On the other hand, the so-called
coupling lemma, which is used to derive statistical properties of hyperbolic billiards
[25] also requires recurrence, which clearly is not given for the dynamics of Fˆ , as the
dynamics in c–coordinates prevents recurrence in Mˆ. However, we shall show that
the almost recurrence in the projection ontoM turns out to be useful to effectively
approximate the dynamics under Fˆ on Mˆ.
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5. Billiard approximation
In the limit as ηmax → 0 the map Fˆ converges to the map Fˆ0, defined in (7),
which is the usual billiard map F in the (s, ϕ)–coordinates combined with the
identity map in the c–coordinate. As outlined in the introduction, we are interested
in describing the dynamics of the c–coordinate under Fˆ in precisely this limiting
regime where ηmax is small.
Observe that if xˆ1 = Fˆ(xˆ0), then we conclude from (5)
(24) 1− ηmax ≤ c1
c0
≤ 1 .
Therefore, as η → 0 we naturally have a slow-fast system, where the fast coordinates
(s, ϕ) essentially evolve according to the billiard map F . And since F is known [25]
to have strong statistical properties, we expect an averaging method to allow us to
derive a closed equation for c on a time-scale on which c changes of order one, i.e.
for a number of iterates of Fˆ of order O( 1
ηmax
).
See [31, 32, 29] for related results on averaging in fully coupled smooth sys-
tems. In the recent work [33] averaging result for non-smooth systems are derived,
however, these results do not cover the fully coupled setting.
Our strategy to derive an averaging result for c is to employ the methods of
[19, 27, 28, 29] so that we can handle the singularities of the map Fˆ on time-scales
of order O( 1
ηmax
).
To shorten a subscript n on xˆ, i.e. xˆn, will always signify an orbit under Fˆ .
Whenever clear from the context, given xˆn, we let xn and cn ≡ (sn, ϕn) denote the
corresponding (s, ϕ)–component and c–component, respectively. Furthermore we
introduce the function g on Mˆ as
g(s, ϕ˜, c) = c
[√
[1− η(c cos ϕ˜)]2 cos2 ϕ˜+ sin2 ϕ˜− 1
]
= −c [2− η(c cos ϕ˜)] η(c cos ϕ˜) cos
2 ϕ˜
1 +
√
[1− η(c cos ϕ˜)]2 cos2 ϕ˜+ sin2 ϕ˜
(25)
so that the evolution of c as stated in (5) takes on the form
(26) cn+1 − cn = g(Fˆ0(xˆn)) ≡ g(F(sn, ϕn), cn) .
Iterating (26) we obtain for any m ≥ 1 and any n
cn+m − cn =
n+m−1∑
k=n
g(Fˆ0(xˆk)) ≡
n+m−1∑
k=n
g(F(xk), ck) .
For later use we record the following elementary estimates on g
−ηmax c ≤ g(s, ϕ˜, c) ≤ 0 , |∂cg(s, ϕ˜, c)| ≤ ηmax + η1,max
∂
∂s
g(s, ϕ˜, c) = 0 ,
∣∣∣ ∂
∂ϕ˜
g(s, ϕ˜, c)
∣∣∣ ≤ c [ (2− ηmax) ηmax
1− ηmax + η1,max
]
,
(27)
which hold uniformly for all (s, ϕ˜, c).
In the following we will let A : R → R denote a C2 bounded function with
bounded first and second derivatives. With the above expression for cn+m − cn it
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follows that for any n and m ≥ 1
A(cn+m)−A(cn) = A′(cn)
n+m−1∑
k=n
g(F(xk), ck) +R(1)n,m
where
|R(1)n,m| ≤
1
2
∣∣∣
n+m−1∑
k=n
g(F(xk), ck)
∣∣∣2 |A′′ |∞ ≤ η2max 12 m2 c2n |A′′ |∞
follows from (27). It also follows readily from (27) that
∣∣∣
n+m−1∑
k=n
g(F(xk), ck)−
n+m−1∑
k=n
g(F(xk), cn)
∣∣∣ ≤ ηmax (ηmax + η1,max) 1
2
(m− 1)m cn ,
and hence
(28) A(cn+m)−A(cn) = A′(cn)
m−1∑
k=0
g(F ◦Π ◦ Fˆk(xˆn), cn) +R(1)n,m +R(2)n,m
with
|R(2)n,m| ≤ ηmax (ηmax + η1,max)
1
2
(m− 1)m cn |A′ |∞ .
We want to stress that the estimates on |R(1)n,m| are uniform in (xˆk)k≥n |R(2)n,m|.
Suppose that the distribution of xˆ0 is given by a proper standard family G0. The
invariance property Lemma 4.6 implies that the distribution of xˆn is given by the
proper standard family Gn = FˆnG0.
Lemma 5.1. For any η∗max, η
∗
1,max, η
∗
2,max, there exists a constant C > 0 such that∫
[A(cn+m)−A(cn)] νG0(dxˆ0) = Rn,m+
+
m−1∑
k=0
∫
An
∫
γˆn,α
A′(cn,α) g(F ◦Π ◦ Fˆk(xˆ), cn,α) ρˆn,α(xˆ)mγˆn,α(dxˆ)λn(dα) ,
where each cn,α denotes an arbitrary c–value on γˆn,α (e.g. the average value
c(γˆn,α,ρˆn,α) of c along γˆn,α), and
|Rn,m| ≤ (ηmax + η1,max)2m
(1
2
m+ C
) ∫ [
cn |A′′ |∞ + |A′ |∞
]
cn νG0(dxˆ0)
uniformly in ηmax, η1,max, η2,max provided that they are chosen less than η
∗
max,
η∗1,max, η
∗
2,max, respectively.
Proof. From the preceding discussion leading to (28) we obtain
∫
[A(cn+m)−A(cn)] νG0(dxˆ0) =
∫ m−1∑
k=0
A′(c) g(F ◦Π ◦ Fˆk(xˆ), c) νGn(dxˆ)
+
∫
(R(1)n,m +R
(2)
n,m) νG0(dxˆ0)
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with ∣∣∣
∫
(R(1)n,m +R
(2)
n,m) νG0(dxˆ0)
∣∣∣ ≤ 1
2
(ηmax + η1,max)
2m2×
×
∫ (
cn |A′′ |∞ + |A′ |∞
)
cn νG0(dxˆ0) .
Writing the average with respect to νGn in terms of the individual standard pairs
of the standard family, recall (19), we have∫
A′(c) g(F ◦Π ◦ Fˆk(xˆ), c) νGn(dxˆ)
=
∫
An
∫
γˆn,α
A′(c) g(F ◦Π ◦ Fˆk(xˆ), c) ρˆn,α(xˆ)mγˆn,α(dxˆ)λn(dα) .
By (16), the variation of c along any γˆn,α is small. In particular, there exists a
constant C > 0 such that
|cn,α − c| ≤ (ηmax + η1,max)C c for all xˆ ∈ γˆ .
With this a straightforward argument similar to the above derivation of the estimate
for | ∫ (R(1)n,m +R(2)n,m) νG0(dxˆ0)| yields∫
A′(c) g(F ◦Π ◦ Fˆk(xˆ), c) νGn(dxˆ)
=
∫
An
∫
γˆn,α
A′(cn,α) g(F ◦Π ◦ Fˆk(xˆ), cn,α) ρˆn,α(xˆ)mγˆn,α(dxˆ)λn(dα) +Q1 +Q2
where
|Q1| ≤ (ηmax + η1,max)2 C |A′ |∞
∫
cn νG0(dxˆ0)
|Q2| ≤ ηmax (ηmax + η1,max)C |A′′ |∞
∫
c
2
n νG0(dxˆ0) .
Combining these yields the claimed estimate. 
At this point we would like to comment on an important aspect of the result of
Lemma 5.1. Namely, replacing c by some cn,α in each of the integrals along γˆn,α
turns out to be essential in order to proceed with the analysis of these integrals.
This is because although c is uniformly close to cn,α it does change along γˆn,α.
Using cn,α instead makes the sum
∑m−1
k=0 appearing in the statement of Lemma 5.1
a Birkhoff sum along the orbit of Fˆk, where only the fast coordinates ΠFˆk are
sampled. This is key in the approximation by orbits of the standard billiard map
F . It is precisely in this approximation scheme where we will use the shadowing
methods developed in [27, 28, 29], as will be explained next.
Suppose the same notation and setting as in Lemma 5.1, and consider one of the
terms appearing inside the integral representation derived in Lemma 5.1∫
γˆ
f(F ◦Π ◦ Fˆk(xˆ)) ρˆ(xˆ)mγˆ(dxˆ) ,
where we set
f(x) = A′(cn,α) g(x, cn,α) , γˆ = γˆn,α , ρˆ = ρˆn,α
to shorten the notation. With the same notation as in Item (c) of Lemma 4.5 fix
two integers k1, k2 such that c5 | log |γˆ|| < k1 < k2 < k, whose precise values will
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be chosen as we go on. Define on γˆ a stopping time τ : γˆ → N∪ {∞} by (recall the
notation γˆj(xˆ) introduced right before Lemma 4.5)
τ(xˆ) = inf{j > k1 : |γˆj(xˆ)| ≥ ζ0} ,
i.e. after τ many iterations of xˆ by Fˆ the component containing its image has a
length of at least ζ0, which will be important when estimating some of the error
terms. It follows from Item (c) of Lemma 4.5 that
mγˆ{τ ≥ k2} ≤ c6 θk2−k11 |γˆ|
in other words, only on an exponentially small fraction of γˆ the value of τ is
larger that k2. Denote the connected components of partition of γˆ into {τ = i},
k1 < i < k2, by (γˆ
(i)
0 )i, and denote by (λ
(i))i, (ρˆ
(i)
0 )i (τ
(i))i the corresponding sta-
tistical weights, conditional probability densities, and τ–values, respectively. By
construction, for every i the image Fˆτ (i)(γˆ(i)0 , ρˆ(i)0 ) of the standard pair (γˆ(i)0 , ρˆ(i)0 )
consists of a single standard pair, which we will denote by (γˆ(i), ρˆ(i)). Then∫
γˆ
f(F ◦Π ◦ Fˆk(xˆ)) ρˆ(xˆ)mγˆ(dxˆ) =
=
∑
i
λ(i)
∫
γˆ
(i)
0
f(F ◦Π ◦ Fˆk−τ (i) ◦ Fˆτ (i)(xˆ)) ρˆ(i)0 (xˆ)mγˆ(i)0 (dxˆ) + R
(3)
=
∑
i
λ(i)
∫
γˆ(i)
f(F ◦Π ◦ Fˆk−τ (i)(xˆ)) ρˆ(i)(xˆ)mγˆ(i)(dxˆ) +R(3)
(29)
with
|R(3)| ≤ ηmax |A′ |∞ cn,α
[
1−
∑
i
λ(i)
]
, 1−
∑
i
λ(i) = mγˆ{τ ≥ k2} ≤ c6 θk2−k11 |γˆ| .
Next, consider any of the terms in (29) separately, and note that the identity
f(F ◦Π ◦ Fˆk−τ (i)(xˆ)) = f(F1+k−τ (i) ◦Π(xˆ))+
+
k−τ (i)∑
l=1
[
f(F1+k−τ (i)−l ◦Π ◦ Fˆ l(xˆ))−
− f(F1+k−τ (i)−l ◦Π ◦ P−1 ◦ Fˆ l(xˆ))
]
.
(30)
holds for all xˆ, we obtain for each of the terms in (29) the expression∫
γˆ(i)
f(F ◦Π ◦ Fˆk−τ (i)(xˆ)) ρˆ(i)(xˆ)mγˆ(i)(dxˆ)
=
∫
γˆ(i)
f(F1+k−τ (i) ◦Π(xˆ)) ρˆ(i)(xˆ)mγˆ(i)(dxˆ)
+
k−τ (i)∑
l=1
∫
γˆ(i)
[
f(F1+k−τ (i)−l ◦Π ◦ Fˆ l(xˆ))−
− f(F1+k−τ (i)−l ◦Π ◦ P−1 ◦ Fˆ l(xˆ))
]
ρˆ(i)(xˆ)mγˆ(i)(dxˆ) .
(31)
The following Lemma 5.2 provides an approximation for the first of the two terms
on the right-hand-side of (31). Recall that ν(ds, dϕ) = cosϕdϕds2 |∂Q| is the invariant
measure for the billiard map F .
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Lemma 5.2. For any η∗max, η
∗
1,max, η
∗
2,max, there exist θ < 1, 0 < C such that∣∣∣
∫
γˆ(i)
f(F1+k−τ (i) ◦Π(xˆ)) ρˆ(i)(xˆ)mγˆ(i)(dxˆ)−A′(cn,α)
∫
M
g(x, cn,α) ν(dx)
∣∣∣
≤ C (ηmax + η1,max) |A′ |∞ cn,α θ1+k−τ
(i)
uniformly in ηmax, η1,max, η2,max provided that they are chosen less than η
∗
max,
η∗1,max, η
∗
2,max, respectively.
Proof. Denote the projection Π(γˆ(i), ρˆ(i)) of the standard pair (γˆ(i), ρˆ(i)) by (γ(i), ρ(i)),
so that∫
γˆ(i)
f(F1+k−τ (i) ◦Π(xˆ)) ρˆ(i)(xˆ)mγˆ(i)(dxˆ) =
∫
γ(i)
f(F1+k−τ (i)(x)) ρ(i)(x)mγ(i)(dx) .
Since the length of γˆ(i) is bounded from below |γˆ(i)| ≥ ζ0, it follows that |γ(i)| is
bounded from below by some small fixed constant, say δ. The result now follows
from the equi-distribution property of the billiard map F , e.g. [19, 25], with the
error bound given by C ‖ f ‖C1 θ1+k−τ
(i)
whenever 1 + k − τ (i) ≥ K | log |γ(i)||,
where θ < 1, C > 0 and K > 0 are some constants. Since the length |γ(i)| ≥ δ it
suffices to have 1 + k − τ (i) ≥ K ′ for some fixed constant K ′ > 0. At the expense
of increasing the value of C this condition on 1 + k − τ (i) can be dropped. Recall
that we defined f(x) = A′(cn,α) g(x, cn,α). With (27) we have
‖ f ‖C1 ≤ |A′ |∞
[
ηmax + η1,max +
(2− ηmax) ηmax
1− ηmax
]
cn,α ,
and hence we can rewrite the error bound in the claimed form. 
It remains to estimate the second term on the right-hand-side of (31). In the
proof of Lemma 5.2 we made use of the fact that projection of standard pairs
in Mˆ are standard pairs in M, so that well-known results on the equi-distribution
property of the billiard map F could be applied. The second term in (31) is different,
and will be estimated by a shadowing argument developed in [27, 28, 29]. Here we
will not repeat the fairly lengthy details of this argument, rather we will explain
how it is being used in our present setting.
Consider one of the summands in (31)
S =
∫
γˆ(i)
[
f(F1+k−τ (i)−l ◦Π ◦ Fˆ l(xˆ))−
− f(F1+k−τ (i)−l ◦Π ◦ P−1 ◦ Fˆ l(xˆ))
]
ρˆ(i)(xˆ)mγˆ(i)(dxˆ)
which appear in the second term on the right-hand-side of (31). Note that both
terms in the integrand depend on the integration variable xˆ only through Fˆ l(xˆ).
That is to say that the integral can be written as an integral with respect to the
standard family Gˆ(i)l corresponding to the image under Fˆ l of the standard pair
(γˆ(i), ρˆ(i))
S =
∫
A
(i)
l
∫
γˆ
(i)
l,α
[
f(F1+k−τ (i)−l ◦Π(xˆ))−
− f(F1+k−τ (i)−l ◦Π ◦ P−1(xˆ))
]
ρˆ
(i)
l,α(xˆ)mγˆ(i)
l,α
(dxˆ)λ
(i)
l (dα) .
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As in the proof of Lemma 5.2 set (γ
(i)
l,α, ρ
(i)
l,α) = Π(γˆ
(i)
l,α, ρˆ
(i)
l,α), but due to the presence
of P−1 in the integrand we cannot write the above integrals in terms of (γ
(i)
l,α, ρ
(i)
l,α)
only. However, since γˆ
(i)
l,α can be parametrized by s, and Π as well as P
−1 leave s
unchanged we see that both curves
γ
(i)
l,α = Πγˆ
(i)
l,α and γ
(i,2)
l,α = Π ◦ P−1γˆ(i)l,α
can be parametrized by s (over the exact same domain). In particular, the induced
mapping
Φ
(i)
l,α : γ
(i)
l,α → γ(i,2)l,α with Φ(i)l,α ◦Π(xˆ) = Π ◦ P−1(xˆ) ∀ xˆ ∈ γˆ(i)l,α
is well-defined, smooth, and its difference to the identity map in the C1–norm and in
the C2–norm is O(η∗max+η∗1,max), O(η∗max+η∗1,max+η∗2,max), respectively, uniformly
in the parameters. With this notation in place we have
S =
∫
A
(i)
l
∫
γ
(i)
l,α
[
f(F1+k−τ (i)−l(x)) − f(F1+k−τ (i)−l ◦ Φ(i)l,α(x))
]
×
× ρ(i)l,α(x)mγ(i)
l,α
(dx)λ
(i)
l (dα) .
(32)
This identity is key in order to apply the shadowing arguments of [27, 28, 29].
Indeed, the two curves γ
(i)
l,α and γ
(i,2)
l,α are O(η∗max + η∗1,max)–close inM. Therefore,
Figure 4. An illustration of the shadowing argument. The stable
manifolds of F that provide the coupling between the two curves
γ
(i)
l,α and γ
(i,2)
l,α in M are shown on the right side as dashed lines in
red color.
as long as their lengths, i.e the length of γˆ
(i)
l,α is not too small, for example a large
enough constant times (η∗max+η
∗
1,max), then they are connected by stable manifolds
of F up to a subset (one each of the two curves) of Lebesgue measure bounded
by a (small) constant times O(η∗max + η∗1,max). The images of these coupled points
under F1+k−τ (i)−l have a distance that is bounded by C θ1+k−τ (i)−l (η∗max+η∗1,max),
where C > 0, and θ < 1 are some independent constants. Therefore, a simple
‖ f ‖C1 estimate shows that for these points the integrands in (32) are bounded
by C |A′ |∞ θ1+k−τ
(i)−l (η∗max + η
∗
1,max)
2. This procedure is illustrated in Fig. 4.
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Details of how to estimate the residual measure, and the measure of those curves
γˆ
(i)
l,α which are too short, and how to adjust the values of k1, k2 accordingly can
be found in [27, 28, 29] in a similar setting. Combining this with the results of
Lemma 5.1 and Lemma 5.2 we summarize the results in this section in following
Theorem 5.3.
Define
(33) g¯(c) =
∫
M
g(x, c) ν(dx) for all c ≥ 0 ,
which is the average (with respect to the invariant measure ν(ds, dϕ) = cosϕdϕds2 |∂Q|
of the billiard map F) increment in cn.
Theorem 5.3. For any η∗max, η
∗
1,max, η
∗
2,max, there exists a C > 0 such that for all
n and all m ≥ 1
∣∣∣
∫ (
A(cn+m)−A(cn)−
m−1∑
k=0
A′(cn+k) g¯(cn+k)
)
νG0(dxˆ0)
∣∣∣
≤ C [(η∗max + η∗1,max) + (η∗max + η∗1,max)2m2]×
×
∫
(cn |A′′ |∞ + |A′ |∞) cn νG0(dxˆ0) ,
uniformly in ηmax, η1,max, η2,max provided that they are chosen less than η
∗
max,
η∗1,max, η
∗
2,max, respectively.
6. Averaged dynamics
Recall that due to the a-priori bound (24)
1− ηmax ≤ c1
c0
≤ 1
we are primarily interested in describing (cn)n for values of n between 0 and
O(η−1max). To formalize this, we suppose that we are given a family of functions
(34a) (η(ǫ))0<ǫ≪1
such that for some constant C > 0
(34b) η(ǫ)max + η
(ǫ)
1,max + η
(ǫ)
2,max ≤ C ǫ
for all ǫ ≪ 1, and there exists continuous function q : [0,∞) → R, which is C1 on
(0,∞), such that
(34c)
1
ǫ
η(ǫ)(c) = q(c) +O(ǫ) as ǫ→ 0
uniformly on any compact subinterval of [0,∞). Naturally we will use a superscript
(ǫ) to denote the ǫ–dependence expressions that depend on η(ǫ), e.g. g(ǫ), g¯(ǫ).
However, to avoid cumbersome notation we will not always explicitly indicate this
ǫ-dependence by additional super-scripts whenever the context is clear enough.
Furthermore, define the function h : (0,∞)→ R by
(35) h(c) = −c
∫ π
2
0
q(c cosϕ) cos3 ϕdϕ ,
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and note that
(36) h(c) =
1
ǫ
g¯(ǫ)(c) +O(ǫ)
holds uniformly on any compact subinterval of [0,∞).
To have a specific example at hand, consider either the case of (small) constant
restitution
(37a) η(ǫ)(c) = ǫ for all c > 0 ,
in which case
(37b) h(c) = −2
3
c .
Or more generally, for any given smooth (and increasing) function q : [0,∞)→ [0, 1]
with
(38a) q(0) = 0 , sup
c>0
q(c) c <∞ , sup
c>0
q(c) c2 <∞
set
(38b) η(ǫ)(c) = ǫ q(cp) for some p > 0 ,
in which case
(38c) h(c) = −c
∫ π
2
0
q(cp cosp ϕ) cos3 ϕdϕ
In the study of granular media the choice (37) is argued to be non-physical, however
it is a common choice for mathematical studies. The choice (38) can be derived
from elasticity theory, and as such is considered in applications. We refer to [8] for
a detailed account on this topic.
In the following, let (η(ǫ))0<ǫ≪1 be as in (34). We follow the standard procedure
used in averaging theory and fix a number
(39) 0 < T¯ <∞ ,
and denote by c¯(t¯), 0 ≤ t¯ ≤ T¯ , solutions to the differential equation
(40)
d
dt¯
c¯(t¯) = h(c¯(t¯)) , 0 ≤ t¯ ≤ T¯ .
Furthermore, to any of the trajectory (c
(ǫ)
n )n (corresponding to η
(ǫ)) we associate
a continuous function c(ǫ) ∈ C([0, T¯ ],R) by
(41) c(ǫ)(t¯) = linear interpolation of c
(ǫ)
⌊ǫt¯⌋ and c
(ǫ)
⌊ǫt¯⌋+1 0 ≤ t¯ ≤ T¯ .
In particular, any initial distribution of xˆ0 induces a measure Γ
(ǫ) on C[0, T¯ ].
In the previous sections we derived results that assume a proper standard family
G0 as distribution of xˆ0. Since the very notion of a standard family depends on ǫ
through the fact that the cone field Cˆu get more narrow in the c–direction as ǫ gets
smaller, we will only consider initial distributions of the form
(42) Gˆ0 = G0 × {c0} ,
where G0 is a proper standard family for the billiard map F . By Lemma 4.8 Gˆ0
is a proper standard family for Fˆ for any ǫ > 0, and hence can be used as initial
distribution for xˆ0 for all ǫ. We will refer to Gˆ0 as a flat proper standard family.
The first step in the study of the limit ǫ→ 0 is the following elementary fact:
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Lemma 6.1 (Tightness). For any flat standard family Gˆ0 the corresponding family
(Γ(ǫ))ǫ of measures on C[0, T¯ ] is tight.
Proof. Let Gˆ0 = G0 × {c0}. Then cn is bounded by c0 for all n. Hence the cor-
responding paths c¯(t¯) take values in [0, c0]. Furthermore, by (27) and (34) their
Lipschitz constant is uniformly bounded by C c0. Therefore, all measures Γ
(ǫ) are
supported in a compact subset of C[0, T¯ ], hence tightness follows. 
Next, for any X ∈ C[0, T¯ ] and any C2–bounded function A : R→ R define
(43) M(t¯0, t¯1) = A(X(t¯1))−A(X(t¯0))−
∫ t¯1
t¯0
A′(X(t¯))h(X(t¯)) dt¯ ,
where 0 ≤ t¯0 ≤ t¯1 ≤ T¯ . When appropriate we will also use the notation MX(t¯0, t¯1)
and MAX(t¯0, t¯1) to explicitly indicate the dependence on A and X .
As was pointed out in the above proof of Lemma 6.1 for any (cn)n, the corre-
sponding path c ∈ C[0, T¯ ] has a uniformly bounded Lipschitz constant. Combining
this observation with the result of Theorem 5.3 we immediately obtain the following:
Lemma 6.2. Fix any c∗ > 0 and 0 < ǫ∗ ≪ 1. Then there exists a C > 0 such that
for any 0 < ǫ < ǫ∗ and any proper standard family Gǫ0 whose support is contained
in M× (0, c∗] the estimate∣∣∣
∫
M
c
(ǫ)(t¯0, t¯1) νG(ǫ)0
(dxˆ0)
∣∣∣ ≤ C√ǫ (|A′′ |∞ + |A′ |∞) ,
holds for all 0 ≤ t¯0 ≤ t¯1 ≤ T¯ .
Proof. Fix a large integerM ≥ 1, whose value will be chosen below. For any integer
0 ≤ b1, and any integer 1 ≤ m ≤M the point-wise identity
A(cn+b1M+m)−A(cn)−
n+b1M+m−1∑
k=n
A′(ck) g¯(ck)
=
b1−1∑
b=0
(
A(cn+(b+1)M )−A(cn+bM )−
M−1∑
k=0
A′(cn+bM+k) g¯(cn+bM+k)
)
+A(cn+b1M+m)−A(cn+b1M )−
n+b1M+m−1∑
k=n+b1M
A′(ck) g¯(ck)
implies with Theorem 5.3 the estimate
∣∣∣
∫ (
A(cn+b1M+m)−A(cn)−
n+b1M+m−1∑
k=n
A′(ck) g¯(ck)
)
νG0(dxˆ0)
∣∣∣
≤ C
[
ǫ b1M (M
−1 + ǫM) + ǫ (1 + ǫm2)
]
×
×
∫
(cn |A′′ |∞ + |A′ |∞) cn νG0(dxˆ0) ,
for some constant C > 0.
Now fix 0 ≤ t¯0 < t¯1 ≤ T¯ and choose n, b, m such that ǫ n ≤ t¯0 < ǫ (n + 1)
and ǫ (n + b1M + m) ≤ t¯1 < ǫ (n + b1M + m + 1). Since the path c ∈ C[0, T¯ ]
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corresponding to (cn)n is Lipschitz continuous we have∣∣∣
∫ (
A(c(t¯1))−A(c(t¯0))−
∫ t¯1
t¯0
A′(c(t¯))h(c(t¯)) dt¯
)
νG0(dxˆ0)
∣∣∣
≤ C ǫ (b1 + 1)M (M−1 + ǫM) (|A′′ |∞ + |A′ |∞)
∫
(1 + c2n) νG0(dxˆ0) ,
for some uniform constant C > 0 and for any M .
Since ǫ b1M ≤ t¯1 − t¯0 ≤ T¯ regardless of the choice of M and ǫ we have
ǫ (b1 + 1)M (M
−1 + ǫM) ≤ (T¯ + ǫM) (M−1 + ǫM)
for any integer 1 ≤M ≤ ǫ−1 T¯ . Optimizing the choice of M finishes the proof. 
Theorem 6.3. Let G0 be a standard family for the billiard map F on M with
ZG0 <∞. For any c0 > 0 denote by (Γ(ǫ))ǫ the measures on C[0, T¯ ] corresponding
to the flat standard family Gˆ0 = G0 × {c0} for Fˆ and 0 < ǫ≪ 1. Then
lim sup
ǫ→0
∣∣∣
∫
M
A
X(t¯k+1, t¯k+2)
k∏
i=1
Bi(X(t¯i)) Γ
(ǫ)
G0
(dX)
∣∣∣ = 0
holds for any 0 < t¯1 < . . . < t¯k+2 ≤ T¯ , any C1–bounded functions B1, . . . , Bk : R→
R, and any C2–bounded function A : R→ R.
Proof. Let ∆ = mini=1,...,k t¯i+1 − t¯i. For every 0 < ǫ ≪ 1 denote by n1 < . . . <
nk < nk+1 such that ǫ ni ≤ t¯i < ǫ (ni + 1) for all i = 1, . . . , k + 1. Clearly,
ni+1 − ni > ǫ−1∆− 1. The point-wise estimate
|Bi(c(t¯i))−Bi(cni)| ≤ C ǫ |B′i |∞ c∗ i = 1, . . . , k ,
implies
k∏
i=1
Bi(c(t¯i)) =
k∏
i=1
Bi(cni) +R1 , |R1| ≤ C ǫ
for some uniform constant C. Hence
∣∣∣
∫
Mc(t¯k+1, t¯k+2)
k∏
i=1
Bi(c(t¯i)) νG0(dxˆ0)
∣∣∣ ≤ |I1|+ C ǫ (|A |∞ + T¯ |A′ |∞)
for some uniform C > 0, where
I1 =
∫
Mc(t¯k+1, t¯k+2)
k∏
i=1
Bi(cni) νG0(dxˆ0) .
Since G0 is standard family with ZG0 < ∞ it follows from the growth property
(21) that there exists an integer n0 ≥ 0 (independent of ǫ) such that Fˆn0G0 is a
proper standard family. As we consider only the case ǫ → 0 we may assume that
n1 > n0, and hence Gn1 = Fˆn1G0 is a proper standard family.
The next step of the proof is an induction argument. SinceMc(t¯k+1, t¯k+2)
∏k
i=2Bi(cni)
is a bounded function of (cn)n≥n2 , it can be written as Zn2 ◦ Fˆn2(xˆ0) for some
bounded function Zn2 on Mˆ.
In particular,
I1 =
∫
Zn2 ◦ Fˆn2(xˆ0)B1(cn1) νG0(dxˆ0) =
∫
Zn2 ◦ Fˆn2−n1(xˆ)B1(c) νGn1 (dxˆ)
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and hence
I1 =
∫
An1
∫
γˆα
Zn2 ◦ Fˆn2−n1(xˆ)B1(c) ρˆα(xˆ)mγˆα(dxˆ)λ(dα) .
Furthermore, for any choice of cα on γˆα we have
I1 = I2 +R2 , I2 =
∫
An1
B1(cα)
∫
γˆα
Zn2 ◦ Fˆn2−n1(xˆ) ρˆα(xˆ)mγˆα(dxˆ)λ(dα)
and
|R2| ≤ |Zn2 |∞
∫
An1
∫
γˆα
|B1(c)−B1(cα)| ρˆα(xˆ)mγˆα(dxˆ)λ(dα)
≤ C ǫ |B′1 |∞ |Zn2 |∞
for some uniform constant C > 0 (where we used (16)).
By the growth property (21) of standard families and (20) it follows fromMarkov’s
inequality that there exists a constant C > 0 such that
Amn1 =
{
α ∈ An1 : Fˆm(γˆα, ρˆα) is a proper standard family
}
satisfies
λ(Amn1) ≤ C ǫ for any m ≥
log 1
ǫ
log 1
θ
for all 0 < ǫ ≪ 1. And since n2 − n1 > ǫ−1∆ − 1 there exist an 0 < ǫ∗ ≪ 1 such
that
λ(An1 \ An2−n1n1 ) ≤ C ǫ for all 0 < ǫ < ǫ∗ .
For any α ∈ An2−n1n1∣∣∣
∫
γˆα
Zn2 ◦ Fˆn2−n1(xˆ) ρˆα(xˆ)mγˆα(dxˆ)
∣∣∣ = ∣∣∣
∫
Zn2(xˆ) νFˆn2−n1(γˆα,ρˆα)(dxˆ)
∣∣∣
≤ sup
G
∣∣∣
∫
Zn2(xˆ) νG(dxˆ)
∣∣∣
where the supremum is taken over all proper standard families G supported in
M× [0, c∗]. Therefore,
|I2| ≤ C ǫ |B1 |∞ |Zn2 |∞ + |B1 |∞ sup
G
∣∣∣
∫
Zn2(xˆ) νG(dxˆ)
∣∣∣ .
Proceeding by induction over k we conclude that there exist ǫ∗ > 0, and constants
0 < C1, C2 (depending on the C
1–norm of A and B1, . . . , Bk) such that
∣∣∣
∫
Mc(t¯k+1, t¯k+2)
k∏
i=1
Bi(c(t¯i)) νG0(dxˆ0)
∣∣∣ ≤ C1ǫ+ C2 sup
G
∣∣∣
∫
Z ◦ Fˆnk+1−nk(xˆ) νG(dxˆ)
∣∣∣
for all 0 < ǫ < ǫ∗, whereMc(t¯k+1, t¯k+2) = Z◦Fˆnk+1(xˆ0) for some bounded Z : Mˆ →
R.
To finish the proof, notice that the estimate provided by Lemma 6.2 is uniform
in the standard family chosen as initial condition, hence
sup
G
∣∣∣
∫
Z ◦ Fˆnk+1−nk(xˆ) νG(dxˆ)
∣∣∣ ≤ C3√ǫ .
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In terms of the induced measure Γ on C[0, T¯ ]
∫
Mc(t¯k+1, t¯k+2)
k∏
i=1
Bi(c(t¯i)) νG0(dxˆ0) =
∫
MX(t¯k+1, t¯k+2)
k∏
i=1
Bi(X(t¯i)) Γ
(ǫ)
G0
(dX)
which completes the proof. 
Fix a flat standard family Gˆ, and denote by Γ(ǫ)
Gˆ
the family of measures on C[0, T¯ ]
induced by Fˆ . By Lemma 6.1 this sequence is tight, and from Theorem 6.3 we see
that any limit point Γ∗ satisfies∫ (
A(X(t¯k+2))−A(X(t¯k+1))−
∫ t¯k+2
t¯k+1
A′(X(t¯))h(X(t¯)) dt¯
)
×
×
k∏
i=1
Bi(X(t¯i)) Γ∗(dX) = 0
for any 0 < t¯1 < . . . < t¯k+2 ≤ T¯ , any C1–bounded functions B1, . . . , Bk : R → R,
and any C2–bounded function A : R → R. But this means that Γ∗ solves the
martingale problem [36] for corresponding to the linear operator LA(c) = A′(c)h(c)
with initial condition concentrated on {c0}. Clearly, this martingale problem has
a unique solution, namely the measure Γc0 on C[0, T¯ ] concentrated on the solution
curve to the initial value problem
(44)
d
dt¯
c¯(t¯) = h(c¯(t¯)) , c¯(0) = c0 , 0 ≤ t¯ ≤ T¯ .
Therefore, the limit point Γ∗ is unique, and hence the family Γ
(ǫ)
Gˆ
actually converges
weakly to Γc0 as ǫ is sent to 0.
Let us point out that so far we made the assumption that the billiard table Q has
a piece-wise smooth boundary with finite horizon, i.e. τmax <∞, and also τmin > 0.
The latter would rule out tables that are not on the torus, because the presence of
a corner point of the boundary ∂Q would clearly violate that condition. However, if
we assume that the boundary of Q has no cusps, then there can be at most finitely
many corner points. Therefore, there exists an integer n∗ > 0 and τ∗ > 0 such
that in any sequence of n∗ consecutive reflections at least one free path is longer
than τ∗. Therefore, the results of Section 3 and Section 4 carry over to billiard
tables with finite horizon without cusps with little or no modification. Indeed, the
central result of those sections was the Lemma 4.5, which holds as stated in the
more general setting. Therefore, we obtain the following:
Theorem 6.4 (Averaged dynamics). Let Q be a dispersing billiard table with piece-
wise smooth boundary with finite horizon and no cusps. Let G0 be a standard family
for the billiard map F on M with ZG0 < ∞. For any c0 > 0 consider the flat
standard family Gˆ0 = G0 × {c0} for Fˆ and 0 < ǫ≪ 1. Then
lim
ǫ→0
∫
sup
0≤t¯≤T¯
|c(ǫ)(t¯)− c¯(t¯)| νG0(dx0) = 0 ,
where c¯ denotes the solution to (44).
The result of Theorem 6.4 shows that the sequence (cn)n, for 0 ≤ n ≤ ǫ−1 T¯ ,
is well approximated by the solution to the initial value problem (44) with initial
value being c0. From the point of view of the application we have in mind, this
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result is not quite satisfactory, because the above mentioned approximation is in
terms of the so-called collision times, not the real time that has elapsed.
To address this issue we first point out that the real time elapsed between two
consecutive collisions xˆn and xˆn+1 is given by
τ(xn)
cn
, where τ(xn) denotes the free
path of the billiard map F , which is determined by the geometry of the billiard
table Q. In order to consider T¯
ǫ
–many collisions (as in Theorem 6.4) and have a
total increment of the real time of order one, we scale the time increment by ǫ.
Hence we consider the joint dynamics
(45) xˆn+1 = Fˆ(xˆn) , tn+1 = tn + ǫ τ(xn)
cn
with tn denoting the moment in time of the n–th collision.
Clearly, we would like a generalization of Theorem 6.4 that also includes and
approximation of (tn)n. There is a significant difference between the analysis of the
joint dynamics (45) and our previous analysis. The reason why our analysis of the
evolution of cn was rather involved is the fact that although (cn)n changes only very
slowly, the dynamics of the fast variable (xn)n depends on it, i.e. the joint dynamics
is fully coupled. Because of this we had to study the joint dynamics of xˆn = (xn, cn).
Augmenting now the evolution of (tn)n is significantly less complicated, because the
values of (tn)n are computed along an orbit (xˆn)n without changing the dynamics
of (xˆn)n. In particular, analyzing the joint dynamics of (xˆn, tn)n does not require
us to construct invariant cones and related invariant structures on the joint state
space. Instead, a straightforward adaptation of the methods of Section 6 to paths
(c(t¯), t(t¯))0≤t¯≤T¯ in C[0, T¯ ] yields an extension of Theorem 6.4 that we simply state
below in form of Theorem 6.5 without proof.
In order to state the averaged dynamics of (c(t¯), t(t¯)) we recall the average of the
free path of the billiard dynamics can be expressed [25] in terms of basic geometric
properties of the billiard table Q∫
τ(x) ν(dx) =
π|Q|
|∂Q|
so that we consider the following initial value problem
d
dt¯
c¯(t¯) = h(c¯(t¯)) , c¯(0) = c0
d
dt¯
t(t¯) =
π|Q|
|∂Q|
1
c(t¯)
, t(0) = 0
0 ≤ t¯ ≤ T¯ ,(46)
generalizing (44).
Theorem 6.5 (Averaged joint dynamics). Let Q be a dispersing billiard table with
piece-wise smooth boundary with finite horizon and no cusps. Let G0 be a standard
family for the billiard map F on M with ZG0 < ∞. For any c0 > 0 consider the
flat standard family Gˆ0 = G0 × {c0} for Fˆ and 0 < ǫ≪ 1. Then
lim
ǫ→0
∫ (
sup
0≤t¯≤T¯
|c(ǫ)(t¯)− c¯(t¯)|+ sup
0≤t¯≤T¯
|t(ǫ)(t¯)− t(t¯)|
)
νG0(dx0) = 0 ,
where (c¯, t) denotes the solution to (46).
Theorem 6.5 shows that in the limit as ǫ tends to 0 the joint dynamics (c(ǫ)(t¯), t(ǫ)(t¯))
in C[0, T¯ ] can be well approximated by the solution to the initial value problem
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(46). And that initial value problem implies
d
dt
c¯(t) =
|∂Q|
π|Q| c¯(t)h(c¯(t)) , c¯(0) = c0 ,
which eliminates the artificial variable t¯, and expresses the evolution of c¯ in terms
of the elapsed time t. Using the definition (35) of h we can rewrite this as
(47)
d
dt
c¯(t) = −|∂Q|
π|Q| c¯(t)
2
∫ π
2
0
q(c¯(t) cosϕ) cos3 ϕdϕ , c¯(0) = c0 .
directly in terms of q. This proves our main result Theorem 1.1.
7. Conclusion
.
The derivation of transport coefficients from microscopic models typically results
in an expression for the transport coefficient in terms of a correlation sum typically
referred to as Green-Kubo formula [35], [10, 12, 6, 15, 22, 21, 20, 23, 38, 26, 24].
The present work derives an equation for the cooling of a system with dissipative
interactions, which is not expressed through a Green-Kubo formula. This is because
the effect we study is due to the slow motion being averaged by the fast moving
billiard dynamics. The main result is the derivation of Haff’s law for the cooling.
Indeed, in the special case of a constant restitution coefficient η ≡ ǫ it follows from
(37) that the statement of Theorem 1.1 takes on the particular form
d
dt
c¯(t) = −2
3
|∂Q|
π|Q| c¯(t)
2 ,
whose solutions read
1
c¯(t)
=
1
c¯(0)
+
2
3
|∂Q|
π|Q| t .
In other words, as a function of time the reciprocal of the speed (i.e. the square-root
of the internal kinetic energy) is a straight line. This is precisely Haff’s cooling law
[30, 8].
Our assumption of a finite horizon is of technical nature. It is used in two
places. First it is used in the derivation of the growth lemma through the one-step
expansion property Lemma 4.4. For standard billiards and certain perturbations of
it this property is known to be true also for the infinite horizon situation [38, 26, 24].
The second place where the finite horizon assumption was used is the extension of
Theorem 6.4 to Theorem 6.5. In both places it is very likely true that the finite
horizon condition is not needed.
A significantly more complicated extension of our results would be a generaliza-
tion to many particles. No results related to this are known to the author.
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