In this talk, we discuss and illustrate links existing between knowledge discovery in databases (KDD), knowledge representation and reasoning (KRR), and case-based reasoning (CBR). KDD techniques especially based on Formal Concept Analysis (FCA) are well formalized and allow the design of concept lattices from binary and complex data. These concept lattices provide a realistic basis for knowledge base organization and ontology engineering. More generally, they can be used for representing knowledge and reasoning in knowledge systems and CBR systems as well.
Introduction
In this talk, we will discuss and illustrate links existing between knowledge discovery in databases (KDD), case-based reasoning (CBR), and knowledge representation and reasoning (KRR). KDD techniques especially based on Formal Concept Analysis (FCA) are well formalized and allow the design of concept lattices (from binary and complex data). These concept lattices provide a realistic basis for knowledge base organization, ontology engineering, and hierarchical reasoning. They can be used as a backbone for an ontology by transforming formal concepts into concepts representing knowledge [5, 4] . From the point of view of CBR, concept lattices may be used for a series of tasks such as:
case retrieval: assessing similarity between cases with similarity paths, and case or information retrieval [19, 20] , -case adaptation: traversing the lattice structure for building adaptation paths between cases [8, 9] , -case learning: organizing and updating the case base and the underlying concept lattice.
Moreover, FCA is related to data mining techniques, such a as itemset search and association rule extraction. The use of such techniques can improve the scalability of FCA w.r.t. the volume of data to be analyzed [28, 29] .
By contrast, we will also investigate some aspects of CBR that can be reused in KDD and ontology learning, such as searching and managing ontology design patterns.
Knowledge Discovery in Databases (KDD)
Knowledge discovery in databases (KDD) consists in processing a large volume of data in order to extract useful and reusable knowledge units from these data. An expert of the data domain, the analyst, is in charge of guiding the extraction process, on the base of his/her objectives and domain knowledge. The extraction process is based on data mining methods returning information units from the data. The analyst selects and interprets a subset of the units for building "models" that may be further interpreted as knowledge units with a certain plausibility. The KDD process is performed with a KDD system based on components such as domain ontologies, data mining modules (either symbolic or numerical), and interfaces for interactions with the system, e.g. editing and visualization.
The KDD process can be considered along three main steps: data preparation, data mining, and interpretation of the extracted units. At each step, domain knowledge, possibly represented within ontologies, can play a substantial role for improving the KDD process [18] . Moreover, data mining methods can be either numeric or symbolic. In this talk, we will mainly focus on the second type and especially itemset search, association rule extraction, and Formal Concept Analysis (and extensions) [21] .
The search for frequent itemsets consists in extracting from binary tables itemsets occurring with a support that must be greater than a given threshold [22, 3, 29, 31] . Given a set of objects and a set of properties, an item corresponds to an attribute or a property of an object, and an itemset (a pattern) to a set of items. The support of an itemset corresponds to the proportion of objects owning the itemset, with respect to the whole population of objects. An itemset is frequent if its support is greater than a given frequency threshold σ S : a proportion at least equal to σ S of objects own all items included in the itemset. The search for frequent itemsets is based on monotony constraints (base of the Apriori algorithm [1] ). The search of frequent itemsets begins with the search of frequent itemsets of minimal length (or length 1). Then, the frequent itemsets are recorded and combined together to form the candidate itemsets of greater length. The non-frequent itemsets are discarded and all their super-itemsets. The candidate itemsets are tested and the process continues in the same way, until no more candidates can be formed. From frequent itemsets it is possible to generate association rules of the form A −→ B relating an itemset A with an itemset B, that can be interpreted as follows: the objects owning A also own B with a support and a confidence [1, 23] . More precisely, an association rule A −→ B has a support defined as the support of the itemset A ∪ B and a confidence defined as the quotient support(A ∪ B)/support(A) (that can be interpreted as a conditional probability). Then, a rule is valid if its confidence is greater than a confidence threshold σ C , and its support is greater 14 A. Napoli than the frequency threshold for itemsets σ S (a valid rule can only be extracted from a frequent itemset).
The numbers of extracted itemsets and rules may be very large, and thus there is a need for pruning the sets of extracted itemsets and rules for ensuring a subsequent interpretation of the extracted units. This is especially true when the interpretation has to be done -and this is usually the case-by the analyst who is in charge of interpreting the results of the KDD process [6] .
Actually, the search for itemsets and association rules are related to concept lattices: they correspond to a breadth-first search in the concept lattice associated with the formal context under study.
Formal Concept Analysis and Derived Formalisms

The Basic Framework of FCA
The framework of FCA is fully detailed in [12] . FCA starts with a formal context (G, M, I) where G denotes a set of objects, M a set of attributes, or items, and I ⊆ G × M a binary relation between G and M . The statement (g, m) ∈ I is interpreted as "the object g has attribute m". Two operators (·) define a Galois connection between the powersets (2 G , ⊆) and
is called a formal concept. In (A, B) , the set A is called the extent and the set B the intent of the concept (A, B). Concepts are partially ordered by (
. With respect to this partial order, the set of all formal concepts forms a complete lattice called the concept lattice of (G, M, I). As already mentioned above, natural links exist between between concept lattices, itemsets, and association rules [3, 31, 28] .
When one consider non binary contexts, e.g. numerical or interval data, conceptual scaling is often used for binarizing data and for obtaining a binary formal context [12] . Then, a numerical dataset is described by a many-valued context. (G, M, W, I) is a many-valued context where G is a set of objects, M a set of numerical attributes, W a set of values (e.g. numbers), and I a ternary relation defined on the Cartesian product G × M × W . The fact (g, m, w) ∈ I or simply m(g) = w means that the object g takes the value w for the attribute m.
Then, classical algorithms can be applied for designing concept lattices from scaled contexts [16] . However, adapted algorithms for designing a concept lattice may be directly applied on more complex data such as numbers, intervals, or graphs [17, 15, 14, 13] .
Pattern Structures
Instead of applying discretization leading to space and time computational hardness, one may directly work on original data. A pattern structure is defined as a generalization of a formal context describing complex data [11, 15] .
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In classical FCA, object descriptions are sets of attributes, which are partially ordered by set inclusion, w.r.t. set intersection: let P, Q ⊆ M two attributes sets, then P ⊆ Q ⇔ P ∩ Q = P , and (M, ⊆), also written (M, ∩), is a partially ordered set of object descriptions. Set intersection ∩ behaves as a meet operator and is idempotent, commutative, and associative. A Galois connection can then be defined between the powerset of objects (2 G , ⊆) and a meet-semi-lattice of descriptions denoted by (D, ) (standing for (M, ∩) ). This idea is used to define pattern structures in the framework of FCA as follows.
Formally, let G be a set of objects, let (D, ) be a meet-semi-lattice of potential object descriptions and let δ : G −→ D be a mapping associating each object with its description. Then These operators form a Galois connection between (2 G , ⊆) and (D, ). Pattern concepts of (G, (D, ), δ) are pairs of the form (A, d) , A ⊆ G, d ∈ (D, ), such that A = d and A = d . For a pattern concept (A, d), d is a pattern intent and is the common description of all objects in A, the pattern extent. When partially ordered by (
, the set of all concepts forms a complete lattice called pattern concept lattice. More importantly, the operator (.)
is a closure operator and pattern intents are closed patterns. Existing FCA algorithms (detailed in [16] ) can be used with slight modifications to compute pattern structures, in order to extract and classify concepts. Details can be found in [11, 14, 15] .
Below, we analyze object descriptions as interval in numerical data. Pattern structures allows to directly extract concepts from data whose object descriptions are partially ordered. Considering a numerical dataset with objects in G and attributes in M , a meet operator on interval patterns can be defined as follows. Given two interval patterns c = [a i , b i ] i∈{1,...,|M|} , and d = [e i , f i ] i∈{1,...,|M|} , then:
..,|M|} meaning that a convexification of intervals on each vector dimension is operated. The meet operator induces the following subsumption relation on interval patterns:
.., |M |} where larger intervals are subsumed by smaller intervals.
A numerical dataset with objects G and attributes M can be represented by an interval pattern structure. Let G be a set of objects, (D, ) a meet-semi-lattice of interval patterns (|M |-dimensional interval vectors), and δ a mapping associating to any object g ∈ G an interval pattern δ(g) ∈ (D, ). The triple (G, (D, ), δ) is an interval pattern structure (see examples and details in [15, 13] ).
Pattern structures are very useful for building concept lattices where the extents of concepts are composed of "similar objects" with respect to a similarity measure associated to the subsumption relation in (D, ) [13] .
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Relational Concept Analysis
Relational datasets are composed of a binary tables (objects × attributes) and inter-object relations (objects × objects). Formally, these binary tables introduce a set of objects G i described by a set of attributes M i , and, as well, a set of relations r k ⊆ G i × G j . Relational datasets arise in a wide range of situations, e.g. Semantic Web applications [26] , relational learning and data mining [10] , refactoring of UML class models and model-driven development [27] .
Relational Concept Analysis (RCA) extends FCA to the processing of relational datasets in a way allowing inter-objects links to be materialized and incorporated into formal concept intents. Links are thus scaled to become relational attributes connecting first objects to concepts and then concepts to concepts as role restrictions do in Description Logics (DL) [2] . The new attributes are complex properties reflecting the relational aspects of a formal concept. They nevertheless abide to the same classical concept formation mechanisms from FCA which means that the relational concept intents can be produced by standard FCA methods. Due to the strong analogy between role restrictions and relational attributes in RCA, formal concepts can be readily translated into a DL-based formalism [24] , e.g. for ontology engineering purposes as in [5, 4, 25] .
RCA was introduced and detailed in [24] . The data structure is described by a relational context family, composed of a set of contexts {K i } and a set of binary relations {r k }. A relation r k ⊆ G j × G connects two object sets, a domain G j (dom(r k ) = G j ) and a range G (ran(r k ) = G ). RCA is based on a "relational scaling" mechanism that transforms a relation r k into a set of relational attributes that are added to the context describing the object set dom(r k ). To that end, relational scaling adapts the DL semantics of role restrictions. Actually, RCA is a powerful mechanism for managing relations in the framework of FCA. In CBR, it could be used for example for associating elements of problem statements with elements of problem solutions, an association that was not possible in [9] .
Elements for Discussion
Usually, considering knowledge systems, and CBR systems as well, knowledge units may have two major different origins: explicit knowledge (and cases) can be given by domain experts and implicit knowledge can be extracted from databases of different kinds, e.g. domain data or textual documents. Moreover, a KDD system, as any other knowledge system, improves its performance when it is guided by domain knowledge [18] . Hereafter, some requirements for KDD systems, adapted from [6, 30] , are listed for discussion: -A KDD system is a knowledge system: it should present to the user the underlying domain in an appropriate fashion and rely on domain knowledge (e.g. an ontology). Finally, the relations between knowledge representation, reasoning, and knowledge discovery with FCA, are explained as follows in [30] . Formal concepts and concept lattices provide a mathematization of real-world concept hierarchies. This yields a mathematical support to human reasoning, especially using the graphical representation of concept lattices. Then, conceptual knowledge discovery, considered as pattern discovery plus knowledge creation, can be guided by the design of concept lattices and a subsequent representation of the formal concepts within a knowledge representation formalism such as description logics. The process can be repeated until a satisfactory knowledge base is obtained.
