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Abstract 
In a recent paper, Erdmann determined which of the Schur algebras S(n, r) have finite 
representation type and described the finite type Schur algebras up to Morita equivalence. The 
present paper grew out of a desire to see Erdmann’s results in the more general context of 
algebras which are quasi-hereditary in the sense of Cline et al. (1988). We consider here the class 
of quasi-hereditary algebras which have a duality fixing simples. This class includes the 
“generalized Schur algebras” defined and studied by the first author, and the Schur algebras 
themselves in particular. In the first part we describe the possible Morita types of the 
quasi-hereditary algebras of finite representation type over an algebraically closed field with 
duality fixing simples. This is then applied, in the second part, to give the block theoretic 
refinement of Erdmann’s results. 
0. Introduction 
In a recent paper, [ 171, Erdmann determines which of the Schur algebras S(n, Y) 
have finite representation type and describes the finite type Schur algebras up to 
Morita equivalence (see also [33]). The present paper grew out of a desire to see 
Erdmann’s results in the more general context of algebras which are quasi-hereditary 
in the sense of Cline et al. [7]. We consider here the class of quasi-hereditary algebras 
which have a duality fixing simples. Such algebras were investigated by Irving [24] 
under the name of PGG-algebras. This class includes the “generalized Schur algebras” 
defined and studied by the first author in [ 13-151, and the Schur algebras themselves 
in particular. 
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In Section 1 we describe the possible Morita types of the quasi-hereditary algebras 
of finite representation type over an algebraically closed field with duality fixing 
simples. We then go on to use the results of this section, and a recent paper of the first 
author [IS], to give the block-theoretic refinement of Erdmann’s results. 
Throughout the paper we only consider algebras over an algebraically closed field. 
1. Quasi-hereditary algebras of finite type 
Let A be an indecomposable basic quasi-hereditary algebra over an algebraically 
closed field k. Assume that there is a duality F from the category of finitely generated 
A-modules to itself such that F(S) N S for each simple A-module S. In this section we 
classify the algebras in this class which are of finite representation type. We start by 
giving some useful necessary conditions to have finite type, which will be applied in 
the next section. 
We first need to introduce some terminology and recall some facts. For an algebra 
A denote by S i, . . . , S, the nonisomorphic simple A-modules, by P1, . . . , P, their 
projective covers and by I 1, . . , I, their injective envelopes. Let e,, . . . , e, denote the 
corresponding vertices in the quiver of A. When A is quasi-hereditary and 
S1 < ... < S, is the given total ordering on the simple modules, we denote by di the 
largest factor module of Pi having composition factors only amongst the simple 
modules Sj forj I i. We denote by pi the largest submodule of Ii having composition 
factors amongst Sj for j I i. When A is quasi-hereditary we have by definition 
a filtration of the Pi by the modules d 1, , A,, and of the Ii by the modules Vi, . . , V,. 
We can now state the following result, part of which has been obtained independently 
in [34]. 
Proposition 1.1. Let A be an indecomposable basic quusi-hereditary ulgebra over un 
algebraically closedjield having a duulity,fixing the simple modules. If’A is of,jinite type, 
then A is given by u quiver of’ the form . + ... G . with ordering 
el < e2 < ... < e,, and we have l(d,) = 1, l(di) = 2’ior ‘? < i’“<‘n Akd 2 2 l(d,) < 3. 
Proof. We shall divide the proof into several steps. We assume that A is of finite type 
with the standard assumptions, and denote by r the radical of A. 
(1) The arrows in the quiver of A occur in pairs G , and the graph we obtain by 
replacing each pair G by .-. is a D ynkin diagram. This can be proved as follows. 
Since A has a duality fixing the simple modules, there is an isomorphism, fixing the 
vertices, between the quiver of A and its opposite quiver. Hence the arrows occur in 
pairs *. or as .a . Since for a quasi-hereditary aigebra ‘di does not have Si as 
composition factor, we have Exti(S,, Si) = 0, so that there is no loop.3 in the quiver. 
Since A is of finite type, A/L~ is of finite type. The separated quiver of A/y2 has by 
definition the vertices e,, . . . ,e,, e’,, ,ei where e,, . . . ,e,, are the vertices of the 
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quiver of A. For each copy of the simple module Sj in yPi/c2Pi we draw an arrow from 
ei to ei. It is well known that the path algebra of this separated quiver must be of finite 
type, and hence the underlying graph is a finite disjoint union of Dynkin diagrams. 
The claim follows for the original quiver, using that the quiver is connected since A is 
indecomposable. 
I_\ TI._ __. ____‘l_lKr_ E__,.~_,___ (LJ 1115 not possioie to nna maecomposable projective A-modules P and Q and an 
integer i > 0 such that P/[PJIQ/YQ is a summand of [‘P/f” P and of yiQ/rifl Q. 
To prove this assume to the contrary that there are such projective n-modules 
P and Q. Since n is of finite type, the trivial extension algebra (1/~ IX ri/ri+ ’ is also of - - 
finite type [l, Proposition 4.81. Then the separated quiver for this algebra contains 
a subquiver of the form 
:\ , ; 
1x1 
if P + Q and of the form . 3 . if P Y Q. This gives a contradiction since the 
underlying graphs are not Dynkin diagrams. 
(3) Let e1 be a vertex in the quiver of A, with neighbours e2 and e3. Then we cannot 
have ei < e2 and e1 < es or e2 < ei and e3 < ei. 
In order to prove this assume that el < e2 and e, < e3. Then we have 
S1 c 1: A2/y2A2 and S, c YA~/[~A~. We also have S2LIS3 c rPl/r2Pl, and S2 
and S, are not composition factors of Al. It follows that S1 LISl c y2 Py/!” PI, which 
is impossible by (2). That e2 < e, and e, < e, is impossible follows by duality. 
4. The underlying Dynkin diagram for the quiver of A must be of type 
el e2 en-, en 
and the ordering must be e, < e2 < ... < e,_ I < e, or the opposite ordering. 
This statement is proved as follows. By (3) it is impossible that a vertex in the 
diagram has three neighbours, and hence the Dynkin diagram must be of type A,. It 
also follows from (3) that e, or e, must be the first vertex in the ordering, so assume 
without loss of generality that it is e,. Assume for a contradiction that we do not have 
the ordering e, < e2 < ... < e,, and choose ej to be the first vertex in the ordering 
such that its immediate predecessor is not ej_ 1. Then since j > 1 we would have 
ej<ej_l andej<ej+i which is impossible by (3). 
We are now ready to complete the proof of Proposition 1.1. We write 
SI, 
C= ; 
II SC 
Jib for a A-module C if rj-l C/cjC = S,! for 0 < j 5 t. Also we write C = s, s_ if 
C/rC N S,l and rC ‘v Sil LIS,,. By (4) A has the quiver ‘.’ d ‘.’ ... ‘“l I + ” with &de&g 
e, < e, < ... < e, of the vertices. It is also clear that Al = S1. Further we have that 
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A2 = 
Since P,/r2 P, = s: 
s 
‘k, and S3 is not a composition factor of LA,, we must have 
A, = s3 0 s2 
or 
Similarly we get 
with I <j<i. 
\ Sj I 
Assume now that /(A,) 2 3 for some i < n, and choose i smallest possible. We have 
i 2 3 by the above discussion. By assumption we have 
and hence 
and further 
Aim2 = if i > 3 
and Ai- = A I = S1 if i = 3. Since amongst the A’s the simple module Si~2 is 
a composition factor of Ai_ 2, Ai~l and Ai, occuring once in each, we have by 
--_l._-__fr.. .._:..- rl--r * , r7 1.--.- rl__ __..__ _-..-.---:rl-.- r--r-..- 1‘_.. -11 I rr, rl_-r ICclproclty, using inaL ilt aiiu v, nave rne samt: compos~iiori ktcxorb 101 a11 L LOJ, slat 
AL-23 Ai_ 1 and Ai each occur once in the A-filtration of Pi_ 2. We have 
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s._* 
Pi_,/12Pi_2 = S~3’~Si_1 if i > 3 and 
Pi-*/[2Pip2 = 
S1 
0 
ifi=3. s 
2 
It then follows that Si_*LlSi is a summand of r2 Pi~2/y3 Pi-2. Further, since Si is 
a composition factor once of A i and A. ,+ 1, we have that di and di + 1 occur each once in 
the A-filtration Of Pi, with possibly some Aj for i + 2 I j I n occuring in addition. We 
/i, havePil~2f’i=si_1 sifl) and hence SiLISi_ 2 is a summand of r2 Pi/y3 Pi, We then 
get a contradiction to (2). We conclude that /(Ai) = 2 for 1 < i < n. Since LA,, is 
a factor of P,_ , , and hence of A,_ 1, we get l(A,) I 3. This finishes the proof of 
Proposition 1.1. 0 
We shall use Proposition 1.1 to prove our classification theorem for finite type. 
Theorem 1.2. Let A be a basic indecomposable j&e-dimensional algebra over an 
algebraically closed jield k. 
(a) A is a quasi-hereditary algebra ofjinite representation type with a dualityjxing 
the simple modules if and only if A can be described by the quiver 
(x) ;,$_~. . .?&‘. 
I 1 B. I ?” 
with relations of one of the following types. 
(i) ~i~lPi_l = i~iBicci,~iE{O,l),l <i<nanda,-l/I,-, =O,~li~i-l =O=pimlJi 
for 1 < i < n. 
(ii) n = 3 and x2fi2 = 0, /?*cx* = ccl/II. (A;) 
(b) In case (i) for each n 2 2 we have 2”- * nonisomorphic algebras, and l(Aj) 5 2 for 
j= 1, . . ..n. 
For the algebra in (ii) we have l(A,) = 3, where e, is largest in the ordering. 
Proof. (1) If A is quasi-hereditary of finite type with a duality fixing the simple 
modules we have seen that A has a quiver of type (*) and that we have the ordering 
e1 < ... < e, (or the opposite one). We have also seen that l(A,) is 2 or 3. 
(2) Consider first the case l(A,) = 2. Then we have l(A,) = 1 and l(Aj) = 2 for 
1 <j I n. Since the simple A-module Sj is a composition factor of Ai, of multiplicity 
one, exactly when i is j or j + 1 if j < n, and exactly when i = n if j = n, it follows by 
reciprocity that exactly Aj and Aj+ 1 occur, each once, in a A-filtration for Pj when 
j < n [6]. Hence we have exact sequences 0 + Aj+ 1 + Pj + Aj -+ 0 for j < n, and 
P, = A,,. We have rPj/u2 Pj N Sj_ 1 LI Sj+ 1, and it follows that y2 Pj E Sj for j < n and 
[PI N A,. From this we conclude that we must have the relations as given in (i), where 
we can assume ii E (0, 11 by change of basis. 
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(3) Assume that A is given by the quiver (*) with relations as in (i). We write 
C = S/.\“\S. 
“‘S’ lJ I* 
to mean that the socle sot C = S,+ and C/S,& = S”‘$ . We write 
Ii II 
C = s/sl’\s 
I* “\s 
II 
to mean that socC = S,AIIS,d and C/S,& = Ssl?S . Then we see that the indecompos- 
12 Ii 
able projective modules have the structure 
and 
Pi = 
/ls 
Sj ~ 1 
/Sibs 
AS,’ 
,+I or Pi= Si_r IfI for 1 < i < n, 
‘St 
according to whether pi is 1 or 0. If Eli = 1, then Pi is injective and if pi = 0 then Pi is 
not injective. It is clear that A is quasi-hereditary 
e, < ... < e,, and 
A,=Sl and Ai= for 1 < i I n. 
with respect to the ordering 
The antiautomorphism of the quiver with relations obtained by interchanging 
the Mi and the Bi induces a duality fixing the simple modules for A. 
Now let I be the trace ideal of the projective injective modules in A. To show that 
A is of finite type, it is easy to see that it is sufficient to show that A/Z is of finite type. 
For each indecomposable projective A/I-module Q we have that IQ is uniserial or 
a direct sum of two uniserial modules. Then each indecomposable A/Z-module is 
a so-called string module or band module. It is easy to see that we have no band 
modules and only a finite number of string modules, and hence A/I is of finite type 
~321. 
We see that there are 2”-2 nonisomorphic algebras of type (l), for a given n 2 2. 
(4) Assume now that A is quasi-hereditary of finite type with duality fixing the 
simple modules, so that we have the quiver (*). Assume that I(d,) = 3. We have n 2 3 
and l(A,) = 1, /(Ai) = 2 for 1 < i -c n. Also Sj is a composition factor, with multiplicity 
one, exactly in Aj and Aj+ 1 if j # n - 2, n, exactly in Anm2, A,_, and A,, if j = n - 2 
and exactly in A, ifj = n. It follows by reciprocity that exactly Aj and Aj+ 1 occur, each 
S. Donkin, 1. Reifen /Journal of Pure and Applied Algebra 97 (I 994) I I7- 134 123 
once, in a A-filtration of Pj for j # y1 - 2,~ Further P, = A,, and exactly 
Anm2, A,_ 1, A, occur, each once, in a A-filtration for Pnpz. Hence we have exact 
sequences 0 + Aj+ 1 + Pj + Aj -+ 0 for O<j<n-2 and for j=n-1, and 
0-+K,m1+P,_2+A.m2+0, O+A,+K,_,+A,_,-+O. It is easy to see that 
K,pI/~K,_, is simple, so that Knml 1: Pnml. It is then not hard to see that the 
relations must be 
sciai~l =O=fii-l/?i for 1 <i<n- 1, 
‘ail 1 pin 1 = 3,iBiai for 1 < i < n, 
a,_, P n-l =o, and if n i 4, then 3.n_lkn_2 = 0. 
We can clearly normalize the relations to assume that ii E {0, l}. 
If A,_ i = 0, then the universal covering r of the quiver with relations has the 
following subquiver, with no relations. 
and a representation of this quiver can be extended to a representation of r. Since the 
underlying graph of this quiver is D6, an extended Dynkin diagram, we conclude that 
A is of infinite type. Hence we have i,_ I # 0, and can assume i,_ 1 = 1. 
If n = 3 we have that A is isomorphic to the Auslander algebra A; of k[x]/(x3), 
which is known to be of finite type by [23]. Conversely it is easy to see that this 
algebra has all the desired properties. For n 2 4 we have i,_ Z = 0. 
If n 2 5 we get the subquiver without relations 
y-2 n:3 n; 4 
/ 
‘yn-l\,_._ 
n 
n-2 n-3 n-4 
of the universal covering r, and a representation of this quiver can be extended to 
a representation of r. Since the underlying graph is the extended Dynkin diagram i?,, 
A must be of infinite type. 
(5) Let now n = 4, so that we have the relations aZal = 0 = p1 b2, a3p3 = 0 = 
xlpl, f13a3 = c(~ p2. The universal covering r of the quiver with relations has the 
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following subquiver with one zero relation 
(*) 
and a representation of this quiver with relations can be extended to a representation 
of r. Since the frame 
I .__.-.-._. (Ed 
can be replaced by (*) using one of the admissible operations in [19], if follows from 
[19] that our algebra is of infinite type. 0 
Let i be a subset of {2, , n - i 1 for n 2 3. Denote by ~4: the aigebra in Theoreni 
1.2(i) where Aj = 0 for all j E I, that is the corresponding indecomposable projective 
module Pi is not injective. We write AC?‘! = &‘,,. These are the algebras coming up in the 
work of Erdmann [17]. 
We now summarize some of the results of this section in a form which will be 
convenient for the application in the next section. We here denote by /1 the index set 
for the simnle rncx!u!esj with orderine 5 i and for each 1. E A L(n) denotes the -----r-- 
corresponding simple module over the algebra A. 
Corollary 1.3. Let (A, A, I ) he a connected, quasi-hereditary k-algebra offinite repres- 
entution which admits a duality fixing the simples. 
6) 
(ii) 
(iii) 
(iv) 
The ordering 5 is a total ordering. 
If /1 E A is neither minimal nor maximal then V((i)/L(i) is isomorphic to L(p), 
where ,tt is the predecessor of i (i.e. the largest element of A which is less than j*). 
If 1 A 1 > 1, 2 E A is maximal and u is the predecessor of I. then L(n) is a composi- 
tion factor of V(1,). 
Suppose thut some stundard module V((;L) has composition length > 2. Then i, is the 
maximal element of A. Moreover, V(I) has composition length 3 and is uniserial 
with composition series 0 = V, < VI < Vz < I/, = V((n), where VI z L(i), 
1/,/V, E L(a), V,/V, r L(T) and i, > cr > z are the three largest elements of A. 
2. Blocks of finite type of the Schur algebras 
In this section we apply the theory developed to prove the following classification of 
the blocks of finite type of the Schur algebras, thereby extending the results of 
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Erdmann [17]. Here w denotes the weight of a block and p the characteristic of the 
field. 
Theorem 2.1. A primitive block %4 of S(n, r) has$nite representation type ifand only ij 
one of the following holds: (i) n = 1; (ii) n = 2 and w < p; (iii) n 2 3 and w < 1. If 9!J has 
finite type then the block algebra S,,(n, r) is Moritu equivalent to the basic algebra zf’,, 
where s = 1931. 
Remark. Note that we assume in the theorem that B is a primitive block. However, 
every block of a Schur algebra is Morita equivalent to a primitive block in a perfectly 
straightforward manner by [15, Section 4, Theorem]. We therefore have an exact 
description of all finite type blocks of Schur algebras. 
We refer to [18] for the construction and basic properties of the Schur algebra 
S(n, r) over the algebraically closed field k. In particular we have that S(n,r) is 
semisimple if k has characteristic zero, by [ 18, (2.6e)], so we assume from now on that 
k has characteristic p > 0. Also, S(n,r) has a duality fixing simples, namely the 
“contravariant duality” of [18] (see [18, Section 2.7 and the last line of p. 711). The 
category of left S(n, r)-modules is naturally equivalent to the category of left GL,(k)- 
modules which are polynomial of degree r. We shall not distinguish notationally 
between a left S(n, r)-module and the corresponding GL,(k)-module. Let /i+ (n,r) be 
the set of partitions of r into at most n parts. For each i E A’(n, r) there is an 
irreducible S(n, r)-module L,(i) (denoted F 1, K in [ 1 S] ). There is a natural partial order 
I on A’(n, r) known as the dominance partial order: for 2 = (I,, ,A2, . . . , i,), 
P = (Pl>P2, ‘.. , pn) E A + (n, r) we write /z I p if CT= 1 ii I CT= 1 /Li for all 1 I a I n. 
Then (S(n,r), I ) has a highest weight module category (equivalently S(n, r)) is 
a quasi-hereditary algebra by [14, (2.2)], with standard modules Vn(i) (in Green’s 
notation D,, K [ l&4.4]), J. E /1+ (n, r). We write simply V(i) for V,,(R) and L(i) for L,(A), 
for 2 E /i + (n, r), if n is clear from the context. We regard /i + (n, r) as a subset of n + (m, r) 
in the obvious way if m 2 n. For 2, p E /i + (n, r) and m 2 r we have the equality of 
composition multiplicities, [V,,(n): L,(p)] = [ VM(i): L,(p)], by [18, (6.6e)] and we 
denote this number simply by [A:p]. For j_ = (jV1,;_2, ,&)E A’(n,r) we set 
d(i.) = max{d 2 0: Ai - Ri+ 1 E - 1 mod pd for all i}. We identify a block 2 of S(n, r) 
with a subset of ,4 +(n, r). From [1_5, Section 0, Theorem], we have d(1) = d(p) for all 
j.,p E &9 and we define d(g) to be this common value. We say that the block %’ is 
primitive if d(g) = 0. Then main results of [15] are that each block of S(n, r) is Morita 
equivalent to some primitive block and that a primitive block is determined by its 
p-core. If i is a partition with Young diagram [;1] (see [26, Section 1.4.31) then the 
p-core of I is the partition y whose diagram [v] is obtained from [i] by removing as 
many rim p-hooks (a rim p-hook of [;1] is a connected part of the edge consisting of 
p boxes) as possible, see [26, Section 2.71. By [15, Section 3,3(i)], all elements of 
a block g have the same p-core. By the weight (or p-weight) w(B) of a block &J we 
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mean the number of rim p-hooks which must be removed from an element of .& to 
obtain the p-core. 
For 1 <i I n, let s(i) = (O,O, . . . ,O,l,O, . . . ,O,O) E Z” (1 in the ith position) and 
regard A+ (n, r) as a subset of Z” = @l= 1 Z&(i). We now embark on the determination 
of the blocks of finite type of the Schur algebras. For 1. E A + (n, r) we write ;Li for the ith 
component, 1 I i I n, i.e. I = (ii,&, . . . ,A,,). 
Let F: GL,(k) + GL,(k) be the Frobenius morphism (taking a matrix (xij) to (xc)). 
For a rational G = G&(k)-module V affording the representation IL: G + GL( V) let 
VF be the G-module which has underlying vector space 1/ and on which G acts via the 
~0 F. The Frobenius morphism on SL,(k) and its rational modules is defined similarly. 
We shall need the following preliminary results. 
Result 1. Let i. E A ’ (n, Y) and suppose that Ai - i .,+l=a+mp,withO~u<pand 
m > 0, for some 1 I i < n. Then A belongs to the same block us n = 1 - (a + l)s(i) 
+ (a + l)s(i + 1). 
Proof. It is easy to see that one may obtain A - mps(i) by removing rim p-hooks from 
A and also by removing rim p-hooks from p. Therefore i and p have the same p-core 
and hence belong to the same block. q 
Result 2. Let 99 c /If (n, r) be a totally ordered block and j_ E 2. There is at most one 
isnchthutlIi<nundboth&i,i+l>pund/li-&+I$ -l(modp). 
Proof. Suppose we can write Ai - i. ,+i = u + kp, with 0 I a < p - 1, k > 0, and 
II " 
Aj - nj+l =b+lp,withO~b<p-l,l>0,and1~i<j<n.ByResult1wehave 
that 0 = i - (a + l)&(i) + (a + l)s(i + 1) and z = i. - (b + l)s(j) + (b + l)~(j + 1) 
belong to 9J. However, cr, + ... + gi < z1 + ... + si and crl + ... + nj > 
z1 + ... + rj, in contradiction to the hypothesis that :# is totally ordered. q 
Before continuing with the main development, it is convenient to deal with a tech- 
nicality which will be needed later. 
Result 3. Suppose 3, = (2(p - 1) + c,p - 1,O) E A’(3,s) (where s = 3(p - 1) + c) for 
some 1 < c I p - 1. Then the GL,(k)-module V(i) has at least three distinct composi- 
tiortfactors. 
Proof. This may be easily converted into a G’ = SL3(k)-module problem using, e.g., 
[12, Proposition 3.2.71. The assertion then is that the induced module V’(A’) has at 
least 3 composition factors, where 1,’ = ((p - 1) + c)a, + (p - l)a2 and where ml 
and tnz are the fundamental dominant weights (see [15, Section 1, proof of (8)]). Let 
p’ = (p - 1 - c)al + (p - 1 + c)nsz. It follows from [27,11,5.21,(2)] and an easy 
SL,(k)-calculation that L’($) (the simple SL,(k)-module of highest weight p) appears 
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as a composition factor of V’(;1’) with multiplicity one. Thus if Result 3 is false we have 
dim V’(A’) = dim L’(/z’) + dim I,‘($). 
By Steinberg’s tensor product theorem we have L’(1.‘) z L’((c - l)tnl + 
(p - l)tq) 0 L’(TD~)~ and I,‘($) E L’((p - c - l)a, + (c - l)a,) 0 L’(as2)‘, where 
F: SL3(k) + SL,(k) is the (standard) Frobenius morphism. Now dimL’(nr,) = 
dim L’(tn*) = 3 (the modules L’(a,) and L’(q) are the natural module and its dual) so 
if Result 3 is false we get 
dim V’(1’) = 3 dim L’(a’) + 3 dim L’(Y), 
where g’ = (c - l)ar + (p - I)az and T’ = (p - c - l)a, + (c - l)tnz. But now, 
by [21,p. 181, we have L’(a’) = V’(G’) and L’(Y) = V’(Y). Moreover, dim V’(a) is 
given by Weyl’s dimension formula, for c( dominant (see [20, Section 24.3, (AZ)]), so if 
Result 3 is false we get 
(P + C)P(2P + c) = 3CP(P + c) + 3(P - c)cp 
and so (p + c)(2p + c) = 3c.2~ = 6cp. This gives 2p2 - 3pc + c2 = 0, i.e. (2~ - c) 
(p - c) = 0 which is impossible since 1 I c _< p - 1. 0 
Result 4. Let B be a primitive block offinite type of the Schur algebra S(n, r) with n 2 3. 
Then the weight of 98 is at most one. 
Proof. The proof is in a number of steps. Let w be the weight of @ and let ‘J be the 
p-core. By [ 15, Section 3, Theorem], &I consists of those elements of A + (n, r) which 
have p-core y. 
Step 1. w I 5: If not the weights i, = y + p(w - 2)&(l) + p&(2) + p&(3) and 
p = y + p(w - 3)c(l) + 3pe(2) belong to :%?. But A, > pr and i1 + j-2 < p1 + p2 so 
this is ruled out by Corollary 1.3(i). 
Step 2. Either w 5 2, y1 - y2 = p - 1 or y 2 - y3 = p - 1: Suppose that all three fail 
to hold. Let i = y + p(w - l)s( 1) + p&(2). For i = 1 and 2 we have Ivi - &+ 1 L p and 
1 ” 
/bi - r.i+ 1 $ - 1 (mod p) contradicting Result 2. 
Step 3. Either w < 3 or y1 - yz < p - 1: S uppose both are false and choose i > 1 
minimal such that yi - yi+ 1 < p - 1 (such an i exists since ‘/ is a p-core and g is 
primitive). Let yi - yi+ 1 = a and put ,D = y + (p - a - l)&(i) + (a + l)a(i + 1). Then 
p has p-core y. Now i = p + p(w - 1)8(l) and CJ = y + (w - 2)pa(l) + 2ps(2) and 
A1 > CJ~ belong to g. But A, + AZ < or + 02, contradicting Corollary 1.3(i). 
Step 4. w I 3: Suppose that w > 3. By Step 1, we have w I 5 and, by Steps 2 
and 3, we have y, - y2<p-1 and ~~-7~~=p-l. Let yl-y2=a and 
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p = y + (p - a - l)&(l) + (a + l)e(2). Note that p is obtained by adding a single rim 
p-hook to y so the p core of p is y. 
If w = 5 put i = ,U $ 3ps( 1) + pa(2). Then 1 E &j’ and, for i = 1 and 2 we have 
. ” 
/li - Ai+ 1 2 p and Ai - Ai+ 1 f - 1 (mod p) contradicting Result 2. 
If w = 4 put i = p + 2ps(l) + p&(2). Then i E .%Y and for i = 1 and 2 we have 
~“i-3.i+, >pandAi-&+i f - 1 (modp) contradicting Result 2. 
Step 5. Either w I 2 or yl - +y2 < p - 1 and y 2 - y3 = p - 1: Suppose for a contra- 
diction that this is not the case. By Steps 2 and 4 we have w = 3 and 1/i - yz = p - 1. 
Thus the maximal element of g is ;I = y + 3pe(l) and the second largest element is 
p = y + 2pe(l) + p&(2). By Corollary 1.3(iii), we have [,Z : p] # 0. Now r-i = pi for i > 2 
sothat[~:~]=[cI:8],by[ll,Theoreml],wherecc=(cc,,cc,),a=(B,,P,)En+(2,s), 
forsomes,withcc, =ii,c~=i~,fii =~Llr82=~2ands=i.,+i.,=~, +pz.Now 
writing c( = c + 2pe( 1) + ps(2) for a suitable 2-part partition (T we get, by the proof of 
[15, Section 4, Theorem] that [a:P] = [(3,0):(2, l)]. Thus we get [(3.0):(2, l)] # 0. 
However, V(3,O) is the polynomial GL,(k)-module S3 E (the 3rd symmetric power of 
the natural module E) which is well known to be irreducible unless p = 3. Hence we 
have p = 3. 
Now y is a p-core and hence restricted (i.e. yi - yi+ 1 < p for 1 5 i < n). As is well 
known, this implies that V((y) @ V(2, l)F embeds in V(p) = V(y + p(2s(l) + ~(2))). (We 
have that V(y) is irreducible as a Gi-module, where Gi is the first infinitesimal 
subgroup of G, by [27, II, Proposition 3.151, and so V(y) @ V(2, l)F has a simple 
G-socle L(p) by e.g. [9, Proposition 2.11 and now V(y) 0 V(2, l)F embeds in V(p) by 
[12, (1.5.4)]). Furthermore by a result of Humphreys and Jantzen [22, Theorem 2.51 
(see also [15, Section 1, (5)]) we have dim V(p) # dim V(y) @ V(2, l)F. Now p is not 
maximal in its block (since 1. > ,u) so by Corollary 1.3(ii), V(p) has composition length 
2. Therefore V(y) @ V(2, l)F is irreducible and so V(2,l) is irreducible. However, it is 
also well known that in characteristic 3, [(2,1): (1, 1, l)] = 1 (e.g. restrict to SL,(k) and 
use [21,p. IS]) so we have a contradiction and the proof of this step is complete. 
Step 6. w I 2: If not then we have w = 3, yi - *Jo = u < p - 1 and 1~~ - y3 = p - 1 
by Step 5. Adding a rim p-hook to y we obtain p = ‘/ + (p - 1 - a)&(l) + (a + l)c(2) 
and, adding two rim p-hooks to the first row of [p], we obtain i, = p + 2ps(l), which 
therefore lies in the block g. However, ii - Ai+ 1 2 p and ii - i.i+ 1 + - 1 (mod p) for 
i = 1 and 2 violating (2) above. 
Step 7. Either w < 1 or y1 - y2 < p - 1: Assume for a contradiction that w = 2 
and y1 - y2 = p - 1. Let CI = ‘/ + 2pa(l) and /I = y + pa(l) + ps(2). Then c( and p are 
the two largest elements of 2 so that, by Corollary 1.3 (iii) we have [cc :/I] # 0 and, by 
the argument of Step 5, [(2,0): (1, l)] # 0. This means that S2 E, the symmetric square 
of the natural GL,(k)-module, fails to be irreducible, and this happens only if p = 2. 
Hencep=2andy=(r,r-1, . . . . l), for some r I n (since every 2-core has this form). 
Now g is primitive so we must have r 5 n - 2. The elements of a are obtained by 
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adding two rim 2-hooks to Cr] and it is easy to see that d contains ;1, p, 0 and r, where 
2 = y + 4&(l), p = y + 26(l) + 2&(2), G = 7 + 2&(l) + s(r + 1) + E(Y + 2) and r = ‘J + 
E(Y) + 2c(r + 1) + E(Y + 2). These elements are ordered as follows: i. > p > r~ > r. But 
notice that r is the transpose (or conjugate) of the partition p (see [28, p. 21 for the 
definition) so that [r : ,u] # 0, by [ 14, (2. lo)] (the involution I discussed in [ 14, Section 
23 is the identity map since it is obtained by tensoring with the sign representation of 
a symmetric group, and we are in characteristic 2). However, [t : ,u] = 0 by Corollary 
1.3(u) and we have a contradiction. 
Step 8. Either w I 1 or y, - y3 < p - 1: Suppose w = 2. We have a = 7, - y2 < 
p - 1 by Step 7. Let p = y + (p - a - l)e(l) + (a + l)c(2) (so [,u] is obtained by 
adding a rim p-hook to [II]) and 2 = ,D + p&(l). Now i,, - i., = p + (p - (I - 2) 2 p 
and i,, - & = - u - 2 $ - 1 (modp), since a < p - 1. By Result 2 we must have 
1, - i3 <p 
1 
or & - n3 = - l(modp). Now AZ - ;L3 = ;‘z - y3 + (a + 1) = 
?/l - Y3 + 1. If y1-y3+1<p we get 71-y3<p-1, as required. If 
yl -y3 + 1 = - l(modp)wegety, - ;‘3 = lp - 2 for some I > 0. But 1~ is a p-core so 
that ‘/i - yi+ 1 < p for 1 I i < n. Also, we have y1 - ;‘z < p - 1 by Step 7 SO that 
y1 -1/3=(~i -Y~)+(Y~-Y~)~(P-~~)+(P-~) and therefore I= 1 and 
Yl - Y3 = P - 2. 
Step 9. Either w I 1 or y1 - y3 = p - 2: Suppose for a contradiction that w = 2 
and y1 - 1/3 < p - 2. Let Yl - Y2 = a and y* - y, = h. Let p=y+ 
(p - a - 2)8(l) + (a + l)&(2) + (b + 1)~(3) (so [,u] is obtained by adding a rim p-hook 
to [v]). Let i = p + pc(1) and z = ‘/ + ps( 1) + PC(~). Then i.,p E d but i., > pi and 
R, + 3., < z, + r2, contradicting Corollary 1.3 (i). 
Step 10. Completion of proof: Assume for a contradiction that w = 2. Let 
y1 - y2 = a and p = y + (p - u - l)s( 1) + (a + l)&(2) and /> = p + pc( 1). Then ;1 be- 
longs to g and is not maximal (as ‘/ + 2pc( 1) is larger). Therefore, by Corollary 1.3 (ii), 
V(i) has composition length at most 2. 
Let CI =(z~,cQ,z~)E/~~(~,s) with z1 = i., -AZ, c(~ =j.z -jL3 and x3 =0 (so 
s = A1 + /2, - 2i3). Thus 
a1 - az = i., - A2 = yr - yz + (p - u - 1) - (u + 1) + p 
= p + (p - a - 2) = (p - 1) + (p - a - 1) 
and 
ct2 = (a + 1) + yz - y3 = p - 1. 
Now c~i = 2(p - 1) +c, with c =p --a - 1 =(p- 1) -(yi -y2) and we have 
1 I c I p - 1 by Step 9. Thus we may apply Result 3 and deduce that there exist 
distinct 3-part partitions, say G, p, 7 (one of which may be a) with [x: 51 # 0 for 
5 E {%c(,r}. 
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Let w = (l,l, 1). We have [cr + jw30: 4 + j.3c~] # 0 for 5 E {o,p,z} by James’s prin- 
ciple of column removal for decomposition numbers, [25, Theorem 23. For 
ul E 10 + &o,p + Aj(o,r + &w), rl = (Y~I,v~,v~) define V* = (~r,q~,~~,&,&, . ,&). 
Then we have 
for q E {0 + iwjw,I* + ijo, + 1301 \, by [1 1, Theorem 11. In particular we have 
[,?: $1 # 0 for 3 distinct values of 4 E II +(n, P). Thus V(i) has composition length at 
least 3. This contradiction completes the proof of Result 4. 0 
We are now ready to give the proof of Theorem 2.1. 
Proof. If n = 1 then S(n,r) is one dimensional (by [18, Section 2.11) and so of finite 
type 
Let n = 2. Suppose d is a block of weight 2 p and let 3. = (j.r, A,) be maximal in &?. 
Then we have b = ,IZ < p and 2, - & = a + pw for some 0 I a < p. We shall prove 
that .# has infinite representation type. Let J,, be the block of S(2, Y - 2h) containing 
p = (u + pw, 0). Then we have an embedding mod J, + mod .#I taking V E mod 9, to 
DO” @ V E J (where D is the determinant representation) and so it suffices to show 
that mod!%?, has infinite representation type. Now V(p) = S”+P”E (the (u + pw)th 
symmetric power of the natural GL,(k)-module E), by [IS, Section 4.4, Example 11. 
The module structure of (the dual of) Sa+pw E is described in [4] and this is not 
consistent with Corollary 1.3(iv). Hence .I has infinite representation type. (One could 
instead use a result of Erdmann 117, Proposition 5.2.1) 
Now suppose that J has weight < p. Let i = (i,, i2) be the maximal element of d. 
Let :gO be the block of S(2,i,, ~ i2) containing (Iwl - i2,0). Then we have an 
equivalence of categories mod .a0 + mod &!I, taking V E mod Jo to D oL2 0 1/ E d, by 
[15, Section 4, Theorem]. Now :dO has finite type, by a result of Erdmann [17, 
Proposition 5.11 and hence 9 is of finite type. Moreover (by [ 17, Proposition 5.11) we 
get that the block algebra S(n, r)ti is Morita equivalent to the algebra G!~,+, . (One 
could deduce this by instead using [6] and the description of tilting modules for 
SL2(k) given in [16, Section 2, Example 21). 
Now suppose that n 2 3. If w 2 2 then 9 has infinite representation type by Result 
4. If w = 0 then mod.% is semisimple and so d has finite type. If w = 1 then .?i3 has 
finite type by 117, Proposition 4.11. Moreover the block ideal S(n, r)# is Morita 
equivalent to x&‘~, where s = (&I. (Alternatively one could argue as follows: first 
suppose n 2 r and replace .a by a Morita equivalent block .a0 consisting of hook 
partitions, using work of Scopes (see e.g. [IS, Section 51); secondly, show that the 
block algebra S(n, r)#,, is Morita equivalent to xZ,, with s = I.#so], using Carter-Lusztig 
[S, Section 4.11 (based on the paper of Thrall [31]); and finally, obtain the result for 
n I Y by projection mod S(N, r) + mod S(n, r), for N 9 0 as in [I 8, Section 6.51. This 
completes the proof of the theorem. 0 
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3. Complements 
(1) We show that in fact all the generalized Schur algebras considered in [ 131 have 
a duality fixing simples. We briefly recall the construction of the generalized Schur 
algebras [ 13). Let k be an algebraically closed field of arbitrary characteristic. For an 
affine algebraic group H over k we write I/ E mod H to indicate that 1/ is a rational 
(left) H-module. Let G be any reductive group over k. Let k[G] be the coordinate 
algebra. Let T be a maximal torus of G, let X(T) be the character group of T and let 
@ c X(T) be the root system of G with respect to T. Let B be a Bore1 subgroup of 
G containing T and let @+ be the system of positive roots which makes B the negative 
Bore1 subgroup. The character group X(T) has a natural partial ordering: we write 
i. I p if p - i. is a sum of positive roots (for i, p E X(T)). Let X+(T) c X(T) be the 
set of dominant weights. 
For i E X(T) let kj. be the one-dimensional B-module on which T acts 
with weight i. For i. E X+(T) the induced module V(j.) = Indg ki, has simple 
socle L(A). Then L(i) (for i, E X+(T)) is the unique (up to isomorphism) 
simple rational G-module with highest weight i, and {L(i.): i, E X+ (T)) is a complete 
set of pairwise nonisomorphic simple rational G-modules. Let 71 be a subset of 
X+ (T). We say that a rational G-module V belongs to 71 if every composition factor 
of 1/ has the form L(i), for some i, E n. Among all submodules belonging to rr, 
of an arbitrary rational G-module V’, there is a unique maximal one, which we 
denote O,(V). Now suppose TI is a finite subset of X+(T) which is saturated (that is 
rc has the property that i. E X+(T) belongs to rc whenever j. I p for some ,U E n). In 
particular, k[G] has a natural rational left G-module structure and we let 
A(x) = O,(k[G]). Then A(Z) is a finite-dimensional sub-coalgebra of k[G] and, 
putting S(Z) = A(rc)*, the dual algebra, we have that mod S(n) is naturally equivalent 
to the category of rational G-modules belonging to 7~. By [ 13, (2.2h)] or [ 10, Section 2, 
Remark (2)] we have that the category mod S(n) is a highest weight category in the 
sense of Cline et al. [7, Definition 3.11 (or equivalently S(n) is a quasi-hereditary 
algebra). 
By the isomorphism theorem for reductive groups and root data (see e.g. [30, 
Theorem 11.4.31) there is an automorphism crO: G + G such that go(t) = tr’ for all 
r E T. Thus we get an anti-automorphism 0: G -+ G, given by cr(x) = B~(x)-~, for 
x E G, such that o(t) = t for all t E T. For 1/ a finite-dimensional rational G-module we 
let D(V) be the rational G-module on the vector space V’* = Horn,,, I/, k) and action 
given by x.x(c) = r(a(x)v), for XEG, ZE I/* and Y E V’. Thus T/ H D(V) defines 
a duality on the category of finite-dimensional rational G-modules. Note that, for 
i E X’(T), the dual D(L(1)) is a simple module of highest weight i and hence 
D(L(A)) z L(A). Thus, if I’ E mod G is a finite-dimensional module belonging to n then 
D(V) belongs to TC. Thus 1/ H D(V) restricts to a duality fixing simples on the 
category of finite-dimensional S(rc)-modules. 
Taking G = GL,(k) and choosing 7c carefully (see [14, Section 11) we get 
S(Z) = S(n, r), the Schur algebra. It is easy to check that (with a(.~) being the inverse of 
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the transpose of x for x E G) the duality described above is none other than the 
contravariant duality of [18, Section 2.71. 
(2) In Section 2 we found that any finite type block of a Schur algebra is Morita 
equivalent to the basic algebra c&s, for a suitable integers. However, this is not true for 
generalized Schur algebras and we now give an example to illustrate this point. We 
take G = GLJ(k), where k is an algebraically closed field of characteristic 2. We take 
7~ = {(2,1, I), (2,2),(3, I)}, a saturated subset of n + (3,4). Then we have L(2,1,1) z 
d (2,1, l), and a short exact sequence 0 -+ L(2,1,1) + d (2,2) + L(2,2) + 0. Further, 
the composition factors of 4(3,1) are L(3, l), L(2,2) and L(2, 1, l), each occurring with 
multiplicity 1. Now elementary calculations reveal that Ext:;(L(3, l), L(2, 1, 1)) = 0 
(see also [35], where the dimension of Exth between all pairs of simple rational 
SL,(k)-modules (in all characteristics) is calculated). It follows that 4(3,1) is uniserial 
and that the basic algebra associated to S(n) is isomorphic to that described in 
Theorem 1.2(a)(ii), which is the Auslander algebra A; of k[x]/(.x3). 
(3) Let A be a quasi-hereditary algebra with a self-duality fixing the simple mod- 
ules. We have in this paper considered the question of finite representation type of 
such algebras. There is, however, another interesting concept of finite type for 
quasi-hereditary algebras (with given ordering on the simples), namely that of .9(d)-fi- 
nite type, where 9(d) is the category of A-modules having a d-filtration. Clearly if A is 
of finite type then A is of finite 9((d)-type, but the converse is not true. For example 
the Auslander algebra Ai of k[x]/(xi) is of .JZ(d)-finite type if and only if i I 5, by 
[S, Proposition 7.21, whereas it is of finite type if and only if i 2 3 [23]. 
In addition to finite type there is another interesting sufficient condition for 
.p(d)-finite type which can be used to construct examples, namely the Ringel dual 
R(A) being of finite type. We briefly recall the construction of R(A). Let (A, il, I ) be 
a quasi-hereditary algebra. We let ,p( V) be the class of left A-modules which have 
a V-filtration. For X E F(V) we define the filtration multiplicities (X : V(2)), i E A by 
the formula [X] = 1; En (X: V(i)) [O(i)] in the Grothendieck group G(A) of finite- 
dimensional left A-modules, where [M] E G(A) is the class of a finite-dimensional left 
A-module M. Ringel shows, in 1291, that for each i E n there exists a partial tilting 
module T(i) E .F(d)n,p( V) such that (T(R): V(p)) is 1 if ,D = ,? and is 0 unless ,U I j_. 
Furthermore, it is shown in [29] that every module in cF( V) n.F(d) is a direct sum of 
T(i)‘s. The module T = o,.~~ T(L) is called the canonical tilting module and 
R(A) = End,(T) is the (Ringel) dual, R(A), of A. The category .PA( 17) for A is 
equivalent to the category .pKcA,(d) for R(A) [29]. 
It is not hard to show that if the quasi-hereditary algebra A has a duality fixing the 
simple modules, then the same is true for R(A). Now starting with a quasi-hereditary 
algebra of finite type from Section 1 and computing the Ringel dual we get a class of 
algebras of F(d)-finite type. Since these quasi-hereditary algebras still have a self- 
duality fixing simples we can use our criterion to decide if they are of finite type. It is 
easy to compute that R(,dn) E d,, and R(A;) z A; where A, is the algebra defined at 
the end of Section 1 and A; is defined in Theorem 1.2(a)(iii). For all the other cases we 
get algebras of infinite type. 
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Erdmann has shown that a Schur algebra S(n, u) is of finite type if and only if one of 
the following holds: (i) n = 1; (ii) n = 2, p = 2 and r = 1, 2, 3, 5 or 7; (iii) n = 2, p > 2 
and Y < p2; or (iv) n > 2 and r < 2~. It is interesting to note that the computation of 
the Ringel dual can be used to show that the “borderline cases” S(2,p2) (over a field of 
characteristic p) have Ringel duals of type .dzl,, that is of finite type, so that we have 
.9(d)-finite type. However, the borderline cases S(3,2p) do not have Ringel dual of 
finite type. We give one example. Consider S = S(3,4) at characteristic 2. We have 
A + (n, r) = { (4) (3, l), (2,2), (2,1,1) $. Calculations reveal the following information 
about the canonical partial tilting modules for S. We have T(2,1, 1) 2 V(2,1,1) and 
a short sequence 0 + V(2,1,1) --t T(2,2) + V(2,2) + 0. The partial tilting module 
X = T(3,l) has a filtration X = Xi > X, > X, > X4 = 0 with X1/X2 z V(3, l), 
X1/X3 z c7(2,2) and X,/X, 2 V(2,1,1). The partial tilting module Y = T(4) has 
a filtration Y = Yi > Y, > Y, > Y4 = 0 with Y,/Y2 z V(4), Y,/Y, z V(3.1) and 
Y3/Y4 g V(2,1,1). From this one can check that the dual R(S) is not on our list of 
finite type quasi-hereditary algebras with duality fixing simples. 
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