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MCD-FINITE DOMAINS AND ASCENT OF IDF PROPERTY IN
POLYNOMIAL EXTENSIONS
SINA EFTEKHARI AND MAHDI REZA KHORSANDI∗
Faculty of Mathematical Sciences, Shahrood University of Technology,
P.O. Box 36199-95161, Shahrood, Iran.
Abstract. An integral domain is said to have the IDF property when every non-zero ele-
ment of it has only a finite number of non-associate irreducible divisors. A counterexample
has already been found showing that IDF property does not necessarily ascend in polyno-
mial extensions.
In this paper, we introduce a new class of integral domains, called MCD-finite domains,
and show that for any domain D, D[X] is an IDF domain if and only if D is both IDF and
MCD-finite. This result entails all the previously known sufficient conditions for the ascent
of the IDF property.
Our new characterization of polynomial domains with the IDF property enables us to
use a different construction and build another counterexample which strengthen the previ-
ously known result on this matter.
1. Introduction
An integral domain is called IDF if every non-zero element of it has only a finite num-
ber of non-associate irreducible divisors. These domains were introduced by Grams and
Warner in [11]. They are also one of the generalizations of UFD’s that were studied in the
seminal paper [1]. Another important subclass of IDF domains are domains that contain
no atoms at all; these domains were named antimatter and studied in [7]. The class of IDF
domains also includes FFD’s. An integral domain is an FFD if every non-zero element of
it has only a finite number of non-associate divisors. If D is an FFD, then D[X] is also an
FFD (see [1, Proposition 5.3]). A question first posed in [1] is whether the IDF property
ascends in polynomial extensions. Malcolmson and Okoh in [13], answered this question
in the negative. They actually proved that:
Theorem 1.1 ([13, Theorem 2.5]). Every countable domain can be embedded in a count-
able antimatter domain R∞ such that R∞[X] is not an IDF domain.
A natural question that follows is that under which additional conditions the IDF prop-
erty does ascend in polynomial extensions. One such condition is when the domain, in ad-
dition to being IDF, is a valuation domain or more generally a GCD domain (see [1, p. 14]
and [13, Theorem 1.9]). Another case is when the domain is atomic. In fact, atomic
IDF domains are exactly FFD’s (see [1, Theorem 5.1]). In Theorem 2.1, we see that the
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essential property of these domains sufficient for the IDF property to ascend is that any
finite set of non-zero elements of such domains has only a finite (possibly zero) number of
non-associate maximal common divisors (MCD for short); in this paper, we call any such
domain MCD-finite. Actually, Theorem 2.1 shows that being MCD-finite is also a neces-
sary condition for the ascent of IDF property. In Theorem 2.5, we use a modified version
of a technique originally introduced by Roitman in [15] to get a stronger version of Theo-
rem 1.1. In Section 3, we provide some more results and examples regarding MCD-finite
domains.
In the remainder of this section, we state some terminology that are needed for the rest
of the paper.
For a domain D, the set of its non-zero elements, units and non-zero non-units are
denoted by D∗, U(D) and D#, respectively. We call two elements x, y ∈ D associates, and
write x ∼ y, if there exists u ∈ U(D) such that a = ub. For x, y ∈ D, we say that x divides
y, and write x | y, if there exists z ∈ D such that y = xz. Also, we use the notations
a ∼D b and a |D b to emphasize the underlying domain. Two elements a, b ∈ D
∗ are called
incomparable if a ∤ b and b ∤ a (i.e., the principal ideals 〈a〉 and 〈b〉 are incomparable).
Also, following the notation and terminology of [14], the set of atoms of D is denoted by
AD and we call a subset A of D unit-closed if for every u ∈ U(D) and a ∈ A, we have
ua ∈ A.
A domain D is called atomic if every x ∈ D# can be written as a product of irreducible
elements (atoms). If the set of principal ideals of D satisfies the ascending chain condition,
then D is called an ACCP domain. We refer the reader to [1] for more on these and other
domains with factorization properties.
Let D be a domain and S ⊆ D∗. The set of all the common divisors of S is denoted by
CDD(S ) (i.e., CDD(S ) = {x ∈ D
∗ : x | s for every s ∈ S }). An element c of CDD(S ) is
called a maximal common divisor of S whenever for every d ∈ CDD(S ), if c | d, then c ∼ d.
The set of all the maximal common divisors of S is denoted by MCDD(S ). As in [15], if
for every finite subset T of D∗, we have MCDD(T ) , ∅, then D is called an MCD domain.
We say D is MCD-finite if for every finite subset T of D∗, we have |MCDD(T )| < ∞ (with
the possibility |MCDD(T )| = 0).
A commutative (additive) monoid T is called cancellative if for all a, b, c ∈ T , if a+b =
a + c, then b = c. Also, T is torsion-free if for all a, b ∈ T and n ∈ N, if na = nb,
then a = b. Finally, T is reduced if it has no non-trivial units; i.e., if a + b = 0 for some
a, b ∈ S , then a = b = 0. All the concepts defined in the two previous paragraphs can be
extended to cancellative monoids in an obvious way. We also recall that the monoid ring
R[X; T ] is a domain if and only if T is cancellative and torsion-free and D is a domain (see
[10, Theorem 8.1]).
We say that an extension of domains A ⊆ B is division-preserving if for all x, y ∈ A∗,
if x |B y, then x |A y. This can also be stated concisely by saying B ∩ K = A where K is
the field of fractions of A (For some properties of these extensions that are relevant to this
paper, see [15, Remark 2.2]).
Finally, we recall some definitions from [12]. Let D be a domain, R = D[X1, . . . , Xn]
and f ∈ R. Any product X
k1
1
· · ·X
kn
n with ki ∈ N∪{0} is called a monomial. If we denote the
set of all the monomials of R byMon(R), then f =
∑
u∈Mon(R) auu for some elements au ∈ D.
The support of f is defined as the set {u ∈ Mon(R) : au , 0}. By a monomial order on R,
we mean a total order< on the set Mon(R) such that (1) for every u ∈ Mon(R), if u , 1, then
1 < u, and (2) if u, v ∈ Mon(R) and u < v, then uw < vw for all w ∈ Mon(R). For example,
we can consider the pure lexicographic order (induced by the ordering X1 > · · · > Xn),
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where X
a1
1
· · · X
an
n < X
b1
1
· · · X
bn
n if the leftmost nonzero component of (a1 − b1, . . . , an − bn)
is negative (see [12, Example 2.1.2(c)]). For a fixedmonomial order, the leading coefficient
of f , denoted by lc( f ), is defined as the coefficient of the largest monomial in the support
of f .
2. Main Results
We begin with the following theorem, which states a necessary and sufficient condition
for the ascent of IDF property in polynomial extensions.
Theorem 2.1. The following are equivalent for a domain D:
(1) D is IDF and MCD-finite.
(2) D[X] is IDF.
(3) For any set X of indeterminates, D[X] is IDF.
Proof. (1 =⇒ 3) If f ∈ D[X], then there exist indeterminates X1, . . . , Xn ∈ X such that
f ∈ D[X1, . . . , Xn]. Now, if g ∈ AD[X] and g |D[X] f , then it is easy to see that g ∈ AD[X1,...,Xn]
and g |D[X1,...,Xn] f . Moreover, for any g1, g2 ∈ D[X1, . . . , Xn], g1 ∼D[X] g2 if and only if
g1 ∼D[X1,...,Xn] g2. Therefore, we only need to prove this implication for the case where X
is finite. So let R = D[X1, . . . , Xn] and suppose that D is an IDF domain such that R is not
IDF. We show that D is not MCD-finite.
Let f ∈ R# be such that there exists an infinite set { fi}i∈I of non-associate irreducible
divisors of f . Let K be the field of fractions of D and R′ = K[X1, . . . , Xn]. Since R
′ is
a UFD, there exists an infinite subset J of I such that the elements of { fi}i∈J are associate
in R′. Hence, there exists a set S of monomials such that for every i ∈ J the support of
fi is S . There are two types of irreducible elements in R with a support of size 1. First
type, up to associates, consists of the elements X1, . . . , Xn. Obviously, f cannot have an
infinite number of non-associate irreducible divisors of this type. The second type consists
of every a ∈ AD. If an element a ∈ AD divides f , then a divides every single coefficient of
f in D, and since D is IDF, f cannot have an infinite number of non-associate irreducible
divisors of the second type. Therefore, 2 ≤ |S |, and so since for every i ∈ J, fi ∈ AR, the
GCD of the coefficients of each fi is equal to 1.
Now, we fix a monomial order. For all i, j ∈ J, there exists an element ui, j ∈ K
∗ such
that fiui, j = f j, and so ui, j = lc( f j)/lc( fi). Now, fix an element t of J. Then for every i ∈ J,
ft = (lc( ft)/lc( fi)) fi, and so
lc( f ) ft = lc( f )
lc( ft)
lc( fi)
fi.
Using the definition of monomial order, it is not difficult to see that lc( fi) |D lc( f ). Hence,
lc( f ) (lc( ft)/lc( fi)) ∈ D
∗. Also, if i , j, then
lc( f )
lc( ft)
lc( fi)
6∼D lc( f )
lc( ft)
lc( f j)
;
otherwise lc( fi) ∼D lc( f j), so ui, j ∈ U(D), and so fi ∼R f j, which is a contradiction. Since
for every i ∈ J, the GCD of the coefficients of fi is equal to 1, the set{
lc( f )
lc( ft)
lc( fi)
}
i∈J
is an infinite set of non-associate maximal common divisors of the coefficients of lc( f ) ft,
and hence D is not MCD-finite.
(3 =⇒ 2) This is obvious.
(2 =⇒ 1) If D is not IDF, then obviously neither is D[X].
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Now, let both of the domains D and D[X] be IDF domains, but there exist n ∈ N and
elements a0, a1, . . . , an in D
∗ with infinitely many non-associate maximal common divisors
{ci}i∈I .
Let f = a0 + a1X + · · · + anX
n. For every i ∈ I, there exists an fi ∈ D[X]
# such
that f = ci fi. Since the GCD of the coefficient of each fi is 1, no element of D can
appear in a factorization of fi into non-units. Hence, there exists a factorization of fi
with maximum number (bounded by deg( fi)) of non-unit factors; say fi = h1 · · ·hk. It
follows that each hi is necessarily an atom. Therefore, each fi has an atomic factorization
in D[X]. But every irreducible divisor of each of the elements fi is an irreducible divisor
of f too. Therefore, since D[X] is an IDF domain, there exists a finite set {g1, . . . , gm} of
non-associate irreducible divisors of f such that every fi, up to associates, is equal to a
product of the elements gi. Hence, for every i ∈ I, there exist t1,i, . . . , tm,i ∈ N ∪ {0} such
that
fi ∼D[X] g
t1,i
1
· · · g
tm,i
m .
Note that for 1 ≤ j ≤ m, we have 1 ≤ deg(g j). Hence, for 1 ≤ j ≤ m, the set {t j,i}i∈I is
finite, and so there exist k, ℓ ∈ N such that k , ℓ and
g
t1,k
1
· · · g
tm,k
m = g
t1,ℓ
1
· · · g
tm,ℓ
m ,
and so fk ∼D[X] fℓ. Hence, ck ∼D[X] cℓ, and so ck ∼D cℓ, which is a contradiction. 
This theorem entails the previously known results [13, Theorem 1.9] and [1, Proposi-
tion 5.3] regarding sufficient conditions for the ascent of IDF property. Moreover, in the
introduction of [13], it is mentioned and attributed to Muhammad Zafrullah that the poly-
nomial extension of a domain that is both IDF and pre-Schreier is IDF. Hence, by Theorem
2.1, being pre-Schreier must imply being MCD-finite. Indeed, we recall that a domain D
is pre-Schreier if and only if the poset of its principal ideals satisfies Riesz interpolation
property, i.e., for every pair of finite subsets A and B of principal ideals of D, if A ≤ B (i.e.,
for every 〈a〉 ∈ A and 〈b〉 ∈ B, 〈a〉 ⊆ 〈b〉), then there exists a principal ideal 〈x〉 such that
A ≤ 〈x〉 ≤ B (see [16, Theorem 1.1]). Hence, every finite set of non-zero elements of a
pre-Schreier domain, up to associates, has at most one MCD. So the class of pre-Schreier
domains is a subclass of MCD-finite domains as expected.
Before going on, it is worthwhile to compare the notions of IDF and MCD-finite do-
mains ideal-theoretically. A domain D is IDF if and only if for any non-zero principal ideal
I, there only exists a finite number of ideals containing I that are maximal with respect to
being principal (see [1, p. 12]). On the other hand, a domain D is MCD-finite if and only
if for any finitely generated ideal I, there only exists a finite number of ideals containing I
that are minimal with respect to being principal.
Now, we are going to find a way to embed an arbitrary domain D in a domain R such
that R is not MCD-finite. The task of finding monoids that are not MCD-finite is more
straightforward than finding domains that are not MCD-finite. Next, we give two examples
of such monoids.
Example 2.2. (1) The additive monoid C = {x ∈ Q : 1 ≤ x} ∪ {0} is not MCD-finite.
In fact, let A be pairwise incomparable subset of C (i.e., there do not exist x, y ∈ A
such that 1 ≤ |x−y|), where 2 ≤ |A|. Then if there exists an element y in A such that
y < 2, then MCD(A) = {0}. Another possibility is when all the elements of A are
strictly greater than 2. In this case, A has an infinite number of MCD’s. Finally, if
2 is the minimum element of A, thenMCD(A) = {1}.
(2) Let S be a cancellative, torsion-free and reduced monoid and suppose that there
exist s, t ∈ S such thatMCD(s, t) contains at least two (non-associate) elements b
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and d (An elementary example of such monoid is the additive monoid (N∪{0})\{1}.
Note that 2 and 3 are both MCD’s of 5 and 6).
Set T ≔
∏
i∈N S . Let s
′ and t′ be the elements of T with all the components
equal to s and t, respectively. Let ci be the element of T with b in its ith place,
and d in all the other places. Then {ci}i∈N is a set of non-associate MCD of s
′ and
t′ and hence, T is not MCD-finite. Moreover, it is easy to see that T is reduced,
cancellative and torsion-free.
Now, using monoid domains, we can easily embed any domain into a domain which is
not MCD-finite (another way for doing this is given in Example 3.4). Explicitly:
Lemma 2.3. Let D be a domain and let S be a torsion-free, cancellative monoid that is not
MCD-finite. Let R = D[X; S ]. Then R is not MCD-finite, the extension D ⊆ R is division-
preserving and AD ⊆ AR. Also, in the special case where S is reduced, we additionally
have U(D) = U(R).
Proof. The essential observation is that if S is torsion-free and cancellative, then any divi-
sor of a monomial of R = D[X; S ] is itself a monomial (see [10, Theorem 11.1]). All the
parts can be deduced from this (see also [8, Lemma 3.1]). 
Finally, we are going to embed a domain which is not MCD-finite into a domain that
is IDF and has the same unit elements in such a way that the MCD’s of elements of the
original domain is preserved in the new domain (thus ensuring that the new domain is
not MCD-finite). For doing this, we use a modified version of a powerful construction
originally used by Roitman in [15] (this technique was used to construct an atomic domain
such that its polynomial extension is not atomic). This technique has also been used in [8],
[9] and [14].
Let D be a domain and S ⊆ D∗. Set
L(D; S ) ≔ D[{Xs,
s
Xs
: s ∈ S }].
Rand in [14] proved the following result which we restate by adding the construction
used in the proof.
Theorem 2.4 ([14, Theorem 2.7]). Let D be a domain and let S be a subset ofAD that is
unit-closed. For every n ∈ N ∪ {0}, we define a domain Tn(D) inductively as follows:
(1) Set T0(D; S ) ≔ D.
(2) For every n ∈ N, set Tn(D; S ) ≔ L(Tn−1(D);ATn−1(D) \ S ).
Set T∞(D; S ) ≔
⋃
i∈N Ti(D; S ). Then U(T
∞(D; S )) = U(D) andAT∞(D;S ) = S .
Now, we are ready to prove the stronger version of Theorem 1.1.
Theorem 2.5. Let D be a domain and let S be a unit-closed subset of AD. Then there
exists a domain R containing D such that R is not MCD-finite, AR = S and D ⊆ R is
division-preserving.
In particular, if S does not contain an infinite set of non-associate elements, then R is
an IDF domain.
Proof. Let T be a cancellative, torsion-free and reduced monoid which is not MCD-finite
(e.g., Example 2.2) and let B = D[X, T ]. Then by Lemma 2.3, S ⊆ AB, S is unit-closed in
B, D ⊆ B is division-preserving and B is not MCD-finite.
Now, if we set R ≔ T∞(B; S ), then by Theorem 2.4,AR = S . Also, by using induction
and by [15, Lemma 3.2(1)], for every n ∈ N, the extension B ⊆ Tn(B; S ) is division-
preserving, and so the extensions B ⊆ R and hence D ⊆ R are also division-preserving.
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Now, let V be a finite subset of B∗ such that MCDB(V), up to associates, is infinite.
Then by [15, Lemma 3.2(6)], for every n ∈ N, we have MCDB(V) = MCDTn(V). The
family {Ti(B; S )}i∈N satisfies the conditions of [15, Lemma 3.1], and so by part 4 of the
same lemma, MCDB(V) = MCDR(V). Finally, since U(B) = U(R), we conclude that R is
not MCD-finite. 
Remark 2.6. In Theorem 2.5, if S is empty, then R is an antimatter domain which is
not MCD-finite, and hence by Theorem 2.1, R[x] is not an IDF domain. Therefore, this
theorem entails Theorem 1.1 (although, a completely different construction is used here).
In particular, Theorem 2.5 shows that, as conjectured in [13, Problem 1], the countability
of the domain D is superfluous in Theorem 1.1.
3. More onMCD-finite domains
We begin this section by a result on the behavior of MCD-finite domains under the
D+M construction. First, we mention some general properties of the D+M constructions.
Remark 3.1. Let T be a domain that can be written in the form K + M, where K is a field
and M is a non-zero maximal ideal. Let D be a subfield of K and R = D + M.
Any element of the form m or 1 + m (where m ∈ M) is an atom in R if and only if it is
an atom in T (The case for 1 + m is proved in [6, Lemma 1.5(i)] and the case for m can
be proved similarly). Also, it is not difficult to see that for all c1, c2 ∈ K and 0 , m ∈ M,
c1m ∼R c2m if and only if c1D
∗
= c2D
∗.
Let x = k + m ∈ T where m ∈ M and k ∈ K. For convenience, we use the following
notation:
x̂ ≔
x(= m) k = 01 + k−1m k , 0
It can easily be proved that for all x, y ∈ T, where x < M, if x |T y, then x̂ |R ŷ.
Theorem 3.2. Let T be a domain that can be written in the form K +M, where K is a field
and M is a non-zero maximal ideal. Let D be a subfield of K and R = D + M.
(1) Suppose that M contains an atom. If R is MCD-finite, then the group K∗/D∗ is
finite and T is MCD-finite.
(2) Suppose that every element of M, up to associates in T , has finitely many irre-
ducible divisors in M. If T is MCD-finite and the group K∗/D∗ is finite, then R is
MCD-finite.
Proof. (1) Let m ∈ M be an atom. Suppose that the group K∗/D∗ is infinite and
let {ci}i∈I be an infinite subset of K
∗ such that ciD
∗
, c jD
∗ for i , j. Fix two
elements t and v of K∗ such that tD∗ , vD∗. Then the set {cim}i∈I is an infinite
subset of non-associate divisors of tm2 and vm2 in R. On the other hand, all the
elements {tm2/cim}i∈I and {vm
2/cim}i∈I are atoms in R and moreover, for every
i ∈ I, tm2/cim 6∼R vm
2/cim, and so {cim}i∈I is an infinite set of non-associate
MCD’s of tm2 and vm2. Therefore, R is not an MCD-finite domain.
Now suppose on the contrary that T is not MCD-finite. So assume that there
exist non-associate elements x1, . . . , xn ∈ T
# with infinite number of non-associate
MCD’s; say {yi}i∈I . If for some i ∈ I, yi < M, then ŷi |R x̂ j for 1 ≤ j ≤ n and
ŷi ∈ MCDR(x̂1, . . . , x̂n). So we may assume that yi ∈ M for every i ∈ I. Suppose
that
x j = (ki, j + mi, j)yi ki, j ∈ K,mi, j ∈ M.
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Since K∗/D∗ is finite, we may assume that for every 1 ≤ j ≤ n, the elements
ki, j belong to the same coset. Hence, there exists z j ∈ K
∗ such that yi |R z jx j for
every i ∈ I. Now
GCDR
(
z1x1
yi
, . . . ,
znxn
yi
)
= 1,
and so {yi}i∈I is also an infinite set of non-associate MCD’s of z1x1, . . . , znxn in R,
which is a contradiction.
(2) Suppose that x1, . . . , xn ∈ R
# and, up to associates in T , y1, . . . , ym are the MCD’s
of x1, . . . , xn in T . Suppose that z ∈ MCDR(x1, . . . , xn). If
GCDT
(
x1
z
, . . . ,
xn
z
)
= 1,
then z ∼T yi for some 1 ≤ i ≤ m. Now, assume that there exists d ∈ T
# such that d
is a common divisor of x1/z, . . . , xn/z. Note that d must be in M since otherwise
zd̂ would be a common divisor of x1, . . . , xn in R, which is a contradiction. For a
similar reason, d must be an atom and also an MCD of the elements x1/z, . . . , xn/z
in T . Hence, zd ∼T yi for some 1 ≤ i ≤ m. Now, by the hypothesis, the set
A =
{
yi
d
∈ T : d ∈ M, d ∈ AT , 1 ≤ i ≤ m
}
∪ {y1, . . . , ym},
up to associates in T , is finite. We proved that for some [a] ∈ A/∼T , z ∼T a.
Finally, if c1, . . . , ck is a set of coset representatives of D
∗ in K∗, then z ∼R cia for
some 1 ≤ i ≤ k.

As we have already mentioned in the paragraph after Theorem 2.1, pre-Schreier do-
mains are MCD-finite, and in fact, any finite set of a pre-Schreier domain, up to associates,
has at most one MCD. Hence, every pre-Schreier domain that is not a GCD domain (see,
e.g., the paragraph after [5, Theorem 2.4]) is an example of an MCD-finite domain that is
not an MCD domain. Conversely, the domain Q + XR[X] is a non-Noetherian ACCP (and
hence MCD) domain that is not MCD-finite (we recall that for any field extension F ⊆ K,
the group K∗/F∗ is finite if and only if K = F or K is finite (see [3, Theorem 7])). In
fact, even Noetherian domains are not necessarily MCD-finite; consider R + XC[X]. Also,
Z+ XQ[[X]] is an example of a GCD (and hence MCD-finite) domain that is not IDF (The
behavior of IDF, ACCP, GCD and Noetherian domains under the D + M construction is
studied in [1, Proposition 4.3], [1, Proposition 1.2], [4, Theorem 11] and [4, Theorem 4]).
A trivial example of MCD-finite domains are FFD’s. In particular, every Krull domain
is an MCD-finite domain (see [1, p. 14]). In fact, the stronger result [11, Proposition 1]
also holds for MCD-finite domains. Actually, the proof of that theorem shows that any
domain satisfying the hypothesis of the theorem has the following property:
(∗) The intersection of every infinite set of incomparable principal ideals is 0
and this property implies being both IDF and MCD-finite.
Now, we give an example of a domain with property (∗) that is neither pre-Schreier nor
MCD domain.
Example 3.3. Let D be an FFD which is not a UFD. For example, let F ( K be an
extension of finite fields and let D = F+XK[X]. Then by [1, Proposition 5.2], D is an FFD.
The domain D satisfies ACCP and hence is anMCD domain. SinceUFD’s are exactly GCD
domains which satisfy ACCP, we conclude that D is not a pre-Schreier domain.
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Now, let R = D[Z, {X/Zn, Y/Zn : n ∈ N ∪ {0}]. This domain is not an MCD domain
and in fact the elements X and Y do not have any MCD’s (see [15, Example 5.1]). But
R satisfies property (∗). To see this, suppose on the contrary that {ciR}i∈I is an infinite
set of incomparable principal ideals of R such that
⋂
i∈I ciR , 0. By [2, Example 2],
D[Z, 1/Z] is an FFD and hence there exist i, j ∈ I such that i , j and ci ∼T c j, where
T = (D[Z, 1/Z])[X, Y]. But ci 6∼R c j and hence there exists an n ∈ N ∪ {0} such that ci =
Znc j, which contradicts the incomparability assumption. Therefore, R satisfies property
(∗), hence is both IDF and MCD-finite. But it is neither pre-Schreier nor MCD domain.
Finally, we mention another way to embed a domain D into a domain R which is not
MCD-finite. This time, for a finite non-singleton subset A of D# that does not generate D,
we construct the domain R in such a way that the set MCDR(A), up to associates, becomes
infinite.
Example 3.4. Let D be a domain and let c1, . . . , cn be non-associate elements in D
# such
that 2 ≤ n and D , 〈c1, . . . , cn〉. For every i ∈ N ∪ {0}, define the domain Ri by induction
as follows:
(1) Set R0 ≔ D and I0 ≔ 〈c1, . . . , cn〉R0 .
(2) For i ∈ N, set Ri ≔ Ri−1[Xi, {a/Xi : a ∈ Ii−1}] and Ii ≔ 〈c1, . . . , cn〉Ri .
Note that for any n ∈ N, In , Rn, and hence by [15, Lemma 2.4] and [15, Lemma 2.10],
for every i ∈ N,
X1, . . . , Xi ∈ MCDRi(c1, . . . , cn).
Set R ≔
⋃
i∈N Ri. By [15, Lemma 2.3(1)], for all i, j ∈ N ∪ {0} with i ≤ j, the extension
Ri ⊆ R j is division-preserving, and hence by [15, Lemma 3.1(3)],
{Xi}i∈N ⊆ MCDR(c1, . . . , cn),
and so R is not MCD-finite.
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