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ABSTRACT
The evolving scenario of surgery: starting from modern surgery, to
the birth of medical imaging and the introduction of minimally inva-
sive techniques, has seen in these last years the advent of surgical
robotics. These systems, making possible to get through the difficul-
ties of endoscopic surgery, allow an improved surgical performance
and a better quality of the intervention.
Information technology contributed to this evolution since the be-
ginning of the digital revolution: providing innovative medical imag-
ing devices and computer assisted surgical systems. Afterwards, the
progresses in computer graphics brought innovative visualization
modalities for medical datasets, and later the birth virtual reality
has paved the way for virtual surgery.
Although many surgical simulators already exist, there are no pa-
tient specific solutions.
This thesis presents the development of patient specific software
systems for preoperative planning, simulation and intraoperative as-
sistance, designed for robotic surgery: in particular for bimanual
robots that are becoming the future of single port interventions.
The first software application is a virtual reality simulator for this
kind of surgical robots. The system has been designed to validate
the initial port placement and the operative workspace for the poten-
tial application of this surgical device. Given a bimanual robot with
its own geometry and kinematics, and a patient specific 3D virtual
anatomy, the surgical simulator allows the surgeon to choose the op-
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timal positioning of the robot and the access port in the abdominal
wall. Additionally, it makes possible to evaluate in a virtual environ-
ment if a dexterous movability of the robot is achievable, avoiding
unwanted collisions with the surrounding anatomy to prevent poten-
tial damages in the real surgical procedure. Even if the software has
been designed for a specific bimanual surgical robot, it supports any
open kinematic chain structure: as far as it can be described in our
custom format.
The robot capabilities to accomplish specific tasks can be virtually
tested using the deformable models: interacting directly with the
target virtual organs, trying to avoid unwanted collisions with the
surrounding anatomy not involved in the intervention.
Moreover, the surgical simulator has been enhanced with algo-
rithms and data structures to integrate biomechanical parameters
into virtual deformable models (based on mass-spring-damper net-
work ) of target solid organs, in order to properly reproduce the
physical behaviour of the patient anatomy during the interactions.
The main biomechanical parameters (Young’s modulus and density)
have been integrated, allowing the automatic tuning of some model
network elements, such as: the node mass and the spring stiffness.
The spring damping coefficient has been modeled using the Rayleigh
approach. Furthermore, the developed method automatically detect
the external layer, allowing the usage of both the surface and inter-
nal Young’s moduli, in order to model the main parts of dense organs:
the stroma and the parenchyma. Finally the model can be manually
tuned to represent lesion with specific biomechanical properties.
Additionally, some software modules of the simulator have been
properly extended to be integrated in a patient specific computer
guidance system for intraoperative navigation and assistance in ro-
botic single port interventions. This application provides guidance
functionalities working in three different modalities: passive as a
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surgical navigator, assistive as a guide for the single port placement
and active as a tutor preventing unwanted collision during the inter-
vention.
The simulation system has beed tested by five surgeons: simulating
the robot access port placemen, and evaluating the robot movability
and workspace inside the patient abdomen. The tested functionali-
ties, rated by expert surgeons, have shown good quality and perfor-
mance of the simulation. Moreover, the integration of biomechanical
parameters into deformable models has beed tested with various ma-
terial samples. The results have shown a good visual realism ensur-
ing the performance required by an interactive simulation. Finally,
the intraoperative navigator has been tested performing a cholecys-
tectomy on a synthetic patient mannequin, in order to evaluate: the
intraoperative navigation accuracy, the network communications la-
tency and the overall usability of the system.
The tests performed demonstrated the effectiveness and the us-
ability of the software systems developed: encouraging the introduc-
tion of the proposed solution in the clinical practice, and the imple-
mentation of further improvements.
Surgical robotics will be enhanced by an advanced integration of
medical images into software systems: allowing the detailed plan-
ning of surgical interventions by means of virtual surgery simulation
based on patient specific biomechanical parameters. Furthermore,
the advanced functionalities offered by these systems, enable surgi-
cal robots to improve the intraoperative surgical assistance: benefit-
ting of the knowledge of the virtual patient anatomy.
viii
PUBL ICAT IONS
«Simulating Drilling on Tetrahedral Meshes» - Turini, G. and Gano-
velli, F. and Montani, C. - Proceedings of Eurographics Conference -
Short Papers - p. 127-131, 2006; [237].
«Techniques for Computer Assisted Surgery» - Turini, G. and Pie-
troni, N. and Ganovelli, F. and Scopigno, R. - Eurographics Italian
Chapter Conference 2007 - 14-16 February 2007, Trento, Italy; [239].
«New Techniques for Computer-Based Simulation in Surgical Train-
ing» - Turini, G. and Pietroni, N. and Megali, G. and Pietrabissa,
A. - International Conference on the Management of Healthcare &
Medical Technology 2007 - 3-5 October 2007, Pisa, Italy; [238].
«EndoCAS Navigator Platform: a Common Platform for Computer
and Robotic Assistance in Minimally Invasive Surgery» - Megali, G.
and Ferrari, V. and Freschi, C. and Morabito, B. and Cavallo, F. and
Turini, G. and Troia, E. and Cappelli, C. and Pietrabissa, A. and
Tonet, O. and Cuschieri, A. and Dario, P. and Mosca, F. - The Interna-
tional Journal of Medical Robotics and Computer Assisted Surgery -
vol. 4, p. 242-251, 2008; [135].
«GHOST: Piattaforma Basata su Realtà Virtuale per il Telementoring
in Laparoscopia» - Pietrabissa, A. and Ferrari, V. and Moglia, A. and
Turini, G. and Troia, E. and Mosca, F. - MIMOS MMVR 2009 - 4-5
October 2009, Lecce, Italy; [182].
ix
«Recent Advancements in Simulators for Surgical Robotics» - Moglia,
A. and Turini, G. and Ferrari, V. and Ferrari, M. and Mosca, F. -
MIMOS MMVR 2010 - 14 December 2010, Pisa, Italy; [147].
«Integration of Biomechanical Parameters in Deformable Models for
Interactive Virtual Surgery» - Turini, G. and Sala, A. and Ferrari, V.
and Ferrari, M. and Mosca, F. - MIMOS MMVR 2010 - 14 December
2010, Pisa, Italy; [240].
«Patient Specific Surgical Simulator for the Evaluation of the Mov-
ability of Bimanual Robotic Arms» - Moglia, A. and Turini, G. and
Ferrari, V. and Ferrari, M. and Mosca, F. - Studies in Health Technol-
ogy and Informatics - vol. 163, p. 379-385, 2011; [148].
«New Techniques for Computer-Based Simulation in Surgical Train-
ing» - Turini, G. and Pietroni, N. and Megali, G. and Ganovelli, F.
and Pietrabissa, A. and Mosca, F. - International Journal of Biomedi-
cal Engineering and Technology - vol. 5 (4), p. 303-316, 2011; [241].
«Integration of Biomechanical Params in Tetrahedral Mass-Spring
Models for Virtual Surgery Simulation» - Sala, A. and Turini, G. and
Ferrari, M. and Mosca, F. and Ferrari, V. - Proceedings of the 33rd An-
nual International Conference of the IEEE Engineering in Medicine
and Biology Society (EMBC 2011) - p. 4550-4554 - 30 August - 3
September 2011, Boston, US; [194].
«Patient Specific Virtual Simulator for the Pre-operative Planning
of Robotic Single Incision Laparoscopic Surgery» - Moglia, A. and
Turini, G. and Ferrari, V. and Ferrari, M. and Mosca, F. - MIMOS
MMVR 2011 - 3 November 2011, Bologna, Italy; [149].
«Computer Guidance Software for Navigation and Assistance for Sin-
gle Incision Bimanual Robotic Surgery» - Carbone, M. and Turini, G.
and Petroni, G. and Niccolini, M. and Menciassi, A. and Ferrari, M.
x
and Mosca, F. and Ferrari, V. - MIMOS MMVR 2011 - 3 November
2011, Bologna, Italy; [35].
«Patient Specific Surgical Simulator for the Pre-Operative Planning
of Bimanual Robots for Single Incision Laparoscopic Surgery» - Tu-
rini, G. and Moglia, A. and Ferrari, V. and Ferrari, M. and Mosca, F.
- Computer Aided Surgery - 2011 - Submitted; [242].
«Computer Guidance System for Single Incision Bimanual Robotic
Surgery» - Carbone, M. and Turini, G. and Ferrari, V. and Petroni,
G. and Niccolini, M. and Menciassi, A. and Ferrari, M. and Mosca, F.
- Computer Aided Surgery - 2011 - Submitted; [36].
xi
What I cannot create, I do not understand.
Richard Phillips Feynman,
Nobel Prize in Physics in 1965,
on his blackboard at time of death in 1988.
ACKNOWLEDGEMENTS
It goes without saying that this Philosophiæ Doctor thesis would not
have been possible without the support of a legion of professors, col-
leagues, and friends. Too many to be all cited. But there are certainly
a few that need particular mention here.
I would first like to thank Prof. Franco Mosca for his essential
support to the research activity. I am also particularly grateful to
Prof. Mauro Ferrari for his medical guidance and to Vincenzo Ferrari
for the constant supervision of my scientific research.
I would also thank Prof. Andrea Pietrabissa and Prof. Sir Alfred
Cuschieri not only for their competence and encouragements, but
especially for the passion they always transmit.
A special mention to Fabio Ganovelli, my very first scientific tutor.
His competence and generosity make him a role-model for every re-
searcher. Without his support and encouragements this thesis would
not have been completed. He is a friend.
I wish to thank all the present and past members of the EndoCAS
Research Center: Alessandro, Andrea, Bruno, Carla, Cinzia, Cristina,
Elena, Filippo, Francesca, Gianni, Giuseppe, Liuba, Marina, Orazio,
Paolo, Sara, Silvia, Simona, and Stefano. It has been a pleasure to
work with all of you.
xii
xiii
I am grateful to Prof. Paolo Dario and Prof. Arianna Menciassi
and all the CRIM lab for their assistance during these years. Thanks
especially to: Claudio, Gianluigi, Giuseppe, Marta, Marco, Umberto,
and Valentina.
Thanks also to all the people at the Visual Computing Laboratory,
in particular: Andrea, Giuseppe, and Nico.
Finally, I would like to thank my family in Italy and in the US, and my
friends: Caterina, Emanuele, Federico, Luisa, and Michele.
I am also grateful to Diego for his enduring and precious friend-
ship, and my old online pal Giorgio for the myriad of challenges we
faced together.
Pisa, november 2011 Giuseppe Turini
CONTENTS
1 introduction 1
1.1 Introduction to Modern Surgery . . . . . . . . . . . . . 1
1.1.1 Medical Imaging and Image Guided Surgery . . 3
1.2 Minimally Invasive Surgery . . . . . . . . . . . . . . . . 3
1.2.1 Brief History . . . . . . . . . . . . . . . . . . . . 4
1.2.2 The Concept . . . . . . . . . . . . . . . . . . . . 4
1.2.3 Endoscopic Equipment . . . . . . . . . . . . . . 6
1.2.4 Fields of Application . . . . . . . . . . . . . . . . 8
1.2.5 Innovative Minimally Invasive Techniques . . . 9
1.3 Computer Assisted Surgery . . . . . . . . . . . . . . . . 11
1.3.1 Essentials . . . . . . . . . . . . . . . . . . . . . . 12
1.3.2 Applications . . . . . . . . . . . . . . . . . . . . 14
1.3.3 State of the Art . . . . . . . . . . . . . . . . . . . 15
1.4 Robotic Surgery . . . . . . . . . . . . . . . . . . . . . . 16
1.4.1 Commercial Robotic Surgical Systems . . . . . 17
1.4.2 Telesurgery . . . . . . . . . . . . . . . . . . . . . 21
1.5 Surgical Planning and Assistance . . . . . . . . . . . . 24
1.5.1 Preoperative Planning Systems . . . . . . . . . 25
1.5.2 Intraoperative Assistance Systems . . . . . . . . 25
1.6 Virtual Surgery . . . . . . . . . . . . . . . . . . . . . . . 27
1.6.1 Introduction to Interactive Simulation . . . . . 28
1.6.2 Commercial Surgical Simulators . . . . . . . . . 30
1.7 Objective and Contribution . . . . . . . . . . . . . . . . 38
1.7.1 Objective of the Work . . . . . . . . . . . . . . . 39
1.7.2 Contributions of the Thesis . . . . . . . . . . . . 39
xiv
contents xv
1.8 Outline of the Thesis . . . . . . . . . . . . . . . . . . . . 40
2 patient specific robotic surgical simulation 42
2.1 Intro to Virtual Robotic Surgery . . . . . . . . . . . . . 42
2.2 Simulation System Overview . . . . . . . . . . . . . . . 46
2.2.1 Planning and Training Functionalities . . . . . . 47
2.2.2 Visualization Functionalities . . . . . . . . . . . 47
2.3 Patient Specific Virtual Anatomy . . . . . . . . . . . . . 48
2.3.1 Generating 3D Virtual Organs . . . . . . . . . . 48
2.3.2 Modeling Deformable Virtual Organs . . . . . . 50
2.4 Virtual Bimanual Surgical Robot . . . . . . . . . . . . . 51
2.5 Algorithms and Data Structures . . . . . . . . . . . . . 52
2.5.1 Software Application Technical Description . . 53
2.5.2 Physical Models for Deformable Organs . . . . 54
2.5.3 Interactions with the Virtual Anatomy . . . . . . 55
2.5.4 Interactive Dynamic Simulation . . . . . . . . . 57
2.5.5 Hardware Interface . . . . . . . . . . . . . . . . 58
2.6 Results and Conclusions . . . . . . . . . . . . . . . . . 60
2.6.1 Preliminary Results . . . . . . . . . . . . . . . . 60
2.6.2 Final Considerations . . . . . . . . . . . . . . . . 61
2.6.3 Acknowledgment . . . . . . . . . . . . . . . . . . 63
3 biomechanical modeling for virtual surgery 64
3.1 Intro to Biomechanical Modeling . . . . . . . . . . . . . 65
3.2 Biomechanical Params Integration . . . . . . . . . . . . 67
3.2.1 Nodes Mass Parametrization . . . . . . . . . . . 68
3.2.2 Springs Stiffness Parametrization . . . . . . . . 71
3.2.3 Dampers Coefficients Parametrization . . . . . 75
3.3 Software Development . . . . . . . . . . . . . . . . . . 76
3.4 Preliminary Tests and Results . . . . . . . . . . . . . . 77
3.4.1 Testing Global Deformations . . . . . . . . . . . 77
3.4.2 Testing Local Deformations . . . . . . . . . . . . 78
contents xvi
3.5 Final Considerations . . . . . . . . . . . . . . . . . . . . 80
3.5.1 Acknowledgment . . . . . . . . . . . . . . . . . . 81
4 intraoperative guidance for robotic surgery 83
4.1 Intro to Surgical Navigation . . . . . . . . . . . . . . . 84
4.2 Guidance System Overview . . . . . . . . . . . . . . . . 87
4.2.1 Hardware Components . . . . . . . . . . . . . . 87
4.2.2 Navigation Functionalities . . . . . . . . . . . . 89
4.3 Navigator Technical Description . . . . . . . . . . . . . 91
4.3.1 Modeling the Virtual Scene . . . . . . . . . . . . 92
4.3.2 Patient Registration . . . . . . . . . . . . . . . . 92
4.3.3 Software Implementation . . . . . . . . . . . . . 93
4.4 Testing, Evaluation and Results . . . . . . . . . . . . . 94
4.4.1 Test Session Setup . . . . . . . . . . . . . . . . . 95
4.4.2 Navigation System Evaluation . . . . . . . . . . 96
4.4.3 Test Session Results . . . . . . . . . . . . . . . . 97
4.5 Final Considerations . . . . . . . . . . . . . . . . . . . . 97
4.5.1 Acknowledgment . . . . . . . . . . . . . . . . . . 99
5 results and conclusions 100
5.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . 102
bibliography 104
L I ST OF F IGURES
Figure 1 Surgery in Late XIX Century . . . . . . . . . . . 2
Figure 2 Endoscopic Equipment . . . . . . . . . . . . . . 6
Figure 3 MIS and CAS Interventions . . . . . . . . . . . . 11
Figure 4 AESOP and ZEUS Surgical Robots . . . . . . . . 16
Figure 5 Robotic Surgery System . . . . . . . . . . . . . . 17
Figure 6 ROBODOC and Neuromate Surgical Robots . . 19
Figure 7 Cyberknife and RIO and SpineAssist Robots . . 21
Figure 8 First Telesurgery Interventions . . . . . . . . . 24
Figure 9 Commercial Surgical Simulators . . . . . . . . . 32
Figure 10 Commercial Surgical Simulators . . . . . . . . . 34
Figure 11 Commercial Robotic Surgical Simulators . . . . 36
Figure 12 Surgical Simulator Overview and Screenshot . 46
Figure 13 Surgical Simulator Viewing Modalities . . . . . 48
Figure 14 Surgical Simulator Anatomy Generation . . . . 49
Figure 15 Surgical Simulator Bimanual Robot . . . . . . . 51
Figure 16 Surgical Simulator Virtual Bimanual Robot . . . 52
Figure 17 Skeleton Based Deformable Model . . . . . . . 54
Figure 18 Surgical Simulator System Diagram . . . . . . . 55
Figure 19 Surgical Simulator Hardware Interface . . . . . 58
Figure 20 3D and Physical Models . . . . . . . . . . . . . . 67
Figure 21 Spring Network Structure and Topologies . . . 75
Figure 22 Biomechanical Modeling Simulator Overview . 77
Figure 23 Testing Global Deformations . . . . . . . . . . . 79
Figure 24 Testing Local Deformations . . . . . . . . . . . . 80
Figure 25 Surgical Navigator Screenshot . . . . . . . . . . 87
xvii
Figure 26 Surgical Navigator Passive Modality . . . . . . 89
Figure 27 Surgical Navigator Assistive Modality . . . . . . 90
Figure 28 Surgical Navigator Passive Modality . . . . . . 91
Figure 29 Surgical Navigator System Diagram . . . . . . . 95
Figure 30 Surgical Navigator Test Session . . . . . . . . . 98
L I ST OF TABLES
Table 1 Surgical Simulator Evaluation . . . . . . . . . . 59
Table 2 Comparing Mass-Lumping Strategies . . . . . . 72
Table 3 Surgical Navigator Evaluation . . . . . . . . . . 97
L I ST OF ACRONYMS
API Application Programming Interface
ARAKNES Array of Robots Augmenting the KiNematics of Endo-
luminal Surgery
ARFI Acoustic Radiation Force Impulse
xviii
list of acronyms xix
CAOS Computer Assisted Orthopedic Surgery
CAS Computer Assisted Surgery
CD Collision Detection
CG Computer Graphics
CPU Central Processing Unit
CT X-Ray Computed Tomography
DAQ Data AcQuisition system
DICOM Digital Imaging and COmmunications in Medicine
DOF Degrees Of Freedom
EG ElastoGraphy
ENT Ear, Nose and Throat surgery
FDA Food and Drug Administration
FEM Finite Element Method
FPS Frames Per Second
GPU Graphics Processing Unit
GUI Graphical User Interface
IGS Image Guided Surgery
IR Infra-Red
LAN Local Area Network
LOD Levels Of Detail
LOS Line Of Sight
MICS Minimally Invasive Cardiac Surgery
MIS Minimally Invasive Surgery
MRE Magnetic Resonance Elastography
MRI Magnetic Resonance Imaging
MSDm Mass-Spring-Damper Model
NOTES Natural Orifice Transluminal Endoscopic Surgery
RAM Random-Access Memory
RS-232 Recommended Standard 232
list of acronyms xx
SAES Single Access Endoscopic Surgery
SILS Single Incision Laparoscopic Surgery
SPRINT Single Port lapaRoscopy bImaNual roboT
SVD Singular Value Decomposition
TURP Trans-Urethral Resection of the Prostate
UDP User Datagram Protocol
VPN Virtual Private Network
INTRODUCT ION 1
The future of surgery is not about blood and guts;
the future of surgery is about bits and bytes.
Richard M. Satava,
pioneer of surgical robotics and virtual surgery.
Innovative technologies impact all fields of healthcare, and surgery
in particular. This change affects not only diagnostic processes and
therapies, but also education and training of the medical staff.
This chapter describes the evolving scenario of surgery. Initially
traditional surgery and medical imaging are introduced, highlighting
the revolution occurred with the birth of Minimally Invasive Surgery
(MIS) techniques. Therefore, the limitations of conventional surgery
are presented: motivating the design concepts of Computer Assis-
ted Surgery (CAS) and robotic surgery, describing advantages and
problems of these innovative approaches.
At last, the scope and the contributions of this thesis are exposed.
1.1 introduction to modern surgery
By the late Middle Ages the ancient idea that the hand was sub- Surgeons from the
Middle Ages to the
Modern Era.
servient to the head, the senses to the intellect, had been incorpo-
rated into the organisation of medicine. Physicians regarded them-
1
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(a) Thomas Eakins, The Gross
Clinic, 1875.
(b) Thomas Eakins, The Agnew Clinic, 1889.
Figure 1: Two paintings by Thomas Eakins (Figure 1a and Figure 1b) docu-
menting the history of medicine: honoring the emergence of sur-
gery and showing a typical surgical theater in the late XIX century
[202, 203].
selves as the reasoning head of this body and surgeons as the hands
[112].
Slowly, after the XVII century, surgeons gained accurate knowl-
edge in science and technology: raising their status to that of the
physician. Science, technological innovation, natural history, and ex-
periment made surgery what it was, allowing surgeons to be gentle-
men and do what was once one of the most ungentlemanly of things:
use their hands on other people’s bodies [112].
Later, in the XIX century, surgeons began to present themselves
as the embodiment of heroism and manliness (see Figure 1) [112].
During the XX century, surgery progressed farther and faster than Surgery in the XX
century.in all preceding ages.
Despite the operating theatre and surgical instruments still re-
main almost the same of the past (see Figure 1), and the anesthesia
progressed slowly, the scope of surgery increased leading to special-
ization. Before long it became clear that, to achieve progress in
certain areas, surgeons had to concentrate their attention on that
particular subject.
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After World War II, surgical specialization and teamwork reached
new heights with the creation of units to deal with the special prob-
lems of injuries to different parts of the body.
Late in the XX century surgeons start to share problems with ex-
perts in other fields, especially with respect to difficulties of biomed-
ical engineering and the exploitation of new materials [33].
1.1.1 medical imaging and image guided surgery
The progresses in medical imaging techniques induced great im-
provements on surgery. Medical imaging has beed accepted in es-
tablishing diagnosis and guiding therapies. Moreover, even if medi-
cal imaging was always used in the therapeutic process, the digital
revolution improved image-guided therapies with high quality digital
data manipulated by computer systems.
Although interventional radiology has the potential to push further
developments in medical imaging, Image Guided Surgery (IGS) can Interventional
radiology and IGS.play an important role in the advancement of intraoperative imaging
[144, 207, 249, 261].
Reaching the new millennium, modern surgery experienced a dra-
matic change: the revolution leaded by minimally invasive surgery.
1.2 minimally invasive surgery
During the last years of the XX century, Minimally Invasive Surgery
(MIS) has influenced the techniques used in every specialty of sur-
gery: leading to the replacement of conventional procedures with
minimally invasive approaches, and stimulating surgeons to reevalu-
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ate conventional approaches with regard to perioperative morbidity
[64].
The advent of MIS and the availability of new image-based tech-
nologies leaded to a significant change in surgery. These, both ad-
dressing the improvement of healthcare quality, have been combined
to overcome the problems introduced by novel surgical approaches,
toward a revolution in surgical performance.
1.2.1 brief history
The very first endoscopic attempt to explore the inner workings of
the human body was cystoscopy performed by Pierre Salomon Sé-
galas d’Etchépare in 1826, using an innovative lichtleiter (light con-
ductor) introduced by Philipp Bozzini in 1804. Thereafter, a mile-
stone was reached in 1881 in Vienna with a gastroscopy carried
out by Jan Mikulicz-Radecki. Fifty years later, in 1932 a novel semi-
flexible gastroscope was introduced to the market, and then, in 1938
Janos Veress designed a spring-loaded needle (named after him) to
insufflate gas into the abdominal cavity (i.e. to create the pneu-
moperitoneum). The further development of endoscopy to video en-
doscopy resulted in manifold novel endoscopic interventions, as: the
first laparoscopic appendectomy performed by Kurt Semm in 1981,
and the first laparoscopic cholecystectomy (the flagship of minimaly
invasive surgery) carried out by Erich Mühe in 1985 [248].
1.2.2 the concept
A MIS procedure is any surgical procedure that is less invasive than
open surgery used for the same purpose. This kind of intervention
typically involves use of laparoscopic devices and remote-control ma-
nipulation of instruments with indirect observation of the surgical
1.2 minimally invasive surgery 5
field through an endoscope or similar device, and is carried out
through the skin or through a body cavity or anatomical opening
(see Figure 3a on page 11).
Since patient trauma is reduced but not eliminated, MIS proce-
dures are distinct from non-invasive procedures, such as external
imaging instead of exploratory surgery [263].
Medical dictionaries describe Minimally Invasive Surgery (MIS), also
called endoscopic surgery or keyhole surgery, as follows:
minimally invasive surgery is a surgical procedure done in MIS definition.
a manner that causes little or no trauma or injury to the patient,
such as through a cannula using lasers, endoscopes, or laparoscopes;
compared with other procedures, those in this category involve less
bleeding, smaller amounts of anesthesia, less pain, and minimal scar-
ring [54, 144, 157].
The surgeon performs the procedure using several long and thin in-
struments through natural body openings or small artificial incisions,
viewing the surgical field on a monitor displaying the video output
from a endoscopic camera (see Figure 3a on page 11).
In comparison to traditional open surgery, this novel technique offers MIS pros and
cons.several benefits for the patient, as: less operative trauma, reduced
hospitalization time, and small wounds. Moreover, even if MIS pro-
cedures are expensive, the reduced operative trauma and hospital-
ization time allow to cut costs: enabling at least to compensate the
increased expense for the surgical procedure. In fact, in many cases,
it is also cost effective for the healthcare system [187, 195]. Finally,
an important supplementary benefit is that the whole surgical equipe
can watch the intervention on monitors and be ready to assist the
surgeon [201].
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(a) A flexible endoscope. (b) An example of trocar. (c) Laparoscopic tools.
Figure 2: An example of endoscopic instrumentation: a flexible endoscope
used to examine the interior of a hollow organ or cavity of the
body (Figure 2a), an example of trocar used to introduce ports
in the abdomen (Figure 2b), and some laparoscopic instruments
(Figure 2c) [24, 54, 65, 80, 144, 157, 207, 264].
However, MIS procedures present some drawbacks for the sur-
geon too. In fact, in traditional open surgery the guidance of sur-
gical instruments is carried out under direct visual control of the
surgeon, and the intervention can be executed with one dominating
hand performing the critical phases. On the contrary, in MIS true
ambidextrous skill is required and the handling of the instruments is
carried out viewing the surgical field using an endoscopic camera. In
particular, this means to lose the natural 3D vision replaced by a mag-
nified but restricted bidimensional vision, requiring good hand-eye
coordination skill. Furthermore, the handling of endoscopic surgical
instruments is difficult due to the constraints imposed by the inser-
tion points, and to the reduced workspace. Finally, unlike open sur-
gery, the surgeon has not tactile perception and only limited haptic
feedback while performing MIS interventions. All these difficulties
usually result in a prolonged learning curve and in longer operative
time in respect to an open surgery approach [64, 201].
1.2.3 endoscopic equipment
Endoscopic surgery requires special medical equipment designed to
be handled via natural orifices, or tubes (i.e. trocars) inserted into
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the body through small incisions (see Figure 3a on page 11). Some
of the main MIS instruments are described below:
the endoscope is an illuminated usually fiber-optic flexible or
rigid tubular instrument for visualizing the interior of a hollow organ
or part (as the bladder or esophagus) for diagnostic or therapeutic
purposes that typically has one or more channels to enable passage
of instruments (as forceps or scissors) (see Figure 2a on the previous
page) [70].
the trocars are medical instruments with a sharply pointed end,
often three-sided, that is used inside a hollow cylinder (cannula) to
introduce this into blood vessels or body cavities. Trocars are also
used to introduce ports in the abdomen, such as during laparoscopic
surgery. Sometimes the combined trocar and introduced cannula are
referred to as a trocar. The trocar is often passed inside a cannula,
and functions as a portal for the subsequent placement of other de-
vices, such as a chest drain, or an intravenous cannula (see Figure 2b
on the preceding page) [80, 144, 157, 249].
the endoscopic instruments are long and thin surgical tools
ergonomically designed to facilitate grasping, mobilization, dissec-
tion, and transection of tissue (see Figure 2c on the previous page).
Clinical research, as the size of the instruments is reduced, has ex-
panded the indications for minimally invasive approaches to take ad-
vantage of the shorter hospitalization and of the reduced surgical
trauma [64].
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1.2.4 fields of application
The MIS concept has been applied in several surgical specialties,
as: laparoscopy, arthroscopy, endovascular surgery, and cardiac sur-
gery.
laparoscopic surgery is a modern surgical technique in which
operations in the abdomen, or in pelvic cavities, are performed us-
ing small incisions with the aid of an endoscopic camera. At present,
cholecystectomy is the most common laparoscopic procedure per-
formed (see Figure 3a on page 11) [264].
arthroscopic surgery is a common orthopedic procedure that
is used to diagnose and treat problems in joints. Technically speak-
ing, arthroscopic surgery could potentially be performed on any joint,
such as: knee, shoulder, hip, ankle, elbow or wrist. Knee and shoul-
der arthroscopy are by far the most common arthroscopic proce-
dures performed, including: repairing cartilage and meniscus prob-
lems in the knee, and repairing rotator cuff tears in the shoulder
[54, 65, 80, 144, 157, 207, 249].
endovascular surgery is a form of minimally invasive surgery
designed for the treatment of vascular diseases from the inside of
blood vessels.
Endovascular techniques were originally designed for diagnostic
purposes. Basic techniques involve the introduction of a catheter
percutaneously (or rather through the skin), into a large blood ves-
sel. The catheter is injected with a radio-opaque dye that can be seen
on live X-ray or fluoroscopy. As the dye courses through the blood
vessels, characteristic images are seen by experienced viewers and
can assist in the diagnosis of diseases such as atherosclerosis, vas-
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cular trauma, or aneurysms.
In recent years, however, the development of intravascular bal-
loons, stents and coils have allowed for new therapies as alterna-
tives to traditional surgeries such as coronary artery bypass surgery,
carotid endarterectomy and aneurysm clipping. Stents and coils are
composed of fine wire materials such as: titanium, stainless steel,
and nickel titanium (or nitinol NiTi). These that can be inserted
through a thin catheter and expanded into a predetermined shape
once they are guided into place [80, 101, 204].
minimally invasive cardiac surgery (mics) (also called min-
imally invasive heart surgery or the McGinn technique) is an ap-
proach to heart surgery that does not involve cutting open the chest
and dividing the breast bone. Using a MICS approach, the sur-
geon can access the heart through a small incision between the ribs.
Heart repair is performed using special elongated instruments, view-
ing scopes, and video assistance. This results in a dramatical reduc-
tion of the surgical trauma, shortening the patient recovery process
[207].
1.2.5 innovative minimally invasive techniques
The continuous development of new concepts pushed the frontiers
of MIS to innovative ultra-minimally invasive techniques, as: Single
Access Endoscopic Surgery (SAES) and Natural Orifice Transluminal
Endoscopic Surgery (NOTES).
single access endoscopic surgery (saes) is a recently devel-
oped minimally invasive surgical technique, also known as Single In-
cision Laparoscopic Surgery (SILS), in which the surgeon operates
almost exclusively through a single entry point, typically the umbili-
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cus of the patient but also other abdominal sites.
SAES interventions are accomplished through a single incision, SAES pros and
cons.minimizing the scarring and incisional pain associated with the mul-
tiple points of entry used during traditional endoscopic surgery.
The SAES technique has been used to perform many types of sur-
gery, including: adjustable gastric banding, appendectomy, cholecys-
tectomy, colectomy, hernia repair, hysterectomy, sleeve gastrectomy,
nephrectomy, and sacrocolpopexy [110, 271].
natural orifice translumenal endoscopic surgery (or trans-
luminal surgery) is an extension of endoluminal procedures, allow-
ing the surgeon to perform the intervention by way of a lumen.
This approach has been referred to as Natural Orifice Translumi-
nal Endoscopic Surgery (NOTES), and consists in an experimental
surgical technique performed endoscopically by initially passing the
endoscope through a natural orifice (e.g. mouth, urethra, or anus),
then transluminally into areas that would not otherwise be accessi-
ble endoscopically (e.g. abdomen or pelvis).
Theoretical advantages of NOTES over the laparoscopic approach NOTES pros and
cons.include less invasiveness, elimination of any external incisions or
scars (scarless surgery), and a reduction in postoperative abdomi-
nal wall pain, wound infection, hernia formation and adhesions [18,
77, 266].
During the initial years, endoscopic surgery was limited by several From MIS to CAS.
factors such as: bidimensional restricted vision, the difficulties in
handling the surgical instruments, the lack of tactile perception, and
the limited working area are factors which add to the technical com-
plexity of the minimally invasive surgical approaches. Nevertheless,
the number of operations grew, surgeons became skilled over the
limitation imposed by MIS and along the years this gap was almost
recovered [118].
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(a) Physicians perform laparoscopic sur-
gery.
(b) An example of Computer Assisted
Surgery.
Figure 3: An example of Minimally Invasive Surgery procedure (Figure 3a)
and Computer Assisted Surgery system (Figure 3b) [139, 264].
MIS has been enhanced by specialized tools for decades, as well
as by Computer Assisted Surgery (CAS) systems. CAS has been par-
ticularly effective to improve the performance of minimally invasive
interventions, and has been a lead in factor for the development of
robotic surgery [64, 257].
1.3 computer assisted surgery
Even modern imaging techniques do not offer anything more than
the possibility of preoperative “map briefing”. Computer Assisted
Surgery (CAS) introduce innovative instruments into the operation
theater [2].
computer assisted surgery (cas) is the concept and set of CAS definition.
methods that use computer technology to enhance the surgical pro-
cedures including: surgical training, preoperative planning, intraop-
erative navigation and assistance [257].
Two major advances can be achieved by CAS. On the one hand, be- CAS benefits.
fore starting the intervention, the surgeon can navigate through the
3D image of the target operation area, gaining a realistic impres-
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sion of the region and its neighborhood. This enhanced visualization
of the operative field can also increase the accuracy of the preop-
erative diagnosis and surgical planning. Furthermore, the planned
approach can be assessed using a virtual surgery simulator in order
to optimize the strategy and decrease the surgical morbidity. On
the other hand, during the surgery, the computer guidance helps the
surgeon in navigating through the patient anatomy: avoiding time
consuming procedures, decreasing the risk of surgical errors, and
increasing the safety and quality of the intervention [2].
1.3.1 essentials
Despite the name, CAS includes all steps from patient data acquisi-
tion to final surgery, and even post-operative control. The general
principles of a CAS system can be summarized in: the generation of
a virtual image of the patient, followed by the medical diagnosis. The
same virtual model can be used for the preoperative planning and/or
simulation of a surgical intervention, as well as for the intraoperative
surgical navigation.
generating the virtual patient
The Computer Assisted Surgery requires the development of an ac-
curate model of the patient. This virtual representation can be gener-
ated using several medical imaging techniques as: X-ray Computed
Tomography (CT), Magnetic Resonance Imaging (MRI), and 3D ultra-
sound imaging.
Initially, the target anatomical region is scanned and the output
dataset is stored into a computer system. During this phase, it is
also possible to apply different medical imaging methods, combining
the resulting datasets using data fusion approaches. Moreover, the
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scanned data often include markers in order to perform an intraop-
erative alignment of the virtual model against the real patient.
Once the medical data is acquired, image analysis and process-
ing can be performed to extract useful information from the patient
dataset (e.g. highlighting specific anatomical structures).
The final result is a 3D representation (volumetric or geometric) of
the anatomical region to be operated, including pathological tissues
and structures.
medical diagnosis and preoperative planning
The patient medical dataset generated can be visualized using spe-
cific software suites, allowing the surgeon to examine the 3D target
anatomy from different views. Inspecting the anatomy using a vir-
tual 3D visualization improves the accuracy of the medical diagnosis,
and enhances the assessment of the surgical case.
Additionally, before the surgical procedure takes place, the inter-
vention can be planned using the virtual patient. In this way the
surgeon is able to evaluate various strategies in order to detect po-
tential difficulties that may arise during the surgery.
surgical simulation and intraoperative navigation
The 3D model of the patient is not only useful to plan the intervention,
but it allows also the virtual simulation of the procedure. Thanks to
surgical simulators, designed to reproduce specific surgical setup
(e.g. using virtual laparoscopic devices), the surgeon can perform
the operation in a virtual environment training and validating the
planned strategy.
Eventually, during the surgical intervention, intraoperative naviga-
tion systems assist the surgeon. These softwares, using the medical
dataset, provide a 3D visualization of the virtual anatomy aligned
with the actual patient. Therefore the surgeon can rely on an im-
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proved view of the surgical field, avoiding loss of orientation or un-
wanted collisions.
1.3.2 applications
CAS systems have been used in several interventions of different
surgical specialties: from neurosurgery to orthopedic procedures.
computer assisted neurosurgery started to use telemanipula-
tors in 1980, allowing a greater development in brain microsurgery
and increasing the accuracy and precision of the intervention. This
long experience using telemanipulators has favoured the develop-
ment of innovative CAS system for minimally invasive brain surgery,
furthermore reducing the risk of post-surgical morbidity by acciden-
tally damaging adjacent centers.
computer assisted oral and maxillofacial surgery uses a
surgical approach, based on a CAS system, called the bone segment
navigation. This is applied to: orthognathic surgery, temporo man-
dibular joint surgery, and the reconstruction of the mid-face and or-
bit [126].
computer assisted orthopedic surgery (caos) (togheter with
the usage of robots) is widespread in orthopedics, especially in rou-
tine interventions, like total hip replacement. CAOS is especially
useful in pre-operative planning and intraoperative guidance (e.g. to
find the correct anatomical position of displaced bone fragments in
fractures, allowing a good fixation by osteosynthesis) [73].
computer assisted general surgery utilizes CAS systems al-
lowing important progresses in general surgery towards MIS ap-
1.3 computer assisted surgery 15
proaches. CAS benefited both laparoscopic and gynecologic surgery,
allowing surgical robots to perform routine operations, as: colecys-
tectomy or hysterectomy. In computer assisted heart surgery, shared
control systems allow the mitral valve replacement or ventricular
pacing by small thoracotomies. In urology, computer assisted surgi-
cal robots contributed in laparoscopic approaches for pyeloplasty or
nephrectomy or prostatic interventions [72, 156].
1.3.3 state of the art
In 1991, VPL Research Inc. created a computerized 3D model of the
optic nerve that can be studied from any point of view.
Few years later, in 1994 at the Brigham and Women’s Hospital
in Boston, the radiologists Ron Kinkinis and Ferenc A. Jolesz and
the neurosurgeon Peter M. Black began performing neurosurgeries
superimposing a 3D representation of the brain, generated and up-
dated using images from MRI scans, on a live video frame [158, 201,
232].
In these last decades, several universities and research laboratories
have developed CAS systems, addressing different surgical interven-
tions. Unfortunately, at the moment, many of these systems are ex-
perimental devices.
Only few CAS platforms have been approved for clinical use and
are commercially available, some examples are : the Medtronic®
StealthStation®, the Stryker® NavSuite®, and the Brainlab® Vector-
Vision® [29, 133, 229, 257].
Most of the CAS systems use an optical infrared (IR) tracking sys-
tem, but there are also solutions using electromagnetic tracking sys-
tems [4, 167, 168, 184].
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(a) The AESOP® System. (b) The ZEUS® Robotic Surgical System.
Figure 4: Two examples of the first commercial surgical robots: the AESOP®
(Figure 4a) and the ZEUS® (Figure 4b), both by the Computer
Motion® Inc. [43, 44, 274].
Technological innovations in the field of robotics and computer sci-
ence will drive the future of minimally invasive and computer assis-
ted surgery toward robotic surgery or cybersurgery [118, 207].
1.4 robotic surgery
The initial concept of robotic-assisted surgery involved mainly re-
mote presence or telesurgery: that means enable the surgeon to
operate at a remote site. It was thought that the transposition of
surgical and technical expertise had the potential to expand surgical
applications. Although simple surgical procedures have been per-
formed remotely, there are some difficulties for an extensive clinical
use due to high costs, transmission latency and medical and legal
issues.
Recently, robot assisted surgery has emerged as a popular method, The concept.
often combined with CAS systems, to enhance MIS interventions. Ac-
tually, the unaided human hand cannot reliably position a surgical
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Figure 5: A photo of the da Vinci® S Surgical System by Intuitive Surgical
Inc. [91, 179].
instrument to within less than a hundred microns of its target. Fur-
thermore, muscle fatigue in the hand rapidly creates a tremor, at a
frequency of 8Hz to 14Hz. Surgical robots allow finer surgical ges-
ture: providing enhanced dexterity and motion filtering and scaling.
Moreover, novel surgical robotic systems often incorporate sensors
and miniaturized tactile devices to convey to the surgeon the tactile
feedback [201].
Even if surgical robots offer many advantages, the number of robot
assisted interventions is increasing slowly, mainly due to the high
investment required and running costs of the devices [118].
1.4.1 commercial robotic surgical systems
The first known surgical procedure using a robot to improve the qual-
ity of the intervention, was performed in 1985, when an Unimation
PUMA® 560 was used to place a needle for a brain biopsy using CT
guidance [108, 159, 269].
Three years later, in 1988, the PROBOT by Imperial College Lon-
don was used to carry out a prostatic surgery procedure [136, 269].
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In 1992, the ROBODOC® was presented to mill out precise fittings
in the femur for hip replacement (see Figure 6a on the next page)
[50, 52, 257, 269].
The first robot for endoscopy appeared one year later and was the
Computer Motion® AESOP®, which received the US Food and Drug
Administration (FDA) approval in 1993. It was a voice-controlled
robotic endoscopic positioning system, providing a steady video dur-
ing MIS procedures (see Figure 4a on page 16) [7, 43, 104, 257, 269,
274].
A second generation of this technology, as the Computer Motion®
ZEUS™ Robotic Surgical System, approved by FDA in 1994, made
endoscopic procedures even more accessible. This device had three
robotic arms remotely controlled by the surgeon: the first was an
AESOP®, whereas the other two act like extensions of the surgeonís
own arms, mimicking his movements and also allowing for more pre-
cise executions of the surgical gesture (see Figure 4b on page 16)
[44, 257, 269, 274].
In 1997, the Intuitive Surgical® da Vinci® Surgical System (see
Figure 5 on the preceding page) received the FDA approval to assist
the surgeon. Few years later, in 2000 it received also the FDA ap-
proval to perform stand-alone surgical interventions as remote ma-
nipulator. The complete platform consists in a robotic surgical sys-
tem controlled by a surgeon from a console, and designed to improve
conventional laparoscopic procedures. The console, typically in the
same room as the patient, controls four interactive robotic arms:
three arms are for surgical instruments like scalpels, scissors etc.,
whereas the fourth arm is for an endoscopic stereo camera. The in-
terface at the console provides: stereo 3D vision of the surgical field,
and two foot pedals together with two hand controllers to maneuver
the robot arms. The da Vinci® Surgical System provides motion scal-
ing and filtering, translating the hand movements of the surgeon into
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(a) The ROBODOC® Surgical System. (b) The Neuromate® stereotactic robot.
Figure 6: Two examples of commercial surgical robots for orthopedics and
neurosurgery: the ROBODOC® (Figure 6a) by Curexo Technology
Corporation, and the Neuromate® (Figure 6b) by the Renishaw
PLC [23, 50, 52, 188].
precise micro-movements of the endoscopic instruments operating
through small incisions in the patient body [91, 179, 257, 262, 269].
Innovative surgical robots have been developed also for orthopedics,
neurosurgery, and radiosurgery. Some examples are: the already
mentioned ROBODOC® Surgical System, the Neuromate® stereotac-
tic robot, the CyberKnife® Robotic Radiosurgery System, the RIO®
Robotic Arm Interactive Orthopedic System, and the SpineAssist®
Robot combined with the Renaissance™ Guidance System (see Fig-
ure 6 and 7 on page 21) [1, 50, 122, 127, 128, 188].
The complete ROBODOC® Surgical System for orthopedics devel-
oped by Curexo Technology Corporation, combines the technologies
of ORTHODOC® and ROBODOC® Surgical Assistant (see Figure 6a).
The simulator enables the virtual pre-surgical 3D planning to opti-
mize the prosthetic selection and alignment. It also improves the
subsequent execution of the intervention using the high-precision
robotic capabilities in preparing the bone to achieve optimal fit of
the prosthetic implant [50, 52, 257].
The Neuromate® stereotactic robot marketed by Renishaw® PLC,
provides a platform solution for several functional neurosurgical in-
terventions (see Figure 6b). The system has been used in different
procedures, as: electrode implantation procedures for deep brain
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stimulation, stereotactic electroencephalography, stereotactic appli-
cations in neuroendoscopy, radiosurgery, biopsy, and transcranial
magnetic stimulation [23, 188, 257].
In 2001 appeared the CyberKnife® Robotic Radiosurgery System
by Accuray Inc., consisting in a robot that incorporates a linear accel-
erator (see Figure 7a on the next page). The system was designed
to treat tumors throughout the body non-invasively using a radio-
surgery approach, or rather delivering beams of high dose radiation
to tumors with extreme accuracy. The CyberKnife® is able to follow
soft tissue deformations due to the patient breathing. This robot of-
fers a pain-free, non-surgical option for patients who have inoperable
or surgically complex tumors [1, 3, 257].
Few years later, MAKO® Surgical Corp. announced the release of
the RIO® Robotic Arm Interactive Orthopedic System (see Figure 7b
on the following page). This system includes tactile feedback and
high definition patient specific visualization, allowing the preopera-
tive planning for orthopedic interventions. Furthermore, integrated
software applications enable a virtual simulation to optimize implant
positioning and placement in order to restore biomechanical align-
ment and joint motion [69, 109, 122, 190, 231].
In 2011, Mazor Robotics Ltd. presented the SpineAssist® Robot
for spine surgery. Together with the Renaissance™ Guidance Sys-
tem, the surgical robot allows accurate interventions also reducing
the exposure to radiations (see Figure 7c on the next page). The
platform enables a variety of spine procedures: from open surgery
to minimally invasive techniques, and also percutaneous posterior
thoracolumbar approaches. Moreover, it allows the treatment of
scoliosis and other complex spinal deformities, and also to perform
osteotomies and biopsies [127, 128].
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(a) The CyberKnife®. (b) The RIO®. (c) The SpineAssist®.
Figure 7: Three examples of commercial surgical robots for radiosurgery
and orthopedics and spine surgery: the CyberKnife® Robotic Ra-
diosurgery System by Accuray Inc. (Figure 7a), the RIO® Ro-
botic Arm Interactive Orthopedic System by MAKO® Surgical
Corp. (Figure 7b), and the SpineAssist® Robot together with the
Renaissance™ Guidance System both by Mazor Robotics Ltd. (Fig-
ure 7c) [1, 122, 127, 128].
1.4.2 telesurgery
Telesurgery systems were initially designed to implement the remote
surgery concept, but the initial difficulties in long distance telecom-
munications pushed the development toward the exploitation of sur-
gical robotics in order to enhance the dexterity of the surgeon. In
fact, the first commercialized systems allowed the surgeon to con-
trol the surgical robot using a console located near the patient, in
the same operating room. However, later the advancements in com-
puters, electronic systems, and communication technologies made
feasible the implementation of the remote surgery. The computer
system converts the motion of the surgeon into electronic signals
that can be transmitted to distant sites [201, 275].
Today telesurgery mainly means remote surgery, and this form of
telepresence can be defined as:
telesurgery is the surgery performed at a distance from the Telesurgery
definition.patient, which is enabled by advanced robotics, computer technol-
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ogy and, when distances from the surgeon to the patient are great,
robust formats for data transmission [207, 249].
In telesurgery, the surgeon operates using a control console located
in the same room as the patient of in a remote location. The con-
cept is to provide the surgeon enough sensory input to simulate the
feeling of directly performing surgery on the patient [201].
Telesurgery combines: surgical robotics, cutting edge communica-
tion technology, and information management. Even if robotic sur-
gery is fairly well established, most of these systems are controlled
by surgeons at the location of the surgery. Remote surgery takes ad-
vantage of advanced telecommunications to make the physical dis-
tance between the surgeon and the patient immaterial. These sys-
tems allow the remote surgical expertise by specialized surgeons to
be available worldwide [64, 268].
applications
In 1997, the surgeons Jacques Himpens and Guy-Bernard Cadière First telesurgeries.
performed the first human gallbladder operation via telesurgery, at
the Saint Blasius Hospital in Brussels. One year later, in 1998, the
heart surgeons Alain Carpentier and Didier Loulmet performed the
first closed-chest human telesurgery heart operation, at Broussais
Hospital in Paris [201].
One of the first long-distance telesurgery interventions was the Long-distance
telesurgery.Operation Lindbergh, performed on 7 september 2001 across the
Atlantic Ocean. Dr. Jacques Marescaux in New York (US) carried
out a cholecystectomy on a 68-year-old female patient in Strasbourg
(France). The entire surgical procedure was conducted using tele-
communications via dedicated fiberoptic link to ensure guaranteed
connectivity and minimal lag: the established round-trip latency dur-
ing the surgery was 135ms (see Figure 8a on page 24) [92, 125, 265,
268].
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Two years later, on 28 february 2003, Dr. Anvari in Hamilton
(Canada) performed numerous laparoscopic remote surgical inter-
ventions on patients 400km away in North Bay (Canada). Even if
the telecommunications were done using a Virtual Private Network
(VPN) over a non-dedicated fiberoptic connection sharing bandwidth
with regular telecommunications, no connection issues were raised
during the remote surgical procedures (see Figure 8b on the next
page) [92, 268].
Since then, remote surgery has been conducted many times in
numerous locations, and the rapid development of technology has
allowed remote surgery rooms to become highly specialized [268].
Commenting on the Operation Lindbergh, Dr. Jacques Marescaux
said: “I believe that this demonstration of the feasibility of a com-
pletely safe remote surgery ushers in the third revolution in surgery,
after the arrival of MIS and the introduction of CAS... These pro-
posed the concept of distance between the surgeon and the patient.
Therefore, we can imagine that this distance could potentially be up
to several thousand kilometers.” [265].
Unfortunately, at present time, all the telesurgical systems under Limitations.
development use either a direct cable connection or a wireless link
over a very short distance. This is mainly due to the communica-
tion latency required by these systems. The lag time is a limitation
for telesurgery, since the surgeon is not able to compensate for the
delays [201].
Researches on astronaut training explain how delays affect the
dexterity in remotely manoeuvring a servomechanism (e.g. the ro-
botic arm of the NASA Space Shuttle). Delays of less than 25ms are
impercetible. If the delay is of about 50ms, the operator perceives
that something is wrong but is able to automatically compensate for
it; whereas, a lag exceeding 100ms means that the operator can com-
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(a) The Operation Lindbergh, 2001. (b) A telesurgical intervention, 2003.
Figure 8: Two photos of the first telesurgeries: Dr. Marescaux and Dr. Gag-
ner in New York (US) performing the Operation Lindbergh on 7
september 2001 (Figure 8a), and Dr. Anvari in Hamilton (Canada)
performing a laparoscopic telesurgery on 28 february 2003 (Fig-
ure 8b) [92, 265, 268].
pensate only if properly trained. Reaching a latency of 200ms is
nearly impossible for anyone to manage the delay, and additionally
telesurgical systems become unstable, tending to crash [201].
Therefore, telesurgery is quite popular in theory, though telesurgi-
cal techniques have not been widely adopted due to several factors.
Its acceptance requires many issues to be resolved, as: the establish-
ment of clinical protocols, the development of specific training, the
design of global compatible equipment, and the need of a backup
surgical team to recover in case of a lack in telecommunications or
a malfunction in the robotic system. Nevertheless, the first experi-
ences in the early years of the XXI century demonstrated that the
technology exists to enable the delivery of expert care worldwide
[268].
1.5 surgical planning and assistance
3D visualization of medical datasets enables the surgeons the com-
plete understanding of the patient anatomy. Image processing, vol-
ume rendering, and mesh generation allow various imaging modali-
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ties for different medical applications. Particularly, 3D imaging tech-
niques greatly enhance the preoperative planning, the surgical sim-
ulation, and the intraoperative assistance [37, 102, 160].
1.5.1 preoperative planning systems
For many procedures in different surgical specialties, specific soft-
wares have been developed to improve the presurgical planning or
to simulate treatments on a virtual patient model. In orthopedic sur-
gery, planning systems assist the surgeon in the determination of
the optimal placement for the prosthesis. In endovascular surgery,
preoperative planning softwares enable the surgeon to perform mea-
surements on the target vessel in order to design the stent graft prior
to surgical intervention. In neurosurgery, path-planning systems as-
sist the surgeon to find the optimal path for the surgical instrument
or the radiation beam [59, 99, 192, 206].
Preoperative planning systems, allowing the determination of the
optimal surgical strategy for a specific intervention, not only ease
surgical training encouraging rehearsal, but also support intraoper-
ative image guidance during the execution of the planned procedure
[200].
1.5.2 intraoperative assistance systems
The developments in registration and real-time sensing enabled the
design of innovative intraoperative assistance systems to aid the sur-
geon in following the preoperative planned strategy during the inter-
vention [40, 111, 166].
A proper simulation of the surgical procedure results in a well-
designed and geometrically correct preoperative plan, which is the
base of an effective intraoperative assistance.
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All the data, preoperative and intraoperative, have to be properly
integrated in the same frame of reference, performing an image-to-
patient registration. After this initial alignment, tracking the patient
motion and using real-time imaging, the registration can be updated.
These allow the usage of robotic devices and the integration of real-
time tracking of surgical instruments [12, 120, 252].
Surgical robotic systems are able to enhance the surgical per-
formance not only improving the accuracy of the surgical gesture,
but also performing routine tasks or simply assisting the surgeon
[31, 68, 83, 99, 123, 233, 250].
Additionally, the vision of the surgeon can be augmented perform-
ing the fusion of preoperative and intraoperative data from several
medical imaging sources, such as: video, CT, MRI, ultrasound, fluo-
roscopy, microscope and endoscope [15, 31, 42, 58, 62, 71, 212].
Surgical robots, 3D visualization, real-time sensing and multimo-
dal medical imaging provide new capabilities to enhance surgical
performance [114, 155, 253, 279].
Finally, tele-presence and tele-surgery systems can be developed
integrating both CAS and robotic technologies, as in the Intuitive
Surgical® da Vinci® Surgical System (see Figure 5 on page 17) or
the Computer Motion® ZEUS™ Robotic Surgical System (see Fig-
ure 4b on page 16) [44, 91, 199].
As already described, surgery in the information age has advanced
mainly through the integration of different technologies.
Advancements in computer graphics, especially with the birth of
virtual reality concept, provide immersive virtual environments en-
abling surgeons to easily manipulate 3D anatomies even with haptic
feedback. Stereo imaging devices, advanced computer systems and
innovative surgical robots allow the development of a unique frame-
work for the surgery of the future [201].
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1.6 virtual surgery
The virtual reality simulation of surgical procedures, often called vir-
tual surgery, is used to practice interventions on a virtual patient
before performing the actual surgery. Laparoscopic intervention are
some of the most simulated procedures. During a virtual surgery
the surgeon uses a computer display visualizing the surgical field
in 3D. The surgical instruments are connected to specific devices to
perform motion-tracking and tactile feedback. The user can carry
out the surgical procedure upon the virtual patient anatomy by ma-
nipulating the surgical tools, displayed in the virtual scenario using
specific virtual 3D replicas.
Preliminary studies suggest that an hour of training on a surgical Advantages.
simulator is worth three hours practicing on an animal or human
cadaver. Virtual surgery allows surgeons to practice interventions
multiple times without requiring cadavers or animals. Hence, an an-
cillary benefit of these virtual systems could be to reduce the number
of animals required for the medical education of surgeons. Addition-
ally, the simulation software can track the surgical gesture during
the whole virtual procedure, in order to analitically evaluate the sur-
geon dexterity or the learning curve of a trainee. Moreover, these
systems allow the simulation of rare pathological cases enabling sur-
geons to extensively train difficult interventions or complications. Fi-
nally, virtual training not only may help trainees to enhance their
skills before the first real surgery, but can also be used to periodi-
cally assess the dexterity of expert surgeons [201].
The first surgical intervention following a virtual surgery practice, The first
preoperative
virtual surgery.
was performed on 17 august 2009 by Dr. David Clarke in Halifax
(Canada) performing the removal of a brain tumour 24 hours after
removing a simulated tumour [26, 254].
1.6 virtual surgery 28
Moreover, these software simulators have applications not only in
virtual surgery, but they have also great potential for use in medical
education [201].
Despite the several advancements in medicine and surgery, medi-
cal education is almost the same of thirty years ago and most medical
schools still use a rote learning approach [201].
Virtual enviroments can provide the intuitive learning framework
students need. In fact, in 1994 the National Library of Medicine
released the first version of the Visible Human Project®, two digital
image datasets of a human male and a human female. Once the
project is complete, students will be able to gain a comprehensive
understanding of the anatomy and the interrelations between organs
[164, 201].
Technically speaking, virtual surgery software is based on an inter-
active dynamical simulation, carried out by a physics engine manag-
ing the physical behaviour of all the entities in the virtual scenario
[259, 267].
1.6.1 introduction to interactive simulation
Interactive simulation is one of the main topics of Computer Graph-
ics (CG). Usually simulators are based on real-time physics engines
providing models to represent and simulate natural phenomena us-
ing computer systems.
a physics engine is computer software that provides an approx- Phisics engine
definition.imate simulation of certain physical systems, such as rigid body dy-
namics (including collision detection), soft body dynamics, and fluid
dynamics, of use in the domains of Computer Graphics [267].
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In general, there are two types of physics engines: real-time and
high-precision. The latter are computationally expensive but are
able to compute very accurate physics, and are usually used for
scientific simulation or (offline) computer animation. On the con-
trary, real-time physics engines use simplified computations obtain-
ing lower accuracy, but ensure a high update rate as needed by video
games or interactive simulators [267].
real-time physics engine
The main task of a real-time physics engine is to solve the forward
dynamics problem. This means to compute the motion of the system
knowing all the forces and constraints acting on that system.
The main factors describing a physics engine are: the simulation
paradigm, the numerical integrator, and the collision detection and
response. These determine the overall performance of the engine,
but also provide quite different results even if simulating the exact
same system [25, 55, 255, 256, 259, 267].
A brief description of these essential factors is reported below:
the simulator paradigm determines which aspects can be ac-
curately simulated, affecting the precision in resolving constraints.
There are three major paradigms for the physical simulation of solids:
penalty based, constraint based, and impulse based methods; but
also hybrid solutions are possible combining different techniques
[16, 25, 55, 146, 267].
the numerical integrator determines the numerical accuracy
of the simulation [17, 25, 55].
the collision detection and response detects the intersec-
tions between simulated objects and handles the changes in motion
1.6 virtual surgery 30
(or deformation) following a collision, also contributing to the effi-
ciency and accuracy of collisions in the simulation [25, 76, 98, 255,
256, 267].
the object representation contributes to the efficiency and
accuracy of collisions in the simulation [25, 76, 186].
the material properties determines which physical models the
simulation can approximate (e.g. the Coloumb friction) [25, 97].
the constraint implementation determines which constraints
are supported and how accurately they can be simulated [25, 55].
The main limitation of a physics engine is the numerical precision of Limitations.
the positions and forces. Low accuracy may affect results and the
simulation can lead to an unexpected behaviour. Higher precision
reduces the errors on positions and forces, but at the cost of greater
computing power [267].
1.6.2 commercial surgical simulators
The very first virtual surgical simulator was developed in 1991 by
Lanier and Satava. The system was designed for abdominal surgery
enabling the trainees to navigate the virtual anatomy in order to fully
understand the physical interrelations between organs. Finally, the
simulator incorporated various laparoscopic tools to practice several
endoscopic surgical techniques [201].
In 1994, MusculoGraphics Inc. developed a limb trauma simula-
tor recreating tissue properties, bleeding, and wounding. It even
allow the interaction with the wound using surgical instruments, en-
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abling: the virtual debridement of the wound, the removal of bone
fragments, and the stanching of a virtual hemorrhage [201].
Today there are several commercial surgical simulators on the mar-
ket, developed for various surgical specialties.
laparoscopic surgery simulators
mentice mist is a minimally invasive surgical trainer developed
by Mentice Inc., designed for training and assessment of endoscopic
surgical skills. MIST™ includes a frame holding a pair of standard
laparoscopic instruments connected to a laptop displaying the move-
ment of the virtual surgical instruments in the 3D environment.
Trainees are guided through a series of exercises of progressive
complexity; but the system also allows the customization of the train-
ing programs, and provides data on the performance scores for com-
parative analyses and objective assessment [137].
simbionix lap mentor is a laparoscopic surgical simulator de-
veloped by Simbionix™ USA Corporation, providing a complete train-
ing solution for: laparoscopy, gynecology, urology and general sur-
gery (see Figure 9b on the following page). The system includes a
library of modules for basic and advanced procedure training.
The system enables a robust simulation and has an advanced er-
gonomic design, it also allows a tactile experience of tissue resis-
tance feedback via the laparoscopic haptic interface [219].
surgical science lapsim is a surgical skills training system de-
signed for: basic skills, cholecystectomy, gynecology, suturing and
anastomosis, and appendectomy. The simulator is adaptable and ver-
satile, allowing the trainee to learn and practice several exercises:
from the basic anatomy navigation to advanced suturing. Further-
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(a) Mentice VIST™ System. (b) Simbionix™ LAP Mentor™.
Figure 9: Two examples of commercial surgical simulators: the Mentice
VIST™ System for endovascular training (see Figure 9a) and the
Simbionix™ LAP Mentor™ for laparoscopic surgical simulation
(see Figure 9b) [138, 219].
more, LapSim® can be extended with additional add-on modules for
specific surgical intervention simulation [230].
simsurgery sep is a training and educational platform for la-
paroscopic surgery. The system combines surgical simulation and
multimedia content to practice skills, knowledge and judgment. The
SEP offers the possibility to customize a structured training program
for surgical trainees, including performance evaluation functionali-
ties. The complete package comprehends modules for the virtual
practice of: basik skills, cholecystectomy, and ectopic pregnancy
[225].
endovascular simulators
mentice vist is an endovascular simulator developed by Mentice
Inc., which enables procedural training for clinicians and medical
professionals (see Figure 9a). The high fidelity simulation provides
optimal environment for proficiency based training, and enhances
the clinical training by using real devices and equipment. Further-
more, VIST™ supplies tactile feedback and realistic cath lab environ-
ment [138].
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simbionix angio mentor is an endovascular surgical simulator
developed by Simbionix™ USA Corporation, providing virtual prac-
tice of endovascular procedures performed under fluoroscopy. The
system is designed to enhance device-related skills, manual dexterity,
guidewire and catheter skills, as well as decision-making regarding
choosing appropriate instruments. The platform incorporates also a
haptic interface providing realistic visual and tactile feedback while
using guidewires, balloons, stents and other interventional devices
[216].
immersion laerdal virtual i.v. simulator is a learning system
for training intravenous catheterization. The simulator integrates
real-time 3D visualization with a force feedback device to provide an
immersive experience [86].
bronchoscopy and gastrointestinal simulators
simbionix gi mentor is an endoscopic medical simulator for the
training of gastrointestinal upper and lower endoscopic procedures
developed by Simbionix™ USA Corporation. The system offers a com-
prehensive library of modules including several basic and advanced
tasks and virtual patient cases. The simulator includes a colonoscope
and a duodenoscope customized to provide realistic visual and tac-
tile feedback [218].
simbionix bronch mentor is an additional module for the endo-
scopic medical simulator Simbionix™ GI Mentor™, providing a com-
prehensive solution for the flexible bronchoscopy training. The learn-
ing platform combines basic and advanced tasks to provide an opti-
mal training environment, supporting: posterior and lateral work-
ing positions, oral or nasal scope introduction, various classification
methods for bronchial segments, and team or solo practice. More-
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(a) The Immersion Laparoscopy VR™. (b) The Simbionix™ VirtaMed HystSim™.
Figure 10: Two examples of commercial surgical simulators: the Immersion
Laparoscopy VR™, one of the first laparoscopic simulators (see
Figure 10a); and the Simbionix™ VirtaMed HystSim™ for the vir-
tual hysteroscopy (see Figure 10b) [223].
over, the system instrumentation includes a physical syringe to simu-
late a realistic fluids delivery and BAL performance; whereas a physi-
cal master tool simulates a wide variety of bronchoscopic tools, such
as: biopsy forceps, cytology brush, aspirating needle, balloon, elec-
trocautery probes and more [217].
immersion cae endoscopyvr surgical simulator is a surgical
simulation platform designed for virtual training in both bronchos-
copy and gastrointestinal procedures. The EndoscopyVR allows sur-
geons to practice basic and advanced skills, offering: haptic feed-
back, physiological simulation, metrics reports, vital signs and drug
administration [85].
other surgical simulators
simbionix uro mentor is a medical simulator providing a sim-
ulation platform for training in endourology interventions as: cys-
toscopy or ureteroscopy. The system enables the simulation of ei-
ther rigid and flexible cystoscopes and ureteroscopes, allowing also
the practice of several tasks as: stone extraction, stone lithotripsy,
cutting strictures or taking biopsies. Additionally, URO Mentor™ in-
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cludes the real-time simulation of a virtual fluoroscopy and the con-
trol of associated C-arm [222].
simbionix perc mentor is a simulation module for training per-
cutaneous access procedures performed under real-time fluoroscopy,
which operates on the Simbionix™ URO Mentor™ platform properly
extended. The system includes a mannequin representing the virtual
patient equipped with different interchangeable layers of epidermis
and underlying tissue combined with simulated ribs [221].
simbionix virtamed hystsim is a training system developed by
Simbionix™ USA Corp. together with VirtaMed AG, designed to sim-
ulate diagnostic and therapeutic hysteroscopy (see Figure 10b on
the preceding page). The system provides realistic training for both
experienced and novice surgeons, and includes a custom resecto-
scope to easily acquire experience with real hysteroscopic instru-
ments [223].
simbionix virtamed turpsim is a comprehensive educational so-
lution developed by Simbionix™ USA Corporation together with Vir-
taMed AG, enabling realistic training in the transurethral resection
of the prostate (TURP). The system includes a computer provided
with two monitors, and an adapted original resectoscope to improve
the realism of the simulation experience [224].
simbionix pelvic mentor is an advanced simulator designed to
train gynecologists and urogynecologists for pelvic floor reconstruc-
tion and transvaginal mesh procedures. The system allows trainees
to acquire knowledge of pelvic anatomy and to enhance their skills
in pelvic reconstructive surgery. The PELVIC Mentor™ includes a
physical patient mannequin with a 3D visualization software, and
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(a) The da Vinci® Skills Simulator. (b) The RoSS™ Simulator.
Figure 11: Two robotic surgical simulators: the Intuitive Surgical® da
Vinci® Skills Simulator (see Figure 11a) and the Simulated Surgi-
cal Systems RoSS™ Robotic Surgical Simulator (see Figure 11b),
both designed for the Intuitive Surgical® da Vinci® Surgical Sys-
tem [90, 91, 227].
integrating several sensors enables a realistic finger palpation or de-
vice manipulation on the virtual anatomy [220].
voxel-man tempo is a virtual reality simulator for training and
planning surgical access to the middle ear. The system offers 3D
visualization of a virtual skull, and provides tactile feedback to en-
hance the realism of the simulated procedure [246].
voxel-man dental is a dental virtual simulator developed for
student training. The system, thanks to high resolution 3D visual-
ization and haptic interface, provides a realistic simulation allowing
the perception of the differences between enamel, dentin, pulp, or
carious tissue [245].
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robotic surgery simulators
In these last years, the advancements in robotic surgery have pushed
the development of virtual simulators designed for specific surgical
robots:
simsurgery sep robot is an additional module of the SEP train-
ing and educational platform, specifically designed for robotic sur-
gery. The system offers an effective, safe, and cost efficient solution
for practicing in controlling a surgical robot. Furthermore, since the
virtual instruments in SEP Robot have similar instrument handling
and the same DOF as in commercially available robotic surgical sys-
tems, the platform allows the training for several surgical robots
[226].
intuitive surgical da vinci skills simulator is an additional
module of the Intuitive Surgical® da Vinci® Surgical System, devel-
oped in collaboration with Mimic® Technologies Inc. (see Figure 11a
on the previous page). Once connected to the surgeon console, the
simulator allows the trainee to improve their proficiency with the
robot controls using an immersive virtual environment. The system
can be used unassisted or with supervision, and includes skill assess-
ment and progress tracking [90, 145]
mimic dv-trainer is a virtual simulation system for the robotic
surgical skills development, specifically designed for the Intuitive
Surgical® da Vinci® Surgical System. The simulator includes a com-
pact hardware platform that reproduces the real surgical robot con-
sole. Moreover, the learning program has been developed in col-
laboration with Intuitive Surgical® to achieve unparalleled realism
[91, 145].
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simulated surgical systems ross is a robotic surgical simula-
tor developed by Simulated Surgical Systems LLC., specifically de-
signed for the Intuitive Surgical® da Vinci® Surgical System (see
Figure 11b on page 36). The platform is a training system using vir-
tual reality to let the trainee practice basic and advanced tasks in
robot assisted surgery. In particular, RoSS™ includes a comprehen-
sive curriculum to train for motor and cognitive skills required to
operate a da Vinci® surgical robot [227].
1.7 objective and contribution
The analysis of the state of the art of virtual surgery highlights that
current robotic surgical simulators have been designed mainly to
train basic skills while practicing in controlling the surgical robot.
Hence, at the moment, there are no patient specific softwares for
the preoperative planning or virtual surgical training specifically de-
veloped for robotic surgery.
Augmenting existing robotic surgical simulators with with informa-
tion from a real patient, can help the surgeon to plan and practice for
surgery directly using the 3D representation of the patient anatomy
[201].
This research aims to design an extensible and modular software ar-
chitecture for the surgical simulation of robotic interventions. The
resulting system have to integrate CAS techniques, interactive sim-
ulation, and surgical robotics into a single platform. Furthermore,
some software modules have to be properly designed to allow their
integration in an intraoperative assistance system.
The final goal is to aid the surgeon in the preoperative planning,
surgical training and intraoperative assistance for single access ro-
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botic surgery, by providing virtual reality systems specifically de-
signed for an innovative bimanual surgical robot.
1.7.1 objective of the work
This thesis describes the development of a patient specific simula-
tion system for preoperative planning and robotic surgical training,
and the implementation of various software modules designed for a
patient specific intraoperative assistance system for robotic surgery.
Both systems have been developed for a specific novel bimanual sur-
gical robot designed to carry out single access procedures.
The software implemented proposes solutions for the generation
of patient specific virtual anatomy, as well as for the tuning of the
virtual deformable organs integrating patient specific biomechanical
parameters.
The objective of the work consists in the completion of a simulation
software for single access robotic surgery. Particular attention have
been used to the development of a modular versatile system: able to
integrate different surgical robot designs, easily extendible to sim-
ulate different laparoscopic approaches, and capable to use several
haptic devices directly or remotely connected.
1.7.2 contributions of the thesis
This thesis propones the following contributions in the field of com-
puter assisted robotic surgery:
robotic virtual surgery This research presents an novel pa-
tient specific interactive surgical simulation for robotic surgery. The
developed system can be used for preoperative planning and surgi-
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cal training, allowing the practice in controlling the bimanual surgi-
cal robot in a virtual environment.
patient specific interactive simulation Algorithms and data
structures have been developed to allow the semi-automatic genera-
tion of patient specific virtual anatomy for interactive virtual surgery.
The software implementation enables the integration of biomechani-
cal parameters in order to achieve a realistic behaviour of the tissues
during interactions.
advanced computer guidance The intraoperative guidance sys-
tem developed propones an advanced active assistance. This func-
tionality enables the prevention of unwanted collision between the
surgical robot arms with the surrounding anatomy. This approach,
using collision detection techniques, is able to warn the surgeon us-
ing visual messages during the intervention.
1.8 outline of the thesis
The remaining of this dissertation is organized in four chapters:
Patient Specific Robotic Surgical Simulation, Biomechanical Model-
ing for Virtual Surgery, Intraoperative Assistance for Robotic Sur-
gery, and Conclusions.
chapter 2 - patient specific robotic surgical simulation
This chapter presents the design and implementation of a patient
specific simulation system for single access surgery performed us-
ing bimanual robots. The semi-automatic generation of the virtual
patient anatomy is also described, highlighting the modeling of de-
formable virtual organs. Additionally, the chapter illustrates the de-
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velopment of the software architecture to integrate different robot
designs and to interact with several haptic interfaces.
chapter 3 - biomechanical modeling for virtual surgery
In this part the integration of biomechanical parameters into mass-
spring-damper models is described. The chapter, after introducing
the underlying theory, describes the implementation of algorithms
and data structures required. Finally, some preliminary tests have
been reported to validate the integration process.
chapter 4 - intraoperative assistance for robotic surgery
This chapter illustrates the development of a patient specific com-
puter guidance system for single access surgery performed using an
innovative bimanual surgical robot. The platform provides both in-
traoperative navigation and assistance functionalities. The descrip-
tion of the software development is focused on the integration of
specific modules, as: the surgical robot management, the network
communications, and the collision detection. Finally, the report of
the preliminary test session is presented.
The results and conclusions of this thesis are summarized in Chap-
ter 5, also suggesting additional improvements and opportunities for
future researches.
PAT IENT SPEC IF I C ROBOT IC 2
SURG ICAL S IMULAT ION
Robots... I think that is a hot topic.
Bill Budge,
pioneer of computer game design.
Surgical robotics follows the evolution of minimally invasive surgery
in moving to Single Incision Laparoscopic Surgery (SILS). One of the
main drawbacks of this innovative approach is the limited manoeu-
vrability of the endoscopic surgical tools. For this reason new design
of surgical robots are needed to improve surgeons dexterity in SILS
interventions.
This chapter presents the design and development of a patient
specific surgical simulator for bimanual surgical robots. The system
allows the surgeon to practice the access port positioning and to
evaluate the operative workspace of bimanual surgical robots in the
preoperative planning of SILS surgery.
2.1 intro to virtual robotic surgery
As previously described in Chapter 1, in these last decades there
has been a paradigm shift in the methods of performing surgery.
The birth of Minimally Invasive Surgery (MIS) reduced significantly
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the degree of invasiveness, resulting in better outcomes to patients.
Over the last decade, MIS has seen a significant evolution, begin-
ning with the use of smaller ports and instruments to the advent of
robotic surgery and novel MIS techniques as SILS and Natural Ori-
fice Transluminal Endoscopic Surgery (NOTES) [18, 64, 77, 110, 121,
266, 271].
Pioneered by Computer Motion® with the ZEUS® Robotic Surgical
System, and become increasingly popular among surgeons over the
past few years thanks to the da Vinci® Surgical System by Intuitive
Surgical®, surgical robotics represents a viable solution to complex
minimally invasive interventions [44, 91, 162].
In particular the da Vinci® Surgical System offers several advan-
tages over conventional laparoscopic techniques, as: enhanced ma-
noeuvrability of instruments by allowing wristed and finger move-
ments, removal of trocar fulcrum effect (inversion of movements),
tremor minimization, motion scaling, comfortable ergonomic posi-
tion, and stereoscopic visualization which partly offsets the absence
of force feedback [89, 91, 243, 262, 269, 275].
From a clinical point of view, the benefits of surgical robotics trans-
late into: safe and fine scale operations, reduced trauma, shortened
recovery time, low level of fatigue for surgeons even after using the
robot for prolonged time, allowing also to perform innovative MIS
interventions [79].
The trend of traditional MIS approaches is to lead to surgical pro-
cedures with fewer incisions, less morbidity, and improved cosmetic
results [94].
At present, SILS is one of the emerging techniques pursuing these
objectives. This approach can be performed through different tools
and techniques, offering: reduced invasiveness, shorter recovery
time, and the advantage of entailing only one incision. Furthermore,
chosing the umbilicus as the access port insertion point, it is pos-
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sible to avoid visible scares (scarless surgery). Nonetheless, what
seems to offer an advantage of SILS from the aesthetic point of view
is an intrinsic limitation of this procedure: in fact having only one sin-
gle access imposes a coaxial arrangement of the instruments, thus
resulting in difficult manoeuvrability due to the proximity of the in-
strument tips inside the abdominal cavity [94, 175, 189].
Moreover, in SILS procedures, as in standard laparoscopic inter-
ventions, a proper placement of the access port is essential. First, be-
cause it strongly constraints the robot workspace, but also in order
to prevent unwanted collisions between the robot ams and delicate
organs surrounding the surgical target [78, 79, 183].
The seven Degrees Of Freedom (DOF) for da Vinci® EndoWrist® In-
struments by Intuitive Surgical®, could overcome the issue of lim-
ited manoeuvrability [89]. However the robotic arms do not work
well when arranged coaxially through a single incision due to the
risk of possible collisions of the instruments with each other and
the camera, leading to a potential instrument malfunction. For this
reason new configurations of robot arms are needed to improve sur-
geons dexterity in single access robotic surgery. In this sense the
chopstick configuration of da Vinci® robot arms represents a first at-
tempt to avoid collisions of the external abdominal arms [94]. More
recently, the VeSPA surgical instruments were introduced by Intui-
tive Surgical® specifically to offset many of the limitations encoun-
tered with SILS. Initial experience of VeSPA instruments in urology
showed encouraging results [14, 75].
The design of miniaturized bimanual surgical robots simplifies and
enhances the manoeuvrability inside the abdomen. A first biman-
ual robot with 4 DOF at each arm was used to perform a nonsur-
vival cholecystectomy on a porcine model [113]. At the moment
ARAKNES (Array of Robots Augmenting the KiNematics of Endolu-
minal Surgery) Project aims at realizing a bimanual surgical robot
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(SPRINT) with 6 DOF at each arm to further improve the manoeu-
vrability [10, 180].
Surgical simulators based on virtual reality may assist surgeons to
practice with controlling surgical robots, thus shortening the learn-
ing curve. Currently marketed solutions include the RoSS™ Robotic
Surgical Simulator by Simulated Surgical Systems, the Mimic® dV-
Trainer™ Surgical Skills Development for the da Vinci® System, and
the SEP Robot™ by SimSurgery® [115, 145, 208, 211, 226, 227].
This chapter presents a virtual surgical simulator based on patient
specific anatomy, designed for SILS intervention performed using a
bimanual surgical robot. The software system has been designed
to plan the optimal access port placement, and to practice with the
robot controlling. The surgical simulator provides both visual and
haptic feedback, because the haptic-visual training demonstrated to
be more effective than just visual training [93]. However, the system
allows the enabling or disabling of the force feedback in order to
train for surgical robots without integrated force sensors.
A preoperative planning system for the da Vinci® Surgical System
robot was previously reported [78, 91]. However, at present there is
no work discussing the placement of robots with bimanual arms for
single port procedures. Although in SILS interventions the umbili-
cus is typically selected as point for the insertion of the access port,
in some cases it is advantageous to choose another location on the
abdomen [110].
The proposed simulator allows to practice with the motion control
of the robot arms. Once the surgeon gains enough experience, is
it possible to evaluate if a dexterous movability avoiding potential
damages to the surrounding anatomy is feasible.
The current version of the simulation software extends the func-
tionalities of the initial prototype, including the following features:
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(a) Overview of the simulator. (b) Screenshot of the simulator.
Figure 12: Two figures illustrating the surgical simulator: an overview of
the system (Figure 12a) and a screenshot during a test session
(Figure 12b).
robot motion via inverse kinematics, robot motion tracking, patient
specific virtual anatomy, deformable organs, haptic feedback, and
customizable robot configuration. The system can also serve as edu-
cational tool to learn how to set up any present or future bimanual
surgical robot (see Figure 12) [148].
Follows a detailed description of the design and implementation of
all the software components of the virtual surgical simulator (see
Figure 12), illustrating: the system functionalities, the generation of
the patient specific anatomy, the modeling of the virtual bimanual
robot and surgical environment, the required algorithms and data
structures for interactive simulation, the system hardware interface,
and a preliminary evaluation performed by surgeons from different
specialties.
2.2 simulation system overview
The complete surgical simulation software is a multithreaded appli-
cation running on a workstation connected (directly or through LAN)
to an hardware interface, including: two haptic devices (with or with-
out force feedback capabilities), each equipped with a customized
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gripper, and two foot pedals. The surgeon controls the robot arms
by means of the two haptic devices and simulate the surgical proce-
dure in a virtual scenario, rendered on the workstation screen.
The virtual simulator offers a wide range of functionalities to plan
and train an intervention using the bimanual surgical robot, enhanc-
ing the basic features of the first prototype [148].
2.2.1 planning and training functionalities
The surgeon can load the virtual 3D anatomy of a specific patient
to acquire the knowledge of the 3D structure of the organs involved
by the surgical procedure. Moreover, the surgeon can select the in-
sertion point simply clicking on the virtual abdomen. In this way
the user can easily try different approaches evaluating the robot
workspace in respect to specific anatomical features of the patient.
The current robot position, including orientation and rotation, can be Saving robot data.
saved or loaded anytime during the simulation. Furthermore, these
data could be used to show the surgeon the planned positioning of
the robot during the surgical intervention.
Finally, the robot capabilities to accomplish specific tasks can be
virtually tested using the deformable models, directly trying to in-
teract with the deformable organs avoiding unwanted collisions with
the surrounding anatomy not involved in the intervention.
2.2.2 visualization functionalities
The simulation system allows multiple viewpoints: a panoramic view
(from outside the body of the patient), an access port view (or rather
from the camera placed on the trocar) and a surgical robot view (di-
rectly from the camera mounted on the robot). The viewing modali-
ties are represented in Figure 13 on the next page and the user can
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(a) Panoramic view. (b) Access port view. (c) Robot view.
Figure 13: Surgical simulator viewing modalities: panoramic (Figure 13a),
from the access port camera (Figure 13b), and from the robot
camera (Figure 13c) [148].
switch among them by pressing the right foot pedal, as described in
Subsection 2.5.5.
Finally, the surgeon can hide (or show) each organ composing the
virtual patient anatomy in order to overcome unwanted occlusions,
and change the transparency of the patient abdomen to enable the
panoramic see-through visualization mode.
2.3 patient specific virtual anatomy
This section describes the process to generate the virtual anatomy of
the patient: starting from a preoperative medical dataset, through a
segmentation pipeline, and ending with the surface 3D model gener-
ation and optimization. Additionally, the setup of physical models for
deformable organs is illustrated.
2.3.1 generating 3d virtual organs
The virtual anatomy is generated elaborating Computed Tomography Medical dataset
segmentation.(CT) or Magnetic Resonance Imaging (MRI) medical datasets of the
patient undergoing a surgical intervention. These datasets (archived
in DICOM files) are processed by a custom segmentation pipeline
based on the open source software ITK-SNAP, allowing the extraction
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(a) 3D model optimization. (b) Volumetric mesh generation.
Figure 14: Two phases during the virtual model generation of the patient
gallbladder: the 3D model optimization performed using Mesh-
Lab by VCGLab and Maya® by Autodesk® (Figure 14a), and
the tetrahedral mesh generation using NETGEN (Figure 14b)
[13, 39, 148, 205].
of the 3D surface information from the image stacks of the medical
datasets [57, 131, 148, 277].
Afterward, the resulting virtual models have to be optimized in or- Virtual anatomy
optimization.der to be functional for an interactive simulation. This optimization
phase includes: mesh simplification, artifacts removal, hole filling,
surface smoothing, and texturing. The whole mesh editing is accom-
plished using MeshLab by Visual Computing Lab, and Autodesk®
Maya® [13, 39]. During this stage the resolution of the 3D meshes is
heavily reduced, enhancing the simulation performance and at the
same time ensuring a good visual appearance. Finally, the virtual
models reduced in size and cleaned out, are ready to visually repre-
sent the organs of the patient anatomy (see Figure 14a) [148].
In order to obtain a realistic virtual environment, the patient 3D
anatomy is placed inside a generic virtual body. This has been gen-
erated by segmenting a CT acquisition of a commercial mannequin:
the Phantom OGI [41, 148].
The virtual anatomy generated in this way is static, namely not de-
formable during the surgical simulation. So, in order to enable the
interaction of the robot with the target organs and also to simulate a
realistic behavior of the virtual anatomy undergoing a deformation,
specific models are required.
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2.3.2 modeling deformable virtual organs
In order to be able to realistically interact with the virtual anatomy
deforming soft tissues, it is necessary to enhance the static 3D mod-
els using physical representations.
The virtual surgery simulator supports two different types of phys-
ical models: a skeleton based representation and a Mass-Spring-
Damper model (MSDm) [47, 194]. Both are generated from a volu-
metric tetrahedral representation of the specific organ to be mod-
eled. Starting from an optimized surface mesh generated as de-
scribed above, a tetrahedral model was created using the NETGEN
software. Then the result was stored in a MESH file: a custom file ex- MESH file format.
tension based on the neutral format (see Figure 14b on the previous
page) [148, 205].
Hence, the simulation software is able to directly load the struc-
ture of the tetrahedral mesh from a pre-configured MESH file. In
this way, this volumetric representation allows the automatic gener-
ation of the skeleton structure or the spring network for the desired
deformable model. Finally, a custom file format (SKELETON) was SKELETON file
format.defined, in order to easily configure the properties of skeleton based
deformable models [148].
All the virtual models (physical or static) are generated offline and
filed, in order to be quickly loaded on-demand.
During the simulation, the surgeon is able to load the entire pa-
tient anatomy from an ANATOMY file (custom file format): including ANATOMY file
format.the file references for each virtual organ. This approach eases the
configuration of the virtual anatomy, and also the setup of the prop-
erties associated to the deformable physical models.
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(a) SPRINT robot. (b) Access port.
Figure 15: Two images illustrating the prototypes of the surgical robot and
the access port: Figure 15a shows a mechanical design sketch of
the SPRINT robot prototype, whereas Figure 15b present a draft
of the single access port prototype [10, 148, 180].
2.4 virtual bimanual surgical robot
The bimanual surgical robot for SILS procedures has been repre-
sented using an design concept able to support different joint-link
configurations of the robot arms. This versatile approach allows the
integration of novel robot designs, making the simulator a virtual
testing platform for the mechanical design process of innovative sur-
gical bimanual robots [148].
The complete surgical bimanual robot, including two independent 6
DOF arms, an introducer and a single access port, is described in
Figure 15.
Each arm is modeled as a kinematic chain and ends with an inter-
changeable end-effector. The joints have the following configuration:
shoulder (one roll and one pitch ), elbow (one pitch ), and wrist (one
roll, one pitch, and one roll ). The motion of the robot arms links is
computed by inverse kinematics when controlling the end-effector
with the associated haptic interface.
This design concept separates the kinematic structure from the 3D
models of the robot, making any change in shape transparent to the
mechanical designers (unless a kinematic change is also involved).
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(a) Robot structure. (b) Robot sphere tree.
Figure 16: The complete virtual representation of the bimanual surgical
robot together with the access port is depicted in Figure 16a,
including: the two arms (green), the single access port (red),
and the robot introducer (blue). Figure 16b illustrated the robot
collision detection data structure, highlighting the sphere trees
associated to each robot joint.
Additionally it offers the possibility to easily integrate various surgi-
cal instruments for a wide range of surgical tasks, such as: gripping
tools, forceps and scalpels.
The robot arm description is stored in a ROBOT file (custom file ROBOT file format.
format), loaded at the simulator startup and simply reconfigurable by
reloading another ROBOT file anytime during the simulation [148].
Both the introducer and the single access port are static and in-
clude laparoscopic cameras and lights controllable by the surgeon
during the interactive simulation.
The bimanual surgical robot is controlled by the surgeon using
the platform console: the 2 arms are controlled via a pair of haptic
devices whereas the keyboard is needed to operate the access port
and the introducer.
2.5 algorithms and data structures
The detailed technical description of the software development is de-
scribed in this section, including: the overview of the simulation ap-
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plication, the implementation of the algorithms and data structures
required, and the hardware components of the system.
2.5.1 software application technical description
The simulation software has been developed in C++, working on:
32 and 64 bit Microsoft® Windows®, and Apple® Mac® OS X® [9,
95, 142, 228]. The software relies on the following cross-platform
open-source OpenGL® based libraries: the CHAI 3D framework for
visualization and dynamics simulation, and the Nokia™ Qt™ libraries
for the Graphical User Interface (GUI), multithreading and network
management [48, 165, 215].
The software simulator is a multithreaded application merging to- Graphics,
dynamics and
haptics.
gether the graphic, the dynamic and the haptic processes (see Fig-
ure 18 on page 55) [148].
The graphic thread manages the GUI developed entirely using the
Nokia™ Qt™ framework, and the visualization of the virtual environ-
ment via 3D OpenGL® rendering thanks to the scene graph function-
alities provided by the CHAI 3D library [48, 165, 215].
The dynamic thread handles the computations required by the real-
time physic simulation, including: collision detection, robot kinemat-
ics, force response and obviously the dynamics of deformable organs.
All these have been implemented exploiting and extending the CHAI
3D dynamics functionalities [48, 148].
The haptic thread manages the force feedback rendering, commu-
nicating with the haptic devices: a pair of PHANTOM Omni® by Sens-
able Technologies® Inc.. It also ensures the minimum update fre-
quency threshold (about 1.0kHz) to obtain a realistic force response
[48, 148, 210].
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(a) Skeleton mesh. (b) Skeleton structure.
Figure 17: The skeleton based deformable model: Figure 17a shows the sur-
face mesh of a virtual gallbladder, whereas Figure 17b illustrates
the internal skeleton (shrinked nodes to highlight the link struc-
ture).
2.5.2 physical models for deformable organs
The interactive simulation engine supports two different physical
models: a mass-spring-damper network and a skeleton based rep-
resentation, both exploiting the volumetric tetrahedral mesh associ-
ated to the organ to be modeled.
the mass-spring-damper model developed is an extension of
the basic mass-spring network available in CHAI 3D. This model has
integrated topologies in order to properly configure nodes and links
integrating the biomechanical parameters of the desired soft tissue
(see Chapter 3) [148, 194].
the skeleton based model is composed by an internal struc-
ture connected to a high resolution surface model. The skeleton,
composed by nodes and links, approximates the volume of the organ;
and its elements are connected through elastic springs to the ver-
tices of the 3D surface model. This approach decouples global defor-
mations, simulated using the internal skeleton, from local changes:
represented via surface vertex displacements (see Figure 17) [47,
148].









































Figure 18: The system diagram of the surgical simulation shows the
hardware-software architecture: including the different threads
and the communications with the hardware devices.
2.5.3 interactions with the virtual anatomy
For the purposes of this surgical simulator, the interactions manage-
ment concerns only the virtual deformable organs located within the
workspace of the robot arms. The remaining organs are considered
static, so they do not participate in the collision detection.
collision detection and response
The Collision Detection (CD) process is responsible for the detection
of both the collisions between the surgical robot and the deformable
organs and those between the two robot arms (robot self collisions).
For this purpose, appropriate representations of all the interacting
entities are required.
virtual surgical robot interactions have been managed en-
hancing the robot model with different data structures associated to
each robotic arm. In particular, a custom sphere tree has been used
to represent each part of a robot arm: allowing the setup of different
Levels Of Detail (LOD) for every joints or links (see Figure 16b on
page 52) [27, 28]. This means: precise CD for the components with
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high probability of interaction and rough (but fast) CD for the others.
Additionally, robot self collisions have been considered, including: Robot self
collisions.the interactions of a robot arm part with another part of the same
arm, and between different robot arms. The formers have been
avoided implicitly by the robot kinematics, whereas the latters have
been handled as standard collisions thanks to the independent CD
data structures associated to each robot arm.
The end-effector was considered a special robot part: so it was de-
signed to include custom CD data structure depending on the type
of surgical instrument.
This solution allows also an efficient detection of the self collisions
between the two robot arms (see Figure 16b on page 52) [148].
mass-spring-damper model interactions are modeled com-
puting the collisions using the surface elements of the deformable
organs. This choice has been driven by the design concept of the
MSDm: that have been integrated to model accurate deformations
and physical behaviour. In fact, even if it is computationally expen-
sive, this approach guarantees realistic interactions [148, 194].
skeleton based model interactions are simplified consider-
ing only interactions with volume spheres of the internal structure
[47]. In addition, only part of the skeleton participates in the colli-
sion detection process, that is: the subset of spheres reachable by
the robot arms. In this way, the simulation performance is increased
while maintaining the realism and accuracy of the interactions with
the virtual anatomy (see Figure 17 on page 54) [148].
The adopted interaction modeling is a standard penalty based ap- Collision
Response.proach: applied for either robot vs. tissue contacts and robot self
collisions [148, 152].
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2.5.4 interactive dynamic simulation
During the simulation loop the physics engine computes the forces
to be applied on all the elements of the entities (deformable organs
and surgical robot) involved in the dynamics. These forces are gen-
erated by several sources, as: model internal springs, user interac-
tions, gravity etc. Then, using the Explicit Euler Integration, the
accelerations and velocities of the deformable model elements, can
be computed and used to determine the deformations: represented
by a displacement of elements. Finally, once updated the deformable
model, the simulation loop can be reiterated [148, 194].
explicit euler integration
The Explicit Euler Integration is a simple integration method to dis-
creetly solve the differential equation governing the movement of
particles in a physics engine. At each simulation timestep the new
position x(t+∆t) of all the particles are computed using known quan-
tities, as: current position x(t), current velocity x˙(t), and the sum of
all the forces acting upon each particle ftot(t).
The simulation algorithm uses the first two terms of the Taylor
Series Expansion to solve for each timestep of the integration. At
first the new velocity x˙(t+∆t) is solved: using the new acceleration
x¨(t+∆t), and current velocity x˙(t) of the particle. The current accel-
eration and velocity, can be calculated by:
x¨(t+∆t) = ftot(t) / m (2.1)
x˙(t+∆t) = x¨(t+∆t) ∆t+ x˙(t) (2.2)
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(a) Hardware interface. (b) EPFL Custom Omega 7.
Figure 19: Two photos of the hardware interface components. In Figure 19a
the current surgical simulator hardware interface, including: two
PHANTOM Omni® haptic devices by Sensable Technologies®
Inc. (blue), two custom grippers (green), two foot pedals (red),
and the PicoLog 1012 Multi-Channel Data Acquisition by Pico®
Technology. A prototype of the haptic interface for the final
surgical robotic system is shown in Figure 19b: illustrating an
Omega 7 haptic device by Force Dimension, customized by EPFL
[61, 148, 181, 197, 210].
Using the same method as above it is possible to solve for the new
position x(t+∆t), using: the new velocity x˙(t+∆t), and current po-
sition x(t).
x(t+∆t) = x˙(t+∆t) ∆t+ x(t) (2.3)
Therefore, at each simulation iteration, the particles velocity and
position can be updated exploiting the equations above.
2.5.5 hardware interface
The control of each robot arm is performed by means of a haptic Haptic devices.
interface with 6 DOF (3 active and 3 passive): the PHANTOM Omni®
by Sensable Technologies® Inc. (see Figure 19a) [148, 210].
In order to drive the opening and closing of the end-effector in the
virtual scene, in the simplest case a surgical gripper, a customized Custom handles.
device was realized to replace the standard PHANTOM Omni® sty-
lus [210]. This handle was manufactured through 3D printing, a
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Table 1: Evaluation of the surgical simulator by the group of surgeons: 1
(poor), 2 (acceptable), 3 (good), 4 (very good) and 5 (excellent).
Each black dot represents the score (1-5) given by a surgeon to the
associate functionality.
                  
1 2 3 4 5
Port Placement Planning      
Robot Workspace Evaluation      
System Usability      
Robot Guidance Learning      
rapid prototyping process, using an Elite 3D Printer by Dimension
Inc. [53]. The opening angle is tracked using a potentiometer, whose
value is managed by a PicoLog 1012 Multi-Channel Data Acquisition
(DAQ) by Pico® Technology [181]. The customized gripper is de-
picted in Figure 19a on the previous page [148].
Additionally, two foot pedals were added to let the surgeon use two Foot pedals.
of the most important functionalities, without losing control of the
robot arms. First, by using the left pedal the user is able to activate
a friction to freeze the robot arms position while repositioning the
haptic interface handle. In this way the robot workspace is not con-
strained by the haptic interface workspace even if a motion scaling is
applied. Second, the right pedal can be used to change the viewing
modalities. The communications between the foot pedals and sim-
ulation software have been managed using the PicoLog 1012 Multi-
Channel Data Acquisition (DAQ) by Pico® Technology [148, 181].
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2.6 results and conclusions
This section reports the preliminary results and the final consider-
ation related to the design and development of the patient specific
robotic surgical simulation.
2.6.1 preliminary results
The proposed surgical simulator was conceived for the preoperative
planning of SILS robotic interventions, in particular cholecystectomy.
Since this procedure has a proven safety and is a sort of bench-
mark for surgical devices, it was selected as the target procedure
[30, 148].
A patient underwent CT scan with contrast agent (stomach in-
sufflated with carbon dioxide CO2) at the Radiology Department of
Cisanello Hospital in Pisa (Italy). This dataset was segmented gen-
erating a virtual anatomy composed by: stomach, liver, gallbladder,
pancreas, kidneys, backbone, rib cage, portal vein, and aorta. The
two target organs (i.e. gallbladder and liver), were modeled as de-
formable objects using a skeleton based model respectively with 63
and 513 nodes. On the other hand, all the remaining organs were
modeled as static (about 78000 faces) [148].
Five expert surgeons from different specialties (general, thoracic, Test session.
urology, and gynecology), with at least two years of experience in ro-
botic assisted surgery, were selected to test the proposed simulator.
In particular they were asked to evaluate the placement of the single
access port and the movability of the bimanual surgical robot. At the
end of the test session, each surgeon was able to rate the system
usability (related to how the system was user friendly) and the robot
guidance learning (to shorten the learning curve). The results, rang-
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ing from 1 (poor) to 5 (excellent) are shown in Table 1. Overall, the
system showed encouraging results, reporting an average evaluation
of 4 (very good).
In addition, the simulator offered the chance to evaluate the follow-
ing tasks in a cholecystectomy procedure: the possibility to reach
the target organ, namely the gallbladder; how to interact with the
liver to get the exposure of the gallbladder; and once the target
is reached, to assess the movability of the robot arms to avoid un-
wanted collisions with delicate tissues [148].
The surgical simulator was tested on a workstation: Intel® Core™ i7 Hardware setup.
Processor 3.00GHz CPU with 12GB RAM and 2 NVIDIA® GeForce®
GTX 285 GPU, running a 32 bit Microsoft® Windows Vista® Ulti-
mate [88, 140, 172]. The complete virtual environment was com-
posed of approximately 45000 vertices and 90000 triangles. The
graphic rendering update rate ranged from 35Hz to 55Hz, whereas
the frequency of the dynamics ranged from 300Hz to 500Hz. The
required RAM to run the simulation was about 80MB, depending on
the loaded anatomy.
2.6.2 final considerations
As surgical robotics opens new opportunities in surgical practice,
special training and experience along with high quality assessment
are required. Drawing on the successful paradigm of flight simula-
tion, Richard Satava first proposed training surgical skills in virtual
reality in 1991 [148, 198].
The ARAKNES planning and simulation module was developed as
a platform for the preoperative planning of the ARAKNES bimanual
surgical SPRINT robot [10, 180]. On the one hand, this simulator
enables surgeon to find a proper placement of the robot in a virtual
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environment representing a surgical scenario with the anatomy of
a real patient. On the other hand, it permits to interact with the
organs, some of which deformable, for a preliminary evaluation of
the robot behaviour. In particular, given the ARAKNES bimanual
surgical robot and a patient specific virtual anatomy, the simulator
allows to evaluate if a dexterous movability is achievable: avoiding
collisions with the surrounding virtual anatomy in order to prevent
potential damages during the real surgical procedure (see Figure 12
on page 46) [148].
The proposed simulator is a versatile solution: it is cross-platform,
can be used with haptic interfaces from different vendors, and can in-
tegrate further devices [148]. In the present version the surgeon con-
trols the robot arms movement using a couple of Sensable Technol-
ogies® PHANTOM Omni® Haptic Device with customized handles
[210]. However this software application is ready to integrate an ad-
vanced haptic interface: a Force Dimension Omega 7 Haptic Device,
customized by EPFL (see Figure 19b on page 58) [61, 197]. This pro-
vides 7 DOF (3 for translations, 3 for rotations, and 1 for the handle),
both in tracking and force feedback. Another future development
will concern the usage of an external robot arm, the Dionis Manipu-
lator: controlling the positioning of the single access port [20].
The developed simulator can be used to simulate any present or
future bimanual surgical robots. Moreover an automatic strategy
has been developed to integrate the biomechanical parameters (den-
sity, Young’s modulus etc.) into the MSDm, in order to realistically
simulate the behaviour of a patient specific organ [148, 194].
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B IOMECHAN ICAL MODEL ING FOR 3
V IRTUAL SURGERY
You can’t say A is made of B or vice versa.
All mass is interaction.
Richard Phillips Feynman,
Nobel Prize in Physics in 1965.
Virtual surgical simulation requires an operating scenario as similar
as possible to the real conditions that the surgeon is going to face.
Not only visual and geometric patient properties are needed to be
reproduced, but also physical and biomechanical properties are the-
oretically required [194].
This Chapter presents a method to integrate biomechanical pa-
rameters into physical models based on spring networks, in order
to simulate the realistic behaviour of virtual solid organs of a spe-
cific patient. The development of the required algorithms and data
structures is described, recalling the underlying theory and provid-
ing simulation results and comparisons [194].
Finally, this integration strategy can be employed to enhance the
dynamics simulation of the robotic surgical simulator illustrated in
Chapter 2.
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3.1 intro to biomechanical modeling
The need to train young surgeons both increasing their skills in per-
forming practises and preserving patients security, encouraged the
development of virtual simulators hopefully able to give realistic hap-
tic and visual feedback [148, 194].
As illustrated in Chapter 2, a virtual surgical simulator is a soft-
ware application running a physics engine on a virtual model, in or-
der to visualize an interactive virtual surgical environment. These
systems take inputs from virtual interfaces (usually shaped as mini-
mally invasive surgical tools), and return on screen a visual feedback:
allowing the user to interact with the virtual deformable anatomy.
Additionally, using proper haptic interfaces, surgical simulators are
also able to render the force feedback related to the user interac-
tions [148, 194].
A physics engine is a coded set of physical laws and methods (e.g. Physics engine.
gravity and Hooke’s law) that applies on a virtual model to confer
a realistic behaviour. This model of the organ is not just a 3D sur-
face mesh, but it is a physical representation: in which the prim-
itive elements combined with physical and mechanical properties
(e.g. mass, stiffness) reproduce as accurately as possible the shape
and behaviour of the reference target (see Figure 20) [148, 194].
In the last years two popular kinds of physical models has been MSD and FEM
models.proposed: Mass-Spring-Damper models (MSDm) and Finite Element
Method (FEM) models [194].
FEM models require the application of finite elements numerical
techniques solved by physics engines based on difference equations
of continuum mechanics theory. These methods are very accurate
and realistic, particularly in their nonlinear formulation, but their
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computational requirements make themselves tough to be applied
for real time virtual simulation [49, 194].
On the contrary, MSDm are computationally inexpensive, but there
is not a straightforward connection with material mechanics. More-
over, often the computation of the exact displacement is not required,
but it is enough a plausible behaviour of the soft tissue simulated.
Since the formulas that rule these models are trivial, the most chal-
lenging issue is to define a method to map the material properties
into the MSDm coefficients [51, 148, 194].
Regarding MSDm geometry and topology, some efforts have been
spent on cubic elements but tetrahedral filling is by far the most
popular meshing technique, as long as it is easily scalable and able
to provide a good surface modelling limiting the number of elements
[19, 51, 148, 150, 151, 194, 196].
One of the most prolific works using triangular based shapes is
given by Van Gelder: in his work it is explained how to map biome-
chanical parameters into spring coefficients for 2D membranes, and
a heuristical extension to tetrahedra is also provided. Few years
later Lloyd extended this work to tetrahedral meshes, proposing a
theoretical derivation obtained minimizing the squared difference
between FEM and the elements of the stiffness matrix of a springs
network [117, 148, 151, 194, 196, 244, 278].
The purpose of this research is the integration of biomechanical pa-
rameters in MSDm physical models in order to enhance the accuracy
of the deformations for virtual solid organs in interactive virtual sur-
gery [148, 194].
The virtual deformable model used is a MSDm based on a spring
network with tetrahedral structure: its vertices are called nodes and
represent mass particles, whereas its edges are called links and rep-
resent linear springs [148, 194].
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(a) 3D model example. (b) Physical model example.
Figure 20: Virtual models of a human liver: an example of a surface 3D
model extracted from a medical dataset (Figure 20a), and an ex-
ample of a dense spring network model for real time biomechan-
ical simulation (Figure 20b).
During the simulation loop the physics engine computes the forces Dynamics
simulation.to be applied on all the nodes. These forces can be generated both
by internal springs and by external sources (e.g. user interactions
and gravity). Then accelerations and velocities can be computed
and used to determine the next positions and velocities of the nodes.
Finally, once updated the deformable model, the simulation loop can
be reiterated [148, 194].
3.2 biomechanical params integration
Considering a MSDm defined by n nodes, at each timestep of the
simulation loop the displacement vector can be defined as:
u> = [u>1 , . . . ,u
>
n ] (3.1)
where u>i = [uix,uiy,uiz] is the displacement of the node i at the
current timestep in respect of its initial position, or rather:
ui = ui(t+∆t) = xi(t+∆t) − xi(t0) (3.2)
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where xi(t+∆t) is the position of the node i at the current timestep,
and xi(t0) is the initial position of the node i.
Therefore, it is possible to derive the force induced by the displace-
ment vector u applying the first cardinal equation of dynamics:
Mu¨ = Du˙+Ku+ fext (3.3)
where: M, D, K are 3n× 3n square matrices respectively defining
mass, damping, and stiffness coefficients; and fext is a 3n column
vector defining external forces applied to the nodes [148, 194].
During each iteration, for each node i of the physics model, its ve-
locity u˙i and displacement ui are known from the previous integra-
tion phase. Therefore, the three contributions of forces (damping,
elastic, and external) in (3.3) can be computed and summed. Then,
it is possible to proceed with the Explicit Euler Integration: obtain-
ing the node acceleration u¨i, dividing this sum by the node mass mi.
The resulting node acceleration will be used in the next iteration to
compute both velocity and displacement of the node [148, 194].
The virtual model is fully defined by its masses, springs, and damp-
ers coefficients: therefore a biomechanical characterization needs
arise from the identification of these properties by analyzing the tar-
get dense organ to be represented [194].
3.2.1 nodes mass parametrization
The identification of the mass matrix M elements in (3.3) is not im-
mediately related to the masses applied to nodes. In its most general
formulation is positive definite, squared, and dense as it comes from
the hessian of kinetic energy expressed using shape functions. The
off-diagonal terms help to preserve the linear and angular momen-
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tum and give inertial contributes not depending on the considered
node [56, 194].
In order to distribute mass among the nodes, a widely used ap- Mass lumping.
proach is the mass lumping: consisting in consider only the diagonal
terms, corresponding to the 3D components of each node. Lumping
allows a intuitive physical association: applying a mass to each node.
For the single node, the three mass components were considered
equals (i.e. the inertial contribute is the same in all directions); so in
this case the node mass mi to be determined is a simple scalar value
[51, 194].
If the material density ρ is known, the node mass mi can be com-
puted considering the node i surrounding volume, so the problem
rephrase in defining a volumetric region belonging to each node.
Barycentric and Voronoi volume splitting are two common proce-
dures to establish this association; they divide the volume in a dif-
ferent way but both are based on the idea of giving a volumetric
contribution to each node considering the volume defined by the set
of incident tetrahedra on that node. Hence, the node mass mi de-
rives from the sum of the mass contributions calculated for each
tetrahedron incident on the node i [194].
barycentric mass-lumping
The barycentric subdivision scheme splits each tetrahedron into 4
isovolumes defined by the midlines, each referring to one tetrahe-
dron nodes. This, considering the density uniform, means to assign
the same mass contribute to each node of the tetrahedron. Obvi-
ously the lumped tetrahedron preserve, at least in its undeformed
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In (3.4) Ωi is the set of tetrahedra sharing the node i, as illustrated
in Figure 21c on page 75; whereas ρt and V(t) are respectively the
density and volume of the tetrahedron t [194].
voronoi mass-lumping
Another very intuitive approach is to associate each point in the
space to the nearest node, which means to determine the Voronoi
tessellation of the model volume using its nodes as the input set
of points. Given a set Ψ of nodes, the Voronoi division confers to
each node i a subdomain (or volume cell ) C(i,Ψ) whose points q are
nearer to i than to all the other nodes. This can be defined by:
C(i,Ψ) = {q ∈ R3 : L(q, i) < L(q, j),∀j ∈ Ψ− {i}} (3.5)
where L(q, i) represents the distance between the point q and the po-
sition of the node i. Hence, the Voronoi diagram defined in (3.5) can






where Ψt represents the set of nodes of the tetrahedron t [194].
In (3.6) the Voronoi cell C(i,Ψ) of the node i is defined as the union
of the cells, associated to the node i, computed tessellating all the
tetrahedra in Ωi. Therefore, it is possible to assign the appropriate
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mass mi to each node i simply multiplying the volume of its Voronoi





where C(i,Ψt) is the cell associated to the node i and related to the
Voronoi tesselation of the tetrahedron t [194].
Table 2 shows a comparison between the barycentric and Voronoi
mass lumping techniques applied on the 4 nodes of sample tetrahe-
dra with different values of aspect ratio: defined as the min solid an-
gle of the tetrahedron divided by the min solid angle of the regular
tetrahedron. Varying the tetrahedron shape, starting from a regular
tetrahedron and reducing its aspect ratio, an increasing divergence
of the Voronoi cell volume in respect to the barycentric cell volume
is highlighted. The comparison is given as the percentage difference
between the Voronoi cells with min (VVORmin ) and max (V
VOR
max ) volume
with respect to the barycentric cell volume (VBAR) [194].
The barycentric mass lumping takes into account only the tetrahe-
dron volume, whereas the Voronoi strategy considers also its shape.
Both techniques have been implemented, so the appropriate method
can be chosen case by case [194].
3.2.2 springs stiffness parametrization
The modeling of spring stiffness in the description of biological soft
tissues requires a strong idealization: because, in most cases, bio-
logical tissues have non-linear, non-homogeneous, anisotropic, vis-
coelastic properties. The tissue behaviour can be associated to the
Hooke’s spring law, only considering linear elastic homogeneous
isotropic materials [194, 260]. This law states that the force gener-
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Table 2: Comparison between Voronoi and barycentric subdivision scheme
applied to tetrahedra with different aspect ratio: defined as the
minimum solid angle of the tetrahedron divided by the minimum
solid angle of the regular tetrahedron. The comparison is given as
the percentage difference between the Voronoi cells with minimum
(VVORmin ) and maximum (V
VOR
max ) volume with respect to the barycentric
cell volume (VBAR).
Tetrahedron Aspect Ratio 1.0 0.6 0.2
(VVORmin − V
BAR) / VBAR −0, 00% −50, 74% −74, 50%
(VVORmax − V
BAR) / VBAR +0, 00% +152, 23% +223, 48%
ated by the spring connecting node i and node j can be approximated
by:
fij = −kij · vij = −kij · (ui − uj) (3.8)
where: vij is the displacement of the spring from its equilibrium
position, fij is the elastic force exerted by the spring, and kij is the
constant spring stiffness coefficient [194].
This formulation can be extended introducing the concepts of strain
and stress [258, 260, 272].
The strain ε is a normalized measure of deformation representing Strain.
the displacement between particles in the body relative to a refer-
ence length, and it is in general a tensor quantity. In particular, the
normal strain can be defined as the amount of stretch or compres-
sion along a material line elements, or fibers [258].
In continuum mechanics, stress σ is a measure of the internal Stress.
forces acting within a deformable body. Quantitatively, it is a mea-
sure of the average force per unit area of a surface within the body
on which internal forces act [272].
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Therefore the Hooke’s law can be reformulated correlating strains ε
and stresses σ [194, 258, 260, 272].
When working with a 3D stress state, the stiffness tensor C must Stiffness tensor.
be defined to link the stress tensor σ and the strain tensor ε. Hence
the Hooke’s law can be expressed in matrix notation (or Voigt nota-
tion):
σ = C ε (3.9)
Moreover, if only the principal directions are considered, this for-
mulation can be simplified.
Representing a bar made of any elastic material as a linear spring,
the extension of the bar is the strain ε. This is linearly proportional
to its tensile stress σ by a constant factor 1/E: or rather the inverse
of its modulus of elasticity E, also known as the Young’s modulus
[194, 258, 260, 272].
Thus the Hooke’s law can be reduced to:
σ = E ε (3.10)
Conceptually the spring stiffness should be proportional both to the
Young’s modulus and to the tetrahedron edge length, and should
map the stiffness of the material volume surrounding the spring.
Based on these concepts, the approach illustrated by Lloyd, an exten-
tion of the work of Van Gelder to tetrahedral elements, was applied.
The proposed method compares a stiffness matrix derived from FEM
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formulation with a springs network derived one, obtaining the follow-









In (3.11) the spring coefficient connecting the vertices i and j is com-
puted considering the set Ωij of tetrahedra sharing the ij edge, as
illustrated in Figure 21d. Instead of simply considering the edge






The fictitious edge length lt is computed as the edge length of a
regular tetrahedron with the same volume V(t) of the tetrahedron t,
as explained in [117, 194].
Furthermore, dense organs are basically composed by an internal Modeling stroma
and parenchyma.section (that is the functional part, or parenchyma), and an exter-
nal capsule (namely the supportive framework, or stroma). These
two parts have specific biomechanical properties, so being able to
properly model each of them is crucial. Hence, it is possible to de-
couple the modeling of the surface layer from the internal network
of the MSDm, allowing the automatic detection of the capsule (and
the parenchyma) and enabling the use of different Young’s moduli
(see Figure 24a) [82, 194].
Moreover, the virtual model can be manually configured to repre-
sent specific lesions with different biomechanical properties in re-
spect to the healthy tissue [194].
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(a) (b) (c) (d)
Figure 21: An example of 3D model (Figure 21a) and its mass-spring net-
work (Figure 21b): including its vertex-tetrahedron topology (Fig-
ure 21c) and its edge-tetrahedron topology (Figure 21d). Fig-
ure 21c shows (in bright red) the incident tetrahedra on the red
node of Figure 21b. Figure 21d illustrates (in bright blue) the
incident tetrahedra on the blue edge of Figure 21b.
3.2.3 dampers coefficients parametrization
Damping confers realism and stability to mechanical systems. One
of the most used and straightforward method in the determination
of damping matrix D in (3.3) is the Rayleigh formula. This, in its
simplest formulation can be defined by:
D = α M+β K (3.13)
where D is the sum of two different weighted contributions: an iner-
tial term proportional to the mass (α M), and a term proportional to
the stiffness (β K) tending to reduce the oscillations of the springs
network [103, 116, 194, 209].
Even if some methods to calculate the two Rayleigh parameters α
and β have been proposed, very often a modal analysis of the consid-
ered system is not feasible due to the difficulties to properly test the
organ damping parameters; furthermore the interactions involved
in a virtual surgical procedure simulation do not require an accurate
damping tuning to obtain a realistic behaviour of the virtual anatomy
[38, 194].
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For these reasons, it’s common practice to empirically tune these
parameters to visually fit the tissue behaviour.
3.3 software development
The implementation of the algorithms and data structures relies on a
custom MSDm, that is an extension of that available from the CHAI
3D (see Chapter 2) [194].
As already stated, the structure of the deformable model is based
on a tetrahedral mesh, representing the volume of the target organ.
As described in Chapter 2, this was generated through a pipeline that Volumetric mesh
generation.takes in input a medical dataset (CT or MRI), generates a surface
mesh using segmentation techniques and then, after an optimization
phase, creates the final volumetric representation as a tetrahedral
mesh. This process requires the usage of various software: a custom
pipeline based on ITK-SNAP for the dataset segmentation, MeshLab
to clean and optimize the surface model, NETGEN for the genera-
tion of the tetrahedral mesh and Autodesk® Maya® for the textur-
ing. Finally the resulting structure is stored in the custom MSDm
(see Figure 20) [39, 48, 57, 194, 205, 277].
Once the network is defined, the tuning of nodes and springs has MSDm tuning.
to be applied; to do this the CHAI 3D MSDm has been extended
adding vertex-edge and edge-tetrahedron topologies. Mass lumping
has been implemented replacing the standard barycentric approach
with a Voronoi based technique realized using Voro++ library to com-
pute the Voronoi tessellation of the tetrahedra, as shown in (3.5)
and (3.6). Similarly, the springs properties have been evaluated ex-
ploiting the edge-tetrahedron topology to determine the volumes re-
quired to solve (3.11). At last the Rayleigh damping coefficients α
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(a) A screenshot of the system. (b) A photo of the system.
Figure 22: The biomechanical modeling simulation system overview: a
screenshot of the simulator (Figure 22a), and a photo during a
test session (Figure 22b).
and β have been compressed in a single inertial term applied to each
node [48, 193, 194].
The complete software simulation system is a multithreaded applica-
tion providing visual and tactile feedback. The graphic rendering is
carried out using the CHAI 3D scene graph for the virtual environ-
ment and the Nokia® Qt® library for the user interface; whereas a
secondary thread elaborates the dynamics, collision detection (CD),
and force response relying on the CHAI 3D funcionalities (see Fig-
ure 22) [194].
3.4 preliminary tests and results
In order to test the realism and physical plausibility of the virtual
simulation, it was decided to perform some visual comparison tests
between the virtual MSDm and real material samples.
3.4.1 testing global deformations
The first experiment was performed to evaluate the realism of a
global deformation: in this case a torque. It was decided to use a real
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agarose sample shaped in a rectangular prism (2 cm × 5 cm × 10 cm),
and with similar mechanical parameters typical of a in vivo human
liver; while the virtual model was composed by approximately 400
nodes and 1400 tetrahedra (see Figure 23 on the next page) [194].
Agarose is a linear polymer showing mechanical and viscous char-
acteristics similar to those of soft tissues, and then it is considered
a good substitute of real specimen, often difficult to recover. In ad-
dition Luo et al. demonstrated that subsists a linear relationship
between the percentual concentration of agarose and the Young’s
Modulus in the range 1-5%, so the mechanical parameters can be
easily estimated. As Nava et al. estimated Young’s Modulus for an in
vivo human liver as 20kPa ca., so the regression line proposed was
used to obtain the right concentration to reach this stiffness, and
this was found to be 2,64% [119, 161, 194].
Once mixed, the composite was warmed at 150 ◦C ca. for about 45
minutes to reach a homogeneous solubility; it was then poured into
a mold and let rest until get back cold and solid. Finally a torsion
of both the virtual model and the specimen is applied, fixing the top
and bottom borders of the virtual model to emulate the constraints
imposed by the user hands on the real agarose phantom (see Fig-
ure 23 on the following page) [194].
3.4.2 testing local deformations
The second test was carried out to visually examine a local deforma-
tion: as the pressure of a finger on a biological tissue. This time, it
was decided to compare the virtual model with a sample of a bovine
liver [194].
The organ has been dissected in a rectangular prism (10 cm ×
10 cm × 30 cm), having part of the stroma on the upper side. In this
way, it has been possible to test the capsule-parenchyma modeling
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(a) (b) (c)
Figure 23: Testing a global deformation (torque), visually comparing: the
MSDm (Figure 23a), the virtual 3D model (Figure 23b), and the
real agarose phantom (Figure 23c). Figure 23a illustrates the
constraints on the MSDm, highlighting the fixed mass particles
(white nodes).
using a MSDm composed by about 640 nodes and about 2600 tetra-
hedra (see Figure 24 on the next page) [194].
The biomechanical properties of the bovine liver tissue have been
widely investigated in literature. Accordingly with the studies of
Shan et al. and Hollenstein et al., a Young’s Modulus of 20kPa
for the parenchyma and 60kPa for the stroma have been chosen
[82, 194, 213].
Lastly, a localized pressure on the virtual and real samples was
applied. The visual comparison shows the realism of the simulated
deformation: highlighting the lack of a significant global deforma-
tion component as it happens in the real scenario, as illustrated in
Figure 24 on the following page [194].
All the tests were performed on a consumer notebook: Intel® Core™ Hardware setup.
2 Duo Processor 2.60GHz CPU with 4GB RAM and NVIDIA® Ge-
Force® 8600M GT GPU, running a 32 bit Microsoft® Windows Vis-
ta®: using a Sensable Technologies® PHANTOM Omni® Haptic De-
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(a) (b) (c)
Figure 24: Testing a local deformation (finger pressure), visually comparing:
the MSDm (Figure 24a), the virtual 3D model (Figure 24b), and
the real bovine liver sample (Figure 24c). Figure 24a illustrates
the structure of the MSDm, highlighting the stroma (blue) and
the parenchyma (red).
vice for the force feedback (see Figure 22 on page 77) [87, 141,
170, 210]. During the tests, the mesh loading (including the biome-
chanical parametrization of the MSDm) required only few seconds,
whereas the graphic rendering was performed with a frame rate of
about 50 FPS and the physic engine update rate was stably over
1.0kHz [194].
3.5 final considerations
This chapter has presented a virtual model based on a parametriza-
tion of biomechanical properties of dense human organs. The model
consists in a Mass-Spring-Damper model (MSDm) with a tetrahedral
structured network, in which nodes are characterized by masses
and damping coefficients, while links (connecting node pairs) are
described by spring stiffness constants. These settings are retrieved
from biomechanical parameters (tissue density, internal and surface
Young’s Moduli), that can be obtained from literature, or from ex vivo
testing; whereas the network structure is derived from a tetrahedral
model of the organ [194].
3.5 final considerations 81
The proposed formulation has proven to be a good trade-off be-
tween an accurate physical representation and the performance re-
quired for an interactive simulation [194].
This approach will be applied for robotics surgery simulation of the
whole abdominal district in the context of ARAKNES Project [10, 148,
194].
Moreover, an additional future application can be the development
of a virtual biopsy system: simulating the needle insertion into soft
tissue, modeled using the described method.
Other possible improvements could be carried out in order to non-
invasively determine the biomechanical properties of the target or-
gans of a specific patient, integrating innovative medical imaging
techniques, such as: elastography (EG), Magnetic Resonance Elas-
tography (MRE), or Acoustic Radiation Force Impulse (ARFI). In this
way it will be possible to improve the realism of patient specific sim-
ulation.
Today it is possible to obtain realistic patient specific virtual anato-
mies in term of geometry. In the future it will also be feasible to pro-
vide realistic patient specific dynamics simulation integrating biome-
chanical parameters extracted from medical datasets of the patient.
3.5.1 acknowledgment
The research leading to these results has received funding from the
European Community’s Seventh Framework Programme (FP7/2007-
2013) under grant agreement num. 224565 (ARAKNES Project) [10].
The author is particularly grateful to Eng. Alessandro Sala for the
essential contribution in the formulation of the underlying theory
and the design of the integration strategy. Additionally, significant
assistance is due to: Ph.D. Andrea Moglia for the texturing of the
3.5 final considerations 82
virtual models, and Eng. Cristina Riggio and Eng. Sara Condino for
their assistance in preparing the agarose phantoms.
INTRAOPERAT IVE GU IDANCE FOR 4
ROBOT IC SURGERY
Ignoranti quem portum petat nullus suus ventus est.
If one does not know to which port one is sailing,
no wind is favorable.
Lucius Annæus Seneca,
roman philosopher, statesman, and dramatist.
The evolution of surgical robotics is following the advancements of
Minimally Invasive Surgery (MIS) towards Single Incision Laparo-
scopic Surgery (SILS) interventions [148].
The complexity in performing SILS techniques, motivates the ne-
cessity to enhance the skill of surgeons. For this reason, innovative
bimanual robots have been proposed: being able to be completely
inserted in the patient body through the single access. Furthermore,
since the surgeon focuses mainly on the end-effector of the robot,
these solutions raise the possibility of unwanted collisions between
robot parts and the surrounding anatomy not involved in the inter-
vention [148].
This chapter illustrates the software modules implemented for the
development of an advanced computer guidance system for robotic
SILS procedures, offering intraoperative navigation and assistance
functionalities exploiting a patient specific 3D virtual anatomy [35,
36].
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The navigation platform has been tested on some simulated surgi-
cal tasks of cholecystectomy performed on a synthetic anthropomor-
phic mannequin: showing satisfying results in terms of usability and
efficacy, also highlighting the importance of avoiding unwanted col-
lisions between the robot arms and the surrounding critical organs
[35, 36, 46].
Furthermore, this chapter is linked to Chapter 2: describing the
virtual surgical simulator of the same robotic platform.
4.1 intro to surgical navigation
As described in Chapter 1 and Chapter 2, MIS led enormous improve-
ments to the quality of the surgical outcomes. For this reason, exten-
sive efforts are underway to improve current surgical techniques.
MIS has substantially evolved over the last years: from the use of
smaller access ports and instruments, to the introduction of robotic
surgery, up to the development of scarless surgical approaches as
the Natural Orifice Transluminal Endoscopic Surgery (NOTES). At
the moment, Single Incision Laparoscopic Surgery (SILS) is one of
the most popular novel techniques addressing the main goals of MIS:
fewer incisions, less morbidity, and improved cosmetics [35, 36, 63,
74, 148, 189].
Even if the use of standard laparoscopic instruments in SILS pro-
cedures allows its wide-scale implementation, it also limits the surgi-
cal performance: the single access port forces an unnatural arrange-
ment of the instruments, thus resulting in difficult maneuverability
due to the relative pivoting of the instrument tips inside the abdomi-
nal cavity [34, 35, 36, 148].
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Utilizing surgical robots in SILS interventions, for example the da
Vinci® Surgical System by Intuitive Surgical® Inc., helps in over-
coming these limitations exploiting the robotic wristed instruments.
Despite these advantages, there are several unsolved issues related
to the proper positioning of the robot arms; especially in order to
avoid external collisions between different robot arms while work-
ing coaxially, and to improve the dexterity of the surgeons in robotic
SILS [35, 36, 94, 96, 148].
Recently, Intuitive Surgical® Inc. has marketed a dedicated set of
instruments for the da Vinci® Surgical System: the VeSPA surgical
tools designed for SILS procedures. These innovative instrumenta-
tion allows to overcome some internal coaxiality issues, but the cor-
rect positioning of the robot arms is still of paramount importance to
avoid external robot collisions [14, 35, 36, 75, 148].
Furthermore, the last trend in surgical robotics research is to de-
velop completely novel systems: bimanual robots. These, employing
a pair of anthropomorphic robotic arms, bring all the Degrees Of
Freedom (DOF) inside the abdomen of the patient [35, 36, 113, 148,
180, 214, 276].
Bringing all the DOF inside the abdomen eases the surgical gesture
and increases the available workspace for the robot end-effectors,
but it also introduces additional challenges to be faced.
One of the main issues is the risk of unwanted collisions between
the arms and the surrounding anatomies not involved in the inter-
vention. In fact, during the execution of a robotic SILS intervention
it is mandatory for the surgeon to be aware of the position of each
part of the surgical robot. This can be difficult considering that the
surgeon focuses mainly on the robot end-effectors. Additionally, the
typical laparoscopic view, very close to the instruments tips, eases
the loose of orientation inside the anatomy: worsening these difficul-
ties in controlling all the robot parts [35, 36, 148].
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Intraoperative surgical navigators overcome thes limitations by en-
abling additional virtual viewing modalities: implemented fusing pa-
tient specific 3D models, reconstructed from preoperative medical
datasets, with virtual surgical instrumentation.
Computer guidance improves the orientation capabilities of the
surgeon: enabling the inspection of the virtual surgical field from
different viewpoints. Furthermore, blind guidance and closed-loop
control during a real surgical procedure would require the accurate
registration of the patient anatomy [135].
Today, most commercial surgical navigators are limited to orthope-
dics, neurosurgery, ENT surgery, and for few other surgical applica-
tions [107, 132].
Nevertheless, many research groups are developing novel surgi-
cal navigators for other anatomical districts. Research studies have
demonstrated the benefits of augmenting laparoscopic images with
updated preoperative images, and also the advantages of displaying
real time information on the position and orientation of the surgi-
cal instruments in relation to a target lesion. Therefore, advanced
image guidance for robotic surgery has the potential for improved
performance [45, 81, 100, 135, 185, 247].
The following sections describe the implementation and integration
of various software modules in the Computer Guidance Module for
Navigation and Assistance for robotic SILS interventions, in the con-
text of the European ARAKNES project [10, 35, 36].
The navigation system is specifically designed for a bimanual surgi-
cal robot, called SPRINT. The surgeon can teleoperate the robot us-
ing a custom console with 3D visualization capabilities. The surgical
platform is enhanced by additional software and hardware modules
for: preoperative planning, surgical simulation, computer guidance,
and intraoperative diagnosis [10, 35, 36, 148, 180].
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Figure 25: An overview of the Computer Guidance Module during the pre-
liminary test intervention (middle), highlighting: a close view
of the navigation window (left top red), the surgeon console
components (left middle blue), the patient mannequin (left bot-
tom green), the bimanual robot prototype (right top yellow),
the NDI® Aurora® electromagnetic tracking system (right mid-
dle magenta) and the patient specific anatomy embedded in the
dummy (right bottom green).
The software modules integrated into the computer guidance sys-
tem, handle: the network communications, the collision detection,
and the virtual robot management [35, 36].
4.2 guidance system overview
This section describes the hardware components and intraoperative
assistance functionalities of the Computer Guidance Module (see Fig-
ure 25.), highlighting the capabilities supported by the software mod-
ules integrated [35, 36].
4.2.1 hardware components
The complete system architecture is composed by three main com-
ponents: the Computer Guidance Module, the surgical robotic plat-
form, and a tracking system (see Figure 29 on page 95) [35, 36].
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the tracking system is a NDI® Aurora® System allowing an
electromagnetic tracking. This device communicates with the Com-
puter Guidance Module via the RS-232 serial interface, allowing ac-
curate real time spatial measurements. The NDI® Aurora® System
tracks the position and orientation of electromagnetic sensor coils,
without the need of free Line Of Sight (LOS). The localization of the
robot relies on a 6 DOF electromagnetic sensor placed on the robot
base [35, 36, 167, 270].
the surgical robot is a bimanual SPRINT robot developed by
CRIM Lab, and designed for SILS procedures. The system comprises
two 6 DOF robotic arms with end-effectors, a stereoscopic camera
and a dedicate console to control the surgical robot (see Figure 25
on the preceding page) [180]. The surgeon follows the intervention
on a 3D monitor displaying the stereoscopic camera video stream,
while controlling both robotic arms through a couple of Sensable
Technologies® PHANTOM Omni® Haptic Devices equipped with cus-
tom handles (see Figure 25 on the previous page). Additionally, foot
pedals allow the surgeon to enable or disable each surgical robot
arm [210].
the robot master workstation receives the data from the hap-
tic interfaces controlled by the surgeon. These data serve as input
to compute the inverse kinenematics of the robot arms. Then, the
desired joints position and the end-effector state (gripper angle) are
sent to the robot control boards, and to the Computer Guidance Mod-
ule workstation. A software thread (one of the modules integrated)
of the computer guidance system, collects and decodes the data: al-
lowing the navigator to update the configuration of the joints of both
virtual robot arms. At the same time, the Computer Guidance Mod-
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(a) Panoramic view. (b) Robot view.
Figure 26: Working in passive modality, the Computer Guidance Module al-
lows to switch between a panoramic view (Figure 26a), and robot
view (Figure 26b).
ule, receiving the data tracked by the NDI® Aurora® System, up-
dates also the surgical robot position and orientation [35, 36].
4.2.2 navigation functionalities
The Computer Guidance Module provides intraoperative navigation
functionalities working in 3 different modalities: passive as a surgi-
cal navigator, assistive as a guide for the single port placement and
active as a tutor preventing unwanted collision during the interven-
tion [35, 36].
passive modality
The main purpose (passive modality) is to offer the surgeon a com-
plete view of the virtual surgical environment, including: the virtual
anatomy of the patient and the virtual bimanual robot, properly up-
dated (see Figure 26) [35, 36].
The enhanced visualization provided by the Computer Guidance
Module, aims to improve the surgical performance allowing: the
avoidance of visual occlusions, the change of the viewpoint, and the
quick consultation of intraoperative diagnostic exams [35, 36].
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(a) Loading planned insertion point. (b) Evaluating the robot workspace.
Figure 27: Working in assistive modality, the Computer Guidance Module
allows the loading of the planned insertion point (Figure 27a) in
order to optimize the single access port placement (Figure 27b).
assistive modality
The assistive modality can be used in the initial phase of the proce-
dure, during the single access port placement. The Computer Guid-
ance Module is able to set a mark on the virtual abdomen, showing
the optimal insertion point as decided with the preoperative planning
(see Figure 27). This funcionality eases and quickens this critical and
time-consuming process [35, 36, 60].
The optimal access port placement can be chosen using the ARAK-
NES Planning and Simulation Module, as described in Chapter 2.
This software, loading the patient virtual anatomy, allows the sim-
ulation of a robotic SILS procedure. Furthermore, it is possible to
change the position and the orientation of the single access port to
determine the optimal configuration of the bimanual surgical robot.
Finally, the surgeon can save the planned insertion point into a cus-
tom file. Subsequently, during the preparation of the surgical room,
this file can be loaded into the computer guidance system in order
to mark the optimal insertion point as decided with the preoperative
planning [35, 36, 148].
active modality
During the surgical intervention, the Computer Guidance Module
(working in active modality) may help to prevent unwanted colli-
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(a) Panoramic view. (b) Robot view.
Figure 28: Working in active modality, the Computer Guidance Module de-
tects collisions with critical anatomical structures. Unwanted
impacts are prevented alerting the surgeon with acoustic and
visual warnings, as the red signal on the bottom left corner in
Figure 28a and Figure 28b.
sions with delicate organs (e.g. vessels). When the system detects a
possible collision, visual and acoustic feedback are sent to the user.
These warnings alert the surgeon indicating that at least one part of
the robot is too close to a dangerous area, as depicted in Figure 28
[35, 36].
During the preparation of the surgical field, the surgeon select the
critical structures active for the collision detection [35, 36].
4.3 navigator technical description
The Computer Guidance Module is a software application developed
in C++ (on MS WIN 32 and 64 bit) relying on the following libraries:
the OpenSG® Portable Scenegraph System for the scenegraph man-
agement and visualization, the Nokia™ Qt™ libraries for the GUI and
networking functionalities, CollDet for collision detection algorithms,
and the MathWorks® MATLAB® Component Runtime for the regis-
tration algorithm [35, 36, 95, 165, 174, 228, 236, 251].
The application main window includes the 3D visualization of the
virtual scene and a control panel for the management of hardware
components and networking settings [35, 36].
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4.3.1 modeling the virtual scene
The virtual 3D anatomy of the patient is generated from medical
imaging datasets, as: CT or MRI. Then, these are processed using
a custom segmentation pipeline integrated in ITK-SNAP, allowing
the semiautomatic generation of the virtual 3D organs of the patient
[35, 36, 57, 148, 277].
Then, these high resolution 3D models are optimized to obtain a
good trade-off between computational load and visual quality with-
out losing specific anatomical details [35, 36, 148].
Afterwards, color information is added to the virtual models using
vertex coloring techniques, in order to enhance the realism of the
virtual organ surfaces [35, 36].
During the setup of the operating room, the patient specific anat- ANATOMY file
format.omy can be simply loaded on the Computer Guidance Module: se-
lecting the proper ANATOMY file (custom file format) [35, 36, 148].
Finally, the virtual bimanual surgical is automatically loaded dur-
ing the application startup. Additionally, the software is able to in-
tegrate any bimanual robot design using a configuration file. This ROBOT file format.
ROBOT file (custom file format) stores the description of the sur-
gical robot, including: the configuration and shape of each joint
[35, 36, 148].
4.3.2 patient registration
In order to provide a coherent information to the surgeon during
the intervention, the virtual anatomy and the 3D model of the robot
have to be aligned to the real ones. This can be done performing a
calibration by means of the electromagnetic tracking system.
Replicating in the 3D environment the same relationships of the
real scenario, is possible to obtain the coherence between the real
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and virtual scene. These relationships includes: the position and
orientation of the surgical robot and the real patient anatomy, in
respect to the tracking system reference frame.
The tracking device detects in real-time the position and the ori-
entation of the robot base, making possible to properly update the
virtual bimanual surgical robot in respect to the global reference
frame of the virtual scene.
The entire registration process can be performed through a spe-
cific panel of the GUI of the Computer Guidance Module that show
also the registration error [35, 36].
4.3.3 software implementation
The complete software system is a multithreaded application that
deals with 4 processes managing: the application GUI and graphic
rendering, the real time tracking, the Collision Detection (CD), and
the network communications (managed by one of the software mod-
ules integrated) [35, 36].
The application GUI, developed using the Nokia™ Qt™ framework,
includes an OpenGL® widget for the 3D rendering of the virtual
scene. Additionally, a side control panel enables the surgeon to hide
some virtual anatomies to resolve unwanted occlusions. Moreover,
the application menu allows the control of the network settings and
the management of the patient registration process. The virtual sce-
nario is managed using a 3D scenegraph, built upon the OpenSG®
libraries [35, 36, 165, 174, 215].
the real-time tracking process collecting the data from the
NDI® Aurora® System, updates the position and orientation of the
virtual robot base. This process is co-responsible of maintaining a
4.4 testing, evaluation and results 94
coherent correspondence between the virtual and the real bimanual
surgical robot [35, 36, 167].
the network communication manager process is one of the
software modules integrated. It receives the data from the Robot
Master Workstation, and updates the joint configuration of the vir-
tual bimanual surgical robot arms. The network data transmissions UDP
communications.are managed using the UDP protocol, guaranteeing low latency com-
munications, mandatory for the real time intraoperative navigation
[273]. The surgical robot data (joint angles and end-effector infor-
mation) are encapsulated in UDP datagrams, each storing 14 values:
6 for the angles of the joints, and 1 for the end-effector opening
angle, of each robot arm [273]. This process is co-responsible of
maintaining a coherent correspondence between the virtual and the
real bimanual surgical robot [35, 36].
the collision detection process continuously monitors if any
part of robot arms is approaching any of the critical structures of
the virtual anatomy selected by the surgeon. Whenever the risk of
impact is detected, the system alerts the surgeon with visual and
acoustic warning in order to prevent unwanted collisions. The pro-
cess relies on the CollDet libraries, which are fully compatible with
the OpenSG® scenegraph [35, 36, 174, 251].
4.4 testing, evaluation and results
This section presents the preliminary tests in order to evaluate the
Computer Guidance Module. The test sessions involved five sur-
geons from different specialties, rating the main functionalities of
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Figure 29: The system diagram of the Computer Guidance Module shows
the hardware-software architecture: including the communica-
tions with the hardware devices.
the navigator. The final results shows the overall accuracy of the
system, including also some technical considerations [35, 36].
4.4.1 test session setup
The Computer Guidance Module was tested on a Alienware M15x
laptop: Intel® Core™ i7 Processor 2.00GHz CPU with 6GB RAM and Hardware setup.
NVIDIA® GeForce® GTX 260M GPU, running a 64 bit Microsoft®
Windows 7® [8, 88, 140, 171].
The complete virtual patient anatomy was composed by about 89000
vertices and 180000 triangles, whereas the graphic process frame
rate is about 60 FPS [35, 36].
The software application requires about 200MB of RAM, depend-
ing on the virtual patient anatomy and on the number of critical
structures selected [35, 36].
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The network communications between the Robot Master Worksta-
tion and the Computer Guidance Module laptop, showed negligible
delays: lower than 10ms [35, 36].
4.4.2 navigation system evaluation
Preliminary test sessions have been performed by five expert sur-
geons from different specialties, in order to evaluate the usability
and efficacy of the Computer Guidance Module in terms of intraoper-
ative navigation accuracy and reliability of the communication proto-
cols (see Figure 30 on page 98) [35, 36].
The tests consisted in simulating a surgical procedure using the
bimanual surgical SPRINT robot and a silicone replica of a real pa-
tient abdominal anatomy embedded in a commercial mannequin: the
Phantom OGI [41, 180]. This synthetic anatomy has to be initially
registered in order to align the real scenario with the virtual envi-
ronment [35, 36].
Since cholecystectomy can be considered as sort of benchmark Benchmark
surgery.for innovative surgical procedures, as robotic surgery, it has been
chosen for the preliminary surgical simulation tests [30].
After the initial registration process, the optimal single access port
placement can be loaded from file: marking in this way the insertion
point chosen during the preoperative planning [35, 36, 148].
The simulated intervention tasks consisted in the gallbladder expo-
sure moving the liver using the robot left arm, while stretching the
gallbladder with the robot right arm in order to expose the cystohep-
atic triangle in order to allow the exclusion of the cystic artery and
the bile duct [35, 36].
At the end of the test sessions, five expert surgeons evaluated the
Computer Guidance Module: as illustrated in Table 3 [35, 36].
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Table 3: Evaluation of the surgical navigator by the group of surgeons: 1
(poor), 2 (acceptable), 3 (good), 4 (very good) and 5 (excellent).
Each black dot represents the score (1-5) given by a surgeon to the
associate functionality.
                  
1 2 3 4 5
System Usability      
External View      
Organ Transparency      
Port Placement Loading      
Organ Collision Warning      
4.4.3 test session results
During the test sessions, a registration accuracy of about 1.1mm was
obtained [35, 36].
Collision detection was tested manipulating the gallbladder and
trying to touch critical structures (e.g. pancreas, the abdominal
aorta and the portal vein). Approaching delicate organs, the Com-
puter Guidance Module activated visual and acoustic warnings to
notify the surgeon of the risk of unwanted collisions [35, 36].
The Computer Guidance Module evaluation by five expert surgeons,
is reported in Table 3: showing satisfying ratings for all the naviga-
tion system functionalities [35, 36].
4.5 final considerations
This chapter describes the development and integration of software
modules into the Computer Guidance Module of the ARAKNES sys-
tem. The navigator is based on patient specific data, and provides
several functionalities for intraoperative navigation and assistance
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Figure 30: An overview of the Computer Guidance Module during the test
session performed by five expert surgeons from different special-
ties. Table 3 summarizes the final results of the evaluation.
in robotic SILS interventions. The Computer Guidance Module has
been specifically designed for the bimanual surgical SPRINT robot
of the ARAKNES platform, even if the software architecture is able
to support any bimanual robot design [10, 35, 36, 148, 180].
The Computer Guidance Module showed good results in term of us-
ability and performance, whereas ensuring an acceptable registra-
tion accuracy [35, 36].
The preliminary tests consisted in simulating a cholecystectomy
on a synthetic anthropomorphic mannequin. The surgeon was able
to easily navigate into the patient anatomy relying on the virtual view
provided by the Computer Guidance Module (passive modality). Fur-
thermore, the system offers also: assistive functionalities to facili-
tate the single port placement, and active functionalities to preserve
the delicate organs from unwanted collisions during the intervention
[35, 36].
Future developments could improve the patient registration using
intraoperative imaging, as: intraoperative CT and MRI, or 3D rota-
tional angiography [35, 36].
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RESULTS AND CONCLUS IONS 5
However beautiful the strategy,
you should occasionally look at the results.
Sir Winston Leonard Spencer Churchill,
Nobel Prize in Literature in 1953.
This chapter illustrates the final results and conclusions of this re-
search. After a brief summary, a detailed description of the obtained
results is given. Finally, conclusive considerations are presented,
highlighting additional future developments.
5.1 summary
This research has involved the software development of patient spe-
cific systems to aid robotic surgery providing: virtual simulation, pre-
operative planning, and intraoperative assistance functionalities.
Chapter 1 has described the evolution of modern surgery: focusing
on the advent of Computer Assisted Surgery (CAS) and Minimally
Invasive Surgery (MIS), toward the revolution brought by the im-
plementation of the first surgical robots highlighting the role of the
innovative virtual surgery.
Thereafter, Chapter 2 presents the design and development of a
patient specific surgical simulator designed for an innovative biman-
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ual robot in the context of the ARAKNES project. The software archi-
tecture has been implemented to provide preoperative planning and
virtual surgical training functionalities. Furthermore, the system is
able to easily integrate any surgical bimanual robot design [148].
Additionally, in Chapter 3, this thesis propones a strategy to in-
tegrate biomechanical parameters into Mass-Spring-Damper models
(MSDm). This research aims to obtain a realistic behaviour of the
virtual dense organs of the 3D patient anatomy, during the interac-
tions occurred in virtual surgical training. Moreover, the proposed
approach is also able to model lesions inside the target virtual organs
[194].
Finally, Chapter 4 illustrates the integration of software module for
the development of a intraoperative guidance system for the biman-
ual surgical robot of the ARAKNES project. This versatile platform
assists the surgeon in the single port placement, as well as it pro-
vides surgical navigation functionalities. Besides these capabilities,
the software application is also able to prevent unwanted collisions
with critical anatomical structures, warning the surgeon using visual
and acoustic alerts.
5.2 results
This section illustrates the results obtained, summarizing the de-
tailed descriptions of: Subsection 2.6.1, Section 3.4, and Section
4.4.
The patient specific robotic surgical simulator, designed for the pre-
operative planning and virtual training of SILS robotic interventions,
has demonstrated encouraging results. During the preliminary test
session, the system has obtained satisfying ratings: resulting from
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the evaluation of a virtual cholecystectomy by five expert surgeons
from different specialties (see Table 1).
The algorithms and data structures developed for the integration of
biomechanical parameters into MSDm allows a realistic simulation
of the physical behaviour of the virtual dense organs composing the
3D patient anatomy. Preliminary tests have been performed to vi-
sually compare simulated local and global deformation against real
distortions. The strategy has demonstrated to be a good trade-off
between an accurate physical modeling and the approximation re-
quired for a real time dynamic simulation [194].
The intraoperative guidance system for SILS robotic procedures, de-
signed for the bimanual SPRINT robot of the ARAKNES platform,
showed good results in term of usability and performance, ensuring
also an acceptable registration accuracy. The preliminary test ses-
sions, performed by five expert surgeons from different specialties,
resulted in a satisfying evaluation for all the navigation system func-
tionalities: as reported by the scores in Table 3.
5.3 conclusions
This thesis has presented various contributions for computer assis-
ted robotic surgery, as introduced in Subsection 1.7.2.
The novel patient specific interactive surgical simulator for robotic
virtual surgery, allowing preoperative planning and surgical train-
ing, enhances surgical robotics: easing the understanding of these
innovative surgical devices, and overcoming the difficulties in the ar-
rangement of the various robot parts. In the future the complexity
of the mechanical design of surgical robots will increase, hopefully
together with their effectiveness. Therefore, it is of paramount im-
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portance to provide the surgeon with the most advanced computer
systems, in order to facilitate the integration of such sophisticated
surgical robots in the clinical practice.
Additionally, the virtual surgery simulation for these innovative ro-
botic devices, has to provide patient specific virtual 3D anatomies,
realistic in term of visual and physical representations. The au-
tomatic strategy developed to integrate biomechanical parameters
into spring networks, enhances the patient specific interactive simu-
lation allowing: the realistic behaviour of soft tissues, and the model-
ing of lesions. Results an improved surgical simulation, able to bring
the surgical training to the next level: with the extensive usage of
virtual reality systems.
Finally, the intraoperative assistance system provides advanced
computer guidance functionalities, as: aiding the single port place-
ment in passive modality, supporting the surgical intervention with
navigation capabilities in assistive modality, and preventing danger-
ous collisions with critical delicate organs in active modality. This
navigator, integrated in a surgical robotic platform represent the sys-
tem design of the future: coupling a complex mechanical device with
an advanced computer guidance software.
The work done in this thesis sets the fundations for the future of
robotic interventions. Surgical robots of tomorrow will be more com-
plex and efficient from a mechanical point of view.
This thesis demonstrates that surgical robotics will be improved
also by an optimal usage of medical images inside software systems.
These allow to plan in detail each surgical intervention exploiting
virtual surgery simulation based on patient specific biomechanical
parameters. Additionally, the advanced functionalities provided en-
able the surgical robot to assist the surgeon, taking advantage of the
knowledge of the virtual patient anatomy.
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