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Abstract
A necessary and su/cient condition for a tree to be a Sch0utzenberger graph of a 2nite inverse
monoid presentation is established. This condition is shown to be decidable for an arbitrary
rational tree (being rational is a known necessary condition). It is also proved that it is decidable
whether or not an arbitrary rational tree is a Sch0utzenberger graph of some inverse monoid
presentation. c© 2001 Elsevier Science B.V. All rights reserved.
MSC: 20M18; 20M35; 68R10
1. Introduction
Sch0utzenberger graphs play in inverse monoid theory a role similar to the one
played by Cayley graphs in group theory. A single graph is enough to encode the whole
structure of a group, but an arbitrary inverse monoid demands a whole collection of
Sch0utzenberger graphs for the same purpose, as many as the number of its D-classes.
The problem of characterizing those graphs which qualify as Cayley graphs of groups
has been studied for many years and a certain number of results has been obtained [2].
Similar problems for Sch0utzenberger graphs of inverse monoids can be traced back to
a paper by Margolis and Meakin [6], where they introduce a necessary and su/cient
condition for a tree to be a Sch0utzenberger graph for some idempotent-pure inverse
monoid presentation and they show that
• there exist rational trees which are not Sch0utzenberger graphs for any idempotent-pure
inverse monoid presentation;
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• there exist Sch0utzenberger graphs of 2nitely generated idempotent-pure inverse
monoid presentations which are not Sch0utzenberger graphs for any 2nite idempotent-
pure inverse monoid presentation.
In this same paper, they proposed the problem of determining necessary and suf-
2cient conditions for a (rational) tree to be a Sch0utzenberger graph for some 2nite
idempotent-pure inverse monoid presentation. Similar problems for arbitrary graphs
were tackled by Cowan and Reilly (the 2nite case) [3] and Ruyle (the general case)
[11]. Related results can be also found in [9].
The main aim of this paper is to establish a necessary and su/cient condition for
a tree to be a Sch0utzenberger graph for some 2nite inverse monoid presentation, and
to show that this condition is decidable for an arbitrary rational tree (by Margolis
and Meakin [7], being rational is a known necessary condition). We also show that the
condition introduced by Margolis and Meakin for arbitrary inverse monoid presentations
(existence of a 2nite test tree) is decidable for rational trees.
We remark also that all presentations involved may be assumed to be idempotent-pure.
The study of 2nite idempotent-pure inverse monoid presentations has produced al-
ready several positive decidability results [1,7,12,13] and can be considered a relatively
friendly environment in the context of combinatorial inverse semigroup theory.
2. Automata
We start by introducing some basic terminology and results from automata theory.
For further information, the reader is referred to [4]. Let X be a 2nite set, denoted
usually in this context by alphabet. The free monoid on X is denoted by X ∗ and we
de2ne an X -language to be a subset of X ∗. The empty word is denoted by 1. Given
u; v ∈ X ∗, we say that v is a factor (resp. pre3x, su5x) of u if u= avb (resp. u= vb,
u = av) for some a; b ∈ X ∗. An X -language is pre3x-closed (resp. su5x-closed) if it
contains all the pre2xes (resp. su/xes) of its words. Given u ∈ X ∗, we de2ne u˜ to be
1 if u = 1 and xn : : : x1 if u = x1 : : : xn (xj ∈ X ). If L ⊆ X ∗, we write L˜ = {u˜; u ∈ L}
and refer to L˜ as the reversion of L.
An X -graph is an ordered pair of the form  = (V; E), where V is a nonempty set
and E ⊆ V × X × V . We call the elements of V () = V vertices and the elements of
E() = E edges. An X -graph  = (V; E) is said to be
• 3nite if V is 2nite;
• deterministic if (p; x; q); (p; x; q′) ∈ E ⇒ q= q′;
• complete if ∀p ∈ V ∀x ∈ X ∃q ∈ V : (p; x; q) ∈ E.
A sequence of the form
q0
x1→q1 x2→· · · xn→qn (1)
is said to be a path in  if (qj−1; xj; qj) ∈ E for every j ∈ {1; : : : ; n}. The word x1 : : : xn
is the label of the path. If n= 0, the path is trivial. If qn = q0, we call it a loop.
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The direct product  × ′ of two X -graphs  and ′ is de2ned by V ( × ′) =
V ()× V (′) and
E( × ′) = {((p; q); x; (p′; q′)) : (p; x; p′) ∈ E(); (q; x; q′) ∈ E()}:
An X -automaton is a triple of the form A = (i; ; T ), where  is an X -graph,
i ∈ V () and T ⊆ V (). Two automata (graphs) are isomorphic if they are the same
up to the naming of the vertices. Let A = (i; ; T ) be an X -automaton. We say that
A is 2nite (resp. deterministic, complete) if  is 2nite (resp. deterministic, complete).
A path in A is a path in . A path of the form (1) is said to be successful if q0 = i
and qn ∈ T . The set of all labels of successful paths in A is the language recognized
by A and is denoted by L(A). A vertex p ∈ V is said to be accessible if there exists
a path i → p. Dually, p is coaccessible if there exists a path of the form p→ t ∈ T .
We say that A is trim if every vertex is both accessible and coaccessible.
Proposition 2.1 (Eilenberg [4]). Let A be a 3nite X -automaton and let L= L(A).
(i) We can e9ectively construct an X-automaton A′ recognizing L such that A′ is
deterministic and complete.
(ii) Up to isomorphism; there exists a unique deterministic X-automaton A′′ recog-
nizing L with minimum number of vertices. Moreover; A′′ is trim and e9ectively
constructible from A.
The automaton A′′ is said to be the minimum automaton of L.
Let X be a 2nite alphabet. An X -language L is said to be rational if L= L(A) for
some 2nite X -automaton A. The terminology rational follows from a famous theorem
by Kleene, that establishes an alternative characterization in terms of the so-called
rational operators. We denote the set of all rational X -languages by Rat X .
Proposition 2.2 (Eilenberg [4]). Let X be a 3nite alphabet.
(i) Rat X is closed for union; intersection; complement; product and reversion; and
all constructions are e9ective.
(ii) If L; L′ ∈ Rat X are given explicitly; it is decidable whether or not L ⊆ L′.
Let A=(i; ; T ) be a 2nite X -automaton and assume that L(A) = ∅. The trim part
of A is the X -automaton tr(A) = (i; ′; T ′) de2ned as follows:
• V (′) consists of all the vertices simultaneously accessible and coaccessible of A;
• E(′) consists of all the edges of A having their endpoints in V (′);
• T ′ = V (′) ∩ T .
Since L(A) = ∅, we have V (′) = ∅. The proof of the next result is an easy
exercise.
Proposition 2.3. Let A be a 3nite X -automaton such that L(A) = ∅.
(i) tr(A) is trim.
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(ii) L(tr(A)) = L(A).
(iii) If A is deterministic; then tr(A) is deterministic.
The direct product of two X -automata A= (i; ; T ) and A′ = (i′; ′; T ′) is de2ned
by
A×A′ = ((i; i′);  × ′; T × T ′):
Proposition 2.4 (Eilenberg [4]). Let A and B be 3nite X -automata. Then
L(A×B) = L(A) ∩ L(B):
Moreover; A and B deterministic imply A×B deterministic.
Proposition 2.5. Let A and B be 3nite X -automata. Then we can e9ectively con-
struct a 3nite deterministic X-graph  and e9ectively determine i ∈ V () and S; T ⊆
V () such that L(i; ; S) = L(A) and L(i; ; T ) = L(B).
Proof. By Proposition 2.1(i), we may assume that A=(i1; 1; T1) and B=(i2; 2; T2)
are both deterministic and complete. By Proposition 2.4, =1 ×2 is an eJectively
constructible 2nite deterministic X -graph. Take i = (i1; i2), S = T1 × V (2) and T =
V (1)×T2. Completeness yields L(i2; 2; V (2))=X ∗ and so L(i; ; S)=L(A)∩X ∗=
L(A) by Proposition 2.4. Similarly, L(i; ; T ) = L(B).
From now on we assume that KX is an alphabet of the form X ∪ X−1, where X is a
2nite alphabet and X−1 is a set of formal inverses of X . We de2ne an involution on
KX
∗
by
(x−1)−1 = x; (y1 : : : yn)−1 = y−1n : : : y
−1
1
for x ∈ X and y1; : : : ; yn ∈ KX . The reduction map  : KX ∗ → KX ∗ assigns to every word
w ∈ KX ∗ the (unique) word obtained from w by successively deleting from it all the
factors of the form yy−1, with y ∈ KX . We note that
Proposition 2.6. Let L ∈ Rat KX . Then
(i) L−1 ∈ Rat KX ;
(ii) L∈Rat KX .
Both constructions are e9ective.
The proof of (i) is a simple exercise, and (ii) can be deduced from Benois’ Theorem
on rational free group languages—for a proof, see [7]. We say that an KX -language L
is reduced if L ⊆ KX ∗.
An KX -automaton A= (i; ; T ) is said to be inverse if
(i) A is trim and deterministic;
(ii) |T |= 1;
(iii) ∀p; q ∈ V () ∀y ∈ KX (p; y; q) ∈ E()⇒ (q; y−1; p) ∈ E().
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In view of (ii), it is common to replace T by its unique element. Let A=(i; ; t) be an
inverse KX -automaton. We say that A is a tree automaton if, when we consider only
edges labelled by elements of X , the underlying undirected graph is a tree. Equivalently,
the empty word 1 is the unique reduced word labelling a loop in A. A path in
A of the form i w→q is a geodesic if w has minimum length among all the words
labelling paths from i to q in A. We may also refer to w as a geodesic (word)
itself. It is easy to see that geodesics in a tree automaton are uniquely determined. A
rational tree is the underlying graph of a tree automaton with a rational set of geodesic
words.
The next result follows from the fact that every inverse automaton is a minimum
automaton.
Proposition 2.7 (Margolis and Meakin [7]). Given inverse KX -automata A and B; the
following conditions are equivalent:
(i) A ∼= B;
(ii) L(A) = L(B).
3. Inverse monoids
Next, we introduce some basic tools from combinatorial inverse semigroup theory.
The reader is referred to [5] for general semigroup theory and for [10] for inverse
monoids.
Let M be a monoid. A relation R on M is assumed to be a subset R ⊆ M × M .
The congruence on M generated by R is denoted by R]. Given a congruence  on M
and a ∈ M , we denote by a the congruence class of a.
The monoid M is said to be inverse if
∀u ∈ M; ∃!u−1 ∈ M : uu−1u= u and u−1uu−1 = u−1:
The semilattice of idempotents of an inverse monoid M is denoted by E(M).
The free inverse monoid on X is de2ned as the quotient KX
∗
=, where
= ({(uu−1u; u) : u ∈ KX ∗} ∪ {(uu−1vv−1; vv−1uu−1) : u; v ∈ KX ∗})]:
The congruence  is known as the Vagner congruence on KX
∗
and we denote the free
inverse monoid on X by FIM (X ).
For every w ∈ KX ∗, we de2ne
MT(w) = {u: u is a pre2x of w}:
Clearly, MT(w) is a 2nite pre2x-closed reduced KX -language. The inverse tree auto-
maton induced by MT(w) when we take 1 and w as initial and terminal vertices is
called the Munn tree of w.
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Example 3.1. The Munn tree of x−1xyx−1xyy−1x−1 is
where we omit the (dual) edges labelled by elements of X−1.
Munn trees play an essential role in the study of the free inverse monoid:
Proposition 3.2 (Munn [8]). For all u; v ∈ KX ∗;
uv ⇔ MT (u) =MT (v) and u= v:
A presentation of inverse monoids is a formal expression of the form Inv〈X ;R〉,
where X is a nonempty set and R is a relation on KX
∗
. If X and R are both 2nite,
the presentation is said to be 2nite. The quotient KX
∗
=( ∪ R)] is the inverse monoid
de2ned by this presentation. It is a well-known fact that every inverse monoid can be
de2ned by a presentation.
Let Inv〈X ;R〉 be an inverse monoid presentation and let =(∪R)]. We can associate
to every w ∈ KX ∗ an inverse KX -automaton S(X; R; w) in a natural way.
The set of vertices is the R-class of w; (ww−1) is the initial vertex and w the
terminal one. Finally, the edges consist of all the triples of the form (u; y; v) with
u; v ∈ Rw, y ∈ KX and v= u(y).
We say that S(X; R; w) is the Sch@utzenberger automaton of w relative to the presen-
tation Inv〈X ;R〉. Note that this de2nition has great analogy to the de2nition of Cayley
graph for a group presentation. The restriction of the vertex set to a single R-class is
designed to ensure that the Sch0utzenberger automaton is inverse. The relevance of the
Sch0utzenberger automata for the study of inverse monoid presentations is clear from
the following results.
Proposition 3.3 (Stephen [14]).
L(S(X; R; w)) = {u ∈ KX ∗: (ww−1u)= w}:
Proposition 3.4 (Stephen [14]). Given u; v ∈ KX ∗; the following conditions are equivalent:
(i) u= v;
(ii) S(X; R; u) ∼=S(X; R; v).
(iii) L(S(X; R; u)) = L(S(X; R; v)).
A word e ∈ KX ∗ is called a Dyck word if e= 1. It follows easily from Proposition
3.2 that
e∈E(FIM (X )) ⇔ e= 1
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for every e ∈ KX ∗. An inverse monoid presentation Inv〈X ;R〉 is called idempotent-pure
if R ⊆ (1−1)× (1−1). In this case, 1−1 is saturated by the induced congruence .
Let Inv〈X ;R〉 be an idempotent-pure inverse monoid presentation. For every w ∈
KX
∗
; S(X; R; w) is a tree automaton [7]. Next, we establish some sort of converse for
this result.
In this paper, we deal with the problem of determining which trees arise as Sch0utzen-
berger graphs of (2nite) inverse monoid presentations. The position of the initial and
terminal vertices is irrelevant, since diJerent choices correspond merely to diJerent
elements in a same D-class. Since every tree is determined by its geodesics, we are
led to the following de2nition.
For every pre2x-closed reduced KX -language L, we denote by (L) the inverse tree
having L as its full set of geodesics. We say that L is associated (resp. F-associated)
if (L) is, up to isomorphism, a Sch0utzenberger graph for some inverse monoid pre-
sentation (resp. 2nite inverse monoid presentation).
Proposition 3.5. Let L be a pre3x-closed reduced KX -language.
(i) If L is associated then (L) is a Sch@utzenberger graph for some idempotent-pure
inverse monoid presentation.
(ii) If L is F-associated then (L) is a Sch@utzenberger graph for some 3nite idem-
potent-pure inverse monoid presentation.
Proof. Given an inverse monoid presentation Inv〈X ;R〉, we de2ne an idempotent-pure
inverse monoid presentation Inv〈X ;R′〉 by
R′ = {(ug−1; vg−1): (u; v) ∈ R; u= v= g}:
Clearly, R′ is 2nite if R is 2nite. Let w ∈ KX ∗ and assume that S(X; R; w) is a tree. We
want to show that S(X; R; w) ∼= S(X; R′; w). By Proposition 2.7, this is equivalent to
L(S(X; R; w))=L(S(X; R′; w)). Write =(∪R)] and ′=(∪R′)]. By Proposition 3.3,
our equality reduces to
{u ∈ KX ∗ | (ww−1u)= w}= {u ∈ KX ∗ | (ww−1u)′ = w′}:
Thus it is enough to show that
uw ⇔ u′w
for every u ∈ KX ∗. Since the inclusion ′ ⊆  is immediate, the converse implication
holds. To prove the direct one, assume that u w. Since  = ( ∪ R)], there exist
v0; : : : ; vn ∈ KX ∗ such that
v0 = w; vn = u;
∀j ∈ {1; : : : ; n} ∃aj; bj ∈ KX ∗ ∃(pj; qj) ∈  ∪ R : {vj−1; vj}= {ajpjbj; ajqjbj}:
Suppose that w = vj for some j ∈ {1; : : : ; n}. Since w = vj, we have w; vj ∈
L(S(X; R; w)) by Proposition 3.3. Thus wv−1j labels a loop in S(X; R; w), and since
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S(X; R; w) is inverse, so does (wv−1j ), a nonempty reduced word. Since this contradicts
S(X; R; w) being a tree automaton, we must have w= vj for every j ∈ {1; : : : ; n}.
Next we show that vj−1 ′ vj for every j ∈ {1; : : : ; n}. The case (pj; qj) ∈  being
trivial, we assume that (pj; qj) ∈ R. Since vj−1=w=vj, it follows that (a−1j vj−1b−1j )=
(a−1j vjb
−1
j ), that is, pj = qj. Let g = pj. We have (pjg
−1; qjg−1) ∈ R′ and so
(ajpjg−1gbj) ′ (ajqjg−1gbj). It follows easily from Proposition 3.2 that (pjg−1g)pj
and (qjg−1g) qj, hence vj−1 ′ vj and it follows that w ′ u as required.
In view of Propositions 3.3 and 3.5, it is not di/cult to give an abstract characteri-
zation of associated KX -languages in terms of a speci2c idempotent-pure presentation.
Proposition 3.6 (Margolis and Meakin [7]). Let L be a pre3x-closed reduced KX -
language and let Inv〈X ;R〉 be an idempotent-pure inverse monoid presentation. Then
(L) is a Sch@utzenberger graph of Inv〈X ;R〉 if and only if there exists e ∈ 1−1 such
that
L= {w ∈ KX ∗ : (eww−1)= e}:
In [6], Margolis and Meakin established a necessary and su/cient condition for a
pre2x-closed reduced KX -language to be associated (to an idempotent-pure presentation),
the 3nite test tree condition:
Proposition 3.7 (Margolis and Meakin [6]). Let L be a pre3x-closed reduced KX -
language. Then L is associated if and only if there exists some 3nite (pre3x-closed)
L0 ⊆ L such that
(wL0) ⊆ L ⇔ (wL) ⊆ L
for every w ∈ KX ∗.
The terminology “2nite test tree” is due to the following alternative description:
existence of a 2nite tree T such that, for every p ∈ V ((L)),  embeds in  at p if
and only if T embeds in  at p.
For k ¿ 0, let
Rk = {u ∈ KX ∗: |u|6 k}:
Without loss of generality, we may assume that the 2nite test tree L0 is of the form
L∩ Rk for some k ¿ 0. We can consider a graphic representation of L by means of a
tree directed downwards with the root 1 on top, and the usual (connected) graph metric
where the distance between two vertices is the length of the shortest path connecting
them. Then L has a 2nite test tree if and only if there exists some k ¿ 0 such that:
whenever the k-neighbourhood of 1 embeds in L at a vertex v, the full tree embeds in
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L at the vertex v.
Note that when we say “embedding” we admit that a branch directed, say, downwards
may be mapped to a branch directed upwards or whatsoever.
To study F-associated languages, it will be convenient to introduce Stephen’s se-
quences. Let Inv〈X ;R〉 be a 2nite idempotent-pure inverse monoid presentation. By
Margolis and Meakin [7], we may assume that
∀(e; f) ∈ R; MT(e) ⊂ MT(f) ∧ |MT(f)|= |MT(e)|+ 1: (2)
Let w ∈ KX ∗. We de2ne a sequence (Sm(w))m of KX -languages as follows. Let S1(w) =
MT(w). For every m¿ 1, let
Sm+1(w) = Sm(w)∪
(⋃
{(a ·MT(f)): a ∈ KX ∗;
(e; f) ∈ R; (a ·MT(e)) ⊆ Sm(w)}
)
:
Informally, Sm+1(w) is the union of the trees obtained from Sm(w) by a single appli-
cation of a single relation of R.
Proposition 3.8 (Margolis and Meakin [7]). (i) For every m ¿ 1; Sm(w) is a 3nite
pre3x-closed reduced KX -language.
(ii)
⋃
m¿1 Sm(w) is the set of geodesics of S(X; R; w).
(iii)
⋃
m¿1 Sm(w) ∈ Rat KX .
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4. Associated languages
We start by proving a decidability result for arbitrary 2nite deterministic automata.
Lemma 4.1. Let A = (i; ; T ) be a 3nite deterministic X -automaton and let ’ :
V () → Rat X be a mapping. Then it is decidable whether or not there exists a
collection {Fp: p ∈ V ()} such that
(i) Fp is a 3nite subset of p’ for every p ∈ V ();
(ii) L(A) ⊆ ⋃p∈V () L(i; ; p)Fp.
Proof. Since T is 2nite and a 2nite union of 2nite sets is still a 2nite set, we may
assume that T = {t}. We may also assume that L(A) = ∅.
Next, we show that the existence of a collection for A and ’ is equivalent to the
existence of a collection for tr(A) and ’′, where ’′ denotes the restriction of ’ to
V (tr(A)). Since tr(A) is still a 2nite deterministic X -automaton with a single terminal
vertex, this will allow us to assume that A is trim in the remaining part of the proof.
Assume 2rst that there exists a collection {Fp: p ∈ V ()} satisfying (i) and (ii) for
A and ’. It is immediate that the collection {Fp: p ∈ V (tr(A))} satis2es (i) and (ii)
for tr(A) and ’′. Conversely, given a collection {Fp: p ∈ V (tr(A))} satisfying (i)
and (ii) for tr(A) and ’′, we may de2ne Fp= ∅ for every p ∈ V ()−V (tr(A)) and
obtain a suitable collection for A and ’.
Therefore we assume that A is trim. An obvious necessary condition for the exis-
tence of our collection is the inclusion
L(A) ⊆
⋃
p∈V ()
L(i; ; p)(p’): (3)
By Proposition 2.2, we can decide whether or not (3) holds, thus we shall assume its
validity throughout this proof.
We write A˜= (t; ˜; i), where ˜ is de2ned by V (˜) = V () and
E(˜) = {(q; x; p) ∈ V (˜)× X × V (˜) : (p; x; q) ∈ E()}:
Clearly, L(A˜) = ]L(A). In view of Propositions 2:1(i) and 2:2(i), we can eJectively
construct 2nite deterministic complete automata Bq = (iq; q; Tq) such that L(Bq) =
X ∗ − q˜’ for every q ∈ V (). Let
C = A˜× ((q∈V ()Bq) :
We write
V = {(r; (pq)q∈V ()) ∈ V (C) :pr ∈ Tr}
and we de2ne an X -graph * by V (*)=V and E(*)=E(C)∩ (V ×X ×V ). Clearly,
* is an eJectively constructible 2nite X -graph. Let N = |V |. We are going to show
that the two following conditions are equivalent:
P.V. Silva / Journal of Pure and Applied Algebra 165 (2001) 307–335 317
(A) there exists no collection {Fp: p ∈ V ()} satisfying conditions (i) and (ii);
(B) there exists a path in * of the form
(t; (iq)q) = (r0; (p(0)q )q)
x1→ (r1; (p(1)q )q) x2→· · · xN→(rN ; (p(N )q )q):
Since condition (B) is clearly decidable, the lemma will follow from this equivalence.
Assume 2rst that (B) does not hold. For every p ∈ V (), let
Fp = {u ∈ p’: |u|6 N}:
Clearly, condition (i) is satis2ed by this collection. To show that (A) does not hold, it
su/ces to show that condition (ii) is also satis2ed. Let u ∈ L(A), say u=xk : : : x1, with
x1; : : : ; xk ∈ X . If k 6 N , then (3) implies that u ∈
⋃
p∈V () L(i; ; p)Fp, therefore we
may assume that k ¿N . There exists a path in A of the form
i = rk
xk→rk−1 xk−1−→· · · x1→r0 = t:
Since the automata Bq are all complete, it follows that there exists in C a path of the
form
(t; (iq)q) = (r0; (p(0)q )q)
x1→(r1; (p(1)q )q) x2→· · · xk→(rk ; (p(k)q )q):
Since (B) does not hold, we must have (rj; (p
( j)
q )q) ∈ V for some j ∈ {0; : : : ; N}. Hence
p( j)rj ∈ Trj and, since Brj is deterministic, we obtain x1 : : : xj ∈ L(Brj)=X ∗− r˜j’: Thus
x1 : : : xj ∈ r˜j’ and so xj : : : x1 ∈ rj’. Since j 6 N , it follows that xj : : : x1 ∈ Frj . Thus
u = (xk : : : xj+1)(xj : : : x1) ∈ L(i; ; rj)Frj and condition (ii) is satis2ed. Therefore (A)
does not hold.
Assume now that (B) holds. Let k ¿ 0. For every p ∈ V (), let
Fp = {u ∈ p’: |u|6 k}:
Since k is arbitrary, to show that (A) holds we only have to show that L(A) *⋃
p∈V () L(i; ; p)Fp. Since N = |V |, there exist j; l ∈ {0; : : : ; N} such that j¡ l and
(rj; (p
( j)
q )q) = (rl; (p
(l)
q )q). It follows that there exists in * a path of the form
(t; (iq)q) = (r0; (p(0)q )q)
x1→(r1; (p(1)q )q) x2→· · · xk→(rk ; (p(k)q )q): (4)
Let u= xk : : : x1. By de2nition of A˜, there exists in A a path of the form rk
u→r0 = t.
Since A is trim, there exists a path in A of the form i v→rk . Hence vu ∈ L(A). Suppose
that vu ∈ L(i; ; s)Fs for some s ∈ V (). Since |u|= k and A is deterministic, we may
write u= u′u′′ with u′ ∈ L(rk ; ; s) and u′′ ∈ Fs ⊆ s’. Now we have u′′ = xm : : : x1 for
some m6 k, hence rm = s and
u˜′′ = x1 : : : xm ∈ s˜’: (5)
On the other hand, since (4) is a path in *, we have p(m)s = p
(m)
rm ∈ Trm = Ts. Since
is
u˜′′→p(m)s
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is a path in Bs, it follows that
u˜′′ ∈ L(Bs) = X ∗ − s˜’;
contradicting (5). Thus L(A)*
⋃
p∈V () L(i; ; p)Fp and so (A) holds.
In fact, it follows from the proof above that, to check if an adequate collection
{Fp: p ∈ V ()} exists, we only need to test the collection de2ned by Fp = {u ∈
p’: |u|6 N} (p ∈ V ()).
The next lemma provides most of the technical work we need for the main result
of this section.
Lemma 4.2. Let  be a 3nite deterministic KX -graph. Let A = L(i; ; S) and B =
L(i; ; T ) be such that (A KX
∗
) ∩ ( KX ∗) ⊆ A ⊆ KX ∗ and ∅ = B ⊆ KX ∗. Then it is
decidable whether or not B= (AF) for some 3nite su5x-closed F ⊆ KX ∗.
Proof. Let C = {u ∈ KX ∗ : (Au) ⊆ B}. Given u ∈ KX ∗, we have that
u ∈ C⇔ (Au) ∩ ( KX ∗− B) = ∅
⇔@((Au) ∩ ( KX ∗− B) = ∅)
⇔@(u ∈ (A−1( KX ∗− B)))
⇔ u ∈ KX ∗− (A−1( KX ∗− B));
thus C = KX
∗
− (A−1( KX ∗− B)) is an eJectively constructible rational KX -language by
Propositions 2:2(i) and 2:6. Let D= C − KX ∗( KX ∗ − C). The language D consists of all
words in C such that all their su/xes are contained in C. Again, this is an eJectively
constructible rational KX -language. If there exists a language F satisfying the required
conditions, then we must have
F ⊆ D: (6)
An obvious necessary condition for the existence of such F is to have
B= (AD): (7)
Since the validity of this equality can be easily veri2ed by Propositions 2:2 and 2:6(ii),
we shall assume that (7) holds. In particular, since B = ∅ and D is su/x-closed, we
get
1 ∈ D; A ⊆ B; S ⊆ T: (8)
Let ′ be the graph obtained from  by identifying all the vertices of S onto a single
vertex s′ and removing all edges with s′ as origin. Clearly, ′ is a 2nite deterministic
graph. Let i′ ∈ V (′) correspond to i and let T ′ ⊆ V (′) correspond to T . We de2ne
A′ = L(i′; ′; s′) and B′ = L(i′; ′; T ′). Note that A′ ⊆ A and B′ ⊆ B. Next we show
that B= (AF) for some 2nite su/x-closed F ⊆ KX ∗ if and only if
B′ ⊆ (A′F ′) for some 2nite F ′ ⊆ D: (9)
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Suppose that B = (AF) for some 2nite su/x-closed F ⊆ KX ∗. Let F ′ = F . By the
remark involving (6), we must have F ′ ⊆ D. Let u ∈ B′. Then there exists a path in
′ of the form
i′ = p′0
x1→p′1 x2→· · · xk→p′k ∈ T ′ (10)
with x1 : : : xk = u. By (8), we have 1 ∈ D and so we may assume that u ∈ A′. Thus
s′ ∈ {p′0; : : : ; p′k} and we can view (10) as a successful path in (i; ; T ). Thus u ∈ B
and, by hypothesis, u= (af) for some a ∈ A and f ∈ F . We may assume that |a| is
minimum. We show that a ∈ A′. Let
i = q0
y1→q1 y2→· · · ym→qm ∈ S
be a path in  with y1 : : : ym = a. It is easy to see that a ∈ A′ if and only if
{q0; : : : ; qm−1}∩S=∅. Since (A KX ∗)∩( KX ∗) ⊆ A ⊆ KX ∗, we have {q0; : : : ; qm−1}∩S=∅ if
and only if qm−1 ∈ S. Suppose that qm−1 ∈ S. Thus a′=y1 : : : ym−1 ∈ A. If (af)=af,
then u ∈ (A KX ∗)∩ ( KX ∗) ⊆ A, a contradiction, therefore we may assume that f=y−1m f′
with f′ ∈ KX ∗. Since F is su/x-closed, we have f′ ∈ F and so we obtain u=(a′f′)
with a′ ∈ A, f′ ∈ F and |a′|¡ |a|, also a contradiction. Thus qm−1 ∈ S and so a ∈ A′.
Therefore B′ ⊆ (A′F)= (A′F ′).
Conversely, assume that B′ ⊆ (A′F ′) for some 2nite F ′ ⊆ D. Let F be the set of all
su/xes of words in F ′. Since D is su/x-closed, we have F ⊆ D and so (AF) ⊆ B.
Let b ∈ B. Since B = ∅, we have also B′ = ∅. Now B′ ⊆ (A′F ′) yields F ′ = ∅ and so
1 ∈ F . Thus we may assume, without loss of generality, that b ∈ A. By the condition
(A KX
∗
) ∩ ( KX ∗) ⊆ A, no vertex of S lies on the successful path of (i; ; T ) labelled by
b. Hence b ∈ B′ ⊆ (A′F ′) ⊆ (AF) and thus B= (AF) as required.
We must now prove that condition (9) is decidable. Clearly, a necessary condition
for the existence of such F ′ is to have
B′ ⊆ (A′D): (11)
Since the validity of this inclusion can be easily veri2ed by Propositions 2:2 and 2:6(ii),
we shall assume that (11) holds. We must also introduce further notation. Let V denote
the set of accessible vertices of (i′; ′; T ′). For every t ∈ T ′ − {s′}, let
Et = {(p; u) ∈ V × KX ∗ : u ∈ L(p;′; t) ∩ (L(p;′; s′)D)}:
We show that (9) holds if and only if, for all t ∈ T ′ − {s′} and p ∈ V , there exists a
2nite subset G of Et such that
(p; u) ∈ Et ⇒ ∃p v→q path in ′ and (q; w) ∈ G with u= vw: (12)
Assume that (9) holds and let t ∈ T ′ − {s′}, p ∈ V . Let m be the length of the
longest word in F ′. We de2ne
G = {(q; w) ∈ Et : q ∈ V; |w|6 m}:
Trivially, G is a 2nite subset of Et . Let (p; u) ∈ Et . We may assume that |u|¿m.
Then there exists in ′ a path of the form p u→t. Since p is accessible from i′, we
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may choose w ∈ L(i′; ′; p). Then we have wu ∈ B′ ⊆ (A′F ′) and so wu= (af) for
some a ∈ A′ and f ∈ F ′. We may write a= zg, f=g−1f′ for some g ∈ KX ∗ such that
wu= zf′. Since |f′|6 m¡ |u|, it follows that u= vf′ and z = wv for some v ∈ KX ∗.
We have v ∈ L(p;′; q) for some q ∈ V . Hence
f′ ∈ L(q; ′; t): (13)
Since zg=a ∈ L(i′; ′; s′) and z=wv ∈ L(i′; ′; q), it follows that g ∈ L(q; ′; s′). Since
f ∈ F ′ ⊆ D, we obtain
f′ = (gf)∈ (L(q; ′; s′)D):
Together with (13), this yields (q; f′) ∈ Et and so (q; f′) ∈ G. Thus (12) holds.
Conversely, assume that for all t ∈ T ′ − {s′} and p ∈ V there exists a 2nite subset
G(p; t) of Et satisfying (12). For every (q; g) ∈ G(p; t), we 2x g1 ∈ L(q; ′; s′) and
g2 ∈ D such that g= (g1g2). We de2ne
F ′ = {1} ∪ {g2 : (q; g) ∈ G(p; t) for some p; q ∈ V and t ∈ T ′ − {s′}}:
Clearly, F ′ is a 2nite subset of D. We show that B′ ⊆ (A′F ′). Let b ∈ B′. Since
1 ∈ F ′, we may assume that b ∈ A′. By (11), we have b= (ad) for some a ∈ A′ and
d ∈ D. We may write a=uv, d=v−1w with b=uw. We have u ∈ L(i′; ′; p) for some
p ∈ V . Thus v ∈ L(p;′; s′) and w ∈ L(p;′; t) for some t ∈ T ′ − {s′}. Moreover,
w = (v(v−1w))∈ (L(p;′; s′)D) and so (p;w) ∈ Et . By the hypothesis, there exist a
path p z→q in ′ and (q; r) ∈ G(p; t) such that w = zr. Now
b= uw = uzr = ((uzr1)r2):
It follows easily that uzr1 ∈ A′ and r2 ∈ F ′, hence b ∈ (A′F ′) and (9) holds.
Let t ∈ T ′−{s′} and p ∈ V . We must show that it is decidable whether or not there
exists a 2nite subset G of Et such that (12) holds. Let A = (j; 5; R) be the minimal
automaton of L(p;′; t) ∩ (L(p;′; s′)D) and let B=A× (p;′; V ). By Proposition
2.4, B is deterministic. Let ’ : V (B)→ Rat KX be the mapping de2ned by
(k; q)’= L(q; ′; t) ∩ (L(q; ′; s′)D):
By Lemma 4.1, it is decidable whether or not there exists a collection {F(k; q): (k; q) ∈
V (B)} such that
(i) F(k; q) is a 2nite subset of (k; q)’ for every (k; q) ∈ V (B);
(ii) L(B) ⊆ ⋃(k;q)∈V (B) L((j; p); 5× ′; (k; q))F(k; q).
We show that such a collection exists if and only if there exists a 2nite subset G of
Et such that (12) holds.
Suppose that (12) holds for some 2nite subset G of Et . For every (k; q) ∈ V (B), let
F(k; q) = {u ∈ KX ∗ : (q; u) ∈ G}:
Condition (i) is obviously satis2ed. Now let u ∈ L(B). Then there exists in B a path
of the form
(j; p) = (k0; q0)
x1→(k1; q1) x2→· · · xn→(kn; qn) ∈ R× V
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with x1 : : : xn = u. Since u ∈ L(A), it follows that (p; u) ∈ Et . By hypothesis, there
exist a path p v→q in ′ and (q; w) ∈ G such that u= vw. We may write v = x1 : : : xm
for some m6 n. Clearly,
v ∈ L((j; p); 5× ′; (km; qm))
and w ∈ F(km; q) = F(km; qm), thus condition (ii) holds as well.
Conversely, suppose that there exists a collection {F(k; q): (k; q) ∈ V (B)} satisfying
conditions (i) and (ii). We set
G = {(q; w) ∈ V × KX ∗ :w ∈ F(k; q) for some k ∈ V (A)}:
Since
F(k; q) ⊆ (k; q)’= L(q; ′; t) ∩ (L(q; ′; s′)D);
then G is a 2nite subset of Et . Let (p; u) ∈ Et . Then u ∈ L(p;′; t) ∩ (L(p;′; s′)D)
and so u ∈ L(B). By condition (ii), u ∈ L((j; p); 5 × ′; (k; q))F(k; q) for some
(k; q) ∈ V (B). We may write u = vw with v ∈ L((j; p); 5 × ′; (k; q)) and w ∈
F(k; q). Hence there exists a path p v→q in ′ and (q; w) ∈ G. Thus (12) holds and
the decidability of our problem was reduced to the decidability of the existence of the
collection {F(k; q): (k; q) ∈ V (B)}, a decidable problem by Lemma 4.1. This completes
the proof of the lemma.
Theorem 4.3. Given a rational pre3x-closed reduced KX -language L; it is decidable
whether or not L is associated.
Proof. By Proposition 3.5(i), we can restrict ourselves to idempotent-pure presen-
tations. By Proposition 3.7, L is associated if and only if there exists some 2nite
pre2x-closed reduced KX -language L0 such that
∀w ∈ KX ∗; (wL0) ⊆ L ⇔ (wL) ⊆ L:
We have
(wY ) ⊆ L⇔ (wY ) ∩ ( KX ∗− L) = ∅
⇔@((wY ) ∩ ( KX ∗− L) = ∅)
⇔@(w ∈ (( KX ∗− L)Y−1))
⇔w ∈ KX ∗− (( KX ∗− L)Y−1);
therefore we must show that it is decidable whether or not
KX
∗
− (( KX ∗− L)L−10 )= KX
∗
− (( KX ∗− L)L−1)
for some 2nite pre2x-closed reduced KX -language L0, or equivalently,
(( KX
∗
− L)F)= (( KX ∗− L)L−1)
for some 2nite su/x-closed reduced KX -language F . Let
A= KX
∗
− L; B= (( KX ∗− L)L−1):
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By Propositions 2:2(i) and 2:6, we have A; B ∈ Rat KX . Since L is pre2x-closed, we
have that (A KX
∗
)∩ ( KX ∗) ⊆ A. If B= ∅, we have a trivial case, so we may assume that
B = ∅. Before applying Lemma 4.2, we only need to remark that A and B may be
recognized by the same 2nite deterministic automaton with diJerent sets of terminal
vertices, and this follows from Proposition 2.5. Lemma 4.2 provides now an algorithm
to decide of the existence of F .
5. F-associated languages
Given a rational pre2x-closed reduced KX -language L and u ∈ L, we de2ne
T (u) = {v ∈ KX ∗: uv ∈ L}:
We shall prove that L is F-associated if and only if
∃k ¿ 0 ∀u; v ∈ L (u−1L) ∩ Rk ⊆ (v−1L)⇒ T (u) ⊆ (v−1L): (14)
Consider once again a graphic representation of L by means of a tree directed
downwards with the root 1 on top. Then (14) holds if and only if there exists some
k ¿ 0 such that: whenever the k-neighbourhood of a vertex u embeds in L at a vertex
v, then the full subtree lying below u embeds in L at the vertex v.
Once again, we note that in the embedding we may use all the edges around v. Compar-
ing with the graphic interpretation of the 2nite test tree condition, and since T (1)= L,
it becomes evident that (14) implies that condition.
Before proving our main theorem, we must go through some rather technical lemmas.
Lemma 5.1. Let  = (V; E) be a 3nite deterministic KX -graph and let i ∈ V and
S; T ⊆ V . Let
A= L(i; ; S); B= L(i; ; T ); L= L(i; ; V )
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and assume that
• every vertex of  is accessible from i;
• L is reduced.
Then it is decidable whether or not
∀k ¿ 0 ∃u ∈ A ∃v ∈ B : (u−1L) ∩ Rk ⊆ (v−1L): (15)
Proof. We want to decide on the existence of a sequence ((uk ; vk))k¿1 on A×B such
that
(u−1k L) ∩ Rk ⊆ (v−1k L) (16)
for every k ¿ 1. This would entail the existence in  of paths of the form
i
uk→sk ∈ S; i vk→tk ∈ T:
Since S and T are 2nite, there are only 2nitely many possibilities for sk and tk . It should
be clear that if ((uk ; vk))k¿1 satis2es (16) then any subsequence of ((uk ; vk))k¿1 satis2es
also (16). Thus, if there exists ((uk ; vk))k¿1 satisfying (16), then we may assume that
both sequences (sk)k and (tk)k are constant. We have shown that (15) holds if and
only if
∃s ∈ S ∃t ∈ T ∀k ¿ 0 ∃u ∈ L(i; ; s) ∃v ∈ L(i; ; t) : (u−1L) ∩ Rk ⊆ (v−1L):
Therefore, we may assume from now on that S has a single vertex s and T has a
single vertex t.
To simplify notation, we shall denote the language L(p;; V ) by L(p) for every
p ∈ V . Given a path 7, we denote by 78 (resp. 7!) its initial (resp. terminal) vertex.
A 1-bipath in  is an ordered pair 7=(71; 72), where 71 and 72 are paths of the form
71:p0
x1→p1 x2→· · · xn→pn; 72 : q0 x1→q1 x2→· · · xn→qn (17)
with n¿ 0 and xj ∈ KX (j = 1; : : : ; n). Let 7= (71; 72) be a 1-bipath in  of the form
(17). We say that 7 is:
• synchronized if L(pj) ⊆ L(qj) for every j ∈ {1; : : : ; n};
• successful if p0 = i;
• trivial if n= 0.
A 2-bipath in  is an ordered pair 7 = (71; 72), where 71 and 72 are paths of the
form
71:p0
x1→p1 x2→· · · xn→pn; 72 : q0x
−1
1←q1x
−1
2← · · · x
−1
n←qn (18)
with n¿ 0 and xj ∈ KX (j = 1; : : : ; n). Let 7= (71; 72) be a 2-bipath in  of the form
(18). We say that 7 is:
• synchronized if L(pj)− xj+1 KX ∗ ⊆ L(qj) for every j ∈ {0; : : : ; n− 1};
• successful if L(pn) ⊆ L(qn);
• trivial if n= 0.
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A 3-bipath in  is an ordered pair 7 = (71; 72), where 71 and 72 are paths of the
form
71 :p0
x−11←p1x
−1
2← : : : x
−1
n←pn; 72 : q0 x1→q1 x2→ : : : x n→qn (19)
with n¿ 0 and xj ∈ KX (j = 1; : : : ; n). Let 7= (71; 72) be a 3-bipath in  of the form
(19). We say that 7 is:
• synchronized if L(pj)− x−1j KX
∗ ⊆ L(qj) for every j ∈ {1; : : : ; n};
• successful if pn = i;
• trivial if n= 0.
We de2ne a bifurcated walk in  to be a quadruple of the form 7=(70; 71; 72; 73),
where 70 ∈ V; 71 and 72 are paths in  beginning in 70, and 73 is a path in  ending
in 70.
We de2ne a synchronized bifurcated walk in  to be an ordered pair (7; 7′) of
bifurcated walks in  such that:
• (71; 7′1) is a synchronized 1-bipath;
• (72; 7′3) is a synchronized 2-bipath;
• (73; 7′2) is a synchronized 3-bipath;
• one of the three following situations occurs:
(A) 70 = i; (73; 7′2) is trivial and (72; 7
′
3) is nontrivial;
(B) (72; 7′3) and (73; 7
′
2) are nontrivial;
(C) L(70) ⊆ L(7′0), (72; 7′3) is trivial and (73; 7′2) is nontrivial.
Let N1 = |V |2 + 1 and N2 = |V |2| KX |+ 2. We shall prove that (15) holds if and only if
one of the following conditions is satis2ed:
(8) There exists in  a successful synchronized 1-bipath (71; 72) such that |71| =
|72|¡N1; L(718) ⊆ L(728); 71!= s and 72!= t.
(:) There exists in a synchronized 1-bipath (71; 72) such that |71|=|72|=N1; L(718)⊆
L(728); 71!= s and 72!= t.
(;) There exists in  a synchronized bifurcated walk (7; 7′) such that:
(;1) |71|= |7′1|¡N1;
(;2) 71!= s; 7′1!= t;
(;3) (72; 7′3) is trivial, or |72| = |7′3| = N2, or (72; 7′3) is successful and |72| =
|7′3|¡N2;
(;4) (73; 7′2) is trivial, or |73| = |7′2| = N2, or (73; 7′2) is successful and |73| =
|7′2|¡N2.
Since it is clearly decidable whether or not any of conditions (8); (:); (;) is satis2ed,
the lemma will follow from the claimed equivalence.
We start by assuming that condition (8) is satis2ed. Let (71; 72) be of the form (17).
Since q0 is accessible from i, there exists some w ∈ L(i; ; q0). For every k ¿ 0, we
de2ne u=x1 : : : xn and v=wu. We have u ∈ L(p0; ; pn). Since (71; 72) is successful, we
have p0=i. Since pn=s, it follows that u ∈ L(i; ; s)=A. We also have u ∈ L(q0; ; qn),
and so qn = t yields v ∈ L(i; ; t) = B.
Let z ∈ (u−1L). Let x−1n : : : x−1j+1 (j ∈ {0; : : : ; n}) be the greatest common pre2x
of z and u−1, with z = x−1n : : : x
−1
j+1z
′. Hence x1 : : : xjz′ = (uz)∈L, and so z′ ∈ L(pj).
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Then (vz) = (wuz) = (wx1 : : : xjz′). Since wx1 : : : xj ∈ L(i; ; qj) and L(pj) ⊆ L(qj)
by hypothesis, it follows that wx1 : : : xjz′ ∈ L. Now L ⊆ KX ∗ yields (wx1 : : : xjz′) =
wx1 : : : xjz′ and so
(vz)= (wx1 : : : xjz′)= wx1 : : : xjz′ ∈ L:
Thus z ∈ (v−1L) and (15) holds.
We assume next that condition (:) is satis2ed. Let (71; 72) be of the form (17). Since
N1 = |V |2 + 1, there exist j; m ∈ {0; : : : ; N1} such that j¡m; pj = pm and qj = qm. It
follows from the de2nitions that, for every r ¿ 0, there exists a synchronized 1-bipath
with label
x1 : : : xj(xj+1 : : : xm)rxm+1 : : : xN1
and so there exist in  synchronized 1-bipaths of arbitrarily large length such that
the 2rst (resp. second) component path has terminal vertex s (resp. t). Let k ¿ 0. Let
(71; 72) be a synchronized 1-bipath of the form (17) with n¿k; pn = s and qn = t.
Since p0 and q0 are accessible from i, there exist w ∈ L(i; ; p0) and w′ ∈ L(i; ; q0).
We de2ne u=wx1 : : : xn and v=w′x1 : : : xn. Since pn=s, it follows that u ∈ L(i; ; s)=A.
Similarly, v ∈ B.
Let z ∈ (u−1L) ∩ Rk . Let x−1n : : : x−1j+1 be the greatest common pre2x of z and
x−1n : : : x
−1
1 , with z = x
−1
n : : : x
−1
j+1z
′. It follows that (x1 : : : xnz)= x1 : : : xjz′. Since |z|6
k ¡n, we have j¿ 0. Hence wx1 ∈ L ⊆ KX ∗ yields
(wx1 : : : xnz)= (wx1 : : : xjz′)= wx1 : : : xjz′:
It follows that wx1 : : : xjz′=(uz)∈L, and so z′ ∈ L(pj). Similarly, (vz)=(w′x1 : : : xnz)
=w′x1 : : : xjz′. Since w′x1 : : : xj ∈ L(i; ; qj) and L(pj) ⊆ L(qj) by hypothesis, it follows
that (vz)= w′x1 : : : xjz′ ∈ L. Thus z ∈ (v−1L) and (15) holds.
Assume now that condition (;) is satis2ed, and let (7; 7′) be a synchronized bifur-
cated walk in  satisfying conditions (;1)–(;4). We write
71 :70 = p0
x1→p1 x2→· · · xn→pn = s; 7′1 :7′0 = p′0 x1→p′1 x2→· · · xn→p′n = t;
72 :70 = q0
y1→q1 y2→· · · ym→qm; 7′3 :7′0 = q′0
y−11←q′1
y−12← · · · y
−1
m←q′m;
73 :70 = r0
z−11←r1z
−1
2← · · · z
−1
h←rh; 7′2 :7′0 = r′0 z1→r′1 z2→· · · zh→r′h:
Let k ¿ 0. Suppose that |72| = |7′3| = N2. Since N2 = |V |2| KX | + 2, there exist j; l ∈
{0; : : : ; N2 − 1} such that j¡ l; qj = ql; q′j = q′l and yj+1 = yl+1. It follows from the
de2nitions that, for every g¿ 0, we may replace 72 and 7′3 by paths with labels
a= y1 : : : yj(yj+1 : : : yl)gyl+1 : : : ym
and a−1; respectively, and still have a synchronized bifurcated walk in  satisfying
conditions (;1) and (;2). The same argument applies to the 3-bipath (73; 7′2), hence
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we may assume that
m¿k (resp: h¿k) if (72; 7′3)
(resp: (73; 7′2)) is neither trivial nor successful: (20)
It should be clear that, this being the case, we are not assuming (;3) and (;4) anymore.
Let w ∈ L(i; ; rh) and w′ ∈ L(i; ; q′m), with w = 1 if rh = i. We de2ne
u= wz−1h : : : z
−1
1 x1 : : : xn; v= w
′y−1m : : : y
−1
1 x1 : : : xn:
It follows easily that u ∈ L(i; ; s) = A and v ∈ L(i; ; t) = B. Let a ∈ (u−1L) ∩ Rk .
Suppose that x−1n : : : x
−1
1 is not a pre2x of a. Once again, let x
−1
n : : : x
−1
j+1 be the greatest
common pre2x of a and x−1n : : : x
−1
1 , with a = x
−1
n : : : x
−1
j+1a
′. We have j¿ 0, hence
u ∈ A ⊆ KX ∗ yields wz−1h : : : z−11 x1 : : : xja′=(ua)∈L, and so a′ ∈ L(pj). We also have
(va)= (w′y−1m : : : y
−1
1 x1 : : : xna)= w
′y−1m : : : y
−1
1 x1 : : : xja
′:
Since w′y−1m : : : y
−1
1 x1 : : : xj ∈ L(i; ; qj) and L(pj) ⊆ L(qj) by hypothesis, it follows
that (va)= w′y−1m : : : y
−1
1 x1 : : : xja
′ ∈ L. Thus a ∈ (v−1L) and (15) holds.
Therefore, we may assume that a=x−1n : : : x
−1
1 a
′ and so (wz−1h : : : z
−1
1 a
′)=(ua)∈L.
We are going to consider three subcases, corresponding to cases (A)–(C) in the de2-
nition of synchronized bifurcated walk.
(A) In this case h = 0 and rh = 70 = i, hence w = 1 by de2nition of w. Thus,
a′ = (ua)∈L. Let y1 : : : yj be the greatest common pre2x of a′ and y1 : : : ym, with
a′ = y1 : : : yjb. Suppose that j¡m. Then b ∈ L(qj)− yj+1 KX ∗ ⊆ L(q′j) since (72; 7′3) is
synchronized. We obtain
(va)= (w′y−1m : : : y
−1
1 a
′)= w′y−1m : : : y
−1
j+1b
and it follows easily that (va)∈L. Thus we may assume that j = m. In particular,
m 6 |a| 6 k. Since (72; 7′3) is not trivial, it follows from (20) that (72; 7′3) must be
successful. Hence L(qm) ⊆ L(q′m). Since y1 : : : ymb = a′ ∈ L, we obtain b ∈ L(qm) ⊆
L(q′m) and so w
′b ∈ L. Thus (va)= (w′y−1m : : : y−11 a′)= w′b ∈ L and so a ∈ (v−1L).
Thus (15) holds.
(B) Let z1 : : : zj be the greatest common pre2x of a′ and z1 : : : zh, with a′= z1 : : : zjb.
Suppose 2rst that 0¡j¡h. Then
(ua)= (wz−1h : : : z
−1
1 a
′)= wz−1h : : : z
−1
j+1b
and so b ∈ L(rj). By hypothesis, we have L(rj)− z−1j KX
∗ ⊆ L(r′j), hence b ∈ L(r′j). It
follows that
(va)= (w′y−1m : : : y
−1
1 a
′)= (w′y−1m : : : y
−1
1 z1 : : : zjb):
We can check by direct veri2cation that w′y−1m : : : y
−1
1 z1 : : : zjb ∈ L ⊆ KX
∗
, hence
(va)∈L and a ∈ (v−1L) as required.
Next assume that j = h. Then (ua) = (wb). Since h 6 |a| 6 k, it follows from
(20) that (73; 7′2) is successful. Thus rh= i and so w=1 by de2nition of w. Therefore
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b= (ua)∈L= L(rh). Since (73; 7′2) is synchronized, we have L(rh)− z−1h KX
∗ ⊆ L(r′h).
Thus b ∈ L(r′h). Since
(va)= (w′y−1m : : : y
−1
1 a
′)= (w′y−1m : : : y
−1
1 z1 : : : zhb);
we check by direct veri2cation that w′y−1m : : : y
−1
1 z1 : : : zhb ∈ L and so (va)∈L also in
this case.
Assume now that j=0. Then (ua)=wz−1h : : : z
−1
1 a
′ and so (ua)∈L yields a′ ∈ L(70).
Suppose that a′ ∈ y1 KX ∗. It follows that
(va)= (w′y−1m : : : y
−1
1 a
′)= w′y−1m : : : y
−1
1 a
′
and we check by direct veri2cation that (va)∈L. Therefore, we may assume that
a′ = y1 : : : ygb with g ∈ {1; : : : ; m} maximum. Since a′ ∈ L(70), we have b ∈ L(qg).
By condition (B), (72; 7′3) is nontrivial. If (72; 7
′
3) is not successful, then we obtain
m¿k ¿ |a| ¿ g by (20) and so b ∈ L(qg) − yg+1 KX ∗ ⊆ L(q′g) since (72; 7′3) is
synchronized. If (72; 7′3) is successful, the same argument holds if g¡m. If g = m,
we obtain b ∈ L(qg) ⊆ L(q′g) directly by de2nition of successful 2-bipath. Therefore,
in every case, we obtain b ∈ L(q′g). Thus
(va)= (w′y−1m : : : y
−1
1 a
′)= (w′y−1m : : : y
−1
g+1b)
and direct veri2cation shows that w′y−1m : : : y
−1
g+1b ∈ L. Thus (va)∈L and a ∈ (v−1L)
as required.
(C) In this case we can adapt the proof for case (B) as follows. For the cases where
j¿ 0, the same proof is valid. Assume now that j = 0. Then (ua) = wz−1h : : : z
−1
1 a
′
and so (ua)∈L yields a′ ∈ L(70). Since L(70) ⊆ L(7′0) by condition (C), we obtain
a′ ∈ L(7′0) and so w′a′ ∈ L by direct veri2cation. Hence (va)= (w′a′)= w′a′ ∈ L.
Therefore (15) holds in all cases considered.
Conversely, we assume that (15) holds and we show that one of the conditions
(8); (:); (;) must be satis2ed. Since (15) holds, there exists a sequence ((uk ; vk))k¿1
on A×B such that (16) holds for every k ¿ 1. For every k ¿ 1, we have paths in 
of the form
i
uk→s; i vk→t:
We factor each path i
uk→s by
i
u′k→ck u
′′
k→s;
where |u′′k | = N1 + N2 if |uk |¿N1 + N2 and u′′k = uk otherwise. Similarly, we obtain
factorizations of the form
i
v′k→dk v
′′
k→t
with vk = v′kv
′′
k . Clearly, there are only 2nitely many possibilities for
>k : ck
u′′k→s and k :dk v
′′
k→t:
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We remark again that if ((uk ; vk))k¿1 satis2es (16) then any subsequence of ((uk ; vk))k¿1
satis2es also (16). Thus, if there exists ((uk ; vk))k¿1 satisfying (16), then we may as-
sume that both sequences (>k)k and (k)k are constant. Let n denote the length of the
longest common su/x of u′′k and v
′′
k . Then we can write
>k : ck = rh
z−1h→ · · · r1z
−1
1→r0 = p0 x1→· · ·pn−1 xn→pn = s;
k : dk = q′m′
y−1
m′→ · · · q′1
y−11→q′0 = p′0 x1→· · ·p′n−1 xn→p′n = t
with n; m′; h¿ 0 and xj; yj; zj ∈ KX for all values of j. Let
71 :p0
x1→· · ·pn−1 xn→pn = s; 7′1 :p′0 x1→· · ·p′n−1 xn→p′n = t:
We show that
(71; 7′1) is a synchronized 1-bipath: (21)
Let j ∈ {1; : : : ; n} and a ∈ L(pj). Let k = n + |a| and b = x−1n : : : x−1j+1a. We have
(ukb)= (u′kz
−1
h : : : z
−1
1 x1 : : : xja). Since we can easily check that
u′kz
−1
h : : : z
−1
1 x1 : : : xja ∈ L;
it follows that (ukb)∈L and so b ∈ (u−1k L). By our choice of k, we also have b ∈ Rk ,
hence b ∈ (v−1k L) by (16). Since
(vkb)= (v′ky
−1
m′ : : : y
−1
1 x1 : : : xja)= v
′
ky
−1
m′ : : : y
−1
1 x1 : : : xja;
we obtain a ∈ L(p′j) and so (21) holds.
Suppose that n¿ N1. We show that condition (:) is satis2ed. In view of (21), this
is immediate in all circumstances except when n=N1 and L(p0)* L(p′0). Suppose this
is the case. Clearly, (p0; p′0) ∈ {(p1; p′1); : : : ; (pn; p′n)}. Since n= |V |2 + 1, there exist
j; l ∈ {1; : : : ; n} such that j¡ l and (pj; p′j)= (pl; p′l). Similarly to previous cases, we
can iterate two “parallel” loops and obtain the required synchronized 1-bipath. Thus
(:) holds.
Therefore we may assume that n¡N1. Suppose next that h=0 and L(p0) ⊆ L(p′0).
Since h= 0 and n¡N1 + N2, it follows from the de2nition of >k that p0 = i. Hence
(71; 7′1) is successful and condition (8) holds.
Thus we may assume that
h= 0⇒ L(p0)* L(p′0): (22)
If |h|¿N2, we may replace each word u′k by u′kz−1h : : : z−1N2+1 and therefore assume
that |h|= N2. A similar assumption may be made with respect to m′. We de2ne 70 =
p0; 7′0 = p
′
0 and
73 : r0
z−11← r1 : : :
z−1h← rh:
Let m = max{j ∈ {0; : : : ; m′} :y1 : : : yj ∈ L(p0)}. Then we have a path in  of the
form
72: p0 = q0
y1→ : : : qm−1 ym→qm
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and we de2ne also
7′3: p
′
0 = q
′
0
y−11← q′1 : : :
y−1m← q′m:
Finally, let k = n+ h. It is easy to see that
a= x−1n : : : x
−1
1 z1 : : : zh ∈ (u−1k L) ∩ Rk ⊆ (v−1k L);
hence
(v′ky
−1
m′ : : : y
−1
1 z1 : : : zh)= (vka)∈L:
The word v′ky
−1
m′ : : : y
−1
1 z1 : : : zh is reduced because y1=z1 would contradict the de2nition
of n and m′ = 0 would entail v′k = 1. Thus z1 : : : zh ∈ L(p′0) and so there exists a path
of the form
7′2: p
′
0 = r
′
0
z1→ : : : r′h−1 zh→r′h
in . Let
7= (70; 71; 72; 73); 7′ = (7′0; 7
′
1; 7
′
2; 7
′
3):
We show that
(72; 7′3) is a synchronized 2-bipath: (23)
Let j ∈ {0; : : : ; m − 1} and a ∈ L(qj) − yj+1 KX ∗. Let k = n + m + |a| and b =
x−1n : : : x
−1
1 y1 : : : yja. We have (ukb) = (u
′
kz
−1
h : : : z
−1
1 y1 : : : yja). Since we can easily
check that u′kz
−1
h : : : z
−1
1 y1 : : : yja ∈ L, it follows that (ukb)∈L and so b ∈ (u−1k L). By
our choice of k, we also have b ∈ Rk , hence b ∈ (v−1k L) by (16). Since a ∈ yj+1 KX
∗
,
we have
(vkb)= (v′ky
−1
m′ : : : y
−1
j+1a)= v
′
ky
−1
m′ : : : y
−1
j+1a:
Since (vkb)∈L, we obtain a ∈ L(q′j) and so (23) holds.
Next, we show that
(73; 7′2) is a synchronized 3-bipath: (24)
Let j ∈ {1; : : : ; h} and a ∈ L(rj)−z−1j KX
∗
. Let k=n+h+ |a| and b=x−1n : : : x−11 z1 : : : zja.
We have (ukb)=(u′kz
−1
h : : : z
−1
j+1a). Since we can easily check that u
′
kz
−1
h : : : z
−1
j+1a ∈ L,
it follows that (ukb)∈L and so b ∈ (u−1k L). By our choice of k, we also have b ∈ Rk ,
hence b ∈ (v−1k L) by (16). Since a ∈ z−1j KX
∗
, we have
(vkb)= (v′ky
−1
m′ : : : y
−1
1 z1 : : : zja)= v
′
ky
−1
m′ : : : y
−1
1 z1 : : : zja:
Since (vkb)∈L, we obtain a ∈ L(r′j) and so (24) holds.
We want to show that (7; 7′) is a synchronized bifurcated walk. In view of (21),
(32) and (24), it remains to show that one of the three conditions (A), (B) and (C)
is satis2ed.
Assume 2rst that (73; 7′2) is trivial. Since n¡N1, it follows from the de2nition of
>k that u′k =1 and so p0 = i. If m
′ =0, then we would also have p′0 = i, contradicting
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(22). Hence m′¿ 0. Suppose that m= 0. Then y1 ∈ L(p0) = L and the proof of (23)
may be used literally to show that L(p0) ⊆ L(p′0), contradicting (22). Hence (72; 7′3)
is nontrivial and so (A) holds.
Assume now that (73; 7′2) is nontrivial. If (72; 7
′
3) is also nontrivial, then (B) holds
trivially, hence we assume that (72; 7′3) is trivial, that is, m = 0. If m
′¿ 0, we prove
that L(p0) ⊆ L(p′0) with the argument used in the preceding case (note that m = 0
yields L(p0)∩ (y1 KX ∗)=∅). Assume that m′=0. Then v′k=1 and p′0= i. Let a ∈ L(p0).
If a ∈ x1 KX ∗, then a ∈ L(p′0) by (21). Otherwise, a straightforward adaptation of the
proof of (23) yields a ∈ L(p′0) and the inclusion L(p0) ⊆ L(p′0) is valid. Therefore
(C) holds.
We have just shown that (7; 7′) is a synchronized bifurcated walk. Now we verify
that conditions (;1)–(;4) are all satis2ed. Clearly, that is the case for (;1) and (;2).
Assume that 0¡ |72|= |7′3|¡N2. We must show that L(qm) ⊆ L(q′m). Let a ∈ L(qm),
k=n+m+ |a| and b=x−1n : : : x−11 y1 : : : yma. We have (ukb)=(u′kz−1h : : : z−11 y1 : : : yma).
Since we can easily check that u′kz
−1
h : : : z
−1
1 y1 : : : yma ∈ L, it follows that (ukb)∈L
and so b ∈ (u−1k L). By our choice of k, we also have b ∈ Rk , hence b ∈ (v−1k L) by
(16). Suppose that m¡m′. Then L(qm) ∩ (ym+1 KX ∗) = ∅ and so a ∈ ym+1 KX ∗. Hence
v′ky
−1
m′ : : : y
−1
m+1a= (v
′
ky
−1
m′ : : : y
−1
m+1a)= (vkb)∈L
and it follows that a ∈ L(q′m) as required. Assume now that m=m′. Since m′¡N2, it
follows that v′k = 1 and q
′
m = i. Hence a = (vkb)∈L = L(q′m) and so L(qm) ⊆ L(q′m).
Thus (72; 7′3) is successful and (;3) holds.
Finally, if 0¡ |73|= |7′2|¡N2, it is immediate that u′k =1 and rh= i. Hence (73; 7′2)
is successful and so (;4) holds. We have thus shown that (7; 7′) is a synchronized
bifurcated walk satisfying conditions (;1)–(;4), therefore (;) is satis2ed and the proof
of the lemma is complete.
Lemma 5.2. Let L be a rational reduced pre3x-closed KX -language and let A; B ⊆ L
be rational languages. Then it is decidable whether or not
∀k ¿ 0 ∃u ∈ A ∃v ∈ B : (u−1L) ∩ Rk ⊆ (v−1L): (25)
Proof. We may assume that L = ∅. Let A1 = (i1; 1; T1) be the minimal automaton
of L. Since A1 is trim and L is pre2x-closed, we have T1 = V (1). By Proposition
2.1(i), there exist deterministic complete automata A2=(i2; 2; T2) and A3=(i3; 3; T3)
recognizing A and B, respectively. Let A= (i; ; T ) denote the direct product
A1 × (i2; 2; V (2))× (i3; 3; V (3))
and let tr(A)=(i; ′; T ′). It is immediate that T=V () and T ′=V (′). By Propositions
2.3 and 2.4, ′ is deterministic. If we show that
(i) L= L(tr(A)),
(ii) A= L(i; ′; T ′ ∩ (T1 × T2 × V (3))),
(iii) B= L(i; ′; T ′ ∩ (T1 × V (2)× T3)),
we may apply Lemma 5.1 to prove that (25) is decidable.
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(i) By Proposition 2.4, we have
L(tr(A)) = L(A) = L(A1) ∩ L(i2; 2; V (2)) ∩ (i3; 3; V (3))
= L ∩ KX ∗ ∩ KX ∗ = L:
(ii) By Propositions 2.3 and 2.4, we have
L(i; ′; T ′ ∩ (T1 × T2 × V (3))) = L(i; ; T1 × T2 × V (3))
= L(A1) ∩ L(i2; 2; T2) ∩ L(i3; 3; V (3))
= L ∩ A ∩ KX ∗ = A:
(iii) Similar to (ii).
Lemma 5.3. Let L be a rational pre3x-closed reduced KX -language. Then it is decid-
able whether or not
∀k ¿ 0 ∃u; v ∈ L : ((u−1L) ∩ Rk ⊆ (v−1L) ∧ T (u)* (v−1L)): (26)
Proof. We want to decide on the existence of a sequence ((uk ; vk))k¿1 on L× L such
that
(u−1k L) ∩ Rk ⊆ (v−1k L) ∧ T (uk)* (v−1k L) (27)
for every k ¿ 1. Let (i; ; T ) denote the minimal automaton of L. Since L is pre2x-
closed, we have T =V (). Let Lp= L(p;; T ) for every p ∈ V (). For every w ∈ L,
let qw ∈ V () be such that w ∈ L(i; ; qw). Since T (w)=L(qw) for every w ∈ L, there
are only 2nitely many possibilities for T (w). Once again, we note that if ((uk ; vk))k¿1
satis2es (27) then any subsequence of ((uk ; vk))k¿1 satis2es also (27). Thus, if there
exists ((uk ; vk))k¿1 satisfying (27), then we may assume that T (uk) is constant for
every k ¿ 1. We have shown that (26) holds if and only if
∃p ∈ V () ∀k ¿ 0 ∃u ∈ L(i; ; p) ∃v ∈ L :
((u−1L) ∩ Rk ⊆ (v−1L) ∧ L(p)* (v−1L) ): (28)
Now,
L(p)* (v−1L)⇔ (vL(p))* L
⇔ (vL(p)) ∩ ( KX ∗ − L) = ∅
⇔ v ∈ (( KX ∗ − L)((L(p))−1)):
Hence (28) holds if and only if
∃p ∈ V () ∀k ¿ 0 ∃u ∈ L(i; ; p) ∃v ∈ (( KX ∗ − L)((L(p))−1)) ∩ L :
(u−1L) ∩ Rk ⊆ (v−1L): (29)
Since T = V (), we have L(i; ; p) ⊆ L. Since (( KX ∗ − L)((L(p))−1)) ∩ L is also an
eJectively constructible rational language and V () is 2nite, it follows from Lemma
5.2 that (29) is decidable.
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Theorem 5.4. Given a rational pre3x-closed reduced KX -language L; it is decidable
whether or not L is F-associated.
Proof. We may assume that L = ∅. We shall prove that L is F-associated if and only
if (14) holds. Since (14) is the negation of (26), decidability will follow from Lemma
5.3.
Assume 2rst that L is F-associated. By Proposition 3.5(ii), we can restrict ourselves
to 2nite idempotent-pure presentations. We consider a presentation of the form
P= Inv〈X ; e1 = f1; : : : ; en = fn〉
with ei; fi ∈ 1−1 (i=1; : : : ; n), and denote by  the congruence on KX ∗ induced by P.
By Proposition 3.6, we have that L = {w ∈ KX ∗ : (eww−1) = e} for some e ∈ 1−1.
We assume also that (2) holds. Let
k =max{|e|; |e1|; |f1|; : : : ; |en|; |fn|}+ 1:
Note that, since e= 1; g ∈ MT(e) implies |g|¡k=2, and the same fact is true for all
the ei and fi. Let u; v ∈ L be such that
(u−1L) ∩ Rk ⊆ (v−1L): (30)
We want to show that
uw ∈ L⇒ w ∈ (v−1L)
for every w ∈ KX ∗. Let (Sm(e))m denote the Stephen’s sequence of e relative to the
presentation P. Since L=
⋃
m¿1Sm(e) by Proposition 3.8(ii), it su/ces to show that
uw ∈Sm(e)⇒ w ∈ (v−1L) (31)
for all w ∈ KX ∗ and m¿ 1, and we prove this by induction on m.
We start by considering the case m = 1. Suppose that uw ∈ S1(e) = MT(e). Since
MT(e) ⊆ L, we get w ∈ (u−1L). Since
|w|6 |uw|6 |e|¡k;
we obtain w ∈ (u−1L) ∩ Rk and so w ∈ (v−1L) by (30). Thus (31) holds for m= 1.
Assume now that (31) holds for m¿ 1, and let uw ∈Sm+1(e). We may assume that
uw ∈Sm(e). By construction of the sequence, there exist z ∈Sm(e) and i ∈ {1; : : : ; n}
such that
(z ·MT(ei)) ⊆Sm(e); uw ∈ (z ·MT(fi)):
If |w|6 k, then w ∈ (u−1L)∩Rk and so w ∈ (v−1L) by (30). Hence we may assume
that |w|¿k. Let a ∈ MT(fi) be such that uw=(za). We may write z=z′b−1; a=ba′
and uw = z′a′ for some b ∈ KX ∗. Since |a′| 6 |a|¡k=2 and |w|¿k, it follows that
z′ = uc for some c ∈ KX ∗ with |c|¿k=2. Since every element of MT(ei) has length
shorter than k=2, it follows that
(z ·MT(ei))= (ucb−1 ·MT(ei))= u(cb−1 ·MT(ei));
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hence u(cb−1 · MT(ei)) ⊆ Sm(e). By the induction hypothesis, we obtain (cb−1 ·
MT(ei)) ⊆ (v−1L) and so (vcb−1 ·MT(ei)) ⊆ L. It follows easily from Proposition
3.8(ii) that this implies (vcb−1 ·MT(fi)) ⊆ L. In particular, (vcb−1a)∈L. Thus
(vw)= (vu−1uw)= (vu−1z′a′)= (vu−1uca′)= (vcb−1a)∈L
and so w ∈ (v−1L). Thus (31) holds for m+1 and so, by induction, it holds for every
m¿ 1. Therefore (14) holds.
Conversely, assume that (14) holds for some k ¿ 0. Clearly, L ∩ Rk is a 2nite
nonempty pre2x-closed reduced KX -language. Let e ∈ 1−1 be such that MT(e)=L∩Rk
and let ? denote the set of all ordered pairs (V; w) such that
V = (u−1L) ∩ Rk; w ∈ T (u); |w|= k + 1 (32)
for some u ∈ L. Clearly, ? is a 2nite set. Suppose that (V; w) ∈ ? and let u ∈ L
satisfy (32). Let a be a pre2x of b ∈ V . It follows easily that (ua) is a pre2x of
either (ub) or u. Since (ub); u ∈ L and L is pre2x-closed, we obtain (ua)∈L and so
a ∈ V . Thus V is pre2x-closed. If c is a proper pre2x of w, then c ∈ T (u) ∩ Rk ⊆ V
and so also V ∪ {w} is pre2x-closed. Moreover, V and V ∪ {w} are 2nite, nonempty
and reduced. Thus we may 2x e(V;w); f(V;w) ∈ 1−1 such that MT(e(V;w)) = V and
MT(f(V;w)) = V ∪ {w}. Let
P= Inv〈X ; e(V;w) = f(V;w); (V; w) ∈ ?〉
and let  denote the congruence on KX
∗
induced by this presentation. Let
G = {z ∈ KX ∗: (ezz−1)= e}:
We show that L= G.
We show that
z ∈ L⇒ z ∈ G (33)
by induction on |z|. If |z| 6 k, then z ∈ L implies z ∈ MT(e) and so (ezz−1) = e
follows easily from Proposition 3.2. Let z ∈ L be such that |z|¿k and assume that
(33) holds for smaller values of |z|. We may write z = abx with |b| = k and x ∈ KX .
Since L is pre2x-closed, we have a ∈ L. Let V = (a−1L) ∩ Rk . Next we show that
(aV ) ⊆ G. Let c ∈ V . Then (ac)∈L and |c|6 k. Furthermore,
|(ac)|6 |ac|= |z| − k − 1 + |c|6 |z| − 1
and so the induction hypothesis yields (ac)∈G. Hence (aV ) ⊆ G. It is easy to see
that (V; bx) ∈ ?, thus we have
(a ·MT(e(V;bx)))= (aV ) ⊆ G
and it follows from Proposition 3.8(ii) that (a · MT(f(V;bx))) ⊆ G. Since bx ∈
MT(f(V;bx)), we obtain
z = abx = (abx)∈G
as required.
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To prove the converse inclusion, we use the Stephen’s sequence (Sm(e))m of e
relative to the presentation P. Since G=
⋃
m¿1Sm(e) by Proposition 3.8(ii), we shall
prove that
z ∈Sm(e)⇒ z ∈ L (34)
by induction on m. The case m= 1 is trivial, since S1(e) =MT(e) ⊆ L. Assume that
z ∈ Sm+1(e) (m ¿ 1) and (34) holds for m. We may assume that z ∈ Sm(e). By
construction of the sequence, there exist a ∈Sm(e) and (V; w) such that
(aV )= (a ·MT(e(V;w))) ⊆Sm(e); z = (aw):
Thus there exists u ∈ L such that
V = (u−1L) ∩ Rk; w ∈ T (u):
By the induction hypothesis, we have (aV ) ⊆ L, in particular a ∈ L. We also have
u ∈ L. Since
(u−1L) ∩ Rk = V ⊆ (a−1L);
it follows from (14) that T (u) ⊆ (a−1L). In particular, w ∈ (a−1L) and so z =
(aw)∈L. By induction, (34) holds and so L= G holds.
Finally, we remark that the construction of the 2nite idempotent-pure presentation
in the proof of the preceding theorem is eJective:
Given V ⊆ Rk and w ∈ KX ∗ with |w| = k + 1, we must be able to decide if there
exists some u ∈ L such that
V = (u−1L) ∩ Rk and w ∈ T (u):
On the one hand, the 2rst equality is equivalent to a 2nite number of conditions of
the form a ∈ (u−1L) and b ∈ (u−1L), and these are equivalent to u ∈ (La−1) and
u ∈ (Lb−1), respectively. On the other hand, w ∈ T (u) is equivalent to uw ∈ L, that
is, to
u ∈ (Lw−1) and u ∈ KX ∗y−1;
where y ∈ KX denotes the 2rst letter in w. Thus, to decide if (V; w) ∈ ?, we only need
to check whether or not a language of the form
L∩
(
n⋂
i=1
(La−1i )
)
∩
 m⋂
j=1
( KX
∗
− (Lb−1j ))

∩ ((Lw−1)) ∩ ( KX ∗− ( KX ∗y−1))
is empty, and we can certainly decide that by Propositions 2.2 and 2.6.
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