An automated storm surge forecasting system was created around AD-CIRC to predict the storm surge from tropical cyclones in real time as a storm approaches. This system was then applied to Lake Pontchartrain in Southern Louisiana as a case study in order to assist the US Army Corps of Engineers with planning decisions that must be made as storms approach and make landfall. Surge forecasts are generated following each tropical storm advisory update issued by the National Hurricane Center. The general procedure is to create an ensemble of five ADCIRC storm surge runs based on the consensus storm forecast from the National Hurricane Center and perturbations to this forecast. Winds and pressure fields are generated using a parametric wind model (based on the Holland wind model) that has been coded as an ADCIRC subroutine to maximize execution speed. Initial outputs are water level and wind speed time series plots along the southern shore of Lake Pontchartrain near critical infrastructure. Results will be presented based on the forecasts for historical storms, as well as a summary of the system's performance on the case study site during the 2007 hurricane season.
Introduction
Techniques have been under development since at least the 1950's to quantitatively predict the likely storm surge levels resulting from tropical cyclones (Massey et al, 2007) . While initial investigations were motivated by scientific curiosity, applied studies were later commissioned by federal agencies such as the US Army Corps of Engineers for storm surge protection designs and by the Federal Emergency Management Agency (FEMA) for the purpose of quantifying risk. More recently, the ongoing migration to coastal areas has created a need for real-time predictions of storm surge that can be used in disaster response operations.
The provision of any sort of real-time prediction of storm surge is challenging for many reasons, including (1) uncertainty in the storm forecast, which translates directly into uncertainty in the predicted surge; (2) an extremely short shelflife of results, i.e., model results may go from lifesaving to useless in a matter of hours; and (3) the significant computational requirements of producing high resolution storm surge results; (4) the voluminous size of gridded wind and pressure fields (e.g., as generated by a forecast meteorological model) having enough resolution to robustly represent a tropical cyclone makes them time consuming to move across the internet; (5) the on-demand availability and high reliability requirements for an operational storm surge forecasting system are far greater than are normally required of a shared-use computer and commercial grade internet connections; (6) redundancy may be employed to increase reliability and availability of results but this increases complexity and requires portability of a forecast system to multiple computing platforms; (7) the results must be post-processed and reliably delivered to off-site end users in a form that is useful while communicating the underlying uncertainty.
The challenges listed above have been surmounted to varying degrees of robustness by researchers over the years. Hubbert, et al (1991) developed a forecast system for the Australian coast that used the analytical model of Holland (1980) along with a finite-difference code for the shallow water equations that could run in a few minutes on a standard workstation of the time. It gave operators in the forecast office the ability to define and run several forecast scenarios of their own choosing. Flather (1994) described a combined 2D and 1D model, with the Bay of Bengal represented as a 2D depth averaged model and the many tributaries of the Ganges Delta represented in 1D in a unified formulation. This model was also driven with the analytical wind representation from Holland (1980) . O'Connor, et al (1999) have constructed a system for forecasting the winds and water levels in Lake Erie using the Eta meteorological model with a 40 km spacing and an implementation of the POM model with a 5 km grid spacing in offline operation only. Verlaan, et al (2005) describe a long term project to maintain and enhance a small, continuously operating model that runs in a few minutes on a standard personal computer; the regional weather model that generates meteorological input also includes assimilation of observational data in real time. Houston, et al (1999) found that analytical wind models usually produced results similar to those driven by more sophisticated weather data. However, they found that the use of real-time, observation-based winds could improve the results of storm surge computations in situations where landfalling hurricanes are affected by synoptic conditions that analytical wind models do not take into account. Graber, et al (2006) qualitatively describe a system under active development that includes wind, wave, and surge forecasting using ADCIRC for the surge component. Mattocks, et al (2006) have created a North Carolina Forecast System that also has a background mode that generates tidal elevations on a daily basis. When a tropical cyclone approaches, it may be switched to event mode, where it superimposes an asymmetric vortex (extended from the work of Holland, 1980) on the background meteorology. The asymmetric vortex is defined by the consensus forecast from the National Hurricane Center (NHC).
Finally, Ramakrishnan, et al (2006) describe the complexity of the software required for large scale event based parallel scientific applications. The software that underlies the numerical model and its data must be carefully designed and implemented to meet the performance and reliability challenges for the real time prediction of storm surge.
The following sections describe how a complete, automated real time storm surge forecasting system was developed to meet each of the challenges outlined above. The application of the system to a case study is then described, and conclusions about the system's performance are provided.
Methods
In this section, each of the methods used to meet the previously described challenges is provided. The techniques used to deal with uncertainty in the meteorological forecast as well as communicate that uncertainty are discussed first. A detailed description is then provided of the methodology for arriving at the meteorological forcing based on the forecast advisory from the National Hurricane Center. The methods used to provide results in a timely manner are discussed in principle and then a detailed description is provided to show the methods in practice. Finally, the measures taken to assure the reliability of an operational storm surge forecast system using the ADCIRC coastal ocean model (Luettich and Westerink, 2004) are discussed.
Uncertainty
A dominant source of uncertainty in any storm surge forecast is the uncertainty in the hurricane forecast. In order to be useful, the method of producing storm surge results must take the uncertainties in the storm's forecast intensity as well as the uncertainty around the consensus forecast track into account. Furthermore, the storm surge predictions should (ideally) express these uncertainties together with the results themselves.
Ensemble Approach
In order to provide a more complete picture of the full envelope of possible outcomes, an ensemble approach was used to simulate the consensus forecast as well as four perturbations to that forecast. Ideally, a storm ensemble would be constructed from a detailed probabilistic analysis of historical forecast uncertainty. We have taken a somewhat ad hoc approach which is a compromise between manipulating a manageable number of storms in the ensemble and representing a realistic set of scenarios for decision makers, with a bias towards the worst case outcome. In the future additional or alternative storms can easily be added to the ensemble if desired. Our ensemble consists of five storms defined as follows:
(1) the consensus storm forecast as provided by the National Hurricane Center; (2) a storm on the consensus track that has 20% faster wind speed; (3) a storm on the forecast track with with 20% slower forward speed; (4) a storm with the consensus intensity traveling along the right edge of the cone of uncertainty (also known as the "veer right" storm) ; and (5) a storm with the consensus intensity traveling along the left edge of the cone of uncertainty (also known as the "veer left" storm). The characteristics of each storm in the ensemble were chosen to provide a reasonable range of worst case conditions while minimizing the number of storms in the ensemble, thus avoiding the incremental computational power required to produce results, as well as the exponentially greater effort required for end users to interpret them.
In order to generate this ensemble of storm parameters, the forecast advisory from the National Hurricane Center (NHC) was modified in the following way for each storm: (1) no change for the consensus storm; (2) the maximum wind speed from storm 1 was multiplied by 1.2; (3) the forecast period for storm 1 was multiplied by 1.2; (4) and (5) the forecast storm position was modified from storm 1 such that the hurricane center diverges further and further from the consensus storm over the course of the forecast (see Figure 1 ).
The positions of Storm4 and Storm5 are specified as lying on a line perpendicular to the consensus track at a distance equal to the radius of uncertainty from the consensus position at that forecast period. The radius of uncertainty represents the average error in the forecast position of storms over the past 10 years (Franklin 2007) . These radii of uncertainty are proportional to the forecast period, i.e., the 24 hour forecast has a larger radius of uncertainty than the twelve hour forecast. If the consensus storm becomes stationary, the last nonzero translation vector is used to find the perpendicular line.
Communicating Uncertainty
One advantage of using an unstructured grid model (such as ADCIRC) to perform storm surge forecasts is the very high resolution coverage it affords over specific areas of interest. This level of detail provides the capability to report the storm surge at specific sites (individual buildings, points on a levee, or other infrastructure), as opposed to simply estimating the average surge over a particular stretch of coastline. This high resolution can be used along with ADCIRC's internal ability to interpolate in space to provide output at a particular geographical point over time.
We used this approach to reduce the results from each storm in the ensemble to a plot of storm surge with respect to time on a single graph for a particular location. The spread of the lines on the graph represents the range of possible outcomes as defined by the ensemble, with the consensus forecast being the most likely. This format is friendly to end users who are responsible for a particular piece of infrastructure in a particular location, and who may not be interested in seeing the results for other areas.
Meteorological Forcing
The application of meteorological forcing presents a challenge for operational storm surge forecasts because of the need for timely availability of input data as well as additional preprocessing delays associated with large meteorological datasets. The most accurate data-assimilated meteorological nowcasts are not available until several hours have passed after a corresponding hurricane advisory from the NHC. When they do become available, a preprocessing step must be performed to interpolate the data onto the storm surge grid, which may introduce significant delays for very large input datasets. Also, most forecast meteorological models are not yet available at high enough resolution to provide accurate wind fields for storm surge computations.
In contrast, parametric wind models produce comparable storm surge in many cases (Houston et al, 1999; Mattocks et al 2006) . They also have the advantages that they require a comparatively tiny quantity of input data and that they may be coded as fast subroutines that run in-process and can provide wind stress and barometric pressure values at arbitrary locations.
As a result of the advantages that parametric wind models have for the present application, the Holland model (Holland, 1980) was selected as the basis of the wind speed and pressure field. However, Holland's original model was parameterized to fit an instantaneous snapshot of a hurricane at the gradient wind level, rather than the surface level winds of a dynamically developing hurricane in motion. Therefore, modifications and additions were made to the published model to account for the dynamic changes in the hurricane parameters along the hurricane's track. This modified model-described in the following section-will be referred to as the Dynamic Holland model.
Dynamic Holland Model
The hurricane advisory contains at least the following information: date, time, latitude and longitude of the center of the storm, maximum observed wind speed at 10 m with a 1 minute sampling interval s f , the radius to maximum winds R w , and the central pressure p c .
Steps in the calculation of the wind velocity at a particular node using the Dynamic Holland model are as follows:
Calculate the maximum storm wind speed at 10 m s m by subtracting the storm translation speed from the hindcast or forecast maximum wind speed s f .
where v te is the storm translation velocity in the east direction and v tn is the storm translation velocity in the north direction.
Divide the resulting wind speed by the boundary layer adjustment factor β (set to β = 0.9) to convert the maximum wind speed at 10 m to the maximum velocity at the top of the atmospheric boundary layer, V m (this is the gradient wind at the radius to maximum wind R w ), i.e., V m = s m /β.
Calculate the Holland B parameter; if the resulting value is greater than 2.5 or less than 1.0 then limit the value to those extremes, based on the analysis Holland provided (Holland, 1980) .
where ρ is the density of air (assumed constant at 1.15 kg m −3 ), p n is the ambient atmospheric pressure, p c is the storm's central pressure, and e is Euler's number.
For each node, calculate the distance of the node from the center of the storm and its radial angle. Calculate the atmospheric pressure from the equation
where r is the distance from the node in question to the center of the storm, ρ w is the density of water, and g is the gravitational constant.
Calculate gradient wind velocity and pressure at each node
Use the raw gradient wind speed to calculate a "tapered" version of the storm translation speed that will be added back to the final wind speed at the surface. The full translation speed cannot be added to the entire wind field because the parametric wind field will taper off as the radius increases, which would cause the translation speed to completely swamp the wind field at a sufficiently large radius.
where v tan and v tae are the translational adjustments to the final wind speed in the north and east directions.
Separate the wind velocity into north and east components at the node location i and multiply the components by the boundary layer adjustment factor β to convert the wind velocity at the top of the atmospheric boundary layer to wind velocity at 10 m.
where θ i is the angle between the node i and the center of the storm.
Multiply by the sampling time adjustment c t = 0.88 to convert 1 minute winds to 10 minute winds and add the tapered translation velocity to get the final wind velocity at the point i.
Central pressure p c and radius to maximum wind R w are in the hindcast but not the forecast, so all forecasts use the last known values of these two parameters from the most recent hindcast. Alternatively, this arrangement could be further refined by locally applicable empirical relationships between the non-forecasted parameters R w and p c and the forecasted parameters V m and the distance to landfall, if such relationships are available.
Data Acquisition
The NHC publishes real time hindcasts and forecasts at least every six hours on its ftp site (ftp://ftp.tpc.ncep.noaa.gov) during a tropical cyclone event, with the hindcast in one file and the forecast in another. The files are in Automated Tropical Cyclone Forecasting (ATCF or "BEST track") format and are named according to basin (Atlantic, Pacific, etc.), the storm number and the year. Each file maintains the same name throughout the storm; when new hindcast and forecast data are produced the old data are simply overwritten. The result is that the only way to automatically detect that a new forecast has been issued is to repeatedly download the files and compare their content with prior downloads. When a difference is detected in the forecast file, a new forecast is deemed to have been issued.
Once the new hindcast and forecast have been downloaded, the data are checked for potential problems. After these checks have been made, the resulting hindcast and forecast data are concatenated together as the ADCIRC fort.22 (meteorological forcing) file for the consensus storm. The data for the consensus storm are then modified as previously described, creating a meteorological input file for each storm in the ensemble. These BEST track format files are read directly into ADCIRC and are used by the embedded Dynamic Holland subroutine to calculate wind stress and barometric pressure at arbitrary times and locations on the fly.
Timeliness
The NHC produces a hurricane advisory every 3-6 hours during a tropical cyclone event, and when decision makers have a new hurricane advisory in hand, they would like to know what the associated storm surge might be-immediately, if possible. Although an additional hour or two does not seem like a long time to wait for a storm surge forecast (particularly when the associated computational requirements are considered), it may seem interminable to emergency managers who are under pressure and need time to perform an evacuation as well as update plans for dealing with a storm's aftermath.
The main influences on the time required to turn around storm surge results are the ADCIRC grid size, the time step size, the number of CPUs available, and the ability to take advantage of precomputed results (hotstarts).
Hotstart Concept
Each forecast cycle begins with the downloading of a new tropical storm advisory from the NHC. Since the length of the hindcast grows with each advisory (because the known portion of the storm track is longer and longer), a very simple strategy of simply feeding the advisory into ADCIRC and running the simulation from the beginning each time will result in a longer and longer execution time for each advisory cycle (see Figure 2) . Thus, the delay between the issuance of a tropical storm advisory and a storm surge forecast will grow longer and longer as the storm approaches landfall-exactly the opposite of the desired behavior. A faster and more complex alternative is to save the state of the simulation right at the nowcast point (end of the hindcast), and then reload this saved state during the next advisory cycle to avoid having to start the simulation from the beginning (see Figure 3) . ADCIRC has the capability to save the state of a simulation during execution into a "hotstart" file. With this strategy, the execution time and therefore the delay between the tropical storm forecast and the storm surge forecast is constant for each advisory beyond the first. Furthermore, the time savings of using a hotstart strategy are greater and greater as the storm approaches landfall.
Hotstart Implementation
The main challenge in implementing a hotstart capability for a forecast system is that ADCIRC's internal timekeeping system is laudably simple: time is recorded as the number of seconds since the simulation was coldstarted. This in turn means that the time recorded in an ADCIRC hotstart file is simply the number of seconds since the simulation was coldstarted, rather than a reference to a corresponding calendar time or date. As a result, it is impossible to feed ADCIRC a hotstart file and a BEST track file (which contains only calendar dates and times) and have it know how many more seconds to run to bring the simulation "up to date". Furthermore, ADCIRC's RNDAY parameter ∆t R indicates the total length of the simulation in days since cold start, rather than the additional run time required upon hotstart.
Because of ADCIRC's internal time keeping, it is incumbent upon the forecast system to keep track of the cold start calendar time t c that corresponds to AD-CIRC's cold start time t 0 = 0. It must also perform the date math required to calculate each new ADCIRC run length based on the hotstart time ∆t h (the number of seconds since cold start), the new nowcast calendar time t n , and the calendar time that marks the end of the current forecast t e , using the existing hotstart file and the new hindcast and forecast data from the NHC. In the case of a nowcast run, it must also calculate the number of timesteps after which a new hotstart file should be generated, based on the hotstart time ∆t h , the nowcast time t n , and the ADCIRC timestep size ∆t.
When the system is first started, the cold start time t c is automatically determined by the forecast system based on the hindcast and forecast from the NHC. In order to calculate the new ∆t R , the forecast system must first determine the new nowcast time t n . It does this by sorting through the hindcast/forecast file to determine the time of the final hindcast advisory, which is the nowcast by definition. Next, the time in the existing hotstart file ∆t h (number of seconds since cold start) is extracted using a Fortran utility program. The end time of the simulation t e is found by parsing through the hindcast/forecast file and simply selecting the last forecast time.
Finally, the ∆t R for a nowcast is calculated as ∆t R = t n − t c and for a forecast as ∆t R = t e − t c . The number of timesteps n h to take before producing the next hotstart file can then be calculated as n h = (∆t R − ∆t h )/∆t. The actual running time of the simulation (∆t R − ∆t h ) and the number of timesteps n h are checked to ensure that they are greater than zero, which would not be the case for a rapidly developing situation where a hindcast is not available. In this case, the minimum runlength is set to 2∆t, since ADCIRC requires at least two timesteps to have enough data to write a hotstart file.
Reliability
Speed and accuracy are useless if the results cannot be produced because of software or hardware issues. The most important causes of reliability problems includes bugs in the forecast system code, hardware failures, unexpected changes in the underlying software environment, insufficient availability of shared computer resources (usually CPUs), changes in forecast data format or provision, numerical instability, failures of webserver machines where results are published, and network communication failures.
In order to limit exposure to risk from many of these issues, the system was designed to be self-contained on a single computer, as opposed to distributing simulations across several machines, or running simulations on one machine and performing post processing on another, for example. The computer on which the system runs will download the hindcast and forecast, preprocess the input, submit all jobs to its own queues, check for their completion, post process results (including drawing the graphs), and then communicate the results directly to end users and system operators.
Communication starts with an email to the operators to notify them that a new advisory has been detected. When the simulations have finished and post processed, the resulting graphs are transmitted to a designated webserver (or servers) and then another email is sent out to operators and end users with representative graphics attached. That email also contains a hyperlink to the full results on the webserver.
Because the entire system is self-contained on a single machine, redundancy can be used to further enhance reliability by simply installing and running the system on additional machines, where it will operate independently. The redundancy concept may also be applied to the communication of results by configuring additional webservers to receive results as they are produced.
The least often encountered reliability problems are in the data source and the model itself. The data source (the NHC) rarely makes changes, and adjustments are easy to make. Preventing numerical instabilities is mostly a matter of good grid design and proper parameter selection. For the most part this can be diagnosed and corrections made during system testing using historical events. If a numerical instability issue were to occur, it would only create a real problem if it occurred during one of the nowcast runs, since errors in forecasts do not propagate to the next advisory cycle.
3 Case Study In order to demonstrate the utility of the complete forecast system as a case study is presented for the Lake Pontchartrain area in southern Louisiana. The US Army Corps of Engineers has installed gated structures in New Orleans at the heads of drainage canals at 17th St., London Ave., and Orleans Ave. that empty into Lake Pontchartrain. The Corps can close the structures to prevent water from going the "wrong" way during a tropical storm, i.e., to prevent water from Lake Pontchartrain from coming up the drainage canals and into the city. However, closing the canal gates also drastically reduces the use of the canals for draining rain accumulation from the city. Furthermore, since the gates are lowered into place with cranes, they cannot be installed in high winds. Therefore, a critical decision must be made by the Army Corps of Engineers as a storm approaches to determine if storm surge or rainfall presents the greater danger to the City of New Orleans, taking into account the window of opportunity for closing the gates before the local wind speed is too great. The application of the forecasting methodology that supports this critical decision making process is called the Lake Pontchartrain Forecasting System (LPFS).
Input Data
In order to create a grid for the case study region, the official grid for the Interagency Performance Evaluation Task Force (IPET) project (https://ipet.wes.army.mil) was used as a starting point (see Figure 5 ). The IPET group conducted an engineering investigation of the conditions present during the Katrina storm of 2005, and one of the results of the investigation was a detailed grid of the New Orleans area, including Lake Pontchartrain (see Figure 6 ). This grid was modified by cutting out details west of the Lake Pontchartrain area in order to reduce the grid size. In the process, the grid size was reduced to 77131 nodes. The grid quality was maintained such that the time step could be set to 3 s with consistent numerical stability.
Compute Platforms
The primary compute platform for the case study system is provided by the Engineering Research and Development Center (ERDC) at the US Army Corps of Engineers. The ERDC machine is a Cray-XT3 linux cluster with 4096 dual-core CPUs running at 2.6 GHz. The secondary platform is provided by the Louisiana Optical Network Initiative (LONI) and it consists of IBM P5 servers based on the Figure 6 : Details of the finite element grid in the case study region of Lake Pontchartrain.
AIX operating system. Each of the LONI servers consists of 14 IBM Power5 575 systems, each with 8 CPUs running at 1.9 GHz. Lastly, a tertiary backup system is also provided by the University of North Carolina on a Dell linux cluster consisting of 4160 CPUs running at 2.3 GHz; the UNC system is used primarily for development and testing and as a tertiary backup during the hurricane season.
The ERDC machine is the only system of the three whose administrators have guaranteed that dedicated CPUs will be available in the event of a tropical cyclone threatening the case study area. The LONI machine has been available for the LPFS exclusively during tropical cyclone events in 2007, although this availability has not been guaranteed. The UNC system is a shared resource that has performed well but does not provide assurances that CPUs will be available for the LPFS at any given time.
Performance
As a result of the grid size, time step, and hotstarting capability, the LPFS is able to produce a five day storm surge forecast for the case study area within 30-60 minutes of detecting a new hurricane forecast advisory from the NHC, using 16-32 CPUs per ensemble member (80-160 CPUs total). In order to illustrate representative output from the LPFS as well as demonstrate the utility of advanced predictions of storm surge, results for one of the early advisories for hurricane Katrina is provided (corresponding NHC graphic is shown in Figure 7 ). Before making landfall in south Florida, hurricane Katrina was forecast to affect the Florida panhandle, although the left edge of the cone of uncertainty represented a more dangerous-and prescient-track toward the case study area. If decision makers were to have access to only the hurricane forecast, they may have come to the conclusion that the New Orleans area would not be affected, if only the consensus forecast were considered. When taking the cone of uncertainty into account, the timing and severity of the storm's effects may have been difficult to estimate. On the other hand, the range of outcomes and their timing are more clearly represented in the predictions from the LPFS (see Figure 8 below).
The results from the LPFS show that in four of the five scenarios of the ensemble, there is little impact of the storm on the case study area. However, one storm clearly stands out as having a greater effect. Although the intensity is too low (the NHC was expecting Katrina to make landfall on the Gulf coast as only a category 1 hurricane at the time), the timing of the peak effect is predicted to be midmorning UTC on 29 August, which is close to Katrina's actual landfall time of 6:00 AM CDT. Figure 8 : Results from the LPFS depicting the wind speed at the 17th Street Canal station corresponding to the advisory in Figure 7 .
put for the New Orleans area (showing hardly any effect). The LPFS consistently produced output for several days. Most importantly, the output from the ERDC cluster reached the end users within a half hour, beating expectations.
Another storm, Tropical Depression 10, created a great deal of anticipation later in the season, because its predicted track looked ominously like Katrina's track according to several weather models. This system attained Subtropical Depression status near the Florida panhandle, triggering the official advisory from the NHC shown in Figure 9 , which in turn triggered the LPFS (results for the 17th Street Canal gate shown in Figures 10 and 11) .
The results for Subtropical Depression 10 of 2007 were interesting for several reasons: (1) the veer left storm provided the worst case scenario, because it was not the one to pass directly over Lake Pontchartrain; (2) the peak surge from the veer left storm occurred much later than the other storms in the ensemble, even occurring later than the ensemble storm with the 20% slower forward speed; (3) the higher surge and later peak of the veer left storm is due to the extended period of easterly winds followed by southerly winds caused by its track that would have pushed water gradually into Lake Pontchartrain from the coastal ocean. Finally, the results were most interesting to end users and decision makers because they indicated that the effect of the storm on the canal gates would be slight, even in the worst case scenario. Figure 10: The wind speed predictions for Subtropical Depression 10 reflected the fact that it was not expected to strengthen significantly. 
Conclusions
The LPFS has demonstrated its utility to decision makers for providing critical information during live events within a short time frame. The system has met or exceeded all the performance and reliability goals that were originally envisioned, including full automation without human interaction, the development of an ensemble of storms to reasonably represent the uncertainty in the forecast, a turnaround time less than two hours from the issue of an advisory from the NHC, high resolution results that can pinpoint the surge at particular pieces of infrastructure, adaptation of a parametric meteorological model that captures the dynamic changes of a developing storm, a highly reliable infrastructure achieved through redundancy across computing platforms, and direct delivery of results to end users. Furthermore, sufficient generality has been maintained such that the same services can now be performed for other geographical areas.
Future enhancements include the incorporation of alternative wind models, tides, background meteorology, and continuous (rather than event-based) operation. There are alternative estimates of hurricane winds from sources other than the NHC that have greater detail but are only available after some delay after the NHC consensus forecast is made available. Simulations could be performed between advisories using these alternative wind estimation systems. In addition, it is possible to spin up the tides before the first forecast, save a hotstart file, and then hotstart the hurricane winds on top of the tides. Furthermore, background meteorology could be used to fill out the wind field before the hurricane arrives, to pick up any effect on local water bodies, e.g., wind-induced seiching. Finally, hotstart files could be generated continuously throughout the year so that a hotstart file would always be available for forecasting water level.
