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ABSTRACT
The relative species concentrations of nonequilibrium, hypersonic,
shock tunnel flows have been quantitatively measured using a mass-spectrometric
technique. These measurements included the determination of the relative
concentration of the driver gas species, which was either helium or argon.
Although nitrogen was the test gas of most interest, partially-dissociated
flows of air and carbon dioxide were also analysed. Nominal stagnation
7enthalpies up to 6.2 x 10 J/kg were produced in the tunnel.
In order to perform these measurements, the project involved the design, 
construction, testing and subsequent use of specialised apparatus. A double­
skimmer arrangement was used to produce a molecular beam from the hypersonic 
flow. The particles in the beam were subjected to electron-impact ionisation, 
and the resultant ions were analysed by a quadrupole mass filter.
Subsidiary research was required on aspects related to these measure­
ments. The general nature of beams produced by using one or more skimmers 
to sample the gas from the flows was investigated both experimentally and 
theoretically. For nitrogen, experimental research was conducted on the 
electron-impact ionisation cross-section behaviour of vibrationally-excited 
molecules as a function of electron impact energy. Preliminary calibration 
experiments were required for the successful use of the mass-spectrometric 
equipment, particularly to account for mass separation effects which occurred 
when the flows wTere sampled.
Basic problems inherent in the mass-spectrometric analysis of such flows 
appear to have received inadequate attention in previous experiments. The 
present work was considered to involve a more comprehensive attempt at solving 
these problems, and it is believed that the validity of the general method 
has now been established.
For nitrogen, provided the electron-impact energy was at least 400eV,
the dissociative and non-dissociative ionisation cross sections were found to
depend (at most) only weakly on vibrational temperatures up to 3/100°K. 
Consequently, the utilization of available ground-state cross-section data 
for the analysis of the measurements was justified in this case.
Research on the transmission characteristics of various skimmers showed 
that very deleterious "skimmer interference" effects occurred both upstream 
and downstream of the skimmer inlet. Significant mass separation effects 
existed in the beams.
In general, measurements of the relative species concentrations revealed 
that the levels of dissociation present in the flows were less than originally 
predicted by numerical non-equilibrium calculations. Significant driver gas 
contamination levels were measured. When approximate corrections were 
applied to the calculations to account for the effects of the measured contam­
ination, the estimates for the relative species concentrations of the test 
gases were then found to agree with the measured values. Despite the unex­
pectedly high levels of driver gas contamination which existed during much 
of the steady test gas flow, periods existed for all conditions during which 
the contamination level was negligible or low. These periods were of sufficient 
length to enable the completion of almost all measurements which are conducted
(iv)
in these shock tunnels.
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COMMENT ON NOMENCLATURE
Nearly all symbols are defined in the text when they first appear, 
and many of them are present only in the one section. Some of the more 
important symbols are listed here.
LETTER SYMBOLS
A. . 1/1 Mass separation factor existing between species i and j
H Stagnation enthalpy
I . 1 Measured ion current of ion species i
K Skimmer Knudsen number
M Mach number
M.1 Molecular weight of species i
P Pressure (static)
T Temperature (translational)
TV Temperature (vibrational)
U 1 Velocity of primary shock
u Velocity of flow particles
X Distance downstream from nozzle throat
[xi] Number density of the species denoted as
GREEK SYMBOLS
a Degree of dissociation, i.e. dissociation fraction
A Relative concentration of the i ^  species in moles per gram of mixture (where the mixture includes the driver gas species)
1L thRelative concentration of the i species in moles per gramof test gas mixture
6 Ratio of the number density of the driver gas species to the 
total number density of the test gas species
K. . 1/1 Calibration factor for the "relative collection efficiency" between ion species i and j
(vi)
p Density (mass)
Ö Electron-impact ionisation cross section
0 .i/D
Ratio of the number density of species i to the number density 
of species j .
SUBSCRIPTS
0 Refers to shock-tube reservoir stagnation region
1 Refers to conditions in shock-tube section of the shock 
tunnel
oo Refers to free-stream nozzle flow
(vii)
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CHAPTER 1 
INTRODUCTION
1.1 Aims The device known as the shock tube wind tunnel, or shock 
tunnel, is capable of producing a high-speed flow of gas with a steady test 
section flow duration of a few milliseconds or less. Their development 
has been mainly prompted by the necessity for experimental testing facilities 
in which to investigate the physical and chemical processes of interest in 
high-speed flight, particularly hypersonic flight (loosely speaking, this 
means flow Mach numbers in excess of 5) .
They are part of a range of wind tunnel facilities known as 
"impulse" facilities. As the flight speeds of interest have increased 
greatly over the years, there has been a continual trend towards sacrificing 
testing time in order to achieve greater flow velocities, and this has 
promoted the development of such devices. Of the various "impulse" 
facilities now in existence, the shock tunnel provides the highest 
performance for such general use (see, e.g. Lukasiewicz, 1973). For the 
research reported here, free-piston shock tunnels as described by Stalker 
(1972, 1967) were utilized. Their construction resulted from the 
successful development of free-piston shock tubes (Stalker, 1966).
Figure 1 illustrates the major parts of this type of tunnel, which 
is at present capable of producing flows with speeds up to 12 kilometers 
per second (air) for typical test times of a few hundred microseconds.
The device is "fired" when the piston is released and thereby allowed to 
be driven by the compressed air stored in the high-pressure reservoir.
Its motion down the compression tube compresses the driver gas (usually 
helium) to a pressure sufficient to rupture the metal diaphragm, thus 
resulting in a very powerful shock being transmitted into the shock tube 
region. The test gas, which is usually at an initial pressure of a few
2.
tens of Torr, is compressed into the "stagnation" region of the shock tube 
by this "primary" shock, and then further processed by a shock reflected 
from the end wall. Ideally, there exists in this region for at least a 
few hundred microseconds a reservoir of test gas at very high temperature 
and high pressure, and this gas is not mixed to a substantial degree with 
the driver gas behind it. Upon shock reflection, the thin mylar diaphragm 
is immediately destroyed, allowing the heated gas to escape from a relatively 
small hole in the end of the shock tube and expand via a tapered "throat" 
down a conical nozzle, where its thermal energy is largely converted into 
directed kinetic energy. This flow then continues through the test section, 
where models or instrumentation may be placed, into the dump tank. The 
nozzle region, test section and dump tank are evacuated prior to the "shot" 
so that the flow is not impeded by collisions with background gas.
Compared to tunnels of more conventional design, the free piston 
tunnel produces very high temperatures and pressures in the compressed 
driver gas immediately prior to diaphragm rupture, thereby producing a 
stronger primary shock in the shock tube. As a result, the gas enthalpy 
in the stagnation region is higher, and the nozzle flow faster. Although 
a more detailed description of some of the processes occurring in the 
production of the gas flow will follow in Section 2.1, some features relevant 
to this introduction will be discussed now.
A "starting process time" exists which includes the time taken 
for conditions in the stagnation region to reach equilibrium and the time 
required for the establishment of a steady flow in the test section.
(This latter time, the time for the "nozzle starting process", has been 
described by Smith, 1966.) There also exists a time, starting later in 
the flow, when the free-stream test gas is contaminated by an intolerably 
high amount of driver gas. (A definition of the tolerance level will 
depend on the particular type of measurement being made, but we can at
3.
this stage envisage it as being of the order of 20 per cent of the total 
number particle density in the free-stream.) Sandwiched between the
starting process time and the time of excessive contamination is the 
"useful test time", i.e. the period in which the test gas flow has slowly- 
varying (i.e. "steady") physical properties which are fairly well known, 
either by theory or measurement. Its duration, for any particular 
measurement, must exceed the time required to take that measurement in a 
quantitatively reproducible manner, and as a rough rule, should at least 
exceed the time required for the flow to traverse the test section. 
Obviously, a knowledge of the useful test time is of major importance, yet 
it is not easily determined in general. The nozzle starting process and 
driver gas contamination process are both very complex, particularly the 
latter, which probably involves simultaneously at least two independent 
mechanisms (Davies and Wilson, 1969; Markstein, 1957). The relevant 
theories are unreliable, and experiments are necessary. For the starting 
process this is not difficult, since simple tests for reproducibility of 
measurements or shock-angle wedge measurements (Stalker and McIntosh, 1973) 
are possible. However, except for relatively low-enthalpy devices at 
the time of the commencement of this project the quantitative measurement 
of the level of driver gas contamination had not been successfully achieved 
in any laboratory. This, then, was one major problem which was not 
satisfactorily resolved.
A second problem of great importance was that, to various degrees 
of uncertainty depending on the conditions, the free-stream compositions 
of the flows were unknown. This is a consequence of the non-equilibrium 
effects present for all cases of interest. (See, e.g. Bray, 1970.) 
Consider the complexity of attempting to calculate the composition for a 
test gas such as air. The temperature produced in the stagnation region 
of the shock tube may be as high as 14,000°K, and thus a large fraction of
4the molecules will dissociate. The remaining molecules will be vibrationally 
and rotationally excited to various levels, and some ionisation will exist. 
Electronic excitation is usually small. Radiation losses may be present.
In the subsequent expansion down the nozzle, the density and temperature 
decrease very rapidly. The individual energy modes assume effective 
internal Boltzmann distributions as the system relaxes, each mode having 
its own characteristic relaxation rate which is a function of the effective 
particle collision frequency and the efficiency of energy transfer for the 
process concerned. Overall, the system therefore cannot be characterised 
by a single temperature, and non-equilibrium is said to exist. The nozzle 
expansion is so rapid that new equilibrium states are not attained except 
(usually) for the translational and rotational modes, and for electronic 
excitation. As the density decreases, the collision frequency drops, 
and the characteristic times required for the equilibration of molecular 
dissociation, ionisation, and vibrational excitation grow to values exceeding 
the transit time of the flow through the nozzle. This is simply because
these three processes require many collisions to achieve equilibrium.
3 8(Establishment of vibrational equilibrium can require from 10 to 10
-7 -2collisions, corresponding to relaxtion times ranging from 10 to 10 
second. Dissociation and ionisation relax even more slowly.) At some stage of 
the expansion, each of these three processes can be considered to "freeze", 
i.e. the internal energy stored in these modes will cease to change, or 
will be "frozen". The relative species concentrations will be effectively 
invariant downstream of a certain nozzle "area ratio", defined as the ratio 
of the cross-sectional area A of the nozzle at a particular axial position 
to the cross-sectional area A* of the throat. For air, the species of 
interest are N^, , N, 0, NO, and smaller amounts of electrons and ions
(usually N0+) .
The production of the flow can therefore be characterised as the
5.
relaxation of a gas from a state of equilibrium at high initial temperature 
towards a lower state, enthalpy being progressively traded in the process 
for directed kinetic energy along the expansion. The advantage of the shock 
tunnel, and in particular the free-piston shock tunnel, is its ability to 
attain a very high reservoir stagnation enthalpy (in excess of 60 megajoules 
per kilogram) at moderately high reservoir pressures ( above 200 atm.).
However, as explained above, this is achieved only for flows with complex non­
equilibrium properties. Unless the properties of interest are known, the 
value of shock tunnels is decreased for such uses as the simulation of hypersonic 
flight (e.g. re-entry to planetary atmospheres), and the investigation of 
real gas behaviour. Except in very specific cases, the free-stream composition 
is a basic property which cannot be easily deduced from knowledge of the gross 
thermodynamic parameters such as static pressure, velocity, etc.. Theoretical 
calculations, usually of a numerical nature such as those described in 
Section 6.1, cannot be considered reliable, mainly because of the complexity 
of the recombination processes in the nozzle (Bray, 1970). The recombination 
rates for the relevant conditions, even for relatively simple processes, are 
often very poorly known. When the present project commenced, no satisfactory 
experimental method had anywhere been developed to measure the free-stream 
relative species concentrations.
The problem of driver gas contamination mentioned earlier may be 
considered to be a closely related problem in that the driver gas (which 
was either helium or argon in this work) is simply an additional species 
to the test gas species in the flow, although possessing a different time 
behaviour. Recent research (Section 1.4) suggested that a simultaneous 
attack on both problems could be fruitful using the technique of mass 
spectrometry.
The aim therefore of this project was to mass-spectrometrically 
measure the relative species concentrations of the free-stream shock tunnel
6.
flow, including the driver gas specie, in a quantitative fashion. This 
required the development of the technique past the stage which previous 
workers had attained, and thus involved the design, construction, testing/ 
and subsequent use of specialised apparatus. Considerable subsidiary
research necessary to achieve the main aim was also conducted. In an 
independent context, the results of this subsidiary work were often of 
scientific interest. Test gases of interest were , air and CO^. The 
reasons for the choice of the mass-spectrometric technique and for these 
gases are outlined in the next section.
1.2 Choice of General Method For a diatomic gas (such as N^) subject 
to dissociation, the "degree of dissociation" or the "dissociation fraction" 
a is defined as :
a  = [N][N]+2[N2] (0 < a < 1) (1.1)
where [N], [N^ ] denote the number densities of the atomic and molecular
species respectively.
For more complicated situations, it is more convenient to think
in terms of y , where this is the number of moles of the i specie per 
gram of gas mixture. Thus :
h  ' ST
thwhere [X^ ] is the number density of the i specie denoted as X^, 
Avagadro's number, and p is the mass density of the gas mixture.
If the "effective gram molecular weight" is defined as :
(1.2) 
N is
Z (M. [X.]) i l l
Z [ X . ]l l
(1.3)
where M_^  is the gram molecular weight of the i specie, then substitution
of (1.2) yields :
7.
S(y.M.)i i i
£y.l i
i . e. -i (1.4)
Another reason for the convenience of the concept of y becomes apparent
if 0. . is defined as : 
i/D
0 . .
[X±]
i/j [X.]
li
Y :
(1.5)
It is useful to work in terms of 0 because relative measurements of the
[X^] are much easier than absolute measurements. Now, since
E(y.M.) = 1i i i
then a particular y. (say y ) can be expressed as :1 K.
Yk ■ V f ' W ’-1
(?(-^ ))1' Y
i . e. Yk ■
-1
(1.6)
(1.7)
This project concerns itself then with the measurement of a in
the flow, or more generally, the measurement of the y.(or 0. .).1 1 • D
Any mass-spectrometric attempt for this task must involve the 
following procedure :
(a) sampling of the flow
(b) ionisation of the sampled neutral particles
(c) processing by the mass spectrometer of the ions 
produced in (b), and
(d) detection of the individual ion species resultant 
from (c).
A detailed description of this method and the serious problems 
involved is given in Section 2.2. Obviously, correct sampling requires 
that the flow is not disturbed in a manner which will affect the measurement, 
or is disturbed in a quantitatively-known fashion. In supersonic flows,
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sampling is usually achieved with the aid of one or more "skimmers".
These are simply hollow pointed cones with a sharp-edged orifice at the tip, 
and are pointed directly into the flow. Ideally, provided certain simple 
conditions hold, the flow directed towards the orifice passes through un­
disturbed and forms a beam, while the rest of the flow is "skimmed" away.
Two or more skimmers arranged in series provide collimation of the beam.
The ionisation of the neutrals and their subsequent detection must be such 
that the final ion signals can be related to the relative density of the 
corresponding neutral specie in the flow. "In-flight" ionisation is 
required since wall recombination of atomic species will occur if any 
attempt is made to store or pipe the sampled gas. The signal detection 
system must incorporate adequate time resolution and a satisfactory signal- 
to-noise ratio. These requirements must be satisfied within the context 
of operation with a high-speed, nonequilibrium flow of excited particles.
Although this seems to impose a difficult set of requirements, 
there appears to be no better alternative to the mass-spectrometric technique 
at this stage. Normal spectroscopic methods, such as the utilization of 
Raman scattering (Widhopf and Lederman, 1971) appear to be less suitable 
because even the use of high-power pulsed lasers would probably not provide 
sufficient signal strengths, nor would they provide a time resolution.
Such approaches also lack the versatility of the proposed method and the ease 
with which mass spectra can be unambiguously interpreted. There is also 
no reason to believe that spectroscopic techniques would be more accurate. 
They would, however, involve no sampling problem. The electron-beam 
fluorescence method has been limited to relatively uncomplicated, high 
density cases (e.g. Center, 1967; McMichael, 1971).
A more indirect approach has been made by Stalker and McIntosh 
(1973) in which schlieren photography was used to measure the shock angle 
produced by a two-dimensional wedge placed in the nozzle flow of a shock
9.
tunnel. This indicated the relative numbers of monatomic and diatomic 
particles in the flow, and was limited to situations in which this was 
sufficient to reveal the y^ (e.g. N^ and air flows). Owing to this fact, 
and the fact that this method suffered from some inaccuracy and, unless 
supported by auxilary measurements, from ambiguity in interpretation (see 
Section 6.4), another approach was warranted.
The test gases of general interest at the Australian National 
University were N^/ air and CO^/ mainly because they constitute the 
atmospheres of Earth, Mars and Venus, but also because they are readily 
accessible gases about which much is already known. Since it was the 
simplest of the three gases, N^ was chosen as the initial working test gas 
for the mass-spectrometric experiments. Considerable work in N^ flows 
had been performed at the A.N.U. (Kewley and Hornung, 1974a,b; Hornung, 
1972), and these studies demonstrated the need for a better knowledge of 
a and driver gas contamination. In addition, numerical calculations of 
the free-stream a for N^ using various reaction-rate values had been 
completed, employing in modified form a program developed by Lordi, et.al. 
(1966). Thus, for this gas, it was believed that a fair idea existed 
of the values for a, and measurements could be compared with these. For 
air, similar calculations existed, and some support from experiment was 
available (Stalker and McIntosh, 1973). Calculations of the same nature 
were recently published for CO^ (Ebrahim and Hornung, 1973), and were also 
based on conditions in the facilities at A.N.U..
1.3 Subsidiary Research Required Having decided on the general mass- 
spectrometric approach, it soon became apparent that there was inadequate 
knowledge in some parts of the method to permit successful quantitative 
measurements. Hence it was decided to perform preliminary research on
three subsidiary topics :
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(a) the general behaviour of a beam of gas produced by 
sampling from the hypersonic flow using one or more 
conical "skimmers"/
(b) the quantitative nature of any "mass separation effect" 
which may exist in such sampling, thereby resulting in a 
beam the composition of which was different from the 
free-stream, and
(c) the limited investigation of the electron-impact 
ionisation cross-section behaviour of vibrationally- 
excited molecules as a function of electron impact 
energy.
The necessity for research on these topics will be explained in 
Section 2.2.2 and Section 2.2.3. Work on topic (a) will be the content 
of Chapter 3, and Chapter 5 will deal with (b) and (c). As will be seen,
the importance of this work was such that it absorbed much more time and 
effort than the final measurements of the y . Yet it is important to note 
that previous researchers who were concerned with aims similar to the one 
here were largely unsuccessful because of their failure to attend to basic 
problems inherent in the method, even though they were often aware of 
their existence.
1.4 Previous Relevant Mass-Spectrometric Research For convenience of 
description, previous (or concurrent) research can be divided into three 
types :
(a) measurements in which the gas was sampled directly 
from a hot reservoir region,
(b) those in which molecular beams were "skimmed" from 
laboratory-produced hypersonic or supersonic flows, 
and
(c) upper-atmospheric studies by rocket-borne instruments.
Type (a) experiments were the earliest, and are relevant to this
project in that they required the production of a thin beam of sampled gas 
and the subsequent ionisation of excited molecules. For example in shock 
tubes, the beam was usually obtained from a very small orifice drilled in 
the end of the tube behind the reflected shock region (e.g. Gutman et al.,
1966; Ryason, 1967; Gay et al., 1966; Diesen and Felmlee, 1963). Time-of-
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flight or quadrupole mass spectrometers and electron-impact ionisation were 
utilized in these cases. As a method for studying reaction kinetics or 
similar interests, this technique suffered from at least two major problems. 
In order to form a molecular beam (i.e. one in which the collision mean 
free path was so much greater than the beam diameter that the composition 
of the gas was frozen), the orifice had to be of near-microscopic dimensions. 
Consequently, it was difficult to discount the probability that only the 
relatively cold, end-wall boundary layer was being sampled. Secondly, 
although the electron-impact ionisation cross sections for room temperature 
(ground-state) molecules were usually well known, the relevant molecules 
were always vibrationally excited. The cross sections for molecules with 
substantial vibrational temperatures are, to date, unknown for nearly all 
gases. Even if they were known as a function of vibrational temperature, 
measurement of this temperature would itself be difficult. Recent 
researchers have, in fact, changed the emphasis of this method towards 
other aspects such as the measurement of temperature effects (Dove and 
Nip, 1971; Jackson et al., 1974).
Fewer type (b) experiments appear in the literature. The work 
of most relevance to this project is that of Spence and Dolder (1970).
They measured a for oxygen flows and hydrogen flows in a shock tunnel 
producing somewhat lower stagnation enthalpies than was of chief interest 
here. They were unsuccessful when nitrogen was used as a test gas 
(Spence, 1967). (In order to attain significant dissociation, the test 
gases were sometimes mixed with substantial amounts of argon.) Three 
conical skimmers were used to produce a well-collimated molecular beam 
for ionisation by an electron ioniser. A sector-type magnetic mass 
spectrometer with two Faraday-cup detectors was employed. Although measured 
values in hydrogen agreed with calculations, this was not so for pure 
oxygen, and this was considered to be due to the invalid use of ground-state
12.
data for the electron-impact ionisation cross sections. The authors 
make practically no mention of possible mass-separation effects in the 
sampling process.
Other experiments of this nature were also at relatively low 
enthalpy. MacDermott and Dix (1972) measured the y. in arc-heated air 
flows and obtained significant disagreement with theory at the higher 
entropies employed. Because this was not a pulsed device, cryopumping 
of the sampling probe was found to be necessary. Mass separation induced 
by skimming was allowed for on theoretical grounds which may be invalid, 
and no consideration of the effect of excitation on the ionisation cross 
sections was applied. The importance of contaminants produced at the arc 
heater electrodes was not evaluated, and there appears to be inadequate 
prevention of possible ion-molecule reactions near the ionising region. 
Similar criticisms apply to the more limited work of Lam (1970) and 
Trinks (1973). Research conducted earlier at the A.N.U. by Slade (1970) 
was limited to detecting the onset of driver gas contamination, and was 
successful in achieving this simple qualitative aim.
The conditions existing in the type (c) experiments are similar 
(Spencer, 1971), although the requirements for compact, light-weight, low- 
power, automatic instrumentation are severe. Therefore, research of this 
nature, which has only a very recent history, has concentrated mainly on 
instrumentation and basic problems of continuous sampling (e.g. Offermann 
and Tatarczyk, 1973; Melfi, 1973). In fact, a few type (b) experiments 
have been concerned with the development of these instruments (Offermann
and Scholz, 1973; Trinks, 1973), thereby pointing out that research in
t. n ^ v  A 7
this project may have significant value in this field of rocket research, 
particularly now that the atmospheres of other planets are planned as 
subjects of such investigations.
13.
1.5 Previous Research on Driver Gas Contamination All such research 
on this more specific problem has been at best only semi-quantitative.
The work of Stalker and McIntosh (1973) and Slade (1970) has already been 
mentioned. Common hypersonic measurements (e.g. heat transfer rates, 
pitot pressure etc.) are insensitive to contamination. Measurements of 
electron-beam excited gas emission have been very crude, as have measurements 
of shock stand-off distance on blunt bodies (Ball, 1966). Mass capture 
probes (e.g. Copper et al., 1965) open and close far too slowly for use 
in high-enthalpy facilities. A contamination probe developed at the A.N.U. 
by Stalker (1968) measured, in effect, the pitot pressure together with 
the rate at which pressure rose in a cavity, thus determining the speed of 
sound of the sampled gas at the ambient temperature. Results indicated 
that helium driver gas was detected only when its molar concentration reached 
approximately 50 per cent.
In general, when it is considered that theory is even more in­
adequate than experiment in this field, the need for a quantitatively- 
successful experimental technique is obvious.
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CHAPTER 2
GENERAL EXPERIMENTAL METHOD
2.1 Further Description of Shock Tunnels Used Two tunnels of the free- 
piston type described initially in section 1.1 and Figure 1 were utilized, 
the two being very similar except in general size, as indicated in Table 1. 
The larger version, designated "T3", produced a core of inviscid flow 
20 cm in diameter at the exit of the conical nozzle, while the smaller 
tunnel, "T2", produced a much smaller inviscid flow with a nozzle of the 
same shape (15° included angle) . Otherwise, flow conditions were similar 
in the two facilities, and calculated values at the most common driver 
condition in T3 for various initial shock tube pressures are given in 
Table 2. As input for these numerical calculations, the quantities P^, 
u^ and Pq were measured. (These were the initial shock tube pressure, 
the primary shock wave speed in the test gas and the stagnation region 
pressure respectively.) Also required were specifications of the nozzle 
(and throat) geometry, the initial test gas temperature (always room 
temperature), thermodynamic data and chemical rate constants. (These 
programs are described in Section 6.1.) Uncontaminated test gas was 
assumed for these cases. For the special cases of relatively very low 
stagnation enthalpies where real gas effects were negligible, analytical 
perfect-gas calculations (Gaydon and Hurle, 1963) were adequate. For T3 
and T2, such conditions sometimes existed when noble gases were shock heated 
to temperatures insufficient to produce substantial ionisation.
P^ was easily measured with a mercury manometer, and P^ by a quartz 
crystal pressure transducer (Kistler type 6201) in the stagnation region.
The signals from five standard ionisation probes spaced along the shock 
tube were displayed on a time raster to record u^, which suffered slight
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attenuation as the shock passed down the tube. These probes protruded 
a short distance into the shock tube flow, and were screwed into holes in 
the tube's wall. Basically, they consisted simply of two finely-spaced 
wires at a potential difference of 30V which broke down in the ionised gas 
present in the primary shock wave. For some conditions, insufficient 
ionisation existed to produce a reliable discharge, and in such cases, 
pressure transducers were substituted. For high-enthalpy "shots", the 
ionisation probes were considered to be more reliable. These measuring
techniques are standard (e.g. Gaydon and Hurle, 1963). Estimated accuracies
on P^, PQ and u^ were ±5% (for worst case), ±15% and ±2% respectively.
Of course, gauges existed for the correct filling of the high-pressure 
reservoir and compression tube, but the measurement of P^, P^ and u^ 
obviated the necessity to know the precision on these values, and also 
accounted for any shot-to-shot variation in the burst pressure of the metal 
diaphragm. As with standard shock tubes, (Gaydon and Hurle, 1963), the three 
measured parameters were sufficient to define the stagnation conditions.
For a given set of driver conditions, a limited range in stagnation 
enthalpy for sufficiently long periods was obtainable simply by varying P^
(see Table 2).
The relevant driver conditions were the reservoir pressure, the
compression tube pressure, the driver gas (always helium or argon) and the
burst pressure of the diaphragm (Stalker, 1966). Sets of practical
conditions existed, since the requirement to control the motion of the
piston after diaphragm rupture imposed certain relationships between the
various driver conditions. Unless the piston velocity at rupture was
optimized, destruction of the piston buffers would occur (Stalker, 1972).
In this project the stagnation enthalpy was varied from 2 x 10^ joule/kg 
7to 6 x 10 joule/kg. It should be noted that helium was used as the driver 
gas because theory shows that the strongest shocks are obtained with 
driver gases having a high speed of sound and low specific heat ratio
(Stalker, 1966). Argon was used for some low-enthalpy shots . For the
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high driver gas temperatures often developed, helium was more effective 
than hydrogen (Stalker, 1967).
In standard shock tubes, the set of driver conditions chosen is often 
determined not only by the stagnation enthalpy required, but also by the 
preference for operating at or near the "tailored interface" condition 
for a convenient P^. Ideally, with this condition, test time is 
maximized because the contact surface (i.e. the surface between the driven 
and driver gases) is brought to rest by the shock reflected from the end 
wall. When this happens, no reflected shocks or expansion waves are 
produced when the reflected shock meets the contact surface (e.g. Gaydon 
and Hurle, 1963). In practice in T3, driver gas contamination (Section 1.1) 
or boundary layer effects were expected to determine the useful test gas 
flow period, there being ample evidence to show that such effects are 
dominant when M^, the mach number of the primary shock, is greater than 4 
(Lukasiewicz, 1973), as is usually the case in such a high-performance 
device. In fact, was usually greater than the value required for 
tailoring so that the test gas slug in the stagnation region would be 
larger and therefore tend to delay contamination in the free-stream flow.
An idea of the test times available in the test section of T3 as a 
function of stagnation enthalpy for the same driver conditions relevant to 
Table 2 are given in Figure 2.1 (Stalker, 1974). The corresponding values 
of P^ for air are also indicated. The times required for the nozzle 
starting process were obtained by wedge angle measurements and observations 
of the period when various other measurements were reproducible. These 
results could be considered reliable. Onset of helium contamination was 
calculated simply on the basis of the time required to drain the test gas 
from the reservoir region, and must be considered as giving upper limits 
to the useful test period. It can be seen that the case with P^ equal to 
13 Torr (^-inch Hg) can be regarded, according to these results, as 
producing the highest useful enthalpy for this set of driver conditions.
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Because of structural limitations, this set of driver conditions was the 
set providing the highest performance under routine circumstances and thus 
was the set of chief interest. As can be seen from Table 2, considerable 
free-stream dissociation existed for these conditions.
Using relatively standard experimental techniques (e.g. Stalker, 1972), 
the calculated values in Table 2 for u , p , P and M had been previouslyoo ~co OO OO ST J.
shown by various workers to be correct to a good degree of accuracy.
Because of this, the calculated values for H and T were inferred as beingo o
probably valid. However, as long as the y^ remained unverified by experiment, 
this conclusion remained tentative. It should also be emphasised that 
the calculations for Table 2 could not adequately include driver gas con­
tamination unless aided by results from the type of experiment with which 
this thesis is concerned.
2.2 Outline of Method and Major Problems
2.2.1 Method and Basic Theory A detailed description of the 
apparatus which was designed and constructed for use in T3 is given in 
Chapter 4. Very basically, the method for mass spectrometrically analysing 
the flow is illustrated in Figure 2.2. Part of the main flow was sampled 
by the first skimmer at the point of interest, and a crude molecular beam 
resulted in which any change in the composition of the gas was unlikely 
because the particle mean free path became even larger than that present in 
the free-stream flow. A second skimmer collimated the beam so that it could 
then pass unscattered through an electron-beam ioniser where a very small 
percentage of the neutral particles were ionised. The ions were extracted 
mutually at right angles to the molecular beam and the electron beam, and 
focussed into a beam directed in a suitable fashion towards the entrance 
aperture of a mass filter. This ion optical system consisted of electrostatic 
deflectors, grids and lenses. The mass filter could be made to transmit
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only those ions with a particular charge-to-mass ratio, this ratio being 
variable. These transmitted ions constituted the required signal. Prior 
to detection, this signal was amplified by an electron multiplier placed 
directly behind the exit aperture of the mass filter. For any given 
condition, a number of separate shots were required, only one ion species 
being recorded during each shot.
For successful operation of the instruments, the region containing
-5them had to be kept at a pressure not exceeding 10 Torr. In addition,
the production of the molecular beam and the prevention of excessive ion-
molecule collisions required a similar pressure. This was achieved for
this region prior to each "shot" by employing conventional pumping techniques
aided by cryopumping with liquid nitrogen. The dump tank was pumped
-4independently, usually to 5 x 10 Torr. The region between the two
-5skimmers thus attained an intermediate pressure of approximately 2 x 10 
Torr. During a shot, the influx of gas to the system per unit time via the 
orifice in the second skimmer was much greater than any possible pumping 
rate, but the instrument tube was of sufficient length to delay pressure build­
up in the region of the instruments until after the test gas flow had ceased. 
The inter-skimmer volume was sufficiently large to prevent excessive build­
up there.
Consider now the measurement of a for dissociated nitrogen flows.
and N were therefore the relevant species. The ionisation processes
of interest in the ioniser were as follows:
O. . m +(a) N2 + e --> N2 + 2e
Qd -f(b) N2 + e  ^  N + N + 2e
°a +(c) N + e ---N + 2e
Here 0 , 0 , and O are the cross-sections for (a) non-dissociative m d a
molecular ionisation, (b) dissociative ionisation and (c) atomic ionisation,
respectively. Ideally, if I is the signal due to the detection of N+a
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ions and I is the signal due to N* ions, then : m r 2
Ia a,[N-] + a [N] d 2 a (2.1)Ira
From the definition of a (equation (L.l)), this becomes :
Ia ö, (l-a) + 2a ad 3. (2 .2)Im G (l-a)m
Hence measurements of I and I , combined with knowledge of the various G,a m
provided a value of a for each condition.
In practice, correction or calibration factors were required in 
equation (2.2), which is based on a number of important assumptions.
The remaining sub-sections in this chapter discuss these factors as well 
as describing the major problems (often inter-dependent) associated with 
the successful application of equation (2.2). Although the assumptions in­
volved in this equation will then be clarified, it will be instructive to 
list their basic details now. A direct application of equation (2.2) 
assumes :
(i) equal ion collection efficiencies for the various ion species 
and subsequent equal detection efficiencies,
(ii) that a in the molecular beam at the position of the ioniser is 
equal to a^,
(iii) that the various G are known, and that the ionisation processes 
(a), (b) and (c) are dominant, and
(iv) that, subsequent to production in the ioniser, ions are not 
indiscriminately removed from the ion beam on their way to the mass filter 
by collisions with neutral species.
It is worth noting that this method included no attempt to measure 
directly the absolute number densities of the various species. Such an 
aim would be much more difficult to achieve. A knowledge of the absolute
ion collection efficiencies and detection efficiencies, as well as a complete
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quantitative understanding of the sampling process, would be required. In 
any case, this approach would be unwarranted because the method which 
provides relative values when combined with relatively standard total density 
measurements would be just as accurate. (In T2 and T3, free-stream total 
densities have been determined to approximately ±20% by Stalker and McIntosh 
(1973), and by Ebrahim and Hornung (1975) using different techniques.)
For air and CO^ flows, the analysis was the same except that, because 
of the larger number of species involved, the concept of y was obviously more 
convenient than that of a. An example will serve to illustrate the method 
and clarify the nomenclature.
7Consider the test gas air at a stagnation enthalpy of 1.76 x 10 J/kg. 
Assuming that calculations were not hopelessly incorrect, it can be seen 
from Table 2 that the relevant free-stream species were N^/ 0 , NO, O and 
(perhaps) He. (The absence of other species, particularly N, could be 
verified easily by experiment.) The ionisation processes therefore of
N2 + 2e
°2 + 26 
O + 0+ + 2e
N0+ + 2e
"dN0,0
(e) NO + e ----> N + 0 + 2e
°aO +
(f) 0 + e ----- O + 2e
aaHe
(g) He + e ---- ^ He + 2e
This is actually a simplified explanation in that other processes 
exist, and some of these were of minor, but not insignificant, importance. 
When not insignificant, the cross section for that process has been included
interest were :
rr<N.
(a) n2 + e ----->
°mO
(b) 02 + e ----
(c) 0 2 + e ----- >
mNO
(d) NO + e ----->
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in or subtracted from one of the above cross sections. For example# 
the process
(h) °2 + 6 ■* ° 2+  +  36
was indistinguishable from (c), and its cross section was included in
. This in fact was automatic# because the original data source also 
ignored the distinction. Also, the process
(i) 0 + e 0++ + 3e
may have a cross section which is not insignificant in comparison with the 
G defined in (f). Although the experiment here distinguished the twoclL)
processes, some data sources in the literature fail to do so, and caution 
in using such sources was required.
A full description of all the ionisation processes relevant to this 
research is given in the Appendix. The cross sections for ionisation from the 
ground state of the neutral are recorded, and the sources cited. (Sections 
2.2.3 and 5.2 will establish the validity of using such ground-state data 
for most cases of interest here.) The estimated accuracy of the data is 
also indicated.
It is important to emphasise here that the accuracies assigned to the 
values of all the y^ obtained from experiment for all cases in this research 
were, except in two cases, not dominated by the error bars assigned to the 
cross sections. The gases used have, historically, been subject to 
extensive investigation, and in no case is there a possibility that the G 
for an unknown ionisation process approaches that for a known process in 
the range of electron energies employed. Indeed, the choice of test gases 
was partially based on this confidence. Gases for which such confidence 
does not exist cannot be quantitatively analysed by a mass spectrometer.
From processes (a) to (g), we can conclude that for the present
example, subject to the assumptions mentioned earlier :
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°m02‘°21 
G  \T [ N 0 ]mN^ 2
0 mO.
°2'N2 ÖinN.
(2.3)
'NO a N0]mNO____
0 „ tN_ 1 mN2 2
eNO, N mNO2 GmN,
(2.4)
Gd02 [°2] + adN0/0[N0] + aaO[01
W V
G 0  + g 0 + G 0
d°2 °2'N2 dN0,0 NO,N2 aO 0,N2
mN,
(2.5)
gaHetHel
amN2 ‘N2!
) alle
Ke, N G2 mN^
(2.6)
"j“
Here, the I. are the signals due to ions of the type i . Equation (1.5)
defines the 0i,N. The choice of N2 as the reference speciesis arbitrary.
As simultaneous equations, equations (2.3) to (2.6) are easily solved for
the 0i , N, Equation (1.7) then gives y
Y> (28 + 320 + 300 + 160^ + 40 T T )02,N? NO,N2 0,N2 He,N2
-1 (2.7)
in moles per gram of mixture. The other y. then follow from the 0. „ .1 1,M2
Because of the different time behaviour of the driver gas compared
with test gas species, and because of the desire to compare results with
1
calculations which did notinclude the driver gas, the concept of y is more 
convenient. This simply enables the test gas species to be considered
separately from the driver gas. y^ is defined as the number of moles of
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the i test gas speciesper gram of test gas mixture. Hence, for the 
present example :
Y, (28 + 320 + 300 + 160 )
°2'N2 N0'N2 °'N2
(2.8)
and the other Y. follow from Y and the 0. „ .1 n 2 i ,n 2
The contamination level of driver gas (say, helium) is then conveniently 
expressed as 6, defined as the ratio of the number density of helium atoms 
to the total number density of test gas particles :
[He]
i . e. 6
E[X. J 
i !
^He ,k
E0. -i i/k
, (i ^ He)
, (i f He, k ^ He)
(2.9)
(2 .10)
where the k test gas specieshas been used as a reference specie. For 
the present example :
0,He, N„ (2.11)
1 + 0°2'N2 + 0NO'N2 + 9°'N2
The major problems involved in the application of the general method 
will now be discussed.
2.2.2 Sampling and Formation of a Molecular Beam The purpose of 
a skimmer is to produce, from a rarified supersonic flow, a molecular beam, 
i.e. a beam in which the flow is free molecular. The interest in "skimming" 
was originally prompted by the realization that beams produced in this 
fashion could be of higher intensity than those produced by conventional 
effusive sources (Kantrowitz and Grey, 1951). In Figure 2.3, the conventional 
method for producing "oven source beams" is compared with that for producing 
"nozzle source beams". Other relative advantages of the nozzle sources 
are easier collimation and a reduction of the velocity spread for the beam
molecules. Because of the desire to produce high-intensity, well-collimated
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nearly monoenergetic beams for such uses as the study of gas-surface inter­
actions or gas collision processes/ considerable research has been concerned 
with the physics of skimming. For the purposes of this project/ skimming 
was aimed at providing a fairly well-collimated beam which enabled an 
analysis of the beam molecules in a manner which would provide information 
on the free-stream composition. The previous research on skimming 
demonstrated that this aim would be much more difficult to attain than the 
ideal Kantrowitz-Grey theory originally indicated. The physical model 
envisaged for "ideal" skimming (Figure 2.4(a)) is one in which the parallel- 
moving, free-stream particles directed at the orifice of the skimmer pass 
through it in an undisturbed manner, and the spread of the resulting beam 
is dictated only by the "speed ratio" of the flow (i.e. the ratio of the 
directed velocity u to the average thermal velocity v of the beam particles) 
This inviscid model was considered valid provided :
(a) a vacuum is maintained downstream of the orifice,
(b) the exterior skimmer angle is small enough to ensure that the 
leading-edge shock is attached,
(c) the interior angle £ is such that :
tan £ > - , (2.12)v
(d) the diameter of the orifice D is of order X, the mean free 
path in the approaching flow, and
(e) the orifice lips are completely "sharp".
Kantrowitz and Grey (1951) showed that conditions (b) and (c) could be 
simultaneously satisfied for 2.6, where M^is the Mach number of the free
stream flow.
Beyond all doubt, this simple theory has very limited applicability, 
being valid only for very rarified flows (D «  X ). Realistically, even 
if the above conditions exist, a number of inter-related processes take
place in a manner which is not yet fully understood. Some are illustrated
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in Figure 2.4(b). A cloud of scattered particles moving at thermal velocities 
obstructs entry to the orifice. Such entry may be at an acute angle.
Many of the slower molecules diffuse downstream of the orifice, thereby 
resulting in internal scattering. Diffuse shock waves originating at 
the orifice lips exist downstream of the orifice. The relative importance 
of these and other effects depends on the conditions, and this has led to 
some confusion in the literature. However, the value of the skimmer 
"Knudsen number" K as a correlating parameter, where K = -^, is fairly 
well established. "Skimmer interference" is negligible only for K > 50 
(approximately), and is severe for K < 1. A fair summary has been given 
by Anderson and Fenn (1970). More details appear here in Chapter 3 and
Section 5.3. When collimation is provided by a multiple skimmer system 
(Figure 2.4(c)), more complications arise.
For the flows of interest in T3, A was always a fraction of a milli­
meter. It was impossible to machine a skimmer with a sharp-edged orifice 
much less than 0.5 mm in diameter, so it was obvious that skimmer inter­
ference effects would be severe. Skinner (1961) failed to obtain a beam of 
even very poor intensity from a shock tunnel flow using a skimmer with 
K 550 0.3, and subsequently resorted to a fairly complicated system in which 
the flow was further expanded by a second nozzle before being sampled by 
two skimmers (Skinner and Moyzis, 1965). (The second nozzle could in 
fact be regarded as a skimmer for which K «  1.) This was more successful, 
and was the arrangement adopted by Spence and Dolder (1970) for their 
mass-spectrometric research (Figure 2.5). Skimmer interference effects 
were by no means eliminated, and the reasons for the success of the system 
were subject to debate (Jones, 1967).
Regardless of the sampling system chosen for this project, it was 
inevitable that the following features would require consideration :
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(i) the beam intensity would be considerably less than that 
expected from the ideal theory,
(ii) collimation would not be determined as simply as predicted in 
the ideal case,
(iii) mass separation effects would probably occur,
(iv) diffuse shocks or compressive disturbances might alter the 
composition of the sampled gas,
(v) "choking" of the general flow would occur if the skimmers were 
excessively large compared with the size of the test section as in Figure 
2.4(c), (i.e. the steady nozzle flow would be destroyed upstream of the
skimmer entrance),
(vi) if the region between the skimmers was sealed off from the main 
flow (as shown in Figure 2.4(c)), that part of the initial beam not trans­
mitted by the second skimmer would result in a build-up of pressure which 
might subsequently destroy the beam, and
(vii) condensation, even though absent in the main flow, might be 
induced by the sampling process.
Despite all the previous research, it was felt that inadequate knowledge 
of these features was available, particularly in the case of (iii). Even 
(i) and (ii) have been inadequately studied for very high speed flows such 
as exist in T3. For example, it was known that "choking" of the beam would
occur if the internal skimmer angle was too small (Skinner, 1961), but a
safe angle was unknown. If this were then made large for safety, the
external skimmer angle would also be large, and this could be expected to
result in a large number of scattered particles upstream of the inlet. A 
simultaneous consideration of the other features, particularly (v) and (vi) 
indicated that a compromise of geometric parameters was required if optimum 
performance was to be achieved. For this reason, subsidiary research as 
described in Chapter 3 was performed in T2 on all the above aspects except
(iii) .
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Mass separation was investigated in T3 separately (Section 5.3) after 
the sampling system was developed because a mass spectrometer was required 
for such research, and this could only function as required when conditions 
for the production of a suitable beam were finalised. In fact, this 
research took the form of a calibration in which binary mixtures of noble 
gases were used as test gases. In such cases, the free stream composition 
was known to be the same as the composition existing in the shock tube 
prior to firing because, of course, dissociation was not relevant, and there 
was no tendency for separation in the nozzle flow itself (unlike a "free 
jet" expansion). Hence calibration mixtures of helium, neon and argon were 
used to provide a quantitative measure of the dependency of the separation 
on the mass of the particles and on the flow properties. It must be 
emphasised that such separation effects might have been very considerable 
(e.g. Reis and Fenn, 1963), and also that at present, theory is completely 
inadequate in providing a quantitative description of the effect which, 
contrary to earlier expectations, is apparently not simply a diffusive 
effect. Consideration of separation effects appears to be a notable omission 
in the work of Spence and Dolder (1970), and MacDermott and Dix (1972) 
appear to have inadequately accounted for these effects.
If a free-stream flow contains two types of particles which can be 
characterised by their molecular weights (heavier component) and 
(lighter), then can be defined as :
[X ]H 00
[X ] L°°
(2.13)
where, as usual, the subscript oo refers to the free stream. Any mass
separation effect in the sampling process will mean that R is different in 
the ionizer region, and hence :
[Vi
‘V i
(2.14)
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where the subscript I refers to the ionizer region.
separation factor" A can be defined as : 
R
Then a "mass
(2.15)
Thus if A is less than unity, the sampling process results in the beam
being richer in the lighter component compared with the free stream. The
purpose of the subsidiary research was to empirically determine A as a
function of M , M and the flow parameters. When this was done, A could be n Li
included as a correction factor in equation (2.2) :
a a
rr M -r/3  + 'a (l a) 2—d A
öm(l-00
(2.16)
(A <  1 implied a relative enrichment of the atomic component induced by 
sampling.) More generally, the factor A. . was used in a similar fashion 
for more complex flows. For example, equation (2.5) becomes :
adO20O 2,N2AO 2,N2 + ÖdN0,06N0,N2AN0,N2 +
amN„
(2.17)
where the separation effect has been necessarily related to that for the N2 
component in accordance with its arbitrary choice earlier as the reference 
species.
2.2.3 Dependence of Ionisation Cross Sections on T As indicated------------------ i------------------------------------------------------------------------------------ v
in Section 1.4, all previous research with aims similar to that in this 
project has failed to eliminate the basic problem involved in measuring 
species concentrations of gases which effectively have unknown ionisation 
cross sections by virtue of being internally excited. Cross sections for 
unexcited species have been extensively studied, and for the gases of 
interest here the recorded values should be quite accurate (Appendix)t
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Although it has been suspected for some time that such tabulated values 
might not apply to some excited species, this suspicion has been shown more 
recently to be justified for dissociative ionisation processes in most 
species.
At first sight this may be puzzling, because the thermal energy
associated with temperatures of a few thousand degree K is an order of
magnitude smaller than the dissociation energy or ionisation energy of the
molecules of interest here. However, when vibrational states above the
ground state are populated, the probabilities of transitions to repulsive
ionic states induced by electron impact may increase dramatically in
accordance with the Franck-Condon principle. Spence and Dolder (1970) show
that C>2 may be a good example of this effect owing to the nature of the
potential energy curves for oxygen, as shown in Figure 2.6. Of the many
curves which have been determined for and O* (Bond et aL, 1965), two
of the most important are presented as unbroken lines (estimated error
< 0.02eV for the internuclear distances of interest). According to one
aspect of the Franck-Condon principle (e.g. Bond et al., 1965) , transitions
are most likely to occur from a given molecular vibrational state v" at
the two extreme allowed values of the internuclear distance. For direct
2transitions from the v" = 0 or 1 states to the A II state as shown, onlyu
molecular ions result. However, for v" > 1, direct transitions are
2 +permissible to the repulsive part of the A Il^curve, and 0 ions are formed.
If the population of these higher v" states is increased by thermal means,
then it follows that the probabilities for dissociative ionisation are
increased. For electron energies well in excess of the ionisation thresh-
hold value of 18.7 eV, dissociative ionisation can occur from numerous
2states above the A Instate such as those represented by dashed curves in 
Figure 2.6. A theoretical analysis then will be very difficult. Since 
most of these higher states are repulsive for all values of the internuclear 
distance, dissociative ionisation from them should not be sensitive to
molecular vibration.
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Therefore, as also pointed out by Spence and Dolder (1970), dissociative 
ionisation by fast electrons should be less temperature dependent than dis­
sociative ionisation by electrons with energies only slightly above 18.7eV.
It might be expected that varies with electron energy in the manner 
illustrated in Figure 2.7 for various vibrational temperatures T . Con­
vergence of ground-state and excited-state cross sections for T^ equal to 
10,000°K would probably require electron energies of a few hundred eV.
This conclusion is based on previous experiments, soon to be discussed, and 
on the fact that for ground-state molecules, ionisation is most effective 
for electron energies well in excess of 18.7eV for oxygen. (This is also 
true for all the other molecules of interest (Appendix) ; the ionisation 
cross-section curves peak in the region of lOOeV.)
This hypothesis was checked for nitrogen, not oxygen, as described in
Section 5.2, by taking measurements (effectively) of the variation of 
Qd(— ) and (o,+Q ) for various T at different electron energies. An O d m v ^m
inspection of the potential energy curves for N2 and N2 (Bond et al-,1965) 
indicated that the remarks made by Spence and Dolder (1970) for oxygen 
probably apply also to nitrogen. The same can be said for nitric oxide, 
carbon dioxide and carbon monoxide. Although the subsidiary research was 
done only for nitrogen, the temperature dependence of the cross sections for 
CC>2 have previously been studied for temperatures up to 3,300°K (Dove and 
Nip, 1971; Jackson et al.,1974).
The work described in Section 5.2 also accounts for the possible 
temperature dependence of in nitrogen. It follows from the discussion 
above that any temperature dependence of <7^  can be expected to result in 
a temperature dependence for (7 . The theoretical results of Dronin and 
Gorokhov (1972) indicate that this is true in cases where the dissociative 
ionisation processes dominate. In general, the temperature dependence of 
(7^  can, however, be expected to be smaller than that for o^, because <7^  
is usually less than (7 . The effect of atomic excitation on ö was ignored
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in this work because little atomic excitation existed in the free-stream 
flow.
Very little previous research on the temperature dependence of the
ionisation cross sections has been conducted, which is surprising considering
the probable importance of the effect in plasmas, high-temperature gases,
crossed beam experiments etc.. Theoretical calculations of the dependence
have applied only to low electron energies. Villarejo (1968) showed that
0^ exhibits a marked dependence on rotational states in and while
Dronin and Gorokhov (1972) calculated that G in CsCl depends on them
vibrational state. Peek and Green (1969) demonstrated that electron-impact 
dissociative cross sections are influenced very considerably by vibrational 
excitation of the target particle, the particular example being H*.
The previously-mentioned work by Dove and Nip (1971) and Jackson et al . 
(1974) on CC>2 appears to be the only previous experimental work directly 
concerned with the temperature dependence. In general, both groups found 
that the temperature dependence is non-existent at moderate electron 
energies (approximately 50eV) for temperatures up to 3/300°K for two 
processes :
(a) c°2 + e -- > CO* + 2e
(b) C°2 + e -- > C + any other particles
The other two processes of interest change by a factor of approximately 
two in cross section for a variation from 300°K to 1,500°K for electron 
energies up to lOOeV. These processes are :
(c) C02 + e — > C0+ + etc.
pn 4_ o +___> r\ 4_v<-i/ C°2 + etc.
Significantly, the rate of change with temperature of the a for (c) and 
the Q for (d) at the maximum temperature is almost zero. While Dove and 
Nip observed less temperature dependence at 50eV for the cross sections in 
(c) and (d) compared with the behaviour at 20eV, Jackson et al. found the
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same temperature dependence for electron energies of 30, 50 and lOOeV.
(This discrepancy could be explained if the ionising region used by the 
latter group had contained large numbers of scattered electrons, but there 
is insufficient detail provided for judging the likelihood of this possibility.)
Figure 2.8 compares the experimental results (unbroken lines) of Dance 
et al.(1967) with Dunn and Van Zyl (1967) for the variation with electron 
energy of the cross section for proton production from H*. The only 
significant difference between the two experiments was likely to be the 
vibrational excitation in the which was itself produced from by electron 
bombardment. The threshold energies for dissociation of the first six 
vibrational levels of H* (Figure 2.8) indicate that considerable excitation 
existed in the H* for both cases. Although the two sets of results fail 
to agree well at low and moderate electron energies, the curves coincide 
when the electron energy is greater than 200eV. This apparently supports 
the hypothesis (for a similar process) depicted in Figure 2.7. The validity 
of this conclusion is further strengthened by the result of a third (inde­
pendent) experiment (Peart and Dolder, 1971) which is represented by the 
dashed line in Figure 2.8.
Experimental results for other processes also give some small support 
for the hypothesis. Henderson et al.(1969) found that cross sections for 
dissociative attachment of electrons to at various temperatures ranging 
from 300°K to 1,930°K coincided only at the higher electron energies employed. 
Similar behaviour involving internal excitation and collision energy was 
observed for ionising collisions between excited nitrogen molecules and 
unexcited nitric oxide molecules (Utterback and Van Zyl, 1969), and for
dissociative collisions between excited N* and unexcited (Maier, 1971) .2 2
In summary, it was concluded for the present work that the problem of 
the temperature dependence of the ionisation cross sections for the flow 
molecules could probably be avoided by using electrons with sufficient energy 
to validate the employment of recorded ground-state cross-section data.
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Foreshadowing the results presented in Section 5.2, this approach was shown 
to be justified for N , the species of chief concern. (If the subsidiary 
research in Section 5.2 had failed to provide justification, the aim of 
this project might have been altered.) Previous research strongly indicated 
that the approach was also justified for the processes of most interest for 
CC>2 . These results induce more confidence in the use of ground-state data 
for the other molecules (0 2 ' N0 an<^  CO) at high electron energies.
2.2.4 Calibration of System The' probability that a flow particle
gave rise to part of the final signal can be considered as being proportional 
to :
(a) the probability that it passed through the ionising region,
(b) its ionisation cross section, and
(c) the "collection efficiency" of the ion(s) resulting from its 
ionisation, which is here taken to include the efficiency with which the 
ions were collected from the ionising region, directed towards the mass 
filter's entrance, transmitted by it, and detected and amplified by the 
electron multiplier.
Calibration involved the determination of the relative probabilities 
for the various species. In this sense, (a) involved a calibration for mass 
separation effects (Section 2.2.2), while (b) has been treated in the pre­
ceding sub-section.
For (c), it was convenient to define a calibration factor K. .as
i/D
4 " 4 “the "relative collection efficiency" of the ions of species i and j .
Thus, if the two parent neutral particles were monatomic and at equal
densities in the ionising region, and had the same a, then :
I.
“i# j I . 3
(2.18)
.+where 1^ and I_. are the signals resulting from the ions of species i and j
respectively. In practice, K. . was determined in bench tests (Section 4.8)i / 3
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with the aid of a continuously-pumped vacuum bell jar in which the 
instrumentation was positioned. Gas mixtures were admitted to the system 
via a needle valve at controlled rates and in known partial pressures.
Thus for monatomic gases :
i/j
I. a. P.J- 3 D
i. a. p.D i i
(2.19)
where P^, P were the partial pressures. The use of diatomic gases was 
only a little more complicated in that an ion species could result f rom more 
than one parent neutral species. For practical reasons (Section 4.8), only 
monatomic gases were used. A curve was constructed from the results for 
the variation c£ as a function of ion molecular weight, where k was an
arbitrarily-chosen reference species.
Hence equation (2.2), corrected to the form in (2.16), was further 
corrected by the relevant K :
OIK XT a
T K ti O l d - “ ) + 2 ,N2 aia n ,n2 d --------
ö (1-a)m
(2.20)
and equation (2.17) becomes :
K Q 00,N2 aO 0,N2
cT~ (ad0 0O ,N A0 ,N + adNO,O0NO,N AN0,N + Ä~~  ^ (2mN 2 2 2 2 2 2 2 0,N
in which the N2 component has been necessarily maintained as the reference 
species in the example.
However, the use of K was less simple that has so far been indicated. 
As outlined above, the K obtained from bench tests applied only to ions 
formed from non-dissociative processes. Dissociative processes differ in 
that the resulting ions are formed with considerable initial kinetic energy. 
For N2 and C>2 as parent molecules, the relevant energies are usually several 
eV (Stockdale and Deleanu, 1973) , and poorer collection efficiencies might 
be expected compared with the corresponding ions in atomic ionisation.
.21)
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The use of large extraction voltages should have eliminated this ion source 
dependency, but it was considered that such an approach should be proven 
to be successful.
Another aspect which required consideration was that the bench tests 
produced values of K which resulted from two species which were each homo­
geneously distributed throughout the ionising region. This was unlikely 
to be the case in the molecular beams produced from the T3 flow. Mass 
separation effects could be expected to change not only the axial centreline 
composition of the beam with respect to the free-stream flow, but also to 
impose a radial variation in the ionising region. This then implied that 
the applicationsof the correction factors A and K were not independent of each 
other. While this did not jeopardize the validity of their use in obtaining 
values for the y^, it meant that conclusions concerning the behaviour of 
the mass separation effects were not directly attainable (Chapter 5).
The bench tests were supported by measurements in which undissociated 
flows of were produced in T3 with low enthalpy conditions. Separation 
effects then did not apply, and K could then (ideally) be obtained and
n ,n 2
compared with results from the non-dissociative processes in the bench tests. 
These comparisons also tested any possible dependencies of collection 
efficiency on the beam's radial density distribution. Ideally, for these 
calibration shots:
"N ,N,
I a a m
I a,m d
(2 .22)
However, even these shots involved a complication in that some of the same
shots were necessarily required to simultaneously investigate the behaviour
of Q and a , as a function of T at different electron energies. (Although m d v
all these particular flows were for undissociated gas, T^ was varied by 
altering, within limits, the stagnation enthalpy; see Chapter 5.) Thus K, 
in this limited respect, was not independent of the ionisation cross section, 
which is one of the other factors involved in the calibration of the system.
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Despite the inter-dependence of K, A and 0 , it was possible to solidly 
establish a successful calibration for all the required conditions by com­
bining the bench test results and the subsidiary T3 experiements as described 
in Chapter 5.
2.2.5 Vacuum Problems In a static situation such as existed prior 
to a shot, the vacuum requirements of the system were fairly standard.
Some difficulty was experienced in pumping such large volumes to adequate 
levels.
The major difficulties arose from requirements during and immediately
after a shot. As pointed out in Section 2.2.1, the instrument tube had to
be long and of sufficient diameter in order to delay the time taken for the
beam molecules to return to the ioniser region after scattering. Thus the
large volume requirement could not be avoided. In addition, the dump tank
had to be very large in order to prevent excessive pressure build-up as the
flow entered, otherwise the main flow would have choked. It was not
-4possible to reduce the pressure to less than 5 x 10 Torr in the dump tank, 
not only because of its size, but also because the tank was "dirtied" by 
each shot and therefore outgassed considerably. The dump tank pressure 
therefore imposed a limit on the skimmer orifice sizes. A fast-acting valve 
could not be used at the orifice of the first skimmer because a suitable 
sampling system would not then have been possible. (In any case, all known 
values were too slow.) This meant that the flow density, the flow velocity, 
the duration of the flow, the skimmer orifice sizes, and the volume and 
length of the instrument tube governed the rate at which pressure built up 
inside the system during and immediately after a shot. In order to prevent 
burning out the heated filament in the ioniser, destroying high voltage 
equipment (particularly the electron multiplier), and burning up the oil in 
the diffusion pump which was used for pumping the instrument tube, this 
pressure rise had to be slow enough to allow time to switch off or isolate
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the endangered items. Alternatively, fast-acting automatic switches or 
valves were required. The gas admitted to the system during a shot included 
the test gas, the driver gas, and any high-pressure air which leaked past 
the piston. Between shots, the dump tank was at atmospheric pressure during 
reloading of T3, and thus the entire system was by necessity vented for a 
short time after each shot. Inevitably, atmospheric water vapour was 
absorbed, and consequently when re-pumping, outgassing from the instrument 
tube was a major problem. This was particularly severe from the ioniser 
itself when the filament was switched on.
It can thus be seen that the vacuum problems resulted mainly from 
the impulse nature of the device and the high-flux flow rates which existed, 
coupled with the need for correct sampling requirements. (Low-density con­
tinuous flows produced by standard wind tunnels result in lower flux rates 
which can be continuously pumped by standard means.) The vacuum system for 
this project is described in Section 4.7.
2.2.6 Ion-Molecule Collisions Between the ionising region and the
electron multiplier, it was required that ions had little probability of
colliding with a neutral particle either in the beam or in the background
gas. Such collisions, which are predominantly elastic or charge-exchange
processes, have a total cross-section Q at ion energies equal to 300eV of
-15 2the order of 5 x 10 cm (Massey and Gilbody, 1974). This figure applies 
fairly well for collisions involving deflections greater than 2 or 3 degrees 
between N* (or O*) with . A simple calculation estimated the importance 
of the collisions :
-nQXV (2.23)
where 1^ was the initial ion beam intensity, and I was the intensity after 
passing a distance X through neutral scattering particles with a uniform 
number density n (ignoring, for a moment, the presence of the molecular beam 
If (I/Iq ) equalled 0.95 (i.e. 5% absorption) and n equalledneutrals).
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1 1 3  -53 x 10 /cm (corresponding to a pressure of 10 Torr), then X was 30 cm..
When it was considered that a molecular beam with a density ten times the
value used above was expected, then it was obvious that the ions should not
be allowed to pass through a considerable length of the beam. In addition,
the path length to the mass filter was required to be as short as possible.
As a result, the general configuration of the apparatus as shown in 
Figure 2.2 was used. The ions were extracted mutually at right angles to 
the molecular beam and electron beam, and then bent almost at right angles 
towards the mass filter. This bending was necessary if the instrumentation 
was to be contained in a manner which would not impede the main flow for 
a given test section size, and resulted in some design problems for the ion 
optical system. Inevitably, ion collection efficiency was poorer. It should 
also be noted that, in addition to sampling and vacuum considerations, the 
consideration of ion-molecule collisions set a limit on the permissible beam 
density. For a beam with a diameter of 1 cm., this was of the order of 
1013 particles/cm3.
In view of the uncertainties for the values of Q, bench tests and 
preliminary shots in T3 were necessary to ascertain the importance of ion- 
molecule collisions in the system.
2.2.7 Signal-to-Noise Ratio Although the molecular beam produced 
in this work was expected to be more intense than those previously obtained 
from low-density continuous flows in standard wind tunnels (e.g. MacDermott 
and Dix, 1972), the attainment of adequate signal strength was still con­
sidered a problem. Firstly, it was desirable to measure quantitatively very 
small relative concentrations of He, which has a small ionisation cross 
section (see Appendix). Secondly, T3 produced considerable mechanical 
"noise" on sensitive detection equipment due mainly to vibrations caused by 
piston impact on the buffers. Thirdly, ionisation present in typical T3
flows was also expected to produce some pick-up "noise".
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Since the intensity of the molecular beam was limited by considerations 
of correct sampling, vacuum requirements and ion-molecule collisions, an
i
adequate signal-to-noise ratio required that the signal be boosted by 
providing sufficient electron current in the ioniser, optimum ion collection 
efficiency, high transmission ability in the mass filter, and low-noise 
signal amplification. To reduce pick-up noise, shielding of instrumentation 
and cables was required, while noise due to mechanical vibrations required 
very solid mounting of all the equipment. As it happened, ionisation in 
the free-stream flow induced high-voltage discharges between ioniser 
components when sampled into that region.
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CHAPTER 3
SKIMMER TRANSMISSION IN HYPERSONIC FLOW
3.1 Previous Research
3.1.1 Research Using Various Nozzle Sources Early experimental research* 
on molecular beams skimmed from supersonic nozzle flows was quick to discover 
that the inviscid model proposed by Kantrowitz and Grey (1950) (see Section 2.2.2) 
applied well in very few circumstances. These investigations were usually 
conducted in flows of much lower density and velocity than those which are 
produced in T2 or T3. Often, free-jet expansions were involved. Consequently, 
analysis was complicated by the simultaneous consideration of the flow source 
conditions and the molecular beam properties. The presence of radial variations 
in the main-flow properties, condensation in the free-stream flow, and the 
importance of background gas scattering effects contributed to the difficulty 
of analysing the results of these early experiments. Nevertheless, they re­
vealed that the intensity and collimation of the molecular beams were nearly al­
ways much poorer than the ideal theory predicted, even when consideration had 
been given to the above-mentioned complications (Hagena and Morton, 1967).
Various explanations were proposed for these observations. Fenn and 
Deckers (1963), using an ionisation-gauge manometer downstream of their skimmers, 
examined beam intensities for a fairly wide range of conditions. They considered 
the "skimmer interference effect" to be mainly the result of a diffuse shock in 
front of the skimmer inlet for skimmer Knudsen numbers K less than 10, as well 
as the result of boundary layer growth on the internal walls of the skimmer.
Bier and Hagena (1963), on the basis of schlieren measurements at higher densities,
* The proceedings of the series of International Symposia on Rarified Gas 
Dynamics (see "References") contain much of the literature relevant to this 
section.
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found that beam intensities were reduced by about an order of magnitude if the 
external shock on the skimmer became detached from it. In addition, they 
observed weaker shocks inside the skimmer. These shocks arose from the edges of 
the skimmer's inlet. French and McMichael (1967) concluded that the dominant 
region responsible for beam scattering was inside the skimmer. Using an electron 
beam probe, they observed only a slight increase in density in front of the 
skimmer's inlet under conditions corresponding to severe skimmer interference 
(K < 1.2). Strong compressive disturbances originating from the lip region of 
the inlet were present inside the skimmer for K between 0.01 and 0.1. There 
was some evidence that the lip radius affected the strength of these disturbances. 
Bossel (1971) obtained results in agreement with the conclusions of Bier and 
Hagena and French and McMichael in the sense that he found that the formation of 
weak shocks dictated the beam formation. His "shock beam" model, based on 
numerical calculations and experiments using an electron-bombardment ionisation 
detector, applied over a wide range of K values. He found that the dominating 
phenomenon appeared to be effusion from an effective beam source region which was 
itself moving at a subsonic velocity.
Theoretical work, unless applied directly to experiments, has done little 
to resolve the problem. Oman (1963) considered beam attenuation as being due 
to the scattering effects of molecules which have reflected from the external 
skimmer surface. His analytical technique was limited to cases where the over­
all collision probability for an incident molecule was low (say, less than 0.1) 
since he effectively employed a modified "first collision" model. Thus this 
approach was limited to conditions for which skimmer interference effects were 
small. The possibility that self-scattering of beam molecules has a significant 
effect has been theoretically analysed by Valleau and Deckers (1965). Their 
results are only useful for some aspects of very low-density beams. More 
recently, Derzko (1971) has applied a Monte-Carlo direct simulation technique to 
the problem, and obtained results of limited but significant value. This work
is described in more detail in Section 3.3.
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Before proceeding to discuss research which is more directly relevant 
to the conditions experienced in T2 or T3, it will be convenient to summarise 
the qualitative features of the non-ideal skimming process in the manner of 
Anderson and Fenn (1970).
Not one of the proposals cited here explains all the effects observed, 
there being strong evidence for each of them at different values of K. For 
K > 50 (approximately), the flow is essentially free-molecular, and skimmer inter­
ference is negligible (e.g. Bossel et al., 1969). As density increases, mole­
cules reflected from the external surface begin to scatter the flow molecules 
in the manner considered by Oman (1963). A diffuse shock-like structure appears 
to exist in front of the inlet at higher densities, as proposed by Fenn and 
Deckers (1963) . With a further increase in density (K 550 1 ) , a sufficient flux 
of beam molecules exists to drive reflected molecules downstream of the inlet, 
thus preventing a shock from sealing off the entrance. Under this condition, 
collisional distortions are present inside the skimmer as the result of diffuse 
oblique shocks extending from the inlet edges to the axis downstream (e.g. Bier 
and Hagena, 1963). For K < 1, these shocks strengthen, and are probably the 
dominant features then responsible for beam degradation.
This simplified description, although probably correct in its basic con­
cepts, required further investigation for the higher speeds and higher temperatures 
experienced in shock tunnel flows, particularly for cases in which more than one 
skimmer was involved. Unfortunately, various workers made different conclusions 
concerning the causes of the deleterious effects in the sampling.
3.1.2 Skimmers in Shock Tunnel Flows Beams produced from shock tube 
reservoir sources can have particles in the important energy range from 1 - lOeV, 
which corresponds to the impact energies experienced in hypervelocity flight.
This range is not attainable for neutral particles from conventional sources 
(since these have lower stagnation enthalpies), or from high-energy beams
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obtained by charge exchange from ion beams. In addition, beams of atomic 
species can be conveniently obtained from shock tube sources. These facts 
prompted experimentation into the problems associated with sampling shock tunnel 
flows.
Skinner and Moyzis (1965) concluded that, on the basis of beam intensity 
measurements taken using heat-transfer probes, scattering inside the skimmer 
was 'triggered" by molecules from upstream of the skimmer entrance. The source 
of these molecules was thought to be the diffuse shocked region external to the 
skimmer rather than direct reflection from the lip radius, because their measure­
ments strongly suggested that the use of a pre-skimmer to "shadow" most of the 
surface of the second skimmer from the general flow was successful in reducing 
the supply of the "trigger" molecules in that skimmer. Therefore, their sampling 
arrangement illustrated earlier in Figure 2.5 was considered to be close to 
that most suitable for producing a beam with a divergence of approximately 1° 
(where the beam edge was defined to be where the intensity had dropped to one 
half of the centreline value).
French and McMichael (1967) suggested that the results obtained by Skinner 
and Moyzis could be better explained by considering the conical shock formation 
which their electron-beam probe had revealed. The shock system behind the pre­
skimmer, according to French and McMichael, possibly converged the flow to some 
extent so that a higher number flux was able to pass through the second skimmer, 
thereby producing the enhanced beam which Skinner and Moyzis had observed.
Using a shock tunnel and sampling arrangement which was often very similar 
to that employed by Skinner and Moyzis, Jones (1967) has examined the beam in 
more detail. Heat transfer gauges were again used, and Langmuir probes were 
also employed. As shown in Figure 2.5, the first skimmer effectively operated 
as a second nozzle (or pre-skimmer). The other two, being in the free-molecular 
regime (K »  1), served as collimators. Jones conducted measurements in the 
three regions downstream of each skimmer, and varied the individual distances
of the collimators from the first skimmer. He also varied the internal angle,
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the external angle, and the inlet diameters of each collimator. Two values for 
the inlet diameter of the first skimmer were used (3.75 and 4.93mm). Argon 
flows with u^ = 3 km/sec were produced for tailored conditions in the shock 
tunnel. The time of flight of ions as measured between two Langmuir probes 
indicated that the eventual beam particle velocity was approximately equal to 
the free-stream particle velocity.
While the expansion immediately behind the first skimmer was found to ex­
hibit a radial and axial variation consistent with theory, the beams downstream 
of either collimator were not geometrically defined in an ideal manner by the 
source flow from the first skimmer. When the sampling system closely corres­
ponded to the form chosen by Skinner and Moyzis, no significant change resulted. 
Although collimators of any reasonable shape transmitted particles without 
appreciable loss, the beam spread was greater than expected. Hence the intensity 
was less than expected. Jones showed by a theoretical argument that his results 
could be explained, for collimators with K > 1, solely on the basis of the 
existence of a non-MaxweIlian particle velocity distribution at the collimator 
entrance. Consequently, the calculated beam distribution had a large population 
at the higher velocities, and this accounted for the divergence of the beam being 
greater than was originally expected. This was qualitatively consistent with 
measurements of anisotropic velocity distribution functions obtained from rapid 
radial gas expansions (e.g. Muntz, 1967) . In this manner, Jones presented a 
third plausible explanation for the cause of the effects originally observed 
for these conditions by Skinner and Moyzis.
Shock-heated molecular beams have not received much additional investig­
ation of this nature from subsequent workers. Peng and Liquornik (1967) and 
Spence and Dolder (1970) confirmed that the beam particle velocity was very close 
to u in value. The results of Peng and Liquornik showed that skimmer inter­
ference effects for K < 1 were severe, as was expected.
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3.1.3 Requirement for Additional Research for the Present Project 
Some of the questions foreshadowed in Section 2.2.2 were left unanswered by 
the examination of previous research, or were provided with a number of answers , 
which, if not contradictory, served to confuse the situation. This, of course, 
was partly because earlier workers were concerned with different purposes for 
producing their molecular beams. The high degree of beam collimation attained 
by Skinner and Moyzis (1965) was not necessary in the present project. In 
addition, because of the existing construction of T2 and T3, it was not con­
venient to use a dump tank system similar to that of these workers. Hence, the 
general sampling arrangements were different (compare Figures 2.2 and 2.5).
It was not known what geometry would be optimum for the first skimmer, 
although Jones (1967) had shown that the geometry of the second skimmer, provided 
it was reasonable, did not strongly influence the beam. French and McMichael 
(1967) had indicated that the distance between the two skimmers might strongly 
influence the eventual beam, but Jones' results did not support this conclusion.
These and other aspects were examined in the research described in the 
remainder of this chapter. Mass separation effects, which have been shown to 
be significant for the conditions of interest here (e.g. Schugerl, 1969), are 
described in Section 5.3.
3.2 Measurements Using Heat-Transfer Probes in Beams Skimmed From T2 Flows
3.2,1 Method and Apparatus This research was conducted in T2 because
loading and pump-down times were then shorter than in T3, and because a variety
of nozzle shapes and throat sizes were available for T2. Nearly all the shots
7used nitrogen as the test gas at a nominal stagnation enthalpy of 2.8 x 10 J/kg 
(Tq = 9,900°K, Pq = 300 atm.). Normally, an axi-symmetrical nozzle with an 
internal half-angle of 15° and an exit diameter of 11.5cm was utilized. Three 
throat sizes were used: 0.8, 1.6 and 3.2mm in diameter. The corresponding 
nominal Mach numbers M^ of the flows at the nozzle exit were 16 (approx.), 13.1
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and 9.3 respectively. In each case, u^ was 6.3km/sec, and the calculated values 
for were approximately 0.2.
Figure 3.1 is a schematic diagram of the skimming system. Since the 
nozzle was a sliding fit to the test section at the 'O' ring seal, the distance 
between the nozzle and either skimmer was variable, as was the distance between 
the two skimmers. The geometry of either the first or second skimmer was made 
variable by the availability of replacements. Internal angles, external angles, 
and inlet diameters of the skimmers were altered. All skimmers had sharp-edged 
inlets. The brass tube was 65cm long and had an internal diameter of 5cm.
This was pumped by a 2-inch oil diffusion pump backed by a 50 litre/minute rotary 
pump. A liquid-nitrogen cryopumping coil was also provided. For pumping the 
dump tank, test section and nozzle, similar pumps were available.
Vacuum levels normally existing just before a shot were, according to
-5 -3ionisation gauges, 5 x 10 Torr in the brass tube and 10 Torr in the dump tank.
Immediately prior to a shot, the pumps to the dump tank were closed off to pre­
vent destruction of the oil in the diffusion pump. The other pumps were isolated 
from the system immediately after the shot.
Figure 3.2 is a photograph of the system with the first skimmer and one 
wall of the test-section both removed. This wall was made of perspex, and there­
fore enabled luminosity photographs to be taken of the flow over the skimmers.
These confirmed the expectation that choking of the main flow did not occur.
Figure 3.3 shows the skimming system in dismantled form, and also shows 
the heat-transfer probes. Four of these probes were mounted as a moveable rake 
on a rod passing through a "spider" in the brass tube. Axial and radial traverses 
were therefore possible.
Heat-transfer probes of this type have been used extensively in the past 
for measuring the intensities or fluxes of hypersonic flows. A theoretical 
analysis of their operation in transient facilities has been presented by Schultz
and Jones (1973).
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As shown in Figure 3.4, these probes were thin film resistance thermometers. 
A very thin layer of platinum covered the tip of a wedge-shaped piece of pyrex 
glass. In free-molecule flow, particles which collided with the tip had their 
energy converted to heat in the pyrex, it being assumed in the ideal theory that 
the thin metal layer acted only as a sensing element. Then if J was the intensity 
of the beam at the position of the probe in particles per unit area per unit 
time :
q(imu^ + e ) 1 b v (3.1)
where q was the heat flux rate to the pyrex (which was measured), m was the
average mass of a beam particle, u^ was the particle velocity, and e^ was the
average internal (vibrational) energy per particle. Also, by definition :
J = ^  (3.2)m
where was the beam density. It was assumed that u^ = u^, while e^ for 
particles was given by :
e = kT (3.3)v v
where T , according to numerical calculations, was frozen upstream of the nozzle 
exit at a value approximately equal to |Tq. (The contribution to q from e^ was 
thus found to be less than 10% of the total.) Hence, since m was known, J and 
were available from a measure of q.
This was measured by passing a constant electrical current through the 
platinum film, and measuring across it the voltage, which changed as the resis­
tance varied with temperature. The circuit shown in Figure 3.5 was used for 
each probe. By employing a differential input to the signal pre-amplifier as 
shown, pick-up signals from ionisation in the flow were eliminated. Four 
"Tektronix" RM-122 pre-amplifiers and a four-trace "Tektronix" R561B C.R.O. 
were utilized. This C.R.O. was triggered from an ionisation probe in the 
shock tube, and the four signal traces were recorded photographically on self- 
developing "Polaroid" film. The change in the signal voltage (ÄE) was a measure
of the heat transfer rate per unit area q, since it can be shown (Schultz and
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Jones, 1973) that, for constant q :
4 = (3.4)
2ESaR ^
where 3 was a known physical constant for the pyrex base material, was the 
steady potential drop across the probe prior to the shot, t was the time after 
flow at the probe was first detected, and a was the temperature coefficient 
of resistance of the platinum film, which was easily measured in a separate 
experiment.
Because the signal responding to a steady heat flux rate was proportional
i
to t2, results from shots were compared by taking measurements from the traces 
at corresponding times, and always from the slowly-varying parts. It was found 
that (Ae ) was directly proportional to the steady-state resistance value as 
indicated by equation (3.4), and that these values were only slightly changed 
after many shots by particle-impact erosion of the platinum films. Figure 
3.6(a) directly reproduces the traces obtained when only a single skimmer was 
used. The probe resistances and positions are indicated. (Probes were separ­
ated by 6.4mm.) The probe with the least sensitivity was on the centre line.
To aid in the identification of the traces, two of the input signals were inverted. 
The short-lived negative deflection obtained on each trace when the flow com­
menced was an ignorable feature of the recording circuitry. These signals 
were processed by 1kHz low-pass filters. The skimmer involved in this partic­
ular shot had an external angle of 60°, an internal angle of 50°, and operated 
in a flow such that K 80 0.15 (where X was calculated on the basis of Sutherland's 
law for viscosity (Chapman and Cowling, 1970), and D was 0.8mm). Figure 3.6(b) 
then shows the traces obtained when a second skimmer with an inlet diameter of 
3mm was inserted between this skimmer and the probes at a distance 2.5cm behind 
the first skimmer. The improved collimation and small reduction in centre-line 
beam intensity are obvious.
It should be bourne in mind that measurements for any particular shot of 
the absolute signal strengths, which provided values for the transmitted flux,
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were of secondary importance to relative signal magnitudes between various shots,
because the main aim of the research was to investigate the effect of geometrical
changes on the beams produced. Another fact which should be emphasised is
that the heat transfer probes were relatively insensitive to slow particles.
As can be seen from equations (3.1), (3.2) and (3.4), (AE)was proportional
3to Therefore, the possible presence of a background of relatively slow
scattered particles could not be observed.
These experiments involved 200 shots, most of which were concerned with 
only single-skimmer arrangements. The main parameters of interest are shown 
in Figure 3.7. For investigating the beams produced by a single skimmer, 
effectively six skimmers were used, as defined by their angles <J) and i[i. These 
are designated by the numbers 1 to 6, as shown in Table 3(a). Their various 
values of D are also indicated. Because p (and therefore X) varied withoo
the nozzle throat size used, K could be varied for any particular value of D.
The approximate values of K employed are shown in the table. Both a large and 
a small skimmer, as shown in Figure 3.7, were of type 2. The other skimmers, 
except skimmer 1, were of the smaller size. Experiments with the two type 2 
skimmers, as should be expected, showed that changes of this order in the physical 
size of the skimmers had no influence on any relevant results. Double-skimming
arrangements which were used are given in Table 3 (b).
3.2.2 Results: General Nature of the Beams Results were reproducible
from shot to shot within ±5% provided the compression rings on the tunnel's
3piston were in good condition. Since (Ae ) was proportional to u, , small changesb
in the primary shock speed induced by deterioration in the rings produced 
appreciable variations in (Ae ).
From signals which were recorded without the low-pass filters in the 
circuits, it was apparent that a steady flow was established in the beam within
50ysec of the commencement of the flow at the skimmer's inlet.
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The most significant general result was that, regardless of the values
for D or K which were used, the beam produced from a single skimmer appeared to
be partially hollow for a considerable part of the length. Although extensive
radial and axial traverses were performed only in skimmers 1 and 2, there were
strong indications that this feature of the beam occurred regardless of the type
of skimmer. Figure 3.8 is a plot of the results obtained for K = 0.2 when
skimmer 2 was used. Results for any value of K between 0.05 and 1 or from the
use of skimmer 1 were similar. The figure shows the radial variation of values
for the q for various values of x , where this was the axial distance downstreamP
from the inlet. If it is assumed that u was not a function of y, the radialb
distance, then the figure also indicates the variation in the J and in the p .
If it is also assumed that no separation effect existed, then the variation in 
the particle number density is also represented.
As can be seen, these results indicate that with increasing x , the 
particles were gradually channeled away from the beam axis. The over-all loss 
of beam particles over the relevant axial distance was very small. For x^ 
less than approximately 3cm, the radial variation of the beam density was 
similar to that theoretically predicted for the expansion of an initially uniform 
hypersonic, axisymmetrix gas jet exhausting into a vacuum (Mirels and Mullen, 
1963). However, the small "bulge" at y = 1cm in the curve for J at x^ = 3cm 
was not expected from this theory. Although some measurements by Jones (1967), 
which roughly corresponded to those shown here, indicated that the particle 
number density at large values for y was greater than predicted by theory, the 
magnitude of the effect was much less than that illustrated in Figure 3.8.
Boundary-layer gas could not have contributed significantly to the signals. 
In addition, it does not seem likely that a non-Maxwellian velocity distribution 
could account for the magnitude of the observed effect, or for the change with 
x^ in the shape of the beam's radial density distribution. The results were 
more suggestive of weak shocks inside the skimmer, as had been observed by Bier 
and Hagena (1963) and French and McMichael (1967). With respect to their own
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work, the latter pair of workers had shown that such shocks converged at a 
region on the axis, and the flow downstream of this region was directed away 
from the axis. It was very possible that, in the present work, such shocks 
converged upstream of the positions for which measurements could be taken.
There seemed no way in which mass separation effects could account for 
the results, since very extreme effects were highly unlikely. (This was later 
confirmed experimentally; see Chapter 5.) Similarly, radial variations in u^ 
sufficient to fully account for the effect were very unlikely.
As will be seen in Section 3.3, these experimental results were supported 
by numerical calculations.
Owing to the much greater spatial resolution required for such measurements
in collimated beams, the radial variation of J in beams produced by a double-
skimming arrangement was not examined in detail. However, results obtained by
independent means in T3 (see Section 4.10.1) indicated that, for some cases at
least, collimated beams were also partially hollow.
Provided the skimmer inlet diameters D were not less than 0.3mm, it was
found that, for any particular skimmer in a given flow and for any value of x^,
2the beam intensity J was proportional to D . The case with skimmer 2 with
x = 5cm is illustrated in Figure 3.9. With D < 0.3mm, results were found to P
be unreliable because the radius of the inlet's lip was then significant in com­
parison with D, and this radius could not be machined to a consistent value.
The axial variation of J on the centre-line of the expansion behind a 
single skimmer was expected from the theory to depend on the inverse square
power of x . As illustrated in Figure 3.10(a) for skimmers 1 and 2, this was P
true only for the larger values of x investigated, and then it was only approx-P
imately true. The logarithmic plot in Figure 3.10(b) shows that a good straight- 
line fit is not possible unless the results for small x^ are neglected. These 
lines have a slope which only approximates to (-2) as indicated. In (b), the 
use of two nozzle throats provided two values of K for each skimmer. Although 
the skimmers had different values of D, both (a) and (b) figures show the results
52.
which would be obtained if the inlet diameters were equal. The normalisation
n  'was possible because,as has been explained, J was proportional to D . For
—  2beams produced from a double-skimmer system, J varied approximately as x onP
the centre-line.
3.2.3 Results: Influence of Various Parameters It has been shown
(Figure 3.9) that when D (and therefore K) varied by a factor of approximately
27 for a given flow, J was proportional to D . This also effectively indicated
that the transmission efficiency of the skimmer was not a sensitive function
of K for that range of K. By varying also the nozzle and throat size a variation
of K by a factor of 200 was achieved. The effect of skimmer interference on
J as a function of K was obtained therefore for skimmer 2 by plotting 
2[(AE)Ci/(PbD against K as shown in Figure 3.11. Here, (Ae )cl was the
signal obtained from the probe on the centre-line at x^ approximately equal to
5cm. The values for were available from numerical calculations. Of course,
similar measurements for other values of x and y and for other skimmers wouldP
be required in order to present a more complete description.
For skimmers 4,5 and 5, which all have ip = 50° (see Table 3(a)), differences
in J for a given x were comparatively small. (Luminosity photographs showedP
that the external shocks on these skimmers were attached.) Skimmer 3, however, 
transmitted more intense beams than these three skimmers, while skimmer 2 
produced the most intense beams. Values of J obtained from skimmer 1 were 
approximately equal to those from skimmer 3. The relationship between the 
centre-line beam intensities from skimmers 1 and 2 has been shown in Figure 3.10.
These results showed that skimmer interference decreased as ^ decreased, 
while (J) had little effect until attaining a value of approximately 30°. J 
then decreased as (f) decreased. These results conform with expectations from 
many of the proposed skimmer interference mechanisms described in Section 3.1.
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Figure 3.12(a) illustrates the effect of ip on J by showing for skimmers
2, 3, 4, 5 and 6 the measured intensities as a function of B,, where this is
the half-angle divergence of the beam downstream of the inlet at the position
of x^ involved (i.e. tan B, = y/x ) . The results all correspond to cases for
which K ^ 0.1. Measurements were taken for one value of x in each skimmer.P
and this value was always less than 5cm. However, because this value of xP
varied by a small amount depending on the skimmer used, the measurements for J
-2were normalised by assuming that J was proportional to x As shown by FigureP
3.10(b), this assumption would have involved a small error, but since gross 
effects were the chief concern, the error was not important. The individual 
points on the curves in the figure were average values from (usually) two inde­
pendent measurements. The conditions in Figure 3.12(b) were the same except
that K « 1.5.
It can be seen that, not only was the transmission efficiency very sens­
itive to ip, particularly at the larger value of K, but the spread of the beam 
was significantly greater when \p was large. These results suggested that, 
since the disturbance upstream of the inlet would be greater when ip was large, 
the diffuse shocked region in front of the skimmer was mainly responsible for 
beam degradation at the larger value of K, despite the fact that the actual 
shock was attached to the lips of the skimmer inlet. This was in accordance 
with the model proposed by Fenn and Deckers (1963). This effect probably still 
persisted at the lower value of K, although the relative importance of the
weak shock system inside the skimmer could then be expected to be greater.
3Because (Ae ) was proportional to u^, it is possible that these figures 
exaggerate the effect of ij on J and p . It has been assumed that u^ was the 
same at all positions and for all circumstances. Although heat transfer measure 
ments, strictly speaking, therefore require measurements of u^ for every measure­
ment of q'in order to determine J (or p ), most other forms of measuring J (e.g. 
ionisation gauges) are less satisfactory for determining beam properties, since 
they respond to slow, scattered particles, as well as the beam particles.
Previous measurements by Jones (1967), Spence and Dolder (1970), and Peng and
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Liquornik (1967) demonstrated, in effect, that many of the beam particles had 
velocities close to u^, but it was not clear to what extent the axial velocity 
distribution might have spread. However, the numerical calculations in Section 
3.3 show that the variation in the average value of u^ was small, regardless of 
the position (provided it was in the beam) and of the circumstances of the 
sampling.
A calculation for the absolute intensity of the beam transmitted by skimmer 
3 with K = 0.1 illustrates the severity of the skimmer interference effect.
From the manner indicated in Section 3.2.1, J on the centre-line was found to be
18 — 2 —19.6 x 10 particles cm sec at x^ equal to 4cm. When the measured beam
profile was considered, this corresponded to a total transmission of approximately
19 -13.6 x 10 particles sec . If skimming had been "perfect" as in the Kantrowitz-
Grey model, a very simple calculation showed that the total transmission would
20 -1have been 1.7 x 10 particles sec. Hence, the actual transmission was in this 
case only approximately 20% of that predicted by the ideal model. In addition, 
as indicated by equation (2.12), the maximum beam spread predicted by the ideal 
theory would have been such that the beam's edge would have been defined by the 
angle £ Ä 5.5°. Figure 3.12(a) shows that, for this condition, the beam edge 
was actually defined by  ^^ 20°.
The effect of background pressure in the test section on the transmission 
characteristics was insignificant provided that pressure was below 0.1 Torr for
However, as expected, the back­
ground pressure inside the skimmer could not have been this high without further
-7 -3the case with p equal to 9.5 x 10 gm cm
disturbing the beam. When x^ was 2.3cm, the beam at this position was degraded
-2by background pressures in excess of 3 x 10 Torr. At x^ equal to 4cm, this
pressure was found to decrease J by 40% compared with the case when the pressure
-4was 10 Torr, which was the pressure normally existing.
When two skimmers were used, the second skimmer operated in the free- 
molecular regime, and additional interference by the second skimmer was expected 
to be small. In general, this was true provided pressure build-up in the inter-
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skimmer region was not excessive. The introduction of skimmer 2 at a distance 
of 2.5cm behind skimmer 1 (arrangement B in Table 3(b)) reduced the centre-line 
intensity by only approximately 40% when was 0.15 (see Figures 3.6(a) and (b)). 
When was 0.6, the reduction was approximately 30%. The effect of on 
the beam was far less than that of ip . When arrangement C was used instead of 
arrangement B (K^  = 0.15, x^ = 8cm in both cases), the centre-line intensity 
dropped by only 30%, and the collimation of the beam did not suffer appreciably. 
Jones (1967) also found that the geometry of his second skimmer in similar cir­
cumstances had only a weak influence on the nature of the beam.
The degree of collimation of the beam was considered adequate for the
use of mass-spectrometric equipment if the beam diverged with a half-angle of
less than 3°, as measured from the second inlet. This requirement was provided
by arrangement A, and by the other arrangements if x was 8cm. For arrangement
B with x = 2.5cm, the half-angle divergence was 8°. Detailed results cannot s
be given because the spatial resolution of the measurements were only aimed at 
determining an upper limit to the spread of the beam.
In order to determine how long the pointed part of a collimating skimmer 
protruding from an end wall should be, an annular-shaped "collar" was placed 
over the tip of the second skimmer as shown in Figure 3.7. It was found that 
only a fairly localised region near the tip of this skimmer was responsible for 
any effect on the beam. (This apparently contradicted some conclusions made 
by Skinner and Moyzis (1965).) With arrangement B, a collar placed further 
than 1.2cm behind the inlet had no effect on the transmission. This was a use­
ful fact because it was realized that short collimating skimmers would enable 
bulky equipment to be positioned closer to the collimating inlet than would be 
possible with longer skimmers. Consequently, poorer collimation could be tol­
erated with a shorter second skimmer.
A simple but effective method was used to determine the effect of the 
pressure build-up in the inter-skimmer region on the beams produced from a double­
skimmer arrangement. The ratio of J obtained with a single skimmer to that
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obtained with two skimmers was measured for various values of p . This density 
could be easily varied by a factor of 15 by altering the nozzle throat sizes.
Since the inter-skimmer volume for a given sampling arrangement and a particular 
*s was a constant, an increase in increased the pressure build-up in the 
region between the skimmers.
Although an increase in xg meant an increase in this volume, the then- 
increased path length of the beam in this region could be expected to result in 
additional scattering according to the exponential absorption law :
-[N IQ x _ SJVT s
J “ J1 e (3.5)
where was the initial intensity of the beam at the inlet of the first skimmer,
tNS] was nurnfc>cr density of the scattered gas in the inter-skimmer region, 
an<3 Q,^  was the particle collision total cross section (available, e.g. from 
Massey and Gilbody, 1974).
If [Ng] was calculated on the assumption that all particles transmitted 
by the first skimmer contributed to a uniform pressure build-up, then the atten­
uation in J at a particular time predicted by equation (3.5) was always consid­
erably in excess of that measured. This was probably because the above assumption 
was incorrect, [N^ ] being less near the axis of the expansion than in the other 
parts of the region. In addition, of course, some of the particles passed
through the second inlet and therefore did not contribute to [N ]. These3
results served to establish the use of equation (3.5) as a method for determining 
a safe inter-skimmer volume for the prevention of scattering of the beam by back­
ground particles for a given x , p^ and 0 .s ^b *T
3.2.4 Subsequent Design of Sampling System for Mass-Spectrometric Research 
in—T3 Based largely on the research which was conducted in T2, the design of
the sampling system for the mass-spectrometric analysis of T3 nozzle flows even­
tually resulted in the construction of the system shown in Figures 13(a) and (b).
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The first skimmer consisted of a hollow aluminium cone with an external 
half-angle of 45°, and the tip of this cone was a screw-in stainless steel cone 
with 4> = 30° and i\) = 40°. Since it was thought that the impact of metal 
particles during a shot from the ruptured high-pressure diaphragm could damage 
this tip, the wall thickness near the inlet of a type 2 skimmer was considered 
to be too thin. This also explains the choice of stainless steel rather than
a softer metal. The inlet diameter normally used was 3mm. For the flows
in T3, this meant that ranged approximately from 0.006 to 0.03. (Only one 
nozzle and, except for one shot, only one throat size were employed in T3.
See Table 1.) The second skimmer was very much smaller than the first, with 
0 = 35°, = 48° and = 5.2mm. This was positioned in the circular end wall
which screwed into a large tube containing the instrumentation, the ioniser 
being positioned very close to the end wall.
The 5cm-long insert was not normally used, but was sometimes useful for 
delaying the time at which the general flow choked at the skimmer inlet. In 
general, to prevent such choking, the sampling system had to present a sloping 
front to the flow as shown, and in addition, the diameter of the system for the 
given test section size could not have been significantly larger than was the 
case. This meant that, for a given value of x^ (usually 10.5cm), the only way 
in which the inter-skimmer volume could be increased was to provide additional 
space behind the end wall. This was done by attaching large, blind-ended 
pipes (not shown), to the system at the position of the holes shown in Figure 
13(b). The total inter-skimmer volume was then approximately 6 litres.
3.3 Numerical (Monte Carlo) Analysis
3.3.1 Description of Method The complexity of the qualitative nature 
of skimmer interference effects is so great that no analytical work has been 
attempted which has considered more than one aspect of the problem in a single 
formulation. Although the analyses by Oman (1963) and Valleau and Deckers
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(1965) were of some value, they were limited to very special circumstances.
Therefore, in order to provide independent support for the experiments 
as well as perhaps supplying additional useful information, the work of 
Derzko (1971) was considered to constitute a more promising approach. The 
Monte Carlo direct simulation method developed by Bird (1969) was applied with 
some success, although Bird's actual program was not employed. Fortunately, 
Professor Bird volunteered the use of his program for work in this project.
As will become apparent, Bird's program was more sophisticated than that by 
Derzko, and thus it was possible to analyse the flows in far more detail than 
was done by Derzko. As reviewed by Derzko (1972), other well-developed numer­
ical methods which were possibly applicable to the problem were much less 
suitable than Bird's method.
The direct simulation method has been briefly described for general 
purposes by Bird (1969) and Derzko (1972). Its application has produced 
reasonable results in almost all cases. These include, for example, analyses 
of shock wave structures, velocity distribution functions in shock waves, 
aerodynamic properties of bodies in rarified hypersonic flows, and the "leading 
edge" problem. The method is particularly suitable for problems in the 
transition regime (i.e. X ~ dimensions of the relevant flow properties), which 
is the regime least accessible by analytical techniques. Steady or unsteady 
flows with one or two spatial co-ordinates have been treated, and a variety 
of molecular and surface interaction models have been applied. Gas mixtures 
have been analysed.
Bird's method basically assumes that a flow involving in the vicinity of 
20(say) 10 particles can be studied by means of a model using a much smaller
3number of particles (of the order 10 ), each simulated particle effectively 
possessing a proportionally larger collision cross section. These particles 
are concurrently followed through representative collisions and boundary inter­
actions in simulated physical space within a computer. The same assumptions 
that are made in conventional derivations of the Boltzmann equation are employed.
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Because a comparatively small sample of simulated particles is chosen, 
statistical fluctuations in the model are much greater than in the real case, 
and this limits the method to applications in which the flow perturbations 
are sufficiently large to produce a reasonable "signal to noise" ratio.
The major steps involved are shown as a flow chart in Figure 3.14. For
the present case, molecules initially had a directed velocity u with a super­
imposed Maxwell-Boltzmann distribution. Velocity components and position co­
ordinates of each particle were stored in the computer. The simulated spatial 
region was divided into a number of cells, which were small in comparison with 
the distances over which significant changes in flow properties were expected. 
Compared with the cell structure used by Derzko (Figure 3.15), the number of 
cells used in the present work was far greater, as shown in Figure 3.16. Con­
sequently, the spatial resolution of the results was much improved. More 
importantly, it was questionable whether Derzko's cells were sufficiently small 
to comply with the condition mentioned above. Bird's method for referencing 
the cell co-ordinates and the position and velocities of the particle was more 
efficient in conserving storage space and computing time. This accounted for 
th e improveme nt.
Particles initially upstream of the skimmer inlet were allowed to move 
towards the skimmer, which was initially evacuated. They collided amongst 
themselves and, later, with the skimmer walls, which were diffusely reflecting 
walls with a specified temperature. Both "hard sphere" and "inverse ninth 
power law" molecular interaction models were applied. The two processes of 
moving and colliding were decoupled by computing collisions appropriate to a 
time interval At^ which was small compared with the mean collision time. 
Particles were then moved through distances defined by their instantaneous 
velocities and Atm , the velocities being dependent on the molecular model 
employed. Random impact parameters were generated for the computation of each 
collision, and the stored velocity components were renewed after each collision. 
With each collision, the time counter for the cell in which it occurred was
advanced by :
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At = 2(N [N]Qv )-1 (3.6)c r
for the case of hard-sphere molecules. Here, Nc was the actual number of 
simulated molecules within the cell, [N] was the number density, Q was the (fixed) 
collision cross section, and was the relative velocity between the random 
pair of molecules. Collisions were computed in the cell until the time counter 
had advanced through At^, and then the procedure was carried out for all other 
cells.
At time intervals Atg, the number density in each cell and any required 
flow properties were sampled. The flow was assumed to be unsteady until the 
first molecules had passed somewhat downstream of the region of interest. Until 
that time, successive samples were averaged over the results from a number of 
separate runs. After steady flow had been established, successive samples were 
averaged in order to build up the sample size and thus reduce the statistical 
fluctuations in the final results.
Because cell sizes varied considerably, weighting factors were introduced 
so that the smaller cells retained adequate sample sizes. Molecules moving to 
a cell with a different weighting factor were appropriately removed or duplicated.
The skimmer geometry and associated cell structure, as well as other 
factors required in accordance with the above description, were input to the 
program. and A were also specified. As output, the conditions relevant
for every cell were printed at specified intervals. This output included the 
sample size, density, axial velocity, radial velocity, total temperature, vector 
components of temperature, translational temperature and the rotational temper­
ature. The total number of collisions which had occurred was also printed for 
time intervals of At^. In addition, gross features of the flow were conveniently 
indicated by printing for every cell the quantities of each simulated "type" 
of particle. "Types" were defined according to their collision history with 
other types or with the same type. For example, type "O' molecules were those 
which had suffered no collisions except amongst themselves, and clearly re­
presented free-stream molecules. Three other types existed. Their properties
61.
are indicated in Table 4. These served to indicate in the output the positions 
of shock waves and boundary layers, and also indicated the relative numbers of 
scattered and beam particles.
For gas mixtures, additional input was required to specify the number of 
components, their relative number densities in the free-stream, their relative 
molecular weights and their relative molecular diameters. The species number 
fractions present in each cell was then included in the output. Since the 
basic program was modified for gas mixtures, this version was assigned the name 
MIXTURE, while the version concerned with a single gas component was called 
SINGLE.
The program was run for various data decks on a Univac 1108 computer at 
the Australian National University. With the useable core storage being fully 
employed, each version required from 30 to 90 minutes of calculating time, 
depending on the number of collisions involved in the model and the statistical
accuracy required in the results. The standard deviation of the statistical
_!
scatter in a particular result was approximately equal to (Nc) 2. Running
times were always long enough to provide sample sizes of a few hundred or more
5particles in each cell. The number of simulated particles was usually 10 
(Derzko considered 3,500). Owing to the large storage requirements and long 
running times, only a limited number of cases could be computed within the avail­
able time.
3.3.2 General Results and Qualitative Comparison with Experiments 
Derzko considered Knudsen numbers between 0.5 and 4. He found that beam inten­
sities were of the order of 0.3 of the ideal (perfect skimming) value, and con­
cluded that most of the interaction occurs from 0 to 4 mean free paths upstream 
of the orifice. Most of his results were outside the range of interest of 
the present work and were more limited in detail, but, where relevant, there was 
no serious qualitative disagreement between the two sets of results.
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Tables 5(a) and (b) show the cases which were computed using both the
SINGLE and MIXTURE versions. The free-stream "speed ratio" S , defined as the
ratio of the directed velocity u^ to the mean thermal velocity of the particles,
was used instead of as an input parameter. All cases considered the flow
for values of x up to 50D. For K = 0.125 and S =11, this approximately corres- P
ponded to a case in T2 where the 1.6mm diameter throat and a skimmer with 
D = 2mm were used. Hence, for the purpose of rough comparisons, it is convenient 
to consider the calculated cases as representing skimmers with D = 2mm and x^ 
up to 10cm. Most of the cases in Table 5 considered skimmers with lower values 
of K than those usually used in the experiments in T2. Double-skimming arrange­
ments were not considered.
An enormous quantity of information was produced by these calculations.
Only the most important items relevant to this general project will be presented.
There was nothing in the output of any run which indicated that the 
program was functioning incorrectly. Generally - expected features such as the 
strong shock in front of the skimmer walls and the boundary layer behind this 
shock were predicted, and the quantitative nature of the results for the various 
parameters always seemed reasonable. Corresponding results from SINGLE and 
MIXTURE were always very similar.
Direct comparison with experiments was made difficult by the fact that
the program printed out the density p of all particles; i.e. it did not dis-a ---
tinguish between fast and slow particles in this respect. However, an indication 
of the relative numbers of fast and slow particles or, more correctly, the axial 
velocity distribution,was provided by the calculations of u^ (the average axial 
velocity) and by the calculations of the relative numbers of "types". Related 
to this aspect was the further complication of the time dependency of the flow.
The results showed, as expected, that the first particles to emerge downstream 
of the skimmer were the faster ones. These were followed by slower particles 
with (presumably) a spread of values for u^. Hence, for any position, and 
u^ were time dependent for a period considerably longer than the time tT required
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for a fast beam particle (u^ = u^ ) to pass through the region of interest.
This time dependency assisted in distinguishing the behaviours of the fast and 
slow molecules.
The calculations supported the measurements in T2 which indicated that 
the beam was partially hollow, and also supported the belief that weak shocks 
existed inside the skimmer. The first particles transmitted by the skimmer were 
usually just off the centre-line, and possessed values for u^ slightly in excess 
of u . This excess was attributed to the fact that collisions raised the
temperature of the gas in the region near the inlet. For example, for K = 0.01 
and S =11, the temperature on the centre-line at the inlet (x = 0) was aOO P
factor of 17 above that in the free-stream. For = 3.0, the corresponding 
factor was 2. Diffuse shocks, as indicated by molecule "types" and temperature, 
originated from the lips of the inlet and crossed the axis approximately at 
x^ = 5D, after which they disappeared. These features were almost non-existent 
for K = 10, and appeared to weaken as increased. Figure 3.17(a) illustrates 
for the case of run 5 (Table 5(a)) the variation of p with y for a few valuesd
of x^ at various times, all of which are greater than tT . The corresponding 
variation in u^ is shown in Figure 3.17(b). Figure 3.18 is similar, except 
that the results are taken from run 2.
Results also generally showed that, for K = 0.01 or 0.125, practically 
all the molecules for x^ > D were of "type" 1 on the centre-line (steady-state 
situation). The relative number of "type" 2 and "type" 3 molecules gradually 
increased with y, and these exceeded the number of "type" 1 molecules near 
the walls. However, no definite boundary layer existed inside the skimmer. 
Corresponding results from run C on this aspect were not available (K = 10).
In all cases, the temperature in the beam on the centre-line was in 
excess of that in the free-stream for values of x less than 40D at least.P
For large values of x^, the temperature generally increased with y. Hence, it 
seems very doubtful that sampling by a skimmer could, in an actual situation, 
induce condensation in the gas, because expansion of the gas downstream of the 
inlet is not accompanied by an immediate decrease in temperature for these
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conditions. When the temperature finally falls below the free-stream value 
at large values of x^, the gas density appears to be much too low for condensation 
to occur.
3.3.3 Results: Influence of Some Parameters Having presented the 
general results, it will now be convenient to outline the effects of varying 
some of the parameters. However, the complexity of the general flow pattern 
and the limited number of runs means that only semi-quantitative comments can be 
provided.
As with the experiments in T2, there was an indication that skimmer inter­
ference effects were least desirable when K ~ 0.1. Compared with the cases when
K = 0.01 or 10, (p /p ) for K = 0.125 was less, the beam spread was greater, anda 00
(u /u^) was slightly less.
The ninth-inverse-power-law model for the molecular potential should be 
a good approximation for the potential of a molecule for these purposes.
When employed instead of the hard sphere model, (p /p^) dropped by approximately 
30%, the beam spread was slightly greater, and nearly twice as many collisions 
were recorded.
As was increased from 3 to 20, (p /p^) approximately doubled, but the 
actual bean did not appear to have become denser. There were relatively more 
"type" 3 molecules in the case with S = 20. This indicated that, on the 
average, the molecules then suffered more collisions. The temperature of the 
gas increased considerably with S^. However, (u /uro) was insensitive to changes 
in S .OO
In runs 6 and E, the radius of curvature of the lips at the inlet was 
increased by an approximate factor of 3.5 compared with the usual case, which 
has been illustrated in Figure 3.16. For hard sphere molecules, this produced 
only a small deterioration in the quality of the beam. The beam spread was 
then slightly greater, (p /p ) was then reduced on the centre-line, and (u /u )d w X w
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was decreased throughout the flow. Temperature was considerably increased 
everywhere, particularly in the region of the inlet. When the power-law 
molecular model was considered, the changes brought about by bluntneing the 
inlet lips were greater. In comparing runs A and E, (p /p )on the centre-line 
was almost halved.
As expected from experiments, decreasing (j) below 30° had the effect of 
gradually destroying the beam. By comparing runs 2, 7, 8 and 9, it was found 
that the centre-line density decreased as (J) was reduced, except when cf) was 
changed from 20° to 15°. The reduction on the centre-line in p^ at x^ = 25D 
when (f) was changed from 30° to 20° was 30%, while (u /u^) decreased by 11%, and 
the temperature rose by a factor of 6. Significantly, there were almost four 
times as many collisions with (j) = 15° compared with the number for <J) = 30°.
The effect of altering ip (compare runs 2 and 10) was not as dramatic as 
had been experienced in the experiments, but the changes were certainly signif­
icant. At x = 25D (for example), the centre-line density was halved when ip 
P
was increased from 35° to 55°. At the same position, (u /u^) dropped by 16% 
and the temperature rose by a factor of 7. The beam spread was much greater, 
and the total number of collisions was doubled.
3.3.4 Results: Mass Separation In all cases during the steady-state 
situation, the heavier particles were enriched on the axis of the expansion, 
while the outer fringes of the expansion were very rich in the lighter component. 
This feature was only weakly dependent on x^. In the time-dependent period, 
the behaviour with time was complicated, and the variation with x^ was more 
complex. In fact, the lighter component was sometimes enriched on the axis 
in the early stages of the expansion. The influence of the diffuse oblique 
shocks inside the skimmer on the separation characteristics was then evident 
for the cases with K = 0.01 or 0.125.
In the manner indicated by equation (2.15), a mass separation factor A'
was defined as :
A'
Rs
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(3.7)
where was the ratio of the number density of the heavier component to that 
of the lighter component in the free-stream, and R^ was the corresponding ratio 
inside the skimmed beam. Hence, the calculations showed that A' >  1 on the 
centre-line, and A' <  1 for large values of y. For run D, the variation of A'
It was significant that the separation effect was greater for K = 0.125
than for K = 0.01 or 10, since skimmer interference then also appeared to be
greatest. For example, for x = 25D, A' on the centre-line was approximatelyP
8 when K = 0.125, but only approximately 2.2 when K = 0.01 or 10. This implied 
that a diffusion effect, which should be greatest for K = 10, was not the 
dominant factor for the cases with the lower K values when centre-line separation 
factors were considered.
The choice of molecular interaction model employed had no significant 
effect on the separation factors. However, when the inlet lips were blunted, 
(compare runs A and E) , A' decreased from 8 to 2.9 on the centre-line at 
x^ = 25D, and the separation effect was generally less at other positions.
This feature also indicated that the effect was not simply a diffusive effect.
Comparison with experiments was not possible because the measurements 
taken in T3 employed a double-skimmer arrangement, and the inter-skimmer region 
was subjected to a build-up in pressure during a shot (see Chapter 5). Other 
complications also existed. However, the qualitative nature of the calculated 
results is in general agreement with the measurements by Schugerl (1969) and
French and O'Keefe (1966).
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CHAPTER 4
CONSTRUCTION AND TESTING OF EQUIPMENT 
FOR MASS SPECTROMETRY
4.1 General An early decision was made to design the mass-spectrometric 
equipment for use in T3 rather than T2. This was based partly on the desire 
to obtain results from the larger facility in which most of the other important 
experiments in this laboratory had been conducted. Another consideration 
was the size required for the test section and dump tank. As already 
mentioned, sampling and vacuum requirements partly dictated the length and 
diameter of the instrument tube. The components of the ioniser had to be 
designed around an aperture^ for passage of the molecular beam, and therefore 
could not be made very small unless the beam was collimated to a very small 
diameter. In addition, the necessity to extract the ions at right angles 
to the molecular beam and to position the mass filter close to the ioniser 
also meant that the diameter required for the instrument tube could not 
conveniently be made small compared with the T2 test section diameter.
Major modifications would have been required in order to increase the test 
section and dump tank sizes for T2.
Perhaps the most important general requirement was to maximize the 
number of shots possible in a given period. "Turn-around time" was dictated 
by pump-down time. A second requirement was for ease of maintainance, and 
this was alleviated by the lack of necessity, afforded by the utilization 
of T3, to have tiny components of compact instrumentation. It was desirous 
to be able to remove the instrumentation as a single unit for bench testing 
or maintainance. Although rigid mounting of the instrument tube was 
necessary, the mounting was adjustable in a manner providing axial and 
radial traversing. The first skimmer and the pumping lines were required to
68.
have the ability of withstanding the impact of diaphragm fragments, some of 
which passed straight through the nozzle throat with considerable velocities.
4.2 Skimmer System This has already been described in Section 3.2.4, 
since its design was largely the outcome of experiments in T2, but some 
additional features will now be discussed.
The second skimmer was screwed into a threaded hole in a small brass 
disc. This hole was off-centred in the disc by 1.6mm. The disc itself 
was screwed into a thin, brass, annular-shaped mounting plate, the accomodating 
thread of which was similarly off-centred by an additional 1.6mm. Hence this 
skimmer could be off-centred in any radial direction by any distance up to 
3.2mm (see Figure 3.13(b)). Two other discs with holes which were offset 
by increasingly greater distances could each be substituted for the above disc, 
thereby allowing the skimmer to be axially off-centred by any distance up to 
9.5mm. This provision proved useful in investigating the radial variation 
of the crude beam transmitted by the first skimmer, and in judging the 
sensitivity of the alignment of the ioniser to the beam transmitted by the 
second skimmer.
The first skimmer, which was aluminium, was provided with a detachable 
screw-on tip machined from stainless steel (see Figure 3.13(a)). The harder 
metal was considered to provide better protection against impact damage from 
diaphragm fragments for the thin-walled region near the orifice. In addition 
to providing easy replacement for damaged tips, the detachable nature enabled 
the orifice size to be easily altered by substituting various tips. More 
importantly, a bung could instead be screwed in, thereby isolating the 
instrument tube and inter-skimmer region from the dump tank and thus enabling 
the system to be kept under vacuum while the dump tank was at atmospheric 
pressure during re-loading of T3.
As illustrated in Figure 3.1 3fthe skimmer system could be dismantled 
easily, and access to the front of the instrument tube when the system was 
in situ in T3 was obtainable. For inspections or minor modifications, the
dump tank-test section unit was pushed back from the nozzle, and access to 
the system was available via the circular nozzle inlet area on the test 
section. (A nozzle-test section '0* ring seal existed here.) For major 
modifications, however, complete removal of the instrumentation required the 
detachment of the front section of the instrument tube from the rest of the 
tube. The latter section contained only the cables and the cryopumping lines 
the instruments being mounted on a single plate attached only to the tube's 
front section. Complete removal of this front section necessitated the 
detachment of cables and wires from connectors mounted on the instrument plate 
and this could only be conveniently accomplished by removing the test section 
from the dump tank in order to provide adequate accessibility. This was not 
difficult because none of the mounting supports or pumping lines (except 
the cryopumping lines) were involved when the test section was removed.
4.3 Electron-Beam Ioniser and Ion Optical System The specialised design 
of this part of the apparatus was the result of a large number of requirements 
and the success of the project depended to a large extent on its satisfactory 
performance. No suitable ready-made equipment was available, and the sub­
sequent design was based on a number of ideas from various sources which 
also involved specialised apparatus. Electron-beam ionisation was chosen as 
the general method rather than photoionisation because the ionisation cross 
sections which could be obtained from the latter approach are orders of 
magnitude smaller than electron-impact cross sections.
The major requirements and desired features were as follows :
(i) An open space in the ioniser was needed for the passage of 
the molecular beam in an undisturbed manner except for collisions with 
electrons in the electron beam which also passed through this space.
(ii) The electron beam very preferably had to be wide and fairly
homogeneous so that the molecular beam particles were subject to almost equal
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probabilities of ionisation, regardless of their radial position in the beam. 
Similarly, the ion beam in the region of beam intersection was required to 
be wide, and to be the result of ions extracted with efficiencies which varied 
only slightly over this width. These conditions ensured that alignment 
of the electron and molecular beams was not critical. In addition, because 
the various molecular beam species were expected to possess different radial 
distributions, and although the effect of these could, in the absence of 
the above conditions, be included in the mass-separation calibration factor A 
obtained from preliminary experimentation, the interpretation of these 
experiments was simplified if these conditions existed. The calibration 
factor then obtained was also more reliable. These points emerge more 
clearly in the discussion in Section 5.3,2.
(iii) The necessity for the ions to be extracted approximately at 
right angles to the molecular beam was explained in Section 2.2.6.
(iv) Since it was necessary to use electron-molecule impact energies 
approximately between lOOeV (at which value the cross sections for ionisation 
are largest) and 1 keV, the ioniser components required adequate insulation 
from each other at potential differences sufficient to produce a 1-keV 
electron beam.
(v) It was also required that a fairly monoenergetic electron beam 
be produced at the higher electron energies so that the effect of impact 
energy on the cross sections could be ascertained. This implied that 
relatively slow secondary electrons be excluded from the region of beam 
intersection by the provision of energy screens and efficient trapping of 
the electron beam after passage through this region.
(vi) In order to maximize the eventual signal, a large electron current 
and good ion collection efficiency for all ion species were necessary.
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(vii) Reasonably high ion extraction energies (greater than 50eV) were 
desirable in order to eliminate possible differences in collection efficiencies 
between ions from non-dissociative ionisation processes and those from 
dissociative processes. In addition, ion-molecule collision cross sections 
were known to decrease with energy for energies of this order. However, the 
extraction voltages were not permitted to be so large that the electron beam 
suffered substantial deflection.
(viii) A good definition of the ion source area was necessary; i.e. only 
those ions produced in the region of beam intersection were focussed towards 
the mass filter. Scattered, stray electrons in other regions could ionise 
substantial numbers of background molecules.
(ix) The filament had to be robust, reliable, and produce sufficient 
electrons at moderately low temperatures. This last requirement was 
particularly important because the operating temperature of the filament 
greatly influenced the ultimate vacuum level obtained and this dictated the 
"turn-around" time. This occurred largely because the rate of outgassing 
from the ioniser was directly proportional to the temperature of the filament.
A low operating temperature also improved the life of the filament. Connected 
with these considerations was the susceptibility to "poisoning" of the filament 
material; i.e. some materials were unsuitable because they operated efficiently 
only at very low pressures. As indicated therefore by these facts, a related 
requirement was that the components of the ioniser be constructed from 
materials which outgassed only slightly.
(x) Owing to the considerable mechanical vibrations experienced 
during a shot in T3, the mounting and assembled nature of the high-voltage 
components had to be firm in order to prevent pick-up noise. This consideration 
included the electrical wiring, and perhaps the filament.
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(xi) One of the chief factors in the design was the desirability for 
easy maintainance, particularly with regard to the replacement of filaments.
(xii) In order to ensure reproducible conditions and to determine 
optimum voltages, variable power supplies were necessary. Thermal expansion 
of components, asymmetrical deterioration of the filament, warping of fine 
wire grids and static charge build-up on dirty parts of the apparatus all con­
tributed to a "drift" in the values for the set(s) of applied voltages 
corresponding to optimum ion collection efficiency.
Based on these considerations, this part of the system took the form 
illustrated schematically in Figure 4.1 and part of Figure 4.2, which are 
idealized views of the components at directions parallel to and perpendicular 
to the flow direction of the molecular beam respectively. Figures 4.3(a) 
and 4.3(b) are photographs of the complete instrumentation mounted on the 
instrument plate. For clarity, the wiring and most of the shielding had 
been removed for these photographs.
The ioniser was based on a simple "Pierce" geometry (Pierce, 1954) 
in which an approximately parallel flow of electrons was produced despite 
reasonably high electron densities. The filament was a strip of thoriated 
tungsten 3.2mm wide, 38mm long, and 0.013mm thick. A direct current of 
7.5A heated the middle part of the filament to an approximate temperature of 
1,500°K. Thermionically-emitted electrons were directed by focus electrodes 
through a slit in the anode, and the beam then passed through the entrance 
aperture of a box-like "ion cage region". It was through this region that 
the molecular beam passed. The electron beam emerged from the cage by a 
larger exit aperture and was collected in an electron trap.
Ions formed inside the cage were extracted with potentials applied by 
an "ion repelling plate" and an "ion attracting grid". After passing through 
the grid, they continued for a short distance through an essentially field- 
free region before entering a deflecting field set up by an "ion deflecting
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plate" and an "ion deflecting grid". This field deflected the beam towards 
the second grid, but because ions near the plate spent longer time in the 
field than those near the grid, a focussing action in one plane also took 
place. It was expected that fringe field effects would substantially 
influence this action, but it was found that these effects were not detrimental. 
An electrostatic einzel lens system of the type developed by Read (1969) 
further focussed the ions towards the entrance aperture of the mass filter.
The einzel lens consisted of three discs with centrally-positioned holes for 
the passage of the beam. This region was shielded so as not to collect stray 
ions.
Insulation between components was provided by ceramics. The two grids 
were 95%-transmitting, molybdenum-alloy mesh. Other parts were stainless 
steel, except for the mounting body of the ioniser, which was aluminium. In 
retrospect, it was concluded that this choice of material for the body was 
very poor, despite the ease of construction afforded by the choice. The 
aluminium directly behind the heated filament oxidised, and required protection 
with a stainless steel radiation shield. A problem which remained was the 
unsatisfactory level of outgassing from the aluminium.
Electrical connections to the components were provided by spot welds 
or tiny alligator clips. The wires were very fine (except for the filament) 
in order to reduce capacitive effects and terminated at multiple-pin connectors 
mounted on the instrument plate.
A number of filament materials (see, e.g. Haas, 1967) were considered, 
and strips of tantalum and ordinary tungsten were tested prior to the eventual 
use of thoriated tungsten. All three were suitable, but tantalum was in 
short supply. Pure tungsten, although less susceptible to poisoning than 
the thoriated version, nevertheless required higher temperatures to produce 
a given electron current, and consequently suffered from a shorter useful life.
A strip filament was chosen rather than a coil because this provided 
a large current without excessive space-charge, and also involved a simple
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design. The other major elements in the ioniser were longer than the 
filament to allow for electron-beam divergence in that plane. To accommodate 
thermal expansion, the filament was spring-mounted (see Figure 4.3(b)).
The ion cage, based on an idea from the work of Dance et al. (1967), 
served two purposes. Firstly, it provided a well-defined region of fairly 
uniform ion extraction efficiency. Secondly, by the application of a 
supply voltage which was less positive than that for the anode, secondary 
electrons produced at the edges of the anode's aperture were denied entry to 
the cage, thereby greatly decreasing the energy spread of the electrons in 
that region. The electron-impact energy was determined by V^_ and Vc 
(see Figure 4.1). Large adjustments in the required energy were made by 
altering V rather than V , because V had no effect on the ion collection 
efficiencies.
Some spreading in the electron beam was allowed by adjusting the supply 
voltage to the focus electrodes, and further spread was induced by fringe 
fields at the apertures of the ion cage. According to simple calculations, 
the ion extraction field resulted in a maximum deflection of the beam by 
2.5mm at the exit of the cage. (This figure applied to 200eV electrons 
and an extraction field of 200V/cm.) The cage and trap designs allowed for
this deflection. Milliampmeters in the anode and ion cage circuits aided 
in the evaluation of the electron-beam spread, while the meter in the electron 
trap circuit provided an idea of the beam intensity. In normal use, the 
total electron current was about 1.5mA. An accurate measurement was not 
required here because shot-to-shot calibration was provided by independent 
means, described in Section 4.5.
4.4 Mass Filter A quadrupo.lemass filter was chosen for use instead of
* /V/v^,---- -
other types of mass analysers because it was felt that its advantageous
features more than compensated for its inability in "impulse" facilities to 
simultaneously analyse more than one ion species-.
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This type of filter was developed and first described in detail by 
Paul et al. (1958). As shown schematically in Figure 4.4, it consists 
simply of four parallel, cylindrical metal rods with a voltage (U+Vcos 0)t) 
applied as indicated. For practical quadrupole systems, 0) is in the radio­
frequency range. Ions are injected axially into the field set up between 
the rods, and theory shows that only ions which have a mass-to-charge ratio 
within a very limited range are fully transmitted. The mid-value of this 
range as well as the range width are easily varied electronically; in other 
words, the device can be easily tuned to any mass-spectral peak with any 
degree of resolution. Increased sensitivity and increased resolution are, 
however, mutually incompatible.
For analysis of slowly-varying conditions, the mass range can be swept 
by applying a sawtooth time ramp to the applied voltage. The maximum sweep 
speed thus obtained is limited mainly by the capacitance of the rods and the 
cables to them since these are part of the r.f. circuit. A mass-spectral 
range of (say) 50 atomic mass units requires a sweep period of at least lOOysec 
for standard low-capacity cables each approximately one metre in length.
With faster sweeps, the response to the ramp signal is limited by the time 
constant inherent in the r.f. circuits; therefore the quality of the signal 
from the rf-dc circuitry becomes poor, and resolution deteriorates.
(Resolution deterioration also occurs when the sweep period approaches the 
ion transit time in the filter, but for this project this was not the limiting 
factor.) For the system in T3, the minimum sweep period conveniently possible 
for a suitable mass range was 1msec. This was obviously far too long for 
investigating more than one species in time-varying flows with typical total 
durations of only a few hundred microseconds, and consequently only one ion 
speciescould be monitored during each shot. However, for bench tests or 
during the "setting-up" procedure prior to shots, the sweep mode was used.
For operation in T3, the quadrupole filter possessed the following
advantages :
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(i) the ability to sacrifice resolution for increased transmission 
by a simple electrical adjustment, and attain higher sensitivities than was 
possible for similar resolutions with other devices,
(ii) small size,
(iii) no magnetic fields existed,
(iv) rapid response times,
(v) operation at high background pressures was possible, and
(vi) installation, including electrical connections, was simple.
A set of quadrupole rods and insulators mounted in a brass cylinder 
was utilized. This is shown in Figures 4.3(a) and 4.3(b). The rf-dc 
generator from an E.A.I. Quad 250 residual gas analyser unit, complete with 
the necessary controls, was also used.
It should be emphasized that, since over 85% of the total project 
time was allocated for work outside T3 or developmental shots in T3, the 
necessity, caused by the choice of the mass filter, for a number of shots 
at each condition, was not a serious limitation. However, this choice also 
necessitated that measurements could be related in a shot-to-shot fashion. 
While this involved no serious problems, the accuracies with which the 
could be measured suffered as a result. This is the subject of part of the 
next section.
4.5 Total Ion Monitor (T.I.M-) As indicated in Figure 4.2, an ion-collecting 
grid was positioned immediately in front of the entrance aperture to the 
mass filter. As foreshadowed in the previous section, this was necessary 
to provide a shot-to-shot calibration for shots with the same flow conditions 
since only one species was analysed during each shot. This*T.I,M. shot-to-shot
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calibration" accounted for variations in the actual flow density, the electron 
current, and the absolute ion collection efficiencies.
Regardless of the choice of mass analyser, the use of an electron 
multiplier required that some method be devised to regularly determine its 
gain variation. This was a second important function of the T.I.M. grid. 
Because of its position, it also served to simultaneously account for any 
change in the transmission ability of the mass filter which might be caused, 
for example, by a deterioration in the rod alignment or by the accumulation 
of impurities on the rods. For these purposes, a "T.I.M. pre-shot 
calibration" was performed. Just before each shot of quantitative interest, 
a constant fraction of the total ion beam produced from background gas was 
intercepted by the T.I.M. grid, and this was compared with the signal from 
the electron multiplier to provide a calibration. During this measurement, 
the filter was tuned to the peak of a standard gas which was leak-bled into 
the system at a rate which ensured that its partial pressure was dominant 
in the background gas. Following this calibration, a shot was almost 
immediately performed without altering any instrumentation control setting 
except for adjusting the filter to monitor the required ion species.
In order to obtain as large a signal from the grid as was conveniently 
possible, the grid was only 50% transmitting. Very solid mounting and 
adequate shielding was provided. It was also important that the grid was 
in the path only of those ions which were properly directed towards the mass 
filter. For this reason, the grid could not be placed further upstream in 
the ion beam without sacrificing accuracy in the calibrations.
Although the pre-shot calibration was reproducible within ±3%, the 
shot-to-shot calibration was less successful, particularly for high-enthalpy 
flow conditions. Mechanical vibration, which increased with the enthalpy 
of shots for various reasons, dictated the accuracy with which the T.I.M. grid 
signal obtained during shots could be read. This signal was usually smaller 
than that which could be obtained during the pre-shot calibration. Depending
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on conditions, the reproducibility for the shot-to-shot calibration varied 
from ±5% to ±12%. Owing to the concept of the calibrations, these figures 
include the accuracy to which the main (electron multiplier) signals could 
be read, but these always had a smaller noise component.
Hence it can be seen that the inability to simultaneously analyse 
more than one ion specie resulted in a contribution to the measured in­
accuracies of the 0^ j of between ±10% and ±24%. This fact only emerged 
late in the project. In retrospect it can be said that, if this had been 
evident at an earlier stage, a mass filter would still have been chosen, but 
extra effort would have been expended in overcoming the problem of mechanical 
vibration. Unfortunately, the nature and extent of this problem were, of 
course, not apparent until the system had been almost fully developed.
The effect of vibration on the T.I.M. signal was slightly reduced by improving 
the mounting of some parts throughout the system and by using softer buffers. 
There was insufficient time to install a second "dummy" grid not in the 
ion path and thereby attempt to improve the problem by using differential 
circuitry.
4,6 Signal Detection and Recording Figure 4.5 illustrates the detection 
circuitry for the main signal and the T.I.M. signal.
As an amplifying device in this situation, an electron multiplier had 
the advantages of providing a very high gain in either a d.c. or an a.c. 
sense, and this gain was easily variable over orders of magnitude without 
altering response time. In addition, it was not seriously damaged by input 
overloads. The requirement that its gain be checked prior to each shot was 
only a minor inconvenience. For these reasons, it was considered superior 
to the use of a Faraday cup provided with electronic amplification.
A 15-stage E.M.I. 9603/2B or a 17-stage 9643/2B multiplier was utilized. 
These are "venetian-blind" types with Be-Cu dynodes, and produced minimum
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4 5current gains of 2 x 10 and 2 x 10 respectively for equal inter-dynode 
potential differences of 140V. Immediately after each shot, the pressure 
build-up caused high-voltage discharges between the dynodes which triggered 
an automatic cut-off system in the power supply for the dynode resistor 
chain. Despite this and the fact that the multiplier spent a brief period 
at atmospheric pressure between each shot, the multipliers were never 
damaged. Under such conditions, however, operation at the very sensitive 
levels possessed by fresh multipliers was impossible.
The signal from the anode of the multiplier passed through 7 metres 
of shielded cable before being detected across a 100 kti resistor by a 
"Tektronix" R561B C.R.O. with the aid of an optional "Tektronix" RM-122 pre­
amplifier. A low-pass R-C filter rejected a 5.3MHz pick-up signal 
originating from the rf-dc quadrupole power supply. This set a minimum 
response time of approximately lOysec, but the effective R-C network 
consisting of the 100kSl signal resistor and the 450pF cable capacitance 
meant that the overall response time was about 55ysec. When necessary, 
this could be improved to 20ysec by simply using a lower value for the signal 
resistor; below 25kQ, however, excessive r.f. pick-up existed. The response 
time of the ioniser-mass filter-multiplier system was estimated to be of the 
order of 5ysec. If a "delay time" is defined as the period between the 
detection at the multiplier of an ion and the earlier passage of the parent 
neutral through the inlet of the first skimmer, then this had a typical value 
of 25ysec.
When bench testing or setting-up prior to a shot, the O.lyF dc-blocking 
capacitor was bypassed. For a shot, its inclusion necessitated the ImQ dc 
bypass resistor.
Apart from the fact that the T.I.M. grid was sometimes floated at a 
small negative potential with respect to earth, the T.I.M. circuit was similar 
to that for the main signal. For a 560k^ signal resistor, the response time
was approximately 200ysec.
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The R561B C.R.O. was triggered from the "+" gate of a reliable 
"Tektronix" 543 C.R.O., this itself being triggered from either the stagnation 
region pressure transducer or from one of the shock tube ionisation probes. 
Using Polaroid self-developing film, the signal traces were recorded photo­
graphically. The transducer signal and the time-raster from the five 
ionisation probes were recorded on two additional C.R.O.s.
Response times for the main circuit and the T.I.M. circuit could be 
improved without decreasing the value of the signal resistor by installing 
emitter followers at the ends of the cables inside the system. This was 
done, but the extra problems involved proved that the effort was unwarranted, 
and they were subsequently removed. The signal-to-noise ratio limit was 
dictated by the pick-up of mechanical vibrations, and the installation of 
the emitter followers did not influence this. Eventual detection limits 
for an ionising electron current of 1.5mA and optimum ion collection 
efficiencies at the "noisiest" condition were such that a 3% relative number 
density of He was semi-quantitatively detectable in nitrogen flows.
4.7 Vacuum System, Cables and Mounting A representation of the vacuum 
system, only roughly to scale, is presented in Figure 4.6. Some details 
have already been mentioned in Sections 2.2.1 and 2.2.5.
Reloading of T3 required about 20 minutes, during which the instrument 
tube was pumped by a roughing pump, the tip of the first skimmer being replaced 
by a bung. In this period, the dump tank was at atmospheric pressure.
When reloading was completed, the skimmer tip was replaced, the dump tank-test 
section unit was pushed back onto the nozzle, and pumping recommenced. A 
pump-down time of at least 50 minutes was required before the filament could 
be switched on, at which time liquid nitrogen cryopumping was initiated.
This very effectively pumped the residual water and oil vapour and the vapour 
outgassed by the heated ioniser. A shot was possible soon after. Under
normal circumstances, the time therefore between shots was at least 90 minutes.
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The dump tank was provided with a 16-inch, 4-stage, oil diffusion 
pump with a nominal unbaffled pumping speed of 7,000 litres/sec. Silicone 
oil was used. This was backed by a 3,000 litre/minute rotary pump. A
cold-cathode gauge (G1 in Figure 4.6) revealed that this system enabled a
-3 -4base pressure of 10 Torr. Further reduction to 5 x 10 Torr occurred
when the cryopump pipes to the instrument tube were in use. Immediately prior
to a shot, remotely-operated valves isolated the diffusion pump, thereby
protecting the oil from burning.
A 6-inch, 3-stage, diffusion pump, also supplied with silicone oil, 
pumped the instrument tube. This pump had a nominal unbaffled speed of 
1,000 litres/sec, and was provided with a 900 litre/minute backing/roughing 
rotary pump. A liquid-nitrogen-cooled chevron baffle was also employed.
P -2As indicated by a pirani gauge G2, a roughing vacuum level of 5 x 10 Torr 
was obtained. Because of its remoteness from the instrumentation region, 
the ionisation pressure gauge G3 required a calibration in order to indicate 
the true pressure in that region. It was found that the oil in the diffusion 
pump was not damaged provided the main valve was manually closed within a 
few seconds after a shot.
The gas leak-bleed system was necessary for the T.I.M. pre-shot 
calibration and for tuning the mass filter.
Except for the larger rotary pump, all the components of the vacuum 
system were either connected directly to the dump tank-test section unit or 
were attached to its frame which was provided with rollers. The mounting 
of the instrument tube was by a single support as shown in Figure 4.6. A 
threaded "mounting tower" and the provision of flexible stainless-steel parts 
in the pumping lines enabled vertical adjustments in the position of the 
instrument tube. Axial adjustments were made possible by the provision of 
a sliding fit on the tube at the position of the single mounting support, 
and the availability of pumping-line pieces with various lengths. In fact, 
the tube could be supported at an angle so that it always pointed directly
82.
at the nozzle throat. Despite these capabilities, there was insufficient 
time for experiments which involved radial and axial traverses of the nozzle 
flow, and so the system was always aligned along the axis of the nozzle.
Earlier experience in T3 had shown that it was a very bad practice 
to allow electrical cables, even if co-axially shielded, to be exposed to 
the general flow. For the present system, the cables and wires were routed 
through the pumping line to feedthroughs just above the diffusion pump.
Bare metal parts on high-voltage feedthroughs and connectors internal to 
the system were coated with silicone rubber to prevent corona discharges 
from destroying soldered joints and from causing permanent insulation 
breakdown. Since the cables were of considerable length, it was necessary 
for the two from the quadrupole's rf-dc power supply to be very low-capacity 
cables, otherwise the desired rf frequency was not attainable. All the 
cables were of teflon insulation to minimize outgassing.
4.8 Bench Tests
4.8.1 General The availability of a suitable vacuum bell jar 
enabled developmental work and testing of the components on the instrument 
plate to be performed more conveniently outside T3. This bell jar was 
pumped by a 2-inch diffusion pump, and cryopumping with liquid nitrogen 
was also provided. An ultimate vacuum of 10  ^Torr, as measured by an 
ionisation pressure gauge, was usually obtained. Gases could be admitted to 
the system at a controlled rate using the leak-bleed system previously 
described.
Figure 4.7 illustrates the background-gas spectrum obtained by the 
system without cryopumping at a pressure of 10 Torr. This is a repro­
duction of a C.R.O.-trace photograph produced by the main signal when the mass 
filter was set on the sweep mode. The resolution setting normally used 
was applied here. Although this resolution could be easily improved at the
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expense of signal strength, it was more than sufficient to ensure that well- 
defined valleys existed between the mass peaks of interest. Cryopumping 
reduced the water vapour and pump-oil impurity peaks very considerably.
It was found that the peak at atomic mass unit number 28 was always relatively 
larger than that which the N^ content in air would produce. This was 
caused by the Si+ component to that peak resulting from ionisation of silicone 
pump oil and sealing grease. In addition, CO^ possibly existed in gas out- 
gassed from the ioniser, and this would result in C0+ ions being produced.
4.8.2 Ion Collection Efficiencies Early tests showed that the
absolute collection (and detection) efficiency of ions varied strongly with
some potentials in the ioniser and ion-optical system, particularly and
V (see Figure 4.8(a)). Each potential possessed only one value or range R
of values which optimized the collection efficiency, and this value or range 
applied simultaneously to all ion species. Relative ion collection 
efficiencies also varied with the values of these potentials, and such variation
was greater when non-dissociative ionisation products (e.g. N ) were related
to dissociative products (e.g. N+ ) than when the comparison was between two
"I" *f*species from the same type of ionisation process (e.g. N^ and He are both 
non-dissociative products). This is illustrated in Figure 4.8(b). However, 
it was found that at the voltage value corresponding to optimum collection 
efficiency, the relative collection efficiency of two species  ^ was only 
dependent on the two ion masses. This fact emerged from calibration experi­
ments which sought to find the K. .. Consequently, in all quantitative work,
1 / D
only the optimum values for the potentials were used.
'N,N. was determined in experiments in T3 as described in Section 5.2.
No success was obtained in bench test experiments which attempted to measure
N directly because of the Si+ component to the A.M.U.28 peak. Nor was
'0,0, determined directly from bench tests, because the thoriated-tungsten
filament was "poisoned" by partial pressures of 0^ which were high enough to
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provide an adequate 0 signal. In addition, the determination of KCO,CO,
suffered from the same problem involved in the measurement of KN,N.
For these reasons, the required were determined indirectly
in bench tests, while the value obtained directly in T3 for K. verifiedn ,n 2
the results. Binary mixtures of He, Ne and Ar were bled into the system,
and K Ne He and K^r He were determined in accordance with equation (2.19).
Partial pressures of the components in the bell jar were obtained by measuring 
the partial pressures in the leak-bleed reservoir during its filling, and by 
ensuring that the gas entered the system at a position remote from the pumping 
outlet. ^  was plotted against A.M.U. number using the three points thus
provided. As shown in Figure 4.9, the results strongly indicate that K was 
linearly dependent on the ion mass. (The two points at A.M.U. 20 and A.M.U. 
40 are the results from several repeated experiments.) This was not un­
expected because earlier tests had revealed that Kr+ and Kr++ had the same
+ + +collection efficiency, as did Ar and Ar
When K and K were deduced from Figure 4.9, the value of KN ,He N2 ,He N 'N2
thus obtained (viz. 0.58) agreed very well with the value of 0.57 which
resulted from the experiments in T3. This established the validity of the
figure as a calibration curve for the K . ..1/3
4.8.3 Other Performance Characteristics The spread of the electron 
beam was determined by measuring the currents collected by various ioniser 
components, and also that collected by a plate with a variable aperture 
positioned in front of the electron trap. This plate was at a variable 
potential. It was found that, provided the total electron current was less 
than 3mA, and provided the focus electrode potential was correctly adjusted, 
a suitable beam shape could be obtained. Measurements of the electron-trap 
current for various aperture widths in the plate indicated that the beam was 
homogeneous over most of its width.
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These characteristics were not affected by the electron energy, which
was altered by varying V (see Figure 4.1). Energies in the cage region of
900eV were possible without insulation breakdowns. As could be expected,
variations in V^_ had no effect on the ion collection efficiency.
As a confirmation of the crude calculation on the effect of ion-molecule
collisions given in Section 2.2.6, the variation of ion current with bell-jar
pressure was measured. Figure 4.10(a) presents the results when and Ar
were separately bled into the system. Measurements at the higher pressures
were less accurate owing to increased fluctuations in the pressure and electron
current, but the results conclusively demonstrate that the effect of ion-
molecule collisions could be neglected for background pressures below approx- 
-5imately 3 x 10 Torr. Since the ion path length from the ioniser to the
electron multiplier was 20cm, these results implied that, at a background 
-5pressure of 10 Torr, a molecular beam with a diameter of 1cm would be
-4required to have a static pressure of less than 4 x 10 Torr, (i.e. a particle
13 -3number density less than approximately 10 cm ) .
Figure 4.10(b) presents the results of a test in which the variation of
the ion current I was determined as a function of the electron-trap current 
N2
IT at a given pressure. Because 1^ was found to be proportional to when 
IT was less than 5mA, space-charge effects in the electron beam were then con­
sidered to be negligible. In normal use, a value for I of 1.5mA was 
employed.
Provided a number of simple precautions were observed, the characteristics 
of the system were conserved, and results were quantitatively reproducible.
As previously mentioned in Section 4.3, various factors caused a drift in 
the optimum values for the applied voltages. The position of the hottest 
part of an aged filament varied depending on how much filament current was 
used, so filaments were regularly discarded. Unless the ioniser components 
were cleaned fairly regularly, insulated layers accumulated on some parts.
Static charges could then build-up on these parts and disturb the imposed
potentials.
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Under routine bench-test conditions, the sensitivity of the system
was such that a T.I.M. grid current of 2mA/Torr of was achieved for an
I of 1.5mA. With the usual resolution setting for the mass filter, and T
a normally-aged multiplier (9603/2B) with inter-dynode potentials of 140V, 
the corresponding main signal had a sensitivity of approximately 2A/Torr of N^. 
These values indicated that roughly 10% of the N* ions produced in the ioniser 
eventually arrived at the entrance to the mass filter, and approximately 5% 
of these were transmitted by the tuned filter.
4.9 Experimental Procedure in T3 Shock Tunnel Operation After the tunnel 
had been loaded and vacuum levels in the system had approached base levels, 
cryopumping was commenced. The ioniser filament and all required potentials 
were then switched on. When the background signal had been maximised by 
adjusting the potentials, a standard gas was bled in for the T.I.M. pre-shot 
calibration. After the calibration, the mass filter was tuned to the 
required mass peak by bleeding in a suitable gas, but no other potentials 
were altered. The shock tube, compression tube and high-pressure reservoir 
were filled by an assistant during this period; if mixtures were required in 
the shock tube, the gas components were given time to mix. The tunnel’s 
firing mechanism and the recording C.R.O.s were then armed. If all else 
was ready, the dump tank's diffusion pump was isolated by closing the remotely- 
operated valves, and the tube was fired by the assistant.
Immediately after the shot, the filament and all internal high-voltage 
equipment was switched off, and the instrument tube's diffusion pump closed 
off. The dump tank-test section unit was vented to the atmosphere and 
pushed off the nozzle to which it had been sealed prior to the shot by a 
sliding 'O' ring fit. This allowed the first skimmer's screw-in tip to be 
replaced by a bung so that the instrument tube could be kept under vacuum 
by the roughing pump during the reloading procedure, which mainly involved
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the return of the piston to the launching position and the insertion of new 
metal and mylar diaphragms.
Figure 4.11(a) illustrates a typical stagnation pressure (P ) trace aso
recorded as a function of time. The time t at the foot of the rising 
curve was, for practical purposes, the time when shock reflection occurred 
and when the mylar diaphragm was destroyed. Driver gas contributed sub­
stantially to the later part of the curve.
The ideal behaviours with time expected for the signals from the mass- 
spectrometric equipment are illustrated in Figures 4.11(b) and (c), which 
have the same time scale as (a). These indicate the curve shapes expected 
from correctly-functioning apparatus. In (b), the case with dissociated 
nitrogen flow is shown as an example.
At some time t^ later with respect to t^, the initial part of the test- 
section flow is detected, as shown by the full and dashed curves in (b).
The time t indicates the independently-determined end of the nozzle-starting
process (Stalker, 1974). This may be before or after the time t for theP
peak in these curves, which corresponds to the time when the flow density is 
greatest near the skimming inlet. The curve for the N+ ion (dashed curve) 
is of very similar shape to that for the N* ion. N+ ions will be formed from 
both the and N in the flow. Since a would probably change by a small 
amount during the period of time represented in the figure, the N curve 
could differ slightly in shape from the N* curve, but a could be expected to 
be almost constant for a reasonably long period after t because stagnation 
conditions vary only slowly on this time scale.
At some unknown time driver gas begins to be detected. The sub­
sequent behaviour of the driver gas signal can only be presumed to be similar 
to that of the dotted line in (b).
The T.I.M. signal responds to all ions in the manner shown in (c).
Its curve shape for times less than t_ should be the same as that of the N and N3 2
curves in (b).
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Having presented these expected curve shapes, the actual performance 
of the equipment is presented in the next section. It should be emphasised 
that no requirement existed for the T.I.M. signal to be quantitatively 
reliable for more than a brief period during the steady flow in order to 
provide reliable shot-to-shot calibrations.
4.10 Performance Tests and Developmental Work in T3
4.10.1 Nature of the Molecular Beam Initial test shots were performed 
at low enthalpy conditions with a noble test gas because fewer complications 
then existed. Argon was used as both the driver and test gas. The mass- 
spectrometric signal, the T.I.M. signal, and the Pq signal were therefore 
expected to have very similar shapes.
Initial shots produced multiplier and T.I.M. signals with the shape shown 
in Figure 4.12. This indicated that scattered rather than beam molecules 
were predominant at late periods in the flow. After considerable experiment­
ation, some of which preceded the T2 experiments described in Chapter 3, the 
problems were mainly eliminated.
A number of factors contributed to the initially poor curve shapes.
Early tests showed that the shape could be improved by positioning the second 
skimmer a small radial distance off the line-of-sight line between the inlet 
of the first skimmer and the ionising region in the ioniser. The explanation 
of the effect, as clarified by the T2 experimental results, was that the beam 
emerging from behind the second skimmer was partially hollow. Thus when 
the ionising region was off the axis of this expansion, it was placed in a 
stronger part of the beam. If the ioniser was then tilted to "point" towards 
the inlet of the second skimmer, a further improvement in the signal curve 
shapes was obtained. These facts demonstrated that, in effect, the collimation 
of the beam was inadequate for the distance existing between the inlet of the
second skimmer and the ioniser. With some minor structural modifications, this
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distance was decreased. In addition, it was found that the collimation was 
improved by increasing the inlet diameter of the first skimmer. In view of 
the complexity of the beam expansion process behind a skimmer, this result 
was not completely surprising.
Scattering was also initially caused by cables obstructing the path 
of the beam down-stream of the ioniser. This problem was easily improved, 
although never completely eliminated. Initially also, the inter-skimmer 
volume was inadequate. This was corrected after the elimination of the 
other problems by re-designing the sampling system to provide a larger volume 
with a smaller distance between skimmers. The success of this improvement 
was then tested by a series of shots at low and moderate enthalpies in which 
the inter-skimmer volume was progressively decreased by inserting in this 
region quantities of Q-compound (a filler suitable for vacuum work).
Deterioration in the signal shape was not evident until the volume was reduced 
by 30%.
As a result of these modifications, the sampling system described earlier
in Section 3.2.4 eventuated. This was mainly successful in producing beams
of the correct shape. Figure 4.13(a), (b) and (c) are direct reproductions
of the C.R.O. traces obtained from shots in which Ar driver gas and test
0
gas were used. The corresponding stagnation enthalpy was 4.3 x 10 J/kg.
They closely resemble the ideal curve shapes presented in Figure 4.11.
However, the T.I.M. signal peaks slightly later than the peak of the main signal. 
This was a common feature, and was not altered by improving the time resolution 
of the signal. It was caused by the fact that, at some time after initial 
detection, relatively slow ions found their way to the T.I.M. grid. These 
ions, however, had improper trajectories and velocities for transmission 
through the mass filter. The effect was found to have no influence on the 
repeatibility of shots provided the required T.I.M. signal value was taken 
at the time when the main signal peaked, or just a little earlier.
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Roughly speaking, the signal shapes decreased in quality as the
stagnation enthalpy was increased. Figure 4.14 is a direct reproduction of
the T.I.M. trace and C0+ trace obtained from a flow of partially-dissociated
7CO^ at a calculated stagnation enthalpy of 1.8 x 10 J/kg. Although the
T.I.M. trace late in the flow was poor in shape, it was quantitatively
reliable up to the time when the main flow peaked. Figure 4.15 shows the
T.I.M. and N+ traces for a flow in which was partially dissociated at a
7calculated stagnation enthalpy of 4.6 x 10 J/kg. Considerable noise from
mechanical vibrations was present on the T.I.M. trace and at the start of
the N+ signal. Fortunately, the desired signals could be easily reduced
from the traces because the noise component had a definite, reproducible
signature. This signature showed that the noise almost vanished near the
peak in the main signal. It is also obvious from the traces that some
scattering was present in the ioniser for a period during this shot, because
the main signal does not decrease correctly after the peak. This was not
an uncommon feature at high enthalpies, but many repeated shots proved that
results were always quantitatively reproducible for times at or before the
trace peak. Another obvious feature is the disappearance of the traces
approximately 700ysec after the flow was first detected. The time of
this disappearance was quite reproducible, and was the result of voltage
breakdown in the ioniser induced by choking of the general flow in the test
section at the position of the skimmer inlet. This always occurred at
times later than those of interest: here.
According to ion current measurements which were supported by results
from Chapter 3, the typical average density of the beams obtained in the
12 -3ionising region was approximately 10 particles cm , which was roughly 
5 times the background gas number density. This was too low to cause excessive 
ion-molecule collisions (Section 4.8.3). For the beam to be unscattered, its 
effective diameter at the exit of the ioniser must have been less than 1.2cm. 
According to results of the numerical calculations in Chapter 3, the beam
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particle speeds were not much less than the speeds in the free-stream flow. 
Therefore, for ^  equal to 8km sec ^, the beam intensity was approximately 
10^ particles cm ^sec ^.
4.10.2 Scattering in the Ionising Region It was not difficult to 
show that if scattered molecules contributed to the signals at some time, their 
contribution was negligible up to the time that the main flow peaked, regard­
less of the scattering mechanism involved. This conclusion was partly based 
on the fact that such peaks existed for all shots considered as successful, 
and was strongly supported by the reproducibility of shot results.
One possible scattering mechanism was the scattering of the beam by the 
background gas in the ioniser. A similar calculation to that which estimated 
the liklihood of ion-molecule collisions (Section 2.2.6) demonstrated that 
this was highly unlikely. In any case, since the beam density exceeded that 
of the background gas, any appreciable scattering of the beam in one time step 
would have contributed very significantly to the background scatterers for 
the next time step, and the effect would have rapidly attained catastrophic 
proportions. The existence of such an effect was entirely inconsistent with 
the fact that the ion signals decreased at the expected time.
A second scattering mechanism which required consideration was the one 
in which beam particles collided with components in or near the ioniser owing 
to poor collimation or beam alignment. Simple calculations based on free 
molecular concepts and mainly-diffusive surface scattering show that this 
scattering would also have produced a very rapid increase in the signal due 
to scatterers.
Consider that a molecular beam with number density [N] and velocity 
v^ approached the ionising region which had a cross-sectional area B and a 
length L. A fraction f of the beam molecules were assumed to have then 
been scattered into this region, and these possessed velocities with an 
average value v^. Since the scattered particles would have effectively
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arrived in the region with a velocity v and (at best) would have left with
dn3a velocity vg, the increase — ^ 7 in the number ng of scattered particles in 
the region per unit time t would have been equal to the difference between 
the flux into and the flux out of the region :
dns
1-e- dt = f [N] v B - f [N] v B b s (4.1)
i.e. n =s f [ N ] B (v - v )tb s (4.2)
Here, t = 0 referred to the time when scattering commenced.
At any time t, the number of beam particles in the region was :
% = (1-f)[N]BL (4.3)
f(v “ v ) t
Thus : ns = (1-f) L (4.4)
nb
The velocity v^ was obtained from :
kv » (3RT) 2 (4.5)s
where R was the gas constant for the gas of interest, and T was the temperature 
of the scattering obstacle, which was taken as 300°K. The significant 
point was that always :
v «  v (4.6)s b
e.g. for Vs ^ 0.5km sec ^• From equations (4.4) and (4.5) :
n L(l-f)3
“ n, f (v - (3RT)^) (4-7)b b
This equation showed that if was the beam gas, f = 0.1, L = 3cm
and v, = 5.5km sec \  then n = n, after only 50usec. This showed that b s b
the time scale for particle density build-up for this type of scattering was 
such that the ion current would have continued to rise if this mechanism 
existed to an appreciable degree, because flow variations were much less
rapid.
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A third possible scattering mechanism, as a variation of the one just 
described, was that scattering occurred from objects which were more distant 
from the ioniser. This undoubtedly occurred, and had the effect of causing 
a gradual pressure build-up in the instrument tube, which was originally 
designed to delay this build-up. At 20cm from the ioniser, cables sometimes 
obstructed a small part of the flow, as did one part of the cryopumping line. 
However, the time taken for to return to the ioniser after scattering from
these obstacles was at least 350ysec. For He, this time was 150ysec.
Finally, a possible contribution to scattered particles in the ionising 
region was the passage through the inlet of the second skimmer of particles 
which had accumulated in the inter-skimmer region. Although tests had shown 
that this was not a problem (Section 4.10.1), these tests had not included 
high-enthalpy shots in which the pressure build-up could be of more importance. 
It was subsequently found that some deterioration could be expected in the 
signal curve shapes for late periods in the flow at high-enthalpy conditions. 
For N , this was a negligible effect within 300ysec after the flow was first 
detected.
4.10.3 Mechanical Vibrations and Ionisation in the Flow These two 
factors were the dominant contributors to the causes of noise on the signal 
traces. For some time, it was not recognised that the noise obtained during 
high enthalpy shots had this dual cause, and this resulted in some difficulties
Much has already been said here about the problem of mechanical 
vibrations. The entire shock tunnel was roller mounted on one large 
supporting frame (effectively) , since the nozzle was restrained from being 
sucked into the test section. Therefore, the mass-spectrometric equipment 
could not be isolated from the vibrations produced when the tunnel's piston 
collided with the buffered stops. Padded mountings worsened the problem, 
while very tight and secure mountings were found to be desirable. Softer 
buffers also slightly improved the noise. The multiplier signal was vastly
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improved by directly mounting the dynodes to the instrument plate with an 
insulating piece. Previously, the multiplier had been cantilever-mounted 
at its base-pin end. After this improvement, the noise on the main signal 
was satisfactory (provided flow ionisation was not a problem). However, 
the T.I.M. signal remained in a less satisfactory state since its signal 
level was always smaller.
Considerable ionisation sometimes existed in T3 flows. At a stagnation 
7enthalpy of 4.5 x 10 J/kg, and air flows contained ions with calculated
-4densities of the order of 10 of the total number particle density. When 
approaching the ioniser, the free-stream ions and electrons which survived 
in the molecular beam were spread by the various potential fields, and collided 
with components in the ioniser, thereby inducing high-voltage discharges which 
destroyed the required signals.
This problem was eliminated by placing a negative potential (with 
respect to ground) in excess of 50V on the second skimmer, which was electrically 
isolated for the purpose. An equivalent positive potential was less effective, 
apparently because of the greater mobility of electrons compared with ions.
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CHAPTER 5
PRELIMINARY MASS-SPECTROMETRIC EXPERIMENTS 
IN SHOCK TUNNEL OPERATION
5.1 Introductory Remark The essential purposes of these preliminary experi­
ments were to calibrate the system by determining the dependencies of the 
correction factors A and K on the relevant parameters, and to investigate the 
effect of molecular vibrational excitation on the ionisation cross sections 
as a function of electron-impact energy. As indicated in Section 2.2.4, 
although various separate experiments were performed for these purposes, the 
investigations involving A, K and 0 were not independent, but a description here 
of the methods will show that definite conclusions could be obtained concerning 
the individual behaviour of each of these factors.
5.2 Determination of K „ and Effect of T on O , and ü for N_ Ideally,
-----------------  N ' N2--------------- V------d----- m------ 2
the K_ could be determined by measuring 1^ and 1^  produced from an undissociated
flow of a suitable gas, e.g. K from N flow. This approach was taken by
N 'N2 2
Spence and Dolder (1970) and Trinks (1973). However, there are two points 
to note.
Firstly, although mass separation effects were obviously irrelevant for 
this procedure, the molecular beams might have had different radial density 
variations depending on the flow conditions. Thus, the  ^ determined from 
low enthalpy (undissociated) flows might not have been valid for dissociated 
flows if the collection efficiency had depended on the effective position of 
the ionising region. This would have been more likely to be the case if the 
electron beam or ion collection region had not been wide enough to fully "contain"
the molecular beam, or had been misaligned with it, or strongly non-homogenous. 
Care was taken in this project to ensure that these undesirable conditions were
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not present (Section 4.3). The measured width of the electron beam compared
with the width of the ion cage was such that scattering of beam particles would
have been detected if the molecular beam diameter exceeded the electron-beam
width. The relevant situations in the works of Spence and Dolder and Trinks
were not clear, but since Spence and Dolder (1970) recorded K. . = 1 in undis-
1  • J
sociated shots and also in tests with background gas, it seemed likely that 
their ionising conditions were suitable.
The second point to note is that this approach gave values for the  ^
only by assuming values for the 0 . Ground-state values were employed by the 
previous workers. Since vibrational excitation was probably small in their 
undissociated flows, this assumption may not have led to much inaccuracy for 
their Such an assumption was not made in this project because the approach
used to obtain K was extended to include an investigation of the effect of T^ 
on a. The method, however, was applied only to flows.
Practically-undissociated nitrogen flows at three enthalpies were examined 
using electron energies of 110, 200 and 400 eV. The calculated stagnation 
enthalpies were 4.3, 7.6 and 11.4 (x 10^J/kg). Since these flows were 
relatively uncomplicated, the numerical calculations for these purposes were 
reliable, and these predicted that a Ä 0.03 for the flow with the highest 
enthalpy, while = 0 for the other two flows (Hornung, 1972). T^ ranged from 
2,300°K to 3,100°K. For a stagnation enthalpy lower than those used, the 
calculation of T became much less certain.v
For this T^ range, simple calculations revealed that the populations of 
the vibrational levels just above the ground-state level altered appreciably.
The bottom six or seven levels always contained almost the entire population, 
and their populations were expected to approximate a Boltzmann distribution. 
Hence, for these levels, the equilibrium equation for the population of a single 
level was a good approximation (e.g. Vincenti and Kruger, 1965) :
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n
exp<- ET>V
R-l
g exp(-
(r = 0,1,-.. R-l) (5.1)
where is the population of the r level, is its energy, n is the total 
population of all R levels, and k is Boltzmann's constant. Assuming the 
simple harmonic oscillator model, then :
E = rhV (E = 0) (5.2)r o
where h is Planck's constant and V is the characteristic oscillator frequency. 
For N , V is such that :
E1 = 3,395°K (5.3)
k
The calculations showed that as varied from 2,300°K to 3,100°K, the population
of the (r = 0) level dropped by 16% while that of, for example,the (r = 2) level
was almost doubled, and contained 8% of the total population at the higher
temperature. In T3 flows, the numerical calculations showed that the
maximum value attained by was approximately 5,200°K (see Table 2). The
(r = 2) level then contained 13% of the total population. These results are
summarised in Table 6 for the first five levels for various T up to 5,200°K.v
Significantly, considerable fractions of the total variations in the n^ _ of 
most importance occurred for values of T^ at or below 3,100°K, which corresponded 
to undissociated flows.
It was this fact which made a very suitable gas for investigating the
effect of T on Q for T3 flow conditions. Both 0_ and C0_ dissociate much v 2 2
more readily than N^. (The characteristic temperatures for dissociation are 
113,000°K for N , 59,500°K for and 63,500°K for CO^ (Vincenti and Kruger, 
1965).) Therefore only smaller ranges of T^ in undissociated and CO^ were 
possible.
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This experiment involved two parts. In the first part, 1^ and I at the 
peak of their curves were measured at electron energies £ of 200eV and 400eV 
for each of the three conditions. In accordance with equation (2.22) :
Ia
*
m
(5.4)
where * refers to the existence of vibrational excitation in the molecule.
The measurements of ^a_ are shown in Table 7. Each of the six values resulted
I
from a number of repeated shots, and the accuracy of the results in the table 
was *8%, expressed in terms of 90% confidence limits. The bracketed number 
refers to the value when the small amount of dissociation predicted by calcul­
ations for this condition was allowed for in the manner indicated by equation 
(2.20), assuming ground-state cross sections.
If, for a moment, K „ was assumed to be a constant, then Table 7N,N
*indicated the variation of (cT_/a ) with T and £. While variation with Td m v v
existed for £ = 200eV, there was no variation for £ = 400eV. Then, if ground-
state O. were assumed for £=400eV, equation (5.4) revealed that K equalled
i N 'N2
0.57. This compared with a value of 0.58 obtained from bench tests.
The second part of the experiment effectively indicated the variation 
* * * *with T of (Q .,+ü ) (rather than a_,/a ) for various £. This was achieved by v d m d m
reversing the usual roles of the T.I.M. and multiplier signals. Two of the 
same conditions as used in the previous part of the experiment were again used.
(The condition at the intermediate enthalpy was not used.) However, small 
amounts of Ne (approximately 7% by mass) were added to the N test gas in 
measured quantities, and the mass filter was always tuned to Ne+ instead of N 
and N+ . Therefore, the multiplier signal provided a means of relating the
T.I.M. signals obtained from the various shots. Since the T.I.M. grid responded
* *
to all ions, a single shot effectively provided a measure of (aG^ + bd^ + cGNe^°Ne 
where a, b, and c were constants. These constants were not equal because the 
ion collection efficiencies of the T.I.M. grid were different for the various
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ions concerned. Measurements were taken for electron energies of H O e V  and 
400eV.
Table 8 shows the results from this
values of £, the corresponding values for
* *(aa + ba + ca } ^rT d m  Ne 3100w = - - - - - - - - - - - - - - - - -
(aa, + ba + ca )d m Ne 2300
part of the experiment. For the two 
W are shown, where W is defined as :
(5.5)
i.e. W »
* *
(agd + 3100
(a°I + b<V 2300 (5.6)
since the Ne existed only in small quantities,
*
and a„ is of the order of a, Ne d
and a^ (Appendix) . Here, the subscripts 3100 and 2300 refer to the shots
at the higher enthalpy and the lower enthalpy respectively by indicating 
the values for in their respective flows. The accuracy for these results 
was only il8% (90% confidence limits).
From the two parts of this experiment and from the bench test results
it was possible to make a number of conclusions :
*
(a) For £ = 400eV, — — varied by less than 20% for the range of T^
Gm * *expected in T 3 , and since (a, -+ a ) also varied by less than 30% for thed m
* *
same range, a^ and a^ each varied by amounts less than approximately 30%.
However, for £ = 200eV or less, the corresponding variations were greater.
*
w (3. c^l(b) For £ = 400eV, it seemed very likely indeed that —  = within
a m
a few percent at low enthalpies, where the unstarred symbols refer to ground-
state cross sections. In addition, it seemed very probable that
* *a, = a, and a = a .d d m m
(c) The value obtained for K in the T3 experiments was valid as a
n ,n 2
calibration factor, and the calibration curve for the K. . obtained in bench1/3
test experiments was valid.
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Unfortunately, there was insufficient time to extend these investigations 
to other values of £, or to improve on the accuracy of the results which were 
produced. In addition, work of a similar nature with other gases would have 
been useful, not just to this project, but as an interest in general, especially 
in view of the paucity of previous research which has been conducted on the 
temperature variation of the cross sections.
5.3 Mass Separation Effects; Determination of the A. .
--------------------------------------------------------------------------------------------------------------------------------------------------------i / D
5.3.1 Method; Previous Research Mixtures of noble gases were used to 
calibrate the system for mass separation effects because the composition of the 
free-stream flow was then simply equal to the test gas composition in the shock 
tube prior to the shot. Although separation effects in nozzle flows are 
possible in some devices (Stern et al., 1960), such separation requires free- 
molecular conditions,i.e. flows in which the mean free path is of the order of 
the flow diameter. This condition often occurs in free-jet expansions. In 
T3, the calculated mean free paths were always only a fraction of a millimetre 
at the positions of interest. Although these calculations were based on 
viscosity concepts of uncertain accuracy, there was no doubt that continuum 
conditions existed.
Sherman (1965) showed theoretically that, under conditions of nearly in- 
viscid flow, the separation occurring in a free jet was much less than that 
induced by a sampling probe operating with a detached shock, as was sometimes 
the case in the experimental work of Reis and Fenn (1963). The latter authors, 
working with free expansions of N -H m -^xtures' f°und that almost no separation 
existed if the bow shock on the probe was "swallowed". They analysed the 
sampled gas by extracting it from the probe via vacuum tubing and measuring 
the pressure at a point in the extraction line with two vacuum gauges, only 
one of which was sensitive to composition. Therefore, after suitable calibration
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of the gauges, a comparison of their pressure readings permitted a determination 
of the gas composition. The results of Reis and Fenn were qualitatively con­
sistent with measurements of diffusive separation in weak shock waves performed 
using the electron-beam technique (McMichael, 1971; Sebacher, 1968; Center,
1967).
However, it was not immediately obvious that appreciable separation would 
be induced by a skimmer placed in the flow. The existence of a strong skimmer 
separation effect was shown experimentally by French and O'Keefe (1966). An 
omegatron partial pressure analyser was used to measure the centre-line and 
radial composition of gas skimmed from a free expansion of a He-Ar mixture.
Only a single skimmer was involved, and this operated in low density flows which 
provided skimmer Knudsen numbers well in excess of those involved in the 
present project. For K ^10, an enrichment of the Ar component by almost a 
factor of 10 was experienced on the centre-line at a distance 117cm downstream 
of the orifice.
The results of the Monte-Carlo analysis described in Section 3.3 were 
further proof that skimmer-induced mass separation effects were considerable. 
Owing to the limitations of this analysis and the complete inadequacy of other 
experimental and theoretical research, the necessity for calibrating the system 
for mass separation effects was obvious, particularly in view of the large 
particle mass differences which existed between He driver gas and the usual 
test gas particles.
The experiments conducted here on this topic relied on nothing from 
previous research. Flows involving binary mixtures of Ar, Ne and He were 
used. By varying the test gas mixtures and the flow conditions, an empirical 
relationship was found of the form :
A = f(Mpj, flow conditions) = Z (5,7)
The curve "A versus Z" was the required calibration curve. No change was made 
in the sampling system during or after the calibration shots. Nor was any
change made in the ioniser conditions.
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Most of the shots were at conditions of low enthalpy because simple 
perfect gas calculations (e.g Gaydon and Hurle 1963) were then able to predict 
the flow conditions to the desired accuracy. Ionisation in the reservoir 
region would have complicated the calculations at higher enthalpies, especially 
in the case of mixtures containing Ar, which has a lower ionisation potential 
than Ne and He. Flows involving an undissociated non-monatomic component 
were not used because of the complication in the calculations provided by the 
presence of internal energies. In retrospect, this was not a good decision 
because the approximate flow conditions could still have been calculated, and 
such flows would have provided a range of Mach numbers different from those 
possible with noble gases, thereby improving the scope of the experiments.
One feature revealed by the flow calculations was that very low free-stream 
temperatures existed in noble gas flows in T3, since no dissipated internal 
energy was present. There was, therefore, a need to examine the possibility 
that some of the Ar condensed in the flow. Ne and He could not have condensed 
because these gases have much lower condensation temperatures than Ar; (He ; 
4.2°K, Ne : 27°K, Ar : 84°K at atmospheric pressure). Equilibrium calculations 
for condensation were inapplicable, and other theories were inadequate in them­
selves for predicting the possibility of Ar condensation, especially in view 
of the fact that mixtures existed (Wegener, 1969). However, theory shows that 
the flow Mach number M^ can be used as a correlating parameter between different 
experimental situations with similar stagnation conditions. Anderson et al. 
(1966) found that a nozzle flow of pure Ar with a stagnation temperature of 
only 300°K did not condense even into dimers or trimers for M^ ^  15 at least.
For very similar conditions, Bier and Hagena (1966) detected no condensation of 
Ar for M^ < 20. For the present project, M^ was always less than 21. Since
the Ar was always mixed with Ne or He and the stagnation temperature was very 
much higher than 300°K in this project, the possibility that some Ar condensed 
in these flows seemed very small. In addition, the possibility that con­
densation was induced by the sampling process was very remote, because the
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Monte-Carlo analysis (Section 3.3) showed that the temperature of the sampled 
gas was considerably higher than that in the free-stream flow except where free- 
molecular conditions existed in the beam.
5.3.2 Probable relationship of K and A In a pedantic sense, the
K. . obtained from bench tests (Section 4.8) and verified by shots in T3 (Section 
i/l
5.2) were still unsatisfactory. The method of their determination failed to 
account for the situations in which ions resulted from two or more parent neutral 
species which possessed different radial distributions in the ionising region 
(Hobson, 1970).
Consider firstly (Figure 5.1(a)) a homogeneous electron beam which inter­
sects a homogeneous molecular beam with a square cross-sectional shape consisting 
of two neutral species and which are isotropically distributed in the 
beam. The components have number densities [X^] and [X^l respectively. Then :
4>c^ a1[x1]F1 (5.8a)
and I2 $c£a2 [X2]F2 (5.8b)
where $ is the electron flux, C is the cross-sectional area of intersection 
defined by the two beams, Z is the electron path length through the neutral 
beam, and F is the fraction of ions produced which are eventually detected. 
Obviously therefore, the geometry of the intersecting beams is of no consequence 
because :
V xi
a2[x2] k1,2
where K is available from the calibration procedure.
± f z
However, if an anisotropic distribution of the components exists 
(Figure 5.1(b)), as is likely to be the case in view of the proven existence of 
mass separation effects, then :
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C1^1Q1[xi]Kj;2
C2W X2]
W l , 2w (5.10)
where the components are considered to form beams with different cross-sectional
sizes. Of course, the cross-sectional shape is unrealistic, but the point is
made that, whatever the beam shape may be, a measurement of — — cannot reveal
X2
the relative species concentration unless Z and Z are known. More realistically, 
this means that a knowledge of the radial distributions must be known, or a 
calibration must be performed.
This, then, was just another aspect of the mass separation effect, and
the consequences of it were automatically included in the calibration factor A.
Although MacDermott and Dix (1972) attempted to allow for mass separation effects
by calculating the likely change in centre-line composition, it can now be seen
that, even if that calculation had been accurate, it would almost certainly
still have been inadequate for the purpose. For measurements of the y , there
seems to be no way of avoiding the necessity for calibration.
The preliminary experiments here were not aimed at quantitatively
determining the centre-line enrichment of one species relative to another induced
by the sampling process in a single skimmer. In view of the complication which
has been discussed, the methods employed by previous workers seem more suitable
for this purpose. However, further consideration of the anisotropy of the
molecular beam downstream of the second skimmer shows that, under certain con-
If [X,]
ditions, the measurement of — - directly reveals the ---r- value on the centre-line
l2 X2
just in front of the second skimmer.
The basic reason for this can be seen from equation (5.10) in which [X^ ] 
and [X ] there refer to the values in the ionising region. Then, provided 
simple "conical" expansions downstream of the second skimmer's inlet occur 
individually for each component :
(5.11)
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where the subscript I refers to the ionising region and the subscript CL refers 
to the point just in front of the inlet to the second skimmer. Also involved 
is the assumption that any "rejection" of the particles by the second skimmer 
is not mass dependent. Equations (5.10) and (5.11) then show that :
Of course, the analysis is easily extended to molecular beams with more realistic 
shapes, but equation (5.12) becomes inapplicable if the electron beam or ion 
extraction region are inhomogeneous or of insufficient width to "contain" the 
molecular beam.
5.3.3 Results and Discussion Using the values available for the K. . 
from bench tests, the measurements of R shown in Table 9 were obtained. The 
accuracy in terms of 90% confidence limits for each corresponding value of A 
was ±20%. For the condition with the highest enthalpy, a correction for driver 
gas contamination using results presented in the next Chapter was required.
In addition, owing to some ionisation in the gases, the calculated flow properties 
for this condition were only approximate. However, the importance of the in­
accuracies in the flow parameters was always small compared with the inaccuracies 
in the measurements of A. All measurements were taken at or near the peak of 
the signal curves.
It was obvious from the results that, regardless of flow conditions, A 
approached the value of unity in an asymptotic manner as approached M^. 
Therefore, in attempting an empirical fit, the choice of the function Z (see 
equation 5.7) aimed at providing a linear relationship with A only for values of 
Z corresponding to those available from the calibration experiments. The flow 
parameters which were considered are shown in the table.
One possible inadequacy which existed in the calibration was that Mw was 
not altered significantly, being approximately 20 for all conditions. Typically,
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for flows of non-monatomic gases was less than half this value (see Table 2). 
However, the Monte-Carlo analysis (Chapter 3) , although limited to a simpler 
situation, indicated that M^ was not an important independent parameter.
A fit of the form shown in Figure 5.2 was found to be reasonable.
Here :
Z 0.7 “l u —CO ^ (5.13)
where [N]^ was the total number density of flow particles. Although more com­
plicated functions were examined, their fits were not more successful than this 
simple relationship. It should be emphasised that the empirical relationship 
obtained here probably applied only to flows which would be produced in devices 
very similar to T 3 , because the flow parameters were not independent of each 
other. The relationships existing between these parameters were determined by 
the manner in which the flows were produced.
If the analysis leading to equation (5.12) is correct in basic detail, the 
results would be interpreted as predicting an enrichment of the lighter component 
on the axis of the crude beam just in front of the second skimmer. At first, 
this seemed surprising, since this apparently contradicted the results of French 
and O'Keefe (1966) and the results of the Monte-Carlo calculations in Chapter 3. 
However, it was then realized that the relevant situations were of too dissimilar 
a nature for direct comparison, the main consideration being the pressure build­
up in the inter-skimmer region which existed in the T3 measurements. According 
to the theory of free-molecule collisions in circumstances such as existed in 
the inter-skimmer region (Skidlovskiy, 1967), the build-up of scattered gas could 
have produced an effect in which the lighter particles were enriched at the 
relevant position, or were transmitted more effectively than the heavier particles 
by the second skimmer.
The results show that the separation effect was small for M^ Ä 2M^.
I
Therefore, the measurements of the were not greatly influenced by the effects. 
However, a far more significant correction factor applied to the measurements of 5.
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Obviously, the calibration procedure did not account for the possible 
dependence on internal molecular structure of the separation effect, or for the 
fact that molecule-molecule collision cross section sizes for non-monatomic 
gases often vary with particle mass in a manner different from that in noble 
gases. Neglecting these factors was considered to have caused no
appreciable decrease in the accuracy of the results. Waterman and Stern (1959) 
showed that "size diffusion" effects were much smaller than "mass diffusion" 
effects. With regard to the other factor, the Monte-Carlo calculations 
indicated that internal structure had little effect on the nature of the sampled
flow.
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CHAPTER 6
RELATIVE SPECIES CONCENTRATIONS OF TEST GASES AND 
CONTAMINATION BY DRIVER GAS IN THE FLOWS
6.1 Theory
I
6.1.1 Numerical Method for Calculating the y . Methods for calculating 
the properties of non-equilibrium nozzle flows have been described by Bray (1970). 
More general treatments of the physics of real gases appear in the texts by 
Vincenti and Kruger (1965) and Clarke and McChesney (1964).
The theoretical approach to the problem of calculating the must assume
that most of the physical processes are in equilibrium with each other or are 
frozen, otherwise the calculations become too difficult. In some cases, the 
"sudden freeze" approximation provides fairly accurate results. This method 
assumes that the flow expansion down the nozzle proceeds in equilibrium until 
reaching a certain nozzle area ration , at which value the flow properties of 
interest freeze. Cases in which the rates are such that recombination decreases 
rapidly during the expansion are suitable for this method. Once freezing of the 
occurs, the temperature drops very quickly from the equilibrium value because 
the exothermic recombination processes are no longer available to provide energy 
to the mechanical degrees of freedom. The approximation has some value for 
nitrogen and air flows in T3, but is poor in the case of carbon dioxide flows.
Numerical methods provide the only effective general means for calculating 
the gasdynamic properties in chemically-reacting flows such as occur in high- 
temperature, hypersonic wind tunnels, rocket nozzles and in flows around hypersonic 
vehicles. The particular program relevant to this project was developed by 
Lordi, Mates and Moselle (1966). Quasi-one-dimensional, inviscid expansions of 
reacting gas mixtures could be treated. In its original form, the program could
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cope with up to 20 chemical species and 64 reactions. The species were assumed 
to undergo vibrational and electronic excitation and ionisation in addition to 
coupled chemical reactions. Electronic degrees of freedom were assumed to 
remain equilibrated with the translational and rotational modes. The "sudden 
freeze" approximation was applied to the vibrational modes for some species, 
while other species were considered to have their vibrational modes in equilibrium. 
Chemical reactions were assumed to be either in equilibrium or to proceed at 
finite reaction rates.
As starting conditions, the nozzle reservoir conditions were calculated 
from the measured primary shock speed and reservoir pressure, taking the gas to 
be in thermodynamic equilibrium. The method employed to start the nozzle 
solution was to consider the nonequilibrium flow in the initial portion of the 
expansion to be a perturbation about the equilibrium solution. Subsequent 
calculations were basically concerned with obtaining the solution for a system 
of coupled, first-order, non-linear differential equations. It was necessary 
to provide thermodynamic data for the specific enthalpy and chemical potential 
of each species. In addition, the forward reaction rate constant for each 
reaction included in the gas model was required. The nozzle geometry was also 
specified. As output, the values for the properties shown in Table 2 were
Aprovided for any required value of —  or x (the distance downstream of the 
nozzle throat).
In order to include some effects of viscosity, a correction to account 
for the existence of the nozzle boundary layer was included. This was done by 
considering that the effective nozzle cross-sectional area was reduced by the 
presence of the boundary layer, the size of which had been measured in radial 
traverses using pitot-pressure probes (Stalker, 1972).
Results for T3 flows using this program were available from Hornung (1972) 
and Kewley (1974) for nitrogen, Ebrahim and Hornung (1973) for carbon dioxide,
and McIntosh (1971) for air.
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Until verified by experiments/considerable uncertainties in the accuracies 
of these results arose from some of the assumptions and limitations in the program. 
Experiments (McIntosh, 1971) revealed that the program successfully predicted 
values for the gross thermodynamic flow properties (e.g. velocity, static pressure, 
density, etc). This indicated that, for the calculation of these properties, 
the assumptions in the method were reasonable. However, this did not mean that 
the values predicted for the y^ could be assumed to be reasonably correct.
Although the gas mixture reaction model was uncomplicated in the case of 
nitrogen flows, this was not so for air and carbon dioxide flows. Considerable 
effort was required to ensure that all the reactions which were of importance 
were included in the models for air and carbon dioxide. However, many of the 
reaction rates for the processes considered in the models were poorly known.
Even for the relatively simple situation with nitrogen, the relevant rate values 
obtained by various workers were not in agreement (Kewley and Hornung, 1974b).
For complex flows, such as existed in the case of carbon dioxide flows, the 
values obtained for the y^ were very insensitive to the reaction rates, and con­
sequently even large uncertainties in the reaction rates were unimportant (Ebrahim 
and Hornung, 1973). This was not true for nitrogen, particularly for conditions 
with low stagnation enthalpies.
AFigure 6.1(a) illustrates the variation of a with in a nitrogen flow°o A *
7at a stagnation enthalpy of 2.5 x 10 J/kg. (The inlet of the first skimmer was
Aplaced at a position corresponding to —  = 830.) Reaction rates according to 
Appleton et al. (1968), Kewley and Hornung (1974) and Hanson and Baganoff (1972) 
were used in calculating the values for a (Kewley, 1974). The relevant reactions 
were :
(a) N2 + N2 ---> N + N + N2
and (b) N2 + N ---^ N + N + N
Figure 6.1(b) shows the corresponding results for a stagnation enthalpy of
76.2 x 10 J/kg. (The results in Table 2 were based on the rates according to
Appleton et al. (1968)-)
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Finally, it should be emphasised that the numerical program necessarily 
assumed that driver gas contamination effects were non-existent. The presence 
of some He in the flow could, however, be included in the program by assuming 
that the gas, prior to expansion from the reservoir, contained a certain proportion 
of He. As usual, the stagnation pressure and shock speed recorded from a shot 
with a test gas which initially contained no He were used. Then, in the nozzle 
flow, He was considered to be an inert species,its only contribution to recom­
bination being its participation in three-body collisions. Even fairly large 
proportions of He in the reservoir were found by this method to have little effect 
on the relative species concentrations of the other species in the flow, and only 
a small effect on other flow properties. However, this was a completely un­
realistic method of accounting for driver gas contamination, since the most 
important consequence of contamination was expected to be a decrease in the 
reservoir temperature Tq compared with the value predicted by that part of the 
calculation performed prior to the actual nozzle expansion calculation. Signif­
icantly, the were known to depend sensitively on Tq.
Owing to the complexity of the contamination processes in the reservoir 
region, as described in the next section, there seemed no realistic way of 
determining their effect on Tq unless certain measurements were available, one 
of these measurements being that of 6. The manner in which contamination effects 
were eventually incorporated into the program with the aid of these measurements 
is described in Section 6.1.3.
6.1.2 Physical Description of Driver Gas Contamination Early research 
in various laboratories found that the duration of high temperature in the 
reservoir regions of shock tubes became a decreasing fraction of high-pressure 
duration as the primary shock Mach number increased. The effect was found 
to be due to the arrival of relatively cold driver gas in the reservoir region 
at times much sooner than predicted by ideal shock-tube theory (e.g. Gaydon and 
Hurle, 1963), particularly in cases where was greater than 4 (Lukasiewicz, 1973)
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In such cases, driver gas contamination of the test gas in the reservoir is the 
dominant factor which limits the available test time.
The importance of the contamination in this regard was established by 
Mirels (1964) who showed that an upper bound to the a/ailable test time could be 
calculated by investigating the arrival time of the contact surface at the 
reservoir. In the ideal (inviscid) shock tube theory, the separation distance 
between the primary shock and the contact surface increases linearly with distance 
from the high-pressure diaphragm. However, in a real shock tube, the wall 
boundary layer between the shock and the contact surface acts as an aerodynamic 
sink by absorbing mass from this region. This causes the separation distance 
to fall below the ideal value to a limiting value at which the shock and contact 
surface move with the same velocity. The test time limitation was calculated 
by assuming both laminar and turbulent wall boundary layers. Various values 
for M^, P^, the shock tube length and the shock tube diameter were considered. 
Mirels' calculations revealed that, in typical cases, the maximum test time 
which could be expected was less than half that predicted by the ideal theory.
For high performance devices such as T3, even this assessment is too 
optimistic. It has now been established that there are two principal mechanisms 
which cause driver gas contamination in such devices. The first, in accordance 
with a theory by Markstein (1957) , considers that instabilities develop in the 
contact surface, thereby making it non-planar. Driver gas then prematurely 
encroaches upon the test gas in the reservoir region. Calculations based on 
this model would have great difficulty in accounting for the interaction of the 
non-planar contact surface with the shock reflected from the end wall of the tube.
The second mechanism (see e.g. Davies and Wilson, 1969) arises from the 
interaction of the reflected shock with the boundary layer which forms along the
tube wall behind the primary shock. Since the stagnation pressure of the
boundary layer gas is less than that of the main flow of gas in the tube, it
fails to penetrate the reflected shock, and consequently gathers at the foot of
the shock as a ball of fluid. As a result, the shock "bifurcates", as shown
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in Figure 6.2. In the figure, OA and OB are Mach stem and transverse shocks, 
respectively. This model has been verified experimentally. A consequence of 
the bifurcation is that the gas that emerges through the two oblique shocks has 
a higher velocity, relative to the reflected shock, than the gas that emerges 
through the normal shock. Thus, when the reflected shock is transmitted through 
the driver gas, the presence of the oblique shocks provides a means for the 
early injection of cold driver gas into the hot reservoir region.
Contamination of the hot test gas can be caused by either or both of these 
two mechanisms. As both effects occur, in general, under very similar circum­
stances, their relative contributions are difficult to distinguish experimentally. 
Both effects occur regardless of "tailoring" the conditions. The observations 
by Bull and Edwards (1968) supported the theory based on the "bifurcation model", 
but did not exclude the "contact surface instability model". Davies and Wilson 
(1969) and Monson (1971) obtained high-temperature duration measurements (i.e. 
driver gas arrival times) which agreed with the predictions of the theory based 
on the "bifurcation model". These demonstrated that, as increased, (i.e. as 
the stagnation enthalpy increased), the duration of the existence of uncon­
taminated reservoir gas became increasingly shorter compared with expectations 
from ideal shock tube theory.
Other effects which were neglected in the ideal theory also may be signif­
icant. The finite opening time of the high-pressure diaphragm can, under certain 
conditions, cause a jet of driver gas to penetrate the driven gas. However, 
various observations (e.g. Bull and Edwards, 1968) indicate that this is not an 
important mechanism. In the case of shock tunnels, the complication exists 
that some of the gas in the reservoir flows through the hole in the tube end into 
the nozzle. For the conditions in T3, the estimates and measurements by 
Bazhenova et al. (1973) indicate that this feature was not significant.
No attempt was made in the present project to clarify the nature of the 
contamination processes in T3. Although measurements of 6 for various shock 
tunnel geometries and test gas conditions would have been of value, considerable
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additional time and effort would have been required. The purpose of this section 
has been to describe the driver gas contamination processes/ and to show that 
theory is completely inadequate for calculating 6 or for estimating the decrease 
in Tq caused by the arrival of the driver gas in the reservoir.
6.1.3 Inclusion of Contamination Effects in Calculations for the y^ Althougl 
the complex nature of the driver gas contamination mechanisms meant that contam­
ination could not be directly included in the numerical calculations for the 
nozzle flow properties, crude estimates of the effects of contamination on these 
properties were possible. The method relied on the measurement of 6 for each 
flow of interest, plus the measurement of one other major flow parameter, e.g. 
velocity, density, etc..
Measurements of u^ in T2 nitrogen flows (McIntosh, 1971) and in air 
flows (Stalker and McIntosh, 1973) , agreed within ±5% with calculations which 
assumed that no contamination existed. These results were initially interpreted 
as demonstrating that the calculated values of Hq and T^ were correct. However, 
the addition of He to nitrogen and air flows in the manner described in Section 
6.1.1 had the effect of increasing u by small but significant amounts, while a 
reduction in Tq, such as would be caused by He driver gas contamination in the 
reservoir, had the opposite effect on u . Therefore, it was possible that the 
agreement between calculated and measured values for u^ was fortuitous. In 
fact, the significant levels of contamination which were measured for some con­
ditions in this project (see Section 6.3.1) suggested that this was the case. 
Consequently, the calculated values for the y^ were suspect.
One way to resolve the problem was to measure Tq using, for example, the 
spectrum-line reversal method (e.g. Gaydon and Hurle, 1963). This work was 
well outside the scope of the present project. Therefore, the method used to 
asses the effect of contamination on Tq and the y^ was to modify the method 
described in Section 6.1.1; i.e., the reservoir conditions were calculated using 
the measured values of u^ and Pq assuming pure test gas, then the species
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concentrations in the reservoir were adjusted to include a quantity of He in
the same proportion as was measured in the nozzle flow in this project. No
other reservoir conditions were altered at this stage. The subsequent nozzle
flow calculation was then found to provide a value for u which was in excess
of that measured. T was therefore made smaller, and the new value was insertedo
into the nozzle flow calculation. This step was repeated until the value 
chosen for Tq provided a calculated value for u^ which agreed with measurement.
The which corresponded with this Tq were then considered to be also approx­
imately correct.
This method was applied by Kewley (1974) to nitrogen flows in T3. For 
carbon dioxide flows, Ebrahim (1974) employed the same method, but measurements 
(Ebrahim and Hornung, 1975) were used instead of measurements of u , which were 
of poor accuracy for these flows.
This method was very approximate because the calculated changes induced 
in u and by the presence of He in the test gas were small. In addition, 
the accuracy with which 6 was measured was usually poor for this purpose.
6.2 Experimental Method in T3 The general experimental procedure has been 
described in Section 4.9, and the T.I.M. pre-shot and shot-to-shot calibrations 
have been explained in Section 4.5.
For nitrogen flows, was calculated using equation (2.20). Values
for I and I taken at the peak of the signal-time curves were used. Ground-state
cross sections (Appendix) for the relevant electron energy (400eV) were applied,
while the value for K obtained in Section 5.2 was employed. The required
N ,N 2
value for A at any condition was available from the calibration curve (Figure 
m l5.2), where —  = 0.5 and the required values for [N] and u were calculated'  ^  oo ooH
using the numerical program without initially considering the presence of driver 
gas contamination. When the value employed for [N] was later corrected for 
contamination effects using the method described in the previous section, no
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significant change in its value resulted. In addition, because [N] was initially
based on calculations of both and aTO, an iteration procedure was involved for
[N]^ if the resulting value for the measured a differed significantly from
the calculated value. It should be borne in mind that, strictly speaking, the
presence of driver gas in the flow invalidated the use of the calibration curve
for A since it was determined from experiments which employed binary gas mixtures
only. Therefore, the assumption was made that the driver gas did hot affect
the separation effect existing between the N atoms and the molecules. This
should be a good assumption, particularly in view of the fact that, except for
the flow condition with the highest enthalpy, the measured values for 6 were
considerably less than unity at the times I and I were measured. Dependinga m
on the flow conditions, A varied from 0.79 to 0.87.
Test gas species in air and carbon dioxide flows were analysed in a
similar manner, as indicated by the example of equation (2.21). The values for
the relevant K_^  were obtained from the bench test calibration curve, Figure
4.9. Because of the larger number of species which existed in these flows, it
was necessary in considering separation effects to divide the species into two
groups, where each group contained species with approximately the same molecular
weight. For example, in air flows, it was assumed that A0 N = a Nq n = 1/
and that A^ = A__ . This approach involved negligible additional in-0, N2 N/N2
accuracies.
The driver gas signal, usually I , was measured at various times on its 
signal-time curve, and 6 was calculated for each of these times in the manner 
indicated by equations (2.10) and (2.11). The measured values for 6 became 
increasingly inaccurate as time increased; i.e., as the level of contamination 
rose (see Figure 4.11(b)). This was the result of a number of factors.
Firstly, the value of Z required for the determination of A (where
r l 0   ^ K
k was a reference specieä) , became increasingly less accurate as time increased. 
The numerical calculations for [N]^ and u^ applied for times near the peak in 
the signal-time curves of the test gas species since was measured at
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corresponding times from the traces. Therefore^Iterations were required
to account for their time variations. Fortunately, the numerical calculations
showed that, as decayed with time, [N]^ was approximately proportional to 
-2u . Consequently, Z was weakly dependent on time in this respect.
A more important factor was that, as 6 increased, the influence of the 
driver gas on the separation effects existing between the test gas species was 
expected to increase. An estimate of this influence was made by increasing 
[N] in the calculation of Z to account for the presence of the driver gas 
particles.
Thirdly, as shown by equation 2.11, 5 was a function of the 0^  ^ of the
test gas species. The 0. . were not measured at all the times that I was1/3 He
measured because the curve shapes for the test gas species were often poor at
these times (Section 4.10). However, measurements of some of the 0. .ati/3
various times from curves of good quality showed that the 0_^  varied by amounts
which only weakly affected the values for <5 over the relevant time range.
Finally, following from the discussion in Section 4.10.2, the possibility
existed that, at times later than 150ysec after the onset of He driver gas
contamination, the I signal contained a significant contribution from scattered
He particles. The only way to determine if this might have been the case was
to observe the I signal resulting from shots which employed He as both the
driven and driver gases. These shots indicated that such scattering did exist
to a small extent, beginning no sooner than the expected time.
Figure 6.3 is a reproduction of some of the C.R.O. traces obtained from
7a nitrogen flow at a stagnation enthalpy of 2.5 x 10 J/kg. In (a), the 1^ 
signal and the corresponding T.I.M. signal are shown; the I and T.I.M. signals
The Pq trace is illustrated in (c).are shown in (b).
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6.3 Experimental Results for 6 and the y. ; Comparison with Theory- 1
6.3.1 Measurements of 6 For general interest, some contamination 
measurements were taken at relatively low-enthalpy conditions. These are 
presented in Table 10a, and the two sets of driving conditions which were 
used are also indicated. With Ar driver gas, the length of the test gas slug 
in the shock tube strongly influenced the time at which the Ar first appeared 
in the flow; tailored conditions existed for P^ equal to 550 Torr. The C.R.O. 
traces for the case in which was 430 Torr are shown in Figure 4.13. A 
number of shots were taken at this condition, and the onset of the contamination 
was found to vary by up to 300 ysec, while 6 varied by 70% at a time 2.4 msec 
after shock reflection, despite the fact that the accuracy of the results was 
estimated at ±30% (90% confidence limits).
Table lCb presents the results for 6 at high enthalpy conditions (He 
driver gas). The set of driving conditions used was the same as shown in 
Table 2. As expected, the contamination levels increased as stagnation 
enthalpy increased. The general shape of the driver gas curves was always 
characterised by an abrupt onset, followed by a rapid rise to a plateau. This 
plateau existed at times when the test gas flow was practically exhausted 
(see Figure 6.3).
Very pessimistic estimates of the accuracy of the results (based on 
single shots) are indicated in the table. For measurements at late times, 
these estimates are dominated by the possible contributions to the I signals 
from scattered particles. A very large scattering contribution starting lOOysec 
after the time that He was first detected was assumed. Although these results 
could be considered to be of poor accuracy, natural shot-to-shot variations in 
the driver gas flow were such that good accuracy would not have been warranted 
unless the ability to measure 6 was provided as a permanent "built-in" feature 
of the shock tunnel. Because of the rapid rise of the I signal after onset 
of the He, even small changes in the onset time were found by repeated shots to 
cause considerable variation in 6 at a particular time. For P^ = 51 Torr, the
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variation was approximately 60% at a time 120ysec after onset. The sensitive 
detection level of the equipment (i.e. 3% relative number density of He in 
nitrogen flows) enabled the He for this condition to be measured within 15jJsec 
of attaining a 6 value of 0.03. (This effectively defined "onset" time.)
Contamination levels appeared to be independent of which of the three 
test gases was chosen, and independent of the nozzle throat size.
The results showed that, by conventional standards, little or no uncon­
taminated test gas flow after the starting process existed at any condition, 
but this was not unexpected in a high-performance device of this nature. For 
each condition, periods of time in excess of 50]isec existed at which 6 was 
either zero or too small to affect quantitative measurements, and nearly all 
the measurements of interest in this facility can be completed within such a 
period. Repeated shots showed that the variations in the onset times of the 
He were not large (within 40ysec for = 25 Torr and within 50ysec for 
P^ = 51 Torr). It can thus be seen that these results are very useful in 
determining the best time at which measurements should be taken. For this 
purpose, Figure 6.4, which is an extension of Figure 2.1, illustrates the time 
behaviour of the He contamination as a function of stagnation enthalpy.
f6.3.2 Measurements of the Y. for Dissociated , Air and CCh Flows------------------------------  l-------------------- 2 ------------ 2------
Figure 6.5 illustrates the measured variation of a with enthalpy in nitrogen 
flows. Also shown is the variation as calculated by the numerical program 
without accounting for He contamination effects (Hornung, 1972); (also see 
Table 2). The shaded region indicates the variation when contamination 
effects were included (Kewley, 1974). The measurements were taken with the 
inlet of the first skimmer at a distance of 139 cm downstream of the nozzle 
throat. Free-stream composition was always frozen upstream of this position.
There are two sets of error bars on each of the five experimental points. 
The smaller error bars assume that ö was known exactly, while the larger bars
cl
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consider that G has been determined only to ±20% (see Appendix). Included a
in both sets are considerations of the inaccuracies due to reading the C.R.O.
traces (noise on the T.I.M. trace was the main factor here), other factors
influencing shot-to-shot reproducibility, inaccuracies in A and K , and the
°daccuracy to which —  had been determined.
m
Table 11 presents more details obtained from the calculations which 
included the He contamination effects. These calculations employed measure­
ments of 6 taken at the same times that the test gas species were measured.
It can be seen that significant reductions in T^, and a^ were caused by driver 
gas contamination at the three conditions with the highest enthalpies.
Significantly, the experimental results for a agreed with the calculated 
values within the combined errors when contamination was considered. When 
contamination was large, the combined errors were also large, and consequently 
it would be incorrect to claim that these experimental results demonstrated 
that the numerical calculations were successful in accurately predicting a at 
high enthalpies, (e.g. the cases here in which = 13, 25 and 51 Torr). At 
the lower enthalpies (cases in which = 102 and 203 Torr), contamination was 
small or non-existent, and so the combined errors which have been presented 
were smaller. However, the good agreement which existed at these conditions 
between measured and calculated values was perhaps fortuitous. As shown in 
Figure 6.1(a), which corresponds to the case in which P^ = 102 Torr, the cal­
culated value for a varied by almost a factor of 2 depending on the source 
chosen for the reaction rates. (The rates according to Appleton et al.(1968) 
were employed for the calculations presented in the present section.)
Nevertheless, it seemed justified to claim that the experimental results 
for a were in general agreement with theory provided contamination effects 
were included in the theory, and that the results indicated that the reaction 
rates determined by Appleton et al. (1968) were more realistic than those 
determined by other workers for temperatures in the vicinity of 9,000°K.
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In addition to the five nitrogen flows, analysis was also performed on 
two air flows and three carbon dioxide flows. The calculated conditions for 
these ten flows have been presented in Table 2. Quantitative measurements 
were taken of all the major species which were known to exist in these flows, 
but unfortunately, owing to a simple error in the control setting for the mass 
filter, all recordings of the 0 species were unsuccessful.
Figure 6.6 illustrates the theoretical variation of the y! in uncontam-l
inated air in T3 as a function of stagnation enthalpy at the position of the 
first skimmer's inlet. As with nitrogen flows, the composition was effectively 
frozen at some distance upstream of this position, regardless of the stagnation 
enthalpy.
In Figure 6.7, the theoretical variation of the y! in uncontaminated T3
so
carbon dioxide flows is shown as a function of —  , where this is the normalisedR
reservoir specific entropy. Sq is the reservoir specific entropy per original
mole of CO^, and R is the gas constant for CO^• The relevant stagnation
enthalpies are indicated. These results are plotted in this fashion because
Ebrahim and Hornung (1973) have found that the gas composition at large nozzle
area ratios does not separately depend on P. and T , but depends only on S .0 0 o
This figure applies to the situation which existed at the position of the 
skimmer inlet, where the calculated gas composition, although not frozen, was 
varying with nozzle area ratio only very slowly.
For the sake of clarity, and owing to be absence of measurements for 
yQ, the experimental results for the air and carbon dioxide conditions are 
presented in tabular form (Table 12 ) instead of plots of the y! against Hq.
The corresponding calculated values for uncontaminated conditions are also 
shown. For the carbon dioxide flow with = 25 Torr the effect of He contam­
ination has been estimated. The results of these estimates have been included 
in the table.
Experimental results in air followed the same general pattern as was ob­
served in nitrogen. At the high-enthalpy condition (P^  = 25 Torr), for the
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nitrogen component was 0.22 compared with a calculated value (no contamination) 
of 0.37. For the low-enthalpy case (P = 203 Torr), good agreement existed 
between calculated and experimental values (except for y )•
Similarly, the experimental results in carbon dioxide showed that, in 
general, less dissociation was evident in the flow than was predicted by cal­
culations which assumed uncontaminated conditions. The estimates which 
accounted for He contamination indicated that, as in the cases with nitrogen, 
the discrepancies could be explained as being due to driver gas cooling of the 
test gas in the reservoir.
For the measurement of 0^ a correction was necessary to account for
the presence of carbon particle impurities in the flow. These originated from 
the burning of lubricating grease near the high-pressure diaphragm during each 
shot. This correction was applied by measuring 0 for the condition withL/ f U U
the intermediate enthalpy. For this condition, it was very unlikely that 
significant carbon concentrations resulted from dissociation of the test gas. 
The assumption was then made that the same amount of carbon impurity particles 
were present at the condition with the highest enthalpy.
6.4 Comparisons with Other Experiments Results of this nature obtained from 
other types of facilities are not suitable for direct comparison with the 
results from T3. However, some work which has been performed in the smaller 
free-piston shock tunnels in the same laboratory warrants a discussion here.
The results of Slade (1970) for the onset of He contamination in T2 are 
shown in Figure 6.8. Air was the test gas. Geometrical conditions were 
similar, although scaled down. The driving conditions corresponded to those 
used for the measurements in T3. Slade was able to detect He when its relative 
number density was in excess of 5% using a crude mass-spectrometric method.
Although the time scale of events in T2 was compressed in comparison 
with the scale in T3, the general nature of Slade's results was similar to that
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obtained in the present project. Nozzle throat size, as indicated, had little 
influence on the results. In addition, Slade found that the choice of test 
gas was unimportant.
Stalker and McIntosh (1973), using a free-piston shock tunnel which was 
smaller than T2, also determined the onset of driver gas contamination. The 
method employed was to take time-resolved schlieren measurements of the shock 
angle produced at the tip of a two-dimensional wedge placed tip-forward into 
the nozzle flow. Since the shock angle could be shown to be a measure of the 
relative number of diatomic and monatomic particles in the flow, a rise with 
time in the shock angle when simple test gases were used was indicative of an 
increase in He contamination. A detection sensitivity of 15% by relative number 
density of He in air flows was claimed. This method was suitable for air as 
the test gas because calculations had reliably shown that, as stagnation enthalpy 
was increased, nitrogen dissociation was insignificant as long as molecular 
oxygen was present. Hence the desired interpretation of the shock angle was 
made possible. This also implied that the frozen dissociation fractions of 
both oxygen and nitrogen in air flows at times prior to onset of He driver gas 
could be deduced from measurements of the shock angle.
7Measurements of the onset of He at stagnation enthalpies up to 4 x 10 J/kc 
in air indicated that driver gas appeared in the flows much later than the times 
which results obtained in this project would suggest as being likely in a 
tunnel of that size. In addition, the dissociation fractions for N and 
obtained by this method agreed with calculations which assumed uncontaminated 
air flows.
However, the method failed to account for the fact that, when the presence 
of the He tended to increase the ratio of monatomic to diatomic particles, a 
simultaneous effect of the contamination would have been to decrease T^ and 
therefore decrease the dissociation fractions. Hence the shock angle would 
have remained fairly constant for some time after the onset of He. The same 
effect would have strongly influenced the accuracy of the dissociation fractions
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obtained. This ambiguity in interpretation of the shock angle measurements
could perhaps have been eliminated by independent measurements of a different
nature, such as time-resolved measurements of stagnation-point heat transfer on
a hemispherically blunt body. The application of the method, however., would
then have become more complicated and indirect. In view of this, and because of
the other assumptions and corrections required in the method, most of which have
not been described here, this method appears to be of very limited value.
An analysis of wedge shock-angle measurements which had been taken in T3
by Stalker (1974) seemed to confirm this conclusion. Three different wedge
7angles had been used in an air flow with a stagnation enthalpy of 4.8 x 10 J/kg. 
The shock angles from any particular wedge were approximately the same, regard­
less of the time at which the measurements had been taken, even though some 
measurements had been made at times when He must have been the dominant species
in the flow.
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CHAPTER 7
SUMMARY AND CONCLUSIONS
7.1 Discussion of the Results For the flow conditions which were eventually 
analysed, this project was successful in achieving its basic aim: the quantit­
ative measurement by a mass-spectrometric method of the relative species con­
centrations in nonequilibrium, shock-tunnel nozzle flows. These measurements 
included the driver gas species. Compared with other known research on this 
topic, the present project appears to have involved considerably more effort 
in accounting for the basic problems inherent in the general method. Much 
of the preliminary experimentation which was conducted on these problems 
provided information which was valuable in contexts not directly related to 
this project. Despite this preliminary research, however, the final results 
were of disappointing accuracy. In addition, only a fairly small number of 
measurements of the were completed in the time left available after the sub­
sidiary research and developmental work had been completed. Therefore, the 
main product of the project could be considered to be the establishment of the 
described technique as a valid and useful method for measuring the composition 
of pulsed, hypersonic, nonequilibrium flows.
To elaborate on the comments in the above paragraph, it will be convenient 
to discuss the major results presented in Chapters 3, 5 and 6.
The heat-transfer measurements and numerical calculations on skimmer 
transmission showed that skimmer interference effects were severe for any value 
of K between 0.01 and 10. There were strong indications that such effects 
were most significant for K ~ 0.1. For the range of conditions examined, 
the deleterious features were caused by effects which existed both upstream 
and downstream of the skimmer inlet, the latter region being more important
for small values of K in the range. The beam produced by a single skimmer was,
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for at least most of the conditions, partially hollow. In a double-skimming 
arrangement, while the geometry of the first skimmer strongly affected the 
beam characteristics, the effect of changes in the geometry of the collimating 
skimmer (for which K » 1 )  v/as small.
With regard to a different aspect, even for gas components which differed 
in molecular weight by a factor of only 2, mass separation effects were sig­
nificant. Separation was not simply a diffusive effect. Owing to the added 
complications which existed when separation effects were present in the beam 
passing through the electron-beam ioniser, calibration measurements for the 
effect were essential. These measurements were probably not independent of the 
calibration which determined the relative ion collection efficiencies. For a 
single skimmer placed in the flow of a binary gas mixture, calculations revealed 
that the sampling processes resulted in an enrichment of the heavier component 
on the axis of the beam. The calibration experiments indicated an opposite 
effect, but direct comparison was not possible, and interpretation of the 
measurements was difficult.
Despite the complexity of the sampling processes, which necessitated 
the experimental determination of an optimum geometry and the use of calibration 
experiments, the sampling system eventually used was suitable for the purpose. 
Condensation was not induced by sampling, and, despite the fact that practically 
no free-stream particles were transmitted without colliding with slower reflected 
particles, the total number of collisions suffered by particles in the collimated 
molecular beam was insufficient to dissociate any molecules. A satisfactory 
degree of collimation was easily achieved.
The Monte Carlo direct simulation technique was found to be extremely 
useful for investigating the beams produced from skimmers. This appeared to 
be by far the most suitable theoretical approach to the problem.
For it was shown that, provided the electron-impact energy was 
sufficiently high, the ionisation cross sections for the relevant processes 
were, at worst, only weakly dependent on T . This enabled ground-state cross 
section data from the literature to be utilized in the analysis of the
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measurements. This research also demonstrated the value of mass spectrometry 
in shock tunnel flows as a means of investigating the temperature dependence of 
ionisation cross sections. Research in this field has been almost non-existent, 
despite the importance of vibrational excitation in a wide range of experiments 
involving electron-impact ionisation. In addition, the very real possibility 
that the temperature dependence of the cross sections may more generally be 
eliminated by the utilization of sufficient electron-impact energies means 
that the approach used in this project may usefully be applied to a variety of 
related problems using gases other than nitrogen.
The success or failure of the measurements in achieving the accuracy
I
claimed for the y^ and 6 could not really be confirmed, since no reliable inde­
pendent measurements existed for purposes of comparison. Owing to the proven 
existence of driver gas contamination, which was introduced into the main flow 
in a quantitatively unknow fashion, existing numerical calculations were also 
unable to provide independent support for the measurements. However, by applying 
a correction to the calculations to approximately account for the contamination
tlevel as given by the measurements of 5 , the measured values for the y^ were
found to be at least in rough agreement with the corrected theoretical predictions
For flows with nominal stagnation enthalpies greater than approximately 
72.5 x 10 J/kg, results showed that the dissociation levels expected from the 
original numerical calculations were in excess of those actually produced by 
the tunnel. This was consistent with the finding that substantial driver gas 
contamination existed in these flows for almost the entire period of test gas 
flow subsequent to the nozzle starting process. The effect of this contamination
f
in the shock-tube reservoir region was to decrease T (and therefore the y^ in 
that region) below the calculated values. The level of contamination rose 
rapidly with time during the flow and possessed, for a given enthalpy, a fairly 
definite onset time, as measured after reflection of the primary shock wave 
from the shock-tube's end wall. For every flow condition, periods of adequate 
length existed during the steady test gas flowwhei the driver gas contamination 
level was below that likely to affect almost all measurements of interest in
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the shock tunnel. Therefore, as a useful by-product of the research, the 
measurements also indicated the most suitable times at which other experiments 
should be conducted.
It should be noted that for flows with lower stagnation enthalpies,
Ialthough contamination was negligible at the times that the y. were measured, 
reliable support for the measured values from calculations was still not avail­
able. This was because, for these conditions, the calculated results suffered 
from uncertainties originating from uncertainties in the chemical reaction rate 
values. However, within the ranges of possible values provided by various 
reasonable choices of reaction rates, agreement existed between the calculated
I
and measured values for the y. or 0. .. (The single exception was for 0l 1,3 tu„,cu
7at a nominal stagnation enthalpy of 1.8 x 10 J/kg, where the discrepancy was 
slight. Unfortunately, shots to confirm this measurement were not conducted 
because the relevant analysis was performed late in the project.)
I
Generally speaking, the inaccuracies in the measurements of y_^  at high
7stagnation enthalpies (i.e. above nominal values of 2.5 x 10 J/kg) were approx­
imately ±40%. At lower enthalpies, the effect of mechanical vibration on the 
T.I.M. signal was much less, and the results were then believed to be accurate 
to within ±22%, generally speaking. The effect of mechanical vibrations, 
which should be absent in other types of facilities producing hypersonic flows, 
could be fairly easily removed in the present equipment as described in the 
next section. In addition, it seems probable that the inaccuracies in the
I
measurements for 6, which were generally greater than those for the y^, could 
be reduced by decreasing the amount of gas scattering which occurred in the 
vicinity of the instrumentation.
7.2 Suggestions for Improvements to the Present Mass-Spectrometric Equipment 
By utilizing a mass analyser which could simultaneously transmit two or more 
ion species, the necessity for a T.I.M. shot-to-shot calibration would be
129.
eliminated, thereby resulting in a minimum alteration in the accuracy of the
measured 0. . from 0 ± x% to 0 ± (x-10%) .Because of the noise induced by mechanical1 • 3
vibrations, the alteration at the highest-enthalpy condition would be from 
0 ±x% to 0 - (x-24%). In addition, of course, less shots would be required to 
analyse the flows. Such a mass spectrometer would, however, be more difficult 
to install and use, and would require additional detection equipment.
Although it was believed that the correct ideas were applied in preventing 
gas scattering effects from being present in the instrument tube, the construction 
of the equipment was not entirely satisfactory. The construction should ensure 
that the path of the molecular beam for a distance of a few metres behind the 
ioniser is completely unobstructed. In addition, the volume of the inter­
skimmer region should be larger than existed for this project. Uncertainties 
in the measured values for 6 for times greater than lOOysec after onset of the 
He would then be much less than was obtained.
In order to reduce pump-down time, outgassing from the hot ioniser could 
be easily reduced by replacing the aluminium parts with stainless steel parts.
7.3 Suggestions for Further Related Research Obviously, it would be useful 
to analyse more flows with various gases, particularly those gases existing in 
other planetary atmospheres. Axial traverses of flows which are slow to 
freeze would indicate much about the accuracy of the numerical calculations of 
the Y .. Radial traverses would also be useful, because viscous effects increase 
near the nozzle-wall boundary layer. In order to gain some information on 
reaction-rate data, it would be of interest to measure the variation in the 
frozen composition of a simple gas mixture as the initial concentration of a 
particular component was systematically altered.
As mentioned previously, it would be very useful to measure the temperature 
dependence of the ionisation cross sections of various molecular species, 
particularly the common species such as O^.
In an attempt to decrease driver gas contamination, a "boundary layer
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dump" has been used in T2 (Slade, 1970). This consisted of a sharp-edged 
sleeve inside the shock tube which skimmed off the boundary layer and "dumped" 
it in a region to the side of the stagnation region. Some success was reported 
in delaying the onset of contamination. This and similar devices warrant 
further investigation. Such research should also provide information on the 
mechanisms responsible for contamination.
Finally, it would be useful to perform more calculations using the Monte 
Carlo direct simulation method, not only for research on skimmers, but also
for other problems involving rarified hypersonic flows.
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TABLE 1
DIMENSIONS OF SHOCK TUNNELS T2 AND T3
Piston mass
Reservoir capacity
Comp. Tube (length x int.diam.)
Shock Tube (length x int.diam.)
Usual nozzle throat diam.
Usual nozzle int. angle 
Usual nozzle exit diam.
Test section (ht. x width)
Dump Tank volume
T2
1.2kg 
0.025m3 
(300 x 7.6)cm 
(200 x 2.1)cm 
0.16cm 
15°
3.8cm
(15 x 15)cm 
0.31m3
T3
90kg 
0.26m3 
(600 x 30)cm 
(600 x 7.6)cm 
1.3cm 
15°
30cm
(48 x 48)cm
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FIG. 2.1 Useful period of test gas flow in T3
(Driver conditions are the same as in Table 2)
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FIG. 2.6 Some potential energy curves for oxygen
High T
Electron-Impact Energy (Log Scale)
FIG. 2.7 Hypothetical variation of Gd with electron energy as a 
function of Tv
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Dunn and Van Zyl (1967)
A (Error bars are 65% confidence limits 
□ Dance et al.(1967)
(Error bars are 90% confidence limit: 
® Peart and Dolder (1971)
Electron Energy (eV)
FIG. 2.8 Variation of the measured cross section for production of
protons from Hj as a function of incident electron.energy.
Smooth curves- have been drawn through the points. The threshold
energies for dissociation of the first six vibrational levels-of -t*Hx are indicated.
Test Section Wall
Nozzle
Brass Tube
Probes
Pumping
Outlet
FIG. 3.1 Schematic diagram of the skimming system in the T2
test section
FIGURE 3.2 Experimental set-up in T2
A Nozzle
B Test section
C Dump tank
D Skimmer
E Roughing vacuum line to skimmer 
F Ionisation pressure gauge
G Pressure transducer (stagnation region)
FIGURE 3.3
A
B
C
D
E
F
G
Skimmer system of heat-trans
First skimmer
threaded piece for fir>Q-f- cv Second skimmer skimmer
Heat transfer probes 
iiount for probes 
Brass tube 
Pumping outlet
probes
*
(a) Side view
Platinum film 
(thickness greatly 
exaggerated)
Pyrex Glass
6.4mm 6.4mm
Solder Electrical Lead
(b) Top view
FIG. 3.4 Basic details of one of the heat-transfer probes
RM-1221.4K
Probe To C.R.O.
FIG. 3.5 The measuring circuit employed with each heat-transfer probe
di
am
. 
' 
> 
di
am
.
1-H-H lH
(a) Single skimmer
Radial position of probes 
in the brass tube
Axial position of rake was 
7.6cm downstream of inlet 
(single skimmer)
Probe resistances (ohms)
A : 25
B : 12
C : 14
D : 14
(b) Double skimming arrangement
Time scale : 200ysec/major division
Sensitivity : 50]JV/major division
FIG. 3.6 Examples of the signals from the heat-transfer probes.
The direction of the signal deflection is irrelevant.
Probe
Collar
FIG. 3.7 Indication of the main parameters which were varied.
<J> Ip D K
1 25 30 0.5 3.0
0.8 2.0 
0.4 
0.2 
0.1
2 30 35 0.3 2.0
0.5 1.5
0.7 1.0
1.0 0.5
2.0 0.2 
0.1 
0.01
3 30 45 0.3 1.5
0.5 0.4
1.0 0.2 
0.1
4 40 60 0.3 1.5
0.5 0.4
0.7 0.2
1.0 0.1
5 48 60 0.5 1.5
0.7 0.4
1.0 0.2 
0.1
6 55 60 0.5 1.5
1.0 0.4
0.2 
0.1
Table 3(a)
Arrangements with single 
skimmers
*1 h  D1 *2 *2 D2 Xs K1
A 25 30 0.8 30 35 1.0 5.0 0.15
B 25 30 0.8 30 35 3.0 8.0 0.6
5.0 0.15
2.5 
1.2
C 25 30 0.8 40 60 3.0 8.0 0.15
D 30 35 1.0 30 35 3.0 8.0 0.1
5.0 
1. 2
Note: (p and ifj are in degrees
D is in mm
x is in cm s
Values for K are only approximate
Table 3(b)
Arrangements with two skimmers
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FIG. 3.9 Variation with D of the measured intensity for a particular
flow using skimmer 2 (x = 5cm). The corresponding variation 
in K was from 1.2 to 0.?8. The random errors are indicated 
(equivalent to 70% confidence limits).
4.0
Skimmer 1 (K
Skimmer 2 (K
2.0 —
T---- T ~ — i-----T
x ' (cm'P
iIG. 3.10(a) Axial variation of J on the centre-line for skimmers 
1 and 2. The random errors are indicated (equivalent 
to 70% confidence limits).
1,6mm throat
Skimmer 2, K % 0.2 
Slope of line = -2.4
Skimmer 1/ K ^ 0.4 
Slope of line = -2.3
Skimmer 2, K % 1.0 
Slope of line = -2.40.8mm throat
V Skimmer 1, K % 2.0 
Slope of line = -2.2
1 1.2 
FIG. 3.10(b)
1.5 2.0
x (in P
2.5 cm .
2.54
3.0 4.0 5.0 6.0
Axial variation o£ J on the centre-line for skimmers 
1 and 2 (logarithmic plot) for two different free-stream
flow densities. Random errors are indicated (equivalentto 70? confidence limits).
r=£
F=r
(Ae )cl
Pb O' (arbitraryunits)
5 -
4
3
1
/
/T /
/
“T 1—rmr T rnrnTT
0.01 0.1
K
FIG. 3.11 A plot effectively showing the variation with K of the
skimmer interference effect in skimmer 2. The error bars; 
include random errors in AE (i.e. in q) and the relative 
errors in calculating the various p .
(arbitrary
units) Skimmers
(a) K ^ 0.1
$-----
£ (degrees)
(arbitrary 
 ^units)
(b) K - 1.5
”  - A -----
£ (degrees)
FIG. 3.12 Variation of J with E, at x Ä 5cm for various skimmers.
Relative beam intensities (within each figure) are as indicated. 
Individual data points are accurate to ±4% of J.
FIGURE 3.13 (a) (top) and (b) (bottom) Sampling 
system employed in T3
(a) Tip of first skimmer
(b) First skimmer
(c) Insert, 5cm long
(d) Hollow conical section
(e) Instrument tube
(f) Second skimmer
(g) End wall of inter-skimmer region
(h) Holes for attachment of blind-ended tubes
Move all molecules through distances ap­propriate to Atm and 
compute interactions
Sample cell densities
and other properties
as required
' For unsteady j 
I flow repeat run)
*“ “I until required
I sample size is  ^ >
j obtained ,
Average runs for unsteady flow or 
average samples taken after estab- 
lishment. of a steady flow
Print final results
Compute typical coll-isions for time Atm
Set Zero Time State of Simulated Molecules
FIG. 3.14 Flow chart of the procedure in the 
Monte Carlo program by Bird (1969) .
I
Axis
General
Flow
Direction
Fig. 3.15 An example of the 
cell structure 
employed by Derzko 
(1971) .
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TABLE 4 Description of molecule 18types'1 in the program
TYPE DESCRIPTION
0 Molecules which have suffered no collisrions except amongst them­selves; (all entering molecules).
1
Molecules initially of "type" 0 which h;ave collided with any­
thing other than "type" 0 molecules.
2
Molecules initially of "type" 0 or 1 or 3 which have struck the 
surface and have then not collided with anything except a "type" 
2 molecule.
3 Molecules initially of "type" 2 which have collided with any­thing except another "type" 2.
NOTE A shock wave is a "type" 0 -* "type" 1 transition.A boundary layer is a "type" 1 "type’' 2! and 3 transition.
TABLE 5(a) Summary of computed cases using SINGLE
Note:
(p, ip in degrees
HS = hard sphere 
model
9th = inverse ninth 
power law for 
molecular pot­
ential energy
RUN K sOO 4) IP
’TOL
MOiDEL SPECIALCONDITION
1 0.125 11 30 35 HS
2 0.01 11 30 35 HS
3 0.01 11 30 35 9th
4 0. 01 20 30 35 9th
5 0.01 3 30 35 9 th
6 0.01 11 30 35 9 th Blunt lips or inlet
7 0.01 11 25 35 IS
8 0.01 11 20 35 HS
9 0.01 11 15 35 HS
10 0.01 11 30 55 HS
TABLE 5 (b) Summary of computed cases using MIXTURE
RUN K MOLMODEL
SPECIAL
CONDITION
A 9.125 HS
B o i—1 HS
C 10.0 HS
D 0.01 9th
E 0.125 HS Blunt lips on inlet
Note:
(p = 30°, ip = 35°,
S = 11OO
Relative molecular 
weights = 1:10
Relative molecular 
diameters = 1:5
Relative free-stream 
number densities = 7:3
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FIGURE 4.3 (a) (top) and (b) (bottoim) Tho
Instrument plate 
Filament spring 
Electron trap 
Ion deflecting plate
E I-On deflecting grid F E;inzel lens
G Mass filter
H Electron multiplier
- (U + V cos cot)
FIG. 4.4 Schematic diagram of a quadrupole mass filter
Mass Filter
Electron
Multiplier
Dynode
Resistor
Chain
JL (160V) Optional pre-amp.O.lyF
Pre-amp 100K
300pF :
cable
capacitance
<  560K
R561B
C.R.O.
Trigger ___y C.R.O.Signal
“1“ 450pF 
cable 
capacitar
FIG. 4.5 Detection circuitry for the main signal and the T.I.M. signal
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(a)
Random errors= ±3%
Supply Potentials
Random errors ±10%
1 N2j - V ~ ----- ---- vy--
Supply Potentials
FIG. 4.8 Examples of the variation with some potentials of (a) the absolute
collection efficiency, and (b) the relative collection efficiencies. 
Results refer to situations where the potentials were varied one at 
a time, during which the others were "optimized". The indicated 
vertical scales are not related.
III Atomic 
Mass Unitst I I r4 10 20 30 40
FIG. 4.9 Measured variation of K. „ with mass of the ion --------- l , He
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CO 44
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34 p
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1.5mAElectron current
Ion energy ^ 350eV
200eVElectron energy
Pressure
5 x 10 Torr
FIG. 4.10 (a) Measured effect of ion-molecule collisions
Torr
Electron energy 200eV
On dashed line: I cC Electron Current
Electron
Current
FIG. 4.10 (b) Variation of ion current with electron current
(a)
FIG.
FIG.
Po
t to
T . I. M .
signal
4.11 Expected time behaviour of the various signals
Signal
Strength
4.12 Curve shapes for multiplier or T.I.M. signals which were 
obtained in the initial test shots.
(a)
T. I ,'M.
signal
t (500jisec/div.)
9 x 10 ^A/div.
5 x 10 ^A/div.
t (500ysec/div.)
(c)
t (500ysec/div.)
FIG. 4.13 Signals obtained for test gas and Ar driver gas,
H = 4.3 x 10^J/kg, (P = 430 Torr). The traces were 
triggered from the stagnation pressure transducer.
T . I. M . 
signal
FIG. 4.14 Signals obtained for CO^ test gas, 
(P = 102 Torr).
1.8 x 107 J/kg,
t (200ysec/div)
FIG. 4.15 Signals obtained for test gas, H = 
(P^  = 25 Torr).
7
4.6 x 10 J/kg,
TABLE 6 Calculated variation with T ^ of the populations in some N 
vibrational levels (lowest Yevels)
\  T
\  Vr V 300 2300 2800 3100 5200
0 ~  1 . 0 0 . 7 8 0 . 7 0 0 . 6 7 0 . 4 8
1 ~  0 0 . 1 8 0 . 2 1 0 . 2 2 0 . 2 5
2 «  0 0 . 0 4 1 0 . 0 6 2 0 . 0 7 5 0 . 1 3
3 ~  0 0 . 0 0 9 4 0 . 0 1 9 0 . 0 2 5 0 . 068
4 ~  o 0 . 0 0 2 2 0 . 0 0 5 6 0 . 0 0 8 7 0 . 0 3 5
variation with T_ and £ of (I_/I„) for N0
\  T
2300 2800 3100
200 0 . 1 6 0 . 1 9 0 . 2 1 / i
> a
400 0 . 1 4 0 . 1 5 0 . 1 5  (0 . 1 4 )
( II m
A
> -
J
TABLE 8 Measured variation with £ of W for
£ w
110 0 . 3 9
400 0 .9 1
(a)
Homogeneous 
Electron 
Beam , 
(Flux=$) ^
shaded area
Homogeneous 
Molecular Beam
(X^ and isotropically distributed)
shaded area
dotted area
FIG. 5.1 Simplified representations of the intersection of a homogeneous electron 
beam with (a) a homogeneous molecular beam with an isotropic distribution 
of two species, and (b) an anisotropic molecular beam. For simplicity, 
square cross-sectional molecular beam areas have been assumed. In (b), 
each of the two components are considered to form homogeneous beams with 
different cross-sectional (square) areas.
TABLE 9. Measured values of (giving A) for the conditions indicated
Gases mh
ml
. V
J/kg
Too
°K
u00
km/sec
Pco
x 106 
gm/cm^
x 10_1/
-3cm
MefOO
Roo RI A
Ar, He 10 4.4 26 3.0 3.3 1.2 16.0 0.5 0.065 0.13
Ar, He 10 6.5 31 3.6 4.4 1.7 16.0 0.5 0.12 0.23
Ar ,He 10 5.6 45 3.4 5.1 1.1 28.0 2.0 0.32 0.16
Ne ,He 5 4.5 19 3.0 2.8 1.5 11.2 0.82 0.31 0.38
Ne ,He 5 7.5 27 3.9 4.1 2.2 11.2 0.82 0.38 0.46
Ne ,He 5 7.0 33 3.7 3.9 1.5 16 3.0 1.2 0.39
Ne,He 5 14.0 52 5.3 0.65 0.35 11.2 0.82 0. 38 0.47
Ne, He 5 35.0 138 8.4 1.0 0.55 11.2 0.82 0.43 0.52
Ne ,He 5 55.0 172 9.5 0.70 0.38 11.2 0.82 j 0.39 0.48
Ar, Ne 2 4.1 40 2.9 3.4 0.79 25.6 0.55 | 0. 36 0.65
Ar , Ne 2 5.7 51 3.4 5.5 1.3 25.6 0.55 0.39 0.71
Ar ,Ne 2 5.6 62 3.3 4.5 0.82 32,8 2.2 j 1.9 0.84
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FIG. 6.1 Variation of y% and y with nozzle area ratio for two 
nitrogen flows ^with enthalpies as indicated. 
Results correspond to three sets of reaction rate data 
as shown.
Reflected
Normal
Shock
Vortex Sheet
Streamlines
Edge of
Boundary
Layer
—
Shock Tube Wall
FIG. 6.2 Schematic diagram of the bifurcated foot of the reflected 
shock wave in a shock tube (Davies and Wilson, 1969).
(a)
t (200 ysec/div)
(b)
2 x 10 SA/div 
9 x 10""^A/d.iv
t (200 ysec/div)
(c)
Traces obtained from a nitrogen flow with a stagnation 
enthalpy of 2.5 x 10 j/kg
FIG. 6.3
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TABLE .'LO(b) Measurements of <5 for conditions with relatively high
stagnation enthalpies. Driving conditions are as shown 
in Table 2. Times were measured after t (see Figure 4.11).
P1
Torr
Test 
Gas 2
H
o  n Times in ysec Errors in % COMMENTS< 10 J/kg h fc2 tP fc3 t 6
13 N2 6.2 :>35 315 485 255 685 6 ( + 120,-95) Maximum 
enthalpy 
used in 
T3
585 3 (+95,-90)
495 1.9(+80,-75)
445 1.1 (±65)
25 N2 4.6 255 440 520 415 710 0.97(+75,-80)
610 0.61(+65,-70)
520 0.38(±55)
25 Air 4.8 260 440 520 410 720 2.8 (±90)
620 1.7 (±80)
520 0.35(±60)
19 CO 2 4.7 320 440 500 430 710 2.8 (+100,-95)
630 1.8(+90,-95)
500 0.39(±70)
51 n2 3.5 270 515 540 480 800 -J +’ 00 on l VO o
700 1.0(+70,-80)
i 600 0.46(±60)
1500 5.5 x 10"2 (±55)
102 N2 2.5 315 595 575 520 775 0.74 (+50,-75)
675 0.26 (+40,-60)
615 0.11 (±35)
203 N2 1.9 385 625 665 960 0.25 (+50,-70)
■860 0.11 (+40,-55)
17601 2.9 x 10"2 (±35)
203 Air 1.8 335 5 85 745 945 0.47 (+55,-65)
|845 0,20 (±50)
|B05 8.6 x 10"2 (±45)
203 Air 1.8 335 - 555 735 P885 0,34 (±50) Nozzle throat
j805 0.13 (±45) diameter
No
mi
na
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St
ag
na
ti
on
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nt
ha
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y 
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 J
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g)
« 3.0
~  1.0
« 0.5
»  0.1
Drainage time
calculation (Fig.2.1)4 — NozzleStartingProcess
3 —
2 _
Time after t (msec)
FIG. 6,4 Measured time behaviour of the He contamination as a function 
of stagnation enthalpy
0.6
0.4
a
0.2
0
Calculated 
no contamination
Calculated
(contamination
considered)
Measured
7(nominal) in 10 J/kg
FIG. 6.5 Variation of a with H for nitrogen
Calculated Values
P1
Torr
6
He con­
sidered 
in
Program
To
°K
H
x 102? 
J/kg
aoo aoo
as meas­
ured
13 1.9
NO 14150 6.2 0.65 0.28
±40%YES 10750 4.6 0.25
25 0. 38
NO 11800 4.6 0.43 0.18
±40%YES 10950 4.2 0.31
51 0.2
NO 11070 3.5 0.27 0.14
±35%YES 10380 3.3 0.21
102 0. 09
NO 9670 2.5 0.13 0.10
±22%YES 9500 2.4 0.11
203 0 — 8910 1.9 0.065 0. 091 
±22%
TABLE 11 The effect of He contamination on the calculated values 
for T , II and a . Particular values for 6 used in the 
calcu?ations are shown.
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FIG- 6.6 Calculated variation of the y. in air (uncontaminated) as a 
function of Hq (frozen composition).
4.7 x 10 J/kg
FIG. 6.7 Calculated variation with (S /R) of the y. carbon dioxide 
at (A/A*) ~ 700. ° 1
TABLE 12 Comparison of measured and calculated values for the y .
(or 0. .) in air and carbon dioxide flows
i / 3
NOM. Units: Moles per gram of test gas mixture
P1
Torr
Ho
-7x 10 
J/kg
1Calculated y.l
(*) indicates that He con­
tamination has been con­sidered
Measured Y. (or 9. .)l 1 / J
25
Air 4.8 TN2 “ 1-7 X 1 0 ~ly' = 2.0 x 10 2 N
^N2 = 2 *1 x 1 0 “ 2  
y' = 1 . 2 x l 0 - 2
±40%
203
Air 1.8
y' = 2.6 X io~2
N2 -3y' = 2.4 x 10 
02
y' = 2.7 X io”2 N2
y' = 2.5 x 10 j 
02
±22%
Y;o = 1.5 X 10 Y'o = 3.1 x 10 -
19
c o 2 4.7 ec,co - 2-3 x 10-1 ec , c o =  1 -1 * 10-1 ±50%
25
c o 2
3.3 ÖC02,CO = 6*° X 10 
and (*) = 1.4 x 10 ^
0 = 1.0 x 10_1C02,CO ±40%
_  = 2.6 x io“202, CO
and (*) = 6.0 x 10 2
0_- _ =  8.4 x 10-2 02, CO ±45%
°c,co ~ 0 ec,co (impurity) = 7.5 x (upper
10 2 
limit)
102
c o 2
4»,—  . ...
1.8 0CO2,CO “ 3 -9 * 1° " 1 
0O2,CO =  3.2 K l o ’ 1
°C02,CO = 8 -3 x 10-1 
0O2,CO -  5 -3 * 10_
±22% 
1 ±28%
(i
n 
un
it
s 
of
 1
0 
J/
kg
)
Onset of 
HeliumNozzle
Starting
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3.2mm throat
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Time after tQ (ysec)
FIG. 6.8 The results of Slade (1970) taken in T2 with 
air as the test gas.
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APPENDIX
*ELECTRON-IMPACT IONISATION CROSS SECTION DATA
A.l The Nitrogen System The processes considered were :
(a)
(bi)
ad
(bii) N^ + e N^ + 3 e
(c) N + e
In interpreting data from the literature, it was also necessary to consider :
Rapp and Englander-Golden (1965) have measured the total ionisation cross 
section for N^, i.e. the O for processes (a), (b) and (d) combined. Rapp et 
al. (1965) measured the total cross sections for dissociative ionisation of N^, 
i.e. the ü for processes (bi) and (d) combined. These two groups of measure­
ments were absolute measurements. The latter results were supported by the 
work of Crowe and McConkey (1973) , who also separately measured the G for (d). 
There was some disagreement in the results of the above workers and those obtained 
by St. Halas and Adamczyk (1972/73). The data provided by this paper were not
* A useful review paper for much of the work in this Appendix is that by 
Kieffer and Dunn (1966). All references cited in this Appendix are listed 
at the end of this Appendix.
(d) N2 + e -* N + N++ + 3e
(e) N + e N++ + 3e
considered reliable (see Crowe and McConkey (1973) for an appraisal), but at 
least the paper confirmed the fact that the 0 for (bii) and (d) were almost 
ignorable. Smith et al. (1962) measured the ö for (c) and (e) combined, and
the contribution from (e) was known to be very small (Kieffer and Dunn, 1966). 
Although the value for G thus obtained disagreed significantly with the only3.
other comparable experimental resuit (Peterson, 1964), there was good reason
to prefer Smith's data (see Kieffer and Dunn, 1966). This choice was suxgported
by theoretical calculations (Omidvar et al., 1972; McGuire, 1971; Seaton, 1959).
From the literature, the values chosen for 0 , 0_ and G (in units ofm d a
*”16 210 cm ) for the relevant electron-impact energies were :
0m ^d Ga
HOeV : 1.98 0.57 1.3
200eV : 1.68 0.48 1.1
400eV : 1.09 0.27 0.73
The only way of determining the accuracy of this data was to see how well 
independently-determined results agreed. Even then, the possible existence of 
systematic errors common to independent experiments could not be ruled out. 
However, it seemed almost certain that the values for Gm and G^ given above 
would be within 10% of the corresponding true values at 400eV. For G , the un­
certainty was considerably greater, and so the results for a presented in 
Figure 6.5 show the effect of a ±20% uncertainty in the value of Ga at 400eV. 
This estimate of the uncertainty was considered to be pessimistic.
Ä.2 The Oxygen System Analogous processes to those considered for nitrogen 
were relevant for oxygen, except that the G for (d), which was expected to be 
comparatively very small, was ignored. Again, the data for G and G^ from 
Rapp and Englander-Golden (1965) and Rapp et al.(1965) were used, while that for 
G a was available from Fite and Brackmann (1959). The agreement between the three 
known experimental results and various theoretic calculations for 0a was much
better than was the case for nitrogen. For an electron-impact energy of
400eV, the values employed were (in units of 10 16cm2)
am
1.2
d
0.68
aa
0.89
A.3 Nitric Oxide The following processes were considered :
a
(a) NO + e m-*■ N0+ +
(b) NO + e -> N + 0
and (c) NO + e -> other
not included in (b).
As before, G and a, were available from Rapp and Englander-Golden (1965) and m d
Rapp et al. (1965) , but the individual G for (b) was not known. However, the
importance of this process to the analysis of a non-equlibrium air flow was
not great provided y^0 was small, which was always the case. Therefore, the
assumption that the O for (b) was half of 0^ was reasonable. The required G
*"16 2at 400eV were (in units of 10 cm ) :
G G for (b)
1.5 0.31
A. 4 The Carbon Dioxide and Carbon Monoxide Systems The processes requiring 
consideration were :
(a)
0mC02
C02 + e -> C02 + 2e
(b) -> +CO + etc
(c) -> 0+ + etc.
(d) -> C+ + etc.
(e) -> +0^ + etc.
GmCO
(f) CO + e -* CO + 2e
(g)
(h)
(i) C + e
-> C+ + etc. 
+O + etc. 
-*■ C+ + 2e
adCO
The a for production of CO** or CO** were ignorable (Crowe and McConkey, 1974).
Once again, Rapp and Englander-Golden (1965) and Rapp et al.(1965)
were the chief sources of required data. These provided values for G ^ ^  /
a , G and Ö,_. The individual G for processes (b), (c), (d) anddCO^, mCO dCO
(e) were available from Crowe and McConkey (1974) in preference to the results 
of Adamczyk et al.(1972). This choice was made after an examination of the 
work of Jackson et al.(1974). Since Crowe and McConkey employed a maximum 
electron energy of 300eV, their results were extrapolated to 400eV for the 
requirements of the present project. The relative contributions of (g) and 
(h) to G^co have been assumed to be equal, since no data is available on this 
aspect. Only theoretical data (Omidvar et al., 1972) is available for the G 
for (i), and this theory required an alteration which brought its predictions 
for the G of other atomic ionisation processes into agreement with more accept­
able values.
“*16 2The values employed for the G at 400eV (in units of 10 cm ) were :
G_mC02
1.9
G for (b) 
0.15
G for (g) 
0.18
G for (c) 
0.24
G for (h) 
0.18
G for (d) 
0.13
G for (i)
1.0
G for (e)
0
mCO
1.4
The likely inaccuracy at this electron energy in G ^ ^  and G ^ ^  is small 
(within approximately 7%), and the G values for (b) and (e) should be reasonably 
accurate. However, the G values for the other processes may be incorrect by 
(say) a factor of 2. Therefore, when y^ and y^ are small in comparison with 
ycQ and/or y ^  , only semi-quantitative estimates of y^ and y^ are possible.
A.5 The Relevant Noble Gases (He, Ne, Ar, Kr) For each gas, simply two
processes were considered :
ax +(a) X + e -> X + 2e
(b) X + e X11 + (n+1) e (n > 1)
Compared with the cross sections which have been discussed here in the other
sections, the required a for the noble gases are quite well known, particularly
for 400eV electron energies (Kieffer and Dunn, 1966; Rapp and Englander-Golden,
1965; Fletcher and Cowling, 1973). The total ionisation cross sections (i.e.
the a for (a) and (b) combined) required only small corrections to account
for the contribution from (b), thereby providing the desired a for (a). In 
~ X 6 2units of 10 cm , the required values were :
QHe ONe °Ar aKr
HOeV : - 0.671 - -
200eV : 0.347 0.735 2.20 3.11
400eV : 0.257 0.591 1.56
A. 6 References Cited in this Appendix
Adamczyk B., Boerboom A.J.H., Lukasiewicz M. (1972), Partial ionisation 
cross sections of carbon dioxide by electrons (25-600eV); Int.J.Mass Sped.
Ion Phys.j V9, p 407.
Crowe A., McConkey J.W. (1973), Dissociative ionisation by electron impact II. 
N+ and N++ from ; J.Phys.B, V6, p 2108.
Crowe A., McConkey J.W. (1974), Dissociative ionisation by electron impact III. 
0+, CO+ and C+ from CO^; J.Phys.B, V7, p 349.
Fite W.L., Brackmann R.T. (1959), Ionisation of atomic oxygen on electron 
impact; Phys.Rev., V113, p 815.
Fletcher J., Cowling I.R. (1973), Electron impact ionisation of neon and argon; 
J.Phys.B, V6, p L258.
Jackson W.M., Brackmann R.T., Fite W.L. (1974), Temperature dependence of the 
dissociative ionisation of CO^; Int.J.Mass Sped.Ion Phys., V13, p 237.
Kieffer L.J., Dunn G.H. (1966), Electron impact ionisation cross-section data 
for atoms, atomic ions, and diatomic molecules: I. Experimental data; Rev.Mod. 
Phys. , V38, p 1.
McGuire E.J. (1971), Inelastic scattering of electrons and protons by the 
elements He to Na; Phys.Rev.A, V3, p 267.
Omidvar K., Kyle H.L., Sullivan E.C. (1972), Ionisation of multielectron atoms 
by fast charged particles; Phys.Rev.A, V5, p 1174.
Peterson J.R. (1964), Electron-impact ionisation of atoms and molecules using 
a fast crossed-beam method; Atomic Collision Processes, p 465; ed. by M.R.C. 
McDowell; North Holland Publ.Coy., Amsterdam.
Rapp D., Englander-Golden P. (1965), Total cross sections for ionisation and 
attachment in gases by electron impact. I. Positive ionisation; J .Chem.Phys., 
V43, p 1464.
Rapp D., Englander-Golden P., Briglia, D.D. (1965), Cross sections for dis­
sociative ionisation of molecules by electron impact; J.Chem.Phys., V42, 
p 4081.
Seaton M.J. (1959), Electron impact ionisation of Ne, 0 and N; Phys.Rev.,
V113, p 814.
Smith A.C.H., Caplinger E., Neynaber R.H., Rothe E.W. (1962), Electron impact 
ionisation of atomic nitrogen; Phys.Rev., V127, p 1647.
, + +St. Halas, Adamczyk B. (1972/73), Cross sections for the production of N , N 
and N++ from nitrogen by electrons in the energy range 16-600eV; Int.J. Mass 
Spect.Ion Phys., V10, p 157.
