This article is concerned with addressing the problem of coherence in the automatic summarization of prose fiction texts. Despite the increasing advances within the summarization theory, applications and industry, many problems are still unresolved in relations to the applications of the summarization theory to literature. This can be in part attributed to the peculiar nature of literary texts where standard or typical summarization processes are not amenable for literature. This study, therefore, tends to bridge the gap between literature and summarization theory by proposing a summarization system that is based on more semantic-based approaches for extracting more meaningful and coherent summaries. Given that lack of coherence within summaries has its negative implications on understanding original texts; it follows that more effective methods should be developed in relation to the extraction of coherent summaries. In order to do this, a hybrid of methods including statistical (TF-IDF) and semantic (Latent Semantic Analysis LSA) methods were used to derive the most distinctive features and extract summaries from 10 English novellas. For evaluation purposes, both intrinsic and extrinsic methods are used for determining the quality of the extracted summaries. Results indicate that the integration of LSA into features extraction methods achieves better summarization performance outcomes in terms of coherence properties within the extracted summaries.
Introduction
The recent explosive growth of digital and online texts has posed a number of challenges in text summarization research. Traditionally this process has been paper-based using what can be described as the philological method where researchers and professionals tended to read source texts and compose their own summaries based on the selection of what they think to be the most significant sentences within these texts. The advent of electronic text, however, has raised many issues concerning the reliability and effectiveness of these traditional methods. The prolific size of digital corpora as well as the complexity of data abstracted from them make it imperative today to develop more reliable methods that can deal with these challenges in an effective way. Recognizing the ineffectiveness of manual and traditional methods, researchers are increasingly turning to computational and machine-based methods for carrying out summarization tasks. Over the recent years, different methods have been proposed in the study of automatic text summarization (ATS) including extraction-based, abstraction-based, and aided summarization methods. However, extraction methods remain the most widely used so far. These have largely been based on generating summaries in the form of generic extracts; that is, the resulting document summary is a sequence of fragments of the original text. Generally speaking, these methods depend on statistical/ quantitative weighting methods for extracting the most distinctive words and phrases. One problem with think kind of summarization, however, is that sentence relevance is not always accurate. Summaries of this kind suffer a very serious problem which is lack of sentence relevance. Therefore, summaries extracted are not coherent. This problem is even more challenging in the summarization of literary texts including novels and short fiction where extracted summaries cannot express well what texts are about. In most cases, the summaries do not reveal the development of actions and do not give the reader the expected information about a given text. The implication is that more coherent summaries are required for finding the main ideas of a text as well as capturing the author's concepts, yet in a more cohesive and coherent manner. Part of the problem is related to the peculiar nature of literature in natural language processing applications. It is also true that the applications of digital and computer technology to literature are still very limited. In the face of this problem, I argue that more semantic-based approaches are required for generating more reliable summaries. The study proposes the integration of Latent Semantic Analysis (LSA) methods into text summarization where cohesive properties are detected and exploited for building more relevant sentences and identifying local coherence structures throughout the whole text with the purpose of generating more coherent and meaningful summaries. LSA is based on identifying the semantically important sentences using semantic normalization of topic space and further weighting of each topic using sentences representation in topic space. In order to examine the effectiveness of the proposed method, 10 English prose fiction texts were selected for the purpose.
The remainder of this article is organized as follows. Part 2 outlines the problem of the research. Part 3 asks the research questions. Part 4 is a brief survey of summarization literature. Part 5 is research methodology. It defines methods, data and procedures. Part 6 reports the results. Part 7 is conclusion.
Statement of the Problem
ATS is a process where a computer summarizes a text using a software program usually referred to as a summarization system (Hovy, 2005; Mani, 2001; Tan, 2012; Torres-Moreno, 2014) . In these systems, a text is given to the computer and the computer generates a shorter version of the original text (Mani, 2001; Patil et al., 2015) . The main function of any summarization system is to help the user to find the needed information and to present the content of the source document in as compact a style as possible, i.e. as a summary. In this way, it is a reduction process in the first place. Saggion & Piobeau (2012, p. 3) argue that automatic summarization is essentially a "computer-based production of condensed versions of documents".
Text summaries are very important for familiarizing oneself with a subject matter and saving time. Summaries have become more important now since the availability of and ease accessibility to information have impressed our daily life. The flood of online digital information and the growth of the World Wide Web have made the notion of information more important in modern societies. In academic contexts, for researchers, it is very difficult for researchers to real all the materials on a given subject. ATS can help researchers get the key points of a certain topic from a large amount of literature in an efficient way. Text summaries are helpful in this way since they can help users digest information content. Then he can easily determine the more relevant documents without reading the whole documents. In other words, text summarization is helpful for dealing with this information overload by automatically generating summaries that give the gist of original documents (Badry et al., 2013) . It is not surprising then that automatic research and applications in the summarization of scientific articles receives a high priority of researchers and professionals. In non-academic contexts, ATS is used in different and numerous domains either in professional contexts or daily life. ATS is an active area in business and legal environments where summarizations systems are widely used in producing summaries of meeting minutes and legal documents. Summarizers are even used for generating summaries of web pages and email threads. Therefore, summarizers help millions of people to be updated without having to read all the materials. Without summarization, it would be impossible for people today to be updated with that growing mass of information accessible online.
Despite the development of many summarizers, some fundamental problems remain unsolved. Lack of coherence is a recurring problem in the automatic summarization performance due to the fact that there is no sentence relevance. The sentences or clauses in summaries are not usually connected to each other and do not support the overall argumentative structure of the text. In this, the thematic significance of original texts is usually not considered in the extracted summaries which follows that extracted summaries are sometimes misleading for readers and users. This problem is attributed to the way these summaries are usually extracted. Generally, summaries of the kind are generated based on weighting methods where the most frequent words and phrases are kept. In this, the relation between phrases and sentences is not considered. The result is that summarizers come up with a summary that may have the most important phrases and sentences but are not well connected to each other. The implication of this problem on automatic classification is that lack of coherence within the automatic summaries has its negative effects on understanding the original text. Incoherent summaries are misleading for readers if they do not have access to original texts Lapata & Barzilay, 2005; Porzel, 2010; Rico-Jimenez, 2016) .
The claim here is that coherence and sentence relevance remain unsolved challenges for almost all text summarization systems. This can be attributed to the fact that much of the summarization literature and industry are still using surface information methods for deriving meanings out of texts with no deep semantic analysis. By coherence here, I mean, the relation between sentences and clauses and how these form a coherent and meaningful structure. The problem is more challenging in the summarization applications on literary texts including novels and short fiction. The lack of sentence relevance and coherence properties has negative implications on the adequate representation of texts for summarization tasks and thus summary readability. It is also argued that literary texts need to be addressed differently. The conventional or typical methods that are used in relation to other sorts of data such as news articles, and legal documents cannot be appropriate in producing meaningful and coherent summaries in relation to literary texts including novels and short stories. In the typical summarization systems, for instance, the title of the document and location of sentences and phrases within the document are considered indicators of salient features within documents. These, however, do not necessarily indicate any significance in novels and short stories. In this context, this study suggests more semantic methods for the extraction of distinctive phrases and sentences. The rationale is that sentence relevance is a meaning issue which needs to be addressed using semantic approaches. To put it into effect, the study proposes the integration of latent semantic analysis (LSA) methods into automatic summarization for generating more reliable summarization performance (Landauer, 2007) .
Research Questions
In the light of the above mention problem, this article asks the following research questions: (1) do latent semantic analysis methods achieve useful summarization performance in relation to coherence and sentence relevance? And (2) are the resulted summaries based on coherent sentences and clauses which reveal the thematic significance of the literary texts? In order to answer the research questions, LSA methods are suggested for improving the quality of summarization performance in relation to literary texts. The study is based on a corpus of 10 English novellas and comparing them to their manual summaries. The objective is to produce summaries that are meaningful and coherent. By coherent I mean summaries that are based on relevant sentences and which are not misleading for readers and users.
Previous Work
ATS has been developed over the last five decades with the purpose of generating automatic summaries via the computer. The initial developments of the approach were in the 1950s. Perhaps the most cited paper on summarization is that of (Luhn, 1958) . However, the recent decades have witnessed a great and unprecedented development in text summarizers (Sylva, 2015; Wang et al., 2010; Yeh, 2005 ). An important development of the ATS came with Microsoft Word in 1997 where the corporation proposed its first summarizer for documents. Numerous summarizers have been introduced; many of them were featured with commercial aspects. These include StarOffice Summarizer, Copernic Summarizer, TextRank, Microsoft Office Word Summarizer, and OpenOffice Summarizer.
In text summarization, a system is supposed to keep only the most distinctive words, phrases, and sentences. The failure to do so has negative implications on the summarization performance and reliability. The effectiveness of a summarization system is thus depends on extracting only and all the important information within a text (Juan-Manuel & Torres- Moreno, 2014) . This has been conventionally done using different weighting methods that can statistically weigh the distinctiveness of words, phrases, and sentences. These can be categorized under three main approaches, namely variance, term frequency analysis, and Principal Component Analysis (PCA) methods.
In variance analysis, high dimensionality of data can be effective in keeping the most varied words and phrases within a text. The assumption is that variables describing the characteristics of interest are thus only useful for summarization if there is significant variation in the values they take (Chua & Asur, 2013; Ferreira; Mani, 2001; Moreno, 2016) . In spite of its effectiveness in keeping only the features that are significant in relation to variation, it is not the only one factor that needs to be taken into account. Therefore, different studies tend to use frequency analysis along with variance analysis. Frequency analysis methods are thus used for identifying the most important features (terms) within documents. The underlying principle if descriptions are longer, terms will be used more often. Therefore, they need to be kept in summarization processes. This assumption can be, however, falsified. Lee et al. (2003) argue that a term which occurs more frequently is not necessarily a good discriminator, and should be given less weight than one which occurs less frequently. In order to overcome this problem, PCA has been extensively used in summarization tasks whereby a summary is generated by extracting sentences that are likely to represent the main theme of a document (Bhatia & Jaiswal, 2015; Canhasi & Kononenko; Kogilavani, 2016) . This is one of the basic geometric tools that are used to produce a lower number of the vectors within a corpus (Härdle & Simar, 2003; Jackson, 1991) . The main function of PCA is to find the most informative vectors within a data matrix. Jolliffe (2002) explains "The central idea of PCA is to reduce the dimensionality of a data set consisting of a large number of interrelated variables, while retaining as much as possible of the variation present in the data sets (2002, p. 1). It can be thus described as a technique for data quality (Jackson, 1991) . To put it simply, PCA performs two complementary tasks: (1) organizing sets of data and (2) reducing the number of variables without much loss of information. In many automatic summarization applications, PCA is used for reducing the number of variables (words and phrases) so that summarization is based on the most distinctive vectors or features within data sets. The literature suggests that PCA is used a great deal in automatic summarization applications prior to executing the summarization task for finding patterns in data that are built on uncorrelated vectors. In spite of the computational mathematical nature of PCA, this discussion is only concerned with the idea of data reduction and its implications to document summarization.
The main assumption behind PCA is that a text or corpus with huge data sets can be reduced so that the most distinctive vectors are identified with the purpose of best expressing the data and revealing hidden structures. Although some of the discarded or deleted variables can be important within the targeted texts, PCA works to perform a 'good' dimensionality reduction with no great loss of information. The underlying principle of PCA is that it removes correlated variables within datasets so that it describes the covariance relationships among these variables. In this way, PCA has proved effective in retaining the most distinctive features and also in the summarization of related documents, which is referred to in the literature as multi-document summarization (Fiori, 2014; Ketui, 2014; Li, 2015; Poibeau, 2013; Zhuge, 2016) . Nevertheless, it is evident that extracted summaries still lack coherence. There is no relevance between the retained phrases and sentences.
The implication here is that the different weighting methods can be effective in retaining the most distinctive and important features within documents as well as discarding information of secondary importance which lead to generating summaries based on the most important information within documents. Nevertheless, these statistical methods are not effective in dealing with the problem of coherence within the resulted summaries which suggests that semantic-based methods should be integrated into summarization systems for improving sentence relevance and thus producing more coherent summaries.
In different summarization systems, weighting methods have always been combined with other methods that worked together to identify the most distinctive features within documents. One of these is the use of sentence location (Fattah, 2014; Nenkova & McKeown, 2011; Shah & Jivani, 2016) . The assumption is that there is a close relation between the position of a sentence in a text and how much information it has. In this way, it is suggested that important sentences come at the beginning and end of documents where it is most likely to find topic and concluding sentences. Other methods included classifying and summarizing similar texts together in what is referred to as multi-document summarization. To illustrate the argument, let's take this example. Given a set of scientific articles on generative grammar, these documents are more likely to share some information which should be judged as important. Multi-document summarization processes then will lead to producing summaries that are based on the most important information within these documents.
Parallel to the development of different summarization systems and methods, different evaluation methods and approaches have been devised to evaluate the usefulness of such systems and methods. Some of these have been concerned with addressing the issue of sentence relevance and coherence in summaries (Fiori, 2014; Mashechkin et al., 2011; Nenkova & McKeown, 2011; Wang et al., 2010) . Evaluation systems almost agree that existing summarization systems need to integrate semantic-based methods for improving the quality of summarization performance and building more coherent and meaningful summaries.
The literature however suggests that very little has been done in relation to the summarization of literary texts. Not surprisingly, much of the attention has been paid to the summarization of daily news and news articles due to the prolific size of news generated every day and people's need to be updated with news from here and there. According to (Nenkova & McKeown, 2011) , scientific papers, medical and legal documents come next. In these genres, there is usually a well-established structured that makes it more appropriate to generate coherent summaries. In research papers, for instance, there is usually an introduction, literature review, methodology, discussion, and conclusion parts where authors are concerned with clarity and coherence. In documents of the kind, there is usually no ambiguity. Therefore, it is usually easy for text summarizers to produce summaries that are clear and coherent. In literature, on the other hand, we do not usually have that well-established structure. In other words, there is no template for writing prose fiction in spite of the fact that certain elements including character, plot, character, setting, dialogue, and point of view that need to be considered in writing novels, novellas, and short stories. Furthermore, these are usually based on metaphoric language which makes it infeasible to have summaries that are meaningful and coherent. In this way, automatic summarization processes of literary texts are really difficult and challenging. This may explain the idea that summaries of literary texts are still done using traditional manual methods. In the digital age we live, this seems unreliable. It is very challenging to produce summaries for all literary works today in an efficient manner. Libraries, digital libraries, and archives, for instance, need more reliable ways for generating summaries or synopses of the literary texts so that readers know what texts are about. This is important since usually need exact information about published texts to determine whether they read them or not. The implication here is that since typical automatic summarization processes are not appropriate for literary texts, these need to be addressed in a different way due to the peculiar nature of literary texts. This article tends to address this gap in literature by finding ways that can build summaries of prose fiction texts that are both meaningful and coherent.
Methodology

Methods
The proposed method proposes the integration of latent semantic analysis methods into summarization processes for addressing the problem of coherence within the automatic summarization of prose fiction. Latent Semantic Analysis (LSA) is an approach that is concerned with analyzing documents with the purpose of identifying the underlying meanings or concepts within these documents. It was originally developed for extracting and representing the underlying semantic connections between both the documents and the words in a large corpus of texts for the purpose of automatic indexing or grouping of documents (Adrian et al., 2007; Deerwester et al., 1990; Dumais et al., 1988; Foltz et al., 1998; Landauer et al., 1998) .
The literature suggests that LSA was originally developed to tackle some problems such as polysemy and synonymy that used to affect the validity of automatic classification performance. Today, it has numerous applications and techniques. Almost all LSA models assume in principle that a document arises from one single source even if that source is not determined or defined. The underlying principle of LSA is that it uses statistical correlation between word and passage meaning to create a similarity score between any two documents based entirely on the words that they contain. Landauer et al. (1998) assert that the relations LSI generates are well correlated with several human cognitive phenomena involving association or semantic similarity. LSA "uses as its initial data not just the summed contiguous pairwise (or tuple-wise) co-occurrences of words but the detailed patterns of occurrences of very many words over very large numbers of local meaning-bearing contexts, such as sentences or paragraphs, treated as unitary wholes" (Landauer et al., 1998, p. 5) . The effectiveness of LSA in automatic grouping makes it possible to use it in the automatic summarization of literary texts.
The implication is that the use of LSA will be useful in improving cohesion and coherence properties within the summaries. In ATS, cohesion refers to the relationships among the elements of a text while coherence refers to relationships between text segments (Bhatia & Jaiswal, 2016; Cha & Kim, 2016; Gambhir & Gupta, 2017; Jaradat & Al-Taani, 2016) . It should be also clear that the proposed system considers the issue of keeping the sentences and clauses that are central to the story. This is best described in terms of salience. This is a property within ATS performance where a summary is produced in a way that preserves only the important information, discards secondary information, and considers the relevance of the content (Mani, 2001) . The objective, after all, is to generate summaries that provide the reader with a coherent idea of what the text (whether it is a novel or short story) is about.
In our case, LSA methods are used to identify the topical shifts within the documents which are thought to be indicators of salience and significance. According to Kazantseva & Szpakowicz (2012; , topical shifts are characterized by changes in the vocabulary used by the author. The assumption therefore is that identifying these lexical properties will be useful in maintaining the cohesive properties within the summary.
Data
This study is based on a corpus of 10 English novellas written by British and American writers. A novella is a distinct narrative form of prose fiction that is normally longer than a short story and shorter than a novel (Gillespie, 1967; Kercheval, 1997; Leibowitz, 1974) . The rationale of selecting the novella genre in particular is that they are appropriate for experimenting the proposed approach. The length of the novellas as well is appropriate for validating processes. The results of the study will then be applicable to either short stories or novels since the novella combines the features of both. The main criteria of selecting the novellas are that they are roughly of the same length and that they are conventional or typical novellas. By conventional I mean that they have the elements of novellas including characters, setting, and point of view. The study also avoided experimental texts as they have a different nature which entails that they may need to be addressed differently. The selected texts undergo a process of single-document summarization using LSA methods. Details of the corpus and procedures are described below. The texts are chronologically ordered as follows. (1843) 
The selected texts include Charles Dickens' A Christmas Carol
Procedures
In order to generate summaries that are both meaningful and coherent of the selected texts, a summarization system is developed. The system is designed to work in two subsequent stages. As an initial step, TF-IDF is used for the identification of the most significant or distinctive thematic features of the selected documents.TF-IDF is now one of the most common methods for identifying the most important variables within datasets (Robertson, 2004) . TF-IDF works on what is described as the specificity principle. According to Jones (1972, p. 11) , this is "a semantic property of index terms: a term is more or less specific as its meaning is more or less detailed and precise". The underlying principle of specificity is the selection of particular terms, or rather the adoption of a certain set of effective vocabulary that collectively characterizes the set of documents. In TF-IDF, the most discriminant terms, phrases and sentences are the highest TF-IDF variables. This is computed by summing the TF-IDF for each query term and a high weight in TF-IDF is reached by a high term frequency in the given document and a low document frequency of the term in the whole collection of documents (Salton & Buckley, 1987; Salton & Buckley, 1988) . The implication to automatic summarization is that if the highest TF-IDF variables, which are taken to be the most discriminant terms, are identified, then unimportant variables can be deleted and data dimensionality is reduced. In this way, the summary will be based on only distinctive and significant features.
After the selection of the highest TF-IDF variables, LSA methods will be integrated in order to make sure that retained sentences are relevant. This represents the second stage in the proposed summarization system. At this stage, topical shifts are identified with the purpose of having a meaningful background about each story. The system is also trained to identify the temporal expressions, discourse markers, and transition words that are used within the documents as cohesive devices. This technique works in two directions. First, it identifies the event sentences within the texts. Second, it identifies the cohesive elements within these texts. This will help in extracting a summary that best expresses the events and development of the action within the novellas. The identification and extraction of transitional words and discourse markers will be useful in connecting the parts of the extracted summary together. The summarization system is built using GATE (General Architecture for Text Engineering) software. This is open source software that is widely used for text processing applications. The software has been proved useful and effective in dealing with solving different text processing problems (Cunningham et al., 2002; Cunningham et al., 1999; Rutkauskas & Bargelis, 2016) . Finally, both intrinsic and extrinsic measures are used for evaluating the usefulness and meaningfulness of the generated automatic summaries. Using intrinsic evaluation methods, all the extracted summaries are compared to summaries written by people who teach English novel. Three people were asked to extract the most important 50 sentences within each document. They were told to write summaries that best describe the development of actions and give information about the text. During this process, each participant was asked to produce an extracted summary for each of the selected 10 texts. For a novella type, it is thought that 50 sentences will be appropriate for providing the reader a clear image of what the book is about. For short stories, it can be shorter and for a novel it can be a bit longer. The purpose here anyway is to compare the automatic summaries to these human made summaries in order to see how similar they are using a similarity score. The general rule is that the higher similarity score is, the closer automatic summaries are to human ones. As a final step, judges were asked to evaluate the extracted summaries in terms of content, cohesion, and coherence. They were asked to say whether these summaries indicate the content of the texts in a meaningful and coherent way.
Results
In the process of extracting summaries of the selected texts, eventual clauses were identified and retained with the purpose of giving a background of each story so that the reader knows what it is about. The rationale is to select only the clauses that tell the important events within the texts. Discourse markers and transition expressions were also signalled and identified in order to build cohesive relations between the extracted clauses.
For evaluation purposes, the automatic summaries extracted here are compared to those produced by the participants using manual methods. As above mentioned, the process involved three professionals who extracted a summary of each of the selected texts. Each of the extracted automatic summaries was compared to the three manual summaries produced by the participants. The purpose of this comparison here is to determine whether ijel.ccsenet.org International Journal of English Linguistics Vol. 7, No. 4; 2017 the automatic summaries are based on the most distinctive clauses.
As an initial step, the manual summaries produced by the three participants were revealed to have a high degree of sentence overlap. This is shown as follows. As above shown, the similarity scores for the documents are close to each other. They range from 29 to 41. For convenience reasons, the three participants were asked to produce one joint summary for each of the selected texts in order to be compared to the automatic summaries. Results indicate that there is high similarity between the extracted automatic summaries and the joint manual summaries JMS. Agreement measures based on computing sentence overlap of the automatic summaries and the JMS can be summarized as follows. The War of the Worlds 28 005
Heart of Darkness 33 006
The Stranger 32 007
Animal Farm 32 008
The Old Man and the Sea 28 009 I Am Legend 31 010
Heartburn 35 By the way, when the automatic summaries were compared to each of the participants' summaries separately, similarity score was higher. The claim here is that the proposed system based on TF-IDF and LSA methods is effective in retaining what thought to be the most distinctive features within each document. The extracted sentences are central to the development of the action. There is a high degree of agreement between the manual summaries on the one hand and the automatic ones on the other. Concerning coherence among the elements and clauses of the summary, results indicate that summaries are meaningful and coherent. The proposed system is effective in identifying the eventual clauses that best describe the development of the action. This can be illustrated in the figure below. Vol. 7, No. 4; 2017 
