A new proof of a theorem on optimal control of switched systems  by Bai, Xiaoming & Yang, Xiao-Song
J. Math. Anal. Appl. 331 (2007) 895–901
www.elsevier.com/locate/jmaa
A new proof of a theorem on optimal control
of switched systems ✩
Xiaoming Bai a,b, Xiao-Song Yang a,∗
a Department of Mathematics, Huazhong University of Science and Technology, Wuhan 430074, PR China
b Department of Control Science & Engineering, Huazhong University of Science and Technology,
Wuhan 430074, PR China
Received 14 August 2006
Available online 18 October 2006
Submitted by B.S. Mordukhovich
Abstract
Recently Sorin C. Bengea and Raymond A. DeCarlo [Sorin C. Bengea, Raymond A. DeCarlo, Optimal
control of switching systems, Automatica J. IFAC 41 (2005) 11–27] have offered a key result that the set of
trajectories of the two-switched system is dense in the set of trajectories of the embedded system. This result
was proven by means of relaxed controls and the Chattering Lemma. In this paper we use the Lyapunov
theorem to give a new simple proof.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
In studying the optimal control problem formulated for a two-switched system, a novel ap-
proach was proposed in [1]. In [1] the two-switched system was embedded into a larger family
of systems and the optimization problem was formulated for the latter and the authors proved a
key result that the set of trajectories of the two-switched system is dense in the set of trajecto-
ries of the embedded system. Based on the above result the authors obtained optimal solutions
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embedded optimal control problem. It is easy to see that the above result (the set of trajectories
of the two-switched system is dense in the set of trajectories of the embedded system) plays a
crucial role in [1]. However the above result was proven by the following indirect approach: the
authors introduced a more general class of systems by relaxing the embedded system, then by
means of the Chattering Lemma the authors proved that the set of trajectories of the switched
system is dense in the set of trajectories of the relaxation of the embedded system, and hence
dense in the set of the trajectories of the embedded system.
In this paper we give a new simple proof by means of the Lyapunov theorem [2] in which we
do not need the relaxation of the embedded system. Before giving this new proof, we first review
Theorem 1 and Corollary 2 given in [1].
Consider the following two-switched system:
x˙ = fv(t)
(
t, x(t), u(t)
) (1)
where x(t0) = x0, x(t) ∈Rn represents the system state, v(t) ∈ {0,1} at each t  t0 is the switch-
ing control, u(t) is the usual control input taking value in a convex and compact set Ω ⊂ Rm,
the two control inputs, v(t) and u(t), are both measurable functions and fi :R×Rn ×Rm →Rn
is a C1 function, i = 0,1. It is assumed that the state of system (1) does not undergo jump
discontinuities.
System (1) was embedded into the following system [1]:
x˙ = (1 − α(t))f0(t, x, u0(t))+ α(t)f1(t, x, u1(t)) (2)
with x(t0) = x0, where α(t) ∈ [0,1], ui(t) ∈ Ω , i = 0,1.
Furthermore a more general class of systems called relaxation of the embedded system was in-
troduced by relaxing the embedded system (2) in [1]. The relaxation of the embedded system (2)
is defined as
x˙(t) =
r−1∑
i=0
πi(t) ·
{[
1 − vi(t)
]
f0
(
t, x(t), ui(t)
)+ vi(t)f1(t, x(t), ui(t))}, (3)
where u0, u1, . . . , ur−1 are measurable control inputs, v0, v1, . . . , vr−1 are measurable func-
tions with range [0,1], and π0,π1, . . . , πr−1 are nonnegative real-valued functions such that∑r−1
i=0 πi = 1 for almost all t ∈ [t0, tf ]. Obviously the set of trajectories of the embedded sys-
tem (2) is included in the set of trajectories of its relaxation (3).
Now we state Theorem 1 and Corollary 2 given in [1].
Theorem 1. Let uˆ = (u0, u1, . . . , ur−1) ∈ Ωr , vˆ = (v0, v1, . . . , vr−1) ∈ [0,1]r , π = (π0,π1, . . . ,
πr−1) ∈ [0,1]r , ∑r−1i=0 πi = 1 be a control for the relaxed system (3). Let both systems, (1)
and (3), have the initial point (t0, x0). Let ψˆ(t) be a trajectory for system (3) corresponding
to uˆ, vˆ and π on [t0, tf ]. Then, for each ε > 0, there are controls vˆε(t) ∈ {0,1} and uˆε(t) defined
on [t0, tf ] with the following properties: for almost all t ∈ [t0, tf ], uˆε(t) ∈ Ω and the trajectory
φˆε(t) (of system (1) corresponding to the controls uˆε(t) and vˆε(t)) satisfies: for all t ∈ [t0, tf ],
|φˆε(t) − ψˆ(t)| < ε.
Corollary 2. The set of trajectories of the switched system (1) is dense in the set of trajectories
of the embedded system (2).
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we give the new proof.
2. Preliminaries
In this section we recall the Lyapunov theorem [2].
Let f (k)(t) = (f (k)1 (t), . . . , f (k)n (t)), where t ∈ A = [a, b] ∈ R and k = 1,2, . . . , h, be vector
functions whose components are all L-integrable on A. Now let us consider arbitrary decompo-
sitions E1, . . . ,Eh of A into disjoint measurable subsets, Ec ∩Ed = φ, c, d = 1,2, . . . , h, c = d ,⋃
c Ec = A. Then
η = η(E1, . . . ,Eh) =
∫
E1
f (1)(t) dt + · · · +
∫
Eh
f (h)(t) dt
describes a set H of Rn when E1, . . . ,Eh describe all possible decompositions of A into mea-
surable subsets Ek of A,k = 1,2, . . . , h.
Similarly, let us consider arbitrary measurable weight functions pk(t), t ∈ A, with 0 
pk(t) 1, k = 1,2, . . . , h, and p1(t) + · · · + ph(t) = 1. Then
ν = ν(p1, . . . , ph) =
∫
A
p1f
(1)(t) dt + · · · +
∫
A
phf
(h)(t) dt
describes a set L of Rn when p1, . . . , ph describe all possible systems of measurable functions
pk(t), t ∈ A,0 pk(t) 1, k = 1,2, . . . , h, p1(t) + · · · + ph(t) = 1.
Theorem (Lyapunov). The subsets H and L are convex and compact, and H = L. Its proof can
be found in [2].
3. The new proof
In this section we present the new proof of the key result that the set of trajectories of the
two-switched system (1) is dense in the set of trajectories of the embedded system (2). Since we
do not relax the embedded system (2), the above result is restated as follows.
Theorem 3. Let uˆ = (u0, u1) ∈ Ω2 and α(t) ∈ [0,1] be control inputs for the embedded sys-
tem (2). Let both systems, (1) and (2), have the same initial point (t0, x0). Let ψ(t) be a trajectory
for system (2) corresponding to uˆ and α(t) on [t0, tf ]. Then, for every ε > 0, there exist con-
trols vε(t) ∈ {0,1} and uε(t) defined on [t0, tf ] with the following properties: for almost all
t ∈ [t0, tf ], uε(t) ∈ Ω and the trajectory φε(t) of system (1) corresponding to the controls uε(t)
and vε(t) satisfies: for all t ∈ [t0, tf ], |φε(t) − ψ(t)| < ε.
Proof. We divide the proof into two steps.
Step 1. Let ε > 0, and let Λ ⊂ Rn be a compact set whose interior contains a cylinder of
radius ε around the trajectory ψ(t) on [t0, tf ]. Since the function fi, i = 0,1, is of class C1,
we have that there exists an integrable function μ(·) defined on [t0, tf ] such that the function
fii(t, x), where fii(t, x) = fi(t, x,ui(t)), i = 0,1, satisfies the following inequalities:∣∣fii(t, x)∣∣ μ(t), ∣∣fii(t, x) − fii(t, x′)∣∣ μ(t)|x − x′| (4)
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0,1, is measurable, it follows that for fixed x the function fii(t, x), i = 0,1, is measurable on
[t0, tf ], and from (4) it follows that fii(t,ψ(t)), i = 0,1, is L-integrable on [t0, tf ], hence the
function fii(t,ψ(t)), i = 0,1, satisfies the hypotheses of the Lyapunov theorem.
Now we divide [t0, tf ] into N equal parts of length λ = tf −t0N by means of the points τj =
t0 + jλ, j = 0,1, . . . ,N , here N is chosen to be sufficiently large such that λ < δ, then by the
absolute continuity of the integral, it follows that when λ < δ
τj∫
τj−1
μ(t) dt <
1
8
εe−K, j = 0,1, . . . ,N, where K =
tf∫
t0
μ(t) dt. (5)
In each interval [τj−1, τj ] we now apply the Lyapunov theorem. The interval [τj−1, τj ] can
be decomposed into two disjoint measurable subsets Eji , i = 0,1, such that
τj∫
τj−1
[(
1 − α(s))f0(s,ψ(s), u0(s))+ α(s)f1(s,ψ(s), u1(s))]ds
=
∫
Ej0
f0
(
s,ψ(s), u0(s)
)
ds +
∫
Ej1
f1
(
s,ψ(s), u1(s)
)
ds.
Thus we construct u¯ε(t) and v¯ε(t) on [t0, tf ] as follows: if t ∈ Ξi =⋃Nj=1 Eji , then
v¯ε(t) = i, u¯ε(t) = ui(t), i = 0,1, and Ξ0 ∪ Ξ1 = [t0, tf ]. (6)
It is easy to see that u¯ε(t) is measurable on [t0, tf ], u¯ε(t) ∈ Ω , and
τj∫
τj−1
[(
1 − α(s))f0(s,ψ(s), u0(s))+ α(s)f1(s,ψ(s), u1(s))]ds
=
τj∫
τj−1
fv¯ε(s)
(
s,ψ(s), u¯ε(s)
)
ds, (7)
holds for all j = 1, . . . ,N .
Now if we let
ϕ(t) =
t∫
t0
[(
1 − α(s))f0(s,ψ(s), u0(s))+ α(s)f1(s,ψ(s), u1(s))
− fv¯ε(s)
(
s,ψ(s), u¯ε(s)
)]
ds, (8)
then
ϕ(τj ) = 0, j = 0,1, . . . ,N. (9)
Since the point t ∈ [t0, tf ] must be in certain interval [τl−1, τl], l ∈ {1,2, . . . ,N}, by (8) and
(9) it is easy to see that
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t∫
τl−1
[(
1 − α(s))f0(s,ψ(s), u0(s))+ α(s)f1(s,ψ(s), u1(s))
− fv¯ε(s)
(
s,ψ(s), u¯ε(s)
)]
ds. (10)
By (4), (5) and (10) we have
∣∣ϕ(t)∣∣
t∫
τl−1
2μ(s) ds 
τl∫
τl−1
2μ(s) ds  1
4
εe−K. (11)
Now let us consider the following system
x˙ = fv¯ε(t)
(
t, x(t), u¯ε(t)
) (12)
with the initial point (t0, x0), where u¯ε(t) and v¯ε(t) are given above. The trajectory of system (12)
corresponding to u¯ε(t) and v¯ε(t) with the initial point (t0, x0) is denoted by φ¯ε(t). By the con-
tinuation of solutions and the compactness of Λ, we have that φ¯ε(t) may be defined in [t0, tf ].
Then by (2), (12) and φ¯ε(t0) = ψ(t0) = x0, for t ∈ [t0, tf ] we have∣∣φ¯ε(t) − ψ(t)∣∣
=
∣∣∣∣∣
t∫
t0
[(
1 − α(s))f0(s,ψ(s), u0(s))+ α(s)f1(s,ψ(s), u1(s))
− fv¯ε(s)
(
s, φ¯ε(s), u¯ε(s)
)]
ds
∣∣∣∣∣

∣∣∣∣∣
t∫
t0
[(
1 − α(s))f0(s,ψ(s), u0(s))+ α(s)f1(s,ψ(s), u1(s))
− fv¯ε(s)
(
s,ψ(s), u¯ε(s)
)]
ds
∣∣∣∣∣
+
∣∣∣∣∣
t∫
t0
[
fv¯ε(s)
(
s,ψ(s), u¯ε(s)
)− fv¯ε(s)(s, φ¯ε(s), u¯ε(s))]ds
∣∣∣∣∣
 1
4
εe−K +
∣∣∣∣∣
t∫
t0
[
fv¯ε(s)
(
s,ψ(s), u¯ε(s)
)− fv¯ε(s)(s, φ¯ε(s), u¯ε(s))]ds
∣∣∣∣∣, (13)
where the last inequality follows from (8) and (11).
By (4) and (13), we have
∣∣φ¯ε(t) − ψ(t)∣∣ 14εe−K +
t∫
μ(s)
∣∣φ¯ε(s) − ψ(s)∣∣ds.
t0
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∣∣φ¯ε(t) − ψ(t)∣∣ 14εe−K exp
( t∫
t0
μ(s) ds
)
 1
4
εe−K × eK = 1
4
ε. (14)
Step 2. In Step 1 we have proven that v¯ε(t) = i for measurable set Ξi =⋃Nj=1 Eji , i = 0,1.
However it is possible that there are infinite switchings in the finite time. To avoid this phenom-
enon, we must prove that v¯ε(t) = i ∈ {0,1} for some intervals. By the knowledge of real analysis,
we have that for measurable set Ξ0 =⋃Nj=1 Ej0, there exist finite nonoverlapping intervals I0p ,
where p ∈ P0,P0 is a finite index set, such that mes(Ξ0⋃p∈P0 I0p) < δ2 , where mes(·) denotes
the Lebesgue measure of the set, δ is defined such that (5) holds, and I0 =⋃p∈P0 I0p . Setting
I1 = [t0, tf ]\I0, we have mes(Ξ1I1) < δ2 . Then we construct uε(t) and vε(t) as follows:
vε(t) = i, if t ∈ Ii,
and
uε(t) = ui(t), if t ∈ Ii, i = 0,1. (15)
In terms of (6) and (15), we have
mes
{
t | vε(t) = v¯ε(t)
}
< 2 · δ
2
= δ and mes{t | uε(t) = u¯ε(t)}< 2 · δ2 = δ. (16)
Now let us consider the following system:
x˙ = fvε(t)
(
t, x(t), uε(t)
) (17)
with the initial point (t0, x0), where uε(t) and vε(t) are given above. The trajectory of the system
corresponding to uε(t) and vε(t) with the initial point (t0, x0) is denoted by φε(t). By the above
arguments, φε(t) may be defined in [t0, tf ]. Then by (12), (17) and φ¯ε(t0) = φε(t0) = x0, for
t ∈ [t0, tf ] we have
∣∣φε(t) − φ¯ε(t)∣∣=
∣∣∣∣∣
t∫
t0
[
fvε(s)
(
s,φε(s), uε(s)
)− fv¯ε(s)(s, φ¯ε(s), u¯ε(s))]ds
∣∣∣∣∣

t∫
t0
∣∣fvε(s)(s,φε(s), uε(s))− fv¯ε(s)(s,φε(s), uε(s))∣∣ds
+
t∫
t0
∣∣fv¯ε(s)(s,φε(s), uε(s))− fv¯ε(s)(s,φε(s), u¯ε(s))∣∣ds
+
t∫
t0
∣∣fv¯ε(s)(s,φε(s), u¯ε(s))− fv¯ε(s)(s, φ¯ε(s), u¯ε(s))∣∣ds. (18)
By (4) we have∣∣φε(t) − φ¯ε(t)∣∣
∫
4μ(s) ds[t0,t]∩{t |vε(t) =v¯ε(t)}
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t∫
t0
∣∣fv¯ε(s)(s,φε(s), u¯ε(s))− fv¯ε(s)(s, φ¯ε(s), u¯ε(s))∣∣ds

∫
[t0,t]∩{t |vε(t) =v¯ε(t)}
4μ(s) ds +
t∫
t0
μ(s)
∣∣φε(s) − φ¯ε(s)∣∣ds.
By (5), (16) and the absolute continuity of the integral, we have
∣∣φε(t) − φ¯ε(t)∣∣ 4 · 18εe−K +
t∫
t0
μ(s)
∣∣φε(s) − φ¯ε(s)∣∣ds.
By the Gronwall’s inequality, we have
∣∣φε(t) − φ¯ε(t)∣∣ 12εe−K exp
( t∫
t0
μ(s) ds
)
 1
2
εe−K × eK = 1
2
ε. (19)
Therefore by (14) and (19), we have∣∣φε(t) − ψ(t)∣∣ 34ε. (20)
The proof is complete. 
Remark 4. The above proof is easily generalized to the cases in which the switched system
consists of more than two subsystems.
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