Auto-administration des entrepôts de données complexes by Aouiche, Kamel et al.
HAL Id: hal-00560965
https://hal.archives-ouvertes.fr/hal-00560965
Submitted on 28 Jan 2017
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Auto-administration des entrepôts de données complexes
Kamel Aouiche, Jérôme Darmont, Omar Boussaïd, Fadila Bentayeb
To cite this version:
Kamel Aouiche, Jérôme Darmont, Omar Boussaïd, Fadila Bentayeb. Auto-administration des en-
trepôts de données complexes. Revue des Nouvelles Technologies de l’Information, Hermann, 2005,
E-4, pp.47-70. ￿hal-00560965￿
Auto-administration des entrepoˆts
de donne´es complexes
Kamel Aouiche∗
Je´roˆme Darmont∗∗, Omar Boussaid∗∗, Fadila Bentayeb∗∗
Laboratoire ERIC, Universite´ Lumie`re Lyon 2
5 avenue Pierre Mende`s-France
69676 Bron Cedex
∗ kaouiche@eric.univ-lyon2.fr
∗∗{jdarmont,boussaid,bentayeb}@univ-lyon2.fr
http://eric.univ-lyon2.fr
Re´sume´. Les requeˆtes de´finies sur les entrepoˆts de donne´es sont souvent
complique´es et utilisent plusieurs ope´rations de jointure qui sont couˆteuses
en terme de temps de calcul. Dans le cadre de l’entreposage de donne´es
complexes, les adaptations apporte´es aux sche´mas classiques d’entrepoˆts
induisent des jointures supple´mentaires lors des acce`s aux donne´es. Ce
couˆt devient encore plus important quand les requeˆtes ope`rent sur de tre`s
grands volumes de donne´es. Il est donc primordial de re´duire ce temps
de calcul. Pour cela, les administrateurs d’entrepoˆts de donne´es utilisent
en ge´ne´ral des techniques d’indexation comme les index de jointure en
e´toile ou les index bitmap de jointure. Cela demeure ne´anmoins complexe
et fastidieux.
La solution propose´e s’inscrit dans une optique d’auto-administration des
entrepoˆts de donne´es. Dans ce cadre, nous proposons une strate´gie de
se´lection automatique d’index. Pour cela, nous avons recouru a` une tech-
nique de fouille de donne´es, plus particulie`rement la recherche de motifs
fre´quents, pour de´terminer un ensemble d’index candidats a` partir d’une
charge donne´e. Nous proposons ensuite des mode`les de couˆt permettant
de se´lectionner les index engendrant le meilleur profit. Ces mode`les de
couˆt e´valuent en particulier le temps d’acce`s aux donne´es a` travers des
index bitmap de jointure, ainsi que le couˆt de maintenance et de stockage
de ces index.
Mots cle´s : Entrepoˆts de donne´es, donne´es complexes, auto-administration,
se´lection d’index, motifs fre´quents, mode`les de couˆt, index bitmap de join-
ture.
1 Introduction
Les entrepoˆts de donne´es classiques sont ge´ne´ralement mode´lise´s selon un sche´ma en
e´toile contenant une table de faits centrale volumineuse et un certain nombre de tables
dimensions repre´sentant les descripteurs des faits [Inmon, 2002] [Kimball et Ross, 2002].
La table de faits contient les cle´s (e´trange`res) des tables dimensions et les mesures. La
Figure 1 montre un exemple d’entrepoˆt de donne´es mode´lise´ en e´toile compose´ de la
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table de faits Sale et des tables dimensions Products et Customers.
 
Customers 
C_ID 
Gender 
City 
State 
Sales 
P_ID 
C_ID 
Total 
Products 
P_ID 
Weight 
Size 
Type 
… 
Fig. 1 – Exemple d’entrepoˆt de donne´es mode´lise´ en e´toile
Les entrepoˆts de donne´es classiques permettent d’analyser des activite´s repre´sente´es
sous la forme de donne´es nume´riques. Cependant, les donne´es exploite´es dans le cadre
des processus de´cisionnels sont de plus en plus complexes. L’ave`nement du Web et la
profusion de donne´es multime´dias ont en grande partie contribue´ a` l’e´mergence de cette
nouvelle sorte de donne´es. Nous conside´rons que des donne´es sont complexes si elles
sont :
– multiformats (donne´es nume´riques, symboliques, textes, images, sons, vide´os...)
et/ou
– multistructures (bases de donne´es relationnelles, collections de documents XML...)
et/ou
– multisources (bases de donne´es re´parties, Web...)
et/ou
– multimodales (un meˆme phe´nome`ne de´crit par plusieurs canaux ou points de vue,
comme des radiographies et le diagnostic audio d’un me´decin pour e´valuer l’e´tat
de sante´ d’un patient, des donne´es exprime´es dans des e´chelles ou des langues
diffe´rentes...)
et/ou
– multiversions (bases de donne´es temporelles, recensements pe´riodiques dont les
crite`res e´voluent...).
Les donne´es complexes sont repre´sente´es par un ensemble de descripteurs de bas
niveaux et se´mantiques. Leur manipulation s’ope`re par l’interme´diaire de ces descrip-
teurs. Leur multiplication permet d’obtenir une information de plus en plus comple`te
sur les donne´es complexes elles-meˆme, mais complique e´galement leur exploitation.
Le choix des descripteurs les plus pertinents a` conside´rer dans le cadre d’un pro-
cessus de´cisionnel devient alors un vrai proble`me. Les concepts de l’entreposage de
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donne´es demeurent cependant valides dans ce contexte. Les mesures, bien que non
ne´cessairement nume´riques, restent des indicateurs pour l’analyse et cette dernie`re
s’effectue vraisemblablement selon diffe´rentes perspectives repre´sente´es par des dimen-
sions. La volume´trie des donne´es et leur datation jouent e´galement en faveur d’une
approche d’entreposage.
Dans le cadre d’un projet dans le domaine de la me´decine du sport, nous avons
conc¸u un entrepoˆt de donne´es me´dicales complexes (qualitatives, nume´riques, textes,
images...) concernant un grand ensemble de sportifs de haut niveau. Cet entrepoˆt, base´
sur une mode´lisation relationnelle des donne´es, a ne´cessite´ des adaptations des sche´mas
en e´toile classiques incluant notamment un e´clatement de la table de faits en plusieurs
relations. Or, avec ce type de mode`le, une requeˆte de´cisionnelle ne´cessite de´ja` une ou
plusieurs jointures entre la table de faits et les tables dimensions. Notre adaptation pour
les donne´es complexes accentue donc ce phe´nome`ne. De plus, le sche´ma de l’entrepoˆt
comporte des hie´rarchies au niveau des dimensions (sche´ma en flocon de neige), ce qui
entraˆıne des jointures additionnelles. La multiplication des jointures rend complexe le
choix des meilleurs index a` construire. Le couˆt de ces jointures en terme de temps de
calcul devient prohibitif et s’amplifie davantage lorsque celles-ci ope`rent sur de tre`s
grands volumes de donne´es. Il est alors crucial de le re´duire.
Plusieurs techniques ont e´te´ propose´es pour ame´liorer le temps de calcul des join-
tures dans les bases de donne´es, telles la jointure par hachage, par tri-fusion et la
jointure imbrique´e [Mishra et Eich, 1992]. Cependant, ces techniques ne sont efficaces
que lorsque la jointure s’applique a` deux tables et que le volume de donne´es est rela-
tivement faible. Lorsque le nombre de jointures est supe´rieur a` deux, il faut alors les
ordonner en fonction des tables a` joindre (proble`me d’ordonnancement des jointures).
D’autres techniques, utilise´es dans les entrepoˆts de donne´es, exploitent des index de
jointure pour pre´calculer ces dernie`res afin d’assurer un acce`s rapide aux donne´es. L’ad-
ministrateur de l’entrepoˆt de donne´es a donc pour taˆche cruciale de choisir les meilleurs
index a` construire (proble`me de se´lection d’index).
Avec le de´veloppement des bases de donne´es en ge´ne´ral et des entrepoˆts de donne´es
en particulier, il est devenu tre`s important de re´duire la fonction d’administration
des Syste`mes de Gestion de Bases de Donne´es (SGBD) [Weikum et al., 2002] ou du
moins de fournir des outils d’aide pour l’administrateur. Ces fonctionnalite´s sont par-
ticulie`rement critiques dans le cas des entrepoˆts de donne´es complexes, du fait de
l’he´te´roge´ne´ite´ meˆme des donne´es stocke´es. Les syste`mes auto-administratifs ont pour
objectif de s’administrer et de s’adapter eux-meˆmes, automatiquement, sans perte (ou
meˆme avec un gain) de performance. Dans ce cadre, nous avons propose´ une de´marche
de se´lection automatique d’index dans les bases de donne´es fonde´e sur l’extraction de
motifs fre´quents a` partir d’une charge [Aouiche et al., 2003a] [Aouiche et al., 2003b],
puis quelques pistes pour l’adaptation de cette de´marche dans le contexte des entrepoˆts
de donne´es [Aouiche et al., 2004]. Notons que la se´lection d’index est ne´anmoins un
processus complexe aussi bien dans le cas ou` les donne´es sont simples ou complexes.
Dans cet article, nous pre´sentons la poursuite de nos travaux dans cette voie avec
pour objectif une application sur notre entrepoˆt de donne´es me´dicales complexes. Par-
tant du constat que tous les index candidats fournis par la phase d’extraction des
motifs fre´quents ne peuvent pas eˆtre construits en pratique (contraintes syste`mes ou
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d’espace de stockage), nous proposons une strate´gie permettant de se´lectionner les
plus avantageux graˆce a` des mode`les de couˆt. Ces mode`les nous permettent d’estimer
le couˆt d’acce`s aux donne´es a` travers ces index et le couˆt de leur maintenance et de
leur stockage. Un algorithme glouton exploite ces mode`les afin de recommander une
configuration d’index pertinente.
Par ailleurs, nous avons choisi dans ce travail de nous focaliser sur les index bitmap
de jointure car ils sont bien adapte´s a` l’environnement des entrepoˆts de donne´es. En
effet, les bitmaps de ces index rendent efficace l’exe´cution d’ope´rations courantes comme
And, Or, Not ou Count qui ope`rent sur les bitmaps (donc en me´moire) et non plus sur
les donne´es sources. De plus, les jointures sont pre´alablement calcule´es au moment
de la cre´ation de ces index. Elles ne sont donc pas calcule´es lors de l’exe´cution des
requeˆtes. D’autre part, l’espace disque occupe´ par les bitmaps est faible, notamment
quand la cardinalite´ des attributs indexe´s n’est pas e´leve´e [Sarawagi, 1997] [Wu, 1999].
Ces attributs sont souvent utilise´s dans les clauses Where et Group by des requeˆtes
de´cisionnelles [Hu et al., 2003].
Cet article est organise´ comme suit. Nous pre´sentons tout d’abord un e´tat de l’art
concernant les index de jointure et les approches propose´es pour la se´lection d’index
dans les entrepoˆts de donne´es (Section 2). Nous rappelons le principe de notre de´marche
de se´lection automatique d’index a` base d’extraction de motifs fre´quents (Section 3).
Nous pre´sentons ensuite nos mode`les de couˆt (Section 4) et de´taillons notre strate´gie
de se´lection d’index (Section 5). Afin de valider celle-ci, nous l’avons expe´rimente´e sur
un entrepoˆt de donne´es test (Section 6). Nous terminons enfin par une conclusion et
des perspectives de recherche (Section 7).
2 E´tat de l’art
2.1 Techniques d’indexation dans les entrepoˆts de donne´es
Au dela` des index structure´s en b-arbre et de leurs variantes, il existe d’autres
techniques d’indexation plus adapte´es a` l’environnement des entrepoˆts de donne´es. Ces
approches prennent en compte la volume´trie des donne´es et la complexite´ des requeˆtes
de´cisionnelles.
Dans un premier temps, les index de jointure ont e´te´ propose´s dans les bases de
donne´es [Valduriez, 1987]. Ce type d’index, utilise´ pour pre´-joindre deux tables, a e´te´
e´tendu aux entrepoˆts de donne´es. En effet, les index de jointure en e´toile (star join
index ) peuvent contenir toutes combinaisons de cle´s e´trange`res de la table de faits et de
cle´s primaires des tables dimensions re´sultantes de la jointure de ces tables [Brick, 1997].
Un index de jointure en e´toile est dit complet s’il est construit en joignant toutes les
tables de dimensions avec la table de faits. Il est dit partiel s’il est construit en ne
joignant que certaines dimensions avec la table de faits. En conse´quence, l’index complet
est be´ne´fique pour n’importe quelle requeˆte mais exige beaucoup d’espace disque pour
son stockage et son couˆt de maintenance est e´leve´.
Les index bitmap [Wu et Buchmann, 1998] sont efficaces quand la cardinalite´ (nom-
bre de valeurs distinctes) de l’attribut indexe´ n’est pas e´leve´e. A` chaque valeur de ce
dernier est associe´ un bitmap contenant autant de bits que de n-uplets de la table
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indexe´e. Le ieme bit du bitmap associe´ a` une valeur est mis a` 1 si cette dernie`re est
pre´sente dans le ieme n-uplet de la table, autrement, il est mis a` 0.
Une variante des index bitmaps sont les index bitmap de jointure (bitmap join in-
dexes) [O’Neil et Graefe, 1995]. Un bitmap contenant autant de bits que de n-uplets
de la table de faits est cre´e´ pour chaque valeur distincte de l’attribut indexe´ d’une
dimension. Le ieme bit du bitmap est mis a` 1 si le n-uplet de la table de dimen-
sions contenant la valeur associe´e a` ce bitmap peut eˆtre joint avec le iieme n-uplet
de la table de faits. Dans le cas contraire, ce bit est mis a` 0. Dans l’entrepoˆt de
donne´es de la Figure 1, nous montrons un index bitmap de jointure sur la table de
faits Sales en utilisant l’attribut “Gender” de la table de dimension Customers (Fi-
gure 2) [Vanachayobon et Gruenwald, 1999]. Notons que l’attribut indexe´ “Gender” ne
se trouve pas dans la table indexe´e Sales.
100513
400210
100911
20910
100511
900110
100610
10710
500515
100211
100510
TotalC_IDP_ID
Sales
F105022
I104021
E105019
I105018
H10517
D105016
B105015
A103014
C105013
A105012
B105011
A101010
TypeSizeWeightP_ID
Products
OKMooreF10
OKNormanM9
TXDallasF8
OKNormanM7
OKOKCF6
VARonoakeF5
OKNormanM4
OKOKCM3
OKNormanF2
OKNormanF1
StateCityGenderC_ID
Customers
01
01
10
10
01
01
01
10
01
01
01
MF
Index bitmap de jointure
Fig. 2 – Exemple d’index bitmap de jointure
Un index bitmap de jointure peut e´galement eˆtre construit sur plusieurs attributs
appartenant a` des tables dimensions diffe´rentes, jointes avec la table de faits (par
exemple, l’attribut “Gender” de la table Customers et l’attribut “Type” de la table
Products). Dans ce cas, l’index est appele´ index bitmap de jointure multiple (multiple
bitmap join) [Vanachayobon et Gruenwald, 1999].
Par ailleurs, les index de jointure de dimensions (dimension join) ont e´te´ propose´s
pour les entrepoˆts de donne´es mode´lise´s en flocon de neige [Bizarro et Madeira, 2001].
Le principe de ces index bitmap est de rapprocher la table de faits des tables dimensions
(hie´rarchies) en re´alisant le pre´-calcul des jointures dans une meˆme hie´rarchie. L’index
de jointure de dimensions repre´sente un “plus court chemin” entre la table de faits et
les tables dimensions.
2.2 Se´lection d’index dans les entrepoˆts de donne´es
Le proble`me de se´lection d’index dans les bases de donne´es est
e´tudie´ depuis plusieurs anne´es [Finkelstein et al., 1988] [Frank et al., 1992]
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[Chaudhuri et Narasayya, 1998] [Agrawal et al., 2000] [Valentin et al., 2000]
[Feldman et Reouven, 2003] [Kratica et al., 2003]. Ce proble`me reste pose´ dans
les entrepoˆts de donne´es. Les travaux qui s’y rapportent peuvent eˆtre classe´s
en deux familles : les algorithmes cherchant a` optimiser le temps de mainte-
nance [Labio et al., 1997] et ceux cherchant a` optimiser le temps d’exe´cution des
requeˆtes [Gupta et al., 1997] [Agrawal et al., 2001] [Golfarelli et al., 2002]. Dans les
deux cas, l’optimisation est re´alise´e sous la contrainte d’espace de stockage alloue´
aux index par l’administrateur. Nous nous inte´ressons dans cet article aux trois
algorithmes de la deuxie`me famille qui se rapprochent de notre travail.
Le premier algorithme parcourt un multi-graphe bipartie en exploitant un mode`le
de couˆt pour recommander un ensemble de vues mate´rialise´es et d’index minimisant
le couˆt d’exe´cution des requeˆtes [Gupta et al., 1997]. Ce multi-graphe relie les index
et les vues aux requeˆtes ou` ils sont pre´sents. Le deuxie`me algorithme, implante´ dans
SQL serveur, e´nume`re tous les index et vues mate´rialise´es pouvant contribuer a` la
re´duction du temps d’exe´cution d’un ensemble de requeˆtes [Agrawal et al., 2001]. Des
appels a` l’optimiseur de requeˆtes permettent ensuite de re´duire le nombre de candidats
(index et vues). Un ensemble final d’index et de vues mate´rialise´es est alors propose´.
Le troisie`me algorithme se base sur une approche heuristique permettant progressive-
ment de choisir a` partir d’un ensemble de candidats (index et vues) les index les plus
avantageux [Golfarelli et al., 2002]. Le choix est re´alise´ en comparant le couˆt des plans
d’exe´cution possibles, ge´ne´re´s par l’optimiseur de requeˆtes, de chaque requeˆte de la
charge.
3 De´marche de se´lection automatique d’index
Dans cette section, nous pre´sentons une extension de nos travaux sur la se´lection au-
tomatique d’index [Aouiche et al., 2003a] [Aouiche et al., 2003b] [Aouiche et al., 2004].
La de´marche que nous proposons (Figure 3) exploite le journal des transactions (en-
semble de requeˆtes re´solues par le SGBD) pour recommander une configuration (en-
semble) d’index ame´liorant le temps d’acce`s aux donne´es.
Tout d’abord, nous extrayons de la charge des attributs indexables (c’est-a`-dire
les attributs utiles lors de l’exe´cution des requeˆtes s’ils sont indexe´s). Ces attributs
sont stocke´s dans une matrice, dite “requeˆtes-attributs”, qui correspond a` un contexte
d’extraction exploite´ par l’algorithme de fouille de donne´es Close [Pasquier et al., 1999].
Nous obtenons alors un ensemble de motifs fre´quents ferme´s. Chaque motif de cet
ensemble est analyse´ afin de ge´ne´rer un ensemble d’index candidats en s’appuyant sur
les me´tadonne´es (sche´ma : cle´s primaires, cle´s e´trange`res; statistiques...) de l’entrepoˆt
de donne´es. Enfin, nous proce´dons a` un processus d’e´lagage, suivant les mode`les de couˆt
pre´sente´s dans la Section 4, avant de construire effectivement la configuration d’index.
Nous de´taillons chacune des ces e´tapes dans les sections qui suivent.
3.1 Analyse de la charge
Les requeˆtes pre´sentes dans la charge (journal des transactions) sont traite´es
par un analyseur syntaxique de requeˆtes SQL afin d’extraire tous les attri-
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Métadonnées 
(Schéma, statistiques …) 
Génération des index 
 
Entrepôt de 
données  
Extraction  
des attributs indexables
 
Création des index 
 
Modèles de coût 
 
Configuration d’index 
 
Index  candidats
 
Ensemble de motifs fréquents
 
Charge 
Matrice requêtes-attributs 
(Contexte d’extraction)
 
Application de Close  
 
Sélection d’index 
 
Fig. 3 – Strate´gie de se´lection automatique d’index
buts susceptibles d’eˆtre des supports d’index. Ces attributs sont ceux pre´sents
dans les clauses Where des requeˆtes (attributs servant a` la recherche dans les
requeˆtes d’interrogation). Dans les syste`mes de´cisionnels, les requeˆtes sont de
type Select (read only) et les rafraˆıchissements (batch update) sont re´alise´s
pe´riodiquement [Vanachayobon et Gruenwald, 1999]. Nous ne construisons la matrice
“requeˆtes-attributs” qu’a` partir des requeˆtes d’interrogation.
3.2 Construction du contexte d’extraction
A` partir des attributs extraits dans l’e´tape pre´ce´dente, nous construisons une ma-
trice “requeˆtes-attributs” qui a pour lignes les requeˆtes de la charge et pour colonnes
les attributs a` indexer. L’existence d’un attribut indexable dans une requeˆte est sym-
bolise´e par 1 et son absence par 0. Nous illustrons la construction de cette matrice a`
travers l’exemple suivant.
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Soit un entrepoˆt de donne´es compose´ de la table de faits Sales et de cinq
tables dimensions Channels, Customers, Products, Times et Promotions. La Figure 4
repre´sente un extrait d’une charge compose´ de trois requeˆtes.
(1) select sales.time id, sum(quantity sold), sum (amount sold)
from sales, times
where sales.time id = times.time id
and times.fiscal year = ‘2000’
group by sales.time id;
(2) select sales.prod id, avg(amount sold)
from sales, products, promotions
where sales.prod id = products.prod id
and sales.promo id = promotions.promo id
and promotions.promo category = ‘newspaper’
group by sales.prod id;
(3) select sales.cust id, avg(amount sold)
from sales, customers, products, times
where sales.cust id = customers.cust id
and sales.prod id = products.prod id
and sales.time id = times.time id
and times.fiscal year = ‘2000’
and customers.cust marital status =‘single’
and products.prod category =‘Women’
group by sales.cust id;
. . .
Fig. 4 – Extrait d’une charge
La matrice “requeˆtes-attributs” obtenue apre`s l’analyse syntaxique de la charge
est compose´e de dix colonnes et trois lignes (Figure 5). Elle est subdivise´e suivant les
tables utilise´es dans la charge pour des raisons de clarte´ et de lisibilite´. Cette matrice
exploite´e par l’algorithme Close donne lieu a` un ensemble de motifs fre´quents ferme´s.
Nous de´taillons dans la Section 5.1, apre`s la pre´sentation des mode`les de couˆt, comment
sont ge´ne´re´s les index bitmap de jointure candidats a` partir de ces motifs.
4 Mode`les de couˆt
Ge´ne´ralement, le nombre d’index candidats est d’autant plus important que la
charge en entre´e est volumineuse. La cre´ation de tous ces index peut ne pas eˆtre
re´alisable en pratique (nombre d’index par table limite´ dans le SGBD utilise´ ou espace
de stockage alloue´ aux index restreint). Pour pallier ces limitations, nous proposons
des mode`les de couˆt permettant de ne conserver que les index les plus avantageux. Ces
mode`les estiment l’espace en octets occupe´ par les index bitmap de jointure, les couˆts
d’acce`s aux donne´es a` travers ces index et de maintenance de ces index en terme de
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Customers Promotions Products
cust id marital status promo id promo category prod id prod category
(1) 0 0 0 0 0 0
(2) 0 0 1 1 1 0
(3) 1 1 0 0 1 1
Sales Times
pod id cust id promo id time id time id fiscal year
(1) 0 0 0 1 1 1
(2) 1 0 1 0 0 0
(3) 1 1 0 1 1 1
Fig. 5 – Matrice requeˆtes-attributs
nombre d’entre´es/sorties. Le Tableau 1 re´sume les notations adopte´es dans l’e´laboration
des mode`les.
Symbole Description
| X | Nombre de n-uplets de la table X ou cardinalite´ de l’attribut X
Sp Taille en octets d’une page disque
pX Nombre de pages ne´cessaires pour stocker la table X
Spointeur Taille en octets du pointeur d’une page
m Ordre d’un b-arbre
d Nombre de bitmaps utilise´s pour e´valuer une requeˆte donne´e
w(X) Taille en octets d’un n-uplet de la table X ou de l’attribut X
Tab. 1 – Parame`tres des mode`les de couˆt
4.1 Taille d’un index bitmap de jointure
L’espace requis pour stocker un index bitmap simple de´pend line´airement de la
cardinalite´ de l’attribut indexe´ et du nombre de n-uplets de la table a` laquelle il ap-
partient. L’espace de stockage d’un index bitmap construit sur un attribut A de cardi-
nalite´ |A| appartenant a` une table T compose´e de |T | n-uplets est e´gal a` |A||T |8 octets
[Wu et Buchmann, 1998] [Wu, 1999].
Les index bitmap de jointure sont construits sur des attributs de tables dimensions
et chaque bitmap contient autant de bits que de n-uplets de la table de faits F . La
taille de l’espace de stockage requis est donc S = |A||F |8 octets.
Le temps de construction d’un index bitmap de´pend a` la fois de la cardinalite´ de
l’attribut sur lequel il est construit et le nombre de n-uplets de la table. La complexite´
est donc en O(|A||F |) [Wu, 1999].
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4.2 Couˆt de maintenance d’un index bitmap de jointure
Les ope´rations de mise a` jour ont un impact direct sur la taille des index bitmap
de jointure, notamment lorsque leur nombre est e´leve´. Ces ope´rations peuvent eˆtre
re´alise´es au niveau de la table de faits ou de la table de dimension. La variation de la
taille et les couˆts de ces ope´rations sont pre´sente´s dans les sections suivantes.
4.2.1 Variation de la taille d’un index bitmap de jointure
Les mises a` jour des donne´es entraˆınent syste´matiquement celles des index. Cela
peut engendrer des variations dans l’espace de stockage. Une mise a` jour peut eˆtre
avec ou sans expansion du domaine de l’attribut indexe´. On parle d’expansion quand
la mise a` jour provoque l’ajout d’une nouvelle valeur au domaine de cet attribut.
Dans le cas contraire, la mise a` jour est sans expansion. Par exemple, si le domaine de
l’attribut Type de la table Products est {A,B,C} alors la commande SQL Insert Into
Products (Type) Values (‘K’) provoque l’expansion du domaine de cet attribut.
– Mise a` jour sans expansion : Dans ce cas, un nouveau bit correspondant au
n-uplet inse´re´ est ajoute´ a` chaque bitmap de´ja` cre´e´. La valeur du bit inse´re´ est a`
1 dans le bitmap correspondant a` la valeur inse´re´e et elle est a` 0 dans les bitmaps
restants. La variation de l’espace de stockage est
∆S =
|A|(|F |+ 1)
8
−
|A||F |
8
=
|A|
8
et la complexite´ est en O(|A|) [Wu et Buchmann, 1998].
– Mise a` jour avec expansion : Le domaine de l’attribut indexe´ est e´tendu avec
la nouvelle valeur inse´re´e. Un nouveau bitmap correspondant a` cette valeur est
alors cre´e´. La variation de l’espace de stockage est
∆S =
(|A|+ 1)(|F |+ 1)
8
−
|A||F |
8
=
|A|
8
+
|F |+ 1
8
et la complexite´ est en O(|A|) + O(|F |) [Wu et Buchmann, 1998].
4.2.2 Couˆt d’insertion dans la table de faits
Soit un index bitmap de jointure construit sur l’attribut A de la table dimension T .
Lors d’une insertion dans la table de faits, il faut tout d’abord trouver le n-uplet de la
table T pouvant eˆtre joint avec celui inse´re´ dans la table de faits F . Au pire, toute la
table T est parcourue (pT pages sont lues). Il faut ensuite mettre a` jour les bitmaps de
l’index. Au pire, tous les bitmaps sont parcourus : |A||F |8Sp pages sont lues, ou` Sp de´note
la taille d’une page disque. Le couˆt de maintenance de l’index bitmap de jointure est
donc
Cmaintenance = pT +
|A||F |
8Sp
.
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4.2.3 Couˆt d’insertion dans les tables dimensions
Une insertion dans la table de dimension T peut provoquer ou non une expansion du
domaine de l’attribut indexe´ A. En cas de non expansion, la table de faits est parcourue
pour rechercher les n-uplets pouvant eˆtre joints avec celui inse´re´ dans la table T . Ce
parcours ne´cessite la lecture de pF pages. Il faut ensuite mettre a` jour les bitmaps de
l’index avec un couˆt e´gal a` |A||F |8Sp . En cas d’expansion, il faut ajouter le couˆt de cre´ation
du nouveau bitmap ( |F |8Sp pages). Le couˆt de maintenance est donc
Cmaintenance = pF + (1 + ξ)
|A||F |
8Sp
ou` ξ est e´gal a` 1 s’il y a une expansion et a` 0 dans le cas contraire.
4.3 Couˆt d’acce`s aux donne´es
Nous proposons deux mode`les de couˆt pour estimer le nombre d’entre´es/sorties
ne´cessaires pour acce´der aux donne´es. Dans le premier mode`le, nous ne prenons au-
cune hypothe`se sur la fac¸on dont sont imple´mente´s physiquement les index bitmap de
jointure. Dans le deuxie`me mode`le, nous supposons que l’acce`s aux bitmaps de l’index
se fait a` travers un b-arbre comme c’est le cas dans le SGBD Oracle, par exemple. Nous
de´taillons chacun de ces mode`les dans les sections suivantes.
4.3.1 Acce`s direct aux bitmaps
Deux phases sont ne´cessaires pour e´valuer une requeˆte exploitant un index bitmap :
la phase de parcours des bitmaps de l’index et la phase de lecture des n-uplets de la
table indexe´e.
La phase de parcours des bitmaps de l’index correspond a` toutes les ope´rations
d’entre´es/sorties ne´cessaires pour rechercher les bitmaps permettant d’e´valuer une
requeˆte donne´e. La phase de lecture des n-uplets de la table indexe´e inclut des
ope´rations d’entre´es/sorties additionnelles permettant de lire directement les donne´es
a` partir du disque. Nous supposons que les donne´es sont uniforme´ment distribue´es.
Nombre d’entre´es/sorties pour la phase de parcours des bitmaps
Au pire, tous les bitmaps doivent eˆtre parcourus pour rechercher le bitmap
correspondant a` une valeur de l’attribut indexe´. Dans les SGBD, les ope´rations
d’entre´es/sorties portent sur une page de donne´es plutoˆt que sur un n-uplet. Cela
signifie que lorsqu’un n-uplet d’une page est acce´de´, toute cette page est lue. Si Sp
est la taille d’une page disque, alors le nombre de pages parcourues pour lire un seul
bitmap est |F |8Sp .
Le couˆt en terme d’entre´es/sorties ne´cessaires pour rechercher un seul bitmap est
|A||F |
8Sp
. Si la lecture de d bitmaps est requise, alors le couˆt de la phase de parcours
des bitmaps de l’index est Cparcours = d
|A||F |
8Sp
. La valeur de d est e´gale au nombre de
pre´dicats applique´s sur l’attribut indexe´ et lie´s par l’ope´rateur Or ou la cardinalite´ de
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la liste d’une clause In. Par exemple, la valeur de d de l’attribut indexe´ A est e´gale a`
2 dans les deux clauses suivantes : A=5 Or A=10, A In (5,10).
Nombre d’entre´es/sorties pour la phase de lecture des n-uplets
Pour un index bitmap construit sur l’attribut A, le nombre de n-uplets lus est e´gal
a` |F ||A| (donne´es uniforme´ment distribue´es).
De fac¸on plus ge´ne´rale, le nombre total de n-uplets lus pour une requeˆte utilisant
d bitmaps peut eˆtre donne´ par Nr = d
|F |
|A| . E´tant donne´ le nombre de n-uplets lus,
de´fini par la formule pre´ce´dente, le nombre d’entre´es/sorties de la phase de lecture est
Clecture = pF (1 − e
−NrpF ) [O’Neil et Quass, 1997], ou` pF de´signe le nombre de pages
ne´cessaires pour stocker la table de faits.
Nombre total d’entre´es/sorties
Le nombre total d’entre´es/sorties est la somme du nombre d’entre´es/sorties calcule´
dans la phase de parcours des bitmaps et celui de la phase de lecture des n-uplets :
Cindex = d
|A||F |
8Sp
+ pF (1− e
−NrpF ).
Dans cette formule, nous constatons que le couˆt de la phase de parcours des bitmaps
(ope´rations sur les index bitmaps) est e´leve´ quand la cardinalite´ des attributs indexe´s
est grande. D’autre part, le couˆt de la phase de lecture diminue lorsque la cardinalite´
augmente.
4.3.2 Acce`s aux bitmaps par b-arbre
Dans ce mode`le, nous supposons que l’acce`s aux index bitmaps est re´alise´ a`
travers un b-arbre (me´taindexation) dont les nœuds feuilles pointent vers les bit-
maps (Figure 6). Le couˆt d’utilisation des index bitmap de jointure en terme
d’entre´es/sorties pour e´valuer une requeˆte d’interrogation peut eˆtre e´crit comme suit :
C = Cdescente + Cparcours + Clecture, ou` Cdescente de´signe le couˆt de descente du
b-arbre de la racine jusqu’aux nœuds feuilles, Cparcours de´note le couˆt de parcours des
nœuds feuilles afin de trouver les cle´s de recherche correspondantes et le couˆt de lecture
des bitmaps associe´s, et enfin Clecture donne le couˆt de lecture des n-uplets de la table
indexe´e.
Le couˆt de descente du b-arbre de´pend de sa hauteur. La hauteur d’un b-arbre
construit sur un attribut A est logm|A|, ou` m de´signe l’ordre du b-arbre. Cet ordre est
e´gal a` K + 1 ou` K repre´sente le nombre de cle´s de recherche dans chaque nœud du b-
arbre. Le nombre K est e´gal a`
Sp
w(A)+Spointeur
, ou` w(A) et Spointeur sont, respectivement,
la taille en octets de l’attribut A et du pointeur d’une page. Si nous n’ajoutons pas le
niveau des nœuds feuilles du b-arbre, alors le couˆt de descente du b-arbre est Cdescente =
logm|A| − 1.
Le couˆt de parcours des nœuds feuilles est |A|m−1 (au pire, tous les nœuds feuilles
sont lus). L’acce`s aux donne´es est re´alise´ via les bits mis a` 1 de chaque bitmap. Dans
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Fig. 6 – Index bitmap de jointure indexe´ par un b-arbre
ce cas, il faut lire chaque bitmap. Le couˆt de lecture de d bitmaps est d |F |8Sp . Ainsi, le
couˆt de parcours des nœuds feuilles est
Cparcours =
|A|
m− 1
+ d
|F |
8Sp
.
Le couˆt de lecture des n-uplets de la table indexe´e est calcule´ de la meˆme fac¸on que
dans la phase de lecture des n-uplets du mode`le de couˆt de la Section 4.3.1.
En re´sume´, le couˆt d’e´valuation d’une requeˆte exploitant un index bitmap de jointure
est
Cindex = logm|A| − 1 +
|A|
m− 1
+ d
|F |
8Sp
+ pF (1− e
−NrpF ).
4.4 Couˆt de jointure
Dans les cas ou` les index bitmap de jointure ne sont pas utilise´s pour e´valuer
une requeˆte, nous supposons que les jointures sont re´alise´es par hachage. Le
RNTI - E -
Auto–administration des entrepoˆts de donne´es complexes
nombre d’entre´es/sorties ne´cessaires pour joindre les tables R et S est alors
Chachage = 3 (pS + pR) [Mishra et Eich, 1992].
5 Strate´gie de se´lection d’index bitmap de jointure
Notre strate´gie de se´lection d’index proce`de en plusieurs e´tapes. Dans un premier
temps, l’ensemble des index candidats est construit a` partir de l’ensemble des motifs
fre´quents obtenus a` partir de la charge (Section 3). Un algorithme glouton exploite
ensuite une fonction objectif base´e sur les mode`les de couˆt pre´sente´s a` la Section 4 afin
d’e´laguer les index les moins avantageux. Le de´tail de ces e´tapes et de la construction
de la fonction objectif est donne´ dans les sections suivantes.
5.1 Construction de l’ensemble d’index candidats
A` partir de l’ensemble de motifs fre´quents (Section 3) et du sche´ma de l’entrepoˆt
de donne´es (cle´s e´trange`res de la table de faits, cle´s primaires des tables dimensions,
etc.), nous construisons un ensemble d’index candidats.
L’instruction de construction d’un index bitmap de jointure est compose´e de trois
clauses : On, From et Where. La clause On est compose´e des attributs sur lesquels est
construit l’index (attributs non cle´s des tables dimensions), la clause From contient les
tables jointes et la clause Where est constitue´e des pre´dicats de jointure. La Figure 7
montre un exemple d’une commande SQL permettant de construire un index bitmap
de jointure sur l’attribut FISCAL YEAR de la table de dimension TIMES (SALES est la
table de faits), sous Oracle 9i.
CREATE BITMAP INDEX BIJ TIMES
ON Sales (Times.Fiscal Year)
FROM Sales,Times
WHERE Sales.Time ID=Times.Time ID
Fig. 7 – Commande SQL de construction d’un index bitmap de jointure
Nous conside´rons un motif fre´quent < Table.attribut1,...,T able.attributn > comme
e´tant une suite finie d’e´le´ments de la forme Table.attribut. Chaque motif fre´quent
est analyse´ pour de´terminer les diffe´rentes clauses d’un index bitmap de jointure.
Tout d’abord, nous extrayons les e´le´ments contenant les cle´s e´trange`res de la table
de faits. Les motifs ne contenant pas de tels e´le´ments ne donnent pas d’index bitmap
de jointure car ces e´le´ments sont ne´cessaires pour de´finir les clauses From et Where
de l’index. Nous recherchons ensuite, dans le motif fre´quent, les e´le´ments contenant
les cle´s primaires des tables dimensions afin de construire la clause Where. Les tables
trouve´es au cours de cette analyse constituent la clause From. Les e´le´ments contenant
des attributs non cle´s des tables dimensions forment la clause On. Si de tels e´le´ments
n’existent pas, l’index bitmap de jointure ne peut pas eˆtre construit car la clause On
est forme´e des attributs non cle´s des tables dimensions. Par exemple, le motif fre´quent
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<Times.Time id,Sales.Time id,Times.Fiscal Year> donne l’index bitmap de join-
ture BIJ TIMES dont la commande SQL est pre´sente´e dans la Figure 7.
5.2 Fonctions objectifs
Dans cette section, nous de´crivons trois fonctions objectifs e´valuant la re´duction
ou l’augmentation du couˆt d’exe´cution, en terme d’entre´es/sorties, des requeˆtes de la
charge lorsqu’un nouvel index est cre´e´. Le couˆt d’exe´cution d’une requeˆte est assimile´
au couˆt de calcul des jointures par hachage si aucun index bitmap de jointure n’est
exploite´, ou au couˆt d’acce`s aux donne´es a` travers cet index dans le cas contraire. Le
couˆt d’exe´cution des requeˆtes de la charge est la somme de tous les couˆts d’exe´cution
de ses requeˆtes.
La premie`re fonction objectif privile´gie les index apportant le plus de profit lors de
l’exe´cution des requeˆtes, la deuxie`me fonction privile´gie les index apportant le plus de
profit tout en occupant le moins d’espace de stockage et la troisie`me fonction combine
les deux premie`res afin de se´lectionner dans un premier temps les index apportant
le plus de profit et de ne conserver dans un deuxie`me temps que ceux qui occupent
le moins d’espace de stockage lorsque celui-ci devient faible. La premie`re fonction est
utilisable quand l’espace de stockage n’est pas limite´, la deuxie`me fonction est utile
quand l’espace de stockage est faible et la troisie`me est inte´ressante quand cet espace
est moyennement grand. Nous de´taillons dans la suite chacune de ces fonctions.
5.2.1 Fonction objectif profit
Soient I = {i1,...,in} un ensemble d’index bitmap de jointure candidats,
Q = {q1,...,qm} un ensemble de requeˆtes (la charge) et S l’ensemble d’index final
a` cre´er.
La fonction objectif profit, note´e P , est de´finie comme suit :
P/S(ij) = λ
(
C/S(Q)− C/S∪{ij}(Q)− β Cmaintenance({ij})
)
, ij /∈ S.
– Le coefficient λ estime le rapport entre le couˆt des jointures e´vite´es graˆce a` l’index
ij lors de l’exe´cution des requeˆtes de la charge exploitant cet index et le couˆt total
des jointures de toutes les requeˆtes de cette charge. Plus la valeur de λ est grande,
meilleur est l’index. En effet, un index e´vitant le calcul d’un plus grand nombre
de jointures est le plus avantageux. Le coefficient λ est calcule´ comme suit :
λ = |Q| support(ij)
hachage(tables(ij))∑|Q|
i=1 hachage(tables(qi))
ou` |Q|, support(ij), hachage(tables(ij)) et
∑|Q|
i=1 hachage(tables(qi)) sont res-
pectivement le nombre de requeˆtes de la charge, le support du motif fre´quent
ge´ne´rateur de l’index ij , le couˆt de jointure par hachage des tables pre´-jointes
dans ij et le couˆt total des jointures par hachage des tables jointes dans les
requeˆtes de la charge.
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– C/S(Q) repre´sente le couˆt d’exe´cution des requeˆtes de la charge lorsque l’en-
semble d’index S est utilise´. Si cet ensemble est vide, C/∅(Q) est e´gal a` la somme
des couˆts de calcul des jointures par hachage des tables de chaque de requeˆte.
Lorsqu’un index ij est ajoute´ a` S, C/S∪{ij}(Q) =
∑|Q|
k=0 C(qk ,{ij}) repre´sente le
couˆt d’exe´cution des requeˆtes de la charge en conside´rant les index de l’ensemble
S ∪{ij}. Si la requeˆte qk exploite l’index ij alors le couˆt C(qk ,{ij}) est e´gal a` Cij
(couˆt d’acce`s aux donne´es a` travers cet index). Dans le cas contraire, C(qk ,{ij})
est e´gal a` la valeur minimum entre Chachage (couˆt de calcul des jointures par
hachage des tables jointes par la requeˆte qk) et les valeurs de C(qk,{i}) (couˆts
d’exe´cution des requeˆtes qk exploitant i ∈ S avec i 6= ij).
– Le coefficient β = |Q| p(ij) permet d’estimer le nombre de mises a` jour de l’index
ij est lors du rafraˆıchissement de l’entrepoˆt de donne´es. La probabilite´ de mise a`
jour p(ij) de l’index ij est e´gale a`
1
nombre d′index
%rafraichissement
%interrogation
ou` le rapport %rafraichissement%interrogation repre´sente la proportion de mises a` jour de l’en-
trepoˆt de donne´es par rapport aux interrogations.
– Cmaintenance({ij}) repre´sente le couˆt de maintenance de l’index ij .
5.2.2 Fonction objectif ratio profit/espace
Si la se´lection d’index est re´alise´e sous la contrainte de l’espace de stockage alloue´
aux index, la fonction objectif ratio profit/espace R/S(ij) =
P/S(ij)
taille(ij )
est utilise´e. Cette
fonction calcule le profit apporte´ par l’index ij par rapport a` l’espace de stockage
taille(ij) qu’il occupe. La fonction ratio profit/espace privile´gie les index acce´le´rant le
mieux l’acce`s aux donne´es, tout en occupant le moins d’espace possible.
5.2.3 Fonction objectif hybride
La contrainte sur l’espace de stockage peut eˆtre relaxe´e si l’espace alloue´ aux index
est relativement e´leve´. La fonction objectif hybride H ne pe´nalise les index “gour-
mands” en espace que si le rapport espace restantespace stockage est supe´rieur a` un seuil α donne´
(0 < α ≤ 1), ou` espace restant et espace stockage sont respectivement l’espace res-
tant apre`s l’inclusion de l’index ij et l’espace re´serve´ pour stocker tous les index. Cette
fonction est calcule´e en combinant les fonctions P et R comme suit :
H/S(ij) =
{
P/S(ij) si
espace restant
espace stockage > α,
R/S(ij) sinon.
L’inte´reˆt de cette fonction est de prendre dans un premier temps les index ame´liorant
le plus le temps d’exe´cution des requeˆtes, sans prendre en compte la contrainte sur
l’espace de stockage. Lorsque le rapport entre l’espace restant et l’espace de stockage
atteint le seuil critique indique´ par la valeur de α, on pe´nalise les index occupant
beaucoup d’espace disque. Cela est inte´ressant lorsque l’administrateur dispose d’un
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espace moyennement grand pour stocker les index et qu’il ait plusieurs index apportant
une ame´lioration importante au temps d’exe´cution des requeˆtes et occupant beaucoup
d’espace.
5.3 Construction de la configuration d’index
L’algorithme de se´lection d’index (Algorithme 1) se base sur une recherche glou-
tonne dans l’ensemble des index candidats I donne´ en entre´e. La fonction objectif F
doit eˆtre l’une des fonctions P , R ou H de´crites dans la section pre´ce´dente. Si la fonction
R est utilise´e, nous ajoutons en entre´e de l’algorithme la taille de l’espace de stockage
M re´serve´ aux index. Si la fonction H est utilise´e, nous y ajoutons le parame`tre α.
A` la premie`re ite´ration de l’algorithme, les valeurs de la fonction objectif sont
calcule´es pour chaque index de l’ensemble I . Le couˆt d’exe´cution des requeˆtes de la
charge Q (premier terme de la fonction F ) est e´gal au couˆt total de calcul des jointures
par hachage des tables jointes dans chaque requeˆte. L’index imax maximisant la fonction
objectif, s’il existe (F/S(imax) > 0), est ensuite ajoute´ a` l’ensemble S. Si l’une des
fonctions R ou H est utilise´e, l’espace de stockage M est diminue´ de l’espace occupe´
par imax.
Les valeurs de la fonction objectif F sont ensuite recalcule´es pour chaque index
restant dans I − S puisqu’elles de´pendent de l’ensemble d’index se´lectionne´s S. Cela
permet de prendre en compte les interactions qui peuvent exister entre les index.
Algorithme 1 Construction de la configuration d’index
S ← ∅
re´pe´ter
imax ← ∅
Fmax ← 0
pour tout ij ∈ I − S faire
si F/S(ij) > Fmax alors
Fmax ← F/S(ij)
imax ← ij
fin si
fin pour
si F/S(imax) > 0 alors
S ← S ∪ {imax}
fin si
jusqu’a` (F/S(imax) ≤ 0 ou I − S = ∅)
Ces ite´rations sont re´pe´te´es jusqu’a` ce qu’il n’y ait plus d’ame´lioration de la fonction
objectif (F/S(i) ≤ 0) ou que tous les index soient se´lectionne´s (I − S = ∅). Si la
fonction R ou H est utilise´e, l’algorithme s’arreˆte e´galement quand l’espace de stockage
disponible est sature´.
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6 Expe´rimentations
Afin de valider notre strate´gie de se´lection d’index bitmap de jointure, nous l’avons
applique´e sur un entrepoˆt de donne´es test implante´ au sein du SGBD Oracle 9i installe´
sur un PC sous Windows XP Pro dote´ d’un processeur Pentium 4 a` 2.4 GHz, d’une
me´moire centrale de 512 Mo et d’un disque dur IDE de 120 Go. Cet entrepoˆt de
donne´es est compose´ d’une table de faits Sales et de cinq tables dimensions Customers,
Products, Promotions, Times et Channels. Le Tableau 2 de´taille le nombre de n-uplets
et la taille en Mo de chaque table de cet entrepoˆt. Nous avons mesure´ pour diffe´rentes
valeurs du support minimal de l’algorithme Close le temps d’exe´cution des requeˆtes de
la charge. En pratique, ce parame`tre permet de limiter le nombre d’index candidats
a` ge´ne´rer en ne se´lectionnant que ceux qui sont les plus fre´quemment sollicite´s par la
charge. Notons que dans ces expe´rimentations, nous nous basons volontairement sur des
donne´es classiques, afin d’assurer une bonne compre´hension de la de´marche que nous
pre´sentons. Cette dernie`re reste ne´anmoins valable dans le cas des donne´es complexes.
Table Nombre de n-uplets Taille (Mo)
Sales 16 260 336 372,17
Customers 50 000 6,67
Products 10 000 2,28
Times 1 461 0,20
Promotions 501 0,04
Channels 5 0,0001
Tab. 2 – Caracte´ristiques de l’entrepoˆt de donne´es test
Pour calculer les diffe´rents couˆts, nous avons fixe´ respectivement les valeurs des
parame`tres Sp (taille d’une page disque) et de Spointeur (taille du pointeur d’une page)
a` 8 Ko et 4 Ko. Ces valeurs sont celles indique´es dans le fichier de configuration d’Oracle.
Nous n’avons applique´ dans ces expe´rimentations que le mode`le d’acce`s aux bitmap
par b-arbre (Section 4.3.2) car c’est la me´thode utilise´e dans Oracle 9i. La charge
est compose´e de quarante requeˆtes de´cisionnelles comportant plusieurs jointures. Nous
avons mesure´ le temps total d’exe´cution des requeˆtes de cette charge selon que l’on ait
construit ou pas les index et selon que l’on ait applique´ ou pas les mode`les de couˆt
exploite´s par les trois fonctions objectifs : profit, ratio profit/espace et hybride. Nous
avons e´galement mesure´ l’espace disque occupe´ par les index.
6.1 Expe´rimentations avec la fonction profit
La Figure 8 montre que les index se´lectionne´s ame´liorent le temps d’exe´cution des
requeˆtes de la charge avec ou sans application des mode`les de couˆt jusqu’a` ce que le
support minimal de´passe 47,5%. De plus, ce temps se de´grade de manie`re continue au
fur et a` mesure que le support minimal augmente. Cela est duˆ au fait que le nombre
d’index diminue quand le support minimal augmente. Pour les grandes valeurs du
support (plus de 47,5%), le temps d’exe´cution est proche de celui obtenu sans index.
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Fig. 8 – Fonction profit
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Fig. 9 – Espace de stockage des index
Ce cas est pre´visible, dans le sens ou`, pour un support minimal tre`s grand, aucun index
ou tre`s peu d’index candidats sont ge´ne´re´s.
Le gain maximal en temps total d’exe´cution de la charge dans les deux cas est
respectivement de 30,50% et de 31,85%. Malgre´ une le´ge`re baisse de 1,32% du gain en
temps d’exe´cution lorsque les mode`les de couˆt sont utilise´s (nombre plus re´duit d’index
construits), nous constatons en contre partie un gain significatif en terme d’espace de
stockage (e´gal a` 32,79% dans le cas le plus favorable) comme le montre la Figure 9. La
re´duction du nombre d’index est inte´ressante lorsque la fre´quence de rafraˆıchissement
de l’entrepoˆt de donne´es est e´leve´e car le couˆt de rafraˆıchissement est proportionnel
au nombre d’index construits. D’autre part, le gain en espace de stockage permet a`
l’administrateur de limiter l’espace disque alloue´ aux index.
6.2 Expe´rimentations avec la fonction ratio profit/espace
Dans ces expe´rimentations, nous avons fixe´ la valeur du support minimal a` 1%.
Cette valeur donne le plus grand nombre de motifs fre´quents et, par conse´quent, le plus
grand nombre d’index bitmap de jointure candidats. Cela permet de faire varier l’espace
de stockage dans un plus grand intervalle. Nous avons mesure´ le temps d’exe´cution
des requeˆtes en fonction du pourcentage de l’espace de stockage alloue´ aux index. Ce
pourcentage est calcule´ par rapport a` l’espace total occupe´ par tous les index.
La Figure 10 montre que le temps d’exe´cution diminue quand l’occupation de l’es-
pace de stockage augmente. Cela est pre´visible, dans le sens ou`, on peut cre´er un plus
grand nombre d’index et donc ame´liorer davantage le temps d’exe´cution. Nous consta-
tons aussi que le gain maximal en temps d’exe´cution e´gal a` 28,95% est atteint pour
une occupation de l’espace de stockage de 59,64%. Cela signifie qu’en fixant l’espace
de stockage a` cette valeur et en appliquant la fonction objectif ratio profit/espace,
nous obtenons des gains en temps d’exe´cution proches de ceux obtenus en appliquant
la fonction objectif profit (30,50%). Ce cas est inte´ressant quand l’administrateur ne
dispose pas de beaucoup d’espace pour stocker les index.
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6.3 Expe´rimentations avec la fonction hybride
Nous avons reproduit les expe´rimentations pre´ce´dentes avec la fonction objectif
hybride. Nous avons fait varier les valeurs du parame`tre α entre 0,1 et 1 par pas de
0,1. Les re´sultats obtenus dans ces expe´rimentations avec α allant de 0,1 a` 0,7 et α
allant de 0,8 a` 1 sont respectivement e´gaux a` ceux obtenus avec α = 0,1 et α = 0,7.
Nous ne repre´sentons donc a` la Figure 11 que les re´sultats obtenus avec α = 0,1 et
α = 0,8. Cette figure montre que pour α = 0,1, on se rapproche des re´sultats obtenus
en utilisant la fonction objectif ratio espace/profit, et pour α = 0,8, on se rapproche
des re´sultats obtenus en utilisant la fonction objectif profit. Le gain maximal en temps
d’exe´cution est e´gal a` 28,95% et 29,85% pour les valeurs 0,1 et 0,8 de α.
Nous expliquons ces re´sultats par le fait que les index bitmap de jointure construits
sur plusieurs attributs ne´cessitent un espace de stockage important. En revanche,
comme ils pre´-calculent un plus grand nombre de jointures, ils ame´liorent davantage
le temps d’exe´cution de ces dernie`res. L’espace alloue´ aux index se remplit donc tre`s
vite au bout de quelques ite´rations de l’algorithme glouton de se´lection d’index. Ceci
explique pourquoi le parame`tre α n’influe pas significativement sur l’algorithme de
se´lection et donc sur les re´sultats de ces expe´rimentations.
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Fig. 10 – Fonction ratio profit/espace
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7 Conclusion et perspectives
Dans cet article, nous avons pre´sente´ une strate´gie automatique de se´lection d’index
bitmap de jointure dans les entrepoˆts de donne´es complexes. Cette strate´gie exploite
dans un premier temps les motifs fre´quents obtenus par l’algorithme Close a` partir
d’une charge donne´e afin de ge´ne´rer un ensemble d’index bitmap de jointures can-
didats. Elle s’appuie, dans un deuxie`me temps, sur des mode`les de couˆt afin de ne
conserver parmi ces candidats que ceux qui sont les plus avantageux. Ces mode`les es-
timent le couˆt d’acce`s aux donne´es a` travers les index bitmap de jointure, ainsi que
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le couˆt de maintenance et de stockage de ces index. Nous avons e´galement propose´
trois fonctions objectifs profit, ratio profit/espace et hybride combinant les mode`les
de couˆt afin d’e´valuer le couˆt d’exe´cution des requeˆtes exploitant ou non les index.
Ces fonctions sont exploite´es par un algorithme glouton de se´lection d’index afin de
recommander une configuration d’index pertinente. Cela permet a` notre strate´gie de
s’adapter aux contraintes impose´es par le syste`me (nombre d’index limite´ par table)
ou par l’administrateur de l’entrepoˆt de donne´es (taille de l’espace de stockage alloue´
aux index).
Nos re´sultats expe´rimentaux montrent que l’application des mode`les de couˆt a` notre
strate´gie de se´lection d’index re´duit le nombre d’index se´lectionne´s sans de´grader signi-
ficativement les performances. Cette re´duction garantit en revanche un gain substantiel
en terme d’espace de stockage alloue´ aux index, ainsi qu’une diminution des couˆts de
maintenance de l’entrepoˆt de donne´es lors des rafraˆıchissements.
Notre travail montre que l’ide´e d’utiliser des techniques de fouille de donne´es pour
l’auto-administration des entrepoˆts de donne´es complexes est une approche promet-
teuse. Face a` la volume´trie et a` la complexite´ intrinse`que des donne´es traite´es, il est
en effet devenu crucial de fournir des outils d’aide a` l’administrateur de l’entrepoˆt,
notamment en ce qui concerne l’optimisation des performances.
Ce travail ouvre par ailleurs plusieurs axes de recherche future. Dans un premier
temps, il paraˆıt indispensable de continuer a` tester notre strate´gie pour mieux e´valuer
la surcharge qu’elle engendre pour le syste`me, que ce soit en terme de ge´ne´ration des
index ou de leur maintenance. Il sera notamment ne´cessaire de la confronter a` notre
entrepoˆt de donne´es me´dicales complexes.
Il serait e´galement tre`s inte´ressant de comparer notre approche de manie`re plus
syste´matique a` d’autres de´marches de se´lection d’index, que ce soit par des calculs
de complexite´ des heuristiques de ge´ne´ration de configurations d’index (surcharge)
ou des expe´rimentations visant a` e´valuer la qualite´ de ces configurations (gain en
temps d’exe´cution et surcharge due a` la maintenance des index), notamment lorsque
les donne´es indexe´es sont complexes.
E´tendre ou coupler nos travaux a` d’autres techniques d’optimisation de perfor-
mances (vues mate´rialise´es, gestion de cache, regroupement physique, etc.) consti-
tue e´galement une voie de recherche prometteuse. En effet, dans le contexte des
entrepoˆts de donne´es et a` plus forte raison lorsque les donne´es sont complexes,
c’est principalement en conjonction avec d’autres structures physiques (principale-
ment les vues mate´rialise´es) que l’indexation permet d’obtenir des gains de perfor-
mance significatifs. Dans ce cadre, une classification effectue´e sur le contexte d’ex-
traction permettrait de construire des groupes de requeˆtes ayant de fortes simila-
rite´s. Chaque groupe de requeˆtes pourrait alors eˆtre un point de de´part pour la
mate´rialisation des vues. De plus, il serait inte´ressant d’inte´grer des me´thodes per-
mettant de partager efficacement l’espace de stockage disponible entre les index et les
vues mate´rialise´es [Bellatreche et al., 2000].
Finalement, le travail que nous proposons ici exploite principalement des descrip-
teurs de donne´es complexes pour l’indexation. Il n’est spe´cifique aux donne´es complexes
qu’en raison des modifications d’architecture de l’entrepoˆt que nous avons introduites
pour stocker nos donne´es me´dicales. Il serait sans doute inte´ressant d’exploiter les
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donne´es complexes elles-meˆme, par exemple en prenant en compte des descripteurs de
bas niveaux, comme la couleur ou la texture pour des images. L’application de tech-
niques de fouille permettant de de´terminer quelles donne´es sont les plus susceptibles
d’eˆtre utilise´es conjointement pourrait aussi permettre de produire un regroupement
physique de ces donne´es sur disque.
Summary
The queries defined on data warehouses are often intricate and use several join ope-
rations that induce an expensive computational cost. In the field of complex data
warehousing, adaptations from the classical data warehouse schemas induce additional
joins at data access time. This cost becomes even more prohibitive when queries access
very large volumes of data. It is thus crucial to reduce data access costs. To improve
response time, data warehouse administrators generally use indexing techniques such as
star join indices or bitmap join indices. This is nevertheless still complex and fastidious.
The solution we propose lies in the field of data warehouse auto-administration.
In this framework, we propose an automatic index selection strategy. To release this
selection, we turn to a data mining technique; more precisely frequent itemset mining,
in order to determine a set of candidate indices from a given workload. Then, we
propose several cost models that help creating an index configuration composed by
the indices providing the best profit. These models particularly evaluate the cost of
accessing data using bitmap join indices, and the cost of updating and storing these
indices.
Keywords: Data warehouses, complex data, auto-administration, index selection,
frequent itemset, cost models, bitmap join indexes.
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